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ABSTRACT 
In this thesis we describe the calculation of the electronic subband 
structures of semiconductor quantum wells and superlattices in the 
Envelope Function Approximation. We show how the results of these 
calcuJ;ltions demonstrate the possibility for improvement of 
long-wavelength semiconductor laser device characteristics by 
bandstructure engineering. We present calculations for proposed 
strained layer and (111) -grown laser structures. We describe the 
observation of the pressure dependence of the light-hole mass in a 
quantum well within the framework of our calculational scheme, perform 
calculations for SiGe superlattices and give analytic results for 
quantum well, valence band-edge, effective masses in a 2-band 
(heavy-hole/light-hole) model. 
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Chapter 1 
Introduction 
It is now possible to grow thin-layered semiconductor structures to 
sufficiently precise specifications that their electronic 
bandstructure can be effectively tailored to given requirements. We 
aim to demonstrate some of the possibilities for such bandstructure 
engineering within the framework of a simple computational scheme. 
We perform electronic subband calculations for semiconductor quantum 
wells (QW) and super lattices (SL) in the envelope function 
approximation (EFA) [1-15], a combination of k.p [16] and effective 
mass theory (EMT) [1,17]. The method is semiempirical and requires as 
input experimentally determined parameters appropriate to bulk samples 
of the semiconductor alloys forming the heterostructure layers. We 
restrict ourselves to combinations of IV-IV and III-V alloys, and 
consider only subband structure about the centre of the Brillouin 
zone. 
We pay particular attention to modifications of bulk bandstructure 
beneficial for semiconductor laser operation. This enables us to 
suggest particular heterostructure systems for construction [18,19], 
with the hope of observing improved device characteristics, as well as 
allowing us to give a theoretical interpretation of existing 
experimental results [20]. The potential applications of bandstructure 
engineering are manifold and we consider systems which suggest 
6 
possible use in fast-hole devices [21]. We are also able to describe 
theoretically, within our calculational scheme, experimental results 
demonstrating pressure dependence of light-hole transport in strained 
layer systems [22]. 
We divide our discussion into three main sections: 
implementation and discussion of results. 
physics outline, 
Firstly we descril:)e the basic physics behind our work. We give a 
simple account of bulk bandstructure in the k.p formalism and show how 
EMT allows us to derive QW subband structures from bulk 
bandstructures. We describe QW subband structure and indicate the 
possibilities for bandstructure engineering. We indicate the 
differences between QW and SL subband structure and then give a 
description of the effects of uniform magnetic fields in QW's. Finally 
we describe the application of bandstructure engineering to the 
long-wavelength semiconductor laser. 
The implementation requires description of bulk bandstructure by k.p 
theory and 'theory of invariants' (TOI) [17, 23] and introduction of 
the heterostructure environment by means of EMT. We consider only SL 
configurations (from which QW results can be obtained in the limit of 
infinitely wide barriers) . This reduces our problem to that of finding 
the solution of a system of coupled, linear, second-order differential 
equations with piecewise constant coefficients and periodic boundary 
conditions. Our chosen solution to this eigenvalue problem is 
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distinctive in as much as we solve the coupled equations by expansion 
in a complete set of basis functions defined over the whole 
superlattice period, making explicit use of the hermitianised form of 
the SL Hamiltonian with position-dependent effective masses. This is 
in contrast to the more common but equivalent procedure (assuming full 
convergence of our basis function expansion) of finding the general 
solution in each layer of the SL and imposing matching conditions at 
the interfaces. We suggest that our method facilitates a simple 
description of in-plane subband dispersion in terms of mixing of zone 
centre basis states away from the two-dimensional Brillouin zone 
centre. 
Our discussion of results includes a brief description of the validity 
of the various interpolation procedures used to obtain the necessary 
input parameters from existing experimental data. We point out the 
salient features of calculated subband structures for a variety of 
different well and barrier compositions and widths, indicating how 
these features would be expected to be beneficial in device 
applications. Finally we show how these calculated subband structures 
provide a theoretical explanation of experimental observations. 
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Chapter 2 
Physics Outline 
Our work is concerned with semiconductor structures built from such 
thin semiconductor layers, typically 10-100 A., that quantum 
confinement effects become important. We will be particularly 
interested in layered structures built from semiconductor alloys with 
different lattice constants. For a full description of the potential 
applications and present growth limitations of such strained-layer 
structures, see the review article by O'Reilly [24]. 
We set ourselves two goals. Our first is to obtain a description of 
these semiconductor structures which will provide us with a simple 
means of determining which configurations and compositions of 
component materials will be most beneficial for device applications. 
To this end we adopt a single-particle description of the 
semiconductor. We make no attempt to justify this reduction of the 
full semiconductor many-body problem except to say that experimental 
results, such as those of angular resolved photoemission experiments 
[25,26], convince us of the meaningfulness of electronic bulk 
bandstructures and the single-particle description we adopt leads to 
demonstrably useful results for QW's and SL's. We only concern 
ourselves with those features of the semiconductor problem which we 
might expect to treat successfully in a single-particle framework. 
Having adopted a description of the semiconductor in terms of 
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electronic bandstructure, we must find a means of manipulating these 
bandstructures to produce desired results. For such bandstructure 
engineering we require an easily visualisable and intuitive method of 
discussing the electronic bandstructures of QW's and SL's. We 
therefore choose to describe the systems that we consider, within the 
framework of the envelope function approximation. In particular, we 
adopt a description of finite-k envelope 
J. 
functions in terms of a 
superposition of zone-centre basis functions. The exact meaning of 
this will be made clear later. 
Having chosen our calculational framework, the second of our two goals 
is to propose for growth, specific structures that should exhibit 
beneficial characteristics for semiconductor devices and to provide an 
explanation of the results of experiments on existing systems. These 
proposed structures and explanations, along with an examination of our 
adopted calculational scheme, form the results of our work. Thus our 
work can be described as 'envelope function calculations for 
bandstructure engineering' . 
In this chapter we outline the relevant physics needed for an 
understanding of the chapters following. We give a description of bulk 
semiconductors within a single particle framework and point out the 
features of our description most important for bandstructure 
engineering. We show how QW and SL subband structures can be derived 
from bulk bandstructures and outline the major differences between 
bulk and 2D bandstructures. We show how the application of external 
magnetic fields affects our description of QW's and SL's and finally 
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we show how the novel features of QW and SL subband structures can be 
usefully employed in devices, concentrating on the case of the 
long-wavelength semiconductor laser. 
Overview: single particle description of bulk bandstructure 
effects of strain 
anistropy 
the shallow impurity problem 
Kohn-Luttinger effective mass theory 
effective mass theory for the quantum well 
requirements for a well-founded derivation 
similarity to the shallow impurity problem 
quantum well and superlattice subband structure 
the infinite well 
construction of subbands from bulk bands 
wavefunction expansion and band mixing 
* infinite well m , relation to strained bulk 
bandstructure engineering 
composition of QW and SL layers 
strain 
crystallographic growth direction 
semiconductor superlattices 
magnetic fields 
Landau levels 
cyclotron mass for bulk, QW; single-, multi-band 
the semiconductor laser 
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2.1 Single-particle approximation 
The basis of our single-particle description is the 
independent-particle Hamiltonian 
p2 h 
2m + V(r) + ｾＨｏＧｸｖＧｖＩ＠ .p 4m c 
H (2 .1) 
where V(r) is the periodic potential representing the average effects 
of the atomic nuclei and of all the other electrons of the crystal on 
the electron described by our single-particle equation. The many 
approximations implicit in the use of this equation are discussed 
elsewhere [27] . The electrons of the crystal are assumed to occupy the 
single-particle eigenstates given by this equation, in accordance with 
Fermi-Dirac statistics. The periodicity of the Hamiltonian means that 
these eigenstates are described by the Bloch eigenfunctions 
ik.r 
e unk (2. 2) 
and eigenvalues E
0
(k) where k is a reciprocal lattice vector and unk 
is periodic with the periodicity of the crystal lattice. 
In our choice of device materials we restrict ourselves to the 
technologically important combinations of IV-IV (diamond structure) 
and III-V (zincblende structure) alloys. These are treated within the 
virtual crystal approximation (VCA) [28]. This model assumes that the 
material is a nearly perfect random alloy and that electronic 
structure can be generated from suitably averaged parameters of the 
constituent compounds. 
For applications of interest we need only concern ourselves with the 
12 
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bandstructure about the centre of the Brillouin zone. For unstrained 
bulk materials of the type we consider, this takes the general form 
shown in Fig.1 where we have a heavy- and light-hole band, degenerate 
at the zone centre r, separated by E from the conduction band and by g 
ｾ＠ from the spin split-off band. All four bands are doubly (Kramers) 
degenerate when we neglect the inversion asymmetry of the III-V 
semiconductors. 
2.2 Description of bulk bandstructure 
Concentrating for illustrative purposes on the valence band edge, we 
can describe this bandstructure by the roots of a 2x2 determinantal 
equation [17,29] 
jiH (k) 
- EO I 0 (2. 3) 
h2 [ a+ lei + i ': ｾ＠ ) where IH (k) lei - ijbl (2. 4) m 
with 1 + 
2 1 
± 
2 k2) 
a± --('1 2'12)kz --('1 '12) (kx + 2 1 2 1 y 
b v3'13 (k - ik )k X y Z 
c v3['1 Ck2 - k2 > - 2ia3k k J - 2 X y X y 2 
The x,y and z directions are along the cube axes of the direct lattice 
and we take the spin to be quantised along the z-axis. k is a vector 
of the reciprocal lattice and are the Luttinger 
'1-parameters related to experimentally determined (inverse) effective 
masses. 
This is typical of the Hamiltonians we will adopt to describe bulk 
bandstructures, so we examine its form and the physical picture it 
13 
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E 
ＭＭＭＭＭＭＭＭ］ｾＭＩ＠ ＵＭＭＭＭＭ｡ｾ＠
r 
E g 
Fig.l Bulk bandstructure of a III-V semiconductor 
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z 
provides of the semiconductor. 
The need to arbitrarily choose a spin-quantisation axis to obtain this 
explicit representation of IH (k), means that individual terms of the 
Hamiltonian are not symmetric in k , k and k . The cube axes are, 
X y Z 
however, physically equivalent and for instance the heavy- (m+) and 
light-(m_)hole zone centre effective masses 
* m 
h2 1 
m d2E/dk21o 
(2. 5) 
are clearly seen to be the same along the x-,y- and z-directions and 
are given by (2. 6) 
The form of the diagonal terms of our adopted Hamiltonian do, however, 
indicate the potential for anisotropy in the zone centre masses when 
the symmetry of the system is physically reduced. This can be 
achieved by the application of uniaxial strain along one of the cube 
axes. This has the effect of lifting the degeneracy of the valence 
band edge. For small strains and within the framework of the 2-band 
model, the heavy- and light-hole band edges shift by +S and -s 
respectively from their unstrained values (with S>O for biaxial 
compression, Fig.2). The Hamiltonian describing the strained bulk 
system is then given by 
h2 [ a+ lei + ilbl ] [ ｾ＠ 0 ) !H (k) = - lei - i lb I a_ + (2. 7) m -s 
and the zone centre heavy- and light-hole masses are seen to be 
-1 
m± = - ('0 1 + 2o 2 > along the strain axis (we choose the strain axis 
parallel to the spin quantisation axis for simplicity) and 
15 
-k 
Z' 
LH 
k 
z 
Fig.2 Lifting of the valence band 
edge degeneracy by uniaxial strain 
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-1 
m± -<o1 ± o2 > perpendicular to the strain axis. 
Thus the heavy-hole band remains heavy along the strain-axis but 
becomes comparatively light perpendicular to it, while the light-hole 
band remains light along the strain axis but becomes comparatively 
heavy perpendicular to it, Fig.3. This introduction of anisotropy into 
the effective masses along the cube axes, in the presence of a 
physically preferred axis reducing the symmetry of the system, is 
utilised in the device applications of QW' s and SL' s, where the 
physically preferred direction is along the crystallographic growth 
axis. 
We could equally well quantise spin along an axis other than (001) • 
Choosing z along the (111) direction we find that the Hamiltonian 
takes the form (assuming axial symmetry) [20] 
IH (k) (2. 8) 
where 
B 
c - V'J[o 2 +2o 3) k2 2 3 .L 
k2 + k2 
X y 
The zone centre effective masses along (111) are seen to be given by 
-1 
-<o1 + 2o3> . The heavy-hole mass is found experimentally to be 
larger along (111) than along (001) (implying 01>203>202>0). Masses 
perpendicular to the (111) direction are clearly not equal to those 
17 
k 
J.. 
-1 
<-o1+-o2> 
-1 ('01-202) 
-1 ＼Ｍｯ Ｑ ＫＲＭｯｾ＠
Fig.3 Modification of bulk bandstructure with strain 
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along (111) . (We do not consider the strained case, because for (111) 
growth where our (111) spin-quantised Hamiltonian would be employed, 
strain introduces piezoelectric components into the strain tensor 
producing a problem which cannot be dealt with within the framework 
described below) . 
This anisotropy of unstrained bulk hole masses along the (001) and 
(111) directions proves to be a useful tool in bandstructure 
engineering. 
We have briefly examined the form of Hamiltonians typical of those we 
use to describe bulk bandstructures and we have pointed out several 
features of the semiconductor bandstructure which will prove useful in 
bandstructure engineering. We now go on to describe how QW and SL 
subband structures are derived from the bulk bandstructure of 
constituent layers. 
2.3 The shallow impurity problem [1] 
Before examining quantum confinement we look at a related problem 
which motivates our treatment of the calculation of subbands, that of 
shallow impurities in bulk semiconductors. We concern ourselves with 
the equation 
(H + U)'l! E'lt (2. 9) 
2 
where H = p + v (2.10) 2m 
(we neglect the spin-orbit term for simplicity) and u is a 
perturbation due to a point impurity. 
19 
To treat this problem we define the complete, orthonormal set of 
Kohn-Luttinger functions 
X (k,r) = eik.ru (r) 
n n 
(2.11) 
where the u (r) are periodic parts of the Bloch eigenfunctions of H 
n 
(assumed for simplicity to be non-degenerate) at the Brillouin zone 
centre k 0 and then make the expansion for the perturbed 
wave function 
\ll (r) A (k)X (k,r) dk 
n n 
1st BZ 
(2 .12) 
The matrix elements of H in the Kohn-Luttinger representation are 
<nkiH ln'k'> =I x:ck,r)H xn' (k',r) dr 
entire 
crystal 
(2 .13) 
(2.14) 
The term multiplying the exponential has the same periodicity as the 
crystal so we can show simply that <nk1Hin'k 1 > is given by [30] 
(27£)3 I * [ h h2kl2 J 
--r2- o (k - k 1 ) un (r) En'+ m k 1 .p +2in" un, (r) dr 
unit 
[ 
cell h2k2 k.p I] 
o ( k - k 1 ) o 1 ( E + - 2 - ) + h nn ( 2 . 15 ) nn n m m 
(2n:) 3 I * 
where pnn 1 = --Q- un(r)pun 1 (r) dr and Q is the volume of the unit 
unit 
cell 
cell. 
Consequently, the equation satisfied by the expansion coefficients 
A (k) is 
n 
20 
[ h
2
k
2 J hk I En+ 2m- E An(k) + --.E p ,A, (k) + L <nk!U ln'k'>An, (k') dk'= 0 m n' nn n n' 
1st BZ 
(2.16) 
Our principal objective is now to obtain an equation which pertains to 
a single band. 
The potential and momentum are the two sources of interband matrix 
elements in the above equation. The matrix elements of the potential 
can be written 
<nk!U ln'k'> = J ei(k'- k) .rU(r)u:(r)u
0
, (r) dr 
entire 
crystal 
l.J - m .rU(r) dr ｭ ｾ＠ 8mnn'I ei(k'- k K) 
= (2n) 3 L Bnn'u(k- k'+ K) 
m m 
m 
(2 .1 7) 
(2.18) 
(2.19) 
where we have made a Fourier expansion of the crystal periodic term 
* u (r)u, (r), K are reciprocal lattice vectors and U(k) is a Fourier 
n n m 
coefficient of the potential u. Then making the approximation that U 
varies only slowly within a unit cell, the Fourier coefficients of 
the potential which involve non-zero reciprocal lattice vectors K may 
m 
be discarded. This gives 
and 
<nkiU ln'k'> Q 1 u (k - k') 
nn 
] 
hk 
E An(k) + ·L p ,A, (k} 
m n' nn n 
+I U(k 
1st BZ 
k')A (lt') dk' 
n 
(2.20) 
0 
(2. 21) 
The only remaining interband matrix elements are those associated with 
21 
the momentum. Making the assumption that k is small, these interband 
terms can be removed to second order, ie. the above eigenvalue problem 
can be approximately 
transformation 
diagonalised, 
-is C = e A 
by a 
where S is hermitian and in some sense 'small'. Then 
suitable unitary 
(2.22) 
(2 .23) 
But we recognise the first three terms as E (k) to second order in k, 
n 
* containing the usual k.p expression for the effective mass m , so we 
can write 
(2.24) 
This resembles the ordinary Schrodinger equation in momentum space for 
* a particle of mass m in the field of the potential U. The reduction 
of the above equation to a differential equation in coordinate space 
is however only approximate, though the errors are negligible for 
sufficiently slowly varying impurity potentials. 
Defining a function F (r} 
n = J 
1st BZ 
(2.25) 
, ik.r 
multlplying by e and integrating over the Brillouin zone we obtain 
[E (-iV) - E]F (r) + U(r)F (r) = 0 
n n n 
(2.26) 
To obtain the wave function, we use 
A (k) = L J <nkleiS ln'k'>Cn' (k') dk' (2.27) 
n n' 
22 
c (k) to leading order (2.28) 
n 
so to this order 'It L: J c (k)e ik.r u (r) dk (2.29) n n n 
L: u (r) F (r) (2.30) n n 
n 
This equation does not connect bands and if we are interested, for 
instance, in the wavefunction associated with a particular shallow 
impurity level below the conduction band edge, we obtain finally 
(2.31) 
The essential feature of this result is that the perturbed 
wavefunction is given by a slowly varying envelope function modulating 
the periodic part of a band-edge Bloch function of the unperturbed 
Hamiltonian; the envelope function satisfies a Schrodinger-type 
* equation for a particle with effective mass m (incorporating all the 
effects of the periodic crystal potential) moving in the field of the 
perturbing potential. Explicit reference to the crystal potential is 
suppressed. 
The derivation requires that the potential be slowly varying and where 
this approximation breaks down, the theory becomes invalid. The 
reduction to an equation describing a single band, by removal of 
interband matrix elements to a given order, also required that k be 
small ie. the theory will only be valid near k = 0. 
As an explicit example we consider a donor impurity with a single 
excess electron. At large distances from the impurity the potential 
23 
U(r) will be that of a single point charge screened by the dielectric 
constant e of the bulk semiconductor, Fig.4. For a spherical 
* conduction band, with effective mass m , and the band edge at E = 0, 
eq. (2.26) becomes 
* 2m 
2 
'iJ F -
2 
e F 
41IEE r 
0 
EF 
which is just a simple hydrogenic problem with eigenvalues 
* 4 
E 
n 
and the perturbed wavefunction is 
me 
ｾＨｲＩ＠ = F(r)ue1 (r) 
where F is a hydrogenic wavefunction. 
2.4 Effective mass theory for a semiconductor quantum well 
(2. 32) 
(2.33) 
(2.34) 
An isolated semiconductor quantum well is formed when a thin 
("'10-lOOA) layer of one semiconductor is abruptly and 
pseudomorphically deposited between effectively semi-infinite layers 
of a wider band-gap semiconductor. A superlattice is formed when the 
two semiconductor materials form an effectively infinite periodic 
sequence of repeating layers, Fig.5. 
When the barrier thickness gets large enough (>150A) the structure 
generally behaves like a sequence of isolated quantum wells and is 
usually referred to as a multiquantum-well structure (MQW) . We 
consider first the isolated quantum well case. 
In a bulk crystal the existence of the electronic bandstructure with 
24 
E 
r 
Bound states 
Fig.4 Potential U(r) for a donor impurity 
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• • • B A B 
0 • ... 
Quantum well 
. I 1 
Fig.S 
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wavector k = (k , k , k ) follows from the periodicity of the crystal 
X y Z 
potential. In a quantum well, the heterostructure system is still 
fully periodic in the plane perpendicular to the growth axis, but we 
no longer have a periodic system in the growth direction, ie. there is 
no translation along the growth direction which leaves the quantum 
well system invariant. This immediately implies that formation of a 
quantum well will produce electronic bandstructure E(k ) where the k 
.1 .1 
are reciprocal lattice vectors in a two-dimensional reciprocal 
lattice. 
We illustrate this by considering a bulk unstrained semiconductor with 
a spherical conduction band described by the lxl determinantal 
equation 
IIH(k) - El = 0 (2.35) 
where IH(k) h
2 
2 k2) 
+2m 0el(kz + .1 (2.36) 
the conduction band edge is again at E=O and 0 el is the inverse 
electron mass. We grow along the z-axis a quantum well consisting of a 
thin layer of one semiconductor between semi-infinite layers of a 
second . semiconductor with a wider bandgap. We neglect charge transfer 
between well and barrier with its resultant creation of an electric 
field and consequent 'band-bending', ie. we work in the 'flat-band' 
approximation [5]. 
We treat this problem within the effective mass approximation 
described above for the example of the shallow impurity in a bulk 
semiconductor. We assume that the quantum well system can be described 
27 
as a perturbation on the bulk material forming the barrier. If we 
assume that the crystal potential is the same in both materials to 
first order ie. the bulk semiconductors are chemically similar and 
lattice-matched, then a potential flU can be imposed on the bulk 
n 
barrier material to give a description of the bulk well material. flU 
n 
depends on the band index n and is independent of the position vector 
r, thus 
2 
H'l' <L + v + flU ) '11 E '11 (2.37) 
n 2m n n n n 
2 
Ｈｾ＠ + V)'l! (E - flU )'l! (2.38) 2m n n n n 
This can be solved in terms of the Bloch eigenfunctions and 
eigenvalues of the barrier material: 
'II 
n 
E 
n 
ik.r 
e unk (2.39) 
(2. 40) 
where E8 are the barrier eigenvalues. This potential then describes a 
n 
material with rigidly shifted, but otherwise identical, bulk bands, 
Fig.6. 
We note that flU looks very much like a non-local potential as it is 
n 
independent of r but varies with n, so that it looks like a functional 
of '11 • In fact, if 
n 2 p 
+ VW (r) 2m (2.41) 
2 
and p + VB (r) 2m (2. 42) 
are the bulk Hamiltonians for the well and barrier materials 
respectively, and we assume the periodic parts of the well and barrier 
zone-centre Bloch functions are equal 
w 
u 
n 
B 
u 
n 
u 
n 
28 
(2.43) 
Barrier Well 
Fig.6 Rigidly shifted bulk bands 
in well and barrier materials 
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* = Ew (0) - EB (0) then I dr un(Hw - H )u (2.44) B n n n 
un t 
cell 
AU =I dr u * cvw B (2. 45) or - V )u n n n 
un t 
cell 
The quantum well structure can then be described by a potential of the 
form 
U (z) 
where 6 (z) 
6(z).llU 
n 
{
0, barrier 
1, well 
(2.46) 
(2.47) 
and we might hope that the quantum well wavefunction will be given by 
the effective mass prescription with the modulating envelope 
satisfying the Schrodinger-type equation 
h2 d 2F h2 k2 
2m oeldz2 + 2m oel ｾ＠ + 6(z).llUelF = EF (2.48) 
where .llUel is the potential associated with the conduction band. We 
would only expect this equation to break down at the interfaces. The 
QW wavefunction would then be given by 
,y, ik .r ｾＨｲＩ＠ = e ｾ＠ ｾ＠ F(z)ue1 (r) (2.49) 
where ue1 (r) is the band-edge Bloch function. 
The only difference between this formulation of the quantum well 
problem and the shallow impurity problem lies in the form of U (r) . 
Evaluating <nklu ln'k'> for the quantum well case 
<nk!U ln'k'>= e · 6(z) [AU u (r)u, (r)] dr I i(k'-k) r * n n n 
entire 
system 
= 
ｾ＠ bmnn'J ei(k'- k K ) L - m · r 6 ( z) dr 
m 
30 
(2.50) 
(2.51) 
where 
where 
nn' b 
m 
<nklu ln'k'> 
iJ-(k) 
1 J * iK .r n ｾｵ＠ u , (r)u (r)e m dr 
:.' n n n 
unit 
cell 
(2n) 3L ｢ｮｮｾＨｫＭ k' + K) 
m m 
m 
__ 1_ J e ＭｩｫＮｲｾＨｺＩ＠ dr 
(2rr) 3 . 
entJ.re 
system 
1 J -ik .r 
-- e i i 
(2rr) 3 
quantum 
well 
plane 
d J -ik z r e z dz i 
quantum 
well 
and assuming the well interfaces lie at ±a, 
1 sin(k a) ｾＨｫＩ＠ = 2 o(k > 2a z n i k a 
z 
which is of the general form shown in Fig.?. 
(2. 52) 
( 2. 53) 
(2.54) 
( 2. 55) 
(2. 56) 
Now a fundamental limiting approximation of the effective mass 
nn' prescription is that only the term b survives in the summation for 
0 
2n U. With reciprocal lattice vectors K of magnitude where a is a 
m a o 
0 
lattice spacing ＨｾｓａＩ＠ then we see that this is satisfied even for very 
thin wells. (We note however, that this neglect of all terms except 
b nn'. . . d d ｾｳ＠ ･ｱｵｾｶ｡ｬ･ｮｴ＠ to ｰｵｴｴｾｮｧ＠ ｾＨｫＩ＠ to zero for large k an correspon s 
0 z 
to removal of the high frequency components in an expansion of the 
function iJ-(r) in a complete basis set. That is, we are effectively 
assuming a potential of the form shown in Fig.B rather than that shown 
in Fig. 9. This misrepresentaion is called the Gibbs phenomenon and 
exists with any truncated basis function expansion.) The derivation 
then proceeds as for the shallow impurity case and we finally arrive 
at the envelope function equation 
[H(-iV') - E]F(r) + U(r)F(r) 0 (2.57) 
where t? 2 k2) H(k) =+2m 0el(kz + i (2.58) 
31 
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Fig.7 
Fig.8 Gibbs phenomenon 
Fig.9 Square well potential 
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F (r) ik .r e J. J. F(z) (2.59) 
and U (r) (2. 60) 
Because the reduction of the momentum-space Schrodinger-type equation 
to coordinate-space is only approximate and demands that the envelope 
function be slowly varying on the scale of a lattice spacing, we 
should therefore only expect the effective mass theory to be valid in 
wider wells (at least several monolayers thick) and for the lower 
lying bound states. The similarity to the shallow impurity case is 
immediately apparent, Fig.4 and 10. 
In summary, we have attempted in this section to indicate the 
procedures needed to justify the use of the effective mass 
approximation. We assumed that the material parameters describing the 
well and barrier layers were equal and we considered only the case of 
a singly degenerate, spherical conduction band. The method we adopt 
for full QW and SL subband calculations will assume that the effective 
mass theory can be more generally justified, allowing for different 
material parameters to describe the well and barrier layers and 
allowing also for extension to degenerate and nearly-degenerate 
bands, strained QW' s and SL' s and the incorporation of a magnetic 
field. This is not obvious but we maintain that the success of the 
method in explaining a wide range of experimental results implies that 
it can be more generally justified. 
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E 
Bound states 
Fig.4 Potential U(r) for a donor impurity 
E 
i ｊｾ＠ EL3 
EL2 
Bound states 
ELl 
-
-a 0 a 
Fig.lO Potential U ( z) for a square well 
34 
- -- ---
r 
1 
f;r 
z 
2.5 Quantum well and superlattice subband structure 
We next consider how the effective mass approximation allows us to use 
bulk bandstructures to generate QW and SL subband structures. We 
continue with the example of a spherical conduction band and make a 
further simplification by supposing that the band-offset is infinite. 
This retains the essential physics of the problem while considerably 
simplifying the analysis. 
Adopting the infinite-well approximation we have the envelope function 
equation 
h2 d 2F h2 k2 + U(z)]F (2.61) 2m 0el--2 + [- EF dz 2m 
0el .L 
-{:· well where U (z) (Fig .11) (2. 62) barrier 
With well-barrier interfaces at z 0 and L, the eigenfunctions of 
this equation are 
F (z) 
n ( ｾ＠ Ｉｾ＠ sin ＨｮｾｺＩ＠
independent of k and the eigenvalues are 
.L 
(2.63) 
(Fig.12) (2.64) 
We see that the confinement gives rise to parabolic subbands, one 
corresponding to each of the values 
k 
z 
nrr 
L 
n = 1, 2, 3, (2.65) 
We thus see that the subbands are generated from the bulk 
bandstructure at each value of k as shown in Fig.13 . 
.L 
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Ei ｾ＠ ｾ＠ ＮＴｾ＠ to infinity EL3 
EL2 
ELl 
0 L 
• z 
Fig.ll Infinite-well approximation 
Fig.l2 Parabolic subbands 
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As our description of the bulk bands is only of validity in a limited 
region of the Brillouin zone, it is clear that our calculated subbands 
should only be reliable in that region where the bulk bands are known 
to be accurately represented. The approximation in which we treat the 
conduction band as being parabolic with spherical symmetry can only be 
of validity near k 0; it does not have the periodicity of the 
reciprocal lattice. As the band is monotonically increasing however, 
we can restrict ourselves to a range of energies near the band edge 
thereby excluding eigenstates corresponding to unphysically large 
values of k . 
z 
If, however, our representation of the bulk 
bandstructure is such that there are unphysical bulk bands at large 
real-k in the energy range of interest, then we may find spurious 
z 
solutions in the subband calculations, corresponding to those large 
values of real-k outside the Brillouin zone, leading to unphysical 
z 
subband structure. A simple example where such spurious solutions can 
occur is the singly-degenerate conduction band already considered, but 
extended to allow for non-parabolicity by including a quartic term in 
the Hamiltonian 
(2.66) 
Fig.14 shows how spurious confined states could be calculated in this 
case. We find that such unphysical large real-k solutions can arise 
z 
in the 4-band (EL/HH/LH/SO) model for certain ranges of parameters. 
If we consider coupled bulk bands, such as those at the valence band 
edge described by the 2-band Hamiltonian of eq. (2. 4), the simple 
picture of Figs. 11-13 can no longer be applied near the 2D zone 
centre. Instead, we must solve the coupled differential equations 
38 
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E 
0 TC 
L 
I 
21( 
L 
0 
E 
spurious 
solution · 
k 
.L 
ｾｩｧＮＱＴ＠ Generation of spurious QW subbands 
from unphysical bulk bandstructure 
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following from eq. (2. 4) in the envelope function approximation, to 
obtain realistic subband dispersions. 
A number of techniques have been described in the literature to solve 
these coupled equations for the valence subband structure [3,9,31-34]. 
We describe here the method which we employ, an envelope function 
expansion in terms of zone-centre basis functions and we discuss the 
consequent band-mixing picture which this produces. 
When we generalise the effective mass prescription to the 2-band 
unstrained Hamiltonian for heavy- and light-holes, 
b2 ( :+_ c + :: ) ｾ＠ (k) - ib m 
with 1 2 2 
+ 
1 
± a± --('0 2o2 >kz --('0 '02)k.L 2 1 2 1 
b v3o3k k .L z 
c v3 'k2 20 l. 
we arrive at the envelope equations in the infinite-well case 
｛ｾＨＭｩｾＩ＠ + U(z) U]F = EF 
dz 
(2.67) 
(2.68) 
where F i s the column vector (:::::) and U(z) is the valence band edge 
{
O,well 
offset U (z) = (2. 69) 
oo,barrier 
The single particle wavefunction for the quantum well is 
ik .r H L ｾＨｲＩ＠ = e l. l. [F (z)uh(r) + F {z)u1 (r)] (2.70) 
where uh(r), u 1 (r) are the bulk valence band edge Bloch functions. 
Eq. (2.68) is a pair of coupled second-order linear differential 
equations with constant coefficients and the resulting boundary value 
40 
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problem can be solved exactly [33]. However we illustrate a method of 
solution by means of basis function expansion, which is equivalent 
when fully converged. The latter method is preferred here for its ease 
of generalisation to the case of larger numbers of coupled bands, its 
direct production of calculated entities immediately usable in laser 
gain calculations (which we will describe later) and most importantly 
for its descriptive value, which is in line with our stated aim of 
obtaining a simple, intuitive picture of QW and SL subband structure 
for application in bandstructure engineering. 
Putting k = 0 in eq. (2.67), we see that the pair of envelope function 
.L 
equations decouple at the 2D Brillouin zone centre giving rise to 
independent equations which are very similar to that for the spherical 
conduction band 
(2.71) 
where, as previously, (+) stands for heavy- and (-) for light-holes. 
The zone centre eigenfunctions found on solving eq. (2.71) are 
F ± (z) 
n 
with the eigenvalues given by 
E ± 
n 
( ｾ＠ Ｉｾ＠ sin ＨｮｾｺＩ＠ (2. 72) 
(2.73) 
The zone-centre heavy- and light-hole eigenvalues are thus determined 
by the bulk heavy- and light-hole effective masses along the growth 
-1 direction -(01+2 02 ) . 
At non-zero k the equations are coupled. It is at this point that we 
.l 
41 
introduce our description of finite-k envelope functions in terms of 
.1. 
a superposition of zone-centre basis functions. We make the expansion 
+ 
F (k ) 
n .1. 
+ (F :,] c , (k ) + 
nn .l 0 
(2.74) 
The F- are zone centre eigenfunctions and form a complete set for a 
n 
basis function expansion. Adapting the usual procedure for converting 
the Schrodinger equation to matrix form, we premultiply eq.(2.68) by 
F * (k ) T and integrate over the quantum well to obtain the 
m .1. 
determinantal equation for the subband structure 
where 
with i,j 
ｉｾ＠ - E(k.l.):SI = 0 
ｾＨｩｮ Ｑ ＩＨｪｮＧＧ＾＠ Jdz i* A. j F I H,. F II n ｾｊ＠ n 
3 (in I) ( jn I I) 0, ,0 I 11 ｾｊ＠ n n 
+,- n',n' 1 = 1,2,3, ... 
and H,, the elements of the Hamiltonian operator ｾＨＭｩｾＩ＠ + U. 
ｾｊ＠
(2.75) 
To illustrate the bandmixing picture this description produces, we 
start by considering the Hamiltonian in the diagonal approximation. 
Putting all terms of ｾ＠ to zero except those on the diagonal and 
choosing the zero of energy so that U±= 0, 
En(k.l) = ＼ｩｮｬｾｩｩ＠ lin> 
- h2 [ ( ) 2 2m <ol+2o2> ｮｾ＠ + 
(2.76) 
(2.77) 
so in this approximation, which we can describe as ignoring all 
interactions between subbands, the subbands are parabolic with an 
in-plane effective mass -( 01+02 )-
1
. (The same holds true in the finite 
well case if we keep the parameters describing the well and barrier 
materials equal to each other, though the zone centre eigenvalues will 
42 
change. For the finite well, when the parameters describing the well 
and the barrier are distinct, the subbands, even in the diagonal 
approximation, are no longer parabolic and the in-plane effective mass 
is a function of both well and barrier ｾＧｳ＠ and ｫｾＮＩ＠
The in-plane effective mass which was ＭＨｾ Ｑ ＫＲｾ Ｒ ＾Ｍ Ｑ＠ in the bulk material 
has thus been dramatically altered by the effect of quantum 
confinement. The mass which was heavy in the bulk, 
becomes -1 comparatively light in the well plane, ＭＨｾ Ｑ Ｋｾ Ｒ Ｉ＠ , the mass 
-1 
which was light in the bulk, ＭＨｾ Ｑ ＫＲｾ Ｒ Ｉ＠ , becomes comparatively heavy 
-1 in the well plane, ＭＨｾ Ｑ Ｍｾ Ｒ Ｉ＠ . 
If consider subband HH ie. the th subband in order of we now n 
n 
excitation derived from the bulk heavy-hole band and introduce 
interactions between subbands HH and LH so that 
n m 
+ f:l E - E 
n nm 0 (2.78) 
f:l E - E 
mn m 
" where f:l f:l <+njH+ _j-m> (2.79) 
mn nm 
then for sufficiently small values of k we find 
ｾ＠
+ 
fl2 
mn 
E + 
n + 
E - E 
n m 
E ｾ＠
fl2 
(2.80) 
mn 
E 
+ m 
E - E 
n m 
and if we consider all such interactions between HH and the LH (the 
n m 
interaction matrix elements between pairs of heavy- and pairs of 
light-holes are identically zero) which just corresponds to using 
43 
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second order per.turbation theory, we obtain 
E+(k) 
n .L 
+ E + 
n 
m 
1'12 
mn 
(2.81) 
with a similar expression for the dispersion of the light-hole bands. 
When we differentiate eq. (2. 81) twice with respect to k .L' we obtain 
the inverse zone centre effective mass exactly within the 2-band 
oo- well model [2,12] 
1 
± 
m 
n 
(2.82) 
When we go beyond second order perturbation theory the infinite well 
subbands are clearly non-parabolic. 
This is to be compared with the case of the zone centre effective 
masses of strained bulk material described in an earlier section. In 
that case, the physical reduction of the symmetry of the system by the 
application of uniaxial strain (rather than growth of a quantum well), 
led to the anisotropy of the bulk masses. If we apply the bandmixing 
picture· to the bulk 2-band model and put off-diagonal terms of the 
Hamiltonian to zero, the bulk bands become parabolic with effective 
-1 -1 
masses -( 01 ±202 ) along the axis of spin quantisation and -(01 +02 ) 
perpendicular to it. We can then describe non-parabolicity of the bulk 
bands as due to interaction between heavy- and light-hole bands. This 
is a descriptive tool which we find to be of particular value in 
bandstructure engineering. 
44 
We point out, however, that the statement that in a quantum well the 
-1 bulk heavy-hole band has mass -( 01-202 ) along the growth direction 
-1 
and -<o1+02 ) in the well plane, is purely a descriptive aid. It is 
to be understood in the sense outlined above. We can attach no 
physical significance to a bulk effective mass in a quantum well and 
there is no physical means of realising a situation in which QW 
subbands do not interact. 
To summarise, we have shown how our description of finite-k 
.l 
wavefunctions in terms of zone centre basis states leads to a 
bandmixing picture of QW subbands. 
We note that the main distinguishing features between bulk and QW 
bandstructures (apart from the subband separations) are the light 
in-plane nature of the highest subband in the QW and the pronounced 
non-parabolicity of the QW subbands. It is this light in-plane mass 
which we will aim to exploit in device applications and we describe 
later its potential advantages in long-wavelength semiconductor 
lasers. 
2.6 Bandstructure engineering 
Bandstructure engineering is the utilisation of the many degrees of 
freedom available when constructing quantum well devices to tailor QW 
subband structure for optimisation of device characteristics. The main 
bandstructure engineering tools at our disposal are the choice of 
composition of well and barrier materials and substrates, the choice 
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of layer thickness and the choice of crystallographic growth 
direction. We will indicate how use of these tools can lead to the 
highest hole subband being light in the quantum well plane over a 
significant energy range at room temperature. 
The general features of the infinite-QW case that we have considered 
so far are also expected to be observed in the finite-well case. Our 
expression for the zone-centre effective mass in the infinite QW 
showed that it is the interaction with more excited (light-hole) 
subbands which increases the in-plane mass of the highest (heavy-hole) 
-1 
subband above the - ( ?f 1 +?f 2 ) which we would see in the absence of 
subband interactions. As k increases and the highest subband 
J. 
approaches the more excited subbands, subband interactions will 
produce 'anticrossing' effects ie. the bands will appear to 'repel' 
each other and the band will turn over from being light in the well 
plane, to being heavy. The finite k wavefunction will contain an 
.l 
increasing admixture of zone centre light-hole basis states. These 
effects are illustrated in Fig.15. 
In order to extend the energy range of this light-hole cap it is 
necessary to postpone this interaction with more excited subbands. 
This can be achieved by maximising the separation between the highest 
hole subband HH1 and the next subband HH2 or LH1. A larger splitting 
is seen to be expected in narrower wells. In the case of finite wells 
a larger splitting is expected in deeper wells. In the case where the 
next subband is LH1, the HH1-LH1 splitting can be enhanced by strain. 
Strain effectively offsets the light-hole well by 2S with respect to 
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the heavy-hole well. We might thus expect maximal light-hole behaviour 
of the highest hole subband to occur in deep, highly strained, narrow 
wells. The degree of strain and the well depth are largely at our 
disposal, within the limits of good quality growth, as a result of our 
freedom of choice of well, barrier and substrate materials. 
An alternative method of altering the interaction between subbands is 
by varying the crystallographic growth direction. Examining the 2-band 
bulk valence band Hamiltonians for quantisation of spin along (001) 
and (111) directions eq. (2.4) and eq. (2.8), we see that they are 
equivalent with the substitutions 
02 -7 03 in a± 
03 -7 
2o2+o3 in b (2.83) 3 
0 '= o2+o3 -7 a2+2o3 in c 
-2- 3 
As a 1>2o3>2a2>o this implies a greater separation of HHl and LH1 for 
unstrained (111) than for unstrained (001) growth and also a reduced 
interaction between the heavy- and light-hole subbands at the zone 
centre. Both effects suggest that there may be advantages in 
(111)-growth for device applications. Our results will include a 
discussion of the effects indicated above as observed in calculations 
for technologically interesting quantum well systems. 
2.7 Semiconductor superlattices 
All the examples so far have been for semiconductor quantum wells 
rather than superlattices. In fact, when we actually implement our 
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calculational scheme we apply boundary conditions appropriate to the 
superlattice rather than the quantum well case. Quantum well results 
are then recovered in the thick-barrier limit ie. for MQW systems. For 
this reason we now describe the basic difference between QW and SL 
bandstructures. 
In the case of a QW, electronic subband structure is strictly 
2-dimensional. In the case of a SL this is not the case. A SL is 
periodic in the growth direction (with a period much greater than that 
of a typical bulk lattice constant) and is invariant under 
translations parallel to the growth axis that are an integral multiple 
of the SL period. This means that we can define a third good quantum 
number for a SL, kSL and for a SL the reciprocal lattice vectors span 
a quasi-2D minizone. 
A simple tight-binding picture shows that the discrete quantum well 
eigenvalues in a single well broaden into minibands in a SL. To 
illustrate this consider, in the first instance, a MQW structure. The 
subband structure for each quantum well is identical and typical of an 
isolated quantum well. If we now imagine decreasing the width of the 
barriers, we reach a point at which the wavefunctions associated with 
adjacent quantum wells start to overlap. We then expect to observe 
differences between SL levels with significant wavefunction overlap 
and the corresponding QW levels. In fact we find, considering only 
nearest neighbour interactions, that 
E{k8 ) = E(k = 0) - ｾＭ Ｒｾ＠ cos(k L) L .l SL (2.84) 
where L is the SL period, 
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{3 
and 
2 /1U (z) F (z) 
/1U(z)F(z)F(z±L) 
(2.85) 
(2.86) 
F (z+rL) is the QW envelope function associated with the well at 
z = rL, r is an integer and /1U (z) is that potential which must be 
added to an isolated QW to obtain a SL. 
As the overlap integral 0 is small, except for the narrowest barriers, 
we see that SL dispersions E (kSL) will be fairly flat with narrow 
minibands. The bands will be narrowest for the most tightly bound 
states in which the decay of the envelope function within the barrier 
is most rapid. The bands will be broadest for barely confined SL 
states. For a SL then, we are able to define an effective mass along 
the growth direction (obviously quite distinct from the bulk mass 
along the growth axis) . 
The single-particle wavefunction for the conduction band, in the SL 
case, takes the form 
ik z ik .r ｾＨｲＩ＠ = e SL e ｾ＠ ｾ＠ F(z)ue1 (r) (2.87) 
with F(z) F(z+rL). Finally, the 2-band Hamiltonian ｾＨＭｩｖＩ＠ of 
eq. (2.68) for the valence bands, can be expressed in the SL case as 
IH(-i'V) fi2 ( a+ c + ib ) (2.88) m ib a c -
with 
-{ 1 + 2'(2) [- d2 2k d k2] - 1 ± 2 } a± 2 ('01 dz2 + SLdz + 2 ('01 '02)kJ. SL 
b v3a 3 k (k -
. d ) ｾＭJ. SL dz 
13 I k2 c 20 J. 
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2.8 Magnetic fields [1,17,30] 
In the previous sections we have given descriptions of electrons in 
bulk crystals, in QW's and in SL's. We now go on to describe how these 
descriptions are altered by the application of a uniform, external 
magnetic field. This is an important case because it is the 
application of a magnetic field which allows us to make direct 
measurements of such quantities as effective mass and mobility in QW 
systems. 
The single particle Hamiltonian for an electron in the presence of a 
magnetic field can be obtained by firstly replacing the momentum 
operator p in the zero-field Hamiltonian by P = p + eA where A is the 
eh 
vector potential and also by including a term ｾＭｂ＠ to represent the 
energy of the spin, 
B \/xA (2. 8 9) 
H 1 2 eh Zm(p + eA) + V + ｾＭｂ＠ (2. 90) 
We require to generalise the EMT to include the presence of a magnetic 
field. The effective mass equation in the presence of a magnetic 
field is given in the Luttinger-Kohn formalism by [30] 
(En- E)Fn(r) + L ｅｾｾｐ｡ＮｐｾｆｮＨｲＩ＠ + ｾＮｂ＠ Fn(r) 
a.,(3 
0 (2.91) 
where, including spin, F is a two-component spinor, E is the energy 
n n 
in the absence of a magnetic field, 
'h8 eA<X 
-l_ 7:fX!X + (2.92) 
<X ｾ＠ rw = E - E Ea.(3 ｾＰ＠ pnn'pn'n nn' n n' and + E with 3 (2.93) n 2m a.(3 nm2w ｐｾｮＧ＠ (2n:) I * a n' nn' --Q--- un(r)p un' (r) dr 
un t 
cell 
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' I 
(Ecx[3is the expansion coefficient for the energy if the energy is 
n 
expanded to second order in k, in the absence of a magnetic field) . 
Eq.(2.91) can then be rewritten as 
(E - E)F (r) + ｾ＠ L (Ecx/3+ E[3cx) (PCXP/3+ P[3Pcx)F (r) + ･ｮＨｾＫ＠ M) .BF(r) = 0 
n n 4 [3 n n n 2m 
ex, 
(2.94) 
and is the antisymmetric 
Levi-Civitta symbol. M changes the effective g-factor of the electron 
and is zero if spin-orbit coupling is neglected. Making this 
approximation and assuming that the band is spherical so that 
Ecx/3 = .!_* o 
n 2m cx[3 (2. 95) 
we can then derive the modification of the effective mass equation 
(2.57) in the presence of a magnetic field. We put E 0, drop the 
n 
index n and work in the Landau gauge 
so that 
and 
This equation 
we obtain 
We can define 
and find 
A -By, A A = 0 
X y z 
p Ｍｩｮｾ＠ -ax eBy, p Ｍｩｮｾ＠ 8y I p X y z 
n2 [ ( ｾｘ＠ 2 a2 a2 ] --* - ｩ･ｾｹ＠ ) + - +- F(r) 2m 8y2 8z2 
is separable in 
F (r) 
d2g * 
+ 2m [ E _ 
dy2 h2 
hk 
- -x 
eB w = c 
rectangular coordinates. 
i (k X + k z) 
= e x z 
h2k2 1 
--*z - -(hk -
* X 2m 
eB 
* I 
m 
2m 
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g(y) 
eBy) 2]g 
(2.96) 
Ｍｩｮｾ＠ az (2. 97) 
EF (r) (2.98) 
Putting 
(2.99) 
0 (2.100) 
(2.101) 
+2m E- ｾ＠ m*w2(y- y )2 g(y) = 0 d2g * [ ] 
dy2 h2 2 c 0 
(2.102) 
But this is just the simple harmonic oscillator (SHO) equation with 
cyclotron frequency w and equilibrium point y . The eigenvalues are 
c 0 
E 
r 
r = 0, 1, 2, ... 
The energy in the field, neglecting spin, is given by 
n2 k 2 1 
E ---*z+ (r + z)hwc 
2m 
(2.103) 
(2.104) 
We see that application of a uniform magnetic field means that the 
continuous three-dimensional parabolic bandstructure from which we 
started has been split up into a series of lines (the oscillator 
levels), which we can associate with the classical circular motion of 
the electron in a plane perpendicular to the magnetic field, plus a 
one-dimensional parabolic term coming from the free electron behaviour 
in a direction parallel to the field. The discrete levels are known as 
Beh Landau levels. The Landau levels are separated by an energy---*. 
m 
If we include spin-orbit coupling by adding to the Hamiltonian 
H 
so 
h ｾ＠ CJ'. (\lvxp) 
4m c 
(2.105) 
the formal theory remains unchanged except that the matrix elements 
Pnn' must be replaced by 
n ,= J u*(p + ___ h __ CJ'X\JV)u ,dr 
nn n 4 2 2 n un t m c 
(2.106) 
cell 
and for the case of the parabolic band just considered the levels for 
a magnetic field in the z-direction are 
h2k2 1 eh (2.107) E 
---*z + (r + -)hw + gBm 
2m 2 c 2m s 
where m= Ｋｾ＠
s -2' r = 0, 1, 2, 
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If we now consider application of a magnetic field to a QW structure, 
with the direction of the magnetic field along the growth axis 
(z-axis), then we have removed all translational symmetry and the free 
electron term becomes quantised. For an infinite well, 
E 
nrm 
and the single particle wavefunction becomes 
ik X ｾ＠ = e x g(y) F(z) ue1 (r) 
(2.108) 
(2.109) 
For the degenerate valence band edge, the situation is more 
complicated. We must describe the fourfold degenerate, zero-field, 
bulk band-edge by a 4x4 Hamiltonian [17] 
a+ b c 0 
- .!.<o +2o >k2 -fl2 * a± 2 1 2 z 
IH b a 0 c 
m 
* b v'3o3 <k -ik )k c 0 a -b X y Z 
* * c ｶＧｾ｛Ｇｏ＠ (k2- k2) 0 c -b a+ 2 2 X y 
Assuming approximate axial symmetry, we can put 
c = ｶＧｾｑ＠ I (k- ik > 2 With 0 I 2 X y 
and adopting the Landau gauge 
o2+o3 
-2-
A = -By, A = A = 0 
X y Z 
the substitution 
means 
eA 
k--t k+h 
eBy 
1 + (k2 k2 2('01-0 2) X+ y) 
(2.110) 
- 2io3k k J X y 
(2. 111) 
(2.112) 
(2.113) 
ｫｾｫ＠
X X ｾＧ＠ k -?k , k ｾｫ＠l.L y y z z (2 .114) 
Making use of the axial symmetry we can put k = 0 on the RHS without 
X 
loss of generality, then 
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b (2.115) 
c 
We can 
1 1 
identify Ｈ･ｂＩＲｹＫｩＨｾ｝Ｒｫ＠ with the SHO lowering operator, a, 2h 2eB y 
and ＨｾｾＩ＠ y 2 + (2:a) ｫｾ＠ with the SHO number operator, (a+ a + }>, 
thus giving (schematically) 
2ata + 1 a 2 a 0 
+ 2ata + 1 0 2 IH - a a + KB.J {2.116) +2 0 2aTa + 1 a a 
0 +2 a at 2a1-a + 1 
where the last (diagonal) term KB.J corresponds to the energy of the 
electron in the magnetic field in the single-band case. 
We see immediately that an eigenvector of 1H is 
c1 gr-1 
c2 gr 
c3 gr+1 
(2.117) 
c4 gr+2 
where the g are SHO wavefunctions with r ｾ＠ 1 and the c's satisfy the 
. r 
corresponding characteristic equation. 
For r = O, -1, -2 the eigenvectors are obtained by successively 
putting c 1 , c 2 and c 3 respectively to zero. 
Examining the terms of the Hamiltonian eq. (2.110) and (2.115), we see 
that in the diagonal approximation we have free-electron-like 
- -1 behaviour with effective mass -( 01+2 02 ) in the z-direction and that 
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the in-plane bulk bands are replaced by Landau levels which are linear 
in B and separated by Beh 
--*, 
m 
where the in-plane effective mass 
* -1 m = -(01±02 ) . Going beyond the diagonal approximation we see that 
bandmixing effects through the off-diagonal terms can lead to the 
Landau levels becoming strongly non-linear in B. 
Finally, the z-dependent free-electron levels become quantised when we 
consider growth of a QW structure and the c' s of (2 .117) become 
functions of z, c(z). The B = 0 subband separation is determined, as 
before, by the bulk effective masses along the growth direction 
- -1 
-<o1+2a2> . When band-mixing is included it is not possible to 
associate a unique effective mass with the Landau levels corresponding 
to each subband because the Landau level dispersion is typically 
highly non-linear and varies with Landau index n. We use a relation 
* Beh 
such as m = btE to define an effective mass and we find different 
transition energies btE for different B-intervals and consequently 
B-dependent and index-dependent effective masses. 
Applications 
We have presented a description of QW and SL subband structures based 
on the bulk bandstructure of the heterostructure layers. We have 
pointed out the modifications to the basic description induced by 
strain, choice of crystallographic growth direction and the 
application of a uniform external magnetic field. We now discuss how 
bandstructure engineering effects can be applied in devices, 
concentrating on the long-wavelength semiconductor laser. 
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2.9 The semiconductor laser [35-37] 
A conventional double heterostructure laser has the general form shown 
in Fig.16 [35]. The active layer and the surrounding barrier layers 
are lattice-matched (in the example illustrated GaAs and AlAs have 
essentially the same lattice constant) and the active layer is thick, 
typically 1,000 - 10,000 A wide. 
The physics describing the device operation is that of unstrained, 
bulk, III-V semiconductor alloys. The heterojunctions serve two 
purposes: firstly, because of the refractive index step between the 
active layer and the barriers, they tend to confine the light-field to 
the active region and secondly, because of the potential steps, they 
tend to confine electrons and holes in the active layer. The barrier 
material is heavily doped. When a positive bias is applied to the 
device, electrons and holes are injected from the n- and p-type 
barriers respectively into the active GaAs layer. Once there, these 
carriers find it difficult to escape since they are confined by the 
band offset. The electrons are injected into the conduction band at a 
J 
rate per unit volume, 
eV 
where J 
eV 
n 
1: 
(2.118) 
n is the electron density, V is the volume into which the electrons 
are confined after injection, 1: is the relaxation time for 
electron-hole recombination and J is the electron current. 
Excited electrons in the conduction band relax to the bottom of the 
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Fig.16 Semiconductor laser structure 
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band emitting phonons on a time-scale of -10 - 12s. This intraband 
-9 
relaxation is negligible on the scale -10 s at which electron-hole 
recombination takes place, so we can say that in the steady state we 
have a reservoir of electrons in the conduction band and a 
corresponding reservoir of holes in the valence band. We can define 
electron and hole 'quasi-Fermi levels' Ef 
c 
and Ef that will express 
v 
the density of electrons and holes respectively measured from the band 
edges. The natural population of the semiconductor bands near the 
fundamental gap edges is 'inverted'. 
To attain laser action it is necessary to turn the semiconductor 
system into a resonator. The photons generated by recombination across 
the GaAs gap are used to stimulate electrons in the conduction band to 
emit photons of the same energy and phase. As stated above, the 
difference between the refractive indices of GaAs and Al Ga1 As is x -x 
large enough that the GaAs acts as a natural waveguide for the 
generated light. The feedback is generally achieved by a pair of 
cleaved facets that are perpendicular to the waveguide axis. 
Oscillation occurs when the single pass gain between the mirrors 
equals the total loss over the same distance. The plane parallel 
mirrors are created by cleaving along parallel crystal planes and it 
is common to have the heterojunction plane parallel to a {100} face of 
the crystal, with the {110} natural cleavage planes perpendicular to 
the junction. 
This qualitative description points to the most important limiting 
factors for efficient generation of radiation from bulk semiconductor 
59 
lasers. In order to obtain large output power we must increase the 
injection current and we consequently require large n. At large 
densities, the material can be heated and its reliability may 
deteriorate. The need to decrease the density of the injected current 
is one of the main objectives in improving the performance of 
semiconductor lasers, as is the need to improve the temperature 
stability for a given current. 
For a given optical confinement f the output power gain g is 
approximately proportional to the carrier density and s"O inversely 
proportional to the width of the active region L for a given current 
density J . However, for small L 1 the - dependence 
L 
is lost as the 
confinement decreases. We now proceed to describe QW lasers where by 
definition L is necessarily small enough (<lOOA) for quantum 
confinement effects to become important. We therefore consider a 
device configuration with improved optical confinement allowing 
equivalent power gain for a smaller well width, the separate 
confinement heterostructure (SCH) laser. 
The SCH laser configuration is typically of the form shown in Fig.17 
where we consider a long-wavelength laser grown on an InP substrate. 
The electronic confinement is provided by the InGaAsP barriers and 
optical confinement is provided separately by the InP cladding layers. 
We aim to illustrate the advantages of MQW lasers over conventional 
bulk semiconductor lasers. The general operating principles remain 
unchanged, the differences arise as a result of changes in the 
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underlying bandstructure, changes which can be engineered to precise 
specifications. We list the major predicted advantages of MQW lasers 
over conventional heterostructure lasers: 
(i) The wavelength of emitted laser light can be varied within 
fairly wide limits utilising quantum confinement effects. In the bulk 
laser the energy of emitted photons is that of the direct band gap. In 
a QW it is the energy of the conduction subband - valence subband 
separation, an energy which can be tailored by varying the composition 
of the barrier and well materials, by the incorporation of strain and 
by varying the well-width. 
(ii) More importantly, the difference between the density of 
states in two and three dimensions contributes to lower threshold 
current densities [38]. These are further reducible by bandstructure 
engineering [39,40]. MQW lasers should then also demonstrate improved 
temperature stability over bulk lasers. 
The main aim of our EFA calculations is to demonstrate the possibility 
of reducing the threshold current density and improving the 
temperature 
engineering. 
stability of semiconductor lasers by bandstructure 
Two of the major loss mechanisms in long-wavelength semiconductor 
lasers are intervalence band absorption (IVBA) [41] and Auger 
recombination [42], as described below. The reduction of valence band 
density of states at the band edge and the consequent reduction in 
these losses by the reduction of hole effective mass in QW's is our 
main result. 
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IVBA 
In IVBA, photons which might otherwise contribute to lasing are 
absorbed by exciting an electron from the SO band to the HH band (see 
Fig.18). The photon energies are >E so this vertical transition is g 
only possible when ｾＭｅ＠ and takes place away from r. The losses in the g 
active region described by the coefficient a are mainly due to IVBA 
ac 
for long wavelength lasers. This process is eliminated when ｾｨ＼＠ mso· 
Auger recombination 
Auger recombination gives a non-radiative component to the threshold 
current and occurs when an electron and hole combine across the 
bandgap and give their energy and momentum to excite a third carrier. 
The two most important processes (illustrated in Fig .19 and Fig. 20) 
are: 
(i) CHCC where a Conduction electron(l) and Hole(l') recombine 
across the band gap exciting a Conduction electron (2) from close to 
the bottom of the band to a higher state in the Conduction band(2'). 
(ii) CHSH where recombination of a Conduction electron (1) and 
Hole(1') excites an electron from the Split-off band(2) into the 
Heavy-hole band(2'). 
Because energy and momentum must be conserved, Auger processes involve 
carriers at large k-vectors and the exact rates depend on details of 
the bandstructure at large k. 
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HH 
LH vertical transition 
Fig.18 Intervalence band absorption 
Fig.l9 CHCC Auger process 
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Fig.20 CHSH Auger process 
65 
We now discuss how appropriate bandstructure engineering could lead to 
the virtual elimination of IVBA and Auger recombination. Since 
ｾ＼ｅ＠ <hv in the materials g we consider, no 
Fig.21. For the IVBA losses 
IVBA can occur 
in the active region are 
proportional to the hole density, ｡｡｣ｾ＠ nh, for energies EHHl of the HH 
subband at which the SO-HH transition can occur . This nh decreases as 
EHHl increases (being zero for EHHl= oo). In fact, ｡｡｣ｾ＠ 0 for EHHl» kT. 
The ability to tailor ｾｨ＠ thus means we can reduce IVBA. 
Because Auger recombination involves three carriers, the Auger rate RA 
3 
varies as the third power of the carrier density RA= Cn th. nth will 
decrease as a decreases. Also, C decreases exponentially with 
ac 
decreasing hole mass as activation energies are approximately 
proportional to 1/mhh. Thus reducing mhh also acts to reduce Auger 
losses. 
The reduction in also leads directly to a reduction in nth. In a QW 
the density of states (DOS) for a parabolic subband is steplike and 
* proportional to m so that * reduced m means reduced DOS at the band 
edge. This means that the quasi-fermi level will penetrate the valence 
subband edge at lower n implying a lower nth' Fig.22. 
We have indicated above how reducing the in-plane effective mass over 
several kT at room temperature might be expected to reduce threshold 
currents in semiconductor lasers. These arguments were qualitative and 
need to be made quantitative. This requires the calculation of subband 
66 
HHl 
several kT 
at 
room temperature 
SOl 
Fig.21 Elimination of IVBA by bandstructure engineering 
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E 
i 
ｉｾ＠
DOS DOS 
unstrained strained 
Fig.22 Quasi-Fermi level positions 
at threshold in unstrained 
and strained lasers 
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structures and also of laser gain. Our primary concern in this thesis 
is with the subband structure calculations. Although we do not perform 
laser gain calculations here, we now outline the procedure by which 
such calculations can be performed, indicating how our calculated 
subband structures are used as input . 
2.10 Optical gain 
The use of Einstein's A and B coefficients for spontaneous emission, 
and for stimulated emission and absorption gives us, with Fermi's 
Golden Rule, an expression for gain between sharp energy levels. This 
can be generalised to semiconductors where transitions are between 
energy bands [37]. In a 2D-system, the expression for gain at photon 
frequency w is [43] 
(2.119) 
where R (k ) i s the dipole moment between a conduction electron in 
c
1
• v .l j 
subband i and a valence hole in subband j, both with wavector k , and 
.i 
f , f are the quasi-Fermi levels in the conduction band and valence 
c v 
band respectively. 
This expression assumes infinite lifetime of energy levels and ignores 
intra-band relaxation times which occur on a much faster time scale 
than electron-hole recombination times. It is common to take account 
of the finite carrier lifetimes by introducing a Lorentzian level 
broadening of h/-r. where -r. 
ｾｮ＠ ｾｮ＠
is the intra-band relaxation time 
[44-46]. The expression for gain then becomes 
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g(w) J ll 1 I 2 ( f - f ) ( h/ T • ) w £ 17£LT . L . I R c. v ｾ＠ k .l) I c v J..n 2 k dk 
z 1, J ｾ＠ J ( E - E - hw) + (hI -r . ) .l .l 
c. v 1n ]. j 
The dipole moment is related to the optical matrix element by 
R 
c v 
i j 
ihe 
------M 
m(E - E c v 
c v i j 
i j 
{2.120) 
{2.121) 
The optical matrix elements for the transitions between different 
conduction and valence subbands can be expressed as 
IM 12 c v 
i j 
(2.122) 
where P is an empirically determined k.p matrix element which can be 
expressed in terms of bandgaps and effective masses and ｾ＠ (k ) is a 
i j .l 
numerical factor which is 1 for a fully allowed transition and 0 for a 
forbidden transition. The magnitude of ｾｩｪ＠ (k.l) depends on the weights 
of the mixed zone centre basis states at finite k . Our wavefunction 
.l 
expansion method of solving the envelope equations is particularly 
useful for the calculation of this quantity as it produces these 
weights directly. 
We see from eq. (2.120) that g(w) depends solely on the subband 
structure, the material parameters and the carrier density, n. The 
peak gain as a function of carrier density can be found by solving the 
gain equation to find g (n) . 
max 
Lasing occurs when the peak gain g equals the losses in the laser 
max 
[36] 
rg- raac + (1-r)aex + ｾ＠ ｬｮＨｾＩ＠ (2.123) 
where a are the losses inside and outside active region 
ex 
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r is the optical confinement factor 
R is the reflectivity of the end facets 
and L is the cavity length 
The threshold current J th varies with threshold carrier density nth 
approximately as 
(2.124) 
It is possible to calculate the lasing threshold density by 
calculating gas a function of w, g(w), for increasing carrier density 
n until g (n) is such that the losses are overcome by the gain, when 
max 
n = nth. The threshold current density will vary with temperature 
because of the temperature dependence of the Fermi functions in 
eq. (2 .120) . It is usual to express the temperature dependence by an 
exponential function: 
(2.125) 
so that improved temperature stability requires a larger value of T . 
0 
To summarise, in this chapter we have outlined the basic physics 
providing the motivation for our calculations. We have described 
bandstructures in bulk and in QW's. We have indicated the differences 
between QW and SL subband structure and we have discussed the effects 
of uniform magnetic fields. Finally, we have given a description of 
the QW laser in which our calculations find their primary application. 
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Chapter 3 
Implementation 
In chapter 2 we gave an informal discussion of our approach to the 
calculation of subbands in QW's and SL's in the EFA. In this chapter 
we outline the theoretical motivation for the EFA and show how we 
solve the EFA equations to obtain calculated SL subbands. 
Overview: Theoretical basis of the EFA 
k.p theory 
inclusion of spin-orbit coupling 
inclusion of biaxial strain 
effective mass theory 
inclusion of applied external field 
construction of k.p Hamiltonians 
inclusion of strain 
inclusion of applied external field 
time-reversal symmetry 
axial and spherical approximations 
explicit forms for the k.p Hamiltonians 
Solution of the EFA equations 
interface matching, choice of method 
solution by wavefunction expansion 
choice of basis functions 
construction of basis functions 
evaluation of matrix elements 
construction of determinantal equation 
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Theoretical basis of the Envelope Function Approximation 
The envelope function approximation (EFA) describes the material 
within each layer of a semiconductor structure by k.p theory and 
introduces the QW or SL environment by means of EMT. 
3.1 k.p theory [16] 
Consider a bulk semiconductor; if the energy and momentum matrix 
elements for all bands are known for any given value of k, say k , the 
0 
energies for all other values of k can in principle be determined. 
This is known as k.p theory. In practice, too many parameters are 
involved for it to be possible to represent the bandstructure 
throughout the whole Brillouin zone by k.p theory. However, the band 
structure in the vicinity of a high symmetry point in k-space often 
depends on a small number of parameters (band gaps and masses) which 
may be accurately determined by experiment. In this section we 
describe the k.p theory for such a high symmetry point. 
We assume a crystal Hamiltonian of the form 
2 
H = ｾ＠ + V 2m (3 .1) 
where V is the periodic crystal potential. The Schrodinger equation is 
given by 
Hl/J k = E (k)l/J k n n n (3.2) 
where 1/Jnk(r) is the Bloch eigenfunction, 
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,1, ik.r VJnk = e unk (3. 3) 
with unk cell periodic by Bloch's theorem. We wish to find the 
eigenvalues E (k) for arbitrary k, given the energy and momentum 
n 
matrix elements <umk jH lunk >, <umk jp junk > for all bands m, n and 
0 0 0 0 
for a particular k = k . 
0 
The Schrodinger equation for the point k can be written 
representation as: 
where 
and 
so that 
Hk 
0 
E (k) 
n 
Hk unk 
0 0 
e (k)u k 
n n 
2 
!:k n?k
2 p 
2m + o·P + ｾ＠m 
n2 2 E (k) k2) - - (k -
n 2m 
E (k )u k 
n o n 
0 
0 
+ v 
in the k 
0 
(3. 4) 
(3. 5) 
( 3. 6) 
(3.7) 
The Hamiltonian of eq. (3. 4) is most useful when we can make the 
approximation that !: (k - k ) .p is a perturbation on Hk. 
m o 
0 
We then treat the perturbation problem: 
Hk unk = En(k0 )unk known 
0 0 0 
+ ｾＨｫＭｫｯＩ＠ .p]unk En(k)unk l 
perturbed 
system 
unk L cnn'un'k 
n' o 
and solve fore (k), giving finally the required E (k), 
n n 
2 
E (k) E (k) + ｾ＠ (k2 
n n 2m 
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(3.8) 
We use a type of perturbation theory due to Lowdin [47] in which one 
assumes that all states can be divided into two classes A and B. 
States in category A may interact strongly with one another, but any 
state in category A interacts only weakly with any state in category 
B. The interactions connecting states in A with states in B are 
removed iteratively, just as in ordinary perturbation theory, but no 
attempt is made in this first step to remove matrix elements 
connecting states in A. Following removal of the interactions 
connecting A and B, the states in A are left with 'renormalised' 
interactions with one another. Having chosen the type A states to be 
degenerate but for first order quantities, this interaction matrix 
must then be diagonalised exactly. (Where the type A states are 
non-degenerate in zeroth order, we must employ perturbation theory 
within our class of type A states.) 
Schematically, the Lowdin perturbation method can be represented as 
shown. Starting from a known diagonal system at k = k : 
0 
0 
H (k ) 
nn o 
0 0 
1 (k ) 
nn o 
E (k ) 
n o 
0 
1 (k ) 
nn o 
(3. 9) 
the diagonal system is modified at general k by the addition of 
off-diagonal terms of order A, where A is a small quantity: 
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class A class B 
H 
mn 
0 (i\.) c1n (k) 
0 (i\.) Hm1 n 1 
c (k) 
nn 
E (k) C (k) 
n nn 
perturbed system 
k ;t. k 
0 
(3.10) 
The Hamiltonian matrix of eq. (3.10) is then modified by removing O(i\.) 
interactions iteratively, 
c ( 1, i\.) 
nn 
E (1,i\.) C (1,i\.) 
n nn 
etc. 
so that HA 
mn 
is decoupled, to successively higher order 
(3.11) 
in i\., from 
B 
H 1 1 • This method is equivalent to the Luttinger-Kohn unitary mn 
similarity transformation mentioned in our outline of EMT in 
chapter 2. 
In more detail, we start from the infinite eigenvalue problem: 
L (H I - e (k)o ,)c , 
1 mn n mn nn n 
0 (3.12) 
where 
f * h H ｾ］＠ dr umk [E I (k ) + -(k - k ) .p] un 1 k mn n o m o 
0 0 
ｾＨｫ＠ ko). J * E I (k ) 0 I + dr umk pun'k (3.13) n o mn m 
0 0 
and the integration in eq. (3.13) is over the unit cell in which the 
u's are normalised. Using the Lowdin theory, the eigenvalue problem 
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l 
with respect to a system of states belonging to the two classes, A 
(finite) and B (infinite), can then be reduced to just the finite 
class A, if the interaction matrix elements H are replaced by the 
mn 
'renormalised' elements HA where the influence of class B is taken 
mn 
into account by the expansion 
B H' H' B H' H' H' 
HA H + l: rna an l: rna a(3 (3n + (3.14) + ... mn mn e (k) - H [E (k) - H ] [ E (k) 
- H(3(3] a n a a a,(3 n aa n 
with H' = H (1 - 0 ) . 
mn mn mn 
We have thus reduced the infinite eigenvalue problem to a renormalised 
finite problem. The bulk bandstructure of category A states is then 
described by the roots of the determinantal equation 
I (HA - E 0 ) I = 0 . (3 .15) mn n mn 
This is our starting point for the description of bandstructure in the 
EFA. contained in the HA of 
mn 
The band sums eq. (3 .14) are not 
evaluated explicitly but are absorbed in empirically determined 
A parameters. The general form of the H is that of a power series in 
mn 
k, with an infinite number of expansion coefficients. To reduce this 
to a small, finite number we drop terms which are higher than second 
order ink. The method is thus exact to order k 2 . Explicit forms for 
(HA ) are given later for selected applications in diamond and 
mn 
zincblende semiconductors. 
A necessary condition for the validity of the expansion of HA in 
mn 
eq. 
(3.14) is that for the value of e (k) under consideration and for m', 
n 
n' in B 
/ 
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HI 
m1 n 1 
E (k) - H I I 
n rom 
« 1 
The convergence of the Lowdin method will be rapid as long as 
m in A, n' in B 
(3 .16) 
(3.17) 
ie. as long as the interaction matrix elements connecting states in A 
and B are much less than the corresponding unperturbed energy 
separations. The set A is selected to satisfy this criterion. In this 
case, when bands in A do not approach those in B closely, the 
procedure may be extended to large I k - k
0
l . 
Spin-orbit coupling and strain 
In the discussion so far we have omitted the effects of both spin and 
strain. We now extend the discussion to include these. 
3.2 Spin-orbit interaction 
The spin-orbit interaction plays an important 
bandstructure of many materials. The spin-orbit energy, 
H 
so 
h ｾ＠ [a- X 'VV] .p 
4m c 
role in the 
(3.18) 
should therefore be added to the single-particle Hamiltonian H of eq. 
(3.1). Inclusion of the spin-orbit interaction adds two further terms 
to the Hamiltonian Hk 
0 
which generates the k representation, 
0 
h 
-- [a- x 'VV] .p 
4 2 2 m c 
and 
h2 
-- [a- x VV] .k 
4 2 2 0 m c 
and modifies the off-diagonal part of the 
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(3.19) 
infinite 
(non-'renormalised') k.p Hamiltonian from, 
ｾＨｫ＠ k
0
) .Jdr * pnn' m umk p un'k 
ｾＨｫ＠
- k
0
) .Jdr 
* 0 [ 0 h2 ｛ｾ＠ x VV] ]un'ko . (3.20) to TC nn' umk p + ｾ＠m 
o 4m c 
The 'k.p theory' then becomes 'k.rc theory' and the formalism is 
carried through essentially unchanged. 
The effect of spin-orbit interaction on the (known} basis states u 1 nc. 
0 
of the k representation is to split their degeneracies, ｾｳ＠ inclusion 
0 
of this interaction lowers the symmetry of the single-particle 
Hamiltonian. The effects on the 'renormalised' k.p Hamiltonian used in 
the EFA are evident only in the nature of the empirically determined 
parameters. 
3.3 Biaxial strain [48] 
The pseudomorphic growth of lattice-mismatched semiconductors 
introduces biaxial strain into the heterostructure systems we 
describe. We therefore need to consider the effects of strain on the 
k.p description of bulk semiconductors. 
In a strained crystal, the unit cell is deformed, but when the strain 
is uniform the cell-periodic part of the Bloch function remains 
periodic with a period equal to that of the new unit cell. This 
function satisfies the equation 
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h [Hk +-(k-k ) .p]u k=E (k)u k (3.4) 
m o n n n 
0 
n2 2 2 
where E (k) = E (k) + --2 (k - k ) is now the energy of a state in the n n m o 
th 
n band of the deformed cell, with wavevector k. We describe the 
deformation by the strain tensor e . 
For small deformations we can determine E {k) about k by perturbation 
n o 
theory. In ordinary perturbation theory we expand the wavefunction of 
the perturbed problem in unperturbed functions that satisfy the same 
boundary conditions as the perturbed functions. In the present case, 
this means that the perturbed and unperturbed functions must be 
periodic with the same period. To achieve this we perform an inverse 
transformation of coordinates, 
so that 
and 
ｾＨｫ＠ - k ) .p 
m o 
-1 
r'= r + e r T r- e r 
2 p p'2 + 2 2: e . . ｐｾ＠ ｐｾ＠
• • .1.] .1. J 
.1.,] 
ｾＨｫ＠ - k ) .p - ｾ＠ L e .. (k - k ) Ｎｰｾ＠
m o ml I .l.J o .1. J 
.1.,] 
(3.21) 
(3.22) 
(3.23) 
The potential V(r) = V[(O+e)r'] can also be expanded as a series in e 
and written in the form, 
V(r) 
where v .. 
.1.] 
V (r') + L e I I VI I (r') 
0 1 I .1.] .1.] 
.1.,] 
av [ ( 0 +e) r'] I 
8el. 0 .l.J e= 
(3.24) 
In the transformed coordinates, the equation for u 1 in the deformed nt 
BO 
crystal becomes 
with W ｾＨｫ＠
m 
[Hk + W]unk = En(k)unk 
0 
[ 
h 2 h 
k ) .p + L e. . -m- p ｾ＠ pJ. - -p. (k-k ) . + 
o . . ｾｊ＠ ..... m ｾ＠ o J 
ｾＬｊ＠
(3.25} 
v .. ] ｾｊ＠ {3.26) 
The wavefunction of the perturbed equation is now periodic with a 
period equal to that of the unstrained lattice and it can be expanded 
in the complete set of unperturbed functions unk 
0 
This means that 
Lowdin perturbation theory can now be applied in the usual manner, 
giving rise to a 'renormalised' k.p Hamiltonian with an 
explicit dependence on strain e. The exact form of the renormalised 
interaction matrix can be determined by symmetry arguments. In section 
3.5 we will describe the construction of the k.p Hamiltonian using the 
'theory of invariants' (TOI). 
3.4 The Effective Mass Approximation [1,17,30] 
The terms 'effective mass theory' (EMT} or 'the effective mass 
approximation' {EMA) are both used with several different but related 
meanings. The general use of the term EMT is to describe a theory in 
which the gross effects of the crystal potential are described by an 
effective mass for a particle moving in that potential and explicit 
reference to the potential is suppressed. The description of the 
(inverse) effective mass tensor, at a point in k-space, in terms of 
the interband momentum matrix elements and band energies at that 
point, is known as the 'effective mass theorem' [27] (or, the 'f-sum 
rule') and is an example of the direct application of k.p theory. When 
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-------------------- ---- -- . 
we use the term EMT in the context of the EFA, it stands for a method 
of constructing an effective Hamiltonian for a perturbed system 
(described by k.p theory), by replacing good quantum numbers of the 
unperturbed system with operators, in the determinantal equation 
describing the band structure. EMT, with the term used in this sense, 
reduces to k.p theory in the case of the perturbing potential going to 
zero. 
EMT was developed to deal with the problem of perturbed periodic 
fields, a typical problem being that of shallow impurit-ies in bulk 
semiconductors, as discussed in Chapter 2. If the bandstructure of the 
unperturbed system about a point in k-space is determined by the k.p 
Hamiltonian D-l(k) through the determinantal equation 
ID-I{k) - EOI = 0 
then EMT states that, in the presence of a slowly varying perturbing 
potential IU, the wave function of the perturbed system is 
A 
L F,u, 
• 1. 1. 
(3.27) 
1. 
where the u, are the periodic parts of the Bloch functions of the 
1. 
unperturbed type A basis states at the point under consideration and 
the F, are slowly varying envelope functions modulating the periodic 
1. 
parts of the Bloch functions and described by the coupled 
Schrodinger-type equations, 
[D-1(-i'\7) + IU]F EF . (3.28) 
The extension to the case of the heterostructure that we adopt is 
largely intuitive. For this reason we do not give a full description 
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of the EMT as we have done for the k.p theory, but merely quote the 
required results and note that the k.p theory and EMT are equivalent 
when the perturbing potential is zero. 
The assumption is made that the band structure about a given point in 
k-space is adequately described by the k.p Hamiltonian with parameters 
appropriate to the material of the given layer. (We only consider 
values of k close to the r point) . The materials of the 
heterostructure layers must be chemically similar enough that to a 
good approximation they have the same category A zone centre Bloch 
functions. We work in the 'flat-band' approximation and neglect the 
effects of charge transfer across the interfaces. The effect of the 
abrupt interface is then to superpose a perturbing step-potential on 
the system, corresponding to the shift in the band edge between the 
materials of the adjacent layers. 
EMT makes the substitution ｾＨｫＩ＠ ｾ＠ ｾＨＭｩｖＩ＠ in the Hamiltonian describing 
each layer and adds the step potential to for.m the envelope equations. 
The heterostructure wavefunctions are usually obtained by matching 
solutions of the envelope equations for the bulk material at the 
interfaces to conserve probability current density [31] . We, however, 
choose a hermitianisation procedure for the k.p Hamiltonian with 
position varying parameters, defined over the whole QW or SL and solve 
the envelope equations, for a wavefunction defined over the whole 
heterostructure, by expansion in a complete set of basis states. (The 
particular hermitianisation procedure employed has been justified both 
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theoretically and experimentally [13-15,49].) 
We obtain the hermitian form of the envelope equations 
｛ｾＨＭｩｾＩ＠ + U]F = EF (3.28) 
by writing ｾＨＭｩｾＩ＠ as [10] 
d d 1 d d ｾＨＭｩｾＩ＠ = ＭＭｾＨｺＩＭＭ + Ｍ｛ｾＨｺＩＭＭ + ､ｺｾＨｺＩ｝＠ + C(z) dz dz 2 dz (3.29) 
where 
ｾＨｫＩ＠ = ｾｫ Ｒ＠ + ｾｫ＠ + c 
z z 
(3.30) 
2 !A, ｾ＠ and C are the matrix coefficients of the k , k and constant 
z z 
terms respectively and z is the growth direction. 
Imposing periodic boundary conditions we solve this eigenvalue problem 
to obtain the SL subband structure. We note that an isolated QW can be 
regarded as the limiting case of a SL with very wide barriers and 
calculate QW subband structures in this wide barrier limit. 
Applied external field 
The description of the EMT can be extended to include an applied 
external field. We restrict ourselves to homogeneous magnetic fields 
applied along the SL growth axis. By choosing the 'Landau' gauge 
the envelope 
substitution, 
A 
X 
equations 
-By, A y A z 
are simply 
｛ｾＨＭｩｾ＠ - K A) + U]F 
as discussed in Chapter 2. 
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0 (3.31) 
obtained by the minimal 
EF (3.32) 
------------------------- -----·· --· 
We have described the k.p theory and EMT which provide the foundation for 
the EFA. 
3.5 Construction of the k.p Hamiltonian 
Having shown how k.p theory leads to the description of bulk band 
A 
structure by a finite 'renormalised' Hamiltonian (H ), we now proceed 
mn 
to show how to construct the general form of this Hamiltonian by 
symmetry arguments. 
We do not give a description of the full TO! [23], but outline the 
group theoretical derivation of the Hamiltonian describing the 
fourfold degenerate valence band edge about the f-point in IV-IV and 
III-V bulk semiconductors [17]. Related techniques are used to derive 
Hamiltonians corresponding to larger numbers of type A basis states. 
Derived expressions for these Hamiltonians can be found elsewhere 
[50,51]. 
Since the band edge is fourfold degenerate, the Hamiltonian H will be 
a 4x4 matrix. We introduce the three 4x4 spin-3/2 angular momentum 
matrices J , J and J to describe H. These matrices satisfy the 
X y Z 
angular momentum commutation relations, J J - J J 
X y y X 
permutations. 
iJ , and cyclic 
z 
We can take 16 different combinations of the J matrices which are 
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linearly independent and expand any 4x4 matrix in terms of them: 
11 J 1 J I J 1 
X y Z 
2 2 J I J I {J J }I {J J }I {J J }, 2 2 {(J -J )J}- V 1 y Z X X 
{(J2-J2)J} = v 
Z X y y 
where ｻ｡ｾｽ＠ = Ｈ｡ｾＫｾ｡Ｉ＠
2 
X y X y 
{ (J2-J2)J } -
X y Z 
y Z Z X 
(3.33) 
We require that the Hamiltonian H should be invariant under the 
operations of the full cubic point group, Oh, when expressed in terms 
of J and k . This will ensure that the Hamiltonian will give us 
a a 
results which transform correctly with respect to the transformations 
of the cubic group, which is the symmetry group of k. 
The wavevector k transforms as a polar vector and therefore like the 
representation 1 15 of the cubic group. (We adopt the notation of 
[52].) J transforms as an axial vector and so belongs to the 
+ 
representation 1 15 . 
We can classify the irreducible representations which may be 
constructed from the J as follows: 
a 
a) The zeroth powers of J contain only the unit matrix and so 
a 
generate only the identity or 1: representation. 
+ b) The first powers of Ja are just the irreducible representation r 15 . 
c) The second powers of J (that is, the reduction of J Ja) generates 
a a,_, 
the representation 
(3.34) 
which may be decomposed into a symmetric and an antisymmetric part 
86 
(3. 35) 
The antisymmetric part just consists of terms like J cxJ {3 -J {3J ex' which 
may be reduced by the commutation relations to the vector J and so 
contains nothing new. 
+ For the symmetric part the basis functions of f 
1
, 
respectively: 
r+ J2 2 2 J2 ｾＨｾ＠ + 1) + J + J 1 X y z 2 2 
+ J2 2 2 J2 
r12 - J J X y y z 
+ {J J } r25: {J J } I {J J } I X y y z Z X 
+ + r 12 and r 2 5 are 
15 
4 
(3.36) 
+ The f 1 contribution is just proportional to the unit matrix and gives 
us nothing new. 
d) By calculating characters for the third powers of J it can be 
(X 
shown that 
+ V 1 V 1 V generate r 25 X y Z 
J! ｊｾ＠ ｊｾ＠ generate r:5 
and J J J +J J J generates r+2 
X y Z Z y X 
Thus, out of the J we can construct seven independent irreducible a. 
representations, one belonging to each of 
+ + belonging to each of r15 and r25 . 
Considering now the k : 
(X 
and and two 
a) The zeroth powers of k are just constants and give the unitary (X 
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+ 
representation rl. 
b) The first powers of ka give the representation r
15
. 
c) Since the Hamiltonian is to be of second order in k , we ask what 
a 
irreducible representations are contained in r
15
er
15
. We find, 
(3.37) 
Since the k commute we need only consider the symmetric part 
a + + + 
<rls e r1s>s = rl@ r12@ r2s (3.38) 
We thus have five independent irreducible representations, two 
belonging tO ｲｾ＠ and One eaCh tO ｲｾ Ｒ＠ 1 ｲｾ Ｕ＠ and r;5 . 
Combining this with our result for the J' s we find that at most 4 
non-trivial independent invariants can be made of their products. For 
such products, we must construct quantities out of the J' s and k' s 
which are invariant i.e. belong to r ｾＬ＠ and only the product of two 
identical representations can contain the identity representation. 
Explicitly, the four invariants are: 
and 
k2 + k2 + k2 k2 
X y Z 
k2J2 + k2J2 + k2J2 
X X y y Z Z 
{k k }{J J} + {k k }{J J} + {k k }{J J} 
xy xy yz yz zx zx 
v {k k } + v {k k } + v {k k } . 
X y Z y Z X Z X y 
(3. 39) 
It would thus seem that there are in general four constants neeeded to 
describe the Hamiltonian. However, consideration of the time-reversal 
properties of the last invariant in eq. (3.39) shows that it cannot 
occur. Under time-reversal J---+ -J so that of the four invariants only 
a a 
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the last changes sign. As we require time-reversal invariance of the 
Hamiltonian, this last is therefore not allowed. 
We thus obtain as the most general Hamiltonian, 
+ {k k } {J J } + {k k } {J J }) • y Z y Z Z X Z X 
(3.40) 
It is customary to introduce dimensionless constants o1 r o2 , o3 
(3.41) 
so that we finally obtain 
H 
(3. 42) 
If the symmetry group of k is Td :::: o, as opposed to oh, i.e. if 
+ inversion is not a symmetry of k, the distinction between r- states 
disappears and we can form two additional invariants from the product 
- + r15®r15 . This is the case for crystals with the zincblende structure, 
such as GaAs, where terms linear in k should be added to the 
Hamiltonian. However the contribution due to these terms is usually 
negligible [29,53] and we can use the form of H given in Eq. (3.42) in 
such materials. 
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If we choose the following representation for the J : 
a 
v3 0 0 0 v3. 0 0 3 0 0 0 0 2 - 2]_ 2 
v3 v3. 0 -i 0 1 0 0 2 0 1 0 2]_ 0 2 J v3 J v3. J 1 X y i 0 z 0 0 0 0 1 0 2 0 - 2]_ 2 
0 0 v3 0 0 0 v3. 0 0 0 0 3 2 2]_ - 2 
(3.43) 
ie. we quantize spin along the z-axis, then the explicit form of the 
Hamiltonian of Eq. (3.42) is: 
a+ b c 0 
* h2 b a 0 c 
H (3. 44) 
m * c 0 a -b 
* * 0 c -b a 
+ 
with 1 2 1 2 k2) a± --(()' + 2()'2)kz --('0 ± 0 2) (kx + 2 1 2 1 y 
b v3a3<k - ik )k X y Z 
2 k2) c v3[ 02 (kx - 2i()'3k k ] ( 3. 45) 
2 y X y 
This is the Luttinger-Kohn Hamiltonian [1]. 
We note that the eigenvalues of H are unchanged by a unitary 
similarity transformation H-? UHUt (which leaves H hermitian) . 
Examining our invariant expression for H we see that this 
transformation is achieved by transforming all the J in the same 
a. 
fashion ie. J ｾｕｊ＠ ut. As any representation for the J is attainable 
a a a 
from any other by an orthogonal transformation, we see that the choice 
of representation of J is totally arbitrary. The particular choice we 
a 
have made corresponds to the basis set 
90 
I} ｾ＾＠2 ｶＧｾ＠ I (X+iY) j> 
I} 
1 vH I <x+iY) l> 2lzj>] 2> 
(3. 46) 
I} 
1 
--> , 2 -vH I <x-iY) i> + 21Zl>] 
I} 
3 
,-2> - ｶＧｾ＠ I (X-iY) !> 
(to within an arbitrary phase factor), where IX>, IY> and IZ> are zone 
centre band-edge Bloch functions transforming as x,y and z and lj>, I!> 
are two-component spinors. 
Strained systems 
We can construct that part of the Hamiltonian resulting from strain in 
the system in an analogous fashion. Because it is a tensor, £ 
transforms as ｲｾｳﾮ＠ r1s By using the previous reasoning for second 
powers of k 
<X 
and noting that c is a symmetric tensor, we see 
immediately that biaxial strain along the (001] direction (c c 
XX yy 
c, ,= 0 for i¢j) 
l] 
form, 
leads to an invariant contribution to H of the 
2 2 2 ｾ Ｔ ｔｲＨ｣Ｉ＠ + ｾ Ｕ Ｈ｣＠ J + c J + c J ) XX X yy y ZZ Z (3.47) 
In fact using the J given above we have , 
<X 
s 0 0 0 
8 hyd aTr(c) 0 -s 0 0 
H shydo + where s be (3.48) e 
0 0 0 ax -s 
c c.L - c 
0 0 0 ax zz s 
a and b are deformation potentials and the hydrostatic term, Shyd 0 
just corresponds to a shift in the zero of energy and can be removed 
by redefinition of E. 
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Magnetic fields 
External magnetic fields can be similarly included. The components 
1 
k = ｾＨｰ＠ + eA ) no longer commute and when constructing invariants we 
a u a ex 
must retain the antisymmetric part in the decomposition of ｲｾｳﾮ＠ ｲｾｳ＠ . 
We thus obtain two new invariants, 
(B J + B J + B J ) and (B J 3 + B J 3 + B J 3 ) 
X X y y Z Z X X y y Z Z 
and the most general Hamiltonian (for an unstrained system) then 
contains five arbitrary constants, 
n
2{ 5 k2 2 2 2 2 2 2 
H = m ＨｾＱ＠ + ＲｾＲＩＲＭ ｾＲＨｫｘｊｘ＠ + kyJy + kZJZ) 
- ＲｾＳＨｻｫ＠ k }{J J} + {k k }{J J} + {k k }{J J }) X y X y y Z y Z Z X Z X 
+ eKJ.B + eq(B J 3 + B J 3 + B J 3 ) 
X X y y Z Z 
(3.49) } 
3.6 Time-reversal symmetry 
We have shown how to construct the k.p Hamiltonian from symmetry 
arguments. The form which we have derived can be simplified for 
ｳｹｳｴ･ｭｾ＠ with (actual or assumed) inversion symmetry. 
Kramer's theorem states that for the single-particle model including 
spin time-reversal symmetry requires that E(k) = E(-k) regardless of 
the spatial symmetry of the system, when there is no magnetic field. 
This implies that there must be double degeneracy of the bandstructure 
throughout the Brillouin zone if the crystal potential has a centre of 
inversion [30]. 
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This is the case for diamond structures and is a good approximation 
for zincblende structures where assuming inversion symmetry 
corresponds to dropping linear-k terms in the k.p Hamiltonian. The k.p 
Hamiltonian we derived for the fourfold-degenerate spin-split valence 
band, assuming the symmetry group of k to be the full cubic group Oh, 
thus describes two pairs of degenerate bands for all k. This can be 
made explicit by a unitary transformation, the Broido-Sham 
transformation [29], which decouples the 4x4 k.p Hamiltonian into two 
2x2 blocks (in either the axial approximation or along specific 
directions in the 2D Brillouin zone) . A possible choice of 
transformation matrix is 
e 
-i</> 0 0 
0 e -i11 -e i11 
u 
-i11 i11 0 e e 
e 
-i</> 0 0 
where we have introduced '{}, 
that k = k cos'{} 
X .l 
i</> 
TC ｾ＠-e 4> 
0 4 2 
with (3.50) 
0 TC '{} 
i</> 11 
e 
4 2 
the angle of k in the well plane, such 
.l 
and k = k sin'{} 
y .l 
Then H --7 UHUt, F ｾ＠ UF and as 'l! * F. u we must have u ｾ＠ U u and the new 
basis set is 
11> i¢13 e -2 
3 
-i</>13 3 
-> - e - --> 2 2 ' 2 
12> il113 e -2 
1 
-il113 1 2> - e - ,-2> 2 
13> il113 e -2 
(3.51) 1 
-il113 1 
-> + e - ,-2> 2 2 
14> i¢13 e -2 
3 
-i<P 3 3 
-> + e l2 --> 2 ' 2 
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------------------------ . . . ------------ .... . 
The decoupled 2x2 Hamiltonians are then 
IH (k) (3.52) 
m 
where 
b 
(3.53) 
c 
(and the decoupling is only valid along the (10), (11) and equivalent 
directions in the well plane, or in the axial approximation.) 
In the absence of external magnetic fields and where we can assume 
inversion symmetry, the explicit forms of all the k.p Hamiltonians 
which we use are reduced in this manner. 
3.7 Axial and spherical approximations [31,54,55] 
Having neglected inversion asymmetry and decoupled the k.p Hamiltonian 
into independent blocks by the Broido-Sham transformation, we often 
make a further approximation by invoking axial symmetry about the axis 
of spin quantisation . This means dropping the anisotropy terms (02-a3 > 
from the Hamiltonian and introducing an average a-parameter 
o '= <a2+a3 )/2. We can see how this implies axial symmetry by 
examining the decoupled 2x2 Hamiltonians of eq. (3.52). We see that 
c <X 
so (3.54) 
The only ｾＭ､･ｰ･ｮ､･ｮｴ＠ term is seen to occur in lei and is multiplied by 
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the small term (02 - 03 ). Thus putting (02 - 03 ) to zero in the c-terms 
gives a ｾＭｩｮ､･ｰ･ｮ､･ｮｴ＠ Hamiltonian and introduces axial symmetry. 
It is also possible to use an approximate Hamiltonian which neglects 
all anisotropy of the bands, the spherical approximation. This is 
achieved by putting 02 and 03 both equal to 0 = (2a2+303)/5 in all 
terms. However, whereas the axial approximation is found to give a 
good description of QW subbands [54], the spherical approximation is 
found to be poor and we do not give any results for calculations in 
the spherical approximation. 
3.8 k.p Hamiltonians 
We have shown how the general form of the k .p Hamiltonian can be 
determined from symmetry considerations. In this section we give 
explicit forms for the k.p Hamiltonians used in our calculations of 
subband stucture. (We give only one of each pair of decoupled 
Hamiltonians ie. we drop the ambiguities and we redefine b and c to 
remove the modulus signs.) 
Consider the valence band of a cubic group IV or III-V semiconductor. 
Neglecting inversion asymmetry the valence band consists of doubly 
degenerate heavy, light and split-off bands and quantising spin along 
(001) it is described by the 3x3 k.p Hamiltonian: 
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...fZc b 
h2 a+ 
c + ib 
- i-fi 
H (k) 
m 
iAb c - ib a e + (3.55) 
fie+ b iAb d i-vz e -
where 
1 
1 + Ｒｯ Ｒ ＾ｫｾ＠ 1 ± 2 a± --<o --<o o2>k.L 2 2 1 
b v'3'o3k k .L z 
v'3'k2o , 0 I 1 axial model c 2<o2+o 3> 2.l 
02 along (10) 
03 along (11) 
1 2 2 d - a - -o (k + k > 2 1 z .L 
o 2 <-l'lk
2 
- k2 !V2'> (3.56) e 
z l. 
Construction of a QW or SL from lattice mismatched materials can 
introduce strain into the system. The variation of the bulk band 
structures with biaxial strain is described by the strain Hamiltonian 
H (k) 
f.: 
0 
-s 
-l'ls 
0 
vzs (3.57) 
0 
where +S = be is the upward shift in the heavy-hole band edge with 
ax 
compressive strain. 
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The 2x2 Hamiltonian with spin quantised along the (111) direction is: 
n2 [ A c + iB ) H (k) + m c - iB A (3.58) 
where 
1 
+ Ｒ･ｹＳＩｫｾ＠ ＭｾＨｃｙＱ＠ ± 2 A± --(ey cr3 )k.1. 2 1 
(272 +;r 3] B ,fJ 3 k k 
.1. z (3.59) 
c V3'(72+273] 2 2 3 k.l. 
In unstrained systems inversion asymmetry makes a negligible 
difference to the calculated bandstructures. However, in the presence 
of strain, particularly tensile strain, the asymmetry effects could be 
considerable in QW systems [56]. The bulk valence band edge 
Hamiltonian, including strain-dependent linear-k terms is: 
a+ b c 0 s ｾ＠ 0 0 2 
* v'3'* 
n2 b a 0 c ｾ＠ -s d 0 H 
* 
+ 
* ｾ＠m c 0 a -b 0 d -s 2 
(3.60) 
* * 1/3* 0 c -b a+ 0 0 ｾ＠ s 
where 
1 
- 2 1 
± 
2 
a± --(ey + 2ey2)kz --(ey cr2 )kJ. 2 1 2 1 
b V3cr3k k e 
-i-o 
.1. z 
c v'3'(cr2cos2-Q - ｩ｣ｲ Ｓ ｳｩｮＲｯｏＩｫｾ＠2 ioO d c 4e k e ax J. (3.61) 
s be 
ax 
e e - e 
ax J. zz 
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In the presence of a uniform, external magnetic field along the axis 
of spin quantisation the Hamiltonian in the axial approximation takes 
the form (neglecting strain dependent linear-k terms) 
1 
[3r {r+1) f2 ｾ Ｐ＠ 1 0 
1 2 
-z<o1+2o2>kz- s 
Ｍ｛ｾＨ ＰＱ Ｍ ＰＲ Ｉ＠ ＨＲｲＫＱＩＫｾｋ｝ｾ＠ 0 
1 
[3 (r+2) (r+1) ]2 ｾ Ｐ＠ 1 
1 
[ 3 r ( r+ 1) f2 ｾ＠ 0 1 0 
0 
(3.62) 
c eB I I where ｾ＠ = :h' 0 = (02 +03 ) 2 , r ｾ＠ 1 and we have omitted a factor of 
:t:-
2 ; . . 0 2 . k u m mult1ply1ng all but the S terms. For r = ,-1,- we must str1 e 
out succesively rows and columns 1,2 and 3 respectively, as discussed 
in Chapter 2. 
3.9 Solution of the envelope function equations 
Having presented the various k.p Hamiltonians which we use, we now 
show how to solve the envelope function equations derived from them. 
In this section we show how the envelope equations, with an 
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appropriately hermitianised Hamiltonian, can be solved by means of 
envelope function expansion in a complete set of basis states. This is 
the method of solution which we actually implement as it is easily 
extendable to bulk Hamiltonians of any order, gives the calculated 
envelope functions in a particularly useful form for laser gain 
calculations, removes the need to apply interface matching conditions 
(except in the construction of basis functions where the choice of 
conditions is arbitrary) and is descriptively appealing. In appendix A 
we show how the problem of envelope equations with matching conditions 
at the interfaces and with QW or SL boundary conditions, can be solved 
exactly. 
3.9.1 Interface matching 
The various formulations of the EFA agree in their treatment of the 
envelope function within each layer of the QW or SL but differ in 
their approach to the interfaces. Having obtained the envelope 
equations within each layer (with constant coefficients), one approach 
is to apply probability current conservation arguments to derive 
matching conditions at the interfaces [31]. A second approach is to 
define the Hamiltonian operator over the whole QW or SL, including the 
interfaces and to integrate across the interface to obtain interface 
matching conditions [10]. These conditions correspond to a particular 
choice of procedure for making the Hamiltonian with position-varying 
coefficients hermitian, and turn out to be the same conditions as 
those derived from probability current density conservation 
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considerations. To illustrate this we first write the envelope 
equations in each layer as 
d d 2E' dF [IH ( -i-) + QJ] F = fA- + IB- + ICE' = EF 
dz dz2 dz (3.63) 
and then extend our definition of the Hamiltonian to include the 
interfaces 
EE' 
where i}(z) = { 
0, well 
1, barrier 
(3.64) 
We integrate across the interface at z = 0 using o{z) to obtain 
( 3. 65) 
If we make the further assumption that the physical parameters vary 
rapidly but smoothly in the region of the interface ie. rapidly on the 
scale of variation of the envelope functions but slowly on the scale 
of the bulk crystal period, then we can drop the interface 
contributions and we derive the matching condition 
continuity of F) that 
dF fA- + IBE' must be continuous. dz 
(assuming 
The Hamiltonian of eq. (3.64) was clearly not hermitian. If we rewrite 
the Hamiltonian in the hermitian form 
H d d 1 d d dz!A(z)dz + 2[1B(z)dz + dziB(z)] + IC(z) (3. 66) 
where !A,IB and (C are now functions of position and integrate across an 
interface, we again find that !AdF + IBF is continuous for rapidly but dz 
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smoothly varying parameters. 
We do not follow either of the above prescriptions, but choose to 
define a Hamiltonian with position-varying (piecewise constant) 
coefficients over the whole SL, making the assumption that the 
particular hermitianisation procedure which we employ would be 
justified by a rigorous derivation of the EMT for the SL and is 
suggested by experimental results [49]. The possible forms are anyway 
quite restricted [57]. We implement our solution of the resulting 
envelope equations by an envelope function expansion method which does 
not rely on an interface matching procedure, except in the 
construction of the basis functions for the expansion, and we choose 
the basis function matching conditions to optimise the rate of 
convergence. We require our basis functions to be exact solutions of 
the corresponding diagonalised problem, as will be explained later. 
The form of hermitianised Hamiltonian that we adopt is the same as 
that arrived at by the first two methods described above so the 
results of our implementation are the same as those of these other 
formulations of the EFA. 
3.9.2 Solution by wavefunction expansion 
The envelope equations are 
or 
[IH(-i'\7) + IU]F 
IH(]t )F (k ) 
.L n .L 
EF 
E (k ) F (k ) 
n .L n .L 
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(3.27) 
(3.67) 
The equations must be solved separately for each k to obtain the 
.L 
subband dispersion E as a function of k .l. We consider the 3-band, 
(001)-growth model of Eq. (3.55) to explicitly illustrate our method. 
(Superscripts H, L and S stand for heavy-, light- and split-off bands 
respectively.) 
We make the expansion for Fn (kJ_) 
FH(k ) H 0 0 B I n .l n 
FL(k ) H L BL s 0 F (k ) L c I (k ) 0 + C I (k ) + C I (k ) n .L n .l 1 nn .L nn .L nl nn .L 
F8 (k ) 
n 
as 0 0 n .l nl 
(3.68) 
H L 8 S where Bnl' Bn'' n' are each members of complete basis sets which have 
the same periodicity as the SL. Then generalising the usual method for 
converting the Schrodinger equation to matrix form we derive (details 
are given in appendix B) 
L L ci*,cj ,[Jctz i* .... j Bn' H,' Bnll - E 0 .,0 , , ] 0 i,j = H,L,S 
• 1 • 1 ,mn nn ｾｊ＠ n ｾｊ＠ n n 1,n J,n 
or c+ Ｈｾ＠ - E ::S)c 0 (3.69) m n n 
with a sufficient condition for non-trivial solutions being that, 
(3.70) 
Thus the envelope function equations are transformed to an infinite 
determinantal equation. This is reduced to a finite problem by 
truncating the wavefunction expansion after a finite number of terms 
(sufficient to give apparent convergence) . 
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3.9.3 Choice of basis functions 
We are faced with the problem of how to choose a complete set of basis 
states in which to make our wavefunction expansion. 
For QW's these basis functions must go to zero at infinity. For a SL 
they must be periodic with the SL period. We consider the case of a SL 
which includes the QW case in the limit of 'thick' barriers. In 
principle any complete set of functions periodic with the SL period 
will suffice as our basis set. In the 3-band example considered, a 
possible basis set would be 
1 
0 exp ( i ＲｮｾｺＩＬ＠
0 
0 0 
( . 2mnz) 1 exp ｾＭＭｌＭ , 
0 
where L is the SL period, and 1, m and n are integers. 
(3. 71) 
In practice our main concern is with the rate of convergence of the 
wavefunction expansion. The smaller the number of basis states needed 
to approximate well the exact envelope function solution of the 
eigenvalue problem, the smaller will be the matrix which we need to 
diagonalise to obtain a realistic band structure. It is thus of 
paramount importance to choose a physically realistic basis set. 
We consider first how to construct the basis functions for a 2-band 
(heavy- and light-hole) model as this is the most simple and 
instructive case. 
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We determine the eigenfunctions of the related problem, 
｛ｾ､Ｇ＠ (-iV) + U]B = EB 
. lag n n (3.72) 
where ｾ､Ｇ＠ (-iV) is the hermitianised SL Hamiltonian constructed from lag 
the 2x2 k.p Hamiltonian at k = 0 ie. at the 2-dimensional Brillouin 
.l 
zone centre. 
[ - 1 d 1 d + s (z) 0 
s (z) ] 
ｾ､Ｇ＠ (-iV) 2 dz mH (z) dz lag 
1 d 1 d 0 2 dz mL (z) dz 
(3.73) 
where mH (z) and mL (z) are position-dependent bulk heavy- and 
light-hole effective masses. 
The eigenfunctions of this equation are ｛ＺｾＩ｡ｮ､ＨＺｾＩ＠ which are complete 
sets of heavy- and light-hole wavefunctions respectively, so called 
because they can be uniquely associated with the heavy- and light-
hole states of the bulk bands at the ['-point. We thus adopt the 
' 
description that the effect of off-diagonal terms of the k.p 
Hamiltonian is to mix zone-centre basis states as we proceed away from 
the 2-dimensional Brillouin zone centre, giving rise to states of 
mixed heavy- and light-hole character. 
Clearly, the finite k eigenfunctions F (k ) 
.l n .l reduce to ｛ＺｾＩ•＠ ＨＺｾＩ＠ at 
L the 2D Brillouin zone centre and in this sense the Bn' BH are exact 
n 
heavy- and light-hole zone centre wavefunctions. Consequently we 
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expect convergence of our wavefunction expansion to the exact envelope 
eigenfunction to be fastest at the zone centre and to be slower at 
non-zero k.L. 
We thus have a simple description of the SL states at arbitrary ｫｾ＠ in 
terms of combinations of zone centre, heavy- and light-hole 
eigenfunctions. 
For the 3-band case the procedure used to construct basis functions 
for the expansion is similar. We determine eigenfunctions of the 
related problem 
where now 
!Hd. (-iV) 
ｾ｡ｧ＠
1 d 
2 dz 
[!Hd. (-iV) + ｾ｡ｧ＠
1 d 
s ( z) 
mH(z) dz + 
1 d 0 
-2 dz 
0 
IU]B EB (3.72) 
n n 
0 0 
1 d 
mL (z) dz s (z) 0 
1 d d 0 
-2 dz o1 (z) dz - Jl(z) 
(3.74) 
This is simply the hermitian form of the operator obtained from the 
3-band k.p Hamiltonian by putting all off-diagonal terms to zero. 
We note that within the framework of the 3-band model, of the functions 
BH are exact eigenstates of eq. 
n 
(3.55), with 
corresponding eigenvalues being heavy-hole zone centre energies. The 
other two sets of functions are in fact mixed by off-diagonal strain 
and d2/dz2 terms in eq. (3.55) even at the zone centre and so are not 
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exactly the light-hole and spin-split-off eigenstates. The physical 
motivation for our choice of basis states is now a little weaker but 
we still have a method which produces a set of basis states, complete 
and periodic with the SL period and which converges rapidly to the 
exact envelope eigenfunction at the zone centre. 
{Instead of the exact position-dependent split-off mass eqs. (3. 55) 
and (3.74) use 1/01 (z), as the 3-band model implies that the 
heavy-,light- and split-off masses are not linearly independent. Also, 
the light- and split-off well depths used in eq. (3. 74) are not the 
'measured' well depths of the system because, within the framework of 
the 3-band model, the light-hole and split-off band edges mix with 
each other and shift as a simple function of S and 8, not merely by -S 
and -8.) 
3.9.4 Construction of basis functions 
To find the eigenfunctions of equations of the type 
[ 1 d 1 d 
-2 dz ｾ＠ dz + U (z) ]F = EF 
O<z<L { row where m(z) varies w m[z+(Lw+L8 )] as: 
-L <z<O m I B B 
{ 0 O<z<L and U ( z) varies w as: u -L <z<O I B 
we must first solve the related problem 
[ - ｾ＠ d 2 + U ] F = EF 2m dz2 
U[z+(LW+L8 )] 
(3. 75) 
m{z) 
U {z) 
within each layer and then match the eigenfunctions at the interfaces 
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according to the prescription that 
and 
F is continuous } 
across the interface. 
1 dF is continuous 
m dz 
This gives rise to a secular equation for the eigenvalues. We outline 
the procedure to solve: 
n2 d 2F 
-2m--+UF 
dz2 
EF 
The general solution of Eq. (3.76) within each layer is 
O<z<Lw, ｩｾｺ＠ Ｍｩｾｺ＠
v (2mwE) 
Fw Ae + Be ｾ＠ h2 
-LB<z<O = Ce(3z + De-(3z (3 = 
V[2m
8 
(U-E)] 
, FB , h2 
(3. 76) 
(3.77) 
When we apply the matching conditions, (taking limits as z approaches 
the interfaces), we obtain four linear equations in the coefficients 
A, B, C and D: 
Fw<Lw> 
ｾ＠ dFwl ｾ､ｺ＠ L 
·W 
FB (0) 9 A + B 
1 dF I 1 (iM - ｩｾｂＩ＠
mBdzB 0 
9 
-
mw 
F B (-LB) ･ｩｾｌｷ＠ A + Ｍｩｾｌ＠9 e W B 
- --B 9 ｾ｣ｸ･＠ A - icxe w B) 1 dF I 1 ( . icxLw - icxL 
m8 dz -L mw 
B 
For non-trivial solutions, we require that 
1 1 -1 
icx Ｍｩｾ＠ m (3 - -W 
mB 
0 icxL -icxL -(3L 
e w e W - e B 
c + D 
1 ((3C 
mB 
-(3L 
e B 
-1 
m (3 - W 
m B 
-
e(3LB 
. icxL ｾ｣ｸ･＠ W , -icxL m -(3L (3e B m (3e(3LB Ｍｾ｣ｸ･＠ W - -W -W 
m m 
B B 
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- (3D) 
c + e(3LB D 
(3.78) 
(3. 79) 
The determinant of eq. (3. 79) can be solved to give the 
(trancendental) secular equation for E, 
1 cosaL cosh{3L + Ｍ Ｒ Ｑ Ｈｾｷ＠ ｾＭ ｾｂ＠ ｾ｝＠ sinaL sinh{3L w B m8 a mw P W B (3. 80) 
This equation is then solved numerically to obtain the allowed values 
of E (hence also a and {3). We can then solve eq. (3.78) to find values 
of ｾＧ＠ ｾＧ＠ E and then determine a value of C so that the expressions in 
eq. (3. 77) are the normalised eigenfunctions (expressed in terms ' of 
E) . Details of the exact method are given in appendix C. 
3.9.5 Evaluation of matrix elements 
To construct the determinantal equation, we need to evaluate a number 
of different types of matrix element, which we now discuss. The first 
type of matrix elements which we consider are those of the form 
where o (z) 
with L 
)z ) < ｾｷ＠
ｾｷ＠ I I L 2 < z < 2 
(3.81) 
All the functions F. which we are considering are defined over the 
1. 
whole SL period, including the interfaces, at which points they are 
assumed to lie between the limiting values as the interfaces are 
approached from either side. All functions are also periodic with the 
SL period L. 
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The required derivation of the solution of eq. (3. 81) is given in 
appendix D. We find that the explicit form of the integral depends on 
the matching conditions satisfied by the basis functions F at the 
interface. 
For the case where 
lim e -4- 0, 0 ｾＡ＠ i I L = 0 : i I L and 
-2w+e - 2w-e 
(3.82) 
we have the result: 
ｬｩｭ･ｾｏ＠ dzl + 
L 
* 
d2 J :W-E * d2 F. 
dz2 
F. oA F. 
dz2 
F , dz 
J l J l 
+ e --W+e 2 (3.83) 
ie. contributions to the integral from either side of the interfaces 
vanish when the matching conditions imposed on the basis functions at 
the interface have a discontinuity in dF dz such that 
dF 
o(z)--dz is 
continuous across the interface. In this case the integral is just 
given by the sum of the corresponding integrals with constant 0 ' s 
evaluated within each SL layer. 
We see that matrix elements of the form J ｆｾＨ､､＠ odd )F . dz arising from 
SL J z z 1. 
on-diagonal terms of the k.p Hamiltonian are simply found by 
calculating 
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0 J + w w (3.84) 
Matrix elements arising from ｯｦｦＭ､ｩ｡ｧｯｮ｡ｾ＠ terms in the Hamiltonian 
(e.g. LH-SO terms in the 3-band model) are more complicated to 
evaluate as the contributions from either side of the interface are 
then non-zero. 
For such an off-diagonal matrix element, e.g. with 0 02 , we can show 
J * d d is equivalent to that F I ( o ) F I dz 
SL J z z J. 
1 
[ 0wJ + 0sJ * d2 + (< d2 Fidz] 2 Fl dz2 Fl dz2 J l. W B (3.85) 
and this last term can be expressed as 
ｬｩｭﾣｾＰ＠
ml * 
1 [< _JB) dF I 
- - ｾ＠ - ｾ＠ --J F 2 °W 0 B dz I mjW J. + 
(3.86) 
where ml JW,B is the effective mass in the Schrodinger equation 
generating the basis state Fl in the well and barrier respectively. 
J 
The second type of matrix element which we need to consider involves 
d dz terms and requires us to evaluate integrals of the form 
-2
1 J ｆｾ＠ [0 ＨＭｩＩｾ＠ + ＨＭｩＩｾ＠ 0 ] Fl dz SL J dz dz J. (3. 87) 
(where integration is again over a whole SL period including 
interfaces and all the functions are defined at the interfaces, having 
values lying between the limits as the interfaces are approached from 
either side) . 
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- -- ----- -- -----------------------------------
We find (see appendix D) that 
-2
1 J ｆｾ＠ [0 ＨＭｩＩｾ＠ + (-i)dd 0 ] F, dz SL J dz z ｾ＠
(3.88) 
3.9.6 Construction of determinantal equation 
When constructing the Hamiltonian matrix for diagonalisation, we must 
consider general terms such as 
From our 
JSLF; [ ｾｺ＠ 21' ｾｺ＠ + ( ｜ｾｺ＠ + ｾｺｬＧｾＧＩ＠ + 01'] Fi dz (3.89) 
2 
.. d dd b h .. 1 ･ｸ｡ｭｾｮ｡ｴｾｯｮ＠ of dz2 an dz terms a ove we see t at ｾｴ＠ ｾｳ＠ on y 
necessary to calculate matrix elements of the forms 
12()' d2 li 2osJ + 2trwJ * 
d2 
<j 
dz2 
> = F, 
dz2 
F, dz 
J ｾ＠B w 
l
1
o 
d 
li > 1()' J + 1trwJ * d <j dz F, dz Fi dz B B w J 
I 0o li > = 00 J + 0()' J * <j F, F. dz (3. 90) 
B B W W J ｾ＠
(which are the sum of components evaluated entirely within the SL 
layers) . 
2 
f . I 1· . 12 ct 1· · 11 ct I <J H ｾ＠ > s <J o ｾ＠ ｾ＠ > + <J 'iY dz 
dz 
then the Hamiltonian is given by 
(3.92) 
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where 
d2 
the case of the terms linking LH and SO states . in the 
dz2 
in 
3-band model \'le must add to eq. (3. 92) the additional terms 
1 ｾＩ＠ dF. ｾｂＩ＠ F. 
[ 
m. * m. d *] 
-2 ( 0 W - 0 B m . dz J F i + { 0 vJ - 0 B dz ｾ＠ F • 
JW miW J interfaces± (3.86) 
as described above. 
We have thus shown how to construct the deter:minantal equation arrived 
at in our description of the wavefunction expansion solution of the 
envelope equations. This is the final result of our chosen method of 
implementation. 
In summary, we firstly set up the Hamiltonian matrix from integrals 
within the SL layers ｾＮＮｲｩｴｨ＠ the 0 's treated as constants. We then add 
the hermitian adjoint matrix to make the Hamiltonian matrix hermitian. 
Finally, we add contributions from either side of the interfaces to 
d2 
Ｐ ｾ＠ terms where the 0 does not ｾｯｲｲ･ｳｰｯｮ､＠ to the discontinuity in the 
dz 
gradient of the basis functions . 
. All the required matrix elements are evaluated analytically and are 
given in Appendix C. 
We thus have a simply implemented calculational method which gives a 
direct description of finite-k .L wavefunctions in terms ·of mixing of 
zone centre basis states and does not require the explicit application 
of interface matching conditions. 
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Chapter 4 
Bulk and QW effective masses in k.p theory and k.p EMT 
In this chapter we show how to solve the 2-band, finite-well EFA 
equations exactly (as described in Appendix A) and derive analytic 
expressions for the QW zone-centre effective masses. The calculation 
requires as input empirically determined Luttinger ｾＭｰ｡ｲ｡ｭ･ｴ･ｲｳＮ＠ These 
are obtained by interpolating effective masses of binary components of 
the alloys forming the QW layers. We show that to more properly 
include the effects of strain in the 2-band model it is necessary to 
allow for the variation of gaps and masses in the alloy with strain, 
by appropriate adjustment of the Luttinger 0-parameters and the HH-LH 
splitting. 
Calculation of bulk effective masses 
In the 2-band model the Hamiltonian describing the bulk materials of 
the QW layers is given by 
b2 
IH (k) = -
m 
with 1 + 
2 1 
± 
2 
a± --(()' 2o2)kz --<r o2) (kx 2 1 2 1 
b V3<r3 (kx- ik ) k y z 
2 k2) c v'3[<r2(kx- 2ir3k k J 2 y X y 
(2. 4) 
+ k2) y 
The zone centre heavy-hole effective masses along and perpendicular to 
the strain axis are -1 - (()' -2<r ) 1 2 and respectively, 
independent of strain S. This is unphysical and if we adopt a 2-band 
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description of the semiconductor layers in a QW, it is necessary to 
introduce variation of these bulk masses with strain directly into the 
r-parameters. The effective masses in the alloys forming the QW layers 
are obtained by interpolation from the component binaries and the 
interpolated effective mass is then adjusted to allow for strain. 
The variation of the effective mass with strain is better described by 
the 4-band k.p Hamiltonian (exact to second order in k2 when we 
neglect linear-k terms arising from inversion asymmetry) describing 
coupled conduction, heavy-hole, light-hole and split-off bands 
H(k) 
where 
f 
-g 
g * Y3 + h 
b 
c 
d 
e 
-g 
c - ib 
-Fie + ｩｾ＠
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g 
..f3 + h 
c + ib 
a 
ｾＫｊ＠ * 
..fie - ｩｾ＠
e + iAb 
d 
( 4 .1) 
axial model 
along (10) 
along (11) 
f 
h2 1 2 k2) 8 hyd 2°el(kz + + E + m .l g 
1 k p2 g V2 P (1-e .l) with [67] .l ＨｾＺＩ＠ E p h A· k ｾｐＨＱＭ･＠ ) zz z 
Differentiating the determinantal equation for the bulk bandstructure 
twice, with respect to k and k respectively, we find that for the 
z .l 
4-band model the zone centre heavy-hole mass along the strain axis is 
independent of strain and given by 
1 
- = - <o -2o > ｾｨ＠ 1 2 (4.2) 
and the heavy-hole mass perpendicular to the strain axis is given by 
1 2 
1 [ - E (1-e ) ] 
- = - <o +o > + 2 p .L ｾｨＮｬ＠ 1 2 s s Eg+ hyd-
( 4. 3) 
Our aim is to accurately calculate the in-plane QW effective mass of 
the highest subband (for compressive strain), so we determine the 
strain variation of the 2-band Luttinger 0 -parameters from the 
relations 
L L ( 4x4 2 4x4) (()"1 2()"2) 01 - 02 ( 4. 4) 
1 2 
L L ( 4x4 4x4) - E (1-e ) (()"1 + 0"2) 01 + 02 + 2 p .l 
Eg+Shyd-S 
(4.5) 
Eq. ( 4. 4) and (4.5) imply 
2 2 
L L ( 4x4 2 4x4) - E (1-e ) (()"1 + 2()"2) o1 + 02 + 3 p .L ( 4. 6) 
Eg+Shyd-S 
a relation which we have used previously in the approximate form of 
the variation of light-hole mass with the 'optical' gap Eg +Shyd-S 
[18,22]. 
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In Fig. 23 we compare variation of m1h with optical gap against the 
variation given by eq. (4. 6) . We see that the agreement is excellent 
justifying the approximation. In the same figure we plot the variation 
of m1h as given by the 4-band model. It is clear that although the use 
of eq. (4.4) and (4.5) reproduces the variation with strain of the 
heavy-hole effective mass both along and perpendicular to the strain 
axis, the variation of the light-hole effective mass along the strain 
axis is poorly reproduced. This is a limitation of the 2-band model 
and we assume that for the calculation of the in-plane mass of the 
highest subband in a QW, accurate reproduction of the bulk in-plane 
mass is the more important consideration. 
The appropriate method of interpolation for bulk unstrained Luttinger 
a-parameters in alloys has been considered by de Sterke [54] who 
expresses the a's in terms of k.p band sums. de Sterke finds that the 
interpolated a's are more closely given by linear interpolation of the 
reciprocals 1/a than by linear interpolation of the a'S themselves. We 
find that the agreement is closer still if we interpolate effective 
masses .ie.-<a1±2a2 )-
1
, as illustrated in Fig.24 for SiGe. In Fig.25 we 
compare interpolation procedures for InGaAs. 
The full procedure for finding the Luttinger a-parameters for the 
alloy is then as follows: 
(i) determine experimentally mlh' ｾｨ＠ , P2 
(ii) interpolate to obtain the unstrained alloy values from the 
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- m lh 
0.3 
0.2 
0.1 
l 
0 0.2 0.4 0. 6 0.8 1.0 
x [In Ga
1 
As on (001) GaAs] 
x -x 
Fig.23 Variation of m1h with optical gap, 
in 2-band approximation to 4-band 
model and in full 4-band model 
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,-.---. 
14 
,, Luttinger paramete·rs 
0.0 c. 1 0.2 0.3 ｯＮｾ＠ o.s 0.6 0.7 0.8 0.9 1.0 
fermanium co1n po:dtion silicon 
Fig. 24 [54] 
Interpolation of the Luttinger parameters a1 , a2 and a3 
for SiGe alloys given the parameters for the constituent 
materials [67] 
Solid lines interpolation from band sums 
Dashed lines linear interpolation of 1 
a 
* Crosses linear interpolation of m 
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20 
16 
linear 
6 
4 
0 ＭｾＭＭＭＭｾＭＭＭＭｾＭＭＭＭｾｾＭＭＭＭｾＭＭＭＭｾ＠
0.0 0.4 0.6 0.8 1.0 
Fig.25 Interpolation of the Luttinger 
parameters 01 , 02 for InGaAs 
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component binaries 
L L (iii) from these find 01 , 02 using the usual mass relations 
4x4 4x4 (iv) find 01 , 02 using eq. (4.4) and eq. (4.5) with strain equal to 
zero 
(v) L finally determine '0 1 , 
L 
0 2 from eq. ( 4 . 4) and (4. 5) for non-zero 
strain. 
A similar argument holds for the 3-band Hamiltonian where the 
variation of effective mass with the axial component of strain is 
taken into account explicitly but variation of effective mass with the 
hydrostatic component of strain must be included in the values of the 
bulk effective masses used to calculate the 0 -parameters [19]. 
We therefore suggest that for EFA calculations using a 2- or 3-band 
Hamiltonian which does not include the conduction band explicitly, the 
Luttinger 'Q-parameters must take account of the variation of the 
in-plane heavy-hole mass with strain as described. 
In the 2-band model the heavy- and light-hole band edges shift by ±S 
with strain. Again this is unphysical and we see that in the 4-band 
model interaction with the split-off band means that the band-edge 
shifts are 
+S (4.7) 
-} [ s + "' - I 112- 2811 + 9s2 .., J (4.8) 
We suggest that when the 2-band model is used in QW subband 
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calculations the appropriate HH-LH band edge separation is not 2S but 
[18] 
liE = S + } [ S + II - I 112 - 2SII + 9S2 .., ] 
so the 2-band Hamiltonian becomes 
h2 ( a+ JcJ + iJbJ ) 
11-1 <k> = m- I c I I I 
- i b a - h.E 
where we have redefined the zero of energy. 
( 4. 9) 
(4.10) 
The magnitude of the band-offset in a QW is also an experimentally 
determined parameter. As yet there is no reliable method of 
calculating band offsets and the experimental determinations for many 
systems are not in general agreement. The problem is still open and 
in the worst case it may be found that band-offsets are determined by 
random effects at the interface and must be determined individually 
for each system. In the absence of a definitive method of calculating 
band offsets we adopt the model solid theory of van de Walle [58]. 
Calculation of QW effective masses 
The ｅｆｾ＠ equations for the valence-band can be solved exactly [33] . We 
solve the EFA equations for the 2-band model in terms of a 
determinantal equation for E (k ) . 
l. 
From this we derive analytic 
expressions for the QW zone centre effective masses. We compare our 
results with those of Ridley [59] who derives analytic expressions in 
the infinite well case and approximates the finite well by using an 
Equivalent Infinitely-deep Well (EIW) approximation. (Ridley divides 
the in-plane QW effective mass into strain and confinement components 
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and takes a value for the width of the infinite well which gives 
a confinement contribution to the effective mass equal to that in the 
finite well.) We then examine the effects of appropriately including 
the split-off-band/strain interaction on the HH-LH splitting as 
described in the last section. 
The EFA equations for the 2-band case are 
[H(-iV) + ｾ｝ｆ＠ = EF 
subject to the matching conditions 
F 
ｾ､ｆ＠ + IBF 
dz 
} continuous 
with vanishing of the wavefunction at infinity, where 
H(k) = ｾｫ Ｒ＠ + ｾｫ＠ + C 
z z 
(A.l) 
(A. 2) 
(A. 3) 
and ｾＧ＠ ｾＧ＠ C are matrix coefficients of k 2 z' k and constant terms z 
respectively. 
Making full use of the spatial symmetry of the system these equations 
can be solved to give the secular equation for E(k ) shown in Fig.26 . 
.L 
It is immediately apparent that 2 to order k this 
.L 
8x8 determinant 
2 decouples into two 4x4 determinants. Expanding the 4x4's to O(k ) and 
.L 
differentiating twice with respect to k , 
.L 
we derive 
expressions for the zone centre effective masses, Fig.27. 
analytic 
Comparing our calculated values with those of Ridley for specific 
InGaAs structures investigated experimentally by Jones et al. [ 60] 
(using the same linearly interpolated 0 ' s as Ridley) we see that 
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Ridley's agreement with experiment is largely fortuitous and conclude 
that the EIW approximation is not a good approximation to the exact 
finite-well result. We give the relevant parameters in Table 1 where 
av is the band-edge offset and 2a is the well width. Our calculated 
effective masses, those of Ridley and the experimental values are 
given in Table 2. 
Table 1 
()'1 cr2 ()'3 S (meV) av(meV) 2a(A) 
GaAs 6.85 2.10 2.61 0 
InAs 20.5 8.37 9.29 
In Ga1 As X 0.15 8.8975 3.0405 3.612 35.2 -48.8 125 x -x 
X 0.20 9.58 3.354 3.946 47.1 -64 80 
X 0.25 1·o. 2625 3.6675 4.28 59.1 -78.8 90 
Table 2 
* m 
Exact Ridley Expt. 
In Ga1 As X 0.15 0.100 - 0.088 - 0.084 x -x 
X 0.20 - 0.099 - 0.084 - 0.086 
X 0.25 - 0.089 - 0.077 - 0 094 
We also compare the calculated mass values of our extended 2-band 
model, using the HH-LH splitting aE of eq. (4. 9), with full 3-band 
calculations. Tables 3 and 5 give parameters for SiGe SL structures 
considered in the next chapter. Tables 4 and 6 give the calculated 
effective masses for these structures. We compare the results of 
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approximate 2-band calculations ie. calculations performed by the 
envelope function expansion method described earlier, with our exact 
result (Fig. 26) and we compare the results of approximate 3-band 
calculations with the results of our modified 2-band expressions. We 
see that the approximate 2-band results are accurate ie. our basis 
function expansion has converged. Assuming that this implies our 
3-band results to be fully converged, we see that the modified 2-band 
model gives excellent agreement with the 3-band model. 
(Judgement of the convergence of our envelope function expansion 
method is subjective and the agreement of our approximate results with 
the exact expression for effective mass supports our assumption that 
our judgement of convergence is satisfactory) . 
Table 3 
()'2 s !J.V 
Si (barrier) 4.285 0.339 1.446 0 -270 44 
6.12 0.984 2.24 88 163 
Table 4 
2-band modified 3-band 
2a (A) I exact 2-band approx. approx. 
50 -0.173 -0.173 -0.184 -0.186 
100 -0.155 -0.155 -0.163 -0.160 
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Table 5 
s /1V 
Si (barrier) 4.285 0.339 1.446 39 -270 44 
6.12 0.984 2.24 47 163 
Table 6 
2-band modified 3-band 
2a (A) I exact 2-band approx. approx. 
100 -0.161 -0.161 -0.166 -0.166 
The calculated zone centre effective masses are for (001) grown 
quantum wells. Quantising spin along the (111) direction the 
unstrained 2-band Hamiltonian becomes 
{2. 8) 
where 
1 - 2 2 1 ± 2 A± -2(()"1 + CY3)kz --(()" cr3 )kJ. 2 1 
｛ Ｒ ｾＲＫｾＳｬ＠B --i3 3 kk 
c 
-i3 cr2+2cr3 ｾ＠ z 
2 3 kJ. 
k2 k2 + k2 
J. X y 
and we see that to obtain zone centre QW effective masses in the 
2-band model for unstrained (111) growth we merely need to make the 
substitions 
(2.83) 
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In conclusion, we see that there are two components to EFA 
｣｡ｬ｣ｾｴｩｯｮｳＺ＠ calculation of input parameters and solution of the EFA 
equations. For the 2-band model the EFA equations can be solved 
analytically as shown. The choice of input parameters is not so clear 
cut. We suggest that more physically realistic results are obtained by 
using a HH-LH splitting which takes into account the split-off band 
and a bulk mass which allows for variation with strain. We also 
suggest that to be consistent with the k.p theory, the most 
appropriate simple interpolation scheme for the unstrained Luttinger 
0 's is that of linearly interpolating effective masses rather than the 
a-parameters themselves. 
We have given an exact expression for effective masses in the strained 
(001) and unstrained (111), 2-band, finite-well model and compared it 
with an analytic result given by Ridley. We concluded that Ridley's is 
not a good approximation to our expression. 
We suggest that with the choice of input parameters described above, 
our 2-band result for the QW effective mass should give a very good 
approximation to the 4-band QW effective mass. We note that this 
, , , , L 2 L approx1mate agreement m1ght be further 1mproved by putt1ng ?f 1 - ?f 2 , 
L L 
o1+o2' and 
L L 
01-02 separately equal to the corresponding 
expressions from the 4-band. model for the bulk heavy- and light-hole 
masses in and perpendicular to the QW plane. In our wavefunction 
expansion method this would correspond to accurately reproducing the 
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strain variation of the 4-band in-plane dispersion and zone-centre 
energies in the diagonal approximation. 
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Chapter 5 
Strained-layer Si-si0 _5Ge 0 _5 superlattices [21] 
In Chapter 4 we solved the 2-band EFA equations exactly to obtain 
analytic expressons for the zone-centre effective masses in a quantum 
well. In this chapter we describe calculations demanding use of a 
3-band Hamiltonian and we solve the resulting equations by the 
envelope expansion method described in Chapters 2 and 3. 
There is increasing interest in the growth of lattice mismatched 
epilayers on a Si substrate [61]. Such layers may combine the 
advantages of low dimensional structures with the well-established Si 
technology. In particular, much effort has centred on the growth of 
si1 Ge alloys on Si and high quality growth has been confirmed over -x x 
a wide range of alloy compositions. Many optical and electronic 
applications are being probed and some of the most promising results 
to date suggest that high hole mobilities can be achieved in 
modulation-doped structures [68]. 
In this chapter we calculate the valence subband dispersion of 
Si0 . 5Ge0 _5-si strained layer structures grown on a Si(001) substrate 
and on a Si0 _75Ge 0 _25 buffer. In the first case the Si barriers are 
unstrained while the si0 _5Ge 0 _5 wells are under biaxial compression to 
accommodate the 2% lattice mismatch with the substrate. For the latter 
case the Si layers are under biaxial tension while the si0 . 5Ge 0 . 5 
layers are under reduced biaxial compression and the lattice mismatch 
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relative to the buffer is about 1%. We consider 50A and 100A wells, 
both within the experimentally determined limits of good quality 
growth [61]. These are the first calculations of the valence subband 
structure of si1 Ge -Si superlattices and the first to include the -x x 
strain-induced band splitting and mixing, both of which play a major 
role in determining the subband structure [54,62]. We used the 
experimentally determined values for the cr-parameters in the 3-band 
k.p Hamiltonian for Si while the alloy values were chosen by linear 
interpolation of the Si and Ge effective masses as shown in Table 7. 
Table 7 cr-parameters and valence band energies (meV) [63,64] 
CYl 'cY2 CY3 E v 
S ( Si ) 
substrate S (buffer) !J,. 
Si 4.285 0.339 1.446 -270 0 39 44 
sio.5Ge0.5 6.12 0.984 2.240 88 47 163 
The average valence band offset /J,.E and strain-induced splittings were 
v 
taken from the work of van de Walle and Martin [65]. 
Figs.28(a)-(d) show the valence subband structure for si0 _5Ge 0 _5 QW's 
between Si barriers: 
(a), (b) 100A wide wells lattice matched to Si (001) substrate and 
si0 _75Ge0 _25 buffer respectively 
(c) 50A well on Si(OOl) substrate 
(d) 100A well ignoring strain effects 
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6 
Solid lines dispersion along (10) direction 
Dashed lines dispersion along(ll) direction 
Fig.(d) is included to model the case of poor quality growth, where 
strain is relieved by dislocations and also to emphasise the 
importance of strain in determining the band structure of the 
remaining cases considered. The zero of energy in Fig.28 is taken at 
the si0 _5Ge 0 _5 heavy-hole band edge. 
Consider first the zone centre energies. For a given well thickness, 
the heavy-hole zone centre confinement energies are practically 
independent of the substrate material. Because of strain LHl is in all 
cases at least 60meV below HHl. The splitting between subbands HHl and 
LHl is within 2meV of the strain-induced splitting between the 
heavy-hole and light-hole bulk band edges in Fig.28(a)-(c). 
Because of the large valence band offset, there is little interaction 
between neighbouring alloy layers. The calculations presented for 
isolated quantum wells should also be appropriate for superlattices as 
thin as about SOA (for which HH2 dispersion along growth direction is 
negligible) . 
* The highest subband has a comparatively low zone centre mass m , 
varying from O.lS(a) to 0.18(c). This is as expected in stuctures with 
a significant strain-induced splitting between the heavy-hole and 
light-hole states [66]. Such low effective masses give the possibility 
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of enhanced hole mobilities. High hole mobilities have already been 
observed in modulation doped si0 _8Ge0 _2 strained layers where 
conduction takes place at a heterojunction interface with an 
* experimentally determined effective mass m 0.32 ± 0.03 {61]. We 
cannot treat a heterojunction in our calculations but calculate that 
m* =0.22 in a 100A si0 _8Ge 0 _2 quantum well. As the mobility typically 
increases with decreasing effective mass, we then expect that even 
higher mobilities could be achieved in si0 _5Ge 0 _5 layers, making them 
good candidates for fast hole-based devices [69]. 
The valence subband dispersion is highly anisotropic away from the 
zone centre, with the highest subband being considerably heavier along 
the (11) than the (10) direction. The situation is reversed for some 
lower subbands with (11) bands having greater dispersion than (10) 
bands due to stronger band mixing along the (11) direction [66]. The 
in-plane anisotropy is much greater than typically found in III-V 
heterostructures [31]. We note for example that in Fig. 28 (b) the 
highest valence band along the (10) direction lies below the second 
band in the (11) direction by the time k = 6 x 10-2 A-1 . 
J. 
Such warped bands may affect the mobility in high applied fields, 
giving it a directional dependence or allowing increased intersubband 
scattering. The dependence of Landau levels on applied magnetic field 
B, perpendicular to the layers, should be even more complicated than 
for III-V heterostructures, as the valence band anisotropy leads to 
strong anti-crossing effects between Landau levels [70] . 
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When we compare growth on a Si(001) substrate with growth on a buffer 
we see that the chief differences in band structure occur at large 
energies and wave vectors. For lOOA wells, some of the bands have 
electron-like effective masses (eg. HH4 in Fig.28(a) or HH3 and LH3 in 
Fig. 28(b)) and interesting anti-crossing effects are seen (eg. 
HH3-LH1) . For p-type conduction, we are chiefly interested in the 
highest subband. The dispersion of this band varies less between 
different substrates than it does between different directions on a 
given substrate. We conclude that there will be little difference in 
electronic properties for growth of p-type si 0 • 5Ge 0 . 5 alloys on Si 
substrates or si0 _75Ge 0 _25 buffers. We note however that this is not a 
conclusion general to all alloy compositions. For alloys with small Ge 
content, the strain-induced light-hole/heavy-hole splitting will be 
twice as large for growth on a Si substrate as it will be for growth 
on a buffer. The highest band can then have a lower effective mass 
over a significant energy range, leading to an enhanced mobility on a 
Si substrate. 
In summary, we have presented the first calculations of the valence 
subband structure of a Si-SiGe superlattice which incorporate the 
influence both of strain and of the spin-split-off bands on the 
subband structure. For Si0 _5Ge 0 _5 wells, strain shifts the light-hole 
states down in energy almost rigidly with respect to the heavy-hole 
states, giving a splitting of over 60 mev between HHl and LHl. The 
highest hole band then has a low effective mass in the well plane, 
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* with m "' 0.16 This effective mass is markedly lower than any in 
conventional silicon devices. Strained p-type SiGe could therefore 
provide the highest mobilities of any Si-based structures. Growth on a 
Si (001) substrate will be generally better than growth on an alloy 
buffer for high hole mobility applications, due to the greater 
strain-induced splitting, but this effect is not expected to be very 
significant for wells with a high Ge content, such as we consider 
here. The bandstructure is highly anisotropic away from the zone 
centre. This anisotropy should be reflected in the Landau level 
behaviour, for applied magnetic fields B both perpendicular and 
parallel to the growth direction. 
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Chapter 6 
Bandstructure engineering in semiconductor lasers [18-20,71] 
In Chapter 2 we showed how reduction of the in-plane effective mass of 
the highest hole subband in a quantum well might result in improved 
device characteristics for the long-wavelength semiconductor quantum 
well laser. In this chapter we describe the results of calculations of 
these effects. The low in-plane mass is achieved by bandstructure 
engineering using both the application of strain and choice of 
crystallographic growth axis. The laser gain calculations were 
performed by A Ghiti. 
6.1 Strained-layer QW lasers 
As discussed, the internal strain resulting from lattice mismatch 
between thin active layers and a thick substrate can confer 
considerable advantages on long wavelength semiconductor laser 
characteristics. With sufficient built in strain the highest hole band 
has a low effective mass and is well separated from the lower bands. 
The low effective mass reduces the areal carrier density needed for 
population inversion and leads to the virtual elimination of two 
important loss mechanisms, Auger recombination and intervalence band 
absorption. The large splitting means that only the highest subband is 
significantly populated during laser action and consequently leads to 
higher laser gain for a given carrier density over structures with a 
smaller splitting between highest subbands. 
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6.1.1 InAs-GaAs structure [18] 
We considered construction of a laser with 35A strained InAs wells in 
unstrained GaAs. The calculation used a 2-band (heavy- and light-hole) 
k.p Hamiltonian in the axial approximation. Table 8 shows the 
ｾＭｰ｡ｲ｡ｭ･ｴ･ｲｳ＠ and assumed band offsets. 
Table 8 Band edge energies (eV) and ｾＭｰ｡ｲ｡ｭ･ｴ･ｲｳ＠ [73] 
InAs 
GaAs 
E 
c 
0.88 
1.42 
0.320 0.147 
0.0 0.0 
E g 
0.56 
1.42 
ｾＱ＠
10.5 
6.85 
ｾＳ＠
4.0 4.45 
2.1 2.9 
The InAs is under a substantial biaxial compression due to lattice 
mismatch. We assume that it responds linearly to this applied stress. 
The strain components are: 
E = E 
XX yy el. and e zz 
(as Poisson's ratio 0' ｾ＠ 1/3). 
-20' 
1 - 0' El. ｾ＠ -e l. (6.1) 
The strain has an axial component e = (e - e ) which splits the 
ax l. zz 
degeneracy of the valence band maximum with the heavy-hole band edge 
shifting upwards by S = be where b = -1.8 eV and the light hole band 
ax 
1 2 2 
edge shifting down by 2 [ S + ｾＭ ｙＨｾ＠ - Ｒｓｾ＠ + 9S )] where ｾｩｳ＠ the 
spin orbit splitting in InAs. The conduction and light hole effective 
masses have a close to linear dependence on the direct gap from 
experiment and k.p theory. We assume a linear dependence so that the 
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conduction effective mass as a function of hydrostatic strain goes as 
0 
= E (sh d) /E g y g and similarly for m1h (shyd) · We then 
choose the 0 -parameters for strained InAs by starting from the 
unstrained values and assuming the heavy-hole mass ｾｨ＠ and the ratio of 
0 2 to 0 3 are unchanged in the strained material while m1h varies as 
described above. 
We choose the band offsets between GaAs and InAs so that the three 
confinement wells are in InAs and the greater part of the band edge 
discontinuity is in the conduction band. Our calculated bands do 
depend on the valence-band discontinuity, which is not well known for 
InAs-GaAs. (Some authors suggest that the light-hole valence band 
maximum may be in GaAs. We note however that if this is the case, then 
the offsets which we have assumed could be achieved by using a 
suitable Ga1 Al As alloy in the barrier regions to shift its valence -x x 
band down with respect to the InAs band edges.) 
Fig. 2 9 shows the calculated valence subband structure in the well 
plane near to the zone centre. The two highest zone centre states are 
heavy-hole states and are separated by 125meV. The in-plane effective 
mass of the highest band is 0.112 at the zone centre, a reduction by a 
factor of 4 on the bulk heavy-hole mass. The band retains a 
comparatively light effective mass over at least 3kT at room 
temperature. 
The peak gain as a function of carrier density g (n), the threshold 
max 
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current Jth' and the temperature stability constant T
0 
were calculated 
as described in Chapter 2. Figs.30-32 show the variation of peak gain 
with injected carrier concentration (Fig.30), the calculated threshold 
current for varying numbers of wells (Fig. 31) and the calculated 
values of T for varying numbers of wells 
0 
(Fig.32). 
These results assumed a parabolic conduction band with in-plane 
effective mass mel = 0.045, an intra-band relaxation time 
T, = 1 x 10-13s, lasing cavity length L = ＳＰＰｾＬ＠ reflectivity of 1.n 
facets R = 0. 4 and external losses a 
ex 
-1 10cm . Losses inside the 
active region were set at a nominal -1 a, = 10cm 1.n (independent of 
temperature) due to the virtual elimination of IVBA as discussed in 
Chapter 2. The optical confinement factor is r ｾ＠ NL , as appropriate 
z 
to an SCH laser, with N the number of wells, L the well-width and a 
z 
value of r per well equal to 0. 08. For that component of threshold 
current involving only radiative recombination we write 
where the effective Einstein coefficient Beff -10 3 -1 1 x 10 em s . 
(6.2) 
The calculated threshold current is shown for T = 300K and 350K with 
and without inclusion of Auger recombination effects. Estimating the 
Auger rates by treating the two highest valence bands as parabolic 
with effective masses equal to the zone centre masses, it is found 
that the Auger rates for transitions to and from the highest hole 
subband are decreased by several orders of magnitude over the bulk, as 
discussed in Chapter 2, and can be ignored. Considering transitions to 
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and from the second hole subband we find that the CHSH process depends 
2 
on F where F is the fraction of holes in the second subband. The 
valence quasi-Fermi level f never penetrates further than 10meV into 
v 
the highest hole subband at threshold when we have two or more wells, 
and the calculated fraction of holes in the second subband F is always 
less than 4%. The CHSH process can therefore also be ignored. The 
Auger recombination current density for the only process to make a 
significant contribution, the CHCC process, may be written 
3 
J(CHCC) = e NLz ACHCC nth F (6.3) 
-29 6 -1 The calculations assume ACHCC (300K) = 8 x 10 em s and activation 
energies as given by Burt and Taylor [72]. 
We see that the lowest threshold current will be achieved in a 
structure where N = 2 or 3. A strained-layer InAs-GaAs laser with 
three wells is predicted to have a threshold current density of 
-2 150 Acm , down by an order of magnitude on conventional 1.55Mffi lasers 
and a T of over 120K compared with conventional lasers in which 
0 
T - 60K. 
0 
6.1.2 InP-based structure [21] 
We also considered an InP-based strained-layer laser which should be 
more structurally stable than the GaAs-based laser and technologically 
easier to achieve. The strain incorporated in the layers is 
considerably less than in the GaAs-based laser and InP is the 
predominant substrate for growth of conventional 1. 551-Lffi lasers. The 
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calculations used a 3-band Hamiltonian in the axial approximation. 
We consider three different structures with well thickness of 20A, 
35A, and 100A. The well consists of Ga rn1 As with x chosen for each x -x 
width to ensure an optical gap of 0. BeV. Quantum confinement is 
achieved by sandwiching the wells between quaternary Ga rn1 As P1 x -x y -y 
barriers lattice matched to InP. Separate optical confinement is 
achieved with an InP cladding above and below the quaternary region. 
For simplicity we assume that all the strain is incorporated in the 
wells. The wells are sufficiently widely separated that their 
electronic structure can be described by that of an isolated well. The 
valence band and band gap parameters for unstrained Ga In1 As are x -x 
found from linear interpolation between those of InAs and GaAs. 
The strained layers experience a large fractional change in band gap. 
We use k.p theory to estimate the changes in unstrained conduction 
band and light-hole effective masses due to the hydrostatic strain in 
the Ga In1 As layers. All the material parameters are listed in x -x 
Table 9. 
Table 9 a-parameters and valence band energies (meV) [73] 
01 02 03 E s /). v 
Ga_ 14rn_ 86As. 3P_ 7 6.49 2.19 2.55 0 0 193 
Ga_ 10 rn_ 90As 12.74 5.14 5.83 316.7 95.5 376 
Ga_ 22 rn_ 78As 11.92 4.74 5.41 281.6 63.4 371 
Ga_ 33rn. 67As 11.28 4.44 5.10 250.8 35.1 366.7 
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The conduction and valence band offsets 6E and 6E between the 
c v 
calculated in two steps. We assume the transitivity of the valence 
band offsets, and can then determine the offsets for the whole range 
of alloy compositions. 
The valence band offset between strained Ga In1 As and unstrained InP x -x 
is given (in eV) as [74] 
E (Ga In1 As) - E (InP) = 0.473 - 0.282x v x -x v ( 6. 4) 
We take the band discontinuities 6E , 6E for a lattice-matched 
c v 
quaternary Q on InP to be in the ratio 39:61 [75] and find for the 
quaternary considered that 
E (Ga In1 As) - E ( Q ) = 0.345 - 0.282x v x -x v (6.5) 
The conduction band offset is obtained as 
6E = E (Q) - E (strained Ga rn1 As) - 6E c g g x -x v ( 6. 6) 
For a laser operating at 1. 5511I£l we take the well composition as 
Ga .lIn. 9As for Lz =20A, Ga. 22 rn. 78As for Lz =35A and Ga. 33rn. 67As for 
L =lOOA. The valence subband structures for these three wells are 
z 
shown in Figs. 33(a)-(c). 
It can be seen that the splitting between the two highest valence band 
states at the zone centre falls rapidly with increasing well width. 
The decreased splitting is due both to the reduction in confinement 
energy and the reduction in net strain with increasing well width. We 
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conclude that 35A is close to the upper limit of well thickness for 
which a favourable band structure may be obtained. (Well width 
fluctuations place a lower limit on well-width suggesting 35A to be 
about optimum.) 
Laser gain calculations were performed as described in section 6.1.1, 
assuming "t'. 10-13 s, L = 300J.Lm, R = 0. 31, « = 10cm - 1 , 1n ex 
-1 
ex.. 10cm , 1n 
-4 -1 -10 3 -1 r = ｾｎｌｚ＠ ｷｩｴｨｾ］＠ 2.09 X 10 A and Beff = 10 ems . 
Figs.34-36 show the variation of the peak gain with injected carrier 
concentration for the three well widths considered (Fig.34), the 
threshold current density for varying numbers of 35A wells assuming 
negligible Auger recombination (Fig.35) and the calculated values of 
T for varying numbers of 35A wells (Fig.36). 
0 
Fig.34 shows that transparency is achieved at lower concentrations n 
for thicker wells. This is because transparency is determined 
primarily by the number of carriers per unit area, N20 , while Fig.34 
plots n N20 /Lz. N20 in fact decreases with decreasing Lz due to the 
reduced two-dimensional density of states at the valence band edge in 
the thinner wells. 
With f = ｾｎｌ＠ and the internal and external losses taken to be equal, 
z 
we can express the threshold gain given by eq. (2 .123) as 
1 (a + 1 ｬｮＨｾＩＩ＠ (6.7) g = ｾｎｌ＠ L 
z 
For a fixed number of wells the threshold gain is now inversely 
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proportional to the well width L . 
z 
The threshold current density, assuming only radiative recombination 
is given by eq. (6.2), so recalling the relation between volume nand 
areal N20 carrier densities, n = N20/Lz' we see that for a given 
2 
number of wells, Jth is proportional to Nth/Lz' where Nth decreases 
with decreasing well width. 
For a small number of wells, N, the low value of the optical 
confinement factor, r, implies a high value of the threshold carrier 
density Nth and the gain saturation effects shown in Fig.34 are then 
important. In this limit (N < 4) we find the lower threshold current, 
assuming only radiative recombination, for L = 35A. 
z 
For larger N values, Nth varies smoothly with L and if we 
z 
ignore 
non-radiative recombination, the optimum L = lOOA for N > 4. However 
z 
the splitting between the two highest subbands in this structure is 
just 21mev (Fig. 33 (c)) . At threshold, 36% of the holes are in the 
second subband. By contrast, less than 5% of the holes are in the 
second subband for L = 35A, because of the larger subband splitting 
z 
(123meV) . Auger recombination should therefore be substantially 
reduced in the latter structure. We therefore conclude that the 
total threshold current density (radiative and non-radiative) will be 
substantially lower for L = 35A than for L = lOOA. 
z z 
The radiative current density as a function of well number N is shown 
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in Fig.35 for the 35A structure at 280K, 300K and 320K. We find the 
lowest threshold current density for two wells. The radiative 
-2 
contribution to the total current density is then less than 220 Acm 
at 300K. With negligible Auger recombination, the threshold current is 
down by nearly an order of magnitude over conventional long wavelength 
lasers and is comparable to the best short wavelength lasers. In 
addition, the calculated T values shown in Fig. 36 are over lOOK 
0 
implying much improved temperature stability over conventional lasers. 
6.2 (111)-grown lasers [20,71] 
We have described the results of calculations for strained-layer 
quantum lasers demonstrating the possibility for significant 
improvements in the device characteristics over conventional 
heterostructure lasers. In this section we discuss results of , 
calculations for a laser structure in which the required valence 
subband dispersion is obtained by (111)-growth. 
Most work on low dimensional semiconductor structures has to date 
concentrated on (001) growth as this is the growth direction along 
which the best quality material can usually be achieved. Comparatively 
little attention has been paid to the growth of (111) QW structures. 
However, the best GaAs-AlGaAs (111) layers are now of device quality 
comparable with conventional (001) structures [76-80]. Hayakawa and 
co-workers have been particularly successful in fabricating (111) 
quantum well lasers [81-83] which for well widths L < 100A have 
z 
152 
consistently lower threshold current densities Jth than the equivalent 
(001) lasers. It has been shown experimentally that the heavy- and 
light-hole confinement energies are very different in (001) and (111) 
GaAs-AlGaAs quantum wells [76, 77], reflecting the anisotropy of the 
bulk valence bands, where the heavy-hole mass, for example, is 
approximately twice as large along (111) as along (001). In this 
section we will show that the bulk anisotropy leads to differences in 
the valence subband dispersions of (001) and (111) quantum wells which 
can fully explain the measured differences in threshold current 
densities between (001)- and (111)-grown lasers. 
We calculate the subband structures of (001) and (111) GaAs quantum 
wells of varying thickness between Ga Al 3As barriers and also a 70A • 7 • 
GaAs well between Ga. 8Al. 2As barriers to model the laser of ref.[81]. 
We use the 2-band (001) and (111) spin-quantised Hamiltonians in the 
axial approximation, eq. (2. 4) and (2. 8) • The 0 -parameters and 
corresponding effective masses are shown in Table 10. The GaAs values 
were taken from ref. [77], while those for GaAlAs were calculated by 
linear interpolation of effective masses between GaAs and AlAs [84] . 
We assume a 65:35 band offset and the bandgap of 
increase as E (x) - E (GaAs) = 1.34x (eV) [85]. g g 
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Al Ga1 As x -x to 
Table 10 0-parameters and valence band effective masses 
(001) (111) 
()'1 02 03 ｾｨ＠ mlh ｾｨ＠ mlh 
GaAs 6.78 1.92 2.70 0.340 0.094 0.725 0.082 
Al. 2Ga. 8As 5.64 1.46 2.20 0.368 0.110 0.810 0.100 
Al. 3Ga. 7As 5.21 1.29 2.02 0.382 0.128 0.852 0.108 
The calculated valence subband structures for 50, 100 and 150A wells 
between Ga. 7Al. 3As barriers are shown in Fig. 37. There are marked 
differences between the (001) ((a)-(c)) and (111) ((d)-(f)) results. 
In each case the highest valence subband, HH1, has a low in-plane 
effective mass over a small energy range. In thin wells, the 
light-hole behaviour persists over a greater energy range in the (111) 
than the (001) case. This light-hole-like behaviour was explained in 
Chapter 2. In the diagonal approximation, which ignores bandmixing, 
the bands are heavy along the growth direction and comparatively light 
in the well plane. This light-hole-like behaviour persists in the well 
plane until mixing with lower-lying bands becomes important. Three 
factors tend to enhance the energy range over which a low in-plane 
effective mass is found in thin (111) wells: 
(i) the splitting between the highest heavy- and light-hol_e 
states, E(HH1) - E(LH1), is always enhanced in (111) growth as seen in 
Fig.38. 
(ii) in the diagonal approximation the inverse mass in the well 
plane is (01+03 ) for (111) growth and (01+02 ) for (001) growth. ｓｩｮｾ･＠
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Fig. 37 Valence subband structure of (a)-(c) (001) and (d)-(f) (111) GaAs wells 
between Ga0 .7 A1 0 .3 As barriers. The wells are 50, 100 and 150 A wide respectively. 
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Fig ·. 38 . Calculated valence confined state energies as a 
function of well width for (a) (001) growth and (b) (111) 
growth GaAs wells between Ga0 .7 A1 0 .3 As barriers. 
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o3 > 02 this leads to a lower in-plane mass for the (111) case. 
(iii) band-mixing effects enter via the off-diagonal terms of 
the 2-band Hamiltonian and in particular the k k 
.l z 
term, which is 
proportional to 03 for (001) growth but to a linear combination of 02 
and 03 for (111) growth, which implies that the coupling between the 
HH and LH subbands is weaker in the (111) case. 
Turning to the SOA well, for instance, the combination of these 
factors leads to a greater light-hole cap in the (111) case; we 
estimate that the valence band density of states is approximately 
halved over the first 25meV (kT at room temperature), compared with 
the (001) case. Light-hole character has been predicted theoretically 
[86] and observed experimentally [87] in strained-layer structures. 
The (111) light-hole cap covers a smaller energy range than the 
optimum strained-layer cases, nevertheless (111) light holes could be 
of benefit for laser [39,40] or complementary logic applications [69], 
providing a light hole cap on the valence band without the potential 
problems of strained-layer structures. 
There are significant band-mixing effects in the (001) subbands, but 
these are generally absent from the (111) subbands. In particular, 
many of the lower subbands have an electron-like effective mass at the 
zone centre for ( 00 1) growth (eg. LH1, HH3 and HH4 in 
Fig.37((a)-(c)) ) whereas less upward dispersion is found in the (111) 
structures considered (Fig.37((d)-(f)) ) . It has been shown [12] that 
in symmetric quantum wells, such as those considered here, the 
157 
electron-like effective mass is due to band mixing between heavy- and 
light-hole states of opposite parity, the strongest mixing being 
between states whose indices only differ by one. Thus, HH2-LH1 mixing 
is responsible for the upward dispersion of LH1 (Fig.37((a)-(c) ) and 
LH2-HH3 mixing for that of HH3 (Fig. 37 ((b) and (c)) ) . The sharp 
reduction in heavy-hole confinement energies in (111) growth leads to 
an increased energy splitting between the relevant heavy and light 
zone centre states and consequent weakening of mixing effects. This is 
particularly noticeable in the 150A wells, where strong mixing is seen 
between all bands for (001) growth (Fig.37(c)), while for (111) 
growth, many of the bands are approximately parallel to each other at 
small wavevector k (Fig.37(f)) . 
.l 
The quantum well laser of [S1] consisted of a 70A GaAs well between 
parabolically graded barriers, the barrier composition varying from 
Ga. SAl. 2As to Ga. 3Al. 7As over 150 OA. We modeled this structure by 
taking a barrier of constant composition Ga. SAl. 2As. The calculated 
band structures for 70A (001) and (111) quantum wells showed the same 
features as in Fig.37: an enhanced light-hole cap at the valence band 
maximum in the (111) case and the second subband being HH2 for (111) 
growth and LH1 for (001) growth. 
The optical matrix element describing a vertical transition between a 
conduction state and a valence state, each with a wavevector k , 
.l 
depends on the field direction (TE or TM modes), on the subbands being 
considered and on k.l, as discussed by A Ghiti [71]. Transitions at the 
158 
th th 
zone centre from the n electron subband En, to the n heavy-hole 
. . . th . h l b d band Hn, favour TE modes, ｷｨｾｬ･＠ ｴｲ｡ｮｳｾｴｾｯｮｳ＠ to the n ｬｾｧｨｴＭ o e an 
Ln, favour TM modes. Zone centre transitions are forbidden between 
states of opposite parity (eg. El-H2) . The situation becomes more 
complicated , due to mixing of different zone centre wavefunctions, at 
finite k.l. 
The optical matrix element is given by [88] 
TM polarisations 
(6.8) 
TE polarisations 
where P is the k.p momentum matrix element and Fhh' F lh' F el are 
envelope functions corresponding to heavy-hole, light-hole and 
electron subbands at a given k . Making a basis function expansion in 
.l 
terms of the complete sets of HH, LH and EL zone-centre basis states 
as described in Chapters 2 and 3, and making the approximation that 
the EL basis states are orthonormal to the HH and LH basis states, the 
optical matrix element for transitions involving the first electron 
subband El is proportional to 
i I LHI2 3 cnl 
I HHI2 + ｾ＠ I LHI2 cnl 3 cnl 
TM polarisations 
( 6. 9) 
TE polarisations 
HH LH 
where cnl and cnl are the coefficients of the Hl and Ll zone-centre 
states respectively, in the basis function expansion of the envelope 
function F (k ) • These quantities are given directly in the basis 
n .l 
function expansion method of solving the EFA equations described in 
Chapters 2 and 3. 
159 
Fig.39 and 40 show the calculated optical matrix elements as a 
function of k , normalised to the zone-centre E1-H1 transition, for 
.l 
transitions between the first electron subband E1 and the first and 
second hole subbands, with L = 100A and for both directions of light 
z 
polarisation (TE and TM) . The highest hole subband in both cases is 
H1, for which the optical matrix element is large for TE modes 
(Fig.39) and vanishing for TM modes (Fig.40) near the zone centre. At 
low carrier densities, H1 is the only populated subband, so that TE 
modes are favoured with respect to TM. The second hole subband is H2 
in (111) growth. From parity considerations, this contributes little 
to transitions associated with the lowest conduction subband E1 
(Fig.39 and 40), but contributes most strongly to TE transitions 
associated with the second conduction subband E2. By contrast, the 
second hole subband is L1 in (001) wells, which contributes more 
strongly to E1-related TM transitions (Fig.40). 
Using the valence subband structures of Fig.37 and assuming a 
parabolic conduction band with in-plane effective mass mel = 0. 067, 
the maximum gain as a function of carrier density g (n) at 300K was 
max 
calculated as described previously. T, was taken as 10-13s as usual 
ｾｮ＠
and the dipole matrix elements were input from the calculations of 
eq. ( 6. 8) and ( 6. 9) . Fig. 41 shows the peak TE gain as a function of 
carrier density g (n) for the (111) quantum wells (solid lines) and 
max 
the (001) quantum wells (dashed lines) . For the 50, 70 and 100A wells, 
transparency is achieved at a lower carrier density for the (111) well 
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0 
because of the reduced density of states at the valence band maximum: 
fewer carriers are required for carrier inversion. At higher carrier 
densities, a crossover occurs in the 70 and 100A wells, whereby 
greater gain is achieved in the (001) well than the (111) well at a 
given carrier density n. This crossover occurs when the occupation of 
the second and higher subbands becomes important, and is due to the 
different subband ordering in the two cases: carriers in the second 
subband in (001) structures (L1) contribute more strongly to the gain 
than do carriers in the second (111) subband (H2) . The crossover does 
not occur for the carrier density range considered in the SOA well for 
two reasons: firstly because L1 and H2 are now approximately 
degenerate in the (111) case, and secondly, as the splitting between 
highest subbands is larger than in the other structures considered, 
the lower subbands do not play such an important role. Little 
difference is found between the maximum gain spectra of the two 150A 
wells reflecting the fact that the subband splittings are now 
comparable to the assumed level broadening of 6.7meV (T. = 10-13s). J.n 
The experimentally determined differences in threshold current density 
between (001) and (111) growth are all consistent with the calculated 
peak gain curves of Fig. 41. Lasing occurs when the peak gain g , 
max 
equals the total losses in the laser. The threshold current density 
Jth , assuming radiative recombination only, varies with the threshold 
carrier density nth' 2 as ｊｴｨｾ＠ nth. From Fig.41, a low loss (111) 
quantum well laser with thin wells should have a lower threshold 
carrier and therefore current density than an equivalent (001) quan;um 
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2 
laser. It is calculated, assuming typical loss values, that Jth would 
be reduced by about 22% in a (111) structure with SOA wells compared 
to a (001) structure with equal low losses. A 12% improvement should 
be found in 70A wells, while little difference is expected between 
similar structures for L > 100A. These reductions and variations 
z 
compare very favourably with those found experimentally [82]. 
In summary, we have performed calculations of subband structure for 
proposed strained-layer and (111)-grown quantum well lasers. The 
calculated bandstructures and optical matrix elements have been used 
as input to laser gain calculations. The calculations support the 
proposal that 
constructing 
strained-layer structures could be 
low threshold current, high T , 
0 
of use for 
long-wavelength 
semiconductor lasers. The experimentally observed behaviour of 
(111) -grown lasers is found to be fully explainable in terms of the 
modification of valence subband structure by choice of growth axis. 
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Chapter 7 
Pressure dependence of light-hole transport 
in strained InGaAs/GaAs [22] 
In this chapter we perform Landau level calculations for a quantum 
well in an external magnetic field, as described in Chapter 2 and 
compare our results to cyclotron resonance measurements on a strained, 
modulation p-doped, InGaAs/GaAs quantum well. We then perform subband 
structure calculations to determine the pressure dependence of the 
in-plane effective mass of the highest hole subband and compare our 
results with pressure-dependent transport measurements. We find good 
agreement between theory and experiment. 
The parallel transport properties of p-type strained layer quantum 
wells are determined by the low in-plane effective mass, in contrast 
to bulk III-V semiconductors where the highest valence band has a 
large effective mass. Further, the light in-plane effective mass 
should increase with applied hydrostatic pressure, in a similar manner 
to the electron mass, but in contrast to the heavy bulk mass, which is 
insensitive to pressure. The variation of effective mass with 
hydrostatic pressure has proved a very useful tool for the study of 
the transport properties of electrons [ 90] and in this chapter we 
discuss its application to study the behaviour of holes in a strained 
InGaAs/GaAs well. 
The InGaAs strained-layer well of nominal width 90A, was grown on a 
166 
semi-insulating GaAs substrate, by MBE at RSRE. The In composition in 
the well was estimated to be about 18% from photoluminescence and 
by comparison with Rutherford back-scattering data on a thick InGaAs 
buffer layer, grown at a similar rate. The Be-doped layers above and 
below the well were 125A wide (doping level 5 x 1017cm-3 ) and 
separated from the well by undoped spacer regions of width 150A. Hall 
measurements showed the low temperature dark sheet carrier density to 
b 3 3 lo ll - 2 . h d h 1 b d e p ｾ＠ . x em . Pers1stent p oto-generate o es are o serve 
below lOOK, which can increase the sheet carrier density to 
Fig. 42 shows the measured cyclotron resonance frequency we' as a 
function of magnetic field when the sample is cooled in the dark 
(solid squares) and after illumination at low temperature with an LED 
(solid diamonds). Only one cyclotron resonance absorption band was 
observed in the transmission spectrum at each magnetic field; a 
typical trace is shown in the inset of Fig. 42, for B = 14T. w 
c 
displays a remarkably linear dependence on magnetic field in the 
dark-cooled data (squares), from which we deduce an in-plane effective 
* mass of m = 0.155±0.001. The resonance frequency is reduced at higher 
fields when additional carriers are present in the well (diamonds) . 
These results clearly demonstrate the influence of strain, as they are 
much closer to those expected in an n-doped quantum well than to those 
generally found in unstrained p-doped wells, where many transitions 
are found, most with a non-linear dependence on magnetic field [89]. 
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Fig.43 shows the calculated Landau level fan diagram, with the 
B-dependent Fermi level for p = 3. 3 x 1011cm - 2 illustrated by the 
solid line. We assumed a square well potential, a heavy hole band 
offset of +70mev and a light-hole offset of -10meV. The calculated 
Landau transitions were only weakly sensitive to shifts of ±20 mev in 
the assumed offsets. GaAs Luttinger parameters were taken from [77] 
and K = 1.2 from [89]. The InGaAs 0-parameters assume the bulk 
light-hole mass varies linearly with optical gap Eg + Shyd- S. The 0 
values are then given by 01 = 7.61, 02 = 2.33 and 03 = 3.12, while 
K = 2.4 by linear interpolation between InAs [67] and GaAs. The Landau 
levels are labelled as in [89] and transitions are only expected 
between (partly) filled and empty states for which an = ±1. 
11 -2 The calculated transition energies for p = 3. 3 x 10 em , shown by 
the solid lines in Fig.42, reproduce the main trends in the 
experimental data but overestimate w by -20%. 
c 
w has 
c 
a close to 
linear dependence on B; the main predicted transitions are -2-+ -1 and 
1-7 2, and their separation is of order the half-width of the 
experimentally determined absorption band in agreement with the 
observation of only a single cyclotron resonance band at each magnetic 
field. Finally, the increased carrier density in the illuminated case 
will enhance the 1 ｾ＠ 2 transitions, with carriers remaining in the 1 
level and contributing to this transition upto 14.9T, thus pulling w 
c 
to lower frequencies as observed. 
The calculated valence subband structure for this sample at 
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atmospheric pressure is shown in Fig. 44, with the Fermi level for 
p = 3.3 x 1011cm-2 indicated by the solid line. The effective mass at 
the Fermi energy , given by 
* is calculated to be m 
* m 
m 
0.135, 
k 
.l 
dE/dk 
l. 
(7 .1) 
in reasonable agreement with 
experiment. We also calculated the subband structure at pressure 
* 1dm p = 4 and 8 kbar and used the subband structures to calculate -*--d at 
m p 
the Fermi energy, as a function of carrier density p, Fig. 45. The 
calculations were performed using a 2-band Hamiltonian and the 
* pressure dependence of the in-plane effective mass m (p) was 
calculated using the 4-band expression for the in-plane mass eq.(4.3) 
as described in Chapter 4. The pressure dependence of the zone-centre 
effective mass, 0.57%/kbar, is close to the electron pressure 
dependence, calculated to be 0. 61%/k.bar. The pressure dependence of 
the hole effective mass decreases rapidly with increasing carrier 
density. We predict the largest variations of mobility with pressure 
will be achieved in lightly p-doped samples, where Ef is close to the 
valence band maximum. 
The results of temperature and pressure-dependent parallel transport 
measurements are shown in Fig.46 and 47. The temperature dependence of 
the apparent hole mobility (open symbols) and sheet carrier density 
(filled symbols) at hydrostatic pressures of 4kbar (circles) and 
7.4kbar (squares) are shown in Fig.46. The structure was not optimised 
to remove the parallel conduction observed at temperatures "'80K but 
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E 
f 
-20 
,....._ 
:> 
(1) 
s 
-
:>i 
tn 
ｾ＠
(1) 
-40 s:: 
r.x:l 
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Fig· 44 Calculated in-plane valence subband structure of a 
90A ln_2Ga_8As quantum well between GaAs barriers. The 
effective mass at the Fermi energy is calculated to be .135. 
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for temperatures below -50K this is negligible because of carrier 
trapout in the modulation doped regions. This has been confirmed by 
Shubnikov de-Haas measurements at 3.5K which yield a carrier density 
11 -2 
-3.5 x 10 em in good agreement with the Hall data at low 
temperatures. 
The mobility is seen to decrease with pressure for temperatures less 
than -130K. For temperatures above this, the mobility increases with 
pressure, an effect which is believed to be associated with a pressure 
dependent carrier density in the parallel conducting layer. The hole 
carrier density was also found to decrease with pressure for 
temperatures below -130K. The dependence of mobility on hole carrier 
density and pressure mean that it is important to determine the 
pressure dependence of the mobility at constant carrier density. 
Measurements at 4K of the mobility as a function of carrier density 
are shown in Fig. 4 7. Measurements were taken in the dark after 
illumination with white light. For a density of 3. 5 x 1011cm - 2 we 
observe a pressure coefficient for the mobility of -0. 7%/kbar. The 
mobility decreases with pressure. This is in qualitative agreement 
with our calculated result for the pressure dependence of the 
effective mass if we assume that increased effective mass implies 
decreased mobility. We are unable to make quantitative comparisons as 
this would require an examination of the dominant scattering 
mechanisms. The observed value of the pressure coefficient is 
intermediate between that for electrons in GaAs (-1.3%/kbar) [90] and 
175 
that observed for holes in GainAsP across the alloy range 
lattice-matched to InP, which lie in the range -0.3- 0%/kbar [32]. 
This helps to confirm the low in-plane effective mass of the 
heavy-hole states in strained layers under compression. 
In conclusion, we have performed calculations describing experiments 
on a strained, modulation p-doped, InGaAs quantum well which show for 
the first time that the valence subband structure of a strained 
quantum well is sensitive to pressure, reflecting the low in-plane 
mass at the valence band maximum. 
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Chapter 8 
Summary, further work and conclusion 
8.1 Summary 
In Chapters 2 and 3 we described the envelope function approximation 
and gave details of a method of solution of the EFA equations by basis 
function expansion. The method is more easily applicable to a wide 
range of bulk Hamiltonians than is the exact method of solution 
described in Appendix A. The exact solution requires a separate 
derivation of the secular equation for each Hamiltonian, an 
algebraically tedious task for more than a 2-band model. The basis 
function expansion method also has the advantage that it produces 
directly, the optical matrix elements required for use in laser gain 
calculations, as described in Chapter 6. The method does not require 
explicit application of interface matching conditions (except in the 
construction of basis functions) but assumes a specific hermitian form 
for the SL Hamiltonian defined over the whole structure, including the 
interfaces. This is in keeping with our assumption that a unique form 
of the Hamiltonian would be obtained by a rigorous derivation of the 
k.p EMT for a QW or SL. Finally, the basis function expansion method 
gives an intuitive description of subband structure in terms of the 
mixed zone-centre basis functions, which is of great use in 
bandstructure engineering applications. 
In Chapters 4 to 7 we described the results of EFA calculations. In 
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Chapter 4, we derived analytic expressions for QW zone-centre 
effective masses in the 2-band, finite-well model and showed how these 
expressions could be easily modified, to give a good approximation to 
the more physically realistic, 4-band masses. These expressions give a 
simple means of evaluating QW masses without having to resort to full 
bandstructure calculations. In Chapter 5 we presented the first 
valence subband calculations for SiGe SL's, employing a 3-band 
Hamiltonian including the effects of the spin-orbit/strain 
interaction. These calculations suggested the possibility of high hole 
mobilities, useful for complementary logic applications based on Si 
technology. Chapter 6 contained a description of the application of 
bandstructure engineering. We performed EFA calculations for use as 
input to calculations of laser gain. These calculations demonstrated 
the possibility for reduced threshold current density and improved 
temperature stability, in strained-layer lasers and showed that such 
characteristics, observed in (111) -grown lasers, could be explained 
completely in terms of the modification of valence subband structure 
by change in crystallographic growth direction. Finally, in Chapter 7, 
we performed EFA calculations which described theoretically, the first 
experimental observations of the pressure-dependence of hole transport 
in a strained QW, providing direct evidence for the existence of the 
predicted light-hole cap in a strained QW structure. 
8.2 Further work 
It would be of interest for laser gain calculations, to include the 
178 
effects of the coupling of conduction and valence bands on subband 
structures. This requires solution of the EFA equations for the 4-band 
Hamiltonian of eq. (4.1). This solution is easily implemented by the 
wavefunction expansion method, though consideration of the 4-band case 
suggests that the most appropriate diagona1ised Hamiltonian to use in 
order to obtain physically realistic zone-centre basis functions for 
the basis function expansion, would not be obtained simply by putting 
all off-diagonal elements of the 4-band Hamiltonian to zero. Instead, 
the Hamiltonian of eq. (8.1) below is suggested, 
F 
h2 1 d 1 d 
+ vel (z) 
[ F 
m 2 dz me1 (z) dz 0 
IHd. (-iV) 
A+ 
-[4 1 d 1 d V ± (z)] A± 2 dz m±(z) dz + ｾ｡ｧ＠ A 
0 
D 
-[4 1 d 1 d V SO (z)] D 2 dz m
30 
(z) dz + 
(8 .1) 
where mel (z), m±(z), and m30 (z) are equal to the experimentally 
determined bulk electron, heavy-hole, light-hole and split-off 
effective masses in each layer and Vel' V ±' V SO are the respective 
well depths. This would require the addition of terms of the form 
given in eq. (3.86) to the diagonal terms of the expanded Hamiltonian ｾ＠
( eq. ( 3 • 6 9) ) • 
A natural extension of this work would be the calculation of 
1-dimensional subband structures, also of interest in laser 
applications. A cursory examination of the problem suggests that the 
resulting EFA equations might be solved satisfactorily by finite 
difference techniques. 
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We have made preliminary calculations of subband structures using the 
bulk Hamiltonian of eq. (3.60), which includes strain-dependent 
linear-k terms, eq. (3.61), usually neglected in subband structure 
calculations. Our results suggest that these terms might have 
significant effects for QW structures under biaxial tension. 
Calculated subband structures for InGaAs/InP wells under varying 
degrees of strain are shown in Fig.48. We observe significant subband 
splitting due to inversion asymmetry in QW's under moderate biaxial 
tension. These splittings are dependent on the quantity c4 which has 
not been thoroughly experimentally investigated. Our results suggest 
that these strain-dependent splittings might be observable in 
cyclotron resonance experiments on p-doped QW's under biaxial 
tension, giving a measure of c4 [56]. 
EFA calculations are now in common use for describing QW structures. It 
might therefore be worthwhile to investigate the limits of the 
approximations used in the EFA and to determine under what conditons 
they break down. This investigation would require evaluation of the 
range of validity of the k.p theory and the EMT. As the EMT is not 
rigorously established for a QW it might be worthwhile to attempt a 
derivation along the lines of Luttinger and Kohn, as suggested in 
Chapter 2, with the hope of quantifying the limits of applicability. 
Consideration of the bulk k.p Hamiltonian might also lead to 
conditions under which the description of the bulk bandstructure 
becomes unphysical with resulting implications for calculated subband 
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X > 0.53 
Lattice mismatch 
(i) a 
10 
E (meV) 
-00 
SOA - 129 
wells 
-1GB 
(ii) a 
-iB 
E (meV) 
-sa 
lOOA 
wells -128 
-HiS 
2 
material 
InP 
InGaAs Ej_ = 
-1% 
6 
-1% 
0% 
1% 
2% 
X= 0.53 
unstrained 
X< 0.53 
Mismatch +1% 
In-plane wavevector k (l0-2A-l) 
l. 
/1 12 13 b(eV) C4 (eVA) 
6.28 2.08 2.76 -2.00 3.45 
11.06 4.06 4.94 -1.77 4.52 
9.80 3.43 4.29 -1.75 4.58 
8.73 2.90 3.74 -1.74 4.65 
7.90 2.48 3.30 -1.72 4.71 
Table 11 0 -parameters and theoretical values of c4 [56] 
X< 0.53 
Mismatch +2% 
Fig.48 Calculated valence subband structures, for In Ga1 As wells x -x 
between InP barriers, including strain-dependent linear-k terms 
(well depths calculated as in [65]) 
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structures. This would be a particular consideration for 4-band 
calculations in which unphysical large real-k solutions are known to 
z 
occur for the bulk Hamiltonian in energy ranges of interest. The exact 
solution of the 2-band finite-well model could be investigated to 
derive conditions under which unphysical subband structure might be 
obtained. 
The need for such an investigation is exemplified by calculations that 
we performed for SiGe SL's. Fig.49 shows the calculated subband 
structure for a 25A/25A SL consisting of Ge wells between Si barriers 
on a Ge substrate. The subband structure is clearly unphysical. The 
calculations employed a 3-band Hamiltonian including strain. 
8.3 Conclusion 
We have developed a method of solving the EFA equations which is 
easily implemented and particularly useful for laser gain 
calculations. We have derived useful analytical expressions for QW 
effective masses. We have demonstrated the potential for high 
hole-mobility, Si based structures useful for complementary logic 
applications. We have demonstrated the possibility of low threshold 
current, high T operation of strained-layer lasers and explained such 
0 
behaviour in (111)-grown lasers. Finally, we have described 
theoretically, the experimental observation of pressure-dependent 
light hole transport in strained QW's. 
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E (meV) 
-100 
-150 
-200 
0 2 4 6 8 10 
Table 12 (J' parameters and valence subband energies [63-65] 
Ge substrate 
(J'1 (1'2 (1'3 E s 
v 
Ge well 13.391 4.246 5.696 0 0 
Si barrier 4.285 0.339 1.446 510 -175 
Fig.49 Calculated valence subband 
structure of a 25A/25A superlattice 
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Appendix A 
Exact solution of the envelope function equations 
In this appendix, we show how the eigenvalue equation 
｛ｾＨＭｩｖＩ＠ + ｾ｝ｆ＠ = EF (A.l) 
is exactly soluble, where eq. (A.l) must be satisfied within each 
layer, subject to the interface matching conditions 
dF fA-+ dz 
continuous 
(A.2) 
and with periodic boundary conditions for a SL, or with the 
wavefunction vanishing at infinity for the QW structure. 
Eq. (A.l) can be written within each layer as 
2 
fAd F + IBdF + ICF 
dz2 dz 
EF (A. 3) 
which is equivalent to 
0 (A. 4) 
Following the standard procedure for systems of second-order, linear 
differential equations with constant coefficients [91], we define 
G s(:] (A. 5) 
We see immediately that the system of second-order equations (A.4), is 
equivalent to the system of first order equations: 
where 1M 
dG = IMG 
dz 
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(A. 6) 
If we assume that 
ikz G = e u (where u is independent of z) (A. 7) 
we can rewrite (A.6) as 
(IM - ikO)u = 0 (A. 8) 
which has non-trivial solutions when 
liM - ikO I = 0 (A. 9) 
This gives a determintal equation for k . Solving for k , we obtain 
n n 
the corresponding u . The general solution for F within a particular 
n 
layer is then given by 
G 't" ik z I... c e n u 
n n 
(A.lO) 
n 
Having found the general solution within each layer, we now apply the 
interface matching conditions and appropriate boundary conditions to 
obtain the QW or SL solutions. For a QW with interfaces at ±a, the 
conditions F ..._. 0 as I z I -+ oo imply 
s +kiz GI E I I c e n u z < -a 
n=l n n 
2s ik1 1 z GII 
= E II II c e n u -a < z < a 
n=l n n 
s kiii GIII 
= E III - z III (A. 11) c e n u z > a 
n=l n n 
giving a total of 4s undetermined coefficients in eq. (A.ll), where s 
is the number of components of F. Noting that 
ｾ､ｆ＠ + ｾｆ＠ = ＼ｾｉｾ＾ｇ＠dz (A.12) 
the continuity of F and of ＨｾｾｾＩｇ＠ at ±a then give 4s conditions on the 
4s undetermined coefficients 
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FIIII 
+a 
(18 I lA) rGr 1-a 
<I8IJA>rrrGrrr
1
+a 
FIII 
+a 
(18 I /A) IIGII 1-a 
(18 I lA) IIGII '-a 
(A.13) 
The condition that the c in Eq. (A.ll) be non-trivial finally gives 
n 
us a deter.minantal equation for E. This can be solved numerically to 
obtain the exact subband structure E (k ) , within the limits of the 
.l 
numEllcal method. 
For a superlattice, 
2s ikiz GI I I 
= E c e n u 0 < z < a 
n=l n n 
2s ikiz 
-b < < 0 GII = L CII II z e n u 
n=l n n 
(A.14} 
and the interface matching and periodicity conditions for kSL= 0 can 
be simply implemented as 
Frio 
FI'-b 
(18jJA)rGrlo 
(18 I lA) IGI '-b 
Fr rlo 
FIIla 
(18 I /A) IIGII I 0 
(18 I lA) IIGII I a 
leading again to 4s conditions which must be satisfied to obtain the 
exact band structure. 
186 
Appendix B 
Solution of the EFA equations by wavefunction expansion 
In this appendix we show how the EFA equations can be solved by 
expansion in a complete set of basis states. 
The envelope equations are 
[IH(-i'\7) + UJ]F EF (B .1) 
or making the dependence on the wavevector ｫｾ＠ explicit 
IH(k )F (k ) = E {k )F (k ) 
.1 n .1 n .1 n .1 
(B. 2) 
For definiteness, we show how to solve eq. (B.2) in the case of a 3x3 
Hamiltonian describing Heavy-hole, Light-hole and Spin-split-off 
bands. We make the expansion 
F {k ) 
n .l 
FH{k ) 
n .l 
FL(k ) 
n .l 
F8 (k) 
n .l 
H L c I (k ) 
, nn .1 
n 
H 
Bn, 
0 
0 
0 
L L 
+ c , (k ) Bn' + nn .l 
0 
where H B '' n 
L B , 
n 
and are each members of basis 
complete and have the same periodicity as the SL. 
0 
s 
c , {k ) 0 
nn .l 
s 
Bn' 
(B. 3) 
sets which are 
Then extending the usual procedure for converting the Schrodinger 
* equation to matrix form, we premultiply by F and integrate over the 
m 
SL period 
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* "' F .IHF (B. 4) 
m n 
The LHS of eq. (B.4) is 
I * "' I H* H* dz F .IHF = dz L (c ,B n' m n n' ron L* L* S* S* c ,B I c ,B ,) ron n ron n 
LL 
H H H HHS cnn'' 8 n' 1 HL 
" L L 
HLL HLS L cnn118n'' 
nil 
c
8 B s HSL Hss nn11 n 11 
H* H* L* L* S* S* L (c 1 B 1 c 1 B 1 c 1 B 1 ) 
1 mn n,mn n,ron n n 
L 
n'' 
H H 
c H B 
nn' 1 HH n' 1 
H H 
c H B 
nn' 1 LH n 11 
H H 
c H B 
nn'' SH n 1 ' 
L L c I c I I dz 
L L 
+ c H B 
nn11 HL n 11 
L "' L + c H B 
nn'' LL n 1 1 
+ c 8 H BS 
nn 11 HS n 11 
+ c 8 H BS 
nn 11 LS n'' 
+ cL ｾ＠ BL + cS ｾ＠ BS 
nn'' SL n'' nn 11 SS n' 1 
+ .. . 
i* "' B I H .. j B II i, j H, L, s i* j I 
n'n''i . mn nn n ｾｊ＠ n J 
i* "' i* j I j L L c ,c 11 dz B n' H .. Bn'' (B. 5) • , • 11 mn nn ｾＩ＠ｾＬｮ＠ J,n 
where (H .. ) is the Hamiltonian operator IH(-iV) + U. 
ｾｊ＠
The RHS of (B.4) is 
(so choosing 
E L L c i * 1 c j , , Jctz B i, B j 1 , o .. n . 1 • , 1 mn nn n n ｾ＠ J ｾＬｮ＠ J,n 
E i* j 
n .L .L cmnlcnn''oiJ'on'n 1 ' using 
ｾＬｮＧｊＬｮＧ Ｑ＠
= E 
n 
i* i 
.L cmn,cnn' 
ｾＬｮＧ＠
* F .F = o means 
m n mn 
i* i ｾ＠ c c 
L ron' nn' i,n 1 
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0 
ron 
) . 
j j 
B I B I I 
n n 
0 
n'n' 1 
(B. 6) 
Hence, (B.4), (B.S) and (B.6) give 
L L c i * 1 c j 1 1 [Jctz Bni; ｾ＠ . . Bnj 1 1 - E o . . o 1 1 1] 0 
• 1 • , 1 mn nn ｾ＠ J n ｾ＠ J n n ｾＬｮ＠ J,n 
or in an obvious notation 
ct Ｈｾ＠ - E 3)c = 0 
rn n n 
(B. 7) 
with a sufficient condition for non-trivial solutions then being, 
(B. 8) 
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Appendix C 
Wavefunction coefficients for the square-well problem 
In this appendix we show how the wavefunction coefficients of the 
square well problem, eq. (3.75), are derived. We also give expressions 
for the matrix elements of eq. (3.90). We need to find the solution to 
the matrix equation 
1 1 -1 A 
c 
1 
ia -ia m (3 B m -W -W 
mB c mB 
iaL -iaL e(3LB D -(3L e W e w - e B 
c 
Calling this matrix M, we find 
det M = -2ia (cosaa 
and 
A 2a. ｾｷ＠ @_ cosh(3LB + isinh(3LB - m @_ -iaL detM -W e W) c m a. roB a. B 
B 2a ｾｷ＠ @_ cosh(3L8 isinh(3LB 
m @_ iaLW) 
detM (- + + -w e c m a roB a B 
D 2ia m @_ sina.a -(3L (cosa.a + -W - e B c detM m a. 
We choose C so that the envelope functions are normalised 
1 
which gives 
L J W IF 12 dz 
-L 
B 
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(C .1) 
(C. 2) 
(C. 3) 
(C. 4) 
r: _ 
L ｉｾ＠ 12 lc 1-2 = LLW dz (C. 5) 
B 
A B 
+ I 2 (1, 
D (3, LB) ex,(3 real I (-, c' ex, Lw> c' 1 c 
A B 
- I 1 (1, 
D {!_ -L ) real, (3 imaginary I (-, c' a, Lw) c' ex pure 1 c i' B 
A B . 
+ I 2 (1, 
D (3, LB) pure imaginary, (3 real [-I2(c' c'J.a,-LW) c' (X 
A B , ) I 2 (1, 
D @_ -L ) ex,(3 pure imaginary [-I2 (C, C' HX 1 -LW - c' i' B (C. 6) 
where, 
* * 
<lA 12+1B 12)LW- ｾｩＡＨ･ＭＲｩ｡ｌｗＭ 1) + ｾｩＺＨ･Ｒ ｩ ｡ｌｗＭ 1) 
ｾＲ＠ (1- e-2(3LB) - ｾＲ＠ (1- e2(3LB) + (C*D + D*C)LB 
2(3 2(3 
(C. 7) 
The matrix elements of eq. (3.90) are then given by 
I Lw * 0F F mn 
-L 
B 
* rs[ c c 
mn 
D 
dz = 
1 
* (3m+ (3n 
* 
m 1 
----
* * 
em (3m- (3n 
* 
[ 1 - -((3 + (3 )L e m n B ] 
* 
[1 - e ((3 -m (3n)LB ] 
D 
n 1 
+ ----
* c (3 - (3n n m 
* D D 
m n 1 
- -----
* * c c (3 + (3n m n m 
* * 
* 
[1 - -((3- (3 )L e m n B 
* 
[1 - e ((3m+ (3n)LB 
A A * A B * 
]] 
+' [ m n 1 [ -i(a- an)LW _ 11 + m n 1 [ -i(a +a )L J.()'w * - -*-- e m * - -*-- e m n w - 1] 
c c a-ex c c cx+ex 
mnmn mnmn 
* B A 
m n 1 
*- -*--
c c a+a 
m n m n 
* 
* B B * [e i(am+ cxn)Lw- 1] + : ｾ＠ ｾ＠ [e i(am- an)Lw-
c c (X-(X 
m n m n 
(C. 8) 
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I Lw * d oFm dz Fn dz 
-L 
B 
* ｲｂｾｮ｛＠ 1 * {3 + c c m 
mn 
* D 
m 1 
{3n 
* 
-*--
c {3 - {3n m m 
* 
* 
[1 - -({3 + e m 
* [1 - e ({3 -m 
A A * 
{3n)LB ] 
-
{3n)LB ] + 
D * 
n 1 [1 - -({3 - {3 ) L ] ---- e m n B 
* c {3 - {3n n m 
* D D * 
{3n)LB ]] m n 1 [1 ({3 + ---- - e m 
* * c c {3m+ {3n m n 
* 
-cr a [ W n 
m n 1 -i(a- an)Lw _ 11 ｾ＠ - --*-- [e m 
A B * 
m n 1 [ -i(a +a )L ｾ＠ - -*-- e m n W - 1] 
c c a - a 
m n m n 
* 
* 
B A 
m n 1 
*- -*--
c c a + a 
[e i(am+ an)Lw- 1] 
m n m n 
c*c ｲｂｾＡ｛＠ * 1 [1 - -({3 + {3 )L * e m n B {3 + {3n mn m 
* D * 
m 1 [1 ({3- f3 )L ----- - e m n B 
* * 
em /3m- {3n 
+ 
] + 
] -
c c a + a 
m n m n 
* B 
m 
* c 
m 
* D 
m 
* c 
m 
* c a- a 
n m n 
D 
n 1 
----
* c /3m- f3n n 
D 
n 1 
----
* c {3m+ (3n n 
* * 
{C. 9) 
* 
[1 - -({3 -e m {3n)LB ] 
* 
{3n) LB ] ] ({3 + [1 
- e m 
. 2[ Am An 1 -i(a*- an)LW _ l] +Am 8 n 1 [ -i(a*+ a )L Ｍｾ｣ｲｷ｡ｮ＠ * - -*-- [e m * - -*-- e m n w - 1] 
c C a-a c c a+a 
m n m n m n m n 
* B A 
m n 1 
*- --*--
c c a + a 
m n m n 
* 
* B B * [e i(am+ an)Lw - 1] - ｾ＠ ｾ＠ ｾ＠ [e i(am- an)Lw 
c c a- a 
m n m n 
(C .10) 
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Appendix D 
Evaluation of Matrix Elements 
In this appendix we show how the required matrix elements of the 
determinantal equation can be written as the sum of components 
evaluated entirely within the SL layers. 
Making the integrations across interfaces explicit 
ｆｾ＠ ｾＨｾＨｺＩ､ｆｩＩ＠ dz J dz dz 
+ E 
- E 
(D .1} 
Gathering together integrations within the barrier, within the well 
and across the interfaces, we rewrite (D .1) as 
[ r:w 
L l + L - E I 2 d2 I :w - c d2 * * ｾｂ＠ + F, dz2 F , dz ｾａ＠ F, dz2 F, dz J J_ J J_ L 2w + E -2w + c 
L L ｲｾ＠ + E I -w + E 2 F* Ｈ､ｾ＠ dF i 2 + + + d F,) dz (D. 2) ｾＭＭｊＮＮ＠L j dz dz dz2 
-2w - c 2w - c 
Integrating the second term in the integrals of (D. 2) across the 
interfaces by parts, we obtain 
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+ 
* do dF. 
Fj dz dz 1 dz 
+ [ * dF. Fj o dzl. 
J: 
--W 2 
- E 
+ E 
L 
* d2 
Fj dz2 Fi dz 
2w + e 
J d * dF. -d (F .'Q) -1 z J dz L 
2w - e 
(D. 3) 
Finally, expanding the terms on the third line gives 
+ 
+ 
+ { * dF, I (F j o dzl.) 
J: 
--W 2 
(D. 4) 
The second term in the last line of (D.4) cancels with the term on the 
second line and taking the limit ･ｾｏ＠ the first term in the last line 
tends to zero (as all its components are finite at the interfaces) . 
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We see therefore, that for the case 
the terms in curly brackets vanish and we have the result: 
ｊｾ＠ * d ( )dF,) F, - cr<z Ｍｾ＠ dz J dz dz 
-2 
[ r:w 
L 
dz] + 
L 
- E 
J 
2 d2 J :w - E * ｬｩｭｅｾｏ＠ CYB + F, 
dz2 
F, ?fA J ｾ＠L 2w + E --W + E 2 
* d2 
Fj dz2 Fi dz 
(D. 5) 
Our treatment of d terms requires us to evaluate integrals of the dz 
form 
ｾｉ＠ ｆｾ＠ [CY ＨＭｩＩｾ＠ + ＨＭｩＩｾ＠ oJ F, dz 
2 SL J dz dz ｾ＠
(where integration is over a whole SL period including interfaces and 
all functions are defined at the interfaces, lying between the limits 
as interfaces are approached from either side), i.e. we must evaluate 
1 I * ( .)dF. 
-2 F, ?f Ｍｾ＠ Ｍｾ＠
SL J dz 
Now, 
I ｆｾ＠ a (-i) dFi dz SL J dz * I d * F , 0 (-i) F . ] - F , (-i) -d (oF , ) dz J ｾ＠ SL ｾ＠ z J 
(D. 6) 
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The term in square brackets vanishes as its components are all periodic. 
Hence exchanging i and j and taking the complex conjugate, 
* [ J ｆｾ＠ 0 (-i) ｾｪ＠ dz] = J ｆｾ＠ (-i) ｾ＠ (0F,) dz SL l SL J z l (D. 7) 
Using the above equality we have finally, 
-2
1 J ｆｾ＠ [o ＨＭｩＩｾ＠ + (-i)dd oJ F. dz 
SL J dz z l 
* 
= _21 JS LF *J. o (-i) dF i + [ F * o (-i) dF j ] dz dz i dz 
(D. 8) 
196 
References 
1.JM Luttinger, W Kohn Phys Rev ｾ＠ (1955) 869 
2.SS Nederezov Sov Phys Solid State 12 (1971) 1814 
3.G Bastard Phys Rev B 24 (1981) 5693 
4.G Bastard Phys Rev B 25 (1982) 7584 
S.SR White, LJ Sham Phys Rev Lett 47 (1981) 879 
6.M Altarelli Physica B 117+118 (1983) 747 
7.M Altarelli Phys Rev B28 (1983) 842 
8.M Altarelli in 'Springer Lecture Notes in Physics' 
Vol 177, ed. G Landwehr (Berlin, Springer) p174 
9.W Potz, W Porod, DK Ferry Phys Rev B 32 (1985) 3868 
10 MFH Schuurmans, GW 't Hooft Phys Rev B 31 (1985) 8041 
11.W Potz, DK Ferry Superlatt Microstruct 2 (1986) 151 
12.EP O'Reilly, GP Witchlow Phys Rev B 34 (1986) 6030 
13 . MG Burt Semicond Sci Technol 2 (1987) 460 
14.MG Burt Semicond Sci Technol 3 (1988) 739 
15.MG Burt Semicond Sci Technol 3 (1988) 1224 
16.EO Kane 'The k.p method' in 'Semiconductors and Semimetals' 
(RK Willardson, AC Beer eds.) (1966) Vol 1 p75 (Academic Press, New York) 
17.JM Luttinger Phys Rev 102 (1956) 1030 
18.KC Heasman, EP O'Reilly, GP Witchlow, W Batty, AR Adams 
SPIE Vol 800 Novel Optoelectronic Devices (1987) 50 
19.A Ghiti, W Batty, U Ekenberg, EP O'Reilly SPIE Vol 861 
Quantum Wells and Superlattices in Optoelectronic Devices 
and Integrated Optics (1987) 96 
20.W Batty, U Ekenberg, A Ghiti, EP O'Reilly 
Sernicond Sci Technol 4 (1989) 904 
197 
21.U Ekenberg, w Batty, EP O'Reilly J de Physique Colloque C5,553 (1987) 
22.D Lancefield, W Batty, CG Crookes, EP O'Reilly, AR Adams, 
KP Homewood, G Sundaram, RJ Nicholas, H Emeny, CR Whitehouse 
Surf Sci 229 (1990) 122 
23.GL Bir, GE Pikus 'Symmetry and Strain-induced Effects in 
Semiconductors' (Wiley,New York) (1974) 
24.EP O'Reilly Semicond Sci Technol 4 (1989) 121 
25.'Topics in Applied Physics' Vol 26 ed. L Ley and M Cardona 
(Springer-Verlag, Berlin, 1979) pp 237-264 
26.T-C Chiang, JA Knapp, M Aono, DE Eastman Phys Rev B 21 (1980) 3513 
27.NW Ashcroft, ND Mermin 'Solid State Physics' (Holt-Saunders, 1981) 
28.M Jaros Rep.Prog Phys 48 (1985) 1091 
29.DA Broido, LJ Sham Phys Rev B31 (1985) 888 
30.J Callaway 'Energy Band Theory' (Academic Press, New York, 1964) 
31.M Altarelli, U Ekenberg, A Fasolino Phys Rev B32 (1985) 5138 
32.R Eppenga, MFH Schuurmans, S Colak Phys Rev B36 (1987) 1554 
33.LC Andreani, A Pasquarello, F Bassani Phys Rev B36 (1987) 5887 
34.B Jogan, PW Yu Phys Rev B41 (1990) 12650 
35.M Jaros 'Physics and Applications of Semiconductor 
Microstructures' (Clarendon Press, Oxford, 1981) 
36.GP Agrawal, NK Dutta 'Long Wavelength Semiconductor Lasers' 
(Van Nostrand Reinhold Company inc., 1986) 
37.HC Casey Jr, MB Panish 'Heterostructure lasers ' 
(Academic Press, New York, 1978) 
38.N Holonyak Jr, RM Kolbas, RD Dupuis IEEE J Quantum Electron 
QE-16 (1980) 170 
39.AR Adams Electronics Letters 22 (1986) 249 
40.E Yablonovitch, EO Kane IEEE J Lightwave Technology LT-4 504 
198 
41.AR Adams, M Asada, Y Suematsu, S Arai Jap J Appl Phys 19 L 621 
42.NK Dutta, RJ Nelson J Appl Phys 53 (1982) 74 
43.NK Dutta J App1 Phys 53 (1982) 7211 
44.M Yamada, Y Suematsu IEEE J Quantum Electron QE-15 743 (1979) 
45.M Yamada, Y Suematsu J Appl Phys 52 (1981) 2653 
46.M Yamada IEEE J Quantum Electron QE-19 (1983) 1365 
47.P-O Lowdin J Chern Phys 19 (1951) 1396 
48.GE Pikus, GL Bir Sov Phys Solid State 1 (1974) 1502 
49.I Galbraith, G Duggan Phys Rev B 38 (1988) 10057 
50.H-R Trebin, U Rossler, R Ranvaud Phys Rev B 20 (1979) 686 
51.U Rossler Sol Stat Comm 49 (1984) 943 
52.G Dresselhaus, AF Kip, C Kittel Phys Rev 95 (1954) 568 
53.M Cardona, M Christensen, G Fasol Phys Rev Lett 56 (1986) 2831 
54.CM de Sterke Phys Rev B 36 {1987) 6574 
55.A Baldereschi, NO Lipari Phys Rev B 8 (1973) 2697 
56.M Silver, W Batty, EP O'Reilly (unpublished) 
57.RA Morrow, KR Brownstein Phys Rev B 30 (1984) 678 
58.CG Van de Walle Phys Rev B 39 (1989) 1871 
59.BK Ridley J Appl Phys (to be published) 
60.ED Jones, SK Lyo, IJ Fritz, JF Klem, JE Schirber, CP Tigges, 
TJ Drummond Appl Phys Lett 54 {1989) 2227 
61.R People IEEE J Quantum electronics QE-22 (1986) 1696 
62.R People, SK Sputz Phys Rev B 41 (1990) 8431 
63.JC Hensel, G Feher Phys Rev 129 (1963) 1041 
64.JC Hensel, K Suzuki Phys Rev B 9 (1974) 4219 
65.CG Van de Walle, RM Martin Phys Rev B 34 (1986) 5621 
66.EP O'Reilly, GP Witchlow Phys Rev B 34 (1986) 6030 
67.P Laewetz Phys Rev B 4 (1971) 3460 
199 
68.R People, JC Bean, DV Lang J Vac Sci Tech A3 {1985) 846 
69.GC Osborn J Vac Sci Tech A3 {1985) 826 
70.E Bangert, G Landwehr Surf Sci 170 {1986) 593 
71.A Ghiti, W Batty, EP O'Reilly Superlatt and Microstruct 
{to be published) 
72.MG Burt, RI Taylor Electron Lett 21 (1985) 733 
73.0 Madelung ed. 'Numerical Data and Functional Relationships in 
Science and Technology' Group III Vol 17 (Springer-Verlag,Berlin,1982) 
74.R People J Appl Phys Lett 62 (1987) 2251 
75.SR Forest, PM Schmidt, RB Wilson, ML Kaplan 
Appl Phys Lett 45 (1984) 1199 
76.LW Molenkamp, R Eppenga, GW 't Hooft, P Dawson, CT Foxon, K Moore 
Phys Rev B 38 (1988) 4314 
77.BV Shanabrook, OJ Glembocki, DA Broido, WI Wang 
Superlatt.Microstruct 5 {1989) 503 
78.LI Vina, WI Wang Appl Phys Lett 48 (1986) 36 
79.T Fukunaga, H Nakashima Japan J Appl Phys 25 (1986) L856 
80.T Hayakawa, K Takahashi, M Kondo, T Suyama, S Yamamoto, T Hijikata 
Phys Rev Lett 60 (1988) 349 
81.T Hayakawa, M Kondo, T Suyama, K Takahashi,S Yamamoto,T Hijikata 
Japan J Appl Phys 26 (1987) L302 
82.T Hayakawa, T Suyama, K Takahashi, M Kondo, S Yamamoto, T Hijikata 
Appl Phys Lett 52 (1988) 339 
83.T Hayakawa, T Suyama, K Takahashi, M Kondo, S Yamamoto, T Hijikata 
J App1 Phys 64 (1988) 297 
84.E Hess, I Topol, K-R Schulze, H Neumann, K Unger 
Phys Stat Solidi b 55 {1973) 187 
200 
85.B Lambert, J Caulet, A Regreny, M Baudet, B Deveaud, A Chomette 
Semicond Sci Technol 2 (1987) 491 
86.YC Chang Appl Phys Lett 46 (1985) 710 
87.JR Schirber, JJ Fritz, LK Dawson Appl Phys ｌ･ｴｴｾ＠ (1985} 187 
88.SW Corzine, R-H Yan, LA Coldren in 'Quantum Well Lasers' 
ed. P Zory Ch 1 (to be published) 
89.U Ekenberg, M Altarelli Phys Rev B 32 (1985) 3712 
90.D Lancefield, AR Adams, MA Fisher J Appl Phys 62 2342 (1987) 
91.JL Goldberg 'Systems of Ordinary Differential Equations' (1972) 
201 
