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Abstract
While robots are extensively used in factories, our industry hasn’t yet been able to pre-
pare them for working in human environments – for instance in houses or in human-
operated factories. The main obstacle to these applications lies in the amplitude of
the uncertainty inherent to the environments humans are used to work in, and in the
difficulty in programming robots to cope with it. For instance, in robot-oriented en-
vironments, robots can expect to find specific tools and objects in specific places. In
a human environment, obstacles may force one to find a new way of holding a tool,
and new objects appear continuously and need to be dealt with. As it proves difficult
to build into robots the knowledge necessary for coping with uncertain environments,
the robotics community is turning to the development of agents that acquire this knowl-
edge progressively and that adapt to unexpected events.
This thesis studies the problem of vision-based robotic grasping in uncertain envi-
ronments. We aim to create an autonomous agent that develops grasping skills from
experience, by interacting with objects and with other agents. To this end, we present
a 3D object model for autonomous, visuomotor interaction. The model represents
grasping strategies along with visual features that predict their applicability. It pro-
vides a robot with the ability to compute grasp parameters from visual observations.
The agent acquires models interactively by manipulating objects, possibly imitating a
teacher. With time, it becomes increasingly efficient at inferring grasps from visual ev-
idence. This behavior relies on (1) a grasp model representing relative object-gripper
configurations and their feasibility, and (2) a model of visual object structure, which
aligns the grasp model to arbitrary object poses (3D positions and orientations).
The visual model represents object edges or object faces in 3D by probabilistically
encoding the spatial distribution of small segments of object edges or the distribution
of small patches of object surface. A model is learned from a few segmented 3D scans
or stereo images of an object. Monte Carlo simulation provides robust estimates of the
object’s 3D position and orientation in cluttered scenes.
The grasp model represents the likelihood of success of relative object-gripper con-
figurations. Initial models are acquired from visual cues or by observing a teacher.
Models are then refined autonomously by “playing” with objects and observing the
effects of exploratory grasps. After the robot has learned a few object models, learn-
ing becomes a combination of cross-object generalization and interactive experience:
grasping strategies are generalized across objects that share similar visual substruc-
tures; they are then adapted to new objects through autonomous exploration.
The applicability of our model is supported by numerous examples of pose es-
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timates in cluttered scenes, and by a robot platform that shows increasing grasping
capabilities as it explores its environment.
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Chapter 1
Introduction
Our work belongs to the fields of computer vision and vision-based grasping. Our
objective is to develop a robotic agent that can learn and execute grasps on real-life
objects, within a human environment. To this end, we present a three-dimensional
accurate object model for autonomous visuomotor interaction, along with means of
learning the model autonomously from experience. This visuomotor object model rep-
resents object grasping strategies along with visual object features that predict their
applicability. Such a model allows an agent to grasp objects lying in arbitrary poses, as
grasp parameters emerge from visual observations. The model is learned by letting the
robot autonomously experience the correlation between successful grasps and visual
structure. Concretely, this means that the robot learns how to grasp objects by using
them, or simply by playing with them. Our approach thus allows a robot to operate
in environments designed for humans, such as houses, offices, and human-operated
factories, in which object positions are unpredictable, and where new objects appear
and need to be understood and dealt with.
1.1 Robot Learning
Over the past few decades, robots have proved increasingly efficient at solving system-
atic tasks. Today’s industry is able to build and program robots that can potentially
execute tasks with an accuracy and speed largely superior to humans’. Yet, to date,
robots have almost exclusively been able to work in highly controlled environments
designed for them. The reason for this is that most industry robots work on programs
which make strict assumptions on the structure and dynamics of their environment,
and which are specific to the task at hand; when small environmental or task-related
variations occur, the robot has to be re-programmed. As an example, let us consider
a robot working in a car factory. This robot may be programmed to pick up a wheel
from a feeder located to its left, and bolt it onto a car that sits to its right. If this robot
is moved to another factory where the feeder is on its right side, or a factory where the
robot is expected to remove wheels instead of attaching them, human intervention will
be required before it is able to work again. Today’s robots are still far from humans’
versatility.
1
2 CHAPTER 1. INTRODUCTION
A compelling challenge of modern robotics is to conceive robots that can work
in environments designed for humans, such as houses, offices, and human-operated
factories [Kemp et al., 2007a]. From a robotic viewpoint, these environments are in-
herently unpredictable. Designing a robot that can readily work in an arbitrary house
or factory is infeasible. Hence, the community has moved beyond preprogrammed
designs, and it is now designing robots that can learn and adapt to new tasks and en-
vironments. By observing the environmental effects of their actions and the actions of
others, these robots can progressively acquire the knowledge necessary to execute their
work. Consequently, the “program” that governs the robot’s actions evolves over time.
1.1.1 Problem statement: Interactive Learning of Vision-based Grasping
Solving industrial or household tasks requires robotic agents to acquire a large num-
ber of skills, such as navigation, walking, tool usage, etc. In this work, we focus on
visuomotor grasping. Visuomotor grasping here refers to the computation of grasp-
ing parameters from visual observations. Visual observations tell the agent about the
spatial configuration of the objects that surround it. Visual observations serve as a ba-
sis for computing grasping parameters, i.e., computing the position and orientation to
which the robot must bring its hand in order to robustly grasp a target object.
In classical industrial approaches, vision-based grasping is implemented by de-
signing 3D object models by computer-aided design (CAD), and defining a few grasp-
ing points onto the models. Such models are thus specific to a single object and a
single task – different tasks generally require different grasping points. By contrast,
our approach is designed to allow an agent to operate in varying workplaces without
requiring re-programming. To this end, the agent is provided with very minimal envi-
ronmental information. The agent does know about its body, its ability to grasp with
its manipulator, and it is aware of the necessity of acquiring grasping skills. How-
ever, it has initially no knowledge about the visual or physical properties of objects.
We provide the agent with models that allow it to store information about vision- and
grasp-related object properties. The environment-specific and task-specific parameters
of these models – how an object looks and how to grasp it – are learned interactively,
from experience. The agent learns by observing the effects of exploratory actions onto
objects. Concretely, the agent learns by playing with objects. For instance, it repeatedly
tries to grasp an object, and whenever a grasp succeeds, it drops the object and tries
to grasp it again. The agent can also learn by observing a teacher executing grasps.
During these experiences, the robot collects information about the appearance of ob-
jects, and it learns relations between visual structure and good grasping points. As its
experience grows, it becomes increasingly efficient at computing grasps from visual
perceptions.
1.1.2 Approach: Probabilistic Sensor Models and Learning Procedures
We are developing a model of vision- and grasp-related object properties. The model
can be used to locate, recognize, and grasp objects, and it can be learned autonomously
from experience. It consists of a grasp model and a model of visual structure. The grasp
model (Chapter 4) is a continuous description of relative object-gripper configurations
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(a) Grasp success prediction (b) Pose estimation
Figure 1.1: Visuomotor model applications. In Figure (a), a precision-pinch grasp
model learned from a toy pan allows us to plot grasp success likelihood as a func-
tion of (x, y) grasping positions. The likelihood is shown through the opacity of the
green mask – green regions are likely to offer good grasping points for pinch grasps.
Examples of grasps generated with this model are shown in Figure 1.2. We note that a
grasp model describes 3D object-relative gripper positions and orientations. Figure (a)
only shows a part of the information contained in the model. Figure (b): Visual object-
edge models can be used to retrieve 6D object poses (their 3D position and orientation).
The pose of an object is recovered by finding the model alignment that maximizes the
likelihood of the visual data. Pose estimation is illustrated by projecting the aligned
models onto an image of the scene.
Figure 1.2: Robotic grasp examples. These grasps were computed from the grasp
model of Figure 1.1a.
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and their likelihood of success. Concretely, the model encodes the different ways to
place a gripper near an object so that closing the gripper produces a stable grip. As
illustrated in Figure 1.1a, for each relative object-gripper configuration, i.e., for each
point around the object in Figure 1.1a, this model allows us to compute the likelihood
of success of the corresponding grasp. Initial models are computed from visual cues,
or acquired from a teacher. Models acquired from visual cues poorly represent object
morphology, while models acquired from a teacher are not specifically adapted to the
robot’s gripper. These models are thus refined autonomously through exploration to
intimately capture the properties of the objects and the gripper: the robot tries a large
number of grasps and uses their outcomes to build a refined grasp model (Chapter 4).
After the robot has learned a few object models, learning becomes a combination of
cross-object generalization and interactive experience: grasping strategies are gener-
alized across objects that share similar visual sub-structures; they are then adapted to
new objects through autonomous exploration (Chapter 5).
The visual model represents object structure in three dimensions by encoding the
spatial distribution of 3D object edges and object surface points (Chapter 3). The model
is learned from 3D edge descriptors generated by sparse stereo methods [Kru¨ger et al.,
2004, Pugeault, 2008, Pugeault et al., 2010], or from points generated by a 3D scanner.
It can serve to compute the 6D pose (3D position and 3D orientation) of an object in
a cluttered scene, as illustrated in Figure 1.1b. In the visuomotor learning context, the
role of the visual model is to align the grasp model to an object’s pose, in order to allow
the robot to grasp objects from arbitrary configurations.
The important common aspect of these two models is that they can be learned au-
tonomously from noisy sensor data: the grasp model is learned from physical interac-
tion with the object while the visual model can be learned autonomously from a few
segmented stereo views or a few 3D scans of an object.
Both models rely on probabilistic encoding of low-level sensor and motor data
through probability density functions (PDF). As this probabilistic representation is
largely shared between the two models, it is discussed below (Chapter 2) indepen-
dently of a specific modal application. Chapter 2 forms a theoretical basis for the chap-
ters dedicated to vision and grasping.
1.2 Integration in a Cognitive Robotic Architecture
This work was developed in the context of the EU project PACO-PLUS (http://www.
paco-plus.org/), which aimed at developing cognitive robotic agents capable of (1)
developing perceptual, behavioral and cognitive categories, and (2) communicating
and sharing these with humans and other artificial agents.
PACO-PLUS’ developments are centered around the concept of object-action complex
(OAC, see Wo¨rgo¨tter et al. [2009], Kru¨ger et al. [2010a,b]). Object-action complexes
offer a formalism for relating symbolic planning elements to noisy sensorimotor expe-
rience. They are founded on the assumption that objects and actions are intimately cou-
pled. the interplay between objects and actions is the central property around which
sensorimotor experience is abstracted into symbolic representations.
PACO-PLUS’ cognitive robot platform is organized in a three-level architecture [Kraft
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et al., 2008]. The bottom level encompasses sensing and actuation. The middle level
is concerned with the representation of objects and actions. The top level is responsi-
ble for task planning. The mid-level is largely implemented in terms of OACs relating
low-level experience to high-level symbols.
The visuomotor model presented here contributes to the mid-level of the PACO-
PLUS architecture, by defining objects in terms of visual and grasping features. The
model is connected to visual perceptions through image-based sparse-stereo recon-
structions of 3D edges [Kru¨ger et al., 2004, Pugeault, 2008, Pugeault et al., 2010], and
to grasping experience through a robotic arm and gripper. It connects to higher-level
processes by providing planning elements such as “grasp object A from the left side
and pick it up”. Using the vocabulary of the PACO-PLUS consortium, our visuomotor
model can be formalized as an OAC [Kru¨ger et al., 2010a].
The PACO-PLUS project has given us an opportunity to realize a tightly-integrated
visuomotor learning scenario. In this scenario, a robot learns object model parameters
from scratch through exploration. The robot starts with no object-specific knowledge.
In the first phase of the scenario, the robot executes so-called “grasp reflexes” [Popovic´
et al., 2010] onto edges reconstructed with the method of Pugeault et al. [2010]. Many
of these lead to nothing, because many edges come, e.g., from floor patterns or from
ungraspable object parts. However, eventually, the robot succeeds at binding an ob-
ject to its gripper – it becomes aware of it because, after lift-up, the gripper cannot be
fully closed, hence something must be gripped in it. The robot then rotates the ob-
ject in front of its camera, and computes a complete 3D reconstruction of object edges
[Pugeault et al., 2010]. The process of gripper-object binding through grasp reflexes
then acquiring an edge reconstruction is detailed in the work of Kraft et al. [2009].
Once the robot has a 3D edge reconstruction of an object, the reconstruction serves
to build (1) a hierarchical visual object model, and (2) an initial grasp model. The con-
struction of the visual model is discussed in Chapter 3. The construction of the initial
grasp model is detailed in Chapter 4. Intuitively, the initial grasp model represents
grasps loosely arranged around the edges recovered by the 3D edge reconstruction.
At this point, the robot begins to explore the object by repeatedly attempting to grasp
it at points suggested by the grasp model. Whenever the robot successfully manages
to grasp and lift-up the object, it releases it and lets it fall arbitrarily before trying
again. As a result, the pose of the object is different at each attempt. Prior to each
grasp, the robot makes use of the visual model to visually align the grasp model to the
correct object pose. A refined grasp model is eventually learned from the outcomes
(success/failure) of the executed grasps. Chapter 4 presents an experiment in which
the robot achieves success rates of about 60% when using the refined model, while the
initial model only leads to rates of about 10%. A video illustrating this experiment is
available at http://www.montefiore.ulg.ac.be/˜detryr/research.php.
1.3 Related Work
This section’s aim is to position our work within the overall robot-learning landscape.
Work specifically related to either of the visual and grasp models is not discussed, as it
is presented in detail in the next chapters: Chapter 3 includes a discussion of standard
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and state-of-the-art work on pose estimation and recognition in 2D images and 3D
point clouds. Chapter 4 discusses work related to robotic grasping, and Chapter 5
discusses work related to grasp generalization.
1.3.1 Visuomotor Learning and Robotic Manipulation
This section provides a brief overview of problems and solutions related to robot learn-
ing in human environments. The discussion is globally focused on visuomotor ma-
nipulation, although some arguments and references are related to robot learning in
general. Support for this section can be found in an article by Kemp et al. [2007a], in
Dagstuhl seminar proceedings edited by Beetz et al. [2010], in the book of Sigaud and
Peters [2010a], and in the R:SS Manipulation Workshop series [e.g. Kemp et al., 2007b].
Visuomotor manipulation can be decomposed into a set of subproblems. Robots
need to be able to sense the world, and to make use of their bodies to act on it. Robots
then need to plan and execute actions that will lead to the accomplishment of the task,
which requires means of linking task, perception and action together. Research has
shown that preprogrammed systems can integrate multiple perceptual inputs to gen-
erate useful actions [Allen et al., 1999, Kragic et al., 2001]. Yet, when working in a
human environment, the amount of uncertainty, variation, and novelty the robot has
to deal with in task, action and perception domains has lead researchers to move on to
adaptive behaviors. The text below provides an overview of learning-related methods
for motor- and action-related problems (Section 1.3.1) and for sensor- and perception-
related problems (Section 1.3.1).
Motor-related Learning
In robotics, motor learning is usually achieved from demonstration or exploration.
When learning from demonstration [Billard et al., 2008], an external agent, usually
a human, transfers knowledge to the robot by demonstrating a task. Transfer can work
by letting the robot observe the teacher perform the task, either through vision [Ku-
niyoshi et al., 1994, Moeslund et al., 2006] or through motion capture devices [Tung
and Kak, 1995, de Granville et al., 2006]. Alternately, motor parameters can be trans-
ferred directly to the robot, either through teleoperation [Billard et al., 2008], or by
physically moving a compliant robot body [Ito et al., 2006].
Learning from exploration refers to scenarios where the robot explores the percep-
tion-action domains and autonomously discovers sensorimotor patterns which help
in solving a task [Natale et al., 2005, Montesano and Lopes, 2009, Sigaud and Pe-
ters, 2010a]. Exploratory learning has the advantage of being autonomous, and of
intimately linking the robot’s body to the environment. On the other hand, learning
from demonstration provides highly informative data to the robot in a much shorter
time, but it requires the help of a teacher. Large-scale robot systems will usually work
with a combination of both: Initial knowledge is transferred to the robot via a teacher;
the robot then adapts to its own morphology and to environmental variations through
autonomous exploration [Sigaud and Peters, 2010b].
Robot learning has been approached with many standard machine-learning frame-
works [Sigaud and Peters, 2010a], including supervised learning (e.g., building clas-
1.3. RELATEDWORK 7
sifiers, as in the work of Saxena et al. [2008]), unsupervised learning (e.g., building
mixture models, as de Granville et al. [2006]), and reinforcement learning. These
frameworks have been applied independently of the learning paradigm (exploration or
demonstration), although reinforcement learning has often successfully been applied
to exploration [Sigaud and Peters, 2010b].
Robotic manipulation usually involves a robotic arm with a manipulation-enabled
end-effector. Real-world robotic manipulation is confronted to uncertainty through,
e.g., objects in motion, clutter and obstacles, object variability, and noisy perceptions.
Learning has been applied for addressing these issues in a number of sub-areas. For
instance, learning has been applied for extracting arm control policies from movement
demonstrations, in both fast-motion problems [Kober et al., 2010] and problems where
arm movements need to be adapted to obstacles while performing a manipulation task
[Pastor et al., 2009]. Learning has also proved very useful for reducing the dimension-
ality of complex controllers, such as those of human-like hands [Ciocarlie and Allen,
2009].
In a manipulation task, the selection of grasp parameters should not depend on
object properties only. The environment also has an influence on grasp feasibility – for
instance, clutter can make some grasps impossible to achieve. In recent work, Gienger
et al. [2008] have presented an agent that learns a grasp model that allows for optimiz-
ing grasp selection with respect to both object- and environment-related constraints.
Learning has yielded impressive results in grasping. Learning from demonstration
has led to the identification of clusters in hand poses [de Granville et al., 2006, Sweeney
and Grupen, 2007] or in grasp preshape sequences [Ekvall and Kragic, 2004]. Visuo-
motor invariants have been identified from exploration [Montesano and Lopes, 2009]
and demonstration [Sweeney and Grupen, 2007, Saxena et al., 2008], effectively allow-
ing for the reproduction of grasps on both known and novel objects. Finally, demon-
stration and exploration have successfully been combined to actively learn physically
optimal grasps [Kroemer et al., 2009].
As noted in the paragraphs above, motor-related learning most often encompasses
some perceptual learning. However, learning has also extensively been applied to
sensor data independently of a motor application. As this work has its share of impact
on robotics, a short discussion is provided in the next section.
Sensor-related Learning
To date, the highest-impact sensor modality for manipulation is vision, with visual
input acquired either with a camera [Daniilidis and Eklundh, 2008, Collet et al., 2009]
or a range scanner [Fisher and Konolige, 2008, Rusu et al., 2009]. Vision plays a key role
in many aspects of manipulation: Vision brings object detection and categorization,
which may for instance help a robot find the object or tool it needs. Vision also brings
object localization, which tells the robot where to place its gripper to grasp an object.
In the context of vision, real-world uncertainty manifests itself through motion, oc-
clusion, clutter or appearance variability, to cite only a few. The vision community has
been particularly active in addressing these issues with machine learning. Learning
has been profusely applied to object detection, recognition and localization. So-called
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bag-of-features models [Csurka et al., 2004] are learned by computing the appearance
frequency of a number of basic elements (e.g. pixel patches) within an object view
[Julesz, 1981, Salton and McGill, 1983]. Bag-of-features models rapidly categorize an
object amongst a set of classes. They are robust to clutter, object deformations, and,
to some extent, to object variability. Another class of methods focuses on learning
the geometric structure of objects, e.g., by extracting the relative configurations of el-
ementary parts [Felzenszwalb and Huttenlocher, 2000, Fergus et al., 2003, Fidler and
Leonardis, 2007]. These methods typically yield an estimate of an object’s position.
For manipulation, position estimation is especially useful when objects are modeled in
3D [Rothganger et al., 2006], as it potentially allows for computing the accurate object-
gripper configurations that are essential to many manipulative tasks. Part-based ap-
proaches offer robustness to occlusions, and they lend themselves to generalization by
identifying parts that are shared by multiple objects.
Learning has been applied to various other areas relevant to manipulation such as
segmentation and grouping [Tu and Zhu, 2002, Boiman and Irani, 2006] or stereo and
depth acquisition [Saxena et al., 2005].
Touch, which is yet another important modality for manipulation, is becoming in-
creasingly popular as tactile sensors improve. Tactile sensing provides information on
force and torque at contacts between the robot and the world [Lee and Nicholls, 1999,
Cutkosky et al., 2008]; they are usually fixed to the robot’s manipulator. Although tac-
tile learning has been studied far less than visual learning, it has been shown that it
can improve manipulation robustness, e.g., by detecting slip [Hosoda et al., 2002], by
providing touch-based object recognition [Schneider et al., 2009] or by guiding grasp
policy refinement [Argall et al., 2009].
1.3.2 Developmental Robotics
This work can be associated to the field of developmental robotics. Developmental
robotics is an increasingly popular research field whose definition is seemingly not
fully established yet. For this reason, this section will not attempt to discuss whether
our work belongs to it. Instead, we emphasize a few key points of our approach which
will hopefully help the reader make his own opinion. This discussion will also clarify
our use of a few context-sensitive terms.
It is generally understood that developmental robotics is concerned with the ap-
plication of developmental behaviors and models to robotics, and also concerned with
the study of development through the synthesis of robotic agents with developing ca-
pabilities [Lungarella et al., 2003, Meeden and Blank, 2006]. To date, we haven’t meant
to study the developmental impact of our robotics work. However, our learning-based
approach loosely follows the biological example. In contrast to classical robotics ap-
proaches that employ CAD object models and compute grasp parameters based on
analytical physical models [Bicchi and Kumar, 2000, Borst et al., 2003, Miller et al.,
2003], we learn gripper poses that lead to stable grasps. We start with very simple ini-
tial models, which may originate from a premature vision-based grasping mechanism
providing only little bias towards stable grasp configurations. While this approach
yields a rather low success rate, it is sufficient to bootstrap the acquisition of object-
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specific knowledge for skilled grasping. This procedure – feature-induced grasping
refined by sensorimotor exploration – loosely resembles human acquisition of grasping
skills during infancy, and constitutes a promising avenue towards viable robotic grasp-
ing, as it does for humans. Moreover, the employed visual methods (visual model
and inference, vision-induced grasping) resemble their biological counterparts: The
sparse-stereo descriptors of Pugeault et al. [2010] have been motivated by the concept
of hypercolumns in the human visual system [Hubel and Wiesel, 1969]. As detailed by
Piater et al. [2008], the visual model presented below in Chapter 3 is compatible with
studies suggesting that the visual processing stream might perform Bayesian inference
within an undirected Markov chain [Lee and Mumford, 2003].
When presenting our work to a classical robotics audience, we emphasize the au-
tonomous and low-bias aspects of its learning methods. Indeed, from a classical view-
point, the visuomotor learning scenario mentioned above (Section 1.2) is autonomous:
data is collected largely without human intervention, and model parameters are com-
puted by the agent from the data. It is also very little biased, as the models make
(relatively) few assumptions on the shape of objects and object-grasp associations.
From a purely developmental viewpoint however, qualifying our learning as au-
tonomous and low-bias may be inadequate. Although the scenario through which
model parameters are learned proceeds with little human intervention, the learning
algorithms do constitute an important developmental bias, and so do the representa-
tions we use for visual and grasp features. We also note that:
• The task (“play with objects”) is given to the robot.
• The robot knows about its body and its ability to use it to grasp objects (as op-
posed to, e.g., the work of Stoytchev [2005, 2008]).
• Motor skills are only learned in task space: The robot learns object-relative grip-
per configurations that lead to successful grasps. Inverse kinematics are given.
(As opposed to, e.g., Demiris and Dearden [2005], Natale et al. [2005], Rolf et al.
[2009].)
We do use the terms “autonomous” and ”low-bias” to qualify our approach in
the text below. As explained here, these terms should be understood in the classical
robotics sense.
1.3.3 Generative Model
When modeling an input-output system probabilistically, one is usually required to
choose between a generative or discriminative approach: Given a dataset of input-output
pairs (x, y), a probabilistic model P (Y |X) can be constructed either by constructing a
function approximation ofP (Y |X), or, following Bayes’ rule, by approximatingP (X|Y )
and P (Y ) (see, e.g., Ulusoy and Bishop [2005] for a discussion in the context of com-
puter vision). An approximation of P (Y |X) forms a discriminative model, as its con-
struction can make use of all the training data to identify the input patterns that best
discriminate output values. On the other hand, empirical representations of P (X|Y )
and P (Y ) form a generative model, as they can generate input values x conditioned on
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a particular output y. The models presented in this text are generative. Motives for
using generative visual and grasp models will be given in respective chapters.
1.4 Structure of the Dissertation
This dissertation is organized as follows. Chapter 2 explains how we represent, eval-
uate and integrate over probability density functions defined on the Special Euclidean
group SE(3). This chapter provides a theoretical basis for the next chapters, which
are dedicated to vision and grasping. Chapter 3 details how we encode the spatial
distribution of 3D object edges and object surface points to model object structure. In
Chapter 4, we discuss the experience-based refinement of initial grasp models built
from visual cues or from human demonstrations. Finally, Chapter 5 presents means of
transferring grasping knowledge to novel objects.
This dissertation is organized as a collection of articles. Chapter 3 consists of two
publications. Chapter 4 consists of a single article under review at the time of this writ-
ing. Chapter 5 presents recent work that has not been compiled into a self-contained
publication yet. While Chapter 3 and 4 are self-contained, Chapter 5 relies on con-
cepts discussed throughout the entire dissertation. Brief summaries of the material
presented in detail in Chapter 2 are included in Chapters 3 and 4.
Chapter 2
Nonparametric Densities and Monte
Carlo Integration
Our work heavily relies on the modeling of the spatial distribution of vision and grasp-
related parameters with density functions. This section reviews the theory behind den-
sity estimation and integration particularized to the function domains we work with.
This section also discusses details related to a computer implementation where appro-
priate.
Within our visual model (Chapter 3), density functions model the spatial distribu-
tion of object poses – 3DOF position and 3DOF orientation – and the distribution of
short edge segments or surface patches – 3DOF position and 2DOF orientation. Within
the grasp model (Chapter 4), density functions model the distribution of object-relative
gripper poses – 3DOF position and 3DOF orientation.
2.1 Parametrization
Three-DOF positions are naturally parametrized with R3 points. Two-DOF orientations
are parametrized with 3D unit vectors. The set of 3D unit vectors forms the 2-sphere
S2. As we consider edge orientations and surface normals as axial data (a surface
normal v is equivalent to−v), each 2DOF orientation is represented by exactly two unit
vectors of S2.
Three-DOF orientations, i.e., rotations around the origin of R3, form the rotation
group. As 3DOF rotations can be uniquely parametrized by special orthogonal matri-
ces, the rotation group is often referred to as the special orthogonal group SO(3). The
text below follows this convention.
There exist multiple representations of 3DOF orientations, such as rotation matri-
ces, Euler angles, or unit quaternions. Unit quaternions form the 3-sphere S3 (the set
of unit vectors in R4). A rotation of α radians about a unit vector v = (vx, vy, vz) is
parametrized by a quaternion q defined as
q =
(
cos
α
2
, vx sin
α
2
, vy sin
α
2
, vz sin
α
2
)
.
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Because a rotation of α radians about v is equivalent to a rotation of −α about −v, q
and−q correspond to the same rotation. Consequently, unit quaternions form a double
cover of SO(3) – every rotation exactly corresponds to two unit quaternions.
We parametrize 3DOF orientations with unit quaternions. Quaternions offer a clear
formalism for the definition of position-orientation densities (see below). From a nu-
merical viewpoint, they are stable and free of singularities. Finally, unit quaternions
allow for the definition of a rotation metric that roughly reflects our intuitive notion of
a distance between rotations. The distance between two rotations θ and θ′ is defined as
the angle of the 3D rotation that maps θ onto θ′ [Kuffner, 2004]. This metric can be eas-
ily and efficiently computed using unit quaternions as twice the shortest path between
θ and θ′ on the 3–sphere,
d
(
θ, θ′
)
= 2 arccos
∣∣∣θ>θ′∣∣∣ , (2.1)
where θ>θ′ is the inner (dot) product of θ and θ′. In this expression, we take the abso-
lute value |θ>θ′| to take into account the double cover issue mentioned above.
Our models rely on density functions defined on R3 × S2 and R3 × SO(3). The
latter is generally called the special Euclidean group SE(3). The next section details
the definition of density functions on R3 × S2 and SE(3).
2.2 Nonparametric Density Estimation
Density estimation generally refers to the problem of estimating the value of a density
function from a set of random samples drawn from it. Density estimation methods can
loosely be divided into two classes: parametric or nonparametric. Parametric meth-
ods model a density with a set of heavily parametrized kernels. The number of ker-
nels is generally smaller than the number density samples available for computing the
model. The price to pay for the smaller number of kernels is the substantial effort re-
quired to tune their parameters. The most famous parametric model is the Gaussian
mixture, which is generally constructed by tuning the mean and covariance matrix of
each Gaussian kernel with the Expectation-Maximization algorithm [Dempster et al.,
1977, Alpaydin, 2004].
Nonparametric methods represent a density simply with the samples drawn from
it. The probabilistic density in a region of space is given by the local density of the sam-
ples in that region. A density can be estimated by simple methods such as histograms,
or more sophisticated methods like kernel density estimation [Silverman, 1986]. Kernel
density estimation (KDE) works by assigning a kernel function to each observation; the
density is computed by summing all kernels (see Figure 2.1). By contrast to paramet-
ric methods, these kernels are relatively simple, generally involving a single parameter
defining an isotropic variance. Hence, compared to classical parametric methods, KDE
uses a larger number of simpler kernels.
In this work, densities are modeled nonparametrically with KDE. This choice is
primarily motivated by the structure of the position–orientation domains on which
they are defined: Capturing pertinent position-orientation correlations within a single
parametric function is very complex, while these correlations can easily be captured
by a large number of simple kernels. Also, the nonparametric approach eliminates
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6.2−2.1−1.3 −.4 1.9 5.1
Figure 2.1: Kernel estimation (blue) of a density observed through 6 samples (green).
The dashed red lines illustrate the gaussian kernels associated to each sample. The
estimate is obtained by summing all kernels. To form a proper density, the function
represented by the blue line should be normalized by dividing it by 6.
problems like mixture fitting, choosing a number of components, or having to make
assumptions concerning density shape (e.g. normality). Kernel density estimation is
thus ideal for modeling the highly multi-modal densities we are dealing with.
A density d(x) is encoded by a set of observations xˆi drawn from it, which we will
refer to as particles. Density values are estimated with KDE, by representing the con-
tribution of the ith particle with a local kernel function K(· ; xˆi, σ) centered on xˆi. The
kernel function is generally symmetric with respect to its center point; the amplitude
of its spread around the center point is controlled by a bandwidth parameter σ. For
conciseness, particles are often weighted, which allows one to denote, e.g., a pair of
identical particles by a single particle of double mass. In the following, the weight
associated to a particle xˆi is denoted by wi.
KDE estimates the value of a continuous density d at an arbitrary point x as the
weighted sum of the evaluation of all kernels at x, i.e.,
d(x) '
n∑
i=1
wiK(x ; xˆi, σ) , (2.2)
where n is the number of particles encoding d. Random variates from the density are
generated as follows:
1. First, a particle xˆi is selected by drawing i from
p(i = `) ∝ w`. (2.3)
(This effectively gives a higher chance to particles with a larger weight.)
2. Then, a random variate x is generated by sampling from the kernel K(x ; xˆi, σ)
associated to xˆi.
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2.2.1 Defining Densities on SE(3)
In order to define densities on SE(3), a position-orientation kernel is required. We
denote the separation of kernel parameters into position and orientation by
x = (λ, θ) x ∈ SE(3), λ ∈ R3, θ ∈ SO(3), (2.4)
µ = (µt, µr) µ ∈ SE(3), µt ∈ R3, µr ∈ SO(3), (2.5)
σ = (σt, σr) σt, σr ∈ R+. (2.6)
The kernel we use is defined with
K(x ; µ, σ) = Λ(λ ; µt, σt) Θ(θ ; µr, σr) , (2.7)
where µ is the kernel mean point, σ is the kernel bandwidth, Λ is an isotropic location
kernel defined on R3, and Θ is an isotropic orientation kernel defined on SO(3).
For R3, we can simply use a trivariate isotropic Gaussian kernel
Λ(λ;µt,Σt) = Cg(Σt)e−
1
2
(λ−µt)>Σ−1t (λ−µt), (2.8)
where Cg(·) is a normalizing factor and Σt = σ2t I. The definition of the orientation
kernel Θ is based on the von Mises–Fisher distribution on the 3-sphere in R4 [Fisher,
1953]. The von Mises–Fisher distribution is a Gaussian-like distribution on S3. It is
defined as
F(θ ; µr, σr) = C4(σr)eσr µ
T
r θ, (2.9)
where C4(σr) is a normalizing factor, θ and µr are unit quaternions, and µTr θ is a dot
product. Because unit quaternions form a double cover of the rotation group, Θ has to
verify Θ(q ; µr, σr) = Θ(−q ; µr, σr) for all unit quaternions q. We thus define Θ as a
pair of antipodal von Mises–Fisher distributions [Sudderth, 2006],
Θ(θ ; µr, σr) =
F(θ ; µr, σr) + F(θ ; −µr, σr)
2
. (2.10)
We note that the von Mises–Fisher distribution (2.9) involves the same dot product as
the rotation metric defined above (2.1). The dot product µ>r θ is equal to 1 when µr = θ.
The dot product decreases as θ moves further away from µr, to reach 0 when θ is a
180◦ rotation away from µr. In this range of values, the von Mises–Fisher kernel thus
varies between C4(σr)eσr and C4(σr). While eσr grows rapidly with σr, C4(σr) rapidly
becomes very small. This makes the computation of F numerically difficult. A robust
approximation of F can be obtained with
F(θ ; µr, σr) ' eσr µTr θ+C′4(σr), (2.11)
where C ′4(σr) approximates the logarithm of C4(σr) [Abramowitz and Stegun, 1965,
Elkan, 2006]. However, since σr is common to all kernels forming a density, using
F˜(θ ; µr, σr) = e−σr(1−µ
T
r θ) (2.12)
instead of F in the expression of Θ (2.10) will yield density estimates equal to d (2.2)
up to a multiplicative factor, while allowing for efficient and robust numerical compu-
tation. This alternative will be preferred in all situations where d need not integrate to
one.
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2.2.2 Defining Densities on R3 × S2
Turning to densities defined on R3 × S2, let us define
x = (λ, θ) x ∈ R3 × S2, λ ∈ R3, θ ∈ S2, (2.13)
µ = (µt, µr) µ ∈ R3 × S2, µt ∈ R3, µr ∈ S2, (2.14)
σ = (σt, σr) σt, σr ∈ R+. (2.15)
The R3 × S2 kernel is defined as
K3(x ; µ, σ) = N(λ ; µt, σt) Θ3(θ ; µr, σr) , (2.16)
where Θ3 is a mixture of two antipodal S2 von Mises–Fisher distributions, i.e.,
Θ3(θ ; µr, σr) =
F3(θ ; µr, σr) + F3(θ ; −µr, σr)
2
, (2.17)
F3(θ ; µr, σr) = C3(σr)eσr µ
T
r θ. (2.18)
In the expression above, C3(σr) is a normalizing factor, which can be written as
σr
2pi (eσr − e−σr)
. (2.19)
F3 can thus be written as
F3(θ ; µr, σr) =
σr
2pi (1− e−2σr)e
−σr(1−µTr θ), (2.20)
which is easy to numerically evaluate. As for SE(3) densities, when d need not inte-
grate to one, the normalizing constant can be ignored.
2.2.3 Evaluation and Simulation
As the kernels K and K3 factorize to position and orientation factors, they are sim-
ulated by drawing samples from their position and orientation components indepen-
dently. Efficient simulation methods are available for both normal distributions [Box
and Muller, 1958] and von Mises–Fisher distributions [Wood, 1994]. The bandwidths
σt and σr are computed by ad-hoc methods that depend on the application; these meth-
ods are discussed in Chapter 3 and Chapter 4.
From an algorithmic viewpoint, density evaluation is linear in the number of par-
ticles n supporting the density. Asymptotically logarithmic evaluation can theoreti-
cally be achieved with kd-trees and slightly modified kernels: Considering for instance
SE(3) densities and the notation introduced above (2.4–2.7), let us define a truncated
kernel K′ as
K′(x ; µ, σ) =
{
K(x ; µ, σ) if d(λ, µt) < λ` and d(θ, µr) < θ`,
0 else,
(2.21)
where λ` and θ` are fixed position and orientation thresholds. The value at (λ, θ) of a
density modeled with K′ only depends on particles whose distance to (λ, θ) is smaller
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than λ` in the position domain, and smaller than θ` in the orientation domain. These
particles can theoretically be accessed in near-logarithmic time with a kd-tree.
However, traversing a kd-tree is computationally more expensive than traversing a
sequence. Hence, kd-trees only become profitable for n larger than a certain threshold.
In the case of our 5DOF or 6DOF domains and sets of 500–2000 particles, we have ob-
served best performances when organizing particle positions in a kd-tree, while keep-
ing orientations unstructured. Density evaluation is always sub-linear in the number
of particles, and it approaches a logarithmic behavior as n increases.
2.2.4 Resampling
In the next chapters, certain operations on densities will yield very large particle sets.
When the number of particles supporting a density becomes prohibitively high, a sam-
ple set of n elements will be drawn and replace the original representation. This pro-
cess will be referred to as resampling. For efficient implementation, systematic sampling
[Douc et al., 2005] can be used to select n kernels from the distribution defined in Eq.
2.3. In the following, n will generally denote the number of particles per density.
2.3 Integration
The models presented in the next chapters make extensive use of approximate integra-
tion of density functions. In this work, approximate integration is generally carried
out through Monte Carlo integration, which is briefly introduced below. The remain-
der of the section then details the convolution of SE(3) and R3 × S2 densities, as this
operation is instrumental in the models of the next chapters.
2.3.1 Monte Carlo Integration
Integrals over SE(3) and R3 × S2 are solved numerically with Monte Carlo methods.
Monte Carlo integration is based on random exploration of the integration domain. By
contrast to classical numerical integration algorithms that consider integrand values at
points defined by a rigid grid, Monte Carlo integration explores the integration domain
randomly.
Integrating the product of two density functions f(x) and g(x) defined on the same
domain is performed by drawing random variates from g and averaging the values of
f at these points [Caflisch, 1998]∫
f(x)g(x)dx ' 1
n
n∑
i=1
f(xi) where xi ∼ g(x). (2.22)
2.3.2 Cross-Correlation
Chapter 3 and Chapter 5 make extensive use of density convolutions. An in-depth
description of their approximate computation is given below.
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Let f and g be two density functions with domain D, where D is either SE(3) or
R3 × S2. Let also
tx(y) : D → D (2.23)
denote the rigid transformation of y by x, with y ∈ D and x ∈ SE(3). The SE(3)
cross-correlation of f and g is written as
c(x) =
∫
f(y) g(tx(y))dy. (2.24)
As both f and g have unit integrals, Fubini’s theorem guarantees that c also integrates
to one.
The cross-correlation of f and g is approximated with Monte Carlo integration as
c(x) ' 1
n
n∑
`=1
g(tx(y`)) where y` ∼ f(y). (2.25)
Sampling from c(x) can be achieved by simulating h(x) = g(tx(yf )), where yf ∼ f(y).
The simulation of h(x) depends on the domain D on which f and g are defined. We
first consider the case D = SE(3). In this case, drawing a sample from h(x) amounts
to computing the (unique) transformation x∗ that maps yf onto yg, where yg ∼ g(y).
When D = R3 × S2, the transformation between yf and yg is not unique anymore;
sampling h(x) is done by selecting one transformation from a uniform distribution on
the transformations that map yf onto yg.
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Chapter 3
Visual Model
This chapter describes a probabilistic, generative model of 3D object structure and ap-
pearance. A competitive generative 3D model is a very useful asset in the context of
visuomotor grasping, as it allows for precise alignment of a grasp model to arbitrary
object configurations.
The model works on perceptual input consisting of a constellation of points whose
geometric arrangement conveys information about object shape and possibly appear-
ance. A model is learned from percepts emerging from an object. A model can serve
to locate and recognize the object in an arbitrary scene. This chapter considers the use
of the model with two different types of percepts. We first consider surface-point data,
obtained with a 3D scanner. Laser scanners densely sample surfaces to produce a set
of 3D points that accurately reconstruct surface shapes (Figure 3.1). Scanners are usu-
ally slow – capturing a range image often takes several minutes. Faster rangefinders
have recently emerged, but the price to pay for a higher frame rate is a higher noise
level, which makes these devices difficult to use for shape retrieval. The second per-
ceptual source discussed in this chapter corresponds to edge-point data (Figure 3.2).
This data is obtained with a sparse-stereo method which reconstructs 3D edges from
stereo imagery [Kru¨ger et al., 2004, Pugeault, 2008]; a reconstruction is composed of a
set of short edge segments that bear geometric information (position, orientation) and
Figure 3.1: A 3D scan of a toy car. Each ball represents a 3D point recorded by the
scanner.
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Figure 3.2: Sparse-stereo reconstructions of object edges [Kru¨ger et al., 2004, Pugeault,
2008]. Each cylinder corresponds to an edge-segment descriptor. The axis of a cylinder
is aligned with the direction of the modeled edge. Each cylinder bears the two colors
found on both sides of the edge in 2D images. For clarity, the reconstruction of the toy
pan (right side of the figure) only shows a fraction of the descriptors available for this
object.
photometric information (including edge colors). Compared to range scanning, the
computation of an edge reconstruction is fast – it usually takes a few seconds. Unlike
range scanners, this sparse-stereo method can be motivated biologically, which makes
it a good candidate for cognitive architectures.
The main idea behind our visual model is to encode the spatial distribution of local
percepts (surface points or edge segments) with a density function. Perceptual evi-
dence is turned into a density through kernel density estimation (KDE). Intuitively,
a density is estimated by assigning a kernel function to each perceptual observation
(each surface point or edge segment) and summing them. KDE is discussed in detail
in Chapter 2.
Our visual model represents an object as a hierarchy of object parts. In a simple
two-level hierarchy, an object is represented by a set of parts and by their relative geo-
metric configuration. A basket, for instance, could be represented with two parts repre-
senting its bucket and handle (see Figure 3.3). The shape of each part is modeled with
a density function, as described above. Relative part configurations are encoded by
defining all density functions in a common reference frame, so that their sum provides
a complete reconstruction of the object. Modeling low-level percepts probabilistically
allows us to model observational uncertainty. In our nonparametric representation,
uncertainty is modeled by adjusting kernel sizes. Also, a continuous model of object
structure allows us to perform detection without explicit model-to-scene correspon-
dences, as described below.
More sophisticated part combinations can be obtained by defining taller hierarchies
of parts (Figure 3.4). The structure of high-level parts is still modeled with density
functions. However, instead of representing the distribution of perceptual observa-
tions (e.g., points from a range scanner), these densities model the spatial distribution
of their child parts.
One key aspect of our vision solution is its building on a generative model. Denot-
ing by O an object name and by D perceptual observation, a probabilistic object model
can be defined with object-specific sensor data distributions P (D|O) (generative) or
by object probabilities P (O|D) (discriminative). A purely discriminative model solely
concentrates on the recognition task, i.e., discriminating between the objects available
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basket
handle bucket
Figure 3.3: Illustration of a two-level hierarchy for a basket.
laptop
keyboard
key screen level 0
level 1
Figure 3.4: Illustration of a three-level hierarchy for a laptop.
during the learning process. Discriminative object models will generally ignore any
information common to the objects of the training set, which makes them efficient at
the recognition task. By contrast, a generative model represents sensor data for each
object independently. They can serve to locate objects and segment them from the
background. Also, when adding a new object to a library, previously existing models
need not be re-learned. Finally, generative models can also yield object recognition,
as demonstrated below. Generative and discriminative vision models have been com-
pared in detail by Ulusoy and Bishop [2005].
Our model can serve to accurately compute the 3D position and 3D orientation
(i.e., the pose) of an object in a novel scene (Figure 3.5). Pose estimation can be easily
described for a simple hierarchy that contains a single part: In this case, the object
model simply consists of a single density, which we denote by ψ(x). An illustration of
Figure 3.5: Pose estimation. Pose estimation amounts to recovering the relative config-
uration between the camera and an object. The relative configuration estimated from
the left image (and the other image of the stereo camera) is illustrated in the right im-
age.
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(a) Object model ψ(x) (b) Novel scene φ(x)
Figure 3.6: Edge densities. Translucent shapes illustrate the kernels associated to edge-
segment observations. They indicate one standard deviation in position (translucent
spheres) and one standard deviation in orientation (cones). In Figure (a), within the
blue frame, a limited number of kernels is rendered in order to improve clarity.
such a model for the toy pan of Figure 3.2 is shown in Figure 3.6a. Estimating the pose
of this object in a novel scene (e.g., the scene shown on the left of Figure 3.2) works
by first extracting a sparse-stereo reconstruction of the scene (Figure 3.2), then turning
this reconstruction into an edge-density through KDE (Figure 3.6b). Pose estimation
then amounts to computing the cross-correlation of the model and the scene, which
effectively yields the pose likelihood of the toy pan over the scene. A single pose
estimate can finally be obtained from the largest mode of the pose likelihood. Cross-
correlations are approximated by Monte Carlo integration. The maximum of the pose
likelihood can be obtained through simulated annealing on a Markov chain whose
invariant distribution is an increasing power of the scene-object cross-correlation.
For general hierarchies, inference is implemented with belief propagation (BP). The
computation of a single BP message corresponds to the cross-correlation described
above.
A visual model is learned from a point-cloud or edge reconstruction of an object.
We currently learn models in a bottom-up fashion, by first defining bottom-level parts
through observation clustering and KDE, then iteratively combining parts together to
form a hierarchy. A complete 3D model can be learned from a set of unregistered views
of an object; novel views are incrementally aligned and fused with the model. Model
learning and model exploitation are thus seamlessly integrated.
Early tridimensional models with methods for pose estimation were parametric
wire-frame models created through computer-aided design [Lowe, 1991]. However,
models that can be autonomously acquired from sensor data quickly appeared, and
lead to robust solutions for both 3D range data [Johnson and Hebert, 1999, Mian et al.,
2006] or stereo imagery [Rothganger et al., 2006, Savarese and Fei-Fei, 2007, Liebelt
et al., 2008]. An interesting aspect of our method is that it can be applied to both kinds
of sensor data, as demonstrated below.
Technical details are presented in the two papers included below. The first paper,
entitled “Continuous Surface-point Distributions for 3D Object Pose Estimation and
Recognition” (R. Detry and J. Piater. In Asian Conference on Computer Vision, 2010; in-
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cluded at pages 24–24), demonstrates maximum-likelihood pose estimation and object
detection/recognition on 3D-scan data using simple two-level models. The second
paper, “A Probabilistic Framework for 3D Visual Object Representation“ (R. Detry,
N. Pugeault, and J. Piater. IEEE Trans. Pattern Anal. Mach. Intell., 31(10):1790–1803,
2009; included at pages 24–24), discusses the general hierarchical model on sparse-
stereo data. Although the latter chronologically comes before the former, we believe
the order in which they are included below allows for a smoother read.
We have contributed all the technical developments presented in the two articles
cited above. Discussions with our collaborators (Norbert Kru¨ger and Nicolas Pugeault
from the University of Southern Denmark) were focused on scientific strategy, on the
use of the sparse stereo reconstruction method developed by them [Pugeault et al.,
2010], and on the adaptation of this reconstruction method to our purpose (short-range
object pose estimation). We note that, while the two articles included in this chapter
provide a summary of our contributions, we have also contributed to preliminary work
and to related projects, which yielded the following publications:
1. R. Detry, N. Pugeault, and J. H. Piater. Probabilistic pose recovery using learned
hierarchical object models. In International Cognitive Vision Workshop (Workshop at
the 6th International Conference on Vision Systems), pages 107–120, Berlin, Heidel-
berg, 2008. Springer-Verlag. doi: 10.1007/978-3-540-92781-5 9
2. D. Kraft, E. Bas¸eski, M. Popovic´, A. M. Batog, A. Kjær-Nielsen, N. Kru¨ger, R. Pet-
rick, C. Geib, N. Pugeault, M. Steedman, T. Asfour, R. Dillmann, S. Kalkan, F. Wo¨rgo¨tter,
B. Hommel, R. Detry, and J. Piater. Exploration and planning in a three-level cog-
nitive architecture. In International Conference on Cognitive Systems (Workshop at the
IEEE International Conference on Robotics and Automation), 2008. Extended Abstract
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The technical contents of those publications of which I am first author (1, 5) are covered
in the articles included below. The other articles (2, 3, 4) go beyond the scope of this
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• R. Detry, N. Pugeault, and J. Piater. A probabilistic framework
for 3D visual object representation. IEEE Trans. Pattern Anal.
Mach. Intell., 31(10):1790–1803, 2009c. doi: 10.1109/TPAMI.2009.
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Please obtain copies from their respective publishers. Copies are also
available at http://orbi.ulg.ac.be/.
Chapter 4
Grasp Model
In classical robotics, grasp parameter computation generally relies on contact force
analysis [Bicchi and Kumar, 2000]. Recently, methods that instead learn how to grasp
have become increasingly popular [Coelho et al., 2000, de Granville et al., 2006, Sweeney
and Grupen, 2007, Saxena et al., 2008, Montesano and Lopes, 2009]. These methods
provide the agent with means of representing relations between its manipulator and
its environment, and means of learning these from experience – exploration or imi-
tation. Learned manipulator-environment relations are typically formalized through
the concept of grasp affordances. Affordances have become a popular formalization for
cognitive control processes, while bringing valuable insight on how cognitive control
can be done [Gibson, 1979, Sahin et al., 2007]. In the context of grasping, an affordance
model represents the success of grasping solutions applied to an object.
This chapter develops means for a robotic agent to learn three-dimensional accurate
grasp affordance models through interactive experience. Our aim is to provide robotic
agents with means of acquiring and modeling object grasping properties in order to
facilitate reasoning on grasping solutions and their feasibility. The model encodes rel-
ative object-gripper poses (3D positions and orientations) that yield stable grasps. The
feasibility of object-relative grasps is represented probabilistically with a density func-
tion defined on the space of 6D gripper poses. These functions are referred to as grasp
densities.
Grasp densities are linked to visual stimuli through registration with a visual model
of the object they characterize, which allows the robot to grasp objects lying in arbi-
trary poses: to grasp an object, the object’s model is visually aligned to the correct
pose. The aligned grasp density is then combined to reaching constraints to select
the maximum-likelihood achievable grasp. Grasp densities are learned and refined
through exploration: grasps sampled randomly from a density are performed, and an
importance-sampling algorithm learns a refined density from the outcomes of these
experiences. Initial grasp densities are computed from the visual model of the object,
or acquired from a human teacher.
Combining the visual model described in the previous chapter to the grasp-densities
framework yields a largely autonomous visuomotor learning platform. We present be-
low an experiment in which this platform is used to learn and refine grasp densities
for a set of three objects presenting large differences in shape and structure. The exper-
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iment demonstrates that through learning, the robot becomes increasingly efficient at
inferring grasp parameters from visual evidence. The experiment also yields conclu-
sive results in practical scenarios where the robot needs to repeatedly grasp an object
lying in an arbitrary pose, where each pose imposes a specific reaching constraint, and
thus forces the robot to make use of the entire grasp density to select the most promis-
ing achievable grasp. This work led to publications in the fields of robotics [Detry
et al., 2010a,b] and developmental learning [Detry et al., 2009a]. We have integrated
these publications together to form the article “Learning Grasp Affordance Densities”
(R. Detry, D. Kraft, O. Kroemer, L. Bodenhagen, J. Peters, N. Kru¨ger, and J. Piater, sub-
mitted to Paladyn. Journal of Behavioral Robotics). This article is included below (page
28–28).
We have contributed most of the technical developments presented in the article
included below (nonparametric representation, learning). Discussions with our col-
laborators (the University of Southern Denmark and the MPI Tu¨bingen) were focused
on scientific strategy, and on experimental design. We received great practical help
from our collaborators, which provided the robot platforms and greatly helped us per-
form the experiments. We note that, while the article included in this thesis provides
a summary of our contributions, we have also contributed to preliminary work and to
related projects, which yielded the following publications:
1. R. Detry, E. Bas¸eski, M. Popovic´, Y. Touati, N. Kru¨ger, O. Kroemer, J. Peters, and
J. Piater. Learning continuous grasp affordances by sensorimotor exploration.
In O. Sigaud and J. Peters, editors, From Motor Learning to Interaction Learning in
Robots, pages 451–465. Springer-Verlag, 2010a. doi: 10.1007/978-3-642-05181-4 19
2. R. Detry, D. Kraft, A. G. Buch, N. Kru¨ger, and J. Piater. Refining grasp affordance
models by experience. In IEEE International Conference on Robotics and Automation,
pages 2287–2293, 2010b. doi: 10.1109/ROBOT.2010.5509126
3. A. Erkan, O. Kroemer, R. Detry, Y. Altun, J. Piater, and J. Peters. Learning prob-
abilistic discriminative models of grasp affordances under limited supervision.
In IEEE/RSJ International Conference on Intelligent Robots and Systems, 2010. doi:
10.1109/IROS.2010.5650088
4. D. Kraft, R. Detry, N. Pugeault, E. Bas¸eski, F. Guerin, J. Piater, and N. Kru¨ger. De-
velopment of object and grasping knowledge by robot exploration. IEEE Transac-
tions on Autonomous Mental Development, 2010. doi: 10.1109/TAMD.2010.2069098
5. O. Kroemer, R. Detry, J. Piater, and J. Peters. Adapting preshaped grasping move-
ments using vision descriptors. In From Animals to Animats 11 – International Con-
ference on the Simulation of Adaptive Behavior, 2010a. doi: 10.1007/978-3-642-15193-4
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6. O. Kroemer, R. Detry, J. Piater, and J. Peters. Grasping with vision descriptors and
motor primitives. In International Conference on Informatics in Control, Automation
and Robotics, 2010b
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2009.5175520
11. D. Kraft, R. Detry, N. Pugeault, E. Bas¸eski, J. Piater, and N. Kru¨ger. Learning
objects and grasp affordances through autonomous exploration. In International
Conference on Computer Vision Systems, volume 5815/2009, pages 235–244, 2009.
doi: 10.1007/978-3-642-04667-4 24
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Learning visual representations for interactive systems. In International Sympo-
sium on Robotics Research, 2009
The technical contents of the publications of which I am first author (1, 2, 9, 10) are
covered in the article below. The other articles (3, 4, 5, 6, 7, 8, 11, 12, 13) go beyond the
scope of this thesis and are not discussed here.
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Chapter 5
Generalizing Grasp Densities
This section describes means of generalizing and transferring grasping experience across
objects. Many objects share similarities in shape and grasping properties, and both are
often correlated. It seems only natural to make use of these similarities when trying to
grasp a novel object: when a novel object appears, instead of starting grasping explo-
ration from scratch, the robot can try to apply the knowledge it has acquired for partly
similar objects.
In the context of grasp densities, our aim is to make use of previously-acquired
models for creating the initial densities of novel objects. Our approach relies on the
discovery of tight associations between grasps and object parts. We propose to learn
object part models – where a part model is composed of a visual model (edge/face
density) and a grasp model (grasp density) – for which the visual component robustly
predicts the associated grasps. To this end, we start by defining part candidates by
arbitrarily segmenting regions from known object models (e.g., we take the handle of
the pan). The ability of each part to robustly map visual structure to grasp parameters
is measured on the set of known object models: For each candidate part model p, we
detect the visual model of p in all object models, and see if, throughout all detected
poses of p, we find a strong correlation between the grasp density of p and the grasp
density of the object model at the detected pose. Parts that successfully predict grasp
densities are then used to form initial densities for new objects.
5.1 Visuomotor Generalization
Learning a 3D model from experience is an important step towards the development
of robots that can work in human environments. Yet, in order to implement this be-
havior effectively, it is crucial to allow robots to generalize grasping experience across
objects that share similar visual properties. This skill, largely mastered by the human
visuomotor system, allows us to quickly adapt to smooth environmental changes. For
instance, although knives, spoons and dishes are usually different from one kitchen to
another, preparing a dish in somebody else’s kitchen is not dramatically more difficult
for us than preparing one in our own kitchen.
The visuomotor models presented in previous chapters are object-specific – they
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associate grasp strategies to a visual representation of the whole object. This produces
accurate visual alignments, which in turn permits precise grasp executions. It also
allows our system to suggest grasps onto occluded or partly-occluded object parts,
and it makes it very robust to visual noise. The downside of this approach is that the
visual model of an object A typically contains a lot of information that is not directly
relevant to predicting grasp applicability. Hence, using A’s model to grasp a new, partly
similar object B is not directly possible. In order to allow the agent to generalize its
acquired knowledge to new objects, we are developing means of finding within known
object models minimal recurring visuomotor patterns, i.e., patterns for which the visual
component is a robust predictor of the associated grasps. To this end, we define a
formal measure of pattern generality. The generality of a pattern is measured by its
ability to robustly predict grasps across the library L of known object models. This
measure relies on a function f(p, o) that yields a high value if the visual component of a
pattern p successfully identifies regions of an object o associated to grasping strategies
that are similar to its own, and discards those that are not. The generality measure
of p is then defined from the statistics of {f(p, o) : o ∈ L}. As described below, the
agent will systematically evaluate the generality of patterns randomly segmented from
existing models, yielding a set of patterns ordered by their ability to generalize. Those
that yield a high measure will be selected to form the initial grasp models of new
objects. Naturally, exploratory refinement of these initial models will still be required.
It should however converge faster than the vision-based bootstrap method of Chapter
4. We note that the process of discovering recurring patterns (i.e. generalization) is
run offline – it is entirely based on acquired models and it does not require the robot
to execute grasps. The process which still requires exploration is the adaptation of
generalization-based models to specific objects.
Our visuomotor model offers powerful and elegant means of implementing f . Its
probabilistic representation of visual structure and grasp strategies with density func-
tions defines a convenient abstraction which allows us to think of solutions in terms
of generic probability and machine-learning tools. In particular, we detail below how
the grasping correlation between a generic pattern and an object model can be approx-
imated with the Bhattacharyya distance [Bhattacharyya, 1943].
The next section discusses related work. Section 5.3 details the learning of recurring
visuomotor patterns, and the construction of experience-based initial densities. Section
5.4 shows encouraging preliminary results obtained in both real-world and simulated
environments.
5.2 Related Work
The grasping community has studied grasp generalization trough a number of differ-
ent approaches. Goldfeder et al. [2009] have presented a data-driven approach, which
consists in accumulating a large database of object–grasp pairs. Grasp parameters for a
novel objectA are recovered by selecting from the database the object that best matches
A’s shape. As the size of the database increases, the likelihood of finding an object sim-
ilar to A grows.
Concurrently, a number of groups have developed means of sharing grasps across
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objects by linking grasps to object parts that predict their applicability, which is also
the approach considered in this chapter.
Part-grasp associations have been defined mainly (1) by learning a mapping be-
tween low-level visual features and grasp parameters or (2) by making use of explicit
shape models for describing parts. The first approach has been exploited, e.g., by Sax-
ena et al. [2008] and by Montesano and Lopes [2009], who have learned a mapping
from local image features to grasp parameters. Linking grasps to low-level visual
features facilitates the emergence of generic visuomotor associations, as it limits the
chance of linking grasps to unrelated visual percepts. However, local features usu-
ally imply poor geometric resolution. Associating, e.g., precise-pinch grasps to these is
usually difficult.
Another approach is to make use of explicit shape models for describing parts, as
they allow for precise alignment to the shape of a novel object. In the work of Miller
et al. [2003], a set of (hand-defined) shape primitives annotated with grasp approaches
allowed the authors to generate grasp parameters by fitting the primitives to a shape
model of the novel object. Sweeney and Grupen [2007] have demonstrated the learning
of similar part-shape–grasp associations, yet still using a rather simple shape model
consisting of a single ellipsoid.
In this chapter, we present means of representing associations between grasps and
part-shape models. Contrary to Miller et al. [2003], we learn these associations through
visuomotor exploration. We go further than Sweeney and Grupen [2007] by using
much finer shape models. Also, the learning methods presented below are novel
means of extracting visuomotor correlation.
5.3 Recurring Visuomotor Patterns
As described above, our goal is to identify a set of visuomotor patterns for which the
visual component is a robust predictor of the grasping component. These generic pat-
terns are discovered as follows:
1. Randomly segment a set of P object parts
{
p(i)
}
i∈[1,P ] from the library of known
objects L =
{
o(i)
}
i∈[1,N ] (described below in Section 5.3.1).
2. For each part p, compute a generality measure m(p, L) with respect to the set of
known objects L (described below in Section 5.3.2).
The parts that yield a high measure will be selected for creating the initial grasp models
of new objects (described below in Section 5.3.3).
5.3.1 Generating Candidates
In the following, we consider that visual object models are made up of a single edge-
segment or surface-patch density (by contrast to the multi-part models discussed in
Chapter 3). Segmenting one object part p from the object library L =
{
o(i)
}
i∈[1,N ]
works as follows:
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1. Select one object model o = (ov, og) from L, where
• The visual component of o (single edge-segment density or surface-point
density) is denoted by ov, with
ov : R3 × S2 → R.
• The grasping component of o (grasp density) is denoted by og, with
og : SE(3)→ R.
2. Let d be the maximum distance between two particles supporting og, which ap-
proximately corresponds to the diameter of o’s bounding sphere.
3. Select r uniformly in [0, d].
4. Let a be the position of a particle randomly selected from og.
5. The grasp model of p, denoted by pg, is defined from the particles of og which lie
within the sphere of radius r centered at a. The visual model of p, denoted by pv,
is defined from the particles of ov which lie within the sphere of radius r centered
at a.
5.3.2 Generality Measure
This section defines a measure m(p, L) of the generality of part p with respect to the set
of known objects L. We start by defining the ability of a pattern p to predict the grasp
model of an object o. Let us consider a visuomotor pattern p = (pv, pg), and an object
o = (ov, og) selected from L, where:
• pv is the visual model (single edge-segment density or surface-point density) of
p.
• pg is the grasp model (grasp density) of p.
• ov is the visual model of o.
• og is the grasp model of o.
We note that the visual models pv and ov contain no color information. They only
consist of a R3 × S2 → R density.
Let tx(·) denote a rigid transformation by x ∈ SE(3), and let t−1x (·) denote the
inverse of tx(·), such that
(tx ◦ t−1x )(y) = y (5.1)
for all y in SE(3) or R3 × S2. For clarity, in the equations below, tx(y), which gives the
transformation of y by x, will be denoted by y+ x. Similarly, t−1x (y) will be denoted by
y − x.
The SE(3) cross-correlation of pv with ov gives the pose likelihood of p in o (see
Chapter 3 for more details). It can be written as
dv(x ; pv, ov) =
∫
pv(y − x)ov(y)dy. (5.2)
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Intuitively, dv(x ; pv, ov) is computed by “shifting” pv(y) to pose x, then computing its
overlap with ov(y). Likewise, the cross-correlation of pg with og
dg(x ; pg, og) =
∫
pg(y − x)og(y)dy (5.3)
is a measure of similarity between pg “shifted” by x and og. The models pv, pg, and ov
allow for the definition of a grasp density h for the object modeled by o, as
h(x ; pv, pg, ov) =
1
Z
∫
[dv(y ; pv, ov)]
c pg(x− y)dy, (5.4)
where Z is a normalizing factor, and c controls the trade-off between robust prediction
and generalization. The expression pg(x − y) corresponds to pg(x) “shifted” by y. In-
tuitively, the integral (5.4) considers all the different ways to “align” the pattern p with
the object. The density h is computed as the weighted sum of all possible alignments of
pg, where weights – given by dv(y ; pv, ov) – are computed from visual correlation. The
constant c controls the trade-off between robust prediction and generalization. If c = 0,
h represents random grasps. As c grows, h converges towards the transformation of
pg by arg maxx dv(x ; pv, ov), i.e., the transformation of pg by the maximum-likelihood
pose of pv in ov. In the experiments below, c is set to 5.
The ability of p to predict the grasping properties of the object modeled by o can
be measured by the similarity of h and og. Using the Bhattacharyya coefficient [Bhat-
tacharyya, 1943], this similarity is written as
f(p, o) =
∫ √
h(x ; pv, pg, ov)og(x)dx, (5.5)
where f(p, o) = 1 if h(x ; pv, pg, ov) = og(x) for all x.
The generality of p with respect to the object library L is computed from the statis-
tics of {f(p, o) : o ∈ L′}, where L′ corresponds to L minus the object from which p was
segmented. In the experiments below, the generality of p is computed as the arithmetic
mean of {f(p, o) : o ∈ L′}
m(p, L) =
1
N − 1
∑
o∈L′
f(p, o). (5.6)
5.3.3 Creating Initial Grasp Densities
The procedure described above is run offline to produce a large number of parts char-
acterized by a generality measure. The k parts that generalize best are selected to create
the initial models of novel objects. We denote by K =
{
p(i)
}
i∈[1,k] the set of selected
parts, and by ov the visual model of a novel object. An initial density for this object is
created as
h(x ; K, ov) =
1
Z
∫ ∑
p∈K
[dv(y ; pv, ov)]
c pg(x− y)dy, (5.7)
where Z is a normalizing factor. If k = 1, the expression above correspond to Eq.
5.4. If k > 1, h(x ; K, ov) is constructed from a combinations of the parts in K, and the
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Figure 5.1: Object library: toy pan an knife
Figure 5.2: Samples from empirical grasp densities learned with the objects of Fig-
ure 5.1.
contribution of each part p is weighted by its visual (or shape) resemblance with ov. For
instance, let us consider a set K containing two parts that model a cylinder (p(1)) and
a handle (p(2)), and let ov correspond to a mug. Through the integral above (5.7), the
region of h(x ; K, ov) surrounding the cylinder of the mug will be computed from p(1)
only, while the region surrounding the handle will be computed form p(2) only. Means
of numerically approximating the integrals defined above are detailed in Section 2.3.
5.4 Experimental Results
This section presents preliminary results on part generalization. Section 5.4.1 illustrates
the generality measure defined above on two object models learned in Chapter 4. Sec-
tion 5.4.2 presents an experiment in which initial densities are learned from generic
parts. Results obtained in simulation show that these densities have a higher success
rate than vision-based initial densities.
5.4.1 Generalization with Models Learned by a Robot
This section illustrates the generality measure defined above on two object models
learned in Chapter 4. These objects are the pan and knife of Figure 5.1. Each model is
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Figure 5.3: Generality measure of the parts of the pan with respect to the model of the
knife (Figure (a)) and of the parts of the knife with respect to the model of the pan
(Figure (b)). The measure of generality is plotted as a function of part sizes. See text
for details.
composed of a visual model in the form of a single edge-segment density (see Chapter
3), and a grasp model in the form of an empirical grasp density. They are illustrated in
Figure 5.2.
One hundred parts were randomly segmented from the model of the pan, and one
hundred from the model of the knife. The ability of each part p of the pan to predict
the empirical density of the knife was then computed using the generality measure
m(p, {knife,pan}) = f(p,knife) defined above (5.6). Likewise, the generality measure
of the pan model and each of the one hundred parts segmented from the knife was
computed. An interesting way to plot these results is to show the generality measure
as a function of the spatial size of the corresponding parts. In Figure 5.3a, each point
corresponds to one of the 100 candidate parts segmented from the pan. The abscissa
a point gives the spatial size of the corresponding part; the size of a part corresponds
to the diameter of the smallest sphere that encloses all the particles from the part’s
visual and grasp models. The ordinate of a point gives the generality measure of the
corresponding part. Figure 5.3b shows a similar plot for parts segmented from the
knife.
The first observation to make is that as parts grow larger, the generality measure
eventually decreases. This result is rather natural, as the two objects we are considering
have different overall shapes. It is also interesting to note that, at least in Figure 5.3b,
the parts with the highest generality measures are not the smallest ones. Figure 5.4
shows the knife part with the highest generality measure – it corresponds to the highest
point of Figure 5.3b. This part corresponds to a segment of about 1cm from the handle
of the knife.
Figure 5.5 shows three parts of the pan. The generality measure of the first two is
high. The part of Figure 5.5a is at coordinates (71.2, 0.519) in Figure 5.3a – its gener-
ality measure is 0.519, and the radius of its bounding sphere is 71.2mm. The part of
Figure 5.5b is at coordinates (16, 0.508). By contrast, the part of Figure 5.5c, which is
rather large (186mm), has a low generality measure (0.177). These results correspond
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Figure 5.4: Visuomotor model of a part segmented from the knife. The part corre-
sponds to a small segment of the handle of the knife. The left image shows the visual
component pv of the part. The right image shows the associated grasp component pg.
to what we would expect from a generality measure: the parts of Figure 5.5a and Fig-
ure 5.5b seem to contain information relevant to the knife, while the part of Figure 5.5c
couldn’t be properly fitted to it.
5.4.2 Generalization in a Simulated Environment
The experiments of the previous section illustrate the behavior of the generality mea-
sure presented above (5.6). In the grasp learning context, the purpose of identifying
parts with a high generality measure is to exploit them to form initial densities for
novel objects (5.7). When used in exploratory learning (see Chapter 4), these initial den-
sities should hopefully yield success rates higher than the rates obtained with vision-
based initial densities. In order to show this, we should construct initial densities, e.g.,
from the parts of Figure 5.4, Figure 5.5a, and Figure 5.5b, and repeat a grasp-learning
experiment similar to that of Chapter 4. This experiment is beyond the time frame of
this dissertation. Instead, this section provides results obtained in simulation.
In this section, we compare the success rate of grasp densities created from visual
cues to the success rate of densities created from generic object parts. This experiment
works as follows:
i. We create visual models (surface-point densities) for four virtual objects (Figure 5.6).
ii. We create initial grasp densities from the visual models of the four objects.
iii. We simulate the learning of empirical grasp densities for these four objects. Em-
pirical densities are required for learning the visuomotor patterns shared by the
objects. Learning empirical densities also provides us with an estimate of the suc-
cess rate of the initial densities created from visual models.
iv. We evaluate, for each subset of exactly three objects, the generality measures of
arbitrarily segmented parts.
v. We create an initial density for each object. The initial density of an object o is
created as defined by Eq. 5.7, with K containing the part that shows the highest
generality measure across the other three objects. As a result, the selection of the
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Figure 5.5: Visuomotor models of parts segmented from the pan. Figure (a) corre-
sponds to a small segment of the handle of the pan. Figure (b) corresponds to an even
smaller segment of the handle, while Figure (c) is a model of almost all of the object.
Images on the left show the visual component of each model, while images on the right
show the grasp component.
Figure 5.6: Mesh models of the four objects used in this experiment: a goblet, a mug, a
teapot, and a wine glass.
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Figure 5.7: Illustration of the visual model and vision-based initial density of the gob-
let, viewed from the top (left) and from the side (right). The blue cylinders correspond
to the particles supporting the visual model of the goblet. The axis of a cylinder repre-
sents the orientation of the associated particle. The figure also shows in gray ten of the
particles of the initial density created from the visual model.
part that is used for constructing the initial density of o is completely independent
of o (o can be considered as a “novel” object that initially has only a visual model).
vi. We simulate the learning of empirical densities using the generalization-based ini-
tial models. Our results show that the success rate of this process is about three
times the success rate of vision-based initial densities.
Vision-based Initial Densities
To create a visual model (see point i above) from a mesh model (Figure 5.6), we sample
a set of points from the meshed surface, and we turn these points into a single surface-
point density as described in Chapter 3. The resulting model is supported by a set of
R3 × S2 particles distributed along object faces (see Figure 5.7). Each particle has a 3D
position, and a 2DOF orientation which corresponds to the local surface normal. For
clarity, the text below refers to these 5DOF particles as surface patches.
Mathematically, surface-oriented visual models are identical to those created from
sparse-stereo data. A bootstrapping procedure (point ii above) similar to the one of
Chapter 4 can thus be applied: Constructing an initial density works by defining a
large set of grasps approaching normally to the surface patches supporting the object’s
visual model. The patches supporting the visual object model have a 2–degree-of-
freedom orientation (modeling the local surface normal), whereas a grasp orientation
has 3DOF. Each surface patch thus yields a set of grasps approaching normally to the
patch, with the rotation of the hand around the wrist selected from a uniform distribu-
tion on [0, 2pi[. The resulting grasps are directly used as particles supporting the initial
density. Figure 5.7 shows some of the particles supporting the initial density created
for the goblet of Figure 5.6.
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Figure 5.8: Grasping an object in GraspIt!. According to the  measure described in the
text, the quality of this grasp is 0.24.
Vision-based Exploratory Learning
From a theoretical viewpoint, the simulated learning procedure (iii) is identical to the
one followed in Chapter 4: grasps sampled randomly from an initial density are ex-
ecuted, and an empirical density is constructed from the successful grasps using an
importance-sampling algorithm.
Simulated learning of grasp densities differs from the experiment of Chapter 4 in
the way grasps are executed. Grasp are executed in the GraspIt! simulator [Miller
and Allen, 2004] using a Barrett hand model (Figure 5.8). The simulated environment
contains only the object and the hand. The object’s pose is fixed and known to the
robot. The hand is free-floating; the rest of the robot is not modeled. The simulator
does not model dynamics: When closing the hand, fingers stop as soon as they make
contact with the object. There is no gravity. By contrast to the experiment of Chapter
4, there is no need for pose estimation or path planning.
An empirical density is learned by executing a set of grasp trials. Each trial involves
the following operations:
1. Draw a grasp sample from the object’s initial density.
2. Place the fully open hand at the pose defined by the grasp sample. If the model
of the hand intersects with the object, the grasp is a failure.
3. Try to move the hand 5mm forward, in the direction of the wrist. If the hand
makes contact with the object, it stops. (The height of the wine glass of Figure 5.6
is 10cm.)
4. Close the fingers until they make contact with the object.
5. Evaluate the quality of the grasp.
The success of a grasp is computed in GraspIt! using the “” force-closure quality
measure formulated by Ferrari and Canny [1992]. The  force-closure quality measure
studies contact forces to characterize the effort the robot has to make to maintain force-
closure under a worst-case external disturbance. The value of  can vary between 0
and 1, with  = 1 corresponding to a very good grasp. In our experiment, a grasp is
successful if  > 0.05. Force-closure grasps are difficult to achieve with few contact
points. This explains why the hand is moved forward during grasp executions: it
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Object Successful Grasps Tot. N. Grasps Success Rate
Goblet 9236 157282 5.9%
Mug 15119 119913 12.6%
Teapot 11453 136415 8.4%
Wine Glass 8096 126254 6.4%
Table 5.1: Learning with a vision-based initial density: success statistics.
Object Successful Grasps Tot. N. Grasps Success Rate
Goblet 4948 23645 21%
Mug 5756 15191 37.9%
Teapot 4715 17712 26.6%
Wine Glass 3265 18267 17.9%
Table 5.2: Learning with a generalization-based initial density: success statistics.
increases the chance of creating an additional contact point, for instance by allowing
the palm of the hand to touch the object.
Empirical densities were learned for the four objects shown above through the sim-
ulation of 539864 grasps. Success rates are shown in Table 5.1.
Generalization-based Initial Densities and Exploratory Learning
The rest of the experiment is organized as a leave-one-out cross-validation. We con-
sider three of the four objects of Figure 5.6. The fourth object, let us denote it by o, is
left out for testing. From the three objects we generate a set of one hundred visuomotor
patterns (Section 5.3.1), and we compute their generality measure (Section 5.3.2). We
then select the pattern with the highest generality measure, and we use it to construct
an initial density for the fourth object o (iv, v, illustrated in Figure 5.11). We then simu-
late in GraspIt! a number of grasps sampled from this initial density (vi). This process
is repeated four times, so that each of the four objects is used for testing once. The four
parts which present the highest generality measure across one subset of three objects
are shown in Figure 5.9 and Figure 5.10.
The statistics of generalization-based learning are shown in Table 5.2. As shown in
Table 5.3, the success rates are on average three times higher than those of Table 5.1.
Goblet Mug Teapot Wine Glass
Vision-based Exploration 5.9% 12.6% 8.4% 6.4%
Generalization-based Exploration 21% 37.9% 26.6% 17.9%
Table 5.3: Success rates for vision-based and generalization-based exploratory learn-
ing.
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Figure 5.9: Visuomotor pattern learned from the mug, the teapot, and the wine glass.
The top-left image corresponds to the visual component of the part. The other two
images illustrate the grasp component. The bottom image shows a large number of
samples; the top-right image shows only ten. This part is the one that yields the highest
generality measure across the mug, the teapot, and the wine glass.
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(a) Visuomotor pattern learned from the goblet, the teapot, and the wine glass
(b) Visuomotor pattern learned from the goblet, the mug, and the wine glass
(c) Visuomotor pattern learned from the goblet, the mug, and the teapot
Figure 5.10: Generic parts. Each triplet of images illustrates a generic part. The left
image corresponds to the visual component of the part. The middle and right-side
images illustrate the grasp component. The right-side image shows a large number of
samples; the middle image shows only ten. The three parts illustrated in this figure
correspond to the parts of highest generality measure across each of the corresponding
groups of three training objects. The fourth part is shown in Figure 5.9.
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Figure 5.11: Illustration of the generalization-based initial density of the goblet. The
figure shows in gray ten grasps sampled from the initial density created from the pat-
tern of Figure 5.9.
Discussion
In several respects, this experiment is rather simple. The number of objects is rather
small, and they share one obvious common part – a round-shaped “bowl”. Also, initial
densities are constructed from a single generic pattern. Nonetheless, our results make
explicit two strong points of the approach. First, the patterns selected by the gener-
ality measure of Section 5.3.2 seem intuitively pertinent. Their visual models include
enough structure to encode the curvature of the underlying surface and correctly align
grasps to similar shapes, while excluding structures that are not common to all objects.
Second, even if each initial density is built from a single pattern, the success rates of
Table 5.3 demonstrate the applicability of the bootstrapping procedure defined by Eq.
5.7.
5.5 Conclusion
Generalizing grasps across objects is a crucial part of grasp learning, as it allows us
to quickly adapt to smooth environmental changes. We have presented a method that
allows an autonomous agent to efficiently grasp novel objects by applying grasps re-
lated to parts shared by previously-acquired objects. Parts that are likely to help with
grasping novel objects are identified offline, by extracting arbitrary visuomotor pat-
terns from known models, and counting how often they are observed in other known
models. The grasps associated to these patterns are transferred to a novel object by
instantiating them onto object regions that visually (or structurally) predict their appli-
cability. They are eventually adapted to the precise morphology of the object through
autonomous exploration.
Our experiments demonstrate that the parts emerging from the generalization pro-
cess are conform to what we would expect: they include enough visual support to be
robustly applied, and they exclude patterns that are not common to several objects.
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Chapter 6
Conclusion
The amplitude of the uncertainty inherent to human environments motivates robots
that learn and adapt to their environment. The robotics community is presently mov-
ing in this direction. Adaptive components are progressively being developed and
deployed throughout the entire robot control stack.
In this work, we focused on the problem of grasping visually-observed objects. We
presented a 3D object model for autonomous, visuomotor interaction. The model is
learned autonomously by experiencing the correlation between successful grasps and
visual structure. With time, it becomes increasingly efficient at inferring grasp param-
eters from visual evidence. This behavior relies on (1) a grasp model representing
the grasp success likelihood of relative hand-object configurations, and (2) a model
of visual object structure, which aligns the grasp model to arbitrary object poses (3D
positions and orientations).
Our visual object model is defined as a hierarchy of parts. Low-level parts encode
sensor data with probability density functions. Each low-level part models a number
of object edges or faces by representing the spatial distribution of short segments or
patches from these edges or faces, respectively. Higher-level parts encode the spatial
distribution of more elementary parts. Evidence for edges and faces is obtained from
a 3D scanner or a sparse-stereo setup; evidence is turned into probability distributions
through kernel density estimation. The model readily allows one to compute the 6DOF
pose distribution of an object within an arbitrary scene by propagating scene evidence
through the model with the belief propagation algorithm. BP messages and local max-
ima of the posterior pose distribution are computed through Monte Carlo simulation.
A model is learned from a point-cloud or edge reconstruction of an object in a bottom-
up fashion, by first defining bottom-level parts through observation clustering and
kernel density estimation, and then iteratively combining parts together to form a hi-
erarchy. A complete 3D model can be learned from a set of unregistered views of an
object – novel views are incrementally aligned and fused with the model.
Our grasp affordance model represents the likelihood of success of relative object-
gripper poses with a kernel-based density function defined on the space of 6DOF poses.
Grasp densities are learned through a combination of cross-object generalization, vi-
sual inference, autonomous exploration, and imitation. The density of a novel object
is initially constructed from visual cues or by observing a teacher. This initial density
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is then closely adapted to the object’s morphology through autonomous exploration:
grasps sampled randomly from the initial model are performed, and an importance-
sampling algorithm learns an empirical density from the outcomes of these experi-
ences. If a new object resembles objects the robot has already worked with, its model
can also be constructed by applying grasps related to parts shared by the new objects
and the objects the robots knows already. Parts that are likely to help with grasping
novel objects are identified offline, by extracting arbitrary visuomotor patterns from
known models, and counting how often they are observed in other known models. To
robustly grasp an object, its model is visually aligned to the correct object pose. The
aligned grasp density is then combined to reaching constraints to select the maximum-
likelihood achievable grasp. Figure 6.1 shows a system diagram of the visual and grasp
models working together.
The applicability of our model is supported by numerous examples of pose es-
timates in cluttered scene, and by a robot platform that shows increasing grasping
performances as it explores its environment.
The main contributions of our work are summarized below:
1. We have formulated and efficiently implemented a nonparametric representation
of SE(3) probability density functions.
2. We have defined density-based models of low-level visual descriptors and kine-
matic grasp parameters, along with methods for object pose estimation and robotic
grasping.
3. We have developed means of learning both models from experience.
4. We have developed a software library that implements our visual and grasp
models. We have contributed to the deployment of this program onto two robotic
platforms. These platforms have empirically demonstrated the feasibility of our
approach through an experiment that integrates all aspects of our work.
Chapters 3 and 4 establish two links between the visual and grasp models: initial den-
sities are computed from the visual model, and visual pose estimation aligns the grasp
model to the correct object pose. Despite these links, results similar to those of Chapter
4 could be obtained without our visual model, replacing it with a standard pose es-
timation method and using human-demonstrated initial densities. It is principally in
Chapter 5 that both models become integrated into a coherent visuomotor solution, as
the generative, probabilistic approach to modeling visual structure and grasp parame-
ters is instrumental to the proposed grasp generalization method.
Future work has been discussed in detail in the previous chapters. The most promis-
ing perspectives are summarized below.
1. Parsing objects into parts, which allow for efficient and robust modeling of large
object libraries, is a promising research avenue. Chapter 3 presents a flexible hier-
archical approach to object modeling. However, the hierarchies used in Chapter
3 are rather simple, and the model is potentially capable of hosting more complex
part combinations. We are interested in using this model as a basis for studying
novel means of parsing objects. One possible avenue would be to use the visual
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Figure 6.1: Visual and grasp models working together to form a grasp learning sys-
tem. The left side of the figure represents the robot, through which the agent interacts
with the world. The right side of the figure corresponds to the grasp model. Visual
components are scattered in-between. The agent initially acquires a set of images of
an object and builds a visual hierarchical model of it. Also, visual cues from the object
help the agent build a vision-based initial grasp density. The agent then starts inter-
acting with the object. The agent repeatedly executes grasps, by estimating the pose
of the object, aligning the initial grasp density to it, sampling a grasp from the density,
and performing the grasp with the robot. The set of tested grasps is eventually turned
into an empirical density. When several empirical densities are available, subsequent
initial densities can be constructed through generalization (see Chapter 5).
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components of the parts learned during grasp generalization as an elementary
part vocabulary for visual object models.
2. Currently, grasp densities exclusively model gripper poses. We are interested
in extending the representation to preshape information, e.g., using preshape
dimensionality reduction to limit the number of additional parameters [Ciocarlie
and Allen, 2009].
3. An interesting aspect of grasp affordance models is their representation of a large
variety of grasp strategies. This type of information becomes very useful in grasp
planning, when both object- and environment-related constraints need to be sat-
isfied. For instance, as illustrated in Chapter 4, a planner may combine a grasp
model with reaching constraints to select the most promising achievable grasp.
Continuing in this direction can potentially lead to important results, as demon-
strated by Gienger et al. [2008].
4. Chapter 4 focuses on a generative model, which is then exploited in Chapter 5
for grasp generalization. The data collected during the experiments of Chapters 4
and 5 could potentially be used to learn discriminative grasp models – i.e., using
the notation of Chapter 4, P (O = o|X = x). It would be interesting to see how
these compare in practice to the results we have obtained.
5. The experimental validation of Chapter 5 is rather limited. We are planning to
extend it to more objects. We would also like to study whether grasp densities
learned in simulation can be transferred to a real robot.
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