A recursive expression for the probability of Ñ error symbols in a block of Ò symbols is derived using the generating series approach, thus facilitating the exact calculation of the probability of codeword error under bounded distance decoding. An approximation to this probability is obtained, and it is shown to be tight when the noise correlation is not very large. In this case, interleaving the channel at the symbol level can be avoided. Furthermore, a wide range of channel conditions, under which channel interleaving at the bit level can be avoided, is identified.
I. INTRODUCTION
Burst-error correcting codes are of prime theoretical and practical interest due to the bursty nature of real-world wireless digital communication channels. An important class of nonbinary burst-error correcting codes used widely in data transmission and storage systems is the family of Reed-Solomon (RS) codes (e.g., [1] , [2] ). Conventional communication systems employing these codes are designed for memoryless channels, which is not an accurate model for wireless fading channels. As a consequence, interleaving is used to render the channel memoryless; this introduces additional delay and complexity to the system. Furthermore, such interleaved system fails to exploit the benefits of the statistical memory of the channel noise. When non-binary codes are sent over a stationary binary additive noise channel with memory, two interleaving strategies are worth considering: interleaving the code (or channel) bits which reduces the channel to the memoryless binary symmetric channel (BSC) (under perfect or infinite interleaving depth) and interleaving the code symbols.
The performance of non-interleaved RS codes on correlated fading channels is analyzed in [3] - [6] using a two step procedure. First, a channel model is introduced for the generation of the bit or symbol error process, and then a formula for the probability of codeword error (PCE) under bounded distance decoding is derived for the proposed model. In [3] , the channel is modeled via the Gilbert-Elliott channel [7] whose parameters are calculated using a simple threshold model. An approximation to the PCE is derived under the assumption that the channel state does not change during each symbol transmission. In [4] applied to characterize the fading arrival process and the fading durations, and the PCE is expressed in terms of the probability distribution of the fading durations. In [5] , the bit error process resulting from the hard-decision demodulation of binary frequency-shift keying modulated signals over correlated Rician fading channels is modeled via a Fritchman channel. Furthermore, an analytical method based on the generating series approach for calculating the PCE of RS codes over finite state channels is presented. In [6] an Ä-state Markov chain is proposed to characterize the correlation of symbol errors. Imperfect (finite-length) symbol interleaving is also considered in [4] , [5] , [8] .
The objective of this paper is to identify the range of channel parameters for which perfect interleaving of RS codes (at either the bit or symbol level) does not yield improved performance. To make the analytical derivation simple, we consider the binary additive (first-order) Markov noise channel (BAMNC), but this study can also be conducted for higherorder Markov models which can accurately model correlated fading channels [9] . Using the approach of [5] , we first derive a recursive expression for the probability of Ñ error symbols in a block of Ò symbols and determine the exact PCE when RS codes are sent over the BAMNC. Then we derive an approximation to the PCE under the assumption that the noise within a symbol is Markovian but is independent from symbol to symbol (i.e., the PCE under perfect symbol interleaving). We show that the PCE under perfect symbol interleaving is superior to that under perfect bit interleaving. We compare the approximated PCE with the exact PCE numerically for four different RS codes to find channel conditions -described in terms of the channel bit error rate (CBER) and noise correlation -for which the approximation is accurate. For such conditions, symbol interleaving can be discarded or avoided. Finally, we compare the exact PCE for the BAMNC with the exact PCE for the BSC (the BAMNC under perfect bit interleaving) and determine a wider range of channel parameters under which bit interleaving can be avoided.
II. SYSTEM DESCRIPTION

A. Channel Model
We consider a BAMNC whose output symbol at time is described by ¨ , 
¥ ½ Ô Ô
Ì is the stationary distribution, and 1 is a column matrix with all entries being 1. This channel model is a special case of the Gilbert-Elliott channel, realized by setting the cross-over probabilities of the "good" and "bad" channel components [7] equal to zero and one, respectively.
B. Reed-Solomon Codes
An´Ò µ RS code over the Galois field GF´¾ µ is a nonbinary linear block code whose codewords are of length Ò ¾ ½ symbols. Each codeword contains information symbols, the rate of the code is Ê Òand the code can correct up to Ø Ò ¾ symbols (under bounded distance decoding). Each symbol in GF´¾ µ can be mapped one-to-one to a binary -tuple. As a result, the non-binary codewords are sent over the BAMNC by transmitting the equivalent binary representation for each codeword. A transmitted symbol is received correctly if the noise corrupting it is a sequence of zeros of length . Otherwise, the transmitted symbol is received incorrectly.
III. PERFORMANCE ANALYSIS
A. Exact Probability of Codeword Error
For a Ø-error correcting code using bounded distance decoding, the probability of correct decoding È and the probability of codeword error PCE are given by For the BAMNC, it can be shown by induction (see [10] ) This is a simpler expression than the one derived in [10] for the same binary system as it contains one less term.
B. Approximate Probability of Codeword Error
We herein assume that the binary noise process is only Markovian within each symbol (of length bits), and it is independent between symbols. Obviously, this assumption (which can be realized via perfect symbol interleaving) does not hold when RS codes are directly sent over the BAMNC.
Thus, the corresponding È´Ñ Òµ for this new system, denoted by È ¼´Ñ Òµ, will approximate the actual È´Ñ Òµ given in (2 
The right-hand side of (4) is the probability of correct decoding for a Ø-error correcting RS code over GF´¾ µ when sent over the BSC, while the left-hand side is
where the right-hand side of (5) is the probability of codeword error for the BSC. Thus we have shown that the code's performance under perfect symbol interleaving is always better when compared with its performance under perfect bit interleaving. This result can also be shown for a larger class of Å-order Markov channels [9] as well as the Gilbert-Elliott channel [7] .
IV. RESULTS
We consider four RS codes given in Table I . First, we validate our analytical derivation of È´Ñ Òµ in (2) by comparing the PCE calculated using È´Ñ Òµ with the PCE obtained via simulations (implemented using the Berlekamp-Massey decoding algorithm). The results, shown in Fig. 1 for code and ¼ ½ ¼ , indicate a complete agreement between the simulations and the numerical calculations (a similar behavior is observed for the other codes). Thus (2) provides an effective tool for determining PCE without the need for simulations which can be complex and long for low PCE values.
A. When Can Symbol Interleaving Be Avoided ?
Equipped with (2) and (3), we determine the regions of and Ô for which our approximation is accurate (within an absolute relative error less than or equal to ¼ ½) for the four codes of Table I . In Table II , the´Ô ¯µ values for which our approximation is accurate are given in the form ¼ ¯ ¯Ñ Ü for values of Ô chosen so that PCE is between ½¼ and ½¼ ½ . Thus for these values of´Ô ¯µ, symbol interleaving can be avoided.
B. When Can Bit Interleaving Be Avoided ?
We evaluate the RS codes of Table I on Tables III-VI (the dash symbols in the tables indicate that perfect bit interleaving yields better performance for the specified Ô value). Thus for such channel conditions, not only can one forgo additional delay and complexity by avoiding bit interleaving, but improved performance can also be achieved as illustrated in Fig. 2 .
V. CONCLUSIONS
The performance of non-interleaved RS codes over a simple binary channel with memory, the BAMNC, was analyzed and evaluated. It was shown that for any given RS code using standard encoding/decoding procedures (that do not exploit the channel memory), there is a (sometimes wide) range of channel conditions for which the code is well matched to the channel in such way that the code provides the best performance when no (symbol or bit) interleaving is employed. The design of an RS decoding technique that exploits the channel memory can lead to further performance improvements and is an interesting topic for future work. 
