ABSTRACT One-bit radar, adopting one-bit analog-to-digital converters to perform signal sampling and quantization, is a promising technology for low-cost and resource-limited applications. In this paper, effects of one-bit quantization on the linear signal processing for the one-bit linear frequency modulated pulse radar are studied and a target reconstruction approach is proposed. Firstly, characteristics of 3-order harmonics of the one-bit signal are analyzed. It is indicated that when conventional linear signal processing methods are carried out, 3-order harmonics may not only raise the detection background but also result in false alarms. Secondly, a two-stage approach jointly performing the linear and nonlinear signal processing is proposed to suppress harmonics and recover true targets. Specifically, in the first stage, the linear signal processing is carried out to suppress unmatched harmonics and dimension reduction. In the second stage, based on a dimension-reduced signal observation model, generalized approximate message passing is utilized to suppress matched harmonics and recover true targets. The effectiveness of the proposed approach is demonstrated by numerical results.
I. INTRODUCTION
For many low-cost and resource-limited applications such as automotive radars [1] and Google s hand gesture recognition radars [2] , one-bit radar is a promising technology since it applies one-bit analog-to-digital converter (ADC) to perform signal sampling and binary quantization. The one-bit ADC represents a complex sample merely using 2 bits (the real and image part of a sample are, respectively, represented using 1 bit), the received data rate can be largely reduced compared with the conventional radar. Moreover, the one-bit ADC can be implemented through a simple comparator which is energy efficiently and inexpensively.
Because the advantages of one-bit quantization, the applications of the one-bit ADC has recently attracted considerable research interest for 5G wireless communications [3] - [8] , wireless sensor network (WSN) [9] - [11] , radar [12] - [17] and so on. However, as for one-bit radar, how to carry out signal processing and target reconstruction based
The associate editor coordinating the review of this manuscript and approving it for publication was Hasan S. Mir. on one-bit signals is still a challenging problem due to the highly nonlinear property of the one-bit ADC.
Both linear and nonlinear processing methods have been studied to process one-bit signals. In [18] , one-bit quantization is used for synthetic aperture radar (SAR) to reduce the transmission bandwidth and memory requirements. It is indicated that for low received signal-to-noise ratio (SNR) scenarios, high-order harmonics caused by the one-bit ADC can be omitted and conventional linear processing methods, e.g., matched filter, can be implemented for SAR imaging. Experiment results show that one-bit SAR techniques do not exhibit any appreciable degradation and can be considered as a valid alternative to the conventional ones. However, for scenarios with moderate-to-high SNRs, high-order harmonics can not be omitted again. In [19] , it is claimed that for the fully digital radar, the digital integration gain can be larger than 60 dB and high harmonics can results in false alarms (FAs). In [16] , applying the one-bit ADC, the issue of deceptive jamming against synthetic aperture radar (SAR) is addressed. In this application, linear signal processing methods are used as well. It is shown that the high-order harmonics suffer amplitude attenuations after matched filter and can be ignored as well. Nevertheless, when we focus on the target detection, new challenges appear. As will be seen later, though part of high-order harmonics have SNR losses after matched filter, their SNRs can be improved coherently in the slow and spatial domains by performing Fast Fourier transform (FFT). Those harmonics may lead to performance loss for target detection. In [13] , target detection is studied for onebit linear frequency modulated continuous wave (LFMCW) radar. In order to suppress high-order harmonics, an unknown dithering scheme is proposed and then linear methods are efficiently implemented. Nevertheless, adding noise before one-bit ADCs reduces the received target SNRs simultaneously and hence results in performance degradation. In [13] , [18] , spectrum of the one-bit signal is analyzed from the the perspective of linear processing to reveal effects of onebit quantization on target detection and SAR imaging. The two papers mainly focus on the self-generated harmonics. When coupling between targets is taken into account, one-bit quantization will lead to complex cross-generated harmonics which may results in new challenges for target detection.
In [12] , [20] - [22] , nonlinear methods are applied to process one-bit signals. In [12] , based on one-bit compressed sensing (CS), a target reconstruction method is proposed for the one-bit pulse radar in the fast time domain. Subsequently, this method is extended to the slow time domain [20] . In [21] , target reconstruction is considered for one-bit pulse-Doppler radar in the presence of clutter. The reconstruction problem is approached by a sparse recovery method which leads to an optimization problem. In [22] , the one-bit CS algorithm is applied to suppress ghosts for SAR imaging. Results show that nonlinear methods are effective to eliminate high-order harmonics. Unfortunately, when all three domains, i.e., the spatial, slow time and fast time domain, are considered for the fully digital radar, the number of observations in one coherent pulse interval (CPI) is generally very large [19] . The large dimension of the signal observation model makes the current nonlinear methods incapable to work again.
In [19] , spectrum of one-bit signals and target detection method for the LFMCW radar are studied. The received signal model before one-bit quantization in each of the three domains is established as a sum of sinusoidals, and after one-bit ADC, it is shown that higher-order harmonics are all discrete frequencies and can lead to target-like FAs. To perform target detection, a novel dimension-reduced generalized approximate message passing (DR-GAMP) method is proposed. In this paper, we focus on the one-bit LFM pulse radar. Different from the one-bit LFMCW radar, the received signal in the fast time domain for the one-bit LFM pulse radar is a sum of LFM pulses with different delays. The difference brings new characteristics of high-order harmonics and hence results in new challenges for target reconstruction. The main contributions of this work are as follows:
Firstly, characteristics of high-harmonics in the fast time domain are studied for the one-bit pulse radar. It is indicated that one-bit quantization generates two kinds of highorder harmonics, i.e., unmatched and matched harmonics.
Unmatched harmonics may raise the detection background, while matched harmonics may result in target-like FAs. The ranges of those target-like FAs are investigated as well.
Secondly, a two-stage approach jointly performing linear and nonlinear signal processing is proposed. Unlike the onebit LFMCW radar in [19] where we merely need to suppress high-order harmonics in the nonlinear processing stage, for the one-bit LFM pulse radar, unmatched harmonics should be firstly suppressed before predetection. The reason is that unmatched harmonics may reduce the predetection performance because of raising the detection background. Hence, for the proposed approach in this paper, we firstly suppress unmatched high-order harmonics before predetection in the linear stage. Then, predetection is carried out based on a constant false alarm rate (CFAR) detector and a DR signal observation model is obtained. In the nonlinear stage, applying the DR-GAMP method in [19] , matched high-order harmonics are suppressed and true targets are reconstructed.
The rest of this paper is organized as follows. Signal model of the one-bit LFM pulse radar is introduced in Section II. Characteristics of harmonics in a multi-target signal model are analyzed in Section III. In Section IV, a two-stage target reconstruction approach is proposed. Section V reports the experimental results. Section VI concludes the paper.
II. SIGNAL MODEL OF THE ONE-BIT PULSE RADAR
We consider the fully digital one-bit LFM pulse radar. The transmitter is the same as the conventional radar. For clarity, the transmitted signal model is firstly provided and then the received signal model of the one-bit radar is established.
Consider a uniform linear array (ULA) with L antenna elements. For the lth element, the transmitted waveform can be represented as
where 0≤l≤L −1, T pul is the pulse duration, T I denotes pulse repetition interval (PRI) and f c denotes the carrier frequency. K is the number of pulse in one CPI. µ B/T pul represents the frequency modulation slope, where B is the signal bandwidth. a l is used for beamforming (BF) and the transmitted signals of all antenna elements combine in the space. For the fully digital receiver, a general model of data collection in one CPI is shown in Fig. 1 . The received data can be represented by a K ×L×N data cube R. Neglecting range-Doppler (RD) coupling and cell migration in one CPI, the element r(k, l, n) of the data cube R at baseband can be modeled as 1 r(k, l, n) For the conventional radar, signal processing is typically implemented over the three domains independently (airborne radar may adopt the space-time adaptive processing, known as STAP [23] ). In contrast, as will be seen later, nonlinear methods have to be used jointly to suppress high-order harmonics. In order to satisfy the requirement of nonlinear processing, we further represent the received signal model in matrix forms.
We firstly consider the fast time domain. Assume the valid observation time duration T I − T pul in the fast time domain is uniformly divided into M r grids. The grid interval is c(T I − T pul )/2M r . Generally, M r ≥ N , i.e., the grid interval is not large than the range resolution (given by c/2B = c/2f s ). In order to establish the signal model, we assume that targets lie on the grid here. Construct a 2 Sampling frequency is an important parameter for one-bit radar. Details about the considerations of sampling frequency selection, please refer to [19] . 
Then, for the given lth antenna element and kth pulse, the signal in the fast time domain can be represented as
where
is the complex amplitude of a target whose corresponding range is (cT pul +cm r T s N /M r )/2. If |x r,m r (k, l)| > 0, a target is present at this range. Otherwise, target is absent.
In the spatial domain, the spatial frequency interval [0, 1] is discretized into M sp grids and in general, M sp ≥L as well. Similarly, in order to establish the observation model in the spatial domain, we assume the spatial frequencies of targets lie on the grids as well. We construct a dictionary matrix A sp 
Similar to the spatial domain, the for the lth antenna element and nth range cell, the observation model in the slow time domain can be represented as
where Combining (4), (5) and (6), the received data cube R in Fig. 1 can be reduced to a KLN ×1 column vector which is given by
where 
where || · || 0 denotes the zero pseudo-norm. Note that in practice, targets are generally off-grid i.e., targets do not lie on the grid exactly. However, when the dictionary is densely enough (the number of grids is large enough), (7) is valid and x is approximately sparse [24] .
A will be seen later, conventional linear processing methods are incapable to completely suppress high-order harmonics caused by one-bit quantization. While for nonlinear methods, they are generally unaffordable to recover x based on the signal model in (7) because of the very large dimension in practice. For example, let K = 50, L = 200 and N = 200. The dimension of r is 10 6 × 1. Further, assuming r and x have the same dimension, the dimension of A is 10 6 × 10 6 which leads to difficulties with computation and memory. In this paper, based on the harmonic characteristics of the one-bit signal, a joint approach that combines linear and nonlinear signal processing is proposed for target reconstruction.
III. HARMONIC ANALYSIS OF ONE-BIT SIGNAL
In (2), it is shown that in the slow time and spatial domain, the received signal before one-bit quantization is a sum of sinusoidals. High-order harmonics caused by the onebit ADC merely appear at certain discrete frequencies [19] . In contrast, the signal in fast time domain is a sum of LFM pulses with different delays and it will bring new challenges for target reconstruction. In this Section, we mainly analyze harmonics of one-bit quantized signal in the fast time domain in a scenario with multiple targets and investigate their effects on the linear signal processing.
In the continuous form, the received signal (without considering the slow time and spatial domain) can be represented as
where A p and p are the amplitude and phase of the pth target, respectively. For any two targets with delays of τ p 1 and τ p 2 , if |τ p 2 − τ p 1 | > T pul , i.e., the two targets have no overlap in the fast time domain, high-order harmonics are all self-generated, i.e., no coupling exists between targets. If |τ p 2 − τ p 1 | ≤ T pul , both self-generated and cross-generated high-order harmonics will appear. Here, we consider the general case that |τ p 2 − τ p 1 | ≤ T pul . The overlapping time duration is given by T w = T pul − |τ p 2 − τ p 1 |. Because the spectrum of the time window rect(t/T w ) is known, we ignore the term rect(·) for simplicity in the following 3 . Instead of (8), we analyze the spectrum of
The real part of v qc (t) is firstly considered. Let u(t) = P p=1 A p cos(π µ(t − τ p ) 2 + p ) and w r (t) = Re(w(t)). The real part of v qc (t) is given by
where 0 = 1 and m p = 2 for m p ≥ 1 [19] . J m p (·) is the Bessel function of the first kind and equality (a) follows from [25, pp. 361] . (10) shows that the one-bit signal v q (t) not only preserves the original components (known as fundamental components as well), but also includes new components (known as high-order harmonics). The high-order harmonics consist of both self-generated and cross-generated terms.
Amplitudes of both fundamental components and highorder harmonics are random because they are related to noise. As will be seen later, the one-bit signal is firstly processed using linear methods, e.g., pulse compression (PC) [23] . Since the number of observations in one CPI is generally very large, the linear processing precedures can be regarded as an averaging process over the noise w r (t). Then, similar to [19] , amplitudes of the fundamental and high-order harmonics can be represented using their average values which are given by (11) , as shown at the top of the next page. In (11), E(·) denotes the expectation operation and here it is taken with respect to the noise w r . σ 2 w r is the noise power of w r and
2 ). Let m = m 1 + . . . + m P , m is referred as the order of harmonics and m ≥ 0. When the received signal is the sum of sinusoidals, the average amplitudes of m-order harmonics have been analyzed in [19] . Though the received signal in the fast time domain is the sum of LFM signals, the analysis results of average amplitudes still apply. The reason is that as shown in (11), the average amplitudes of m-order harmonics is not determined by the term cos(·) but A p .
It is shown in [19] that for an even m (including m = 0), the average amplitudes both self-generated and cross-generated harmonics are equal to zero. For an odd m, when m = 1, there are P terms that are corresponding to the fundamental components of the P targets. For many applications, only 3-order harmonics are required to take into consideration because the energy of harmonics decrease rapidly with the order m. Since the average amplitudes have been analyzed in [19] , we mainly focus on the characteristics of the fundamental components (m = 1) and 3-order harmonics.
Here, we consider a special case P = 2, since it is enough to reveal the characteristics of both self-generated and crossgenerated harmonics. Let h R 
Further, we consider the complex signal. For the first target, the received signal can be rewritten as csign(A 1 e jπµ(t−τ 1 ) 2
Then, the fundament component caused by the image part of the (13) is
Based on (12) and (14), the fundamental component of the one-bit complex signal of the first target can be represented by
where c 1,0 =c 1,0 exp(j 1 ) is the complex average amplitude. Similarly, for the second target, we have
For the conventional radar, PC is generally applied to improve SNRs of targets in the fast time domain. The reference signal of PC is
Clearly, the fundament components in (15) and (16) are still matched with the reference signal in (17) . The conventional linear processing method is still effective to improve SNRs of targets. Similar to the derivation of the fundamental components, the 3-order self-generated harmonics are given by
As for cross-generated harmonics, referring to the Appendix, there are 4 terms at P = 2:
(18)- (23) are all undesired components and according to their frequency modulation slopes, they can be divided into two types, i.e., matched harmonics and unmatched harmonics. The two kinds of harmonics result in two harmful effects on the conventional signal processing:
• Matched harmonics may result in target-like FAs. (22) and (23) show that frequency modulation slopes of h 1,2 (t) and h 2,1 (t) are the same as the transmitted signal in (1). Hence, the two terms can be integrated coherently by PC and may result in FAs at delays of (2τ 2 − τ 1 ) and (2τ 1 − τ 2 ). The corresponding ranges of the two FAs are c(T pul + 2τ 2 − τ 1 )/2 and c(T pul + 2τ 1 − τ 2 )/2, respectively.
• Unmatched harmonics may increase the detection background levels. The frequency modulation slopes of the four 3-order harmonics in (18)- (21) are all of −3µ. Obviously, the four terms are unmatched with the reference signal in (17) and their SNRs will not be improved when PC is implemented in the fast time domain. However, in the slow and spatial domain, the four terms can still be integrated coherently [19] by linear signal processing methods, e.g., FFT. Therefore, the background levels of range cells corresponding to the four terms may increase, and this may result in performance loss of target detection when a true target locates at those range cells.
IV. TARGET RECONSTRUCTION
Section III shows that one-bit signals still contain fundamental components that can be used for target reconstruction and linear methods are effective to improve target SNRs. Nevertheless, linear methods are difficult to avoid the influences of 3-order harmonics. To overcome the drawback, nonlinear methods, e.g., GAMP, can be adopted for target reconstruction since they take the quantization effects into considerations. Unfortunately, the number of grid in (7) is typically very large and GAMP can not be implemented directly. In this paper, a joint approach combining linear and nonlinear signal processing is proposed. Firstly, linear processing is efficiently applied to perform the unmatched harmonic suppression (HS) and dimension reduction. Then, GAMP algorithm is adopted to recover the true targets and simultaneously suppress FAs caused by matched harmonics. The proposed target reconstruction approach for one-bit LFM pulse radar is shown in Fig. 2 . Though the DR-GAMP approach has be used for one-bit LFMCW radar in [19] , we also outline the this method in the following for completeness.
A. LINEAR PROCESSING OF ONE-BIT SIGNALS
In order to suppress unmatched harmonics, a Doppler movement block is added before the one-bit ADC for each antenna elements. In this subsection, the method of unmatched HS is firstly provided. Then, a DR signal observation model is established.
1) SUPPRESSION OF UNMATCHED HARMONICS
(18)- (21) show that unmatched 3-order harmonics enlarge the bandwidth of the received signal. For linear signal processing, oversampling can reduce the spectrum aliasing [26] , [27] . Nevertheless, oversampling will increase the data rate generated by antenna array. In this paper, we apply the Nyquist sampling rate and perform unmatched harmonic suppressions in the slow time domain through a novel method that can separate unmatched harmonics from fundamental components, as shown in Fig.3 . Assume the Doppler interval of targets is (
2 ). Without loss of generality, we still consider a scenario with two targets and the Doppler frequencies of the two targets are f d,1 and f d,2 , respectively. For the 6 3-order harmonics h 3,0 (t), h 0,3 (t), h 1,2 (t), h 2,1 (t), h 1,2 (t) and h 2,1 (t), their corresponding Doppler frequencies are [19] , respectively. Obviously, the Doppler interval of 3-order harmonics is (−3f d,max /2, 3f d,max /2) and is overlap with that of fundamental terms. Nevertheless, note that the frequency signs of the fundamental terms are different from that of unmatched 3-order harmonics. If the Doppler interval of targets is moved to (0, f d,max ), the intervals of unmatched harmonics are (−3f d,max , 0). At PRF = 4f d,max , as shown in Fig.3 , the Doppler intervals of unmatched harmonics are (−2f d,max , 0) and (f d,max , 2f d,max ). Unmatched harmonics are separated from fundamental components and then they can be easily suppressed. 4 The Doppler frequency movement can be carried out using phase shifters before the one-bit ADC in slow time domain. For the kth pulse, the phase needed to be shifted is πf d,max kT I and the received signal in (2) changes into Subsequently, applying the CFAR detector 5 , target predetection is performed for the reduced data cube Y . In this paper, order statistic (OS) CFAR is adopted and is sequentially performed in the three domains. The predetection threshold is γ . Let I denote the number of predetection targets (PTs) andx ς = [x ς (0), . . . ,x ς (i ) , . . .x ς (I −1)] T ∈ C I × 1 5 [19] shows that after linear signal processing, noise obeys Gaussian distribution. At a given noise FA rate P FA,w , we can obtain the detection threshold γ . In general, PTs consist of three parts, i.e., true targets, FAs caused by the 3-order harmonics and FAs caused by noise. The threshold γ can be set based on a given noise FA rate P FA,w which is generally very small, e.g., ranging from P FA,w = 10 −2 ∼ 10 −6 . On the other hand, for many practical applications, true targets are sparse in three domains. Then, FAs caused by 3-order harmonics are generally spare as well, i.e., the 3-order harmonic FA rate P FA,h satisfies P FA,h << 1. Therefore, we have
Considering the definition of grids in (4), (5) and (6) Further, we introduce a common overgridding factor
where r a denotes a positive integer in our paper. Obviously, a higher value of r a indicates larger number of grids in the three domains. As will be seen later in the Section V, when targets are off-grid, in order to suppress matched 3-order harmonics, r a should be increased. Define a vector (26), (7) can be reformulated as r = csign(A(x κ + x ) + w) (27) where x = x − x κ . Referring to the idea of dimension reduction in [19] , (27) can be approximated as
A ς ∈C KLN ×I is the approximate observation matrix and
f d,i and f sp,i are the corresponding Doppler and spatial frequencies of the ith PT. Compared with (7), the dimension of the observation matrix in (28) are significantly reduced because I << M sp M d M r . Then, based on known A ς and r, nonlinear algorithm can be adopted to recover x ς .
B. NONLINEAR RECONSTRUCTION
The problem of the target reconstruction is to find a vector x ς that is consistent with the observation model in (28) . In this paper, Bayesian methods are applied to recover x ς . Target reconstruction can be abstracted as a sparse signal recovery problem in the generalized linear model (GLM).
Here, the GAMP algorithm [29] is adopted to solve the recovery problem. To implement the algorithm, we impose the Bernoulli Gaussian prior distribution for the vector x ς , i.e., (30) where prior nonzero mean µ κ , variance σ 2 ς , and the sparsity rate ρ ς are all unknown. Let θ = [ρ ς , µ ς , σ 2 ς ] T , expectationmaximization (EM) algorithm is incorporated to learn the parameters [30] iteratively. Details about the implementation of GAMP including the EM step, please refer to [31] .
denote the reconstructed vector. Based onx ς , target detection can be then implemented to detect true target and remove FAs in pre-detection vectorx ς , which is out of the scope of our discussion.
The computation complexity of GAMP is determined by the dimension of matrix A ς [19] . Since A ς ∈C KLN ×I , the computation complexity is given by O(KLNI ). In contrast, if GAMP is performed directly based on the matrix
and it is unaffordable in practice. Hence, computation complexity is reduced significantly since
To illustrate the effectiveness of the proposed approach conveniently, based on the recovery vectorx ς , we can obtain the recovery dataŝ:ŝ
Further, based onŝ, a data cubeR with the same form of the received data cube R in Fig. 1 can be obtained. Adopting the same linear methods to processR as R, we can acquire a C d ×C sp ×C r data cubeŶ. As will be shown later, the strength of harmonics inŶ can be largely reduced.
V. NUMERICAL RESULTS
In this Section, effects of 3-order harmonics on linear signal processing methods are firstly evaluated. Then, the effectiveness of the proposed method on suppressing harmonics and recovering true targets are investigated. Here, the variance 2σ 2 be estimated through a training process in the built-in selftest (BIST) stage of radar [19] . The threshold γ of the OS CFAR in the first stage is γ = αx η . α is a scale factor and is set as α = 10.1 dB. x η is the ηth order statistic of reference cells. Assume the number of reference cells are R d , R sp and R r in the three domain, the corresponding values of η are 0.75R d , 0.75R sp and 0.75R r . Details about OS CFAR, please refer to [23] . At α = 10.1 dB, R d = R sp = R r = 32, the noise FA rate is about 1.2 × 10 5 . Radar parameter settings are shown in Table 1 .
A. EFFECTS OF HARMONICS ON THE LINEAR SIGNAL PROCESSING
We discuss the effects of 3-order harmonics on the linear signal processing without the Doppler movement block. Consider a scenario with two targets. Target parameters are set as follows: SNR 1 = SNR 2 = −3 dB, f sp,1 = f sp,2 = 0 Hz, f d,1 = −0.06 (normalized 6 ), f d,2 = 0.1, n 1 = 100 and n 2 = 110. According to n 1 and n 2 , the ranges of two targets are r 1 = cT pul /2 + (n 1 − 1)c/2f s = 2985 m and r 2 = cT pul /2 + (n 2 − 1)c/2f s = 3135 m, respectively.
When conventional linear methods are adopted to process one-bit signals, 3-order harmonics caused by one-bit quantization decrease target detection performance, as shown in Fig. 4 . It is indicated that at our parameter settings, four 3-order harmonics results in harmful effects. 7 Firstly, two unmatched 3-order harmonics, i.e., the term h 1,2 (t) in (20) and the term h 2,1 (t) in (21) , raise the background level. If a true target locates on cells that are influenced by the unmatched 3-order harmonics, detection probability will be reduced. Secondly, two matched 3-order harmonics, i.e., the term h 1,2 (t) in (22) and the term h 2,1 (t) in (23) , can result in FAs since their SNRs is larger than 20 dB, as shown in Fig. 4(c) . According to (22) and (23), because the delays of the two harmonics h 1,2 (t) and h 2,1 (t) are 2τ 2 − τ 1 and 2τ 1 − τ 2 , the corresponding ranges of the two FAs are 
B. HS AND TARGET RECONSTRUCTION
In this subsection, the effectiveness of our proposed method is investigated for both on-grid and off-grid cases. We consider scenarios with two targets as well and the SNRs of the two targets are SNR 1 = SNR 2 = −3 dB.
1) ON-GRID CASE
The overgridding factor in (25) settings, both unmatched harmonics and matched harmonics can be removed in the linear processing stage. We mainly focus on the target reconstruction performance based on the DR model in (28) . For the second scenario, we adjust the Doppler frequencies of the two targets and set f d,1 = 0.02 and f d,2 = 0.05. In this case, matched harmonics can not be removed by the linear processing. Performance of the matched HS will be demonstrated.
• Scenario 1: Numerical results are presented in Fig. 5 .
Compared with Fig. 4 (a) , Fig. 5(a) shows that after Doppler movement in the linear processing stage, the Doppler interval of true targets separate from that of unmatched 3-order harmonics. Obviously, unmatched 3-order harmonics can be suppressed by removing the cells corresponding to the invalid Doppler intervals, as shown in Fig. 5(b) . At this parameter settings, the matched 3-order harmonics are suppressed as well since they are moved to the invalid Doppler intervals. Normalized amplitudes of x ς ,x ς andx ς are shown in Fig. 5(c) . In the simulation, ||x ς || 0 is 19, that is, 19 PTs are predetected including 2 true targets and 17 noise FAs. The reconstruction results show that the proposed approach can recovery true targets based on the signal observation model in (28) . In Fig. 5(d) , the range-Doppler (RD) map (including cells belong to the invalid Doppler intervals) is provided based on the reconstructed signal in (31) . It is shown that compared with the original RD map in Fig. 5(a) , 3-order harmonics are suppressed significantly.
• Scenario 2: Numerical results are presented in Fig. 6 . It is shown that matched 3-order harmonics result in 2
FAs in the linear processing stage. In Fig. 6(b) , it can be seen that 26 PTs are predetected, including 2 true targets, 2 FAs caused by matched 3-order harmonics and 21 noise FAs. Then, applying the GAMP algorithm, 3-order harmonics are suppressed largely, and simultaneously true targets are recovered. The reconstructed RD map in Fig. 6 (c) further demonstrates the effectiveness of the proposed approach.
2) OFF-GRID CASE
For the off-grid case, the parameters of the two targets are set as follows: Under each r a , the biases between the true value of targets and their nearest grids are provided in Table 2 . Though targets are off-grid, it has no effect on linear processing. True targets can be still predetected at cells (known as grids as well) that are generally adjacent to the true targets. Then, based on the predetection vectorx ς , the proposed method can be implemented to recover targets as well.
Normalized amplitudes ofx ς andx ς under different r a are provided in Fig. 7 . Since targets are off-grid, the true vectors are not plotted. It is shown that normalized amplitudes corresponding to true targets inx ς can be all recovered at different r a . The ability of HS improves as r a increases. For r a = 1, the GAMP is almost ineffective to suppress harmonics. While for r a = 4, it suppresses the harmonics effectively. It is indicated that reducing the grid intervals are favorable for HS. 
VI. CONCLUSION
In this paper, target reconstruction for the one-bit LFM pulse radar is investigated. Harmonics caused by one-bit quantization are firstly analyzed and their effects on linear processing methods are discussed. It is shown that the 3-order harmonics consist both unmatched terms and matched terms. The unmatched terms may raise the background level of target detection, while matched terms may result in FAs. Linear processing methods are incapable to suppress 3-order harmonics completely. Then, a two-stage approach combining linear and nonlinear signal processing is proposed to perform target reconstruction. Linear signal processing is first implemented to suppress unmatched 3-order harmonics and predetect targets. Based on predetection results, the number of grids in the target space is largely reduced and a DR observation model is obtained. Further, the GAMP algorithm is used to reconstruct true targets. Numerical experiments for both on-grid and off-grid cases show that the proposed method is effective to suppress 3-order harmonics and recover true targets.
In many applications, clutter and jamming are important components of radar echoes. When clutter and jamming are taken into account for the one-bit radar, the coupling relationships among clutter, jamming, target and noise are very complex and hence will result in new challenges. In the future, target reconstruction under the background of clutter and jamming deserves in-depth study.
APPENDIX
Let θ 1 = π µ(t − τ 1 ) 2 + 1 , θ 2 = π µ(t − τ 2 ) 2 + 2 and v qc (t) = csign(exp(jθ 1 ) + exp(jθ 2 ) + w(t)). v qc (t) can be rewritten by v qc (t) = sign (cos(θ 1 )+cos(θ 2 )+Re(w)) + jsign (sin(θ 1 ) + sin(θ 2 ) + Im(w)) = sign (cos(θ 1 ) + cos(θ 2 ) + Re(w)) + jsign (cos(θ 1 −π/2)+cos(θ 2 −π/2)+Im(w)) (32) At P = 2, based on (11), the 3-order cross-generated terms g 1,2 (t) is given by 
Similarly, the 3-order cross-generated terms g 2,1 (t) can be represented as Then, based on (33) and (34), the 3-order cross-generated terms can be further represented by the following 4 terms: 
h 2,1 (t) = c 2,1 exp(−j(θ 1 + 2θ 2 )),
h 1,2 (t) = c 1,2 exp(j(2θ 2 − θ 1 )),
h 2,1 (t) = c 2,1 exp(j(2θ 1 − θ 2 )), 
