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ABSTRACT 
We derive simple analytical upper bounds on the spectral condition number 
associated with the preconditioning of large sparse linear systems by the so-called 
modified block incomplete factorizations. The results prove to handle a large class of 
discrete second-order elliptic partial differential equations and support the conclusion 
that sparse approximate block-matrix factorizations provide powerful preconditioners. 
1. INTRODUCTION 
The general background of the present work is the solution of symmetric 
positive definite (SPD) large sparse linear systems by the preconditioned 
conjugate-gradient (PCG) method. As is well known, for the convergence to 
be fast, the preconditioning matrix should be constructed so as to have the 
following spectral properties: 
(1) The interior eigenvalues of the preconditioned system should be as 
clustered as possible; good separation of the extremal eigenvalues is also of 
benefit [24]. 
(2) The spectral condition number of the preconditioned system should 
be as small as possible. 
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In this respect, it has been found that the modified block incomplete 
factorizations of system matrices are powerful candidates. Theoretical and/or 
numerical results that display how such preconditioners meet the first re- 
quirement may be found in [4, 5, 121, and much attention has been recently 
devoted [3, 8, 20, 21, 231 to theoretical investigation of the second topic. Our 
purpose here is to provide, on the basis of the upper-bound theories 
developed in [2I], simple analytical bounds suitable to predict the behavior of 
the preconditioners involved. 
The outline of the paper is as follows. Section 2 gathers definitions and 
notation we shall need. Section 3 recalls some relevant characteristics of the 
block approximate factorizations under consideration here. Section 4, the 
main contribution of the work, deals with spectral bounds for pencils of 
matrices A-vB, where A denotes a given SPD matrix and B its approximate 
block factorization. To illustrate the merit of our conditioning analysis, some 
examples are given in Section 5. 
2. GENERAL TERMINOLOGY AND NOTATION 
For the sake of easy reference, we collect here the definitions and 
notation that will be used throughout the paper. 
The symbols At, A+, p(A), h,,“(A), and A,,,( A) denote, respectively, 
the transpose, the Moore-Penrose inverse [lo], the spectral radius, and the 
smallest and the largest eigenvalues of the matrix A. 
The order relation between real matrices and vectors is the usual compo- 
nentwise order: if A = (a,) and B = (bij), then A < B (A < B) if aij < bij 
(aij < bi .), for all i, j; A is called nonnegative (positive) if A > 0 ( A > 0). If 
A = (aiji, we denote by diag( A) the (d’ g la onal) matrix whose entries are 
aij sij, and we let offdiag( A) = A - diag( A). Similarly, tridiag( A) denotes 
the tridiagonal matrix whose tridiagonal part consists of the three main 
diagonals of A. By e we denote the vector with all components equal to 
unity. By a (0,l) matrix, we understand a matrix whose nonzero entries are 
equal to unity. 
A real square matrix A is called an M-matrix if there exists a nonnegative 
number s such that sl - A 2 0 with p(sI - A) < s. A symmetric M-matrix 
is called a Stieltjes matrix [ll]. 
2.1. Hadamard Multiplication 
We recall that the Hadamard product A * B of the matrices A and B of 
the same dimensions, with scalar entries ai1 and bij, is the element-by-ele- 
ment multiplication, i.e. with (A * Bjij = aijbij, and that the unit matrix with 
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respect to Hadamard multiplication, denoted E, is the matrix whose entries 
are all equal to unity. 
2.2. Standard LU Factorization 
By the standard point LU factorization of a (Stieltjes) matrix A, we 
understand the factorization A = U tP- ’ U such that U is upper triangular 
and P = diag(U). 
2.3. Partitionings 
Any partitioning of an n-vector x = (x1) into block components x, of 
dimensions nl, Z = 1,2. . . , M (with Cr= in1 = n> is uniquely determined by 
. . 
a partitioning rr = (m ) I l<Z<M of the set of the first n integers. We assume 
throughout the paper that all n-vectors are partitioned according to a given 
such partitioning. The same partitioning rr induces also a partitioning of any 
n X n matrix A into block components AzJ of dimensions nz X n,, and we 
similarly assume that all n x n matrices are partitioned in this way. Lower- 
case indices refer to scalar entries, and capital indices to block entries. Thus 
scalar (respectively, block) entries of an n X n r-partitioned matrix A are 
denoted ajj ( AzJ). When needed, scalar entries of block entries of A are 
denoted ( AzJ)ij, a notation which implies that i E 7rz and j E rr,. Similar 
notations are used for vector components, except that we always represent 
vectors by small letters. 
A matrix which is block diagonal (triangular) relative to a r-partitioning 
will be referred to as rr-diagonal (n-triangular). In order to avoid confusion, 
we also write sometimes diagP( A) for diag( A) and offdiag,( A) for offdiag( A), 
the subindex p stressing that these notions refer to the point partitioning. 
2.4. Graph Notions 
We refer to [13, 151 for the general terminology on matrix graphs, with 
the warning that all graphs considered here are ordered undirected graphs. 
We recall that the quotient graph of the matrix H with respect to the 
partitioning rr = (7~~)~ < z < M, denoted G( H )/T, may be identified with the 
node set {1,2. . , M) together with the edge set E(G) defined by {I, J} E 
E(G) if and only if Hz1 # 0 or H,z # 0. The following more specific concepts 
borrowed from [6, 9, 151 will also be of help. 
An increasing path in a graph G is a path I,, I, , , I, such that 
I, < I, . . . < Il. For any node Z of a graph G, the ascent As(Z) and the 
descent Ds(Z) of I are defined as 
As(Z) = {J; th ere exists an increasing path from J to I}, 
Ds( I) = {J; th ere exists an increasing path from Z to J} 
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Observe that I E As(Z) and Z E Ds( I>, because a path of zero length is 
an increasing path. 
For any nonempty subset 9 of the node set of a graph G, the ascent 
AS(~) and the descent Ds(3) of 9 are defined as 
As(y) = u As(J), 
Id 
Ds(9) = u Ds(]). 
JO 
The maximal increasing length Z(S) of a nonempty subset 4 of the node 
set of a graph G is the length of a longest increasing path in the subgraph of 
G induced by 9. We further set Z(0) = - 1 and use (for any node I) the 
notation I, to denote the maximal increasing length of As(Z), i.e. 
1, = Z(As( I)). 
A node J of the graph G is called a precursor [successor] of another 
node Z of G if (I, J> belongs to the edge set of G with J < Z [J > I]; the set 
of precursors [successors] of I is denoted by P(Z) [S(Z)]. 
An initial node in a graph G is a node Z such that P(Z) = 0. 
A rooted increasing path in a graph G is an increasing path whose first 
node is an initial node. The symbol 9?,(G) will be used to denote the set of 
rooted increasing paths of G ending at node 1. 
2.5. Path Function 
Consider a graph G with node set J% = (1, , M}. Let {c,; Z EYGJ} 
be a given sequence of numbers such that - 1 < cr < 1. The path function 
f<-> associated with the sequence {cI; Z E 9 CM) is defined for any rooted 
increasing path p = I,, I,, . . , I, by [6] 
with 
f(P) =f1, 
f1, = 1 
fl, = f 
1, 1 $1 
- 
1 - CI 
for l<r<Z. 
r 
(2.1) 
(2.2) 
(2.3) 
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The number 
TnJ = max f(P) 
pEWI 
(2.4) 
is defined as the muximal value of s,(G) with respect to the path function 
f(*>. 
REMARK 2.1. 
(1) Obviously, f(p) 2 1 f or any rooted increasing path p. Further, 
f(p) 3 2 if c1 > 0 for Z EYG&. 
(2) If c1 = 0 for Z EYGJ, then f( p> = Z( p> + 2, where I( p> stands 
for the length of the rooted increasing path p. 
The following hypotheses will be made in various situations in this work. 
(Hl) A = D - Ft - F is Stieltjes matrix such that D is r-diagonal and 
F is strictly m-upper triangular. 
(H2) x is a positive vector such that Ax > 0. 
(H3) P is a 7xliagonal Stieltjes matrix such that offdiagr(P) < 
offdiag,( 0). 
(H4) B = (P - Ft)P-‘(P - F). 
(H5) L?= (1,2,. . ., A4 - l}. 
We shall also make use of the following number: 
7j = maxml, 
I& 
(2.5) 
where m, denotes the maximal value of %r(G) with respect to the path 
function associated with a specified sequence of numbers (c,; Z ~9’) such 
that - 1 < c1 < 1, G being the subgraph of G( F)/T induced by 9. 
3. MODIFIED INCOMPLETE BLOCK FACTORIZATIONS 
For simplicity, we only consider factorizations with no fill-in allowed 
outside the block diagonal part of a given Stieltjes matrix. 
We assume (Hl) and (H2). Let p and y be symmetric (0, 1) matrices and 
P denote the 4iagonal matrix whose entries are determined by the follow- 
ing algorithm: 
P,, = 41, 
(3.1) 
PII = 4, - 4, * 2 Q Z Q M, 
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where Kss = yss * Psi and where 0,, is the p-diagonal matrix defined by 
l-l 
fi,,XI = c F,‘,P,+Fs, - Prr * 
II 
XI. (3.2) 
S=l 
The matrix B = (P - F’)P-‘( P - F) will be referred to as the modz$ed 
block incomplete LU factorization of A associated with x, P, and y; 
“modified” refers here to the definition (3.2) of a,, [the unmodified incom- 
plete LUfactorizations of A being defined by (3.1) with 0,, = O]. 
Conditions under which the nonsingularity of the matrix P is assured 
have been obtained in [5, 121 for block tridiagonal matrices, and in [l, 7, 8, 
231 for unstructured block matrices. For completeness, we report the follow- 
ing result borrowed from [23] (Le mma 2.1 and Theorem 2.I>, which pro- 
vides, besides a nonsingularity criterion, some other properties related to the 
algorithm (3.1)-(3.2). 
THEOREM 3.1. In addition to (Hl), (H2), and (H5), we assume that 
(a> each T-diagonal entry D,, of the matrix D is irreducible, 
(b) for each Z ~9, there exists some J, I < J < M, such that FIJ # 0, 
and 
(c) /3 and y are specified symmetric (0,l) matrices. 
Then the modified block incomplete LU factorization B = (P - F*)P-l(P - 
F) of A associated with x, p, and y is well defined. Further, 
(1) P is a Stieltjes matrix whose n--diagonal entries PI, are all irreducible, 
with (P - F)x > Ax, 
(2) B is positive definite with Bx = Ax and offdiagr( A - B) < 0, and 
(3) offdiagr(P> < offdiag,(D). 
4. CONDITIONING ANALYSIS 
It is well known that the number of PCG iterations required to reduce the 
initial error by a given factor grows at most like 0(&l, where K stands for 
the spectral condition number of the preconditioned system (see e.g. [16, 2, 
141). The problem under consideration in this section is that of bounding this 
condition number by analytical expressions which display its order of magni- 
tude. For this purpose, we need upper and lower eigenvalue bounds for 
pencils of matrices A - vB where A and B are SPD. 
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4.1. Lower Eigenvalue Bound 
The following result, which is an adaptation of Theorem 4.3 of [B] to our 
framework, is sufficient. 
THEOREM 4.1. Let A and B be m-partitioned SPD matrices such that 
(1) offdiag,(A - B) Q 0, 
(2) there exists a positive vector x such that Bx < Ax. 
Then 
A,& B-lA) > 1. (4.1) 
4.2. Upper Eigenvalue Bounds 
Upper eigenvalue bounds covering preconditioning by modified incom- 
plete block factorizations have been obtained and/or improved in [3, 8, 20, 
21, 231. The best results to date are Theorem 3.1 of [23] and Theorems 3.4 
and 3.5 of [21]. Their respective qualities have been numerically investigated 
in [21]. Our purpose in the remainder of this section is to use these results to 
derive analytical expressions better suited to display the qualitative behavior 
of these preconditioning techniques. 
THEOREM 4.2. In addition to (Hl), (H3)-(H5), we assume that there 
exists a positive vector x such that (P - F)x > 0 with ((P - FIX), > O for 
Z EL?. befine 
i- b- - inf{ t > 0; tPx > Fx} . 
(a> If 76 is such that 
Bx > (1 - Tb)k, 
then 
A,,,( @A) < &. 
h 
(b) Zf, in addition to the above assumptions, one has that 
(Bx), > 0 for Z ~3~ = {J; J E_YandP(J) # 0’) 
and 
((F - Ft)x), < (Bx), + cI(Px), for Z ~23 
(4.2) 
(4.3) 
(4.4 
(4.5) 
(4.6) 
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&&-‘A) f 7. (4.7) 
Proof. The inequality (4.4) immediately follows by application of Theo- 
rem 3.1 and Lemma 3.1(3) of [23]. T o p rove (4.7) it is sufficient, by (4.2) and 
(4.4), to show that ((P - F)x), > m,‘(Px), for Z EL?‘, which holds by 
Lemma A.2 of the Appendix. n 
THEOREM 4.3. In addition to (Hl), (H3)-(H5), we assume that there 
exists a vector x > 0 such that 
((2P - D)x), > 0 for z EL? (4.8) 
and 
Define 
(Px)M > 0. 
h, = inf{t > 1; ([(Z - l/t)P - D]x), > 0 
A, = inf{t > 1; ((tP - D)x)~ > 0). 
(a) If 
then 
A = max{h,, h,} 
A,,,( B-IA) < A. 
(4.9) 
fir Z EL?}, (4.10) 
(4.11) 
(4.12) 
(4.13) 
(b) v, b es8 s a a ‘de II b ove assumptions, one has that F > 0, 
Bx > 0, 
Bx2Ax, 
((Ft - F)x), < (Bx), for Z EL?, 
((F - F+), d (Z-k)] + c~(~x), for z ~9, 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
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where 0 < cI < 1 are given, then 
h,,,( B-lA) < if (FtXIM Q (BXIM> (4.18) 
otherwise. 
Proof. We recall from [ll] that a symmetric matrix H such that 
offdiagp( H > < 0 and Hv > 0 [ Hv > 0] for some positive vector u is nonneg- 
ative [positive] definite. The upper bound (4.13) then readily follows from the 
assumptions (H3) and (4.8)-(4.12), combined with Theorem 3.4 of [21]. 
Before proceeding further, observe that from the assumption F > 0, 
(4.141, and (the proof of) Lemma A.1 of the Appendix, one has for Z E_.Y U 
{M) that 
I 
(Bx), > 0 if I is an initial node, 
= (Br), + &,,$;,PI~l((P - Z+), 
> (Bx), > 0 otherwise, 
(4.19) 
which together with (4.9) and the assumption F > 0 implies that 
Px > 0 with (Px)~ > 0. (4.20) 
Consider a node Z in G(F)/r. A ssume first that it is an initial node; then 
Fil = 0 for all 1 < I. Therefore, if Z # M, one has by (4.15), (4.19), and 
(4.20) that _ 
((2P 
whence 
-t 
0)~)~ = ((2P - Ft - F - A)x), 
> ([P + (P-F - B)]x), 
= (PX)l 
g3 tc’( Px)l forany t 2 1. 
-‘)P - D]x), 2 0 forany t > 1. (4.21) 
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If Z = M, then by (4.19), (Px), = ((P - FIX), = (Bx),, which together 
with (4.15) and (4.20) yields 
((tp - 0)~)~ = ((tP - Ft - F -A)& 
2 ((tP - B)X)M z 0 for any t > 1. (4.22) 
Assume now that Z is not an initial node and Z EL?‘. Set 
WI = max m,; 
]EP(I) 
then m, = (wI + l)/(l - cl) by (2.1)-(2.4), whence by (4.171, (4.19), and 
Lemma A.2 of the Appendix, taking into account that 0 =G c1 < 1 for Z E-Y’, 
((P - F)x), 2 (Bx), + wp(Fq, 
2 (Bx), + (ml - l))‘(Ftx),, (4.23) 
which together with (4.16) and Remark 2.1(l) implies that 
(2Px - [l + (m, - I)-‘](Ft + F + R)x)~ 
= 2([ P - F - B - (m, - ~)-‘F’]x)~ 
+[l- (m, - l)p’](( I3 + F - F’)x), 
2 0. 
Multiply the left-hand side of the above equality by (m, - 1)/m, and 
combine with (4.15) to obtain 
[[(+-+)I= ([(2-+Ft-F-A]+ 
(4.24) 
Assume finally that Z is not an initial node and Z = M. Set 
WM = max m. 
JeP(M) ’ 
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Observe next that the inequality (4.17) is obviously satisfied for Z = M with 
ch4 = 0; therefore 
mLu =w,+1<7)+1, (4.25) 
where mM denotes the maximal value of si,(G(F)/r) with respect to the 
path function associated with {cl; Z ~9’ U (34)) [q is defined as in (2.5)1. 
In the case where the inequality (4.16) also holds for Z = M [say 
(Px), Q (Rx),], one can argue as in the proof of (4.24) and use (4.25) to 
get 
((-+.)~)~=([(2--++)~>0; (4.26) 
otherwise the argument stops at (4.23), yielding 
(PX)M 2 (BX)M + W$(Ff&4 > (BX)M + +(FtX)M, 
whence it follows that 
((@’ - D)& = ((VI’ - F' - F - A)x), 
2 ((VP - Ff - B)x), 
a (17 - l)(Bx), 2 0, (4.27) 
which concludes the proof. l 
REMARK 4.1. If the inequalities (4.6) or (4.17) are satisfied with c1 = 0 
for all Z ~9, then one has by Remark 2.1(2) that 
v<Z+l (4.28) 
where 1 denotes the length of a longest increasing path in G(F)/rr . 
The result we shall investigate now improves Theorem 3.5 of [21]. 
THEOREM 4.4. In addition to (Hl), (H3), and (H4), let P = U;P; ‘Up 
&note the standard point LU factorization of P, x stand for a given positive 
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vector, and A = (AiiSi,> denote the p-diagonal n X n matrix defined by 
Aiixi = max{O, (( D - ~P)x)~} for 1 < i < n. (4.29) 
Then 
CHY)i 
A,,,( B-‘A) 6 p(H) G ma - 
1gi<n y, ’ 
(4.30) 
where y stands any positive vector and 
H=(I-+-l~(l-@)-l+(Z-?-l+(I-+)~l (4.31) 
with 
F’ = P’/“U-tFU- lpl/2 
P P P P . 
Proof. Set C = D - 2 P - A and U = Pii2UFt( P - F). The matrices 
B and A may be rewritten in the form B = U’U and A = C + A + (P - 
F’) + (P - F). The matrix - C is nonnegative definite, since offdiagp( - C> 
< 0 and -Cx > 0 (see [ll]). On the other hand, UtAU-’ = VtCW1 + H, 
H being defined by (4.31). Hence 
h,,,( B-lA) = h,&FAU-‘) =G A,,,,,(H) = P(H), 
which, given that H 2 0, concludes the proof. W 
THEOREM 4.5. If, besides all assumptions of Theorem 4.4, one has that 
Bx > 0, (4.32) 
( Ft - F)x < Bx, (4.33) 
(P-F)x>Ax, (4.34) 
upx > 0. (4.35) 
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Then 
A,,,( @A) < l + 2, (4.36) 
where 1 denotes the length of a longest increasing path in G( F)/r. 
Proof. One has by (4.32) and Lemma A.1 of the Appendix (F 2 0 holds, 
since A is a Stieltjes matrix) that 
(P - F)x a Bx > 0, (4.37) 
whence it follows that 
and by (4.33) 
0 < P-‘Fx Q x (4.38) 
0 < P-‘F’x < P-‘( F + B)x Q x. (4.39) 
On the other hand, by (4.33), (4.34), and (4.37), one has that (2 P - D)x = 
(2 P - Ft - F - A)x = [2( P - F) + F - Ft - A]x > (B + F - F’)x > 0, 
which, together with (4.29), implies that A = 0. 
Set y = P;1/2Upx, and for each node Z E G(F)/m, set I, = l(As(Z)) 
and k, = I( Ds( I)). One has by (4.38) and (4.39) that 
(Hy)1= (P:/“u,-‘(z - F~P-l)-lu;P;l~~y)l 
+(P;‘12Up(Z - P-‘F)-1Up-1P;/2y), 
Z + ; ( FtP-l)’ 
J=l 1 
Z + 5 (P-‘F)’ 
J=l 1 
Z + 5 ( P-lFt)’ + (1 + k,)Y, 
J=l I 
G (5’ + I, + k,) yr, 
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whence in particular for any i E n-r (see Section 2 for the notation) 
( H!j), G (2 + I1 + kr) Yi, 
which, given that 
ends the proof. H 
5. EXAMPLES OF APPLICATION 
To display the practical interest of our analytical spectral bounds, we 
reconsider here the test problems examined in [21], say the linear systems 
deduced from application of the five-point finite-difference approximation on 
the two-dimensional PDEs 
-Va( x, y) Vu( x, y> =f( x, y> inR = (0,l) X (O,l), 
4x, y) = g(x, y) on To, (5.1) 
with 
where d denotes a positive parameter, and To and Ii are parts of the 
boundary I of 1R. A uniform grid of mesh size h in both directions and 
lexicographic ordering are used. Three situations for the boundary segment 
I’,, are explored. 
PROBLEM 1. F, = F. 
PROBLEM 2. rO = {h, y); 0 6 x G 1, y = 0). 
PROBLEM 3. r, = {(x, y); 0 Q x G 1, y = 1). 
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To facilitate the reading, we give in Figures 1-3 the (graphs, with respect 
to the point partitioning, of the) corresponding matrices, by using the 
following simple graph notation: given a matrix A = (aij>, the numerical 
value of each diagonal entry a,, is written inside a circle representing node i, 
while that of each off-diagonal entry a,, # 0 is written along the edge {i, j}. 
All these matrices are obviously (block tridiagonal) irreducibly diagonally 
dominant Stieltjes matrices. We consider the line partitioning n= = 
WI<I<W 
Let 
A=D-Fr--F (5.2) 
be the decomposition of any of the matrices involved into its r-diagonal part 
D, strictly n-lower triangular part - Ft, and strictly r-upper triangular part 
-F. We are interested here in the conditioning properties of the modijed 
block approximate factorization 
I? = (P - Ft)Ppl(P - F) (5.3) 
associated with IX = e, /3 = tridiagp(s), and 7 = tridiag,(s). For SPD matri- 
ces of the same structure as in Figures 1-3, the method is equivalent to 
MZW(1) of [12] and to MBZC of [4]. 
I I I I I 
I 
1 2 NO N,,+l... N 
FIG. 1. Graph (with respect to the point partitioning) of the matrix A for 
Problem 1. The ith node is i = i(q, r) = (r - 1)N + 9. 
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_d _d 
-0. 
-0. 
-0. 
-0. 
I I I I I I 
q 
1 2 ... No N,+l... N 
FIG. 2. Graph (with respect to the point partitioning) of the matrix A for 
Problem 2. The ith node is i = i(q, r) = (r - 1)N + q, 
From the algorithm (3.1)-(3.2) 
G(F)/rr = G(A)/ 
and Figures 1-3, one easily sees that 
7~ is a simple path of length 
l=M-1 (5.4) 
and that [in G(F)/r] 
Next, it follows from Theorem 3.1(2) and Theorem 4.1 that 1 is the actual 
smallest eigenvalue of the preconditioned matrix B-lA; therefore, its spectral 
condition number K(B-‘A) coincides with its largest eigenvalue. Further, by 
Theorem 3.1(2) again one has Be = Ae, or equivalently 
(P - F)e = Ae + FtPpl( P - F)e, (54 
whence, by Theorem 3.1(l) and (the proof 00 Lemma A.1 of the Appendix, 
(P - F)e > 0 for the first tw o problems, whereas ((P - F)e), = 0 for 
1 < I < M - 1 in the case of Problem 3, meaning that Theorem 4.2 only 
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r , 
M 
-0. 
M,,+l _ 
-0. 
MO 
-0. 
2 
-0. 
1 
I I 1 I I I 
9 
1 2 ... No N,+l--. N 
FIG. 3. Graph (with respect to the point partitioning) of the matrix A for 
Problem 3. The ith node is i = i(q, T) = (1. - 1)N + q. 
covers Problems 1 and 2, the constants cr in (4.6) being estimated by means 
of Lemma A.3 of the Appendix, which amounts to taking 
if Z=M,, 
otherwise. 
(5.7) 
For all the problems considered, given that Ae is not identical with the 
zero vector and that Z’ is a Stieltjes matrix, one readily deduces from (5.6), 
taking Theorem 3.1(l) into account, that Pe > 0 and therefore UPe > 0 
<UptPi’Up being the standard point LU factorization of P). Now, for Prob- 
lems 1 and 2 with d 2 1, since ((2A + 2F - D)e>, is nonnegative for 
Z = 1,2,. . . , M - 1 one has that 
((2P-D)e)i=([2(P-F)+2F-D]e),>0 for l<I<M-1, 
(5.8) 
showing that the requirements (4.8) and (4.9) of Theorem 4.3 are satisfied; 
one is then left with the problem of finding which of the additional, really 
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restrictive conditions (4.16) and (4.17) are satisfied [note that in the case of 
d < 1, the inequality (4.16) d oes not hold for Z = Ma]. As concerns the third 
problem, since ((P - F)e), = 0 for Z = 1,2, . . , M - 1 (see above), one has 
that 
((2P-D)e),=((2F_D)e),=O for 2<Z<M,,--1, (5.9) 
which prohibits the use of Theorem 4.3. 
Theorem 4.4 is however valid for all three problems, but useful informa- 
tion is provided only for Problems 1 and 3 with d > 1, the cases for which 
the requirements of Theorem 4.5 [(4.33) being the really restrictive one] are 
all met. 
The explicit expressions one can obtain in all favorable situations are 
gathered in Tables l-3. They may be obtained by elementary algebraic 
calculations. For convenience, we have assumed that M is odd for Problem 
1, where h = l/( M + l), and that it is even as far as the remaining ones are 
concerned, where h = l/M, so that 
I 
( M + 1)/2 for Problem 1, 
M, = M/2 for Problem 2, (5.10) 
( M + 2)/2 for Problem 3. 
The argument above, together with the results we have tabulated, clearly 
brings out the merit of the analytical bounds proposed in the previous 
section. Note however that all these bounds have not the same field of 
application. The one derived from Axelsson and Eijkhout’s theory [Equation 
(4.18)] bears the palm for Problem 1 with d = 1 (say, the classical “model” 
problem), but fails whenever a(x, y) presents a (strong) decreasing disconti- 
TABLE 1 
ANALYTICAL UPPER BOUNDS ON THE SPECTRAL CONDITION NUMBER K(BplA) 
FOR PROBLEM 1 
Upper bound 
Inecpralities d<l d=l d>l 
h-’ - 1 h-l - 1 
d+l 
(4.7) -h-l + d - 2 
(4.18) - ;(h-’ - 1) 
(4.36) - hk’ h-’ 
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TABLE 2 
ANALYTICAL UPPER BOUNDS ON THE SPECTRAL CONDITION NUMBER K( B - ‘A) 
FOR PROBLEM 2 
Upper bound 
Inequalities d<l d=l d>l 
d+l 
(4.7) h-’ h-’ -h-l + d - 1 
d+l 
(4.18) - h-’ -h-l + d - 1 
(4.36) - 
nuity along the y-direction, or if nodes associated with Neumann boundary 
condition are ordered first. The latter case turns out to be the only one not 
covered by Theorem 4.2 [Equation (4.711; to cope with such a recalcitrant 
case, the analytical bound derived from Theorem 4.4 [see Equation (4.3611 
should be called to the rescue; we lay stress on its outstanding behavior in the 
case of Problem 3 with d > 1 and, to a lesser extent, in the case of Problem 1 
with d > 1, where all other approaches either fail or give rise to d-dependent 
bounds. It should on the other hand be mentioned that the d-dependency of 
some of the analytical bounds reported in Tables 1-3 (the actual largest 
eigenvalues do not depend on d) is a shortcoming inherent to the corre- 
sponding basic theory (numerical confirmation is given in [21]>. We finally 
point out that for Problem 3 with d < 1, which evades all the analytical 
approaches, the actual condition number is very large in comparison with 
other cases. Table 4 shows how the conditioning deteriorates with small 
values of parameter d. In the latter case, the remedy is to reverse the 
ordering, returning to a situation similar to that of Problem 1 with d > 1, 
which is successfully covered by Theorems 4.2 and 4.3. It is evident that such 
TABLE 3 
ANALYTICAL UPPER BOUNDS ON THE SPECTRAL CONDITION NUMBER K( B - ‘A) 
FOR PROBLEM 3 
Inequalities 
Upper bound 
d<l d=l d>l 
(4.7) 
(4.18) 
(4.36) 
- 
- 
- 
- 
- 
11-l + 1 h-’ + 1 
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TABLE 4 
NUMERICALLY DETERMINED SPECTRAL CONDITION NUMBER K( i3 - “4) FOR PROBLEM 3 
WITH THE PARAMETER d RANGING FROM 10 - 3 TO 10’ 
K(B-‘A) 
h-l d = 0.001 0.01 0.1 1 10 100 
12 6.27 8.15 6.08 2.60 2.37 2.34 
24 22.94 33.53 12.73 5.02 4.20 4.14 
48 132.9 100.8 31.23 9.38 8.86 8.86 
96 653.2 309.8 77.65 18.34 17.14 17.08 
192 1931 944.5 167.7 35.80 35.04 35.0 
a simple solution is useless for many hard problems like test problem 2 in [12] 
or other problems with several discontinuities. 
6. CONCLUDING REMARKS 
The main conclusion to be drawn from the above discussion is that the 
analytical upper bounds developed here constitute useful tools when solving 
discrete PDEs with (average> mesh parameter h and modified block approxi- 
mate factorization as preconditioning technique, to determine in advance 
(calling on simple arguments) the behavior, in terms of h, of the associated 
spectral condition number and accordingly assess the convergence rate of the 
preconditioned conjugate-gradient method. 
Though tested here only on two-dimensional PDEs, our results may be 
used to handle higher-dimensional problems. For efficient use of block 
methods, line partitioning is recommended on the basis of numerical experi- 
ments by Kettler [17] and by Axelsson and Eijkhout 131. 
From the numerical results presented here, particular attention has been 
drawn to problems for which modified block approximate factorization pro- 
duces large condition numbers. The extent to which the upper-bound theo- 
ries investigated here can be used to generate approximate block factoriza- 
tions that reduce such a condition number to behave as O(h-‘) is explored 
in [ 191 for nonsingular linear systems, and in [ 181 for singular linear systems. 
APPENDIX 
LEMMA A.l. Let F > 0 be a strictly n-upper triangular matrix, and P 
be a r-diagonal Stieltjes matrix. Set B = (P - Ft)P-l(P - F), A= 
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{1,2,* . ., M}, and let x be a positive vector such that 
(Bx),80 forall ZEY, (A J) 
where 3 is any subset of .,l such that As(Y) c4(in G( F)/r ). Then 
((P - F)x), 2 (Bx), forall Z ~3. (A J) 
Proof. We proceed by induction. We first observe that P-’ > 0, since P 
is a Stieltjes matrix [ll]. Next, B may be rewritten as B = (P - F) - F’P- ’ 
(P - F), whence it follows that 
((P - F)x), = (Bx), + (FtP-‘(P - F)x), 
z-1 
= (Bx)z + c F;zP;‘((P - Fb), forall Z E.4. 
J=l 
Further, the summation in the right-hand side of the last equality may be 
restricted to those indices J for which F;I # 0, in other words, to J E P(Z) 
in G( F)/m, which yields 
((P - F)x), = (Bx), + c F;IPj’((P - F)x), forall Z EL%. 
]EP(Z) 
(A J) 
Consider now a node Z EJ? If E, = 0, or equivalently As(Z) = {I) (see 
Section 2 for the notation), then P(Z) = 0, (i.e., Z is an initial node); 
therefore (A.3) reduces to ((P - F)x), = (Bx),. Otherwise (Zr > 0), assume 
(induction hypothesis) that the property holds for any node J ~9 such that 
1, < I, - 1, in other words [by (A.111, ((P - F)xjJ > (BxjJ > 0 for such 
nodes J. Since P(Z) c As(Z) c>,Z, = 2, - 1 for all nodes J E P(Z), F 2 0, 
and P-’ > 0, it follows from (A.3) (A.l), and the induction hypothesis that 
((P - F)x), > (Bx),; whence the conclusion. n 
LEMMA A.2. Let F > 0 be a strictly m-upper triangular matrix, and P 
be a r-diagonal Stieltjes matrix. Set B = (P - Ft)P-l(P - F). Let 9 be a 
subset of A= {1,2,..., M} such that AS(~) ~9 (in G(F)/r). Assume 
further that there exists a positive vector x such that 
(Bx), 2 0 forall Z E.& = {J; J ESand P(J) + 0) (A.4) 
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and 
((F - Ff)x), ( (Bx), + cl(Px), forall Z E As(Y) (A.5) 
with - 1 =G cr < 1. Then 
m,((P - F)x), a (Pr)r for all 1 E3, (A J) 
where m, denotes the maximal value of %,(G( F)/rr) with respect to the 
path function associated with {c,; I E As(Y)}. 
Proof. If Z is an initial node (in which case 1, = O), then 
((P - F)x), = (Br) 1 >, -((P - F)x), + (1 - cI)(Px),. 
Hence 
((P - Vr), 2 
1 - Cl 
--+%= -+)I. 
Assume now that I is not an initial node (therefore I, > 0) and that 
(induction hypothesis) the property is satisfied for all nodes J E P(Z) Lob- 
serve that 1, = I, - 1 and P(Z) Cy since P(Z) C As(Y) ~41; since - 1 < 
cI < 1, one has that 
WI + 1 
ml =p 1 - Cl 
with 
wI = max ml; 
]EP(I) 
therefore [by the relation (A-31, th e induction hypothesis, and (A.5)] 
((P - F)x)[ > (Bx), + w;‘(F’x), 
> (1 - w;r)(Bx), + w’I1(Fx - cI( Px))~ 
2 -WI-‘((P - F)x), + wy’(1 - cI)(Px)l, 
whence it follows that 
which concludes the proof. 
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LEMMA A.3. Let F be a strictly r-upper triangular matrix and P denote 
a r-diagonal Stieltjes matrix. Set B = (P - F’)P-‘(P - F) and _Y= 
{1,2, . , M - l}. Assume further that there exists a positive vector x such 
that 
(Fx), > 0 forall Z EL?, (A .‘) 
Bx 2 0. (A 4 
Then 
((F - F’)x), =G (Bx), + cI( Px)~ foraZZ Z EL? (A.9) 
with 
= maxmax -1, 
(CF - B)x)i 
Cl 
iErr, i i ((F + W)i ’ 
(A JO) 
cI=maxmax 0, 
iEn 
i 
(CF - Ft)x)i 
(Fx), 1 
for Z~2.31 (1). (A.ll) 
Proof. Observe for a start that F > 0 by (A.7) and therefore, by (the 
proof of) Lemma A.1 and (A.81, one has that (P - F)x 2 Bx 2 0, 
(P+ = ((F + B)x), > 0, 
(Px)~ > ((F + B)x), > 0 forall Z EP\{l}. 
The inequality (A.91 then obviously follows for Z = 1 by the definition of the 
constant cl. Assume now that Z EP\ {l}; to establish the property, it is 
sufficient to show that 
((F - Ff) x)i < ( Bx), + Ei( Px), for all i E rrI 
with 
Ei=max 0, 
i 
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which obviously holds whenever ((F - F “>xji < 0. Otherwise one has 
((F - Ftb+ < (Bx), + ((F(-xF;)x)r(Fx)i t 
G (BX)j + Ei( Px), 
as was to be proved. n 
We would like to thank Professor R. Beauwens and the referee for their 
help in improving the readability of this paper. Thanks are also due to Dr. Y. 
Notay for an earlier communication of his point case analysis [,%?I, from 
which some of the results presented here have drawn their inspiration, and to 
the referee for drawing References [16, 171 to our attention. 
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