Direct manipulation interfaces are developed in many domains where objects have inherently visual representations, such as vector graphic illustrations, slide-based presentations, or user interfaces. After prototyping phases, however, relying solely on direct manipulation can lead to repetitive copy-and-paste tasks and, furthermore, can make it difficult for expert users to manipulate complex content in reusable and composable ways. What is needed are software interfaces that allow users to freely mix between programmatic and direct manipulation, a combination we dub prodirect manipulation, each of which can be used for its distinct strengths.
Introduction
Direct manipulation describes interfaces that incorporate "visibility of the object of interest; rapid, reversible, incremental actions; and replacement of complex command language syntax by direct manipulation of the object of interest" [28] . Such interfaces are developed for a variety of domains in which objects have inherently visual representations, including word processors (e.g. Microsoft Word, Apple Pages, and Google Docs), presentation systems (e.g. Microsoft PowerPoint, Apple Keynote, and Google Slides), vector graphics editors (e.g. Adobe Illustrator), and user interface (UI) design tools (e.g. Adobe Dreamweaver and Apple XCode Interface Builder). After prototyping phases, however, relying solely on direct manipulation can lead to repetitive copy-and-paste tasks and, furthermore, can make it difficult for expert users to manipulate complex content in reusable and composable ways.
At the other end of the spectrum are purely programmatic systems (e.g. L A T E X for document layout, Slideshow [13] for presentations, Processing [3] for visual arts, and Apple Swift and HTML5 for UI design). In these systems, users define their content using high-level programming languages, providing the powerful abstraction capabilities that are afforded by programming. At the same time, however, many stylistic changes are difficult and unintuitive to make through programming. Figure 1 . An initial drawing with three boxes (Diagram 0) and three possible updates (Diagrams 1, 2, and 3) when dragging the rightmost box farther to the right.
Motivating Scenario. As an example of this tension, consider a scenario where the user wishes to style and position several rectangular boxes. The user first creates a single box, adjusts its size and style attributes, and then copies the box twice. After dragging the second box to the right, the user wants to position the third box so that all three are evenly spaced horizontally. To do so, the user may use a ruler feature if the application provides one, or may create a temporary box that fits snugly between the first two and then move this "guide" box to the right of the second box in order to show exactly where the third box should go. Diagram 0 of Figure 1 shows an example of what the resulting drawing might look like.
Suppose the user then wants to manipulate this group of boxes, by first dragging the third one farther to the right. This update may be part of many different intended changes: that the third box should no longer be evenly spaced with the first two (depicted in Diagram 1 of Figure 1) ; that the first two boxes should be shifted to maintain the original spacing (Diagram 2) ; that the second box should be repositioned to reestablish an even spacing between the boxes (Diagram 3); or that both the starting position of the first box and the spacing factor between the three boxes should be updated (a combination of Diagrams 2 and 3).
How might the user achieve each of these changes using existing vector graphics editors? The first option results from simply dragging the third box without modifying the first two. The second option is easy to achieve, either by selecting all three boxes and dragging them, or by creating a group consisting of the boxes and dragging the group. The third option requires more work by the user. Even though the spacing factor was, intuitively, a single parameter in the initial design, it must be derived again using intermediate steps with the ruler or guide boxes. The required work becomes even more tedious if the pattern is extended to five, ten, or one hundred boxes, and if the spacing pattern is more complicated. This is unfortunate, because these kinds of abstractions are easy to define when writing programs.
Prodirect Manipulation for Vector Graphics. The strengths of direct manipulation interfaces are the weaknesses of programmatic ones, and vice versa. Ideally, we would like interfaces that seamlessly mix both modes of interaction, a combination we dub prodirect manipulation. As a first example of our vision, in this paper we present sketch-n-sketch, a prodirect manipulation editor for designing Scalable Vector Graphics (SVG) images. In sketch-n-sketch, the user writes a program in a small functional programming language that generates an output SVG canvas, which the user may directly manipulate. The system then infers updates to the program that match the user's changes.
There are, in general, many updated programs that may result in the same output, so a key challenge is dealing with such ambiguity. The sketch-n-sketch system offers two modes for direct manipulation. In ad hoc mode, the user changes shapes individually and then asks the system to "synchronize" the changes with the program. If there are multiple possible updates (such as the three updates in Figure 1 ), the system asks the user to choose from among them. In live mode, sketch-n-sketch infers program updates along with the user's changes, breaking ambiguities using heuristics, and updates the entire canvas in real-time. For our motivating example, dragging either the first or third box translates all three while maintaining the spacing between them, whereas dragging the second box changes the spacing factor but retains the position of the first box. If needed, the user can influence the heuristics in order to change these default behaviors. Each of the parameters can be easily changed in the program, but the benefit of direct manipulation is the immediate, visual feedback that is often useful during the design process.
Trace-Based Program Synthesis. The core technical challenge to enable the workflow in sketch-n-sketch is to infer program updates based on updated output values. For this, we propose a technique called trace-based program synthesis that comprises two main components. First, we instrument the evaluation of a program e so that, in addition to an output value v, it produces a trace t that constitutes the constraint t = v relating the program to its output. Second, when trying to reconcile the program with an updated output value v , we solve the constraint t = v in order to compute a set of possible program updates that result in the desired updated output. The framework for trace-based program synthesis is general, but in this paper we focus on instantiating the approach with several design decisions that work well in the particular domain of designing SVG images.
Contributions. Overall, we make the following contributions:
• We propose a general framework for inferring program updates called trace-based synthesis, which may apply broadly to domains where users wish to (indirectly) manipulate programs by (directly) manipulating their outputs. ( §4) • We explore the design space for applying trace-based synthesis to the domain of direct manipulation interfaces. ( §5) • We present a prototype implementation of sketch-n-sketch, a system for creating vector graphics images that integrates programming and direct manipulation in a novel way. ( §6.1) • We provide case studies of examples in sketch-n-sketch that would be difficult to develop using existing tools. ( §6.2)
Our experience suggests that trace-based synthesis is a promising way to mix programming with direct manipulation, particularly in visual domains.
Background and Related Work
In this section, we provide a survey of the most closely related work -direct manipulation interfaces for drawing vector graphics, program synthesis, and their intersection -and explain how our goals and contributions fit in to the landscape.
Programming and Direct Manipulation
Several projects use programming languages, direct manipulation interfaces [28] , or some combination of the two to provide expressive means for manipulating visual output. We will classify them using the following modes of interaction, identified by Bret Victor in a talk describing drawing tools [8] : "Use" for using built-in functionality through menus and buttons; "Draw" for directly manipulating domain objects; and "Code" for writing programs that manipulate domain objects.
Dynamic Drawing (Use + Draw). Bret Victor's prototype interactive drawing editor [8] and Programming by Manipulation [18] provide expressive direct manipulation capabilities that serve as a way to build programs in restricted, domain-specific languages. By design, these tools prohibit users from manipulating content via the "indirect" mechanism of code. Although this choice may be desirable for many application domains and end users, we believe there are limits to what can be accomplished using features and transformations provided by any tool. Therefore, our work targets users who wish to work both via direct and programmatic manipulation (i.e. Draw + Code).
Programs that Generate Graphics (Code). Processing [3] is a programming language and environment for generating visual output that has been popular both in classroom and commercial settings. Follow-on projects, such as Processing.js [26] , provide similar development environments for Web programming. These systems provide immediate and interactive output, but they do not provide ways to directly manipulate output in order to modify the program that generated it.
GUIs that Generate Programs (Draw + Code). Graphical user interfaces (GUIs) for creating visual output in many domains often generate "code behind" what the user directly manipulates. Such tools include Adobe Dreamweaver, Microsoft Expression Web, and Qt [27] for user interface design; and PaintCode [25] , DrawScript [11] , SVG-edit [34] , and Adobe Fireworks for graphic design. Programs generated by these tools, however, are typically just as low-level as the output itself, making it difficult to modify, maintain, and reuse. For example, the SVG specifications for Diagram 0 of Figure 1 would contain hard-coded constants that do not codify the various position and spacing abstractions the user may intend (depicted in Diagrams 1, 2, and 3).
Constraint-Oriented Programming (Draw + Code). Constraintoriented programming systems, such as the classic SketchPad [33] and ThingLab [6] systems as well as their more recent incarnations [7, 17] , are characterized by (i) declarative programming models that allow programs to specify constraints between program elements, and (ii) constraint solvers that attempt to satisfy these constraints, often using iterative and approximate numerical methods. Together with full-featured GUIs, SketchPad and ThingLab provide user experiences that tightly integrate programmatic and direct manipulation. In contrast, our goal is to support a similar workflow but for more traditional, deterministic programming models. That is, we wish to factor all constraint solving to a program synthesis phase, rather than including it within the semantics of the programming language itself.
Program Synthesis
Our goal to keep a program synchronized with its updated output can be viewed as a program synthesis problem.
Deductive Synthesis. In its most general form, deductive program synthesis [24] aims to infer a program implementation from a specification of its behavior. Two major challenges are how to restrict the space of programs that must be considered and how to deal with ambiguities in specifications. These design considerations are, naturally, closely tied with the choice of specification language (e.g. [20, 21, 32] ). One common way to mitigate the challenges is to interactively ask the user to identify positive (desired) and negative (undesired) examples (e.g. [14] ).
Sketching. In order to reduce the specification burden on the user, and to reduce the search space for the synthesis engine, the sketching approach [30, 31] requires the programmer to provide a partial program, called a sketch, with missing fragments, called holes, to be synthesized. A key insight that underlies this approach is that the programmer ought to specify the high-level structure of a program, which often requires subtle insights, while the synthesis engine ought to fill in low-level, local details that can be difficult for the programmer to implement correctly. Sketching has been applied successfully to a variety of domains, including automatic feedback generation [9] and database query optimization [29] .
Programming By Example. In many settings, end users can benefit from programmable systems but may not be expected to write programs directly. Instead, programming by example [15] techniques ask users to provide examples of desired (and undesired) input-output behavior, which are used to guide the program synthesis search space. Depending on the application scenario, the resulting program artifacts may or may not be accessible to the user.
Programming by example has recently been applied in many domains, such as spreadsheet manipulation by end users [1, 16] and parser generation [23] . In our setting, one may view a user update as a positive example and the original value as a negative example.
Programming By Demonstration. Related to the previous idea is programming by demonstration [10] , where the user provides example actions rather than input-output pairs, which the system converts into a program that can be applied in other settings. A challenge for such systems is to generalize the example actions such that they capture the higher-level intent of the user.
Bidirectional Programming. Bidirectional programming languages allow users to transform data in either of two directions, and have been developed for several domains, including ad hoc textual formats [5] , XML formats [19] , and views on relational databases [4] . To deal with ambiguities, these languages typically provide domain-specific language constructs or domain-specific knowledge in reconciling possible conflicts. Our high-level goal is similar in spirit to bidirectional programming, except that we seek to use more general-purpose programming languages.
Summary of Goals
The workflow we envision is for the user to write a program (the Code mode of interaction), manipulate its output (the Use and Draw modes), and then have the system synthesize updates to the program to reconcile the changes. Our approach may be viewed as a form of sketching (in the program synthesis sense) for the particular domain of sketching (in the drawing sense) visual objects -hence the name sketch-n-sketch -combined with the goal of facilitating tight integration of programmatic and direct manipulation, what we refer to as prodirect manipulation.
Overview of sketch-n-sketch
In the previous section, we described several related efforts and how they fail to provide the workflow we desire for drawing the example in § 1. We now present an overview of sketch-n-sketch, using that example to highlight some of our major design decisions. Two primary challenges we address are (i) how to synthesize program updates quickly enough to use in a responsive, interactive editor, and (ii) how to deal with multiple, ambiguous program updates.
A Little Programming Language
The programming language in sketch-n-sketch is a little, untyped functional language called little, which includes base values (floating-point numbers, booleans, and strings) and lists (represented as cons-cells, or pairs). This untyped, string-based representation provides a thin wrapper over the full SVG format [35] . When rendering canvases using this basic representation, sketch-n-sketch does not allow the user to directly manipulate the output of the program.
Numeric Attributes and Traces
To enable direct manipulation, little provides a slightly higherlevel representation than the string-based representation described above. In particular, numeric attributes (such as 'x', 'y', 'width', and 'height' above) may be specified using numbers rather than strings. For example:
The little evaluator produces run-time traces to track the evaluation of numeric values, which are used by sketch-n-sketch to infer program updates based on direct manipulation changes. There are two kinds of traces, which we discuss next.
Source Code Locations. The simplest kind of trace records that a numeric literal n originates from a particular source-code location in the abstract syntax tree (AST) of the program. For the boxAttrs' example above, the little parser annotates all of the numbers 40 1 , 28 2 , 60 3 , and 130 4 with unique location identifiers. These annotations do not affect the evaluation of the program, nor the translation of the resulting value to the SVG format. But because the numeric attribute values are paired with their origins in the source program, the sketch-n-sketch editor can update these values in the program in real-time as the user manipulates their values in the canvas (e.g. by dragging or stretching the box).
In the rest of the paper, when a number n is immediately bound to a variable x, we choose the canonical name x for the locationresulting in the value n x -rather than one of the form k . In the examples that follow, we often annotate numeric literals explicitly with locations, even though the programmer does not write them; they are inserted implicitly by our parser. Figure 1 . Whereas the 'y', 'width', and 'height' attribute values originate from atomic AST locations as before, the 'x' value of each box is now the result of evaluating xi (+ x0 (* i sep)) with a different binding for i. When evaluating a primitive operation, the run-time semantics of little records the structure of the expression along with the resulting value. Below are the values of xi for each of the three boxes, respectively, and the corresponding trace-value equations they induce:
These equations, together with the following substitution that maps variables to their run-time values, relate the program to its output.
Synthesizing Program Updates
The main idea behind trace-based program synthesis is to use these trace-value equations in order to infer program updates that conform to output values changed by the user. In the setting of direct manipulation interfaces, changing attributes of visual objects corresponds simply to changing the values on the left-hand side of equations as above. In our threeBoxes example, the result of dragging the third box directly to the right, so that its new 'x' value is 304, is to replace Equation 3 with the following equation:
Notice that the constants assigned by ρ0 to each source location do not form a solution to this equation. Our goal is to synthesize an updated program that does satisfy Equation 3' and, ideally, also satisfies the original Equations 1 and 2.
Structural Updates. We distinguish between two kinds of program updates. We say that a structural, or non-local, update is one that includes arbitrary changes to the original program, that is, where the ASTs of the two versions are not necessarily related.
As discussed in § 1, one possibility is to keep the first two boxes the same despite the user's change to the third box (cf. Diagram 1 of Figure 1 ). In other words, such a program would produce three boxes, as before, and simultaneously solve Equations 1, 2, and 3'. There are many different ways to affect such a change. For simplicity, in sketch-n-sketch we choose to infer only a structural update that "hard-codes" the updated shape compared to the previous program: 
For clarity, the update shown here is slightly different than the one inferred by our implementation.
Local Updates. In contrast, we define a local update to be one that changes only the numeric literals in the original program. In other words, a local update is simply a new substitution (from locations to numbers) to apply to the original program, preserving the structure of the AST. Local updates can be inferred directly by solving the equations induced by the user's changes. One of the design goals for sketch-n-sketch is that the program synthesis approach be fast enough to allow responsive interaction with the user. In §4, we will describe several design choices aimed to limit the cost of solving equations. For now, it suffices to know that sketch-n-sketch infers the following three substitutions based on Equation 3':
These substitutions are applied to the original program to produce three candidate local updates: ρ1(threeBoxes), ρ2(threeBoxes), and ρ3(threeBoxes). The first option corresponds to Diagram 2 of Figure 1 , and the second corresponds to Diagram 3. The third option changes one of the indices used to offset boxes, which turns out to be another way of affecting the same change as the structural update threeBoxes' (which breaks the relationship between the third box and the first two, as in Diagram 1). As a result of the design choices we make in our synthesis algorithm, sketch-n-sketch does not infer a local update that changes both x0 and sep (a combination of Diagrams 2 and 3 discussed in §1).
Frozen Constants. By default, sketch-n-sketch will infer local updates by trying to solve for each of the program locations used in a trace-value equation. The last solution above (ρ3), however, is unlikely to be what the user wants, since the list of integers 0 to n-1 is used to encode the pattern of n rectangles. In sketch-n-sketch, the user can direct the synthesis procedure not to change the value of particular constants by freezing them, denoted with exclamation points, such as [0! 1! 2!] in the threeBoxes program above. With this change, sketch-n-sketch will infer only the first two local updates above (in addition to the same structural update, threeBoxes').
Programming with Integers. The little language provides a single, floating-point number type. When programming only with (positive) integers, however, the user may choose to use the following library functions instead of the primitive multiplication, subtraction, and division operators:
Compared to the original threeBoxes version, the only difference below is the use of the function mult in place of the * operator.
Although threeBoxesInt produces the same output canvas as threeBoxes, the use of integer operations has implications for program synthesis. To see why, consider the three xi values:
These traces include only the addition operator, which, as we will discuss in § 4, leads to equations that are particularly easy to solve. Furthermore, the index values (with locations 0, 1, and 2) are essentially "inlined." So even without freeze annotations, sketch-n-sketch infers only the substitutions ρ1 and ρ2.
Dealing with Ambiguities
The next key design challenge is how to choose from among multiple local and structural updates inferred by our synthesis algorithm. We offer two modes of direct manipulation in sketch-n-sketch, each with its own solution to the ambiguity issue.
Ad Hoc Mode. In ad hoc mode, the system waits while the user makes arbitrary changes to the canvas. When the user explicitly initiates a synchronization, the system infers program updates and asks the user to cycle through them to choose among the options (or to revert the changes). For the threeBoxesInt example, sketch-n-sketch offers three updates: two local updates, ρ1(threeBoxesInt) and ρ2(threeBoxesInt), and one structural update analogous to threeBoxes'. The order in which updates are shown is based on a simple value distance metric that compares how similar the resulting program's canvas is from the one directly manipulated by the user.
Live Mode. The second option for direct manipulation we provide in sketch-n-sketch, called live mode, provides a more interactive experience, with the program being updated in real-time as the user manipulates the output. This can only be possible if the user is not asked to choose when there is ambiguity. Our design for live mode is based on two insights. First, that only local updates (and not structural ones) should be inferred in live mode. It seems natural that "large" changes to the program should require the user to make design decisions, whereas "small" changes can be made automatically. Therefore, we consider only local updates in live mode. The second insight is that the essence of a local update is the set of constants L (i.e. program locations) that are changed. So even if we arbitrarily decide that a particular user action should cause a set L1 of constants to change rather than a set L2, we can often assign a different user action to manipulate the constants in L2.
Using these two observations, we take the liberty of disambiguating without user intervention as follows. Recall the run-time traces of the three xi values in threeBoxesInt. When the user drags the first box horizontally to a new 'x' position n, this change induces the trace-value equation n = x0 , which can be solved only by changing the value labeled x0 to be n. When dragging the second box, however, either x0 or sep can be changed in order to solve the induced equation n = (+ x0 sep). Because we already assigned x0 to vary as the user drags the first box, we choose to vary sep when the second box is moved. When dragging the third box, again, either x0 or sep can be changed to solve the induced equation n = (+ x0 (+ sep sep)). Because each of these locations has already been assigned to vary in response to a user action, we arbitrarily choose x0 . We continue to assign program updates in this fashion by trying to balance the number of times a location is assigned to a user action. Then, along with any concrete user event, we compute a local update (i.e. substitution) based on these predetermined location sets, apply it to the original program, run the resulting new program, and render the new output canvas in realtime. In our experience ( § 6), this "rotating" heuristic for breaking ambiguities, together with the ability to freeze constants, results in an intuitive and effective user experience.
Syntax of Expressions
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Trace-Based Program Synthesis
Having presented the main intuitions behind our approach, we now turn to our trace-based program synthesis algorithm for inferring local program updates. After defining the syntax of little, we will present an evaluation semantics that generates run-time traces. Next, we will describe what it means for a user to directly manipulate the output of a little program and how this leads to our program synthesis problem statement. Then, we will present our algorithm for solving it.
Syntax. The syntax of little is defined in Figure 2 . Expressions e include booleans b, strings s, floating-point numbers n, lists (encoded as cons cells, or pairs), functions, function application, let-bindings, case expressions, and applications of primitive operations. Numeric literals are annotated with locations , inserted by the parser, that identify where in the source program they are defined. To simplify the presentation in the next two sections, we do not include freeze annotations. Patterns p are either variables or list patterns used for deconstructing values. In Appendix A, we show how to derive multi-argument functions, applications, and lists, as well as conditionals, in terms of the core expression forms, as usual.
Run-Time Semantics
Our design is informed by two insights about domains with visual, direct manipulation editors: first, that the kinds of attributes manipulated directly through the GUI are often numeric; and second, that programs generating output in these domains are often structured such that the control flow of the program is similar across multiple runs. As a result, we annotate only numeric values with traces, and we record only data flow (but not control flow) in traces. As we will discuss, it may be useful to enrich traces with additional information about run-time evaluation in subsequent work. The syntax of values v, defined in Figure 2 , includes base constants and lambdas, where every numeric value n is annotated with the trace t that resulted in the value. A trace is either a location , the position in the program where the number literal is defined, or an expression trace (opm t1 · · · tm) that records the primitive operation that was applied and the traces of its m arguments. The big-step operational semantics for little is standard, except that the reduction rule E-OP-NUM builds expression traces in parallel with the evaluation of primitive operations.
Program Synthesis Problem
In the running example we have described so far, the user has updated a single value in the output, namely, the x-coordinate of the position of a single shape. In general, however, the user may, at once, manipulate multiple attributes of a single shape, and may manipulate multiple shapes.
We can generalize the approach described earlier by considering that the output of a program may contain k numeric attributes and that the user may manipulate j of these values, for some 0≤j≤k. For example, suppose that a program e produces five numbers and that the user changes the first three of them. The following table shows how the three updated values, together with the two unchanged ones, form a system of constraints that, ideally, an updated program e would satisfy:
It may be the case that the user's changes lead to an unsatisfiable set of equations (when considering only local updates). As a result, we treat equations induced by changes as "hard" constraints that a solution ought to satisfy, whereas the remaining ones are "soft" constraints that should be satisfied, if possible. This design principle prioritizes the explicit changes made by the user, which is the goal of the desired workflow. Next, we will formally define what constitutes a valid solution to a system of constraints.
Contexts and Substitutions. We define a value context V to be a value with m > 0 placeholders, or holes, labeled •1 through •m.
We define the application of a value context to a list of values as
A substitution ρ is a mapping from program locations to numbers n. When applied to an expression, the bindings of a substitution are applied from left-to-right. Thus, the rightmost binding of any location takes precedence. We use juxtaposition ρρ to denote concatenation, and we write ρ ⊕ ( → n) to denote ρ[ → n].
Goal: Faithful Local Updates. We define our synthesis problem as follows: given a program and a list of numeric output values that the user has changed, find a substitution to apply to the original program so that the output of the new program is "faithful" to the user's changes. More precisely, if where the following is the definition of the value similarity relation:
Premises (a) and (b) identify the list of m values manipulated by the user, and properties (c) and (d) capture the notion that the hard constraints induced by these changes should be satisfied by the update ρ. The (symmetric) value similarity relation checks that two value contexts are structurally equal, modulo holes and different choices for numeric constants. Notice that value similarity says nothing about the soft constraints from the original program. After we describe our algorithm for inferring sets of possible faithful updates, we will describe a simple ranking procedure that optimizes for these soft constraints.
It is important to note that our definition states "(c) implies (d)" rather than the stronger property "(c) and (d)." We choose the weaker version because we do not intend to reason about control flow (either in traces or in the following synthesis algorithms) when considering how one program compares to another. The weaker version enables a fast synthesis algorithm, and because the number of synthesized updates in our domain is typically small, we can simply run each updated program to check whether it satisfies condition (c). It may be worthwhile to require the stronger version in the future work.
Synthesizing Faithful Updates
To support an interactive workflow in direct manipulation domains, it is crucial that the synthesis algorithm run quickly. To achieve this, our algorithm, SynthesizeFaithful, rests on three design principles:
(I) Solve only one equation at a time, rather than simultaneously solving a system of equations; (II) Solve only univariate equations; and (III) Solve equations only in simple, stylized forms.
These design decisions keep the solving algorithm simple and fast enough to run in an interactive setting and, as we will discuss in §6, still permit many useful interaction scenarios.
The Algorithm. Suppose the user manipulates the m values n1 t 1 through nm tm to be n 1 through n m , respectively, which induces the set of trace-value equations {n 1 = t1, · · · , n m = tm}. Furthermore, let ρ0 be the mapping of locations to numbers in the original program. We compute a set of local updates using the algorithm below, which we will walk through to explain how it encompasses our three design decisions.
Independent, Univariate Equations (I and II). First, we define Li = Locs(ti) to be the set of program locations (i.e. constants) that occur in ti, each of which is a candidate "variable" to solve for. In general, a location may appear in multiple traces. To avoid having to reason about variables across equations, we consider only those locations that appear in exactly one trace. We define L i to be these sets of disjoint locations. Our algorithm takes one location from each of these sets, and attempts to solve each equation separately. In other words, we break the system of (possibly overlapping) equations with multiple variables into a set of independent, univariate equations. Then, our equation solver, Solve, attempts to solve each equation n i = ti by treating the location i as the single variable, and using the substitution ρ0 to define the values of all other locations referred to in ti.
Solving Simple Equations (III). We combine two different solvers, one for "addition-only" equations and one for "singleoccurrence" equations. As we will discuss in our Evaluation ( § 6), these two kinds of stylized equations are enough to enable program synthesis for a variety of interesting examples.
Our first solver, Solve A , handles traces where the only operator used is + (cf. the discussion of programming with integers in §3.3). Such equations are easy to solve: count the number of occurrences c of the unknown variable, and divide the partial sum s by c. Note that this yields a number, not necessarily an integer, as output.
where (c, s) = WalkPlus(ρ, , t)
Our second solver, Solve B , handles equations where there is exactly one occurrence of the unknown location variable being solved for. For equations like these, we can define a top-down, syntaxdirected procedure that uses inverses of primitive operations, defined in Appendix A.
Ranking Faithful Updates. The SynthesizeFaithful algorithm computes a set of faithful updates, which satisfy all of the hard constraints induced by the user's changes. There are multiple ways to rank the resulting solutions. One is to count the number of soft constraints that are satisfied. Another is to compute a distance metric that quantifies the difference between the overall resulting value and the original. We choose the latter approach, implemented using the Diff procedure below. This simple distance metric works well for our examples, which often have only a few options for the user to choose between.
Plausible Updates
The synthesis algorithm above relies on the ability to solve equations independently. In particular, SynthesizeFaithful does not solve for program locations that appear in more than one trace. This approach can be overly restrictive, however. For example, consider a common pattern found when programming with points along a circle of length len:
(let xi (+ cx (* len (cos (angle i)))) (let yi (+ cy (* len (sin (angle i)))) ...))
Taking the disjoint location approach, only cx can be varied for the value of xi, and only cy can be varied for yi. Manipulating these parameters via direct manipulation is useful, but it would be nice to directly manipulate the len parameter as well.
To handle more programming scenarios than with the approach above, we define a relaxed version of the synthesis problem. Recall that the definition of faithful updates requires that a substitution ρ satisfy all of the user's changes (condition (d)). In contrast, we define a plausible update to be one that satisfies some (i.e. at least one) of the user's updates. Concretely, a plausible update is defined just like a faithful one, except that the following condition replaces (d) in the original definition:
Synthesizing Plausible Updates. A plausible update, by definition, provides a weaker relationship between a user's changes and an updated program, but it gives the synthesis algorithm more freedom. We start with the same three design choices as above, in order to retain simplicity and performance of solving. But, since we need not satisfy all updates, we can take a more aggressive approach: rather than requiring the unknown variable in each equation to vary, we can allow them to overlap. If the same variable is unknown in two separate equations, they are not guaranteed to lead to the same solution (in fact, they most likely will not). Rather than having to solve systems of equations, we simply choose one arbitrarily (based on order). This is allowed according to the definition of plausible updates (but not faithful updates).
Our algorithm for inferring plausible updates is as follows:
where ki = Solve(ρ, i, n i = ti) and Li = Locs(ti).
This is similar to SynthesizeFaithful, except that (a) the location variable i chosen for an equation may appear in other equations (Li rather than L i ) and (b) we use the operation below to permute all tuples in the Cartesian product, as the order of bindings in the resulting substitutions matters. We write g : A ↔ B to denote that g : A → B is a bijection and [i, j] to denote an integer range.
Ranking Plausible Updates. To break ties between substitutions ρ whose resulting values have the same distance metric (as defined by Diff), we rank them according to the size |Dom(ρ)| of their domains, which favors updates with fewer overconstrained variables.
Prodirect Manipulation
The trace-based program synthesis algorithm for little constitutes the first half of our approach in sketch-n-sketch. The topic of this section is to present the second half, namely, to make use of the synthesis facility by exposing an expressive set of user interface features that allow sketch-n-sketch users to mix between programming and direct manipulation.
Zones. A zone is a key abstraction we develop that identifies and names a particular area of a visual shape that is rendered in the visual editor. Each kind of SVG shape comes with a particular set of zones, each of which is tied to particular attributes of the shape. The way that all zones are connected to the original little program and synthesis algorithm, however, is uniform. For the purposes of presentation, we start with a particular zone for a particular kind of shape, namely, the INTERIOR zone for rectangles. After we use the INTERIOR zone as an example to explain all of the design considerations in our prodirect manipulation editor, we will summarize the remaining zones and shapes. In the following, we write v['k'] to refer to the value of attribute 'k' in the SVG value v. We also define the abbreviations Num(n t ) n and Tr(n t ) t. The INTERIOR zone is a space inside a rectangle's border that is tied to its 'x' and 'y' attributes. Suppose the user clicks at mouse position (mx , my) somewhere inside the INTERIOR of a rectangle r positioned at (r ['x'], r ['y']) = (nx tx , ny ty ). When the user drags the cursor to a new position (mx , my ), the location of r is updated to be (n x , n y ) = (nx + dx , ny + dy) where (dx , dy) = (mx − mx , my − my). Note that the traces tx and ty are unaffected. This is precisely the way in which the user directly manipulates the output in a visual editor. The key challenge is how to reconcile such changes to the output canvas with the original program that generated it. We provide different approaches in our two synchronization modes.
Ad Hoc Mode
In ad hoc mode, we allow the user to make changes to the canvas and "delay" synchronization until the user explicitly presses a button to reconcile changes. Assuming that r is the only shape manipulated, as described above, we invoke the procedure SynthesizePlausible(ρ0, {n x = tx, n y = ty}) to generate a set of local program updates, apply each of them to the original program, and then sort them according to output distance (i.e. Diff). We also construct one structural update using the "hard-coded" approach described in § 3.3 (cf. threeBoxes'). Lastly, we also include an option for reverting the changes. The user toggles through each of the changes, taking a look at the changes to the program and the updated output, and breaks the ambiguity by choosing an option. The workflow in ad hoc mode resembles how one might make changes using existing direct manipulation editors, such as PowerPoint or Illustrator, extended with the capability to re-synchronize the updated output and the program.
Live Mode
In live mode, the idea is to apply a given program update in realtime as the user is making an update through a zone. When there are multiple updates that may be inferred, the challenge is deciding which one to apply in unison with the user's changes. Unlike in ad hoc mode, we cannot directly rank the options using Diff, because the concrete values affected by the user's changes are not available a priori. Furthermore, the distance metric will vary depending on whether the user's changes are "big" or "small." One option may be to devise a ranking system that considers updates in terms of symbolic, placeholder values. Rather than taking on this additional complexity, we take the simpler yet effective approach described in § 3.4, where we break ambiguities automatically by trying to balance the number of user actions that are tied to any given program location. We will now explain this approach in detail.
Zone Assignments. We define a location mapping θ to be a mapping from attribute names (i.e. little strings) to locations. We refer to the range of a location mapping as a location set. Our task is to assign a location mapping to each zone of each shape, resulting in a zone assignment γ. When considering a particular zone, our strategy is to choose a location mapping whose range has not yet been assigned to any other zone, taking into account all shapes in the output, not just the current one. Only one location mapping can be assigned to the INTERIOR zone of box0 , namely, θ1 below. In contrast, because two locations contribute to the 'x' attribute of box1 and box2 , there are two possible mappings for each:
We arbitrarily favor θ1 over θ2 and then try to balance the number of times each location mapping is assigned. As a result, we get the following zone assignment:
Overconstrained Location Mappings. As with our motivation for plausible updates in §4, there may be common locations across multiple attribute values. For example, imagine a variation of threeBoxesInt where the 'y' attribute also depends on sep:
... (let xi (+ x0 (mult i sep)) (let yi (+ y0 (mult i sep)) (rect 'lightblue' xi yi w h))) ...
There are now several additional mappings to consider (below), in addition to θ1 and θ2. Notice that θ4 and θ5 are different, because the order in which a substitution is applied is from left to right. So if two (overconstrained) equations require different solutions for sep, then θ4 and θ5 will lead to different program updates. Using the "rotating" approach, if there are (at least) five boxes, then each of these will be assigned at least once.
Mouse Triggers. Once zones have been assigned to location mappings, we can connect user interactions with synthesized program updates. When the user makes an initial click within a zone at position (mx , my), we compute a mouse trigger which is a function that takes the current position of the mouse (mx , my ), updates the attributes being directly manipulated, and infers changes to the program as a result of these updates. Consider the threeBoxesInt example, which has substitution ρ0 from locations to numbers and zone mapping γ0 that assigns location mappings to each INTERIOR zone. When the user clicks any boxi with initial mouse position (mx , my), we compute the trigger MouseTrigger(INTERIOR, ρ0, γ0, boxi , mx , my) using the procedure below, where:
where
Notice that n x and n y are the new attribute values, directly manipulated using the mouse, and these are used to solve the trace-value equations using locations that were dictated by the zone assignment. This substitution is then applied to the original program e, the program is run, and the new output is rendered.
Shapes and Zones
We have used the INTERIOR zone of rectangles to explain how we assign zones and mouse triggers, but the approach generalizes in a straightforward way to the remaining shapes and zones. For example, rectangles have a BOTRIGHTCORNER that is tied to the 'width' and 'height' attributes, circles have an EDGE zone that is tied to the 'r' attribute, and polygons have an EDGE zone for every pair of adjacent points. Due to space constraints, we provide more details in Appendix A.
Evaluation
We now describe our implementation of sketch-n-sketch, as well as our experience using it to design and develop a variety of vector graphics images. Our sketch-n-sketch source code and little examples are publicly available on the Web. 1 . We provide some additional details in Appendix A.
Implementation
We have implemented sketch-n-sketch in approximately 3,500 lines of Elm [12] code. We use Elm because of its seamless integration with and extensive library support for Web programming.
The Little Language. Our little parser recognizes a Lisp-like concrete syntax for ease of implementation. Following the notational convention in this paper, our parser chooses the program location name x for a constant that is immediately bound to the variable x. The code editor in our current implementation is rudimentary: rather than retaining the whitespace present in a concrete program, we unparse and display the program in a canonical representation. We evaluate little programs with an unoptimized, big-step interpreter.
We have implemented a small Prelude library of little functions, in approximately 200 lines of code, that is included in every program. Some Prelude functions support general functional programming, and some support SVG programming, in particular. SVG Attributes. As described in §3, we represent SVG elements in little with three-element lists [v1 v2 v3 ], where the second element v2 is a list [[w k1 wv1 ] · · · [w km wvm ]] of m keyvalue pairs. We define [w k wv ] → svgAttr to be the translation from key-value pairs in little to attributes in the target SVG format [35] . We provide a thin wrapper over the target format by allowing little programs to specify arbitrary attributes using strings (the first equation below). In our current implementation, we do not include units in the translation of numeric attributes (the second equation), so numbers are interpreted as pixels.
We support specialized encodings for several SVG attributes in order to provide direct manipulation access to their constituent numeric values. For example, the points of a polygon or polyline may be specified as a list:
Displaying Zones. We allow the user to toggle between displaying and hiding the zones associated with each shape. Furthermore, as a matter of usability, when the user hovers over a zone, our editor 1 github.com/ravichugh/sketch-n-sketch displays a caption identifying the constants (i.e. location set) in the program that will change if the user manipulates it.
Thawing and Freezing Constants. Our implementation allows constants in little to be frozen (written n!). We update the definition of Locs to respect these annotations, and we mark all constants in Prelude as frozen. By default, all constants that are not frozen may be changed by the synthesis algorithm. We allow the user to choose the alternative, treating all constants as frozen except those that are explicitly thawed (written n?) in the program.
Exporting to SVG. In order to facilitate interoperation with other SVG editing tools, we provide an option to print the resulting canvas in SVG format (rather than rendering it), which can then be copied and pasted into other tools.
Case Studies
We will now discuss several examples, using them to highlight observations drawn from our experience. At the time of this writing, we have used sketch-n-sketch to develop more than 30 examples, totaling approximately 800 lines of little code. Our current implementation does not allow new shapes to be added directly using the GUI. Nevertheless, we have used sketch-n-sketch to effectively program and manipulate several designs that would be difficult using existing direct manipulation tools, such as Illustrator and PowerPoint.
Boxes. The threeBoxesInt program is our "hello world" example for prodirect manipulation. The number of boxes and their location, width, and height are simple parameters to change in the program. In addition, the location, width, and height can easily be changed in the direct manipulation editor. When manipulated in live mode, all of the boxes are updated together in real-time. The screenshot on the right shows the zones displayed to the user. Each of the three updates depicted in Figure 1 can be achieved by choosing the desired update in ad hoc mode, or by manipulating a zone in live mode.
Sketch-N-Sketch Logo. Our logo pays homage to the Elm logo. To implement it, we use the abstraction facilities afforded by a programming language to declare relationships between the shapes. The definition is parameterized by a position (x0,y0) for the top-left corner, a width w and height h, and a delta parameter that determines the size of the gap between the three shapes: The rest of the definition (not shown) computes the three polygons in terms of these parameters. It is, thus, simple to change any of these values and re-run the program to generate an updated logo. Better yet is the ability to manipulate the parameters directly through the canvas in live mode. For example, say that we want to stretch the logo, that is, by changing the w and h parameters. If we click and drag bottom-right corner (i.e. a POINT zone) of the bottom triangle in live mode, the height of the logo is adjusted but not the width; instead, the x-position of the logo is. In other words, the location set assigned to this particular zone happens to be {x0 , h} instead of {w , h} as we might have liked.
We can proceed in a couple of ways. One option is to edit the code to freeze the x0, y0, and delta values, thereby directing sketch-n-sketch towards assigning the desired location set and trigger to this POINT zone. With this change, directly manipulating this corner point allows us to stretch the logo in either direction.
Another option is to create a dummy, transparent rectangle in the background with dimensions w and h to surround the logo. The BOTRIGHTCORNER zone of this box will, predictably, be assigned the location set {w , h}, thus providing direct manipulation control over the desired attributes of the logo. This second option, creating an explicit "group box," is a design pattern that is often useful for mixing programmatic and direct manipulation (i.e. prodirect manipulation) in the current version of sketch-n-sketch. In future work, it may be useful to provide some built-in support for grouping shapes.
Chicago Flag. It is useful to define abstractions on top of the primitive SVG shapes. We define an nStar function (and include it in Prelude) that creates an nsided star centered at (cx,cy) and rotated rot radians in the clockwise direction, where the distance from the center to the outer points is len1 and the distance to the inner points is len2.
(def nStar (λ(fill stroke w n len1 len2 rot cx cy) ...))
We use nStar to implement the City of Chicago flag, which contains four evenly-spaced six-sided stars. By directly manipulating the POINT zones of a star in live mode, we can control the outer and inner distances of all four stars. Modifying length parameters this way can be surprising. For example, using negative lengths leads to interesting patterns, even though one might not think to try them when programming without immediate visual feedback. Like with the sketch-n-sketch logo, we define a transparent group box (visible when displaying zones, as in the screenshot) to give direct manipulation control over the width and height of the flag. Unlike that example, however, there is no way to produce the same exact result by manipulating only one of the polygons. If the user changes, say, the bottom stripe by moving the mouse cursor a given distance, the overall dimensions of the flag will change, but not by the amount the cursor has moved. As a result, the relationship between stretching one of the stripes and the overall flag is not a smooth, intuitive one. Using a group box, however, provides the simple and expected behavior.
Chicago Botanic Garden Logo
2 . The symmetric design of this logo uses curves, defined with Bézier path commands. By programming in little, we can define the coordinates and control points such that they are reflected across a vertical axis running down the middle of the logo. Then, in live mode, direct manipulation of any position or control point (the "floating" POINT zones in the screenshot) in either half is immediately reflected in the other half.
Custom UI Widgets. The approach in sketch-n-sketch provides control over many parameters in a program by directly manipulating zones in the visual editor. Some parameters -such as the number of boxes in threeBoxesInt, or boolean values, which are not paired with traces -are hard to directly manipulate, however. In such cases, the only option we have seen so far is to edit the program.
We observe that we can implement "helper" shapes whose properties affect other parameters of interest. For example, Figure 3 de-2 www.chicagobotanic.org/ fines visual slider abstractions that are used by the program below (and depicted in the screenshot above). There are four sliders, one for a floating-point number n, one for an integer i, and two for booleans b1 and b2 (we refer to boolean sliders as "buttons"). Directly manipulating the sliders indirectly manipulates the constants at locations 1, 2, 3, and 4 (and, hence, the values bound to n, i, b1, and b2). Both numSlider and intSlider are defined in terms of a slider helper function (Figure 3) . The former returns srcVal clamped to the range [minVal, maxVal], if necessary; the latter, furthermore, rounds srcVal to the nearest integer. We refer to the number supplied as the srcVal parameter to be the "source" number used to derive the "target" value, which is the first element of the pair returned by slider. The second element of the pair is the list of shapes that comprise its visuals. The idea is to place a "ball" on the line between (x0,y) and (x1,y) at a distance proportional to (srcVal -minVal) / (maxVal -minVal). The visual editor does nothing to prevent the user from dragging the ball beyond the endpoints of the line. So, the approach we choose is to hide the ball (i.e. by setting its radius rBall to 0) when it is out of range. 3 We employ the same approach to implement button for directly manipulating booleans (not shown in Figure 3 ). In particular, a button is tied to a source value between 0.0 and 1.0, where values less than (resp. greater than) 0.5 represent true (resp. false). The last two sliders in the screenshot are buttons that control the boolean variables b1 and b2.
Helper shapes in little like sliders and buttons, which we refer to as custom user interface widgets, are similar to the notions of instruments [2] and surrogate objects [22] , both of which aim to provide GUI-based control over properties that are not traditionally easy to directly manipulate [28] . What is interesting about our development is that the sketch-n-sketch editor does not provide any special support for indirect manipulation via user interface widgets; instead, they are derivable using the basic prodirect manipulation approach we have described.
Active Trans Logo
4 . The logo of the Active Transportation Alliance contains two paths, each of which has a single curved edge and some number of straight edges. In our current implementation, sketch-n-sketch does not provide a GUIbased way to create shapes or add extra points to existing shapes. Therefore, these two paths must be generated using little code, at least initially.
Nevertheless, we found that we can quickly and easily begin implementing this logo as follows. First, we implement a makePath function that stitches together a path based on a list of points and a single Bézier control point. Next, we define two intially-empty lists, grayPts and greenPts, that will store the points of each path. Then, we use makePath to construct two paths out of these lists. . Ferris Wheel Example. Generated using a combination of programmatic, direct, and userdefined indirect manipulation. Now the task is to define the list of points for each path. We would like to do this visually by directly manipulating points into the desired positions, but we need some points to begin with. As is, grayPts and greenPts are empty, so there are no shapes to render.
One option is to use a text editor to populate the list with dummy points, but this could be tedious for a large number of points, especially because they should be reasonably spaced out so that they can be manipulated in the visual editor. Instead, we wrote a little function to generate such a list of points and evaluated it using the Elm REPL (read-eval-print loop). We then copied this list into our program, rendered it, and proceeded to directly manipulate the points. Our helper function essentially created a "ball of clay" that we massaged into the desired shapes. In future work, the visual editor might provide support for generating complex shapes using templates such as this one.
Once we settled on the desired shapes of our paths, we returned to the program to introduce structure that relates the topmost points of the top shape (corresponding to the city skyline). As a result, dragging any one of these points up or down in live mode affects all of the others. So, if the skyline grows taller (which has been known to happen in Chicago), we can easily adapt the logo to match.
Lastly, we include a button in our development and use it to toggle between a "positive" version, where the shapes are colored and the background is white, and a "negative" version, where the shapes are white and the background is colored. These two versions of the logo are easy to develop in tandem using sketch-n-sketch.
Ferris Wheel. For our final case study, we designed a ferris wheel that consists of some number of equal-length spokes emanating from a central hub, each of which has a passenger car at its end. Furthermore, we wanted the ability to rotate the wheel while keeping the passenger cars vertical, in order to accurately portray the physical characteristics of a ferris wheel in motion. It is hard to imagine how one could develop these relationships in a modular way using tools like Illustrator or PowerPoint.
In sketch-n-sketch, we combine programmatic, direct manipulation, and indirect manipulation (via user-defined sliders) to develop our design in a way that is highly-reusable and easy to edit. First, we write a function (def ferrisWheel (λ(numSpokes spokeLen rotAngle sizeCar radiusCenter cx cy) ...)) that, given several parameters, draws the desired circles, lines, and rectangles. The function is straightforward to write, making use of a Prelude function (def nPointsOnCircle (λ(n rot cx cy r) ...))
that generates a list of n points evenly spaced around a circle of r radius centered at (cx,cy). A drawing that results from ferrisWheel is shown in the bottom of Figure 4 . We can directly manipulate several parameters of the ferris wheel: we can adjust the location (cx,cy) of the wheel by dragging the INTERIOR zone of the central hub; we can adjust radiusCenter to change the size of the central hub by manipulating its EDGE zone; and we can adjust the width sizeCar of all passenger cars by manipulating any one of their EDGE zones. While this workflow in sketch-n-sketch is already unique and quite useful, it would be nice to also have a way to adjust numSpokes and rotAngle in the visual editor. However, no zones are connected to these parameters. Therefore, we add sliders to expose control over numSpokes, rotAngle, and spokeLen from the GUI editor. (svg (append sliders wheel)))))))
The resulting canvas is shown in Figure 4 . With this setup, we can easily tweak any of the parameters to ferrisWheel in live mode without having to modify the program. If we wanted to change something about the ferris wheel abstraction, of course, we could easily switch to programmatic manipulation as needed.
To wrap up, we note how easy it is to export our ferris wheel design once we have finished modifying it. We can set the show parameter to false in order to hide the sliders from the output. From there, we use the export facility in sketch-n-sketch to generate the raw SVG for our design, which we can copy and paste into other SVG editors.
Other Examples. Our project page on the Web contains several more examples, including additional flags and patterns, data structure renderings, and simple data charts; some of these are described in Appendix A. We intend to continue developing examples in sketch-n-sketch to identify new opportunities and use cases for prodirect manipulation.
Usability of Live Mode. In our experience, we find live mode in sketch-n-sketch to provide a new and effective workflow compared to existing direct manipulation tools. Because we use heuristics to assign zones, there are sometimes cases when the default choices are not the most desirable. In the future, it may be useful to allow the user to override the default assignments. Even without this, however, we believe our approach strikes a reasonable balance. The captions displayed while hovering over a zone make clear what changes will be made, and because the effect of an action is visually immediate, it is easy to see whether the inferred update is desirable. Furthermore, by using thaw and freeze annotations, we can predictably control which constants will be changed.
Conclusion and Future Work
In this paper, we identified the need for prodirect manipulation interfaces that provide a seamless combination of programmatic and direct manipulation. To help realize this goal, we proposed the notion of trace-based program synthesis, which uses the run-time trace from a previous program execution in order to help synthesize program updates when the user manipulates the output.
We investigated the two main ideas above as follows. First, we developed a trace-based synthesis algorithm that is simple and fast enough for use in interactive settings. Second, we formulated a design for how to use the synthesis algorithm in direct manipulation editors for domains with inherently visual output. Finally, we implemented our approach in a system called sketch-n-sketch for developing SVG images, and we used it to develop many examples that would be difficult to create and maintain using either purely programmatic or purely direct manipulation interfaces. As a result, we believe that prodirect manipulation interfaces may be developed and applied in a variety of settings.
Future Work
Our work is the first to consider trace-based program synthesis and prodirect manipulation, so we had a large design space to examine. For most major design decisions, our general strategy was to choose relatively simple approaches that would, hopefully, lead to an intuitive and responsive development environment. Our experience with sketch-n-sketch has confirmed that our design decisions result in a novel and effective workflow. Nevertheless, we foresee several opportunities to improve and build on our work.
Sketch-N-Sketch and Structural
Updates. There are several ways to improve the utility of sketch-n-sketch, in addition to those we have already mentioned. One is to add more support (i.e. zones and triggers) for other SVG features, such as text elements and rotated elements. Another is to optimize the way we implement live mode. Currently, we re-run and re-render the updated program from scratch even though many shapes may be unaffected. This naïve approach works well for most of our examples, but performance degrades when the number of shapes becomes large. We have identified several ways to optimize our data structures to avoid redundant evaluation and rendering.
A second theme for future work is to extend the visual editor so that it can be used to create new shapes. In addition to toolbox features commonly found in existing applications (e.g. Illustrator and PowerPoint), there is an opportunity to identify new features that take advantage of the integration with programmatic manipulation.
For example, the editor may provide direct support for the user interface widgets and "ball of clay" template shapes we described in §6, and may even allow the user to write custom mouse triggers to override the default behaviors provided. Overall, we imagine such extensions will allow the user to customize the user interface much more than in existing direct manipulation tools. Our technical focus in this paper was to synthesize local updates, which enabled our design of live mode. An avenue for future work is to synthesize more sophisticated kinds of structural updates than the "hard-coded" ones in our current approach. Such updates would make ad hoc more useful, because the user could make large, structural changes to the output without necessarily having to refactor the synthesized structural update to reestablish high-level abstractions. The challenge will be to develop program synthesis algorithms that strike a balance between expressiveness and performance suitable enough to use in interactive settings.
Other Direct Manipulation Domains. We chose SVG as our first application domain because of the relatively small number of primitive domain objects, and because vector graphics are building blocks in many other settings. There are many other applicationsfor word processing, spreadsheets, slide-based presentations, and Web application development -where existing tools also fall on either end of the programmatic versus direct manipulation spectrum, rather than providing an integrated solution. We plan to extend the design of our language, synthesis algorithm, and prodirect manipulation editor to meet the specific challenges of each domain, such as layout in text documents, formulas in spreadsheets, dynamic animations in presentations, and multiple rendering configurations for Web applications.
Trace-Based Synthesis. Although our traced-based program synthesis idea was motivated by its application to direct manipulation domains, it may be applied more broadly for general-purpose programming. A user may wish to "directly manipulate" the output of a program in a textual format (just as well as in a visual format) and have the system infer program updates to match the changes. For example, when debugging a program, in addition to knowing what expressions and values lead to some unexpected output, it would be useful to provide suggestions for how to change the program to produce the desired result. Taking into account run-time traces may help to focus the search space for such updates.
There are several directions to study in pursuit of this goal. One is to extend the ideas to programming languages with additional features, such as mutable references, objects, and exceptions. Another is to enrich run-time traces with additional information about program structure. For example, recall the (clamp minVal maxVal srcVal) expression from § 6, which conditionally evaluates to one of its arguments. Traces in little do not record control-flow information, so when this expression evaluates to minVal or maxVal (when dragging the slider beyond its endpoints), there are no apparent program updates that change the value of srcVal. That is, there is no way to "go back" and change the direction of control flow, even though such changes to the program may be desirable. Designing richer kinds of traces will be important for many programming domains.
Lastly, there are other "knobs to turn" within the general tracebased synthesis framework. Our current formulation synthesizes updates using a single run-time trace and a single set of updated output values. In other settings, it may be fruitful to consider multiple traces, a history of user edits, and a history of previous program updates. Furthermore, we currently rank updates based on their output values, but it may be valuable to use metrics that account for the semantic differences between program versions. We expect that different design choices will be effective in different settings.
