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Abstract
We consider scalar-input control systems in the vicinity of an equilibrium, at which the
linearized systems are not controllable. For finite dimensional control systems, the authors
recently classified the possible quadratic behaviors. Quadratic terms introduce coercive drifts
in the dynamics, quantified by integer negative Sobolev norms, which are linked to Lie brackets
and which prevent smooth small-time local controllability for the full nonlinear system.
In the context of nonlinear parabolic equations, we prove that the same obstructions persist.
More importantly, we prove that two new behaviors occur, which are impossible in finite
dimension. First, there exists a continuous family of quadratic obstructions quantified by
fractional negative Sobolev norms or by weighted variations of them. Second, and more
strikingly, small-time local null controllability can sometimes be recovered from the quadratic
expansion. We also construct a system for which an infinite number of directions are recovered
using a quadratic expansion.
As in the finite dimensional case, the relation between the regularity of the controls and
the strength of the possible quadratic obstructions plays a key role in our analysis.
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1 Introduction and main results
The goal of this work is to illustrate possible behaviors for parabolic scalar-input control systems,
stemming from the analysis of their second-order expansions. Some of these quadratic behaviors
are already present in finite dimension (see [7], where the authors classified the possible quadratic
behaviors for scalar-input control systems in finite dimension, or [32] for a short survey in French
by the second author). Others are new and specific to control systems in infinite dimension.
1.1 Description of the control system
We present our results in the simple setting of a scalar-input control system governed by a nonlinear
heat equation set on the line segment x ∈ (0, pi). We consider the following nonlinear control system:
∂tz(t, x)− ∂xxz(t, x) = u(t)Γ[z(t)](x),
∂xz(t, 0) = ∂xz(t, pi) = 0,
z(0, x) = z0(x),
(1.1)
where z is the state, u is a scalar control, and Γ is an appropriate nonlinearity. We will be interested
in the notion of small-time local null controllability: given a small time T > 0 and an initial data z0
sufficiently small, does there exist a small control u such that z(T ) = 0?
Remark 1.1. The abstract system (1.1) is not intended to model the behavior of a real-world
physical system. Even so, we expect that most of the techniques and methods we introduce in the
sequel could be applied or extended to other more complex or realistic classes of systems. We chose
this abstract system as it lightens the computations and reduces the amount of technicalities in the
proof (see also Section 4.7 for an example of difficulties to be expected for other systems).
1.2 Notations and functional settings
1.2.1 Functional setting in space
We consider the Lebesgue space L2(0, pi), equipped with its usual scalar product 〈·, ·〉. Let ∆N be
the Neumann-Laplacian operator on (0, pi)
D(∆N ) := {f ∈ H2(0, pi); f ′(0) = f ′(pi) = 0}, ∆Nf = −∂xxf (1.2)
and (ϕk)k∈N, the orthonormal basis of L2(0, pi) of its eigenfunctions
ϕk(x) :=
1√
pi
{
1 if k = 0,√
2 cos(kx) if k ∈ N∗. (1.3)
We introduce the Sobolev space H1N (0, pi)
H1N (0, pi) :=
{
f ∈ L2(0, pi); ‖f‖2H1N (0,pi) =
∞∑
k=0
|(1 + k)〈f, ϕk〉|2 <∞
}
(1.4)
and its dual space H−1N (0, pi), which is equipped with the norm
‖f‖2
H−1N (0,pi)
=
( ∞∑
k=0
∣∣∣(1 + k)−1(f, ϕk)H−1N ,H1N ∣∣∣2
)1/2
. (1.5)
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1.2.2 Assumptions on the nonlinearity and regularity of solutions
Throughout this work, we will assume that there exists CΓ > 0 such that the nonlinearity Γ
appearing in (1.1) satisfies
Γ ∈ C2 (H1N (0, pi);H−1N (0, pi)) and
∀z ∈ H1N (0, pi), ‖Γ′[z]‖L(H1N ;H−1N ) + ‖Γ
′′[z]‖L(H1N×H1N ;H−1N ) ≤ CΓ,
(1.6)
so that, for every control u ∈ L∞(0, T ), system (1.1) is locally well-posed (see Lemma 2.2 below)
in the space
Z := C0
(
[0, T ];L2(0, pi)
) ∩ L2 ((0, T );H1N (0, pi)) , (1.7)
which we endow with the norm
‖z‖2Z := ‖z‖2C0([0,T ];L2(0,pi)) + ‖z‖2L2((0,T );H1N (0,pi)) (1.8)
and its solution z has a C2-dependence with respect to the control u. Eventually, we will use as a
shorthand notation
µ := Γ[0] ∈ H−1N (0, pi). (1.9)
Remark 1.2. The regularity assumption (1.6) includes bilinear systems as a particular case.
Indeed, for any λ, µ ∈ H−1N (0, pi), the map Γ : z 7→ µ + λz satisfies (1.6). Moreover, even when Γ
is such an affine map, the control system is already fully nonlinear since the source is uΓ[z].
1.2.3 Functional setting in time
For T > 0 and f ∈ L∞(0, T ), we consider the iterated primitives of f defined by induction as
f0 := f, fn+1(t) :=
∫ t
0
fn(τ) dτ. (1.10)
Implicitly, when required, we identify a function f ∈ L∞(0, T ) with its extension by zero to the
real line, which allows us to consider
• its non-unitary Fourier transform f̂ , defined for ξ ∈ R as
f̂(ξ) :=
∫
R
f(t)e−iξt dt =
∫ T
0
f(t)e−iξt dt, (1.11)
• its (negative) fractional Sobolev norm in H−s(R), for any s ∈ (0, 1],
‖f‖H−s(R) :=
(
1
2pi
∫
R
|f̂(ξ)|2
(1 + ξ2)s
dξ
) 1
2
. (1.12)
We will also consider, for any integer m ∈ N the usual integer-order Sobolev spaces
Hm(0, T ) :=
{
f ∈ L2(0, T ); f (k) ∈ L2(0, T ) for k = 0, ...,m
}
, (1.13)
equipped with the norm
‖f‖Hm(0,T ) :=
(
m∑
k=0
∫ T
0
|f (k)(t)|2 dt
) 1
2
, (1.14)
and Hm0 (0, T ), which is the adherence of C
∞
c (0, T ) for the topology of ‖.‖Hm(0,T ). For a ∈ [0,∞)
the (positive) fractional Sobolev space Ha(0, T ) defined by interpolation and equipped with the
norm ‖.‖Ha(0,T ).
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1.3 Controllability stemming from the linear order
We start by studying the linearized system of (1.1) around the null equilibrium (z, u) = (0, 0):
∂tz(t, x)− ∂xxz(t, x) = u(t)µ(x),
∂xz(t, 0) = ∂xz(t, pi) = 0,
z(0, x) = z0(x).
(1.15)
The controllability of systems such as (1.15) has been extensively studied. We refer in particular
to [21] and [22] for the introduction of the moment method. The assumption that 〈µ, ϕk〉 6= 0 for
all k ∈ N is obviously necessary for the linearized system to be null controllable (otherwise the
component 〈z(t), ϕk〉 of the state would evolve freely). Moreover, in order for the linearized system
to be small-time null controllable, one must add the assumption that the sequence 〈µ, ϕk〉 does
not decay too fast (see Section 2.3).
Theorem 1. Let µ ∈ H−1N (0, pi) such that 〈µ, ϕk〉 6= 0 for all k ∈ N and satisfying the decay
assumption (2.25). The linear system (1.15) is small-time null controllable with L2 controls.
When dealing with nonlinear behaviors, especially in infinite dimension, the regularity of the
controls plays a crucial role. In fact, and quite surprisingly, the regularity of the controls already
plays an important role for control systems in finite dimension (see [7]). We define the following
more precise notions, stressing the regularity imposed on the controls.
Definition 1.3 (Small-time local null controllability). Let Γ be such that (1.6) holds. For m ∈ N∗,
we say that system (1.1) is Hm-STLNC (respectively Hm0 -STLNC) when, for every T, η > 0, there
exists δ > 0 such that, for every z0 ∈ L2(0, pi) with ‖z0‖L2 ≤ δ, there exists u ∈ Hm(0, T ) (resp.
u ∈ Hm0 (0, T )) with ‖u‖Hm ≤ η such that the solution z ∈ Z to (1.1) satisfies z(T ) = 0.
Definition 1.4 (Smooth small-time local null controllability). Let Γ be such that (1.6) holds. We
say that system (1.1) is Smoothly-STLNC, when it is Hm0 -STLNC for every m ∈ N∗.
Under appropriate assumptions, the smooth small-time null controllability of the linearized
system around the null equilibrium implies that the nonlinear system is Smoothly-STLNC. This
was also the case in finite dimension (see [7, Theorem 1]). Although the following theorem is quite
classical, we include a proof in Section 2 to highlight that we can indeed construct regular controls.
Theorem 2. Let Γ satisfying (1.6), 〈µ, ϕk〉 6= 0 for all k ∈ N and the decay assumption (2.25).
Then, the nonlinear system (1.1) is Smoothly-STLNC with a linear cost.
More precisely, for every m ∈ N∗, there exist constants CL, δL > 0 and a continuous map L :{
z0 ∈ L2(0, pi); ‖z0‖L2 ≤ δL
} → Hm0 (0, T ) such that, for every z0 ∈ L2(0, pi) with ‖z0‖L2 ≤ δL,
the solution z ∈ Z to (1.1) with a control u := L(z0) satisfies z(T ) = 0. Moreover, the control and
the trajectory satisfy the estimate
‖z‖Z + ‖u‖Hm(0,T ) ≤ CL‖z0‖L2(0,pi). (1.16)
Remark 1.5. In fact, the small-time null-controllability of the linearized system is a necessary
condition for the Smooth-STLNC of the full nonlinear system with linear cost (see Section 2.6).
Generally speaking, one can only deduce local controllability results for the nonlinear system
from the controllability of the linearized system. However, for some particular nonlinearities, it is
sometimes possible to obtain global control results (see e.g. [23] where the authors prove a global
control result for a nonlinear parabolic equation despite the presence of a strong nonlinearity which
would make the solution blow up in the absence of control).
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1.4 Obstructions caused by quadratic integer drifts
When the linearized system misses some directions, a natural question is whether a quadratic
expansion can help to recover controllability along the lost directions. As a representative situation,
we consider the case when the linearized system misses one direction: the first one. This choice
also avoids technicalities explained in Section 4.7. This corresponds to the assumption that
〈µ, ϕ0〉 = 0. (1.17)
To study the quadratic behavior of the system along this lost direction, we introduce, for j ∈ N∗,
the sequence (cj)j∈N∗ ∈ RN∗ defined by
cj := 〈µ, ϕj〉〈Γ′[0]ϕj , ϕ0〉. (1.18)
Similarly as in finite dimension (see [7, Theorems 2 and 3]), Lie bracket considerations lead to ob-
structions related to quadratic coercive drifts, quantified by integer-order negative Sobolev norms.
This means that the component 〈z(t), ϕ0〉 ineluctably moves in one direction, for instance it in-
creases and therefore cannot reach values 6 〈z(0), ϕ0〉, which prevents controllability. Moreover,
〈z(t) − z(0), ϕ0〉 behaves like the square of an appropriate norm of the control, see Remark 1.6
below.
The particular case of the first obstruction was encountered by Coron in [17] and Morancey
and the first author in [8], in the context of a bilinear Schro¨dinger equation. The following theo-
rem, proved in Section 3, shows that any integer-order quadratic obstruction is possible and has
consequences for the controllability of the full nonlinear system.
Theorem 3. Let n ∈ N∗, Γ satisfying (1.6) and (1.17). Assume that there exists n different direc-
tions ϕj such that 〈µ, ϕj〉 6= 0 and that the sequence cj defined in (1.18) satisfies the assumptions
∞∑
j=1
j4n|cj | < +∞, (1.19)
∞∑
j=1
j2(2`−1)cj = 0, for every ` ∈ {1, ..., n− 1}, (1.20)
a :=
∞∑
j=1
j2(2n−1)cj 6= 0. (1.21)
Then the system (1.1) is not H2n+2-STLNC.
More precisely, for every ε > 0, there exists T ∗ > 0 such that, for every T ∈ (0, T ∗), there exists
η > 0 such that, for every δ ∈ [−1, 1], for every u ∈ H2n+2(0, T ) with ‖u‖H2n+2(0,T ) ≤ η, if the
solution of (1.1) with initial data z0 = δϕ0 satisfies
∀j ∈ N∗, 〈z(T ), ϕj〉 = 0, (1.22)
then ∣∣∣〈z(T ), ϕ0〉 − δ + a(−1)n‖un‖2L2(0,T )∣∣∣ ≤ ε(|δ|+ ‖un‖2L2(0,T )) . (1.23)
Remark 1.6. At an heuristic level, the estimate (1.23) corresponds to the fact that, in the asymp-
totic of small controls in H2n+2(0, T ), one has
〈z(T ), ϕ0〉 ≈ 〈z0, ϕ0〉 − a(−1)n‖un‖2L2(0,T ). (1.24)
The approximate equality (1.24) indicates that the quadratic terms induce a drift in the dynamics
of the system, which is quantified by the L2(0, T ) norm of un. In particular, initial states for which
〈z0, ϕ0〉 has the same sign as −a(−1)n cannot be driven to zero.
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Remark 1.7. Under assumption (1.19), the series considered in (1.20) and (1.21) converge. Un-
der appropriate regularity assumptions on Γ, these two relations may be rewritten in term of the
Lie brackets
〈[ad2`−1f0 (f1), f1](0), ϕ0〉 = 0, for every ` ∈ {1, ..., n− 1}, (1.25)
〈[ad2n−1f0 (f1), f1](0), ϕ0〉 6= 0, (1.26)
where f0 := ∆N and f1 := Γ. These Lie bracket conditions are exactly those that appear for finite
dimensional systems x′ = f0(x) + uf1(x) in [7, Theorems 2 and 3] .
Here, the notation adjf0 refers to the usual definition of iterated Lie brackets of vector fields and
is used formally in infinite dimension. For smooth vector fields X,Y ∈ C∞(Rd,Rd), [X,Y ] is the
smooth vector field on Rd defined by [X,Y ](x) = Y ′(x)X(x)−X ′(x)Y (x) for every x ∈ Rd and we
define by induction on j ∈ N, ad0X(Y ) := Y and adj+1X (Y ) := [X, adjX(Y )].
These formal computations become rigorous for instance when Γ[z] = µ+Γ′[0]z, µ ∈ D(∆2n−1N ),
and Γ′[0] maps D(∆jN ) into itself for any j ∈ {1, . . . , n}. Indeed, then for any j ∈ {1, . . . , n} and
z ∈ D(∆jN ), the following equality holds in L2(0, pi):
adj∆N (Γ)(z) = ad
j
∆N
(Γ′(0)) z + (−1)j∆jNµ, (1.27)
where the first bracket in the right hand side is a commutator of operators. Thus
[ad2`−1∆N (Γ),Γ](0) = Γ
′[0](−1)2`−1∆2`−1N µ− ad2`−1∆N (Γ′(0))µ. (1.28)
Taking into account that ∆Nϕ0 = 0, we obtain 〈ad2`−1∆N (Γ′(0))µ, ϕ0〉 = 〈Γ′(0)∆2`−1N µ, ϕ0〉 and
we deduce from (1.28) that 〈[ad2`−1∆N (Γ),Γ](0), ϕ0〉 = −2〈Γ′[0]∆2`−1N µ, ϕ0〉. Finally, for any ` ∈{1, . . . , n}, one has
∞∑
j=1
j2(2`−1)cj =
∞∑
j=1
j2(2`−1)〈µ, ϕj〉〈Γ′[0]ϕj , ϕ0〉 =
∞∑
j=1
〈∆2`−1N µ, ϕj〉〈ϕj ,Γ′[0]∗ϕ0〉
= 〈∆2`−1N µ,Γ′[0]∗ϕ0〉 = 〈Γ′[0]∆2`−1N µ, ϕ0〉 = −
1
2
〈[ad2`−1∆N (Γ),Γ](0), ϕ0〉.
(1.29)
Remark 1.8. For control-affine systems in finite dimension, we proved in [7, Theorem 3] that the
optimal norm for the smallness assumption on u is the W 2n−3,∞ one. This norm is optimal in the
following sense:
• there exists finite dimensional systems x′ = f(x, u) that are not W 2n−3,∞-STLC because of
such a drift, but for which W 2n−4,∞-STLC holds: STLC is possible with controls small in
W 2n−4,∞(0, T ) but large in W 2n−3,∞(0, T ), typically oscillating controls,
• in such cases, the cubic (or higher order) term is responsible for the controllability: it domi-
nates the quadratic term in this oscillation regime.
The H2n+2-norm used in Theorem 3, for the nonlinear heat equation, is not the optimal one, but
allows a lighter exposition. Here, the optimal norm is an open problem. To solve it, one would
need a sharp quantification of the cubic remainder in 〈z(t), ϕ0〉.
Remark 1.9. Assumption (1.19) could probably also be softened. The convergence of this sum is
indeed not necessary to define the drift amplitude a in condition (1.21). However, this regularity
avoids technical complications in the proofs when estimating the remainders. Hence, we will stick
with it since our main goal is to highlight phenomenons and not to provide an optimal general
framework.
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1.5 Obstructions caused by quadratic fractional drifts
In the context of parabolic equations, which are control systems in infinite dimension, a whole
new continuous family of drifts can occur, quantified by fractional-order negative Sobolev norms.
A fractional drift quantified by the H−5/4 norm of the control had already been observed by the
second author for a Burgers equation (see [31]). The following theorem, proved in Section 4, is the
first main result of our work and proves that any negative fractional drift is possible.
Theorem 4. Let n ∈ N, s ∈ (0, 1), a ∈ R∗, α > 4s− 1 and Γ be such that (1.6) and (1.17) hold.
Assume that the coefficients cj defined in (1.18) satisfy
cj =
a
j4n−1+4s
+O
(
1
j4n+α
)
, (1.30)
∞∑
j=1
j2(2`−1)cj = 0, for every ` ∈ {1, ..., n}. (1.31)
Then the system (1.1) is not H2n+2s+
3
2 -STLNC.
More precisely, there exists a constant γ(s) > 0 (see (4.18)) such that, for every ε > 0, there exists
T ∗ > 0 such that, for every T ∈ (0, T ∗), there exists η > 0 such that, for every δ ∈ [−1, 1], for every
u ∈ H2n+2s+ 32 (0, T ) with ‖u‖
H2n+2s+
3
2 (0,T )
≤ η, if the solution of (1.1) with initial data z0 = δϕ0
satisfies the condition (1.22), then∣∣∣〈z(T ), ϕ0〉 − δ − aγ(s)(−1)n‖un‖2H−s(R)∣∣∣ ≤ ε(|δ|+ ‖un‖2H−s(R)) . (1.32)
Remark 1.10. As in the integer-order obstructions, the following comments can be made.
• At an heuristic level, the estimate (1.32) corresponds to the fact that, in the asymptotic of
small controls in H2n+2s+
3
2 (0, T ), one has
〈z(T ), ϕ0〉 ≈ 〈z0, ϕ0〉+ aγ(s)(−1)n‖un‖2H−s(R). (1.33)
• The conditions (1.31) can be interpreted in terms of Lie brackets between ∆N and Γ.
• The smallness in H2n+2s+ 32 of the controls is not the optimal assumption.
Remark 1.11. Despite the resemblance between the integer-order and the fractional-order state-
ments, we stress that the nature of the underlying cause might be different. Indeed, the integer-
order obstructions occur when the weighted sum (1.21) of the coefficients cj is non-zero, whereas
the fractional-order obstructions depend only on the asymptotic behavior (1.30) of the coefficients.
Remark 1.12. We state Theorem 4 with drifts quantified by fractional negative Sobolev norms
to keep the statement easily understandable. However, as claimed in the abstract, depending on
the asymptotic behavior of the sequence cj, the drifts can be quantified by essentially arbitrary
weighted fractional negative Sobolev norms. We refer to Section 4.6 for examples and more precise
statements.
1.6 Controllability stemming from the quadratic order
Finally, and even more strikingly, for parabolic equations, we can sometimes recover small-time
local null controllability from the quadratic expansion. This fact is most surprising, as it is never
possible in finite dimension. Indeed, for finite dimensional control systems, if the linearized system
misses one direction, then small-time local controllability can only be recovered thanks to cubic –
or higher order – terms (thus, with a cubic or more control cost).
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Up to our knowledge, the following result is the first example in which small-time controllability
is restored at the quadratic order for a scalar-input system. In all previously known situations where
the linearized system misses at least one direction and controllability is restored, either:
• controllability is restored in small time but by means of a cubic expansion with a vanishing
quadratic term, (see e.g. [18] where the authors prove small-time local null controllability for
a Korteweg-de-Vries system with a critical length thanks to cubic terms),
• controllability is restored by means of a quadratic expansion but only in large time (see
e.g. [13, 14] where the authors obtain controllability in large time for Korteweg-de-Vries
systems with critical lengths and [5, 6, 8] where the authors obtain controllability of bilinear
Schro¨dinger equation),
• controllability is restored in large time by means of the return method and possibly other
technics (see [16] about the Saint-Venant equation, and [4, 6] about bilinear Schro¨dinger
equations where the large time is due to quasi-static transformations, and [33] where a large
time is needed to construct the reference trajectory of the return method),
• controllability is restored with non-scalar controls (see e.g. [15] where the author prove small-
time controllability for the Euler equation using boundary controls, which corresponds to an
infinite number of scalar controls).
The following result, proved in Section 5, is the second main result of our work.
Theorem 5. There exists a nonlinearity Γ satisfying (1.6) such that 〈µ, ϕ0〉 = 0 and the nonlinear
system (1.1) is smoothly small-time locally null controllable with quadratic cost. More precisely,
for each T > 0 and m ∈ N∗, there exists CT,m > 0 such that, for each z0 ∈ L2(0, pi), there exists a
control u ∈ Hm0 (0, T ) and a solution z ∈ Z to (1.1), such that z(T ) = 0 and
‖u‖Hm ≤ CT,m
(
|〈z0, ϕ0〉| 12 + ‖z0 − 〈z0, ϕ0〉ϕ0‖L2
)
. (1.34)
Remark 1.13 (Local vs. global). Although we are mostly interested in local controllability prop-
erties, Theorem 5 is stated as a global controllability result because the system we construct is
homogeneous with respect to dilations, so that local and global notions are equivalent.
Remark 1.14 (Quadratic cost). The size estimate (1.34) for the control is reminiscent of the
fact that the controllability of the first mode 〈z, ϕ0〉 stems from the quadratic order, whereas the
controllability of the other modes stems from the linear order (see Section 5.6 for more details).
For small initial states, this cost estimate highlights that the constructed control is ”more ex-
pansive” than a linear control (with respect to the size of z0), but ”less expansive” than a control
strategy relying on a cubic (or higher order) expansion.
In finite dimension, there is no system for which the linearized system misses a direction and
for which small-time local controllability is recovered with quadratic cost (we refer to [7] for more
precise statements).
1.7 Recovering an infinite number of lost directions
Eventually, we prove that not only a finite number of directions can be recovered at the quadratic
order, but even an infinite number of lost directions. Our third main result is the following
theorem, proved in Section 6, which, up to our knowledge, is the first example of recovering an
infinite number of lost directions thanks to a power series expansion method.
Theorem 6. Let s ∈ (0, 12 ). There exists a nonlinearity Γs : H1N (0, pi)→ H−1N (0, pi), satisfying the
regularity assumptions (1.6) and, for every k ∈ N,
〈Γs[0], ϕ2k+1〉 = 0, (1.35)
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and for which the nonlinear system (1.1) is null controllable in small-time with quadratic cost.
More precisely, for each T > 0, there exists CT > 0, such that, for each z0 ∈ H1N (0, pi), there
exists a control u ∈ H−s(0, T ) and a solution z ∈ Z to (1.1), such that z(T ) = 0 and
‖u‖H−s(0,T ) ≤ ‖(〈z0, ϕ2k+1〉)k∈N‖
1
2
`1 + CT ‖(〈z0, ϕ2k〉)k∈N‖`2 . (1.36)
Remark 1.15 (Lost directions). Conditions (1.35) imply that an infinite number of directions are
”lost” by the linearized system (1.15) and ”recovered” through the nonlinearity.
Remark 1.16 (Control cost). A surprising feature of the cost estimate (1.36) is that the cost of
control for the odd modes does not blow up as T → 0. This is reminiscent of the fact that we
construct a system which behaves really nicely with respect to controllability with H−s controls.
This surprising feature is discussed in Section 6.10.
Remark 1.17 (Initial state regularity). Our result assumes that the initial state is in H1N (0, pi).
Of course, if the initial state is only in L2(0, pi), one can use a null control on a small time interval
in order to let the smoothing effect of the heat equation take place. The main consequence is that
the `1 norm of the odd coefficients of the regularized initial data scales like T−
1
4 , which deteriorates
the constant control cost we obtained for slightly smoother initial data.
Remark 1.18 (Control regularity). The possibility to restore small-time null controllability using
more regular controls, for the nonlinearity Γs we construct, is unlikely. The existence of a scalar-
input nonlinear system for which smooth small-time controllability could be restored with quadratic
cost, although an infinite number of directions are lost at the linear order is an open question.
1.8 Examples
The goal of this section is to propose examples of nonlinearities Γ to which Theorem 3 and The-
orem 4 apply. In particular, we want to show that every situation can happen already with affine
nonlinearities Γ[z] = µ+λz, where µ, λ ∈ L2(0, pi) are functions, visualize the different assumptions
in this case and understand the genericity of the different situations. For such affine nonlinearities,
definition (1.18) simplifies to
∀j ∈ N, cj = 〈µ, ϕj〉〈ϕj , λ〉. (1.37)
We first focus on the first integer obstruction n = 1 in Theorem 3. Among the functions (λ, µ)
such that the series
∑
j4|cj |2 converges, then, generically, the sum
∑
j2cj does not vanish, and we
observe a drift quantified by ‖u1‖2L2(0,T ). This is for instance the case in the following example.
Example 1. We consider µ(x) = ρ1(x) and λ(x) = ρ2(x) where
ρ1(x) = x
2 − pi
2
3
and ρ2(x) =
x4
4
− pix
3
3
+
pi4
30
. (1.38)
Note that ρ2 ∈ D(∆N ), whereas ρ1 /∈ D(∆N ), thus 〈ρ2, ϕj〉 are expected to decrease faster than
〈ρ1, ϕj〉. Indeed, easy computations show that
〈ρ1, ϕ0〉 = 0 and for every j ∈ N∗, 〈ρ1, ϕj〉 = 2
√
2pi
(−1)j
j2
, (1.39)
〈ρ2, ϕ0〉 = 0 and for every j ∈ N∗, 〈ρ2, ϕj〉 = −2
√
2pi
[2(−1)j + 1]
j4
. (1.40)
Therefore (1.17) holds because 〈µ, ϕ0〉 = 〈ρ1, ϕ0〉 = 0 and (1.19) holds with n = 1 because cj
behaves asymptotically like 1j6 . Moreover, (1.21) holds with n = 1 because
∞∑
j=1
j2cj = −(2
√
2pi)2
∞∑
j=1
j2
(−1)j
j2
[2(−1)j + 1]
j4
< 0. (1.41)
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Thus Theorem 3 applies: there is a drift quantified by ‖u1‖2L2(0,T ).
By modifying a bit this example, we may easily construct another example for which (1.21)
does not hold anymore for n = 1 and the serie involved in (1.21) for n = 2 is not convergent.
Then, we are in between of the first integer obstruction (n = 1) and the second integer obstruction
(n = 2), in the domain of fractional obstructions treated by Theorem 4.
Example 2. We consider µ(x) = ρ1(x) and λ(x) = ρ2(x)− αϕ1(x) where
α = 2
√
2pi
∞∑
j=1
(−1)j [2(−1)j + 1]
j4
. (1.42)
Then (1.17) holds because 〈µ, ϕ0〉 = 〈ρ1, ϕ0〉 = 0, (1.31) holds with n = 1 by choice of α. Thanks
to (1.39) and (1.40), the assumption (1.30) holds with n = 1 and s = 34 . Thus Theorem 4 applies:
there is a drift quantified by ‖u1‖2H−3/4(R).
In order to observe the second integer obstruction, we need smoother functions λ, µ so that the
series involved in (1.21) with n = 2 does converge. This is the case in the following example.
Example 3. We consider µ = ρ2 and λ = ρ3 + βϕ1 + γϕ2 where ρ3 solves ρ
′′
3 = ρ2 on (0, pi),
ρ′3(0) = ρ
′
3(pi) = 0 and β, γ ∈ R. Easy computations show that
∀j ∈ N∗, 〈ρ3, ϕj〉 = − 1
j2
〈ρ2, ϕj〉 = 2
√
2pi
[2(−1)j + 1]
j6
. (1.43)
Then (1.17) holds because 〈µ, ϕ0〉 = 〈ρ2, ϕ0〉 = 0, and (1.19) holds with n = 2 because cj behaves
asymptotically like 1j10 . For appropriate choices of (β, γ) ∈ R2, namely
− 2
√
2pi
∞∑
j=1
[2(−1)j + 1]2
j8
+ β− 3
4
γ = 0 and − 2
√
2pi
∞∑
j=1
[2(−1)j + 1]2
j4
+ β− 48γ 6= 0 (1.44)
then (1.20) and (1.21) hold with n = 2, thus Theorem 3 applies: there is a drift quantified by
‖u2‖2L2(0,T ). For a different choice of (β, γ), namely
− 2
√
2pi
∞∑
j=1
[2(−1)j + 1]2
j8
+ β− 3
4
γ = 0 and − 2
√
2pi
∞∑
j=1
[2(−1)j + 1]2
j4
+ β− 48γ = 0 (1.45)
Theorem 4 applies: there is a drift quantified by ‖u2‖2H−3/4(R).
Iterating this construction, we may construct functions λ, µ, relying on the function ρ3 such
that Theorem 4 applies with n = 2 and s = 14 . Then there is a drift quantified by ‖u3‖2H−1/4(R).
2 Smooth controllability stemming from the linear order
The goal of this section is to prove Theorem 2. The idea that small-time controllability of the
linearized system implies controllability of the nonlinear system is quite classical. However, there
are two difficulties here. First, we are seeking a null controllability result and we only assumed
the controllability of the linearized system at the null equilibrium (and not around any state near
the equilibrium). This prevents us from using classical fixed-point methods and requires a specific
powerful method. We will use the source term method introduced by Liu, Takahashi and Tucsnak
in [30] in the context of a fluid-structure system. Second, we wish to build regular controls, even
for the nonlinear system. This will require that we adapt accordingly the source term method.
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2.1 Classical well-posedness results
We recall, for the sake of completeness, usual well-posedness results for the class of parabolic
equations we are looking at, under the regularity assumption (1.6) on Γ.
Lemma 2.1. Let T > 0. There exists CT > 0, which is a non-decreasing function of T , such that,
for any f ∈ L2((0, T );H−1N (0, pi)) and any z0 ∈ L2(0, pi), there exists a unique solution z ∈ Z to
∂tz(t, x)− ∂xxz(t, x) = f(t, x),
zx(t, 0) = zx(t, pi) = 0,
z(0, x) = z0(x).
(2.1)
Moreover, it satisfies the estimate
‖z‖Z ≤ CT
(
‖z0‖L2 + ‖f‖L2((0,T );H−1N (0,pi))
)
. (2.2)
Proof. The proof of this statement is classical. We refer for example to [37]. The fact that CT
depends on T may seem unusual at first glance. However, for the Neumann-Laplacian (1.2), the
eigenvector ϕ0 is associated with the eigenvalue 0. Thus, the contribution of this first mode to the
L2((0, T );H1N (0, pi)) norm of z is not bounded as T → +∞.
Lemma 2.2. Let Γ satisfying (1.6) and T > 0. There exist constants C, η > 0 such that, for every
z0 ∈ L2(0, pi) and u ∈ L∞(0, T ) with ‖u‖L∞ ≤ η, there exists a unique solution z ∈ Z to
∂tz(t, x)− ∂xxz(t, x) = u(t)Γ[z(t)](x),
∂xz(t, 0) = ∂xz(t, pi) = 0,
z(0, x) = z0(x).
(2.3)
Moreover, this solution satisfies
‖z‖Z ≤ C
(‖z0‖L2 + ‖u‖L∞(0,T )) . (2.4)
Proof. Let T > 0, Γ satisfying (1.6), z0 ∈ L2(0, pi) and u ∈ L∞(0, T ). We construct a map
F : Z → Z by associating, to any z ∈ Z, the value F(z) := h, where h is the solution to
∂th(t, x)− ∂xxh(t, x) = u(t)Γ[z(t)](x),
∂xh(t, 0) = ∂xh(t, pi) = 0,
h(0, x) = z0(x).
(2.5)
From the regularity assumption (1.6) on Γ, for every z1, z2 ∈ H1N (0, pi),
‖Γ[z1]− Γ[z2]‖H−1N (0,pi) ≤ CΓ‖z1 − z2‖H1N (0,pi). (2.6)
Then, by Lemma 2.1, the map F is well-defined and moreover, for every z1, z2 ∈ Z,
‖F(z1)−F(z2)‖Z ≤ CTCΓ‖u‖L∞(0,T )‖z1 − z2‖Z . (2.7)
For ‖u‖L∞(0,T ) ≤ η := (2CTCΓ)−1, this proves that F is a contraction mapping on Z. Thanks to
the Banach fixed point theorem, it admits a unique fixed point. Using once more Lemma 2.1, we
obtain estimate (2.4) with C := 2CT (‖µ‖H−1N (0,pi) + 1).
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2.2 Smooth resolution of moment problems
To study the linear problem and obtain estimates useful for the nonlinear problem, we will use
the well-known moment method introduced by Fattorini and Russel (see e.g. the seminal works
[21, 22]). We start with the following results, concerning the solvability of moment problems with
smooth controls.
Lemma 2.3 (Existence of biorthogonal families). Let m ∈ N. There exist C1, T1 > 0, such that,
for any T ∈ (0, T1], there exists a family (ψTk,j)k∈N,0≤j≤m of functions in L2(−T2 , T2 ), such that,
for any k, k′ ∈ N and 0 ≤ j, j′ ≤ m,∫ T/2
−T/2
tj e−(1+k
2)t ψTk′,j′(t) dt = δj,j′δk,k′ , (2.8)
which moreover satisfies, for k ∈ N and 0 ≤ j ≤ m,
‖ψTk,j‖L2(−T2 ,T2 ) ≤ C1e
kC1+C1/T . (2.9)
Proof. This result is stated more generally in [9, Theorem 1.5] for any sequence of eigenvalues
satisfying a set of appropriate assumptions. Here, the sequence of eigenvalues given by Λk := 1+k
2
for k ∈ N satisfies all the required assumptions.
Lemma 2.3 was introduced to control systems of parabolic equations, which required being
able to solve moment problems with polynomial terms. Here, we consider a single scalar parabolic
equation, but we wish to build regular controls and estimate their size.
Proposition 2.4 (Solvability of moment problems). Let m ∈ N and η1 > 12 . There exist M1, T1 >
0, such that the following property holds. Let T ∈ (0, T1] and define the normed vector space
DT :=
{
d = (dk)k∈N ∈ RN, ‖d‖DT := sup
k∈N
|dk|eη1Tk2 < +∞
}
. (2.10)
There exists a continuous linear map LT1 : DT → Hm0 (0, T ) such that, for any sequence d =
(dk)k∈N ∈ DT , the control u := LT1 (d) satisfies, for all k ∈ N, the moment condition∫ T
0
u(t)e−k
2(T−t) dt = dk (2.11)
and the size estimate
‖u‖Hm(0,T ) ≤M1eM1/T ‖d‖DT . (2.12)
Proof. Let C1, T1 > 0 be given by Lemma 2.3. Let m ∈ N. First, there exists a constant S1 > 0
such that, for any T ∈ (0, T1] and any u ∈ Hm0 (0, T ), one has
‖u‖Hm(0,T ) ≤ S1‖u(m)‖L2(0,T ). (2.13)
Let η1 >
1
2 . We define α1 :=
1
2 (η1 − 12 ) and
M1 := max
{
1 + C1 +
(C1 + 2m)
2
4α1
, C1S1
(
1 +m! +
T1
1− e−α1T1
)}
. (2.14)
Let T ∈ (0, T1] and d ∈ DT . To build a control u := LT1 (d) ∈ Hm0 (0, T ), we look for its m-th
derivative u(m) under the form
u(m)(t) = v
(
T
2
− t
)
e−(
T
2 −t), (2.15)
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where v ∈ L2(−T2 , T2 ). Using (2.15) and iterated integration by parts, we obtain that u ∈ Hm0 (0, T )
if and only if, for 0 ≤ j ≤ m− 1, ∫ T/2
−T/2
τ jv(τ)e−τ dτ = 0. (2.16)
Integrating by parts and using (2.16), we obtain that (2.11) for k = 0 is equivalent to∫ T/2
−T/2
τmv(τ)e−τ dτ = m! d0 (2.17)
and that (2.11) for k ≥ 1 is equivalent to∫ T/2
−T/2
v(τ)e−(1+k
2)τ dτ = (−1)mk2mek2T/2dk. (2.18)
We set
v(t) := m! d0ψ
T
0,m(t) + (−1)m
∑
k≥1
k2mek
2T/2dkψ
T
k,0(t). (2.19)
Thanks to the size estimate of the biorthogonal family (2.9) and the decay of dk (2.10), the above
serie converges in L2(−T/2, T/2) and
‖v‖L2 ≤ m! |d0|C1eC1/T + C1
∑
k≥1
|dk|k2mek2T/2ekC1+C1/T . (2.20)
Thanks to the biorthogonality condition (2.8), the relations (2.16), (2.17) and (2.18) are satisfied.
Thus u ∈ Hm0 (0, T ) and solves the moment problem (2.11) for k ∈ N. Since d ∈ DT , using the
definition of ‖d‖DT in (2.10) and the relations k2m ≤ e2mk and 2α1 = η1− 12 , we obtain from (2.20)
that
‖v‖L2 ≤ C1eC1/T
m! +∑
k≥1
e(C1+2m)ke−2α1k
2T
 ‖d‖DT . (2.21)
For any k ∈ N,
exp ((C1 + 2m)k) ≤ exp
(
α1k
2T +
(C1 + 2m)
2
4Tα1
)
. (2.22)
Moreover, for T ∈ (0, T1],∑
k≥1
e−α1Tk
2 ≤ 1
T
T1
1− e−α1T1 ≤ e
1/T T1
1− e−α1T1 . (2.23)
Gathering (2.13) (2.21), (2.22), and (2.23) proves the size estimate (2.12) with the claimed constant
M1 defined in (2.14).
2.3 Cost of controllability for the linearized system
The first step of the source-term method is to compute an estimate of the cost of controllability
for the linearized system (1.15). Roughly speaking, the cost of controllability is the minimal size of
the controls one must use to drive an initial state to zero in a given time. This topic has received
much attention. In the particular case of (1.15), we refer to the recent work [29] and the references
therein.
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In order for the linear system (1.15) to be small-time null controllable, it is necessary to assume
that the coefficients |〈µ, ϕk〉| 6= 0 do not decay too fast. More precisely, that
Tµ := lim sup
k→+∞
− log |〈µ, ϕk〉|
k2
= 0. (2.24)
When Tµ is positive, then it is the minimal time of null controllability for the linearized system
(see [1, 29] for more details). In the sequel, we always assume that (2.24) holds as we are interested
in obstructions to controllability caused by the quadratic properties of the system.
In order for the linear system (1.15) to be controllable with the usual control cost for the heat
equation of the form eC/T , we must add a stronger assumption than (2.24). We assume
bµ := lim sup
k→+∞
− log |〈µ, ϕk〉|
k
< +∞. (2.25)
Assumption (2.25) implies (2.24) and is satisfied for a very wide class of µ ∈ H−1N (0, pi).
The following result is quite classical. We include a proof for the sake of completeness and
because it is not so frequent to build regular controls in the dissipative case. For time-reversible
systems, some authors studied the behavior of the HUM operator (see e.g. [19, 28]) or developed
methods to obtain regular controls from the HUM method (see e.g. [20]).
Proposition 2.5. Let µ ∈ H−1N (0, pi). Assume that, for every k ∈ N, 〈µ, ϕk〉 6= 0 and that µ
satisfies (2.25). Let m ∈ N. There exists M2 > 0 such that, for any T > 0, there exists a
continuous linear map LT2 : L
2(0, pi) → Hm0 (0, T ) such that, for any z0 ∈ L2(0, pi), the solution
z ∈ Z to the linear system (1.15) with control u := LT2 (z0) satisfies z(T ) = 0 and
‖u‖Hm(0,T ) ≤M2eM2/T ‖z0‖L2(0,pi). (2.26)
Proof. From the decay assumption (2.25), there exists kb ∈ N such that, for k ≥ kb, one has, for
any τ > 0,
1
|〈µ, ϕk〉| ≤ e
(bµ+1)k ≤ e(bµ+1)2/τek2τ/4. (2.27)
Moreover, for k ≤ kb, one has
1
|〈µ, ϕk〉| ≤ Bµ := supk′≤kb
1
|〈µ, ϕk′〉| < +∞. (2.28)
Let m ∈ N and M1, T1 > 0 be given by Proposition 2.4 for the exponent η1 = 3/4. We set
M := max{M1,M1Bµ,M1 + (1 + bµ)2} and M2 := max{M,MeM/T1}.
Let T > 0 and z0 ∈ L2(0, pi). Let τ := min{T, T1}. Each component of the state z(τ) can be
computed explicitly as
〈z(τ), ϕk〉 = 〈z0, ϕk〉e−k2τ + 〈µ, ϕk〉
∫ τ
0
u(t)e−k
2(τ−t) dt. (2.29)
We construct a sequence (dk)k∈N as
dk := −〈z0, ϕk〉〈µ, ϕk〉 e
−k2τ . (2.30)
Since |〈z0, ϕk〉| ≤ ‖z0‖L2 , we obtain thanks to (2.27) and (2.28), for any k ∈ N,
|dk| ≤ ‖z0‖L2 max{Bµ, e(1+bµ)
2/τ}e−3k2τ/4. (2.31)
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From (2.31), d ∈ Dτ with η1 = 3/4. We set u = LT2 (z0) := Lτ1(d), which we extend by zero on
[τ, T ] if T > τ . From the size estimate for the resolution of the moment problem (2.12) and (2.31),
we have
‖u‖Hm(0,T ) ≤M1eM1/τ‖d‖Dτ
≤M1eM1/τ‖z0‖L2 max{Bµ, e(1+bµ)
2/τ}
≤MeM/τ‖z0‖L2
≤M2eM2/T ‖z0‖L2 .
(2.32)
This concludes the proof of the cost estimate (2.26).
2.4 Controllability despite a source term
The key point of the source term method is to prove that, if a linear system is null controllable
(i.e. if one can use a control to drive a non-zero initial state back to zero), then one can also use
a control to drive the state to zero despite a source term, provided that it vanishes quick enough
near the final time, compared to the control cost in small time. We consider the forced version of
the linear control system (1.15):
∂tz(t, x)− ∂xxz(t, x) = u(t)µ(x) + f(t, x),
∂xz(t, 0) = ∂xz(t, pi) = 0,
z(0, x) = z0(x).
(2.33)
Let µ ∈ H−1N (0, pi) satisfying (2.25). Let M2 be given by Proposition 2.5. Let T > 0, q ∈ (1,
√
2)
and p > q2/(2− q2). We define the weights
ρ0(t) := M
−p
2 exp
(
− pM2
(q − 1)(T − t)
)
, (2.34)
ρF (t) := M
−1−p
2 exp
(
− (1 + p)q
2M2
(q − 1)(T − t)
)
. (2.35)
Then we define associated spaces for the source term, the state and the control
F :=
{
f ∈ L2((0, T );H−1N (0, pi)),
∫ T
0
‖f(t)‖2
H−1N (0,pi)
/ρ2F (t) dt < +∞
}
, (2.36)
Z :=
{
z ∈ L2((0, T );H1N (0, pi)),
∫ T
0
‖z(t)‖2H1N (0,pi)/ρ
2
0(t) dt < +∞
}
, (2.37)
U :=
{
u ∈ L∞(0, T ), sup
t∈[0,T ]
|u(t)|2/ρ20(t) < +∞
}
. (2.38)
Proposition 2.6. Let µ ∈ H−1N (0, pi). Assume that, for every k ∈ N, 〈µ, ϕk〉 6= 0 and that µ
satisfies (2.25). Let m ∈ N∗ and T > 0. There exists C3 > 0 and a continuous linear map
L3 : L
2(0, pi) × F → U ∩Hm0 (0, T ) such that, for any z0 ∈ L2(0, pi) and any f ∈ F , the solution
z ∈ Z to (2.33) with a control u := L3(z0, f) satisfies z(T ) = 0 and
‖z‖Z + ‖z/ρ0‖C0([0,T ];L2(0,pi)) + ‖u‖U + ‖u‖Hm(0,T ) ≤ C3
(‖z0‖L2(0,pi) + ‖f‖F) . (2.39)
Remark 2.7. Proposition 2.6 is inspired by [30, Proposition 2.3]. However, we give a proof below
because we introduced changes in the definitions of the functional spaces. Namely, we use forces
with weaker regularity (H−1N (0, pi) instead of H
1
N (0, pi)), we ask for stronger regularity on the state
(H1N (0, pi) instead of L
2(0, pi)) and stronger regularity on the constructed controls. Our proof follows
the time decomposition scheme introduced in the original paper.
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Proof. For k ≥ 0, we define Tk := T (1− q−k). On the one hand, we let a0 := z0 and, for k ≥ 0, we
define ak+1 := zf (T
−
k+1) where zf is the solution to{
∂tzf −∆Nzf = f on (Tk, Tk+1),
zf (T
+
k , .) = 0
(2.40)
From Lemma 2.1, using the energy estimate (2.2), we have
‖ak+1‖L2(0,pi) ≤ ‖zf‖C0([Tk,Tk+1],L2(0,pi)) ≤ CT ‖f‖L2((Tk,Tk+1),H−1N (0,pi)). (2.41)
On the other hand, for k ≥ 0, we also consider the control systems{
∂tzu −∆Nzu = ukµ on (Tk, Tk+1),
zu(T
+
k ) = ak.
(2.42)
Exceptionally, in this proof, the notation uk denotes a sequence of controls, and not the k-th
primitive of a given function u as in (1.10). Using Proposition 2.5, we define uk ∈ Hm0 (Tk, Tk+1)
as uk(t) := (L
Tk+1−Tk
2 (ak))(t− Tk). Hence, zu(T−k+1) = 0 and, thanks to the cost estimate (2.26),
‖uk‖2Hm(Tk,Tk+1) ≤M22 e2M2/(Tk+1−Tk)‖ak‖2L2(0,pi). (2.43)
In particular, for k = 0,
‖u0‖2Hm(T0,T1) ≤M22 e2qM2/(T (q−1))‖z0‖2L2(0,pi). (2.44)
And, since ρ0 is decreasing
‖u(m)0 /ρ0‖2L2(T0,T1) + ‖u0/ρ0‖2L∞(T0,T1) ≤ (1 + T )ρ−20 (T1)M22 e2qM2/(T (q−1))‖z0‖2L2(0,pi). (2.45)
For k ≥ 0, since ρF is decreasing, combining (2.41) and (2.43) yields
‖uk+1‖2Hm(Tk+1,Tk+2) ≤ C2TM22 e2M2/(Tk+2−Tk+1)ρ2F (Tk)‖f/ρF‖2L2((Tk,Tk+1),H−1N (0,pi)). (2.46)
In particular, since ρ0 is decreasing and m ≥ 1,
‖u(m)k+1/ρ0‖2L2(Tk+1,Tk+2) + ‖uk+1/ρ0‖2L∞(Tk+1,Tk+2)
≤ C2T (1 + T )M22 e2M2/(Tk+2−Tk+1)ρ−20 (Tk+2)ρ2F (Tk)‖f/ρF‖2L2((Tk,Tk+1),H−1N (0,pi)).
(2.47)
Using the definitions of the weights (2.34) and (2.35), we obtain
‖u(m)k+1/ρ0‖2L2(Tk+1,Tk+2) + ‖uk+1/ρ0‖2L∞(Tk+1,Tk+2)
≤ C2T (1 + T )‖f/ρF‖2L2((Tk,Tk+1),H−1N (0,pi)).
(2.48)
As in the original proof, we can paste the controls uk for k ≥ 0 together by defining
L3(z0, f) := u0(z0) +
∑
k≥1
uk(f). (2.49)
The concatenated control u := L3(z0, f) remains H
m
0 even across the junctions because its deriva-
tives vanish at each Tk. And we have the estimate
‖u(m)/ρ0‖2L2(0,T ) + ‖u/ρ0‖2L∞(0,T ) ≤ C2T (1 + T )‖f‖2F
+ (1 + T )ρ−20 (T1)M
2
2 e
2qM2/(T (q−1))‖z0‖2L2(0,pi).
(2.50)
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The state z can also be reconstructed by concatenation of zf + zu, which are continuous at each
junction thanks to the construction. Then we estimate the state. We use the energy estimate (2.2)
from Lemma 2.1 on each time interval. Hence
‖zf‖2C0([Tk,Tk+1],L2(0,pi)) + ‖zf‖2L2((Tk,Tk+1),H1N (0,pi)) ≤ C
2
T ‖f‖2L2((Tk,Tk+1),H−1N (0,pi)). (2.51)
and
‖zu‖2C0([Tk,Tk+1],L2(0,pi)) + ‖zu‖2L2((Tk,Tk+1),H1N (0,pi))
≤ C2T ‖ak‖2L2 + C2T ‖µ‖2H−1(0,pi)‖uk‖2L2(Tk,Tk+1).
(2.52)
Proceeding similarly as for the estimate on the control, we obtain respectively
‖zf/ρ0‖2C0([0;T ],L2(0,pi)) + ‖zf/ρ0‖2L2((0,T ),H1N (0,pi)) ≤ C
2
TM
−2
2 ‖f‖2F (2.53)
and
‖zu/ρ0‖2C0([0,T ],L2(0,pi)) + ‖zu/ρ0‖2L2((0,T ),H1N (0,pi))
≤ C2T (M−22 + ‖µ‖2H−1(0,pi))‖f‖2F
+ C2T ρ
−2
0 (T1)
(
1 + ‖µ‖2H−1(0,pi)M22 e2qM2/(T (q−1))
)
‖z0‖2L2(0,pi).
(2.54)
This concludes the proof of estimate (2.39) for an appropriate choice of constant C3. The estimate
of z/ρ0 in C
0([0, T ], L2(0, pi)) implies that z(T, ·) = 0 because ρ0(T ) = 0.
2.5 Fixed-point argument for the nonlinear system
We conclude the proof of Theorem 2 thanks to a fixed point argument.
Let Γ satisfying (1.6). Let T > 0 and m ∈ N∗. Let C3 > 0 be given by Proposition 2.6. We
define a small radius
δL := M
p−1
2
(
8CΓC
2
3
)−1
(2.55)
and the associated ball of L2(0, pi):
BδL :=
{
z0 ∈ L2(0, pi); ‖z0‖L2(0,pi) ≤ δL
}
. (2.56)
Moreover, for any r > 0, we set
Fr := {f ∈ F ; ‖f‖F ≤ r} . (2.57)
We construct a map N : BδL ×FδL → FδL by setting, for z0 ∈ BδL and f ∈ FδL ,
N (z0, f) := u(Γ[z]− Γ[0]), (2.58)
where u := L3(z0, f) is given by Proposition 2.6 and z is the associated trajectory to (2.33) with
initial data z0, control u and source f .
• First step. For each z0 ∈ BδL , the application N (z0, ·) maps FδL to itself. Indeed, thanks
to Lemma 2.8 (see below), the source-cost estimate (2.39) and the definition of δL in (2.55),
one has
‖N (z0, f)‖F ≤ CΓM1−p2 ‖u‖U‖z‖Z
≤ CΓM1−p2 C23
(‖z0‖L2(0,pi) + ‖f‖F)2
≤ CΓM1−p2 C23 · 4δ2L ≤
1
2
δL.
(2.59)
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• Second step. For each z0 ∈ BδL , the application N (z0, ·) is a contraction on FδL with a
uniform constant 12 . Indeed, using Lemma 2.8 and Proposition 2.6 once more, for f1, f2 ∈ FδL ,
‖N (z0, f1)−N (z0, f2)‖F
= ‖(u1 − u2)(Γ[z1]− Γ[0]) + u2(Γ[z2]− Γ[z1])‖F
≤ CΓM1−p2
(
‖u1 − u2‖U‖z1‖Z + ‖u2‖U‖z1 − z2‖Z
)
≤ CΓC23M1−p2
(
2‖z0‖L2(0,pi) + ‖f1‖F + ‖f2‖F
) ‖f1 − f2‖F
≤ CΓC23M1−p2 · 4δL‖f1 − f2‖F ≤
1
2
‖f1 − f2‖F .
(2.60)
• Third step. Thanks to the Banach fixed point theorem, for any z0 ∈ BδL , the application
N (z0, ·) admits a unique fixed point fz0 ∈ FδL . We define
L(z0) := L3(z0, fz0) ∈ Hm0 (0, T ). (2.61)
Since the application N (z0, ·) is continuous and has a uniform contraction constant, this
defines a continuous map L on BδL .
• Fourth step. We estimate the size of L(z0). Let z0 ∈ BδL and r := ‖z0‖L2(0,pi) < δL. For
f ∈ Fr, repeating the same estimates as in the first step yields
‖N (z0, f)‖F ≤ 4CΓC23M1−p2 r2 ≤ r. (2.62)
Hence the application N (z0, ·) actually leaves Fr invariant. This ensures that fz0 ∈ Fr. We
conclude using (2.39) that
‖L(z0)‖Hm(0,T ) ≤ C3
(‖z0‖L2(0,pi) + ‖fz0‖F) ≤ 2C3‖z0‖L2(0,pi). (2.63)
Therefore, the nonlinear system is smoothly small-time locally null controllable, with a control
cost which depends linearly on the size of the initial data. This concludes the proof of Theorem 2.
Lemma 2.8. Let Γ satisfying (1.6), v ∈ U and ζ1, ζ2 ∈ Z. Then
‖v(Γ[ζ1]− Γ[ζ2])‖F ≤ CΓM1−p2 ‖v‖U‖ζ1 − ζ2‖Z . (2.64)
Proof. For almost every t ∈ (0, T ), using (2.38) and (1.6), one has
‖v(t)(Γ[ζ1(t)]− Γ[ζ2(t)])‖2H−1N (0,pi) ≤ C
2
Γρ
2
0(t)‖v‖2U‖(ζ1 − ζ2)(t)‖2H1N (0,pi). (2.65)
Hence, using (2.36) and (2.37)
‖v(Γ[ζ1]− Γ[ζ2])‖2F ≤ C2Γ sup
t∈[0,T ]
ρ40(t)
ρ2F (t)
· ‖v‖2U‖ζ1 − ζ2‖2Z . (2.66)
The supremum is finite and bounded by M1−p2 , provided that p ≥ q2/(2− q2), which we assumed.
This concludes the proof of estimate (2.64).
2.6 Controllability with linear cost and linear controllability
As stated in Remark 1.5, obtaining controllability with a linear cost for the nonlinear system
implies controllability for the linear system. We provide a short proof below.
Let Γ satisfying (1.6) and T > 0. Let us assume that there exists C, δ > 0 such that, for any
z0 ∈ L2(0, pi) with ‖z0‖L2 ≤ δ, there exists u ∈ L∞(0, T ) with ‖u‖L∞(0,T ) ≤ C‖z0‖L2 such that
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the solution to the nonlinear system (1.1) satisfies z(T ) = 0. We want to prove that this implies
that the linear system is null-controllable in time T .
Let z0 ∈ L2(0, pi). We consider the family of initial data εz0 for ε > 0. From our assumption,
for ε small enough, there exists uε with ‖uε‖L∞(0,T ) ≤ Cε‖z0‖L2 such that the associated solution
zε ∈ Z to the nonlinear system (1.1) satisfies zε(T ) = 0. The sequence of controls uε/ε is bounded
in L2(0, T ) and thus weakly converges in L2(0, T ) towards some given control u ∈ L2(0, T ). We
will prove that the control u drives the initial state z0 to 0 for the linear system (1.15).
On the one hand, let yε ∈ Z be the solution to the linear system (1.15) with initial data z0 and
control uε/ε. Let y be the solution to (1.15) with initial data z0 and control u. Then
‖y(T )− yε(T )‖2L2(0,pi) =
∞∑
k=0
∣∣∣∣∣〈µ, ϕk〉
(∫ T
0
(
u(t)− u
ε(t)
ε
)
e−k
2(T−t) dt
)∣∣∣∣∣
2
. (2.67)
Since uε/ε converges weakly to u, each term of the series (2.67) converges to 0. Moreover, using
that µ ∈ H−1N (0, pi), we can get a uniform bound to apply the dominated convergence theorem.
Hence yε(T ) converges (strongly) towards y(T ) in L2(0, pi).
On the other hand, one has
zε(T ) = εyε(T ) + O
ε→0
(ε2). (2.68)
Since zε(T ) = 0 and yε(T ) converges to y(T ), this proves that y(T ) = 0. Hence, for any z0 ∈
L2(0, pi) we build a control u ∈ L2(0, T ) driving the solution of the linear system (1.15) to zero.
3 Obstructions caused by quadratic integer drifts
The goal of this section is to prove Theorem 3. We start by explaining the heuristic of the proof.
Then, we justify the successive steps of the heuristic in the following paragraphs.
3.1 Heuristic
Let Γ satisfying (1.6) and (1.17). Let T > 0. Let η > 0 small enough be given by Lemma 2.2. Let
u ∈ L∞(0, T ) with ‖u‖L∞ < η. Let δ ∈ [−1, 1]. We consider the solution z to (1.1) with z0 = δϕ0.
By Lemma 2.1, one may consider the solutions z1, z2 ∈ Z of
• the linearized system of (1.1), i.e.,
∂tz1(t, x)− ∂xxz1(t, x) = u(t)µ(x),
∂xz1(t, 0) = ∂xz1(t, pi) = 0,
z1(0, .) = 0,
(3.1)
which can be explicitly computed as
z1(t) =
∞∑
j=0
〈µ, ϕj〉
(∫ t
0
u(τ)e−j
2(t−τ) dτ
)
ϕj , (3.2)
• the second-order system of (1.1), i.e.,
∂tz2(t, x)− ∂xxz2(t, x) = u(t)(Γ′[0]z1(t))(x),
∂xz2(t, 0) = ∂xz2(t, pi) = 0,
z2(0, .) = 0.
(3.3)
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Under appropriate assumptions, and in an appropriate sense, the nonlinear solution can be ap-
proximated by its second-order Taylor expansion with respect to u, so that one has
z(T ) ≈ δϕ0 + z1(T ) + z2(T ). (3.4)
On the one hand, the assumption (1.17) leads to
〈z1(t), ϕ0〉 = 0. (3.5)
Thus, the component along ϕ0 is not controlled on the linearized system. On the other hand,
straightforward computations lead to
〈z2(T ), ϕ0〉 =
∫ T
0
u(t)
∫ t
0
u(τ)K(t− τ) dτ dt, (3.6)
where we introduce the quadratic kernel
K(σ) :=
∞∑
j=1
cje
−j2|σ| (3.7)
and the coefficients cj are defined in (1.18). Using integration by parts, we will prove that, in an
appropriate sense, there holds∫ T
0
u(t)
∫ t
0
u(τ)K(t− τ) dτ dt ≈ (−1)nK(2n−1)(0)‖un‖2L2(0,T ). (3.8)
Combining (3.5), (3.6) and (3.8) will prove the asymptotic behavior (1.24), under the assumption
that the control is small in an appropriate Sobolev space. In the following paragraphs:
• we quantify (3.4) in Section 3.2, using the regularity assumption (1.6),
• we quantify (3.8) in Section 3.3, under the assumption that the final state satisfies (1.22),
• we combine these elements to conclude the proof of Theorem 3 in Section 3.4.
3.2 Approximation of the nonlinear solution
We start with a definition that lightens the notations in the sequel, which corresponds to bound-
edness under smallness assumption on both T and ‖u‖L∞(0,T ), that holds uniformly with respect
to δ ∈ [−1, 1].
Definition 3.1. Given two observable quantities A(T, u, δ) and B(T, u, δ) of interest, we will write
A(T, u, δ) = O(B(T, u, δ)) when there exist C, T ∗ > 0 such that, for any T ∈ (0, T ∗], there exists
η > 0 such that, for any u ∈ L∞(0, T ) with ‖u‖L∞(0,T ) ≤ η and any δ ∈ [−1, 1], then one has the
estimate |A(T, u, δ)| ≤ C|B(T, u, δ)|. In particular, the following examples hold true and will be
used in the sequel:
‖u‖L∞(0,T ) = O(T ), (3.9)
A = O(TA+B) ⇒ A = O(B). (3.10)
Proposition 3.2. Let Γ satisfying (1.6). For δ ∈ [−1, 1], let z denote the solution of system (1.1)
with z0 = δϕ0, and z1, z2 denote the solutions of systems (3.1), (3.3). There holds
‖z − (δϕ0 + z1) ‖Z = O
(
‖u‖2L∞(0,T ) + |δ|‖u‖L∞(0,T )
)
, (3.11)
‖z − (δϕ0 + z1 + z2) ‖Z = O
(
‖u‖3L∞(0,T ) + |δ|‖u‖L∞(0,T )
)
. (3.12)
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Proof. We denote by zu the ”pure-control” solution to
∂tz
u(t, x)− ∂xxzu(t, x) = u(t)Γ[zu(t)](x),
∂xz
u(t, 0) = ∂xz
u(t, pi) = 0,
zu(0, x) = 0,
(3.13)
The following estimates are direct consequences of the iterated application of Lemma 2.2, then
Lemma 2.1 and the regularity assumption (1.6) on Γ. There holds
‖zu‖Z = O
(
‖u‖L∞(0,T )
)
, (3.14)
‖zu − z1‖Z = O
(
‖u‖2L∞(0,T )
)
, (3.15)
‖zu − z1 − z2‖Z = O
(
‖u‖3L∞(0,T )
)
. (3.16)
Moreover, we can write z = δϕ0 + z
u + z where the function z solves
∂tz(t, x)− ∂xxz(t, x) = u(t) (Γ[z(t)]− Γ[zu(t)]) ,
∂xz(t, 0) = ∂xz(t, pi) = 0,
z(0, x) = 0,
(3.17)
By Lemma 2.1 and (1.6),
‖z‖Z = O
(
|δ|‖u‖L∞(0,T )
)
. (3.18)
Combining (3.15) and (3.18) proves (3.11). Combining (3.16) and (3.18) proves (3.12).
3.3 Study of the quadratic form
Under assumption (1.19), the function K belongs to C2n([0,∞),R) and we can integrate by parts
2n times in the quadratic form, which yields the following result.
Proposition 3.3. Let n ∈ N∗ and K ∈ C2n(0,+∞)∩C2n−1([0,+∞)) with K(2n) ∈ L1loc([0,+∞)).
There exists a quadratic form Qn on R2n, such that, for T > 0 and u ∈ L∞(0, T ),∫ T
0
u(t)
∫ t
0
u(τ)K(t− τ) dτ dt = (−1)n
∫ T
0
un(t)
∫ t
0
un(τ)K
(2n)(t− τ) dτ dt
+
n∑
`=1
(−1)`K(2`−1)(0)
∫ T
0
u`(t)
2 dt+Qn
(
u1(T ), ..., un(T ), α1, ..., αn
)
,
(3.19)
where we use the shorthand notation, for j ∈ {1, ..., n},
αj :=
∫ T
0
un(t)K
(n+j−1)(T − t) dt. (3.20)
Proof. Let K be a function satisfying the above assumptions. We prove, by finite induction on
m ∈ {0, ..., n}, that there exists a quadratic form Qmn on R2m such that∫ T
0
u(t)
∫ t
0
u(τ)K(t− τ) dτ dt = (−1)m
∫ T
0
um(t)
∫ t
0
um(τ)K
(2m)(t− τ) dτ dt
+
m∑
`=1
(−1)`K(2`−1)(0)
∫ T
0
u`(t)
2 dt+Qmn
(
u1(T ), ..., um(T ), α1, ..., αm
)
,
(3.21)
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with the convention that the sum is empty when m = 0 and Q0n := 0, so that the equality clearly
holds for m = 0. Let m ∈ {0, ..., n− 1} be such that (3.21) holds. We prove it at step m+ 1. Two
integrations by part prove that∫ T
0
um(t)
∫ t
0
um(τ)K
(2m)(t− τ) dτ dt = −K(2m+1)(0)
∫ T
0
u2m+1(t) dt
−
∫ T
0
um+1(t)
∫ t
0
um+1(τ)K
(2m+2)(t− τ) dτ dt− K
(2m)(0)
2
um+1(T )
2
+ um+1(T )
∫ T
0
um(τ)K
(2m)(T − τ) dτ.
(3.22)
Moreover, the integral in the last term can be rewritten as∫ T
0
um(τ)K
(2m)(T − τ) dτ = αm+1 +
n−m∑
`=1
um+`(T )K
(2m+`−1)(0). (3.23)
This concludes the proof of (3.21) at step m+ 1.
The following statement proves that, for particular motions of z, the boundary terms arising
in Proposition 3.3 can be neglected.
Proposition 3.4. Let Γ be such that (1.6) and (1.17) hold. Let m ∈ N∗ and J be a finite subset
of N∗ with cardinal |J | = m and such that 〈µ, ϕj〉 6= 0 for every j ∈ J . Let z be a solution to (1.1)
with z0 = δϕ0 satisfying 〈z(T ), ϕj〉 = 0 for every j ∈ J . Then
m∑
`=1
|u`(T )| = O
(√
T‖um‖L2(0,T ) + ‖u‖2L∞(0,T ) + |δ| ‖u‖L∞(0,T )
)
. (3.24)
Proof. Let j ∈ J . Since 〈z(T ), ϕj〉 = 0, estimate (3.11) yields
〈µ, ϕj〉
∫ T
0
u(t)e−j
2(T−t) dt = 〈z1(T ), ϕj〉 = O
(
‖u‖2L∞(0,T ) + |δ|‖u‖L∞(0,T )
)
. (3.25)
Then, m iterated integrations by part and the Cauchy-Schwarz inequality prove that
u1(T )− j2u2(T ) + ...+ (−1)m−1j2(m−1)um(T )
=(−1)m+1j2m
∫ T
0
um(t)e
−j2(T−t) dt+
∫ T
0
u(t)e−j
2(T−t) dt
=O
(√
T‖um‖L2(0,T ) + ‖u‖2L∞(0,T ) + |δ|‖u‖L∞(0,T )
)
.
(3.26)
Let U = (uk(T ))1≤k≤m ∈ Rm and V the Vandermonde matrix associated to the family (−j2)j∈J .
The invertibility of V concludes the proof of (3.24).
3.4 Proof of the integer drift theorem
We now conclude the proof of Theorem 3. We will use the following interpolation inequality. Such
inequalities are referred to as Gagliardo-Nirenberg inequalities (see e.g. [36, Theorem p.125]).
Lemma 3.5. Let n ∈ N. There exists C > 0 such that, for every T > 0 and v ∈ H3n+2(0, T ),
‖v(n)‖3L∞(0,T ) ≤ C‖v‖2L2(0,T )‖v(3n+2)‖L1(0,T ) + CT−3n−
3
2 ‖v‖3L2(0,T ). (3.27)
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We proceed as explained in the heuristic paragraph. Thanks to (3.12) of Proposition 3.2,
〈z(T ), ϕ0〉 = δ + 〈z2(T ), ϕ0〉+O
(‖u‖3L∞(0,T ) + |δ|‖u‖L∞(0,T )). (3.28)
Moreover, thanks to the assumption (1.20), K(2`−1)(0) = 0 for ` = 1, ...n − 1. Thus, applying
Proposition 3.3 yields
〈z2(T ), ϕ0〉 =
∫ T
0
u(t)
∫ t
0
u(τ)K(t− τ) dτ dt
=(−1)nK(2n−1)(0)
∫ T
0
|un|2 + (−1)n
∫ T
0
un(t)
∫ t
0
un(τ)K
(2n)(t− τ) dτ dt
+O
 n∑
`=1
|u`(T )|2 +
∣∣∣∣∣
∫ T
0
un(t)K
(n+`−1)(t) dt
∣∣∣∣∣
2
 .
(3.29)
Thanks to assumption (1.19), K(2n) ∈ L∞(R). Thus, using the Cauchy-Schwarz inequality,
〈z2(T ), ϕ0〉 = (−1)nK(2n−1)(0)
∫ T
0
|un|2 +O
(
T‖un‖2L2(0,T ) +
n∑
`=1
|u`(T )|2
)
. (3.30)
Applying Proposition 3.4 with m = n (and taking squares on both sides), we obtain
n∑
`=1
|u`(T )|2 = O
(
T‖un‖2L2(0,T ) + ‖u‖4L∞(0,T ) + |δ|2‖u‖2L∞
)
,
= O
(
T‖un‖2L2(0,T ) + ‖u‖3L∞(0,T ) + |δ|‖u‖L∞
)
,
(3.31)
thanks to Definition 3.1 of the O notation. Thus, we conclude that
〈z(T ), ϕ0〉 = δ + (−1)nK(2n−1)(0)
∫ T
0
|un|2 +O
(
T‖un‖2L2(0,T ) + ‖u‖3L∞(0,T ) + |δ|‖u‖L∞
)
. (3.32)
Applying the Gagliardo-Nirenberg inequality (3.27) to v = un, we get
‖u‖3L∞(0,T ) ≤ C‖un‖2L2(0,T )
(
‖u(2n+2)‖L1(0,T ) + T−3n− 32 ‖un‖L2(0,T )
)
≤ C‖un‖2L2(0,T )
(√
T‖u‖H2n+2(0,T ) + T−2n−1‖u‖L∞(0,T )
)
.
(3.33)
Recalling (1.21), gathering (3.32) and (3.33) proves that∣∣〈z(T ), ϕ0〉 − δ + (−1)na‖un‖2L2(0,T )∣∣ =
O
(
(T + ‖u‖H2n+2(0,T ) + T−2n−1‖u‖L∞(0,T ))‖un‖2L2(0,T ) + |δ|‖u‖L∞
)
.
(3.34)
Expanding the definition of the notation O, this means that, there exists C1, T1 > 0 such that, for
any T ∈ (0, T1], there exists η1 > 0 such that, for any u ∈ L∞(0, T ) with ‖u‖L∞(0,T ) ≤ η1, the
left-hand side is dominated by C1 times the right-hand side.
Thus, let ε > 0. Let T ∗ := min{1, T1, C1ε/3}. Let T ∈ (0, T ∗]. Let η := min{η1, T 2n+1ε/3}. If
‖u‖H2n+2(0,T ) ≤ η, these choices imply that∣∣〈z(T ), ϕ0〉 − δ + (−1)na‖un‖2L2(0,T )∣∣ ≤ ε(|δ|+ ‖un‖2L2(0,T )) . (3.35)
This concludes the proof of Theorem 3.
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Remark 3.6. For the previous proof of Theorem 3 to work, it is not necessary to assume (1.22).
Indeed, we applied Proposition 3.4 for m = n and thus we only assumed that
〈z(T ), ϕj〉 = 0, ∀j ∈ J, (3.36)
where J is any subset of N∗ of cardinal n such that 〈µ, ϕj〉 6= 0 for every j ∈ J .
As a consequence we prove the impossibility of any local motion from an initial condition of the
form z0 ∈ R∗+ϕ0 (or z0 ∈ R∗−ϕ0) to a target zf ∈ Span {ϕj ; j ∈ N∗ \ J}.
The constraints (3.36) can be interpreted as the infinite dimensional analogous of the fact that,
to prove a quadratic obstruction of order n in finite dimension, one needs to impose that n linearly
controllable components of the state have returned to zero (see [7] for more precise statements).
4 Obstructions caused by quadratic fractional drifts
The goal of this section is to prove Theorem 4.
4.1 Heuristic
We build upon the ideas used for the integer-order drifts. On the one side, we must study the
asymptotic quadratic form. On the other side, we must determine if the quadratic approximation
describes correctly the nonlinear state. We go through the following steps.
• First, we prove in Section 4.2 that, under assumption (1.30), there exist positive constants
γ(s) and β(s) such that the quadratic state satisfies∣∣∣〈z2(T ), ϕ0〉 − aγ(s)(−1)n‖un‖2H−s(R)∣∣∣ . ‖un‖2H−s−β(R). (4.1)
• Then, we prove in Section 4.3 that, for small-times, the H−s drift is indeed the dominant
phenomenon because
‖un‖2H−s−β(R) . T 2β‖un‖2H−s(R). (4.2)
• Moreover, we prove in Section 4.4 a fractional Gagliardo-Nirenberg type interpolation in-
equality in order to absorb the cubic residuals behind the fractional drift.
• Eventually, we gather these arguments to conclude the proof of Theorem 4 in Section 4.5.
4.2 Computation of the asymptotic quadratic form
We start with a few technical results comparing series to integrals for asymptotically large fre-
quencies, which we state in a rather general setting, because we intend to reuse them in Section 5
and Section 6. For the fractional Sobolev drifts case, we only intend to apply them to the constant
function Θ ≡ 1. For a function Θ : I → R, with I ⊂ R, we define
‖Θ‖W 1,∞(I) := ‖Θ(x)‖L∞(I) + ‖Θ′(x)‖L∞(I). (4.3)
For σ, σ′ ≥ 0 and a function Θ : R+ → R, we define
‖Θ‖W 1,∞
σ,σ′
:= ‖x−σΘ(x)‖L∞(1,+∞) + ‖xσ
′
Θ′(x)‖L∞(1;+∞) + ‖Θ(x)‖L∞(0,1). (4.4)
Lemma 4.1. Let s ∈ (0, 1), σ ∈ [0, 1) and σ′ > 0. There exists C, β > 0 such that, for every
function Θ ∈W 1,∞σ,σ′ , for every ξ ∈ R with |ξ| ≥ 1,∣∣∣∣∣∣
∞∑
j=1
j3−4sΘ(j)
j4 + ξ2
−
∫ ∞
0
t3−4sΘ(t)
t4 + ξ2
dt
∣∣∣∣∣∣ ≤ C‖Θ‖W 1,∞σ,σ′ |ξ|−2s−2β . (4.5)
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Proof. Let s, σ, σ′ and Θ be as above. The Taylor formula leads to
∞∑
j=1
j3−4sΘ(j)
j4 + ξ2
−
∫ ∞
1
t3−4sΘ(t)
t4 + ξ2
dt
=
∞∑
j=1
∫ j+1
j
(t− j + 1) d
dt
[
t3−4sΘ(t)
t4 + ξ2
]
dt
=
∞∑
j=1
∫ j+1
j
(t− j + 1)
(
(3− 4s)t2−4sΘ(t) + t3−4sΘ′(t)
t4 + ξ2
− 4t
6−4sΘ(t)
(t4 + ξ2)2
)
dt.
(4.6)
Hence, recalling the definition (4.4) of the weighted norm, equality (4.6) yields∣∣∣∣∣
∞∑
j=1
j3−4sΘ(j)
j4 + ξ2
−
∫ ∞
1
t3−4sΘ(t)
t4 + ξ2
dt
∣∣∣∣∣
≤ 4‖Θ‖W 1,∞
σ,σ′
(∫ ∞
1
t3−4s−(1−σ)
t4 + ξ2
dt+
∫ ∞
1
t3−4s−σ
′
t4 + ξ2
dt+
∫ ∞
1
t6−4s+σ
(t4 + ξ2)2
dt
)
.
(4.7)
Using the change of variable t = y|ξ| 12 , we get, as |ξ| → +∞,
∫ 1
0
t3−4s
t4 + ξ2
dt = |ξ|−2s
∫ |ξ|− 12
0
y3−4s
y4 + 1
dy = O
(
|ξ|−2s−2(1−s)
)
, (4.8)∫ ∞
1
t6−4s+σ
(t4 + ξ2)2
dt = |ξ|−2s− 12+σ2
∫ ∞
|ξ|− 12
y6−4s+σ
(y4 + 1)2
dy = O
(
|ξ|−2s− 12+σ2
)
. (4.9)
Moreover, for any ν > 0 (ν = σ′ or ν = 1− σ),∫ ∞
1
t3−4s−ν
t4 + ξ2
dt = |ξ|−2s− ν2
∫ ∞
|ξ|− 12
y3−4s−ν
y4 + 1
dy
=

O(|ξ|−2s− ν2 ) when 3− 4s− ν > −1,
O(|ξ|−2s− ν2 ln(|ξ|)) when 3− 4s− ν = −1,
O(|ξ|−2s−2(1−s)) when 3− 4s− ν < −1.
(4.10)
Gathering (4.7), (4.8), (4.9) and (4.10) concludes the proof of (4.5).
Lemma 4.2. Let s ∈ (0, 1). There exists C, β > 0 such that, for every ξ ∈ R with |ξ| ≥ 1,∣∣∣∣∣∣
∞∑
j=1
j3−4s
j4 + ξ2
−
∫ ∞
0
t3−4s
t4 + ξ2
dt
∣∣∣∣∣∣ ≤ C|ξ|−2s−2β . (4.11)
and moreover, for every Θ ∈W 1,∞(R) and ξ ∈ R with |ξ| ≥ 1,∣∣∣∣∣∣
∞∑
j=1
j3−4s Θ(ln(j))
j4 + ξ2
−
∫ ∞
0
t3−4s Θ(ln(t))
t4 + ξ2
dt
∣∣∣∣∣∣ ≤ C‖Θ‖W 1,∞ |ξ|−2s−2β . (4.12)
Proof. Estimates (4.11) and (4.12) are corollaries of estimate (4.5) from Lemma 4.1. Indeed
the constant function 1 belongs to W 1,∞0,1 and, recalling definitions (4.3) and (4.4), there holds
‖Θ(lnx)‖W 1,∞0,1 ≤ 2‖Θ‖W 1,∞(R) for every Θ ∈W
1,∞(R).
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We now turn to the main result of this paragraph.
Proposition 4.3. Let s ∈ (0, 1) and α > −1 + 4s. There exist constants γ = γ(s) > 0 and
β = β(s, α) > 0 such that, for every sequence (cj)j∈N∗ ∈ RN∗ satisfying
cj =
1
j−1+4s
+ O
j→+∞
(
1
jα
)
, (4.13)
there exists a constant C > 0 such that, for every T > 0 and u ∈ L∞(0, T ), if K : R→ R denotes
the kernel defined by (3.7), one has∣∣∣∣∣
∫ T
0
u(t)
∫ t
0
u(τ)K(t− τ) dτ dt− γ‖u‖2H−s(R)
∣∣∣∣∣ ≤ C‖u‖2H−(s+β)(R). (4.14)
Proof. Step 1: We prove that K ∈ L1(R) and, for every T > 0 and u ∈ L∞(0, T ),∫ T
0
u(t)
∫ t
0
u(τ)K(t− τ) dτ dt = 1
4pi
∫
R
|û(ξ)|2K̂(ξ) dξ. (4.15)
Clearly, K ∈ C0(R∗,R). Moreover, for every κ > 0 there exists c(κ) > 0 such that, for every
y ∈ (0,∞), yκe−y ≤ c(κ). Thanks to the assumption (4.13), there exists M > 0 such that
|cj − j1−4s| ≤Mj−α. Hence |cj | ≤ (M + 1)j1−4s. Then, for every σ ∈ R∗, we have
|K(σ)| ≤ c(κ)(M + 1)
 ∞∑
j=1
1
j−1+4s+2κ
 1
|σ|κ . (4.16)
By considering κ ∈ (1− 2s, 1) (resp. κ > 1), this inequality proves that K is integrable near σ = 0
(resp. at infinity). Then, recalling our choice of normalization for the Fourier transform (1.11),
Fubini and Plancherel’s theorems prove that∫ T
0
u(t)
∫ t
0
u(τ)K(t− τ) dτ dt = 1
2
∫ T
0
u(t)
∫ T
0
u(τ)K(t− τ) dτ dt
=
1
2
∫ T
0
u(t)(u ∗K)(t) dt
=
1
4pi
∫
R
|û(ξ)|2K̂(ξ) dξ.
(4.17)
We introduce the constant γ(s) > 0 which is defined for s ∈ (0, 1), as
γ(s) :=
∫ +∞
0
y3−4s
1 + y4
dy. (4.18)
Step 2: We prove that there exists β = β(s, α) > 0 such that
1
4pi
K̂(ξ) =
γ(s)
2pi|ξ|2s + O|ξ|→∞
(
1
|ξ|2(s+β)
)
. (4.19)
The function x 7→ e−|x| has Fourier transform ξ 7→ 21+ξ2 for our normalization (1.11). Thus,
1
2
K̂(ξ) =
∞∑
j=1
j2 cj
j4 + ξ2
. (4.20)
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The change of variable t = y|ξ| 12 proves that
γ(s)|ξ|−2s =
∫ ∞
0
t3−4s
ξ2 + t4
dt. (4.21)
Thus
1
2
K̂(ξ)− γ(s)|ξ|−2s = f1(ξ) + f2(ξ), (4.22)
where we define
f1(ξ) :=
∞∑
j=1
j3−4s
j4 + ξ2
−
∫ ∞
0
t3−4s
ξ2 + t4
dt, (4.23)
f2(ξ) :=
∞∑
j=1
(
cj − 1
j−1+4s
)
j2
j4 + ξ2
. (4.24)
By applying (4.11) from Lemma 4.2, we obtain β1 = β1(s) > 0 such that f1(ξ) = O(|ξ|−2(s+β1)).
Moreover, thanks to the assumption (4.13) and α > −1 + 4s, there exists s′ ∈ (s, 1) and M > 0
such that
|f2(ξ)| ≤
∞∑
j=1
j3−4s
′
j4 + ξ2
= γ(s′)|ξ|−2s′ +
∞∑
j=1
j3−4s
′
j4 + ξ2
−
∫ ∞
0
t3−4s
′
ξ2 + t4
dt. (4.25)
By applying (4.11) from Lemma 4.2, we obtain β2 = β2(s, α) > 0 such that f2(ξ) = O(|ξ|−2s′) +
O(|ξ|−2s′−2β2), which concludes the proof of (4.19).
Step 3: We recognize fractional Sobolev norms. We deduce from (4.19) the existence of a
constant C > 0 such that, for every ξ ∈ R,∣∣∣∣ 14pi K̂(ξ)− γ(s)2pi(1 + ξ2)s
∣∣∣∣ ≤ C(1 + ξ2)s+β (4.26)
Using the definition (1.12) of the fractional Sobolev norms, we obtain, for every T > 0 and every
u ∈ L∞(0, T ), ∣∣∣∣ 14pi
∫
R
K̂(ξ)|û(ξ)|2 dξ − γ‖u‖2H−s
∣∣∣∣ ≤ C‖u‖2H−(s+β) , (4.27)
which, together with (4.15), gives the conclusion of Proposition 4.3.
4.3 Uncertainty principle and comparison of fractional norms
A non-null L2 function with compact support in the time domain cannot have a compact support
in the frequency domain. This idea is known as the uncertainty principle for Fourier transform. We
will use the following quantitative version of it. This inequality can be deduced from the seminal
works [2, 10]. See also [27, 35] for estimates of the best constant, or [12, 24, 26] for thorough
reviews.
Proposition 4.4 (Uncertainty principle). There exists Cup > 0 such that, for any T > 0 and for
any f ∈ L2(R) satisfying |supp f | ≤ T , one has∫
R
|f̂(ξ)|2 dξ ≤ Cup
∫
|ξ|≥1/T
|f̂(ξ)|2 dξ. (4.28)
From definition (1.12) of the negative fractional Sobolev norms, it was already clear that these
norms were ordered, in the sense that ‖f‖H−s−β(R) ≤ ‖f‖H−s(R) for s, β > 0. Using the uncertainty
principle, we prove in the following lemma that, for asymptotically small times, the weaker norms
are negligible with respect to the stronger norms, up to some low-order term.
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Proposition 4.5. Let ξ? ∈ iR, s ∈ (0, 1) and β ∈ [0, 1 − s]. There exists C > 0 such that, for
every T ∈ (0, 1] and every f ∈ L∞(0, T ),
‖f‖2H−(s+β)(R) ≤ CT 2β‖f‖2H−s(R) +
C
T
|f̂(ξ?)|2. (4.29)
Proof. Step 1: We start with the particular case when s + β = 1 and f̂(ξ?) = 0. First,
there exists c = c(ξ?) > 0 such that
∀ξ ∈ R, 1
c
(1 + ξ2) ≤ |ξ − ξ?|2 ≤ c(1 + ξ2). (4.30)
Then, using the definition (1.12) of the negative Sobolev norm,
‖f‖2H−1(R) =
1
2pi
∫
R
|f̂(ξ)|2
1 + ξ2
dξ ≤ c
∫
R
∣∣∣∣∣ f̂(ξ)ξ − ξ?
∣∣∣∣∣
2
dξ = c
∫
R
|ĝ(ξ)|2 dξ, (4.31)
where we define
ĝ(ξ) :=
f̂(ξ)
ξ − ξ? . (4.32)
Since f is supported in [0, T ], f̂ is an entire function of exponential type. There exists Cf > 0 such
that
∀z ∈ C, |f̂(z)| ≤ CfeT |z|/2. (4.33)
Moreover, since we assumed that f̂(ξ?) = 0, (4.32) defines an entire function ĝ on C. Thanks to
(4.33), there exists Cg > 0 such that
∀z ∈ C, |ĝ(z)| ≤ CgeT |z|/2. (4.34)
Thanks to the Paley-Wiener theorem (see e.g. [38, Theorem 19.3, p.375]), ĝ is the Fourier transform
of a function g ∈ L2(R) with a support of size at most T thanks to (4.34). Thus, we can apply
Proposition 4.4. From the uncertainty estimate (4.28), we obtain∫
R
|ĝ(ξ)|2 dξ ≤ Cup
∫
|ξ|≥1/T
|ĝ(ξ)|2 dξ . (4.35)
Then, (4.31) and (4.30) lead to
‖f‖2H−1(R) ≤ c2Cup
∫
|ξ|≥1/T
|f̂(ξ)|2
1 + ξ2
dξ. (4.36)
Moreover, for |ξ| ≥ 1/T , one has
(1 + ξ2) ≥ T−2(1−s)(1 + ξ2)s (4.37)
thus
‖f‖2H−1(R) ≤ 2pic2CupT 2(1−s)‖f‖2H−s(R). (4.38)
Step 2: We consider the case when s + β ∈ (s, 1) and f̂(ξ?) = 0. We introduce θ :=
(1− s−β)/(1− s) ∈ (0, 1). Using Ho¨lder’s inequality with exponents 1/θ and 1/(1− θ), we obtain
‖f‖2H−(s+β)(R) =
1
2pi
∫
R
|f̂(ξ)|2θ(1 + ξ2)−sθ · |f̂(ξ)|2(1−θ)(1 + ξ2)−β−s(1−θ) dξ
≤ ‖f‖2θH−s(R)‖f‖2(1−θ)H−1(R).
(4.39)
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Thanks to the previous estimate (4.38), we obtain with Cs,β := (2pic
2Cup)
1−θ
2 ,
‖f‖2H−(s+β)(R) ≤ C2s,βT 2β‖f‖2H−s(R). (4.40)
Step 3: We move to the case when f̂(ξ?) is arbitrary. Let ξ∗ = ib ∈ iR and χ := cb1[0,T ],
where cb > 0 is a normalization constant defined as cb = (e
bT − 1)−1 for b 6= 0 and 1/T for b = 0.
Then
χ̂(ξ?) = cb
∫ T
0
ebt dt = 1 (4.41)
and, for every σ ∈ [0, 1],
‖χ‖H−σ(R) ≤ ‖χ‖L2(0,T ) = cb
√
T ≤ C√
T
. (4.42)
Applying (4.40) to the function f˜(t) := f(t)− f̂(ξ?)χ(t), and the triangular inequality, we get
‖f‖H−(s+β)(R) ≤ ‖f˜‖H−(s+β)(R) + |f̂(ξ?)|‖χ‖H−(s+β)(R)
≤ Cs,βT β‖f˜‖H−s(R) + |f̂(ξ?)|‖χ‖H−(s+β)(R)
≤ Cs,βT β‖f‖H−s(R) + |f̂(ξ?)|
(
‖χ‖H−(s+β)(R) + Cs,βT β‖χ‖H−s(R)
)
≤ Cs,βT β‖f‖H−s(R) + C√
T
|f̂(ξ?)| .
(4.43)
This concludes the proof of (4.29) in all cases.
Remark 4.6. At first sight, the lower order term involving |f̂(ξ?)| might seem strange in (4.29).
When ξ? = 0, this term is linked to the average of f , hence providing information on the low
frequencies. Isolating low frequencies is necessary to obtain the power of T we obtain. For ex-
ample, the inequality ‖f‖L2(0,T ) ≤ CT‖f‖H1(0,T ) is violated by constant functions. But, using the
Poincare´-Wirtinger inequality, one always has
‖f‖L2(0,T ) ≤ T‖f‖H1(0,T ) + 1√
T
∣∣∣∣∣
∫ T
0
f
∣∣∣∣∣ . (4.44)
Proposition 4.5 is a transcription of (4.44) to our fractional negative Sobolev spaces setting. More-
over, we need to consider the case ξ? 6= 0 because we will apply Proposition 4.5 to functions for
which we only have information on f̂(i) and not on f̂(0). The proof is a little technical due to the
fact that we use H−a(R) norms which are not “localized” in [0, T ].
Lemma 4.7. There exists C > 0 such that, for s ∈ (0, 1), T ∈ (0, 1], u ∈ L∞(0, T ) and n ∈ N,∫ T
0
|un+1(t)|2 dt ≤ C
(
T 2(1−s)‖un‖2H−s(R) + T |un+1(T )|2
)
. (4.45)
Proof. It is sufficient to work with n = 0. The function u1 is extended by zero outside (0, T ). By
Plancherel’s equality and Proposition 4.4, we have∫ T
0
|u1(t)|2 dt = 1
2pi
∫
R
|û1(ξ)|2 dξ ≤ Cup
2pi
∫
|ξ|>1/T
|û1(ξ)|2 dξ. (4.46)
Moreover, using integration by parts, we obtain
û1(ξ) =
∫ T
0
u1(t)e
−itξ dt =
û(ξ)
iξ
− u1(T )e
−iTξ
iξ
. (4.47)
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Thus, ∫
|ξ|>1/T
|û1(ξ)|2 dξ ≤ 2
∫
|ξ|>1/T
∣∣∣∣ û(ξ)ξ
∣∣∣∣2 dξ + 2|u1(T )|2 ∫|ξ|>1/T dξξ2
≤ 4T 2(1−s)
∫
|ξ|>1/T
|û(ξ)|
(1 + ξ2)s
dξ + 4T |u1(T )|2 .
(4.48)
Indeed, taking into account that T ≤ 1, we have, for every ξ ≥ 1/T ,
ξ2 ≥ 1
2
(1 + ξ)2 ≥ T
−2(1−s)
2
(1 + ξ)2s. (4.49)
Gathering these estimates concludes the proof of (4.45).
4.4 A fractional Gagliardo-Nirenberg inequality
In order to bound the cubic terms by the quadratic drift, we will use an interpolation inequality,
similar to the one stated in Lemma 3.5 for the integer-order case, but adapted to our fractional
setting. We start with a weighted Young convolution inequality. To lighten the computations, we
introduce the Japanese bracket notation by defining for x ∈ R,
〈x〉 := (1 + x2) 12 . (4.50)
Lemma 4.8. Let s ≥ 0. For every f ∈ L2(R) and g ∈ L1(〈x〉s dx), there holds∫
R
|(f ∗ g)(x)|2
〈x〉2s dx ≤ 2
s
(∫
R
|f(x)|2
〈x〉2s dx
)(∫
R
|g(x)|〈x〉s dx
)2
. (4.51)
Proof. We use the duality caracterization of the L2
(〈x〉−2s dx)-norm. Let φ ∈ L2 (〈x〉−2s dx).
Using the Fubini theorem and the relation
〈x− y〉 ≤ (1 + 2x2 + 2y2) 12 ≤ 2 12 〈x〉〈y〉, ∀x, y ∈ R, (4.52)
we obtain ∫
R
|(f ∗ g)(x)φ(x)| dx〈x〉2s =
∫
R
∣∣∣ ∫
R
f(x− y)g(y) dy
∣∣∣|φ(x)| dx〈x〉2s
≤
∫
R
|g(y)|
∫
R
|f(x− y)|
〈x− y〉s
φ(x)
〈x〉s
〈x− y〉s
〈x〉s dxdy
≤2 s2
(∫
R
〈y〉s|g(y)|dy
)(∫
R
|f(z)|2
〈z〉2s dz
) 1
2
(∫
R
|φ(x)|2
〈x〉2s dx
) 1
2
,
(4.53)
which gives the conclusion.
Now we can prove the following fractional Gagliardo-Nirenberg interpolation inequality. For a
recent reference tackling the fractional case with optimal norms and constants, we refer to [34].
Although it is not optimal, we will use the following statement for which we provide a detailed
proof, because it mixes Sobolev norms on (0, T ) and Sobolev norms on R.
Proposition 4.9. Let n ∈ N and s ∈ (0, 1). There exists a constant C > 0 such that, for T ∈ (0, 1]
and v ∈ H3n+2s+ 32 (0, T ), there holds
‖v(n)‖3L∞(0,T ) ≤
C
T 3(n+1)
‖v‖2H−s(R)‖v‖H3n+2s+32 (0,T ). (4.54)
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Proof. Step 1: We prove the existence of C1 > 0 such that, for every f ∈ H3n+2s+ 32 (R),
‖f (n)‖3L∞(R) ≤ C1‖f‖2H−s(R)‖f‖H3n+2s+32 (R). (4.55)
First, for every f ∈ H3n+2s+ 32 (R), using Fourier inversion and the Cauchy-Schwarz inequality,
‖f (n)‖2L∞ = sup
t∈R
|f (n)(t)|2
= sup
t∈R
∣∣∣∣ 12pi
∫
R
f̂ (n)(ξ)eitξ dξ
∣∣∣∣2
≤ 1
(2pi)2
∫
R
|f̂(ξ)|2(〈ξ〉−2s + |ξ|6n+4s+3) dξ
∫
R
|ξ|2n
〈ξ〉−2s + |ξ|6n+4s+3 dξ
≤ C
∫
R
〈ξ〉−2s|f̂(ξ)|2 dξ + C
∫
R
|ξ|6n+4s+3|f̂(ξ)|2 dξ.
(4.56)
For λ ≥ 1, applying this inequality to fλ(t) := f(t/λ), we obtain
‖f (n)λ ‖2L∞ ≤ C
∫
R
〈ξ〉−2s|f̂λ(ξ)|2 dξ + C
∫
R
|ξ|6n+4s+3|f̂λ(ξ)|2 dξ. (4.57)
Moreover, for every ξ ∈ R, f̂λ(ξ) = λf̂(λξ) and 〈ξ〉−2s ≤ λ2s〈λξ〉−2s because λ ≥ 1. Hence,
λ−2n‖f (n)‖2L∞ ≤ Cλ1+2s
∫
R
〈ξ〉−2s|f̂(ξ)|2 dξ + Cλ−6n−4s−2
∫
R
|ξ|6n+4s+3|f̂(ξ)|2 dξ. (4.58)
Thus, for every λ ≥ 1,
‖f (n)‖2L∞ ≤ Cλ1+2n+2s‖f‖2H−s(R) + Cλ−4n−4s−2‖f‖2H3n+2s+32 (R). (4.59)
As a function of λ ∈ (0,+∞), the right-hand side of (4.59) has exactly one critical point which
corresponds to the argument of its minimum, achieved at
λ? :=
4n+ 4s+ 2
2n+ 2s+ 1
‖f‖2
H3n+2s+
3
2 (R)
‖f‖2H−s(R)
 16n+6s+3 . (4.60)
Since λ? ≥ 1, we can use inequality (4.59) for λ = λ?, which concludes the proof of (4.55).
Step 2: We construct a continuous extension operator P : L2(0, 1) → L2(R) that maps continu-
ously H3n+4(0, 1) into H3n+4(R):
‖P (v)‖H3n+4(R) ≤ C2‖v‖H3n+4(0,1) , ∀v ∈ H3n+4(0, 1). (4.61)
The construction uses a generalized reflection argument, in the spirit of Babicˇ (see [3]). To simplify
the notations, we denote bym the integer 3n+4 in this step. We also identify a function v ∈ L2(0, 1)
with its extension by zero to the whole real line. Let (α1, ..., αm) ∈ Rm be the solution of the
Vandermonde linear system
m∑
`=1
α`
(
− `
m
)k
= 1 , ∀k ∈ {0, ...,m− 1} . (4.62)
We define an extension operator P˜ : L2(0, 1)→ L2(−1, 2) by
P˜ (v)(t) :=

v(t) if t ∈ [0, 1] ,
m∑
`=1
α`v
(
−` t
m
)
if t ∈ (−1, 0) ,
m∑
`=1
α`v
(
1− `(t− 1)
m
)
if t ∈ (1, 2) .
(4.63)
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Clearly, P˜ maps continuously L2(0, 1) into L2(−1, 2). The relation (4.62) ensures, for every k ∈
{0, ...,m − 1}, the continuity of P˜ (v)(k) at t = 0 and t = 1 when v ∈ Ck([0, 1],R). Thus P˜
maps continuously Hm(0, 1) into Hm(−1, 2). Let χ ∈ C∞c (R,R) be such that χ = 1 on [0, 1] and
supp(χ) ⊂ (−1, 2). Then the operator P defined by P (v) := χ P˜ (v) gives the conclusion of Step 2.
For every a ∈ (0, 3n+4), the Sobolev space Ha(R) defined by its norm with a Fourier multiplier
is equal to an appropriate interpolate of L2(R) and H3n+4(R) (see e.g. [11, Theorem 6.2.4]).
Moreover, Ha(0, 1) is also defined as an appropriate interpolate of L2(0, 1) and H3n+4(0, 1). Hence,
by [11, Theorem 4.4.1], the extension operator P maps continuously Ha(0, 1) into Ha(R) for every
a ∈ (0, 3n+ 4):
‖P (v)‖Ha(R) ≤ C2‖v‖Ha(0,1) , ∀v ∈ Ha(0, 1) ,∀a ∈ [0, 3n+ 4]. (4.64)
Step 3: We prove the existence of C3 > 0 such that, for every v ∈ L2(0, 1),
‖P (v)‖H−s(R) ≤ C3‖v‖H−s(R). (4.65)
Identifying v with its extension to R by zero, we obtain
P (v)− v = χ
m∑
`=1
α` v0,` + χ
m∑
`=1
α` v1,`, (4.66)
where, we set, for every t ∈ R,
v0,`(t) := v
(
−` t
m
)
and v1,`(t) := v
(
1− `(t− 1)
m
)
. (4.67)
Thus
P̂ (v)(ξ)− v̂(ξ) =
m∑
`=1
α` χ̂ ∗ v̂0,` +
m∑
`=1
α` χ̂ ∗ v̂1,`, (4.68)
where
v̂0,`(ξ) = v̂
(
−mξ
`
)
and v̂1,`(ξ) = v̂
(
−mξ
`
)
ei(1+
m
` )ξ. (4.69)
Taking into account that ∫
R
〈ξ〉s|χ̂(ξ)|dξ <∞, (4.70)
because χ ∈ C∞c (R), Lemma 4.8 proves the existence of a constant C3 = C3(χ) > 0 such that∫
R
|P̂ (v)(ξ)− v̂(ξ)|2
〈ξ〉2s dξ ≤ C3
∫
R
|v̂(ξ)|2
〈ξ〉2s dξ, (4.71)
which gives the conclusion.
Step 4: We prove inequality (4.54) when T = 1. For v ∈ H3n+2s+ 32 (0, 1), we have
‖v(n)‖3L∞(0,1) ≤ ‖P (v)(n)‖3L∞(R)
≤ C1‖P (v)‖H−s(R)‖P (v)‖H3n+2s+32 (R) by Step 1
≤ C1C2C23‖v‖2H−s(R)‖v‖H3n+2s+32 (0,1) by Steps 2 and 3.
(4.72)
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Step 5: We prove inequality (4.54) with an arbitrary T ∈ (0, 1). Let v ∈ H3n+2s+ 32 (0, T ). We
consider the function w : (0, 1)→ R defined by w(θ) = v(Tθ). Then, for every T ∈ (0, 1],
‖w(n)‖3L∞(0,1) = T 3n‖v(n)‖3L∞(0,T ), (4.73)
‖w‖
H3n+2s+
3
2 (0,1)
≤ ‖v‖
H3n+2s+
3
2 (0,T )
(4.74)
and, taking into account that ŵ(ξ) = 1T v̂
(
ξ
T
)
,
‖w‖2H−s(R) =
1
2piT
∫
R
|v̂(η)|2
(1 + T 2η2)s
dη ≤ 1
2piT 1+2s
∫
R
|v̂(η)|
(1 + η2)s
dη =
‖v‖2H−s(R)
T 1+2s
. (4.75)
Finally, applying Step 4 to w gives
‖v(n)‖3L∞(0,T ) ≤
C1C2C
2
3
T 3n+2s+1
‖v‖2H−s(R)‖v‖H3n+2s+32 (0,T ). (4.76)
This concludes the proof of (4.54) in the general case.
4.5 Proof of the fractional drift theorem
Let n ∈ N, s ∈ (0, 1), Γ be such that (1.6) and (1.17) hold and the coefficients cj defined by (1.18)
satisfy (1.30) for some a ∈ R∗ and α > −1 + 4s. We also assume that (1.31) holds.
Working as in Section 3.4, we obtain
〈z(T ), ϕ0〉 = δ + 〈z2(T ), ϕ0〉+O
(
‖u‖3L∞(0,T ) + δ‖u‖L∞(0,T )
)
. (4.77)
By Proposition 3.3 and assumption (1.31), we obtain
〈z2(T ), ϕ0〉 =(−1)n
∫ T
0
un(t)
∫ t
0
un(τ)K
(2n)(t− τ) dτ dt+O
(
n∑
`=1
|α`|2 + |u`(T )|2
)
. (4.78)
Moreover, one can check (see Lemma 4.10 below) that there exists C, β > 0 such that
n∑
`=1
|α`|2 ≤ C‖un‖2H−s−β(R). (4.79)
Up to choosing a smaller β, we deduce from Proposition 4.3 that
〈z2(T ), ϕ0〉 = (−1)naγ(s)‖un‖2H−s(R) +O
(
‖un‖2H−s−β(R) +
n∑
`=1
|u`(T )|2
)
. (4.80)
Applying Proposition 4.5 to f = un and ξ
∗ = i, we obtain
〈z2(T ), ϕ0〉 = (−1)naγ(s)‖un‖2H−s(R) +O
(
T 2β‖un‖2H−s(R) +
|ûn(i)|2
T
+
n∑
`=1
|u`(T )|2
)
. (4.81)
Moreover, an integration by parts and the Cauchy-Schwarz formula prove that
1
T
|ûn(i)|2 = 1
T
∣∣∣∣∣un+1(T )eT −
∫ T
0
un+1(t)e
t dt
∣∣∣∣∣
2
= O
( |un+1(T )|2
T
+ ‖un+1‖2L2(0,T )
)
. (4.82)
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By Proposition 3.4 applied with m = n+ 1 (assumption (1.30) implies that an infinite number of
coefficients 〈µ, ϕj〉 are non-zero),
1
T
n+1∑
`=1
|u`(T )|2 = O
(
‖un+1‖2L2(0,T ) +
‖u‖4L∞(0,T )
T
+
δ2‖u‖2L∞(0,T )
T
)
(4.83)
and by Lemma 4.7, we have
‖un+1‖2L2(0,T ) = O
(
T 2(1−s)‖un‖2H−s(R) + T |un+1(T )|2
)
. (4.84)
Combining (4.83) and (4.84) with the properties (3.9) and (3.10) of the definition of the notation O,
which includes smallness assumptions on T and on u, we deduce
‖un+1‖2L2(0,T ) +
1
T
n+1∑
`=1
|u`(T )|2 = O
(
T 2(1−s)‖un‖2H−s(R) + ‖u‖3L∞(0,T ) + δ‖u‖L∞(0,T )
)
. (4.85)
Finally, incorporating (4.82) and (4.85) into (4.81), we get
〈z(T ), ϕ0〉 = δ + (−1)naγ(s)‖un‖2H−s(R)
+O
(
T ρ‖un‖2H−s(R) + ‖u‖3L∞(0,T ) + δ‖u‖L∞(0,T )
)
.
(4.86)
where ρ := min{2β, 2(1− s)} > 0. Applying the Gagliardo-Nirenberg inequality of Proposition 4.9
to v = un we get
‖u‖3L∞(0,T ) = ‖u(n)n ‖3L∞(0,T ) = O
(
1
T 3(n+1)
‖un‖2H−s(R)‖un‖H3n+2s+32 (0,T )
)
. (4.87)
Moreover, for every k ∈ {0, ..., n− 1},
‖u(k)n ‖L2(0,T ) = ‖un−k‖L2(0,T ) ≤ Tn−k‖u‖L2(0,T ) (4.88)
thus
‖un‖
H3n+2s+
3
2 (0,T )
= O
(
‖u‖
H2n+2s+
3
2 (0,T )
)
(4.89)
and
‖u‖3L∞(0,T ) = O
(
1
T 3(n+1)
‖un‖2H−s(R)‖u‖H2n+2s+32 (0,T )
)
. (4.90)
Incorporating the previous relation in (4.86), we get
〈z(T ), ϕ0〉 = δ + (−1)naγ(s)‖un‖2H−s(R)
+O
((
T ρ +
‖u‖
H2n+2s+
3
2 (0,T )
T 3(n+1)
)
‖un‖2H−s(R) + δ‖u‖L∞(0,T )
)
.
(4.91)
We conclude as in the integer-order drift case, thanks to Definition 3.1 of the O notation. Indeed,
equality (4.91) means that there exists C1, T
?
1 > 0 such that, for every T ∈ (0, T ?1 ], there exists
η1 > 0 such that, for every δ ∈ [−1, 1] and u ∈ L∞(0, T ) with ‖u‖L∞ ≤ η1,∣∣∣〈z(T ), ϕ0〉 − δ − (−1)naγ(s)‖un‖2H−s(R)∣∣∣
≤ C1
((
T ρ +
‖u‖
H2n+2s+
3
2 (0,T )
T 3(n+1)
)
‖un‖2H−s(R) + δ‖u‖L∞(0,T )
)
.
(4.92)
Let ε > 0. We start by choosing T ? > 0 with T ? ≤ T ?1 and C1T ? ≤ ε/2. Then, let T ∈ (0, T ?]. We
choose η > 0 such that η ≤ η1 and C1ηT−3(n+1) ≤ ε/2 and C1η ≤ ε. With these choices, (4.92)
proves the main conclusion (1.32) of Theorem 4.
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Lemma 4.10. Under the decay assumption (1.30) on the coefficients cj, there exists C, β > 0 such
that, for any ` ∈ {1, ...n}, one has∣∣∣∣∣
∫ T
0
un(t)K
(n+`−1)(T − t) dt
∣∣∣∣∣ ≤ C‖un‖H−s−β(R). (4.93)
Proof. We extend un by zero to R. Seeing the integral as an L2(R) scalar product, we obtain,
thanks to Plancherel’s theorem∣∣∣∣∣
∫ T
0
un(t)K
(n+`−1)(T − t) dt
∣∣∣∣∣ ≤ 12pi ∑
j∈N∗
|cj |j2(n+`−1)
∫
R
|ûn(ξ)| 2j
2
j4 + ξ2
dξ. (4.94)
Let β ∈ (0, 1− s). Estimate (4.93) holds with
C := 2
∑
j∈N∗
|cj |j4n
(∫
R
(1 + ξ2)s+β
(j4 + ξ2)2
dξ
) 1
2
. (4.95)
Thanks to assumption (1.30), there exists M1 > 0 such that |cj | ≤ M1j1−4n−4s. Moreover, there
exists M2 > 0 such that (∫
R
(1 + ξ2)s+β
(j4 + ξ2)2
dξ
) 1
2
≤M2j2s+2β−3. (4.96)
Hence, the constant C is finite when β < s+ 12 .
4.6 Drifts in essentially arbitrary norms
As claimed in the abstract and in Remark 1.12, the quadratic drifts can sometimes be quantified
by other more general weighted fractional negative Sobolev norms. In this paragraph, we explain
what modifications are needed in the proof and we give some examples.
Let s ∈ (0, 1), σ ∈ [0, 1) and σ′ > 0. Let Θ ∈ W 1,∞σ,σ′ (R+) be a positive function. We assume
that there exists α > −1 + 4s such that the sequence cj defined by (1.18) satisfies
cj = j
1−4sΘ(j) +O(j−α). (4.97)
Proceeding as in the previous paragraphs proves that there exists β > 0 such that
K̂Θ(ξ) = 2|ξ|−2s
∫ ∞
0
y3−4sΘ(y|ξ| 12 )
y4 + 1
dy +O
(|ξ|−2s−2β) . (4.98)
We assume moreover that the function Θ satisfies the assumption
∀a > 0, lim
x→+∞
Θ(ax)
Θ(x)
= 1. (4.99)
Then, since y3−4s/(1 + y4) ∈ L1(R+), the dominated converge theorem implies that
K̂Θ(ξ) ∼ 2γ(s)|ξ|−2sΘ(|ξ| 12 ). (4.100)
Hence, following the same method as in the previous paragraphs, we can prove that the drift is
quantified by the following norm of the control
‖u‖2Θ :=
γ(s)
2pi
∫
R
|û(ξ)|2(1 + ξ2)−sΘ(|ξ| 12 ) dξ. (4.101)
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This quantity therefore corresponds to a kind of weighted fractional negative Sobolev norm. The
assumptions of this paragraph (including (4.99)) are for example satisfied by functions of the
following type for b, c ≥ 0,
Θ(x) := (ln(1 + x2))b(ln ln(1 + x2))c. (4.102)
Since the norms (4.101) under assumption (4.99) behave essentially like the H−s norm, all the
arguments used in the previous paragraph can also be applied in this setting.
4.7 A methodological remark on more complex systems
Thanks to our particular choice of nonlinear system (1.1), the quadratic integral operators that we
manipulated are associated with kernels of the form K(t− τ). Hence, we were able to interpret the
quadratic operators in the Fourier time frequency domain and perform explicit computations. We
chose this setting for the ease of presentation. However, the same kind of results could probably
be obtained if the kernel is of the form K(t, τ). For such kernels, it is harder to perform the
computations in the frequency domain. Instead, one can study the degeneracy of K(t, τ) near the
diagonal t = τ to compute the associated coercivity. The residues can then be estimated using
the theory of weakly singular integral operators (see e.g. [41, 42]). Such a study was performed by
the second author in [31] in the case of a nonlinear Burgers equation, establishing a drift in H−5/4
norm.
5 Smooth controllability stemming from the second order
We prove Theorem 5, which illustrates that, for scalar-input parabolic systems, smooth small-time
null controllability can sometimes be recovered from the quadratic approximation.
5.1 Construction of a magic system
We construct a nonlinearity Γ satisfying (1.6) with good properties. We perform this construction
as a very first step, to stress that the choice of Γ does not depend on the allotted control time T .
From the previous sections concerning the fractional obstructions to controllability, we guess that
we must build a quadratic kernel whose Fourier transform takes both positive and negative values
up to infinity. We start with the following elementary lemma.
Lemma 5.1. Let s ∈ (0, 1) and  > 0. There exists a constant L = L(, s) ≥ 1 such that∫
R+\[e−L,eL]
y3−4s
1 + y4
dy ≤ γ(s). (5.1)
Proof. For s ∈ (0, 1) the integral over R+ is finite and equal to γ(s), defined in (4.18).
Let s ∈ (0, 12 ) and L ≥ 1 be given by Lemma 5.1 for  = 16 . These constants are fixed for
the remainder of this section. We will neither recall these assumptions, nore keep track of the
dependency of the constants in the estimates with respect to these quantities. We can now turn
to the construction of the system.
Elementary block. We consider an elementary building block χ ∈ W 1,∞(R), compactly sup-
ported in [0, 3], affine by parts, and with a plateau of value 1. We set
χ(x) :=

x for x ∈ [0, 1],
1 for x ∈ [1, 2],
3− x for x ∈ [2, 3].
(5.2)
Recalling the definition of the W 1,∞ norm in (4.3), one has ‖χ‖W 1,∞ = 2. We also consider the
dilated elementary block χ(·/2L), which has a plateau of length 2L.
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Oscillating function. We build a function Θ ∈ W 1,∞(R) using alternatively positive and neg-
ative elementary blocks. We use infinitely many positive and negative blocks in alternance. It is
constructed by Alg. 1 (this algorithmic approach will be most useful in Section 6). More simply, the
function Θ can also be seen as a periodic function of period 12L (see Fig. 1), which is caracterized
by its values for x ∈ [0, 12L] by the formula
Θ(x) := χ
( x
2L
)
− χ
( x
2L
− 3
)
. (5.3)
0
Θ 12L
Step h = 3
Figure 1: Single periodic oscillating function.
Data: L ≥ 1
Result: Θ ∈W 1,∞(R)
Initialize Θ← 0;
Initialize X ← 0;
for h← 1 to +∞ do
Θ← Θ + χ ( ·2L −X)− χ ( ·2L −X − 3);
X ← X + 6;
end
Algorithm 1: Construction of a single periodic function
Thanks to this oscillating function, we define our nonlinearity ΓΘ. We set, for z ∈ H1N (0, pi),
ΓΘ[z] :=
∑
k∈N∗
k
1
2−3sϕk +
∑
j∈N∗
Θ(ln j)j
1
2−s〈z, ϕj〉
ϕ0 (5.4)
Elementary estimates prove that definition (5.4) ensures that ΓΘ satisfies the regularity assump-
tions (1.6). The first direction ϕ0 is lost since 〈ΓΘ[0], ϕ0〉 = 0. Moreover, for j ∈ N∗, the coefficients
cj defined by (1.18) are given by
cj =
Θ(ln j)
j−1+4s
. (5.5)
In the following paragraphs, we prove that the nonlinear system (1.1) is smoothly small-time locally
null controllable with quadratic cost for the nonlinearity ΓΘ.
Remark 5.2. The shape Θ(ln j) guarantees that the sequence cj oscillates between positive and
negative values, up to infinity, at an increasingly slower pace. This property is, at least on an
heuristic level, mandatory to obtain small-time controllability.
Remark 5.3. For the ease of presentation, we define by (5.4) a system which is homogeneous in
the sense that, if z denotes the trajectory to (1.1) with z0 = 0, one has, for j ∈ N∗,
〈z(T ), ϕj〉 = j 12−3s
∫ T
0
u(t)e−j
2(T−t) dt (5.6)
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and
〈z(T ), ϕ0〉 = 1
2
∫ T
0
∫ T
0
u(t)u(t′)KΘ(t− t′) dtdt′, (5.7)
where KΘ is defined as in (3.7) for the coefficients (5.5). The first component is purely quadratic
whereas the others are purely linear. This choice simplifies the proof of Theorem 5, but it would be
possible to prove similar results for more intricate systems (e.g. involving cubic remainders).
5.2 Control strategy and reduction of the proof
We intend to prove Theorem 5 with the nonlinearity ΓΘ defined in (5.4). We reduce its proof to
the construction of two elementary controls. Let z0 ∈ L2(0, pi) and m ∈ N∗. The control strategy
goes as follows:
• First, during the time interval [0, T/2], we use a control strategy inspired by the linear
dynamics. Thanks to Proposition 2.5, there exists a control u ∈ Hm0 (0, T/2) such that the
linear system (1.15) with initial data z0 and control u satisfies 〈z(T/2), ϕk〉 = 0 for every
k ∈ N∗. Moreover, there exists C(T,m) > 0 such that this control satisfies the cost estimate
‖u‖Hm ≤ C‖z0 − 〈z0, ϕ0〉ϕ0‖L2 . (5.8)
Applying the same control to the nonlinear system (1.1) also ensures that 〈z(T/2), ϕk〉 = 0
for every k ∈ N∗, because the nonlinearity ΓΘ does not imply retroaction of the quadratic
term inside the linear part of the state, as given by (5.6). Hence, there exists α0 ∈ R such
that z(T/2) = α0ϕ0. Moreover, thanks to (5.7), there exists C(T ) > 0 such that
|α0| ≤ |〈z0, ϕ0〉|+ C‖u‖2Hm . (5.9)
• Second, during the time interval [T/2, T ], we use a control strategy dedicated to the quadratic
term. We use a control
u(t) := |α0| 12usgn(α0)
(
t− T
2
)
, (5.10)
where the base controls u± ∈ Hm0 (0, T/2) are given by the following proposition and don’t
depend on the initial data z0. Hence, the inhomogeneous cost estimate (1.34) from Theorem 5
follows from the estimates (5.8), (5.9) and the explicit formula (5.10).
Proposition 5.4. For every T ∈ (0, 1] and m ∈ N, there exists u± ∈ Hm0 (0, T ) such that the
associated solution to system (1.1) with z0 = ±ϕ0 satisfies z(T ) = 0.
The proof of Theorem 5 with the nonlinearity ΓΘ defined in (5.4) is now reduced to the proof
of Proposition 5.4. The fact that the proposition is only stated for T ≤ 1 is not restrictive since
we can always achieve null controllability in time 1 then use null controls on the remaining time
interval if T > 1.
We divide the proof of Proposition 5.4 in the following steps. First, we prove in Section 5.3
that, for any T > 0, we can find controls v± ∈ L2(0, T ) such that the associated solution to
system (1.1) (for the nonlinearity ΓΘ) with z0 = ±ϕ0 satisfies 〈z(T ), ϕ0〉 = 0, without requiring
that 〈z(T ), ϕj〉 = 0 for j > 0. Then, we prove in Section 5.4 that we can adapt the controls v± to
also ensure these conditions. Last, we prove in Section 5.5 that we can regularize these controls
while preserving the result.
5.3 Construction of rough elementary controls
We prove that, for any T > 0, we can find controls v± ∈ L2(0, T ) such that the associated solution
to system (1.1) with z0 = ±ϕ0 satisfies 〈z(T ), ϕ0〉 = 0, without requiring that 〈z(T ), ϕj〉 = 0 for
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j > 0. The heuristic behind this paragraph is that the Fourier transform of the kernel behaves (in
some appropriate weak sense) as
K̂Θ(ξ) ∝ Θ(ln ξ
1
2 )
|ξ|2s (5.11)
and thus, choosing controls whose Fourier transform are roughly supported near some ω± such
that Θ( 12 lnω±) = ±1 will allow to achieve both signs in the quadratic form (5.7).
For ω, λ ∈ R and τ ≥ 0, we therefore define elementary oscillating controls vω,τ,λ ∈ L∞(R) as
vω,τ,λ(t) := sin(ωt)1[0,τ ](t)e
−λt. (5.12)
The last tuning parameter λ will only be necessary in Section 6. Each elementary oscillating
control vω,τ,λ oscillates at the frequency ω. Thus, their Fourier transforms are mostly supported
near ξ = ±ω. More precisely, they satisfy the following properties.
Lemma 5.5. For every ω, λ ∈ R, τ ≥ 0 and ξ ∈ R,
v̂ω,τ,λ(ξ) = e
− τ2 (λ+iξ) τ
2i
(
ei
τ
2ωsinc
(τ
2
(ξ − ω − iλ)
)
− e−i τ2ωsinc
(τ
2
(ξ + ω − iλ)
))
, (5.13)
|v̂ω,τ,λ(ξ)| ≤ 4τ(1 + e−λτ )
(〈τ(ξ − ω)〉−1 + 〈τ(ξ + ω)〉−1) . (5.14)
Proof. Formula (5.13) is a direct consequence of an explicit computation of the Fourier transform
using the normalization (1.11) and the definition (5.12) of vτ,ω,λ. By symmetry, we only prove that
the first term of (5.13) can be dominated by the first term of (5.14). Expanding the cardinal sine,∣∣∣e− τ2 (λ+iξ) τ
2
ei
τ
2ωsinc
(τ
2
(λ+ i(ξ − ω))
) ∣∣∣
= e−
λτ
2
∣∣sin(−iλτ2 ) cos((ξ − ω) τ2 ) + sin((ξ − ω) τ2 ) cos(−iλτ2 )∣∣
(λ2 + |ξ − ω|2) 12
≤ e−λτ2
∣∣sin(−iλτ2 )∣∣
(λ2 + |ξ − ω|2) 12 + e
−λτ2
∣∣sin((ξ − ω) τ2 ) cos(−iλτ2 )∣∣
|ξ − ω|
=
∣∣1− e−λτ ∣∣
2(λ2 + |ξ − ω|2) 12 + (1 + e
−λτ )
| sin((ξ − ω) τ2 )|
2|ξ − ω| .
(5.15)
The first term can be bounded both by τ2 (1 + e
−λτ )|τ(ξ − ω)|−1 and by τ2 (1 + e−λτ ). Moreover,
for x ∈ R, |min(1, |x|−1)| ≤ 2〈x〉−1 and |sinc(x/2)| ≤ 3〈x〉−1. Thus,∣∣∣e− τ2 (λ+iξ) τ
2
ei
τ
2ωsinc
(τ
2
(λ+ i(ξ − ω))
) ∣∣∣ ≤ τ
2
(1 + e−λτ )
(
2 +
3
2
)
〈τ(ξ − ω)〉−1, (5.16)
which concludes the proof of (5.14).
Lemma 5.6. Let θ ∈ [0, 12). There exists Cθ > 0 such that, for ω, λ ∈ R and τ ∈ [0, 1],∣∣∣∣‖vω,τ,λ‖2H−θ(R) − 1− e−2λτ4λ ω2ω2 + λ2 〈ω〉−2θ
∣∣∣∣ ≤ Cθ(1 + e−λτ )2〈ω〉−1, (5.17)
which, in the particular case of λ = 0, should be interpreted as∣∣∣‖vω,τ,0‖2H−θ(R) − τ2 〈ω〉−2θ∣∣∣ ≤ 4Cθ〈ω〉−1. (5.18)
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Proof. The proof relies on estimating the difference between ‖vω,τ,λ‖2H−θ(R) and 〈ω〉−2θ‖vω,τ,λ‖2L2 .
First, we compute explicitly the L2 norm
‖vω,τ,λ‖2L2 =
∫ τ
0
e−2λt sin2(ωt) dt
=
1− e−2λτ
4λ
ω2
ω2 + λ2
+ e−2λτ
λ(cos(2ωτ)− 1)− ω sin(2ωτ)
4(λ2 + ω2)
.
(5.19)
Moreover, for τ ∈ [0, 1] and ω, λ ∈ R,
|λ(cos(2ωτ)− 1)|
4(λ2 + ω2)
+
|ω sin(2ωτ)|
4(λ2 + ω2)
≤ | cos(2ωτ)− 1|
4ω
+
| sin(2ωτ)|
4ω
≤ 〈ω〉−1. (5.20)
Hence, ∣∣∣∣‖vω,τ,λ‖2L2 − 1− e−2λτ4λ ω2ω2 + λ2
∣∣∣∣ ≤ (1 + e−λτ )2〈ω〉−1. (5.21)
Second, for θ > 0, we prove the existence of a constant Cθ > 0 such that∣∣∣‖vω,τ,λ‖2H−θ(R) − 〈ω〉−2θ‖vω,τ,λ‖2L2 ∣∣∣ ≤ Cθ(1 + e−λτ )2〈ω〉−1. (5.22)
On the one hand, there exists C1(θ) > 0 such that, for every ξ ∈
[
ω
2 ,
3ω
2
]
,∣∣〈ξ〉−2θ − 〈ω〉−2θ∣∣ ≤ |ξ − ω|max{2θη〈η〉−2θ−2; η ∈ [ξ, ω]} ≤ C1(θ)|ω − ξ|〈ω〉−2θ−1. (5.23)
On the other hand, this difference is also bounded by 1. Hence, for any σ ∈ (0, 1),∣∣〈ξ〉−2θ − 〈ω〉−2θ∣∣ ≤ Cσ1 (θ)|ω − ξ|σ〈ω〉−2θσ−σ. (5.24)
Thanks to estimate (5.14) from Lemma 5.5 and by symmetry, we only need to estimate the integral∫
R
τ2〈τ(ξ − ω)〉−2 ∣∣〈ξ〉−2θ − 〈ω〉−2θ∣∣ dξ
≤
∫ 3ω/2
ω/2
τ2|ω − ξ|σ
〈(ω − ξ)τ〉2
Cσ1 (θ)
〈ω〉2θσ+σ dξ +
∫
|ξ−ω|>ω2
τ2
〈(ω − ξ)τ〉2 dξ
≤ 2στ1−σCσ1 (θ)〈ω〉−2θσ−σ
∫
R+
|η|σ〈η〉−2 dη + 2
∫
|x|>ω2
dx
x2
.
(5.25)
This proves the claimed estimates by using σ = 1/(2θ+ 1) < 1, which gives both the correct power
for 〈ω〉 and a positive power 1− σ of τ ∈ [0, 1], which is thus bounded.
We can now justify the announced behavior (5.11) rigorously. In the following proposition, we
use as a shorthand the notation, for ω, τ ≥ 0,
vω,τ := vω,τ,0. (5.26)
Proposition 5.7. There exist C, β > 0 such that, for any Θ ∈ W 1,∞(R), 0 ≤ τ ≤ T ≤ 1 and
ω ≥ 1, if KΘ denotes the kernel associated to Θ by (3.7) and (5.5), then,∣∣∣∣∣
∫ T
0
∫ T
0
vω,τ (t)vω,τ (t
′)KΘ(t− t′) dtdt′ − τ
ω2s
Gs,Θ,ω
∣∣∣∣∣ ≤ Cω2s+2β ‖Θ‖W 1,∞ , (5.27)
where vω,τ is defined in (5.26) and we set
Gs,Θ,ω :=
∫ +∞
0
y3−4s
1 + y4
Θ
(
ln
(
yω
1
2
))
dy. (5.28)
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Proof. Working as in the proof of Proposition 4.3 (Step 1), we see that KΘ ∈ L1(R) and, as
in (4.15) there holds,∫ T
0
∫ T
0
vω,τ (t)vω,τ (t
′)KΘ(t− t′) dtdt′ = 1
2pi
∫
R
|v̂ω,τ (ξ)|2K̂Θ(ξ) dξ. (5.29)
The Fourier transform K̂Θ was already computed in (4.20). On the one hand, by (4.12) from
Lemma 4.2, there exists C1, β > 0 independent of Θ such that, for |ξ| ≥ 1,∣∣∣∣∣∣
∞∑
j=1
2j3−4s Θ(ln(j))
j4 + ξ2
− 2|ξ|2s
∫ ∞
0
y3−4s
1 + y4
Θ
(
ln(y|ξ| 12 )
)
dy
∣∣∣∣∣∣ ≤ C1‖Θ‖W 1,∞|ξ|2s+2β . (5.30)
On the other hand, for every ξ ∈ R,
|K̂Θ(ξ)| =
∣∣∣∣∣∣
∑
j∈N∗
2j3−4sΘ(ln(j))
j4 + ξ2
∣∣∣∣∣∣ ≤ 2‖Θ‖L∞
∑
j∈N∗
j−1−4s. (5.31)
Thus, there exists C2 > 0 independent of Θ, such that, for every ξ ∈ (0,∞)∣∣∣∣K̂Θ(ξ)− 2〈ξ〉−2s ∫ +∞
0
y3−4s
1 + y4
Θ
(
ln(y|ξ| 12 )
)
dy
∣∣∣∣ ≤ C2‖Θ‖W 1,∞〈ξ〉−2s−2β . (5.32)
Then, by (5.18) from Lemma 5.6 with θ = s+ β, there exists C3 > 0 independent of Θ, such that∣∣∣∣∣
∫
R
|v̂ω,τ (ξ)|2K̂Θ(ξ) dξ −
∫
R
2|v̂ω,τ (ξ)|2
〈ξ〉2s
∫ +∞
0
y3−4s
1 + y4
Θ
(
ln(y|ξ| 12 )
)
dy dξ
∣∣∣∣∣ ≤ C3‖Θ‖W 1,∞〈ω〉2s+2β . (5.33)
Let σ ∈ (0, 1). Let us focus on the main term, which we decompose, the integrand being even, as∫
R
|v̂ω,τ (ξ)|2
〈ξ〉2s
∫ +∞
0
y3−4s
1 + y4
Θ
(
ln(y|ξ| 12 )
)
dy dξ = 2(I1 + I2 + I3), (5.34)
where
I1 :=
∫
R+
|v̂ω,τ (ξ)|2
〈ξ〉2s
∫ +∞
0
y3−4s
1 + y4
Θ
(
ln(y|ω| 12 )
)
dy dξ, (5.35)
I2 :=
∫
|ξ−ω|≤ωσ
|v̂ω,τ (ξ)|2
〈ξ〉2s
∫ +∞
0
y3−4s
1 + y4
(
Θ
(
ln(y|ξ| 12 )
)
−Θ
(
ln(y|ω| 12 )
))
dy dξ, (5.36)
I3 :=
∫
R+∩|ξ−ω|≥ωσ
|v̂ω,τ (ξ)|2
〈ξ〉2s
∫ +∞
0
y3−4s
1 + y4
(
Θ
(
ln(y|ξ| 12 )
)
−Θ
(
ln(y|ω| 12 )
))
dy dξ. (5.37)
The first term I1 gives the claimed asymptotic, while the others are bounded with high enough
decaying powers of ω.
Estimate of I1. From (5.35), (1.12) and (5.28), one infers that
4I1
2pi
= 2‖vω,τ‖2H−sGs,Θ,ω. (5.38)
Then, thanks to estimate (5.18) from Lemma 5.6, we conclude∣∣∣∣4I12pi − τω2sGs,Θ,ω
∣∣∣∣ ≤ Cω−1. (5.39)
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Estimate of I2. From (5.36) and the mean value inequality,
|I2| ≤ Cγ(s)ω−2s‖v̂ω,τ‖2L2‖Θ′‖L∞ sup
|ξ−ω|≤ωσ
| ln(ξ/ω)| ≤ Cω−2s−1+σ‖Θ‖W 1,∞ . (5.40)
Estimate of I3. First, from (5.37), one has
I3 ≤ 2γ(s)‖Θ‖L∞
∫
R+∩|ξ−ω|≥ωσ
|v̂ω,τ (ξ)|2
〈ξ〉2s dξ. (5.41)
Thanks to estimate (5.14) of Lemma 5.5 (for λ = 0) and using the inequality τ〈τx〉−1 ≤ C〈x〉−1
uniformly for τ ∈ [0, T ?],∫
R+∩|ξ−ω|≥ωσ
|v̂ω,τ (ξ)|2
〈ξ〉2s dξ ≤ C
∫
R+∩|ξ−ω|≥ωσ
〈ξ〉−2s (〈ξ − ω〉−2 + 〈ξ + ω〉−2) dξ. (5.42)
For the second term, we use the crude estimate∫
ξ≥0
〈ξ〉−2s〈ξ + ω〉−2 dξ ≤ Cω−1
∫
ξ≥0
〈ξ〉−1−2s dξ ≤ Cω−1. (5.43)
For the first term, we split the into three parts∫
0≤ξ≤ω2
〈ξ〉−2s〈ξ − ω〉−2 dξ ≤ C
∫ ω
2
0
ω−2 dξ ≤ Cω−1, (5.44)∫
ω
2≤ξ≤ω−ωσ
〈ξ〉−2s〈ξ − ω〉−2 dξ ≤ Cω−2s
∫
x≥ωσ
dx
x2
≤ Cω−2s−σ, (5.45)∫
ξ≥ω+ωσ
〈ξ〉−2s〈ξ − ω〉−2 dξ ≤ Cω−2s
∫
x≥ωσ
dx
x2
≤ Cω−2s−σ. (5.46)
These estimates conclude the proof of the proposition.
Remark 5.8. In this section, we only apply Proposition 5.7 for the function Θ constructed by
Alg. 1. Nevertheless, we state it as a result valid for any Θ ∈ W 1,∞(R) because we will use it in
Section 6.5 for other base functions.
Corollary 5.9. There exist C, β > 0 such that, for the function Θ ∈W 1,∞(R), defined by Algo. 1,
for every 0 ≤ τ ≤ T ≤ 1 and ω ≥ 1 such that ln(√ω) is in the middle of a plateau of length 2L on
which Θ is constant, i.e.,
∀x ∈ [ln√ω − L, ln√ω + L], Θ(x) = Θ(ln√ω), (5.47)
if KΘ denotes the kernel associated to Θ by (3.7) and (5.5), then,∣∣∣∣∣
∫ T
0
∫ T
0
vω,τ (t)vω,τ (t
′)KΘ(t− t′) dtdt′ − γ(s)τ
ω2s
Θ(ln
√
ω)
∣∣∣∣∣ ≤
(
2γ(s)τ
ω2s
+
C
ω2s+2β
)
, (5.48)
where the constant γ(s) is defined in (4.18) and vω,τ is defined in (5.26).
Proof. Thanks to the assumption (5.47), for y ∈ (e−L, e+L), ln
(
yω
1
2
)
is within the plateau of Θ.
Hence, recalling (5.28),
Gs,Θ,ω = Θ
(
ln
√
ω
) ∫ eL
e−L
y3−4s
1 + y4
dy +
∫
R+\[e−L,eL]
y3−4s
1 + y4
Θ
(
ln
(
yω
1
2
))
dy. (5.49)
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Using estimate (5.1) from Lemma 5.1 yields∣∣Gs,Θ,ω − γ(s)Θ (ln√ω)∣∣ ≤ 2γ(s)‖Θ‖L∞ . (5.50)
Hence Corollary 5.9 follows from (5.7).
We set ω+ := e
2(12k++3)L and ω− := e2(12k−+9)L, for k± ∈ N large enough. Thanks to (5.2)
and (5.3), ln
√
ω± are in the middle of negative and positive plateaus of length 2L of Θ (with
an opposite sign convention). Thus, Corollary 5.9 and (5.7) imply that, for controls of the form
c±vω±,T4 , where c± ∈ R are to be chosen later, one obtains
〈z(T ), ϕ0〉 − 〈z0, ϕ0〉 = ∓c2±
γ(s)T
4ω2s±
(
1
2
+ ˜
)
, (5.51)
where there exists C > 0 independent of T > 0 such that
|˜| ≤ 1
3
+
C
Tω2β±
, (5.52)
by the choice of  in Section 5.1. Assuming that 〈z0, ϕ0〉 = +1 for example and fixing T > 0,
we first choose k+ large enough (ω+ large enough) in order to obtain |˜| < 12 . Then one can
choose c+ using (5.51) in order to guarantee 〈z(T ), ϕ0〉 = 0, because the term multiplying c+ in
the right-hand side of (5.51) is non null.
5.4 Construction of L2 controls leaving the linear order invariant
To obtain small-time local null controllability for the full system, it is necessary to build controls
realizing the elementary motions in the directions ±ϕ0 without moving the other components. The
goal of this section is to construct the controls u± of Proposition 5.4 for m = 0.
Let T > 0 and ω ≥ 1. The sequence (dk(vω,T4 ))k∈N defined by
dk(vω,T4
) :=
∫ T
0
vω,T4
(t)e−k
2(T−t) dt (5.53)
belongs to DT (defined in (2.10)) because, for every k ∈ N,
|dk(vω,T4 )| =
∣∣∣∣∣e−k2(T−T4 )
∫ T
4
0
vω,T4
(t)e−k
2(T4 −t) dt
∣∣∣∣∣
= e−
3
4k
2T
∣∣∣∣∣
∫ T
4
0
sin(ωt)e−k
2(T4 −t) dt
∣∣∣∣∣
≤ e− 34k2T 2
ω
.
(5.54)
Thus, by Proposition 2.4, we can consider a corrected control that leaves the linear order invariant
v˜ω,T4
:= vω,T4
− LT1 (d(vω,T4 )) (5.55)
and there exists CT > 0 such that
‖LT1 (d(vω,T4 ))‖L2(0,T ) ≤
CT
ω
. (5.56)
43
Moreover, since KΘ ∈ L1, it defines a continuous bilinear form on L2(0, T ). Hence, thanks to
Corollary 5.9 and defining ω± as in the previous paragraph, there exists k± large enough, such
that
±
∫ T
0
∫ T
0
v˜ω±,T4
(t)v˜ω±,T4
(t′)KΘ(t− t′) dtdt′ > 0, (5.57)
where we used ω−2s  ω−1 for large values of ω. Up to a rescaling by some constant c±(T ) ∈ R,
this allows to construct u± ∈ L2(0, T ) (with u± = c±v˜ω±±,T4 as in the previous paragraph) such
that the associated trajectories to (1.1) starting from z0 = ±ϕ0 satisfy z(T ) = 0, which concludes
the proof of Proposition 5.4 for m = 0 (with L2 controls).
5.5 Construction of regular controls
We construct, for m ∈ N∗, the controls u± ∈ Hm0 (0, T ) of Proposition 5.4, by smoothing the
controls built in the previous paragraph. This construction relies on:
• the density of Hm0 (0, T4 ) in L2(0, T4 ), to approximate vω±,T4 in L
2(0, T4 ),
• the continuity of the map u ∈ L2(0, T4 ) 7→ LT1 (d(u)) ∈ Hm0 (0, T ),
• which implies the continuity of the following map on L2(0, T4 )
u 7→
∫ T
0
∫ T
0
(
u− LT1 (d(u))
)
(t)
(
u− LT1 (d(u))
)
(t′)KΘ(t− t′) dtdt′. (5.58)
For an appropriate approximation vω±,T4
∈ Hm0 (0, T4 ) of vω±,T4 , we obtain
±
∫ T
0
∫ T
0
(
vω±,T4
− LT1 (d(vω±,T4 ))
)
(t)
(
vω±,T4
− LT1 (d(vω±,T4 ))
)
(t′)KΘ(t− t′) dtdt′ > 0. (5.59)
Once more, up to the choice of rescaling parameters c±(T ) > 0, this allows to construct
u±m := c±
(
vω±,T4
− LT1 (d(vω±,T4 ))
)
∈ Hm0 (0, T ) (5.60)
such that the associated trajectories to (1.1) starting from z0 = ±ϕ0 satisfy z(T ) = 0.
5.6 Controllability with quadratic cost
As stated in Remark 1.14, controllability with a quadratic cost estimate like (1.34) implies that
the quadratic approximation of the system is controllable. More precisely, if Γ is a nonlinearity
satisfying the regularity assumptions (1.6), with 〈Γ[0], ϕ0〉 = 0, for which the nonlinear system (1.1)
is H1-STLNC with the cost estimate (1.34), then the modes ϕk for k ≥ 1 are controllable on the
linear approximation (this can be seen as a consequence of the method explained in Section 2.6)
and the first mode ϕ0 is controllable on the quadratic approximation, with controls leaving the
linear order invariant.
More precisely, let us prove that, for every T > 0, there exist u± ∈ L∞(0, T ) such that the
associated solutions to the linear system (3.1) satisfy z±1 (T ) = 0 and the solutions to the quadratic
system (3.3) with initial data ±ϕ0 satisfy 〈z±2 (T ), ϕ0〉 = 0.
Let T > 0. Since the nonlinear system is H1-STLNC with cost estimate (1.34), there exists
C > 0 such that, for every ε > 0, there exists a pair of controls u±ε ∈ L∞(0, T ) with ‖u±ε ‖L∞ ≤ Cε
1
2 ,
such that the associated solutions to the nonlinear system (1.1) with initial data ±εϕ0 satisfy
z±ε (T ) = 0. Since the sequences u
±
ε /ε
1
2 are bounded in H1(0, T ), they strongly converge (up to
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an extraction) towards some controls u± ∈ L∞(0, T ). First, denoting by z±1 the solutions to the
linear system (3.1) with controls u±, since
0 =
z±ε (T )
ε
1
2
= z±1 (T ) +O(‖u± − u±ε /ε
1
2 ‖L∞) +O(ε 12 ), (5.61)
we obtain that z±1 (T ) = 0. Second, denoting by z
±
2 the solutions to the quadratic system (3.3)
with controls u± and initial data ±ϕ0, since 〈Γ[0], ϕ0〉 = 0, we obtain
0 = 〈z
±
ε (T )
ε
, ϕ0〉 = 〈z±2 (T ), ϕ0〉+O(‖u± − u±ε /ε
1
2 ‖L∞) +O(ε 12 ), (5.62)
which implies that 〈z±2 (T ), ϕ0〉 = 0, which concludes the proof.
6 Recovering an infinite number of lost directions
This section is dedicated to the proof of Theorem 6. From now on, we fix a constant s ∈ (0, 12 )
and a constant L ≥ 1 given by Lemma 5.1 for  := 16 . We will not recall these assumptions as
they are valid through this whole section. We will not track the dependency of the constants in
the estimates with respect to these (fixed) parameters.
6.1 Construction of a magic system
We use the same elementary building block χ defined in (5.2).
Family of oscillating functions. We build a sequence of functions (Θk)k∈N in W 1,∞(R) by
combining elementary blocks in a diagonal-like construction. The first steps of the construction
are represented in Fig. 2. The blocks are inserted such that their supports are disjoint. For each
x ∈ R+, there is at most one k ∈ N such that Θk(x) 6= 0. For each k ∈ N, there are infinitely many
positive and negative blocks on the line of Θk. The sequence of functions can be seen as being
constructed by Alg. 2.
Θ0
Θ1
Θ2
Θ3
1
2 lnω0
1
2 lnω1
1
2 lnω2
1
2 lnω3
12L
2(k2 + h2)L
Step h = 3
Figure 2: First steps of the construction of sparse oscillating functions from elementary blocks.
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Data: L ≥ 1
Result: (Θk)k∈N ∈ `∞(W 1,∞(R))
For k ∈ N, initialize Θk ← 0;
Initialize X ← 0;
for h← 1 to +∞ do
for k ← 0 to h− 1 do
Θk,h ← χ
( ·
2L −X
)− χ ( ·2L −X − 3);
Θk ← Θk + Θk,h;
X ← X + 6 + k2 + h2;
end
end
Algorithm 2: Construction of a sequence of oscillating functions
Lemma 6.1. Let (Θk)k∈N be constructed as in Alg. 2. There exists positive constants ρ1, ρ2 > 0
such that, for every k ∈ N,
ρ1Lk
4 ≤ inf supp Θk ≤ ρ2Lk4 (6.1)
and moreover, for every k ∈ N, h ∈ N∗ and l ∈ N with l 6= k,
dist (supp Θl,h, supp Θk) ≥ ρ1L(k2 + l2 + h2). (6.2)
Proof. We start with the first assertion. During step h ∈ N∗, the increment of X is given by
Xend(h)−Xbegin(h) =
h−1∑
k=0
(
6 + k2 + h2
)
= 6h+ h3 +
h−1∑
k=0
k2. (6.3)
Thus, one has the bounds
h3 ≤ Xend(h)−Xbegin(h) ≤ 8h3. (6.4)
Hence, summing these bounds, using Xbegin(h) = Xend(h− 1) and dropping lower order terms,
1
4
h4 ≤ Xend(h) ≤ 8h4. (6.5)
Moreover, the function Θk gains its first positive-negative blocks pair Θk,k during the step indexed
by hk = k + 1. Thus, for k ≥ 1,
inf supp Θk ≤ Xend(hk) ≤ 8h4k ≤ ρ2k4, (6.6)
inf supp Θk ≥ Xend(hk − 1) ≥ 1
4
k4 (6.7)
and these estimates also hold for k = 0 because inf supp Θ0 = 0. This proves (6.1).
Moreover, (6.2) is a direct consequence of the construction. Indeed, when xl ∈ supp Θl,h, then
xl is part of an elementary block which is prefixed by a margin of size at least L(l−1)2 +L(h−1)2
(which was inserted after a block on line l−1) and postfixed by a margin of size at least Ll2 +Lh2.
Moreover, if xk ∈ supp Θk, it is also prefixed by a margin of size at least L(k − 1)2 and postfixed
by a margin of size at least Lk2. This yields the existence of ρ1 > 0 such that (6.2) holds.
In the sequel, the following frequency will play an important role
ωk := e
2 inf supp Θk . (6.8)
Remark 6.2. Up to choosing L larger than our initial choice given by Lemma 5.1, one can assume
that ρ1L ≥ 1. Hence, using (6.8) and (6.1), one has ωk ≥ exp(k4) for every k ∈ N.
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Nonlinearity. We consider a nonlinear heat equation for which the linearized system misses all
the odd indexed directions, i.e. we assume that 〈µ, ϕ2j〉 6= 0 for every j ∈ N but 〈µ, ϕ2k+1〉 = 0 for
every k ∈ N. Let CΘ := 32γ(s)−1. We define the nonlinearity Γs as
Γs[z] := ϕ0 +
+∞∑
j=1
j
1
2−3sϕ2j + CΘ
+∞∑
k=0
+∞∑
j=1
Θk(ln j)j
1
2−s〈z, ϕ2j〉
ϕ2k+1. (6.9)
Since the family (Θk)k∈N is bounded in L∞(R) with disjoint supports, Γs is well defined as a map
from H1N (0, pi) to H
−1
N (0, pi) and satisfies the regularity assumptions from the introduction (1.6).
Indeed, one has for example for z ∈ H1N (0, pi), the estimate
‖Γs[z]− Γs[0]‖H−1N (0,pi) ≤ CΘ
+∞∑
k=0
+∞∑
j=1
|Θk(ln j)|j 12−s|〈z, ϕ2j〉|
 ‖ϕ2k+1‖H−1N (0,pi)
≤ CΘ
+∞∑
j=1
j
1
2−s|〈z, ϕ2j〉|
+∞∑
k=0
|Θk(ln j)|
2k + 2
≤ CΘ
+∞∑
j=1
j2|〈z, ϕ2j〉|2
 12 +∞∑
j=1
j−1−2s
 12 ,
(6.10)
because, for each j ≥ 1, there is at most one k ∈ N such that Θk(ln j) 6= 0. Similar computations
prove that Γs satisfies all the regularity assumptions of (1.6).
6.2 Control strategy and reduction of the proof
As explained in Section 5.2 for the case of a single lost direction, the control strategy proceeds
in two steps: first, control to zero the linearly controllable modes, then, use a purely quadratic
strategy, while making sure to bring back the linear state to zero. The proof of Theorem 6 therefore
reduces to the proof of the two following propositions.
Proposition 6.3. For every T > 0, there exists CT > 0 such that, for every z0 ∈ H1N (0, pi), there
exists u ∈ H10 (0, T ) with
‖u‖H1 ≤ CT ‖(〈z0, ϕ2j〉)j∈N‖`2 (6.11)
such that the associated solution z ∈ Z to (1.1) satisfies 〈z(T ), ϕ2j〉 = 0 for every j ∈ N and
‖(〈z(T ), ϕ2k+1〉)k∈N‖`1 ≤ ‖(〈z0, ϕ2k+1〉)k∈N‖`1 + CT ‖(〈z0, ϕ2j〉)j∈N‖2`2 . (6.12)
Proof. The existence and the cost estimate (6.11) for u are given by Proposition 2.5. We only
prove the size estimate for the odd modes. Due to the structure of (6.9), one has z = z1 + z2
where z1 is the solution to the linear system (1.15) on the even modes and z2 is the solution to the
second order expansion on the odd modes, given for k ∈ N by
〈z2(T ), ϕ2k+1〉 = 〈z0, ϕ2k+1〉+ CΘ
∫ T
0
e−(2k+1)
2(T−t)u(t)
+∞∑
j=1
Θk(ln j)j
1
2−s〈z1(t), ϕ2j〉
 dt.
(6.13)
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Hence, one has
‖(〈z(T ), ϕ2k+1〉)k∈N‖`1 − ‖(〈z0, ϕ2k+1〉)k∈N‖`1
≤ CΘ‖u‖L∞
+∞∑
j=1
j
1
2−s
∫ T
0
|〈z1(t), ϕ2j〉|dt
+∞∑
k=0
|Θk(ln j)|
≤ CΘ‖u‖L∞
+∞∑
j=1
j2T
∫ T
0
|〈z1(t), ϕ2j〉|2 dt
 12 +∞∑
j=1
j−1−2s
 12
≤ CT 12 ‖u‖L∞‖z1‖L2(H1).
(6.14)
Moreover, thanks to the linear well-posedness stated in Lemma 2.1, one has from (2.2) that
‖z1‖L2(H1) ≤ CT ‖(〈z0, ϕ2j〉)j∈N‖`2 . This concludes the proof of (6.12).
Proposition 6.4. Let T > 0 and z0 ∈ L2(0, pi) such that (〈z0, ϕ2k+1〉)k∈N ∈ `1 and 〈z0, ϕ2j〉 = 0
for every j ∈ N. There exists u ∈ H−s(0, T ) and z ∈ Z a solution to (1.1) such that z(T ) = 0 and
‖u‖H−s ≤ ‖(〈z0, ϕ2k+1〉)k∈N‖
1
2
`1 . (6.15)
Proof. It is sufficient to prove this result for T > 0 small enough, as one can always use a null
control on the remaining time interval after reaching the null state. Thus, we can assume that
T ≤ sρ1L. We wish to reach the null state at time T/4 (this trick will lighten the computations).
We look for u ∈ H−s(0, T/4) under the form t 7→ v(4t) where v ∈ H−s(0, T ). By homogeneity,
we decompose the state as z = z1 + z2 (the linear and the quadratic part). Since the even modes
vanish at the initial time, for every τ ∈ [0, T ], the linear state satisfies〈
z1
(τ
4
)
, ϕ2j
〉
=
1
4
j
1
2−3s
∫ τ
0
e−j
2(τ−t)v(t) dt. (6.16)
Moreover, for every τ ∈ [0, T ], each component of the quadratic state can be rewritten as〈
z2
(τ
4
)
, ϕ2k+1
〉
= e−2λkτ
(
〈z0, ϕ2k+1〉+ CΘ
32
Qk,τ (v, v)
)
, (6.17)
where, for a, b ∈ L2(0, T ), τ ≥ 0, σ ∈ R and k ∈ N, we define,
Qk,τ (a, b) =
∫ τ
0
∫ τ
0
a(t)eλkt · b(t′)eλkt′ · eλk|t−t′|KΘk(t− t′) dtdt′, (6.18)
KΘk(σ) :=
+∞∑
j=0
e−j
2|σ|〈µ, ϕ2j〉〈Γ′s[0]ϕ2j , ϕ2k+1〉 =
+∞∑
j=1
e−j
2|σ|Θk(ln j)
j−1+4s
, (6.19)
λk :=
(2k + 1)2
8
. (6.20)
Thus, the conclusion of Proposition 6.4 follows from the following Proposition 6.5 applied to the
`1 sequence yk := −32〈z0, ϕ2k+1〉/CΘ. We conclude that z(T/4) = 0 and we extend the control
and the solution by zero. Therefore, using (6.25)
‖u‖H−s = ‖v(4·)‖H−s ≤ 12‖v‖H−s ≤
1
2
2γ(s)−
1
2
(
32
CΘ
‖(〈z0, ϕ2k+1〉)k∈N‖`1
) 1
2
. (6.21)
The choice CΘ = 32γ(s)
−1 gives γ(s)−
1
2 (32/CΘ)
1
2 = 1, which enables to obtain (6.15).
Although the nonlinear system (1.1) may be ill-posed for controls u ∈ H−s(0, T ), we prove in
Section 6.9 that we can indeed build a regular solution z ∈ Z for the controls we construct.
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In order to ensure the convergence of some infinite sums, we work in the sequel with control
times T small enough, i.e. T ∈ (0, T ?], where we define
T ? := sρ1L. (6.22)
In particular, recalling (6.1), (6.8) and (6.20), this guarantees that there exists C > 0 such that∑
k∈N
〈k〉ω−2sk e2λkT ≤ C, (6.23)∑
k∈N
〈k〉e−2sρ1Lk2e2λkT? ≤ C, (6.24)
where the second sum converges because 2λk ∼ k2.
Proposition 6.5. For every T ∈ (0, T ?] and (yk)k∈N ∈ `1, there exists v ∈ H−s(0, T ) satisfying
yk = Qk,T (v, v) for every k ∈ N, with a size
‖v‖H−s ≤ 2γ(s)−
1
2 ‖y‖ 12`1 (6.25)
and which moreover drives the linear state from zero back to zero, i.e.,
∀j ∈ N,
∫ T
0
e−j
2(T−t)v(t) dt = 0. (6.26)
The fact that we need to ensure (6.26) for all j ∈ N (and not only even values of j) comes
from the fact that the final control u(t) is computed as v(4t), which thus ensures that only the
linearly controllable even modes go back to zero at the final time (see e.g. (6.16) in the proof of
Proposition 6.4).
The remainder of this section is devoted to the proof of Proposition 6.5. The existence of v is
proved in the next paragraph thanks to a Schauder fixed point argument. Heuristically, the core
of the proof relies on an almost explicit construction of v as an infinite sum of elementary controls
oscillating at frequencies corresponding to appropriate plateaus of Θk (either positive or negative
plateaus depending on the sign of yk). The fact that we only obtain controllability for small times
is not restrictive, as one can always choose a null control in the remaining time interval.
6.3 Construction of approximate controls
Let y ∈ `1(R). We construct a sequence of controls V˜n(y) ∈ H−s(0, T ), for which we are going to
prove that (Qk,T (V˜n(y), V˜n(y)))k∈N ≈ y in `1 for n large enough. Let T > 0 and n ∈ N. We define
• a sequence of scalar multipliers (βl)l∈N as
βl :=
(
4
Tγsign(yl)(s)
) 1
2
, (6.27)
where γ±(s) ≈ γ(s) are defined below in (6.64) and (6.65),
• an increasing sequence of frequencies (ωl)l∈N where ωl ≥ 1 is chosen such that
– ln
√
ωl belongs to the support of Θl,max(l,n+1),
– ln
√
ωl is in the middle of a plateau of length 2L of Θl,
– Θl(ln
√
ωl) = sgn yl,
• a sequence of oscillating controls for l ∈ N (see (5.12)), with λl defined in (6.20),
vl := vωl,T4 ,λl
, (6.28)
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• a purely oscillating quadratic candidate control
Vn(y) :=
∑
l∈N
βl|yl| 12ωsl vl, (6.29)
• a slightly corrected control, by some linear map L defined in Lemma 6.18,
V˜n(y) := Vn(y)− L(Vn(y)) (6.30)
which drives the linear state from zero back to zero and where L(Vn(y)) ∈ H10 (0, T ).
Remark 6.6. The sequence of controls V˜n(y) depends on n in a subtle way. Indeed, the only place
where n comes into play in the definition of this sequence is that we require that ln
√
ωl belongs
to the support of Θl,max(l,n+1). It corresponds to the fact that, if T is small, we will choose n
large enough such that all the frequencies ωl (including the smallest one ω1) are large enough.
Heuristically, the frequencies should at least satisfy ωl ≥ 1/T (so that the elementary controls
oscillate sufficiently). Rigorously we should therefore write ωl(n) to stress this dependency, but we
will omit this indexing because the computations are already quite heavy. Instead, we will use the
following properties:
∀n ∈ N,∀l ∈ N∗, ωl(n) ≥ ω1(n), (6.31)
lim
n→+∞ω1(n) = +∞, (6.32)
∀a > 0, lim
n→+∞
∑
l≥1
ω−al (n) = 0. (6.33)
The last property is obtained from Alg. 2 because inf supp Θl,n+1 ≥ L(l− 1)2 +Ln2 from which we
deduce ωl(n) ≤ Ce−Lle−Ln2 (which implies that the sums are finite and that they tend to zero).
The following proposition is the cornerstone of Section 6 and is a consequence of the careful
definition of the sequence V˜n(y).
Proposition 6.7. Let T ∈ (0, T ?]. There exists a sequence εn(T )→ 0 such that, for every y ∈ `1,∑
k∈N
sup
τ∈[0,T ]
〈k〉
∣∣∣∣Qk,τ (V˜n(y), V˜n(y))−min(1, 4τT
)
yk
∣∣∣∣ ≤ εn‖y‖`1 (6.34)
and moreover
‖V˜n(y)‖H−s ≤ (2(1− )γ(s))−
1
2 (1 + εn)‖y‖
1
2
`1 . (6.35)
Proof of Proposition 6.5 from Proposition 6.7. Let T ∈ (0, T ?] and n0 ∈ N large enough such that
εn0(T ) ≤
√
2(1− )− 1. Let y¯ ∈ `1. We define the map
F :
{
`1(R)→ `1(R),
y 7→ (y¯k + yk −Qk,T (V˜n0(y), V˜n0(y)))k∈N.
(6.36)
Then, by (6.34), F maps the ball of radius 2‖y¯‖`1 of `1 into itself as long as εn ≤ 12 . Moreover,
thanks to the weight 〈k〉 in the left-hand side of (6.34), the map F is compact. By the Schauder
fixed point theorem, there therefore exists y ∈ `1 with ‖y‖`1 ≤ 2‖y¯‖`1 such that F(y) = y. Letting
v := V˜n0(y) one has Qk,T (v, v) = y¯k for every k ∈ N and, by (6.35),
‖v‖H−s ≤ (2(1− )γ(s))−
1
2 (1 +
√
2(1− )− 1)‖y‖ 12`1 ≤ γ(s)−
1
2 (2‖y¯‖`1) 12 (6.37)
which yields the estimate (6.25). This concludes the proof of Proposition 6.5.
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In the sequel, we prove Proposition 6.7. First, the sum (6.29) defining Vn converges in H
−s(0, T )
for y ∈ `1 (see Proposition 6.10 with τ = T and λ = 0, in Section 6.4). The correction L(Vn(y)) is
asymptotically small in H10 (0, T ) (see Lemma 6.18 in Section 6.8). Combining these facts yields the
estimate (6.35). To prove the main estimate (6.34), we decompose the sum thanks to definitions
(6.29) and (6.30) as∑
k∈N
sup
τ∈[0,T ]
〈k〉
∣∣∣Qk,τ (V˜n(y), V˜n(y))−min(1, 4τ
T
)
yk
∣∣∣
≤
∑
k∈N
sup
τ∈[0,T ]
〈k〉
∣∣∣β2kω2sk |yk|Qk,τ (vk, vk)−min(1, 4τT
)
yk
∣∣∣
+
∑
k∈N
〈k〉 sup
τ∈[0,T ]
∑
l 6=k
β2l ω
2s
l |yl| |Qk,τ (vl, vl)|
+
∑
k∈N
〈k〉 sup
τ∈[0,T ]
∑
l 6=l′
βlβl′ω
s
l ω
s
l′ |yl|
1
2 |yl′ | 12 |Qk,τ (vl, vl′)|
+
∑
k∈N
〈k〉 sup
τ∈[0,T ]
( |Qk,τ (L(Vn(y)), L(Vn(y)))|+ 2 |Qk,τ (L(Vn(y)), Vn(y))| ).
(6.38)
The first term is estimated in Section 6.5. The second term is estimated in Section 6.6, the third
term in Section 6.7, while the last two terms due to the correction to bring the linear part of the
state back to zero are estimated in Section 6.7.
6.4 Regularity and estimate of the constructed control
The convergence of the sum (6.29) defining Vn is obtained thanks to the quasi-orthogonality of the
elementary oscillating controls vl. We start with technical lemmas yielding a precise statement.
Lemma 6.8. There exists C > 0 such that, for every τ > 0 and ω, ω′ ∈ R,∫
R
〈τ(ω − ξ)〉−1〈τ(ω′ − ξ)〉−1 dξ ≤ C 1 + ln〈τ(ω − ω
′)〉
τ〈τ(ω − ω′)〉 . (6.39)
Proof. By translation and scaling, proving inequality (6.39) reduces to proving that, for any a > 0,∫
R
〈ξ〉−1〈a− ξ〉−1 dξ ≤ C 1 + ln〈a〉〈a〉 . (6.40)
This inequality is non-trivial only for large values of a. We split the integral in four parts∫
ξ<− a2
〈ξ〉−1〈a− ξ〉−1 dξ ≤
∫
ξ<− a2
〈ξ〉−2 dξ ≤ C〈a〉−1, (6.41)∫
|ξ|≤ a2
〈ξ〉−1〈a− ξ〉−1 dξ ≤ C〈a〉−1
∫
|ξ|≤ a2
〈ξ〉−1 dξ ≤ C〈a〉−1 ln〈a〉, (6.42)∫
|ξ−a|< a2
〈ξ〉−1〈a− ξ〉−1 dξ ≤ C〈a〉−1
∫
|ξ−a|< a2
〈a− ξ〉−1 dξ ≤ C〈a〉−1 ln〈a〉, (6.43)∫
ξ≥ 32a
〈ξ〉−1〈a− ξ〉−1 dξ ≤
∫
ξ′≥ a2
〈ξ′〉−2 dξ ≤ C〈a〉−1. (6.44)
Summing these four estimates proves (6.40) and concludes the proof of the result.
Lemma 6.9. There exists Cs > 0 such that, for λ, λ
′ ∈ R, ω, ω′ ≥ 1 with ω ≥ 2ω′, τ ∈ [0, 1],∫
R
|v̂ω,τ,λ(ξ)v̂ω′,τ,λ′(ξ)|dξ ≤ Cs(1 + e−λτ )(1 + e−λ′τ )ω−s− 12 ( 12−s)ω′−s− 12 ( 12−s). (6.45)
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Proof. Thanks to estimate (5.14) from Lemma 5.5 and (6.39) from Lemma 6.8,∫
R
|v̂ω,λ(ξ)v̂ω′,λ′(ξ)|dξ
≤ 16τ2(1 + e−λτ )(1 + e−λ′τ )
∫
R
〈τ(ω ± ξ)〉−1〈τ(ω′ ± ξ)〉−1 dξ
≤ Cτ(1 + e−λτ )(1 + e−λ′τ )(〈τ(ω + ω′)〉− 12−s + 〈τ(ω − ω′)〉− 12−s).
(6.46)
We used the assumption s < 12 so that s+
1
2 < 1 and we conclude using ω ≥ 2ω′.
Proposition 6.10. Let T > 0. There exists a sequence εn(T ) → 0 such that, for every y ∈ `1,
every λ ≥ 0 and every τ ∈ [0, T ],
‖t 7→ 1[0,τ ](t)eλtVn(y)(t)‖H−s ≤ (2(1− )γ(s))−
1
2 (1 + εn)e
λT ‖y‖ 12`1 . (6.47)
Proof. Let 0 ≤ τ ≤ T . We define a shorthand notation
τ4 := min
(
τ,
T
4
)
. (6.48)
In particular, for l ∈ N, 1[0,τ ](t)eλtvl(t) = vωl,τ4,λl−λ(t). From definition (1.12) of the H−s norm,
‖1[0,τ ](t)eλtVn(y)(t)‖2H−s =
1
2pi
∫
R
〈ξ〉−2s
∣∣∣∣∣∑
l∈N
βl|yl| 12ωsl v̂ωl,τ4,λl−λ(ξ)
∣∣∣∣∣
2
dξ
≤
∑
l∈N
|yl|β2l ω2sl ‖vωl,τ4,λl−λ‖2H−s(R)
+
∑
l 6=l′
|yl| 12 |yl′ | 12 βlβl′ωsl ωsl′
∫
R
∣∣v̂ωl,τ4,λl−λ(ξ)v̂ωl′ ,τ4,λl′−λ(ξ)∣∣ dξ.
(6.49)
Thanks to estimate (5.17) from Lemma 5.6, there exists C1 > 0 such that the first term in the
right-hand side of (6.49) is bounded as∑
l∈N
β2l |yl|ω2sl ‖vωl,τ4,λl−λ‖2H−s(R)
≤
∑
l∈N
|yl|ω2sl
( |1− e−2(λl−λ)τ4 |
T |λl − λ|γsign(yl)(s)
ω2l
ω2l + (λl − λ)2
〈ωl〉−2s + C1
T
e2λTω−1l
)
≤
(
1
2(1− )γ(s) +
C1
ω1−2s1 T
)
e2λT ‖y‖`1 ,
(6.50)
where we used (6.31). Thanks to estimate (6.45) from Lemma 6.9, there exists Cs > 0 such that∫
R
∣∣v̂ωl,τ4,λl−λ(ξ)v̂ωl′ ,τ4,λl′−λ(ξ)∣∣ dξ ≤ 4Cse2λTω−s− 12 ( 12−s)l ω−s− 12 ( 12−s)l′ . (6.51)
Hence, the second term in the right-hand side of (6.49) is bounded as∑
l 6=l′
βlβl′ |yl| 12 |yl′ | 12ωsl ωsl′
∫
R
∣∣v̂ωl,τ4,λl−λ(ξ)v̂ωl′ ,τ4,λl′−λ(ξ)∣∣ dξ
≤ Cs
T
e2λT ‖y‖`1
∑
l∈N
ω
−( 12−s)
l .
(6.52)
Combining (6.50) and (6.52) concludes the proof of (6.47) thanks to (6.32) and (6.33) respectively.
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6.5 Diagonal action of elementary controls
We estimate the first sum in (6.38). For Θ ∈W 1,∞(R+,R) and λ ∈ R, we define a modified kernel
KΘ,λ(σ) := e
λ|σ|KΘ(σ). (6.53)
We start with a technical lemma, which notably helps to compare KΘ,λ with KΘ.
Lemma 6.11. There exists C > 0 such that, for every k ∈ N and ξ ∈ R,
|K̂Θk(ξ)| ≤ Cω−2sk , (6.54)
|K̂Θk,λk(ξ)| ≤ Cω−2sk , (6.55)
|K̂Θk,λk(ξ)− K̂Θk(ξ)| ≤ Cλkω−2sk |ξ|−1. (6.56)
Proof. Thanks to the support properties of Θk (see the definition (6.8) of ωk), Θk(ln j) 6= 0 implies
that j2 ≥ ωk. Moreover, thanks to the definition (6.20) of λk and Remark 6.2 concerning ωk,
ωk ≥ 2λk for every k ∈ N. Thus, j2 ≥ 2λk for the indexes j that we need to consider. For
λ ∈ {0, λk},
K̂Θk,λ(ξ) = 2
∑
j2≥ωk
j1−4sΘk(ln(j))
j2 − λ
(j2 − λ)2 + ξ2 . (6.57)
Since j2 ≥ 2λk ≥ 2λ, (j2 − λ)/((j2 − λ)2 + ξ2) ≤ 2j−2 and this yields, using a straightforward
monotonic series-integral comparison,∣∣∣K̂Θk,λ(ξ)∣∣∣ ≤ 2‖Θk‖L∞ ∑
j2≥ωk
j1−4s
2
j2
≤ Csω−2sk . (6.58)
This proves the inequalities (6.54) and (6.55). We move on to the last inequality. Since we use
indexes for which j2 ≥ 2λk, the mean value theorem applied to x 7→ x/(x2 + ξ2), yields, for ξ ∈ R,∣∣∣∣ j2 − λk(j2 − λk)2 + ξ2 − j
2
j4 + ξ2
∣∣∣∣ ≤ 4λkj4 + ξ2 . (6.59)
Proceeding as for the previous inequalities concludes the proof of (6.56).
Lemma 6.12. There exists C, β > 0 such that, for every 0 ≤ τ ≤ T ≤ T ? (defined in (6.22)),
every k ∈ N and ωk such that ln√ωk is in the middle of a plateau of Θk of length 2L of value ±1,
there holds ∣∣∣∣Qk,τ (vk, vk)∓min(τ, T4
)
γ±(s)ω−2sk
∣∣∣∣ ≤ Ce−βn2−βk2ω−2sk + Cω−2s−2βk , (6.60)
where the constants γ±(s) > 0 are defined below.
Proof. Step 1: We transform the expression of Qk,τ (vk, vk). Using the definitions (6.18) of Qk,
(6.28) of vk, (6.53) of KΘ,λ and (6.48) of τ4, one has
Qk,τ (vk, vk) =
∫ τ4
0
∫ τ4
0
vωk,τ4(t)vωk,τ4(t
′)KΘk,λk(t− t′) dtdt′
=
∫ τ4
0
∫ τ4
0
vωk,τ4(t)vωk,τ4(t
′)KΘk(t− t′) dtdt′
+
∫ τ4
0
∫ τ4
0
vωk,τ4(t)vωk,τ4(t
′)(KΘk,λk −KΘk)(t− t′) dtdt′.
(6.61)
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Step 2: We study the first term of the right hand side of (6.61). By Proposition 5.7, there exists
C1, β1 > 0 such that∣∣∣ ∫ τ4
0
∫ τ4
0
vωk,τ4(t)vωk,τ4(t
′)KΘk(t− t′) dtdt′ − τ4ω−2sk Gs,Θk,ωk
∣∣∣ ≤ C1ω−2s−2β1k . (6.62)
From Algo. 2 and the choice of ωk, which is in the middle of a plateau of length 2L of Θk,max(k,n+1),
the closest non-zero pattern of Θk is at distance at least ρ1L(k
2 + n2) of ωk (see (6.2)). Hence,
recalling (5.28),
Gs,Θk,ωk =
∫ e9L
e−9L
y3−4s
1 + y4
Θk (ln y
√
ωk) dy +
∫
R+\[Ω−1,Ω]
y3−4s
1 + y4
Θk (ln y
√
ωk) dy, (6.63)
where Ω := exp(ρ1L(k
2 + n2)). From the convergence of the integral in y and using ‖Θk‖L∞ ≤ 1,
the second term is bounded by CΩ−σ for some C, σ > 0. The first term is ±γ±(s) (depending on
wether ωk is in the middle of a plateau of value ±1), where we set
γ+(s) :=
∫ e9L
e−3L
y3−4s
1 + y4
(
χ
(
ln y + 3L
2L
)
− χ
(
ln y − 3L
2L
))
dy, (6.64)
γ−(s) := −
∫ e3L
e−9L
y3−4s
1 + y4
(
χ
(
ln y + 9L
2L
)
− χ
(
ln y + 3L
2L
))
dy. (6.65)
Moreover, thanks to (5.1), (1− )γ(s) ≤ γ±(s) ≤ γ(s). Letting β2 := σρ1L, this steps proves that∣∣∣ ∫ τ4
0
∫ τ4
0
vωk,τ4(t)vωk,τ4(t
′)KΘk(t− t′) dtdt′ ∓ τ4ω−2sk γ±(s)
∣∣∣
≤ Ce−β2n2−β2k2ω−2sk + C1ω−2s−2β1k .
(6.66)
Step 3: We study the second term of the right hand side of (6.61). Working as in the proof of
Proposition 5.7 (to use Plancherel’s formula), we obtain∫ τ4
0
∫ τ4
0
vωk,τ4(t)vωk,τ4(t
′)
(
KΘk,λk−KΘk
)
(t−t′) dtdt′ = 1
pi
∫ ∞
0
|v̂ωk,τ4(ξ)|2
(
K̂Θk,λk−K̂Θk
)
(ξ) dξ.
(6.67)
We split the integral between low and high frequencies. On the one hand, by (5.13), there exists
C > 0 such that, for every k ∈ N and 0 < ξ < 12ωk,
|v̂ωk,τ4(ξ)|2 ≤ Cω−2k . (6.68)
Thus, thanks to estimates (6.54) and (6.55) from Lemma 6.11, one has∫ 1
2ωk
0
|v̂ωk,τ4(ξ)|2
∣∣∣K̂Θk,λk − K̂Θk ∣∣∣ (ξ) dξ ≤ 12ωk · Cω−2k · 2Cω−2sk ≤ C2ω−1k . (6.69)
On the other hand, for ξ ≥ 12ωk, thanks to estimate (6.56) from Lemma 6.11, one has∫ +∞
1
2ωk
|v̂ωk,τ4(ξ)|2
∣∣∣K̂Θk,λk − K̂Θk ∣∣∣ (ξ) dξ ≤ C1λkω−2sk 2ωk
∫
R
|v̂ωk,τ4(ξ)|2 dξ. (6.70)
By definition (6.8) of ωk and the lower bound (6.1) for lnωk, there exists C2 such that λkω
−2s
k ≤ C2.
Moreover, by (5.18) from Lemma 5.6, ‖vωk,τ4‖2L2 ≤ τ4/2 + 4C0ω−1k . Hence∫ +∞
1
2ωk
|v̂ωk,τ4(ξ)|2
∣∣∣K̂Θk,λk − K̂Θk ∣∣∣ (ξ) dξ ≤ C1C2ω−1k (τ4 + 8C0ω−1k ). (6.71)
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Thanks to (6.67), (6.69) and (6.71), we have C3, β3 > 0 such that∣∣∣∣∫ τ4
0
∫ τ4
0
vωk,τ4(t)vωk,τ4(t
′)
(
KΘk,λk −KΘk
)
(t− t′) dtdt′
∣∣∣∣ ≤ C3ω−2s−2β3k . (6.72)
Conclusions. Combining equality (6.61) of Step 1, estimate (6.66) of Step 2 and (6.72) of Step 3
gives the estimate (6.60) which concludes the proof.
Proposition 6.13. Let T ∈ (0, T ?]. There exists a sequence εn(T )→ 0 such that∑
k∈N
sup
τ∈[0,T ]
〈k〉
∣∣∣∣β2kω2sk |yk|Qk,τ (vk, vk)−min(1, 4τT
)
yk
∣∣∣∣ ≤ εn‖y‖`1 . (6.73)
Proof. First, for k ∈ N, Θk(ln√ωk) = sign(yk) by the choice of ωk in Section 6.3. Hence, recalling
definition (6.27) of βk and applying estimate (6.60) from Lemma 6.12 yields, for every τ ∈ [0, T ],∣∣∣∣β2kω2sk |yk|Qk,τ (vk, vk)−min(1, 4τT
)
yk
∣∣∣∣ ≤ (CkT e−βn2−βk2 + CkT ω−2βk
)
|yk|. (6.74)
Since ωk ≥ ωk, recalling (6.23) and (6.33), summing these inequalities concludes the proof of the
estimate.
6.6 Estimate of almost diagonal terms
We estimate the second term in (6.38). We start with the following lemma.
Lemma 6.14. There exists C > 0 such that, for every k, l ∈ N such that l 6= k and ξ ∈ (ωl2 , 3ωl2 ),
|K̂Θk,λk(ξ)| ≤ Cω−2sl e−4sρ1L(k
2+n2). (6.75)
Proof. Let k, l ∈ N be such that l 6= k and j ∈ N such that Θk(ln(j)) 6= 0. Then, thanks to (6.2),∣∣ ln j − ln√ωl∣∣ ≥ ρ1L(k2 + n2) =: κ. (6.76)
Thus, either j ≥ √ωle+κ or j ≤ √ωle−κ. Therefore, for every ξ ∈
(
ωl
2 ,
3ωl
2
)
, recalling the for-
mula (6.57), and using once more that j2 ≥ 2λk when ln j ∈ supp Θk,
|K̂Θk,λk(ξ)| ≤ 8
∑
j≤√ωle−κ
j3−4s
j4 + ξ2
+ 8
∑
j≥√ωle+κ
j3−4s
j4 + ξ2
≤ 32
∑
j≤√ωle−κ
j3−4s
ω2l
+ 8
∑
j≥√ωle+κ
j−1−4s
≤ Cω−2sl e−(4−4s)κ + Cω−2sl e−4sκ
≤ Cω−2sl e−4sκ
(6.77)
because s ∈ (0, 12 ), which concludes the proof of (6.75).
Proposition 6.15. Let T ∈ (0, T ?]. There exists a sequence εn(T )→ 0 such that, for every y ∈ `1,∑
k∈N
sup
τ∈[0,T ]
〈k〉
∑
l 6=k
β2l |yl|ω2sl |Qk,τ (vl, vl)| ≤ εn‖y‖`1 . (6.78)
55
Proof. First, for k, l ∈ N, Plancherel’s formula and definitions (5.12) and (6.48) yield the equality
Qk,τ (vl, vl) =
1
2pi
∫
R
K̂Θk,λk(ξ)|v̂ωl,τ4,λl−λk(ξ)|2 dξ. (6.79)
Using Fubini’s theorem, to prove the result, it suffices to bound β2T (I1 + I2 + I3) where we set
I1 :=
∑
l
β2l |yl|ω2sl
∑
k 6=l,ωk>ωl
sup
τ∈[0,T ]
〈k〉
∫
R
|K̂Θk,λk(ξ)||v̂ωl,τ4,λl−λk(ξ)|2 dξ, (6.80)
I2 :=
∑
l
β2l |yl|ω2sl
∑
k 6=l,ωk<ωl
sup
τ∈[0,T ]
〈k〉
∫
|ξ−ωl|>ωl/2
|K̂Θk,λk(ξ)||v̂ωl,τ4,λl−λk(ξ)|2 dξ, (6.81)
I3 :=
∑
l
β2l |yl|ω2sl
∑
k 6=l,ωk<ωl
sup
τ∈[0,T ]
〈k〉
∫
|ξ−ωl|<ωl/2
|K̂Θk,λk(ξ)||v̂ωl,τ4,λl−λk(ξ)|2 dξ. (6.82)
Bound on I1. Using estimate (6.55) from Lemma 6.11 and (5.14) from Lemma 5.5, there exists
C1 > 0 such that
I1 ≤
∑
l
β2l |yl|ω2sl
∑
k 6=l,ωk>ωl
〈k〉‖K̂Θk,λk‖L∞ sup
τ∈[0,T ]
‖v̂ωl,τ4,λl−λk‖2L2
≤ C1
T
∑
l
|yl|ω2sl
∑
k 6=l,ωk>ωl
〈k〉ω−2sk e2λkT
?
.
(6.83)
Moreover, by construction (see (6.2)), when ωl < ωk,
ωl ≤ ωke−ρ1L(k2+n2). (6.84)
Hence, for l ∈ N, thanks to (6.24), one has∑
k 6=l,ωk>ωl
〈k〉ω2sl ω−2sk e2λkT
? ≤ e−2sρ1Ln2
∑
k∈N
〈k〉e−2sρ1Lk2e2λkT? ≤ Cse−2sρ1Ln2 (6.85)
from which we conclude that I1/‖y‖`1 → 0 as n→∞ for fixed T > 0.
Bound on I2. Using (5.14) from Lemma 5.5, there exists C2 > 0 such that∫
|ξ−ωl|>ωl/2
|v̂ωl,τ4,λl−λk(ξ)|2 dξ ≤ C2ω−1l e2λkT
?
. (6.86)
Combined with estimate (6.55) from Lemma 6.11,
I2 ≤ C2
∑
l
β2l |yl|ω2s−1l
∑
k 6=l
〈k〉ω−2sk e2λkT
? ≤ C2
T
‖y‖`1(inf
l
ωl)
2s−1, (6.87)
thanks to (6.23). From (6.31) and (6.32), we conclude that I2/‖y‖`1 → 0 as n→∞.
Bound on I3. Using the L
∞ estimate (6.75) from Lemma 6.14 on K̂Θk,λk and the same L
2-
estimate of the functions vωl,τ4,λl−λk as for I1, we obtain
I3 ≤ C3
∑
l
β2l |yl|ω2sl
∑
k 6=l,ωk<ωl
〈k〉ω−2sl e−4sρ1L(k
2+n2)e2λkT
? ≤ C3
T
e−4sρ1Ln
2‖y‖l1 , (6.88)
because the sum in k converges thanks to (6.24), so that I3/‖y‖`1 → 0 as n→∞.
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6.7 Estimate of non-diagonal terms
We can now turn to the estimate of the third term in the right-hand side of (6.38).
Proposition 6.16. Let T ∈ (0, T ?]. There exists a sequence εn(T )→ 0 such that, for every y ∈ `1,∑
k∈N
sup
τ∈[0,T ]
〈k〉
∑
l 6=l′
βlβl′ |yl| 12 |yl′ | 12ωsl ωsl′ |Qk,τ (vl, vl′)| ≤ εn‖y‖`1 . (6.89)
Proof. First, for every k, l, l′ ∈ N with l 6= l′, thanks to estimate (6.55) from Lemma 6.11 and
estimate (6.45) from Lemma 6.9,
|Qk,τ (vl, vl′)| ≤ 1
2pi
‖K̂Θk,λk‖L∞
∫
R
|v̂ωl,τ4,λl−λk(ξ)v̂ωl′ ,τ4,λl′−λk(ξ)|dξ
≤ Cω−2sk e2λkT
?
ω
−s− 12 ( 12−s)
l ω
−s− 12 ( 12−s)
l′ .
(6.90)
Moreover, kω−2sk e
2λkT
? ≤ C thanks to (6.23). Thus,∑
k∈N
sup
τ∈[0,T ]
〈k〉
∑
l 6=l′
βlβl′ |yl| 12 |yl′ | 12ωsl ωsl′ |Qk,τ (vl, vl′)| ≤
C
T
‖y‖`1
∑
l∈N
ω
−( 12−s)
l , (6.91)
where the last sum over l is finite and tends to zero as n→ +∞ by (6.33).
6.8 Estimates of the linear correction
To obtain a null controllability result, we need to bring the odd modes (which have a quadratic
dependency on the control) to zero, but we also need to guarantee that the even modes (which
correspond to the linearly controllable part) also vanish at the final time. Therefore, we must
subtract from our candidate control Vn(y) a correction L(Vn(y)) which lifts its moments so as to
satisfy the condition (6.26). The key point is that this correction is small (and will thus not modify
too much the dynamics on the odd modes), because the moments of our oscillating controls are
already small, as we prove in the following lemma.
Lemma 6.17. For every T, ω > 0, λ ≥ 0 and j ∈ N,∣∣∣∣∣
∫ T
0
vω,T4 ,λ
(t)e−j
2(T−t) dt
∣∣∣∣∣ ≤ 2ω−1e− 34 j2T . (6.92)
Proof. We compute the integral using the definition (5.12) of vω,T4 ,λ∫ T
0
vω,T4 ,λ
(t)e−j
2(T−t) dt = e−j
2T
∫ T
4
0
sin(ωt)e(j
2−λ)t dt
=
e−j
2T
2i
[
e(iω−λ+j
2)t
iω − λ+ j2
]T
4
0
− e
−j2T
2i
[
e(−iω−λ+j
2)t
−iω − λ+ j2
]T
4
0
(6.93)
and we conclude that (6.92) holds.
From the smallness of each individual moment, we deduce the existence of a corrector L(Vn(y))
and its smallness in H10 (0, T ), thanks to the results on the solvability of moment problems.
Lemma 6.18. Let T > 0. There exists a sequence εn(T ) → 0 such that, for every y ∈ `1, there
exists a control L(Vn(y)) ∈ H10 (0, T ), such that Vn(y) − L(Vn(y)) is such that the linear order
returns to zero and one has
‖L(Vn(y))‖H1 ≤ εn‖y‖
1
2
`1 . (6.94)
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Proof. Obtaining z1(T ) = 0 is equivalent to solving the problem∫ T
0
Vn(y)(t)e
−j2(T−t) dt =
∫ T
0
L(Vn(y))(t)e
−j2(T−t) dt. (6.95)
We apply Proposition 2.4 (with m = 1 and η1 = 3/4). Thanks to estimate (2.12), there exists
L(Vn(y)) ∈ H10 (0, T ) such that z1(T ) = 0 and which satisfies
‖L(Vn(y))‖H1 ≤M1e2M1/T sup
j∈N
e
3
4 j
2T
∣∣∣∣∣
∫ T
0
Vn(y)(t)e
−j2(T−t) dt
∣∣∣∣∣ . (6.96)
Moreover, thanks to estimate (6.92) from Lemma 6.17 and definition (6.29) of Vn, there holds
e
3
4 j
2T
∣∣∣∣∣
∫ T
0
Vn(y)(t)e
−j2(T−t) dt
∣∣∣∣∣ ≤ 2βT∑
l∈N
|yl| 12ωs−1l ≤ 2βT ‖y‖
1
2
`1
(∑
l∈N
ω2s−2l
) 1
2
. (6.97)
This concludes the proof, thanks to (6.33).
Eventually, we can now estimate the last two terms from the right-hand side of (6.38).
Proposition 6.19. Let T ∈ (0, T ?]. There exists a sequence εn(T )→ 0 such that, for every y ∈ `1,∑
k∈N
sup
τ∈[0,T ]
〈k〉
( ∣∣Qk,τ(L(Vn(y)), L(Vn(y)))∣∣+ ∣∣Qk,τ(L(Vn(y)), Vn(y))∣∣ ) ≤ εn‖y‖`1 . (6.98)
Proof. Let τ ∈ [0, T ]. We introduce the notation ψk(t) := 1[0,τ ](t)eλkt. By Parseval’s formula and
definition (6.18) of Qk,τ , one has, for every a, b ∈ L2(0, T ),∣∣Qk,τ (a, b)∣∣ ≤ 1
2pi
‖K̂Θk,λk‖L∞
∫
R
|âψk(ξ)b̂ψk(ξ)|dξ. (6.99)
Hence, thanks to estimate (6.55) from Lemma 6.11, there exists C > 0 such that∣∣Qk,τ (a, a)∣∣ ≤ Cω−2sk ‖aψk‖2L2 ≤ Cω−2sk e2λkT?‖a‖2L2 , (6.100)∣∣Qk,τ (a, b)∣∣ ≤ Cω−2sk ‖aψk‖Hs‖bψk‖H−s . (6.101)
Noting that ψk = v0,τ,−λk (see (5.12)) and applying estimate (5.14) from Lemma 5.5 proves that
there exists C > 0 such that
‖ψk‖Hs ≤ CeλkT? . (6.102)
Thus, on the one hand, using a Kato-Ponce type or fractional Leibniz inequality (for a recent
presentation, see e.g. [25, Theorem 1]), there exists C > 0 such that
‖aψk‖Hs ≤ C(‖a‖Hs‖ψk‖L∞ + ‖ψk‖Hs‖a‖L∞) ≤ CeλkT?‖a‖H1(0,T ). (6.103)
On the other hand, thanks to Proposition 6.10, we obtain
‖Vn(y)ψk‖H−s ≤ CeλkT
?‖y‖ 12`1 . (6.104)
We conclude that∣∣Qk,τ (L(Vn(y)), L(Vn(y)))∣∣ ≤ Cω−2sk e2λkT∗‖L(Vn(y))‖2H1(0,T ), (6.105)∣∣Qk,τ (L(Vn(y)), Vn(y))∣∣ ≤ Cω−2sk e2λkT∗‖L(Vn(y))‖H1(0,T )‖y‖ 12`1 . (6.106)
Combining these bounds with the estimate (6.94) of L(Vn(y)) in H
1(0, T ) and the convergence of∑
k〈k〉ω−2sk e2λkT
?
(see (6.23)) concludes the proof of (6.98).
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6.9 Well-posedness and regularity of the solutions
In the previous paragraphs, we constructed a control v ∈ H−s(0, T ) to prove null controllability.
For a general nonlinearity Γ satisfying the assumption (1.6) and a general control v ∈ H−s(0, T ) it
is a priori not clear that the system (1.1) is well posed. In Lemma 2.2, we proved well-posedness
for small controls in L∞(0, T ), with solutions z ∈ Z (see (1.7)).
In this paragraph, we prove that, for our particular nonlinearity Γs (see (6.9)) and for our
particular control v = V˜n(y), we can indeed construct a solution z ∈ Z to (1.1).
Estimate for the linear part (even modes). For the linear part, we can decompose v =
Vn(y) − L(Vn(y)). Since L(Vn(y)) ∈ H10 (0, T ), well-posedness for this control is already known.
Therefore, we only need to check that the part corresponding to the action of Vn(y) makes sense
for any y ∈ `1. First, working as in the proof of Lemma 6.17 and recalling that ωl ≥ 2λl, we get
that, for any τ ∈ (0, T ), ∣∣∣∣∫ τ
0
e−j
2(τ−t)vωl,T4 ,λl(t) dt
∣∣∣∣ ≤ Cωl + j2 . (6.107)
Let κ > 0. Thanks to the definition (6.29) of Vn(y),∣∣∣∣∫ τ
0
e−j
2(τ−t)Vn(y)(t) dt
∣∣∣∣ ≤ C∑
l∈N
|yl| 12 ω
s
l
ωl + j2
≤ C‖y‖ 12`1
(∑
l∈N
ω2sl
(ωl + j2)2
) 1
2
≤ C‖y‖ 12`1j−2+2s+κ,
(6.108)
because
∑
l∈N ω
−κ
l < +∞ (see (6.33)). Thus, recalling (6.16),∣∣∣〈z1 (τ
4
)
, ϕ2j
〉∣∣∣ ≤ C‖y‖ 12`1j− 32−s+κ. (6.109)
Setting κ = s2 proves that the linear state z1 actually belongs to C
0([0, T ];H1N (0, pi)) for our control.
Estimate for the quadratic part (odd modes). For the quadratic part, Proposition 6.7 and
the explicit formula formula (6.17) prove that there exists M ∈ (0,+∞) (which of course depends
on the choice of n and y) such that∑
k∈N
sup
τ∈[0,T ]
e2λkτ |〈z2(τ/4), ϕ2k+1〉| ≤M (6.110)
for our particular choice of control v. In particular, the dominated convergence theorem can be
used to prove that z2 ∈ C0([0, T ];L2(0, pi)). Moreover,∫ T
0
‖z2(τ/4)‖2H1 dτ ≤
∑
k∈N
(2k + 1)2
∫ T
0
e−4λkτe4λkτ |〈z2(τ/4), ϕ2k+1〉|2 dτ
≤
∑
k∈N
(2k + 1)2
(∫ T
0
e−4λkτ dτ
)(
sup
τ∈[0,T ]
e2λkτ |〈z2(τ/4), ϕ2k+1〉|
)2
≤
∑
k∈N
(2k + 1)2
4λk
(
sup
τ∈[0,T ]
e2λkτ |〈z2(τ/4), ϕ2k+1〉|
)2
≤ 8M2.
(6.111)
Hence z2 ∈ L2((0, T );H1N (0, pi)). Therefore, we constructed a solution z ∈ Z to (1.1).
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6.10 On the uniform cost estimate for small times
One of the surprising features of the nonlinear system we construct is that the cost estimate to
control the odd modes in small time does not blow up as the time tends to zero. This is linked to
the fact that the nonlinear system is ill-posed for controls with H−s regularity. We give below two
examples of uniform cost estimates in linear settings.
Linear systems in finite dimension. Let n ∈ N∗, A ∈ Mn(R) and b ∈ Rn. Assume that the
pair (A, b) satisfies the Kalman rank condition. Then, the scalar-input linear system x˙ = Ax+ bu
is (in particular) null controllable in small-time. In [39], it is shown that the control cost, measured
in L2 norm on u blows up like T−n+
1
2 as T → 0. In [40], this analysis is extended to the case
of Wm,p norms with m ∈ N and p ∈ [1,+∞] and it is shown that the control cost blows up like
T−n−m+
1
p . If one considers negative Sobolev norms, one can obtain non blowing-up costs.
Proposition 6.20. There exists C > 0 such that, for every T > 0 and every x∗ ∈ Rn, there exists
u ∈ C∞([0, T ]) with ‖u‖W−n,∞ ≤ C|x∗| such that the associated trajectory of x˙ = Ax+ bu for the
initial state x(0) = x∗ and the control u satisfies x(T ) = 0. This property does not hold when the
size of the control is measured in W−n+1,∞ norm.
Proof. Since the pair (A, b) is controllable, one can assume that it is in the control normal form for
which, if x = (x1, . . . xn), one has x˙1 = u and x˙j+1 = xj for j ∈ {1, . . . n− 1}. Then, by definition
of the W−n,∞ norm, ‖u‖W−n,∞ = ‖xn‖L∞ . Let x∗ ∈ Rn. Using the flatness approach, we set
xn(t) := θ(t), where θ ∈ C∞([0, T ]) is such that θ(j)(0) = x∗n−j and θ(j)(T ) = 0 for 1 ≤ j ≤ n. It
is clear that this can be done with ‖θ‖L∞ ≤ |x∗n|.
On the contrary, if we decompose the solution x = x¯+xu where x¯ is associated with the initial
data and xu with the control. Then, |xun| ≤
∫ T
0
|xn−1| ≤ T‖u‖W−n+1,∞ , which prevents a uniform
control cost in W−n+1,∞ norm for the controls.
In this example, obtaining a uniform cost estimate in small time for n directions only happens
in W−n,∞ norm. In Theorem 6, we recover an infinite number of directions with a uniform cost
estimate in small time in H−s norm for some fixed s ∈ (0, 12 ).
Linear system in infinite dimension. We consider an abstract system governed by an infinite
dimensional, time-dependent, ordinary differential equation x˙k = fk(t)u(t) for k ∈ N, where
fk(t) := 1supp Θk
(
e
1
t
)
, (6.112)
and Θk was constructed by Alg. 2. Since the Θk are uniformly bounded in L
∞(R) with disjoint
supports, the system is well-posed in the following sense. For every T > 0, and every u ∈ L1(0, T ),
the state x belongs to C0([0, T ]; `1). Indeed, for every 0 ≤ t0 < t1 ≤ T ,
‖x(t1)− x(t0)‖`1 =
∑
k∈N
∣∣∣∣∫ t1
t0
fk(t)u(t) dt
∣∣∣∣ ≤ ∫ t1
t0
(∑
k∈N
|fk(t)|
)
|u(t)|dt ≤ ‖u‖L1(t0,t1). (6.113)
This system is uniformly small-time null controllable.
Proposition 6.21. For every T > 0 and every x∗ ∈ `1, there exists u ∈ L1(0, T ) satisfying
‖u‖L1 ≤ ‖x∗‖`1 such that the associated solution with initial data x∗ satisfies x(T ) = 0.
Proof. Let T > 0. We fix n ≥ 1 large enough such that, for every k ∈ N,
supp Θk,max(k,n) ⊂ (e 1T ,+∞). (6.114)
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For every k ∈ N, we then define the scalar quantities
νk :=
∫ T
0
1supp Θk,max(k,n)
(
e
1
t
)
dt > 0. (6.115)
Let x∗ ∈ `1. We set
u(t) := −
∑
k∈N
x∗k
νk
1supp Θk,max(k,n)
(
e
1
t
)
. (6.116)
Then ‖u‖L1 ≤ ‖x∗‖`1 and, since the supports of the Θk are disjoint, x(T ) = 0.
7 Perspectives
In view of the results proved in this work, the following open questions seem interesting.
• The integer-order drifts are related to Lie brackets of the vector fields defining the dynamics.
Is it possible to find a geometric interpretation of the fractional drifts?
• We proved that one can recover the smooth small-time local null controllability with quadratic
cost when one direction is lost at the linear order. We also proved that an infinite number
of directions can be recovered with H−s controls. Is it possible to recover an infinite number
of lost directions with smooth controls?
• This work concerns scalar-input control systems governed by parabolic equations. Can anal-
ogous results be obtained for time-reversible systems, like Schro¨dinger or Korteweg-de-Vries
control systems? A difficulty might be that the quadratic kernels could be less regular.
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