The multimodal biometric which is a combination of two or more modalities of biometric is able to give more assurance for the securities of some systems. Feature level fusion has been shown to provide higher-performance accuracy and provide a more secure recognition system. In this paper, we propose a feature level fusion of face features which are the physical appearance of a person in image-based and the online handwritten signature features which are the behavioral characteristics of a person in dynamic-based. The problem of high dimensionality of the combined features is overcome by the used of Linear Discriminant Analysis (LDA) in the feature extraction phase. One challenge in multi modal feature level fusion is to maintain the balance of the features selected between the two modalities, otherwise one modality may outweigh another. In order to address this issue, we propose to perform feature fusion in the feature selection phase. Feature selection using GA with modified fitness function is applied to the concatenated features in order to ensure that only significant and most balanced features are used for classification. Comparison of the performance of the proposed method with other approaches indicates the highest in the recognition accuracy of 97.50%.
INTRODUCTION
Biometric Identification System is an authentication system based on the personal identity such as physical or behavioral characteristics of a person. Physical identification includes fingerprint, face, and iris while behavioral identifications are signature, keystroke, gait, etc. Research has shown that unimodal biometric system (single biometric) has difficulties in eliminating spoof attacks by the impostor which results in poor performance [1, 2] . The design of biometric system considers the issues such as accuracy and speed, the acceptability of a person to use the system and how strong the system is in preventing fraudulent approaches [3] . Also, the system must have an acceptable degree of universality, uniqueness and collectively. However, no existing unimodal biometric is able to meet the entire requirement simultaneously [4] . For higher security requirement system, where the limitations of the unimodal biometric are unacceptable, multimodal biometrics presents an alternative solution. Multimodal biometrics system can be developed by combining different biometric modalities such as face and palmprint in either two ways, serial or parallel architecture. In parallel architecture, all the inputs from the biometrics will be processed simultaneously will be fused at a certain level. In cases where higher security identification is required, the parallel system is more desirable because identification is done based on the two or more different biometrics independently. For serial architecture, the processing of the different modalities is done sequentially. The output of the first biometrics will have an effect on the processing of the second biometric where the first biometrics provides a high level of confidence output, then the second biometric is disregarded. In this way, the system is much faster as compared to the parallel design. However, the design is considered as less secured as there is a possibility of it being dependent on only one biometric.
In general, fusion can be done at sensor level, feature level, score/matching level and decision level. Obviously, a very popular method of fusion is at the score level due to the easy access of information or data to be fused and easy to implement. However, the information obtained for fusion at the score level is limited compared to feature level fusion and may result in inferior performance. This is due to the loss of information when fusion is conducted at higher levels [4] . The fusion at the feature level has more advantages since most of the information is available and the salient set of feature is able to be identified to improve recognition accuracy compared to the other levels [4] [5] [6] . Nevertheless, the fusion at feature level is considered to be more difficult due to the features of different modalities are in different dimension. There are several works done which simply concatenate the features of multiple modalities after the feature extraction phase [7] [8] [9] [10] [11] [12] [13] [14] [15] . This is possible if the modalities have the same domain such as image based or signal based. Feng et al. combined face and palmprint which are both image based by concatenating the features extracted using Principle Component Analysis (PCA) and Independent Component Analysis (ICA) with the nearest neighbour classifier (NNC) and support vector machine (SVM) as the classifier [13] . Wang et al. proposed complex vector as the fusion technique of face and iris after the implementation of z-score normalization whereby classifier is Fisher Discriminant Analysis (FDA) with Equal Error Rate (EER) of 0.07% and 2.9% for Olivetti Research Laboratory (ORL) and Yale's database respectively [9] . Rattani et al. implemented face and fingerprint with Scale Invariant Feature Transform Features (SIFT) is applied for face feature extraction and minutiae matching technique for fingerprint. The Delaunay triangulation technique is applied as the matching algorithm with an accuracy of 97.41% [14] . Simply concatenate the features is easy, yet, it will lead to the high dimensionality problem.
In some work, the multiple modalities features are transformed into compatible features to be fused in feature extraction phase. One example is the work done by [16] in which the features of the face and palmprint are transformed into frequency domain and fused in feature extraction phase. Correlation Filter Bank (CFB) is used as feature extractor after the implementation of PCA. For the classification purpose, nearest neighbor classifier with whitened cosine distance similarity measure is used as the classifier. The recognition performance of this approach is 98.95%. Fu et al. implemented the user specific-weighting rule to fuse the feature of face and palmprint extracted by using Gabor filter. Prior to the fusion part, ICA is implemented on each extracted features to get the final feature. The z-score normalization is applied to overcome the large difference among the features. By using ORL database and Poly-U palmprint database, the recognition rate is 99.2% with Neural Network (BPNN) as the classifier [7] .
In general, feature level fusion can be performed at feature extraction phase or feature selection phase. Most of feature level fusion is implemented at feature extraction phase as described above [14, [16] [17] [18] [19] [20] . To date, there is very few research that has been done on feature fusion approach in feature selection [21, 22] . In feature selection, appropriate algorithm such as sequential forward floating selection is used to select the most discriminating features among the features from the two or more biometrics in order to reduce the dimension. In [22] , fingerprint and iris are combined in feature selection phase by selecting the discriminant features of both modalities using Genetic Algorithm (GA). The aim of the feature selection is to fuse and reduce the features dimension prior the classification phase. Work developed by [21] also implemented feature selection to reduce the dimension of hand and face features as well as to combine them. The features have been normalized to make it compatible to each other before it can be fused. The new feature vectors from the feature selection will be in low dimension and consists of the features of all biometrics.
In general, image based biometrics are used in most of the existing works such as face and fingerprint, face and palmprint, etc [7, 9, 12] . In this paper, we proposed a feature level fusion of the face features (physical appearance) in image-based and the online handwritten signature features (behavioral characteristics) in dynamic-based. The idea of using two different characteristic features strengthen the ability of the multimodal biometrics to avoid spoof attack as it is almost impossible to imitate two different characteristics at the same time. Furthermore, the combination of the biometrics has a lot of demands in terms of applications. For example, signature is very much in used for document security and having a face recognition system provides an added security to spoof any forgeries of the signatures. Thus, parallel architecture of multimodal biometrics system is used in order to achieve the objective. However, in using two different modalities, methods of normalizing the different domain features are necessary in order to concatenate the features. Most of the normalization process is performed in the score level fusion where the score is normalized before being fused. This normalization technique can also be applied for feature level fusion [7, 14] . However, there is no specific normalization technique for features from different domains. Another way of fusing these features is at the feature selection phase. In this paper, we use implement feature level fusion at the feature selection phase using wrapper GA. Wrapper GA will randomly generate the wrapper chromosomes which will in turn select the most fit features to be classified. One issue to address in this type of implementation is ensuring the balance of the features selected between the two modalities, otherwise one modality may outweigh another. Possibility of unbalanced selected features may cause the accuracy performance to be dependent on one of the biometric which is not the requirement of the parallel based multimodal biometrics system. As GA is a random process, there is no guarantee of a balanced feature selection. In order to address this issue, we proposed to modify the fitness function of the wrapper GA to include a function to ensure a more balanced feature selection. Also, in the development of this multimodal biometric system, it is important to choose an appropriate feature extractor that works well with both modalities. In this work, we proposed to use linear discriminant analysis (LDA) as the feature extractor mainly due to the fact that it will reduce the features dimensions as well as able to convert the features into a compatible feature vectors with the same dimension for both biometrics modalities. Moreover, the algorithm is efficient in finding the maximum discrimination among the classes [23] , and the extracted features will be a discriminant feature set.
The next section details the feature selection fusion approach followed by the discussion of the experimental results which details the comparison of the proposed method to other approaches. The following section consists of the conclusion of the paper. Fig.1 is the overall framework of the proposed method. Feature extraction process is done separately for face and signature. The extracted features of both biometrics are normalized using the min-max normalization technique so that the features are in the same range. After normalization, these features are concatenated to form a new set of feature. Feature selection is implemented in this method which serves to fuse the features as well as to select the best number of significant features. Feature selection is performed using a modified wrapper GA that will give an optimal solution based on the evaluation of selected features. The idea of the feature selection in this case is to select the most significant features from both modalities while maintaining the balanced of both selected features in order to meet the objective of the parallel multimodal biometrics system. GA is implemented to optimize the feature selection based on the performance accuracy in the modified fitness function. 
II. PROPOSED METHOD

A. Feature Extraction (Face and Signature)
In this research, the face images are taken from ORL database [24] . The face images in ORL database offers various character since they were taken at different times, different facial expression such as open and close eyes, face expression and also with facial details such as with glasses or without glasses. The signature data is obtained from SuSIG database [25] . LDA or Fisherface method that is based on the method introduced by Belhumeur et al. [23] is used to extract the face features. Thus, LDA is able to retrieve a template of face that provide varies of features needed since ORL face database is used since it's consists of varies characters as mentioned. For signature, the features are extracted based on the local and global features extraction [26] in order to obtain a feature for each sample point and a feature from a whole signature in the input domain. However, these features have very large dimension and therefore, we proposed to use LDA to reduce the dimension of these features since LDA is able to reduce the dimensionality of the features while maintaining the discrimination of the features between classes [27] [28] [29] [30] .
For face, the LDA or Fisherface method uses both PCA and LDA in producing a subspace projection matrix, face LDA W . There are 40 classes with 10 images for each class or person in the ORL database. From the 10 images, 6 images are chosen for training and 4 remaining images for testing with the image size of 112x92.Thus, the training set consists of 10304x240 face images. The training set is defined
, where N is number of training samples in C classes. Then, PCA is performed to reduce the dimension by taking the top N-C principal components of the training set. Having reduced dimension of training set, the two scatter matrices namely within-class ( W S ) and betweenclass ( B S ) are computed. From the B S and W S , the generalized eigenvector is computed in order to obtain face LDA W based on the convex optimization and at the end, the generalized eigenvector with the highest eigenvalues is obtained with the dimension of C-1 dimension (in this case is 39). The calculations are based on the formulas in [23] . Using the projection matrix For signature, there are two types of enrollment provided in SuSIG database namely genuine and forgery signatures. The enrolment is done in two single sessions. In this paper, we select only 40 classes or persons from the database. For the training set, we choose the genuine signatures from first enrolment session with 6 samples for each class. For the testing, we choose the genuine signature from second enrolment session with 4 samples for each class. The data consists of X and Y coordinates, time stamp, pressure level and a pen up or down indicator. The signature data has to be pre-processed before undergoes feature extraction process. Features normalization process and re-sampling process are the two processes that involved on the pre-processed phase. The normalization process is used to remove signature variations and to standardize the signature size by using in the horizontal and vertical direction [26] . After the normalization process, data re-sampling is applied to make the data points of signature equidistant with a fixed number of points and time. A simple linear interpolation algorithm is used in the re-sampling process that is based on a distance and time. The distance re-sampling is done to obtain fixed number of points in signature. In this case, 300 points is used.
After the normalization and re-sampling process, local and global feature extraction is used to extract signature features. The features include pen-up/down, pen coordinates, direction of any point θ and curvatureφ . Local features consist of a series of measurements of the specific changes on the signature that is based on local time and local strokes. The local time based features includes displacement X, displacement Y, pressure P, direction X and direction Y, and curvature of the writing. For the local strokes based, features are the direction of strokes (x-axis, y-axis) and curvature of strokes (x-axis, y-axis). Formula of the calculations are based on formula in [26, 31] .
For global features, total length and total time at the end of the signature are obtained. Overall, there are 9 features are extracted from the local and global features namely displacement of X and Y, pressure, 2 features of sliding window direction from one point to other point, 2 features of sliding window curvature, total length and total time of signature. Details on the features calculation formula and illustration can be found in [26] . After the preprocessing and feature extraction, there are 9x300 feature vector is extracted for one signature. Thus, we have 2700x240 dimension of training set and 2700x160 dimension of testing set.
Looking at the signature dimension, it has a very high dimensionality and with different dimension from the face features. Therefore, to avoid problem of high dimensionality and to make it in the same dimension as the face features, the signature features are projected into LDA or also known as Fishersignature. The same process as in Fisherface in order to get the projection matrix of face 
B. Feature Normalization
The purpose of the normalization in this phase is to standardize the features to be in the same range. Usually, normalization is performed to avoid a large range differences among the features in the feature set. In this way, the scale (variance) and location (mean) of the features are calculated based on the new range and can be evaluated clearly in final score match [21] .There are various normalization techniques such as the min-max, z-score, decimal scaling, median absolute deviation (MAD), double sigmoid function and tanh estimator. Min-max and z-score are the most widely normalization technique. In this paper, the min-max normalization is selected since it preserves among the original features values, and it is applied to the both face and signature features independently.
C. Feature Selection and Fusion
After the LDA is implemented on both of face and signature, there will be 39 features for face and signature respectively. The features are obtained from the protocol of face Wrapper GA is used as the feature selection technique in order to select the most significant features in the concatenated features and also to fuse the features prior to the classification stage. Fig.2 is the framework of wrapper GA implementation process including the overall processes of the feature selection and the process of fitness calculation in the classification stage. In the implementation of wrapper GA, the chromosome is an n bit string masks of bits "1" and "0" , in this case n is equal to 78. The initial population of the chromosomes is then generated randomly. This bit string will act as masks for the feature vectors of face and signature. For example, a 0's at bit-m will indicate that feature number m is not selected and a 1's at bit-m will indicate that feature number m is selected. The selected features are the combination the face and signature features. Fig.3(a) is an example of the chromosome C1 consists of the selected features of both the face and signature features. The highlighted features are an example of the selected features in the training and testing set based on C1 is shown in Fig.3(b) . It should be noted that for each person, there are 6 samples in the training set and 4 samples in the testing set. Using chromosome C1, only 6 features will be selected and based on the selected features, a new database with a much reduced size is formed, i.e from an initial size of 78x240 to 6x240 after the selection process. The selected features will be evaluated using LDA classifier to determine the fitness of the chromosomes. GA will select the best combination of features from the face and signature randomly to give the optimal fitness. However, using the fitness based on the LDA classifier alone will not guarantee a balance of the feature selected. One of the requirements of the parallel multi modal system is to have more balanced features, in order for both biometrics to have an influence on the outcome of the system. Thus, we proposed to modify the fitness function by including a function, fc , as shown in (1):
where fx is the fitness function which represent the accuracy performance. The accuracy performance is computed based on the percentage of correctly recognized samples from the total number of samples. Function fc is used to ensure a more balanced selected features is obtained.
In this modified fitness function, the optimal fitness is given by the combination of the most balanced selected features and the high accuracy performance. fc is defined as follows:
where a is a large value given since the objective is to maximize the function fc , 1 n and 2 n are the selected features of the face and signature respectively and p is the penalty of the difference between 1 n and 2 n . It can be noted that the value of the penalty p plays an important role in determining the impact of the differences between 1 n and 2 n to the fitness function. A much smaller p with respect to a will give a smaller change in fc , whilst a larger p with respect to a will result in a larger change in fc . The value p must be greater than 0 and less than a in order to avoid the problem of local minima in the fitness function. Overall, the chromosome will have a higher fitness if the Thus, including the function fc will lead the solution towards a more balance feature selection which otherwise would only be dependent on the randomness of the GA process, whereby only the most fit chromosomes will tend to survive in the population.
Having computed of the fitness function fx and the function fc , each of the chromosomes will then be evaluated based on the total fitness as given in equation (1) . The next processes in the feature selection process namely parents selection, crossover and mutation will be done in order to create new off-springs. The whole process is performed for all the chromosomes in the population and repeated for each generation. The chromosomes are ranked according to its fitness value. In this paper, we choose to halt the process when the maximum number of generation is reached. Therefore, the highest accuracy performance with the most balanced of selected features will be observed.
III. EXPERIMENTAL RESULT
In this paper, there are three main objectives of the experiments. The objectives are to determine the accuracy performance of the system, to observe the balance of the selected features and to determine the best penalty value to be used.
In the first experiment, the objective is to determine the accuracy performance of the method. The experiment is performed with different combinations of generation (Gen) and population size (Popu). Generations chosen are 1000 and 2000, and the population size is 13, 17 and 20 for each generation. Since GA is a stochastic technique, and the results may differ for each experiment run, we performed the experiment several times to get the optimum fitness value and evaluate the consistency of the results. Table 1 shows the performance accuracy in 10 iterations experiment run of each generation and population size chosen. Looking at the results in table 1, there are some differences in the performance accuracy for different experiment runs. From each combination of generation and population variations, the highest accuracy performance obtained ranges from 96.25% to 97.50%. The accuracy performance distribution is consistent in certain experiments with a very small variance which is 0.00003 to 0.00013 with the mean of 94.94% to 96.99%. For this study, we choose the highest accuracy performance achieved is 97.50% that obtained from Gen 1000 and Popu 17 for further investigations. Besides, the accuracy performance of the feature selection when the function fc is not included is observed as a comparison as shown in table 2. From table 2, there are experiments that give a consistent distribution of the accuracy performance with a small variance of 0.0001 to the mean of 92.50% to 95.75%. The highest accuracy performance obtained is 96.88%. The accuracy performance is lower than the accuracy performance obtained from the proposed method. Thus, the inclusion of the function fc is able to increase the accuracy performance.
In order to identify why the proposed method is able to increase the performance, the number of selected features are observed to see the effect of the function fc in balancing the selected features. Fig.4 is the graph depicting the selected features of the face and signature obtained from the highest accuracy performances based on the experiments runs using the added function fc . Based on the graph, the selected features of face and signature are between 46.81% to 52.27% and 47.73% to 53.19% respectively. It can be observed that the signature features is selected slightly more than the face features, however, the difference is only from 2.32% to 6.98% or 1 to 3 features. As a comparison, Fig.5 is the graph of the selected features obtained without the function fc . Based on the graph in Fig.5 , the selected features of face and signature are 44.44% to 57.45% and 42.55% to 55.56% respectively, with the differences of 8.33% to 14.89% or 4 to 7 features. This shows that the function fc can give a more balanced of the selected features. The use of function fc not only improved the accuracy but is also able to maintain the balance of the two modalities which is required by parallel design of multimodal biometrics.
At the same time, the experiment is also conducted to see the effect of the penalty p on the accuracy performance as well as the ability to balance the selected features. For this experiment, p is chosen to be 20, 50 and 80, and a is 100. Table 3 represents the selected features obtained from the highest accuracy performance based on the penalty value respectively. From the table, we can see that with the a value of 100 and p value of 20, the difference of selected features is 1 to 2 and the accuracy performance is 96.25% to 97.50%. When p value of 50 is used, the difference is 1 to 3 with the accuracy performance of 95% to 97%. The difference of 2 to 4 and the accuracy performance of 94.38% to 95.63% is obtained with the penalty value of 80. The difference obtained is very small when penalty value of 20 is used and also the highest accuracy performance is obtained compared to other penalty values. Thus, in this experiment, we can say that by using penalty value of 20 is able to give a great effect to the fitness function. The difference obtained is very small when p value of 20 is used and also the highest accuracy performance is obtained compared to other values. Thus, by using p value of 20 is able to give an effect to the fitness function. However, the accuracy performance and the number of difference in the selected features is not significantly different if p value of 50 and 80 is used. It shows that the p value is able to maintain the balanced of the selected features and will lead to the good performance.
The last experiment is conducted to compare the accuracy performance obtained from the proposed method with other methods. First, we compared the performance with accuracy performance of unimodal biometric system that has been reported by [32] for the face recognition system and [29] who work on the signature recognition system. The two researches are selected due to the nearly similar technique been used in the feature extraction phase. The accuracy performance for face is 93.46% and 94.70% for signature recognition system. The comparison with unimodal biometric system is done in order to see how important the implementation of multimodal biometrics system as an alternative to overcome the limitations in unimodal system. Thus, for multimodal biometrics system, we implemented four different methods to evaluate the accuracy performance. Initially, we performed a fusion of face and signature by concatenating the features after the feature extraction phase. The concatenated features are classified using different classifier namely NN, k-NN and LDA. The accuracy performance of 92.88%, 90.63% and 82.50% are achieved respectively as shown in table 4. From the results, the accuracy performance of multimodal biometrics system when the concatenation approach is implemented is lower than the unimodal biometric system. This is due to the existence of the less significant features in the concatenated features that distracted the performance. To overcome the weakness, we performed the feature selection technique to eliminate the less significant features and also as the feature fusion approach.
The feature selection implementation with Wrapper GA without function fc is observed and the accuracy performance of 96.88% is achieved. However, when the function fc is added, the accuracy is increased 0.62%. It can be seen that the performance of the multimodal biometrics system with feature selection as the feature fusion is improved compared to the other methods, whilst the accuracy performance is outperformed others when the proposed method is implemented. 
IV. CONCLUSION
In this work, a parallel multimodal biometrics system is proposed. The purpose in this research is to overcome the limitations in unimodal biometric system by providing the face as a physical character, and signature as a behavioral character to be fused at the feature level. Thus, it is impossible for the impostor to imitate two different characters at the same time. Feature selection algorithm with GA as the optimization technique in selecting the most significant features and as the feature fusion technique is implemented. LDA is used for both features of face and signature in order to get a low and same dimension of features while maintaining the discriminant features. The min-max normalization is implemented prior to the concatenation phase to get the standard feature range. The concatenated features are going through the feature selection algorithm to select the most significant features prior to the classification. Overall, by using feature selection as the feature fusion, it is able to achieve higher performance based on the presented results. This is due to the less significant information has been eliminated and only the most significant information of face and signature are used in the classification phase. Furthermore, it is exposed that the features of face and signature is equally important in recognizing a person since the selected features are balanced. The balancing is controllable when the function fc is implemented in the fitness function of GA.
We can conclude that with the proposed method, most significant features from face and signature in well balanced are provided into classifier that leads to the better accuracy performance compared with the method without the function fc in the fitness function. Thus, the objective of the parallel multimodal biometrics system which is to maintain the importance of both modalities is met. It can be applied to the application where high performance is required.
