In this paper, we prove that if a base space has a cone structure, then so does its L 2 -Wasserstein space. Furthermore, we investigate relations between the base spaces of the both cones. Conversely, we show when an L 2 -Wasserstein space has a cone structure satisfying certain conditions, then its underlying space is also a cone.
Introduction
It is well-known that L 2 -Wasserstein spaces inherit several geometric properties from underlying spaces. In this paper, we pay attention to the case that its underlying space has a cone structure. Finally we apply Theorem 1.1 to the L 2 -Wasserstein space over Euclidean spaces.
Preliminaries

Background on metric spaces
In this section, we summarize some definitions and results on metric spaces. For the proofs and further details, we refer to [1] and [2] . Let (X, d) be a metric space. Definition 1. Let x, y, z be three distinct points in a metric space (X, d). We denote bỹ ∠xyz the comparison angle ∠xyz which is defined bỹ
In a similar way, we can define an angle between two paths starting at the same point.
Definition 2. Let γ : [0, ε) → X and σ : [0, ε) → X be two paths in a metric space starting at the same point x. We define angle ∠ x (γ, σ) between γ and σ as
γ(s)xσ(t), if the limit exists.
We briefly discuss the tangent cone of X. Fix a point x ∈ X. We assume that ∠ x (γ, σ) always exists for any two geodesics (a geodesic is always assumed to be minimizing with constant speed in this paper). We define Σ ′ x as a set of geodesics starting at x equipped with an equivalence relation , where γ σ holds if ∠ x (γ, σ) = 0. The angle ∠ x is independent of the choices of γ and σ in their equivalence classes. Then ∠ x is a natural distance function on Σ ′ x . We define the space of directions (Σ x , ∠ x ) at x as the completion of (Σ ′ x , ∠ x ). We define the tangent cone (K x , d x ) as a cone over (Σ x , ∠ x ). Definition 3. Let (X, d) be a metric space. The cone over X is a quotient space C(X) = X × [0, ∞)/ ∼ , where an equivalence relation ∼ is defined by (x, s) ∼ (y, t) if and only if s = t = 0. We call the equivalence class of (·, 0) and X the vertex and the base space, respectively. The distance d C on the cone is defined by
Let X be a metric space with diam(X) ≤ π. It is clear that if X is a Polish (complete, separable) space, then C(X) is also a Polish space.
L 2 -Wasserstein spaces
In this section, we review L 2 -Wasserstein spaces (see [6] , [7] ). Let (X, d) be a Polish metric space. Given two Borel probability measures µ and ν on X, a transport plan π between µ and ν is a Borel probability measure on X × X with marginals µ and ν, that is,
for all Borel sets A on X. We denote by Π(µ, ν) the set of transport plans between µ and ν. Definition 4. For any two Borel probability measures µ and ν on X, the L 2 -Wasserstein distance between µ and ν is defined by
This does not define a distance function on the set of all Borel probability measures because W X 2 (µ, ν) = ∞ whenever one measure has infinite second moments. Henceforth we restrict W X 2 to a set P 2 (X) of Borel probability measures whose second moments are finite. Then W X 2 defines a distance on P 2 (X) and we call the pair (P 2 (X), W X 2 ) the L 2 -Wasserstein space over X. A transport plan between µ and ν is said to be optimal if it archives the distance W The underlying space X is isometrically, totally geodesically, embedded into P 2 (X) by identifying a point x ∈ X with a Dirac measure δ x ∈ P 2 (X). Namely if γ(t) is a geodesic in X, then δ γ(t) is a geodesic in P 2 (X). Moreover, L 2 -Wasserstein spaces over Polish spaces are themselves Polish spaces ([7, Theorem 6.18] ). These faces demonstrate that L 2 -Wasserstein spaces inherit geometric properties from their underlying spaces.
Main theorems
2 ) has a cone structure. Then we indicate a relation between (P 2 (X), W X 2 ) and the base space of
We need some lemmas to prove Theorem 1.1.
Proof. Since it is immediately followed that Ψ 0 ( µ) = δ and
Lemma 3.2. For any s, u ≥ 0 and µ, ν ∈ P 2 (Y ), we have
Proof. Since the case of su = 0 is trivial, we consider the case of su = 0. For an optimal transport π ∈ Π( µ, ν), π s,u = (ψ s × ψ u ) ♯ π is a transport plan between Ψ s ( µ) and Ψ u ( ν). For
where
The last equality follows from the facts that π is optimal and that the second marginal of π is ν. On the other hand, because we have
we acquire
Therefore we conclude
Conversely, for an optimal transport plan σ ∈ Π(Ψ s ( µ), Ψ u ( ν)), (ψ 1/s , ψ 1/u ) ♯ σ is a transport plan between µ and ν. By a similar argument as in (3.2) (substituting (s, u) with (1/s, 1/u)), we have
Thus we obtain
Therefore the previous inequalities have to be equalities and σ = π s,u .
Lemma 3.3. We have no geodesics between δ and µ ∈ P 2 (Y ) other than
Proof. The cone structure of Y implies that there exists a unique geodesic from o to y for arbitrary point y. Let D be a dense countable sequence in Y . If we set Theorem 6 .18]). Therefore for any µ, ν ∈ P 2 (Y ) and ε > 0, there exist {y
We define corresponding points p, q ∈ R d so that
It implies the uniqueness of a geodesic from δ to µ ∈ P 2 (Y ). Indeed, for an arbitrary geodesic { µ(t)} t∈[0,1] from δ to µ, we set ν = Ψ τ −1 ( µ(τ )), for any τ ∈ [0, 1]. Applying the above relation, we have
where p, q ∈ R d are corresponding to µ, ν respectively as above so that |p| = |q| = W Y 2 (δ, µ). Therefore the previous inequalities have to be equalities, and thus Ψ τ ( µ) = µ(τ ). This completes the proof of the lemma. Lemma 3.1 and Lemma 3.3 imply that all geodesics starting at δ in P 2 (Y ) can be extended up to the boundary of the ball B(δ, R) for any R > 0. We may without loss of generality choose a geodesic γ e µ (s) = Ψ s ( µ) from δ to µ with W Y 2 (δ, µ) = 1 as a representative of the equivalence classes of Σ ′ δ . We moreover conclude that the angle between γ e µ and γ e ν is given by
The completeness of (P 2 (Y ), W Proof of Theorem 1.1. Let (K δ , d δ ) be the tangent cone at δ. We construct an isometry from K δ to P 2 (Y ). Let Γ be a map from K δ to P 2 (Y ) by Γ(γ e µ , s) = γ e µ (s) = Ψ s ( µ). It is well-defined and bijective. We have
It then implies Γ is an isometry. This completes the proof of Theorem 1.1.
A relation between (P 2 (X), W X 2 ) and the space of directions Σ δ is as follows. Proof. We define
In order to show Theorem 3.4, it is sufficient to check following the properties:
(1) Θ is well-defined. (2) Θ is an injective map.
First we check (1) , that is, W Y 2 (δ, ι ♯ µ) = 1 for all µ ∈ P 2 (X). It follows from a direct computation:
We next check (2): Θ is injective. Assuming Θ(µ) = Θ(ν), then we have for any subset A of X,
Since A is arbitrary, we conclude µ = ν. This completes the proof of the theorem.
Remark 1. The map Θ as above is not an isometry in general. For example, we assume that x i , x ′ i ∈ X admit the following conditions:
We define probability measures µ, ν on X and µ, ν on Y by
respectively. Since optimal transport plans σ ∈ Π(µ, ν) and σ ∈ Π( µ, ν) are given by
It shows that
Hence Θ is not an isometry.
Remark 2. The map Θ is shown to be not surjective by identifying (P 2 (X), W X 2 ) with a proper subset of (Σ δ , ∠). Indeed, for any x ∈ X let τ be a map from R to Y by t → (x, |t|).
Then we have
where N is the normal distribution on R. Namely, its Radon-Nikodym derivative with respect to the Lebesgue measure dt is given by
It implies τ ♯ N ∈ Σ δ . Let A be a subset of Y defined as A = {(t, x)|t ∈ (2, 3)}. Then we have
It implies that τ ♯ N belongs to Σ δ , but dose not belong to ι ♯ (P 2 (X)). Theorem 1.2, that is, the converse of Theorem 1.1 holds true under further assumptions.
Proof of Theorem 1.2. For any y ∈ Y , there exists (ξ, t 0 ) ∈ C(Σ) such that δ y corresponds to (ξ, t 0 ) and
If we assume that t 0 ≥ 1, then it is trivial that (ξ, 1) corresponds to δ γ (1) . Even if we assume t 0 < 1, µ = (ξ, 1) corresponds to some Dirac measure. Indeed, if z belongs to a support of µ, y belongs to a geodesic from o to z (see [5, Lemma 2.11] ). By the assumption, geodesics starting at O is unique and do not branch. It guarantees that geodesics starting at o is also unique and do not branch. Therefore the support of µ consists of the one point, concluding that µ = (ξ, 1) is also a Dirac measure. Since all geodesics starting at O are defined on [0, ∞), all the geodesics starting at o are also defined on [0, ∞). We denote by y ξ the center of a Dirac measure corresponding to (ξ, 1). We set By the definition, the distance of C(X) coincides with d C . We prove that Y is isometric to (C(X), d C ). We define a map Γ from (C(X), d C ) to (Y, d) by Γ(ξ, t) = γ ξ (t), where γ ξ (t) is a geodesic from o to y ξ . By the previous argument, Γ is well-defined and bijective. In addition, we have
It guarantees that Γ is an isometry. This completes the proof of the Theorem.
Remark 3. In Theorem 1.1, we assume diam(X) ≤ π because we use this assumption (3.1). But in Theorem 1.2, we do not assume diam(Σ) ≤ π. 
Application to Euclidean case
In this section, we consider the
denote a set of Borel probability measures whose center of mass are m ∈ R d . Namely, µ ∈ P 2 (R d ) belongs to P 2,m (R d ) if and only if µ satisfies
Theorem 4.1. There exists an isometry from P 2 (R d ) to the Cartesian product of metric spaces
Proof. We denote by ϕ m the translation map on R d with vector m, that is, ϕ m (x) = x + m. Moreover, we define the associated map Φ m from P 2,m (R d ) to P 2 (R d ) by Φ m (µ) = (ϕ m ) ♯ µ. For µ ∈ P 2,0 (R d ) and a ∈ R d , we obtain It implies that Φ m (P 2,0 (R d )) ⊂ P 2,m (R d ). In a similar way, we have Φ −m (P 2,m (R d )) ⊂ P 2,0 (R d ) and Φ m and Φ −m are inverse maps each other. Therefore we have
Any element in P 2 (R d ) can be expressed as Φ m (µ) by using some m ∈ R d and µ ∈ P 2,0 (R d ). We denote such an element by µ m . Our claim is that this map is an isometry. For any µ and ν ∈ P 2,0 (R d ), there exists an optimal transport plan σ ∈ Π(µ, ν) and σ m,n = (ϕ m × ϕ n ) ♯ σ is a transport plan between µ m and ν n . Then we get
(|x − y| 2 + |m − n| 2 + 2 x − y, m − n )dσ(x, y) = W 2 (µ, ν) 2 + |m − n| 2 .
The last equality follows from the fact that σ is optimal and their means are the origin. Conversely, there exists an optimal transport plan ρ ∈ Π(µ m , ν n ) and (ϕ −m , ϕ −n ) ♯ ρ is a transport plan between µ and ν. By a similar argument, we get
Thus we acquire
