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Introduction
0.1 Rational Equivariant Cohomology Theories
Cohomology theories provide information about the abstract nature of topological
spaces and allow us to distinguish between and work with these spaces. To each
space X , a cohomology theory E∗ gives a graded group E∗(X). For a map of spaces
f :X → Y we have a map of graded groups E∗(f) :E∗(Y )→ E∗(X) and this structure
satisfies many useful axioms. Since spaces with a group action abound in all areas of
mathematics, an understanding of how these spaces differ and behave is of particu-
lar importance. A G-equivariant cohomology theory is a special kind of cohomology
theory that is designed to be used on spaces with a G-action.
Particular examples include: equivariant K -theory [Seg68] (which is constructed in the
same way as K -theory but using G-vector bundles) and equivariant cobordism [tD72].
The Borel construction takes any cohomology theory E∗ and makes a G-equivariant
cohomology theory from it: E∗G(X) = E
∗(EG+ ∧G X) (EG+ is the universal free G-
space with an additional G-fixed point adjoined). A rational G-equivariant cohomology
theory satisfies the additional condition that each group E∗(X) is a rational vector
space. This extra assumption simplifies the area so that it becomes amenable to study
and calculations (spectral sequences) become much easier once one works over a field.
The result below, which only applies to finite groups G, follows from [GM95, Appendix
A]. Let gQWGH –mod denote the category of graded left modules over the rational
group ring of WGH , the Weyl group of H in G.
Theorem 1 The category of rational G-equivariant cohomology theories is equivalent
to the category
∏
(H)6G gQWGH –mod, where the product runs over the collection of
conjugacy classes of subgroups of G.
This shows that one can classify the collection of rational equivariant cohomology the-
ories in terms of an algebraic model that is easy to understand. Such classifications are
performed in [Gre99] for the circle group and [Gre98b] for O(2) via spectral sequence
calculations. These calculations become almost impossible when the rank of the group
is greater than 1 (that is, the group contains a torus). Thus it would be advantageous
to have an alternative method to classify rational equivariant cohomology theories.
iv
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0.2 Classifying Cohomology Theories with Model Cate-
gories
To study the category of cohomology theories as a whole, one works with their rep-
resenting objects – spectra. The basic idea is that an element of E∗(X), the E∗ -
cohomology of the space X , is a homotopy class of maps from Σ∞X to an equivariant
spectrum E . We say that E represents E∗ and to understand the cohomology theory
E∗ we study the spectrum E . Thus we want to understand the homotopy category of
equivariant spectra. The categorical foundations of equivariant spectra have developed
substantially in the past twenty-five years. The encyclopedic [LMSM86] constructed
a good category of equivariant spectra and put the subject area on firm footing. Un-
fortunately the smash product constructed there is only a monoidal product up to
homotopy. Models for spectra with point-set level associative smash products are con-
structed in [EKMM97], [HSS00] and [MMSS01]. This construction was soon adapted
to an equivariant setting in [May96] and [MM02]. These newer categories come with
model structures that can help us to study their homotopy categories.
Very roughly, a model category has a collection of weak equivalences that one formally
makes into isomorphisms to create the homotopy category. So, one inverts the collection
of weak homotopy equivalences in the category of spaces to obtain the category of
CW -complexes with morphisms given by homotopy classes of maps. In particular,
the homotopy category of a model category of G-spectra (there are several choices for
such a model category, all giving the same homotopy category) is the category of G-
equivariant cohomology theories. A Quillen equivalence between model categories is an
adjoint pair of functors such that these functors create an equivalence of the homotopy
categories. The precise definition of model categories and Quillen equivalences give
specific criteria to check to see that an adjoint pair is a Quillen equivalence. It is
generally accepted that the notion of Quillen equivalence is the correct way to say that
two categories have the same homotopy theory.
Since a Quillen equivalence is defined in terms of an adjoint pair, one often has a Quillen
equivalence A−→←B and a Quillen equivalence B←−→C (with left adjoints on top), but one
cannot combine these adjoint pairs to get an adjunction between A and C . Instead
one says that A and C are Quillen equivalent by a zig-zag of Quillen equivalences. In
this example one only has two Quillen equivalences, but in general one can have any
finite number of Quillen equivalences in a zig-zag.
Model categories can be used to encode more information into the homotopy category.
One may be interested in model categories with a monoidal product, such as the tensor
product of modules over a commutative ring or the smash product of spaces or spectra.
When this product is compatible with the model category we have a monoidal model
category. A monoidal Quillen equivalence (roughly) is a Quillen equivalence which
identifies the monoidal product in the homotopy categories. Hence results about the
monoidal product structure in one homotopy category apply equally well to the other
in a monoidal Quillen equivalence.
Our algebraic model for G-spectra, dgA(G), is now expected to have the structure of a
model category. Thus, one can now ask for a zig-zag of Quillen equivalences between a
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model category of G-equivariant spectra and a model category dgA(G). This Quillen
equivalence tells us that if one is interested in homotopy level information one only
needs to work with dgA(G). If we can make this zig-zag from a series of monoidal
Quillen functors then we can model the smash product of spectra by a tensor product
operation in dgA(G). This allows us to model more complicated structures in spectra
by analogous structures in dgA(G), such as understanding the collection of modules
over a ring spectrum by considering modules over a ring object in dgA(G).
0.3 Existing Work
The paper [Shi02] proves that the category of rational SO(2)-spectra and dgA(SO(2))
(as constructed in [Gre99]) are Quillen equivalent using information about Massey
products for differential graded rings with many objects. This paper does not consider
monoidal structures and relies on the ease of calculation for the circle group.
The classification of rational G-spectra for finite G is extended to a Quillen equivalence
in [SS03b, Example 5.1.2]. This paper provides a first blueprint for our new method of
classifying rational G-cohomology theories. Starting from GSQ , a category of rational
G-spectra, one considers Gtop , a collection of generators (for the homotopy category).
By using the good properties of GSQ we can construct Etop(σ1, σ2), a symmetric
spectrum of functions for each pair of pair of generators (σ1, σ2). This collection has a
composition rule, Etop(σ2, σ3) ∧ Etop(σ1, σ2)→ Etop(σ1, σ3).
Thus we have created an enriched category which we call Etop , it has object set Gtop
and the subscript top indicates that this category is of topological origin. We can
consider the category of enriched functors from Etop to symmetric spectra, we call such
a functor a right Etop -module and denote the category of such by mod– Etop . If M is
one of these enriched functors then for each pair σ1 , σ2 in Gtop we have symmetric
spectra M(σ1) and M(σ2) with an action map M(σ2) ∧ Etop(σ1, σ2)→M(σ1).
This category of modules is referred to as the collection of ‘topological Mackey functors’
in [SS03b]. The categories GSQ and mod– Etop are Quillen equivalent by [SS03b,
Theorem 3.3.3]. Since G is finite and we are working rationally, the homotopy groups
of Etop(σ1, σ2) are concentrated in degree zero where they take value A(σ1, σ2), a Q-
module. Hence Etop(σ1, σ2) it is weakly equivalent to an Eilenberg-Mac Lane spectrum
HA(σ1, σ2).
From the collection of spectra HA(σ1, σ2), we construct a category HA , which is en-
riched over symmetric spectra and one replaces mod– Etop by the Quillen equivalent cat-
egory mod– HA . The collection A(σ1, σ2) for σ1, σ2 ∈ Gtop can be thought of as a cat-
egory enriched over dgQ –mod and thus we have a model category mod–A . The cate-
gory of rational Mackey functors is the collection of additive functors pi0Etop → Q . Since
A is equal to pi0Etop , mod–A is the category of rational differential graded Mackey func-
tors. There is a zig-zag of Quillen equivalences between mod– HA and mod–A . Thus
rational G-spectra have been classified in terms of an algebraic category. Since these
categories are rational the homotopy category of mod–A is equivalent to the category of
graded rational Mackey functors, which is equivalent to
∏
(H)6G gQWGH –mod. Thus
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this paper recovers the results of [GM95, Appendix A]. This classification does not
consider monoidal structures and requires the assumption that the homotopy groups
of Etop(σ1, σ2) are concentrated in degree zero.
The preprint [GS] is intended to be a combination of [SS03b, Example 5.1.2] and the
paper [Shi07b], it will classify rational torus equivariant spectra in terms of an algebraic
category. Perhaps more importantly it provides a basis for the classification process
in general as it doesn’t have the strict requirements of the first two methods. This
preprint is currently under substantial review and expansion. We have worked from an
enhanced version, but our references agree with the publicly available version. As we
will comment upon later (Section 0.5), the method of [GS] is much more compatible
with the monoidal structures. We now outline the method of this paper.
Once again one begins with GSQ and uses the Quillen equivalence between GSQ and
mod– Etop . One can now apply the results of [Shi07b] to construct a category Et from
Etop . This new category will be enriched over rational chain complexes with its set of
objects given by Gtop . The t indicates that we have come from the topological side but
are now working in an algebraic setting. We can consider enriched functors from Et to
rational chain complexes, this category will be denoted mod– Et .
Now we begin our work from the other end, assuming that we have a suitable candidate,
dgA(G), for the algebraic model. We choose a generating set Ga for dgA(G), we require
that this set has a specified isomorphism to Gtop . Analogously to the topological setting,
the set Ga is the object set for a category Ea , which is enriched over rational chain
complexes. We can then replace dgA(G) by mod– Ea . The a indicates we have come
from the algebraic model. The notation Etop , Et and Ea is taken from [GS], which uses
top , t and a to indicate whether a particular object is topological, algebraic but from
the topological side or purely algebraic.
So far this process has been formal, now one must use some specific information about
Et and Ea to achieve a comparison between them. The comparison we will use is the
notion of a quasi-isomorphism of categories enriched over rational chain complexes.
Given two such categories C and D with isomorphic object sets, an enriched functor
F : C → D is a quasi-isomorphism if each F (σ1, σ2) : C(σ1, σ2) → D(Fσ1, Fσ2), is a
homology isomorphism (F (σ1, σ2) is a map in the category of rational chain complexes).
One shows by calculation that Et(σ1, σ2) and Ea(σ1, σ2) (which are rational chain com-
plexes) have the same homology for each pair (σ1, σ2). Then one proves that this
homology is intrinsically formal, that is, any two such enriched categories with this ho-
mology must be quasi-isomorphic. Now one returns to formal considerations and shows
that since Et and Ea are quasi-isomorphic, there is a zig-zag of Quillen equivalences
between mod– Et and mod– Ea . Putting all of this together gives the desired result, a
zig-zag of Quillen equivalences between G-spectra and our algebraic model.
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0.4 Contents of this Thesis
The Splitting
We will study the case of finite groups and the case G = O(2). A new ingredient to
the method outlined above is the notion of splitting the category of rational G-spectra
GSQ . The language of Bousfield localisations is used here, it is a method of altering
the homotopy category of a model category. Given a model category M , the homotopy
category HoM is formed by inverting the weak equivalences. Hence if we change the
weak equivalences without changing the objects and morphisms of M we obtain a new
model category M ′ and a new homotopy category HoM ′ . A spectrum E defines a
homology theory E∗ , from this we have the notion of E -equivalences, those maps f
such that E∗f is an isomorphism. The Bousfield localisations that we will use are
called E -localisations, where the new weak equivalences are the E -equivalences. We
write the E -localisation of GSQ as LEGSQ .
Theorem 2 (3.2.4) Let {Ei}i∈I be a finite collection G-spectra. If Ei ∧ Ej is ra-
tionally acyclic for i 6= j and
∨
i∈I Ei is rationally equivalent to S then we have a
monoidal Quillen equivalence
∆ : GSQ
−−→←−
∏
i∈I
LEiGSQ :
∏
.
Now we assume that for each i we have a model category dgA(G)i which is supposed
to model LEiGSQ . Fix some Ei and apply the method outlined above to get to the
stage where we must compare Et(i) and Ea(i). Here is where we see the advantage of
the splitting, it simplifies the categories Et(i) and Ea(i) and thus makes it easier to
prove they are equivalent. We describe how this works in the finite case and the O(2)
case.
The Finite Case.
We apply our splitting theorem and the method of [GS] to reprove the result of [SS03b,
Example 5.1.2]. This will be a good introduction to the general method and once the
monoidality issue has been resolved it will be a monoidal classification. It should also
be helpful in seeing how to proceed in a classification of the category of dihedral O(2)-
spectra, which we shall define later. Recall that A(G) ⊗ Q ∼=
∏
(H)Q by tom-Dieck’s
isomorphism, where the product runs over the set of conjugacy classes of subgroups of
G. Thus for each conjugacy class of subgroups (H) we have an idempotent eH and
we set EH = eHS . Our splitting theorem then states that the category of G-spectra
is monoidally equivalent to
∏
(H) LEHGSQ . So we work through the method outlined
above for each LEHGSQ individually. In fact, we can use the same argument for each
conjugacy class (H). Each LEHGSQ is generated by a single element, G/H+ ∧ eHS .
Thus the set of objects for Etop(H) will be the collection of smash products of G/H+∧
eHS .
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Following the previous work on the finite case an obvious candidate for the algebraic
model of the (H)-part is dgQWGH –mod, chain complexes of modules over the ra-
tional group ring of the Weyl group of H . Note that the homotopy category of
dgQWGH –mod is the category gQWGH –mod. Calculation shows that Ea(H) has
a trivial differential and hence is equal to its homology, furthermore the homology of
Et(H) is isomorphic to Ea(H) and is concentrated in degree zero. The intrinsic formal-
ity we now use is the fact that a chain complex with homology concentrated in degree
zero is equivalent to its homology. Thus by the formal method outlined above, we have
the following conclusion.
Theorem 3 (4.3.12) There is a zig-zag of Quillen equivalences between LEHGSQ
and dgQWGH –mod. Hence there is a zig-zag of Quillen equivalences between GSQ
and dgA(G) :=
∏
(H)6G dgQWGH –mod.
The difference between the above method and that of [SS03b] is the ordering of the
work. In our method, we split the category, move to Mackey functors, translate to
algebra and then apply a formality result, [SS03b] goes to Mackey functors first, applies
formality, moves to algebra and then splits the category. Our formality is that Et has
homology concentrated in degree zero, [SS03b] uses the fact that Etop has homotopy
concentrated in degree zero to replace Etop by HA . This is the same information, just
in different contexts.
The result above could have been proved without using the splitting theorem. In
which case we would have to use a much larger set of generators: the collection of
all smash products of terms G/H+ ∧ eHS as H runs over the conjugacy classes of
subgroups of G. Many of these terms would have been rationally contractible, since
G/H+ ∧ eHS ∧ G/K+ ∧ eKS is rationally contractible whenever H and K are not
conjugate. The splitting removes these extra terms, making the result easier to prove
and understand. Thus one of the general advantages of the splitting result is that one
can reduce the size of the object set of Etop (and hence of Et and Ea ).
The O(2) Case.
We begin in the same place as [Gre98b], we fix W as the group or order two and
consider the cofibre sequence EW+ → S
0 → EW˜ . We show that EW+ and EW˜
satisfy the assumptions of the splitting theorem. We define C SQ , the model category
of cyclic spectra, as the EW+ -localisation of O(2)SQ . The model category of dihedral
spectra, DSQ , is defined as the EW˜ -localisation of O(2)SQ . Define C , the set of
cyclic subgroups of O(2), to be the closed subgroups of O(2) which are contained
in SO(2). All other closed subgroups contain a reflection and we call this set the
collection of dihedral subgroups, D . The reason behind the name cyclic spectra is
that the homotopy category of C SQ is the homotopy category of O(2)-spectra made
from O(2)-cells of the form O(2)/H+ ∧ S
n with H a cyclic subgroup of O(2) (so
H 6 SO(2)). Hence we call the remainder, DSQ , the category of dihedral spectra.
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Theorem 4 (6.1.3) There is a strong monoidal Quillen equivalence
∆ : O(2)MQ
−−→←−C SQ ×DSQ :
∏
.
In particular, we have the following natural isomorphism for any G-spectra X and Y
[X,Y ]
O(2)
Q
∼= [X ∧ EW+, Y ∧ EW+]
O(2)
Q ⊕ [X ∧ EW˜ , Y ∧ EW˜ ]
O(2)
Q .
We expect, by looking at the calculations of [Gre98b], that these two parts behave
quite differently and will be classified by quite different methods. The splitting theorem
allows us to deal with each part in turn. We expect the dihedral part, DSQ , to behave
somewhat like the finite case, though we do not make this precise or study the dihedral
part any further. We have concentrated on the cyclic part, C SQ . We could try to
use the general method to classify C SQ , but we would still have to find some intrinsic
formality argument in order to understand Et(C ) in terms of some algebraic model.
Instead we make precise the relation between C SQ and SO(2)SQ using the notion of a
category with involution. We then intend to make use of the classification of SO(2)SQ
in [GS] to understand Et(C ). The motivation here is the relation between O(2)-spaces
and SO(2)-spaces: an O(2)-space X is an SO(2)-space with a map f :X → X , such
that f2(x) = x and f(tx) = t−1f(x) for all t ∈ SO(2) and x ∈ X (so f is like
a reflection). We formalise this into categorical language, then investigate how this
notion can be applied to spectra.
Take a category C and a functor σ : C → C such that σ2 = 1, we call σ an involution and
(C, σ) a category with involution. In our examples all our categories have underlying
sets, so it makes sense to use equality. In general one could replace this equality by
a fixed natural isomorphism which would form part of the structure. The skewed
category of (C, σ), denoted σ#C , has objects the maps f :X → σX such that σf ◦
f = IdX . Morphisms are pairs (α, σα) making the obvious square commute, for α a
morphism of C . We prove that if C is a cofibrantly generated model category and σ is
a left (and hence right) Quillen functor then σ#C has a cofibrantly generated model
structure. This model structure is defined by the condition that a map (α, σα) is a
weak equivalence or fibration exactly when α is in C .
The simplest example is the case when σ is the identity functor and C is any category.
Here Id#C is the category of W -objects and W -maps in C (W is the group of order
two). Next consider the category of based SO(2)-equivariant spaces SO(2)T∗ . The
involution is σ = j∗ , pullback along the group homomorphism j : SO(2) → SO(2)
which takes t to t−1 . The skewed category, j∗#SO(2)T∗ , is then the category of
O(2)-spaces. Note that the model structure on j∗#SO(2)T∗ is not the usual model
structure on O(2)-spaces, instead a map f :X → Y is a weak equivalence if and only
if each fH :XH → Y H is a weak homotopy equivalence of spaces for all H 6 SO(2).
With some work we can construct a similar functor on SO(2)-spectra, so that we have
a category with involution (SO(2)SQ, τ).
Theorem 5 (8.2.5) There is a monoidal Quillen equivalence τ#SO(2)SQ
−−→←−C SQ.
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We prove that there is an involution ρ on mod– Et(SO(2)) and show that the series of
Quillen equivalences between SO(2)SQ and Et(SO(2)) preserves this involution. We
can then conclude the following.
Theorem 6 (Corollary 9.4.4) There is a zig-zag of Quillen equivalences between the
categories τ#SO(2)SQ and ρ#mod– Et(SO(2)).
0.5 Applications and Further Work
Cyclic spectra
It remains to complete the classification of C SQ , which we have identified with the
skewed category ρ#mod– Et(SO(2)). From this point the idea is that there should be
an involution Υ on dgA(SO(2)) (see Remark 9.4.5). The algebraic model for C SQ
will then be given by Υ#dgA(SO(2)). Then if we can show that the zig-zag between
Et(SO(2)) and Ea(SO(2)) of [GS] respects the involutions it should follow formally
that C SQ and Υ#dgA(SO(2)) are Quillen equivalent.
Dihedral Spectra
The dihedral part of the O(2) case must still be classified in terms of an algebraic
model. The model suggested by [Gre98b] is a category of sheaves over a topological
space. Once this is understood one can consider the more general setting of a split
short exact sequence 0 → SO(2)n → G → F → 1 and try understand the F part of
the category of G-spectra.
The Homotopy Category of a Skewed Category
For (C, σ) an involutary model category, we would like to be able to prove an equivalence
Ho(σ#C) ≃ σ#Ho(C). We expect that such a result would require Ho(C) to be
rational (so [X,Y ]C is a rational vector space for each X and Y in C ). We would
also like to investigate the conditions necessary for the involution to untwist, that is,
when is there an equivalence σ#Ho(C) ≃ Ho(C)W ? Where the right hand side is the
homotopy category of C with a homotopy action of W , the group of order two. In
Proposition 6.1.5 we give [Gre98b, Proposition 3.1 and Corollary 3.2], which prove that
Ho(τ#C SQ) is equivalent to Ho(C SQ)
W , which is our reason for expecting these
results. With suitable assumptions on the nature of C we hope to prove the results
above by following [Gre98b].
Monoidality
The classification outlined above for [GS], the finite case and O(2) is much more
compatible with monoidal structures than the work of [Shi02] and [SS03b, Example
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5.1.2]. We go through the classification once more and point out which equivalences
are monoidal. Begin with GSQ and make a more careful choice of generators Gtop (the
set of generators should be closed under ∧), then the Quillen equivalence between GSQ
and mod– Etop will be symmetric monoidal. Equally, the equivalence between mod– Ea
and dgA(G) will be symmetric monoidal provided that the generators Ga are closed
under ⊗ . The results of [Shi07b] allow us to construct a category Et and mod– Et is
Quillen equivalent to mod– Etop . However, due to a technical issue the category mod– Et
is not a monoidal category (see Remark 9.3.6). Hence the comparison between mod– Et
and mod– Etop cannot be monoidal, thus, neither can the whole classification. This is
the only point of the comparison where monoidality fails; it is probable that this issue
can be resolved.
Equivariant Categories
As mentioned in Remark 7.3.17 we identify the notion of a category with involution with
a category with an action of order two on it. Thus there is an obvious generalisation
to a category with a general group action. So consider a group G, where G is part
of a split short exact sequence 0 → SO(2)n → G → F → 1 with F a finite group.
Then we can split the category of G-spectra into a part corresponding to F and a
part GSQ(SO(2)
n), corresponding to SO(2)n . It should then be possible to describe
GSQ(SO(2)
n) in terms of the category SO(2)nSQ with an action of F . The theory
of these equivariant categories should allow us to classify GSQ(SO(2)
n) in terms of
dgA(SO(2)n) with an action of F on the category. Thus, in this situation, we can
extend known classifications and generate new algebraic models from existing ones.
Continuous Quaternions
The next group of interest would be the continuous quaternion group. There is a short
exact sequence 1 → SO(2) → Qcts → W → 1 (W the group of order two), but now
this sequence is not split. An understanding of how to classify QctsSQ should give a
reasonable idea of how to understand G-spectra for a non-split short exact sequence
0→ (SO(2))n → G→ F → 1.
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0.6 Organisation of the Thesis
We have divided the thesis into three parts, the first consists of basic notions and the
splitting for a general compact Lie group G, the second classifies rational G-spectra for
finite G and the third specialises to the case G = O(2) and examines how the splitting
theorem and the work of [GS] can be used to study this case.
Part I We begin Chapter 1 with some of the basic notions of model categories, before
moving on to describe some of the more technical conditions, especially those which
ensure that a monoidal product will behave well on the homotopy category. We give
a brief description of the model categories that are used in this thesis and then go
into more detail on the categories of equivariant spectra in Section 1.3. We introduce
homotopy colimits in Section 1.4 and then use this to construct S0Q , a rational sphere
spectrum, in Section 1.5. Chapter 2 introduces Bousfield localisations of spectra, which
we use to make a category of rational spectra by localising at S0Q . We also construct an
equivalent category of rational spectra by considering modules over the ring spectrum
SQ (constructed in Section 1.5). We make further use of Bousfield localisations to prove
the splitting theorem for equivariant orthogonal spectra in Chapter 3. We show that
this implies the corresponding splitting result for equivariant EKMM spectra and the
category of SQ -modules. We then consider a particular kind of splitting in Section 3.4
that we will use for O(2)-spectra in Chapter 6.
Part II Chapter 4 classifies rational G-spectra for finite G. We begin with the
algebraic model which is particularly simple. We then apply the splitting theorem to the
category of rational G-spectra and identify the (H)-piece of this splitting with modules
over a ring spectrum SH (there is one piece for each conjugacy class of subgroups (H)).
Since we now have a category with every object fibrant, we can proceed through the
method of [GS]. Once we have performed the formal parts of this method, we must
specialise to our particular case and prove that mod– EHt is equivalent to mod– E
H
a for
each conjugacy class of subgroups (H) ⊆ G. This is done by studying the structure
of the dgQ –mod-enriched categories Et and Ea . Since this is the first time we use
the notion of right modules over an enriched category, we introduce the language and
theory of this machinery in Chapter 5.
Part III We consider the group O(2) and see how our splitting theorem can be
used to study rational O(2)-spectra. Chapter 6 splits the category into cyclic spectra
and dihedral spectra, using the results of Section 3.4. We concentrate on the model
category of cyclic spectra, we need to understand how this category is related to SO(2)-
spectra, so that we can use the work of [GS] to classify this category in terms of
an algebraic model. In Chapter 7 we have abstracted the relation between O(2)-
spaces and SO(2)-spaces to define a category with involution and its associated skewed
category. We apply this to cyclic spectra to describe this category in terms of the skewed
category of rational SO(2)-spectra in Chapter 8. In Chapter 9 we examine the zig-zag
of equivalences between rational SO(2)-spectra and mod– Et(SO(2)) from [GS]. We
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prove that this induces a zig-zag of Quillen equivalences between the skewed category
of mod– Et(SO(2)) and the category of cyclic spectra. This chapter requires us to
use SQ -modules as our category of rational SO(2)-spectra, since every object of the
category must be fibrant to apply the work of [GS].
We include an appendix listing all of the model categories that we use.
Acknowledgements
I would like to thank my supervisor, John Greenlees, for all the help and advice he
has given me during my time at Sheffield. I would also like to express my gratitude to
Brooke Shipley and Simon Willerton, with whom I have had many useful conversations
regarding model categories and category theory.
Part I
G-spectra and Localisations
1
Chapter 1
G-Spectra
We introduce the basic notions necessary to study cohomology theories in a modern
setting. We begin with model categories, which make the construction of homotopy
categories rigourous and allow us to prove that two homotopy categories are equivalent
by checking a small list of conditions. In Section 1.2 we give brief details on the
categories that we will use in this thesis. We focus upon the categories of G-spectra in
Section 1.3 and go into some details on the properties of these categories. We prove a
few well-known results and show some technical model category conditions that we have
not been able to find explicitly in the literature. We construct homotopy pushouts and
telescopes for G-spectra in Section 1.4 so that we will have definite constructions for
our later work. We then make a rational sphere spectrum in Section 1.5 which will be
used to define rational G-spectra in Chapter 3. Much of this chapter is definitions and
results from other sources, especially so for the first two sections. The new content of
Sections 1.3 and 1.4 is mainly in the proofs, which are often considered too standard to
be included in the usual sources. The final section is mostly new, though not surprising.
1.1 Model Categories
Many of the results of this thesis are phrased in terms of model categories, which are a
general framework for homotopy theory. If one wishes to invert a collection of maps in a
category (i.e. formally make them into isomorphisms), one can not always be sure that
the result will be a category, model categories are a solution to this problem. Model
categories were first introduced in [Qui67], an excellent modern account is [DS95], but
we take most of our definitions from Section 1.1 of the comprehensive book [Hov99].
We let d and c be the domain and codomain functors from MapC to C , which exist
for any category C . We give [Hov, Definitions 1.1.1 – 1.1.4] in order.
Definition 1.1.1 Suppose C is a category
(i). A map f in C is a retract of a map g ∈ C if and only if there is a commutative
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diagram of the following form
A //
f

C //
g

A
f

B // D // D
where the horizontal composites are identities.
(ii). A functorial factorisation is an ordered pair (α, β) of functors MapC → MapC
such that
d ◦ α = d, c ◦ α = d ◦ β, c ◦ β = c, f = β(f) ◦ α(f)
for all f ∈ MapC . Hence any commutative square
A
u

f // B
v

C g
// D
induces a commutative square
A
u

α(f) // (c ◦ α)(f)
β(f) //
(c◦α)(u,v)

B
v

C
α(g)
// (c ◦ α)(g)
β(g)
// D
noting that (u, v) is a morphism in MapC between f and g .
Definition 1.1.2 Suppose i :A→ B and p :X → Y are maps in a category C . Then
i has the left lifting property with respect to p and p has the right lifting
property with respect to i if, for every commutative diagram of the following form
A
i

f // X
p

B g
// Y
there is a lift h :B → X such that hi = f and ph = g .
Definition 1.1.3 A model structure on a category C is three subcategories of C
called weak equivalences, cofibrations and fibrations and two functorial factorisations
(α, β) and (γ, δ) satisfying the following properties:
(i). If f and g are morphisms of C such that gf is defined and two of f , g and gf
are weak equivalences, then so is the third.
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(ii). If f and g are morphisms of C such that f is a retract of g and g is a weak
equivalence, cofibration or fibration, then so is f .
(iii). Define a map to be an acyclic cofibration if it is both a cofibration and a weak
equivalence. Similarly, define a map to be an acyclic fibration if it is both a
fibration and a weak equivalence. Then acyclic cofibrations have the left lifting
property with respect to fibrations and cofibrations have the left lifting property
with respect to acyclic fibrations.
(iv). For any morphism f , α(f) is a cofibration, β(f) is an acyclic fibration, γ(f) is
an acyclic cofibration and δ(f) is a fibration.
Definition 1.1.4 Amodel category is a category C with all small limits and colimits
and a model structure on C .
When we need to emphasise the properties of maps in diagrams we will use the following
shorthand: X
∼ // Y for the weak equivalences, X // // Y for the cofibrations and
X // // Y for the fibrations. Since a model category has all small limits and colimits
it has an initial object ∅ and a terminal object ∗, these are the colimit and limit of
the empty diagram respectively. So for any object X there is a unique pair of maps
∅ → X → ∗. We call X cofibrant if the map ∅ → X is a cofibration, similarly X
is called fibrant if the map X → ∗ is a fibration. By using the factorisation axioms
one can take the map ∅ → X and factor it into a cofibration followed by an acyclic
fibration: ∅ → ĉX → X . We call this process cofibrant replacement. The functorial
factorisations ensure that ĉ is a functor. We can perform the equivalent construction
for the map X → ∗ and we obtain f̂ the fibrant replacement functor. We will decorate
this notation where necessary to indicate which model structure we are considering. If
the canonical map ∅ → ∗ is an isomorphism we call the model category pointed.
We now cut to the chase and give a rough and ready theorem stating the existence
of a homotopy category. The proof of this theorem (that is, the construction of the
homotopy category) is a little involved and we leave it to the excellent accounts of
model categories that we have already mentioned.
Theorem 1.1.5 If C is a model category, then there is a category Ho C , called the
homotopy category of C with a functor γ : C → Ho C such that γf is an isomorphism
if and only if f is a weak equivalence. Furthermore if F : C → D is any functor which
takes every weak equivalence of C to an isomorphism of D then there is a unique functor
HoF : Ho C → D such that HoF ◦ γ = F .
Now we move on to [Hov99, Section 1.3] and introduce the langauge necessary to
compare model categories and the notion of equivalent model categories. The definition
below is [Hov99, Definition 1.3.1] and the following lemma is [Hov99, Lemma 1.3.10].
Definition 1.1.6 If C and D are model categories then a functor F : C → D is a left
Quillen functor if F preserves cofibrations and acyclic cofibrations. Similarly F is
a right Quillen functor if F preserves fibrations and acyclic fibrations. An adjoint
CHAPTER 1. G-SPECTRA 5
pair F : C−−→←−D : G is a Quillen pair if either the left adjoint is a left Quillen functor,
or equivalently the right adjoint is a right Quillen functor.
Lemma 1.1.7 A left Quillen functor F : C → D passes to a functor LF : Ho C →
HoD , similarly a right Quillen functor G :D → C passes to a functor RG : HoD →
Ho C . A Quillen pair induces an adjunction LF : Ho C−−→←−HoD : RG.
We now give [Hov99, Definition 1.3.12 and Proposition 1.3.13].
Definition 1.1.8 A Quillen pair F : C−−→←−D : G is a Quillen equivalence if, for all
cofibrant X in C and all fibrant Y in D , a map f :X → GY is a weak equivalence of
C if and only if f˜ :FX → Y is a weak equivalence of D .
Proposition 1.1.9 A Quillen pair (F,G) is a Quillen equivalence if and only if the
adjoint pair (LF,RG) is an equivalence of categories.
This result is why we use model categories, it allows us to compare homotopy categories
by checking a relatively simple criterion. Now we introduce some more structure, that
of a monoidal product (such as the smash product of spaces).
Definition 1.1.10 An adjunction of two variables ([Hov99, Definition 4.2.12])
⊗ : C × D → E , is a functor ⊗ with two ‘right adjoints’ Homr :D
op × E → C and
Homl : C
op⊗E → D . A Quillen bifunctor ([Hov99, Definition 4.2.1]) is an adjunction
of two variables ⊗ such that for cofibrations f :U → V in C and g :W → X in D the
induced map (called the pushout product)
fg :V ⊗W
∐
U⊗W
U ⊗X −→ V ⊗X
is a cofibration of E which is a weak equivalence when one of f or g is.
Now we give [Hov99, Definition 4.2.6].
Definition 1.1.11 Amonoidal model category, C , is a monoidal category (C,⊗,S)
that is a model category such that ⊗ : C × C → C is a Quillen bifunctor and for any
cofibrant replacement of the unit q : ĉS → S the natural map ĉS ⊗X → S ⊗ X is a
weak equivalence for all cofibrant X . These two requirements are also known as the
pushout product axiom.
Proposition 1.1.12 The closed monoidal product on a monoidal model category passes
to a closed monoidal product on the homotopy category.
This proposition is part of [Hov99, Theorem 4.3.2]. Often we have a monoidal product
that is symmetric, for this we use [Hov, Definition 4.1.4] below.
Definition 1.1.13 A symmetric monoidal model category is a monoidal category
C with a natural commutativity isomorphism TX,Y :X ⊗ Y → Y ⊗ X . We require
T to be compatible with the unit isomorphisms and associativity of C and satisfy
TY,X ◦ TX,Y = IdX⊗Y .
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Now we want to know when this extra structure is preserved by Quillen functors. The
following two definitions are [SS03a, Definitions 3.3 and 3.6].
Definition 1.1.14 A monoidal functor is a functor between monoidal categories
F : C → D with a morphism ν : SD → F (SC) and natural morphisms FX ⊗ FY →
F (X⊗Y ) which are coherently associative and unital. If these maps are isomorphisms
then F is a strong monoidal functor. A symmetric monoidal functor between
symmetric monoidal categories is a monoidal functor F such that the following diagram
commutes.
FX ⊗ FY //
TFX,FY

F (X ⊗ Y )
F (TX,Y )

FY ⊗ FX // F (Y ⊗X)
Definition 1.1.15 Amonoidal Quillen pair is a Quillen pair L : C−→←D : R between
monoidal model categories with R a monoidal functor such that the following conditions
hold.
(i). For all cofibrant objects A and B in C the induced map (see below) L(A⊗CB)→
LA⊗D LB is a weak equivalence in D .
(ii). For some (hence any) cofibrant replacement of the unit in C , ĉSC → SC , the
composite LĉSC → LSC → SD is a weak equivalence in D .
The map L(A ⊗C B) → LA ⊗D LB is the adjoint of the composite: A ⊗C B →
RLA⊗C RLB → R(LA⊗D LB).
A strong monoidal Quillen pair is a monoidal Quillen pair such that the maps
L(A⊗CB)→ LA⊗DLB and LSC → SD are isomorphisms, thus L is a strong monoidal
functor. A monoidal Quillen pair is a symmetric monoidal Quillen pair if the right
adjoint is a symmetric monoidal functor and the following diagram commutes.
L(X ⊗ Y ) //
L(TX,Y )

LX ⊗ LY
TLX,LY

L(Y ⊗X) // LY ⊗ LX
Thus a strong monoidal adjunction is precisely the same as a monoidal Quillen ad-
junction of [Hov99, Definition 4.2.16]. The conditions on the left adjoint of a monoidal
Quillen pair ensure that this passes to a strong monoidal functor on the homotopy
categories. We have the result below.
Proposition 1.1.16 A monoidal Quillen pair gives a strong monoidal adjunction be-
tween the homotopy categories.
A monoidal Quillen equivalence between a pair of monoidal model categories tells us
that they have the same homotopy categories and that we can use this adjunction
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to compare the monoidal products. In particular, there is [SS03a, Theorem 3.12],
very roughly this says that if you add in some extra assumptions then a monoidal
Quillen equivalence passes to Quillen equivalences between categories of modules and
monoids. A strong monoidal Quillen equivalence behaves better from a categorical
point of view. For example, it will preserve structures such as enrichments, tensorings
and cotensorings.
We need a technical condition on our model categories to ensure good behaviour. This
is of great importance when constructing new model categories from existing ones. The
following definition is [Hov99, Definition 2.1.17], we will explain the new concepts in
the definition shortly.
Definition 1.1.17 A cofibrantly generated model category is a model category C
with sets of maps I and J such that:
(i). the domains of I are small relative to I -cell,
(ii). the domains of J are small relative to J -cell,
(iii). the class of fibrations is the class of maps with the right lifting property with
respect to every map in J ,
(iv). the class of acyclic fibrations is the class of maps with the right lifting property
with respect to every map in I .
We call I the set of generating cofibrations and J the set of generating acyclic
cofibrations.
For λ an ordinal, a λ-sequence in C (a category with all small colimits) is a colimit
preserving functor X :λ→ C . If κ is a cardinal, an ordinal λ is κ-filtered if it is a limit
ordinal and if A ⊆ λ with |A| 6 κ , then supA < λ . This is from [Hov99, Definitions
2.1.1 and 2.1.2], the following pair of definitions are [Hov99, Definitions 2.1.3 and 2.1.9].
Definition 1.1.18 Let C be a category with all small colimits, I a collection of maps
in C and κ a cardinal. Then an object A of C is κ-small with respect to I if the
map of sets
Colimβ<λ C(A,Xβ) −→ C(A,Colimβ<λXβ)
is an isomorphism for all κ-filtered ordinals λ and all λ-sequences X such that Xβ →
Xβ+1 is in D . We say that A is small with respect to I if there is an cardinal κ
such that A is κ-small with respect to I . We say that A is small if it is small with
respect to C itself.
Definition 1.1.19 For a set of maps I in a model category the collection I -cell of
relative I -cell complexes is the collection of transfinite compositions of pushouts of
maps of I . That is a map in I -cell has form X0 → Colimβ<λXβ for some ordinal λ
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and some λ sequence X , such that for each β + 1 < λ there is a pushout square as
below such that gβ is in I .
Cβ //
gβ

Xβ

Dβ //
p
Xβ+1
·
The definition and development below are taken from [SS03b], which uses the language
of triangulated categories, which we do not define. Instead, we note that the homotopy
categories of all of the model categories that we will use are triangulated categories. In
the language of [SS03b, Definition 2.1.1] these categories are stable model categories.
In particular each of these has a ‘shift’ functor, a pair of inverse equivalences of the
homotopy category (Σ,Ω). For spectra this is the suspension and loop pair, for chain
complexes of R modules the adjoint pair is (− ⊗R R[1],HomR(R[1],−)). For n > 0
we let Σn be the n-fold composite of Σ and Σ−n be the n-fold composite of Ω. The
definition below is [SS03b, Definition 2.1.2].
Definition 1.1.20 An object X of a triangulated category T is compact if
[X,
∨
i
Yi] ∼=
⊕
i
[X,Yi]
for any collection of objects Yi . A full triangulated subcategory of T is called a
localising subcategory if it is closed under coproducts in T . A set P , of objects of
T , is called a set of generators if the only localising subcategory of T that contains
P is T itself.
We will say that an object X of a stable model category is compact or a generator if it
is so in the homotopy category. In the homotopy category of a stable model category
we can define [X,Y ]∗ , the graded set of maps in the homotopy category from X to
Y to be the graded set with [X,Y ]n = [Σ
nX,Y ] for n ∈ Z .
Lemma 1.1.21 Let T be a triangulated category with infinite coproducts and let P be
a set of compact objects. Then the following are equivalent:
(i). The set P is a set of generators.
(ii). An object X of T is acyclic if and only if [P,X]∗ = 0 for all P ∈ P .
Proof This is [SS03b, Lemma 2.2.1].
The following is [SS00, Definition 3.3], this is an important condition which allows
one (see [SS00, Theorem 4.1]) to make model structures for categories of modules and
algebras over a ring object.
Definition 1.1.22 Let C be a monoidal model category, let P be the class of maps of
the form f ⊗ IdZ :X⊗Z → Y ⊗Z where f is an acyclic cofibration and Z is an object
of C . The model category C satisfies the monoid axiom if every map in P -cell is a
weak equivalence.
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1.2 Spaces, Spectra and Equivariance
We will use many different categories, as is common in algebraic topology. We introduce
some of the more important ones here. All of our examples are pointed model categories.
We reiterate that throughout G will be a compact Lie group.
Spaces The category of spaces we use is T∗ , compactly generated weak Hausdorff
based spaces. Based means that every object of the category has a distinguished point,
called the basepoint. Maps of based spaces are required to preserve the basepoints.
This is a symmetric monoidal category under the smash product. The model structure
is cofibrantly generated with generating cofibrations the boundary inclusions Sn−1+ →
Dn+ and generating acyclic cofibrations the inclusions D
n
+ → (D
n × I)+ , for n >
0. The weak equivalences are the weak homotopy equivalences (pi∗ -isomorphisms)
and the fibrations are the Serre fibrations: those maps with the right lifting property
with respect to the generating acyclic cofibrations. This material has been taken from
[Hov99, Section 2.4]. In general whenever we mention a topological space we mean an
object of T∗ .
G-Spaces We can also consider GT∗ , based G-equivariant spaces, as in [MM02,
Chapter III, Section 1]. The basepoint of a space is required to be G-fixed. The
generating cofibrations are those maps (G/H × Sn−1)+ → (G/H ×D
n)+ where n > 0
and H runs through the closed subgroups of G. The generating acyclic cofibrations
are the maps (G/H × Dn)+ → (G/H × D
n × I)+ . A map f of G-spaces is a weak
equivalence or fibration if and only if each fH (the map induced on H -fixed points)
is a weak equivalence or fibration of topological spaces. This category is symmetric
monoidal under the smash product of G-spaces, where G acts diagonally.
Simplicial Sets We take the following information from [Hov99, Chapter 3]. Let
∆ be the category with objects [n] = {0, 1, . . . , n} for n > 0 and morphisms the set
maps such that x > y implies f(x) > f(y). A simplicial set is a contravariant
functor ∆ → Set. This is the category of simplicial sets and we will denote the
category of based simplicial sets by sSet. The generating cofibrations are the maps
∂∆[n] → ∆[n] for n > 0. The generating acyclic cofibrations are Λr[n] → ∆[n] for
n > 0 and 0 6 r 6 n . The cofibrations are the injective maps and the fibrations are
precisely the Kan fibrations. The weak equivalences are those maps f such that the
geometric realisation |f | is a weak homotopy equivalence of topological spaces. We
must also use sQ –mod, simplicial Q-modules. This is the category of contravariant
functors ∆→ Q –mod. The model structure on this category has fibrations and weak
equivalences defined in terms of underlying simplicial sets.
Symmetric Spectra We take our definitions of symmetric spectra from [HSS00]. A
symmetric spectrum is a collection {Xn}n>0 of based simplicial sets with a basepoint
preserving left action of Σn on Xn .
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This collection must have based maps S1 ∧ Xn → Xn+1 for each n > 0 such that
the map Sp ∧ Xn → Xn+p is Σp × Σn -equivariant for p > 1 and n > 0 (with Σp
permuting the p-factors of Sp = (S1)p ). A map f :X → Y of symmetric spectra is
then a sequence of pointed Σn -equivariant maps fn :Xn → Yn which commute with the
structure maps. There is a tensor product ⊗ of symmetric spectra X and Y defined
by
(X ⊗ Y )n =
∨
p+q=n
(Σn)+ ∧Σp×Σq (Xp ∧Xq).
Now we consider a symmetric spectrum S with Sn = S
n (with the permutation action
of Σn on Sn ), this is a ring object with respect to ⊗ . A symmetric spectrum is
naturally a left S -module. The smash product of symmetric spectra is then given by
X ⊗S Y , the tensor product over S . A map is a cofibration if it has the left lifting
property with respect to those maps f such that each fn is an acyclic fibration of
simplicial sets. The fibrations are characterised by the right lifting property and the
fibrant objects are the Ω-spectra, those spectra such that the adjoints of the structure
maps (S1 ∧ Xn → Xn+1 ) are weak equivalences. A spectrum E is injective if given
f :X → Y , a monomorphism and a level-wise equivalence and a map g :X → E there
is an h : Y → E such that hf = g . The weak equivalences are those maps f such
that E0f is an isomorphism for every injective Ω-spectrum E . The notation for this
category is SpΣ(sSet) which we will usually shorten to SpΣ .
There are also versions of symmetric spectra defined in terms of topological spaces as
constructed in [MMSS01]. In that paper they also consider a model structure SpΣ+
called the positive stable model structure. Here the fibrant objects are those spectra
which are Ω-spectra in all levels greater than 0 and the weak equivalences are defined
in terms of injective positive Ω-spectra. The paper [Hov01] generalises these results
still further and considers symmetric spectra in general model categories. Fix some
monoidal model category C and choose some cofibrant object K to take the place
of S1 . The construction of symmetric spectra in C then follows the same plan as
above, replacing simplicial sets with C and S1 with K . This category will be denoted
SpΣ(C;K) or just SpΣ(C).
Orthogonal Spectra We take this from [MM02, Chapter II]. Choose some collection
of finite dimensional irreducible real representations of G. We let U be the direct sum of
countably many copies of each of these representations, we say that U is a universe.
If we take every finite dimensional representation in our collection then we call U
complete. Now we define an indexing G-space in U to be a finite dimensional sub
G-inner product space of U .
Define I UG to be a category with objects those real inner G-product spaces isomorphic
to an indexing G-space in U . The morphisms of this category are the G-spaces of
(non-equivariant) linear isometric isomorphisms, with G acting by conjugation. An
IG -space is then a functor, enriched over based G-spaces, from I
U
G to based G-
spaces. Let GI T be the category of IG -spaces with morphisms the G-equivariant
maps. There is then an obvious notion of an external smash product of two IG -spaces
X and Y : X∧¯Y :I UG × I
U
G → GT∗ . Using a left Kan extension one can internalise
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this and obtain a smash product operation on IG -spaces. The category of orthogonal
G-spectra, GI S is the category of left S-modules in GI T , where S is the IG -
space which takes V to SV , called the sphere spectrum. The monoidal product on
orthogonal G-spectra is the smash product over S , X∧SY := Coeq(X∧S∧Y−→→X∧Y ).
EKMM S -modules We also make use of the category of G-equivariant EKMM
S -modules. The brief details that we give are taken from [MM02, Chapter IV], which
takes the work of [EKMM97] and adapts it to the equivariant setting. We start with the
category of G-prespectra. An object of this category is a collection of G-spaces X(V ),
for each indexing space V of some G-universe U with G-equivariant structure maps
SW−V ∧X(V )→ X(W ) that satisfy the obvious transitivity condition for V ⊂W ⊂ X .
A map of G-prespectra is a collection of equivariant maps f(V ) :X(V ) → Y (V ) that
commute with the structure maps. A G-May spectrum is a prespectrum such the
adjoints of the structure maps, X(V )→ F (SW−V ,X(W )), are homeomorphisms. Any
G-prespectrum can be made into a G-May spectrum, this is called spectrification.
Let I (U,U) be the space of linear isometries U → U , with G acting by conjuga-
tion. Now recall the notion of the half-twisted smash product from [EKMM97]. This
construction can be applied to the equivariant case and for a G-May spectrum X we
have a G-May spectrum I (U,U) ⋉ X . There is a monad L = I (U,U) ⋉ (−) on
G-May spectra with G-equivariant structure maps. We then consider L-spectra: the
category of modules over L , where the action map is required to be a G-map. The
category of L-spectra has an associative and commutative smash product ∧L . The
sphere May-spectrum S (the spectrification of the prespectrum which takes value SV
at level V ) is an L-spectra. If N is an L-spectrum there is a natural map of L-spectra
λN : S ∧L N → N . The category of S -modules is defined to be those L-spectra N
such that λN is an isomorphism. This is our desired category of EKMM S -modules,
written GM . Let V be an indexing space and H a subgroup of G, then a generalised
sphere spectrum is a spectrum of the form S ∧L LΣ∞V (G/H+ ∧ S
n) for n > 0. These
are used to define the model structure on GM can be thought of the building blocks
of the category.
Sometimes we will use the generic term spectrum to indicate either of an orthogonal
spectrum or an EKMM S -module. We will do so when either the category is implicitly
understood or when we are making a statement that applies to either of the above
categories.
Differential graded R-Modules It is appropriate to define the usual model struc-
ture on chain complexes of R-modules, dgR –mod, in this section. This structure is
known as the projective model structure. We take these definitions and results
from [Hov99, Section 2.3]. A map of chain complexes is a weak equivalence if it is a
homology isomorphism and a fibration if it is a surjection. Cofibrations are level-wise
split monomorphisms with cofibrant cokernel. For each n ∈ Z , let SnR be the chain
complex concentrated in degree n , where it takes value R and let DnR be the chain
complex with R in degrees n and n− 1 and zeroes elsewhere, with the identity as the
differential from degree n to n− 1. This is cofibrantly generated model category with
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generating cofibrations the maps Sn−1R → DnR and generating acyclic cofibrations
0 → DnR . We will also need to consider dgR –mod+ , the category of non-negatively
graded chain complexes of R-modules. This has a model structure with weak equiva-
lences the homology isomorphisms and fibrations the surjections.
1.3 The categories GI S and GM
Orthogonal spectra and EKMM S -modules are the most important of the categories
that we will consider. We give some basic results that will be of use later. Both
of these categories have forgetful functors to the category of G-prespectra. The weak
equivalences of orthogonal spectra and EKMM S -modules are defined in terms of these
underlying prespectra. The following is [MM02, Chapter III, Definition 3.2].
Definition 1.3.1 For H a subgroup of G and r an integer, the homotopy group
piHr (X) of a G-prespectrum X is
piHr (X) = ColimV pi
H
r (Ω
VX(V )) if r > 0
piH−r(X) = ColimV⊃Rr pi
H
0 (Ω
V−RrX(V )) if r > 0
where the colimits run over the G-indexing spaces in U .
Theorem 1.3.2 For G a compact Lie group, the following classes of maps define a
cofibrantly generated, proper, closed symmetric monoidal model structure on GI S , the
category of G-equivariant orthogonal spectra. This model structure satisfies the monoid
axiom. The weak equivalences are those maps f such that piHr (f) is an isomorphism
for all subgroups H of G and all integers r . The cofibrations are the maps with the left
lifting property with respect to maps which are level-wise acyclic fibrations of G-spaces.
The fibrations are those maps with the right lifting property with respect to cofibrations
which are also weak equivalences.
Proof This summary consists of [MM02, Chapter III, Theorem 4.2 and Proposition
7.5].
As one would expect, we will often call weak equivalences pi∗ -isomorphisms. We
will shortly define a model structure on EKMM spectra and we would like a strong
monoidal Quillen equivalence between GI S and EKMM spectra. To obtain such an
equivalence we need a slightly different model structure on orthogonal spectra called
the positive model structure (see [MM02, Chapter III, Section 5]). The other reason
to use the positive model structure is to create a model structure of commutative ring
spectra in orthogonal spectra. One cannot do this with the usual model structure on
orthogonal spectra as is commented upon in [MMSS01, Section 14] which references
[Lew91].
A positive level acyclic fibration is a map of orthogonal spectra that is an acyclic
fibration of G-spaces on all levels V with V G 6= 0. A positive cofibration is a map
with the left lifting property with respect to the positive level acyclic fibrations. A
positive fibration is a map with the right lifting property with respect to the positive
cofibrations that are also pi∗ -isomorphisms.
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Theorem 1.3.3 The positive cofibrations, positive fibrations and weak equivalences
define a cofibrantly generated, proper, closed symmetric monoidal model structure on G-
equivariant orthogonal spectra. This model category satisfies the monoid axiom and will
be denoted by GI S + . The identity functor is the left adjoint of a Quillen equivalence
Id:GI S + → GI S .
Proof This is [MM02, Chapter III, Theorem 5.3 and Propositions 5.8 and 7.3].
We now turn to EKMM S -modules, the model structure we are interested in is the
generalised cellular structure. The generating cofibrations are the maps E → I ∧ E
and the generating acyclic cofibrations are the maps (I ∧ E) → (I ∧ E) ∧ I+ for a
generalised sphere spectrum.
Theorem 1.3.4 For G a compact Lie group, the pi∗ -isomorphisms, generalised cofi-
brations and restricted q -fibrations form a cofibrantly generated, proper, closed symmet-
ric monoidal model structure on GM. There is a strong symmetric monoidal Quillen
equivalence
N : GI S +−−→←−GM : N
#.
Proof We have taken this from [MM02, Chapter IV, Theorems 1.1, 1.2, and 2.9].
We remind the reader that the categories GI S , GI S + and GM depend on the
choice of universe U . When we wish to specify the universe we are working with, we
shall decorate the notation for these categories accordingly. We will always require that
our universe is complete. We will (temporarily) denote the sphere spectrum in each of
these categories by S .
Definition 1.3.5 For G a compact Lie group the Burnside ring A(G) is defined to
be [S,S]G , maps in the homotopy category of GM or GI S .
See [LMSM86, Chapter V, Definitions 2.1 and 2.9] for more details. The ring multipli-
cation is given by composition, which is commutative since [f ◦ g] = [f ∧ g] = [g ∧ f ] ,
for homotopy classes of maps [f ] and [g] . It is a well known result that when G is
finite, [S,S]G is isomorphic as a ring to the Grothendieck group of isomorphism classes
of finite G-sets. The following result implies that piG0 (S) ∼= A(G).
Lemma 1.3.6 Let X be an orthogonal spectrum, then for any subgroup H of G and
integers q > 0, p > 0
[ΣqS0 ∧G/H+,X]
G ∼= piHq (X)
[FpS
0 ∧G/H+,X]
G ∼= piH−p(X)
where the left hand side denotes maps in the homotopy category of GI S .
Proof We apply [MM02, Chapter III, Theorem 4.16] which expresses maps of orthogo-
nal spectra in terms of their underlying prespectra. Then [Ada74, Part III, Proposition
2.8] relates maps in the homotopy category of G-prespectra to homotopy groups.
The same result holds of GM , the only change necessary is to use [MM02, Chapter
IV, Theorem 2.9] to move to prespectra.
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Definition 1.3.7 For a subgroup H of G, the inclusion of H in G will be written
ιH . The map G→ {e} will be written εG .
From these maps we have the change of groups functors ι∗H and ε
∗
G . For X a G-space,
ι∗H(X) is X considered as an H -space. A non-equivariant space Y can be thought of
as a G-space with trivial action, we call this G-space ε∗G(Y ), this functor is known as
the inflation functor.
Lemma 1.3.8 There is a Quillen pair ε∗G : T∗
−−→←−GT∗ : (−)
G and for each subgroup
H of G there is a Quillen pair G+ ∧H (−) : HT∗
−−→←−GT∗ : ι
∗
H . Furthermore these
functors are related by the natural isomorphism ε∗H
∼= ι∗H ◦ ε
∗
G .
There are spectrum level versions of these functors for both GI S and GM . The
definitions differ of course, but the essential idea comes from the space level versions.
More details can be found in [MM02, Chapter V, Sections 2 and 3] for GI S and
[MM02, Chapter VI, Sections 1 and 3] for GM . Since we are working equivariantly we
need to adjust our notion of compact slightly.
Definition 1.3.9 An object X of GI S or GM is H -compact if
[ι∗HX,
∨
i
Yi]
H ∼=
⊕
i
[ι∗HX,Yi]
H
for any collection of H -spectra Yi .
That is, X is H -compact if ι∗HX is compact in the category of H -spectra.
Lemma 1.3.10 The suspension spectra Σ∞G/H+ for H a closed subgroup of G are
a set of G-compact generators for the category of G-spectra. Hence S is H -compact
for each subgroup H of G.
Proof This is a well known fact, see [LMSM86, Chapter I, Definition 4.4 and Lemma
5.3] or [HPS97, Theorem 9.4.3]. We prove this result here, though we will need some
definitions and results from later in the work. That the G/H+ are generators fol-
lows from Lemma 1.3.6. That these objects are G-compact follows from Proposition
3.1.5. Take some collection {Yi}i∈I , we describe
∨
i∈I Yi in terms of a filtered col-
imit. Consider the diagram P(I) with object set the collection of subsets of I and
morphisms the inclusions. This is obviously a filtered diagram and if we define a func-
tor X :P(I) → GI S by X(J) =
∨
j∈J Yj with morphisms the obvious inclusions we
see that ColimJ X(J) ∼=
∨
i∈I Yi . Furthermore the maps X(J) → X(J
′) for J ⊆ J ′
are all h-cofibrations (Definition 1.3.13), so that ColimJ X(J) is weakly equivalent to
HoColimJ X(J) (Definition 1.4.6). Hence we have the following isomorphisms which
complete the proof.
piH∗ (
∨
i∈I
Yi) ∼= pi
H
∗ (ColimJ X(J))
∼= ColimJ pi
H
∗ (X(J))
∼=
⊕
i∈I
piH∗ (Yi)
For the result below we need a definition: the G-space FG is the collection of subgroups
of G with finite index in their normaliser with topology given by the Hausdorff topology.
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Lemma 1.3.11 (tom Dieck) For G a compact Lie group, there is an isomorphism
of rings A(G)⊗Q ∼= C(FG/G,Q).
Proof We have taken this result from [LMSM86, Chapter V, Lemma 2.10], which
references [tD77, Lemma 6].
In [Gre98a] a space SfG is constructed, as a set it consists of the closed subgroups of
G, but it does not have the topology induced from the Hausdorff metric. We can relate
SfG to the space FG via the equivalence relation ∼ on SfG which is generated by the
following: two subgroups H P H ′ are related by ∼ if the quotient H ′/H is a torus.
Then (SfG/ ∼) ∼= FG and we use tom Dieck’s isomorphism to see that an idempotent
of A(G) ⊗ Q corresponds to an open and closed G-invariant subspace of SfG that is
a union of ∼ classes.
Definition 1.3.12 Let a ∈ A(G)⊗Q , then the support of a is the set of H 6 G such
that a(H) ∈ Q is non-zero (considering a as a continuous map (SfG/ ∼)/G→ Q).
Definition 1.3.13 Working in either of GI S or GM , a map f :X → Y is called
an h-cofibration if it satisfies the G-homotopy extension property defined as
follows: whenever there is a pair of maps of G-spectra F :X ∧ I+ → Z and g :Y → Z
such that F ◦ i0 = g ◦ f there exists a map F
′ :Y ∧ I+ → Z making the diagram below
commute.
X
i0 //
f

X ∧ I+
F

f∧Id

Y
g //
i0
..
Z
Y ∧ I+
F ′
eeKKKKKKKKKKK
We have taken this definition from [MMSS01, Section 5], as stated in that section there
is a universal test case. Let Z =Mf (the mapping cylinder, see Definition 1.4.2), and
let g and F be the evident maps. If a suitable F ′ exists in this case, then f is an
h-cofibration. The shorthand notation is X
_ // Y .
Lemma 1.3.14 A map f :X → Y is an h-cofibration if and only if it has the left lifting
property with respect to the class of maps ev0 :F (I+, B) → B . That is, f :X → Y is
an h-cofibration if and only if every commutative diagram of the form below has a lift.
X
f

g // F (I+, B)
ev0

Y
88
h
// B
Proof It is easy to show that this is an equivalent condition to the definition, perhaps
the only point worth noting is that if h :X ∧ I+ → B is the adjoint map to h˜ :X →
F (I+, B) then h ◦ i0 = ev0 ◦ h˜ .
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From this description it is clear that pushouts, colimits, retracts and compositions of
h-cofibrations are also h-cofibrations. There are some standard maps which are always
used in homotopy theory, we have i0 :S
0 → I+ , it takes the non-basepoint point of S
0
to 0 ∈ I+ . Equally there is i1 :S
0 → I+ which sends that point to 1. We also need
j :S0 → I which includes S0 as the endpoints into I .
Lemma 1.3.15 The maps i0, i1 :S
0 → I+ and j :S
0 → I are cofibrations of G-spaces.
Proof The map i0 is a generating acyclic cofibration of the model category of G-
spaces, hence i1 is a cofibration. Label the points of S
0
+ as 0, 1 and + (the basepoint)
and similarly for the endpoints and basepoint of I+ . We can express S
0 and I as
quotients of the spaces S0+ and I+ by the pushout diagrams below.
{0}+

// S0+
a

{0}+

// I+
b

∗
p
// S0
·
∗
p
// I
·
Now we take a test diagram, with f an acyclic fibration of G-spaces
S0+
i

a // S0
α //
j

A
f∼

I+
b
// I
β
// B
this diagram gives a lift g : I+ → A and since g(+) = g(0) this passes to a map h : I → A
and this provides the requisite lift to show that j is a cofibration of G-spaces.
Lemma 1.3.16 If f :X → Y is a cofibration of G-spaces and A is a G-spectrum (in
GI S or GM), then Id∧f :A ∧X → A ∧ Y is an h-cofibration. Smashing with A
preserves h-cofibrations of G-spectra.
Proof The first statement follows from standard adjunctions relating smashing spectra
with G-spaces to the space of maps between two G-spectra. Looking at the universal
test case it is easy to see that smashing with a spectrum preserves h-cofibrations (for
orthogonal spectra this statement is [MM02, Chapter III, Lemma 7.1]).
We now give the analogue of [MM02, Chapter III, Lemma 2.5] for GM .
Lemma 1.3.17 A cofibration of GM is an h-cofibration
Proof A generating cofibration has the form E → CE = E ∧ I for E a generalised
sphere S -module. These are all h-cofibrations of G-spectra since the maps S0 → I
and S0 → I+ are cofibrations of G-spaces. Now recall that h-cofibrations are preserved
by forming relative cell complexes and retracts to complete the proof.
Corollary 1.3.18 For a G-spectrum X (in GI S or GM), the maps i0, i1 :X →
X ∧ I+ and j :X → CX are h-cofibrations. In addition, if X is cofibrant, then these
maps are cofibrations.
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Proof The first statement follows from Lemma 1.3.16 and the second from the fact
that ∧ :GI S × GT∗ → GI S and ∧ :GM× GT∗ → GM are Quillen bifunctors.
We note that the operations above are Quillen bifunctors because GI S and GM
are G-topological ([MM02, Chapter III, Definition 1.14]), in fact these conditions are
equivalent.
Lemma 1.3.19 Every object of GM is fibrant.
Proof We must check that following diagram has a lift, for E a generalised sphere
spectrum.
CE
f //

i0 ∼

X_

CE ∧ I+ // ∗
There is a retraction map r :CE ∧ I+ → CE such that r ◦ i0 = 1 and we take the lift
to be f ◦ r .
We can give the analogues of [MM02, Chapter III, Propositions 7.3 and 7.4] for GM .
Lemma 1.3.20 Let X be a generalised cofibrant spectrum in GM, then the functor
X ∧ − preserves weak equivalences. For any acyclic cofibration f and any spectrum
Z , the map f ∧ IdZ is an h-cofibration and a pi∗ -isomorphism. Furthermore pushouts
and sequential colimits of such maps are h-cofibrations and pi∗ -isomorphisms.
Proof The spectrum X is a retract of a generalised cell complex Y . That is: we have
the following diagram X → Y → X with composite map the identity. It suffices to
prove this result for generalised cell complexes by the following argument. Assume the
result holds for Y and take f :A→ B a weak equivalence, then we have the diagram:
X ∧A

// Y ∧A //
∼

X ∧A

X ∧B // Y ∧B // X ∧B
hence X ∧A→ X ∧B is a retract of a weak equivalence and thus a weak equivalence.
The arguments in [MM02, Chapter III, Proposition 7.3] show that we can reduce this
result to proving that if C is a spectrum with trivial homotopy groups, then C∧E has
trivial homotopy groups for E a generalised sphere S -module. Fix n and a G-indexing
space V and consider the generalised sphere S -module E = S ∧L LΣ∞V (G/H+ ∧ S
n).
Since E is strongly dualisable ([LMSM86, Chapter III] or [May96, Chapter XVI, Section
7]) we see (by the conditions on C )
piKn (C ∧E) = [S
n, C ∧E]K ∼= [Sn ∧ F (E,S), C]K = 0.
The rest of the lemma follows by the same proof as given for [MMSS01, Proposition
12.5]. For the last statement we use [MM02, Chapter IV, Remark 2.8].
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Remark 1.3.21 As stated above GI S and GM are Quillen equivalent. In fact
[MM02] shows much more, it proves that every construction in GM is the same (up
to homotopy) to the corresponding construction in G-equivariant orthogonal spec-
tra. Such constructions include fixed and orbit spectra, geometric fixed point spectra,
change of groups and change of universe. So if one were to define an ‘equivariant stable
homotopy theory’, then we would have a theorem - both G equivariant S -modules
and G-equivariant orthogonal spectra model the same ‘equivariant stable homotopy
theory’. When G is the trivial group the category of G-equivariant orthogonal spectra
is a model for the stable homotopy category.
1.4 Homotopy Colimits
When one has to construct an object of a model category as a colimit from homo-
topy level information there will often be choices made in the construction. The
correct gadget to organise these choices is a homotopy colimit. Given diagrams C
and D in our model category, a map of diagrams f : C → D will induce a map
Colim(f) : Colim(C)→ Colim(D). If f is an object-wise weak equivalence the induced
map will not necessarily be a weak equivalence. A good source for a modern description
of these homotopy colimits is [DHKS04]. We will need to use homotopy pushouts and
homotopy sequential colimits. All of our categories are cofibrantly generated, thus we
can use functorial factorisation in these categories to give some functoriality in our def-
inition of homotopy colimits. Most of the constructions and results of this section hold
for quite general model categories. Our main assumptions are that the model category
is proper and topological (see [Hov99, Definition 4.2.18]). We have taken the following
from [DS95, section 10].
Definition 1.4.1 Consider a diagram B ← A → C , let ĉA → A be the cofibrant
replacement of A . Factor the maps ĉA → B and ĉA → C into cofibrations followed
by acyclic fibrations.
B′
∼

ĉAoooo // //
∼

C ′
∼

B Aoo // C
The colimit of B′ ← ĉA → C ′ is the homotopy pushout of B ← A → C , written
HoColim(B ← A→ C).
This construction has the property that a map of pushout diagrams that is an object-
wise weak equivalence induces a weak equivalence between the homotopy pushouts, this
is verified in [DS95, section 10]. The reader can also use the definition of a homotopy
pushout in [Hir03, 13.5] which has the desired property since our categories are proper
(hence left proper). In that section they also prove that there is a weak equivalence
between this definition and the construction above.
Definition 1.4.2 Take a map f :X → Y , then Y/X is the colimit of the diagram
∗ ← X → Y . The mapping cylinder of f , Mf , is the pushout of the diagram
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X ∧ I+ ← X → Y using the map i0 :X → X ∧ I+ . The mapping cone, Cf , or
cofibre of f is the colimit of the diagram CX ← X → Y (see the diagram below).
The homotopy cofibre of f is the homotopy pushout of the diagram ∗ ← X → Y .
X
f //
_
i0

Y_

X
_ i1 //

X ∧ I+
p
//

Mf

·
∗ _ //
p
CX //
· p
Cf
·
In the diagram above the maps i0 and i1 are the inclusions of X into the 0 and 1 ends
of X ∧ I+ and the reader should recall that the map X → CX is an h-cofibration.
The mapping cone construction has required property that a commutative square as
below, such that the vertical maps are weak equivalences, induces a weak equivalence
of the cofibres Cf → Cg .
X
f //
∼

Y
∼

A g
// B
This is proved by repeated application of [MM02, Chapter III, Theorem 3.5] (or [MM02,
Chapter IV, Remark 2.8] for GM) which state that given a diagram as below,
X
∼

Y
_oo //
∼

Z
∼

X ′ Y ′
_oo // Z ′
the induced map of pushouts is a weak equivalence. The dual construction to Cf
gives Ff , the fibre of a map, defined in terms of the pullback of f over the map
F (I, Y ) → Y . Note that if X and Y are cofibrant then Cf is cofibrant by Corollary
1.3.18 and the fact that cofibrations are preserved by pushouts (using the diagram
CX ← X → Y ). The dual to Y/X is f−1∗, the pre-image of the basepoint of Y . For
the sake of completeness and as a useful exercise in the above definitions we record the
result below which can be thought of as saying that the mapping cone is a construction
of the homotopy cofibre.
Lemma 1.4.3 The mapping cone of a map f :X → Y is weakly equivalent to the
homotopy cofibre of f .
Proof We begin by replacing X by a cofibrant object, ĉX → X then we factorise the
maps ĉX → ∗ and ĉX → Y into cofibrations followed by acyclic fibrations,
Z ′
∼

ĉXoooo // //
∼

Y ′
∼

∗ Xoo // Y
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We now draw a comparison diagram
Z ′
0 ∼

ĉXoooo //
f ′ //
i1 ∼

Y ′
i1 ∼

CĉX ĉX ∧ I+
qoo //f
′∧1 // Y ∧ I+
CĉX
= ∼
OO
ĉX
_oo // f
′
//
i0 ∼
OO
Y ′
i0 ∼
OO
The map labelled 0 is the map which sends Z ′ to the basepoint of CĉX . The maps
f ′ and f ′ ∧ 1 are cofibrations, hence h-cofibrations and all vertical maps are weak
equivalences. Thus, the pushouts of the horizontal diagrams are weakly equivalent.
The final comparison is
CĉX
∼

ĉX
_oo // //
∼

Y ′
∼

CX X
_oo // Y
and this induces a weak equivalence of the pushouts by the standard argument.
Lemma 1.4.4 For any two homotopic maps f0, f1 :X → Y there is a chain of weak
equivalences between cofibre(f0) and cofibre(f1).
Proof Use the commutative diagram below.
CX
i0 ∼

X
_oo f0 //
i0 ∼

Y
= ∼

CX ∧ I+ X ∧ I+
_oo F // Y
CX
i1 ∼
OO
X
_oo f1 //
i1 ∼
OO
Y
= ∼
OO
The maps i0 and i1 are (level equivalences and hence) weak equivalences and X → CX
is an h-cofibration. Hence we apply [MM02, Chapter III, Theorem 3.5] and see that
cofibre(f0), cofibre(F ) and cofibre(f1) are all weakly equivalent.
Lemma 1.4.5 A homotopy commuting square
A
p

f // B
q

C g
// D
induces a zig-zag of maps between cofibre(f) and cofibre(g). Furthermore if p and q
are weak equivalences then the zig-zag consists of weak equivalences.
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Proof We know that q ◦ f ≃ g ◦ p and thus by Lemma 1.4.4 we know that these
maps have weakly equivalent cofibres with a zig-zag of comparisons cofibre(q ◦ f) →
cofibre(F )← cofibre(g ◦ p). All we need now is the pair of diagrams
A
=

f // B
q

A
p

g◦p // D
=

A
q◦f
// D C g
// D
which will give us the comparison maps cofibre(f)→ cofibre(q◦f) and cofibre(g◦p)→
cofibre(g). These are weak equivalences when p and q are.
Definition 1.4.6 For a sequence of maps
X0
f0
−→ X1
f1
−→ X2
f2
−→ X3
f3
−→ X4 −→ . . .
we define the homotopy sequential colimit or telescope to be the colimit of the
following diagram.
X0 //
g0 //
h0=

X ′1
// g1 //
h1∼

X ′2
// g2 //
h2∼

X ′3
// g3 //
h3∼

X ′4
// g4 //
h4∼

. . .
X0
f0
// X1
f1
// X2
f2
// X3
f4
// X4
f5
// . . .
Where hi+1 ◦ gi is a factorisation of fi ◦ hi into a cofibration followed by a acyclic
fibration. We denote this construction by HoColimiXi .
Lemma 1.4.7 For a map of colimit diagrams as below, there is an induced map of
homotopy colimits HoColimiXi → HoColimi Yi .
X0
g0 //
h0

X1
g1 //
h1

X2
g2 //
h2

X3
g3 //
h3

X4
g4 //
h4

. . .
Y0
f0
// Y1
f1
// Y2
f2
// Y3
f4
// Y4
f5
// . . .
Proof This follows from the fact that we have assumed functorial factorisation in our
definition of a model category.
This lemma with the following proposition will imply that if the above map of col-
imit diagrams is an object-wise weak equivalence, then the induced map of homotopy
colimits is a weak equivalence.
Proposition 1.4.8 For a map of colimit diagrams that is an object-wise weak equiva-
lence as below, the induced map of colimits is a weak equivalence.
X0
_ g0 //
h0∼

X1
_ g1 //
h1∼

X2
_ g2 //
h2∼

X3
_ g3 //
h3∼

X4
_ g4 //
h4∼

. . .
Y0
_
f0
// Y1
_
f1
// Y2
_
f2
// Y3
_
f4
// Y4
_
f5
// . . .
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Proof We begin by extending the diagram to include the cofibres of the hi , we have
li : Yi → Chi , which is an h-cofibration and ki :Chi → Chi+1 . The map ki is an h-
cofibration by inspection and since each Chi is acyclic (consider the long exact sequence
of a cofibration) each ki is a weak equivalence.
We now apply [MM02, Chapter III, Theorem 3.5 or Chapter IV, Remark 2.8] to see that
Colimi(Chi) is acyclic. Now we apply the standard yoga of colimits and left adjoints
(recall that CXi = Xi ∧ I ) to see that Colimi(Chi) ∼= CColimi(hi), Hence, both are
acyclic and we can conclude that Colimi(hi) is a weak equivalence.
Now we give a rather specific lemma, analogous to Lemma 1.4.5 which allows us to take
homotopy level information and use it to create a zig-zag of maps between homotopy
colimits. The constructions in this result are standard. We use this lemma in the proof
of Theorem 3.2.4.
Lemma 1.4.9 Consider two sequential colimit diagrams gi :Xi → Xi+1 and fi :Yi →
Yi+1 , with each fi an h-cofibration (i > 0). Assume that there is a collection of weak
equivalences hi :Xi → Yi , with homotopies Fi :Xi ∧ I → Yi such that Fi ◦ i0 = hi+1 ◦ gi
and Fi ◦ i1 = fi ◦ hi . Then HoColimiXi and Colimi Yi are weakly equivalent.
Proof We start by drawing the information above as a diagram. We have only assumed
that gi ◦hi and hi+1 ◦ fi are homotopic, so we obtain a homotopy commuting diagram
as below.
X0
g0 //
h0

X1
g1 //
h1

X2
g2 //
h2

X3
g3 //
h3

X4
g4 //
h4

. . .
Y0
_
f0
//
F0
Y1
_
f1
//
F1
Y2
_
f2
//
F2
Y3
_
f4
//
F3
Y4
_
f5
//
F4
. . .
We now perform the classical construction of the homotopy colimit to replace gi :Xi →
Xi+1 with a sequence of h-cofibrations ki :Zi → Zi+1 with weak equivalences ai :Xi →
Zi and ri :Zi → Xi such that ri ◦ ai = IdXi and ri+1 ◦ ki = gi ◦ ri . Let Z0 = X0 and
a0 = r0 = IdX0 , assume inductively we have created stage i , we construct stage i + 1
of Zi as a pushout below.
Xi
gi //
_
i0◦ai ∼

Xi+1_
ai+1∼

Zi ∧ I+
p
bi
// Zi+1
·
The map ai+1 :Xi+1 → Zi+1 , is an h-cofibration and a weak equivalence by [MM02,
Chapter IV, Theorem 3.5]. We define ki :Zi → Zi+1 as the composite bi◦i1 , which is an
h-cofibration. The map ri+1 is induced by IdXi+1 and the map Zi ∧ I+ → Xi+1 given
by retracting to Zi , then applying ki ◦ ri . Since ai+1 is a weak equivalence so is ri .
The collection ri :Zi → Xi+1 gives a map of colimit diagrams. Thus we have induced
weak equivalences HoColimi Zi → Colimi Zi and HoColimi Zi → HoColimiXi .
Now we compare the Zi to the Yi , this is slightly more complicated. We will construct
weak equivalences mi :Zi → Yi and homotopies Gi :Zi∧ I+ → Yi+1 such that mi ◦ai =
hi , and mi+1 ◦ bi = Gi . Since Z0 = X0 , we can take m0 = h0 . We construct G0 using
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the fact that a0 is an h-cofibration.
X0
i1 //
a0

X0 ∧ I+
F0

a0∧Id

Z0
f0◦m0 //
i1
..
Y1
Z0 ∧ I+
G0
ffLLLLLLLLLLL
From the definition of Z1 the maps h1 :X1 → Y1 and G0 : Z0 ∧ I+ → Y1 induce
m1 :Z1 → Y1 . We now inductively make mi+1 from Gi and Gi+1 from mi+1 . The
mi induce a map of colimits Colimi Zi → Colimi Yi . Since mi ◦ ai = hi , mi is a weak
equivalence for all i > 1. Hence the induced map of colimits is a weak equivalence.
Proposition 1.4.10 If X0 is cofibrant then HoColimiXi is cofibrant. If either of X0
or Y is cofibrant then there is a weak equivalence
HoColimi(Y ∧Xi)→ Y ∧HoColimi(Xi).
Proof This follows by standard manipulations of the definitions and the fact that
smashing with a cofibrant object preserves weak equivalences.
1.5 Rational Sphere Spectra
We construct a ‘rational sphere spectrum’ which we will use in Section 2.2 to construct
model categories of rational spectra. We will construct Q as a group and translate this
into spectra. We will do this for both GM and GI S . Later we will specialise to
GM and make a rational sphere spectrum that is a commutative ring spectrum. In
order to make the following clear we use S for the unit of the smash product of GI S
and S the unit for GM , we work in GI S to begin with.
Take a free resolution of Q as an abelian group, 0 → R
f
→ F → Q → 0. Since a free
abelian group is a direct sum of copies of Z we can rewrite this short exact sequence
as 0→
⊕
i Z
f
→
⊕
j Z→ Q→ 0. Since Q is flat, the sequence 0→
⊕
iM
f
→
⊕
jM →
Q ⊗M → 0 is exact for any abelian group M . Hence for each subgroup H of G,
we have an injective map (which we also denote as f )
⊕
iA(H)
f
→
⊕
j A(H) and⊕
j A(H)/
⊕
iA(H)
∼= A(H)⊗Q .
Lemma 1.5.1 For H , a subgroup of G,
[
∨
i
S,
∨
j
S]H ∼=
∏
i
⊕
j
[S,S]H ∼=
∏
i
⊕
j
A(H) ∼= HomA(H)
(⊕
i
A(H),
⊕
j
A(H)
)
.
Proof Since maps out a coproduct is a product of maps we have an isomorphism
[
∨
i
S,
∨
j
S]H ∼=
∏
i
[S,
∨
j
S]H .
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Now we apply the fact that S is H -compact and known isomorphisms to obtain the
result.
Thus we can choose g : f̂
∨
i S→ f̂
∨
j S , a representative for the homotopy class corre-
sponding to f .
Definition 1.5.2 For the map g as constructed above, the cofibre of g is the rational
sphere spectrum and we have a cofibre sequence
f̂
∨
i
S
g
−→ f̂
∨
j
S −→ S0Q.
A different choice of representative for the homotopy class [g] will induce a weak equiv-
alence between the cofibres, and hence (up to weak equivalence) S0Q is independent of
this choice of representative. Returning to GM we can perform the analogous construc-
tion:
∨
i ĉS →
∨
j ĉS → S
0
MQ , where we need to take cofibrant replacements (since
S is not cofibrant in GM). For GI S + we construct f̂
∨
i ĉS → f̂
∨
j ĉS → S
0Q+ .
Note that there is an inclusion α : S → f̂
∨
j S which sends S to the term of
∨
j S cor-
responding to 1 ∈ Q . We have similar maps for GM and GI S + using ĉS →
∨
j ĉS
and ĉS→ f̂
∨
j ĉS .
Proposition 1.5.3 The rational sphere spectra S0Q , S0MQ and S
0Q+ are cofibrant.
Proof We give the proof for GI S , the other cases follow by the same argument. The
diagram below gives the definition of the cofibre of g .
f̂
∨
iS
g //

j

f̂
∨
jS


Cf̂
∨
iS
//
p
Cg
·
Since a wedge of cofibrant objects is again cofibrant,
∨
i S is cofibrant, hence so is
f̂
∨
i S . Corollary 1.3.18 tells us that j is a cofibration and cofibrations are preserved
by pushouts, so
∨
j S→ Cg is a cofibration from a cofibrant object to Cg .
Proposition 1.5.4 Let X be an orthogonal G-spectrum, then for any subgroup H
of G there is a natural isomorphism piH∗ (X ∧ S
0Q) ∼= piH∗ (X) ⊗ Q . Furthermore,
the map (IdX ∧α)∗ : pi
H
∗ (X) → pi
H
∗ (S
0Q ∧ X) acts as x → x ⊗ 1. The corresponding
statement holds in GM: there is an isomorphism piH∗ (X ∧ S
0Q) ∼= piH∗ (X) ⊗ Q . The
map piH∗ (ĉS ∧X)→ pi
H
∗ (S
0Q ∧X) acts as x→ x⊗ 1.
Proof Using the cofibre sequence which defines S0Q we have the following collection
of isomorphic long exact sequences of homotopy groups
. . . −→ piHn (X ∧ f̂
∨
i S)
(Id∧g)∗
−→ piHn (X ∧ f̂
∨
j S) −→ pi
H
n (X ∧ S
0Q) −→ . . .
. . . −→ piHn (
∨
iX)
(Id∧g)∗
−→ piHn (
∨
j X) −→ pi
H
n (X ∧ S
0Q) −→ . . .
. . . −→
⊕
i pi
H
n (X)
g⊗Id
−→
⊕
j pi
H
n (X) −→ pi
H
n (X ∧ S
0Q) −→ . . .
. . . −→
⊕
i Z
⊗
piHn (X)
g⊗Id
−→
⊕
j Z
⊗
piHn (X) −→ pi
H
n (X ∧ S
0Q) −→ . . .
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Since the map g⊗Id : (
⊕
i Z)⊗pi
H
n (X)→ (
⊕
j Z)⊗pi
H
n (X) is injective for all n , this long
exact sequence splits into short exact sequences and we conclude that piH∗ (X ∧S
0Q) ∼=
piH∗ (X) ⊗ Q . The calculation of (IdX ∧α)∗ follows immediately, as do the statements
regarding GM .
Lemma 1.5.5 The positive rational sphere spectrum S0Q+ is weakly equivalent to the
rational sphere spectrum, S0Q . The rational sphere spectra NS0Q+ and S0MQ are
weakly equivalent.
Proof The first statement follows from the fact that the positive cofibrant replacement
of S is weakly equivalent to S . For the second statement, let c and f denote fibrant
replacement in GI S + and ĉ be cofibrant replacement in GM . Since N is a strong
monoidal left adjoint, we know that the map NcS → NS ∼= S is a weak equivalence.
Hence we can choose (via lifting properties) a weak equivalence NcS→ ĉS . We can then
make the following diagram, which commutes up to homotopy. Each of the horizontal
maps is some choice of a representative for g .
Nf
∨
jcS // Nf
∨
icS
N
∨
jcS //
OO
∼
OO
∼

N
∨
icS
OO
∼
OO
∼
∨
j ĉS //
∨
iĉS
The vertical maps are weak equivalences, hence the cofibres of the horizontal maps are
weakly equivalent.
Later it will be important to have a commutative ring spectrum that we can call a
rational sphere, we give a method to construct such a object. We work exclusively in
GM in the following. We note here that the classical concept of cell spectra can be
reworded to: X is a cell spectrum if the map ∗ → X is in I -cell. We may as well
have made S0MQ in GM from copies of a cellular replacement of the sphere spectrum
(see [EKMM97, Chapter III, Theorem 2.10]). If we do so, then we have the following
lemma.
Lemma 1.5.6 The rational sphere spectrum S0MQ is a cell S -module.
Proof Recall the following from [LMSM86, Chapter I, Lemma 5.7]: a wedge of cell
S -modules is a cell S -module, for a cell S -module X the canonical map X → CX
is an inclusion of a cell subcomplex and the pushout of a cellular map of cell S -
modules along an inclusion of a cell subcomplex is a cell S -module. Now we use
[LMSM86, Chapter I, Theorem 5.8] (Cellular Approximation) to ensure that the map
f :
∨
iΣ
∞S0 →
∨
j Σ
∞S0 is cellular and the result follows since Σ∞S0 is a cell S -
module.
To obtain our commutative ring spectrum we use [EKMM97, Chapter VIII, Theorem
2.2], we give the statement that we will need below. Here we assume that E is a
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cell spectrum (hence cofibrant). We need to use the language of E -equivalences and
E -localisation from 2.1.
Theorem 1.5.7 For a cell commutative R-algebra A, the localisation λ :A→ AE can
be constructed as the inclusion of a subcomplex in a cell commutative R-algebra AE . In
particular A→ AE is an E -equivalence and a cofibration of commutative ring spectra
for any cell commutative R-algebra A.
Proof This result goes through with the same proof as in [EKMM97].
Definition 1.5.8 Let SQ be the commutative ring spectrum constructed as the S
0
MQ-
localisation of S in GM with the generalised cellular model structure.
It follows immediately that the unit η :S → SQ is an S
0
MQ-equivalence.
Lemma 1.5.9 There is a weak equivalence S0MQ→ SQ .
Proof Begin with the map ĉS →
∨
j ĉS which maps into the ĉS factor corresponding
to 1 ∈ Q . This is clearly a cofibration, hence we obtain a cofibration ĉS → S0MQ
that is an isomorphism of rational homotopy groups and hence by Lemma 2.2.1 is
an S0MQ-equivalence. We then have the composite map ĉS → S → SQ which is
a S0MQ-equivalence into an S
0
MQ-local object. Thus we obtain a S
0
MQ-equivalence
S0MQ → SQ (via the lifting properties in LS0MQGM). By Theorem 2.2.4, SQ has
rational homotopy groups thus our lift must be a pi∗ -isomorphism.
Chapter 2
Localisations of G-Spectra
We will define our category of rational spectra in terms of a Bousfield localisation of
GI S or GM . We will need other localisations later, so we begin by looking at the
general case as considered in [MM02, Chapter IV, Section 6], our contribution will be
in proving that most of the good model category properties of G-spectra are preserved
by localisation (left properness, the pushout product axiom and the monoid axiom).
We then construct our category of rational G-spectra in Section 2.2 and prove that it is
independent of the choices in our construction (see Lemma 2.2.1 and Propositions 2.2.6
and 2.2.7). We give a different construction in terms of modules over a ring spectrum
in Section 2.3 and show that this construction is Quillen equivalent to the previous one
(Theorem 2.3.4).
2.1 The Bousfield Localisations of GI S and GM
The results below apply to GI S , GI S + and GM so we work with notation appro-
priate to GI S and will note when changes are needed for GM or GI S + . Aside
from the theorem below which allows us to actually construct these localisations, the
major results are Theorem 2.1.12 and Proposition 2.1.18. The first allows us to compare
localised categories and the second shows that we can localise categories of modules
over a ring spectrum. The definition below is [MM02, Chapter IV, Definition 6.2].
Definition 2.1.1 Let E be a cofibrant spectrum or a cofibrant based G-space and let
X , Y and Z be orthogonal spectra.
(i). A map f :X → Y is an E -equivalence if IdE ∧f :E ∧ X → E ∧ Y is a weak
equivalence.
(ii). Z is E -local if f∗ : [Y,Z]G → [X,Z]G is an isomorphism for all E -equivalences
f :X → Y .
(iii). An E -localisation of X is an E -equivalence λ :X → Y from X to an E -local
object Y .
27
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(iv). A is E -acyclic if the map ∗ → A is an E -equivalence.
The following is a standard result, see [Hir03, Theorems 3.2.13 and 3.2.14].
Lemma 2.1.2 An E -equivalence between E -local objects is a weak equivalence.
Proof Take f :A→ B , an E -equivalence between E -local objects. The square below
commutes and the vertical maps are isomorphisms by the definitions above.
[B,A]G
f∗ //
∼=f∗

[B,B]G
∼=f∗

[A,A]G
f∗ // [A,B]G
There is a unique [g] ∈ [B,A]G such that [g][f ] = f∗[g] = [IdA] and it follows that
[f ][g] = f∗[g] = [IdB ] . Thus [f ] is an isomorphism in the homotopy category and we
can conclude that f is a weak equivalence.
Theorem 2.1.3 Let E be a cofibrant spectrum or a cofibrant based G-space. Then
GI S has an E -model structures whose weak equivalences are the E -equivalences
and whose E -cofibrations are the cofibrations of GI S . The E -fibrant objects are
precisely the fibrant E -local objects and E -fibrant approximation constructs a Bousfield
localisation fX :X → f̂EX of X at E . The notation for E -model structure on the
underlying category of GI S is LEGI S or GI S E .
Proof This result is [MM02, Chapter IV, Theorem 6.3], the proof of which is an
adaptation of the material in [EKMM97, chapter VIII].
These are cofibrantly generated model categories, this is seen by carefully reading the
proof of [EKMM97, Chapter VIII, Theorem 1.1]. Let c be a fixed infinite cardinal that
is at least the cardinality of E∗(S). Then define T , a test set for E -fibrations, to
consist of all inclusions of cell complexes X → Y such that the cardinality of the set
of cells of Y is less than or equal to c . Hence the domains of these maps are κ-small
where κ is the least cardinal greater than c .
Proposition 2.1.4 The identity map of GI S is the left adjoint of a Quillen pair
from GI S → LEGI S .
Proof The cofibrations are unchanged and a pi∗ -isomorphism is an E -equivalence since
weak equivalences are preserved by smashing with a cofibrant object.
Lemma 2.1.5 A spectrum X is E -local if and only if [A,X]G = 0 for all E -acyclic
spectra A.
Proof We tackle the only if part first. Assume X is E -local, take an E -acyclic
spectrum A , then since the map ∗ → A is an E -equivalence, [A,X]G ∼= [∗,X]G = 0.
For the converse we assume that [A,X]G = 0 for all E -acyclic spectra A . Since this
is a homotopy level condition we may as well assume that X is fibrant. Take an E -
equivalence f : Y → Z then we must prove that [Z,X]G ∼= [Y,X]G . Hence we can
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assume that X and Y are cofibrant, thus Cf is cofibrant. By the long exact sequence
of homotopy groups of a cofibre, it follows that Cf ∧ E ∼= C(f ∧ IdE) is acyclic,
hence Cf is E -acyclic. We have a fibre sequence F (Cf,X) → F (Z,X) → F (Y,X),
Looking at the long exact sequence of homotopy groups of a fibre, we see that F (Cf,X)
is acyclic if and only if F (f, IdX) is a weak equivalence. We have an isomorphism
piH∗ (F (Cf,X))
∼= [G/H+∧Cf,X]
G
∗ and since Cf (and hence G/H+∧Cf ) is E -acyclic
and X is E -local we see that this is zero. The weak equivalence F (Z,X) → F (Y,X)
gives an isomorphism [Z,X]G ∼= [Y,X]G as desired.
Now we turn our attention to proving some useful results on the E -local model struc-
tures. We write f̂E for fibrant replacement in the E -local model categories and maps
in the E -local homotopy category between spectra X and Y will be written [X,Y ]E .
Proposition 2.1.6 For two cofibrations, f :U → V and g :W → X , the induced map
fg :V ∧W
∨
U∧W
U ∧X → V ∧X
is a cofibration which is an E -acyclic cofibration if either f or g is. If X is a cofibrant
spectrum then the map ĉS ∧X → X is a weak equivalence.
Proof Since the cofibrations are unchanged by localisation, we only need to check that
the above map is an E -equivalence when f is. The map f ∧ IdE :U ∧ E → V ∧ E is
a pi∗ -isomorphism and a cofibration. Thus since (−)∧E commutes with pushouts the
map
(V ∧W
∨
U∧W
U ∧X) ∧E → (V ∧X) ∧ E
is also a pi∗ -isomorphism and a cofibration. The unit condition is unaffected by locali-
sation, so it holds in the E -local model structure.
Thus GI S E is a monoidal model category. The above proof is our standard method
for moving results to the E -local model structures for cofibrant E , we use it to prove
the following.
Proposition 2.1.7 (i). A map is an E -equivalence if and only if its suspension is
an E -equivalence.
(ii). A wedge of E -equivalences is an E -equivalence.
(iii). If i :A → X is an h-cofibration and an E -equivalence and f :A → Y is any
map, then the cobase change j :Y → X ∨A Y is an E -equivalence.
(iv). If i and i′ are h-cofibrations and the vertical arrows are E -equivalences in the
diagram below, then the induced map of pushouts is an E -equivalence.
X
∼E

A //
_ioo
∼E

Y
∼E

X ′ A′ //
_
i′
oo Y ′
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(v). If X is the colimit of a sequence of h-cofibrations Xn → Xn+1 , each of which
is an E -equivalence, then the map from the initial term X0 into X is an E -
equivalence.
Proof This follows from [MM02, Chapter III, Theorem 3.5] for orthogonal spectra and
from [MM02, Chapter IV, Remark 2.8] for GM .
Proposition 2.1.8 For a cofibrant orthogonal G-spectrum X , the functor X ∧ (−)
preserves E -equivalences.
Proof The functor X ∧ (−) preserves pi∗ -isomorphisms hence the result follows from
the associativity of the smash product.
Proposition 2.1.9 For i :A→ X an acyclic E -cofibration and any spectrum Y , the
map i∧IdY :A∧Y → X∧Y is an E -equivalence and an h-cofibration. Moreover, cobase
changes and sequential colimits of such maps are E -equivalences and h-cofibrations.
Proof Use [MM02, Chapter III, Lemma 7.1] to see that i ∧ IdY is an h-cofibration.
By [MM02, Chapter III, Proposition 7.4] i ∧ IdE ∧ IdY is an h-cofibration and a pi∗ -
isomorphism, hence i ∧ IdY is an E -equivalence.
We have proved the first statement of the proposition, the second follows from Propo-
sition 2.1.7 and the fact that h-cofibrations are closed under pushouts and sequential
colimits.
For GM we follow the same proof using Lemma 1.3.20.
Proposition 2.1.10 The model category GI S E is left proper.
Proof We show a stronger result: that in the pushout diagram below, with α an
h-cofibration the map labelled l is an E -equivalence. Since a cofibration is an h-
cofibration this implies left properness.
A
p·
_ α //
∼E

B
l

C γ
// D
The functor (−)∧E preserves h-cofibrations, pushouts and takes E -equivalences (∼E )
to pi∗ -isomorphisms. We apply this functor to the pushout diagram above and use left
properness of GI S , [MM02, Chapter III, Lemma 4.13], (or [MM02, Chapter IV,
Theorem 2.9] for GM) to see that l ∧ IdE is a pi∗ -isomorphism. Thus l is an E -
equivalence as desired.
See Lemmas 2.2.3 and 3.4.13 for right properness in the cases of most interest to us.
Remark 2.1.11 The spectra G/H+ where H runs over all subgroups H of G are
generators for GI S E . This well known fact follows from Lemma 1.3.6.
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Theorem 2.1.12 Take a Quillen adjunction between monoidal model categories with
a strong monoidal left adjoint F : C−−→←−D : G. Let E be cofibrant in C and assume
that the model categories CE and DFE exist. Then (F,G) passes to a strong monoidal
Quillen pair F : CE
−−→←−DFE : G. Furthermore, if (F,G) form a Quillen equivalence,
then they pass to a Quillen equivalence of the localised categories.
Proof Since the cofibrations in CE and DFE are unchanged F preserves cofibrations.
Now take an acyclic cofibration in C of the form f ∧ IdE :X ∧ E → Y ∧ E , applying
F and using the strong monoidal condition we have a weak equivalence in D , Ff ∧
IdFE : FX ∧ FE → FY ∧ FE . Hence F takes E -acyclic cofibrations to FE -acyclic
cofibrations and we have a Quillen pair.
To prove the second statement we show that F reflects E -equivalences between cofi-
brant objects and that F ĉGX → X is an E -equivalence for all X fibrant in DFE .
These conditions are an equivalent definition of Quillen equivalence by [Hov99, Corol-
lary 1.3.16(b)]. The first follows since strong monoidality allows us to identify F (f ∧
IdE) and Ff ∧ IdFE for a map f in C and F reflects weak equivalences between
cofibrant objects. The second condition is equally simple: we know that an E -fibrant
object is fibrant, and that cofibrant replacement is unaffected by Bousfield localisation.
Hence F ĉGX → X is a weak equivalence and thus an E -equivalence.
Corollary 2.1.13 For E , a positive cofibrant orthogonal G-spectrum, the Quillen
equivalence N : GI S +−−→←−GM : N# passes to a Quillen equivalence
N : LEGI S +−−→←−LNEGM : N
#.
Remark 2.1.14 If E is positive cofibrant in GI S + then the identity functor is the
left adjoint of a Quillen equivalence from (GI S +)E to GI S E . Of course, if E
′
is a cofibrant spectrum in GI S and ĉ+E
′ is its positive cofibrant replacement then
GI S E′ = GI S bc+E′ hence GI S E′ is Quillen equivalent by (GI S +)bc+E′ .
Theorem 2.1.12 implies that the forgetful functor ι∗H and the inflation functor ε
∗
G (and
their right adjoints FH(G+,−) and (−)
G ) pass to Quillen functors on the E -local
categories.
Lemma 2.1.15 The pair (G+∧H (−), ι
∗
H) pass to a Quillen pair between the categories
Lι∗HEHI S and LEGI S .
Proof This does not follow from the above theorem. As always G+ ∧H (−) preserves
cofibrations in the E -local model structure. The isomorphism ([MM02, Chapter V,
Proposition 2.3]) (G+ ∧H X) ∧ Y ∼= G+ ∧H (X ∧ ι
∗
HY ), which is natural in H -spectra
X and G-spectra Y , applied to the case Y = E proves that the left adjoint preserves
the acyclic cofibrations of the localised category.
It is clear that one could attempt to repeat the process of localisation and localise
GI S E at F (either a cofibrant spectrum or a cofibrant G-space). The cofibrations
would be unchanged, the weak equivalences would be those maps f :X → Y such that
f ∧ IdF :X ∧ F → Y ∧ F is an E -equivalence and the fibrations would be given by a
lifting property. Initially it appears that one would have to check that this does give
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a model category, essentially reproving Theorem 2.1.3 for LEGI S , but this is not
the case. One simply has to notice that these new weak equivalences are (F ∧ E)-
equivalences and that this proposed new model structure on LEGI S coincides with
the (F ∧ E)-model structure on GI S . We have proved the theorem below.
Theorem 2.1.16 Let F be a cofibrant object of GI S E (or, equally, of GI S ) or a
cofibrant based G-space. Then LEGI S has a Bousfield F -model structure with weak
equivalences the (F ∧E)-equivalences and cofibrations the cofibrations of GI S . The
fibrant objects are precisely the fibrant (F ∧ E)-local objects of GI S and (F ∧ E)-
fibrant approximation constructs a Bousfield localisation fX :X → f̂F∧EX of X at
F ∧ E . The notation for the F -model structure on the underlying category of GI S
is LFLEGI S . Furthermore we have the following identifications of model categories
LFLEGI S = LF∧EGI S = LE∧FGI S = LELFGI S .
Combining the above theorem with the various results of this section we have the
following summary.
Corollary 2.1.17 The category LFLEGI S is a cofibrantly generated, left proper,
monoidal model category satisfying the monoid axiom, the spectra S ∧G/H+ for H a
subgroup of G form a countable set of generators.
Proposition 2.1.18 Let R be a commutative ring spectrum and E be a cofibrant
G-spectrum or cofibrant G-space, then there is a model structure LE(R –mod) on R-
modules with weak equivalences and fibrations the E -equivalences and E -fibrations of
underlying spectra and cofibrations as for R –mod .
Proof The E -local model structure on G-spectra gives rise to the model category as
defined in the theorem since it satisfies the monoid axiom.
Note that LE(R –mod) is precisely the model structure of R –mod localised at E ∧R .
It is easily seen that the weak equivalences and cofibrations are the same.
2.2 The categories GI S Q and GMQ
Take E = S0Q , we will call the E -local model structure the rational model structure
and write LS0QGI S or GI S Q . For GM we take S
0
MQ and write the localised
category as GMQ . We will write GI S
+
Q for the rationalisation of the positive model
structure GI S + (using S
0Q+ ). We call E -equivalences rational equivalences,
or piQ∗ -isomorphisms. Equally, E -fibrations will be called rational fibrations and
acyclic E -cofibrations will be called acyclic rational cofibrations The set of rational
homotopy classes of maps X to Y will be written [X,Y ]GQ and we will write f̂Q for
fibrant replacement in the localised category. Note that since the cofibrations agree,
the rational acyclic fibrations are the acyclic fibrations of GI S . Hence factorising
a map into a cofibration followed by a rational acyclic fibration is the same operation
in both GI S and GI S Q . We will prove that our rationalised categories GI S Q ,
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GI S +Q and GMQ are Quillen equivalent (Propositions 2.2.6 and 2.2.7), so that we
can switch between these at will. The lemma below shows that our model structure is
independent of our choice of rational sphere spectrum.
Lemma 2.2.1 For a map g :X → Y the following are equivalent (where f̂ denotes
fibrant replacement in GI S , which is unnecessary for GM):
(i). (f̂ g)H∗ : H∗((f̂X)
H ;Q)→ H∗((f̂Y )H ;Q) is an isomorphism for all H .
(ii). (f̂ g)H∗ : pi∗((f̂X)
H)⊗Q→ pi∗((f̂Y )H)⊗Q is an isomorphism for all H .
(iii). g ∧ Id :X ∧ S0Q→ Y ∧ S0Q is a pi∗ -isomorphism.
(iv). g :X → Y is a piQ∗ -isomorphism.
Proof We have shown in Proposition 1.5.4 that the last two conditions are equivalent.
Statements (ii) and (iv) are equivalent by [MM02, Chapter V, Proposition 3.2] (this is
obvious for GM). The first two are well known to be equivalent, we are simply noting
that our construction of S0Q for G the trivial group gives HQ , an Eilenberg-Mac Lane
spectrum.
Lemma 2.2.2 For any map f :X → Y of G-prespectra and any H ⊂ G, there are
natural long exact sequences
. . . // piHq (Ff)⊗Q // pi
H
q (X)⊗Q // pi
H
q (Y )⊗Q // pi
H
q−1(Ff)⊗Q // . . . ,
. . . // piHq (X) ⊗Q // pi
H
q (Y )⊗Q // pi
H
q (Cf)⊗Q // pi
H
q−1(X)⊗Q // . . .
and the natural map ν :Ff → ΩCf is a pi∗ -isomorphism.
Proof This follows from the fact that Q is flat, (tensoring with Q preserves exact
sequences) and [MM02, Chapter III, Theorem 3.5] for orthogonal spectra ([MM02,
Chapter IV, Remark 2.8] for GM).
Lemma 2.2.3 The categories GI S Q and GMQ are right proper.
Proof We follow the proof of [MMSS01, 9.10] and show a stronger statement: in a
pullback diagram as below, if β is a level fibration then r is a piQ∗ -isomorphism.
W
δ //
r

X
∼Q

Y
β
// Z
y·
Let β−1∗ be the pullback of β over a point (the dual construction to Z/Y ; it is the
pre-image of the basepoint of Z ). This pullback is constructed levelwise and for each
level V , δ(V )−1∗ ∼= β(V )−1∗ (by simply writing down the definitions of these spaces),
thus the map of spectra δ−1∗ → β−1∗ is an isomorphism.
CHAPTER 2. LOCALISATIONS OF G-SPECTRA 34
Now we use [Hat02, 4.65] to see that the fibre of a fibration of spaces is homotopy
equivalent to the pre-image of the basepoint of the codomain. The map of spectra
β is a level G-fibration, that is for each level V and subgroup H of G, β(V )H is a
fibration. The fixed point functor (−)H is a right adjoint and F (I,BH) ∼= F (I,B)H
for any spectrum B ([MM02, Chapter III, Lemma 1.6]). So it follows that the fibre
of β(V ) is G-homotopy equivalent to β(V )−1∗ = (β−1∗)(V ) and thus we have a level
G-equivalence between Fβ , the fibre of β , and β−1∗. Similarly we have a level G-
equivalence between Fδ , the fibre of δ , and δ−1∗. Hence, we have a level G-equivalence
(and thus a pi∗ -isomorphism) between Fδ and Fβ .
We now apply the long exact sequence of rational homotopy groups of a fibration and
the five-lemma to conclude that r is an E -equivalence.
Theorem 2.2.4 For any X and Y , [X,Y ]GQ is a rational vector space. If Z is an
S0Q-local object of GI S then Z has rational homotopy groups. There is a natural
isomorphism [X,Y ]GQ
∼= [X ∧ S0Q, Y ∧ S0Q]G.
Proof The argument is the same for both model categories, so we use notation ap-
propriate to GI S . For each integer n we have a self-map of f̂S which represents
multiplication by n at the model category level, applying (−) ∧ X we obtain a self-
map of f̂S ∧X . Since this map is an isomorphism of rational homotopy groups it is a
weak equivalence of GI S Q and so in the homotopy category of GI S Q we have an
isomorphism n :X → X hence [X,Y ]GQ is a rational vector space.
Let f̂QZ be the fibrant replacement of Z in GI S Q . The map Z → f̂QZ is a rational
equivalence between S0Q-local objects and hence is a pi∗ -isomorphism. We can describe
the homotopy groups of Z in terms of [ΣpG/H+, Z]
G and [FqG/H+, Z]
G for p > 0
and q > 0 by Lemma 1.3.6. The result then follows by the isomorphisms
[A,Z]G ∼= [A, f̂QZ]
G ∼= [A,Z]GQ
which hold for any cofibrant G-spectrum A by Proposition 2.1.4.
Now we turn to the final part of this theorem. The map Y ∧ S0Q → f̂Q(Y ∧ S0Q)
is a piQ∗ -isomorphism between objects with rational homotopy groups, hence it is a
pi∗ -isomorphism. For any G-spectrum X , X ∧ S
0Q is rationally equivalent to X .
Combining these with Proposition 2.1.4 we obtain isomorphisms as below.
[X,Y ]GQ
∼= [X ∧ S0Q, Y ∧ S0Q]GQ
∼= [X ∧ S0Q, f̂Q(Y ∧ S0Q)]G
∼= [X ∧ S0Q, Y ∧ S0Q]G
Corollary 2.2.5 If the spectrum X is H -compact in GI S then it is H -compact in
GI S Q . In particular, the generators of GI S Q are G-compact, or equivalently, S
is H -compact in GI S Q for all H .
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Proof Take a collection {Yi}i∈I in GI S and let f̂Q be fibrant replacement in
GI S Q . Then [G/H+,
∨
i Yi]
G
Q is isomorphic to
[G/H+ ∧ S
0Q,
∨
i
Yi ∧ S
0Q]G ∼= [G/H+ ∧ S
0Q, f̂Q
(∨
i
Yi ∧ S
0Q
)
]G.
Since G/H+ → G/H+ ∧ S
0Q is a rational equivalence the above is isomorphic to
[G/H+, f̂Q
(∨
i
Yi ∧ S
0Q
)
]G ∼= [G/H+, (
∨
i
Yi) ∧ S
0Q]G.
Thus the result follows from the compactness of G/H+ in GI S .
Proposition 2.2.6 There is a Quillen equivalence
Id : GI S +Q
−−→←−GI S Q : Id .
Proof By Lemma 1.5.5 we see that GI S Q can be constructed by localising at S
0Q+ ,
hence Theorem 2.1.12 gives us the result, see Remark 2.1.14.
Proposition 2.2.7 The model structures GMQ and LNS0Q+GM are equal. The ad-
joint pair (N,N#) are a strong monoidal Quillen equivalence
N : GI S +Q
−−→←−LNS0Q+GM : N
#
Proof We defined GMQ as the localisation LS0
M
QGM . By Lemma 1.5.5 the cofibrant
objects NS0Q+ and S0MQ are weakly equivalent. It follows therefore that a map is
an NS0Q+ -equivalence if and only if it is an S0MQ-equivalence. Thus LS0MQGM has
the same weak equivalences and cofibrations as LNS0Q+GM . The second statement
follows from Theorem 2.1.12, since GI S +Q is the localisation of GI S + with respect
to the cofibrant object S0Q+ .
2.3 SQ-Modules
We give an alternative, but Quillen equivalent method of constructing a category of
rational G-spectra. We do not consider orthogonal spectra in this section. The advan-
tage to doing so is that every object in this new category will be fibrant. This is one
of the technical requirements necessary to apply the results of [GS], see Remark 5.4.4.
Definition 2.3.1 We have a model category of modules over SQ (see Definition 1.5.8)
from [MM02, Chapter IV, Theorem 2.11] this will be written SQ –mod. This is a proper
closed symmetric monoidal model category.
Lemma 2.3.2 A map is an S0MQ-equivalence if and only if it is a ĉSQ -equivalence.
Proof The result follows from the zig-zag of weak equivalences (which exists for any
spectrum X ): X ∧ S0MQ← ĉX ∧ S
0
MQ→ ĉX ∧ SQ ← ĉX ∧ ĉSQ → X ∧ ĉSQ .
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Lemma 2.3.3 All SQ -modules are S
0
MQ-local and thus all SQ -modules have rational
homotopy groups.
Proof Since fibrations of SQ -modules are defined in terms of their underlying S -
modules and all S -modules are fibrant, we must show that [A,M ]G = 0 for any S0MQ-
acyclic A and any SQ -module M . We adapt the following argument from [Ada74,
13.1]. Take [f ] ∈ [A,M ] then [f ] is zero if and only if f∗ : [M,M ]→ [A,M ] is the zero
map.
[M,M ]G
f∗ //
ν∗

[A,M ]G
[M ∧L SQ,M ]
G
(f∧Id)∗
// [A ∧L SQ,M ]
G
(Id∧η)∗
OO
Since A∧S0MQ is acyclic, it follows by Lemma 2.3.2 that A∧
LSQ = ĉA∧ ĉSQ is acyclic,
hence [A ∧L SQ,M ]
G = 0. From this it is clear that f∗ = 0 and M is an S0Q-local
object.
Theorem 2.3.4 There is a strong symmetric monoidal Quillen equivalence:
SQ ∧ (−) : GMQ
−−→←−SQ –mod : U.
Proof The above functors form a strong monoidal Quillen pair (with the usual structure
on GM), this is standard and comes from the construction of a monoidal model struc-
ture on SQ –mod. Now consider the localised case, since the cofibrations are unaffected
by localisation, SQ∧(−) :GMQ → SQ –mod preserves cofibrations. Consider an acyclic
rational cofibration X → Y , we know that SQ∧ (−) applied to this gives a cofibration,
we must check that it is also a pi∗ -isomorphism. We see that X ∧ S
0
MQ → Y ∧ S
0
MQ
is a cofibration and a pi∗ -isomorphism, so in turn X ∧ S
0
MQ ∧ SQ → Y ∧ S
0
MQ ∧ SQ
is an h-cofibration and a pi∗ -isomorphism. This proves that X ∧ SQ → Y ∧ SQ is a
piQ∗ -isomorphism between SQ -modules, which we know have rational homotopy groups
and thus this map is a pi∗ -isomorphism.
We prove that this is a Quillen equivalence using the characterisation of Quillen equiv-
alences from Theorem 3.2.4. The right adjoint preserves and detects all weak equiv-
alences, since a piQ∗ -isomorphism between objects with rational homotopy groups is a
pi∗ -isomorphism. So to finish this proof we must show that the map X → SQ ∧X is a
rational equivalence for all cofibrant S -modules X . This follows since smashing with
a cofibrant object will preserve the piQ∗ -isomorphism S → SQ .
Remark 2.3.5 This model category is proper by [MM02, Chapter IV 2.11].
Chapter 3
Splitting Rational G-Spectra
Idempotents of the Burnside ring split the homotopy category of G-spectra, we provide
a model category level version of this in the second section (Theorem 3.2.4). To prove
this theorem we must use some classical results on G-spectra which we give in Section
3.1. We show that this splitting applies to all our categories of rational G-spectra in
Section 3.3. By considering families of subgroups in the final section of this chapter
we obtain a particularly nice form of the splitting (Theorem 3.4.14). That is, we use
[MM02, Chapter IV, Section 6] to understand the split pieces of the category of G-
spectra in this case. The arguments in this chapter will apply equally well to GI S Q ,
GI S +Q and GMQ . For definiteness we work with GI S in Section 3.1, Section 3.2
and Section 3.4. We will only consider other categories of equivariant spectra in Section
3.3.
3.1 Equivariant Stable Homotopy Theory
We prove a medley of basic results about spectra and equivariant spectra. These are
the tools we will use to prove the splitting theorem in the following section. It is not
easy to find the proofs of these results, which is why they are included here. The most
important of these results are Proposition 3.1.5 and Proposition 3.1.10.
Lemma 3.1.1 In GI S , let f :E → F be a map between cofibrant objects, then a map
g :X → Y which is an E -equivalence and a Cf -equivalence is also an F -equivalence.
Proof Consider the map of cofibre sequences
E ∧X //
IdE ∧g

F ∧X //
IdF ∧g

Cf ∧X
IdCf ∧g

E ∧ Y // F ∧ Y // Cf ∧ Y
this gives a map of long exact sequences of homotopy groups [MM02, Chapter III,
Theorem 3.5] and we apply the five lemma.
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Remark 3.1.2 In fact, the above proof shows that for a map f :E → F of cofibrant
objects, one only has to check that two out of three of the maps IdE ∧g , IdF ∧g and
IdCf ∧g are weak equivalences to conclude that all three are weak equivalences. Also
note that if E and F are cofibrant, then so is Cf . A wedge E∨F of cofibrant objects
comes with a cofibre sequence E → E ∨F → (E ∧ I)∨F . Since (E ∧ I)∨F is weakly
equivalent to F , a map is an E ∨ F -equivalence if and only if it is an E -equivalence
and an F -equivalence.
Since A(G) := [S,S]G we know that A(G) ⊗ Q = [S,S]GQ . So [a] , an element of the
Burnside ring, can be represented by a self map a of f̂QS and hence for any spectrum
X , we have IdX ∧a , a self-map of X ∧ f̂QS .
Definition 3.1.3 Let e be a self-map of f̂QS such that [e] ∈ A(G)⊗Q is an idempotent
(thus e ◦ e ≃ e). We define eX to be the homotopy colimit of
X ∧ f̂QS
Id∧e
−→ X ∧ f̂QS
Id∧e
−→ X ∧ f̂QS
Id∧e
−→ X ∧ f̂QS
Id∧e
−→ . . . ;
fibrant replacement S→ f̂QS provides a map X → eX .
Remark 3.1.4 An idempotent e ∈ A(G) ⊗ Q has a support S ⊆ SfG. Given a
subgroup H of G (with inclusion ιH ), there is an idempotent ι
∗
H(e) ∈ A(H)⊗Q . This
idempotent is supported on the set ι∗H(S) := {K 6 H|K ∈ S}. So considering i
∗
H(e)
as a continuous map FH/H → Q , ι∗H(e)(K)H 6= 0 exactly when K ∈ S . That is,
ι∗H(e) is non-zero on the H -conjugacy class of a subgroup K of H if and only if e is
non-zero on the G-conjugacy class of K .
The following well-known result can be described as proving that the homogenous
spaces G/H+ are small in the homotopy category of spectra with respect to the h-
cofibrations. We give some comments on this after the statement and proof of the
result. This type of result is proven in greater generality in [Hov08, Section 4].
Proposition 3.1.5 For a sequential colimit diagram fi :Xi → Xi+1 there is an iso-
morphism of groups piH∗ (HoColimiXi)
∼= Colimi pi
H
∗ (Xi).
Proof The homotopy colimit is formed by replacing the diagram fi :Xi → Xi+1
by a sequence gi : Yi → Yi+1 of h-cofibrations, we can now consider this as a se-
quence of h-cofibrations of prespectra. In order to take H -fixed points we must
first apply ι∗H . Recall that ι
∗
H is both a right and left adjoint and hence com-
mutes with all limits and colimits, it preserves h-cofibrations and we have the rela-
tion ι∗HF (X,Y )
∼= F (ι∗HX, ι
∗
HY ). Thus we can suppress the notation for ι
∗
H and this
will cause no difficulty. Fix some subgroup H , then we have the homotopy group
ColimV pi
H
q (Ω
V (Colimi Yi)(V )). Since colimits of prespectra are created levelwise, this
is equal to ColimV piq(Ω
V Colimi(Yi(V ))
H). Now we are working in H -spaces and SV
(or for the negative case SV−R
q
) is a finite H -CW complex. So there are subgroups
Kα of H , where α runs over some finite set such that S
V ∼= ColimαG/Kα∧S
nα . Thus
the standard adjunctions give
F (SV ,Colimi Yi(V ))
H ∼= Limα F (S
nα ,Colimi Yi(V ))
Kα
∼= Limα F (S
nα ,Colimi Yi(V )
Kα).
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Hence we can write piq(Ω
V Colimi(Yi(V ))
H) ∼= Limα piq+nα(Colimi(Yi(V ))
Kα). Now
we use the fact that h-cofibrations are levelwise monomorphisms so that our colimit
commutes with taking fixed points. Furthermore (−)Kα takes h-cofibrations of H -
spaces to cofibrations of spaces, thus since Sq+nα is a compact space
piq+nα(Colimi(Yi(V )
Kα)) ∼= Colimi piq+nα(Yi(V )
Kα).
Since sequential colimits commute with finite limits and colimits we can repack all of
the above to obtain our stated result.
This result also holds for GM with almost the same proof, with one extra point of justi-
fication. A colimit of h-cofibrations of inclusion prespectra is an inclusion prespectrum.
Spectrification for inclusion prespectra is given by LX(V ) = ColimW⊃V Ω
W−VX(W ).
Hence, by the arguments in the above proof, colimits of h-cofibrations of spectra are
given by the levelwise colimit.
Remark 3.1.6 Our proof above actually holds for filtered colimits, rather than just
sequential colimits. In the proof of Lemma 1.3.10 we described a coproduct in terms
of a filtered colimit. One can make the converse construction and describe a filtered
colimit as a cofibre of coproducts. Take a filtered colimit diagram {Yi}i∈I such that
the maps Yi → Yj are all h-cofibrations. For i ∈ I let I(i) be the subset of those
j ∈ I such that there is a map Yi → Yj . We define a map f :
∨
i∈I Yi →
∨
i∈I Yi by
sending Yi →
∨
j∈I(i) Yj and including this in
∨
i∈I Yi . Since the homotopy category
is additive we can take a representative g :X → Z for the homotopy class of maps
[1− f ] : ĉf̂
∨
i∈I Yi → ĉf̂
∨
i∈I Yi . The cofibre of g is weakly equivalent to Colimi Yi by
looking at the long exact sequence of a cofibration and noting that (1− f)∗ is injective
on homotopy groups. So in the homotopy category of G-spectra, the notion of small
and compact are the same, though one must be careful about constructing filtered
colimits. Replacing colimits by a cofibre of coproducts is a standard construction, see
[HPS97, Definition 2.23].
Corollary 3.1.7 Let e be an idempotent of the rational Burnside ring and let X be any
orthogonal spectrum. Then for any subgroup H of G we have the inclusion ιH :H → G
and isomorphisms piH∗ (eS ∧X)⊗Q ∼= pi
H
∗ (eX) ⊗Q ∼= ι
∗
H(e)pi
H
∗ (X) ⊗Q .
Proof The first isomorphism follows from Proposition 1.4.10 the rest will follow from
the previous result. Note that the sequential colimit of an idempotent is isomorphic
to the image of the idempotent. Since we have suppressed ι∗H in our notation for
homotopy groups, we must account for its action on the idempotent hence the term
ι∗H(e).
Proposition 3.1.8 The map X → X
∏
X → eX
∏
(1− e)X is a rational equivalence
for any X and any idempotent e of the Burnside ring.
Proof They certainly have isomorphic rational homotopy groups and examination of
the maps involved shows that the result is true.
Proposition 3.1.9 Let X be a cofibrant orthogonal G-spectrum. Let [e] be an idem-
potent of the rational Burnside ring of G with support S ⊆ SfG. Then for any
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L ∈ S , ΦL(eX) is rationally equivalent to ΦL(X) as non-equivariant spectra, oth-
erwise ΦL(eX) is non-equivariantly rationally acyclic.
Proof We perform much of the proof in the category of rational orthogonal L-spectra,
that is, we apply the forgetful functor ι∗L to all the spectra involved, (ιL is the inclu-
sion of L in G). This functor ι∗L preserves fibrations, cofibrations, weak equivalences
and more ([MM02, Chapter V, Lemma 2.2]) so this presents us with no difficulty. In
general when we write ΦH(X) for a G-spectrum X and H a subgroup of G, we
mean ΦH(ι∗HX). Also note that ι
∗
L(eX) is weakly equivalent to ι
∗
L(e)ι
∗
L(X) as rational
L-spectra.
We now apply Proposition 1.4.10 to obtain a weak equivalence (of L-spectra) eX →
eS ∧X between cofibrant objects and hence (by Ken Brown’s lemma) we have a weak
equivalence of non-equivariant spectra ΦL(eX)→ ΦL(eS∧X). Using [MM02, Chapter
V, Section 4] we have a further weak equivalence
ΦL(eS) ∧ ΦL(X)→ ΦL(eS ∧X)
and we know that ΦL commutes with colimits of h-cofibrations so that ΦL(eS) ≃
ΦL(e)ΦLS . Since S is the suspension spectrum of S0 which is G-fixed, ΦLS ∼= S ,
now we only have to understand the map ΦL(e). The construction of tom Dieck’s
isomorphism
A(G)⊗Q ∼= C(FG/G,Q)
takes a map of spectra f to the map H 7→ degΦH(f), where degree has the usual
algebraic topology definition in terms of homology, which coincides with homotopy
(since we are working rationally and stably). Thus
pi∗(Φ
L(e)S) ∼= ΦL(e)∗pi∗(S) = degΦ
L(e)pi∗(S)
which is either zero or pi∗(S) according to whether or not L ∈ S . When L /∈ S we are
smashing ΦL(X) with an acyclic object, hence (since ΦL preserves cofibrations and X
is cofibrant) ΦL(eX) is an acyclic non-equivariant orthogonal spectrum. For the other
case we have a weak equivalence of non-equivariant spectra S → ΦL(e)S (since ΦL(e)
is a pi∗ -isomorphism) and so we have our result.
The following theorem is given in [May96, Chapter XVI, Theorem 6.4] we provide a
‘folk-proof’ of this ‘folk-theorem’ in the language of orthogonal G-spectra.
Proposition 3.1.10 Let f :X → Y be a map of cofibrant G-equivariant orthogonal
spectra, then ΦHf is a weak equivalence of non-equivariant orthogonal spectra for all
H 6 G if and only if f is a weak equivalence of G-equivariant orthogonal spectra.
Proof We must use ι∗H :GI S → HS in order to apply Φ
H to a G-equivariant
spectrum. As with the previous proposition, we omit ι∗H -notation in the following
proof. The ‘if’ part is immediate by Ken Brown’s lemma applied to ΦH (since it
preserves (acyclic) cofibrations). The converse begins by noting that ΦH preserves
cofibre sequences, so it suffices to prove (for cofibrant Z ) that if ΦH(Z) is acyclic for
all H then Z is acyclic as a G-spectrum. We use [MM02, Chapter V, Proposition
4.17] to replace ΦH(Z) by the weakly equivalent object
(
f̂(Z ∧EF˜H)
)H
. The family
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FH is the collection of subgroups of H which do not contain H : it is the family of
proper subgroups of H .
We begin an inductive argument at {e}, where EF˜{e} = S
0 . Since Φ{e}Z is acyclic,
pi∗((f̂Z)
{e}) = pi
{e}
∗ (f̂Z) = 0. Hence Z is contractible as an {e}-spectrum. Now take
a subgroup H and assume inductively that Z is contractible as a K -spectrum for all
strict subgroups K of H . We will show that Z∧EF˜H and Z∧EFH+ are contractible
H -spectra and apply Lemma 3.1.1 to see that Z will be H contractible.
Consider
(
f̂(Z ∧EF˜H)
)K
, for a strict subgroup K of H . By inductive assumption Z
is K -acyclic, hence so is Z ∧EF˜H , thus pi
K
∗ (Z ∧EF˜H) = 0. We started by assuming
that ΦH(Z) is acyclic, hence piH∗ (Z ∧ EF˜H) = 0. We have completed the first half of
our inductive step. We will now prove that [Z ∧EFH+,M ]
H = 0 for any H -spectrum
M and thus Z ∧EFH+ will be acyclic as an H -spectrum. The space EFH+ is made
from cells of type H/K for K a strict subgroup of H , EFH+ = ColimαH/K
α
+ ∧S
nα .
It follows by standard manipulations that
[Z ∧EFH+,M ]
H ∼= Limα[Z ∧ S
nα ,M ]K
α
using the fact that H/Kα+ ∧Z
∼= H+ ∧Kα Z as H -spectra. This last term is zero since
Z is acyclic as a Kα -spectrum.
Note that in the above we use induction on the poset of closed subgroups of a compact
Lie group. Such inductive arguments are valid since there are no infinite descending
chains of subgroups in a compact Lie group.
Corollary 3.1.11 The above proposition also holds in the rationalised case: f :X → Y
is a rational equivalence of G-spectra if and only if ΦHf is a rational equivalence of
non-equivariant spectra for all subgroups H of G.
Proof We temporarily let the rational sphere spectrum of G-spectra as S0QG , then
we see that ΦH(S0QG) = S0Q{e} for all H . The result then follows by the usual
properties of ΦH (see [MM02, V section 4]).
3.2 The Splitting
We now prove the most important result of this chapter, indeed, the most important
result of Part I: Theorem 3.2.4.
Definition 3.2.1 Recall the definition of the product model category from [Hov99,
Example 1.1.6]. Given model categories M1 and M2 we can put a model category
structure on M1 ×M2 . A map (f1, f2) is a cofibration, weak equivalence or fibration
if and only if f1 is so in M1 and f2 is so in M2 . Similarly a finite product of model
categories has a model structure where a map is a cofibration, weak equivalence or
fibration if and only if each of its factors is so.
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Remark 3.2.2 If M1 and M2 both satisfy any of the following: left properness, right
properness, the pushout product axiom, the monoid axiom or cofibrant generation,
then so does M1 ×M2 .
Proposition 3.2.3 If E and F are cofibrant orthogonal G-spectra or cofibrant G-
spaces, then there is a strong monoidal Quillen adjunction
∆ : GI S ⇄ LEGI S × LFGI S :
∏
(we follow the usual convention of placing the left adjoint on top).
Proof Take a map f :X → Y in GI S , then ∆(f) = (f, f) : (X,X) → (Y, Y ). For a
map (a, b) : (A,B) → (C,D),
∏
(a, b) is given by a
∏
b :A
∏
B → C
∏
D . That these
are an adjoint pair is easy to see since all of the isomorphisms and equalities below are
natural.
LEGI S × LFGI S
(
(X,X), (A,B)
)
= LEGI S
(
X,A
)
× LFGI S
(
X,B
)
= GI S
(
X,A
)
×GI S
(
X,B
)
∼= GI S
(
X,A
∏
B
)
If f is a (acyclic) cofibration of GI S , then it is clear that (f, f) is a (acyclic)
cofibration of LEGI S × LFGI S , thus ∆ is a left Quillen functor. It is easy to see
that this is a strong monoidal adjunction.
It is clear that this result can be extended to any finite product of localisations. Now
we turn to a case when this adjunction is a Quillen equivalence. We state the following
theorem rationally, but one can easily see that a similar result will hold in any localised
case, as well as for GI S itself.
Theorem 3.2.4 Let {Ei}i∈I be a finite collection of cofibrant orthogonal G-spectra or
G-spaces. If Ei∧Ej is rationally acyclic for i 6= j and
∨
i∈I Ei is rationally equivalent
to S then we have a strong monoidal Quillen equivalence
∆ : GI S Q
−−→←−
∏
i∈I
LEiGI S Q :
∏
.
Proof Proposition 3.2.3 implies that this is a strong monoidal Quillen pair, so we
must show that this is a Quillen equivalence. We use the characterisation of Quillen
equivalences of [HSS00, Lemma 4.1.7], we must show that:
(i).
∏
detects and preserves weak equivalences between fibrant objects,
(ii). X →
∏
∆X →
∏
f̂∆X is a piQ∗ -isomorphism for all cofibrant X in GI S Q
where f̂ denotes fibrant replacement in
∏
i∈I LEiGI S Q . The first statement follows
easily, take a map f :A→ B between fibrant objects in
∏
i∈I LEiGI S Q . The map f
is a weak equivalence exactly when each factor fi is a rational Ei -equivalence. Recall
that a rational Ei -equivalence between Ei ∧ S
0Q-local objects is a pi∗ -isomorphism,
hence each fi is a pi∗ -isomorphism. Thus f is a weak equivalence if and only if
∏
i fi
is a pi∗ -isomorphism, (since homotopy groups commute with products).
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Now we must show that X →
∏
f̂∆X is a weak equivalence for all cofibrant X . This
is equivalent to proving that
∏
f̂∆X → f̂EiX is a rational equivalence for each i ,
where f̂Ei denotes fibrant replacement in LEiGI S Q . Since this is a finite product,
it is weakly equivalent to
∨
j∈I f̂EjX . So we will prove that
∨
j∈I f̂EjX → f̂EiX is a
rational equivalence. Since
∨
i∈I Ei is rationally equivalent to S we can use Remark
3.1.2 repeatedly to see that a map f in GI S Q is a rational equivalence if and only if
f ∧ IdEi is a rational equivalence for all i ∈ I . This amounts to showing that f̂EjX∧Ei
is rationally acyclic when i 6= j .
Since
∨
i∈I Ei and S are rationally equivalent, they are isomorphic in HoGI S Q .
Thus the idempotent map pi :
∨
i∈I Ei → Ei →
∨
i∈I Ei gives an idempotent map of
S in HoGI S Q . Choosing a representative for this map ei : f̂QS → f̂QS we obtain
eif̂QS . Since pi is a cofibration, pi
∨
i∈I Ei is rationally equivalent to Ei . Hence so is
(f̂Qpi)(f̂Q
∨
i∈I Ei). We can construct a homotopy commuting square
f̂QS
ei //
∼

f̂QS
∼

f̂Q
∨
i∈I Ei bfQpi
// f̂Q
∨
i∈I Ei
such that the vertical maps are weak equivalences (since f̂QS and
∨
i∈I Ei are rationally
equivalent). Now we apply Lemma 1.4.9 to conclude that eif̂QS is rationally equivalent
to Ei . We now see that a rational Ei -equivalence is the same as a rational eif̂QS-
equivalence. Thus, by Corollary 3.1.7, f :X → Y is a rational Ei -equivalence if and
only e∗i pi
H
∗ (f)⊗Q is an isomorphism for all H . So we have isomorphisms e
∗
i pi
H
∗ (f̂EiX)⊗
Q→ e∗i pi
H
∗ (X)⊗Q and pi
H
∗ (Ei ∧X)⊗Q ∼= e
∗
ipi
H
∗ (X)⊗Q .
The projection
∨
j∈I Ej → Ei is a rational Ei equivalence (since Ei ∧Ej is rationally
acyclic for i 6= j ). Now we use the fact that f̂EiX is Ei -local to obtain isomorphisms
piHn (f̂EiX)⊗Q ∼= [Σ
nS, ι∗H f̂EiX]
H⊗Q ∼= [ΣnEi, ι
∗
H f̂EiX]
H⊗Q ∼= [eiΣ
nS, ι∗H f̂EiX]
H⊗Q
Now we apply [MM02, Chapter III, Theorems 2.4 and 2.7], since eiΣ
nS is a colimit of
cofibrant objects it is non-degenerately based, thus we obtain the Lim1 exact sequence
of pointed sets below.
∗ → Lim1[Σn+1S, ι∗H f̂EiX]
H
l → [eFΣ
nS, ι∗H f̂EiX]
H
l → Lim[Σ
nS, ι∗H f̂EiX]
H
l → ∗
Since e∗i (that is, ei acting on the first factor) is an idempotent on sets of maps in the
rational homotopy category and [Σn+1S, ι∗H f̂EiX]
H
l
∼= [Σn+1S, ι∗H f̂EiX]
H
Q the tower it
creates satisfies the Mittag-Leffler condition ([Wei94, Definition 3.5.6]) hence the Lim1
term is zero. So we see that
[eiΣ
nS, ι∗H f̂EiX]
H
l
∼= e∗i [Σ
nS, ι∗H f̂EiX]
H
l
(a limit of idempotent maps is equivalent to taking the image). Now consider the action
of idempotents on maps in the homotopy category: e∗i [f ] = [f ] ∧ [ei] and (ej)∗[f ] =
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[f ] ∧ [ej ] , hence (ej)∗(ei)
∗ = (ei)∗e
∗
j = 0. We can now finish our argument as follows:
piH∗ (f̂EiX ∧ Ej)⊗Q ∼= (ej)∗(ei)
∗piH∗ (f̂EiX)⊗Q = 0.
Corollary 3.2.5 Finite orthogonal idempotent decompositions of the unit of A(G) cor-
respond to finite splittings of GI S . The same statement also holds for A(G)⊗Q and
GI S Q .
Proof Let 1 ∈ A(G) be the sum of (a finite collection of) idempotents ei , such that
eiej = 0 whenever i 6= j , then GI S splits as the product of the localised categories
LeiSGI S . Conversely, if GI S splits as the product of localised categories LEiGI S
then A(G) ∼=
⊕
i[S,S]
G
Ei
. Hence, for each i , we have an idempotent element ei which
is the unit map in factor i and the trivial map elsewhere.
Remark 3.2.6 Let Ei be a collection of spectra satisfying the assumptions of the
splitting theorem with corresponding idempotents ei . Let X and Y be spectra, then
[X,Y ]G is an A(G)-module. If Y is Ei -local then [X,Y ]
G is isomorphic to ei[X,Y ]
G
(and is also isomorphic to maps in the homotopy category of LEiGI S ). If M is an
A(G)-module then M with ei inverted is given by eiM (since ei is an idempotent).
Thus we can say that localisation at Ei inverts ei ∈ A(G). Equally, rationalisation
inverts the primes in A(G). This explains why our two kinds of localisation (rational-
isation and splitting) behave the same: in each case we are simply inverting elements
of A(G).
3.3 Comparisons
We show that the splitting theorem for GI S Q implies the corresponding splitting for
GI S +Q , GMQ and SQ –mod. We let ĉ+ denote cofibrant replacement in GI S +
Theorem 3.3.1 Let {Ei}i∈I be a finite collection of cofibrant orthogonal G-spectra or
G-spaces. If Ei∧Ej is rationally acyclic for i 6= j and
∨
i∈I Ei is rationally equivalent
to S then we have a strong monoidal Quillen equivalence
∆ : GI S +Q
−−→←−
∏
i∈I
Lbc+EiGI S
+
Q :
∏
.
Proof We can replace the collection {Ei} by their positive cofibrant replacements
{ĉ+Ei}. It is clear that
∨
i∈I ĉ+Ei is rationally equivalent to S and ĉ+Ei ∧ ĉ+Ej
is rationally acyclic for i 6= j . Now we can compare the statement above to that for
GI S by using Remark 2.1.14. Thus we see that the category Lbc+EiGI S
+
Q is Quillen
equivalent to LEiGI S Q , hence the splitting applies to the positive stable case.
Theorem 3.3.2 Let {Ei}i∈I be a finite collection of positive cofibrant orthogonal G-
spectra or G-spaces. Assume that Ei ∧ Ej is rationally acyclic for i 6= j and
∨
i∈I Ei
CHAPTER 3. SPLITTING RATIONAL G-SPECTRA 45
is rationally equivalent to S . We have the following pair of commutative (see proof)
diagrams of strong symmetric monoidal Quillen equivalences.
GMQ
∆ //
N#

∏
i∈I LNEiGMQQoo
Q
i∈I N
#

GI S +Q
N
OO
∆ //∏
i∈I LEiGI S
+
QQoo
Q
i∈I N
OO
SQ –mod
∆ //
U

∏
i∈I LNEiSQ –modQoo
Q
i∈I U

GMQ
SQ∧(−)
OO
∆ // ∏
i∈I LNEiGMQQoo
Q
i∈I SQ∧(−)
OO
Proof The left hand diagram consists of Quillen equivalences by Corollary 2.1.13 and
Theorem 3.3.1. The righthand diagram consists of Quillen equivalences by Theorem
2.1.12 and Proposition 2.1.18. It is easy to see that the two squares of left adjoints
above commute and hence so do the squares of right adjoints.
Remark 3.3.3 There is a Quillen pair SQ –mod
−−→←−LNEiSQ –mod arising from the
change of model structure functors Id : GMQ
−−→←−LNEiGMQ : Id.
3.4 Idempotent Families Induce Splittings
Equivariant considerations give us a class of examples where we can apply our splitting
result: Theorem 3.4.14. In particular our splitting for the O(2) case will be of this
form.
Definition 3.4.1 A collection of subgroups of G, F , is called a family if it is closed
under conjugation and taking subgroups. The complement of this set in the set of all
subgroups of G is a cofamily, the cofamily associated to the family F will be denoted
F˜ .
We have the universal F -space EF . This is a G-CW complex constructed from
cells of orbit type G/H with H ∈ F . This space has the universal property: EFH is a
contractible space for H ∈ F and EFH = ∅ for H /∈ F . Define a map ε :EF+ → S
0
by using the projection EF = EF e → ∗ and then adding a disjoint point to both.
The cofibre of ε , Cε , will be called the universal F˜ -space and will be written EF˜ .
Applying the basic fact: CfH ∼= (Cf)H , we can then see by a simple calculation that
EF˜H is a contractible space for H ∈ F and EF˜H = S0 for H /∈ F .
Definition 3.4.2 We set FI S = LEF+GI S and F˜I S = LE eFGI S , these are
known as the Bousfield F -model structure and Bousfield F˜ -model structure
on GI S ([MM02, Chapter IV, Section 6]). We let [X,Y ]F denote the set of maps
between spectra X and Y in the homotopy category of FI S and similarly we use
[X,Y ]
eF for F˜I S . In turn we have rationalised categories FI S Q and F˜I S Q
which are FI S and F˜I S localised at S0Q .
These are cofibrantly generated, left proper, symmetric monoidal model categories
satisfying the monoid axiom by Corollary 2.1.17. We have versions for GM , where we
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set FM = LEF+GM and F˜M = LE eFGM , we also have the rationalised versions
FMQ and F˜MQ .
Proposition 3.4.3 The following conditions on a map f :X → Y are equivalent.
(i). f is an EF+ -equivalence.
(ii). f∗ :pi
H
∗ (X)→ pi
H
∗ (Y ) is an isomorphism for all H ∈ F .
Proof This result is [MM02, Chapter IV, Proposition 6.7].
A map satisfying the second condition is called an F -equivalence. We will only
need the next few results for GM , so we state them in that notation. Recall that
the generating cofibrations and acyclic cofibrations of GM are defined in terms of the
objects Σ∞V (G/H+ ∧ S
n) for H a subgroup of G and V an indexing space. If we
restrict these sets to only use those H in some family F , then we obtain the notions
of F -cofibrations, F -fibrations and F -equivalences. These collections of maps form
a model category by the following result.
Theorem 3.4.4 The category GM has an F -model structure with weak equiva-
lences the F -equivalences, cofibrations the F -cofibrations and fibrations as defined by
the lifting property. This is a compactly generated proper model structure and the iden-
tity functor gives the left adjoint of a Quillen equivalence from the F -model structure
on GM to FM.
Proof This is [MM02, Chapter IV Theorems 6.5 and 6.9].
Let N be a normal subgroup of G, then the subgroups of N form a family F (N) of
subgroups of G. We denote the F (N)-model structure on GM by GM(N). This
model structure coincides with the model structure on GM lifted (see Lemma 7.3.6)
over the right adjoint ι∗N :GMU → NMι∗NU (where U is a G-universe, so ι
∗
NU is an
N -universe). Hence there is a Quillen pair G+ ∧N (−) : NM
−−→←−GM(N) : ι∗N .
Proposition 3.4.5 For N a normal subgroup of G, GM(N) is a monoidal model
category that satisfies the monoid axiom.
Proof The identity map GM(N)→ GM is a left Quillen functor, since the generating
cofibrations and acyclic cofibrations of GM(N) are a subset of those for GM . Hence
the pushout product and monoid axioms follow from those for GM .
Theorem 3.4.6 For any orthogonal spectra X and Y we have natural isomorphisms
[X,Y ]F ∼= [X ∧ EF+, Y ∧ EF+]
G
[X,Y ]
eF ∼= [X ∧ EF˜ , Y ∧ EF˜ ]G.
Thus we have an equivalence of categories between Ho F˜I S and the full subcategory
of objects X∧EF+ in HoGI S . Equally there is an equivalence of categories between
Ho F˜I S and the full subcategory of objects X ∧EF˜ in HoGI S . The map ρ :X →
F (EF+,X) induced by EF+ → S
0 gives an EF+ -equivalence from X to an object
that is EF+ -local.
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Proof This is [MM02, Chapter IV, Theorems 6.11 and 6.14] and the last sentence is
[MM02, Chapter IV, Proposition 6.4].
Lemma 3.4.7 For any family F , piH∗ (EF+ ∧ EF˜ ) = 0.
Proof We apply the functors ΦH and the result follows from Proposition 3.1.10.
Corollary 3.4.8 Take a family of subgroups F , then a map f :X → Y is a pi∗ -
isomorphism if and only if f is an EF+ -equivalence and an EF˜ -equivalence.
Proof We have the cofibre sequence EF+ → S → EF˜ and an S-equivalence is a
pi∗ -isomorphism.
Definition 3.4.9 Let F be a family of subgroups of G such that F is an open and
closed G-invariant subspace of SfG that is a union of ∼ classes. Then we call such a
collection an idempotent family.
An idempotent family F of G corresponds via tom Dieck’s isomorphism to an idem-
potent eF of the rational Burnside ring of G and the associated cofamily corresponds
to the complement 1− eF , which we will also denote by e eF .
Lemma 3.4.10 Consider a short exact sequence of compact Lie groups 1 → Ge →
G → F → 1. Then F , the set of subgroups of Ge (the identity component of G), is
an idempotent family.
Proof The identity component of G is normal, hence the set of subgroups of Ge is
closed under conjugation and taking subgroups, thus F is a family. Recall that since G
is compact, F = G/Ge is finite. Let F
′ be the set of conjugacy classes of groups in F
with finite index in their normaliser. Take H ∈ F ′ , by [Bre72, Chapter II, Corollary
5.6] we know that if K ∈ FG is in some sufficiently small neighbourhood of H in the
space FG, then K is subconjugate to H and so K is a subgroup of Ge . It follows that
F ′ is open in FG/G. Now take (K) to be in (FG/G) \F ′ , so there is a g ∈ G \Ge
such that K ∩ gGe is non-empty. Then any L ∈ FG that is sufficiently close to K
also has a non-trivial intersection with gGe so L is not a subgroup of Ge , it follows
that F ′ is also closed. Hence eF , the characteristic function of F
′ , is a continuous
map FG/G → Q . Thus eF is an idempotent, since eF (H) = 1 if (H) ∈ F and zero
otherwise. It follows that the support of eF (a subset of SfG) is F .
Lemma 3.4.11 Let F be an idempotent family of subgroups of G, with corresponding
idempotent eF . Then the composite EF+ → S
0 → eFS
0 is a rational pi∗ -isomorphism
of orthogonal G-spectra. Equally EF˜ and e eFS
0 are rationally equivalent. Further-
more a map f is an EF+ -equivalence if and only if ι
∗
H(eF )pi
H
∗ (f) ⊗ Q is an iso-
morphism. A map f is an EF˜ -equivalence if and only if ι∗H(e eF )pi
H
∗ (f) ⊗ Q is an
isomorphism.
Proof Look at the geometric fixed points of EF+ → S
0 → eFS
0 to see that this is
a rational equivalence. Similarly we have a zig-zag of rational equivalences e eFS
0 →
e eFEF˜ ← EF˜ . The second statement then follows by Corollary 3.1.7.
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Corollary 3.4.12 For an idempotent family F and idempotents as above we have the
following collection of rational equivalences for any orthogonal G-spectrum X .
eFX ≃ eFS ∧X ≃ EF+ ∧X
e eFX ≃ e eFS ∧X ≃ EF˜ ∧X
Lemma 3.4.13 For F an idempotent family, the categories FI S Q , F˜I S Q (and
their S -module counterparts FMQ and F˜MQ ) are right proper.
Proof Let e ∈ A(G)⊗Q be an idempotent, then for any exact sequence of A(G)⊗Q-
modules · · · → Mi → Mi−1 → . . . the sequence · · · → eMi → eMi−1 → . . . is exact.
Right properness follows from the proof of Lemma 2.2.3 by applying eF (or e eF ) to
the long exact sequence of rational homotopy groups of a fibration.
Theorem 3.4.14 For G a compact Lie group and F an idempotent family of sub-
groups of G, we have a strong monoidal Quillen equivalence of cofibrantly generated,
proper, monoidal model categories satisfying the monoid axiom
∆ : GI S Q ⇄ FI S Q × F˜I S Q :
∏
.
In particular we have the following natural isomorphism for any G-spectra X and Y
[X,Y ]GQ
∼= [X ∧EF+, Y ∧ EF+]
G
Q ⊕ [X ∧ EF˜ , Y ∧ EF˜ ]
G
Q .
Proof By Lemma 3.4.7 and Proposition 3.1.8 we see that EF+ and EF˜ satisfy the
assumptions of Theorem 3.2.4. The description of [X,Y ]GQ follows from Theorem 3.4.6
and Theorem 2.2.4.
Thus in terms of rational cohomology theories we have a natural isomorphism E∗ ∼=
E∗
F
⊕E∗eF for EF an EF+ -localisation of E and E eF an EF˜ -localisation of E . The
proof shows that EF ∨E eF is rationally weakly equivalent to E and hence in terms of
rational homology theories E∗ ∼= (EF )∗ ⊕ (E eF )∗ .
Remark 3.4.15 Consider GI S Q and fix a family F , we still have EF+ → S
0 →
EF˜ and the smash product of these two spectra is trivial. When will EF+ ∨ EF˜
and S be rationally equivalent? As described in Corollary 3.2.5, if there is a rational
equivalence then there must be an idempotent e ∈ A(G) ⊗ Q such that EF+ is
rationally equivalent to eS , whence F will correspond to an idempotent of A(G)⊗Q .
Conversely if F corresponds to an idempotent of A(G)⊗Q then EF+∨EF˜ and S will
be rationally equivalent. So we only obtain these splittings when F is an idempotent
family.
Part II
Finite Groups
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Chapter 4
Rational G-Spectra for Finite G
We reprove the result of [SS03b, Example 5.1.2] using the methods of [GS] to classify
rational G-spectra in terms of an algebraic model for finite G (see Corollary 4.3.12).
We describe the algebraic model in the first section and apply our splitting result to the
category of rational G-spectra in the second. In the third we compare each split piece
to the relevant part of the algebraic model. Our input to this new proof consists of three
pieces of work: the splitting of the category of G-spectra, showing that the results of
[GS] can be applied to this setting and proving Proposition 4.3.8 and Theorem 4.3.9 to
complete the classification. Section 4.3 is the first time we will need to consider right
modules over an enriched category and use the Morita equivalence of Theorem 5.4.3.
Thus, we also include a chapter on enriched categories in this part of the thesis.
4.1 The Algebraic Category
We use the description of rational G-cohomology theories as implied by [GM95, Ap-
pendix A] to obtain the following definition. Since the algebraic model is a product of
categories, we work piecewise and replace dgQWGH –mod by mod– EHa in Proposition
4.1.8.
Definition 4.1.1 The algebraic model for rational G-spectra for finite G is
dgA(G) =
∏
(H)6G
dgQWGH –mod .
Here we are using the projective model structure on the categories of modules.
Remark 4.1.2 The rational group ring of G is a Hopf algebra with co-commutative
coproduct. Since QG⊗Q QG ∼= Q(G×G) the product is induced by the group multi-
plication G×G→ G, the coproduct by the diagonal G→ G×G and the antipode by
the inversion map G→ G. Because QG is a Hopf-algebra there is a monoidal product
on dgQG-modules.
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Definition 4.1.3 For M and N in dgQG –mod define their tensor product to be
M ⊗Q N with the diagonal G-action. There is an internal function object, defined as
HomQ(M,N) with G-action by conjugation.
Definition 4.1.4 For any X ∈ dgQG –mod, there is an dgQG-map AvG :X → XG
defined by AvG(x) = |G|
−1Σg∈Ggx .
Lemma 4.1.5 The tensor product above gives dgQG –mod the structure of a closed
symmetric monoidal dgQ-model category that satisfies the monoid axiom.
Proof Let ∆ be the coproduct of QG, T be the interchange of factors map and νM
and νN be the QG-action maps of dgQG-modules M and N . The action of QG on
M ⊗Q N is then defined as the composite:
QG⊗Q M ⊗Q N
∆
→ QG⊗Q QG⊗Q M ⊗Q N
Id⊗T⊗Id
→ QG⊗Q M ⊗Q QG⊗Q N
νM⊗νN→ M ⊗Q N.
It is clear that this is a commutative, associative monoidal product with unit Q (with
trivial G-action). To prove that the pushout product axiom holds, it suffices (by [SS00,
Lemma 3.5(1)]) to check the following pair of conditions.
(i). If f and g are generating cofibrations then the pushout product, fg , is a
cofibration.
(ii). If f is a generating cofibration and g is a generating acyclic cofibration then fg
is a weak equivalence.
Let f and g be generating cofibrations, then fg is an inclusion with cokernel Q(G⊗
G) (in some degree). We claim that this cokernel is cofibrant: by Remark 4.1.2 this is
isomorphic (as a QG-module) to
⊕
g∈GQG and the claim follows from the fact that
QG is cofibrant as a QG-module. Taking a generating cofibration f and a generating
acyclic cofibration g , it follows that fg is a weak equivalence since both the domain
and codomain are acyclic.
There is a strong symmetric monoidal adjoint pair ε∗ : dgQ−−→←−dgQG : (−)G , where
ε∗(X) is X with trivial action and the right adjoint is the fixed point functor. We show
that this is a Quillen pair by proving that the right adjoint preserves fibrations and
weak equivalences. Take f :X → Y a surjection and let y ∈ Y G , then there is an x
such that f(x) = y . Since AvG(x) ∈ X
G and f(AvG(x)) = AvG(f(x)) = AvG(y) = y ,
it follows that fG is surjective. That (−)G preserves homology isomorphisms follows
immediately from the isomorphism H∗(X
G) ∼= (H∗X)
G . Thus dgQG is a dgQ-model
category.
For a commutative ring R , there is a tensor product on dgR –mod, − ⊗R − . This
category with the projective model structure satisfies the monoid axiom, as proven in
[Shi07b, Proposition 3.1]. This result in the case R = Q will imply that dgQG –mod
satisfies the monoid axiom. Thus we write out the proof of [Shi07b, Proposition 3.1],
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adapted to the notation of QG. By [SS00, Lemma 3.5(2)] it suffices to show that
transfinite composition and pushouts of maps of the form j ⊗ IdZ :A ⊗ Z → B ⊗ Z
are weak equivalences, for j a generating acyclic cofibration. The generating acyclic
cofibrations for dgQG are maps 0 → Dn(QG) for some integer n . Take any Z ∈
dgQG –mod, then it is easy to check that Dn(QG)⊗Q Z is also acyclic. Then we note
that 0 → Dn(QG) ⊗Q Z is an injection and a homology isomorphism. Such maps are
closed under pushouts and transfinite compositions (they are acyclic cofibrations in the
injective model structure on dgQG-modules), hence the monoid axiom holds.
Note that this proves shows that ⊗iQG is cofibrant as a dgQG-module.
Lemma 4.1.6 The model category of dgQG –mod is generated by QG.
Definition 4.1.7 Let Ga,G = {Q,QG,Q(G ×G),Q(G ×G×G), . . . } and let Ea,G be
the dgQ-category with object set Ga,G and dgQ-mapping object given by Ea,G(X,Y ) =
HomQ(X,Y )
G . Now we define GHa,G = Ga,WGH and E
H
a,G = Ea,WGH . We will usually
suppress the G and reduce this notation to GHa and E
H
a .
Proposition 4.1.8 There is a strong symmetric monoidal Quillen equivalence
(−)⊗EHa G
H
a : mod– E
H
a
−−→←−dgQWGH –mod : Hom(G
H
a ,−)
and furthermore this is an adjunction of closed symmetric monoidal dgQ-model cate-
gories.
Proof This is an application of [GS, Proposition 3.6], see Theorem 5.4.3.
Lemma 4.1.9 There is an isomorphism of rings HomQ(QG,QG)
G ∼= QG.
Proof This is a standard result. A G-map QG→ QG is defined by the image of 1, let
g˜ represent the G-map which sends 1 → g , for g ∈ G. These are a set of generators
for HomQ(QG,QG)
G . We define the above ring isomorphism to be that map which
sends g˜ to g−1 ∈ G.
4.2 Topological Models and Splitting
We take tom-Dieck’s isomorphism in the case of a finite group, A(G)⊗Q ∼=
∏
(K)6GQ ,
and see how it applies to the model category of rational G-spectra. For each conjugacy
class of subgroups, (H) 6 G, there is an idempotent eH given by projection onto factor
(H). We use this in Theorem 4.2.4 to split the category of rational G-spectra into a
collection of model categories each generated by a single object. We also provide a
version of this splitting in terms of modules over a ring spectrum (Proposition 4.2.12).
The advantage of this second description is that every object of the category is fibrant,
which is needed for Theorem 4.3.2 (see Remark 5.4.4).
Definition 4.2.1 For a group G, with subgroups H and K , we say that K is sub-
conjugate to H if the G-conjugacy class of K contains a subgroup of H , we write
K 6G H . In turn K is strictly subconjugate to H if the G-conjugacy class of K
contains a strict subgroup of H , the notation for this is K <G H .
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Definition 4.2.2 Take H a subgroup of G, then we have a pair of families of sub-
groups of G: [6G H] – the family of all subgroups of G which are subconjugate to
H and [<G H] – the family of all subgroups of G which are strictly subconjugate to
H . We can then form G-CW complexes E[6G H]+ and E[<G H]+ . There is a map
E[<G H]+ → E[6G H]+ , we call the cofibre of this map E〈H〉 .
Note that since E[<G H]+ and E[6G H]+ are cofibrant as G-spaces, the space E〈H〉 is
also cofibrant as a G-space. We can also describe E〈H〉 as E[6G H]+∧E ˜[<G H] . Since
geometric fixed point functors preserve cofibre sequences, ΦK(E〈H〉) is contractible
unless (K) = (H), whence it is non-equivariantly equivalent to S .
Lemma 4.2.3 The families [6G H] and [<G H] are idempotent families (see Def-
inition 3.4.9), with corresponding idempotents e[6GH] = Σ(K)6HeK and e[<GH] =
Σ(K)<HeK .
Proof Since G is finite, any collection of conjugacy classes of subgroups of G defines
a unique idempotent of the Burnside ring.
Theorem 4.2.4 There is a strong symmetric monoidal Quillen equivalence between
the category of rational G-spectra and the product of the categories LE〈H〉GMQ , as H
runs over the set of conjugacy classes of subgroups of G.
∆ : GMQ
−−→←−
∏
(H)6G
LE〈H〉GMQ :
∏
The left adjoint takes a rational G-spectrum X , to the constant collection of X in
every factor. The right adjoint takes the collection YH to the G-spectrum
∏
(H) YH .
Proof Using Theorems 3.2.4 and 3.3.2 all we have to show is that E〈H〉 ∧ E〈K〉
is rationally acyclic whenever (H) 6= (K) and
∨
(H)6GE〈H〉 is rationally equivalent
to S (working temporarily in orthogonal spectra). We claim that E〈H〉 is rationally
equivalent to eHS , from which both conditions above follow immediately. Since E〈H〉
can be constructed as E[6G H]+ ∧ E ˜[<G H] it is rationally equivalent to e[6GH]S ∧
(1−e[<GH])S by Lemma 3.4.11 and hence rationally equivalent to e[6GH](1−e[<GH])S .
We then have a zig-zag of piQ∗ -isomorphisms
eHS→ eH(e[6GH](1− e[<GH])S)← e[6GH]S ∧ (1− e[<GH])S
which proves our claim. Since S →
∨
(H)6G eHS is a rational equivalence we have our
result.
Corollary 4.2.5 A map f :X → Y in GMQ is a rational E〈H〉-equivalence if and
only if eHf : eHX → eHY is a rational equivalence.
Proof One checks this by looking at geometric fixed points.
Corollary 4.2.6 The Quillen equivalence
∆ : GMQ
−−→←−
∏
(H)6G
LE〈H〉GMQ :
∏
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is a symmetric monoidal adjunction of closed SpΣ+ -algebras.
We now fix some subgroup H and study LE〈H〉GMQ .
Lemma 4.2.7 There is an equality of model structures:
LE〈H〉GMQ = LE〈H〉LE[6GH]+GMQ
that is to say, the weak equivalences, cofibrations and fibrations agree.
Proof We claim that we have the equality: LE〈H〉GM = LE〈H〉LE[6GH]+GM , where
the cofibrations agree by definition. The map E ˜[6G H] → ∗ is an E〈H〉 equivalence
(look at the homotopy groups and the idempotents). Hence, considering the cofibre
sequence which defines E ˜[6G H] we have a weak equivalence.
E[6G H]+ ∧ E〈H〉 → E〈H〉
It then follows that an E[6G H]+ ∧ E〈H〉-equivalence is an E〈H〉-equivalence. So
the weak equivalences of LE〈H〉GM and LE〈H〉LE[6GH]+GM agree and thus we have
proved our claim. The result then follows immediately.
Remark 4.2.8 The weak equivalences of LE[6GH]+GMQ are those maps f such that
piK∗ (f)⊗Q is an isomorphism for all K 6G H . This is [MM02, IV, Proposition 6.7].
Lemma 4.2.9 A map f in LE〈H〉GMQ is a weak equivalence if and only if the induced
map of homotopy groups i∗H(eH)pi
H
∗ (f)⊗Q is a isomorphism.
Proof Lemma 4.2.7 and Corollary 4.2.5 show that f is a weak equivalence if and only
if i∗K(eH)pi
K
∗ (f)⊗ Q is an isomorphism for all K 6G H . Now note that K is a strict
subset of H then i∗K(eH) = 0, hence for any map f , i
∗
K(eH)pi
K
∗ (f) ⊗ Q will be an
isomorphism.
Let H 6 G then there is an idempotent eGH ∈ A(G)⊗Q and ι
∗
H(e
G
H) = e
H
H ∈ A(H)⊗Q .
Thus we reword the lemma above as: a map f in LE〈H〉GMQ is a weak equivalence if
and only if eHHpi
H
∗ (f) is a isomorphism.
Now we must obtain a version of this splitting with every object of the split categories
fibrant (see Remark 5.4.4). To achieve this we will apply the same approach as in
Section 1.5 and construct a suitable ring spectrum via Theorem 1.5.7.
Lemma 4.2.10 Given F ⊂ F ′ , families of subgroups of G, the cofibre of the induced
map of classifying spaces EF+ → EF
′
+ , is a cell complex.
Proof One can either prove this directly or note that it follows by the same proof as
for Lemma 1.5.6.
Recall from [EKMM97, Chapter III, Proposition 2.6] that the smash product of a pair
of cell complexes is also a cell complex.
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Lemma 4.2.11 There is an S0MQ∧E〈H〉-local commutative cell S -algebra SH whose
unit map is a rational E〈H〉-equivalence and an inclusion of cell complexes. Further-
more every SH -module is S
0
MQ ∧ E〈H〉-local.
Proof This result is an application of Theorem 1.5.7 using the cell object S0MQ∧E〈H〉
to create a commutative ring SH which is the S
0
MQ ∧ E〈H〉-localisation of S . By
construction the unit map S → SH is a rational E〈H〉-equivalence, hence S
0
MQ∧E〈H〉
is pi∗ -isomorphic to SH ∧ S
0
MQ ∧ E〈H〉 . Since SH is S
0
MQ-local, it has rational
homotopy groups, thus there is a zig-zag of weak equivalences S0MQ∧SH ← ĉS∧SH →
SH . Equally SH is weakly equivalent to SH ∧
∨
(K)E〈K〉 . Since SH is E〈H〉-local,
SH ∧E〈K〉 is acyclic whenever (H) 6= (K) (this is part of the proof of Theorem 3.2.4).
It follows that SH ∧
∨
(K)E〈K〉 is weakly equivalent to SH ∧ E〈H〉 . Thus SH is pi∗ -
isomorphic to S0MQ ∧E〈H〉 . Now we can use the proofs of Lemmas 2.3.2 and 2.3.3 to
show the last statement.
Proposition 4.2.12 The adjoint pair of the free SH -module functor and the forgetful
functor
SH ∧ (−) : LE〈H〉GMQ
−−→←−SH –mod : U
is a strong symmetric monoidal Quillen equivalence.
Proof The proof of Theorem 2.3.4 can be applied in this case. The two points to note
are: an S0Q∧E〈H〉-equivalence between S0Q∧E〈H〉-local objects is a pi∗ -isomorphism
and the unit map is an S0Q ∧ E〈H〉-equivalence.
Lemma 4.2.13 The object ĉ(G/H+) ∧ SH is a G-compact, cofibrant and fibrant gen-
erator of SH –mod .
Proof Every object of SH –mod is fibrant and since ĉ(G/H+) is a cofibrant spectrum,
so is ĉ(G/H+) ∧ SH . This object is G-compact since the right adjoint U commutes
with filtered colimits and ĉ(G/H+) is a G-compact G-spectrum. Since the weak
equivalences of LE〈H〉GMQ are the i
∗
H(eH)pi
H
∗ (f) ⊗ Q-isomorphisms it follows that
ĉ(G/H+) generates this model category. Hence ĉ(G/H+) ∧ SH generates SH –mod.
4.3 Comparing Ringoids
We use the results of [GS] to replace SH –mod by mod– E
H
top (Theorem 4.3.2). This
category is Quillen equivalent to the category mod– EHt (Theorem 4.3.3). We show that
the homology of EHt is given by E
H
a in Proposition 4.3.8. Then we use Theorem 4.3.9
to prove that EHt and E
H
a are quasi-isomorphic. This will complete our classification
of rational G-spectra for finite G and we summarise this classification in Corollary
4.3.12.
Definition 4.3.1 Let GHtop be the set of all smash products of ĉ(G/H+)∧SH (including
the identity as the zero-fold smash). Let EHtop be the spectral category on the objects
of GHtop , so by the proof of Theorem 8.2.6,
EHtop(X,Y ) = SingU(i
∗N#UFSH (X,Y ))
G.
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With the exception of the unit, all objects of GHtop are cofibrant and all objects are
fibrant. We use the results of [GS] to replace this category of SH -modules by a category
of modules over an endomorphism ringoid EHtop .
Theorem 4.3.2 The adjoint pair
(−) ∧EHtop G
H
top : mod– E
H
top
−−→←−SH –mod : Hom(G
H
top,−)
is a Quillen equivalence and an strong symmetric monoidal adjunction of closed sym-
metric monoidal spectral model categories.
Proof This follows from Theorem 5.4.3 with the adjustments as made in the proof of
Theorem 9.1.2.
Theorem 4.3.3 There is a zig-zag of Quillen equivalences between mod– EHtop (en-
riched over SpΣ+ ) and a category mod– E
H
t (enriched over dgQ –mod). These equiva-
lences are Quillen modules over the appropriate enrichments. This zig-zag induces an
isomorphism of graded Q-categories: pi∗(EHtop) ∼= H∗ E
H
t .
Proof This is contained in the proof of [GS, Theorem 4.1] which is based on [Shi07b,
Corollary 2.16] and we go through this in some detail in Section 9.3.
Remark 4.3.4 We consider the above theorem in the case of the trivial group where
our work reduces to that of [Shi07b]. Here Gtop has just one object and mod– Etop is
equivalent to SQ –mod. Moving from mod– Etop to mod– Et is then just applying the
functors of [Shi07b] to the spectrum SQ . The resulting chain complex is then weakly
equivalent to Q , as the comparison between mod– Et and mod– Ea below will prove.
With reference to Remark 9.3.6 this classification can be made symmetric monoidal.
This is shown by using the four step comparison of [Shi07a], where we use the fi-
brant replacement functor of commutative rings in SpΣ(dgQ –mod) as constructed in
[Shi07a, Proposition 3]. This fibrant replacement functor comes from a model structure
where weak equivalences and fibrations are defined in terms of the underlying category
SpΣ(dgQ –mod).
Proposition 4.3.5 There is an isomorphism of rings
pi∗(FSH (G/H+ ∧ SH , G/H+ ∧ SH)
G) ∼= QWGH.
Proof We can make the following identifications:
FSH (G/H+ ∧ SH , G/H+ ∧ SH)
G ∼= F (G/H+, G/H+ ∧ SH)
G
∼= (G/H+ ∧ SH)
H .
Thus we must calculate pi∗((G/H+ ∧ SH)
H), as a rational vector space. This is iso-
morphic to pi∗((G/H+ ∧ E〈H〉)
H ) ⊗ Q . Now ι∗HE[6G H] is H -equivariantly weakly
equivalent to S , so E〈H〉 is H -equivariantly weakly equivalent to EF˜H (see the proof
of Proposition 3.1.10). Thus we have an isomorphism
pi∗((G/H+ ∧ E〈H〉)
H)⊗Q ∼= pi∗(Φ
HG/H+)⊗Q.
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The following is standard: ΦHΣ∞G/H+ ≃ Σ
∞(G/HH) = Σ∞WGH , the suspension
spectrum of a finite set. Thus pi∗(Φ
HG/H+)⊗ Q ∼= pi∗(WGH+)⊗ Q ∼= QWGH , hence
there is an isomorphism of rational vector spaces pi∗(FSH (G/H+∧SH , G/H+∧SH)
G) ∼=
QWGH .
Now we prove that we have an isomorphism of rings. For each gH ∈ WGH there is a
G-map g˜H :G/H+ → G/H+ which takes kH → kgH . For g1H and g2H in WGH ,
g˜2H ◦ g˜1H = g˜1g2H . The set of g˜H for gH ∈WGH generate the ring pi∗(FSH (G/H+∧
SH , G/H+ ∧SH)
G). We send g˜H to g−1H to obtain a ring isomorphism as desired.
Lemma 4.3.6 For an integer i > 1, the i-fold product of G/H contains |WGH|
i−1
disjoint copies of G/H . More precisely, in the Burnside ring A(G)
G/H×i = |WGH|
i−1 ·G/H +R
where the remainder R consists of coset spaces G/K with (K) 6= (H). Equally, there
is an isomorphism of QWGH -modules, Q(WGH×i) ∼=
⊕
|WGH|i−1
QWGH .
Proof The G-set G/H×i can only consist of homogenous spaces G/K for K sub-
conjugate to H . Thus, to find the number of copies of G/H in G/H×i it suffices
to calculate the size of the H -fixed point set: |(G/H×i)H | = |(G/H)H |i . Since
(G/H)H = WGH , |(G/H
×i)H | = |WGH|
i−1|(G/H)H | and the result follows. The
statement about QWGH -modules is obvious.
Proposition 4.3.7 For integers i, j > 1,
pi∗(FSH (G/H
∧i
+ ∧ SH , G/H
∧j
+ ∧ SH)
G) ∼= HomQWGH(Q(WGH
×i),Q(WGH
×j )).
Proof Using our understanding of the Burnside ring, we can write the above term as
pi∗(F (R+, G/H
∧j
+ ∧ SH)
G)⊕

 ⊕
|WGH|i−1
pi∗(F (G/H+, G/H
∧j
+ ∧ SH)
G)


where R is some wedge of spaces of form G/K+ for (K) 6= (H). We deal with the
R-part first. Consider pi∗(F (G/K+, G/H
∧j
+ ∧ SH)
G) for (K) 6= (H), by arguments
in the proof of Proposition 4.3.5 this is isomorphic to i∗K(eH)pi
K
∗ (G/H
∧j
+ ) ⊗ Q . Now
i∗K(eH) = 0 whenever (K) 6= (H), so this is zero. Since all the terms of the R-part have
this form, pi∗(F (R+, G/H
∧j
+ ∧ SH)
G) = 0. It remains to calculate eHpi
H
∗ (G/H
∧j
+ )⊗Q ,
which by arguments in Proposition 4.3.5 is isomorphic to pi∗(Φ
HG/H
∧j
+ )⊗Q which is
of course pi∗(WGH
∧j
+ ) ⊗ Q . In turn this is isomorphic to Q(WGH
×j) and the result
follows immediately.
Proposition 4.3.8 There is an isomorphism of graded Q-categories
EHa
∼= H∗ E
H
t .
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Proof By Theorem 4.3.3 it suffices to show that there is an isomorphism EHa
∼= pi∗(E
H
top)
and we begin by proving that the object sets of these categories are isomorphic. In each
case there is an object σ1 and a unit σ0 , such that every non-unit object is a product
of copies of σ1 . For E
H
a the unit is Q and σ1 is QWGH . For E
H
top the unit is SH and
σ1 = ĉ(G/H+) ∧ SH . Thus we define an isomorphism Ob E
H
a → ObH∗ E
H
t by taking
the i-fold product of QWGH (written σi ) to the i-fold product of ĉ(G/H+) ∧ SH .
We can consider these graded Q-categories to have the object set: {σi|i > 0}. The
previous result implies that pi∗(E
H
top)(σi, σj)
∼= EHa (σi, σj) as Q-modules. We must
now show that this isomorphism is compatible with the composition operation in these
graded-Q-categories.
We have the isomorphism pi∗(E
H
top)(σi, σj)
∼= [σi, σj ]
G
∗ where the right hand side means
graded maps in the homotopy category of SH -modules. This isomorphism specifies the
composition rule of the enriched category pi∗(E
H
top). Our calculations above allow us to
write [σi, σj ]
G
∗ as [ ∨
|WGH|i−1
G/H+ ∧ SH ,
∨
|WGH|j−1
G/H ∧ SH
]G
∗
.
Then we define (y, x, g˜H), to be that map which takes the x-factor of
∨
|WGH|i−1
G/H+
to the y -factor of
∨
|WGH|j−1
G/H+ by the rule H 7→ gH . This is a rational basis
for [σi, σj ]
G
∗ . It is easy to check that composition behaves as follows: (z, y, g˜2H) ◦
(y, x, g˜1H) = (z, x, g˜1g2H). Now we note that HomQWGH(Q(WGH
×i),Q(WGH×j)) is
isomorphic to
HomQWGH
( ⊕
|WGH|i−1
QWGH,
⊕
|WGH|j−1
QWGH
)
and write (y, x, gH) for the map which takes the x-factor of
⊕
|WGH|i−1
QWGH to the
y -factor of
⊕
|WGH|j−1
QWGH by H 7→ gH . The isomorphism of the theorem is then
just: (y, x, g˜H) 7→ (y, x, gH).
Theorem 4.3.9 If E is a dgQ-category with H∗ E concentrated in degree zero, then E
is quasi-isomorphic to H∗ E as dgQ-categories.
Proof We will create a dgQ-category C0E and a zig-zag of quasi-isomorphisms: E
∼
←−
C0E
∼
−→ H0 E = H∗ E . Let C0 be the (−1)-connective cover functor, which is right
adjoint to the inclusion of dgQ –mod+ into dgQ –mod. If X is a dgQ-module, then
(C0X)n = Xn for n > 0 and (C0X)0 = ker(∂0). We have a counit C0X → X in
dgQ –mod and this is a monoidal natural transformation. Hence, given X ∧ Y → Z ,
we have a map C0X ∧ C0Y → C0Z and a commuting diagram
C0X ∧ C0Y //

C0Z

X ∧ Y // Z.
Thus we have a dgQ-category C0E with a map of ringoids C0E → E . Since E has
homology concentrated in degree zero this is a quasi-isomorphism.
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For X a dgQ-module we have a map C0X → H0X which sends Xi to zero for
i > 0 and sends ker(∂0) → H0X by the quotient. We can consider H0 as a func-
tor dgQ –mod+ → Q –mod, this has a right adjoint which includes Q –mod into
dgQ –mod+ by taking a Q-module M to the chain complex with M in degree zero
and zeroes elsewhere. The map C0X → H0X is induced by the unit of this adjunction.
The functor H0 is monoidal, as is the inclusion of Q –mod into dgQ –mod+ , thus we
obtain a dgQ –mod+ -category H0 E . Furthermore, the map C0X → H0X is induced
by the unit of the adjunction and is a monoidal natural transformation. Thus we obtain
C0E → H0 E = H∗ E , which is a quasi-isomorphism.
Corollary 4.3.10 There is a zig-zag of quasi-isomorphisms of dgQ-categories.
EHt
∼
←− C0E
H
t
∼
−→ H∗ E
H
t
∼= EHa
hence there is a zig-zag of Quillen equivalences of dgQ –mod-model categories.
mod– EHt
←−−−→mod–C0E
H
t
−−→←−mod–H∗ E
H
t
∼= mod– EHa .
Proof This follows from Proposition 5.3.8.
Remark 4.3.11 With reference to Remark 9.3.6, we note that if mod– EHt was a
monoidal category, then H∗ E
H
t can be shown to have the same monoidal structure
as EHa . It would follow that the comparison between E
H
t and E
H
a would preserve the
monoidal product on these categories. Hence, the zig-zag of the above result would
be a zig-zag of strong monoidal equivalences by Proposition 5.3.10. We would then be
able to conclude that the zig-zag between SH –mod and dgQWGH –mod would consist
of symmetric monoidal equivalences.
Corollary 4.3.12 If G is a finite group, then the model category of rational G-spectra
is Quillen equivalent to the algebraic model for rational G-spectra:
dgA(G) =
∏
(H)6G
dgQWGH –mod .
Proof We begin with Theorem 4.2.4, which splits rational G-spectra into the product∏
(H)6G LE〈H〉GMQ . Applying Proposition 4.2.12 to each factor of this category allows
us to move to
∏
(H)6G SH –mod. Next we use Theorem 4.3.2 to move to modules over
a spectral category,
∏
(H)6Gmod– E
H
top . We move to algebra (
∏
(H)6Gmod– E
H
t ) with
Theorem 4.3.3, and then use Corollary 4.3.10 to get to the category
∏
(H)6Gmod– E
H
a .
Finally we use Proposition 4.1.8 to complete the result.
Remark 4.3.13 We can relate our work to [GM95, Appendix A] (specifically A.15
and Theorem A.16) as follows:
[X,Y ]
G|H
Q
∼= [X, f̂HY ]
G
Q
∼= [X, eHY ]
G
Q
where the first entry is maps in HoLE〈H〉GMQ and f̂H is fibrant replacement in this
model category. The G-spectra f̂HY and eHY are rationally equivalent which gives
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us the second isomorphism in the above. Hence we can use the results of that paper
to write the following, where [i∗ΦHX, i∗ΦHY ]Q is the collection of rational homotopy
classes of non-equivariant maps of naive WGH -spectra, which is a QWGH -module.
[X,Y ]GQ
∼=
⊕
(H)
[X, eHY ]
G
Q
∼=
⊕
(H)
{[i∗ΦHX, i∗ΦHY ]}WGH
Chapter 5
Enriched categories
The methods of [GS] rely heavily on highly structured model categories. We will need
to use enrichments, tensorings, cotensorings and algebra structures, so we go through
the definitions and basic constructions here. This is largely a service chapter where we
introduce the language needed for the comparisons of Section 4.3 and Chapter 9. The
first three sections are mainly providing definitions and results from [Kel05], [Hov99,
Chapter 4] and [SS03b] respectively. The final section is the Morita equivalence: that
one can replace a category by modules over an endomorphism ringoid. In [GS] they
state that one can do so in a monoidal fashion, we have given full details of this result
in Theorems 5.4.3 and 5.3.9. Thus our work in this chapter is mostly in relating the
various definitions and giving more details on monoidal considerations. As well as the
above-named references we will also make use of [Bor94], from which we take some
more technical results on enriched categories. For the model category considerations
we use [DS07] and [Dug06], which overlap somewhat.
5.1 ν -Categories
Throughout ν will be a monoidal category (symmetric when necessary), the unit of ν
will be I and the product will be ⊗ . When needed, we will let ν have an internal
function object Hom, so that ν will be a closed monoidal category (see [Kel05, Section
1.5]).
Definition 5.1.1 A ν -category A is a class of objects with a Hom-object A(A,B)
in ν for each pair of objects. For each triple of objects there is a composition law:
M :A(B,C) ⊗ A(A,B) → A(A,C), a morphism in ν . For each object there is an
identity element: j : I → A(A,A), a morphism in ν . These must satisfy the usual
five-fold associativity diagram and a pair of triangles describing the identity elements.
Definition 5.1.2 A ν -functor T :A → B of ν -categories is a functor T : ObA →
ObB with a map in ν : T = TA,B :A(A,B) → B(TA, TB) for each pair of objects of
A . These maps must satisfy the relations TM =M(T ⊗ T ) and Tj = j .
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When ν is the category of abelian groups, a ν -category is also known as a ring with
many objects. A ν -category A with one object a , is just a ring: composition gives
multiplication on the abelian group A(a, a). Hence we will also refer to enriched cate-
gories as ringoids and a ν -functor is then a map of ringoids.
Definition 5.1.3 For ν -functors T, S :A → B , a ν -natural transformation α :T →
S is an ObA-indexed family of components αA : I → B(TA, SA) satisfying the
naturality condition (in ν ) M(αB ⊗T )l
−1 =M(S⊗αA)r
−1 where l and r are the left
and right unit isomorphisms of ν .
The composite of β and α has components M(βA ⊗ αA). The composite Qα has
components QαA , and αP has components (αP )D = αPD .
Definition 5.1.4 A ν -adjunction of ν -categories is an adjunction (F,G) consisting
of ν -functors together with an isomorphism in ν : B(FA,B) ∼= A(A,GB).
The above material was taken from [Kel05, Section 1.2].
Definition 5.1.5 If ν is a symmetric monoidal category and A is a ν -category then
A×A is a ν -category with
A×A
(
(a, b), (c, d)
)
:= A(a, c)⊗A(b, d)
and composition defined using the symmetry of ν as follows
(
A(b, c) ⊗A(y, z)
)
⊗
(
A(a, b)⊗A(x, y)
)
Id⊗T⊗Id
(
A(b, c) ⊗A(a, b)
)
⊗
(
A(y, z)⊗A(x, y)
)

A(a, c)⊗A(x, z).
The following is taken from [Day70, Page 2].
Definition 5.1.6 Let ν be a symmetric monoidal category. Amonoidal ν -category
is a ν -category A with a ν -functor (the monoidal product) ∧ :A×A → A , with a unit
object S ∈ ObA and ν -natural isomorphisms for associativity and the unit. If there is
a ν -natural isomorphism between the ν -functors ∧ and ∧◦T where T interchanges the
factors of A×A then A is called symmetric. A monoidal ν -functor is a ν -functor
that preserves the monoidal structure. That is, Ψ:A → B , a ν -functor, is monoidal
if ∧B ◦ (Ψ × Ψ) ∼= Ψ ◦ ∧B as ν -functors. If A and B are symmetric then we can also
require that Ψ respects the symmetry isomorphisms.
We spell out part of this definition, for any a , b , c and d in A we have a map
(A×A)
(
(a, b), (c, d)
)
:= A(a, c)⊗A(b, d) −→ A(a ∧ b, c ∧ d)
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that satisfies various unital and associativity diagrams. The symmetry of ν is used
to relate the composition in A × A to the composition in A . We can now use the
construction of [Day70], as taken from [GS, Definition 3.5 and A.2].
Definition 5.1.7 Assume that A is a symmetric monoidal ν -category. Then we can
define a box product of ν -functors T, S :A → ν .
T✷AS(a) =
∫ x,y
A(x ∧ y, a)⊗ T (x)⊗ S(y)
The relevant coequaliser defining the above coend uses the following maps, first we have
the ‘action’ on T and S .
A(u ∧ v, a)⊗A(x, u)⊗A(y, v)⊗ T (x)⊗ S(y)→ A(u ∧ v, a) ⊗ T (u)⊗ S(v).
The second uses the monoidal structure on A : A(x, u) ⊗ A(y, v) → A(x ∧ y, u ∧ v),
followed by composition. There is an external product on the category of ν -functors
A → ν . Take two such functors T and S , then T ∧¯S :A×A → ν is a ν -functor with
(T ∧¯S)(a, b) = T (a)⊗S(b). We can describe the box product as the left Kan extension
of ⊗ along ∧ , the monoidal product of A .
Proposition 5.1.8 Let F : ν → µ be a symmetric monoidal functor and C be a sym-
metric monoidal ν -category. Then FC is a symmetric monoidal µ-category.
Proof We define FC to have the same class of objects as C . On maps we define
(FC)(a, b) = F (C(a, b)). The monoidality of F gives us the composition rule and
identity elements. The monoidal structure is created from the monoidal structure on
C , but to prove that the monoidal product is a µ-functor we must use the symmetry
of F . The required unital and associativity µ-natural isomorphisms of the monoidal
product then follow from those in C . This result is an application of [DS07, Proposition
A.3(b)] with monoidal structures considered.
The need for symmetry in the above will cause us difficulty in Chapter 9 when we
create an enriched category D(φ∗NQ˜Etop) by applying the functor D to the enriched
category φ∗NQ˜Etop .
We now give a few results which give us some rules we can use when working with
coends or ends. Note that the Yoneda lemma states that the end
∫
c
Hom(C(x, c), F (c))
exists, whereas Lemma 5.1.10 and Corollary 5.1.11 assume that the relevant coend
exists. Of course, we will be working in the context of model categories, whence the
ends and coends we consider below will always exist.
Lemma 5.1.9 (Enriched Yoneda) Take ν to be a symmetric closed monoidal cate-
gory and let C be a small ν -category. Then for any x ∈ C and any ν -functor F : C → ν
the ν -object ν –Nat(C(x,−), F ) :=
∫
c
Hom(C(x, c), F (c)) exists and is naturally isomor-
phic to F (x).
Proof This lemma is [Bor94, Proposition 6.3.5].
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Lemma 5.1.10 Consider a ν -functor F : C → ν between ν -categories (with C small)
and let x ∈ C , then whenever the following coend exists, there is an isomorphism
(natural in F and x) in ν :∫ c∈C
F (c)⊗ C(c, x)
∼=
−→ F (x).
Proof We write the coend as a coequaliser of coproducts∐
c,d
F (c) ⊗ C(c, d) ⊗ C(d, x)−−→−→
∐
e
F (e)⊗ C(e, x).
One arrow corresponds to composition and the other to the action of C(c, d) on F (c)
F (c) ⊗ C(c, d) → F (c)⊗ ν(F (c), F (d)) → F (d).
The action map then induces a map in ν :
∐
c F (c) ⊗ C(c, x) → F (x), that this co-
equalises the two maps follows from the definition of a ν -functor. Given any test object
T for this coequaliser we can use factor x of the given map α :
∐
c F (c)⊗ C(c, x)→ T
and the composite F (x) ∼= F (x)⊗I → F (x)⊗C(x, x) to give a map F (x)→ T . It fol-
lows easily that this map is unique and satisfies the required commutativity condition.
Hence F (x) is isomorphic to the coend.
Corollary 5.1.11 Consider a ν -functor F : Cop → ν between ν -categories (with C
small) and let x ∈ C , then whenever the following coend exists, there is an isomorphism
(natural in F and x) in ν :∫ c∈C
F (c)⊗ C(x, c)
∼=
−→ F (x).
5.2 C -Modules
We now wish to move from enrichments to tensorings of categories (and then to tensor-
ings, cotensorings and enrichments all at the same time). To avoid confusion with the
previous information and to match the notation of [Hov99, Chapter 4] we let C be a
symmetric monoidal category ([Hov99, Definition 4.1.4]) with product ⊗ and unit 1C .
Definition 5.2.1 A C -module is a category D with a functor C × D → D . The
symmetry of C allows us to use left-modules and right-modules interchangeably. A C -
module functor between C -modules D and E is a functor F :D → E with a natural
isomorphism c ⊗ Fd ∼= F (c ⊗ d) satisfying the following pair of coherence conditions.
Let c and c′ be objects of C and d an object of D . The first condition is that the two
ways of getting from L(c⊗ (c′⊗ d)) to c⊗ (c′⊗Ld) must be equal. The second is that
the two ways to get from L(d⊗ 1C) to Ld must agree.
A (symmetric) C -algebra is a category D with a (symmetric) monoidal structure and
a strong (symmetric) monoidal functor iD : C → D . A (symmetric) C -algebra func-
tor between C -algebras D and E is a strong (symmetric) monoidal functor F :D → E
with a monoidal natural isomorphism F ◦ iD → iE .
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This definition is an abbreviation of [Hov99, Definitions 4.1.6 – 4.1.9]. We now want to
add still more structure: to consider categories enriched, tensored and cotensored over
another category. We let C be a closed (symmetric) monoidal category [Hov99, 4.1.13]
with product ⊗ and unit 1C , the internal function object of C will be FC (recall that
the adjective closed means that we have an adjunction of two variables rather than just
a bifunctor).
Definition 5.2.2 A closed C -module is a category D with an adjunction of two
variables C × D → D . Thus we have three bifunctors
⊗ : C ×D −→ D
Hom : Cop ×D −→ D
HomC : D
op ×D −→ C.
In [Hov99] the notation Homr is used for HomC and Homl for Hom. We also have the
adjunctions C(c,HomC(d, d
′)) ∼= D(c⊗ d, d′) ∼= D(d,Hom(c, d′)). We call ⊗ the tensor
operation, Hom the cotensor and HomC the enrichment.
Thus a closed C -module is a C -category, with the enrichment given by HomC .
Lemma 5.2.3 Let D be a closed C -module, then for any d, d′ in D and c in C , there
are canonical isomorphisms in C
FC(c,HomC(d, d
′)) ∼= HomC(d⊗ c, d
′) ∼= HomC(d,Hom(c, d
′))
which, after applying C(1C ,−), reduce to the isomorphisms of the definition above.
Proof This is [Dug06, Lemma A.2].
Lemma 5.2.4 Take an adjunction L : D ⇆ E : R between closed C -modules, then the
following statements are equivalent:
(i). There are natural isomorphisms in E , c ⊗ Ld ∼= L(c ⊗ d), which reduce to the
canonical isomorphisms for c = 1C .
(ii). There are natural isomorphisms in D , Hom(c,Re) ∼= RHom(c, e) which reduce
to the canonical isomorphisms for c = 1C .
(iii). There are natural isomorphisms in C , HomC(d,Re)
∼= HomC(Ld, e) which after
applying C(1C ,−) reduce to the adjunction between L and R .
Proof This is [Dug06, Lemma A.7] and we give a proof of this simple result. Take any
c, d, e in C,D, E respectively. Then
E(c⊗ Ld, e) ∼= E(Ld,Hom(c, e)) ∼= D(d,RHom(c, e))
E(L(c ⊗ d), e) ∼= D(c⊗ d,Re) ∼= D(d,Hom(c,Re))
so since an object in a category is determined (up to natural isomorphism) by the
maps out of (or the maps into) that object, we can see that the first two conditions are
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equivalent. The next two collections of isomorphisms show (respectively) that the first
and last conditions are equivalent and that the second and third are equivalent.
C(c,HomC(d,Re))
∼= D(c⊗ d,Re) ∼= E(L(c⊗ d), e)
C(c,HomC(Ld, e))
∼= E(c⊗ Ld, e)
C(c,HomC(d,Re))
∼= D(c⊗ d,Re) ∼= D(d,Hom(c,Re))
C(c,HomC(Ld, e))
∼= E(Ld,Hom(c, e)) ∼= D(d,RHom(c, e))
The statement about reductions are similarly routine.
Definition 5.2.5 An adjunction of closed C -modules is an adjoint pair such that
the left adjoint is a C -module functor. A closed (symmetric) C -algebra is a category
D with a closed (symmetric) monoidal structure and a strong (symmetric) monoidal ad-
junction iD : C ⇆ D : jC [Hov99, Definition 4.1.14]. An adjunction of closed (sym-
metric) C -algebras between C -algebras D and E is a strong (symmetric) monoidal
adjunction L : D ⇆ E : R with a monoidal natural isomorphism L ◦ iD → iE (so L is
a C -algebra functor).
Lemma 5.2.6 Take a strong monoidal adjunction L : C ⇆ D : R . Then a D -module
category M can be given the structure of a C -module category by setting
X ⊗ c = X ⊗ Lc, FC(c, Y ) = F (Lc, Y ) and HomC(X,Y ) = RHomD(X,Y )
note that the direction of the adjunction is essential to this lemma.
Proof This is [Dug06, Lemma A.5].
Corollary 5.2.7 If there is a strong (symmetric) monoidal adjunction L : C−−→←−D : R
between closed (symmetric) monoidal categories then C and D are closed (symmetric)
C -algebras and (L,R) is an adjunction of closed (symmetric) C -algebras.
We now link these structures back to the definitions of [Kel05].
Proposition 5.2.8 If L : D−−→←−E : R is an adjunction of closed C -modules then both
L and R are C -functors.
Proof Showing this for the right adjoint takes a rather large diagram chase, see [Dug06,
Proposition A.9] for a proof of the statement. That the left adjoint is a C -functor follows
from the statement for the right adjoint and [Bor94, Proposition 6.7.2]. For d ∈ D there
is a unit map d→ RLd in D and for e ∈ E there is a counit map LRe→ e in E . The
C -structures on L and R arise from these maps as below.
HomC(d
′, d)→ HomC(d
′, RLd) ∼= HomC(Ld
′, Ld)
HomC(e, e
′)→ HomC(LRe, e
′) ∼= HomC(Re,Re
′)
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Remark 5.2.9 Let C be a (symmetric) monoidal category, then we can give C the
structure of a closed C -module or a closed (symmetric) C -algebra. If D is a closed
(symmetric) C -algebra, then it is certainly a closed C -module. So now we can ask:
when is a closed C -module D a closed (symmetric) C -algebra? Obviously the primary
requirement is that D should be a (symmetric) monoidal category, but we also need
an associativity relation: c⊗ (d∧d′) ∼= (c⊗d)∧d′ satisfying the appropriate coherence
diagrams. Then we have a strong monoidal (symmetric) adjunction
(−)⊗ 1D : C
−−→←−D : HomC(1D,−)
making D into a closed (symmetric) C -algebra. This is precisely analogous to the
case of modules and algebras over a ring. When considering model structures the
only additional condition is to require that the adjunction is a Quillen pair, which is
automatic when 1D is cofibrant.
5.3 Modules over an Enriched Category
This section gives the language needed to compare our categories of G-spectra to
algebra, that is, it allows us to make use of the results of [Shi07b]. We show how to
move from spectra to algebra in Section 9.3. To help the notation we fix our ‘base
category’ to be the category of symmetric spectra, thus we state all definitions and
results in terms enrichments over symmetric spectra. It should be clear how to replace
the category of symmetric spectra with any other closed symmetric monoidal model
category (which satisfies the monoid axiom) in the following. In particular we will later
use SpΣ+ , Sp
Σ(sQ –mod), SpΣ(dgQ –mod+) and dgQ –mod in the place of symmetric
spectra. Note that to prove Theorem 5.3.9 (the main result of this section) we must
either assume the unit is cofibrant or assume that smashing with a cofibrant object
preserves weak equivalences.
We now give [SS03b, Definition 3.5.1], which takes the notion of a closed SpΣ -module
and adds model structure conditions.
Definition 5.3.1 A spectral model category is a model category C which is a
closed SpΣ -module and the action map ⊗ :SpΣ × C → C is a Quillen bifunctor such
that ĉS ⊗ X → S ⊗ X is a weak equivalence for all cofibrant X ∈ M . A spectral
left Quillen functor is a left Quillen functor that is also a SpΣ -module functor.
A spectral right Quillen functor is a right Quillen functor R : C → D between
spectral model categories that preserves (up to natural isomorphism in D ) the cotensor
operation: Hom(K,RX) ∼= RHom(K,X) and this isomorphism must be coherent in
the sense that the two maps from Hom(L,Hom(K,RX)) to RHom(L,Hom(K,X))
must be equal.
A spectral model category is a SpΣ -model category in the sense of [Hov99, Definition
4.2.18]. As (briefly) mentioned after [Hov99, Definition 4.1.12] the correct notion of a
‘map of spectral model categories’ is a spectral adjunction of categories as defined in
[SS03b, Definition 3.9.2] which we give below.
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Definition 5.3.2 Let L : C−−→←−D : R be an adjoint pair between spectral model cat-
egories C and D . A spectral adjunction is an adjunction of closed SpΣ -modules.
We call such a pair a spectral Quillen pair if the functors (L,R) are also a Quillen
pair. A spectral Quillen equivalence is a spectral Quillen pair that is also a Quillen
equivalence.
A closed (symmetric) monoidal spectral model category is a closed (symmetric)
SpΣ -algebra such that the adjunction SpΣ −−→←− D is a Quillen pair. An adjunction
of closed (symmetric) monoidal spectral model categories is an adjunction of
closed (symmetric) SpΣ -algebras that is a Quillen pair.
Thus, a spectral adjunction is an adjunction with a natural isomorphism of symmetric
spectra HomC(A,RX)
∼= HomD(LA,X). Furthermore, L is a spectral left Quillen
functor and R is spectral right Quillen functor. We introduce some language for cate-
gories enriched over symmetric spectra which don’t necessarily have model structures
or aren’t tensored or cotensored over symmetric spectra.
Definition 5.3.3 A spectral category ([SS03b, Definition 3.3.1]) is a category O
enriched over the category of symmetric spectra SpΣ , i.e. O is an SpΣ -category. A
spectral functor is an SpΣ -functor and a spectral adjunction is an SpΣ -adjunction.
A (right) O -module is a contravariant spectral functor O → SpΣ , these modules
form a category denoted mod–O . A morphism of O -modules is an SpΣ -natural
transformation.
We spell out the above requirements for an O -module M . For every object of O we
have a symmetric spectrum M(o) and we must have coherently unital and associative
maps of symmetric spectra M(o) ∧O(o′, o)→M(o′) for pairs of objects o, o′ in O . A
morphism of such modules is a collection of maps of symmetric spectra M(o)→ N(o)
which are strictly compatible with the above action.
Definition 5.3.4 For each o ∈ O we have a free module ([SS03b, Definition 3.3.1]),
Fo . This is an O -module defined by Fo(o
′) = O(o′, o) with O -action given by compo-
sition.
Remark 5.3.5 The definitions above fit neatly into the framework of [Bor94, Section
6.2], If O is an SpΣ -category then so is Oop , [Bor94, Proposition 6.2.2]. Then we have
the following definitions from [Bor94, Proposition 6.3.1]:
Category of left O-modules, O –mod = SpΣ[O, SpΣ]
Category of right O-modules, mod–O = SpΣ[Oop, SpΣ]
the categories of covariant and contravariant spectral functors from O to SpΣ . Mor-
phisms in these categories are the SpΣ -natural transformations.
Theorem 5.3.6 Let O be a spectral category, then the category of O -modules with
object-wise weak equivalences of SpΣ , object-wise fibrations of SpΣ and cofibrations as
necessary gives a cofibrantly generated spectral model structure. The collection of free
modules give a set of compact generators.
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Proof This is part of [SS03b, Theorem A.1.1].
We take the definition below from [SS03b, Section A.1].
Definition 5.3.7 For a spectral functor of spectral categories Ψ:O −→ R , we have a
restriction of scalars functor
Ψ∗ : mod–R −→ mod–O, M 7→M ◦Ψ.
This has a left adjoint (−) ∧O R , the extension of scalars functor. It is defined as
an enriched coend and is similar to many other constructions in this work,
N ∧O R =
∫ o
N(o) ∧ FΨ(o)
we give a construction below as a coequaliser of a pair of R-module homomorphisms.∨
o,p∈O
N(p) ∧ O(o, p) ∧ FΨ(o)
−−→−→
∨
q∈O
N(q) ∧ FΨ(q)
We call Ψ a stable equivalence if each Ψo,p :O(o, p)→R(o, p) is a weak equivalence
of symmetric spectra.
Proposition 5.3.8 For a spectral functor of spectral categories Ψ:O −→ R there is
a Quillen pair
(−) ∧O R : mod–O
−−→←−mod–R : Ψ∗.
Furthermore if Ψ is a stable equivalence this adjoint pair is a Quillen equivalence.
Proof This is part of [SS03b, Theorem A.1.1].
We now add an extra condition on O to ensure that mod–O is in fact a closed monoidal
model category. Note that we will use the fact that in SpΣ (or SpΣ+ ) smashing with a
cofibrant object preserves weak equivalences.
Theorem 5.3.9 If the category O is a symmetric monoidal SpΣ -category then the
category mod–O is a closed symmetric monoidal model category satisfying the monoid
axiom.
Proof This is [GS, Proposition 3.7], adjusted to the setting of an SpΣ -category, with
full details given. The monoidal product is the box product
M✷N(o) =
∫ p,q
O(o, p ∧ q, )⊗M(p)⊗N(q).
We let ∧ be the monoidal product of O and S the unit. The unit of mod–O is
the module HomSpΣ(−,S), which is easy to prove using Corollary 5.1.11. It is then a
matter of formality that the internal function object exists, it is defined as
Hom
✷
(M,N)(o) = SpΣ –Nat
(
M,N(o ∧ −)
)
=
∫
p
Hom
(
M(p), N(o ∧ p)
)
.
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Now we show that the pushout product and monoid axiom hold, to do so we must
understand the generating cofibrations. Thus we write out part of the proof of [SS03a,
Theorem 6.1]. This proves the model structure exists by identifying mod–O with a
category of algebras over a triple.
Let IO be the SpΣ -category with the same objects as O and maps given by IO(o, o) = S
and a point otherwise. There is a canonical map of SpΣ -categories u : IO → O , which is
given by the unit map IO(o, o)→ O(o, o). The adjoint pair of restriction and extension
of scalars (Definition 5.3.7), gives the required triple T ([Mac71, Chapter VI]) on
mod– IO and the algebras over this triple are O -modules. Now mod– IO is simply an
O -indexed product of copies of SpΣ hence we can give it the product model structure
[Hov99, 1.1.6]. The generating (acyclic) cofibrations for mod– IO are given by maps
f :A → B concentrated in factor o where f is a generating (acyclic) cofibration for
SpΣ . Hence a generating (acyclic) cofibration for mod–O has form A ∧ Fo → B ∧ Fo
where f is a generating (acyclic) cofibration for SpΣ . In fact this argument shows that
smashing with a free module takes (acyclic) cofibrations of SpΣ to (acyclic) cofibrations
of mod–O .
The monoid axiom follows from the monoid axiom for SpΣ (for the positive case see
[MMSS01, Theorem 14.2]). Take a generating acyclic cofibration A ∧ Fo → B ∧ Fo
and a module M , for p ∈ O we have ((A ∧ Fo)✷M)(p) = A ∧ (Fo✷M)(p) hence
(A∧Fo)✷M → (B∧Fo)✷M is a weak equivalence in mod–O . Since pushouts and trans-
finite compositions of O -modules are constructed object-wise, the rest of the monoid
axiom follows.
The pushout product axiom for mod–O uses the isomorphism (A ∧ Fo)✷(B ∧ Fp) ∼=
(A ∧B) ∧ Fo∧p , and the pushout product axiom for symmetric spectra. We must also
prove that for any cofibrant module M the map
ĉO(−,S)✷M →M
is a weak equivalence. We actually prove this result holds without the assumption that
M is cofibrant. The unit of SpΣ is cofibrant, hence so is O(−,S) and there is nothing
to check. In a category where the unit is not cofibrant, such as SpΣ+ , an alternative
proof exists whenever smashing with cofibrant objects preserves weak equivalence. The
important step is in identifying ĉO(−,S) with ĉS ∧ O(−,S), the latter is cofibrant as
an O -module since ĉS is cofibrant in SpΣ+ . The map
ĉS ∧ O(−,S)→ O(−,S)
is a weak equivalence since ĉS ∧ X → X is a weak equivalence for any symmetric
spectrum X . So we have reduced the problem to proving that ĉS∧M →M is a weak
equivalence, but this is obvious from the above statements.
Proposition 5.3.10 Let Ψ:O −→ R be a monoidal functor of monoidal spectral cate-
gories. Then
(
(−)∧OR,Ψ
∗
)
is a strong monoidal Quillen adjunction. If the categories
and Ψ are also symmetric then the adjunction will be a strong symmetric monoidal ad-
junction.
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Proof That the left adjoint is strong monoidal is an easy exercise in manipulating
coends. Thus the right adjoint has a weak monoidal structure and the left adjoint has
the required model structure properties. When the unit is cofibrant this is all that is
required. In the SpΣ+ case, the result follows from the identification of ĉO(−,S) with
ĉS ∧ O(−,S) and the isomorphism O(−,S) ∧O R ∼= R(−,S).
Definition 5.3.11 Given a pair of spectral functors F,G : C → D between spectral
categories there is a symmetric spectrum of spectral natural transformations. For
brevity we call this the spectrum of natural transformations and it is defined as
([Bor94, Proposition 6.3.1])
SpΣ –Nat(F,G) =
∫
c
Hom(Fc,Gc).
As an equaliser of products we have
SpΣ –Nat(F,G) −→
∏
c∈C
Hom(Fc,Gc)−−→−→
∏
c,c′∈C
Hom(C(c, c′)⊗ Fc,Gc′)
where Hom is the internal function object for symmetric spectra.
Remark 5.3.12 The above is the general definition, but when working with right
modules over O one must remember to account for the change in variance. So for right
O -modules M and N the spectrum of morphisms of O -modules is given below.
SpΣ –Nat(M,N) −→
∏
c∈C
Hom(Mc,Nc)−−→−→
∏
c′,c∈C
Hom(O(c, c′)⊗Mc,Nc′)
Hence mod–O is an SpΣ -category.
Proposition 5.3.13 The category of O -modules is tensored and cotensored over sym-
metric spectra.
Proof The tensor and cotensor are given object-wise; so for a symmetric spectrum A
and a (right) O -module M
(A⊗M)(o) = A ∧M(o) Hom(A,M)(o) = Hom(A,M(o)).
Now we show that these are compatible with the enrichment, so that:
SpΣ –Nat(M,Hom(A,N)) ∼= SpΣ –Nat(A⊗M,N) ∼= Hom(A,SpΣ –Nat(M,N)).
Writing this out in terms of ends we require a pair of relations∫
o
Hom(A ∧M(o), N(o)) ∼=
∫
o
Hom(M(o),Hom(A,N(o)))∫
o
Hom(A,Hom(M(o), N(o))) ∼= Hom(A,
∫
o
Hom(M(o), N(o)))
the first of which is certainly true and the second follows from [Bor94, Proposition 6.7.3]:
the associativity of SpΣ ensures that (A ∧ (−),Hom(A,−)) is a SpΣ -adjunction.
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In truth the above enrichment, tensoring and cotensoring over symmetric spectra ac-
tually arises from giving mod–O the structure of a SpΣ -algebra. The result as stated
below holds in greater generality, one can replace SpΣ by any other symmetric monoidal
model category provided that either the unit is cofibrant or that smashing with a cofi-
brant object preserves weak equivalences.
Theorem 5.3.14 If O is a symmetric monoidal SpΣ -category, then there is a strong
symmetric monoidal Quillen pair
(−)⊗ FS : Sp
Σ−−→←−mod–O : Hom(FS,−)
where FS is the free module on the unit of O . Thus mod–O is an Sp
Σ -algebra. This
structure is compatible with the enrichment, tensoring and cotensoring above.
Proof We clearly have a symmetric strong monoidal pair and we have already shown
that (−)⊗FS preserves (acyclic) cofibrations in Theorem 5.3.9. To recover the tensoring
one simply needs to use the basic properties of coends (such as commutation with
left adjoints and interchange of factors) and Corollary 5.1.11 to see A ⊗M ∼= (A ⊗
FS)✷M . For the cotensoring, the same kind of argument suffices to show Hom(A,M) ∼=
Hom
✷
(A ⊗ FS,M), but we need the end version of Corollary 5.1.11 since we are now
in a ‘right-handed’ case. Finally, the enrichment can be identified as Hom(M,N) ∼=
Hom(FS,Hom✷(M,N)).
Note that by the enriched Yoneda lemma (Lemma 5.1.9), Hom(FS,M) ∼=M(S) for any
O -module M .
Remark 5.3.15 It is instructive to look at this result in a little more generality. For
each o ∈ O there is a Quillen pair (−) ∧ Fo : Sp
Σ−−→←−mod–O : Evo where Evo(M) =
M(o), the evaluation functor. To show that this is an adjoint pair we use the enriched
Yoneda lemma (Lemma 5.1.9),
mod–O(A ∧ Fo,M) ∼= Sp
Σ(A,Hom(Fo,M)) ∼= Sp
Σ(A,M(o))
we can now use Theorem 5.3.9 to see that this is a Quillen pair. Alternatively, we can
show this more directly: since fibrations and weak equivalences are defined object-wise,
each Evo is a right Quillen functor.
5.4 Morita Equivalences
The theorem below is vital to our work, it allows us to replace G-spectra by modules
over an SpΣ -category E(G).
Definition 5.4.1 Consider a set of objects G in a spectral model category D . We
define E(G), the endomorphism ringoid of G , to be the spectral category with
object set G and E(G)(g, g′) = HomSpΣ(g, g
′).
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Definition 5.4.2 For a spectral model category D and a full subcategory E(G) defined
by an object set G , there is a functor (sometimes called the tautological functor)
Hom(G,−) :D −→ mod– E(G)
defined by Hom(G, d)(g) = HomSpΣ(g, d) (this is [SS03b, Definition 3.9.1]). This has
a left adjoint − ∧E(G) G and for a module M this is given by a coend
∫ g∈G
M(g) ∧ g .
This can also be written in terms of a coequaliser of coproducts:∨
g,h∈G
M(h) ∧ E(G)(g, h) ∧ g−−→−→
∨
g∈G
M(g) ∧ g.
Theorem 5.4.3 When D is a closed symmetric monoidal spectral category and the
object set G consists of cofibrant and fibrant objects the adjunction
(−) ∧E(G) G : mod– E(G)
−−→←−D : Hom(G,−)
is a spectral Quillen pair. If G is a set of compact generators for D then this Quillen
pair is a spectral Quillen equivalence. If G is closed under the monoidal product, then
this pair is an adjunction of closed strong symmetric monoidal spectral model categories.
Proof The first two statements are [SS03b, Theorem 3.9.3]. So we must consider the
case where G is closed under the monoidal product and show that this adjunction is
strong monoidal, this follows by [GS, Proposition 3.6] and we give an explicit proof
below. The left adjoint is strong symmetric monoidal by the following series of iso-
morphisms, where we use the assumption that the collection of generators of D form
a symmetric monoidal SpΣ -category.
(M✷N) ∧E(G) G =
∫ g∈G ∫ x,y∈G (
E(G)(g, x ∧ y) ∧M(x) ∧N(y)
)
∧ g
=
∫ x,y∈G
M(x) ∧N(y) ∧
(∫ g∈G
E(G)(g, x ∧ y) ∧ g
)
∼=
∫ x,y∈G
M(x) ∧N(y) ∧ (x ∧ y)
∼=
∫ x,y∈G
(M(x) ∧ x) ∧ (N(y) ∧ y)
∼=
∫ x∈G
(M(x) ∧ x) ∧
∫ y∈G
(N(y) ∧ y)
∼=
(∫ x∈G
M(x) ∧ x
)
∧
(∫ y∈G
N(y) ∧ y
)
= M ∧E(G) G ∧N ∧E(G) G
It is clear that the left adjoint preserves the SpΣ -algebra structure, that is, for a
symmetric spectrum X ,
(X ∧ E(G)(−,S)) ∧E(G) G ∼= iD(X)
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where iD : Sp
Σ → D is the left adjoint of the Quillen pair giving D a closed sym-
metric monoidal spectral category structure. We also need the following to be a weak
equivalence in SpΣ .
ĉE(G)(−,S) ∧E(G) G → E(G)(−,S) ∧E(G) G ∼= S
We use the characterisation ĉE(G)(−,S) = ĉS ∧ E(G)(−,S) and the result follows im-
mediately.
In Chapter 9 we will need a slight alteration of this result to a context the unit object
in G is not cofibrant. We shall go through the changes needed in Theorem 9.1.2. It
should be clear that the correct notion of compact for the above result when working
in a G-equivariant setting is G-compactness.
Remark 5.4.4 The reader should note that the requirement that every object of G
is fibrant is essential to know that E(G)(g, g′) has the correct homotopy type. It can
be quite difficult to meet this requirement and have G closed under the monoidal
product since the smash product of a pair of fibrant objects in a model category is
not usually fibrant. Equally, there is no reason to expect the monoidal product and
fibrant replacement functor to be compatible. That is, the fibrant replacement functor
is not usually a monoidal functor. The solution of [GS] and of our work is to work in a
category with every object fibrant. This is the reason why we have constructed rational
spectra as SQ -modules in EKMM spectra. Similarly for the finite case we considered
SH –mod for each conjugacy class of subgroups (H). Looking ahead to Part III, where
we specialise to the group O(2), we take our model for rational SO(2)-spectra to be
ι∗SQ –mod. Every object of this category is fibrant, hence so is every object of the
associated skewed category.
Part III
The Continuous Dihedral Group
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Chapter 6
Rational O(2)-Equivariant
Spectra
We now concentrate on the group O(2). We apply our splitting result and state some
of the homotopy level calculations on rational O(2)-spectra from [Gre98b].
6.1 Basics
The closed subgroups of O(2) are O(2) itself, SO(2), the finite dihedral groups and the
finite cyclic groups. We will use the notation Dh2n to represent the dihedral subgroup
of order 2n containing h , an element of O(2) \ SO(2). The conjugacy class of such
subgroups for a fixed n > 0 will be written D2n . We write Cn for the cyclic group of
order n . For the rest of Part III, we let W = O(2)/SO(2), the group of order 2. We
define a cyclic group to be any subgroup of SO(2), and a dihedral group to be any
group of form Dh2n or O(2) itself. We take C to be the family consisting of all cyclic
subgroups of O(2). The cofamily associated to C consists of the dihedral groups, we
call this set D and we shall write ED for EC˜ .
Lemma 6.1.1 The family of cyclic subgroups, C , is an idempotent family.
Proof This follows from Lemma 3.4.10 since SO(2) is the identity component of O(2).
We illustrate this result with Figure 6.1 below where we draw FO(2)/O(2).
Definition 6.1.2 The model category of cyclic spectra is CMQ and the model
category of dihedral spectra is C˜MQ , which we write as DMQ (see Definition
3.4.2). In most cases we will no longer explicitly mention the fact that all categories
are rationalised.
Theorem 6.1.3 There is a strong monoidal Quillen equivalence
∆ : O(2)MQ
−−→←−CMQ ×DMQ :
∏
.
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Figure 6.1: FO(2)/O(2).
In particular, we have the following natural isomorphism for any G-spectra X and Y
[X,Y ]
O(2)
Q
∼= [X ∧ EC+, Y ∧ EC+]
O(2)
Q ⊕ [X ∧ ED , Y ∧ ED ]
O(2)
Q .
Furthermore, we have a Quillen equivalence:
SQ –mod
−−→←−LEC+SQ –mod×LEDSQ –mod .
Proof This is an application of Theorem 3.4.14 and Theorem 3.3.2.
Denote the determinant representation of O(2) by δ . This is a one dimensional real
representation of O(2). For n > 0, nδ is an n-dimensional real representation with
(nδ)H equal to 0 for H ∈ D and Rn for H ∈ C .
Lemma 6.1.4 The universal space for the family C is given by the universal space for
the group W , that is, EC = EW . A construction of universal space for the cofamily
D , ED , is S∞δ .
Proof Consider EW as an O(2)-space by letting O(2) act via the quotient homomor-
phism O(2)→ O(2)/SO(2) =W . Then we note that H ∈ C acts trivially and H ∈ D
acts through W , so that EW has the required universal property.
Using the inclusion of nδ into (n+1)δ we have Snδ → S(n+1)δ and the colimit of these
maps is S∞δ . Since each map is an inclusion, (S∞δ)H = Colimn(S
nδ)H and hence is
equal to S0 for H ∈ D and S∞ for H ∈ C . Since S∞ is the infinite sphere it is
weakly equivalent to a point. Hence S∞δ has the required universal property.
We compare our splitting above to [Gre98b, Proposition 3.1] and hence relate maps in
HoCMQ to maps of HoSO(2)MQ with a W -action. In Chapter 8 we improve on this
and obtain a model category version of this result. Note that since SO(2) is a normal
subgroup of O(2), CM is Quillen equivalent to O(2)M(SO(2)), the F (SO(2))-model
structure on O(2)M , see Theorem 3.4.4.
Proposition 6.1.5 The forgetful map induces a natural isomorphism [X,Y ]
O(2)
C ,Q
∼={
[X,Y ]
SO(2)
Q
}W
, where
{
[X,Y ]
SO(2)
Q
}W
is the set of maps in the homotopy category
of rational SO(2)-spectra with a homotopy action of W . Furthermore, HoCMQ is
equivalent to Ho(SO(2)MQ)
W , the homotopy category of rational SO(2)-spectra with
a homotopy action of W .
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Proof By Theorem 6.1.3 (see also Remark 3.2.6) it is clear that [X,Y ]
O(2)
C ,Q is isomorphic
to eC [X,Y ]
O(2)
Q .
The proof of Theorem 3.2.4 implies that this is isomorphic to [EC+ ∧X,Y ]
O(2)
Q . Since
EC+ = EW+ we can apply [Gre98b, Proposition 3.1] to obtain the result. The final
statement follows from [Gre98b, Corollary 3.2].
Proposition 6.1.6 Let SQ –mod(C ) denote the category of SQ -modules in O(2)M
with model structure created from the underlying category O(2)M(SO(2)). Then the
identity functor SQ –mod(C ) → LEC+SQ –mod is the left adjoint of a Quillen equiva-
lence.
Proof As stated in [MM02, Chapter IV, Theorem 6.9] the identity functor from
O(2)M(SO(2)) to CM is the left adjoint of a Quillen equivalence. This gives a
Quillen pair between the module categories. By inspection these categories have the
same weak equivalences, hence we have the Quillen equivalence as claimed.
We give the construction of the derived category of dihedral spectra from [Gre98b,
Section 4]. For each n > 1 let Vn be a graded QW -module and let V∞ = Limi
∏
n>i Vn ,
a graded QW -module. Let V0 be a graded Q-module and σ :V0 → V∞ be a W -map.
Call such information a graded dihedral Mackey functor. A map of graded dihedral
Mackey functors is a collection of W -maps fk :Vk → V
′
k for k > 0 such that the obvious
square relating σ :V0 → V∞ to σ
′ :V ′0 → V
′
∞ commutes.
Proposition 6.1.7 The homotopy category of dihedral spectra is equivalent to the cat-
egory of graded dihedral Mackey functors.
Proof This is a combination of [Gre98b, Summary 4.1 and Corollary 5.5].
We have reduced our study of rational O(2)-spectra to looking at cyclic spectra and
dihedral spectra. For cyclic spectra we can use any of the model categories CMQ ,
LEC+SQ –mod or SQ –mod(C ), since these are all Quillen equivalent. For dihedral
spectra we can use DMQ or LED+SQ –mod. The homotopy structure of dihedral
spectra as described above is quite simple. I plan (in future work) to give a classification
of dihedral spectra based on the results of Chapter 4.
The remainder of the thesis concentrates on the more subtle case of cyclic spectra. We
have a description of the homotopy category of cyclic spectra, one can think of this
description as saying that cyclic spectra are SO(2)-spectra with some extra structure
(a homotopy action of W ). We wish to make this notion precise at the model category
level so that we will have a better understanding of cyclic spectra. We first investigate
the general idea in Chapter 7 and then apply this to the specific case of cyclic spectra
in Chapter 8.
Chapter 7
Categories With Involution
In order to study cyclic O(2)-spectra we consider the relation between O(2)-spaces and
SO(2)-spaces (see Example 7.4.2). In the first section we have abstracted this relation
to the notion of a category with involution (the analogue of SO(2)-spaces) and its
associated skewed category (the analogue of O(2)-spaces). In the second section we
have considered monoidal structures on these categories. In Section 7.3 we have given
conditions for a model structure on the category with involution to pass to the skewed
category. We have given some examples in Section 7.4 and we recommend that the
impatient reader reads up to the definition of a skewed category and moves straight to
these examples.
7.1 Categories with Involution
We give the basic definitions and constructions of categories with involution and their
skewed categories. We then investigate the conditions necessary for a functor or an
adjoint pair between categories with involution to pass to the skewed categories.
Definition 7.1.1 A category with involution (C, σ) is a category C with a functor
σ : C → C such that σ2 = IdC . We call such a functor σ an involution.
It follows, of course, that σ is both a left and a right adjoint. We could relax this
definition by requiring that σ2 is naturally isomorphic to IdC . In the following work
we would then need to replace any use of the equality σ2 = IdC by the (specified
and fixed) natural isomorphism σ2 → IdC . Note that our involution is a covariant
self-functor of C , this differs from some of the literature where an involution means a
functor Cop → C which is self-inverse.
Definition 7.1.2 In a category with involution (C, σ), a map of order two is a map
f :A→ σA such that σf = f−1 .
Definition 7.1.3 Given a category with involution (C, σ), we define the associated
skewed category σ#C to be the category with objects w :A → σA (also denoted
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(A,w)), such that w ◦ σw = IdσA (so w is a map of order two). A morphism of such
objects is a commutative square:
A
w

f // B
w′

σA
σf // σB
and we denote such a morphism by f .
Proposition 7.1.4 Let (C, τ) be a category with involution and assume that C has
coproducts, denoted ∨ . Then there is an adjoint pair of functors
D : C−−→←−σ#C : P.
The left adjoint is the free functor, and it acts on objects as DX = X ∨σX → σX ∨X
with twist w the interchange of factors map. The right adjoint is projection onto the
first factor P(w :A→ σA) = A. These functors act on morphisms in the obvious way.
Proof See Lemma 7.3.3 for a more detailed construction of DX . First let us understand
what information is contained in the map
X ∨ σX
w

(f,g) // A
w′

σX ∨X
(σf,σg) // σA
Thus we have the requirement w′ ◦ (f, g) = (σf, σg) ◦ w , but (σf, σg) ◦ w = (σg, σf),
hence σg = w′f , so g = σ(w′f). Note that w′g = w′ ◦σw′ ◦σf = σf since w′σw′ = Id.
It follows that a map as above determines and is determined by a map f :X → A in
C , hence we have our adjunction.
Lemma 7.1.5 Let (C, τ) be a category with involution and assume that C has products,
denoted
∏
. Then P has a right adjoint.
P : σ#C−−→←−C : D′
The right adjoint acts on objects as D′X = X
∏
σX → σX
∏
X , with twist w the
interchange of factors map, it acts on morphisms in the obvious way.
Lemma 7.1.6 Consider a general category C , if C has equalisers and coequalisers,
then there we have a triple of functors (Orb, ε,Fix) arranged into adjoint pairs as
below.
ε : C −−→←− Id#C : Fix Orb : Id#C −−→←− C : ε
Proof For an object A of C , or (B,u) ∈ Id#C we have the following definitions
εA = Id:A→ A ∈ Id#C
Fix(B,u) = Bu = Eq
(
B
u
−−→−→
Id
B
)
∈ C
Orb(B,u) = B/u = Coeq
(
B
u
−−→−→
Id
B
)
∈ C
it is easy to see that these are adjoint pairs.
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Remark 7.1.7 The category Id#C is the category of C2 -objects and C2 -equivariant
maps in C . We have recovered the usual pair of triples: the forgetful functor Id#C → C
with its left and right adjoints and the trivial action functor C → Id#C with its left
and right adjoints.
Definition 7.1.8 An involutary functor (F,α) : (C, σ)→ (D, τ) consists of a functor
F : C → D and a natural transformation α :Fσ → τF such that τα ◦ ασ = IdF .
Lemma 7.1.9 An involutary functor (F,α) : (C, σ) −→ (D, τ) passes to a functor
(σ, τ)#F : σ#C −→ τ#D which we call the skewed functor, we will often just call
this functor F .
Proof We define (σ, τ)#F on an object w :A → σA to be the composite map αA ◦
Fw :FA → τFA . To see that this is an object of the category we draw the following
commutative diagram.
FA
Fw
 $$I
II
II
II
II
II
II
=
































FσA
αA //
Fσw

τFA
τFw
 $$H
HH
HH
HH
HH
HH
HH
FA
= // Fσ2A
ασA // τFσA
ταA // τ2FA
= // FA
For a map f : (w : A → σA) → (w′ :A′ → σA′) in σ#C , we make the definition:
((σ, τ)#F )f = Ff (labelling maps by their first factor). This is a morphism of σ#C
by the naturality of α , as the diagram below demonstrates.
FA
Fw

Ff // FA′
Fw′

FσA
αA

Fσf // FσA′
αA′

τFA
τFf // τFA′
Definition 7.1.10 For a pair of involutary functors (F,α) : (C, σ) −→ (D, τ) and
(G,β) : (D, τ) −→ (E , ρ) we define the composite involutary functor to be
(G ◦ F, βF ◦Gα) : (C, σ) −→ (E , ρ).
Lemma 7.1.11 The composite involutary functor of a composable pair of involutary
functors is an involutary functor.
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Proof By drawing a larger version of the diagram defining the skewed functor one can
see that
ρ(βF ◦Gα) ◦ (βF ◦Gα)σ = IdG◦F .
We draw the diagram below to explain the definition. Let f : (A,w) → (A′, w′) be a
map in σ#C .
GFA
GFw

GFf // GFA′
GFw′

GFσA
GαA

GFσf // GFσA′
GαA′

GτFA
βFA

GτFf // GτFA′
βFA′

ρGFA
ρGFf // ρGFA′
Definition 7.1.12 An involutary natural transformation η : (F,α) −→ (G,β) be-
tween involutary functors (F,α), (G,β) : (C, σ) −→ (D, τ) is a natural transformation
η :F → G such that τη ◦ α = β ◦ ησ .
Lemma 7.1.13 An involutary natural transformation η : (F,α) −→ (G,β) passes to a
natural transformation between the skewed functors
η = (σ, τ)#η : (σ, τ)#F −→ (σ, τ)#G
called the skewed natural transformation.
Proof All we need do is draw the diagram below, which will give the definition of
(σ, τ)#η , explain the requirement τη ◦ α = β ◦ ησ and make it clear (through the
naturality of each square) that this will be a natural transformation between the skewed
functors.
FA
Fw

ηA // GA
Gw

FσA
αA

ησA // GσA
βA

τFA
τηA // τGA
Definition 7.1.14 An involutary adjunction
(
(F,α), (G,β), η, ε
)
between two cat-
egories with involution (C, σ) and (D, τ) is an adjunction (F,G, η, ε) consisting of in-
volutary functors (F,α) : (C, σ) −→ (D, τ) and (G,β) : (D, τ) −→ (C, σ) and involutary
natural transformations η : IdC −→ (GF, βF ◦Gα) and ε : (FG,αG ◦ Fβ) −→ IdD .
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Lemma 7.1.15 An involutary adjunction
(
(F,α), (G,β), η, ε
)
passes to an adjunction
of the skewed categories.
(
(σ, τ)#F, (τ, σ)#G, (σ, τ)#η, (τ, σ)#ε
)
. Furthermore, this
gives the commutative square (see below) of adjoint functors below.
σ#C
(σ,τ)#F //
P

τ#D
(τ,σ)#G
oo
P

C
F //
D
OO
D′
OO
D
G
oo
D
OO
D′
OO
Proof Since F and G are involutary they pass to the skewed categories. We have a unit
and counit for the skewed categories by the assumption that η and ε are involutary.
We must check the following pair of equations of natural transformations:(
(τ, σ)#G (τ, σ)#ε
)
◦
(
(σ, τ)#η (τ, σ)#G
)
= Id(τ,σ)#G(
(σ, τ)#F (σ, τ)#η
)
◦
(
(τ, σ)#ε (σ, τ)#F
)
= Id(σ,τ)#F
but this is immediate from our definitions and the fact that we started with an adjunc-
tion. By the word commutative, we are claiming that there are four natural isomor-
phisms as below.
D ◦ F ∼= (σ, τ)#F ◦ D P ◦ (τ, σ)#G ∼= G ◦ P
P ◦ (σ, τ)#F ∼= F ◦ P (τ, σ)#G ◦ D′ ∼= D′ ◦G
It is easy to see that the isomorphisms containing P exist. This is all that we need to
check.
Remark 7.1.16 Consider a diagram of involutary adjunctions that commutes up to
natural isomorphism. Then, in order to obtain a commuting diagram of skewed cate-
gories, one must require that the natural isomorphisms giving the commutativity are
involutary.
The following lemma shows that in the case of an adjunction, one only has to check that
one of the functors involved is involutary to deduce that the other functor is involutary.
Lemma 7.1.17 Consider an adjunction (F,G, η, ε) between two categories with invo-
lution (C, σ) and (D, τ). Then there is a natural transformation α : Fσ → τF such
that τα ◦ ασ = IdF if and only if there is a natural transformation β :Gτ → σG such
that σβ ◦ βτ = IdG .
Proof Assume that α exists, this implies that Fσ and τF are naturally isomorphic
functors. Hence their right adjoints σG and Gτ are isomorphic, so we have a natural
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transformation β :Gτ → σG. The following diagram must commute
D(τ2LX,Y )
= //
τα◦ασ

D(LX, τ2Y )
φ // C(X,Rτ2Y )
σβ◦βτ

D(Lσ2X,Y )
φ // C(σ2X,RY )
= // C(X,σ2RY )
hence if τα ◦ασ = IdF then σβ ◦βτ = IdG . It is clear that the converse is also true.
7.2 Involutary Monoidal Categories
We consider the conditions necessary for a monoidal product on a category with invo-
lution to pass to a monoidal product on the skewed category.
Definition 7.2.1 An involutary monoidal category is a category with a closed
monoidal product (⊗,Hom, φ), a functor σ such that (C, σ) is a category with involu-
tion and
(i). a natural transformation m : σ(−)⊗σ(−)→ σ(−⊗−) such that σm◦m(σ⊗σ) =
Id−⊗− ,
(ii). an isomorphism i : I→ σI such that σi ◦ i = IdI (I the unit of ⊗).
That is, we require σ to be a strong monoidal functor – (σ,m, i), such that m behaves
in a similar way to an involutary natural transformation and i is a map of order two.
If C is a symmetric monoidal category and σ is a symmetric monoidal functor then
(C, σ) is an involutary symmetric monoidal category.
Theorem 7.2.2 The skewed category of an involutary symmetric monoidal category is
a symmetric monoidal category.
Proof Let (C, σ) be a the category with involution, with closed monoidal struc-
ture (⊗,Hom, φ,m, i) such that C is an involuntary monoidal category. We will use
(⊗,Hom, φ) to denote the monoidal product on the skewed category as decorating these
symbols further would be horrific. We begin by defining the action of the functor ⊗
on a pair of objects u :A→ σA and v :B → σB to be
mA,B ◦ u⊗ v :A⊗B → σA⊗ σB → σ(A⊗B).
This is an object of the skewed category since m is an involutary natural transfor-
mation. The action on maps is obvious from this definition. The unit is the object
i : I→ σI , since i is a map of order two, this is also an object of the category.
Now one must check that i : I → σI defines a unit, that the product as above is
associative and that certain coherence diagrams are satisfied see either [Mac71, VII]
or [Hov99, Chapter 4]. This is all routine and follows from our assumption that σ
is strong monoidal, most coherence diagrams are easy to check, but one can use the
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‘coherence theorem’ of [Mac71, VII] to note that all the diagrams that we are checking
commute. Thus we have a monoidal product on σ#C and it is clear that this product
is symmetric provided ⊗ is symmetric on C and σ is a strong symmetric monoidal
functor.
Now we move to showing that this monoidal structure is closed, so we construct an in-
ternal function object. Let B be an object of C . The functors −⊗σB and σ(σ(−)⊗B)
are naturally isomorphic, hence (by Lemma 7.1.17) there is a canonical natural isomor-
phism of order two Hom(σB,−)→ σHom(B,σ−). A small amount of adjustment will
give fA,B : Hom(σA, σB) → σHom(A,B) and it follows that σf ◦ f(σ, σ) = Id, that
is, f is an involutary natural transformation in the same way that m is.
Alternatively one can construct this natural transformation via the following diagram
(note that since σ2 = Id, a general object of C can be written as σA for suitable A).
Take A = σHom(σB, σC) and follow the identity map round the diagram to obtain
the natural transformation f : Hom(σ−, σ−)→ σHom(−,−).
Hom(σA,Hom(σB, σC))
φ−1σA,σB,σC
// Hom(σA⊗ σB, σC)
(σmσA,σB)
∗
// Hom(σ(A⊗B), σC)
σ

Hom(σA, σHom(B,C)) Hom(A,Hom(B,C))
σ
oo Hom(A⊗B,C)
φA,B,C
oo
Let (A, u), (B, v) and (C,w) be objects of the skewed category, we define the object
Hom((A, u), (B, v)) to be
fA,B ◦ Hom(σu, v) : Hom(A,B)→ Hom(σA, σB)→ σHom(A,B).
We must prove that maps (A, u)⊗ (B, v)→ (C,w) are in natural bijection with maps
(A, u)→ Hom
(
(B, v), (C,w)
)
. Consider the following pair of triangles, it follows from
the construction of the natural transformation f above that the left hand triangle
commutes if and only if the right hand triangle commutes.
σA⊗ σB
g //
mA,B

σC σA
φg //
σφk
''OO
OOO
OOO
OOO
OOO
O Hom(σB, σC)
fB,C

σ(A⊗B)
σk
88qqqqqqqqqqqqqq
σHom(B,C)
We draw another picture showing three squares. If any one of these commutes, so do
the other two.
A⊗B
u⊗v

k // C
w

A
φk //
u

Hom(B,C)
Hom(Id,w)

A
φk //
u

Hom(B,C)
Hom(σv,w)

Hom(B,σC)
σA⊗ σB g
// σC σA
φg
// Hom(σB, σC)
Hom(v,Id)
OO
σA
φg
// Hom(σB, σC)
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Fix k , then by the above g = w ◦ k ◦ (σu ⊗ σv). We combine these two collections of
diagrams (and remove g from the result) to obtain the pair of diagrams below. The
left hand diagram commutes if and only if the right hand diagram commutes. Thus we
have our adjunction on the skewed category.
A⊗B
u⊗v

k // C
w

A
φk //
u

Hom(B,C)
Hom(σv,w)

σA⊗ σB
mA,B

Hom(σB, σC)
fB,C

σ(A⊗B)
σk
// σC σA
σφk
// σHom(B,C)
One can remove the assumption that ⊗ is symmetric. The above proof would suffice
to show that one obtains a monoidal skewed category, but one would have to take care
over the fact that there are now two (possibly different) right adjoints to ⊗ (these are
Homl and Homr from Definition 1.1.10).
Definition 7.2.3 An involutary monoidal adjunction is an involutary adjunction
(L,α) : (C, σ)−−→←−(D, τ) : (R, β) such that L is op-monoidal and R is monoidal and
β is a monoidal natural transformation Rτ → σR . An involutary symmetric
monoidal adjunction between involutary symmetric monoidal categories is an in-
volutary monoidal adjunction that is a symmetric monoidal adjunction.
Lemma 7.2.4 An involutary monoidal adjunction passes to a monoidal adjunction on
the skewed categories. If this adjunction is strong monoidal or symmetric monoidal
then so is the adjunction on the skewed category.
Proof Take an involutary monoidal adjunction (L,α) : (C, σ)−−→←−(D, τ) : (R, β). The
assumptions on β are the same as requiring that the diagrams below commute.
IC
ν //
iC

RIC
RiD

Rτd⊗Rτd′
βd⊗βd′

// Rτ(d⊗ d′)
βd⊗d′

RτIC
β

σRd⊗ σRd′ // σR(d⊗ d′)
σIC
σν // σRIC
Thus R passes to a monoidal functor on the skewed category, hence the skewed adjunc-
tion is monoidal. The statement regarding strong monoidal adjunctions is obvious. For
the symmetric monoidal statement it is easy to check that if L and R are symmetric
then so are σ#L and τ#R .
Definition 7.2.5 Let (C, σ) be an involutary (symmetric) monoidal model category.
Then (C, σ) is an involutary (symmetric) closed ν -algebra if there is a strong
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(symmetric) monoidal involutary adjunction iC : ν
−−→←−C : jC with respect to the invo-
lution Idν on ν .
Lemma 7.2.6 The skewed category of an involutary (symmetric) closed ν -algebra is
a closed (symmetric) Id#ν -algebra. Furthermore it is a closed ν -algebra.
Proof The first statement of the lemma is simply that an involutary adjunction passes
to an adjunction of the skewed categories. The second statement follows from compos-
ing (i, j) with the strong monoidal adjunction (ε,Fix).
7.3 Involutary Model Categories
The next logical step in developing categories with involution is to consider model
structures. We provide criteria for model structures and Quillen functors on involutary
model categories to pass to the skewed categories.
Definition 7.3.1 An involutary model category (M,σ) is a cofibrantly generated
model category M with left Quillen functor σ :M →M such that σ2 = IdM . That is,
(M,σ) is a category with involution.
It follows, of course, that σ is also a right Quillen functor and that σ preserves all weak
equivalences (since a weak equivalence is a composite of an acyclic cofibration followed
by an acyclic fibration).
Definition 7.3.2 An involutary Quillen functor is an involutary functor that is a
Quillen functor.
Lemma 7.3.3 The category σ#M has all small limits and colimits.
Proof Take a diagram D (i.e. a small category) and a functor F :D → σ#M .
We can form ColimD PF (since M is bicomplete) and since σ is a left adjoint we
have a canonical isomorphism σColimD PF ∼= ColimD σPF . We also have a map
ColimD w : ColimD PF → ColimD σPF we combine these maps to give an object of the
skewed category in the diagram below.
ColimD PF
ColimD w
 ((RR
RRR
RRR
RRR
RRR
RR
=
}}||
||
||
||
||
||
||
||
||
||
||
|
ColimD σPF //
ColimD σw

σColimD PF
σColimD w
 ((RR
RRR
RRR
RRR
RRR
RR
ColimD PF
= // ColimD σ
2PF // σColimD σPF // σ2 ColimD PF
=

ColimD PF
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The composite ColimD PF → σ2 ColimD PF is the identity since there is a unique
isomorphism between any two colimits of a diagram. The case for a limit is identical
since σ is also a right adjoint.
Definition 7.3.4 Let (M,σ) be an involutary model category, we define a weak
equivalence (respectively fibration) of σ#M to be a map f such that Pf is a
weak equivalence (respectively fibration).
Proposition 7.3.5 These weak equivalences and fibrations define a model structure on
σ#M and we call this category and model structure the skewed model category.
Proof All that is required is to check that the lifting lemma (below) applies in the case
of
D :M−−→←−σ#M : P.
We have already shown that P is a left adjoint and so preserves all colimits. Let I
and J denote the generating cofibrations and acyclic cofibrations of M . Now we must
check that every relative DJ -cell complex is a weak equivalence, Take k :A→ B a map
in J , then
PDk = k ∨ σk :A ∨ σA→ B ∨ σB
and since σ is a left Quillen functor (on M ), it follows that PDk is an acyclic cofibration
in M . A relative DJ -cell complex in σ#M is a transfinite composition of pushouts of
DJ . Since P preserves these constructions (it is a left adjoint) and the set of acyclic
cofibrations (of M ) are closed under these operations ([Hov99, proof of 2.2.10]), the
result follows.
The original reference for the lifting lemma is of course [Qui67, II.4]. The lemma
below is a variation on [Hir03, Theorem 11.3.2] where we assume that the right adjoint
preserves filtered colimits so that the required smallness conditions hold.
Lemma 7.3.6 (Lifting Lemma) Let F : M ⇄ N : G be an adjoint pair of functors
(F is the left adjoint) with M a cofibrantly generated model category. Let I be the
generating cofibrations and J the generating acyclic cofibrations for M . Assume that
N has all small colimits and limits. Define a map f in N to be a weak equivalence or
a fibration if and only if Gf is so. Define the cofibrations of N to be those maps in N
with the correct lifting property. Then this construction defines a cofibrantly generated
model structure on N provided:
(i). G preserves filtered colimits,
(ii). every relative FJ -cell complex is a weak equivalence.
The sets FI and FJ are the generating cofibrations and generating acyclic cofibrations
for N .
Lemma 7.3.7 Let (M,σ) be a model category with involution, then P : σ#M → M
preserves cofibrations and hence is a left Quillen functor.
Proof The right adjoint D′ preserves fibrations and acyclic fibrations.
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Definition 7.3.8 An involutary Quillen pair is an involutary adjunction that is
also a Quillen pair.
Lemma 7.3.9 An involutary Quillen pair between model categories with involution,
passes to a Quillen pair between the skewed model categories.
Proof Let (F,α) : (M,σ) ⇄ (N, τ) : (G,β) be an involutary Quillen pair. We will
show that (τ, σ)#G is a right Quillen functor. By Lemma 7.1.15 we have the equation
PM ◦ (τ, σ)#G = G◦PN . Take a map f in τ#N , if f is a fibration or acyclic fibration
then so is G(PN (f)). Hence (τ, σ)#G(f) is a fibration or acyclic fibration by the
definition of the model structure on σ#M .
Definition 7.3.10 An involutary Quillen equivalence is an involutary Quillen pair
that is also a Quillen equivalence.
Proposition 7.3.11 An involutary Quillen equivalence passes to Quillen equivalence
of the skewed model categories.
Proof Take an involutary Quillen equivalence (F,α) : (M,σ) ⇄ (N, τ) : (G,β) then
consider a cofibrant c → σc in σ#M and a fibrant d → τd in τ#N . Then c is
cofibrant in M and d is fibrant in N so a map Fc → d is a weak equivalence if and
only if c → Gd is a weak equivalence. But this is precisely the statement that a map
(Fc→ τFc)→ (d→ τd) is a weak equivalence if and only if (c→ σc)→ (Gd→ σGd)
is a weak equivalence.
Definition 7.3.12 An involutary (symmetric) monoidal model category is a
category with involution (M,σ) such that:
(i). M is a (symmetric) monoidal model category,
(ii). (M,σ) is an involutary model category,
(iii). (M,σ) is an involutary (symmetric) monoidal category.
Lemma 7.3.13 If (M,σ) is an involutary (symmetric) monoidal model category then
σ#M is a (symmetric) monoidal model category. Furthermore, if M satisfies the
monoid axiom, so does σ#M .
Proof By the machinery above we know that σ#M is a (symmetric) monoidal cate-
gory. Hence we must show that this is a monoidal model category. To do so we use the
following alternative form of the pushout product axiom (see [Hov99, Lemma 4.2.2]).
Take f : (C, u)→ (D, v) a cofibration in σ#M and g : (X, r)→ (Y, s) a fibration. Then
we must prove that the induced map
α : Hom((D, v), (X, r)) → Hom((D, v), (Y, s))
∏
Hom((C,u),(Y,s))
Hom((C, u), (X, r))
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is a fibration that is acyclic whenever f or g is. Since the codomain of α is a pullback
we can apply P and obtain a pullback diagram in M , we draw this below..
Hom(D,X)
Pα
''PP
PPP
PPP
PPP
PPP
++WWWW
WWWWW
WWWWW
WWWWW
WWWW
  @
@@
@@
@@
@@
@@
@@
@@
@@
@@
P

// Hom(C,X)

Hom(D,Y ) // Hom(C, Y )
By the definition of the model structure on σ#M we must check that Pα is a fibration
that is acyclic whenever Pf or Pg is. Since Pf is a cofibration and Pg is a fibration
the result follows by the pushout product axiom for M .
We must also prove a result concerning the cofibrant replacement of I . Let ĉ be
cofibrant replacement in σ#M , the diagram
∗ // //

ĉI
bci

∼ // // I
i

∗ // // σĉI
∼ // // σI
gives a cofibrant replacement of the unit in σ#M . Thus ∗ → ĉI → I is a cofibrant
replacement of the unit in M . Let (X, r) be a cofibrant object of σ#M , then X =
P(X, r) is cofibrant in M . Since M is a monoidal model category, ĉI⊗X → I⊗X is
a weak equivalence. Thus
(ĉI, ĉi)⊗ (X, r)→ (I, i) ⊗ (X, r)
is a weak equivalence in σ#M . The statement regarding the monoid axiom holds by
an equally straightforward argument using the fact that P preserves cofibrations.
Definition 7.3.14 An involutary (symmetric) monoidal Quillen pair is an in-
volutary (symmetric) monoidal adjunction that is also a monoidal Quillen pair.
Proposition 7.3.15 An involutary monoidal Quillen pair induces a monoidal Quillen
pair on the skewed categories. If the involutary pair is strong monoidal or symmetric
then so is the skewed adjunction.
Proof Let (F,α) : (M,σ) ⇄ (N, τ) : (G,β) be our involutary monoidal pair. By
Lemma 7.2.4 (F,G) passes to a monoidal adjunction on the skewed category. This
skewed pair will be strong monoidal or symmetric when (F,G) is. All that remains to
check is that two technical conditions of a monoidal Quillen pair hold for the skewed
adjunction. That is, we must check that if (X,u) and (Y, v) are cofibrant objects of
σ#M then the map
F
(
(X,u) ⊗ (Y, v)
)
→ F (X,u) ⊗ F (Y, v)
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is a weak equivalence. Let (IM , iM ) be the unit of the skewed category σ#M . We
must also check that the map below is a weak equivalence for a cofibrant replacement
(ĉIM , ĉiM ) of (IM , iM ).
F (ĉIM , ĉiM )→ F (IM , iM )→ (IN , iN )
Both of these conditions hold since (F,G) is a monoidal Quillen pair and the underlying
object X of a cofibrant object (X,u) ∈ σ#M is cofibrant in M .
Proposition 7.3.16 Take (M,σ) an involutary symmetric monoidal model category
satisfying the monoid axiom and let α :R → σR a commutative ring object in σ#M .
Then (R –mod, α∗σ) is an involutary symmetric monoidal model category and is equal
to (R,α) –mod , the category of (R,α)-modules in σ#M .
Proof An object of (R –mod, α∗σ) is an R-module X and an R-module map of order
two w :X → α∗σX . It is important to recall that α∗ only affects the R-module
structure of an object of R –mod, the underlying object of X is unchanged. Thus we
have the diagram
R ∧X
ν //
Id∧w

X
w

R ∧ α∗σX
α∧Id

σR ∧ σx
m // σ(R ∧X)
σν // α∗σX
where we note that σν ◦m ◦ α ∧ Id is the R-module action on α∗σX . It is clear that
this precisely the requirement that X is an (R,α)-module in σ#M . Equally one can
see that the morphisms in these two categories agree. The (acyclic) fibrations for each
of the above categories come from the model structure on M and hence are the same.
Since R is commutative, R –mod is a monoidal model category satisfying the monoid
axiom, hence so is (R –mod, α∗σ).
Remark 7.3.17 We have constructed all the above for the case of a functor σ such
that σ2 = Id. So an involutary category C is a category with an action of C2 . The
above can be generalised to a category with an action of a group G. That is a category
C , with a group homomorphism G → Aut(C) (invertible functors C → C ). Extending
all of the above to general G should be formal, though the notation would have to be
revised.
7.4 Examples
Example 7.4.1 Our first example of a category with involution is a category C with
the identity functor. As described in Remark 7.1.7 the skewed category is the category
of C2 -objects and maps in C . Thus Id#C is the category of functors C2 to C , where
C2 is the one-object category of a group. Moreover, if C has a monoidal product, then
(C, Id) is clearly an involutary monoidal category. The monoidal product on Id#C is
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then the usual product of C2 -objects in C . Similarly any functor F : C → D passes to
the skewed categories F : Id#C → Id#D since F preserves C2 -objects and C2 -maps.
When one considers model structures there is a subtlety to consider, which will reoccur
in Example 7.4.2. A map f : (X,u) → (Y, v) is a weak equivalence or fibration if and
only if f :X → Y is so in C . If C is the category of topological spaces then the
usual model structure for C2 -spaces has weak equivalences and fibrations those maps
f :X → Y such that f and fC2 :XC2 → Y C2 are weak equivalences or fibrations in
T∗ . The model structure we have constructed on Id#T∗ is the F -model structure
on C2 -spaces as mentioned on [MM02, Page 70], for F the family consisting of the
identity subgroup. This is also known as the model category of free C2 -spaces.
Example 7.4.2 This should be regarded as our motivating example: it describes
O(2)-spaces as SO(2)-spaces with extra structure. For t ∈ SO(2) and k ∈ O(2)\SO(2)
we have the equation ktkt = 1 in O(2), (t is a rotation and k is a reflection). Con-
jugation by k considered as an automorphism of O(2) restricts to the inversion auto-
morphism j of SO(2), j(t) = t−1 . For a general group homomorphism f :G → H ,
we can pull X , an H -space, back to a G-space by g ∗ x = f(g) · x . Since this is a
contravariant construction, we use an upper asterisk and call this G-space f∗X . The
underlying set of f∗X is the same and for a G-map g :X → Y , the underlying set
map of f∗g is the same as that for g . Thus the group homomorphism j gives j∗ , an
involution on SO(2)-spaces. We thus have the skewed category j∗#SO(2)T∗ , this is a
involutary symmetric monoidal model category. We now see how this category relates
to O(2)-spaces.
Take X an O(2)-space then we can consider ι∗X , the restriction of X to an SO(2)-
space along ι :SO(2)→ O(2). For the rest of this example h will be a fixed reflection.
Since X is an O(2)-space we have a map h : ι∗X → j∗ι∗X . We show that this is an
SO(2) map, take t ∈ SO(2) and let · be the SO(2) action on ι∗X and ∗ the action
of SO(2) on j∗ι∗X . We have the equation
t ∗ (h · x) = t−1 · (h · x) = (t−1h) · x = (ht) · x = h · (t · x).
We can also consider h as a map j∗ι∗X → ι∗X and it is clear that h is a map of order
two. Hence for an O(2)-space X , (ι∗X,h) is an object of j∗#SO(2)T∗ . Thus we have
a functor I :O(2)T∗ → j
∗#SO(2)T∗ .
It should be clear that an object of j∗#SO(2)T∗ defines an O(2)-space. Let (X,w)
be an object of the skewed category, then we let O(2) act on X by defining h :X → X
to be the map w . This defines a functor C : j∗#SO(2)T∗ → O(2)T∗ . It is easy to see
that (C, I) are an adjoint equivalence between j∗#SO(2)T∗ and O(2)T∗ , furthermore
C is a strong monoidal functor. The choice of h is unimportant, as one would expect
since any two reflections are conjugate by a rotation. Different choices of h will give
different adjoint pairs between O(2)-spaces and j∗#SO(2)T∗ . These can be compared
using the change of groups functor on O(2)-spaces by considering conjugation by a
rotation as a group homomorphism of O(2). Note that for a SO(2)-space Y there
won’t be usually be an SO(2)-map of order two Y → j∗Y .
Now we turn to model structures, we can put a model structure on O(2)-spaces where a
map f is a weak equivalence or fibration if and only if ι∗f is so in SO(2)-spaces. This
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model structure is the C -model structure on O(2)T∗ as mentioned on [MM02, Page
70], for C the family of subgroups of SO(2). If we call this model structure C T∗ , then
we can summarise this example in the statement: there is a strong symmetric monoidal
Quillen equivalence between j∗#SO(2)T∗ and C T∗ .
Example 7.4.3 We now consider a well-known algebraic example. We take the fol-
lowing definition from [MR01, 5.4]: for a ring R and a group G with G acting on R
by r → rg , the skew group ring, R#G, is the free R-module with G as a basis and
multiplication defined as (hr)(gs) = (hg)(rgs). Note that this ring is not commutative.
Let R be a commutative ring and w :R → R a ring map such that w2 = IdR and we
obtain R#W . We also have an involution w∗ (pullback along w ) on the category of
R-modules. It is easy to see that the category of R#W -modules and w∗#(R –mod) are
isomorphic. One can show that R#W is a co-associative, co-commutative co-algebra.
Furthermore the co-product (∆) is compatible with the ring multiplication and unit.
We use this to define a monoidal product, for R#W -modules M and N their product
is M ⊗R N with R#W -module structure given by the composite
R#W ⊗R (M ⊗R N)
∆
→ (R#W ⊗R R#W )⊗R (M ⊗R N)
T
→ (R#W ⊗R M)⊗R (R#W ⊗R N)
→ M ⊗R N.
This monoidal product on R#W –mod corresponds precisely to the monoidal prod-
uct on w∗#(R –mod). We have model categories of dgR#W -modules and dgR-
modules, using the projective model structure. All of the previous material of this
example still applies and the isomorphism of categories between dgR#W -modules and
w∗#(dgR –mod) is an isomorphism of (monoidal) model structures. We must men-
tion that [SS00, Page 504] briefly considers skew group rings, but doesn’t mention the
monoidal structure that we have considered and uses a different kind of model struc-
ture. This example is the reason why we have chosen the notation σ#C and the name
skewed category.
Example 7.4.4 In [Ati66] a cohomology theory KR is defined, it relates to vector
bundles of the following form. Let X be a space with Z/2-action (u :X → X ).
Consider a complex vector bundle E over X with a map of order two f :E → u∗E¯ ,
where E¯ is the conjugate bundle of E . Then for suitably nice spaces X , KR(X) is
the Grothendieck group of isomorphism classes of vector bundles over X with a map of
order two f :E → u∗E¯ . We have an involution τ on vector bundles over X , given by
τE = u∗E¯ . The group KR(X) is then the Grothendieck group of isomorphism classes
of objects in the skewed category. A Z/2-spectrum KR representing this cohomology
theory is constructed in [Dug05]. This construction begins by noting that one can put
a Z/2-action on Z × BU using the conjugation action on U . One can then use this
action to give a Z/2-spectrum in a similar way to Corollary 8.1.5, where we give SO(2)-
spectra with extra information the structure of O(2)-spectra. We are simply noting
that these constructions are similar to those in this thesis; it could be interesting to
study the relation between the skewed categories of vector bundles and KR in greater
detail.
CHAPTER 7. CATEGORIES WITH INVOLUTION 94
Remark 7.4.5 There is an adjunction Fun(C ×D, E) ∼= Fun(C,Fun(D, E)) for (small)
categories C, D, E . Applying this in the case of the group categories G and H
(these each have one object and morphisms correspond to group elements), we see that
the category of G × H -objects in C , Fun(G × H, C), is isomorphic to the category
of G-objects in the category of H -objects of C Fun(G,Fun(H, C)). Now consider a
semi-direct product G ⋉ H (so G acts on H ). The skewed category (or rather, its
generalisation to general G, see Remark 7.3.17) provides us with an equivalence between
G#Fun(H, C) and Fun(G ⋉H, C). We can also link this example back to skew group
rings, by [MR01, 1.5.7] there is an isomorphism or rings R(G ⋉ H) ∼= RH#G. Thus
R(G ⋉ H) –mod is equivalent to (RH#G) –mod and by the example above on skew
group rings this is equivalent to G#(RH –mod).
Chapter 8
Cyclic O(2)-Spectra
We study cyclic O(2)-spectra and relate this category to rational SO(2)-spectra. The
first section considers SO(2)-spectra in general and proves that this category has an
involution (Lemma 8.1.7). The second section applies this work to construct an involu-
tion on ι∗SQ –mod, a particular model for rational SO(2)-spectra. We have chosen this
model as every object is fibrant, which is necessary for Theorem 9.1.2. The highlight
of this chapter is Theorem 8.2.5 which describes cyclic O(2)-spectra in terms of the
skewed category of ι∗SQ –mod.
8.1 An Involution on SO(2)-Spectra
We want to understand cyclic O(2)-spectra by proving an analogue of Example 7.4.2.
This section makes substantial progress in that direction with Theorem 8.1.4 and Corol-
lary 8.1.5. We will use these in the next section to prove this chapter’s main result:
Theorem 8.2.5. We have to work harder than our space level example to relate SO(2)-
spectra to O(2)-spectra since G-equivariant spectra aren’t simply G-objects in the
category of non-equivariant spectra.
We now need to specify the universe, so we write GM(U) for G-equivariant S -modules
indexed on the G-universe U . Fix U to be a complete O(2)-universe and write ι∗
for ι∗
SO(2) , this is a functor O(2)M(U) → SO(2)M(ι
∗U), note that ι∗U is a com-
plete SO(2)-universe. We have the change of groups functor j∗ : SO(2)M(ι∗U) →
SO(2)M(j∗ι∗U) induced from j (j∗ι∗U is ι∗U with the opposite SO(2) action). Since
an involution must have the domain equal to the codomain, we cannot just use j∗ , we
need to change back to the universe ι∗U . For G-universes U and U ′ , we have a
space I (U,U ′) of linear isometries U → U ′ , with G acting by conjugation. An object
of GM(U) is a G-May spectrum with an action of I (U,U) ⋉ (−) that is also an
S -module.
Definition 8.1.1 For universes U and U ′ we define IU
′
U = I (U,U
′)⋉I (U,U) (−) (see
[EM97, Definition 2.1] or [May96, Chapter XXIV, Definition 3.4]).
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There is a strong symmetric monoidal pair ([EM97, Theroem 1.1] or [May96, Chapter
XXIV, Theorem 3.7])
IU
′
U : GM(U)
−−→←−GM(U ′) : IUU ′ .
So our first candidate for an involution is Iι
∗U
j∗ι∗U j
∗ . But this is not good enough for
our work, so we introduce a more classical version of change of universe that is easy
to work with. Since we have used an asterisk to denote change of groups functors we
use a † to indicate change of universe functors. The following is [LMSM86, Chapter I,
Proposition 2.5].
Definition 8.1.2 Let f :U → U ′ be a G-linear isometry between universes. For a G-
spectrum X indexed on U ′ we define f †X a G-spectrum indexed on U by (f †X)(V ) =
X(f(V )), for V an indexing space of U . For Y , a G-spectrum indexed on U , we let
(f†Y )(W ) = Y (f
−1(W )) (W an indexing space of U ′ ) and we have f†Y indexed on
U ′ . There is an adjoint pair
f† : GM(U)
−−→←−GM(U ′) : f †
.
The following result relates these two definitions, in our case it tells us that we can
replace the complicated functor Iι
∗U
j∗ι∗U with the more intuitive change of universe func-
tors f† and f
† . We also note [EKMM97, Appendix A, Proposition 5.3] which states
that f ⋉X = f†X (considering f as a point in I (U,U ′)).
Lemma 8.1.3 Let f : U → U ′ be an isomorphism of G-universes. Then there are
natural isomorphisms f†E ∼= I
U ′
U E and f
†E′ ∼= IUU ′E
′ for E ∈ GSU [L] and E′ ∈
GSU ′[L′].
Proof This result is taken from [May98, Lemma 3.5].
Any reflection h ∈ O(2) gives an SO(2)-equivariant isomorphism of universes h : ι∗U →
j∗ι∗U . As h changes one obtains different isomorphisms, but since any two reflections
are conjugate by a rotation one can see how these maps will be related. Thus we have
a change of universe functor h† :SO(2)M(j∗ι∗U)→ SO(2)M(ι∗U) that is isomorphic
to Ij
∗ι∗U
ι∗U . From here onwards we let h be some fixed reflection in O(2), Theorem 8.2.5
will show that this choice is not important.
Theorem 8.1.4 For an O(2)-spectrum X indexed on an O(2)-universe U , we have
an SO(2)-map (natural in O(2)-maps of X ) h : ι∗X → h†j∗ι∗X . The composite
(h†j∗h) ◦ h is the identity map of X .
Proof We begin with the definition of the map on the levels of ι∗X , then show this is
a map of spectra, a map of ι∗L-spectra and of SO(2)-equivariant S -modules in turn.
Take an indexing space ι∗V of ι∗U , then we have a map
h : (ι∗X)(ι∗V ) = ι∗(X(V )) −→ j∗ι∗(X(V )) = (h†j∗ι∗X)(ι∗V ).
The last equality is simple: V is a sub-inner-O(2)-product space of U , hence hV = V
as sets, but as usual the action of SO(2) is inverted, so hV = j∗V as SO(2)-inner
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product spaces. Now we show that this gives a map of spectra: take ι∗W ⊂ ι∗V and
recall that the structure maps for h†j∗ι∗X are given by j∗ι∗σ ◦ h∧ Id as shown below.
Sι
∗W−ι∗V ∧ (h†j∗ι∗X)(ι∗V )
h∧Id
−→ Sj
∗ι∗W−j∗ι∗V ∧ (h†j∗ι∗X)(ι∗V )
= j∗ι∗(SW−V ∧X(V ))
j∗ι∗σ
−→ j∗ι∗(X(W ))
The relevant equation to check that h is a map of spectra is j∗ι∗σ◦h∧Id ◦ Id∧h = hι∗σ .
As maps of the underlying sets, j∗ι∗σ = ι∗σ = σ , so the above equation is precisely
the requirement that the structure maps σ of X are O(2)-equivariant.
Now we show that h is a map of ι∗L-spectra. We begin with a diagram which may
help to explain the following work. We use ρ to denote the action of I (U,U) on X .
The idea behind a half-twisted smash product is that for each θ ∈ I (ι∗U, ι∗U) we
have a map of non-equivariant spectra ρ(θ) :X → θ†X . The diagram below commutes
because ρ is an O(2)-equivariant map, noting that h†θ† = (θh)† which is equal to
(hhθh)† = (hθh)†h† .
X
ρ(θ) //
h

θ†X
h

h†X
ρ(hθh)// (θh)†X
From ρ we have ι∗ρ , the action of I (ι∗U, ι∗U) on ι∗X . We now define ρ′ , the action
of I (ι∗U, ι∗U) on h†j∗ι∗X . We have an isomorphism of functors(
I (ι∗U, ι∗U)× {h−1}
)
⋉ (−) ∼= I (ι∗U, ι∗U)⋉ h†(−).
We can apply conjugation by h (more properly by h−1 ) to obtain a homeomorphism
of SO(2)-spaces:
Ch :I (ι
∗U, ι∗U)× {h−1} → {h−1} ×I (j∗ι∗U, j∗ι∗U).
We combine these to give the structure map ρ′ as follows, using j∗ι∗ρ , the action of
I (j∗ι∗U, j∗ι∗U) on j∗ι∗X .
I (ι∗U, ι∗U)⋉ h†j∗ι∗X →
(
{h−1} ×I (j∗ι∗U, j∗ι∗U)
)
⋉ j∗ι∗X → h†j∗ι∗X
The following diagram commutes since ρ :I (U,U) ⋉ X → X is an equivariant map
(note that h acts by conjugation on I (U,U)).
I (ι∗U, ι∗U)⋉ ι∗X
ι∗ρ //
Id∧h

ι∗X
h

I (ι∗U, ι∗U)⋉ h†j∗ι∗X
ρ′ // h†j∗ι∗X
Thankfully we can now turn to easier considerations and show that h is a map of
SO(2)-equivariant S -modules. Since the functor h†j∗ is isomorphic to the strong
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monoidal functor Iι
∗U
j∗ι∗U j
∗ , h†j∗ι∗X is a module over h†j∗ι∗S . We have a map of ring
spectra h : ι∗S → h†j∗ι∗S and we can use this map to give h†j∗ι∗X an ι∗S -module
structure. With this in place we have to check that the following diagram commutes.
ι∗S ∧ ι∗X
ι∗ν //
Id∧h

ι∗X
h

ι∗S ∧ h†j∗ι∗X
ν′ // h†j∗ι∗X
Where ν ′ = ι∗ν(h∧ Id) is the ι∗S -action map on h†j∗ι∗X . It is clear that this diagram
commutes precisely when ν is O(2)-equivariant. Thus h : ι∗X → h†j∗ι∗X is a map of
SO(2)-spectra, we now prove it is a map of order two. Consider the composition
(h†j∗h) ◦ h : ι∗(X(V ))→ j∗ι∗(X(V ))→ ι∗(X(V ))
and we note that (on the level of sets) this is simply a double application of the auto-
morphism h to (the O(2)-space) X(V ), hence the composite (h†j∗h)◦h is the identity
map of X .
Corollary 8.1.5 An SO(2) spectrum Y with a map f :Y → h†j∗Y such that (h†j∗f)◦
f = IdY can be given the structure of an O(2) spectrum. This construction depends
naturally on Y and f .
Proof This is contained in the proof of the above theorem, see the proof of Theorem
8.2.5 for some details.
Lemma 8.1.6 The functor h†j∗ preserves weak equivalences, cofibrations and fibra-
tions of GM.
Proof All we need to show is that h†j∗ takes generating (acyclic) cofibrations to
(acyclic) cofibrations since the right adjoint of h†j∗ is h†j∗ itself. We let E be a
generalised sphere spectrum for SO(2). Inversion gives an isomorphism SO(2)/H+ →
j∗SO(2)/H+ and hence we have an isomorphism E → h
†j∗E . This gives an isomor-
phism of maps between the generating cofibration E → CE and its image h†j∗E →
h†j∗CE . Thus the map h†j∗E → h†j∗CE is a cofibration. We have proven that h†j∗
preserves cofibrations, the same argument suffices to show that it also preserves acyclic
cofibrations.
Lemma 8.1.7 The functor h†j∗ is an involution on SO(2)M, hence the category
(SO(2)M, h†j∗) is an involutary model category.
Proof The functor h†j∗ preserves the underlying sets of SO(2)-spectra, hence h†j∗ ◦
h†j∗ = Id and we have an involution on SO(2)M . Lemma 8.1.6 proves that h†j∗ is a
left Quillen functor, so we have a model category with involution.
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8.2 The category τ#ι∗SQ –mod
We prove that the category of cyclic spectra is Quillen equivalent to the skewed cate-
gory of rational SO(2)-spectra (Theorem 8.2.5). Our model for cyclic spectra will be
modules over SQ ∈ O(2)M(U) (for U a complete O(2)-universe) with model structure
lifted from the C -model structure on O(2)M(U). This is written as SQ –mod(C ) and
is Quillen equivalent to CMQ by Proposition 6.1.6. Our model for rational SO(2)-
spectra will be modules over ι∗SQ –mod in SO(2)M(ι
∗U). There is a ring map of order
two α : ι∗SQ → h
†j∗ι∗SQ , thus we can consider the functor τ = α
∗h†j∗ , this will be our
involution on ι∗SQ –mod. This section will prove the claim that cyclic O(2)-spectra are
rational SO(2)-spectra with extra structure. In detail, this structure is a map of order
two X → τX , so τ#ι∗SQ –mod will be Quillen equivalent to SQ –mod(C ). The proof
of this statement is quite long, so we break down the construction of τ#ι∗SQ –mod
into several results.
We have made this choice of categories so that every object is fibrant, thus meeting one
technical condition of Theorem 9.1.2. It is no more difficult to prove Theorem 8.2.5
with this choice of categories than with any other. The difficult part of this section is
proving that h†j∗ is a monoidal involution. We would want this result in any case, to
know that our description of cyclic spectra as a skewed category is a monoidal Quillen
equivalence.
Lemma 8.2.1 The identity map is a natural transformation h†j∗ → j∗h† .
Proof We draw the following diagram which obviously commutes.
SO(2)M(ι∗U)
h† //
j∗

SO(2)M(j∗ι∗U)
j∗

SO(2)M(j∗ι∗U)
h† // SO(2)M(ι∗U)
In the following we will need the category GI (U ′;U), as defined in [EKMM97, Ap-
pendix A, Section 2], for G-universes U and U ′ . An object E of this category is a
collection of spectra EV ∈ GM(U
′) where V runs over indexing spaces of U , with a
transitive system of isomorphisms ΣW−V EW → EV . Morphisms are then just a family
of morphisms in GM(U ′) compatible with the structure maps. We let X∧¯Y denote
the external smash product of a pair of spectra X and Y in GM(U), it is a spectrum
indexed on a universe U ⊕ U defined by X∧¯Y (V ⊕W ) = X(V ) ∧ Y (W ).
Lemma 8.2.2 The functor h†j∗ is a strong monoidal functor.
Proof Since h† is naturally isomorphic to Iι
∗U
j∗ι∗U , we know that h
†j∗ is strong monoidal.
We give a direct proof of this, as we will later need to show that h†j∗ is a monoidal
involution. We require a natural transformation m :h†j∗(−)∧h†j∗(−) −→ h†j∗(−∧−).
Take SO(2)-spectra X and Y , we compare h†j∗X∧h†j∗Y to h†j∗(X∧Y ). The object
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h†j∗X ∧ h†j∗Y is defined to be the first term below and we have an isomorphism
I (ι∗U ⊕ ι∗U, ι∗U)⋉I (ι∗U,ι∗U)2 (h
†j∗X∧¯h†j∗Y )
∼=

I (ι∗U ⊕ ι∗U, ι∗U)⋉(I (ι∗U,ι∗U)×{h})2 (j
∗X∧¯j∗Y ).
We then apply conjugation by h to obtain an isomorphism from the above to
I (ι∗U ⊕ ι∗U, ι∗U)⋉({h}×I (j∗ι∗U,j∗ι∗U))2 (j
∗X∧¯j∗Y ).
Because this is a coequaliser this is isomorphic to
(I (ι∗U ⊕ ι∗U, ι∗U)× {h⊕ h})⋉I (j∗ι∗U,j∗ι∗U)2 (j
∗X∧¯j∗Y ).
Another application of conjugation by h gives the first term below and then we have
the isomorphism
({h} ×I (j∗ι∗U ⊕ j∗ι∗U, j∗ι∗U))⋉I (j∗ι∗U,j∗ι∗U)2 (j
∗X∧¯j∗Y )
∼=

h†I (j∗ι∗U ⊕ j∗ι∗U, j∗ι∗U)⋉I (j∗ι∗U,j∗ι∗U)2 (j
∗X∧¯j∗Y ).
We combine these maps to obtain m1 :h
†j∗X∧h†j∗Y → h†(j∗X∧j∗Y ). We know that
the change of groups functor is strong monoidal hence there is a natural transformation
m2 : h
†(j∗X ∧ j∗Y )→ h†j∗(X ∧ Y ). The composite of m2 and m1 gives m .
Proposition 8.2.3 The category (SO(2)M, h†j∗) is an involutary monoidal model
category.
Proof We have already shown that (SO(2)M, h†j∗) is an involutary model category,
and h†j∗ is a strong monoidal functor. Thus, all that remains is to prove is the
involutary condition h†j∗m ◦m(h†j∗ ∧ h†j∗) = Id and to specify a map of order two
SSO(2) → h
†j∗SSO(2) . This second condition is simple: consider the O(2)-equivariant
sphere spectrum SO(2) . The unit of SO(2)M is ι
∗SO(2) = SSO(2) . Hence, by Theorem
8.1.4, we have a ring map of order two α : ι∗SO(2) → h
†j∗ι∗SO(2) .
What remains is a technical proof, one that requires us to look in great detail at the
smash product of SO(2)M . We must check the equation: h†j∗m◦m(h†j∗∧h†j∗) = Id.
Our method of proof is as follows. Since m = h†m2 ◦m1 , we prove a similar condition
for each of the factors in turn. Let X and Y be in SO(2)M(ι∗U), then by the proof
that h† is a monoidal functor we see that
IdX∧Y = h
†m1 ◦m1(h
† ∧ h†) : h†h†X ∧ h†h†Y −→ h†h†(X ∧ Y ).
We will prove below a similar condition on m2 :
IdX∧Y = j
∗m2 ◦m2(j
∗ ∧ j∗) : j∗j∗X ∧ j∗j∗Y −→ j∗j∗(X ∧ Y ).
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Then assuming that m1 and m2 commute, we have the following commutative diagram.
h†j∗h†j∗X ∧ h†j∗h†j∗Y
= //
m1

h†h†j∗j∗X ∧ h†h†j∗j∗Y
m1

h†(j∗h†j∗X ∧ j∗h†j∗Y )
= //
h†m2

h†(h†j∗j∗X ∧ h†j∗j∗Y )
h†m1

h†j∗(h†j∗X ∧ h†j∗Y )
h†j∗m1

h†h†(j∗j∗X ∧ j∗j∗Y )
h†h†m2

h†j∗h†(j∗X ∧ j∗Y )
h†j∗h†m2

= // h†h†j∗(j∗X ∧ j∗Y )
h†h†j∗m2

h†j∗h†j∗(X ∧ Y )
= // h†h†j∗j∗(X ∧ Y )
The left hand vertical composite is h†j∗m ◦ m(h†j∗ ∧ h†j∗), so once we have shown
that m1 and m2 commute and that m2 satisfies the above condition, we will have our
result.
We need a more explicit description of m2 , so we write the half-twisted smash product
in terms of a colimit over pairs of indexing spaces V and W of the spectra EV⊕W ∧
X(V ) ∧ Y (W ) for a particular E ∈ SO(2)I (ι∗U ⊕ ι∗U ; ι∗U). That is,
X ∧ Y = ColimV⊕W
(
EV⊕W ∧X(V ) ∧ Y (W )
)
Now we can describe the action of m2 in more detail, consider
j∗X ∧ j∗Y = ColimV⊕W
(
j∗(EV ⊕W ) ∧ j
∗X(V ) ∧ j∗Y (W )
)
m2 acts on this colimit termwise, using the obvious isomorphism:
n : j∗(EV⊕W ) ∧ j
∗X(V ) ∧ j∗Y (W ) ∼= j∗
(
(EV⊕W ) ∧X(V ) ∧ Y (W )
)
.
Applying this isomorphism twice we obtain an isomorphism
n2 : j∗j∗(EV⊕W ) ∧ j
∗j∗X(V ) ∧ j∗j∗Y (W ) ∼= j∗j∗
(
(EV⊕W ) ∧X(V ) ∧ Y (W )
)
.
and this map is the identity. Hence the above condition for m2 holds. Now we note
that the natural transformations m1 and m2 commute, in the description of the smash
product above, the map m1 only acts on the terms EV⊕W . Hence by the naturality
properties of a colimit, the claim follows. Thus, since m is the composite of the
commuting maps m1 and m2 it satisfies the involutary condition as desired.
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We define τ = α∗h†j∗ , an involution on ι∗SQ –mod, using the ring map given in the
above proof α : ι∗SQ → h
†j∗ι∗SQ .
Proposition 8.2.4 The category of rational SO(2)-spectra, ι∗SQ –mod , is an involu-
tary symmetric monoidal model category with involution τ .
Proof This follows from Proposition 7.3.16 since (SO(2)M, h†j∗) is an involutary
monoidal model category.
Thus, we have a model category τ#ι∗SQ –mod. Using notation introduced below we
can also write I(SQ) –mod for τ#ι
∗SQ –mod. Recall that h is our fixed reflection in
O(2), j∗ is the change of groups functor (from the map t → t−1 of SO(2)), h† the
change of universe functor induced by h and α : ι∗SQ → h
†j∗ι∗SQ is a ring map. We
use the category SQ –mod(C ), of SQ -modules in O(2)M , with weak equivalences those
maps which are piH∗ -isomorphisms for H 6 SO(2).
Theorem 8.2.5 There is a strong symmetric monoidal Quillen equivalence
C : τ#ι∗SQ –mod
−−→←−SQ –mod(C ) : I
where IX = h : ι∗X → α∗h†j∗ι∗X , If = ι∗f and C is defined in the proof.
Proof Almost all of the work has been done in Theorem 8.1.4 and Corollary 8.1.5. We
are merely going to repeat the arguments to construct a map of O(2)-spectra from a
map in the skewed category and then check that we have a well-behaved adjunction. But
first, let us recap the construction of an O(2)-spectrum from an object of the skewed
category. Take h :X → α∗h†j∗X (X an SO(2)-spectrum and h a map of order two)
then CX(V ) = (X ◦ ι∗)(V ) = X(ι∗V ) as a topological space. We give CX(V ) an
O(2)-action by letting h ∈ O(2) our chosen reflection act as h :X(ι∗V )→ j∗(X(ι∗V )).
Now we must add the structure of a prespectrum: σ : SW−V ∧ CX(V ) → CX(W ) is
defined by the corresponding structure map of X , that this is an O(2)-map is encoded
in the fact that h is a map of prespectra. It is clear that this gives a spectrum (that
is, the adjoints of the structure maps are equivariant homeomorphisms).
We define the L-spectrum action using the underlying set of the structure map for X
and then check that this gives an O(2)-map. Repeating this process twice more we
see that CX is an O(2)-equivariant S -module and an SQ -module. Now for the action
of C on maps, with the above construction we can simply define CfV = fV (as a set
map) for f a map as below.
X
hX

f // Y
hY

h†j∗X
h†j∗f // h†j∗Y
It is routine to check that Cf defines an O(2)-equivariant map of SQ -modules. That
these are adjoint functors is immediate, the pair (C, I) is actually an equivalence of
categories. Now we consider the model structures, for which we need the diagram below
(left adjoints will be on the top and left). Recall that O(2)M(SO(2)) is the category
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O(2)M with the C -model structure as defined in Theorem 3.4.4. It should be clear
that the right adjoints of the square and triangle commute, hence so do the left adjoints
(up to natural isomorphism). The pairs (SQ ∧ (−), U1) and (ι
∗SQ ∧ (−), U2) are the
free module and underlying spectrum pairs.
τ#ι∗SQ –mod
C
xxqqq
qqq
qqq
qqq
qqq
qqq
P
%%KK
KK
KK
KK
KK
KK
KK
KK
SQ –mod(C )
I
88qqqqqqqqqqqqqqqqqq
ι∗
//
U1

ι∗SQ –mod
D
eeKKKKKKKKKKKKKKKK
0(2)+∧SO(2)(−)oo
U2

O(2)M(SO(2))
SQ∧(−)
OO
ι∗
// SO(2)M
ι∗SQ∧(−)
OO
0(2)+∧SO(2)(−)oo
We show that I is a right Quillen functor. Take a fibration or acyclic fibration f
in SQ –mod(C ), then If is a fibration or acyclic fibration exactly when PIf = ι∗f in
ι∗SQ –mod is. Now ι
∗f is a fibration or acyclic fibration in ι∗SQ –mod precisely when it
is so in SO(2)M . Since U1 :SQ –mod(C )→ O(2)M(SO(2)) and ι
∗ :O(2)M(SO(2)) →
SO(2)M are a right Quillen functors, this result follows. Now we must show that (C, I)
is a Quillen equivalence, the above argument shows that I detects and preserves all
weak equivalences (since U1 and ι
∗ :O(2)M(SO(2)) → SO(2)M do so). In fact, C
also preserves all weak equivalences, since ι∗ ◦C = P . Now we show that the composite
X → ICX → If̂CX is a weak equivalence in τ#ι∗SQ –mod, the first arrow is an
isomorphism, the second is I applied to a weak equivalence, hence a weak equivalence.
We prove that the left adjoint C is strong symmetric monoidal. Let (X,u) and (Y, v)
be objects of the skewed category. The underlying SO(2)-spectra of C(X,u)∧C(Y, v)
and C((X,u)∧(Y, v)) are clearly isomorphic and given by I (U⊕U,U)⋉I (U,U)2X∧¯Y .
The action of O(2) in each case is given by conjugation on I (U ⊕ U,U), by u on X
and by v on Y . Thus we see that these objects are isomorphic as O(2)-spectra. The
symmetry statement is clear and C(ι∗SQ, α) ∼= SQ so C is strong symmetric monoidal.
It remains to check that if (ĉι∗SQ, ĉα) is a cofibrant replacement of the unit, then
C(ĉι∗SQ, ĉα) → C(ι
∗SQ, α) is a weak equivalence. This holds since C preserves all
weak equivalences.
Theorem 8.2.6 The categories M, SO(2)M, O(2)M, ι∗SQ –mod and SQ –mod are
all closed symmetric SpΣ+ -algebras.
Proof Each of these categories is a closed symmetric monoidal category, hence they
are algebras over themselves, we can now use the following series of adjoints to pull this
structure back to SpΣ+ , symmetric spectra of simplicial sets with the positive model
structure. The geometric realisation and singular complex adjunction (| − |,Sing) is a
strong symmetric monoidal Quillen equivalence between SpΣ+ and Sp
Σ
+(T∗) ([SS03a,
Figure 7.1]). We have the strong symmetric monoidal Quillen equivalence
P : SpΣ+(T∗)
−−→←−I S+ : U
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from [MMSS01]. Combining these gives I S+ the structure of a closed symmetric
SpΣ+ -algebra. Thus we can use the adjunction (N,N
#) to see that M is a closed
symmetric SpΣ+ -algebra.
When working G-equivariantly we use the composite functor i∗ε
∗
G :I S+ → GI S +
as defined in [MM02, Chapter V, Proposition 3.4], which states that this functor is part
of a Quillen pair (i∗ε
∗
G, (i
∗(−))G). This is a strong symmetric monoidal adjunction, as
noted on [MM02, Chapter V, Page 80]. Finally, for SQ –mod and ι
∗SQ –mod we use
the free module functor as well. We illustrate for SQ –mod below.
SpΣ+
P◦|−| //
I S+
i∗ε
∗
O(2) //
Sing ◦U
oo O(2)I S+
N //
(i∗(−))O(2)
oo O(2)M
SQ∧(−) //
N#
oo SQ –mod
U
oo
For a pair of SQ -modules X and Y , the Sp
Σ
+ -function object Hom(X,Y ) ∈ Sp
Σ
+ is
given by SingU(i∗N#UFSQ(X,Y ))
O(2) .
Lemma 8.2.7 The Quillen equivalence (C, I) is an adjunction of closed symmetric
Id#SpΣ+ -algebras.
Proof The composite functor iSO(2) : Sp
Σ
+ → ι
∗SQ –mod, as defined above, is an in-
volutary functor. This can be seen most easily by noting that ι∗
SO(2) ◦ iO(2)
∼= iSO(2)
(where iO(2) is the functor Sp
Σ
+ to SQ –mod as constructed above) and applying The-
orem 8.1.4, see Lemma 9.1.3. It follows that τ#ι∗SQ –mod is a closed symmetric
Id#SpΣ+ -algebra. The result then follows since O(2)M(SO(2)) is a closed symmetric
τ#ι∗SQ –mod-algebra.
Chapter 9
Understanding τ#ι∗SQ –mod
This chapter begins the work of proving that the methods of [GS] are compatible
with the involution on SO(2)-spectra. We are able to prove that there is a zig-zag
of involutary Quillen equivalences between ι∗SQ –mod and a category mod– Et . Thus
we have extended [GS, Theorem 4.1] (which is similar to Theorem 4.3.3) to the case
of cyclic O(2)-spectra. Furthermore, it should be possible to continue this work and
extend the rest of [GS] to the case of cyclic spectra, see Remark 9.4.5. We begin by
proving that mod– Etop is a category with involution. In Section 9.2 we prove that
the Morita equivalence of Theorem 5.4.3 is involutary in the case of SO(2)-spectra.
In Section 9.3 we then prove that the functors of [Shi07b] are compatible with the
involutions. The last section is another Morita equivalence, which is involutary by the
work of the second section. The conclusion of this chapter is Corollary 9.4.4.
9.1 An Involution on mod– Etop
The method of [GS] begins by replacing rational SO(2)-spectra by mod– Etop , which
may be called the category of topological SO(2)-Mackey functors. We show that this
category has an involution in Proposition 9.1.8.
Consider the homogenous spaces Σ∞SO(2)/H+ where H runs over all subgroups of
SO(2), these are a set of generators for SO(2)M . Now we smash these with the rational
SO(2)-equivariant sphere spectrum, ι∗SQ , to obtain a set of generators for ι
∗SQ –mod.
We can now apply the idempotents and take cofibrant replacements (in the category of
ι∗SQ -modules) to obtain the basic cells σH = ĉeH(SO(2)/H+)∧ ι
∗SQ , since all spectra
are fibrant in this model category, we have a set of cofibrant-fibrant objects which we
call BC . The following result implies that this collection is a generating set.
Lemma 9.1.1 The homogenous spaces can be obtained from the basic cells.
Σ∞SO(2)/H+ ∧ ι
∗SQ ≃
∨
K⊆H
σK
105
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Proof See [Gre99, Lemma 2.1.5].
We have an alternative construction of the basic cells, which will be of use later. We will
perform some of this work in the categories of rational D2n -spectra and rational Cn -
spectra. By similar arguments to the SO(2) case we can use the inversion map of Cn to
create an involution on rational Cn -spectra. We can then construct a model category
of cyclic D2n -spectra and see that this is Quillen equivalent to the skewed category
τ#CnMQ . There is an idempotent e
D2n
Cn
∈ [S, S]D2nQ corresponding to the subgroup
Cn of D2n . This gives an idempotent in [S ∧ EW+, S ∧ EW+]
D2n
Q . This group is
isomorphic to self maps of S in the homotopy category of cyclic D2n -spectra. Thus,
we have an idempotent e′Cn ∈ Ho(τ#CnMQ)(S, S), maps in the homotopy category of
the skewed category of Cn -spectra from the unit to itself.
We can choose a map in the skewed category of Cn -spectra representing e
′
Cn
. By ap-
plying SO(2)∧Cn (−) we obtain an idempotent map (up to homotopy) of SO(2)/Cn →
h†j∗SO(2)/Cn in τ#SO(2)M . We take homotopy colimits to construct the skewed
object eCnSO(2)/Cn → h
†j∗eCnSO(2)/Cn . By smashing with (ι
∗SQ, α) and taking a
cofibrant replacement we obtain a basic cell wH :σH → τσH in τ#ι
∗SQ –mod. Since a
cofibrant object of the skewed category is cofibrant in the underlying category, σH is
a construction of a basic cell for ι∗SQ –mod.
Now define B¯C to be the closure of BC under smash products with the unit included.
By monoidality all non-unit objects are cofibrant and all objects are fibrant. Recall
that we are using the smash product of ι∗SQ -modules for this definition. The full
subcategory of ι∗SQ –mod with object set Gtop := B¯C will be denoted Etop .
Theorem 9.1.2 The Quillen pair
(−) ∧Etop Gtop : ι
∗SQ –mod
−−→←−mod– Etop : Hom(Gtop,−)
is a strong symmetric monoidal Quillen equivalence.
Proof This is part of [GS, Theorem 4.1], we give some details of the proof. The result is
essentially an application of Theorem 5.4.3 but we must adjust the proof slightly since
now the unit ι∗SQ ∈ Gtop is not cofibrant. The functor Homι∗SQ(ι
∗SQ,−) preserves
fibrations and all weak equivalences (since every object of ι∗SQ –mod is fibrant), hence
the above adjunction is a Quillen pair. It is a Quillen equivalence by the same arguments
of [SS03b, Theorem 3.9.3], with the following alterations.
The free modules Fσ are no longer cofibrant, however, as mentioned in Theorem 5.3.9
ĉι∗SQ ∧ι∗SQ Fσ is a cofibrant replacement. The left derived functor, (−) ∧
L
Etop
G , takes
Fσ to ĉι
∗SQ ∧ι∗SQ σ . Since σ is either ι
∗SQ or cofibrant, this is weakly equivalent
to σ . We also note that since ι∗SQ –mod is a monoidal model category, the map
ĉι∗SQ ∧ι∗SQ M → ι
∗SQ ∧ι∗SQ M is a weak equivalence for any cofibrant module M .
Thus, by [Hov99, Lemma 4.2.7] the map Homι∗SQ(ι
∗SQ,M) → Homι∗SQ(ĉι
∗SQ,M) is
a weak equivalence for all ι∗SQ -modules M . Hence Homι∗SQ(ι
∗SQ,M) has the correct
homotopy type.
Lemma 9.1.3 The functor τ = α∗h†j∗ is a spectral functor, moreover (τ, τ) is an
adjunction of closed symmetric monoidal spectral functors.
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Proof We prove that τ is an adjunction of closed symmetric monoidal SpΣ+ -algebras.
Let K be a symmetric spectrum, then K 7→ ι∗SQ∧ ι
∗Ni∗ε∗O(2)P|K| defines a symmetric
monoidal Quillen functor from SpΣ+ to ι
∗SQ –mod. Furthermore, there is a natural
isomorphism of order two ι∗SQ ∧ ι
∗Ni∗ε∗O(2)P|K| → α
∗h†j∗(ι∗SQ ∧ ι
∗Ni∗ε∗O(2)P|K|),
this comes from the map α on ι∗SQ and the O(2) structure of Ni∗ε∗O(2)P|K| .
Corollary 9.1.4 The functor τ is a self-inverse map of ringoid spectra τ : Etop →
τEtop .
Proof We define the set τEtop to be the full subcategory of ι
∗SQ –mod with object set
τGtop . The result is then obvious and we do not introduce any new notation for the
inverse functor τ : τEtop → Etop .
Lemma 9.1.5 There is an invertible map of ringoid spectra W : Etop → τEtop .
Proof This is where we use our new construction of the basic cells which come with
maps of order two: wH : σH → τσH . On objects, W acts as τ , so Wσ = τσ . On the
homomorphism spectra W acts as
HomSpΣ(τw,w
′) : HomSpΣ(σ, σ
′)→ HomSpΣ(τσ, τσ
′)
(recall that σ is some smash product of the basic cells and we have defined wH for
each basic cell σH ). It should be obvious that this defines a ringoid map. We denote
inverse of this map as W−1 and this acts τ on objects and acts as on homomorphism
spectra as HomSpΣ(w, τw
′).
To simplify our notation we now write Hom(X,Y ) in the place of HomSpΣ(X,Y ), for
X and Y in ι∗SQ –mod. We also write Etop(a, b) for HomSpΣ(a, b) when a, b ∈ Gtop
Lemma 9.1.6 The functors τ and W as defined above are morphisms of symmetric
monoidal SpΣ+ -categories.
Proof Because τ is a strong monoidal functor and by the definition of W it is obvious
that these maps are compatible with the monoidal structure on Etop . Hence we have a
commuting diagram for F = τ and F =W .
Etop(σ2, σ3) ∧ Etop(σ1, σ2) //
F

Etop(σ1, σ3)
F

(τEtop)(τσ2, τσ3) ∧ (τEtop)(τσ1, τσ2) // (τEtop)(τσ1, τσ3)
Definition 9.1.7 We define an involution on mod– Etop by ρ = (τW )
∗ . That this
functor is self-inverse follows immediately from the relation
τ ◦ Etop(τw,w
′) = Etop(w, τw
′) ◦ τ.
Proposition 9.1.8 The pair (mod– Etop, ρ) give a monoidal model category with in-
volution that satisfies the monoid axiom.
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Proof Proposition 5.3.10 and Lemma 9.1.6 shows that ρ is a strong monoidal functor.
We must prove that ρ is involutary monoidal and then the rest follows via the machinery
of involutary categories. We must prove that for Etop -modules M and N , the map
ρMρN → ρ(MN) is a map of order two. We draw (ρMρN)(x) as the coequaliser
of the diagram below. The left hand vertical map is induced by the Etop -action map of
M and N and the right hand map by the monoidal product and composition of Etop .∨
a,b,c,d∈Gtop
ρM(a) ∧ ρN(b) ∧ Etop(a, c) ∧ Etop(b, d) ∧ Etop(x, c ∧ d)
∨
e,f∈Gtop
ρM(e) ∧ ρN(f) ∧ Etop(x, e ∧ f)
Note that ρM(e) = M(e) as symmetric spectra, the ρ is to indicate that the Etop -
action is different. Our map from this expression to ρ(MN) is induced by the maps
IdM ∧ IdN ∧τW(a,c) ∧ τW(b,d) ∧ τW(x,c∧d) and IdM ∧ IdN ∧τW(x,e∧f) . It is clear from
the description that our involution is monoidal.
9.2 An Involutary Morita Equivalence
In Proposition 9.2.3 we prove that the Morita equivalence is involutary, so that the cat-
egory of cyclic O(2)-spectra is Quillen equivalent to the skewed category of mod– Etop .
Lemma 9.2.1 The following square commutes up to a natural isomorphism, β . The
pair (Hom(Gtop,−), β) define an involutary functor.
ι∗SQ –mod
Hom(Gtop,−) //
τ

mod– Etop
ρ

ι∗SQ –mod
Hom(Gtop,−) // mod– Etop
Proof We consider an ι∗SQ -module X , moving along the top this gives the mod-
ule ρHom(−,X), the bottom route produces Hom(−, τX). We define a natural iso-
morphism β′ : ρHom(−, τX) → Hom(−,X) by Hom(w, IdX) ◦ τ . Naturality of β
′ is
clear and since the diagram below obviously commutes, β′ is a map of Etop -modules.
The top horizontal composition is the action of Etop on ρHom(−, τX) and the bot-
tom is the action of Etop on Hom(−,X). From β
′ we have a natural transforma-
tion β : Hom(−, τX) → ρHom(−,X). Since applying β′ twice gives the identity map
(Hom(Gtop,−), β) is an involutary functor.
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Hom(A, τX) ∧ Etop(B,A)
Id∧τ◦W //
τ∧Id

Hom(A, τX) ∧ Etop(B,A) //
τ∧τ

Hom(B, τX)
τ

Hom(τA,X) ∧ Etop(B,A)
w∗A∧Id

Id∧W// Hom(τA,X) ∧ (τEtop)(τB, τA) // Hom(τB,X)
w∗B

Hom(A,X) ∧ Etop(B,A) // Hom(B,X)
Now it follows by Lemma 7.1.17 that the left adjoint to Hom(Gtop,−) is an involutary
functor. We construct a natural transformation α to prove this directly, since this type
of construction will occur again. Pick M , an object of mod– Etop , then M ∧Etop Gtop is
given by the coequaliser in Definition 5.4.2. The natural transformation
α : ρ(−) ∧Etop Gtop −→ τ((−) ∧Etop Gtop)
is defined by the map of coequalisers given in the diagram below, where µ is the action
of Etop on M .
∨
g,h∈GM(h) ∧ Etop(g, h) ∧ g
µ◦τ◦Wg,h //
eval
//
Id∧τ◦Wg,h∧wg

∨
g∈GM(g) ∧ g
Id∧wg
∨
g,h∈GM(h) ∧ Etop(g, h) ∧ τg
µ //
τ(eval)◦γ
//
∨
g∈GM(g) ∧ τg
To prove that the above does define a map of coequalisers it suffices to show that the
two diagrams below commute.
M(h) ∧ Etop(g, h)
µ◦τ◦Wg,h //
Id∧τ◦Wg,h

M(g)
Id

Etop(g, h) ∧ g
eval //
τ◦Wg,h∧wg

h
wh

M(h) ∧ Etop(g, h)
µ //M(g) Etop(g, h) ∧ τg
τ(eval)◦γ // τh
The left hand diagram automatically commutes. To see that the right hand diagram
commutes we need Lemma 9.2.2. Which we have included to show how the various
maps in the diagram are related. Note that this natural transformation α clearly
satisfies the necessary condition for it to be an involutary natural transformation.
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Lemma 9.2.2 The diagram below commutes for all g ∈ Gtop and is natural in ι
∗SQ -
modules X .
τg ∧Hom(g,X)
(2)
γ
))TTT
TTTT
TTTT
TTTT
Id∧τ
55jjjjjjjjjjjjjjj
τwg∧Id
OO
g ∧Hom(g,X)
Id∧τ
))TTT
TTTT
TTTT
TTTT
Id∧(τwg)∗
55jjjjjjjjjjjjjjj
τ(g ∧Hom(g,X))
(4)
(3)
τ(eval)
55jjjjjjjjjjjjjjjjjj
τg ∧Hom(τg, τX)
eval
))TTT
TTTT
TTT
TTT
TTTT
T
τwg∧Id
OO
g ∧Hom(τg, τX)
(1)
Id∧(wg)∗
55jjjjjjjjjjjjjjj
g ∧Hom(τg,X)
Id∧τ
))TTT
TTTT
TTTT
TTTT
τX
g ∧Hom(g, τX)
eval

Proof The map labelled γ is the natural transformation between τX⊗A→ τ(X⊗A)
for a symmetric spectrum A and a rational ι∗SQ -module X . Squares (1) and (2) obvi-
ously commute, square (4) commutes since τ is a spectral functor (see [Bor94, Propo-
sition 6.4.5]). The fact that Square (3) commutes requires a little more consideration
but essentially follows from axiom that evaluation and composition are compatible.
Proposition 9.2.3 The adjunction ((−) ∧Etop Gtop,Hom(Gtop,−)) is involutary.
Proof We must prove that the unit η and counit ε are involutary natural transfor-
mations. For the counit, let X be an ι∗SQ -module. We must prove that the following
diagram commutes.
∫ a∈Gtop Hom(a, τX) ∧ a
R a∈Gtop βX(a)∧Ida

ετX // τX
∫ a∈Gtop ρHom(a,X) ∧ a αHom(Gtop,X) // τ∫ a∈Gtop Hom(a,X) ∧ a
τ(εX)
OO
This is routine to check using Lemma 9.2.2. Now we consider the unit, let M be an
Etop -module. We must prove that the diagram below commutes.
ρM
ηρM // Hom(Gtop,
∫ g
ρM(g) ∧ g)
Hom(Gtop,αM )

ρHom(Gtop,
∫ g
M(g) ∧ g)
ρηM
OO
Hom(Gtop, τ
∫ g
M(g) ∧ g)
βR g M(g)∧goo
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Checking that this diagram commutes reduces to proving that the diagram below com-
mutes.
M(k)
coeval //
coeval

Hom(k, k ∧M(k))
(wk∧Id)∗

Hom(k, k ∧M(k))
γ−1◦(wk)
∗◦τ // Hom(k, τk ∧M(k))
This is the coevaluation version of Lemma 9.2.2 and it commutes since the pair of
squares below commute.
M(k)
coevalk //
coevalτk

Hom(k, k ∧M(k))
(wk∧Id)∗

Hom(τk, τk ∧M(k))
(wk)
∗
// Hom(k, τk ∧M(k))
M(k)
coevalk //
coevalτk

Hom(k, k ∧M(k))
τ

Hom(τk, τk ∧M(k))
γ∗ // Hom(τk, τ(k ∧M(k)))
Corollary 9.2.4 There is a strong symmetric monoidal Quillen equivalence between
the skewed categories
τ#(ι∗SQ –mod)
−−→←−ρ#(mod– Etop).
Furthermore this is an adjunction of closed symmetric Id#SpΣ+ -algebras.
Proof The results of this section prove that the Quillen equivalence of Theorem 9.1.2
is an involutary Quillen equivalence. Furthermore this is a monoidal involutary adjunc-
tion, though we omit the routine proof that the natural transformation β is a monoidal
natural transformation. It remains to prove that in the diagram below (which gives the
algebra structure on the skewed categories) the right adjoints (shown on the bottom)
commute up to natural isomorphism.
ρ#(mod– Etop)
//
Evι∗SQ
$$J
JJ
JJ
JJ
JJ
JJ
JJ
J
τ#ι∗SQ –modoo
j
zzuu
uu
uu
uu
uu
uu
uu
Id#SpΣ+
Fι∗SQ
ddJJJJJJJJJJJJJJ
i
::uuuuuuuuuuuuuu
Since the corresponding statement is true for the underlying categories all we need check
is that the involutions are compatible, in the sense that for x ∈ SpΣ+ and E ∈ ι
∗SQ –mod
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the following diagrams commute.
∫ g
(Hom(g, ι∗SQ) ∧ x) ∧ g //

ι∗SQ ∧ x

∫ g
ρ(Hom(g, ι∗SQ) ∧ x) ∧ g

τ
∫ g
(Hom(g, ι∗SQ) ∧ x) ∧ g // τ(ι
∗SQ ∧ x)
Hom(ι∗SQ, τE) //

jτE

ρHom(ι∗SQ, E) // jE
The left hand diagram commutes by the same arguments we used above to show that
(−) ∧Etop Gtop is an involutary functor. The right hand diagram commutes because τ
does not alter the underlying symmetric spectrum of an ι∗SQ -module.
9.3 Moving to mod–Θ′′Etop
Having shown that the equivalence between rational SO(2)-spectra and mod– Etop is
involutary, we now must show that the zig-zag of equivalences between mod– Etop and
mod–Θ′′Etop (as proved in [GS, Theorem 4.1]) is involutary. There are several steps in
this section, but they are all essentially the same. We begin with the easiest case where
we move from enrichments over positive symmetric spectra to symmetric spectra. The
main result of this section is Theorem 9.3.4.
Lemma 9.3.1 The Quillen equivalence between the category of Etop -modules over the
model category of positive symmetric spectra and the category of Etop -modules over
the model category of symmetric spectra is an involutary strong symmetric monoidal
Quillen equivalence.
Proof Recall that there is a Quillen equivalence Id : SpΣ+
−→←SpΣ : Id. We perform two
operations, first we consider Etop as a category enriched over symmetric spectra and
secondly we consider the category of SpΣ -functors from Eoptop to Sp
Σ . Thus we have the
model category of Etop -modules over Sp
Σ
+ . The involution on this category is as before,
it is given by a map of the ringoid Etop → Etop , so we have an involutary adjunction.
Since the only difference between this new model category and mod– Etop as before is
in the model structures, there is little to check in order to prove the result. The right
adjoint preserves fibrations and the weak equivalences are the same for either model
structure so we have a Quillen equivalence.
Since the category of Etop -modules over the model category of symmetric spectra is
only used briefly, we do not introduce any new notation for it, but it is essential for
the remaining results that we are now using this model structure on Etop -modules. In
particular, the unit is now cofibrant. We now give some of the material in [Shi07b]
since we will need to examine this in some detail to prove that the equivalence between
Etop -modules and Et -modules is involutary. We give the proposition first and then
explain the terms in it.
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Proposition 9.3.2 The following series of adjoint pairs are Quillen equivalences.
Q : HQ –mod −−→←− SpΣ(sQ –mod) : U1
L : SpΣ(dgQ –mod+) −−→←− SpΣ(sQ –mod) : φ∗N
D : SpΣ(dgQ –mod+) −−→←− dgQ –mod : R.
Furthermore, the pair (Q,U1) is strong symmetric monoidal, (L, φ
∗N) is symmetric
monoidal and (D,R) is strong monoidal. Each of the right adjoints preserve all weak
equivalences.
Proof This is [Shi07b, Proposition 2.10], where we note that D is not symmetric
monoidal, as explained in [Shi07a].
We begin with the functor Q˜ : sSet → sQ –mod. For a simplicial set X , we define
(Q˜X)n to be the free Q-module on the non-basepoint simplices of Xn , with each 0.s
identified with the basepoint for s ∈ Xn . We fix the object Q˜S
1 and use this as the
suspension object to create the category SpΣ(sQ –mod) of symmetric spectra in simpli-
cial Q-modules. The functor Q˜ induces an adjoint pair Q˜ : SpΣ−−→←−SpΣ(sQ –mod) : U .
Let HQ be the symmetric spectrum with level n given by Q˜Sn . This is a commuta-
tive ring spectrum, hence we have the category of HQ-modules in symmetric spectra,
HQ –mod. There is a forgetful functor U1 : SpΣ(sQ –mod) → HQ –mod. This has a
left adjoint Q , but this is not needed for the work below since Etop –mod is enriched
over SpΣ .
The category of symmetric spectra in non-negatively graded chain complexes, written as
SpΣ(dgQ –mod+), has suspension object Q[1] (one copy of Q in degree 1). The normal-
isation functor N : sQ –mod → dgQ –mod+ induces a functor φ∗N : SpΣ(sQ –mod) →
SpΣ(dgQ –mod+), with left adjoint L . The functor R takes a chain complex Y to the
symmetric spectrum with RYn = C0(Y ⊗Q[m]) and has a left adjoint D .
In the following result we will use the pair Q˜ : SpΣ−−→←−SpΣ(sQ –mod) : U which are a
Quillen pair, but not a Quillen equivalence. This result is a part of [GS, Theorem 4.1].
Proposition 9.3.3 For each of the adjoint pairs (Q˜, U), (L, φ∗N) and (D,R), the
induced adjunction below is a Quillen equivalence.
Q˜ : mod– Etop −−→←− mod– Q˜Etop : U
′
L′ : mod– φ∗NQ˜Etop −−→←− mod– Q˜Etop : φ
∗N
D : mod– φ∗NQ˜Etop −−→←− mod–Dφ
∗NQ˜Etop : R
′
Proof We use the construction of Proposition 5.1.8 (which is a simplification of [DS07,
Proposition A.3b]) to obtain the categories Q˜Etop , φ∗NQ˜Etop and Dφ∗NQ˜Etop which
are enriched over symmetric spectra in simplicial Q-modules, symmetric spectra in
positive chain complexes of Q-modules and chain complexes of Q-modules respectively.
The induced adjunctions are defined in [SS03a, Section 3] and we give brief details
below. Since Q˜ and D are strong monoidal these pass to the categories of modules
as above without change. The right adjoint φ∗N also passes directly to the module
categories whereas all the other functors must be replaced. The right adjoints U ′ and
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R′ are defined via the unit map, we demonstrate for U ′ . Take a Q˜Etop -module M , we
must then give maps
Etop(σ
′, σ) ∧ U ′M(σ)→ U ′M(σ′).
We do so by applying the unit map Etop(σ
′, σ) → U ′Q˜Etop(σ′, σ) and then using the
monoidality of U ′ and the action map of M . We will define L′ in the proof of Theorem
9.3.4.
The pair (Q˜, U ′) induce a Quillen pair between mod– Etop and mod– Q˜Etop . The free
modules are a set of generators for these categories and these free modules have rational
homotopy groups. It follows that the unit and counit for the derived adjunctions are
equivalences on these generators, hence (Q˜, U ′) is a Quillen equivalence. The other two
pairs are Quillen equivalences by [SS03a, Theorem 6.5].
Theorem 9.3.4 For each of the adjoint pairs (Q˜, U), (L, φ∗N) and (D,R) the in-
duced adjunction (Q˜, U ′), (L′, φ∗N) and (D,R′) is an involutary Quillen equivalence
on the categories of modules.
Proof Because the construction of the ringoids Q˜Etop , φ∗NQ˜Etop and Dφ∗NQ˜Etop is
functorial these ringoids come with self-inverse maps as follows.
Q˜τW : Q˜Etop −→ Q˜Etop
φ∗NQ˜τW : φ∗NQ˜Etop −→ φ∗NQ˜Etop
Dφ∗NQ˜τW : Dφ∗NQ˜Etop −→ Dφ∗NQ˜Etop
We have the following diagram of adjoint pairs for the pair (Q˜, U ′).
mod– Etop
Q˜ //
τW ∗

mod– Q˜Etop
U ′
oo
Q˜τW ∗

mod– Etop
Q˜ //
τW ∗
OO
mod– Q˜Etop
U ′
oo
Q˜τW ∗
OO
The vertical adjunctions are restriction and extension of scalars in the case where the
map of ringoids is an isomorphism. This diagram commutes in the sense that the square
consisting of left adjoints (on top and left) commutes and the square of right adjoints
commutes. We obtain similar diagrams for (L′, φ∗N) and (D,R′), we must now show
that these pairs are involutary. In the case of (Q˜, U ′) the above squares of left adjoints
and right adjoints commute precisely, as we now show. Take an Etop -module M , then
we have the following commutative diagram
Q˜M(a) ∧ Q˜Etop(b, a)
∼=
((QQ
QQQ
QQQ
QQQ
Q
Q˜M(a) ∧ Q˜Etop(b, a)
Id∧Q˜τW
66mmmmmmmmmmmm
∼= ((QQ
QQQ
QQQ
QQQ
Q
Q˜(M(a) ∧ Etop(b, a)) // Q˜M(b)
Q˜(M(a) ∧ Etop(b, a))
Q˜(Id∧τW )
66mmmmmmmmmmmm
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with the top path the action map for (Q˜τW )∗Q˜M and the lower path the action map
for Q˜((τW )∗M). So we have shown that Q˜ is an involutary functor since it strictly
commutes with the involutions (τW )∗ and (Q˜τW )∗ . Now we consider the module-
level right adjoint U ′ . For a Q˜Etop module N , the following composition defines the
action of Etop on U
′N , from this it is clear that U ′ also strictly commutes with the
involutions.
U ′N(a) ∧ Etop(b, a)
Id∧η
→ U ′N(a) ∧ U ′Q˜Etop(b, a)→ U
′(N(a) ∧ Q˜Etop(b, a))→ U
′N(b)
It is then obvious that (Q˜, U ′) is an involutary adjunction that is also a Quillen equiv-
alence. The case (D,R′) is exactly the same, which leaves us with only the adjunction
(L′, φ∗N) to consider. The right adjoint φ∗N strictly commutes with the involutions
via the same arguments as for Q˜ and D . We investigate L′ in some detail, take
a φ∗NQ˜Etop -module M , then L′M(a) is defined as the coequaliser of the following
diagram (we describe the maps below).∨
b,c
L
(
M(b) ∧ φ∗NQ˜Etop(c, b)
)
∧ Q˜Etop(a, c)−−→−→
∨
d
LM(d) ∧ Q˜Etop(a, d)
One map is induced by the action of φ∗NQ˜Etop on M and the other is the composite
of the op-monoidal structure on L , the counit of (L, φ∗N) and composition. We can
induce a map of coequalisers
L′(φ∗NQ˜τW )∗M −→ (Q˜τW )∗L′M
by acting as L(Id∧φ∗NQ˜τW ) ∧ Q˜τW on the first factor and by Id∧Q˜τW on the
second. This is clearly a morphism of modules and is a map order two as required. It
remains to check that the unit and counit are involutary natural transformations, these
maps are induced from the unit and counit of (L, φ∗N) and it is easy to check the
required condition. The proof is very much like that for unit and counit of the Morita
equivalence and we omit it for that reason.
Lemma 9.3.5 The categories Q˜Etop and φ∗NQ˜Etop are monoidal enriched categories.
Furthermore, the adjunctions (Q˜, U ′) and (L′, φ∗N) are involutary symmetric monoidal
Quillen equivalences and hence induce symmetric monoidal Quillen equivalences on the
skewed categories.
Proof The first statement is an application of Proposition 5.1.8 since both Q˜ and
φ∗N are symmetric monoidal functors. We prove that (Q˜, U ′) and (L′, φ∗N) are
monoidal pairs on the involutary categories. It is easy to check that the two right
adjoints U ′ and φ∗N are monoidal functors. Since Q˜ is strong symmetric monoidal on
the base categories it passes to a strong symmetric monoidal functor Q˜ : mod– Etop →
mod– Q˜Etop . Thus (Q˜, U ′) is a strong symmetric monoidal pair.
The left adjoint L′ is harder to deal with, we must show that η :L′(φ∗NQ˜Etop(−,S))→
Q˜Etop(−,S) is a weak equivalence and that for cofibrant φ∗NQ˜Etop -modules X and Y ,
the map m :L′(XY )→ L′XL′Y is a weak equivalence. For each g ∈ Etop there is a
φ∗NQ˜Etop -module Fg = φ∗NQ˜Etop(−, g). By Remark 5.3.15 these give a Quillen pair
Fg∧ (−) : Sp
Σ(dgQ –mod+)−−→←−mod– φ∗NQ˜Etop : Evg , where Evg(M) =M(g) and the
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left adjoint takes X ∈ SpΣ(dgQ –mod+) to Fg∧X . Since the unit of SpΣ(dgQ –mod+)
is cofibrant, it follows that each Fg is cofibrant as a φ
∗NQ˜Etop -module. The unit is also
a free module, it is given by Fι∗SQ . For each g ∈ Etop , there is a square as below. This
will allow us to translate results from the base categories to the module categories and
helps us understand the functor L′ . The right adjoints are on the right and bottom
and clearly commute.
mod– φ∗NQ˜Etop
L′ //
Evg

mod– Q˜Etop
φ∗N
oo
Evg

SpΣ(dgQ –mod+)
L //
Fg∧(−)
OO
SpΣ(sQ –mod)
φ∗N
oo
Fg∧(−)
OO
From this square we can check that η is a weak equivalence. Let Sym(Q[1]) denote the
unit of SpΣ(dgQ –mod+) and Sym(Q˜S1) the unit of SpΣ(sQ –mod), these are cofibrant
objects. Then L′Fι∗SQ
∼= Fι∗SQ ∧ L Sym(Q[1]), so the map η is given by Fι∗SQ ∧
L Sym(Q[1]) → Fι∗SQ ∧ Sym(Q˜S
1). It follows that this map is an object-wise weak
equivalence since cofibrant objects in SpΣ(sQ –mod) preserve all weak equivalences
(this is in the proof of [Shi07b, Corollary 3.4]).
We now give an argument to prove that we only need check that m is a weak equivalence
on the free modules. We are required to prove that for all cofibrant X and Y , the
map m :L′(XY ) → L′XL′Y is a weak equivalence. This is equivalent to proving
that for all fibrant Z the map [L′XL′Y,Z] → [L′(XY ), Z] is a weak equivalence.
By the standard adjunctions (such as the isomorphisms below) this occurs for all X
exactly when φ∗N Hom(L
′Y,Z)→ Hom(Y, φ
∗NZ) is a weak equivalence. To prove
this, it suffices to show that the composite
[Fg, φ
∗N Hom(L
′Y,Z)] ∼= [L′FgL
′Y,Z]→ [L′(FgY ), Z] ∼= [Fg,Hom(Y, φ
∗NZ)]
is an isomorphism for the collection of free modules Fg = φ
∗NQ˜Etop(−, g) as g runs
over the set of objects in Etop . Thus, we have shown that we only need prove that
L′(FgY )→ L
′FgL
′Y is a weak equivalence for all g and all cofibrant Y . Applying
the above argument once more we see that it suffices to prove that L′(FgFk) →
L′FgL
′Fk is a weak equivalence for each g and k in Etop . We do so now. Using our
understanding of L′ on free modules and the isomorphism FgFk → F(g∧k) we must
show that
F(g∧k) ∧ L Sym(Q[1])→ F(g∧k) ∧ L Sym(Q[1]) ∧ L Sym(Q[1])
is a weak equivalence. This follows from the corresponding result in SpΣ(sQ –mod).
One must also check that the natural transformations giving an involutary structure
on φ∗N and U ′ are monoidal. This is quite straightforward due to the nature of the
involutions.
Remark 9.3.6 Because D is not symmetric, as is stated in [Shi07a], the dgQ –mod-
category Dφ∗NQ˜Etop is not a monoidal dgQ –mod-category. In turn, the category
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mod– Et cannot be monoidal. This issue could be resolved by using the four stage
comparison of [Shi07b, Remark 2.11] and altering the fibrant replacement functor. In
detail, we replace the pair (D,R) by the functors
dgQ –mod
F0 // SpΣ(dgQ –mod)
Ev0
oo
C0
// SpΣ(dgQ –mod+)
ioo
The pair (F0,Ev0) are the suspension and zeroth space adjunction. The inclusion of
positive chain complexes i : dgQ –mod+ → dgQ –mod has a right adjoint C0 . These
are strong symmetric monoidal Quillen equivalences and i preserves all weak equiv-
alences. We can then use these functors to create a symmetric monoidal enriched
category Ev0 iφ
∗NQ˜Etop . Unfortunately, since Ev0 doesn’t preserve all weak equiva-
lences this will not have the correct homotopy type. One gets round this by inserting a
fibrant replacement functor of SpΣ(dgQ –mod+)-enriched categories as given by [SS03a,
Proposition 6.3]. Thus mod– Etop is Quillen equivalent to mod– Ev0 f̂ iφ
∗NQ˜Etop . But
this is not a monoidal category, as f̂ will not preserve the monoidal product. It
should be possible to alter this fibrant replacement so that it does preserve symmet-
ric monoidal structures on enriched categories and ensure that Ev0 f̂ iφ
∗NQ˜Etop has
the correct homotopy type. All of the functors relating mod– Etop and mod– Et would
then be both monoidal and involutary. An extra step would then be necessary: an
adjunction of extension and restriction of scalars induced by the quasi-isomorphism
iφ∗NQ˜Etop → f̂ iφ∗NQ˜Etop , but this would present no difficulty.
Lemma 9.3.7 If L : M−→←N : R is a Quillen module over F : C−→←D : G and (L,R)
is an involutary adjunction, then σ#L : σ#M−→←τ#N : τ#R is a Quillen module over
(Id#F, Id#G) provided the following holds.
(i). There is a natural transformation of order two (σm)⊗ c→ σ(m⊗ c).
(ii). There is a natural transformation of order two (τn)⊗ d→ τ(n⊗ d).
(iii). The diagram below commutes.
L(σm⊗ c)

// Lσm⊗ Fc

Lσ(m⊗ c)

τLm⊗ Fc

τL(m⊗ c) // τ(Lm⊗ Fc)
Proof The first two conditions ensure that σ and τ are enriched functors, so that
σ#M and τ#N are modules over Id#C and Id#D respectively. One must check the
conditions of [DS07, Propositons 3.5, 3.6, 3.7] to see that we have a Quillen adjoint
module of the skewed categories. These conditions all hold due to their counterparts
in M and N provided that the natural transformation L(m⊗ c)→ Lm⊗ Fc induces
a map on the skewed category, which is the third condition. Thus (σ#L, τ#R) is a
Quillen adjoint module over (Id#F, Id#G).
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Corollary 9.3.8 Each of the adjunctions of the skewed module categories of Proposi-
tion 9.3.3 is a Quillen module over the skewed base categories.
Proof That the functors of Proposition 9.3.3 are Quillen modules at the level of in-
volutary categories follows from [GS, Section 10]. We have worked from a more recent
redraft of this paper, where this section has been altered to take into account [DS07,
Propositions 4.7 and 4.8] which consider Quillen modules of categories of modules over
enriched categories.
It remains to prove that the assumptions of Lemma 9.3.7 hold for the three adjunctions
of Proposition 9.3.3. This is easy for (Q˜, U ′) and (D,R′) since these adjoint pairs
strictly commute with the involutions. The proof for (L′, φ∗N) is routine.
9.4 Another Involutary Morita Equivalence
We show that one last Quillen equivalence is involutary: the Morita equivalence between
mod–Dφ∗NQ˜Etop and mod– Et .
Definition 9.4.1 We define the category SO(2)-spectrat to be mod–Dφ
∗NQ˜Etop and
we will use λ for the involution on this category, hence we have the skewed category
λ#SO(2)-spectrat . As in [GS, Theorem 4.1] we define BCt to be cofibrant replacements
of the images of the basic cells of SO(2)-spectra under the composite functor from
SO(2)-spectra to SO(2)-spectrat . The closure of BCt under the monoidal product will
be written B¯Ct . Define Et to be the full subcategory of SO(2)-spectrat with object set
B¯Ct . The category Et is enriched over differential graded Q-modules.
Thus the objects of BCt have the form (σH)t = ĉDφ
∗NQ˜SpΣHom(−, σH) for σH a
basic cell, where ĉ is cofibrant replacement in the skewed category.
For each H there is a map of order two uH : (σH)t → λ(σH)t which is induced by
the map σH → τσH and the natural transformations of the involutary functors in the
composite. As with Etop we have a ringoid λEt and conjugation by the uH gives a map
of ringoids U : Et → λEt .
Lemma 9.4.2 The category mod– Et is a model category with involution (λU)
∗ .
Proof The follows from the construction of the involution ρ = (τW )∗ on mod– Etop in
Section 9.1.
Theorem 9.4.3 The functors of Theorem 5.4.3 induce an involutary Quillen equiva-
lence between mod– Et and SO(2)-spectrat . Thus there is a Quillen equivalence between
the skewed categories
(λU)∗#(mod– Et)
−−→←−λ#SO(2)-spectrat
and this is an adjunction of (Id#dgQ –mod)-modules.
Proof This follows from the proof of Corollary 9.2.4.
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Corollary 9.4.4 There is a zig-zag of Quillen equivalences between τ#ι∗SQ –mod and
(λU)∗#(mod– Et).
Remark 9.4.5 Now we have a zig-zag of involutary equivalences between cyclic O(2)-
spectra and mod– Et . We describe our plan for future work. The standard category
A(SO(2)) is ‘formed’ from copies of the graded ring Q[c] ∼= H∗(BSO(2)) with c of
degree 2 see [Gre99]. The inversion map j : SO(2) → SO(2), j(t) = t−1 , induces a
ring map Q[c] → Q[c] which sends c to −c . Thus, we hope to create an involution
Υ:A(SO(2)) → A(SO(2)) based on this ring map. Following the proof of Corollary
9.2.4 we should then be able to prove that A(SO(2)) is Quillen equivalent to mod– Ea
and that this equivalence is involutary monoidal. From here we aim to take the equiv-
alences between Et and Ea of [GS] and show that these are involutary (and monoidal
according to the outcome of Remark 9.3.6). This would complete the classification of
cyclic O(2)-spectra in terms of the skewed category Υ#A(SO(2)).
Appendix A
List of Model Categories
We list the model categories used in this thesis. We have divided this list into four col-
lections, those which are categories of spectra, those we have constructed as localisations
of such categories, categories of modules over enriched categories and a miscellany of
basic categories.
Categories of Spectra
Name Symbol Page
Symmetric spectra in based simplicial sets SpΣ 9
SpΣ with the positive model structure SpΣ+ 10
Symmetric spectra in T∗ Sp
Σ
+(T∗) 10, 103
Symmetric spectra in dgQ –mod+ SpΣ(dgQ –mod+) 10, 113
Symmetric spectra in sQ –mod SpΣ(sQ –mod) 10, 113
G-equivariant orthogonal spectra GI S 10, 12
G-equivariant S-modules GM 11, 13
GI S with the positive model structure GI S + 13
Modules over SQ in O(2)M SQ –mod 26, 35
Modules over SH in O(2)M SH –mod 55
Modules over ι∗SQ in SO(2)M ι
∗SQ –mod 99
The involutary category of ι∗SQ (ι
∗SQ –mod, τ) 102
Modules over HQ in symmetric spectra HQ –mod 113
120
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Categories of Localised Spectra
Name Symbol Page
GI S localised at E, LEGI S GI S E 28
GM localised at E, LEGM GME 28
GI S localised at S0Q GI S Q 32
GI S + localised at S
0Q+ GI S
+
Q 32
GM localised at S0MQ GMQ 32
SQ –mod localised at E ∧ SQ LESQ –mod 32
LEF+GI S FI S 45
L
E eFGI S F˜I S 45
LEF+GM FM 45
L
E eFGM F˜M 45
GM with F (N)-model structure GM(N) 46
Cyclic O(2)-spectra CMQ 76
Dihedral O(2)-spectra DMQ 76
Cyclic SQ-modules SQ –mod(C ) 78
Modules over an Enriched Category
Name Symbol Page
Right EHa -modules in dgQ –mod mod– E
H
a 52
Right EHtop-modules in Sp
Σ
+ mod– E
H
top 55
Right modules over O in SpΣ mod–O 68, 68
Right Etop-modules in Sp
Σ
+ mod– Etop 106
Right Q˜Etop-modules in SpΣ(sQ –mod) mod– Q˜Etop 113
Right φ∗NQ˜Etop-modules in SpΣ+(dgQ –mod+) mod– φ
∗NQ˜Etop 113
Right Dφ∗NQ˜Etop-modules in dgQ –mod mod–Dφ∗NQ˜Etop 113
Right Et-modules in dgQ –mod mod– Et 118
Miscellaneous
Name Symbol Page
Based topological spaces T∗ 9
Based G-equivariant topological spaces GT∗ 9
Based simplicial sets sSet∗ 9
Simplicial Q-modules sQ –mod 9
Chain complexes of R-modules dgR –mod 11
Positive chain complexes of R-modules dgR –mod+ 12
Chain complexes of QG-modules dgQG –mod 51
A category with involution (C, σ) 79
The skewed category of (C, σ) σ#C 79
Index
(C, I), 102
(D,R), 113
((−) ∧E(G) G,Hom(G,−)), 73
(ε∗G, (−)
G), 14
(f†, f
†), 96
(G+ ∧H (−), ι
∗
H ), 14
(IU
′
U , I
U
U ′) , 96
(L, φ∗N), 113
(N,N#), 13
(Q,U1), 113
(Q˜, U), 113
Acyclic cofibration, 4
Acyclic fibration, 4
Acyclic rational cofibration, 32
Adjunction of C -algebras, 66
Adjunction of closed C -modules, 66
Adjunction of two variables, 5
Bousfield F -model structure, 45
Bousfield F˜ -model structure, 45
Box product, 63
Burnside ring, 13
C0 , 58
C , 76
ĉ , 4
C -algebra, 64
C -algebra functor, 64
C -module, 64
C -module functor, 64
Category with involution, 79
Closed C -algebra, 66
Closed C -module, 65
Cofamily, 45
Cofibrant, 4
Cofibrantly generated, 7
Cofibration, 3
Cofibre, 19
Compact, 8
Components, 62
Composite involutary functor, 81
Composition law, 61
Cotensor, 65
Cyclic spectra, 76
D , 76
dgR –mod, 11
tom Dieck’s isomorphism, 15
Dihedral spectra, 76
EF˜ , 45
EF , 45
E[<G H]+ , 53
E[6G H]+ , 53
E〈H〉 , 53
Et , 118
E -acyclic, 28
E -equivalence, 27
E -local, 27
E -localisation, 27
E -model structure, 28
Endomorphism ringoid, 72
Enrichment, 65
Extension of scalars, 69
f̂ , 4
FG, 14
FI S , 45
F˜I S , 45
FM , 46
F˜M , 46
F -equivalence, 46
F -model structure, 46
Family, 45
Fibrant, 4
Fibration, 3
Fibre, 19
122
INDEX 123
Free module, 68
Functorial factorisation, 3
GI S , 11, 12
GI S E , 28
GI S + , 13
GI S Q , 32
GM , 11, 13
GME , 28
GM(N), 46
GMQ , 32
GT∗ , 9
G-homotopy extension property, 15
Generalised sphere spectrum, 11
Generating acyclic cofibrations, 7
Generating cofibrations, 7
Generator, 8
Graded maps, 8
HQ , 113
h-cofibration, 15
H -compact, 14
Hom-object, 61
Homotopy category, 4
Homotopy cofibre, 19
Homotopy pushout, 18
Homotopy sequential colimit, 21
Idempotent family, 47
Identity element, 61
Indexing space, 10
Involutary adjunction, 82
involutary closed ν -algebra, 86
Involutary functor, 81
Involutary model category, 87
Involutary monoidal adjunction, 86
Involutary monoidal category, 84
Involutary monoidal model category, 89
Involutary monoidal Quillen pair, 90
Involutary natural transformation, 82
Involutary Quillen equivalence, 89
Involutary Quillen functor, 87
Involutary Quillen pair, 89
Involution, 79
Left lifting property, 3
Left proper, 30
Left Quillen functor, 4
Lifting lemma, 88
Localising subcategory, 8
Map of order two, 79
Mapping cone, see Cofibre
Mapping cylinder, 18
Model category, 4
Model structure, 3
Monoid axiom, 8
Monoidal ν -functor, 62
Monoidal functor, 6
Monoidal model category, 5
Monoidal ν -category, 62
Monoidal ν -functor, 62
Monoidal Quillen pair, 6
Morphism of O -modules, 68
ν -adjunction, 62
ν -category, 61
ν -functor, 61
ν -natural transformation, 62
O -module, 68
piHr , 12
pi∗ -isomorphism, 12
piQ∗ -isomorphism, 32
Pointed, 4
Positive model structure, 12
Product model category, 41
Projective model structure, 11
Pushout product, 5
Pushout product axiom, 5
Quillen bifunctor, 5
Quillen equivalence, 5
Quillen pair, 5
Rational equivalence, 32
Rational fibration, 32
Rational sphere spectrum, 24
Relative cell complex, 7
Restriction of scalars, 69
Retract, 2
Right lifting property, 3
Right Quillen functor, 4
Ring with many objects, 62
INDEX 124
Ringoid, 62
SpΣ , 10
SpΣ(C), 10
SfG, 15
S0Q , 24
S0Q+ , 24
S0MQ , 24
SQ , 26
SH , 55
Simplicial set, 9
Skew group ring, 93
Skewed category, 79
Skewed functor, 81
Skewed model category, 88
Skewed natural transformation, 82
Small, 7
Spectral adjunction, 68
Spectral category, 68
Spectral functor, 68
Spectral left Quillen functor, 67
Spectral model category, 67
Spectral Quillen equivalence, 68
Spectral Quillen pair, 68
Spectral right Quillen functor, 67
Spectrum of morphisms, 71
Spectrum of natural transformations, 71
Stable equivalence, 69
Strictly subconjugate, 52
Strong monoidal functor, 6
Strong monoidal Quillen pair, 6
Subconjugate, 52
Support, 15
Symmetric monoidal functor, 6
Symmetric monoidal model category, 5
Symmetric monoidal Quillen pair, 6
Symmetric spectrum, 9
T∗ , 9
Telescope, 21
Tensor, 65
Universal F -space, 45
Universal F˜ -space, 45
Universe, 10
Weak equivalence, 3
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