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Abstract. Computing normal forms in groups (or monoids) is in gen-
eral harder than solving the word problem (equality testing). However,
normal form computation has a much wider range of applications. It is
therefore interesting to investigate the complexity of computing normal
forms for important classes of groups.
For Coxeter groups we show that the following algorithmic tasks can be
solved by a deterministic Turing machine using logarithmic work space,
only: 1. Compute the length of any geodesic normal form. 2. Compute
the set of letters occurring in any geodesic normal form. 3. Compute the
Parikh-image of any geodesic normal form in case that all defining rela-
tions have even length (i.e., in even Coxeter groups.) 4. For right-angled
Coxeter groups we can do actually compute the short length normal form
in logspace. (Note that short length normal forms are geodesic.)
Next, we apply the results to right-angled Artin groups. They are also
known as free partially commutative groups or as graph groups. As a
consequence of our result on right-angled Coxeter groups we show that
shortlex normal forms in graph groups can be computed in logspace, too.
Graph groups play an important roˆle in group theory, and they have a
close connection to concurrency theory. As an application of our results
we show that the word problem for free partially commutative inverse
monoids is in logspace. This result generalizes a result of Ondrusch and
the third author on free inverse monoids. Concurrent systems which are
deterministic and co-deterministic can be studied via inverse monoids.
1 Introduction
The study of group theoretical decision problems, like the word problem (Is a
given word equal to 1 in the group?), the conjugacy problem (Are two given
words conjugated in the group?), and the isomorphism problem (Do two given
group presentations yield isomorphic groups?), is a classical topic in combinato-
rial group theory with a long history dating back to the beginning of the 20th
century, see the survey [32] for more details.
With the emergence of computational complexity theory, the complexity of
these decision problems in various classes of groups has developed into an active
research area, where algebraic methods as well as computer science techniques
complement one another in a fruitful way.
In this paper we are interested in group theoretical problems which can be
solved efficiently in parallel. More precisely, we are interested in deterministic
logspace, called simply logspace in the following. Note that logspace is at a lower
level in the NC-hierarchy of parallel complexity classes:3
NC
1 ⊆ LOGSPACE ⊆ NC2 ⊆ NC3 ⊆ · · · ⊆ NC =
⋃
i≥1
NC
i ⊆ P
It is a standard conjecture in complexity theory that NC is strictly contained in
P.
A fundamental result in this context was shown in [28,37]: The word prob-
lem of finitely generated linear groups belongs to logspace. In [28], Lipton and
Zalcstein proved this result for fields of characteristic 0. The case of a field of
prime characteristic was considered in [37] by Simon. The class of groups with
a word problem in logspace is further investigated in [40]. Another important
result is Cai’s NC2 algorithm for the word problem of a hyperbolic group [5]. In
[30] this result was improved to LOGCFL, which is the class of all languages that
are logspace-reducible to a context-free language. LOGCFL is a subclass of NC2
and hence in the intersection of the class of problems which can be decided in
polynomial time and the class of problems which can be decided in space log2(n).
As a parallel complexity class LOGCFL coincides with the (uniform) class SAC1.
Often, it is not enough to solve the word problem, but one has to compute
a normal form for a given group element. Fix a finite generating set Γ (w.l.o.g.
closed under inverses) for the group G. Then, a geodesic for g ∈ G is a shortest
word over Γ that represents g. By choosing the lexicographical smallest (w.r.t.
a fixed ordering on Γ ) word among all geodesics for g, one obtains the short-
lex normal form of g. The problem of computing geodesics and various related
problems were studied in [18,19,21,34,36]. It turned out that there are groups
with an easy word problem (in logspace), but where simple questions related
to geodesics are computationally hard. For instance, every metabelian group
embeds (effectively) into a direct product of linear groups; hence its word prob-
lem can be solved in logspace. On the other hand, it is shown in [18], that the
question whether a given element x of the wreath product Z/2Z ≀ (Z × Z) (a
metabelian group) has geodesic length at most n is NP-complete. A correspond-
ing result was shown in [34] for the free metabelian group of rank 2. Clearly,
these results show that in general one cannot compute shortlex normal forms in
metabelian groups in polynomial time (unless P = NP). On the positive side,
for shortlex automatic groups [22] (i.e., automatic groups, where the underlying
regular set of representatives is the set of shortlex normal forms) shortlex nor-
mal forms can be computed in quadratic time. Examples of shortlex automatic
groups are Coxeter groups, Artin groups of large type, and hyperbolic groups. So
for all these classes, shortlex normal forms can be computed in quadratic time.
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NC
i denotes the class of languages that can be accepted by (uniform) boolean circuits
of polynomial size and depth O(logi(n)), where all gates have fan-in ≤ 2, see [39]
for more details. We will not use the NC-hierarchy in the rest of this paper.
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In [34], it is also noted that geodesics in nilpotent groups (which are in general
not automatic) can be computed in polynomial time.
In this paper, we deal with the problem of computing geodesics and shortlex
normal forms in logspace. A function can be computed in logspace, if it can be
computed by a deterministic logspace transducer. The latter is a Turing machine
with three tapes: (i) a read-only input tape, (ii) a read/write work tape of length
O(log n), and (iii) a write-only output tape. The output is written sequentially
from left to right onto the output tape. Every logspace transducer can be trans-
formed into an equivalent deterministic polynomial time machine. Still better,
it can be simulated by a Boolean circuit of polynomial size and O(log2 n) depth.
Although it is not completely obvious, the class of logspace computable functions
is closed under composition. (See e.g. the textbook [35] for these facts.)
Recently, the class of groups, where geodesics and shortlex normal forms
can be computed in logspace, attracted attention, see [20], where it was noted
among other results that shortlex normal forms in free groups can be computed
in logspace. (Implicitly, this result was also shown in [31].) In this paper, we
deal with the problem of computing shortlex normal forms for Coxeter groups.
Coxeter groups are discrete reflection groups and play an important role in many
parts of mathematics, see [2,12]. Every Coxeter group is linear and therefore has
a logspace word problem [2,12]. Moreover, as mentioned above, Coxeter groups
are shortlex automatic [4,7]. Therefore shortlex normal forms can be computed
in quadratic time. However, no efficient parallel algorithms are known so far. In
particular, it is open whether shortlex normal forms in Coxeter groups can be
computed in logspace. We do not solve this problem in this paper, but we are able
to compute in logspace some important invariants of geodesics. More precisely,
we are able to compute in logspace (i) the length of the shortlex normal form
of a given element (Theorem 4) and (ii) the alphabet of symbols that appear in
the shortlex normal form of a given element (Theorem 5). The proofs for these
results combine non-trivial results for Coxeter groups with some advanced tools
from computational algebra. More precisely, we use the following results:
– The Chinese remainder representation of a given number m (which is the
tuple of remainders m mod pi for the first k primes p1, . . . , pk, where m <
p1p2 · · · pk) can be transformed in logspace into the binary representation of
m [8,24]. This result is the key for proving that iterated multiplication and
division can be computed in logspace.
– Arbitrary algebraic constants can be approximated in logspace up to poly-
nomially many bits. This result was recently shown in [11,26].
For the case of even Coxeter groups, i.e., Coxeter groups where all defining
relations have even length, we can combine Theorem 4 and Theorem 5 in one
more general result, saying that the Parikh-image of the shortlex normal form
can be computed in logspace (Theorem 6). The Parikh-image of a word w ∈ Σ∗
is the image of w under the canonical homomorphism from Σ∗ to N|Σ|.
As mentioned above, it remains open, whether shortlex normal forms in Cox-
eter groups can be computed in logspace. In the second part of this paper,
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we prove that for the important subclass of right-angled Coxeter groups short-
lex normal forms can be computed in logspace (Theorem 7). A right-angled
Coxeter group is defined by a finite undirected graph (Σ, I) by taking Σ as
the set of group generators and adding the defining relations a2 = 1 for all
a ∈ Σ and ab = ba for all edges (a, b) ∈ I. We use techniques from the theory
of Mazurkiewicz traces [13]. More precisely, we describe right-angled Coxeter
groups by strongly confluent length-reducing trace rewriting systems. Moreover,
using the geometric representation of right-angled Coxeter groups, we provide
an elementary proof that the alphabet of symbols that appear in a geodesic for g
can be computed in logspace from g (Corollary 1).4 In contrast to general Cox-
eter groups, for right-angled Coxeter groups this alphabetic information suffices
in order to compute shortlex normal forms in logspace.
Right-angled Coxeter groups are tightly related to graph groups, which are
also known as free partially commutative groups or as right-angled Artin groups.
A graph group is defined by a finite undirected graph (Σ, I) by taking Σ as the
set of group generators and adding the defining relations ab = ba for all edges
(a, b) ∈ I. Hence, a right-angled Coxeter group is obtained from a graph group by
adding all relations a2 = 1 for all generators a. Graph groups received in recent
years a lot of attention in group theory because of their rich subgroup structure
[1,10,23]. On the algorithmic side, (un)decidability results were obtained for
many important group-theoretic decision problems in graph groups [9,16]. There
is a standard embedding of a graph group into a right-angled Coxeter group [25].
Hence, also graph groups are linear and have logspace word problems. Using the
special properties of this embedding, we can show that also for graph groups,
shortlex normal forms can be computed in logspace (Theorem 7). We remark
that this is an optimal result in the sense that logspace is the smallest known
complexity class for the word problem in free groups already. Clearly, computing
shortlex normal forms is at least as difficult than solving the word problem.
Finally, we apply Theorem 7 to free partially commutative inverse monoids.
These monoids arise naturally in the context of deterministic and co-determin-
istic concurrent systems. This includes many real systems, because they can
be viewed as deterministic concurrent systems with undo-operations. In [15]
it was shown that the word problem for a free partially commutative inverse
monoid can be solved in time O(n log(n)). (Decidability of the word problem
is due to Da Costa [38].) Using our logspace algorithm for computing shortlex
normal forms in a graph group, we can show that the word problem for a free
partially commutative inverse monoid can be solved in logspace (Theorem 8).
Again, with state-of-the art techniques, this can be viewed as an optimal result.
It also generalizes a corresponding result for free inverse monoids from [31]. Let
us emphasize that in order to obtain Theorem 8 we have to be able to compute
shortlex normal forms in graph groups in logspace; knowing only that the word
problem is in logspace would not have been sufficient for our purposes.
4 In contrast, the proof of Theorem 5, which generalizes Corollary 1 to all Coxeter
groups, is more difficult in the sense that it uses geometry and more facts from [2].
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Let us remark that for all our results it is crucial that the group (resp., the
free partially commutative inverse monoids) is fixed and not part of the input.
For instance, it is not clear whether for a given undirected graph (Σ, I) and a
word w over Σ ∪ Σ−1 one can check in logspace whether w = 1 in the graph
group defined by the graph (Σ, I).
The work on this paper started at the AMS Sectional Meeting, Las Vegas,
May 2011, and was motivated by the lecture of Gretchen Ostheimer [20]. A
preliminary version of our results appeared as a conference abstract at the Latin
American Symposium on Theoretical Informatics (LATIN 2012), [14]. In contrast
to the conference abstract this paper provides full proofs and it contains new
material about even Coxeter groups and how to compute geodesic lengths in all
Coxeter groups.
2 Notation
Throughout Σ (resp. Γ ) denotes a finite alphabet. This is a finite set, sometimes
equipped with a linear order. An element of Σ is called a letter. By Σ∗ we denote
the free monoid over Σ. For a word w ∈ Σ∗ we denote by α(w) the alphabet of
w: it is the set of letters occurring in w. With |w| we denote the length of w.
The empty word has length 0; and it is denoted by 1 as other neutral elements
in monoids or groups.
All groups and monoidsM in this paper are assumed to be finitely generated;
and they come with a monoid homomorphism π : Σ∗ → M . Frequently we
assume that M comes with an involution5 x 7→ x on M , and then we require
that π(Σ) ∪ π(Σ) generates M as a monoid.
If the monoid M is a group G, then the involution is always given by taking
inverses, thus x = x−1. Moreover, G becomes a factor group of the free group
F (Σ) thanks to π : Σ∗ → G.
Let Σ be a disjoint copy of Σ and Γ = Σ ∪Σ. There is a unique extension
of the natural mapping Σ → Σ : a 7→ a such that Γ ∗ becomes a monoid
with involution: We let a = a and a1 · · · an = an · · ·a1. Hence, we can lift our
homomorphism π : Σ∗ →M to a surjective monoid homomorphism π : Γ ∗ →M
which respects the involution, i.e., π(x) = x−1.
Given a surjective homomorphism π : Γ ∗ → M and a linear order on Γ we
can define the geodesic length and the shortlex normal form for elements in M
as follows. For w ∈ M , the geodesic length ‖w‖ is the length of a shortest word
in π−1(w). The shortlex normal form of w is the lexicographical first word in
the finite set
{
u ∈ π−1(w)
∣∣ |u| = ‖w‖}. By a geodesic we mean any word in the
finite set
{
u ∈ π−1(w)
∣∣ |u| = ‖w‖}.
5 An involution on a set Γ is a permutation a 7→ a such that a = a. An involution of
a monoid satisfies in addition xy = y x.
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3 Coxeter groups
A Coxeter group G is given by a generating set Σ = {a1, . . . , an} of n generators
and a symmetric n×n matrixM = (mi,j)1≤i,j≤n over N such thatmi,j = 1 ⇐⇒
i = j. The defining relations are (aiaj)
mi,j = 1 for 1 ≤ i, j ≤ n. In particular,
a2i = 1 for 1 ≤ i ≤ n. Traditionally, one writes the entry ∞ instead 0 in the
Coxeter matrix M and then mi,j becomes the order of the element aiaj .
A Coxeter group is called even, if all mi,j are even numbers for i 6= j. It
is called right-angled, if mi,j ∈ {0, 1, 2} for all i, j. The defining relations of a
right-angled Coxeter group can be rewritten in the following form: a2i = 1 for
1 ≤ i ≤ n and aiaj = ajai for (i, j) ∈ I where I denotes a symmetric and
irreflexive relation I ⊆ {1, . . . , n}× {1, . . . , n}. Thus, one could say that a right-
angled Coxeter group is a free partially commutative Coxeter group. Readers
interested only in right-angled Coxeter groups or in the application to graph
groups (i.e., right-angled Artin groups) may proceed directly to Section 4.
3.1 Computing the geodesic alphabet and geodesic length
Throughout this subsection G denotes a Coxeter group given by a fixed n × n
Matrix M as above. One can show that if u and v are geodesics with u = v in G
then α(u) = α(v) [2, Cor. 1.4.8]. (Recall that α(x) denotes the alphabet of the
word x.) We will show how to compute this alphabet in logspace. Moreover, we
will show that also the geodesic length |w| for a given w ∈ G can be computed
in logspace.
Let RΣ be the n dimensional real vector space where the letter a is identified
with the a-th unit vector. Thus, vectors will be written as formal sums
∑
b∈Σ λbb
with real coefficients λb ∈ R. We fix the standard geometric representation σ :
G→ GL(n,R), where we write σw for the mapping σ(w), see e.g. [2, Sect. 4.2]:
σai(aj) =
{
aj + 2 cos(π/mi,j) · ai if mi,j 6= 0
aj + 2 · ai if mi,j = 0
(1)
Note that for a ∈ Σ, σw(a) cannot be the zero vector, since σw is invertible. We
write
∑
b∈Σ λbb ≥ 0 if λb ≥ 0 for all b ∈ Σ. The following fundamental lemma
can be found in [2, Prop. 4.2.5]:
Lemma 1. Let w ∈ G and a ∈ Σ. We have
‖wa‖ =
{
‖w‖ + 1 if σw(a) ≥ 0
‖w‖ − 1 if σw(a) ≤ 0
Lemma 2. For a given w ∈ G and a, b ∈ Σ, one can check in logspace, whether
λb ≥ 0, where
∑
b∈Σ λbb = σw(a).
In order to prove Lemma 2, we need several tools. Let pi denote the i
th prime
number. It is well-known from number theory that the ith prime requiresO(log(i))
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bits in its binary representation. For a number 0 ≤ M <
∏m
i=1 pi we define the
Chinese remainder representation CRRm(M) as the m-tuple
CRRm(M) = (M mod pi)1≤i≤m.
By the Chinese remainder theorem, the mapping M 7→ CRRm(M) is a bijection
from the interval [0,
∏m
i=1 pi−1] to
∏m
i=1[0, pi−1]. By the following theorem, we
can transform a CRR-representation very efficiently into binary representation.
Theorem 1 ([8, Thm. 3.3]). For a given tuple (r1, . . . , rm) ∈
∏m
i=1[0, pi − 1],
we can compute in logspace the binary representation of the unique number M ∈
[0,
∏m
i=1 pi − 1] such that CRRm(M) = (r1, . . . , rm).
By [24], the transformation from the CRR-representation to the binary repre-
sentation can be even computed by DLOGTIME-uniform TC0-circuits. Our sec-
ond tool is a gap theorem for values p(ζ), where p(x) ∈ Z[x] and ζ is a root
of unity. For a polynomial p(x) =
∑n
i=0 aix
i with integer coefficients ai let
|p(x)| =
∑n
i=0 |ai|.
Theorem 2 ([29, Thm. 3]). Let p(x) ∈ Z[x] and let ζ be a dth root of unity
such that p(ζ) 6= 0. Then |p(ζ)| > |p(x)|−d.
Finally, our third tool for the proof of Lemma 2 is the following result, which
was recently shown (independently) in [11,26].
Theorem 3 ([11, Thm .2],[26, Cor. 4.6]). For every fixed algebraic number
α ∈ R the following problem can be computed in logspace:
INPUT: A unary coded number n.
OUTPUT: A binary representation of the integer ⌊2nα⌋.
Remark 1. The result of [26] is actually stronger showing that the output in
Theorem 3 can be computed in uniform TC0.
Proof of Lemma 2. We decompose the logspace algorithm into several logspace
computations. The linear mapping σw can be written as a product of ma-
trices A1A2 · · ·A|w|, where every Ai is an (n × n)-matrix with entries from
{0, 1, 2} ∪ {2 cos(π/mi,j) | mi,j 6= 0} (which is the set of coefficients that ap-
pear in (1)). Then, we have to check whether this matrix product applied to
the unit vector a has a non-negative value in the b-coordinate. This value is the
entry (A1A2 · · ·A|w|)a,b of the product matrix A1A2 · · ·A|w|.
Let m be the least common multiple of all mi,j 6= 0; this is still a constant.
Let ζ = eπi/m, which is a primitive (2m)th root of unity. If m = mi,j ·k, we have
2 · cos
(
π
mi,j
)
= ζk + ζ2m−k.
Hence, we can assume that every Ai is an (n × n)-matrix over Z[ζ]. We now
replace ζ by a variable X in all matrices A1, . . . , A|w|; let us denote the resulting
matrices over the ring Z[X ] with B1, . . . , B|w|. Each entry in one of these matrices
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is a polynomial of degree < 2m with coefficients bounded by 2. More precisely,
for every entry p(X) of a matrix Bi we have |p(X)| ≤ 2. Let |Bi| be the sum of
all |p(X)| taken over all entries of the matrix Bi. Hence, |Bi| ≤ 2n2.
Step 1. In a first step, we show that the product B1 · · ·B|w| can be computed
in logspace in the ring Z[X ]/(X2m − 1) (keeping in mind that ζ2m = 1). Every
entry in the product B1 · · ·B|w| is a polynomial of degree < 2m with coefficients
bounded in absolute value by |B1| · · · |B|w|| ≤ (2n
2)|w|. Here n is a fixed con-
stant. Hence, every coefficient in the matrix B1 · · ·B|w| can be represented with
O(|w|) bits. In logspace, one can compute a list of the first k prime numbers
p1, p2, . . . , pk, where k ∈ O(|w|) is chosen such that
∏k
i=1 pi > (2n
2)|w| [8]. Each
pi is bounded by |w|O(1).
For every 1 ≤ i ≤ k, we can compute in logspace the matrix product
B1 · · ·B|w| in Fpi [X ]/(X
2m − 1), i.e., we compute the coefficient of each poly-
nomial in B1 · · ·B|w| modulo pi. In the language of [8]: For each coefficient of
a polynomial in B1 · · ·B|w|, we compute its Chines remainder representation.
From this representation, we can compute in logspace by Theorem 1 the binary
representation of the coefficient. This shows that the product B = B1 · · ·B|w|
can be computed in the ring Z[X ]/(X2m − 1).
Step 2. We know that if X is substitued by ζ in the matrix B, then we obtain
the product A = A1 · · ·A|w| (the matrix we are actully interested in), which
is a matrix over R. Every entry of the matrix A is of the form
∑2m−1
j=0 ajζ
j ,
where aj is a number with O(|w|) bits that we have computed in Step 1. If∑2m−1
j=0 ajζ
j 6= 0, then by Theorem 2, we have∣∣∣∣∣∣
2m−1∑
j=0
ajζ
j
∣∣∣∣∣∣ >
2m−1∑
j=0
|aj |
−2m .
Since m is a constant, and |aj | ≤ 2O(|w|), we have
2m−1∑
j=0
ajζ
j = 0 or
∣∣∣∣∣∣
2m−1∑
j=0
ajζ
j
∣∣∣∣∣∣ > 2−c|w|
for a constant c. Therefore, to check whether
∑2m−1
j=0 ajζ
j ≥ 0 or
∑2m−1
j=0 ajζ
j ≤
0, it suffices to approximate this sum up to c|w| many fractional bits. This is the
goal of the second step.
Since we are sure that
∑2m−1
j=0 ajζ
j ∈ R, we can replace the sum symbolically
by its real part, which is
∑2m−1
j=0 aj cos(jπ/m). In order to approximate this sum
up to c|w| many fractional bits, it suffices to approximate each cos(jπ/m) up to
d|w| many fractional bits (recall that aj ∈ 2O(|w|)), where the constant d is large
enough.
Every number cos(q · π) for q ∈ Q is algebraic; this seems to be folklore and
follows easily from DeMoivre’s formula ((cos θ + i sin θ)n = cos(nθ) + i sin(nθ)).
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Theorefore, by Theorem 3, every number cos(jπ/m) (0 ≤ j ≤ 2m − 1) can be
approximated in logspace up to d|w| many fractional bits. This concludes the
proof. ⊓⊔
Lemma 2 can be used in order to compute in logspace the geodesic length ‖w‖
for a given group element w ∈ G:
Theorem 4. For a given word w ∈ Σ∗, the geodesic length ‖w‖ can be computed
in logspace.
Proof. By Lemma 1, the following algorithm correctly computes ‖w‖ for w =
a1 · · · ak.
ℓ := 0;
for i = 1 to k do
if σa1···ai−1(ai) ≥ 0 then
ℓ := ℓ+ 1
else
ℓ := ℓ− 1
endif
endfor
return ℓ.
By Lemma 2 it can be implemented in logspace. ⊓⊔
We finally apply Lemma 2 in order to compute in logspace the set of all letters
that occur in a geodesic for a given group element w ∈ G. As remarked before,
this alphabet is independent of the concrete geodesic for w.
Introduce a new letter x 6∈ Σ with x2 = 1, but no other new defining relation.
This yields the Coxeter group G′ = G∗(Z/2Z) generated by Σ′ = Σ∪{x}. Thus,
ax is of infinite order in G′ for all a ∈ Σ. Clearly, ‖wx‖ > ‖w‖ for all w ∈ G.
Hence, σw(x) ≥ 0 for all w ∈ G by Lemma 1.
Lemma 3. Let w ∈ G and σw(x) =
∑
b∈Σ′ λbb. Then for all b ∈ Σ we have
λb 6= 0 if and only if the letter b appears in the shortlex normal form of w.
Proof. We may assume that w is a geodesic in G. We prove the result by induc-
tion on ‖w‖ = |w|. If w = 1, then the assertion is trivial. If b ∈ Σ does not occur
as a letter in w, then it is clear that λb = 0. Thus, we may assume that b ∈ α(w)
and we have to show that λb 6= 0. By induction, we may write w = ua with
‖uax‖ > ‖ua‖ > ‖u‖. We have σw(x) = σuσa(x) = σu(x+2a) = σu(x)+2σu(a).
The standard geometric representation yields moreover σw(x) = x+
∑
c∈Σ λcc,
where λc ≥ 0 for all c ∈ Σ by Lemma 1. As ‖ua‖ > ‖u‖ we get σu(a) ≥ 0
by Lemma 1. Moreover, by induction (and the fact ‖ux‖ > ‖u‖), we know that
for all letters c ∈ α(u) the corresponding coefficient in σu(x) is strictly positive.
Thus, we are done if b ∈ α(u). So, the remaining case is that b = a 6∈ α(u).
However, in this case σu(a) = a+
∑
c∈Σ\{a} µcc. Hence λa ≥ 2. ⊓⊔
Theorem 5. There is a logspace transducer which on input w ∈ Σ∗ computes
the set of letters occurring in the shortlex normal form of w.
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Proof. By Lemma 3, we have to check for every letter b ∈ Σ, whether λb = 0,
where
∑
b∈Σ′ λbb = σw(x). By Lemma 2 (applied to the Coxeter group G
′) this
is possible in logspace. ⊓⊔
Let us remark that the use of Lemma 2 in the proof of Theorem 5 can be
avoided, using the technique from [28] and Lemma 3. Every λb belongs to the
ring Z[ζ] ∼= Z[X ]/Φ(X), where ζ is a primitive (2m)th root of unity, Φ(X) is
the (2m)th cyclotomic polynomial, and m is the least common multiple of all
mi,j 6= 0. In order to check, whether λb = 0, we can check whether the value is
zero mod r with respect to all r up to a polynomial threshold.
3.2 Computing the geodesic Parikh-image in even Coxeter groups
In this section we assume that G is an even Coxeter group. Thus, the entries
mi,j are even for all i 6= j.
Let a ∈ Σ be a letter and w ∈ Σ∗. By |w|a we denote the number of
a’s in a word w ∈ Γ ∗. The Parikh-image of w is the vector [ |w|a ]a∈Σ ∈ N
Σ .
In other words, the Parikh-image of w is the image of w under the canonical
homomorphism from the free monoid Σ∗ to the free commutative monoid NΣ .
We show that for even Coxeter groups, the Parikh-image of geodesics can be
computed in logspace. Actually, all geodesics for a given group element of an
even Coxeter group have the same Parikh-image:
Lemma 4. Let G be an even Coxeter group and let u, v ∈ Σ∗ be geodesics with
u = v in G. Then we have |u|a = |v|a for all a ∈ Σ.
Proof. Let a, b ∈ Γ be letters such that (ab)m = 1 for some m ≥ 2. Since G is
even, all such values m are even and we obtain the relation (ab)m/2 = (ba)m/2
which does not effect the Parikh-image. Now, it follows from a well-known result
about Tits’ rules (c.f. [2]) that geodesics can be transformed into each other by
using the relations (ab)m/2 = (ba)m/2, only. Consequently, |u|a = |v|a for all
a ∈ Σ. ⊓⊔
Lemma 5. Let G be an even Coxeter group, a ∈ Σ, and let u,w be geodesics
such that wa = u in G. Then there exists ε ∈ {1,−1} such that |u| = |w|+ε and
|u|a = |w|a + ε. For all b ∈ Σ \ {a} we have |u|b = |w|b.
Proof. By Lemma 1 there exists ε ∈ {1,−1} with |u| = |w|+ ε. Moreover, since
a2 = 1, we have ua = w and wa = u in G. Hence, if |w| = |u| + 1 (resp.,
|u| = |w|+ 1), then ua and w (resp., wa and u) are geodesics defining the same
group element in G. Lemma 4 implies that |ua|c = |w|c (resp., |wa|c = |u|c) for
all c ∈ Σ. This implies the conclusion of the lemma. ⊓⊔
Theorem 6. Let G be an even Coxeter group. For a given word w ∈ Σ∗, the
Parikh-image of the shortlex normal form for w can be computed in logspace.
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Proof. Lemma 5 shows that the following straightforward modification of the
logspace algorithm in (the proof of) Theorem 4 computes the Parikh-image of
the shortlex normal form for w correctly. Let w = a1 · · · ak be the input word.
for all a ∈ Γ do ℓa := 0;
for i = 1 to k do
if σa1···ai−1(ai) ≥ 0 then
ℓai := ℓai + 1
else
ℓai := ℓai − 1
endif
endfor
return [ ℓa ]a∈Γ . ⊓⊔
4 Mazurkiewicz traces and graph groups
In the rest of the paper, we will deal with right-angled Coxeter groups. As ex-
plained in Section 3, a right-angled Coxeter group can be specified by a finite
undirected graph (Σ, I). The set Σ is the generating set and the relations are
a2 = 1 for all a ∈ Σ and ab = ba for all (a, b) ∈ I. Hence, I specifies a par-
tial commutation relation, and elements of a right-angled Coxeter group can
be represented by partially commutative words, also known as Mazurkiewicz
traces. In this section, we will introduce some basic notions from the theory of
Mazurkiewicz traces, see [13,17] for more details.
An independence alphabet is a pair (Σ, I), where Σ is a finite set (or alphabet)
and I ⊆ Σ×Σ is an irreflexive and symmetric relation, called the independence
relation. Thus, (Σ, I) is a finite undirected graph. The complementary relation
D = (Σ × Σ) \ I is called a dependence relation. It is reflexive and symmetric.
We extend (Σ, I) to a graph (Γ, IΓ ), where Γ = Σ ∪ Σ with Σ ∩ Σ = ∅, and
IΓ is the minimal independence relation with I ⊆ IΓ and such that (a, b) ∈ IΓ
implies (a, b) ∈ IΓ . The independence alphabet (Σ, I) defines a free partially
commutative monoid (or trace monoid)M(Σ, I) and a free partially commutative
group G(Σ, I) by:
M(Σ, I) = Σ∗/ {ab = ba | (a, b) ∈ I} ,
G(Σ, I) = F (Σ)/ {ab = ba | (a, b) ∈ I} .
Free partially commutative groups are also known as right-angled Artin groups
or graph groups. Elements of M(Σ, I) are called (Mazurkiewicz) traces. They
have a unique description as dependence graphs, which are node-labelled acyclic
graphs defined as follows. Let u = a1 · · · an ∈ Σ
∗ be a word. The vertex set of
the dependence graph DG(u) is {1, . . . , n} and vertex i is labelled with ai ∈ Σ.
There is an arc from vertex i to j if and only if i < j and (ai, aj) ∈ D. Now, two
words define the same trace inM(Σ, I) if and only if their dependence graphs are
isomorphic. A dependence graph is acyclic, so its transitive closure is a labelled
partial order ≺, which can be uniquely represented by its Hasse diagram: There
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is an arc from i to j in the Hasse diagram, if i ≺ j and there does not exist k
with i ≺ k ≺ j.
A trace u ∈ M(Σ, I) is a factor of v ∈ M(Σ, I), if v ∈ M(Σ, I)uM(Σ, I).
The set of letters occurring in a trace u is denoted by α(u). The independence
relation I is extended to traces by letting (u, v) ∈ I, if α(u) × α(v) ⊆ I. We
also write I(a) = {b ∈ Σ | (a, b) ∈ I}. A trace u is called a prime if DG(u) has
exactly one maximal element. Thus, if u is a prime, then we can write u as u = va
in M(Σ, I), where a ∈ Σ and v ∈M(Σ, I) are uniquely defined. Moreover, this
property characterizes primes. A prime prefix of a trace u is a prime trace v such
that u = vx in M(Σ, I) for some trace x. We will use the following simple fact.
Lemma 6. Let (Σ, I) be a fixed independence relation. There is a logspace trans-
ducer that on input u ∈M(Σ, I) outputs a list of all prime prefixes of u.
Proof. The prime prefixes of u correspond to the downward-closed subsets of
the dependence graph DG(u) that have a unique maximal element. Assume that
u = a1a2 · · · an with ai ∈ Σ. Our logspace transducer works in n phases. In the
i-th phase it outputs the sequence of all symbols aj (j ≤ i) such that there exists
a path in DG(u) from j to i. Note that there exists a path from j to i in DG(u)
if and only if there is such a path of length at most |Σ|. Since Σ is fixed, the
existence of such a path can be checked in logspace by examining all sequences
1 ≤ i1 < i2 < · · · < ik = i with k ≤ |Σ|. Such a sequence can be stored in
logarithmic space since |Σ| is a constant. ⊓⊔
We use standard notations from the theory of rewriting systems, cf [3]. Let
M = M(Σ, I). A trace rewriting system is a finite set of rules S ⊆ M ×M .
A rule is often written in the form ℓ −→ r. The system S defines a one-step
rewriting relation =⇒S ⊆ M × M by x =⇒S y if there exist (ℓ, r) ∈ S and
u, v ∈M with x = uℓv and y = urv in M . By
∗
=⇒S , we denote the reflexive and
transitive closure of =⇒S . The set IRR(S) denotes the set of traces to which no
rule of S applies. If S is confluent and terminating, then for every u ∈M there is
a unique û ∈ IRR(S) with u
∗
=⇒S û, and IRR(S) is a set of normal forms for the
quotient monoid M/S. If, in addition, S is length-reducing (i.e., |ℓ| > |r| for all
(ℓ, r) ∈ S), then ‖π(u)‖ = |û| for the canonical homomorphism π :M →M/S.
Example 1. The system SG = {aa −→ 1 | a ∈ Γ} is (strongly) confluent and
length-reducing over M(Γ, IΓ ) [13]. The quotient monoid M(Γ, IΓ )/SG is the
graph group G(Σ, I).
By Example 1 elements in graph groups have a unique description as dependence
graphs, too. A trace belongs to IRR(SG) if and only if it does not contain a factor
aa for a ∈ Γ . In the dependence graph, this means that the Hasse diagram does
not contain any arc from a vertex labeled a to a vertex labeled a with a ∈ Γ .
Moreover, a word u ∈ Γ ∗ represents a trace from IRR(SG) if and only if u does
not contain a factor of the form ava with a ∈ Γ and α(v) ⊆ I(a).
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5 Right-angled Coxeter groups
Some of the results on right-angled Coxeter groups in this section are covered
by more general statements in Section 3. However, the former section used quite
involved tools from computational algebra and an advanced theory of Coxeter
groups. In contrast the results we prove here on right-angled Coxeter groups are
purely combinatorial. Hence we can give simple and elementary proofs which
makes this section fully self-contained. Moreover, in contrast to the general case,
for the right-angled case we will succeed in computing shortlex normal forms in
logspace.
Recall that a right-angled Coxeter group is specified by a finite undirected
graph (Σ, I), i.e., an independence alphabet. The set Σ is the generating set and
the relations are a2 = 1 for all a ∈ Σ and ab = ba for all (a, b) ∈ I. We denote this
right-angled Coxeter group by C(Σ, I). Similarly to the graph group G(Σ, I),
the right-angled Coxeter group C(Σ, I) can be defined by a (strongly) confluent
and length-reducing trace rewriting system (this time on M(Σ, I) instead of
M(Γ, IΓ )). Let
SC = {a
2 → 1 | a ∈ Σ}.
Then SC is indeed (strongly) confluent and length-reducing on M(Σ, I) and the
quotient M(Σ, I)/SC is C(Σ, I). Hence we have two closely related (strongly)
confluent and length-reducing trace rewriting systems: SG defines the graph
group G(Σ, I) and SC defines the right-angled Coxeter group C(Σ, I). Both
systems define unique normal forms of geodesic length: û ∈M(Γ, IΓ ) for SG and
û ∈ M(Σ, I) for SC . Note that there are no explicit commutation rules as they
are built-in in trace theory. There is a linear time algorithm for computing û;
see [13] for a more general result of this type.
It is well known that a graph group G(Σ, I) can be embedded into a right-
angled Coxeter group [25]. For this, one has to duplicate each letter from Σ. For-
mally, we can take the right-angled Coxeter group C(Γ, IΓ ) (in which a does not
denote the inverse of a). Consider the mapping ϕ(a) = aa from Γ to Γ ∗. Obvi-
ously, ϕ induces a homomorphism from G(Σ, I) to the Coxeter group C(Γ, IΓ ).
As IRR(SG) ⊆ M(Γ, IΓ ) is mapped to IRR(SC) ⊆ M(Γ, IΓ ), we recover the
well-known fact that ϕ is injective. Actually we see more. Assume that ŵ is
the shortlex normal form of some ϕ(g). Then replacing in ŵ factors aa with a
and replacing factors aa with a yields a logspace reduction of the problem of
computing shortlex normal forms in graph groups to the problem of computing
shortlex normal forms in right-angled Coxeter groups. Thus, for our purposes it
is enough to calculate shortlex normal forms for right-angled Coxeter groups of
type C(Σ, I) in logspace. For the latter, it suffices to compute in logspace on
input u ∈ Σ∗ some trace (or word) v such that u = v in C(Σ, I) and |v| = ‖u‖.
Then, the shortlex normal form for u is the lexicographic normal form of the
trace v, which can be easily computed in logspace from u.
A trace in M(Σ, I) is called a Coxeter-trace, if it does not have any factor a2
where a ∈ Σ. It follows that every element in C(Σ, I) has a unique representation
as a Coxeter-trace. Let a ∈ Σ. A trace u is called a-short, if during the derivation
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u
∗
=⇒SC û ∈ IRR(SC) the rule a
2 −→ 1 is not applied. Thus, u is a-short if and
only if the number of occurrences of the letter a is the same in the trace u
and its Coxeter-trace û. We are interested in the set of letters which survive
the reduction process. By α̂(u) = α(û) we denote the alphabet of the unique
Coxeter-trace û with u = û in C(Σ, I). Here is a crucial observation:
Lemma 7. A trace u is a-short if and only if u has no factor ava such that
α̂(v) ⊆ I(a).
Proof. If u contains a factor ava such that α̂(v) ⊆ I(a), then u is clearly not
a-short. We prove the other direction by induction on the length of u. Write u =
a1 · · · an with ai ∈ Σ. We identify u with its dependence graph DG(u) which has
vertex set {1, . . . , n}. Assume that u is not a-short. Then, during the derivation
u
∗
=⇒SC û, for a first time a vertex i with label ai = a is canceled with vertex j
with label aj = a and i < j. It is enough to show that α̂(ai+1 · · · aj−1) ⊆ I(a). If
the cancellation of i and j happens in the first step of the rewriting process, then
α(ai+1 · · · aj−1) ⊆ I(a) and we are done. So, let the first step cancel vertices k
and ℓ with labels ak = aℓ = b and k < ℓ. Clearly, {i, j} ∩ {k, ℓ} = ∅. The set
α̂(ai+1 · · · aj−1) can change, only if either i < k < j < ℓ or k < i < ℓ < j.
However in both cases we must have (b, a) ∈ I, and we are done by induction.
⊓⊔
In the right-angled case, the standard geometric representation (see (1)) σ :
C(Σ, I)→ GL(n,Z) (where n = |Σ|) can be defined as follows, where again we
write σa for the mapping σ(a):
σa(a) = −a,
σa(b) =
{
b if (a, b) ∈ I,
b+ 2a if (a, b) ∈ D and a 6= b.
In this definition, a, b are letters. We identify Zn = ZΣ and vectors from Zn are
written as formal sums
∑
b λbb. One can easily verify that σab(c) = σba(c) for
(a, b) ∈ I and σaa(b) = b. Thus, σ defines indeed a homomorphism from C(Σ, I)
to GL(n,Z) (as well as homomorphisms fromΣ∗ and fromM(Σ, I) to GL(n,Z)).
Note that if w = uv is a trace and (b, v) ∈ I for a symbol b, then σw(b) = σu(b).
The following proposition is fundamental for understanding how the internal
structure of w is reflected by letting σw act on letters (called simple roots in the
literature). For lack of a reference for this variant (of a well-known general fact)
and since the proof is rather easy in the right-angled case (in contrast to the
general case), we give a proof, which is purely combinatorial.
Proposition 1. Let wd be a Coxeter-trace, σw(d) =
∑
b λbb and wd = udv
where ud is prime and (d, v) ∈ I. Then it holds:
(1) λb 6= 0 ⇐⇒ b ∈ α(ud). Moreover, λb > 0 for all b ∈ α(ud).
(2) Let b, c ∈ α(ud), b 6= c, and assume that the first b in DG(ud) appears before
the first c in DG(ud). Then we have λb > λc > 0.
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Proof. We prove both statements of the lemma by induction on |u|. For |u| = 0
both statements are clear. Hence, let u = au′ and σu′ (d) =
∑
b µbb. Thus,
σu(d) =
∑
b
λbb = σa(
∑
b
µbb) =
∑
b
µbσa(b).
Note that µb = λb for all b 6= a. Hence, by induction λb = 0 for all b /∈ α(ud)
and λb > 0 for all b ∈ α(ud) \ {a}.
Let us now prove (2) for the trace u (it implies λa > 0 and hence (1)).
Consider b, c ∈ α(ud), b 6= c, such that the first b in DG(ud) appears before the
first c in DG(ud). Clearly, this implies c 6= a. For b 6= a we obtain that the first
b in DG(u′d) appears before the first c in DG(u′d). Hence, by induction we get
µb > µc > 0. Claim (2) follows since b 6= a 6= c implies µb = λb and µc = λc.
Thus, let a = b. As there is path from the first a to every c in DG(ud) we may
replace c by the first letter we meet on such a path. Hence we may assume that
a and c are dependent. Note that a 6= c because u is a Coxeter-trace. Hence,
λc = µc > 0 and it is enough to show λa > µc. But λa ≥ 2µc − µa by the
definition of σa. If µa = 0, then λa ≥ 2µc, which implies λa > µc, since µc > 0.
Thus, we may assume µa > 0. By induction, we get a ∈ α(u′d). Here comes the
crucial point: the first c in DG(u′d) must appear before the first a in u′d. Thus,
µc > µa by induction, which finally implies λa ≥ 2µc−µa = µc+(µc−µa) > µc.
⊓⊔
Corollary 1. Let C(Σ, I) be a fixed right-angled Coxeter group. Then on input
w ∈ Σ∗ we can calculate in logspace the alphabet α̂(w) of the corresponding
Coxeter-trace ŵ.
Proof. Introduce a new letter x which depends on all other letters from Σ. We
have σw(x) = σŵ(x) =
∑
b λbb. As ŵx is a Coxeter-trace and prime, we have for
all b ∈ Σ:
b ∈ α̂(w)⇐⇒ b ∈ α(ŵx)⇐⇒ λb 6= 0,
where the last equivalence follows from Propositon 1. Whether λb 6= 0 can be
checked in logspace, by computing λb mod m for all numbers m ≤ |w|, since the
least common multiple of the first n numbers is larger than 2n (if n ≥ 7) and
the λb are integers with |λb| ≤ 2|w|. See also [28] for an analogous statement in
the general context of linear groups. ⊓⊔
The hypothesis in Corollary 1 being a right-angled Coxeter group is actually not
necessary as we have seen in Theorem 5. It remains open whether this hypothesis
can be removed in the following theorem.
Theorem 7. Let G be a fixed graph group or a fixed right-angled Coxeter group.
Then we can calculate in logspace shortlex normal forms in G.
Proof. As remarked earlier, it is enough to consider a right-angled Coxeter group
G = C(Σ, I). Fix a letter a ∈ Σ. We first construct a logspace transducer, which
computes for an input trace w ∈M(Σ, I) a trace u ∈M(Σ, I) with the following
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properties: (i) u = w in C(Σ, I), (ii) u is a-short, and (iii) for all b ∈ Σ, if w
is b-short, then also u is b-short. Having such a logspace transducer for every
a ∈ Σ, we can compose all of them in an arbitrary order (note that |Σ| is
a constant) to obtain a logspace transducer which computes for a given input
trace w ∈ M(Σ, I) a trace u such that w = u in C(Σ, I) and u is a-short for
all a ∈ Σ, i.e., u ∈ IRR(SC). Thus u = ŵ. From u we can compute easily in
logspace the Hasse diagram of DG(u) and then the shortlex normal form.
So, let us fix a letter a ∈ Σ and an input trace w = a1 · · ·an, where
a1, . . . , an ∈ Σ. We remove from left to right positions (or vertices) labeled
by the letter a which cancel and which therefore do not appear in ŵ. We read
a1 · · · an from left to right. In the i-th stage do the following: If ai 6= a output
the letter ai and switch to the (i+ 1)-st stage. If however ai = a, then compute
in logspace (using Corollary 1) the maximal index j > i (if it exists) such that
aj = a and α̂(ai+1 · · ·aj−1) ⊆ I(a). If no such index j exists, then append the
letter ai to the output tape and switch to the (i + 1)-st stage. If j exists, then
append the word ai+1 · · · aj−1 to the output tape, but omit all a’s. After that
switch immediately to stage j+1. Here is a pseudo code description of the algo-
rithm, where πΣ\{a} : Σ
∗ → (Σ \ {a})∗ denotes the homomorphism that deletes
all occurrences of a.
i := 1;
w := 1 (the content of the output tape of the transducer)
while i ≤ n do
if ai 6= a then
w := wai;
i := i+ 1
else
j := undefined
for k = i+ 1 to n do
if ak = a and α̂(ai+1 · · · ak−1) ⊆ I(a) then
j := k
endif
endfor
if j = undefined then
w := wai;
i := i+ 1
else
w := w πΣ\{a}(ai · · · aj−1);
i := j + 1
endif
endif
endwhile
return(w)
Let ws be the content of the output tape at the beginning of stage s, i.e., when
the algorithm checks the condition of the while-loop and variable i has value s.
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(hence, w1 = 1 and wn+1 is the final output). The invariant of the algorithm is
that
– ws = a1 · · ·as−1 in C(Σ, I),
– ws is a-short, and
– if a1 · · · as−1 is b-short, then also ws is b-short.
The proof of this fact uses Lemma 7. ⊓⊔
6 Free partially commutative inverse monoids
A monoid M is inverse, if for every x ∈M there is x ∈M with
xxx = x, xxx = x, and xx yy = yy xx. (2)
The element x is uniquely defined by these properties and it is called the inverse
of x. Thus, we may also use the notation x = x−1. It is easy to see that every
idempotent element in an inverse monoid has the form xx−1, and all these ele-
ments are idempotent. Using equations (2) for all x, y ∈ Γ ∗ as defining relations
we obtain the free inverse monoid FIM(Σ) which has been widely studied in the
literature. More details on inverse monoids can be found in [27].
An inverse monoid over an independence alphabet (Σ, I) is an inverse monoid
M together with a mapping ϕ : Σ → M such that ϕ(a)ϕ(b) = ϕ(b)ϕ(a) and
ϕ(a)ϕ(b) = ϕ(b)ϕ(a) for all (a, b) ∈ I. We define the free partially commutative
inverse monoid over (Σ, I) as the quotient monoid
FIM(Σ, I) = FIM(Σ)/{ab = ba, ab = ba | (a, b) ∈ I}.
It is an inverse monoid over (Σ, I). Da Costa has studied FIM(Σ, I) in his
PhD thesis [38]. He proved that FIM(Σ, I) has a decidable word problem, but
he did not show any complexity bound. The first upper complexity bound for the
word problem is due to [15], where it was shown to be solvable in time O(n log(n))
on a RAM. The aim of this section is to show that the space complexity of the
word problem of FIM(Σ, I) is very low, too.
Theorem 8. The word problem of FIM(Σ, I) can be solved in logspace.
Proof. For a word u = a1 · · · an (a1, . . . , an ∈ Γ ) let ui ∈ M(Γ, IΓ ) (1 ≤ i ≤ n)
be the trace represented by the prefix a1 · · · ai and define the following subset of
the trace monoid M(Γ, IΓ ).
M(u) =
n⋃
i=1
{p | p is a prime prefix of ûi} ⊆M(Γ, IΓ ). (3)
(This set is a partial commutative analogue of the classical notion of Munn tree
introduced in [33].) It is shown in [15, Sect. 3] that for all words u, v ∈ Γ ∗, u = v
in FIM(Σ, I) if and only if
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(a) u = v in the graph group G(Σ, I) and
(b) M(u) = M(v).
Since G(Σ, I) is linear, condition (a) can be checked in logspace [28,37]. For
(b), it suffices to show that the set M(u) from (3) can be computed in logspace
from the word u (then M(u) = M(v) can be checked in logspace, since the word
problem for the trace monoid M(Γ, IΓ ) belongs to uniform TC
0 [6] and hence
to logspace). By Theorem 7 we can compute in logspace a list of all normal
forms ûi (1 ≤ i ≤ n), where ui is the prefix of u of length i. By composing this
logspace transducer with a logspace transducer for computing prime prefixes (see
Lemma 6), we obtain a logspace transducer for computing the set M(u). ⊓⊔
7 Concluding remarks and open problems
We have shown that shortlex normal forms can be computed in logspace for graph
groups and right-angled Coxeter groups. For general Coxeter groups, we are able
to compute in logspace the length of the shortlex normal form and the set of
letters appearing in the shortlex normal form. For even Coxeter groups we can do
better and enhance the general result since we can compute the Parikh-image of
geodesics. An obvious open problem is, whether for every (even) Coxeter group
shortlex normal forms can be computed in logspace. We are tempted to believe
that this is indeed the case. A more general question is, whether shortlex normal
forms can be computed in logspace for automatic groups. Here, we are more
sceptical. It is not known whether the word problem of an arbitrary automatic
group can be solved in logspace. In [30], an automatic monoid with a P-complete
word problem was constructed. In fact, it is even open, whether the word problem
for a hyperbolic group belongs to logspace. The best current upper bound is
LOGCFL [30]. So, one might first try to lower this bound e.g. to LOGDCFL (the
class of all languages that are logspace-reducible to a deterministic context-free
language). M. Kapovich pointed out that there are non-linear hyperbolic groups.
Hence the fact that linear groups have logspace word problems ([28,37]) does not
help here.
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