Abstract. In this paper, we consider the quantum walk on Z with attachment of one-length path periodically. This small modification to Z provides localization of the quantum walk. The eigenspace causing this localization is generated by finite length round trip paths. We find that the localization is due to the eigenvalues of an underlying random walk. Moreover we find that the transience of the underlying random walk provides a slow down of the pseudo velocity of the induced quantum walk and a different limit distribution from the Konno distribution.
Introduction
The Szegedy walk has been introduced [1] as an induced quantum walk (QW) by a random walk (RW). The spectrum of the Szegedy walk is decomposed into the inherited part by lifting up the spectrum of the underlying RW to the unit circle on C, and its orthogonal complement subspaces named "birth" part [1, 2] . Recently we show that the birth part of the Grover walk, which is a special case of the Szegedy walk, is related to a homological structure of the crystal lattice in [3] . This eigenspace gives a significant affect to the stochastic behavior of the walk: the positive valued first Betti number of the graph provides the non-empty birth eigenspace and ensures localization with an appropriate initial state. Here the appropriate initial state should have an overlap to the birth eigenspace. Characterizing the localization properties is one of the main topics in research on QW ; an answer is given in terms of geometrics of graph by [3] . There is a possibility that some previous works on localization of the Grover walks i.g., [4, 5, 6, 7] and so on, can be inclusively shown by such a geometric explanation.
From another point of view, we first show in this paper that the non-empty birth eigenspace is not a necessary condition for the localization. We find a crystal lattice which provides localization of the QW and has no cycles. The graph G = (V (G), D(G)) called the magnifier graph treated here is the maximal abelian covering graph of M = (V (M), D(M)). (see Fig. 1 ). Here V (H) is the set of vertices and D(H) is the set of symmetric arcs induced by edges of H, (H ∈ {G, M}). We denote by ℓ 2 (D(G)) the total state space of the QW with the standard inner product. The study of more general magnifier graph including our graph in this paper is studied in [14] . According to [14] , the spectrum of this graph has "eigenvalues" and several number of absolutely continuous parts whose supports are mutually disjoint. One of our results implies that the eigenvalue of the underlying RW is another derivation of the localization in the induced QW. Instead of the cycles, the eigenspaces L ± defined by Eq. (4.13) are generated by finite length of round trip paths {p j } j∈Z in Eq. (4.12) (see also Fig. 3 ). While the Grover walk on one-dimensional lattice behaves the trivial oneway (strongly ballistic) walking, such a geometric modification provides a quite opposite property; localization to the original one:
be the finding probability of the Grover walk at time n in the j-th domain of G defined by Eq. (2.4) . For any initial state
Here for
Let us consider the Szegedy walk on the one-dimensional lattice whose underlying random walker moves to right or left neighbors with probabilities p and 1 − p, respectively. We see a duality between the underlying RW and the induced QW with respect to a spreading property: For a transient RW on the one-dimensional lattice, if the averaged distance at time n from the starting position |2p − 1|n grows increasing, then the spreading strength of the corresponding Szegedy walk grows decreasing. See the following table. Here we evaluate the spreading strength of the QW as κ ∈ [0, 1] which is often called the pseudo velocity [10] as follows:
For the Szegedy walk on the one-dimensional lattice case, we have κ = 2 p(1 − p).
For 0 < |2p − 1| < 1, the limit behavior of the above Szegedy walk is well characterized by Konno [11, 12] as follows. Let X (Z) n be a QW on the one-dimensional lattice at time n with the mixed initial state. Then X (Z) n /n weakly converges to named Konno's distribution [11, 12] whose density is expressed by
where κ = 2 p(1 − p). The above distribution described by Eq. (1.
2) frequently appears as a limit distribution of many kinds of QW models. See [13] and its references therein. In this paper, we want to know how such properties of QW change on G, which is a "little" modified one-dimensional lattice Z. We construct a Szegedy walk so that both of the previous Grover walk and the Szegedy walk on one-dimensional lattice are included. This extension model is induced by the drifted RW characterized by three-independent parameters (p, q, r) ∈ [0, 1]
3 . See Fig. 2 for the transition rule; the previous Grover walk corresponds to (p, q, r) = (1/2, 1/2, 2/3) case, and the Szegedy walk on the one-dimensional lattice X (Z) n corresponds to (p, q, r) = (p, q, 1) case. It is well known that the spectrum of simple RW is absolutely continuous and fills the whole of closed interval [−1, 1] if G is just the one-dimensional lattice Z. We see that the modification of the one-dimensional lattice causes a spectral gap of the RW (−λ 0 , λ 0 ) and the point spectrum at the origin. We also see that the transience of the RW causes the spectral gaps of the RW (λ 1 , 1) and (−1, λ 1 ), where 0 ≤ λ 0 ≤ λ 1 ≤ 1. We show the following effects of these spectrum gaps on the spreading properties of the induced Szegedy walk:
(1) a slow down of the pseudo velocity of the QW; (2) an additional different wave from the Konno density function in the weak limit theorem.
More precisely, we have the following theorem.
Theorem 2.
(1) For any initial states, the pseudo velocity is expressed by
Here θ 0 = arccos λ 0 and θ 1 = arccos λ 1 .
(2) Let the walk start with the mixed initial state (see Assumption 1) . Assume that 0 < r < 1. Then we have
Moreover the following four statements (a)-(d) are equivalent:
(a) The underlying RW is recurrent;
Here "
For the Grover walk case, since the underlying RW is recurrent, then from the above theorem implies that the continuous part of the limit density function is described by f K (2x; 1 − λ 2 0 ). See Proposition. 1. We emphasize that in our model, such a situation that the limit density function is simply denoted by Konno's distribution is "rare" in the following mean. In general, when the underlying RW is transient, that is, p = q, then the function f K (2x; 1 − λ 2 0 ) in Eq. (1.3) is cancelled by γ − (x, λ 1 , λ 0 ) and the continuous part of the limit density of the induced QW is described by
Here H ± (x) and φ(x) are expressed in terms of λ 1 and λ 0 :
respectively. This paper is organized as follows. In Section 2, we present our settings of the graph and QWs treated here. In Section 3, we give the spectral mapping theorem from the underlying RW to the induced Szegedy walk. The proofs of Theorems 1 and 2 are provided in Sections 4 and 5, respectively. In the last half of Section 4 is the principal part of the Section 5. Differences between discussions Sections 4 and 5 make us understand the specificity of the Konno's distribution in our model. The basical idea of the proofs is based on the spectral mapping theorem of the twisted Szegedy walk from the underlying twisted RW [3] on the Fourier space and the moment method of QWs [8] which is considered as useful to show the weak limit theorems of QWs. Finally, in Section 6, we give the summary.
Detailed settings 2.1 Definition of the magnifier graph
Now we explain the graph treated here. Let M = (V (M), E(M)) be a finite graph defined by
where E(M) is the set of unoriated edges. Here M has two edges whose end points are S and T . We take the symmetric arcs D(M) with respect to E(M) as D(M) = {e 0 , e + , e − } ∪ {e 0 , e + , e − }, where o(e 0 ) = o(e + ) = o(e − ) = S, t(e 0 ) = R, t(e + ) = t(e − ) = T . Here for e ∈ D(M), o(e) and t(e) are the origin and terminal vertices of e, respectively, andē is the inverse arc of e. The above M coincides with a magnifier glass M 1,2 in [14] . Let G be the maximal abelian covering graph M ab . Here we call such a graph G ∼ = M ab of M; a magnifier graph under the identification G with the quotient graph M. Then the graph G is an infinite path to which the one-length paths are attached alternately. The graph G can be regarded as The graph M and the maximal abelian cover G: the vertex and arc fundamental domains are {(j, R), (j, S), (j, T )} and {(j, e 0 ), (j, e + ), (j, e − ), (j,ē 0 ), (j,ē + ,ē − )}, respectively.
Definition of the distribution for the induced QW
In this paper, we consider the Grover walk and its extension model, the Szegedy walk, on ℓ 2 (D(G)); if the underlying RW is isotropic, the induced Szegedy walk is called the Grover walk. We consider a RW on G given by the transition probability
In other words, a particle at a vertex o(e) moves to the vertex t(e) along e ∈ D(G) in a unit time with probability p G (e). If
, where deg(u) = #{e : o(e) = u}, then the random walk is called isotropic. At first, we consider the Grover walk whose underlying RW is isotropic. The induced Grover walk on ℓ 2 (D(G)) is defined as follows: the time evolution operator of the Grover walk U :
Equivalently, for any j ∈ Z,
Therefore at positions (j, R), (j, T ) ∈ Z × V (M), perfectly reflection and transmission happen, respectively. On the other hand, at position (j, S), a non-trivial scattering happens. For given initial state Ψ 0 ∈ ℓ 2 (D(G)) with ||Ψ 0 || 2 = 1 and n ∈ N, because of the unitarity of U, we can define a probability distribution µ n : Z → (0, 1] as
This is interpreted as the probability that a quantum walker is found in the j-th domain {(j, e 0 ), (j, e + ), (j, e − ), (j,ē 0 ), (j,ē + ), (j,ē − )} at time n. In this paper, let a random variable X n follow µ n . Our interest is to clarify the asymptotic behavior of QW in terms of X n .
Setting of the extension model
Next, we extend the underlying RW as follows (see also Fig. 2 ): for any f ∈ D(G) the transition probability p G : as follows: the time evolution operator of the Szegedy walk U :
In the above Szegedy walk, to the arc e, the transmission rate from the arc f ( =ē) with o(e) = t(f ) is 2 p(e)p(f ) while the reflection rate from the inverse arcē is 2|p(e)| 2 − 1.
Spectral property
In the following discussion, we assume 0 < p, q, r < 1. Let P be the transition operator of the RW on G equipped with Eq. (2.5). Since G has no non-trivial cycles, such a RW is always reversible, that is, there exists a positive valued function m :
Actually we can select m(·) as
It is well known that the reversible transition operator P on ℓ 2 (V, m) and its symmetrized operator J on ℓ 2 (V ) are unitarily equivalent; thus we focus on the spectrum of J. Let P be the transition operator of the RW in the setting of Eq. (2.5) and J its symmetrized operator, that is, (J) u,v = (P ) u,v (P ) v,u = p G (e)p G (ē), (o(e) = v, t(e) = u). Denote f n ∈ ℓ 2 (V ) as the n-th iteration of J, f n = Jf n−1 . We set a 1-form θ :
: e =ē − , 0 : otherwise.
(3.6)
See Fig. 1 for the fundamental domain. We take
Taking the Fourier transform
we have
where i = √ −1. Here the transition matrix of the twisted RW
More precisely, J k can be represented by
We have the spectrum of J k as
where we put a = a(p, q, r) = 1 − r(pq + qp) and b = b(p, q, r) = 2r √pq pq. Thus we can
where
Here the first equality holds if and only if p + q = 1, and the second equality holds if and only if p = q. From a simple observation, we obtain the following lemma.
Lemma 1. The following statements are equivalent:
(1) Random walk on G is recurrent;
In parallel, we define the time evolution of a twisted Szegedy walk
S k ψ(e) = e −iθ(e) ψ(ē),
Here the 1-form θ is same as in Eq. (3.6). By the spectral mapping theorem between RW and QW [3] , spectra of the twisted Szegedy walk on ℓ 2 (D(M)) is described by
where ϕ QW (x) = (x + x −1 )/2. We define the spatial Fourier transform
and the inverse Fourier transform F :
We should remark that for any n ∈ N,
The above equation is an extended expression of the moment method of QWs [10, 8] . Equation (3.10) implies that
4 Grover walk case
Proof of Theorem 1
We introduce a round trip path p j = (q j , q j ) in G, where
Here f
= (j,ē − ) and f (j) 4 = (j + 1, e 0 ). Refer to Fig. 3 . Moreover we define w : {p j : j ∈ Z} → ℓ 2 (D(G)), which plays an important role to describe localization, by
where r 1 = √ rpq, r 2 = √ qr, r 3 = √rq , r 4 = √qp r. Thus it is obvious that w(p j ) has a finite support, and w(p j ) and 
The result on the localization of Theorem 1 in terms of the Grover walk, whose parameter is (p, q, r) = (1/2, 1/2, 2/3), can be extended to the Szegedy walk as follows.
Theorem 1
′ For the Szegedy walk (p, q, r) ∈ (0, 1) 3 with every initial state
In the rest of this subsection, we give the proof of Theorem 1 ′ . We introduce a boundary
p(e)ψ(e). f (o(e) ). For fixed k ∈ [0, 2π), according to [3] , for every eigenvalue e iν ∈ spec( U k ) \ {±1}, its eigenfunction ψ ∈ ℓ 2 (D(M)) can be expressed by using the eigenfunction f ∈ ℓ 2 (V (M)) of eigenvalue cos ν ∈ spec(J k ) \ {±1}:
Also we introduce its adjoint operator
By the inverse Fourier transform, taking Ψ n :
are the normalized eigenfunctions of the eigenvalues ±i, τ e ǫiν(k) , respectively, and Π w is the projection onto w ∈ ℓ 2 (D(M)). Thus, the RiemannLebesgue Lemma implies that the contribution of the eigenvalues τ e ǫiν(k) is vanishes for n → ∞:
An explicit expression for the eigenfunction of eigenvalue 0 ∈ spec(J k ) is
Using Eq. (4.15), we have the corresponding eigenfunctions v ± ∈ ℓ 2 (D(M))
Here c ∈ C is a normalized constant. Therefore the eigenvector on
for j ∈ Z. Combining Eq (4.18) with Eq. (4.19) implies
which leads to our desired conclusion.
Principal part of the proof of the weak limit theorem
For simplicity, let us consider the following initial state.
Assumption 1.
We take the initial state Ψ 0 ∈ ℓ 2 (D(G)) provided uniformly from {δ (0,e) : e ∈ D(M)}; that is,
We call the initial state "mixed initial state".
Lemma 2. If the initial state is the mixed state, then in the Szegedy walk case, we have
Proof. Replacing ξ to ξ/n in Eq. (3.11),
Thus taking n → ∞, we can represent Eq. To see the outline of the proof of the weak limit theorem, we treat the Grover walk case, that is, r = 2/3, p = q = 1/2 in the rest of this subsection. More general case can be seen in the next section. Taking the time average of Eq. (4.14);
So µ ∞ is no longer probability distribution. We can recover the missing value 1 − 1/3 = 2/3 by taking scaling linearly as follows:
Assume that the initial state is provided by Assumption 1. In the Grover walk case, we have
Proof.
To obtain the limit density function of X n /n, we replace ν ′ (k) to x in the integrands of second and last terms in RHS of Eq. (4.20). To do so, we compute the Hessian of ν(k) by taking x = ν ′ (k). Recall that cos ν(k) = (2 + cos k)/3 which implies
Taking differential with respect to k to both sides, we have
Obviously, the variable x is bounded as follows:
This is the support of the limit density function. Equation (4.24) implies the inverse function of Eq. (4.23):
(4.25)
Again taking differential with respect to k to both sides of Eq. (4.23), we obtain
. The proof is completed.
Szegedy walk case

Proof of part 1 of Theorem 2
In the Grover walk case, we can immediately obtain the inequality Eq. (4.24) from Eq. (4.23).
On the contrary, in the Szegedy walk case, we have to do somewhat complicated discussion in order to obtain the corresponding inequality. Let us recall Eq. (4.20):
Here remark that cos ν(k) = √ a + b cos k. Taking differential with respect to k, we have
From now on we compute the maximal value of x 2 . We can rewrite x 2 by
. So replacing cos 2ν(k) with t, we can regard RHS as the function of f (t) with 2β − 1 ≤ t ≤ 2α − 1:
The derivative is computed by
The zero, t * , of the derivative between 2β − 1 and 2α − 1 comes from its numerator. When
. Now we assume α + β − 1 = 0. It holds that f ′ (t) = 0 if and only if
The solutions for Eq. (5.32), say t 1 and t 2 , can be assumed that |t 1 | ≤ 1 ≤ |t 2 | since t 1 t 2 = 1. We can easily check that t 1 = t * and t 2 = 1/t * as
which implies that the numerator of Eq. (5.31) for t = t * is expressed by
Combining the fact f (2α − 1) = f (2β − 1) = 0 with the above expression of the numerator of f (t * ), we have
The proof is completed.
Proof of part 2 of Theorem 2
While the limit distribution Eq. (4.28) follows from Eq. (4.26) immediately in the Grover walk case, we have to treat and investigate more complicated functions to get the corresponding distribution in the Szegedy walk case. Such a complicated computation brings us an interesting limit distribution consisting of two waves. Now let us compute an explicit expression for the density function. We take differential with respect to k to both sides of Eq. (5.29) again, we have
Here we put x = ∂ν(k)/∂k ∈ (− sin(θ 0 − θ 1 )/2, sin(θ 0 − θ 1 )/2). The target is to obtain the closed form of the RHS of Eq. (5.33) with respect to x. We should remark that when α = 1, then the term (1 − t) appears in the numerator of RHS of Eq. (5.30). Eq. (5.30) is reduced to
where t = cos 2ν(k). Thus cos 2 2ν(k) can be uniquely determined if α = 1. On the other hand, if α = 1, the inverse function f −1 (x) becomes a multiple-valued function with respect to Eqs. (5.30) or (5.31). This fact implies the two waves in the weak limit theorem for transient underlying RW. The following is the expression for f −1 (x 2 ). We can check from Eq. (5.40) that, for any x, y ∈ (−κ, κ), γ + (x; λ 1 , λ 0 ) = 1 ⇔ γ − (y; λ 1 , λ 0 ) = 0 ⇔ λ 1 = 1 ⇔ α = 1.
Thus ρ * (x; λ 1 , λ 0 ) = γ − (x; λ 1 , λ 0 ) 2λ 0
(1 − 4x 2 ) (1 − λ 2 0 ) − 4x 2 is the wave which appears in the weak limit theorem only if the underlying RW is transient. We complete the proof.
