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Deutschsprachige Zusammenfassung
Motivation
Zur Lo¨sung vieler ingenieur- und naturwissenschaftlichen Problemstellungen sind numeri-
sche Simulationen ein wichtiges Hilfsmittel. Sie dienen beispielsweise der Wettervorhersa-
ge in der Meteorologie oder der Strukturanalyse und Strukturoptimierung im Maschinen-
bau. In vielen Aufgabenstellungen kann das untersuchte Problem, aufgrund seiner starken
Wechselwirkung mit den angrenzenden Systemen, nicht losgelo¨st betrachtet werden, so
dass eine gesamtheitliche Betrachtungsweise notwendig wird. Diese Systeme werden in
der Literatur als gekoppelte Probleme bezeichnet. Beispielweise kann das aus der Luft-
fahrt bekannte Instabilita¨tspha¨nomen des aeroelastischen Flatterns auf eine gegenseitige
Wechselwirkung zwischen einer elastischen Struktur, z. B. einem Flu¨gel, und der Luft-
umstro¨mung zuru¨ckgefu¨hrt werden. Bei na¨herer Betrachtungsweise la¨sst sich die Fluid-
Struktur-Interaktion wie folgt erkla¨ren. Die fluidumstro¨mte Struktur a¨ndert aufgrund der
resultierend Druckverteilung ihre Geometrie und zwingt somit die Fluidpartikel auf neue
Bahnlinien, wodurch sich wiederum eine neue Druckverteilung entlang der Struktur ausbil-
det. Entspricht die Frequenz des Zyklus der Eigenfrequenz der Struktur, gera¨t das System
in Resonanz, die zu großen Deformationen und zum kompletten Versagen der Struktur
fu¨hren kann. Andere Beispiele fu¨r gekoppelte Probleme sind z. B. die Thermoelastizita¨t,
d. h. die Kopplung zwischen thermischen Einflu¨ssen und mechanischer Deformation, die
Interaktion zwischen einem poro¨sen Festko¨rper und der Porenfluidstro¨mung oder der per-
manente Knochenauf- und abbau bei Sa¨ugetieren aufgrund externer Stimuli in Verbindung
mit dem Stoffwechsel.
Die gekoppelten Probleme werden neben anderen Klassifizierungsverfahren in oberfla¨-
chengekoppelte und volumengekoppelte Probleme unterteilt. Wa¨hrend bei ersteren die
Interaktion der verschiedenen Subsysteme u¨ber eine gemeinsame Grenzfla¨che stattfindet,
wie z. B. in der Fluid-Struktur-Interaktion, kann bei letzteren keine klare Gebietstren-
nung identifiziert werden. Hier ist die Kopplung zwischen den koexistierenden physikali-
schen Feldern intrinsischer Natur, wie z. B. in thermomechanischen Problemen. In vielen
Fa¨llen ist die Art der Kopplung von der bei der Modellierung betrachteten Gro¨ssenskala
abha¨ngig. Beispielsweise la¨sst sich ein mikrostrukturell oberfla¨chengekoppeltes Problem,
z. B. die Porenraumdurchstro¨mung eines poro¨sen Ko¨rpers, mittels einer geeigneten Homo-
genisierungstechnik auf ein volumengekoppeltes Problem auf der Makroskala u¨berfu¨hren.
Ein makroskopischer Modellierungsansatz ist in vielen Anwendungsbereichen, beispiels-
weise bei komplexen Mikrostrukturgeometrien, von Vorteil. Typische Beispiele hierfu¨r
sind granulare Materialien, wie z. B. Sande oder Pulver, oder biologische Gewebe, wie
z. B. Knochen, Knorpel oder Haut.
Aufgrund der Komplexita¨t der betrachteten Probleme sind zur effizienten Lo¨sung der zu-
grunde liegenden Gleichungen parallele Lo¨sungsstrategien von Vorteil. Hierbei wird das
Gesamtproblem in kleinere Teilprobleme zerlegt, die gleichzeitig auf verschiedenen Rech-
nern oder Prozessoren gelo¨st werden. Um die Vorteile dieses Lo¨sungsverfahrens bestmo¨glich
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nutzen zu ko¨nnen, sind erhebliche Anstrengungen zuna¨chst fu¨r die initiale Entwicklung
und Umsetzung eines effizienten Lo¨sungsverfahrens sowie anschließend fu¨r dessen konti-
nuierliche Weiterentwicklung notwendig.
Zielsetzung und Stand der Technik
Die Idee, aufwa¨ndige Aufgaben simultan auf verschiedenen Rechnern gleichzeitig zu be-
arbeiten, wurde bereits in den 1950er-Jahren entwickelt. Sie erlangte aber erst in den
letzten Jahrzehnten an Wichtigkeit, da die bisher u¨blichen Vorgehensweisen zur Perfor-
mancesteigerung, wie z. B. die Erho¨hung des Prozessortaktes, heutzutage an die Grenzen
der Thermodynamik und der Quantenphysik stoßen. Gegenwa¨rtig sind deshalb parallele
Lo¨sungsstrategien von großem Interesse und Schwerpunkt zahlreicher Publikationen, sie-
he z. B. Babusˇka & Elman [11], Ferreira & Rolim [74], Patra et al. [154], Wieners [203]
oder Bastian et al. [12], wobei aktuell auch die Performancesteigerung durch Auslagern
von Berechnungen auf Grafikkarten in aktueller Literatur untersucht wird, siehe z. B.
Tian et al. [183] oder Go¨ddeke [83]. Die Entwicklung und Implementierung effizienter Al-
gorithmen, und insbesondere deren Weiterentwicklung im Einklang mit der sich sta¨ndig
weiterentwickelnden Computertechnologie, ist zeitaufwa¨ndig und oft nicht Gegenstand ei-
nes Forschungsvorhabens. Dies fu¨hrt dazu, dass ein bereits entwickeltes Verfahren veraltet
ist und daher nicht mehr fu¨r die Lo¨sung der zunehmend komplexer werdenden Problem-
stellung geeignet ist. Dies gilt insbesondere mit Blick auf die industrielle Anwendung.
Die vorliegende Monographie beschreibt einen Ansatz zur Kosimulation numerischer Pro-
bleme zwischen dem kommerziellen auf der Finite-Elemente-Methode (FEM) basierenden
Programmpaket Abaqus und dem fu¨r die Forschung entwickelten Lo¨ser PANDAS. Die
Entwicklung von PANDAS wurde 1992 an der TU Darmstadt begonnen und seit 1995 am
Institut fu¨r Mechanik (Bauwesen), Lehrstuhl fu¨r Kontinuumsmechanik, der Universita¨t
Stuttgart fortgefu¨hrt, siehe Ehlers & Ellsiepen [63]. Der Schwerpunkt beim Programment-
wurf lag insbesondere auf der Lo¨sung volumengekoppelter Probleme. In Analogie zu dem
Vorgehen von Ammann [6], der eine Kopplung zum ProgrammM++2 beschrieb, basiert der
hier beschriebene Kosimulationsansatz imWesentlichen auf der benutzerdefinierbaren Ele-
mentroutine UEL von Abaqus. Die Aufgabe der Subroutine, na¨mlich die Berechnung der
Materialantwort auf Elementebene, wird hier von PANDAS u¨bernommen. Durch die Ent-
wicklung einer allgemeinen Schnittstelle ko¨nnen die Materialmodelle von PANDAS direkt,
ohne eine langwierige und fehleranfa¨llige Reimplementierung, in eine fu¨r die industrielle
Anwendung wichtige Simulationsumgebung u¨berfu¨hrt werden. Hierbei kann direkt auf die
umfangreiche Materialmodellbibliothek von PANDAS zuru¨ckgegriffen werden. Zusa¨tzlich
wird mit PANDAS eine benutzerfreundliche Umgebung zur Umsetzung eigener Materialbe-
schreibungen bereitgestellt. Die Kopplung wurde zum einen weitgehend automatisiert, so
dass der manuelle Eingriff seitens des Benutzers minimiert wird, und zum anderen bleiben
die parallelen Lo¨sungsstrategien von Abaqus uneingeschra¨nkt erhalten. Zur Illustration
der Anwendungsmo¨glichkeiten der Abaqus-PANDAS-Kopplung wird diese exemplarisch
zur Simulation verschiedener volumengekoppelter Mehrfeldprobleme herangezogen.
2Meshes, Multigrid and more [202].
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Basis fu¨r die Modellbildung ist die makroskopische Theorie der Poro¨sen Medien (TPM),
siehe de Boer [21] oder Ehlers [59]. Die TPM ist als theoretisches Grundgeru¨st vielseitig
einsetzbar und war bereits Grundlage zahlreicher Berechnungsmodelle zur Bearbeitung
verschiedenster Problemstellungen. Anwendung findet sie beispielsweise in der Bodenme-
chanik, siehe z. B. Graf [85], Avci [10] oder Bluhm et al. [20], der Biomechanik, siehe z. B.
in Karajan [111], Krause [117], Wagner [196] oder Ricken et al. [163], oder der allgemeinen
Mechanik, siehe z. B. in Markert [136] oder Acartu¨rk [1].
In der vorliegenden Arbeit wird die entwickelte Kosimulationsstrategie, stellvertretend fu¨r
die zahlreichen Anwendungsmo¨glichkeiten, zur Lo¨sung ausgewa¨hlter volumengekoppelter
Mehrfeldprobleme aus den Bereichen Bodenmechanik und Mehrphasenstro¨mung verwen-
det. Als bodenmechanisches Anwendungsbeispiel wird die Tragfa¨higkeit eines flu¨ssigkeit-
gesa¨ttigten granularen Materials unter quasi-statischen und dynamischen zyklischen Be-
lastungen untersucht. Weiterhin werden mehrphasige Stro¨mungsprozesse, wie sie z. B.
im Produktionsprozess von faserversta¨rkten Kunststoffen auftreten, numerisch simuliert.
Im sogenannten Vaccum-Assisted-Resin-Transfer-Moulding (VARTM), wird ein zuna¨chst
trockenes (gasgesa¨ttigtes) Fasergewebe kontinuierlich mit Harz getra¨nkt, wobei fu¨r die
praktische Anwendung insbesondere die Zeit bis zur vollsta¨ndigen Sa¨ttigung und der sich
einstellende Faservolumenanteil im fertigen Bauteil von großem Interesse sind. Weiterhin
werden die Effizienz und die parallele Skalierbarkeit des vorgeschlagenen Kosimulations-
ansatzes untersucht.
Gliederung der Arbeit
Nach einer kurzen Einfu¨hrung in die Problemstellung in Kapitel 1, wird in Kapitel 2 die
der Modellbildung zugrunde liegende Theorie, d. h. die TPM, mit ihren elementaren Kon-
zepten kurz zusammengefasst. Diese wird anschließend im Kapitel 3 fu¨r die Modellbildung
herangezogen. Aufgrund der Vielfa¨ltigkeit der angestrebten Simulationsbeispiele, welche
zwei- und dreiphasige Modelle unter quasi-statischen als auch dynamischen Belastun-
gen umfasst, wird zuna¨chst ein allgemeineres, dynamisches, Dreiphasenmodell, bestehend
aus einem inkompressiblen Festko¨rper und einem inkompressiblen Porenfluid sowie einem
kompressiblen Porengas, aufgebaut. Hierbei wird besondere Aufmerksamkeit auf die Be-
schreibung des elastisch-plastischen Festko¨rpers im Hinblick auf das spezielle Verhalten
granularer Materialien unter zyklischen Belastungen gelegt. Hierfu¨r werden sowohl ein
isotropes als auch ein kombiniertes isotropes-kinematisches Verfestigungsmodell umge-
setzt. Das allgemeine Modell wird anschließend mittels diverser Annahmen vereinfacht
und auf spezielle Anwendungsbeispiele zugeschnitten. Durch die Spezialisierung ergeben
sich ein zweiphasiges dynamisches und ein dreiphasiges quasi-statisches Modell. In Kapitel
4 werden die ra¨umliche und zeitliche Diskretisierung der zugrunde liegenden Gleichungen
behandelt. Fu¨r die ra¨umliche Diskretisierung eines in dieser Arbeit im Allgemeinen semi-
infiniten Halbraums wird dieser zuna¨chst in ein Nah- und in ein Fernfeld unterteilt. An-
schließend werden die Feldvariablen mittels der FEM bzw. der Infinite-Element-Methode
(IEM) approximiert. Das Verfahren wird zuna¨chst allgemein beschrieben und danach auf
die zugrunde liegenden Stoffmodelle angewandt. Mit Ru¨cksicht auf die zu erwartenden
Pha¨nome aufgrund der dynamischen Belastung, wie z. B. beim Problem der Wellenaus-
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breitung, wird am FEM-IEM-U¨bergang zusa¨tzlich eine energieabsorbierende Schicht zur
Unterdru¨ckung von Wellenreflektionen eingefu¨hrt. Die Wahl des Zeitdiskretisierungsver-
fahrens beru¨cksichtigt die effiziente Lo¨sung des zugrunde liegenden Problems. In diesem
Zusammenhang wird neben dem impliziten Verfahren nach Hilber, Hughes und Taylor
(HHT) [101] auch die Anwendbarkeit von expliziten Verfahren, wie z. B. das explizite zen-
trale Differenzenverfahren, zur Beschreibung dynamischer volumengekoppelter Probleme
diskutiert. Quasi-statische Problemstellungen werden mit dem impliziten Euler-Verfahren
diskretisiert. Kapitel 5 ist der parallelen Lo¨sungsstrategie gewidmet. Nach einer kurz-
en Einfu¨hrung, welche die Beschreibung der wichtigsten Begriffe, Rechnerarchitekturen
sowie Programmiermodelle umfasst, wird der Abaqus-PANDAS-Kosimulationsansatz be-
schrieben und mittels Benchmarks auf dessen Effizienz und parallele Skalierbarkeit hin
untersucht. In Kapitel 6 werden die Anwendungsmo¨glichkeiten diskutiert. Zuna¨chst wer-
den Parameterstudien vorangestellt, welche zum einen die parallele Skalierbarkeit der
verwendeten expliziten und impliziten Zeitintegrationsverfahren sowie zum anderen die
Eignung der gewa¨hlten Fernfeldbeschreibung fu¨r die Simulation dynamischer Problem-
stellungen untersuchen. Anschließend werden die vorgeschlagenen Modelle zur Beschrei-
bung granularer Materialien fu¨r die Analyse der Baugrundstabilita¨t herangezogen. Hier-
bei werden zuna¨chst die Antworten des rein isotropen sowie des kombinierten isotropen-
kinematischen Verfestigungsmodells mit den experimentellen Beobachtungen an quasi-
statischen, zyklischen Triaxialversuchen verglichen. Anschließend wird die Eignung des
zweiphasigen, dynamischen Bodenmodells mit isotrop verfestigendem Festko¨rper zum Ab-
bilden von Bodenverflu¨ssigungseffekten, wie sie z. B. wa¨hrend Erdbeben oder wa¨hrend des
Setzens von Ru¨ttelinjektionspfa¨hlen auftreten, untersucht. Das quasi-statische Dreipha-
senmodell wird zur Beschreibung des VARTM-Verfahrens benutzt. Hierbei ist zum einen
die Wechselwirkung zwischen Fasergewebe und Porenfluiden und zum anderen die Anwen-
dungsmo¨glichkeit des vorgestellten Kosimulationsansatzes im Hinblick auf die industrielle
Anwendung von Interesse. Abschließend werden weiterfu¨hrende Arbeiten in Kapitel 7
diskutiert. Hierbei wird auf die Erweiterung der Stoffmodelle und Verbesserungen im
Kosimulationsansatz eingegangen. Im Anhang A werden erga¨nzende Informationen zur
Modellbildung bereitgestellt. Daru¨ber hinaus werden zum einen das Verfahren zur Identi-
fikation der Stoffmodellparameter des Korngeru¨stes und und zum anderen die Ergebnisse
der Parameteroptimierung in den Anha¨ngen B und C dargestellt. Die sich im VARTM-
Verfahren einstellende Mehrphasenstro¨mung wird in Anhang D in die konvektiven und
diffusiven Stro¨mungsanteile zerlegt.
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Chapter 1:
Introduction and Overview
1.1 Motivation
Numerical simulations are widely used in many engineering disciplines. For instance,
they serve the weather forcast in meteorology, or the optimisation and the validation of
a given design in structural engineering. Many encountered problems cannot be treated
individually, as the behaviour of the system of interest may be strongly influenced by
its interactions with the surrounding environment. Consequently, a solution requires a
holistic consideration of the entire problem. These problems are commonly encompassed
by the term coupled problem. To give an example, a common instability phenomenon in
aerospace engineering, denoted as aeroelastic fluttering, can be traced back to the cou-
pling between the deformable aircraft wing and the circulating air flow. In particular,
the pressure distribution resulting from the air flow dictates a change in the wing geom-
etry, which in turn enforces new path lines and, therefore, a new pressure distribution.
Depending on the frequency of the load cycle, the resulting oscillation may correspond
to the natural frequency of the wing and, therefore, cause significant wing displacement
up to the collapse of the entire structure. Another typical example is the thermoelastic
coupling. Herein, the (local or global) changes in body temperature result in density vari-
ations and, therefore, in a specific deformation and stress patterns. Other examples are
the pore-fluid-solid-skeleton interaction in porous materials, or the steady augmentation
and resorption of bone structures of mammals as a consequence of external stimuli and
metabolism.
Among other classification schemes, see, e. g., Markert [137] or Zinatbakhsh [220] for
an overview, coupled problems can be distinguished into surface-coupled and volume-
coupled problems. In surface-coupled problems, adjoining subdomains governed by dif-
ferent physical models are linked together via a common interface, for instance, in fluid-
structure-interaction problems, where a fluid-mechanical and a solid-mechanical problem
are treated simultaneously. In contrast, in volume-coupled problems, a distinct domain-
coupling interface cannot be identified. Instead, the coexisting physical fields exhibit in-
trinsic interacting properties, for instance, in thermomechanical problems. However, the
type of physical coupling may depend on the considered length scale. For instance, the
micro-structural surface-coupled problem in porous materials (pore-fluid-solid-skeleton
interaction) can be recast into a macroscopically volume-coupled problem by employ-
ing a suitable homogenisation technique. In this regard, it is often convenient in many
applications to proceed from a macroscopic modelling approach, for instance, if the un-
derlying microstructure exhibits a complex geometry or is characterised by its randomly
distributed variations. Typical examples are granular materials, e. g. soils or powders, or
biological tissues, e. g. bone, cartilage or skin.
The resulting mathematical models, typically developed in industrial or academic research
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projects, are complex and, therefore, require significant computational efforts in order to
solve the underlying problem, especially in industrial application scenarios. To cope
with that, parallel solution strategies are often exploited. Herein, the overall problem is
decomposed into smaller subproblems, which are then solved simultaneously on different
processing units, e. g. processor or computer. However, to fully exploit the advantage of
the parallel solution strategy, significant efforts need to be made in order to design a fast
and efficient solution algorithm.
1.2 Objectives and state of the art
In order to keep pace with the increasing complexity of numerical models, especially, when
dealing with coupled problems, previously successful performance-enhancement technolo-
gies, such as frequency scaling, nowadays approach fundamental barriers of thermody-
namics and quantum physics. Consequently, the design of parallel-capable and efficient
applications to solve complex and large-scale problems is of particular interest and, there-
fore, in the scope of many authors, see, e. g., Babusˇka & Elman [11], Ferreira & Rolim [74],
Patra et al. [154], Wieners [203] or Bastian et al. [12], while the efficiency enhancement
via graphics-processing-unit (GPU) computing is investigated additionally in more recent
publications, see, e. g., Tian et al. [183] or Go¨ddeke [83]. However, the development of
an efficient solution strategy, its implementation and the gradual improvements necessary
to keep pace with the permanent technological advancements in computer technology is
often time consuming and in many situations not in the line of the underlying research
interest. Consequently, the once developed code is often outdated and its capabilities
are stretched to its limits, when it comes to the simulation of the newly arising complex
problems, in particular, when having industrial applications in mind.
Hence, the present monograph introduces a co-simulation approach incorporating the com-
mercial software package Abaqus, which provides the parallel solution framework based on
the finite-element method (FEM), and the research code PANDAS1, which is a numerical
solver, initially developed at the TU Darmstadt and today continued at the Institute of
Applied Mechanics (CE), Chair of Continuum Mechanics, at the University of Stuttgart,
see Ehlers & Ellsiepen [63]. PANDAS is in particular designed to solve volume-coupled
problems. Following the approach proposed by Ammann [6], where a coupling to M++2
has been established, the co-simulation approach used in this monograph proceeds from
a general coupling based on the user-defined element (UEL) subroutine of Abaqus, which
functionality, i. e. the element-wise computation of the material response, is redirected by
the corresponding PANDAS subroutines instead. Consequently, this strategy, on the one
hand, allows for a straightforward transfer of the material models developed within indus-
trial or academic research projects into a simulation environment relevant for practical
applications without the need of the often time-consuming and failure-prone reimple-
mentation. On the other hand, it provides a user-friendly programming environment for
user-definable material models with an arbitrary number of degrees of freedom in compar-
1Porous media Adaptive Non-linear finite-element solver based on Differential Algebraic Systems,
www.get-pandas.com
2Meshes, Multigrid and more, see [202].
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ison to the native UEL subroutine. Furthermore, the coupling exhibits minimal-invasive
properties with respect to the definition of the initial-boundary-value problem (IBVP)
of interest in Abaqus and exploits its parallel solution capabilities to solve large-scale
problems on high-performance computing (HPC) clusters.
Addressing the simulation of volume-coupled multi-field problems, the present monograph
proceeds from the macroscopic Theory of Porous Media (TPM) as the underlying mod-
elling framework. The origins of the TPM can be traced back to the works of Truesdell
& Toupin [189], Bowen [24] and Truesdell [187], from which it has been evolved up to
its current state, see, e. g., de Boer [21] or Ehlers [59]. The TPM has been successfully
applied to a wide range of problems, for instance, from biomechanical engineering, e. g.
in Karajan [111], Krause [117], Wagner [196] or Ricken et al. [163], or geomechanics, e. g.
in Graf [85], Avci [10] or Bluhm et al. [20], or mechanical engineering, e. g. in Markert
[136] or Acartu¨rk [1]. Recent investigations concern the treatment of discontinuities, such
as cracks, via the extended finite-element method (XFEM), see, e. g., Rempler [161], or
phase field modelling, see, e. g., Provatas & Elder [158] or Ambati et al. [3] for an overview.
In order to reveal the possibilities but also the limitations of the presented co-simulation
approach against the background of a parallel solution strategy, the parallel scalability of
the implicit and explicit time-stepping schemes of Abaqus/Standard and Abaqus/Explicit,
respectively, are elaborated. Additionally, the efficiency of the numerical treatment of a
particular unbound-domain treatment, which is often necessary in dynamic problems, is
assessed. Following this, the co-simulation approach is exemplary applied to soil mechan-
ical problems, in particular, focusing on soils under cyclic loading conditions, and to a
multiphasic flow process. In the latter, the resin impregnation of dry fibre fabric, which
is an important step in the manufacturing process of fibre-reinforced plastics (FRP), is
addressed.
Parametric studies in porous-media dynamics
Addressing the numerical investigation of dynamic processes, it is more efficient to proceed
from an explicit time-integration scheme as, in contrast to implicit methods, the solution is
found straightforwardly without the time-consuming need to iteratively solve a system of
nonlinear algebraic equations. In this regard, a comparison of the computational efficiency
and the parallel scalability of the presented co-simulation approach with respect to the
implicit and explicit time-marching schemes of Abaqus/Implicit and Abaqus/Explicit,
respectively, is addressed in the parametric study.
When investigating problems under rapidly changing loading conditions, specific attention
needs to be paid to the approximation of the real problem by a suitable IBVP. In this
regard, the semi-infinite half-space is split into a near-field, which is, in general, the
domain of interest, and a far-field. However, truncating the semi-infinite half-space at
the near field, which is often sufficient in quasi-static simulations, introduces artificial
boundaries at which, in a dynamic analysis, the incoming waves are reflected into the
domain of interest. To suppress the wave reflections, several methods have been proposed
in the literature, see, e. g., von Estorff & Firuziaan [71], Schanz [171] or Basu [13]. For the
purpose of this monograph, the approach proposed in Haeggblad & Nordgren [91] is used.
4 1 Introduction and Overview
In particular, addressing its application to porous-media dynamics, the modifications of
Wunderlich et al. [207] and Heider et al. [99] have been incorporated. Herein, following
the original idea of Lysmer & Kuhlemeyer [133], an energy-absorbing layer composed of
viscously damped dashpots is introduced at the interface between the near and the far
field. To evaluate the efficiency of the utilised procedure, several parametric studies are
carried out.
Soil mechanics
A soil is an aggregate of several mutual interacting components. In particular, it consists
of the soil grains composing the solid scaffold and of one or more pore fluids, e. g. pore
liquid or pore gas, occupying the intergranular pore space. Due to their granular struc-
ture, soils cannot be classified as solids or fluids, as their macroscopically observed state
(solid- or fluid-like) strongly relies upon the loading conditions and the mutual interac-
tions between the individual constituents. For instance, common failure scenarios, such
as slope instabilities or soil liquefactions, see Figure 1.1, can be traced back to an excess
of pore pressure due to, for instance, a heavy rain-fall event. The rise in the pore pres-
sure degrades the intergranular normal contact forces and, consequently, the intergranular
frictional forces, and, therefore, the load-bearing capacity of the overall soil compound.
Figure 1.1: Pictures of soil instabilities: Buried segment of a highway (left)3due to a landslide,
Taiwan 2010, and structural overturning (right)4as a result of a liquefied foundation soil followed
the Niigata earthquake, Japan 1964.
The simulation of soil failures is addressed in a vast number of literature, proceeding either
from quasi-static loading conditions, see, e. g., Li [130], Ferrari et al. [73] or Ehlers et al.
[62], or dynamic loading conditions, see, e. g., Lin & Borja [132], Popescu et al. [156] or
Heider et al. [98]. In the related literature, see, e. g., Castro [36], the soil instabilities are
commonly summarised by the term soil liquefaction. However, due to the complex physical
processes governing the failure, no further classification system, see, e. g., Robertson [164]
and Whitman [199], appears to be entirely satisfactory for all possible failure mechanisms,
see, e. g., Rauch [160] for an extensive discussion. Nevertheless, it is commonly accepted to
distinguish soil liquefaction, according to Castro & Poulos [37], into flow liquefaction and
cyclic mobility. Flow liquefaction addresses an instability phenomenon under quasi-static
or dynamic loading conditions, and is associated with loose soils with a low shear strength.
3http://www.weatherwizkids.com
4https://en.wikipedia.org/wiki/1964 Niigata earthquake
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Herein, the intergranular frictional forces are reduced dramatically by an increasing pore
pressure until the residual shear strength cannot sustain static equilibrium anymore. In
contrast, the term cyclic mobility is associated with medium-dense to dense soils under
cyclic loading conditions. It refers to a limited plastic deformation under cyclic loading
conditions, where, however, the overall stability of the granular assembly is maintained.
Aiming at the description of liquefaction phenomena in fluid-saturated granular media,
there are several models available, see e. g. Pre´vost [157] or Zienkiewicz & Bettes [214] for
an overview, from which most are based on the phenomenological and somehow ad hoc
formulated Biot ’s theory [18], however, proceeding from different approaches in order to
describe the solid-skeleton behaviour. In this regard, special attention needs to be paid to
the description of the contractant (densification) and dilatant (loosening) behaviour of the
granular assembly under pure shear deformations as a consequence of the micro-structural
grain motions, such as grain sliding and grain rolling. Depending on the initial density,
the soil exhibits a macroscopically contractant (loose soil) or dilatant behaviour (dense
soil) under shear loading, where in the latter, although the dilatant regime is more pro-
nounced, the deformation behaviour is preceded by a slight contractant property at first.
However, experimental observations have revealed that with ongoing shear deformation,
independent of the initial soil state (loose or dense), the soil reaches a critical state from
which on no further volumetric changes occur, see Casagrande [35]. This observation mo-
tivated the development of so-called critical-state-line (CSL) models, see, e. g., Manzari
& Dafalias [135], Roscoe & Burland [165] or Schofield & Wroth [174]. In this regard,
some are associated with the Cam-Clay-based descriptions, see, e. g., Manzari & Dafalias
[135] or Roscoe & Burland [165], and others with the hypoplasticity framework, see, e. g.,
Wichtmann et al. [200]. Furthermore, it is also worth to mention the more phenomenolog-
ical approaches, e. g. from Zienkiewicz et al. [216] or Zienkiewicz et al. [215], which employ
a direct stress-strain relation that distinguishes between loading and unloading stages. In
order to describe the hardening (and softening) behaviour of granular media, isotropic
and/or kinematic hardening models are commonly used. While the isotropic hardening
model addresses an alteration of the shape of the yield surface, the kinematic hardening
model translates and/or rotates the yield surface within the principal stress space through
a so-called kinematic back-stress tensor and/or a rotation tensor, respectively. Moreover,
in order to mimic the nonlinear (or softening) material properties, two hardening concepts
can be distinguished. On the one hand, there are the so-called multiple-yield-surface mod-
els, which have been introduced in the scope of kinematic hardening by Iwan [108] and
Mro´z [145]. Herein, various nested yield surfaces are defined, where each subdomain is
associated with constant hardening parameters. Upon loading, the individual hardening
regimes are gradually activated and the hardening behaviour accumulates. These models
suffer from their piece-wise linear hardening properties. In particular, in order to approx-
imate the nonlinear material behaviour, a large number of nested yield surfaces and, in
turn, a significant number of material parameters is necessary. On the other hand, there
are nonlinear hardening models, which already propose a nonlinear relationship, in case
of isotropic hardening, for the evolution of the yield-surface parameters, see, e. g., Ehlers
& Avci [61], or, in case of kinematic hardening, for the kinematic back-stress tensor, see,
e. g., Armstrong & Frederick [8], or the evolution of the rotation tensor, see, e. g., Lade
& Inel [124], respectively. A comparison between the multiple-yield-surface and the non-
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linear hardening models can be found in Meggiolaro et al. [142], however, merely in the
scope of kinematic hardening.
For the purpose of this monograph, the description of the multi-constituent soil proceeds
from the thermodynamically consistent TPM as a suitable modelling approach. Herein,
the overall soil is described as an immiscible mixture composed of the soil grains and
the percolating pore fluid. Depending on the intended application, the latter is either
described as an incompressible pore liquid or treated as mixture composed of the incom-
pressible pore water and the compressible pore gas. The description of the solid skeleton
is based on the approach of Ehlers & Avci [61]. They proposed an elasto-(visco)plastic
formulation incorporating an isotropic hardening model and a stress-dependent failure sur-
face, where the model has been validated through a simulation of small-scale slope-failure
experiments. Subsequently, the solid-skeleton model was incorporated into a dynamic
biphasic formulation by Heider et al. [98] and Ehlers & Schenke [67] to cope with dynamic
loading conditions and related phenomena therein. For the purpose of this monograph,
the model will be further enhanced through a kinematic hardening model to overcome its
shortcomings under cyclic but quasi-static loading conditions.
Fibre-reinforced plastics
Fibre-reinforced plastics (FRP), often also denoted as fibre-reinforced polymers, are com-
posite materials made of a polymer matrix and enhancing fibres. In particular, the fi-
bres are commonly made of glass, carbon or aramid and add strength and stiffness to
the compound. The polymer matrix is usually made of polyester, vinyl-ester or epoxy
resins and, on the one hand, protects the fibres against notches, cuts and environmen-
tal influences and, on the other hand, adds a support against fibre instabilities, such as
buckling. FRP are increasingly being considered as a substitute for traditional engineer-
ing materials, such as metals or alloys. In comparison, they are non-corrosive, exhibit
a higher ratio between strength/stiffness to density and allow for the production of geo-
metrically complex-shaped structures. Moreover, as the material and structure are made
in a single production step, the material can be specifically tailored to the performance
requirements, for instance, through the design of weak spots, which create natural and
light-weight hinges or joints. Due to the holistic production of material and structure, the
knowledge of the exact production process is vital for the product quality and to reduce
the production costs through, for instance, the minimisation of the number of production
rejects. Consequently, the simulation of the resin-impregnation process, which is an im-
portant step in the course of production, is of great interest in industry, see Black [19].
The monograph concerns the simulation of multiphasic flow processes in general, however,
exemplarily applied to the so-called vacuum-assisted resin transfer moulding (VARTM)5,
which is a variation of the resin-transfer moulding (RTM).
The RTM has been initially developed for the large-batch production of complex-shaped
structures made of thermosetting polymers or elastomers within tight dimensional tol-
erances. Later on, the process has been adopted to the manufacturing of FRP. The
5In the related literature the process is often also denoted as vacuum-assisted resin infusion (VARI),
light-RTM (LRTM) process or vacuum moulding.
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Figure 1.2: Schematic sketch of resin transfer moulding (RTM) (left) and vacuum-assisted
resin transfer moulding VARTM) (right).
RTM procedure is schematically depicted in Figure 1.2 (left). After placing the dry (fully
gas-saturated) fibre fabric in a rigid two-pieced mould, the mould is closed and a resin
reservoir is attached to the inlet. Subsequently, the inlet is subjected to an excess pres-
sure, thereby giving rise to a pressure gradient between the inlet and the free (subjected
to the ambient pressure) outlet. Consequently, a resin flow is initiated, which gradually
impregnates the fabric. Finally, the whole part is cured by keeping the whole mould at
a specific resin-dependent curing temperature. A major drawback of the RTM proce-
dure is that it operates with high-cost toolings through its requirement for a two-pieced
mould, which is in particular expensive when producing large structures. To overcome
this shortcoming, the RTM process has been adopted to the VARTM procedure. Herein,
its salient difference in comparision to the RTM is that, on the one hand, the upper mould
is replaced by a flexible vacuum bag, see Figure 1.2 (right) and, on the other hand, that
the resin is drawn into the preform through a vacuum rather than pumped via an excess
of pressure. In particular, after placing the dry fabric in the rigid lower moulding part,
the setup is hermetically sealed with the plastic ply, and a vacuum is applied, thereby
compacting the fibre fabric through the atmospheric pressure. Subsequently, an open
(subjected to the ambient pressure) reservoir resin is attached to the inlet. Similar to the
RTM process, the resulting pressure gradient between the open inlet and the outlet gives
rise the resin flow, which gradually impregnates the dry fibre fabric. Once the fabric is
fully saturated, the whole setup is kept at a specific temperature level in order to cure the
resin. In contrast to the RTM process, the use of a single-pieced mould does not entirely
ensure the part geometry. In particular, due to the flexibility of the covering plastic ply,
the part thickness and especially the fibre content per unit volume, which is of particular
interest for a structural engineer, strongly depends on the process variables, such as the
injection pressure.
The numerical simulation of the VARTM process, and the RTM process in general, is
addressed in a vast number of literature, see Song [180] for an overview. The solution
procedure, which is usually based on the Richards transport equation, see Richards [162],
as the governing equation. Moreover, in order to deal with the moving-flow-front prob-
lem, a solution strategy comprising the finite-element method and the method of control
volumes (FE-CV), e. g., see Bruschke & Advani [32] or Trochu et al. [186], is exploited.
Herein, the field variables are solved with the help of the FE mesh, whereas the con-
trol volumes are used to track the flow front by subsequently filling the control volumes
adjacent to the flow front. A major drawback of this strategy is the fact that the allow-
able time increment is constrained by the time needed to completely saturate the control
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volume, before the algorithm can advance to the next element. In contrast, more re-
cent developments, such as described in the work of Klunker et al. [114], proceed from
a mixture-based modelling approach. Therein, the pore space is simultaneously occu-
pied by the ambient air and the resin, which allows for a continuous transition of the
resin saturation from fully saturated, over a partially saturated, towards the unsaturated
state. For the purpose of this monograph, the underlying model additionally accounts for
the fibre-pore-fluid interaction through the multiphasic modelling approach based on the
TPM.
1.3 Outline of the thesis
To begin with, Chapter 2 briefly summarises the TPM as the underlying modelling
framework, thereby concerning its basic concepts, the mixture kinematics and the gov-
erning balance relations.
Subsequently, Chapter 3 applies the given concept to setup specific material models. In
particular, having the simulation of various application scenarios in mind, the previously
introduced modelling concept will be exploited to initially set up a more general dynamic
triphasic model, which is composed of an elasto-plastic solid, an incompressible pore
liquid and a compressible pore gas. The description of the solid skeleton incorporates
either an isotropic or a mixed isotropic-kinematic hardening model. Subsequently, the
general formulation is condensed to yield more specific models, which are individually
tailored to particular application scenarios, viz. the dynamic biphasic models exhibiting
an elasto-plastic scaffold and the quasi-static triphasic model following a linear-elastic
solid skeleton description.
Chapter 4 covers the numerical treatment, in particular, the spatial and temporal dis-
cretisation methods. The spatial discretisation is carried out via the finite-element method
(FEM), where the procedure is, at first, briefly reviewed in a more general setting, but
is subsequently applied to the actual governing material models, thereby considering a
different treatment for the near and for the far field. In a next step, the temporal dis-
cretisation and the underlying solution strategies are presented, thereby, with respect to
the nature of the underlying process and for the sake of an efficient solution procedure,
exploiting implicit and explicit time-advancement schemes.
Addressing the parallel solution strategy, Chapter 5 starts with a short introduction into
parallel computing covering the basic terminology, computer architectures and program-
ming models, followed by a detailed description of the Abaqus/PANDAS co-simulation
approach. Finally, its performance in sequential and parallel execution is investigated
through the computation of a benchmark problem.
The possibilities, but also the limitations of the numerical models and the co-simulation-
solution strategy are elaborated in detail in Chapter 6. In particular, at first, several
parametric studies concern the parallel scalability and the viability of the unbound-domain
treatment. Subsequently, the simulation of granular materials under (dynamic and quasi-
static) cyclic loading conditions and, finally, the investigation of multiphasic flow process
by means of the VARTM procedure is addressed.
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Finally, future aspects are addressed in Chapter 7, therein particularly focusing on the
enhancements related, on the one hand, to the numerical models and, on the other hand,
to the co-simulation approach.
The preceded elaborations are further supplemented by the explanations given in the
appendix. In particular, the derivation process of the material models is complemented
by Appendix A. Moreover, the identification procedure and the resulting material pa-
rameters of the isotropic hardening soil model, and the adjustments made for the mixed
isotropic-kinematic hardening model are summarised in Appendix B and Appendix
C, respectively. In Appendix D the convective and diffusive contributions in the multi-
phasic flow process are identified.

Chapter 2:
Fundamentals of the Theory of Porous
Media
As outlined before, many natural or engineered multi-field materials exhibit, in general,
a complex and heterogeneous micro-structure, which is additionally often not known in
detail. Consequently, it is often convenient to proceed from a macroscopic modelling
approach without the loss of a particular physical process within the real system. In
this regard, the macroscopic Theory of Porous Media (TPM) is exploited as a suitable
modelling framework for the purpose of this monograph. Its origins can be traced back to
the Theory of Mixtures (TM), see, e. g., Truesdell & Toupin [189] or Bowen [24]. The TPM
was developed on the basis of general thermodynamic considerations and, subsequently,
extended by the concept of volume fractions in Mills [144] and Bowen [25, 26]. Since then,
the TPM was continuously evolved to its current state by de Boer [21] and Ehlers [54, 59]
and many others.
The present chapter briefly outlines basic concepts and findings of the TPM in order to
provide the necessary theoretical background. For a more detailed insight, the interested
reader is referred to the above mentioned related literature and references therein.
2.1 Homogenisation and the concept of volume
fractions
Within the macroscopic TPM approach, the overall porous material ϕ is treated in the
sense of an immiscible mixture of various interacting constituents ϕα, i. e. ϕ =
⋃
β ϕ
α,
which are treated to be homogeneously distributed within a representative elementary
volume (REV) dv by virtually carrying out a homogenisation process, see Figure 2.1.
REV
microscale1 macroscale
homogenisation
−→
homogenised model
dv
dvS
dvG
dvL
dvF
ϕF ϕF
ϕS
ϕS
concept of
volume fractions
Figure 2.1: Illustration of the virtual homogenisation and the concept of volume fractions by
means of triphasic material, i. e. α ∈ {S,L,G} and β ∈ {L,G}.
1The microscale pictures of a glass-fibre reinforced plastic (left) and a sand (right) have been captured
at the Institute of Material Engineering and Joining Technology (Institut fu¨r Material- und Fu¨getechnik)
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In general, the overall porous aggregate is composed of the solid skeleton (α = S), which
might be the granular assembly in a soil or the molecule chains of a polymer, and of
the pore fluid (α = F ), which can be again a mixture of various interacting constituents
ϕβ , i. e. ϕF =
⋃
β ϕ
β, for instance, composed of a pore liquid (β = L) and a pore gas
(β = G). The composition of the bulk volume element is defined through the respective
volume fractions nα = dvα/dv, where dvα is the partial volume of the constituent ϕα
within the REV. In an analogous way, the pore-fluid saturation sβ is defined as the ratio
of the partial volume dvβ of the pore-fluid component to the partial volume dvF of the
overall pore fluid, i. e. sβ = dvβ/dvF . The REV and the pore space can be arbitrarily
composed of the individual constituents as long as their respective volume fractions nα
and saturations sβ satisfy the saturation conditions∑
α
nα = nS + nF = 1 and
∑
β
sβ = 1 , (2.1)
respectively, where the individual volume fractions of the pore-fluid constituents compose
the volume fraction of the overall pore fluid, i. e.
nF =
∑
β
nβ =
∑
β
sβnF . (2.2)
Following this, two density functions are defined. The material (realistic or effective)
density ραR = dmα/dvα relates the local mass dmα to its volume dvα, while the partial
(global or bulk) density ρα = dmα/dv is associated with the bulk volume. Moreover, both
density definitions are related to each other through ρα = nαραR. Assuming a materially
incompressible material, the realistic density of the solid remains constant under the
isothermal conditions, i. e. ραR = const., while the bulk density can still change through a
changing volume fraction nα. Additionally, the density ρ of the overall aggregate (mixture
density) is obtained via
ρ =
∑
α
ρα . (2.3)
2.2 Motion of the constituents
In the framework of the TPM, the individual constituents ϕα are treated as superimposed
continua, where each spatial point is simultaneously occupied by material points of any
constituent. Each is moving according to its own motion function x = χα(Xα, t), which
relates any material point in its initial configuration Xα at t = t0, to a spatial point x in
the current configuration t > t0, see Figure 2.2.
The requirement that the individual motion functions are unique claims for the exis-
tence of a unique inverse motion function χ−1α , which, in turn, requires the existence of a
non-singular Jacobian determinant, i. e. Jα := det(∂χα/∂Xα) 6= 0. Following this, inde-
pendent velocity and acceleration fields either expressed within the Lagrangean setting,
′
xα =
∂χα(Xα, t)
∂t
=
′
xα(Xα, t) and
′′
xα =
∂2χα(Xα, t)
∂t2
=
′′
xα(Xα, t), (2.4)
at the Otto von Guericke University of Magdeburg, Germany using a scanning electron microscope (SEM).
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Figure 2.2: Motion of a material point PS of the solid skeleton and of a material point P β of
a pore-fluid constituent ϕβ .
or, with the aid of the inverse motion function, within the Eulerian description,
′
xα =
∂χα(xα, t)
∂t
=
′
xα(Xα, t) and
′′
xα =
∂2χα(xα, t)
∂t2
=
′′
xα(xα, t) . (2.5)
Note that in the latter case, the time derivatives with respect to the motion of the con-
stituent ϕα need to account for the local and non-local temporal changes. In particular,
besides the temporal change of the spatial field variable at a fixed spatial position (local
contribution), additionally, the so-called convective part (non-local contribution), as a
consequence of the motion of ϕα through the spatially distributed field, needs to be con-
sidered. In this regard, the so-called material time derivative is introduced. It is the total
time derivative of an arbitrary, steady and sufficiently differentiable, scalar or vectorial
field, Υ or Υ, following the motion of the individual constituent ϕα (left column) or the
barycentric velocity of the overall aggregate (right column):
(Υ)′α (x, t) =
dαΥ
dt
=
∂Υ
∂t
+ gradΥ · ′xα , Υ˙ (x, t) = dΥ
dt
=
∂Υ
∂t
+ gradΥ · x˙ ,
(Υ)′α (x, t) =
dαΥ
dt
=
∂Υ
∂t
+ (gradΥ)
′
xα , Υ˙ (x, t) =
dΥ
dt
=
∂Υ
∂t
+ (gradΥ) x˙ .
(2.6)
Therein, x˙ denotes the barycentric velocity of the overall aggregate, which is given by
x˙ =
1
ρ
∑
α
ρα
′
xα , (2.7)
and grad ( · ) = ∂( · )/∂x is the gradient with respect to the actual configuration.
Addressing the simulation of solid materials, the solid motion is conveniently expressed
in the Lagrangean description through the solid displacement
uS = xS −XS , (uS)′S = vS =
′
xS , (uS)
′′
S = (vS)
′
S =
′′
xS , (2.8)
and the motion of the pore-fluid constituent ϕβ in the Eulerian setting relative to the solid
motion. In this regard, in analogy to the definition of the material time derivative, see
(2.6), the fluid-particle acceleration exhibits a convective contribution, which is defined
relative to the deforming solid skeleton given by
(vβ)
′
S = (vβ)
′
β − (gradvβ)wβ , where wβ = vβ − vS . (2.9)
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Therein, vβ denotes the velocity of a pore-fluid particle of ϕ
β and wβ the respective
seepage velocity.
Additionally, the so-called diffusion velocity of a particle of ϕα, which is its relative velocity
with respect to the barycentric velocity of the overall aggregate,
dα =
′
xα − x˙ , where
∑
α
ρα dα =
∑
α
ρα
′
xα︸ ︷︷ ︸
ρ x˙
− x˙
∑
α
ρα︸ ︷︷ ︸
ρ
= 0 , (2.10)
is introduced. Therein, by inserting (2.10)1 into (2.10)2, and by further incorporating
(2.7) and (2.3), it can be concluded that the sum of the diffusive mass flows vanishes.
2.2.1 Deformation, strain and stress measures
The present section provides the definitions of the underlying strain and stress measures.
However, with respect to the scope of this monograph, only a minimal set of the respective
measures is introduced. A more comprehensive overview on strain and stress measures
is provided in the related textbooks, see, for instance, Holzapfel [104] in the general
continuum-mechanical setting, or Ehlers [54] within the scope of the TPM.
Deformation and strain measures
The description of the deformation is based on the material deformation gradient Fα and
its inverse F−1α given by
Fα =
∂x
∂Xα
= Gradα x and F
−1
α =
∂Xα
∂x
= gradXα , (2.11)
where Gradα ( · ) and grad ( · ) denote the gradient with respect to the reference config-
uration of ϕα and to the current configuration, respectively. Note that in the initial
(undeformed) state, the deformation gradient tensor is equal to the identity tensor, i. e.
Fα(t = t0) = GradαXα = I, where the relation detFα(t0) = det I = 1 holds. From the
above introduced relations together with the definition of the solid displacement (2.8),
one can deduce
FS =
∂(uS +XS)
∂XS
= GradS uS + I and F
−1
S =
∂(x − uS)
∂x
= I− graduS , (2.12)
respectively.
The two-field deformation tensor Fα can be used to map a line element dXα in the
reference configuration to its representative dx in the actual configuration and vice versa
via
dx = Fα dXα and dXα = F
−1
α dx . (2.13)
Based on this transformation, the right (Cα) and left (Bα) Cauchy-Green deformation
tensors are given by
dx · dx = dXα · (FTα Fα) dXα =: dXα ·Cα dXα , where Cα = FTα Fα ,
dXα · dXα = dx · (FT−1α F−1α ) dx =: dx ·B−1α dx , where Bα = FαFTα .
(2.14)
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To capture the deformation of a non-rigid solid skeleton, dimensionless strain measures
are introduced. In particular, among other definitions, see, e. g., Holzapfel [104], they are
commonly computed via the squared difference of a line element between the current and
the reference configuration, i. e.
dx · dx− dXα · dXα = dXα · (Cα − I) dXα =: dXα · 2Eα dXα ,
dx · dx− dXα · dXα = dx · (I−B−1α ) dx =: dx · 2Aα dx ,
(2.15)
where, consequently, the Green-Lagrangean Eα and the Almansian Aα strain tensors are
given by
Eα =
1
2
(Cα − I) , Aα = 1
2
(I−B−1α ) with Aα = FT−1α EαF−1α . (2.16)
With these definitions at hand, the corresponding Green-Lagrangean and the Almansian
strain tensors of the solid skeleton (α = S), ES and AS, are given by, see, e. g., Ehlers
[54],
ES =
1
2
(GradS uS +Grad
T
S uS +Grad
T
S uS GradS uS) ,
AS =
1
2
(gradS uS + grad
T
S uS − gradTS uS gradS uS) .
(2.17)
Deformation and strain rates
In order to describe deformation and strain rates, the material time derivative of the
deformation gradient, proceeding from the Lagrangean setting, is given by
(Fα)
′
α =
dα
dt
Fα =
∂
′
xα(Xα, t)
∂Xα
= Gradα
′
xα , (2.18)
whereas, proceeding from the Eulerian description, the material time derivative is given
through
(Fα)
′
α =
dα
dt
Fα =
∂
′
xα(x, t)
∂Xα
=
∂
′
xα
∂x
∂x
∂Xα
=: LαFα . (2.19)
In the latter,
Lα =
∂
′
xα(x, t)
∂x
= grad
′
xα = (Fα)
′
αF
−1
α (2.20)
is known as the spatial velocity gradient of ϕα. For further applications, it is useful, to
split Lα into a symmetric deformation velocity Dα = D
T
α and a skew-symmetric spin
tensor Wα = −WTα through
Lα = Dα +Wα with Dα =
1
2
(Lα + L
T
α) and Wα =
1
2
(Lα − LTα) . (2.21)
Subsequently, with the help of the material time derivative of the right Cauchy-Green
deformation tensor
(Cα)
′
α = (F
T
αFα)
′
α = 2F
T
αDαFα , (2.22)
the rate of the Green-Lagrangean strain tensor is given by
(Eα)
′
α =
1
2
(Cα)
′
α = F
T
αDαFα . (2.23)
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Stress measures
In general, any deformation imposed on a body B, either directly by an externally applied
deformation or implicitly by an externally applied load, causes stresses inside the body
to counteract the deformations. The stress is defined as the force per unit area, which
immediately leads to its mathematical definition. In particular, addressing multiphasic
materials in the framework of the TPM, the partial Cauchy stress tensors Tα of the
constituent ϕα can be introduced using Cauchys theorem, as
tα(x,n, t) = Tα(x, t)n . (2.24)
Therein, tα(x,n, t) denotes the surface traction vector, which comprises all contact forces
acting on a fictitious cutting plane defined by the outward-oriented unit surface normal
vector n of the current configuration. In this connection, the partial Cauchy stress is
understood as the true stress, as therein the actual incremental surface force dkα is related
to the current area element da, via
dkα = tαda = (Tα n)da = Tα(nda) = Tα da . (2.25)
Therein, da = n da denotes the oriented surface element. In this connection, addressing
large deformations, i. e. the geometrically non-linear case, it is often convenient to intro-
duce further stress measurements. Common measures are the volume-weighted Kirchoff
stress τα and the first and second Piola-Kirchhoff stress tensors, Pα and Sα, where in the
former, only the area element and in the latter both the area element and the force vector
are given in the reference configuration. Following Ehlers [54], they are defined by
τα = (detFα)T
α ,
Pα = (detFα)T
αFT−1α ,
Sα = (detFα)F
−1
α T
αFT−1α .
(2.26)
2.3 Balance relations
In continuum mechanics, the balance relations are fundamental material-independent con-
servation laws of physical quantities. Based on the balanced physical quantity, they can
be distinguished into mechanical balance relations, consisting of the balance of mass, mo-
mentum and moment of momentum, and thermodynamical conservation laws, composed
of the energy and entropy balance. Basically, the balance laws state that the change
of a physical quantity (mass, momentum, moment of momentum, energy or entropy) is
conducted by actions from the vicinity (near-field actions), e. g. contact forces, the long
range (far-field actions), e. g. gravitational forces, and the production of the quantity from
the interior.
Within the framework of the TPM and in analogy to the mechanics of singlephasic mate-
rials, the same balance laws need to be fulfilled, which, however, in the context of multi-
field materials, need to be adopted by accounting for Truesdell’s metaphysical principles
of mixture theories, see Truesdell [187]:
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1. All properties of the mixture must be mathematical consequences of properties
of the constituents.
2. So as to describe the motion of a constituent, we may in imagination isolate it
from the rest of the mixture, provided we allow properly for the actions of the
other constituents upon it.
3. The motion of the mixture is governed by the same equations as is a single body.
According to theses statements, each constituent can be described independently by in-
dividual motion functions and balance equations, where the latter are then denoted as
the partial balance relations in the following, as long as one accounts for the possible
interactions, which are carried out through the production terms. Moreover, the bal-
ance relations of the overall mixture exhibits the same structure as the balance law of a
singlephasic material.
In general, when balancing a certain physical quantity, one has to define the spatial
domain under consideration, which, subsequently, can be classified as either an open
or a closed system. In the former, mass can be transferred over the domain boundaries,
which, however, is prohibited in the latter2. Following this terminology, within the present
monograph, the overall aggregate will be understood as a closed system, whereas the
concepts of an open system apply to the partial balance laws associated with the individual
constituents, thereby allowing for a possible interaction among them.
2.3.1 Mechanical balance laws
The governing mechanical balance laws, in particular, the balance of mass, the balance
of linear momentum and the balance of moment of momentum, are described in what
follows.
Balance of mass
In the scope of non-relativistic physics3, the balance of mass states that the mass of
a closed system B is constant. However, in the context of the multiphasic modelling
framework, merely the mass of the overall aggregate is constant, while the mass of par-
ticular constituents can still change through possible mass-exchange processes among the
individual components. Thus, the overall and partial mass balance are given by
d
dt
∫
B
ρ dv = 0 ,
dα
dt
∫
B
ρα dv =
∫
B
ρˆα dv . (2.27)
Therein, ρ and ρα are the densities of the overall aggregate and the partial density of
ϕα, respectively. Moreover, ρˆα denotes the mass production contributing to the realistic
2Note that a closed system still allows for an exchange of energy, e. g. via heat or work, over the
domain boundaries. Consequently, in thermomechanics, the definition of an isolated system has been
introduced, which, additionally, does not allow for an exchange of none of these.
3Thereby, also excluding, for instance, chemical reactions, which may act as mass source or mass
sink.
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density associated with the constituent ϕα, which can used to describe mass-exchange
processes among the particular constituents if ρˆα 6= 0.
The local forms of the overall aggregate and the partial mass balance are
ρ˙+ ρ div x˙ = 0 , (ρα)′α + ρ
αdiv
′
xα = ρˆ
α . (2.28)
Therein, div (·) = grad (·) · I is the divergence operator. According to Truesdell’s first
metaphysical principle, a comparison of (2.28)1 and (2.28)2 gives
ρ =
∑
α
ρα ,
∑
α
ρˆα = 0 . (2.29)
Balance of linear momentum
The balance of momentum states that the change of momentum is driven by forces from
the vicinity (e. g. contact forces), forces from a distance (e. g. gravitational forces) and by
the momentum production. In particular, the temporal change of the overall momentum
of the aggregate and of the momentum of the constituent ϕα within a body B is given by
d
dt
∫
B
ρ x˙ dv =
∫
∂B
Tn da +
∫
B
ρb dv +
∫
B
sˆ dv ,
dα
dt
∫
B
ρα
′
xα dv =
∫
∂B
Tαnda +
∫
B
ρα bα dv +
∫
B
sˆα dv .
(2.30)
Therein, b and bα denote the body forces of the overall aggregate and of the constituent,
respectively, both defined per unit volume. Furthermore, sˆ and sˆα are the momentum pro-
ductions of the overall aggregate and the constituent ϕα, respectively, where the former,
due to the momentum conserving property of the overall aggregate, sˆ = 0 holds.
The local form of the momentum balances of the overall aggregate and of the individual
constituent ϕα are given with the help of (2.28)1 and (2.28)2 by
ρ x¨ = divT+ ρb , ρα
′′
xα = divT
α + ρα bα + pˆα . (2.31)
By exploiting Truesdell’s first principle, a comparison of (2.31)1 and (2.31)2, identifies the
following relations, see de Boer & Ehlers [23]:
ρ x˙ =
∑
α
ρα
′
xα , T =
∑
α
(Tα − ρα dα ⊗ dα) ,
ρb =
∑
α
ρα bα , 0 =
∑
α
sˆα =
∑
α
(pˆα + ρˆα
′
xα) ,
ρ x¨ =
∑
α
[ ρα
′′
xα − div (ρα dα ⊗ dα) + ρˆα ′xα] .
(2.32)
Therein, sˆ = pˆα+ ρˆα
′
xα denotes the momentum production, which is composed of a direct
momentum production pˆα driven by the interaction between the individual constituents
and a second term associated with momentum production due to mass generation, for
instance, via mass exchange between the individual constituents.
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Balance of angular momentum
In analogy to the balance of linear momentum, the change of angular momentum of a
body B is driven by near- and far-field actions and by a direct production of angular
momentum. However, within the present context, one introduces an arbitrary but spatial
fixed reference point, which, for the sake of simplicity is located in the origin of the inertial
basis system {O, ei}. The balances of angular momentum for the overall aggregate and
the constituent ϕα read
d
dt
∫
B
x× (ρ x˙) dv =
∫
∂B
x×Tda +
∫
B
x× (ρb) dv +
∫
B
hˆ dv ,
dα
dt
∫
B
x× (ρα ′xα) dv =
∫
∂B
x×Tα da+
∫
B
x× (ρα bα) dv +
∫
B
hˆα dv .
(2.33)
Therein, hˆ and hˆα denote the production of angular momentum of the overall aggregate
and of the constituent ϕα, respectively, where, in the former, the momentum conserving
property of the overall aggregate holds, i. e. hˆ = 0.
With the help of the mass and momentum balances of the overall aggregate, (2.28)1 and
(2.31)1, and the partial mass and momentum balances of the constituent ϕ
α, (2.28)2 and
(2.31)2, the local forms of the balance of the angular momentum of the overall aggregate
and of the individual constituent read
0 = I×T , 0 = I×Tα + hˆα . (2.34)
Note that from relation (2.34)1 together with the property of the axial vector
4, the sym-
metry of the overall Cauchy stress can be concluded, i. e. T = TT .
By comparing the balance of angular momentum of the aggregate and of the individual
constituent, one can identify
0 =
∑
α
hˆα =
∑
α
[mˆα + x× (pˆα + ρˆα ′xα)] . (2.35)
Therein, mˆα = hˆα − x × (pˆα + ρˆα ′xα) corresponds to the direct production of angular
momentum of the constituent ϕα. Note that for the case of non-polar materials (Cauchy-
Boltzmann continua) with symmetric stress tensors on the microscale, a homogenisation
procedure shows that the macroscopic stresses have to be symmetric as well, see Ehlers
[59] and Hassanizadeh & Gray [95]. Consequently, Tα = (Tα)T → mˆα ≡ 0.
2.3.2 Thermodynamical balance laws
In addition to the previously introduced mechanical balances, the thermodynamical bal-
ance laws, in particular, the balances of energy and entropy, are provided. Note that, as
4The axial vector
A
a is given by 2
A
a = I×A =
3
EAT , where
3
E is the Ricci permuation tensor with the
property a× b =
3
E(a⊗ b).
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thermal effects are neglected within the scope of the present monograph, the balance of
energy is not utilised by means a of governing balance relation, instead it merely serves
the simplification of the entropy balance, which is important for thermodynamically con-
sistent material modelling.
Balance of energy
The balance of energy, also known as the first law of thermodynamics, states that the
temporal change of the sum of the internal energy E and the kinetic energy K of a body
B is driven by the mechanical power L and non-mechanical power Q both applied by the
near- and far-field actions. In an abstract representation, the balance of energy reads
d
dt
[ E(B, t) +K(B, t) ] = L(B, t) +Q(B, t) . (2.36)
The balance of energy can be given for the overall mixture and the constituent ϕα:
d
dt
∫
B
ρ (ε+ 1
2
x˙ · x˙) dv =
∫
∂B
(TT x˙− q) · n da +
∫
B
ρ (b · x˙ + r) dv +
∫
B
eˆ dv ,
dα
dt
∫
B
ρα (εα + 1
2
′
xα · ′xα) dv =
∫
∂B
[ (Tα)T
′
xα − qα ] · n da+
∫
B
ρα (bα · ′xα + rα) dv +
∫
B
eˆα dv .
(2.37)
Therein, q and qα denote the energy influx, r and rα the non-mechanical action from the
distance, and eˆ and eˆα the energy productions all associated with the overall aggregate
and the constituents ϕα, respectively. Note that within the present scope, the overall
aggregate is energy conserving, i. e. eˆ = 0.
The local forms of the energy balance of the overall aggregate and and the individual
constituent invoking the total and partial mass and momentum balances, respectively,
read
ρ ε˙ = T · L− divq+ ρ r , ρα (εα)′α = Tα · Lα − divqα + ρα rα + εˆα ,
where eˆα = εˆα + pˆα · ′xα + ρˆα (εα + 12
′
xα · ′xα) .
(2.38)
Therein, the expression of the energy production eˆα of the constituent ϕα contains (in the
order of appearance), contributions from a direct internal energy production, e. g. from
a chemical reaction, the direct momentum production and a part related to the mass
exchange between the individual constituents.
Through a comparison of the energy balance of the aggregate with the energy balance of
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the individual constituents, the following relations can be identified:
ε =
1
ρ
∑
α
ρα (εα + 1
2
dα · dα) ,
q =
∑
α
[qα − (Tα)Tdα + ρα εαdα + 12 ρα (dα · dα)dα ] ,
r =
1
ρ
∑
α
ρα (rα + bα · dα) ,
0 =
∑
α
eˆα =
∑
α
[ εˆα + pˆα · ′xα + ρˆα (ε+ 12
′
xα · ′xα) ] .
(2.39)
Balance of entropy
The balance of entropy states that the temporal change of the entropy H in a body B
is governed by the external entropy supply Se and the internal production of entropy Si,
i. e.
d
dt
H(B, t) = Si(B, t) + Se(B, t) . (2.40)
The balance of entropy can be written for the overall aggregate and the individual con-
stituent ϕα yielding
d
dt
∫
B
ρ η dv = −
∫
∂B
q
θ
· n da+
∫
B
ρ r
θ
dv +
∫
B
ηˆ dv ,
dα
dt
∫
B
ρα ηα dv = −
∫
∂B
qα
θα
· n da +
∫
B
ρα rα
θα
dv +
∫
B
ηˆα dv .
(2.41)
Therein, η and ηα denote the entropy density, θ and θα the absolute Kelvin’s temperature,
and ηˆ and ηˆα the entropy production each associated with the overall mixture and the
constituent ϕα, respectively. Moreover, note that the relations ρ r/θ, ρα rα/θα, q/θ and
qα/θα are introduced as a priori constitutive assumptions, see Ehlers [54, 58, 60] and
references therein.
By incorporating the overall and aggregate mass balances, the local forms of the entropy
inequality of the overall aggregate and of the constituents ϕα, respectively, read
ρ η˙ = −div q
θ
+
ρ r
θ
+ ηˆ , ρα (ηα)′α = −div
qα
θα
+
ρα rα
θα
+ ζˆα ,
where ηˆα = ζˆα + ρˆαηα .
(2.42)
Therein, ζˆα is the direct entropy production associated with the constituent ϕα. Finally,
the entropy inequality of the overall aggregate is obtained by a priory assuming that the
entropy production of the mixture is always equal (fully reversible processes) or larger
than zero (dissipative actions), i. e. ηˆ ≥ 0. Consequently, one obtains
ηˆ =
∑
α
ηˆα =
∑
α
[ ρα(ηα)′α + ρˆ
αηα + div
qα
θα
− ρ
α rα
θα
] ≥ 0 . (2.43)
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With the help of the energy balance and the definition of the Helmholtz free energy ψα :=
εα−θαηα, the relation (2.43) can be reformulated and yields the so-called Clausius-Duhem
inequality, viz.:∑
α
1
θα
{
Tα · Lα − ρα [ (ψα)′α + (θα)′αηα ]− pˆα ·
′
xα−
−ρˆα(ψα + 1
2
′
xα · ′xα)− q
α
θα
· grad θα + eˆα
}
≥ 0 .
(2.44)
Chapter 3:
Constitutive Models
The addressed Abaqus-PANDAS co-simulation approach offers a wide range of application
possibilities. In order to illustrate its diversity, selected volume-coupled multi-field prob-
lems from different engineering disciplines, in particular, soil mechanics and multiphasic
flow processes, are solved as showcases. In this regard, proceeding from the previously
discussed TPM modelling framework, the present chapter is dedicated to the derivation of
the underlying material models, where, initially, a more general dynamic triphasic model is
set up. In particular, the model comprises an elasto-plastic porous scaffold incorporating
an isotropic-kinematic hardening model and two pore fluids, namely the incompressible
pore liquid and the compressible pore gas, both percolating independently through the
pore space. Subsequently, having the efficient solution of a particular physical process in
mind, the dynamic triphasic model will be simplified, such that more dedicated models
tailored to specific application scenarios are obtained. In particular, the simplification
yields the quasi-static triphasic model, which is constrained to slow processes, and the
dynamic hybrid model, where the pore space is occupied by an inseparable mixture of pore
liquid and pore gas. Note that, from the latter, furthermore the dynamic liquid-saturated
model is obtained.
3.1 Dynamic Triphasic Model
The triphasic model consists of the solid skeleton (α = S), the materially incompressible
pore liquid (α = L) and the materially compressible pore gas (α = G). In order to simplify
the upcoming derivation process, the following modelling constraints are imposed:
Prelimary constraints
isothermal conditions: θα = θ = const.
equal body forces: ραbα = ραg
no mass production/mass exchange: ρˆα = 0
incompressible solid/liquid: ρSR = const. , ρLR = const.
compressible gas: ρGR 6= const.
small deformations: ES ≈ AS
TS ≈ τ S ≈ PS ≈ SS
TS = (TS)T
(3.1)
In particular, aiming at the investigation of isothermal processes, the temperature of the
individual constituents are assumed to be constant, i. e. θ = θα = const. Moreover, the
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individual phases are exposed to the same body forces, viz. gravitational acceleration, i. e.
ραbα = ραg, where g denotes the gravitational acceleration vector. Furthermore, mass
production, and thereby mass-exchange processes between the individual constituents, are
prohibited, i. e. ρˆα = 0. The solid and the liquid constituents are materially incompress-
ible, i. e. the realistic solid and liquid densities, ρSR and ρLR, are constant, while the pore
gas is treated as materially compressible, i. e. the realistic gas density ρGR is variable.
The deformation of the solid skeleton is confined to the small-strain regime. Consequently,
there is no need to distinguish the strain and stress measures in the different configura-
tions, i. e. ES ≈ AS and TS ≈ τ S ≈ PS ≈ SS. Moreover, aiming also at the simulation of
geomechanical problems, the deformation behaviour of granular assemblies is of especial
interest. In particular, the macroscopic behaviour of granular materials is mainly gov-
erned by the micro-structural grain motions, e. g., grain sliding and rolling1. However,
according to Ehlers & Scholz [69], the grain rotations can be neglected when the solid
deformation is confined to the small strain regime and therefore, for the purpose of this
monograph, the solid skeleton is treated as a non-polar material. In consequence, for the
solid skeleton, the partial stress tensor is assumed to be symmetric, i. e. TS = (TS)T , and
only the symmetric part of the strain-rate tensor LS, viz. DS, is utilised.
3.1.1 Balance relations
To begin with, the governing balance laws, in particular, the mass and momentum bal-
ances, are derived. Additionally, the entropy inequality is evaluated in order to identify
constraints for the sake of a thermodynamically consistent modelling procedure.
Balance of mass
In the absence of mass production or mass exchange processes, i. e. ρˆα = 0, the local mass
balance (2.28)2 reads
(ρα)′α + ρ
α div
′
xα = 0 . (3.2)
At first, the attention is drawn to the solid skeleton (α = S). With the help of the
incompressibility constraint of the solid phase, ρSR = const. → (ρSR)′S = 0, the solid
mass balance can be reformulated to yield the solid volume balance,
(ρS)′S + ρ
Sdiv
′
xS = (n
SρSR)′S + ρ
Sdiv
′
xS = 0 −→ (nS)′S + nSdiv
′
xS = 0 , (3.3)
which can be integrated analytically over time, see, e. g., Wagner [196]:
nS = nS0S (detFS)
−1 . (3.4)
By incorporating the small-strain assumption, a linearisation of detFS around the unde-
formed state is reasonable. Consequently, the solid volume fraction is computed via
nS = nS0S (1− DivS uS) ≈ nS0S (1− divuS) . (3.5)
1Therefore, granular materials are generally denoted as micro-polar materials
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Therein, nS0S denotes the solid volume fraction in the reference configuration. Moreover,
DivS (·) and div (·) are the divergence operator with respect to the reference and the
current configuration, respectively.
Next, the mass balances of the pore-fluid constituents are elaborated. In particular, the
partial mass balances (3.2) are rewritten for the pore liquid (α = L) and for the pore gas
(α = G), where the former can be further simplified to a volume balance by incorporating
the materially incompressibility of the pore liquid, viz. ρLR = const. → (ρLR)′L = 0.
Subsequently, the volume balance of the pore liquid and the mass balance of the pore gas
read
(nL)′L + n
Ldiv vL = 0 and (ρ
G)′G + ρ
Gdiv vG = 0 , (3.6)
respectively, which are reformulated, by utilising the material time derivative (2.6)2,
(nL)′L = (n
L)′S + gradn
L ·wL and (ρG)′G = (ρG)′S + grad ρG ·wG , (3.7)
to yield their final forms:
0 = (nL)′S + n
L div (uS)
′
S + div (n
LwL) ,
0 = nG(ρGR)′S + ρ
GR(nG)′S︸ ︷︷ ︸
= (ρG)′S = (n
GρGR)′S
+nGρGR div (uS)
′
S + div (n
GρGRwG) .
(3.8)
Balance of momentum
By incorporating the assumption of equal gravitational acceleration, i. e. ραbα = ραg, the
partial momentum balance (2.31)2 is reformulated to read
ρα
′′
xα = divT
α + ρα g + pˆα . (3.9)
Subsequently, (3.9) is rewritten with respect to the individual constituents, i. e. α ∈
{S, L,G}, in order to obtain the particular momentum balances of the solid, the pore
liquid and the pore gas,
ρS
′′
xS = divT
S + ρSg + pˆS ,
ρL [ (vL)
′
S + (gradvL)wL ] = divT
L + ρLg + pˆL ,
ρG [ (vG)
′
S + (gradvG)wG ] = divT
G + ρLg + pˆG ,
(3.10)
respectively. Note that, therein, the material time derivatives (2.9)1 have been exploited.
Instead of proceeding with the respective momentum balance of the individual phases, it
is more convenient in most applications to replace the solid momentum balance by the
momentum balance of the overall aggregate. It is obtained via a summation of the partial
momentum balances and reads
ρS (vS)
′
S + ρ
L [ (vL)
′
S + (gradvL)wL ] + ρ
G [ (vG)
′
S + (gradvG)wG ] =
= div (TS +TL +TG) + (ρS + ρL + ρG)b ,
(3.11)
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where, according to (2.32)4, the overall aggregate is momentum conserving and, therefore,
the sum of the individual direct momentum productions has to vanish, i. e.
pˆS + pˆL + pˆG = 0 . (3.12)
Entropy inequality
In contrast to the previously elaborated balance laws, the entropy inequality does not
provide an additional governing relation. Instead, it serves for the thermodynamically
consistent modelling by providing constraints to be imposed on the constitutive modelling
process. In this regard, constrained to isothermal processes, i. e. θ = θα = const. →
grad θα = 0, (θ)′α = 0, and neglecting of mass-productions processes, i. e. ρˆ
α = 0, the
Clausius-Duhem inequality (2.43) recasts to the so-called Clausius-Planck inequality:
Dint =
∑
α
[Tα ·Dα − ρα(ψα)′α − pˆα ·
′
xα ] ≥ 0 . (3.13)
Therein, Dint represents the internal dissipation of the mechanical energy. For Dint = 0 the
process is fully reversible, whereas for Dint > 0 the process is irreversible as a consequence
of dissipative actions, such as inelastic deformations of the solid skeleton, or the viscous
pore-fluid motion.
For arbitrary processes, the saturation constraint (2.1)1 has to be always fulfilled. Con-
sequently, it needs to be imposed as a side constraint on the thermomechanical problem.
In particular, its material time derivative with respect to the motion of the solid skeleton,
herein utilising the mass balance of the pore gase and the volume balance of the pore
liquid, see Appendix A for details,
1 = nS + nL + nG −→ 0 =− [(nS)′S + (nL)′S + (nG)′S]
= nSdivvS + gradn
L ·wL + nLdivvL+
+
nG
ρGR
(ρGR)′G + gradn
G ·wG + nGdivvG ,
(3.14)
is multiplied with the yet undetermined Lagrange multiplier P and added to the entropy
inequality (3.13):
0 ≤ (TS + nSP I )︸ ︷︷ ︸
TSE
·DS + (TL + nLP I )︸ ︷︷ ︸
TLE
·DL + (TG + nGP I )︸ ︷︷ ︸
TGE
·DG−
− [ ρS(ψS)′S + ρL(ψL)′L + ρG(ψG)′G ] + P
nG
ρGR
(ρGR)′G−
− ( pˆL − P gradnL )︸ ︷︷ ︸
pˆLE
·wL − ( pˆG − P gradnG )︸ ︷︷ ︸
pˆGE
·wG .
(3.15)
Herein, proceeding from the symmetry of the strain tensor, the relation div (vα) = Lα ·I =
Dα · I has been utilised. Furthermore, the relationships pˆS = −(pˆL + pˆG), see (3.12),
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and wβ = vβ − vS, see (2.9)1, have been exploited. In (3.15), (·)αE denote the so-called
extra quantities, see Truesdell & Noll [188], and ψα are the Helmholtz free energies. As
these quantities cannot be evaluated from the balance equations with the knowledge of
the initial conditions and the full state of motion, following the principle of determinism,
suitable constitutive relations for yet undefined response functions
R = {ψα , TαE , pˆβE } (3.16)
need to be proposed. Proceeding from the principle of equipresence, the response functions
R(V) depend on a set of process variables V, which define the initial and the current state
of the aggregate. With respect to multiphasic materials under isothermal conditions, the
following set of process variables can be specified, see Ehlers [54, 55]:
V = {nα, gradnα, ραR, grad ραR, FS, gradFS, ′xβ, grad ′xβ, Xα } . (3.17)
In what follows, the set of process variables is simplified, thereby exploiting the fun-
damental thermodynamical principles of equipresence, determinism, local action, frame
indifference and dissipation, see, e. g., Truesdell [187], Noll [148] and Coleman & Noll
[42]. At first, following the argumentation of Bowen [25, 26], merely actions at the mate-
rial point P α and its immediate vicinity are considered and, consequently, the principle of
local actions is applied. Moreover, assuming the homogeneous distribution of the material
quantities in the reference configuration, the dependency of Xα is eliminated. In order to
account for the principle of frame indifference, the pore-fluid velocities
′
xβ are, on the one
hand, replaced by the seepage velocities wβ, and, on the other hand, by the symmetric
part Dβ of the velocity gradient. Both are independent of the position of the observer, see
Ehlers [54]. Finally, the dependencies of the volume fractions nα, with α ∈ {S, L,G}, on
the remaining process variables, i. e. nS = nS(FS), n
L = nL(nF , sL) and nG = nG(nF , sG),
are exploited. Note that in the latter two, the saturation condition (2.2) has been utilised.
The relationship nS = nS(FS) motivates the elimination of n
S and, consequently, of nF
due to the dependency nF = nF (nS). Subsequently, the saturation condition (2.2), i. e.
sL = sL(sG), suggests the drop of either the pore-liquid or the pore-gas saturation from
the set of process variables.
In consequence, the following set of process variables is defined:
V˜ = {sL, ρGR, FS, wβ, Dβ } . (3.18)
Following, the principle of phase separation, see Ehlers [53], whereupon each constituent
depends on its own process variables, the following dependencies on the Helmholtz free
energies can be proposed:
ψS = ψS(FS) , ψ
L = ψL(sL) , ψG = ψG(ρGR) . (3.19)
At first, the attention is drawn to the evaluation of the dependency ψS(FS)
2. To begin
with, proceeding from the framework of finite elasto-plasticity, the deformation gradient
2Note that the dependency ψS(FS) can also be expressed in terms of the strain measures, e. g.,
ψS(ES) or ψ
S(AS), as the deformation gradient FS can be, via a polar decomposition, split into a rigid
body rotation and a stretch. Herein, the former is invariant with respect to the reference frame of an
observer (principle of frame indifference), see Ehlers [54], or, in other words, the Helmholtz free energy
merely depends on the material stretch, but not on the rigid body motions.
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FS is multiplicatively decomposed in an elastic part FSe and a plastic part FSp, thereby,
introducing a stress-free intermediate configuration by virtually cutting the body into
finite stress-free pieces, see, e. g., Lee [126], Haupt [96], Ehlers [55]. The multiplicative
decomposition of the deformation-gradient tensor results in an additive decomposition
of the Green-Lagrangean strain tensor ES, see Lee [126], which can then, under the
assumption of small strains, linearised around the reference configuration to obtain the
linearised solid strain tensor εS, i. e.
ES =
1
2
(FTS FS − I) with FS = FSeFSp
−→ εS = εSe + εSp = lin (ESe + ESp) = linES .
(3.20)
Therein, εSe and εSp denote the linearised elastic and plastic parts, respectively, of the
linearised total strain tensor,
εS :=
1
2
(GradS uS +Grad
T
S uS) . (3.21)
Subsequently, the dependencies of the Helmholtz free energy function of the elasto-plastic
solid skeleton are elaborated in more detail. In particular, proceeding from purely elastic
loading conditions, e. g. during unloading, the change in the partial Cauchy stresses has
to be independent of the previous plastic deformations. Therefore, based on an idea of
Green & Naghdi [87], the following additive decomposition of the free energy function is
proposed:
ψS(εSe, εSp, αi) = ψ
Se(εSe) + ψ
Sp(εSp, αi) . (3.22)
Herein, ψSe(εSe) denotes the elastic contribution, whereas ψ
Sp(εSp, αi) is the plastic part
governed by the scalar-valued internal variables αi, which are associated with isotropic-
hardening mechanisms, and by the plastic strain tensor εSp, which is related to the
kinematic-hardening process, see Ehlers [55]. Note that ψSp is only active at the on-
set of plastic deformations. Carrying out the material time derivatives of the Helmholtz
free energies with respect to the corresponding constituents gives
ρS0S(ψ
S)′S = ρ
S
0S
∂ψSe
∂εSe
· (εSe)′S + ρS0S
∂ψSp
∂εSp
· (εSp)′S + ρS0S
∂ψSp
∂αi
(αi)
′
S ,
ρL(ψL)′L = ρ
L ∂ψ
L
∂sL
(sL)′L =
= ρL
∂ψL
∂sL
1
nF
[(sLnF )′L − sL(nF )′L] =
= ρL
∂ψL
∂sL
1
nF
[(nL)′L + s
L(nS)′L] =
= −ρL ∂ψ
L
∂sL
1
nF
(nLdiv vL + s
LnSdiv vS − sLgradnS ·wL) ,
ρG(ψG)′G = ρ
G ∂ψ
G
∂ρGR
(ρGR)′G .
(3.23)
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In (3.23)2, the volume balances of the pore liquid and solid skeleton have been exploited
3.
Subsequently, by incorporating the relation (εS)
′
S = (εSe)
′
S + (εSp)
′
S and the assumption
of the symmetry of the strain tensors, which gives div (vα) = I ·Dα, the entropy inequality
(3.15) is recast to take the form:
0 ≤ (σSE +
ρL
nF
∂ψL
∂sL
sLnSI︸ ︷︷ ︸
σSEm
− ρS0S
∂ψSe
∂εSe
) · (εSe)′S + (P
nG
ρGR
− ρG ∂ψ
G
∂ρGR
) (ρGR)′G+
+ (σSE +
ρL
nF
∂ψL
∂sL
sLnSI︸ ︷︷ ︸
σSEm
−ρS0S
∂ψSp
∂εSp
) · (εSp)′S − ρS0S
∂ψSp
∂αi
(αi)
′
S +
+ (TLE +
ρL
nF
∂ψL
∂sL
nLI︸ ︷︷ ︸
TLEm
) ·DL +TGE ·DG − pˆGE ·wG − ( pˆLE +
ρL
nF
∂ψL
∂sL
sLgradnS︸ ︷︷ ︸
pˆLEm
) · wL .
(3.24)
Therein, the summarised terms of the type (·)αEm denote the pure mechanical extra quan-
tities. In particular, σSEm is the geometrical linear elastic solid extra stress tensor, and
TLEm and T
G
E are the dissipative friction forces of the viscous pore liquid and of the viscous
pore gas, respectively.
Following the evaluation procedure of Coleman & Noll [42], any addend has to satisfy the
entropy inequality on its own for arbitrary values of the process variables. In particular,
from the former two addends, which are denoted as the equilibrium (reversible) part due
to their energy-storing capabilities, one can perceive
(σSEm − ρS0S
∂ψSe
∂εSe
) · (εSe)′S = 0 −→ σSEm = ρS0S
∂ψSe
∂εSe
=
∂ΨSe
∂εSe
,
(P n
G
ρGR
− ρG ∂ψ
G
∂ρGR
) (ρGR)′G = 0 −→ P = (ρG)2
∂ψG
∂ρGR
.
(3.25)
Therein, ΨSe denotes the volume-specific Helmholtz free energy function. Moreover, by
utilising the definitions of the effective Cauchy stresses, σSE , T
L
E and T
G
E , and of the direct
momentum productions, pˆGE and pˆ
L
E from (3.15), the following relations can be identified
from the entropy inequality (3.24):
σSEm = T
S + (P + ρ
L
nF
∂ψL
∂sL
sL)nS I ,
TGE = T
G + nGP I , TLEm = TL + (P +
ρL
nF
∂ψL
∂sL
)nL I ,
pˆGE = pˆ
G −Pgrad nG , pˆLEm = pˆL − Pgrad nL +
ρL
nF
∂ψL
∂sL
sLgradnS .
(3.26)
3On the one hand, the relation (nL)′L = −div vL, which proceeds from the volume balance of the
pore liquid (3.6)1, has been used. On the other hand, the material time derivative of the solid volume
fraction with respect to the pore liquid, viz. (nS)′L = (n
S)′S + grad n
S ·wL, and, herein, the expression
(nS)′S = −div (vS), which results from the solid volume balance (3.3), has been utilised.
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Therewith, following Ehlers [60], the effective pore-gas pressure pGR and the effective
pore-liquid pressure pLR can be identified with the help of (3.25)4:
pGR := P = (ρG)2 ∂ψ
G
∂ρGR
, pLR := P + ρ
L
nF
∂ψL
∂sL
. (3.27)
Subsequently, the prominent Dalton’s law,
pFR = sL pLR + sG pGR , (3.28)
is exploited. It states that the effective pressure of the overall pore-fluid mixture pFR is
given by the sum of the partial pore-fluid pressures, sβ pβR with β ∈ {L,G}. In contrast
to the effective pressures of a constituent, which act on the area element of the pore space
associated with a particular pore-fluid constituent, the partial pressure is applied on an
area element related to the entire pore space and can, therefore, be understood as a pore-
space averaged pressure. Subsequently, by utilising (3.27)1,(3.27)2 and the saturation
condition4, Daltons law (3.28) can be recast to read
pFR = sLpLR + sGpGR = sL(P + ρ
L
nF
∂ψL
∂sL
) + (1− sL)P = P + sL ρ
L
nF
∂ψL
∂sL
. (3.29)
A comparison between (3.29) and (3.26)1 reveals the relation for the effective pressure of
the pore-fluid mixture:
σSEm = T
S + (P + ρ
L
nF
∂ψL
∂sL
sL︸ ︷︷ ︸
pFR
)nS I . (3.30)
In the next step, the entropy inequality (3.24) is investigated with respect to the dissipative
actions. In this regard, the reversible contributions are neglected and the remaining parts
are gathered in the dissipation inequality. Again, the individual addends have to fulfil
the inequality on their own, i. e. they have to be greater or equal to zero, for arbitrary
process variables. The dissipation inequality reads
D =
DS ≥ 0︷ ︸︸ ︷
(σSEm − ρS0S
∂ψSp
∂εSp
) · (εSp)′S − ρS0S
∂ψSp
∂αi
(αi)
′
S +
+TLEm ·DL − pˆLEm ·wL +TGE ·DG − pˆGE ·wG︸ ︷︷ ︸
DF ≥ 0
≥ 0 .
(3.31)
At first, the attention is drawn to the examination of the internal dissipation DS associated
with the solid skeleton. The following constraints can be deduced:
(σSEm − ρS0S
∂ψSp
∂εSp
) · (εSp)′S ≥ 0 and − ρS0S
∂ψSp
∂αi
(αi)
′
S ≥ 0 . (3.32)
4In fact, the saturation condition (2.1)2 is reformulated before usage, i. e. s
G+sL = 1 → sG = 1−sL.
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Herefrom, following Ehlers [54], the translation tensor associated with the kinematic hard-
ening, i. e. the back-stress tensor YSE, and, according to Avci [10], the internal stresses
ti = ti(αi) related to the isotropic hardening, can be identified:
YSE = ρ
S
0S
∂ψSp
∂εSp
, ti = −ρS0S
∂ψSp
∂αi
. (3.33)
Consequently, the stress tensor σSEm in the shifted principal stress space is computed via
σSEm = σ
S
Em −YSE . (3.34)
Note that the dissipative properties DS are only active during plastic deformation.
Following this, the evaluation of the internal dissipations due to the motion of the pore
fluids is addressed. To begin with, the dissipation inequality associated with the pore
fluids, DF in (3.31), is further simplified. In this regard, it can be shown by carrying out
a dimensional analysis, see Ehlers et al. [64], that the pore-fluid extras stresses TβE can
be a priori neglected in relation to the corresponding direct momentum productions, i. e.
divTβE ≪ pˆβE −→ TβE ≈ 0 . (3.35)
Consequently, the dissipation inequality DF simplifies to
DF = −pˆLEm ·wL − pˆGE ·wG ≥ 0 , (3.36)
which, consequently, motivates an ansatz for pˆLEm and pˆ
G
E to be, for instance, negative
proportional to the seepage velocities wβ, i. e. pˆ
L
Em ∝ (−wL) and pˆGE ∝ (−wG).
Following this, the mechanical extra momentum production pˆLEm, see (3.26)5, can be
reformulated exploiting the saturation condition5 and the product rule,
pˆLEm = pˆ
L − Pgrad nL + ρ
L
nF
∂ψL
∂sL
sLgradnS =
= pˆL − Pgrad nL + ρ
L
nF
∂ψL
∂sL
[−sLgradnF ] =
= pˆL − Pgrad nL + ρ
L
nF
∂ψL
∂sL
[ grad (sLnF )− nFgrad sL] =
= pˆL − (P + ρ
L
nF
∂ψL
∂sL
)grad nL − ρ
L
nF
∂ψL
∂sL
nFgrad sL ,
(3.37)
and, finally, a comparison with (3.27) identifies
pˆLEm = pˆ
L − pLRgrad nL − ρ
L
nF
∂ψL
∂sL
nFgrad sL . (3.38)
5In fact, the saturation condition, see (2.1)1, is reformulated, i. e. n
S + nF = 1 −→ nS = 1 − nF ,
from which relation grad nS = −grad nF is obtained.
32 3 Constitutive Models
Finally, for the sake of a clear representation, the thermodynamic constraints to be im-
posed on the constitutive modelling are summarised as follows:
Summarised thermodynamic restrictions
σS = −nS pFR I+ σSEm ,
TL = −nL pLR I+TLE ≈ −nL pLR I with TLE ≈ 0 ,
TG = −nG pGR I+TGE ≈ −nG pGR I with TGE ≈ 0 ,
pˆL = pLRgrad nL +
ρL
nF
∂ψL
∂sL
nFgrad sL + pˆLEm ,
pˆG = pGR gradnG + pˆGE .
(3.39)
Note that a further evaluation of the term associated with grad sL in (3.39)4 requires
the identification of the wetting and non-wetting pore fluids which, however, strongly
depends on the material pairings and is, therefore, application-specific. In this regard,
refer to Section 3.1.3 for the details on the treatment within the partially saturated zone
and to Section 6.3 for the particulars in the scope of the VARTM procedure.
3.1.2 Solid skeleton
The present section concerns the description of the solid skeleton, which, having soil-
mechanical applications in mind, is considered as an assembly of soil grains. In this
regard, the macroscopic behaviour of the entire granular assembly strongly relies on the
microstructural grain-to-grain interaction. More precisely, it depends, on the one hand, on
the grain geometry, and, on the other hand, on the intergranular frictional forces6. If the
intergranular force is below a specific threshold, the granular configuration is unchanged
and the macroscopic behaviour merely originates from the elasticity of the individual
grains. Therefore, the deformation is fully reversible, i. e. purely elastic. In contrast, if the
force exceeds the threshold, grain motions, such as grain sliding and rolling, are triggerd,
thereby leading to macroscopic plastic deformations. These irreversible deformations are
usually accompanied by macroscopic hardening or softening effects. With this in mind, a
suitable modelling framework is provided by the elastoplasticity. Herein, the evaluation
whether the current stress state yields purely elastic, or elasto-plastic deformations, is
made based on the so-called yield criterion F . Herein, the deformation is purely elastic for
F < 0 and elasto-plastic for F = 0. Note that, once plastic deformations are commenced,
the load cannot increase any further unless the elastic domain is altered through a suitable
hardening law, where the so-called failure surface ultimately bounds all admissible stress
states.
For the purpose of this contribution, the experimentally validated solid-skeleton descrip-
tion of Ehlers & Avci [61] is used. In particular, based on comprehensive material tests,
6Therefore, granular media are often denoted as so-called frictional materials.
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they propsed an elasto-plastic formulation incorporating an isotropic hardening model
and a stress-dependent failure surface. Note that the experiments have been carried out
merely under quasi-static monotonic loading conditions. Therefore, the model cannot re-
produce physical phenomena, which are only observed during (dynamic and quasi-static)
cyclic loading conditions. In particular, due to the granular microstructure, the soils ex-
hibit an anisotropic material behaviour, which strongly depends on the preceded loading
history, see, e. g., Santamarina et al. [167] or Ko & Scott [115]. This anisotropy is of par-
ticular importance upon the stress reversal under cyclic loading conditions. In this regard,
see, for instance, the experimental results of Arslan [9], where a gradual accumulation of
plastic deformations was observed during pure deviatoric and pure isotropic loading. To
mimic this particular behaviour of granular matter, kinematic hardening models, which
have initially developed to describe metal plasticity, are well suited. A reason for that
can be found in the similarities between the dislocation movement in solid materials, e. g.
metals, known as the Bauschinger effect [16], and the grain motion as well as the grain-
to-grain interaction. Through a kinematic hardening model the yield surface is rotated
or translated within the principal stress space. An example of the former can be found
in Mro´z [146], where the yield surface is allowed to tilt over the hydrostatic axis of the
principal stress space. In contrast, other authors, for instance Armstrong & Frederick [8]
and de Boer & Brauns [22], follow the latter approach, which can be considered as more
suitable for granular matter as it, in contrast to the rotational hardening, additionally al-
lows for a plastic strain accumulation during cyclic isotropic compression. In consequence,
together with the already utilised isotropic hardening model of Ehlers & Avci [61], the
present solid-skeleton description yields a combined isotropic-kinematic hardening model.
Following the elasto-plastic modelling framework, this section comprises the individual
model components, in particular, the description within the elastic domain, the yield
criterion, the evolution of the plastic strains, the isotropic and the kinematic hardening
models, and the stress-dependent failure surface. Note that, for the sake of a clearer
representation, the subscript associated with the mechanical part of the solid extra stress,
see Expression (3.24), is dropped in the following, i. e. σSE = σ
S
Em and σ
S
E = σ
S
Em.
Elastic domain
Proceeding from the comprehensive experimental investigations, Ehlers & Avci [61] pro-
posed the volume-specific Helmholtz free-energy function
ΨSe = µS εDSe · εDSe +
+
1
2
(kS0 − kS1 ) (εVSe)2 − kS1 (εVSe crit)2
[
ln
(
εVSe crit − εVSe
εVSe crit
)
+
εVSe
εVSe crit
]
,
(3.40)
from which, with the help of relation (3.25)1, an expression for the elastic stress is deduced:
σSE :=
∂ΨSe
∂εSe
= 2µS εDSe +
[
kS0 + k
S
1 (
εVSe crit
εVSe crit − εVSe
− 1)
]
εVSe I . (3.41)
Therein, εVSe = εS · I is the volumetric elastic strain and εDSe = εSe− 1/3 εVSe I denotes the
deviatoric elastic strain. Moreover, µS is the constant elastic shear modulus, kS0 and k
S
1
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are the volumetric bulk moduli, and εVSe crit is the critical volumetric strain given by
εVSe crit = 1−
nSmax
nSP
. (3.42)
Herein, nSmax defines the densest packing related to the point of compaction. In this regard,
proceeding from the multiplicative decomposition of the solid deformation gradient (3.20),
the solidity relation (3.4) can be reformulated to yield
nS = nS0S(detFp)
−1(detFe)
−1 , (3.43)
where, confined to the small strain regime, its linearisation is sufficiently accurate. It
reads, see Ehlers & Scholz [69],
nS = nS0S(1− εVS ) = nS0S(1− εVSp)(1− εVSe) = nSp (1− εVSe) . (3.44)
Therein, nSp = n
S
0S(1 − εVSp) denotes the plastic volume fraction formally associated with
the locally unloaded stress-free plastic intermediate configuration.
Yield surface
In the related literature, many authors have proposed various yield-surface descriptions,
especially tailored to the unique characteristics of granular materials, where the depen-
dency of the allowable shear stress on the hydrostatic stress state is of particular interest.
In this regard, proceeding from the prominent Mohr-Coulomb model, see, e. g., Schad
[170], and the model of Drucker & Prager [52], further enhancements gave birth to the
so-called Cam-Clay (Cambridge Clay) models, see Schofield & Wroth [174], and the cap-
models, see, e. g., Roscoe & Burland [165], Arslan [9], Lade [121] or Vermeer [192].
σ1
σ2
σ3
Iσ
−Iσ
Figure 3.1: Single-surface yield criterion for cohesive-frictional materials in the principal stress
space of σSE.
For the purpose of this monograph, the description of the yield surface follows the single-
surface approach of Ehlers [56], where, in contrast to the above mentioned criteria, the
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elastic domain is bounded by a continuously differentiable formulation, see Figure 3.1.
From a numerical point of view this is an advantageous property, as the evolution of the
plastic strains is uniquely defined (see next paragraph). The single-surface yield criterion
reads
F =
√
ΓII
D
σ +
1
2
αI
2
σ + δ
2I
4
σ + βIσ + ε+ I
2
σ − κ = 0 ,
Γ = (1 + γ
III
D
σ
(II
D
σ )
3/2
)m.
(3.45)
Therein, Iσ, II
D
σ and III
D
σ are the first principal invariant of σ
S
E and the (negative) second
and third principal invariants of the effective stress deviator (σSE)
D, all given in the shifted
principal stress space. The material parameter sets
Sh = (δ, ε, β, α, κ)T and Sd = (γ,m)T (3.46)
define the shape of the yield surface in the hydrostatic (Sh) and deviatoric plane (Sd).
To decide whether the current load increment corresponds to a plastic or neutral loading
or an unloading, the loading criterion,
∂F
∂σSE
· (σSE)′S

> 0 : plastic loading ,
= 0 : neutral loading ,
< 0 : unloading ,
(3.47)
needs to be checked. Herein, ∂F/∂σSE (associated plasticity) denotes the yielding direction
and (σSE)
′
S the load increment.
Evolution of the plastic strains
At the onset of plastic deformations, the evolution of the plastic-strain tensor needs to be
evaluated. In this regard, the flow rule
(εSp)
′
S = Λ
∂G
∂σSE
(3.48)
is utilised, where Λ is the plastic multiplier and G is the plastic potential, which, following
the proposal of Mahnkopf [134], is given by
G =
√
ψ1II
D
σ +
1
2
α I
2
σ + δ
2I
4
σ + ψ2β Iσ + ǫ I
2
σ . (3.49)
Therein, ψ1 and ψ2 are material parameters, which serve to relate the dilatation angle νD,
i. e. the ratio between the fractions of the plastic-strain evolution in the deviatoric and
hydrostatic direction, respectively, see Figure 3.2, to experimental data.
Herein, supported by the experimental findings of Yamada & Ishihara [210] and Lade &
Duncan [123], who revealed that the evolution of the plastic strains is nearly coaxial in the
deviatoric stress plane in the principle stress space, the plastic potential is independent of
the third stress invariant IIIDσ resulting in a circular cross-sectional shape in the deviatoric
plane.
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Figure 3.2: Sketch of the evolution of the plastic flow in the hydrostatic (left) and deviatoric
plane (right).
Remark: Note that, with respect to the scope of granular media, or frictional
materials in general, the concept of so-called non-associated plasticity is exploited
for the purpose of this monograph. Herein, in contrast to the associated plasticity,
the plastic potential is not equal to the yield surface, i. e. F 6= G, as, following the
experimental observations of Lade [122], an associated flow rule would overestimate
the dilatation angle νD. ✷
Subsequently, the plastic-strain evolutions are found from the dissipation inequality (3.32)1,
viz.
σSE · (εSp)′S ≥ 0 . (3.50)
Note that, herein, the relations (3.33)1 and (3.34) have been incorporated. In particular,
εSp and Λ need to be found in a way to maximise the internal dissipation, which is often
referred to as the principle of maximum plastic dissipation (PMD), where the constraints
imposed by the Karush-Kuhn-Tucker (KKT) conditions, given by
F ≤ 0 , Λ ≥ 0 , ΛF = 0 (3.51)
need to be considered. The KKT conditions ensure, firstly, that the stress state satisfies
the yield criterion (F ≤ 0), secondly, that the plastic-strain evolution is in direction of
∂G/∂σSE (Λ ≥ 0) and, lastly, that the former two are satisfied simultaneously (ΛF = 0),
which is referred to as the complementary slackness theorem in the related literature, see,
e. g., Boyd & Vandenberghe [27].
Upon plastic loading, additionally, the so-called consistency condition7,
(F )′S =
∂F
∂σSE
· (σSE)′S +
∑
pi
∂F
∂pi
· (pi)′S +
∂F
∂YSE
· (YSE)′S = 0 , (3.52)
needs to be satisfied8, where pi ∈ {β, δ, ǫ, γ} defines the set of yield-surface parameters
to be altered through isotropic hardening. The consistency condition guarantees that the
7In order to emphasise that the consistency is only valid upon plastic deformations, it is commonly
given through Λ(F )′S = 0 as well.
8Instead of the consistency conditions, the so-called predictor-corrector scheme ensures the validity
of the stress state during the numerical computation, see Section 4.3.1 for details.
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stress point satisfies the yield criterion (3.51)1, i. e. it remains on the yield surface, upon
plastic loading.
At the onset of plastic deformations, the plastic strains may accumulate in local areas,
often referred to as localisation problem, thereby forming the so-called shear bands, see,
e. g., Oka et al. [151] or Ehlers et al. [65]. It can be observed from experiments that the
thickness of the developing shear bands is related to a micro-structural length scale, for
instance, the average grain size, see, e. g., Wolf et al. [204]. In contrast, in the theoretical
description a length scale does not yet exist and, consequently, the shear band will be
represented by a singular surface. From a mathematically point of view, the initially well-
posed problem turns into an ill-posed problem. In this regard, according to Hadamard
[90], a problem is said to be well-posed if a solution exists, the solution is unique and the
solution continuously depends on the initial data. An ill-posed problem fails to satisfy
at least one of these three criteria. To cope with that, it needs to be regularised, in
particular, with respect to the given plasticity framework, an internal length scale needs
to be introduced, which limits the shear-band thickness. An investigation of different
regularisation methods, applied to the elasto-plastic problems within the scope of soil
mechanics, is provided in Ammann [6]. In this regard, the present problem is regularised
by introducing a rate-dependent elasto-viscoplasticity model, which implicitly introduces
an internal length scale to limit the shear-band thickness. In particular, the overstress
concept of Perzyna [155] is introduced:
Λ =
1
η
〈 F
σ0
〉r
or Λη
〈
σ0
〉r
=
〈
F
〉r
. (3.53)
Therein,
〈 · 〉 are the Macaulay brackets, η is the relaxation time (viscosity parameter),
σ0 the reference stress and r the viscoplastic exponent. Note that for r = 1 and η = 0,
relation (3.53) reassembles the elasto-plastic formulation. Therefore, it is preferred to set
η to very small values, viz. η → 0. The influence of the relaxation time on the shear-band
thickness is extensively discussed in Ammann [6].
Isotropic and kinematic hardening
Any macroscopic plastic deformation of a granular assembly is accompanied by hardening
or softening effects. They can be described through isotropic or kinematic hardening
models. In particular, an isotropic hardening model alters the shape of the yield surface,
e. g. via expansion or shrinkage, from its initial state F0 towards F˜ through a variation of
the yield surface parameters, see Figure 3.39. On the other hand, the kinematic hardening
model shifts the yield locus from its initial position O towards O via the back-stress tensor
YSE, see relation (3.34),
σSE = σ
S
E +Y
S
E . (3.54)
For the purpose of this monograph, both hardening concepts are united to yield a mixed
isotropic-kinematic hardening (IKH) model.
9Herein, stress tensors are interpreted as vectors in the principal stress space.
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Figure 3.3: Sketch of the combined isotropic-kinematic hardening concept and the failure
surface.
Any hardening model needs to ensure that the current stress state is admissible. In
particular, it has to satisfy the yield criterion, i. e. F = F (pi) ≤ 0, and, in addition, the
failure criterion
∗
F = F
(∗
pi
) ≤ 0 (3.55)
as the ultimate loading boundary, where
∗
pi ∈ {
∗
α,
∗
β,
∗
δ,
∗
ǫ,
∗
γ} denotes the set of material
parameters governing the shape of the failure surface.
In order to ensure the admissibility of the computed stress state, the usual predictor-
corrector scheme, see Simo & Taylor [179], is used. Herein, a preliminary overstress is
computed based on the current strain increment (predictor step), which is, subsequently,
checked whether the current increment is elastic (F < 0) or elasto-plastic (F ≥ 0). In
case of plasticity, the governing equations of the plasticity model are solved such that the
resulting stress state lies on the yield surface (F = 0) (plastic corrector step), where, in
the scope of the IHK model, the shape of the yield surface is adjusted (isotropic harden-
ing) and its yield locus is shifted through the principal stress space (kinematic hardening)
simultaneously. During kinematic hardening the translation direction is of particular
interest. In this regard, Mro´z [146] proposed an approach based on the geometric require-
ment that the tangential plane on the yield surface, which is associated with the current
stress state, has to correspond to a tangential plane on the failure surface, thereby defin-
ing a second stress state on the failure surface. The evolution of the plastic strain is then
governed by the vector defined through the current stress state and the second stress state
leading to neither an associated nor a plastic-potential-driven non-associated flow rule.
Note that the approach of Mro´z [146] prevents an intersection of the yield and failure
surfaces.
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The current model also proceeds from a stress-projection method, but in contrast to Mro´z
[146], following a non-associated flow rule exploiting a plastic potential. In particular, the
projection is carried out utilising the current stress state σSE and the normalised flow
direction N, which proceeds from the plastic potential (3.49). The projected stress state
∗
σSE , which lies on the failure surface, is then found with the help of the scaling factor ζ ,
see Figure 3.3. In particular, following the concept of the volumetric and deviatoric split-
ting, the projection is carried out independently along the hydrostatic and the deviatoric
direction via
(
∗
σSE)
V = σSE + ζ
VNV , (
∗
σSE)
D = σSE + ζ
DND , (3.56)
where the projected stress tensors (
∗
σSE)
V and (
∗
σSE)
D, the scalar multipliers ζV and ζD
and the normalised projection directions NV and ND are the corresponding contributions
in the hydrostatic and deviatoric direction, respectively. The projection directions are
computed through
NV =
1
3
sgn(GV )I with GV =
∂G
∂σSE
· I ,
ND =
1
‖GD‖G
D with GD =
∂G
∂σSE
− 1
3
(
∂G
∂σSE
· I
)
I ,
(3.57)
where sgn(·) = (·)/‖ · ‖ denotes the signum function with ‖(·)‖ = √((·) · (·)) being
the Euklidian norm. Exploiting the relations (3.56)1 and (3.56)2, ζ
V and ζD can be
computed10 through the requirement that the projected stresses have to lie on the failure
surface, i. e.
∗
F
(
ζV
) !
= 0 and
∗
F
(
ζD
) !
= 0 . (3.58)
Consequently, the presented formulation always ensures the admissibility of the resulting
stress state. To make this point more clear, lets assume an invalid stress state, i. e. where
the current stress point lies outside the domain bound by the failure surface. In this case,
at the onset of plastic deformations, the scaling factor ζ will be negative and the plastic
strain increment, will be in the opposite direction, thereby leading to a softening material
behaviour.
Next, the isotropic and kinematic hardening laws are addressed. In this regard, concerning
the isotropic hardening, suitable evolution laws for the parameter subset pi of the yield
surface F have been proposed by Ehlers et al. [66], viz.
(pi)
′
S = (p
V
i )
′
S + (p
D
i )
′
S = (
∗
pi − pi)[CVpi (εVSp)′S + CDpi ‖(εDSp)′S‖ ]
with pi(t = 0) = pi0 ,
(3.59)
10Note that under pure hydrostatic or deviatoric loading, the contributions of the plastic flow in the
deviatoric or hydrostatic direction, respectively, are not uniquely defined due to ‖GD‖ = 0 and GV = 0,
respectively. Consequently, arbitrary projection directions ND and NV are defined in this case in order
to keep the formulation computable. In this case, the scaling factors, ζV and ζD, do not contribute to
the hardening, see (3.60).
40 3 Constitutive Models
which, however, are adopted to match the present mixed isotropic-kinematic hardening
concept and yield
(pi)
′
S = (p
V
i )
′
S + (p
D
i )
′
S = ζ
VCVpi(ε
V
Sp)
′
S + ζ
DCDpi‖(εDSp)′S‖
with pi(t = 0) = pi0 .
(3.60)
Therein, the evolution equation (pi)
′
S for the parameters pi is separated into volumetric
and deviatoric parts, (pVi )
′
S and (p
D
i )
′
S, which are driven by the corresponding plastic
strain rates, (εVSp)
′
S and (ε
D
Sp)
′
S, together with the volumetric and the deviatoric evolution
constants, CVpi and C
D
pi . Moreover, pi0 denotes the initial values of the parameters pi.
Evidently, the deviatoric part only governs plastic hardening, whereas the volumetric
part (pVi )
′
S can take positive or negative values and, therefore, describes both hardening
and softening processes.
The evolution of the kinematic back-stress tensor YSE is based on the approach of Arm-
strong & Frederick [8]. However, it has been modified to match the present framework:
(YSE)
′
S = ζ
V (CV0 − CV1 |YSVE |)(εVSp)′S I+
+ ζD[CD0 (ε
D
Sp)
′
S − CD1 ‖(εDSp)′S‖YSDE ] .
(3.61)
Therein, (YSE)
′
S denotes the rate of the kinematic back-stress tensor. Furthermore, Y
SV
E =
YSE · I and YSDE = YSE − 1/3YSVE I denote the volumetric and the deviatoric part of the
back-stress tensor, and |(·)| is the absolute value of (·). Moreover, CV0 and CV1 , and CD0 and
CD1 are the volumetric and the deviatoric evolution constants, respectively. In contrast, to
other authors, see e. g., de Boer & Brauns [22], who proposed a linear kinematic hardening
model, the nonlinear extension in (3.61) is vital for an adequate representation of the cyclic
loading behaviour. The differences between the linear kinematic and the Armstrong &
Frederick (AF) hardening model is schematically illustrated in Figure 3.4.
σ
S E
plastic
deformation
elastic
deformation
load reversal
yield limit
AF model
linear hardening law
εS
Figure 3.4: Comparison between a linear kinematic hardening law and the model of Armstrong
and Frederick.
In particular, at the onset of yielding the nonlinear part is initially inactive, but, with
ongoing (monotonic) loading, it becomes more and more pronounced, thereby slowing
3.1 Dynamic Triphasic Model 41
down the rate of the back-stress tensor. Upon load reversal, the back-stress tensor and
its rate have opposite directions and, therefore, the additional term increases the stress
rate. For more details on the AF model, the interested reader is referred, for instance, to
the work of Jira´sek & Bazˇant [109], Chaboche [38, 39] or Ohno & Wang [150], where the
latter three in particular focus on its further extension, however, merely with respect to
metal plasticity.
A suitable model for the description of granular media needs to account for the contractant
and dilatant properties of the granular assembly, which are within the current setting
driven through the plastic potential. In consequence, the used hardening models adapt,
in addition to the yield surface, the plastic potential and, therefore, the direction of the
plastic flow as well. The impact on the plastic strain increment related to the isotropic
and the kinematic hardening model and is qualitatively sketched in Figure 3.5 (left) and
Figure 3.5 (right), respectively. Herein, both hardening models are subjected to the same
loading scenario starting with an isotropic compression to reach the stress state A and
followed up by a pure deviatoric load from A to C. At first, the attention is drawn to
the pure isotropic hardening model. Herein, the evolution of the volumetric contribution
of the plastic strain increment gradually changes from a contractant behaviour at A
towards a dilatant behaviour at C, see Figure 3.5 (left). In contrast, in case of the
kinematic hardening model, the volumetric part in the plastic strain increment merely
exhibits contractant and isochoric properties, see Figure 3.5 (right). Consequently, only
the isotropic hardening part in the combined isotropic-kinematic hardening model mimics
the commonly observed contract-dilatant property of granular matter under pure shear
deformation.
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Figure 3.5: Comparison of the evolution of the plastic strains in case of pure isotropic (left)
and pure kinematic hardening (right).
Stress-dependent failure surface
The comprehensive experimental investigations under monotonic quasi-static loading con-
ditions carried out by Ehlers & Avci [61] have revealed that the failure surface is not
constant, but depends on the hydrostatic stress state, i. e. on the confining pressure Iσ. In
particular, different confining pressures lead to slightly different granular configurations
and, consequently, to discriminative grain movements upon loading. Therefore, at failure
the granular configuration and consequently, the corresponding stress states are different.
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Following the approach of Ehlers & Avci [61], the evolution of the stress-dependent failure
surface is conducted via
∗
ǫ(Iσ) =
∗
ǫ0(1 +
∗
Cǫ Iσ) with
∗
ǫ ≥ ∗ǫlim , (3.62)
Therein,
∗
Cǫ is a constant evolution parameter of the failure surface, while
∗
ǫ0 theoretically
defines the failure surface for the unloaded virgin material, which is adjusted as small as
possible but large enough for the smallest confining pressure used in a triaxial experiment.
The failure-surface limit is defined given by
∗
ǫlim.
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Figure 3.6: Schematic sketch of a possible loading scenario illustrating the impact of the
variable failure surface on the hardening behaviour.
Next, the behaviour of the plasticity model and, in particular, its interplay with the
stress-dependent failure surface is elaborated in terms of a loading, unloading and reload-
ing cycle. For this purpose, a loading scenario as depicted in Figure 3.6 is considered.
Therein,
∗
FB and
∗
FE denote the failure surfaces associated with stress states B and E,
respectively. In the considered load case, a soil specimen is initially subjected to a hy-
drostatic compression and a subsequent triaxial load (load path: O-A-B). Next, the
specimen is unloaded and the hydrostatic stress level is reduced (load path: B-C-D).
Finally, the specimen is reloaded again but starting at a lower hydrostatic stress state
(load path: D − E). Following this loading scenario, the stress path O-A-B causes a
consolidation and, thereby a specific load-path-related granular configuration, which is
represented through a shift and an expansion of the elastic domain through the kine-
matic and isotropic hardening models. A similar behaviour can be observed during the
unloading stage B-C-D, however, associated with a shrinkage (isotropic hardening) and
a shift to the left (kinematic hardening) of the elastic domain. Note that, again, a load-
path-related granular configuration is established, which initially remains intact in the
subsequent reload D-E if the load increment is purely elastic, i. e. the yield criterion is
not violated. Once the applied load exceeds the yield limit, plastic deformations are com-
menced and the granular assembly rearranges such that granular configuration and the
current hydrostatic stress state match. This behaviour is represent in the plasticity model
through a return of the computed stress state onto the failure surface. For a more detailed
discussion of the interplay between the stress-dependent failure surface and the material
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hardening, the interested reader is referred to [61]. Note that, herein, the interplay is only
discussed with respect to an isotropic hardening model.
Model summary
To sum up the previous elaborations, two different formulations, each composed of set
of ordinary differential equations (ODE), governing the solid-skeleton behaviour either
related to the mixed isotropic-kinematic or the pure isotropic hardening model. In par-
ticular, the mixed isotropic-kinematic hardening (IKH) model comprises the equations
(3.48), (3.53), (3.60), (3.61), (3.58)1 and (3.58)2 and reads
LIKH =

(εSp)
′
S
0
(pi)
′
S
(YSE)
′
S
0
0

−

Λ
∂G
∂σSE
Λ− 1
η
〈 F
σ0
〉
ζVCVpi (ε
V
Sp)
′
S + ζ
DCDpi‖(εDSp)′S‖
ζV (CV0 − CV1 |YSVE |)(εVSp)′S I+ ζD[CD0 ε˙Dp − CD1 ‖(εDSp)′S‖YSDE ]
∗
F
(
ζV
)
∗
F
(
ζD
)

= 0 .
(3.63)
The purely isotropic-hardening (IH) model, composed of the relations (3.48), (3.53) and
(3.59) is summarised as
LIH =

(εSp)
′
S
0
(pi)
′
S
−

Λ
∂G
∂σSE
Λ− 1
η
〈 F
σ0
〉
(
∗
pi − pi)[CVpi (εVSp)′S + CDpi ‖(εDSp)′S‖ ]

= 0 . (3.64)
Note that, alternatively, (3.64)2 may be solved for Λ and inserted into (3.64)1, in order
to reduce the number of ODE within the local system on the one hand and to allow for
explicit time-discretisation schemes on the other hand.
3.1.3 Pore fluids
The present section encompasses the description of the individual pore fluids, in particular,
of the materially incompressible pore liquid (β = L) and the materially compressible pore
gas (β = G), and their mutual interactions. In this regard, within the scope of partially
saturated porous media, the fully liquid- and gas-saturated domain, where solely one of
the pore fluids is mobile, are separated by an interfacial area denoted as the partially
saturated domain, see Figure 3.7.
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Figure 3.7: Saturation states in a partially saturated porous material.
Pore-fluid flow
In what follows, a constitutive relations for the extra momentum productions associated
with the pore liquid and the pore gas, pˆLEm and pˆ
G
E , are proposed. Note that, herein, for
the sake of convenience, the notation pˆLE = pˆ
L
Em is used. With respect to a thermodynamic
consistent modelling approach, suitable relations have to satisfy the dissipation inequality
(3.36) of the pore-fluid. Therefore, the respective constitutive relations have to fulfil
−pˆLEm · wL ≥ 0 and −pˆGE · wG ≥ 0. In this regard, assuming isotropic lingering flow
conditions at low Reynolds numbers, which is a valid assumption in the case of low
permeabilities, the entire percolation process is appropriately described by a linear filter
law. In this connection, following the approach of Ehlers [60], the extra momentum
production of the pore fluids are introduced via
pˆβE = −(nβ)2 γβR(Kβr )−1wβ (3.65)
with β ∈ {L,G}. Therein, γβR is the specific weight of ϕβ and Kβr is the relative per-
meability tensor, which, in general, depends on the pore-fluid saturation sβ and the pore
space nF = 1− nS and is, therefore, given by
Kβr = κ
β
r (s
β)Kβ(nS) . (3.66)
Therein, κβr (s
β) ∈ [0, 1] denotes the scalar saturation-dependent relative permeability,
which is of particular importance in the partially saturated domain (see subsequent para-
graph). Assuming isotropic permeability conditions, (3.66) can be reformulated such that
Kβr = κ
β
r (s
β)Kβ(nS)I , (3.67)
where Kβ(nS) is the Darcy permeability, which can be expressed in terms of the specific
fluid weight γβR and the dynamic pore-fluid viscosity µβR:
Kβ(nS) =
γβR
µβR
KS(nS) . (3.68)
Therein, KS(nS) is the fluid-property-independent and deformation-dependent intrinsic
permeability, which is, for the purpose of this monograph, treated as constant constrained
to the small-strain regime, i. e. KS := KS0S, with K
S
0S as the initial intrinsic permeability.
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Finally, the momentum balances of the pore liquid and of the pore gas, (3.10)2 and
(3.10)3, respectively, can be solved for the corresponding filter velocities, thereby further
incorporating (3.65), (3.67) and (3.68), to reassemble a Darcy-like11 filter law:
nLwL = − κ
L
r
µLR
KS0S
[
grad pLR − ρLR g − ρ
L
nF
∂ψL
∂sL
nFgrad sL
]
,
nGwG = − κ
G
r
µGR
KS0S
[
grad pGR − ρGR g
]
.
(3.69)
Therein, nLwL and n
GwG denote the so-called filter velocities, which correspond to the
seepage velocities, however averaged over the surface area of the REV.
Partially saturated zone
In contrast to the fully liquid- and gas-saturated domains, both pore fluids are mobile in
the partially saturated zone. Herein, the motion of the individual fluids is governed by
an interplay between the pore liquid, the pore gas and the solid skeleton. In the related
literature, see, e. g., Fredlund & Rahardjo [78] or Bear [17], the so-called capillary pressure
is defined as the difference between the pressure of the wetting (β = W ) and the non-
wetting pore fluid (β = NW ). The fluid with an acute wetting (or contact) angle ω is
denoted as the wetting fluid, see Figure 3.8. The wetting angle is a result of unbalanced
non-wetting fluid
wetting fluid
ω
interfacial area
so
li
d
Figure 3.8: Illustration of the wetting and
non-wetting fluids on the microstructure.
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Figure 3.9: Sketch of the typical drainage
and imbibition behaviour of porous material and
curve plot of the Brooks & Corey [31] relation.
intermolecular forces. In particular, inside the fluid each molecule is neighboured with
a molecule of the same type, thereby balancing the attractive and repulsive forces in
all directions. In contrast, the molecules at the interfacial area may exhibit a net force
acting in a particular direction, where the material pairing governs the resultant force.
To be more precise, as the molecules of the wetting fluid are more attracted to the solid
molecules rather than to the molecules of the non-wetting fluid, the former wets the solid,
thereby displacing the latter.
11In the relation proposed by Darcy [48], the filter velocity merely depends on applied pressure gradient.
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As a result, a pressure drop denoted as the capillary-pressure drop pC , see the Young-
Laplace equation in [212], across the interface from the non-wetting towards wetting fluid
can be observed:
pW + pC = pNW −→ pC := pNW − pW . (3.70)
Based on this definition together with the knowledge of the wetting and non-wetting
fluids, a relation for the capillary pressure can be established. In particular, proceeding,
for instance, from the assumption of the pore liquid being the wetting and the pore gas
being the non-wetting fluid, i. e. pW = pLR and pNW = pGR, and by further incorporating
(3.27)1 and (3.27)2, the capillary pressure is given by
pC = pGR − pLR = P − (P + ρ
L
nF
∂ψL
∂sL
) = −sLρLR ∂ψ
L
∂sL
. (3.71)
Consequently, a more general relation without a distinct choice of the wetting and non-
wetting fluids proceeds from (3.70)2 and reads
pC = pNW − pW = −sWρWR ∂ψ
W
∂sW
. (3.72)
Note that, as the decision of the wetting and non-wetting parts is a constitutive choice
depending on the material pairings and, in turn, is related to the particular applica-
tion scenario, the matter is kept in a more general setting at this stage by utilising the
superscripts W and NW rather than the particular pore-fluid identifiers.
In most imbibition or drainage processes, it is common knowledge, see, e. g., Helmig [100],
that the generally irregular and complex-shaped pore space cannot be fully saturated or
desaturated, respectively, with one of the mobile pore fluids, see Figure 3.9. Therefore, a
relation between the saturation and the so-called effective saturation sWeff is established,
sWeff :=
sW − sWres
1− sWres − sNWres
, (3.73)
where sWres and s
NW
res denote the residual saturations of the wetting and non-wetting pore
fluids, respectively. The effective saturation can be related to the capillary pressure
through the relation of Brooks & Corey [31]:
sWeff(p
C) =
(
pD
pC
)λ
or pC(sWeff) = p
D
(
sWeff
)− 1
λ . (3.74)
Therein, pD is the bubbling or entry pressure and λ is a parameter related to the pore-
size distribution. In this regards, Figure 3.9 illustrates the difference between a typical
drainage and imbibition process, starting from the initially wetting-fluid-saturated state,
and the capillary-pressure-saturation relation of Brooks & Corey. As depicted, the rela-
tion of Brooks & Corey fails, like, for instance, the commonly used law of van Genuchten
[81]12, to mimic the hysteretic behaviour during the drainage and the subsequent imbibi-
tion. This flaw can be traced back to the fact that both curves are composed of pairs of
12An empirical relation between the parameters of van Genuchten and the Brooks & Corey law has
been proposed in Lenhard et al. [127].
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values associated with the thermodynamic equilibrium, i. e. the established saturation for
a prescribed capillary pressure, and are, therefore, merely a rather coarse approximation
of actual drainage or imbibition processes, respectively. With respect to the thermody-
namically consistent modelling approach, a Helmholtz free-energy function ϕL can be
constructed, in such a way that relation (3.74) can be recovered with the help of (3.72),
see Graf [85].
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In order to allow for any of the pore-fluids to percolate through the pore space, a least
amount of interconnected pore-fluid particles is necessary, see Figure 3.10. Consequently,
with respect to the macroscopic modelling approach, the respective permeabilities depend
on the saturation level within the partially saturated domain. In particular, if the satura-
tion of any of the pore fluids falls below a certain threshold, the microstructure is treated
as impermeable with respect to the corresponding pore fluid. Suitable relations for the
relative-permeability factors associated with the wetting and the non-wetting fluid are
provided by Brooks & Corey [31]:
κWr = (s
W
eff)
2+3λ
λ and κNWr = (1− sWeff)2(1− (sWeff)
2+λ
λ ) . (3.75)
A graphical representation of the respective formulations is provided in Figure 3.11.
Pore gas
In order to complete the constitutive description, a relation between the realistic density
ρGR of the materially compressible pore gas and the respective pore pressure pGR needs to
be provided. In this connection and with respect to a thermodynamic-consistent modelling
approach, a suitable Helmholtz free-energy function can be proposed:
ψG(ρGR, θ) = RGθ ln ρGR + g(θ) . (3.76)
Subsequently, the well-known ideal gas law after Boyle and Mariotte, see, e. g., Gerthsen
& Meschede [82], is reassembled by exploiting relation (3.25):
ρGR =
pGR
RG θ
. (3.77)
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Therein, θ is the absolute Kelvin temperature of the gas constituent and RG denotes its
specific gas constant.
3.2 Dedicated models
With the previously discussed constitutive relations at hand, an adequate set of yet un-
determined independent field variables can be, for instance, composed of the soil dis-
placement uS, the pore-liquid and pore-gas velocities, vL and vG, and the effective pore
pressures of the pore liquid and the pore gas, pLR and pGR, i. e.
y = [uS, vL, vG, p
LR, pGR ]T . (3.78)
The unknown field variables are computed from the set of coupled PDE comprised of the
momentum balances of the overall aggregate (3.11), the pore liquid (3.10)2 and the pore
gas (3.10)3, and of the pore-liquid volume balance (3.8)1 and the pore-gas mass balance
(3.8)2:
ρS (vS)
′
S + ρ
L(vL)
′
L + ρ
G(vG)
′
G = div (T
S +TL +TG) + ρb+ 0 ,
ρL (vL)
′
L = divT
L + ρLg + pˆL ,
ρG (vG)
′
G = divT
G + ρLg + pˆG ,
0 = (nL)′S + n
L div (uS)
′
S + div (n
LwL) ,
0 = (ρG)′S + ρ
G div (uS)
′
S + div (ρ
GwG) .
(3.79)
With respect to the efficient solution of a given problem, it is often more reasonable
to proceed with a simplified but dedicated material model. In this regard, proceeding
from the more general dynamic triphasic model, the following sections are devoted to the
derivation of simplified material models, which are tailored to specific application scenar-
ios. In this regard, in what follows a quasi-static triphasic model, which is constrained to
slow processes, and dynamic biphasic models, are derived, where in the latter the pore
space is solely occupied by a single pore fluid, which is either governed by a materially
incompressible pore liquid yielding the dynamic liquid-saturated model or by an insepara-
ble mixture of materially compressible pore gas and materially incompressible pore liquid
resulting in the dynamic hybrid model.
3.2.1 Quasi-static triphasic model
In many application scenarios, such as multiphasic flow processes or slope failures, the
assumption of quasi-static conditions (slow processes) is, with respect to the governing
physical processes, a reasonable simplification. Herein, it is assumed that the inertia
effects can be neglected, i. e.
′′
xα = 0, and, therefore, the set of independent field variables
13
13Note that, depending on the indented application, other sets of primary variables might be suitable
as well. Refer to Section 6.3 for details with respect to the addressed multiphasic flow process.
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can be reduced to
y = [uS, p
LR, pGR ]T . (3.80)
Consequently, the number of governing PDE can be reduced as well by dropping the
momentum balances of the pore-liquid constituents, viz. (3.79)2 and (3.79)3. To allow for
further simplifications, the Relation (2.32)5,
ρ x¨ =
∑
α
[ ρα
′′
xα − div (ρα dα ⊗ dα) + ρˆα ′xα] , (3.81)
is exploited. In particular, the absence of mass-production processes associated with the
individual constituents, i. e. ρˆα = 0, and the negligence of the inertia terms reformulates
Expression (3.81) to yield
ρ x¨ =
∑
α
[−div (ρα dα ⊗ dα)] . (3.82)
Moreover, proceeding form the constraint to quasi-static conditions, the velocities of the
individual constituents are low and do not exhibit any abrupt spatial changes. In conse-
quence, on the one hand, the spatial gradients of the diffusion velocities vanish. On the
other hand, the realistic density of the materially compressible pore gas, is assumed, in ad-
dition to the realistic densities of the solid and the pore liquid, to be spatially constant as
well. Consequently, the divergence term vanishes and, therefore, Expression (3.82) reveals
ρ x¨ = 0. Following this, the set of governing PDE composed of the momentum balance
of the overall aggregate (3.79)1, the volume balance of the materially incompressible pore
liquid (3.79)4 and the mass balance of the materially compressible pore gas (3.79)5, see
also Ehlers [60], reads
0 = divT+ ρb ,
0 = (nL)′S + n
L div (uS)
′
S + div (n
LwL) ,
0 = (nGρGR)′S + n
GρGR div (uS)
′
S + div (n
GρGRwG) .
(3.83)
Herein, the filter velocities, nLwL and n
GwG, are found from (3.69)1 and (3.69)2, respec-
tively, and the simplified overall Cauchy stress tensor reads
T =
∑
α
[Tα − ρα (dα ⊗ dα)] −→ T =
∑
α
Tα with α ∈ {S, L,G} . (3.84)
3.2.2 Dynamic biphasic models
In many dynamic problems, depending on the frequency of the excitation, it is often
reasonable to assume that one or more constituents obey the same motion function and
are, consequently, driven by the same velocity and acceleration fields. In this connection,
proceeding from the dynamic triphasic model (3.79), by imposing the assumption that
both pore fluids follow the same motion function, the so-called dynamic biphasic hybrid
model is obtained, which, in turn, comprises the cases of the fully liquid- and the fully
gas-saturated pore space as well.
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Dynamic hybrid model
In the dynamic hybrid model, the overall pore fluid is treated as an inseparable mixture of
the materially incompressible pore liquid and the materially compressible pore gas. Basi-
cally the derivation process follows the assumptions and procedure described in Mahnkopf
[134], who, however, proceeded from the quasi-static case. A dynamic formulation was
already proposed in Heider [97]. However, for the sake of a complete presentation, the
corresponding formulation is briefly summarised.
The hybrid model proceeds from the assumption that the motion of both pore fluids is
governed by the same motion function and, therefore, ϕL and ϕG follow the same velocity
field, in particular, the barycentric velocity of the pore-fluid mixture ϕF , and have the
same material time derivative, i. e.
vL = vG ≡ vF and (·)′L = (·)′G ≡ (·)′F . (3.85)
In consequence, the independent field variables are the solid displacement uS, the velocity
vF and the pressure p
FR of the pore-fluid mixture,
y = [uS, vF , p
FR ]T . (3.86)
They are computed utilising the momentum balances of the overall aggregate and the
pore-fluid mixture, and from the mass balance of the pore-fluid mixture. Their respective
formulations are given in the following.
To begin with, the momentum balance of the pore-fluid mixture proceeds from a summa-
tion of the of pore-liquid (3.79)1 and pore-gas momentum (3.79)2 balance:
ρL(vL)
′
L + ρ
G(vG)
′
G︸ ︷︷ ︸
ρF (vF )
′
F
= div (TL +TG︸ ︷︷ ︸
TF
) + (ρL + ρG︸ ︷︷ ︸
ρF
)b+ pˆL + pˆG︸ ︷︷ ︸
pˆF
.
(3.87)
Therein, ρF = nFρFR(pFR) denotes the partial density of the pore-fluid mixture as a
function of the pore-fluid-mixture pressure pFR and TF is the Cauchy stress associated
with the pore-fluid mixture. Moreover, the direct momentum production of the pore-fluid
mixture pˆF is found through a summation of the corresponding contributions of the pore
liquid (3.39)4 and the pore gas (3.39)5, where, as before, the capillary-pressure-driven
contribution is neglected,
pˆF = pˆL + pˆG =
= pLR gradnL + pˆLEm + p
GR gradnG + pˆGE =
= pLR (nF grad sL + sL gradnF ) + pGR (nF grad sG + sG gradnF ) + pˆLEm + pˆ
G
E =
= (pLR sL + pGR sG)︸ ︷︷ ︸
pFR
gradnF + pLR nF (grad sL + grad sG)︸ ︷︷ ︸
grad (sL + sG) = 0
+ pˆLEm + pˆ
G
E︸ ︷︷ ︸
pˆFE
=
= pFR gradnF + pˆFE .
(3.88)
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Herein, the extra momentum production of the pore-fluid mixture pˆFE is found from a
constitutive ansatz similar to (3.69)2, viz.
pˆFE = −
(nF )2 µFR
KS0S
wF . (3.89)
Note that the governing material parameters, in particular, the dynamic viscosity µFR
and the specific weight γFR of the pore-fluid mixture, are not a direct consequence of
the properties of the respective pore-fluid component, at least within the given modelling
framework. Consequently, the Darcy-like filter law reads
nF wF = −K
S
0S
µFR
[
grad pFR − ρFR g
]
. (3.90)
Subsequently, the momentum balance of the overall mixture is obtained in a similar way.
In particular, a summation of the momentum balances of the solid, the pore liquid and
the pore gas gives
ρS(vS)
′
S + ρ
L(vL)
′
L + ρ
G(vG)
′
G︸ ︷︷ ︸
:= ρF (vF )
′
F
= div [ TS +TL +TG)︸ ︷︷ ︸
T
] +
+ (ρS + ρL + ρG︸ ︷︷ ︸
ρF
)b+ pˆS + pˆL + pˆG︸ ︷︷ ︸
= 0
.
(3.91)
Herein, ρF denotes the partial density of the pore-fluid mixture.
The mass balance of the pore-fluid mixture, which is found through a summation of the
pore-liquid volume balance (3.79)4 multiplied with the realistic liquid density ρ
LR and the
pore-gas mass balance (3.79)5, reads
(nLρLR + nGρGR︸ ︷︷ ︸
:= nFρFR
)′S + (n
LρLR + nGρGR︸ ︷︷ ︸
:= nFρFR
) div (uS)
′
S + div (n
LρLRwL + n
GρGRwG︸ ︷︷ ︸
:= nFρFRwF
) , (3.92)
where wF denotes the seepage velocity of the pore-fluid mixture,
wF = vβ − vS with vβ ≡ vF . (3.93)
In order to complete the description, a constitutive relation for the pressure-dependent
pore-fluid density ρFR(pFR) needs to be identified. In this connection, following the pro-
cedure described in Mahnkopf [134], the partial mass balances (2.28)2 can be rewritten for
the pore liquid (β = L) and the pore gas (β = G), thereby incorporating the assumption
of negligible mass-transfer processes, i. e. ρˆα = 0:
(ρL)′F + ρ
Ldiv vF = 0
(ρG)′F + ρ
Gdiv vF = 0
}
→ (ρ
L)′F
ρL
=
(ρG)′F
ρG
. (3.94)
An analytical integration results in a constant ratio between ρL and ρG given by
ρL = C ρG where C =
nLρLR
nGρGR
∣∣∣∣
t=t0
=
nL0 ρ
LR
nG0 ρ
GR
0
. (3.95)
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Therein, the integration constant C is not a material but a structural parameter conduct-
ing the composition of the pore-fluid mixture. Moreover, nL0 and n
G
0 denote the initial
volume fractions of the pore liquid and the pore gas, respectively, and ρGR0 is the initial
gas density associated with initial gas pressure p0.
Finally, the expression of the pressure-dependent pore-fluid density is obtained by recast-
ing (3.95), with the help of the mixture density, nFρFR = nLρLR +nGρGR, the saturation
condition of the pore-fluid mixture, nF = nG + nL, and the ideal gas law (3.77). It reads
ρFR(pFR) = ρLR
1 + C
C + ρ
LR
ρGR(pFR)
with ρGR(pFR) =
pFR + p0
RG θ
. (3.96)
Therein, p0 is the initial pressure of the gaseous phase, R
G is the specific gas constant,
and θ is the absolute temperature.
To sum up, the governing balance laws of the dynamic biphasic hybrid model read
nSρSR (vS)
′
S + n
FρFR (vF )
′
F = div (T
S +TF ) + ρb ,
nFρFR(vF )
′
F = divT
F + nFρFRg + pˆF ,
0 = (nFρFR)′F + n
FρFR div (uS)
′
S + div (n
FρFRwF ) .
(3.97)
Therein, ρFR denotes the pressure-dependent realistic density of the pore-fluid mixture
for which the expression initially provided in Mahnkopf [134] is used. Note that (3.96)1
also comprises the case of a fully gas-saturated pore space by setting nL0 = 0 yielding
C = 0 and, thus, ρFR = ρGR. In contrast, the case of a fully liquid-saturated pore space
is obtained by setting nG0 = 0 resulting in C → ∞ and, herewith, by exploiting the rule
of de l’Hoˆspital [129], ρFR = ρLR.
Dynamic liquid-saturated model
The underlying equations of the dynamic liquid-saturated model can be deduced proceed-
ing either from the dynamic biphasic hybrid model (3.97) or the dynamic triphasic model
(3.79). For the purpose of this monograph, the former is exploited. In particular, it is
assumed that the the pore space is fully occupied with the pore liquid, i. e. nF = nL and
nG0 = 0. Consequently, proceeding from the fully liquid-saturated pore space, n
G
0 = 0, the
mixture constant goes to infinity, i. e. C → ∞. In consequence, the density of the pore-
fluid mixture becomes equal to the pore-liquid density by applying the rule of de l’Hoˆspital
[129], i. e. ρFR = ρLR. Additionally, the pore-liquid motion is governed through the veloc-
ity of the pore-fluid mixture, i. e. vL ≡ vF and the corresponding material time derivative
(·)′F ≡ (·)′L. Following this, by furthermore incorporating the incompressibility constraint
of the pore liquid, the underlying balance laws, in particular, the momentum balance of
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the overall mixture, and the momentum and volume balance of the pore liquid, read
nSρSR (vS)
′
S + n
LρLR (vL)
′
L = div (T
S +TL ) + ρb ,
nLρLR(vL)
′
L = divT
L + nLρLRg + pˆL ,
0 = (nL)′S + n
L divvS + div (n
LwL) .
(3.98)
Therein, it can be seen that the volume balance of the pore liquid does not exhibit a
dependency on the pore-liquid pressure, which leads to a singular matrix when exploiting
a numerical solution procedure, see Markert et al. [138]. To cope with that, (3.98)3
needs to be reformulated, such that the volume balance of the overall aggregate is utilised
instead. By adding the volume balance of the solid to the volume balance of the pore
liquid, the volume balance of the aggregate is obtained:
0 = (nL)′S + n
L divvS + div (n
LwL) + (n
S)′S + n
S divvS ,
−→ 0 = (nL + nS)′S︸ ︷︷ ︸
= 0
+ (nL + nS)︸ ︷︷ ︸
= 1
divvS + div (n
LwL) ,
−→ 0 = div (vS + nLwL) .
(3.99)
In a subsequent step, the expression nLwL is replaced by the Darcy-like filter law (3.69)
to yield the final form of the governing set of PDE:
nSρSR (vS)
′
S + n
LρLR (vL)
′
L = div (T
S +TL ] + ρb ,
nLρLR(vL)
′
L = divT
L + nLρLRg + pˆL ,
0 = div
[
vS − K
S
0S
µLR
( grad pLR − ρLR g)
]
.
(3.100)

Chapter 4:
Numerical Treatment
Due to the complexity of the governing partial differential equations (PDE), analytical
solutions are not possible for arbitrary problems but only for very specific problems incor-
porating various assumptions and simplifications. Consequently, to solve arbitrary IBVP,
numerical solution strategies have to be exploited. A survey on commonly used methods
can be found, e. g., in Larsson & Thome´e [125] or Evans et al. [72]. In general, the nu-
merical solution procedure proceeds from a piecewise approximation in time and space of
the space- and time-continuous field functions of the underlying PDE on the nodes of a
grid-like pattern, thereby transferring the initial set of coupled PDE to a set of coupled
algebraic equations.
For the purpose of this monograph, the solution domain is spatially discretised through
the FEM. Herein, the overall domain of interest is divided into smaller, but finite, non-
overlapping subdomains, denoted as the finite elements (FE), wherein the unknown field
variables are approximated through suitable ansatz (shape, basis or trial) functions. How-
ever, as in general the domain of interest is merely an excerpt of the infinite halfspace,
artificial boundaries are introduced, which may have a significant influence on the solu-
tion. To cope with that, the solution domain is extended towards infinity through infinite
elements (IE), thereby, on the one hand, introducing a decaying property, which tends
to zero at infinity, to the approximating ansatz functions of the field variables and, on
the other hand, maintaining the grid-like structure of the discrete solution domain. How-
ever, addressing the simulation of dynamic multi-field problems, in particular, the wave
propagation in a porous material, the domain-extension approach does not provide a suf-
ficiently accurate solution, see Heider [97], as the pore pressure does not tend to zero at
infinity, thereby leading to spurious wave reflections at the artificial domain boundaries.
To cope with that, several methods are proposed in the related literature, where, for the
purpose of this monograph, additionally, an energy-absorbing layer is introduced at the
FE-IE interface, to allow for a proper unbounded domain treatment. Subsequently, the
spatially discretised problem is discretised in time exploiting different implicit and explicit
time-integration schemes, which are chosen with respect to an efficient solution strategy
of the underlying problem.
4.1 Spatial Discretisation
Concerning the spatial discretisation, the FEM has been proven to be a suitable framework
for various problems in science and engineering and is, therefore, in the scope of numerous
literature, see, e. g., Bathe [15], Braess [28], Huebner et al. [106] and Zienkiewicz & Taylor
[217, 218] for a general introduction, or, for a more particulars of its application within
the porous-media framework, e. g., Ellsiepen [70] and Lewis & Schrefler [128]. To begin
with, the basic idea of the FEM is introduced in a more general setting and, subsequently,
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applied to specific underlying problems which are in the scope of the present monograph.
The underlying set of partial differential equations can be summarised via
Gy(x, t)− f (x, t) = 0 where ∀x ∈ Ω , ∀ t ∈ [ t0, T ] . (4.1)
Therein, y(x, t) denotes a vector gathering the space- and time-dependent unknown field
variables, G is some differential operator, containing spatial and temporal derivatives,
and f (x, t) is a known space- and time-dependent vector-valued function. The problem is
defined within the temporal interval t ∈ [ t0, T ] and within the spatial domain Ω, where
the latter is bounded by the boundary Γ, which can be further decomposed into either
Dirichlet (D) or Neumann (N) boundaries, acting on ΓD or ΓN, respectively,
Γ = ΓD ∪ ΓN with ΓD ∩ ΓN = ∅ . (4.2)
A feasible solution for y(x, t) has to satisfy relation (4.1) at any time t and at any spatial
point x. This requirement is considered as a strong restriction and, therefore, (4.1) is
denoted as the strong form of the given problem. However, as it is often impossible to
find a closed form solution, this constraint is relaxed and the FEM seeks an approximate
solution yh(x, t), such that the approximation error
R
(
yh(x, t)
)
= Gyh(x, t)− f (x, t) , (4.3)
averaged over the solution domain Ω, is minimised:
min
yh(x,t)
∫
Ω
R
(
yh(x, t)
)
dΩ . (4.4)
Note that, with respect to the FEM, the overall spatial domain Ω is assembled from non-
overlapping individual subdomains associated with the finite elements, Ω = ∪eΩe. The
optimisation problem (4.4) is then solved by the method of weighted residuals. Herein,
the approximation error, which is weighted through a multiplication with a weighting
functions w, therefore often denoted as error distribution principle, see Huebner et al.
[106], has to vanish over the spatial domain:
Fh = F(yh(x, t)) :=
∫
Ω
R
(
yh(x, t)
) ·w dΩ != 0 . (4.5)
Therein, the choice of the weighting function governs the type of the used scheme, where
the different methods, such as the collocation method or the method of least squares, see,
e. g., Finlayson [75], are collectively referred to as Petrov-Galerkin methods. However,
within the FE framework, it is common practise to follow the Bubnov-Galerkin approach,
where the same functions are used for the spatial approximation and the spatial weighting,
i. e. w = δyh. In this regard, the latter are denoted as test functions1.
1Within the scope of the variational Bubnov-Galerkin approach, a solution u solves the optimisation
problem R(u), if an infinitesimal perturbation δu applied on the problem satisfies the condition δuR(u) =
0, i. e. it is stationary. In particular, δu tests R(u) for the stationary condition and is, therefore, denoted
as test function.
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To ensure the solution of the problem, the trial and test functions have to be chosen
from the standard Sobolev space H1(Ω), thereby accounting for the square-integrability
requirement, see Ellsiepen [70],
Sy(t) = {y ∈ H1(Ω)d : y(x, t) = y¯(x, t) on ΓD } ,
Ty = { δy ∈ H1(Ω)d : δy(x) = 0 on ΓD } ,
(4.6)
where d ∈ {1, 2, 3} denotes the spatial dimension of the problem. In particular, the
ansatz functions approximating the field variables have to satisfy the Dirichlet boundary
conditions on the Dirichlet boundaries, y(x, t) = y¯(x, t), whereas the test functions have
to vanish on the Dirichlet boundaries, δy(x) = 0. Note that different ansatz functions
are used for the approximation of the field variables in the near field (domain of interest)
and the far field (extension towards infinity). More details are provided in the respective
sections 4.1.2 and 4.1.3.
Subsequently, following the Bubnov-Galerkin approach, the field variables y(x, t) and the
corresponding test function δy(x) are approximated via
y(x, t) ≈ yh(x, t) = yh(x, t) +
N∑
i=1
φi(x)yi(t) ,
δy(x) ≈ δyh =
N∑
i=1
φi(x) δyi ,
(4.7)
where (·)h denotes the spatial approximation of the respective quantity. Moreover, yh(x, t)
is the solution on the Dirichlet boundaries exactly satisfying the Dirichlet boundary con-
ditions, φi(x) is a matrix collecting the space-dependent ansatz functions. The ansatz
functions are associated with the D time-dependent nodal degrees of freedom gath-
ered in the vector of nodal unknowns and test functions, yi(t) = [yi1, . . . , y
i
D]
T and
δyi = [δyi1, . . . , δy
i
D]
T , both associated with the i-th node of the N -noded FE mesh.
Finally, the spatially discretised problem, which has to be solved within the FE framework,
can be summarised as
find y(t) such that Fh(y(t)) = 0 ∀ t ∈ [ t0, T ] . (4.8)
In particular, the nodal degrees of freedom y(t) = [y1(t), . . . ,yN(t)] need to be tuned in
such a way that the domain-averaged spatial approximation error vanishes at any time t
within the simulated time interval [ t0, T ].
In what follows, the previously discussed procedure is applied to the spatial discretisa-
tion of the underlying material models. In particular, the quasi-static triphasic model
and the dynamic biphasic models are considered, where the governing strong forms are
initially transferred to the weak forms and, subsequently, the unknown field variables are
approximated in space using suitable ansatz functions. This process transforms the space-
continuous problem into a spatially discretised problem. In this connection, recall that
the field variables within the near field ΩFE are approximated via the ansatz function of
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the finite elements, whereas infinite-element approximations are used for their extension
towards infinity (far field) ΩIE. Consequently, the overall spatial domain assembles from
the near and far field, i. e. Ω = ΩFE ∪ ΩIE.
4.1.1 Weak forms
As elucidated before, following the Bubnov-Galerkin approach, the weak forms are ob-
tained by multiplying the underlying strong forms with suitable test functions followed
by an integration over the spatial solution domain Ω, thereby integrating by parts and
exploiting the Gaussian theorem. For the purpose of this monograph, the weak forms of
the quasi-static triphasic model and the dynamic hybrid and liquid-saturated model are
provided here.
Quasi-static triphasic model
The quasi-static triphasic model will be used to simulate multiphasic flow processes.
Consequently, the collocation of the set of independent field variables, is, on the one
hand, governed by the robustness and efficiency of the solution procedure, see, e. g., Wu
& Forsyth [206] or Helmig [100] and, on the other hand, constrained by the knowledge of
the underlying initial and boundary conditions of the intended application scenario. In
this regard, having the simulation of multiphasic flow processes in mind, a feasible set of
primary variables is composed of the solid displacement uS, the pore-liquid saturation s
L
and the pore-liquid pressure pLR.
Subsequently, the underlying strong forms, i. e. the momentum balance of the overall
aggregate (3.83)1 (MM), the volume balance of the pore liquid (3.83)2 (VL) and the mass
balance of the pore gas (3.83)3 (MG), are transferred to their corresponding weak forms
GMM, GVL and GMG:
GMM ≡
∫
Ω
(σSEm − pFRI) · grad δuS dv −
∫
Ω
ρ g · δuS dv −
∫
ΓNt
t¯ · δuS da ,
GVL ≡
∫
Ω
[ (nL)′S + n
L div (uS)
′
S ] δs
L dv −
∫
Ω
nLwL · grad δsL dv+
+
∫
ΓNv
v¯LδsL da ,
GMG ≡
∫
Ω
[nG(ρGR)′S + ρ
GR(nG)′S + n
GρGRdiv (uS)
′
S ] δp
LRdv−
−
∫
Ω
nGρGRwG · grad δpLR dv +
∫
ΓNm
m¯GδpLR da .
(4.9)
Therein, t¯ := (σSEm−pFR I)n is the external load vector, v¯L = nLwL ·n denotes the eﬄux
of the pore liquid and m¯G = nGρGRwG · n is the eﬄux of the pore gas, all acting on the
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Neumann boundaries ΓNt , Γ
N
v and Γ
N
m, respectively. Moreover, n is the outward-oriented
unit normal vector on the surface of the corresponding Neumann boundary, and δuS, δs
L
and δpLR are the test function related to the primary variables. Subsequently, the coupled
problem governing the quasi-static triphasic model is summarised as
G(y,y′S) = [GMM, GVL, GMG ]T = 0 . (4.10)
Dynamic hybrid model
The set of primary variables of the dynamic hybrid model is composed of the solid dis-
placement uS, the pore-fluid velocity, vF and the pressure of the pore-fluid mixture p
FR,
i. e. y = [uS,vF , p
FR ]T . Proceeding from the strong forms, in particular, the momentum
balances of the overall aggregate (3.97)1, and the momentum and mass balance of the
pore-fluid mixture, (3.97)2 and (3.97)3, the underlying weak forms GMM, GMF and GMP
read
GMM ≡
∫
Ω
{ρS(vS)′S + ρF [(vF )′S + gradvF wF ]− (ρS + ρF )b} · δuS dv+
+
∫
Ω
(σSEm − pFR I) · grad δuS dv −
∫
ΓN
t
t¯ · δuS da ,
GMF ≡
∫
Ω
[ρF (vF )
′
S + (gradvF )wF − b] · δvF dv +
∫
Ω
(−nFpFR) div δvF dv
+
∫
Ω
[
(nF )2µFR
KS0S
wF − pFR gradnF ] · δvF dv −
∫
ΓN
tF
t¯F · δvF da ,
GMP ≡ −
∫
Ω
(nFρFRwF ) · grad δpFR dv +
∫
Ω
[(ρFRnF )′S + ρ
FRnFdiv vS ] δp
FR dv
+
∫
ΓNv
mδpFR da .
(4.11)
Therein, t = (σSEm − pFR I)n and tF = −nF pFR n denote the external loading vectors
acting on the Neumann boundaries ΓNt and Γ
N
tF
of the overall aggregate and the pore fluid,
respectively, and m = ρFRnFwF · n is the mass eﬄux draining through the Neumann
boundary ΓNv with n as the outward-oriented unit surface normal. Furthermore, δuS, δv
F
and δpFR are the corresponding test functions.
Subsequently, the overall coupled problem governing the dynamic biphasic hybrid model
can be summarised as
G(y,y′S,y
′′
S) = [GMM, GVL, GMF ]T = 0 . (4.12)
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Dynamic liquid-saturated model
The set of primary variables of the dynamic liquid-saturated model is collocated by the
solid displacement uS, the pore-liquid velocity, vL and the pressure of the pore liquid p
LR,
i. e. y = [uS,vL, p
LR ]T . Proceeding from the strong forms, in particular, the momentum
balance of the overall aggregate (3.100)1, and the momentum and volume balance of the
pore liquid, (3.100)2 and (3.100)3, the underlying weak forms GMM, GML and GVL read
GMM ≡
∫
Ω
{ρS(vS)′S + ρF [(vF )′S + (gradvF )wF ]− (ρS + ρF )b} · δuS dv+
+
∫
Ω
(σSEm − pFR I) · grad δuS dv −
∫
ΓN
t
t¯ · δuS da ,
GML ≡
∫
Ω
[ρL(vL)
′
S + (gradvL)wL − b] · δvL dv +
∫
Ω
(−nLpLR) div δvL dv
+
∫
Ω
[
(nL)2µLR
KS0S
wL − pLR gradnL] · δvL dv −
∫
ΓN
tL
t¯L · δvL da ,
GVL ≡
∫
Ω
δpLRdivvS dv +
∫
Ω
grad δpLR · [K
S
0S
µLR
( grad pLR − ρLR g)] dv
+
∫
ΓNv
v δpLR da .
(4.13)
Therein, t = (σSEm − pLR I)n and tL = −nLpLR n denote the external loading vectors
acting on the Neumann boundaries ΓNt and Γ
N
tL
of the overall aggregate and the pore
fluid, respectively, and v = nLwL · n is the volume eﬄux draining through the Neumann
boundary ΓNv with n as the outward-oriented unit surface normal. Furthermore, δuS, δvL
and δpLR are the corresponding test functions.
Subsequently, the overall coupled problem governing the dynamic biphasic hybrid model
can be summarised as
G(y,y′S,y
′′
S) = [GMM, GML, GVL ]T = 0 . (4.14)
4.1.2 Finite-element approximation
With the previously discussed weak forms at hand, the spatial discretisation of the near
field is carried out via the FEM, thereby subdividing the continuous domain ΩFE into
small but finite subregions ΩFEe , i. e. Ω
FE = ∪eΩFEe , in which the unknown field variables
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and the test functions are approximated by suitable trial and test functions, see (4.7):
y(x, t) ≈ yh(x, t) = yh(x, t) +
N∑
i=1
φiFE(x)y
i(t) ,
δy(x) ≈ δyh =
N∑
i=1
φiFE(x) δy
i .
(4.15)
Therein, y and δy are vectors gathering the primary variables and the respective test
functions, which are approximated within the finite-element domain through the ansatz
function summarised in the matrix φiFE. Furthermore, y
i and δyi denote vectors concen-
trating the respective nodal values of the associated primary variables of the FE mesh.
Moreover, (·)h denotes the spatially approximated quantity. Note that, with respect to
the various problems considered for the purpose of this monograph, the composition of
y and δy and, consequently, of φiFE, y
i and δyi alters according to the problem under
consideration, see Section 4.1.1. For the particular formulations of the commonly used
ansatz functions refer, for instance, to Zienkiewicz & Taylor [217, 218]. However, in order
to achieve stable results, the choice of the trial and ansatz functions are constrained by the
so-called inf-sup condition (Ladyshenskaja-Babusˇka-Brezzi (LBB) condition), see Brezzi
& Fortin [30]. In particular, proceeding from polynomial-type functions, the order of the
polynomial approximating the solid displacements have to be of one order higher than the
approximating polynom of the remaining field variables, such as the pore-fluid velocities
or the pore pressure. Consequently, quadratic ansatz functions for the solid displacement
and linear ansatz functions for the remaining field variables are utilised. In consequence,
Taylor-Hood elements are used for the spatial approximation.
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Figure 4.1: Sketch of the geometry transformation between the actual and the reference finite
elements.
In this connection, since the element-wise decomposition of ΩFE generally leads to irregular-
shaped finite elements, the ansatz functions are, for the sake of convenience, defined within
a so-called unit reference element, see Figure 4.1. Consequently, a suitable geometric map-
ping between the actual element, defined with respect to the global coordinate system x,
and the reference element, which is given within a local coordinate system ξ is carried
out via
x(ξ) =
Ne∑
i=1
φiFE,geo(ξ)x
i(t) . (4.16)
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Therein, Ne denotes the number of nodes of a single element with the global coordinates x
i,
and φiFE,geo are the shape functions used for the geometric approximation of the element
shape, where, following the isoparametric concept, the shape functions coincide with the
ansatz functions used for the solid displacements, i. e. φiFE,geo ≡ φiuS .
Subsequently, the integrals in the weak formulations can be reformulated with respect to
the local coordinate system and are approximated by the Gauss quadrature rule,∫
ΩFEe
R(x) · δy︸ ︷︷ ︸
f(x)
dv =
∫
ΩFEe
f(ξ) Je(ξ) dvξ
Gauss≈
Ng∑
k=1
f(ξk) Je(ξk)wk ,
where Je(ξ) :=
∣∣∣ det(dx(ξ)
dξ
) ∣∣∣ .
(4.17)
Therein, ΩFEe denotes the spatial domain of a single finite element, dvξ is an infinitesimal
volume in the reference element and Je(ξ) is the so-called Jacobi determinant, which is
responsible for mapping of the volume of the reference element to the actual finite element.
Moreover, Ng is the number of Gauss points and wk denotes the weights associated with
the Gauss integration points ξk.
4.1.3 Infinite-element approximation
To cope with the extension towards infinity in an infinite space or semi-infinite halfspace,
infinite elements (IE) are exploited. Similar to the approximation of the field variables
and the respective test functions via ansatz functions within the finite elements, the
approximation within the infinite domain ΩIE is conducted through shape functions as
well by
y(x, t) ≈ yh(x, t) = yh(x, t) +
N∑
i=1
φiIE(x)y
i(t) ,
δy(x) ≈ δyh =
N∑
i=1
φiIE(x) δy
i ,
(4.18)
where φiIE denotes a matrix collocating the respective ansatz functions within the infinite-
element domain. In particular, addressing the simulation of coupled problems, the compo-
sition of φiIE depends on the investigated problem and, more specifically, on the property
of the approximated field variable at infinity. As the ansatz functions of the infinite
elements are designed such that they exhibit a decaying characteristic towards infinity,
the associated field variable vanishes at infinity as well, see Marques & Owen [139] for
suitable formulations. This property, however, may not be suitable for every field. For
instance, in the case of the dynamic liquid-saturated model, the solid displacement and
liquid velocities are zero at infinity, while the pore-liquid pressure does not vanish. In
particular, due to the incompressibility of the pore liquid, which, consequently, leads
to infinite wave-propagation velocities, the pore pressure is instantaneously propagated
towards infinity.
In order to cover the unboundedness of the geometric domain, the geometry-mapping
functions, which are responsible for the mapping between the reference and the actual
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element and are gathered in φiIE,geo, extend towards infinity as well, see Figure 4.2. Note
∞
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Figure 4.2: Sketch of the geometry transformation between the actual and the reference infinite
elements.
that the evaluation of the integrals of the weak forms is carried out as in the FE approach.
In particular, their computation in the reference element is done via the Gauss quadrature
rule, see (4.16) with φiFE,geo ≡ φiIE,geo, and their subsequent transfer to the actual element.
Consequently, this IE procedure entails only minor modifications in most FE codes.
4.2 Unbound-domain treatment
In contrast to quasi-static problems, where the truncation of the infinite half-space at the
near field often does not affect the numerical investigation, the trimmed spatial domain
may significantly alter the simulation results of a dynamic problem, for instance, when
incoming waves are reflected back into the domain of interest at the introduced artificial
boundaries. In order to overcome this problem, several methods have been proposed in
the literature. These methods can be generally classified into
• the coupled finite-element-boundary-element methods (FEM-BEM), where
the near field is discretised with the FEM and the far-field response is captured us-
ing the boundary-element method (BEM), see, e. g., von Estorff & Firuziaan [71]
and Yazdchi et al. [211],
• the coupled finite-element-infinite-element methods (FEM-IEM), in which
the FEM discretises the near field and the IEM extends towards infinity, see, e. g.,
Khalili et al. [112] and Schanz [171], and
• the absorbing boundary condition (ABC) schemes, such as the method of
perfectly matched layers (PML), where an unphysical wave absorbing layer is placed
at the near-field-far-field intersection and basically prevents wave reflections back
to the near domain, see, e. g., Basu & Chopra [14], Basu [13] and Oskooi et al. [152]
for details.
Note that in the ABC schemes, the governing equations are solved in the frequency instead
of the time domain, see, e. g., Li [131] and Aneiros [7] and references therein. Therefore,
the implementation into FE-based codes is a rather complex procedure. For the purpose
64 4 Numerical Treatment
of this monograph, the approach initially proposed in Haeggblad & Nordgren [91] and
further extended towards the application of porous media by Wunderlich et al. [207] and
Heider et al. [99] will be used. Therein, the near and the far field are spatially discretised
using finite elements (FE) and infinite elements (IE), respectively. Additionally, following
the idea of Lysmer & Kuhlemeyer [133], an energy-absorbing layer composed of viscous
damped dashpots is introduced at the FE-IE interface ΓI, which is also often denoted as
viscous damped boundary (VDB), see Figure 4.3.
IEFE IEFE
ΓI ΓI
−→ ∞
Figure 4.3: Sketch of the unbound-domain treatment.
According to Heider et al. [99], the governing weak form of the unbound-domain treatment
is composed of a quasi-static linear elastic porous solid and a viscous-damped part and
reads ∫
Ω
(σSEm − pFR I) · grad δuS dΩ−
∫
Ω
ρb · δuS dΩ︸ ︷︷ ︸
quasi-static part
+
∫
ΓI
r · δuS dΓ︸ ︷︷ ︸
visous-damped part
= 0 ,
where r = PT
 aρcp 00 bρcs
0 bρcs
P(uS)′S .
(4.19)
Therein, ρ denotes the density of the overall aggregate, see expression (2.3), Ω denotes the
volume of the infinite element, ΓI the area of the FE-IE interface andP a projection matrix
relating the global solid velocity components to the local coordinate system (normal and
shear direction) on ΓI. Furthermore, r represents an area-weighted three-dimensional
force vector containing the nodal contributions of the dashpots to the nodes associated
with the area at the FE-IE interface. The force vector depends on the compression- and
shear-wave velocities, see Heider et al. [99],
cp =
√
(2µS + λS)/ρ and cs =
√
µS/ρ (4.20)
respectively, and on the dimensionless compression- and shear-wave damping coefficients
a and b. In this connection, Lysmer & Kuhlemeyer [133] proposed a = b = 1, which
gives the best energy absorption if the wave-propagation direction is normal to the FE-
IE interface, whereas White et al. [198] computed their respective values based on the
requirement to achieve maximum energy-dissipation over different wave incidence angles,
viz.
a =
8
15π
(5 + 2c− 2c2) , b = 8
15π
(3 + 2c) , where c =
√
µS/(λS + 2µS) . (4.21)
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A numerical study of the damping parameters is addressed in Chapters 6.
4.3 Temporal discretisation and solution method
In what follows, the temporal discretisation of the coupled problem and its related so-
lution method, which is strongly connected to the underlying time-marching scheme, is
addressed. The semi-discretised system can be summarised as:
F
h(t, y, y˙, y¨, q, q˙) =
[
G
h(t, y, y˙, y¨, q)
L
h(t, q, q˙, y)
]
= Rh ≈ 0 . (4.22)
Therein, the functionals Gh and Lh comprise the spatially discretised coupled balance
relations proceeding from the FE method (global system), and the governing equations
of the elasto-plastic solid skeleton (local system), respectively, where the latter either
follows the pure isotropic (Lh = LhIH) or the mixed isotropic-kinematic hardening model
(Lh = LhIKH). Moreover, y and q denote vectors gathering the unknowns at the nodes and
the Gauss points of the FE mesh, where their respective collocation depends on the model
under consideration. Note that, for the sake of a clear representation, the abbreviations
˙(·) = (·)′S and (¨·) = (·)′′S representing the first and second time derivative with respect
to the solid skeleton have been used. Note that for the quasi-static problems, the inertia
terms are neglected and, therefore, the acceleration terms vanish, i. e. y¨ = 0. Moreover, it
is assumed that in the following, the system is solved sufficiently accurate and, therefore,
the spatial approximation error is assumed to be zero, i. e. Rh ≈ 0.
Furthermore, the semi-discrete problem will be, with respect to the intended application,
discretised in time using either implicit or explicit time-integration schemes, thereby hav-
ing the implementation into Abaqus/Standard (implicit time-integration schemes) and
Abaqus/Explicit (explicit time-integration schemes) in mind, where both provide algo-
rithms for quasi-static and dynamic problems. In an implicit procedure, the underlying
balance laws are evaluated at the new unknown state. Thus, in each time step, a system
of algebraic equations needs to be solved, such that the solution satisfies the governing
balance relations at the new state, a process, which is, specially for large system, very
time consuming. In contrast, in an explicit scheme, it is assumed that the current solu-
tion satisfies the balance laws at the known state, which is, in general, merely true when
proceeding from the initial state. Consequently, each temporal increment introduces a
small numerical error, which accumulates over the simulated time span.
For quasi-static problems, the negligence of the acceleration terms degrades the gov-
erning PDE system (4.22) to be of first order in time. In this regard, suitable time-
marching schemes are collected in the class of the Runge-Kutta methods, see, e. g., Hairer
et al. [93] or Hairer & Wanner [94], comprising simultaneously implicit and explicit time-
advancing methods, where the implicit methods are, due to their unconditional stability,
often favourable for slow (quasi-static) processes. In contrast, the stability of the explicit
schemes is constrained by the prominent CFL condition named after Courant-Friedrichs-
Lewy, see Courant et al. [45], which governs the maximum allowable time increment.
Consequently, explicit methods are more suitable for rapid processes, as small time in-
crements are anyway necessary in order to resolve the transient response of the system,
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see the Nyquist-Shannon sampling theorem, e. g., in Shannon [175]. However, explicit
strategies are not applicable for the dynamic fluid-saturated model following a monolithic
solution strategy2, as the material incompressibility of the pore liquid leads to algebraic
constraint, see, e. g., Heider [97] or Markert et al. [138], or Section 4.3.2 for more details.
To cope with this, one either proceeds from an implicit method, such as the implicit
Hilber-Hughes-Taylor (HHT) method, see Hilber et al. [101], or has to exploit a staggered
solution strategy3, such as the so-called fractional-step method, see, e. g., Markert et al.
[138].
4.3.1 Implicit methods
In what follows, the utilised implicit temporal discretisation schemes and the respective
solution procedure are briefly summarised. In particular, the backward (implicit) Euler
method is applied to quasi-static problems, i. e. the quasi-static triphasic model and the
elasto-plastic solid skeleton, whereas the implicit Hilber-Hughes-Taylor scheme temporally
discretises the dynamic biphasic models.
Backward-Euler time-integration scheme
Addressing the simulation of quasi-static processes, where the inertia terms are neglected,
i. e. y¨n+1 ≡ 0, the unconditionally stable backward (implicit) Euler scheme, which belongs
to the class of diagonally implicit Runge-Kutta methods (DIRK), see, e. g., Ellsiepen [70],
is utilised. Herein, the primary and the internal-state variables yn+1 and qn+1 at the new
(unknown) time tn+1, are advanced proceeding from the known values yn and qn at time tn
by means of a Taylor-series-like expansion truncated after the linear terms. In particular,
in contrast to the actual Taylor-series expansion, which computes the derivatives at the
known state at tn, herein, the derivatives are evaluated at the unknown state at tn+1
yielding
yn+1 = yn +∆t y˙n+1 with y˙n+1 =
1
∆t
(yn+1 − yn) ,
qn+1 = qn +∆t q˙n+1 with q˙n+1 =
1
∆t
(qn+1 − qn) ,
(4.23)
where ∆t = tn+1 − tn denotes the time increment. Consequently, with respect to the
implicit nature of the backward Euler method, (4.22) is evaluated at tn+1, where y˙n+1
and q˙n+1 are substituted by (4.23)1 and (4.23)2, respectively, and yields
F
h
n+1 = F
h(tn+1, yn+1, qn+1) =
 Gh(yn+1, qn+1)
L
h(yn+1, qn+1)
 != 0 . (4.24)
This system of algebraic equations needs to be solved for the unknowns yn+1 and qn+1.
2Within a monolithic solution strategy, the actual coupled problem is treated as a single entity and,
therefore, the whole coupled problem is advanced in time using the same time-integration scheme with
the same time-step size, see, e. g., Zinatbakhsh [220].
3In contrast to monolithic schemes, the individual subproblems of the overall coupled problem can
be advanced in time using different time-integration schemes with different time-step sizes, see, e. g.,
Zinatbakhsh [220].
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Hilber-Hughes-Taylor time-integration scheme
The dynamic fluid-saturated model is adequately discretised by the implicit Hilber-Hughes-
Taylor (HHT) method [101], which is a generalisation of Newmark’s method [147], but
with a straightforward control of the numerical damping via the scheme parameters. Fol-
lowing the implicit HHT procedure, the global system (4.22)1 is recast to
G
h
n+1 =My¨n+1 + (1 + α)( rn+1 − fn+1)− α( rn − fn) != 0
with yn+1 = yn +∆t y˙n +∆t
2
(
(
1
2
− β) y¨n + β y¨n+1
)
,
y˙n+1 = y˙n +∆t
(
(1− γ) y¨n + γ y¨n+1
)
.
(4.25)
Therein, rn+1 = r(tn+1,yn+1, y˙n+1, qn+1) and rn = r(tn,yn, y˙n, qn) denote the quasi-
static response of the system at the new (unknown) state at tn+1, and at the previous
(known) state at tn, respectively. Moreover, M = ∂G
h
n+1/∂y¨n+1 is the mass matrix
and is governed by the constituent densities and, therefore, may depend on the primary
variables. The parameter α controls the numerical damping by governing the parameters
β and γ via
β =
1
4
(1− α)2 and γ = 1
2
(1− α) , (4.26)
which are inherit from Newmarks method. A suitable choice of the parameter α ranges
from α = −1/3 (significant damping) to α = 0 (no damping), where, in the latter, the
trapezoidal rule (β = 1/4, γ = 1/2) is obtained. Note that a value of α = −0.05 is in gen-
eral considered as a good choice, as the inevitably time-stepping-induced high-frequency
noise is quickly removed without a significant effect on the low-frequency response of the
system.
To proceed4, (4.25)2 and (4.25)3 are reformulated, see Kuhl [118], such that
y˙n+1 =
γ
β∆t
(yn+1 − yn)− (
γ
β
− 1)y˙n − (
γ
2β
− 1)∆ty¨n ,
y¨n+1 =
1
β∆t2
(yn+1 − yn)−
1
β∆t
y˙n − (
1
2β
− 1)y¨n ,
(4.27)
and are inserted into (4.25)1. Subsequently, by further applying the backward-Euler pro-
cedure to the local system Lhn+1, (4.22) can be recast into a system of algebraic equations,
viz.
F
h
n+1 = F
h(tn+1, yn+1, qn+1) =
 Gh(yn+1, qn+1)
L
h(yn+1, qn+1)
 != 0 , (4.28)
which then is solved for the unknowns yn+1 and qn+1.
4Alternatively, one may also proceed with y¨n+1 as the unknown of the system of algebraic equations.
However, confined to the framework of Abaqus/Standard and for the purpose of this monograph, yn+1
is used as the primary unknown.
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Solution method
Subsequently, the nonlinear systems of algebraic equations, (4.28) and (4.24), are iter-
atively solved for the unknowns yn+1 and qn+1. Herein, the iterative Newton-Raphson
method is exploited. Note that, in order to obtain an efficient solution strategy, the actual
coupled systems (4.24) and (4.28) are solved in the same decoupled manner by exploiting
the block-structured nature through a generalisation of the block Gauß-Seidel-Newton
method, which is also known as multilevel or, in this particular case, as the two-stage
Newton method. In particular, this solution procedure results in two nested Newton it-
erations, where at each global iteration step, to find the solution to the global system,
the local system is iteratively solved for the internal state variables qn+1 at each Gauss
integration point with frozen global variables yn+1,
L
h(yn+1, qn+1) = 0 −→ qn+1 = qn+1(yn+1) . (4.29)
As usual within the framework of elasto-plasticity, the solution of the local system is found
via the commonly used predictor-corrector scheme, see Simo & Taylor [179]. Herein,
initially an elastic trial stress is computed proceeding from the global strain tensor
εS,n+1 = εS(yn+1) (predictor step), which is subsequently checked whether the incre-
ment is purely elastic (F < 0) or elastic-plastic (F ≥ 0). In a pure elastic step the
internal variables do not evolve, whereas in case of an elastic-plastic step, the local sys-
tem is solved for the internal variables qn+1 such that the resulting stress state lies on the
yield surface (plastic corrector step), i. e. F = 0.
Assuming that the solution qn+1 is sufficiently accurate, the derivative of L
h(yn+1, qn+1)
with respect to yn+1 has to vanish as well:
dLhn+1
dyn+1
=
∂Lhn+1
∂yn+1
+
∂Lhn+1
∂qn+1
∂qn+1
∂yn+1
≈ 0 −→ ∂qn+1
∂yn+1
= −
[
∂Lhn+1
∂qn+1
]−1
∂Lhn+1
∂yn+1
. (4.30)
Note that, herein, the derivative dLhn+1/dyn+1 accounts for the implicit dependencies
between the global and local variables through the algorithmically consistent linearisation,
which was initially proposed by Simo & Taylor [178], see also Wriggers [205] or Simo &
Hughes [177].
With the solution of the internal-state variables at hand, the next iteration in the global
Newton iteration to find the solution to the global system is computed by solving
JGn+1 yn+1 = G
h
n+1 . (4.31)
Herein, JGn+1 denotes the so-called Jacobian matrix and is obtained via algorithmically
consistent linearisation of the global system, viz.
JGn+1 =
dGhn+1
dyn+1
=
∂Ghn+1
∂yn+1
+
∂Ghn+1
∂y˙n+1
∂y˙n+1
∂yn+1
+
∂Ghn+1
∂y¨n+1
∂y¨n+1
∂yn+1
+
∂Ghn+1
∂qn+1
∂qn+1
∂yn+1
, (4.32)
where the derivative ∂qn+1/∂yn+1 is computed with the help of (4.30)2.
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Proceeding from the HHT time-marching scheme, the Jacobian matrix is given by
JGn+1 =
1
β∆t2
Mn+1 + (1 + α)
(
Kn+1 +
γ
β∆t
Cn+1
)
+
∂Ghn+1
∂qn+1
∂qn+1
∂yn+1
with Kn+1 =
∂Ghn+1
∂yn+1
, Cn+1 =
∂Ghn+1
∂y˙n+1
, Mn+1 =
∂Ghn+1
∂y¨n+1
.
(4.33)
Therein, Kn+1, Cn+1 andMn+1 denote the linearised stiffness, damping and mass matri-
ces, respectively, associated with the current Newton increment, which are continuously
updated throughout the iterative procedure. In case of the backward Euler method, where
the partial derivatives with respect to the accelerations vanish, i. e. ∂Ghn+1/∂y¨n+1 = 0,
the Jacobian matrix is computed via
JGn+1 =Kn+1 +
1
∆t
Cn+1 +
∂Ghn+1
∂qn+1
∂qn+1
∂yn+1
. (4.34)
To sum up, the solution procedure results in two nested Newton iterations, where at
each global iteration step, the nonlinear local system is iteratively solved for the internal
variables at each Gauss integration point with frozen global variables, where each iteration
stops, as soon as a certain convergence criterion is met, e. g. ‖Lhn+1‖ < ǫL and ‖Ghn+1‖ <
ǫG , with ǫL and ǫG being the admissible numerical error of the local and the global system,
respectively.
4.3.2 Explicit schemes
For an efficient solution of dynamic problems, such as the dynamic biphasic model, solu-
tion strategies based on explicit time-integration schemes are commonly preferred. Note
that, when aiming for the solution of a dynamic elasto-plastic problem, it is vital for the
efficiency of the overall solution procedure to apply an explicit discretisation scheme to
the elasto-plastic model as well, although this is not mandatory from a technical point of
view. However, as the explicit procedure is merely applied to elastic problems for the pur-
pose of this monograph, explicit time-marching schemes for the elasto-plastic local system
are not further elaborated. Nevertheless, an interested reader may refer, for instance, to
the work of Vrh et al. [195] for the treatment of elasto-plastic models within an explicit
framework.
Before addressing the temporal discretisation procedure, their application possibilities
with respect to the dynamic hybrid model and the dynamic liquid-saturated model are
elaborated. In this connection, the attention is firstly drawn to the dynamic hybrid model
incorporating a materially compressible pore fluid. The spatial-discrete problem can be
summarised as
G
h =
M 11 M 12 00 M 22 0
0 0 0

︸ ︷︷ ︸
M
y¨+
 C11 C12 0C21 C22 0
C31 C32 C33

︸ ︷︷ ︸
C
y˙+
 K11 0 K13K21 0 K23
K31 0 K33

︸ ︷︷ ︸
K
y−f = 0, (4.35)
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where the temporal order of the fluid momentum balance is upgraded from one to two
by exploiting the relation vF = (uF )
′
S. Herein, vF and uF denote vectors gathering
the nodal values of the pore-fluid velocities and the fictitious pore-fluid displacements,
respectively. Moreover, f denotes a vector gathering the external loads applied on the
Neumann boundaries, and M , C and K are the overall mass, damping and stiffness
matrices, which are divided into coupling (highlighted) and non-coupling terms.
From this representation, it can be concluded that monolithic explicit time-integration
schemes are not feasible for the dynamic hybrid model5, as the singular submatrixM 33 =
0 results in a non-invertible overall mass matrix M . In consequence, the coupled prob-
lem (4.35) will be decomposed, such that the Block-Jacobi solution procedure, see, e. g.,
Matthies et al. [140] or Matthies & Steindorf [141], is obtained. The resulting solution
subsystem I:
subsystem II:
uS , uF uS , uF
p
FR
p
FR
tn tn+1
Figure 4.4: Sketch of the decoupled Block-Jacobian solution scheme to advance the primary
variables from tn to tn+1 exemplary applied to the dynamic hybrid model.
strategy is qualitatively sketched in Figure 4.4. Herein, the primary variables are advanced
independently from a given state at time tn to the new state at tn+1 with the individual
subsystems, where the other field variables are kept constant. Note that this procedure
introduces a numerical error, which is minimised if the number of subsystems is reduced,
see Zinatbakhsh [220]. The decomposition results in the subsystems GhI = GhMM ∪ GhMF
(filled box) and GhII = GhMP (framed box), viz.
G
h =
GhI
G
h
II
 =
M 11 M 12 00 M 22 0
0 0 0
 y¨+
 C11 C12 0C21 C22 0
C31 C32 C33
 y˙+
K11 0 K13K21 0 K23
K31 0 K33
y−f = 0 ,
(4.36)
which can be given in the following more compact representation:
G
h
I =M I y¨I + rI(y˙I,yI,yII, q)− f I = 0 ,
G
h
II = C II y˙II + rII(yII, y˙I,yI, q)− f II = 0 .
(4.37)
Therein, rI and rII are the quasi-static and the static residual vectors of the subsystems
I and II, respectively, depending on the vectors of the nodal unknowns yI = [uS, uF ]
T
5Note that in case of the fluid-saturated biphasic model, the incompressibility of the pore liquid further
leads to a singular submatrix C33 = 0 and, thus, to a non-invertible damping matrix C. Consequently,
monolithic explicit time-marching schemes are not applicable for the liquid-saturated biphasic model, see
Markert et al. [138].
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and yII = p
FR and their respective temporal derivatives. Furthermore, f I and f II are
the Neumann force vectors of the corresponding subsystems, M I is the mass matrix of
the subsystem I, and CII = C33 denotes the capacitance matrix of the subsystem II. In
the next step, the temporal discretisation of the semi-discrete decoupled system (4.37) is
carried out. In particular, subsystem I is discretised using the central-difference method,
whereas the forward (explicit) Euler method is used for the discretisation of subsystem
II.
Central-difference time-integration scheme
The subproblem I will be discretised in time exploiting the explicit central-difference
scheme, which was initially described by Sheppard [176]. Herein, the subsystem will be
advanced in time proceeding from the known state at tn to the unknown state tn+1 via a
linear extrapolation of the velocities and accelerations,
My¨I,n + r(yI,n, y˙I,n, qn)− f I,n = 0
with y˙I,n ≈ y˙I,n− 1
2
=
1
∆t
(yI,n − yI,n−1) , y˙I,n+ 1
2
=
1
∆t
(yI,n+1 − yI,n)
y¨I,n =
1
∆t
(y¨I,n+ 1
2
− y¨I,n− 1
2
) =
1
∆t2
(yI,n+1 − 2yI,n + yI,n−1) .
(4.38)
Therein, the velocities at the intermediate steps are computed via y˙I(tn− 1
2
) = y˙I,n− 1
2
and
y¨I(tn+ 1
2
) = y¨I,n+ 1
2
, where it is common practice to consider the former as an approximation
for the velocity vector y˙I,n.
Forward-Euler time-integration scheme
Following the explicit (forward) Euler method, the subsystem II will be advanced from the
known state at tn to the unknown state tn+1, through a Taylor-series expansion truncated
after the linear term. Consequently, the discrete form of the subproblem II reads
Cy˙II,n + r(yII,n, qn)− f II,n = 0 with y˙II,n =
1
∆t
(yII,n+1 − yII,n) . (4.39)
Solution method
Proceeding from the previously introduced approximations for the velocities and acceler-
ations of the subsystem I, y˙I,n = y˙I,n(yI,n,yI,n−1) and y¨I,n = y¨I,n(yI,n+1,yI,n,yI,n−1), and
for the velocities of the subsystem II, y˙II,n = y˙II,n(yII,n+1,yII,n), (4.37) can be recast to
yield
G
h
I =
1
∆t2
M I yI,n+1 + rI(yI,n,yI,n−1,yII,n, qn)− f I = 0 ,
G
h
II =
1
∆t
CII yII,n+1 + rII(yII,n,yI,n,yI,n−1, qn)− f II = 0 ,
(4.40)
which can be solved for the unknowns yI,n+1 and yII,n+1. So far, the explicit procedure does
not gain any advantage in comparison to an implicit procedure, as the nodal unknowns
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need to be evaluated through an inversion of the mass and the capacitance matrices,
This is, although both matrices are sparsely populated, still an expensive task from a
computational point of view. To cope with that, the set of coupled algebraic equations
needs to be decoupled through a matrix lumping procedure, which is vital for the efficiency
of the explicit procedures. Herein, the matrix is diagonalised such that a straightforward
identification of the nodal unknowns is possible. Note that, thereby, one introduces, on
the one hand, dissipative properties of stiffness matrix form, see Zienkiewicz et al. [219],
which helps to quickly remove the inevitably time-stepping-induced high-frequency noise,
but, on the other hand, also a small inaccuracy, see, e. g., Tracy [185] or Huebner et al.
[106].
A very common and efficient lumping procedure is the method of row-sum lumping (RSL),
where all components Aij of a matrix A are concentrated to the diagonal element of row
i via
A˜ = diag(A˜i) with A˜i =
m∑
j=1
Aij i = 1, 2, ..., m . (4.41)
Therein, m denotes the number of columns (equal to the number of rows), which cor-
responds to the degrees of freedom of the FE mesh. In this connection, it is important
to point out that the RSL method cannot be applied to elements with quadratic ansatz
functions, as the row sum yields negative diagonal terms, see Cook [44] or Bathe [15]. To
cope with that, alternative lumping techniques, such as the procedure after Hinton, Rock
& Zienkiewicz (HRZ) [102], or the nodal-quadrature method of Fried & Malkus [79] can
be applied.
With respect to the given problem, the RSL method is applied to the mass matrix M I
of subproblem I and to the capacitance matrix CII of subproblem II, yielding the corre-
sponding diagonalised forms M˜ I and C˜ II, respectively. With the diagonalised matrices
at hand, the nodal unknowns (yI,n+1) and (yII,n+1) can be identified straightforwardly by
solving
G
h
I =
1
∆t2
M˜ I yI,n+1 + rI(yI,n,yI,n−1,yII,n, qn)− f I = 0 ,
G
h
II =
1
∆t
C˜II yII,n+1 + rII(yII,n,yI,n,yI,n−1, qn)− f II = 0 .
(4.42)
In a subsequent step, the unknown velocities and displacements of the individual subsys-
tem can be computed.
Chapter 5:
Parallel solution procedure
The present chapter gives an insight into the solution procedure of the previously dis-
cussed strongly coupled problems. The material models are, at first, implemented into
the research code PANDAS, which serves as a convenient tool during the material-model
development and/or enhancement stage. However, its capabilities in terms of the com-
plexity and the size of the underlying numerical model are stretched to the limits when
it comes to the simulation of problems relevant for industrial applications. To cope with
that, the present monograph introduces a general interface between PANDAS and the com-
mercial FEA package Abaqus, thereby extending the material-model library of Abaqus
with the previously set up or enhanced material descriptions of PANDAS. Consequently,
the coupling allows for a straighforward transfer of the outcome of research projects into
a simulation environment utilised in the industry, thereby also exploiting the parallel-
capable solution framework of Abaqus in order to analyse large-scale problems on high-
performance computing clusters.
In this regard, the present chapter begins with an introduction into parallel computing,
spanning from the related terminology, over computer architectures towards parallel pro-
gramming models. However, as the first section merely serves as a brief summary, the
interested reader is referred to related literature, such as Grama et al. [86], Hager &
Wellein [92], Brawer [29], Xavier & Iyengar [208] or Sasikumar et al. [168], for a more
comprehensive insight. Subsequently, a detailed description of the coupling procedure,
performance benchmarks and a discussion of its possibilities and limitations are provided.
5.1 Introduction to parallel computing
In order to keep pace with the increasing complexity of numerical models, faster computers
are necessary. However, classical machines based on the von Neumann architecture, see
Godfrey & Hendry [84], von Neuman [194], which perform operations in a sequential man-
ner, hit the wall when it comes to the handling of complex and/or data-intensive problems.
Thus, in order to overcome these limits the possibilities of parallel computing were dis-
cussed. already in the late 1950s. A few years later, computer engineers gave birth to the
first parallel-capable computers, affiliating only a few central processing units (CPU) to a
single computing network at the beginning, which were continuously extended towards the
massive parallel supercomputers, gathering tens of thousands processing units, as we have
them nowadays. Nevertheless, despite obvious performance enhancements compared to
sequential-operating computers, it took decades for parallel computers to enter the mass
market, mainly due to a lack of convenient programming models for parallel comput-
ing. Nowadays, the previously successful performance-enhancement technologies, such
as frequency scaling and transistor-size reduction, approach fundamental barriers given
by the laws of thermodynamics and quantum physics. Consequently, parallel-capable
73
74 5 Parallel solution procedure
computing devices get more and more prominent, especially through the development of
power-efficient multi-core CPU, where multiple independently working processing units
are combined into a single processor.
5.1.1 Basic terminology
Parallel computing is based on the principle that a problem can be hierarchically decom-
posed into smaller but more specific subproblems, see Figure 5.1. In particular, a process,
which can be considered as an abstract representation of the problem, i. e. the computer
programme, can be fragmented into several tasks1, which, in turn, are an assembly of
several instructions2 to be executed within a quantum3. Several tasks can be, not neces-
sarily in chronological succession, affiliated to form a so-called thread, which in the case
of multiple coexisting threads residing in a single process yields a so-called multithreaded
process. In this connection, it is important to remark that a process is associated with its
own hardware resources (e. g. memory), whereas threads share the same resources, when
assigned to the same process.
programme
process
thread 1thread 2
task 1
task 2
task 3
task 4
. . . . . .
task 1
instruction 1
instruction 2
. . .
Figure 5.1: Schematic workflow of a sequential multithreaded process or programme.
In parallel computing, the individual threads are then executed simultaneously on different
physical processing units, e. g. on a single-core CPU or on a particular processing unit
of a multi-core CPU, which requires the individual threads to be independent, or in the
related terminology, to be concurrent. However, the term multithreading is not necessarily
associated with parallel computing as multiple threads can still be executed sequentially
on a single processing unit, where, however, no performance enhancement can be observed.
1In computer science, the term task is often used in a diffuse manner. On the one hand, it refers to
as a part of a process, in particular, a number of operations loaded in memory, which is the case within
the present contribution, and, on the other hand, as a synonym for the process itself.
2An instruction is a primitive operation provided by the processors instruction set containing def-
initions of very basic operations related to, for instance, arithmetics (e. g. add or subtract), boolean
operations (e. g. and or not), data handling (e. g. load or store) or flow control (e. g. goto or if)
Fischer & Hofer [76].
3A quantum is the time interval (approx. 10 to 30 ms) in which the individual instructions of a
instruction sequence are executed by the processor before the pending instruction sequences, which also
include previously uncompleted instruction queues, are rescheduled.
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On the contrary, a small loss can be measured due to necessary context switching4 between
the different threads.
Similar to the threads of a multithreaded process, an application can create multiple
simultaneously operating processes as well, which, in turn, can fork multiple threads
running in parallel, see Figure 5.2.
programme
process 1process 2
thread 1thread 1 thread 2thread 2
task 1 task 1task 1 task 1
task 2task 2task 2task 2
task 3task 3task 3task 3
task 4 task 4task 4 task 4
. . . . . .. . . . . .
Figure 5.2: Parallel multithreading within multiple parallel processes.
In general, in contrast to sequential processing, the concurrency of operations (within
tasks or processes) in parallel computing, gives rise to an additional level of complexity
and, thus, to various parallel-computing-exclusive programme failure scenarios. The most
common ones are, in particular, dead-lock and live-lock scenarios, which refer to a blocked
programme flow, and data races and race conditions, which address a non-deterministic
programme output. In a dead-lock scenario, the overall programme progress is blocked as
at least two competing operations on concurrent threads or processes are all in a pending
state waiting for the other one to finish, and thus neither ever will. In contrast, a live lock
refers to a blocking state where the competing operations are still continuously changing
their state and are, thus, considered as living. The second set refers to a non-deterministic
programme output. In particular, a data race describes a situation in which operations
assigned to different threads or processes, alter the data at the same memory location.
Consequently, as the chronological order of the operations is not defined, the result of the
parallel-executed task is undefined as well. Similarly, in a race condition, the programme
flow path, which is assumed to be governed by the content of a specific memory location,
e. g. the value of a variable, is undetermined.
5.1.2 Computer architecture
In order to best exploit the capabilities of the parallel-capable machines, specifically tai-
lored programmes are necessary. However, the diversity of possible machine architectures,
makes it often difficult and time consuming to design a programme according to the spe-
cific hardware needs. Thus, it is auxiliary to pool different hardware designs, from a pro-
gramming point of view, to similar architectures, which then exploit the same (abstract)
4At a context switch, the processing of the current instruction set is suspended and, instead, another
instruction set is started or resumed.
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programming model. In this connection, Flynn [77] introduced in 1972 a classification
of hardware architectures, which is also known as Flynn’s Taxonomy. It is based on the
concurrency of instruction streams5, which are defined as a set of instructions that com-
pose the task, and the available data streams, which are defined as a set of data the
instructions work on. According to Flynn [77], four categories are identified:
• SISD (single instruction stream, single data stream): one processor executes in-
structions sequentially on a single data block, which represents the classical von
Neumann computer (single-core processors), see Godfrey & Hendry [84] or von Neu-
man [194].
• SIMD (single instruction, multiple data streams): multiple processors execute the
same instructions in parallel on the same data block exploiting so-called vector
processors.
• MISD (multiple instruction streams, single data stream): multiple processors exe-
cute different instructions from an instruction pool on the same data (rarely used),
which is usually used for fault tolerance, e. g. Space Shuttle flight control computer.
• MIMD (multiple instruction streams, multiple data streams): multiple processors
execute different instructions on different data blocks.
Since nowadays most computers follow the MIMD architecture, further classifications of
the latter were necessary assigning architectures to the categories of single programme
multiple data streams (SPMD) and multiple programmes multiple data streams (MPMD).
In the latter, autonomous processors operate, at least to some extent, on two independent
programmes, for instance, in a master-slave setup. Therein, a master programme controls
the tasks and distributes these to the slave programmes which, in turn, accomplish the
actual task and return the results to the master programme. In contrast, in SPMD
different instances of the same programme are executed on different processor units. It is
the most common style of parallel-computer architecture and, therefore, the underlying
hardware for the purpose of this monograph.
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Figure 5.3: Contrasting juxtaposition of SMP (left) and DMM (right) architecture.
In this regard, with respect to the parallel programming model, the SPMD systems are
further classified according to their memory organisation, in particular, into distributed-
memory machines (DMM) and shared-memory machines (SMM)6. In SMM, the individual
5Instructions are said to be concurrent, if multiple instructions can be executed in an overlapping
time interval without affecting the outcome of the operations, which is the necessary design property of
an operation to be executed safely in parallel.
6Further classifications based on the memory access distinguish between unified memory access
(UMA) and non-uniform memory access (NUMA). Therein, the architecture is distinguished accord-
ing to their memory-access time, in particular, if it does (NUMA) or does not (UMA) depend on the
accessing processing unit.
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cores or CPU share the same memory address space, see Figure 5.3 (left), whereas, in a
DMM actual independent computers, denoted as a compute node in the high-performance
computing (HPC) terminology, are connected via the network interconnection to build
the overall computing cluster, see Figure 5.3 (right). In the latter, a direct access of the
memory of a different node is not possible.
To sum up, on a SMM a fast communication through the shared memory address space
is possible, which, however, also limits the software parallelisation to shared-memory
hardware architectures, whereas DMM suffers from slow node-to-node communication
through the network interconnect. In this connection, so-called hybrid machines try to
comprise the best of both architectures. Herein, several SMM are interconnected via the
network to compose the overall computing cluster, see Figure 5.4, thereby, allowing fast
communication within a compute node with large scattering on the distributed system.
Nowadays, all modern HPC clusters are hybrid systems.
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Figure 5.4: Schematic representation of a hybrid architecture combining SMM and DMM
design.
5.1.3 Parallel performance measurements
When performing tasks in parallel, the performance improvement in comparison to a
sequential execution is usually of particular interest. In this regard, the so-called parallel-
speedup and parallel-efficiency factors measure the enhancement, in terms of runtime
reduction for a given complexity or, vice verse, the allowable change in problem complexity
for a targeted simulation time. Thus, for a particular application, with the parallel-
speedup factor at hand, the allowable problem complexity or the analysis time can be
estimated. Nevertheless, it is important to note that, depending on the governing problem,
a change in the problem complexity7 may lead to different solution procedures, and, thus,
the evaluated speedup factor is not meaningful anymore. Consequently, for the purpose
of this monograph the parallel speedup factor is considered as a runtime-reduction and
not as a problem-complexity multiplier.
The parallel speedup factor and the parallel efficiency, see Rauber & Ru¨nger [159], are
given by
Sp(n) =
T1(n)
Tp(n)
where Sp(n) ≤ p , (5.1)
7For instance, in a FEM-based simulation, the problem complexity is strongly connected with the
number of elements in the numerical model. However, a finer mesh resolution may trigger different local
phenomena, which did not appear in case of the coarse mesh.
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and
Ep(n) =
Sp(n)
p
=
T1(n)
pTp(n)
. (5.2)
respectively. Therein, Ts(n) is the run time of the best available sequential implementa-
tion to solve a specific problem of complexity n, which, however, may not represent the
theoretically fastest possible algorithm as it may be difficult to be determined or imple-
mented. Moreover, Tp(n) denotes the execution time of the parallel algorithm using p
processors. It can be concluded from the inequality constraint in equation (5.1)2, that the
best parallel speedup is equal to the number of used processors, which, however, can never
be achieved in practical applications as parallel execution requires, at least, a minimum of
process and/or thread communication. Additionally, not all tasks of a programme can be
performed in parallel. Some may require sequential execution, which degrades the parallel
speedup even more.
In this connection, Amdahl [4] introduced in 1967 the well-known Amdahls law, also
known as Amdahl argument, which has initially been designed to find the maximum
expected improvement of a system, when only parts of the system are enhanced. However
nowaday, this statement is strongly connected to parallel computing as it servers as a
measurement of the parallel design of a programme. Herein, a comparison between the
practically achieved and the theoretically possible performance enhancements serves as a
fundamental limit of the performance improvement through parallel computing. It states
that if a fraction f (0 ≤ f ≤ 1) of a parallel programme has to be executed sequentially,
the overall runtime is decomposed into a sequential part, f T1(n), and a parallel part with
p processor (1− f) T1/p, respectively, the speedup factor is given by
Sp(n) =
T1(n)
f Ts(n) +
1−f
p
T1(n)
=
1
f + 1−f
p
. (5.3)
Consequently, even with an infinite number of processors, i. e. p→∞, the parallel speedup
is limited to 1/f and, therefore, is often more fruitful in massive parallel computing to
increase the number of parallel-executable tasks, rather than fine-tune already parallelised
tasks. Nevertheless, as far as is known by the author, Amdahls law is a purely theoretical
concept and cannot be used to predict the parallel speedup, as the ratio f is in general
not known.
5.1.4 Programming models for parallel computing
With the advent of parallel hardware and software technologies, users are faced with the
challenge to choose a programming paradigm8 best suited for the underlying computer
architecture. In this regard, in the related literature, see, e. g., Gebali [80] and Rauber &
Ru¨nger [159], different hierarchical levels of parallelism are identified, depending on the
level in hardware or software on which operations can be carried out in parallel before a
communication or synchronisation is necessary. This classification covers the range from
8A programming paradigm is a fundamental style of computer programming, which defines the way
how structure and elements of computer programmes are build, such as object-oriented or procedural
programming, see, e. g., Tucker & Noonan [190].
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the fine-grained bit9 level, over the medium-grained instruction level, up to the coarse-
grained thread and process level. Depending on the governing parallel programming
model and the used programming language, different levels of parallelism are addressable
by the programmer10. In contrast, commonly used high-level programming languages11,
such as C, C++ or FORTRAN, operate on the coarse-grained thread and process level.
Herein, particular programming techniques are necessary in order enable a thread- or
process-based parallelisation, which, however, can be combined in order to achieve a
hybrid thread- and process-based parallelisation.
From a programming point of view, the crucial task in the parallelisation of a programme
is its decomposition into smaller parallel-executable tasks such that the idle time of the
hardware is minimised. However, the more computations are performed within a task,
i. e. the more coarse-grained the parallelisation is, the higher is the probability of a idling
task, which has to wait for another thread or process be finished at first. In contrast, the
more fine-grained the parallelisation is, the higher is the communication overhead. Thus,
it is the programmers responsibility to balance the load on the hardware, in order to keep
all processing units (CPU, cores or machines) running permanently in the best case.
In this connection, in a first step, the parallelisable tasks and the underlying computer
architecture need to be identified. In order to get an optimal parallel efficiency, one has to
exploit parallel programming models, which are especially tailored to a specific class of ma-
chines, i. e., for the purpose of this monograph, shared- and distributed-memory machines,
see Section 5.1.2. In particular, a thread-based parallelisation, where the programme flow
path is forked into several independently working concurrent threads, scattered to dif-
ferent execution units (CPU or a core within a CPU), thereby using the mandatory
shared-memory address space for the communication and synchronisation. Consequently,
the term shared-memory parallelisation is related to a thread-based parallelisation. In
contrast, on distributed-memory machines, several instances of the same programme are
executed inside different processes, which are usually, but not necessarily, assigned to
the different computing nodes, thereby using explicit process-to-process synchronisation
and communication methods via, for instance, the prominent message-passing interface
(MPI), see, e. g., Message Passing Interface Forum [143].
Thread-based parallelisation
As was mentioned before, in a thread-based parallelisation, the programme workflow is
forked into different, but independently working threads. In this connection, nowadays,
two actually unrelated standards for the thread managment are established, in particular,
the Portable Operating System Interface for Unix (POSIX), see, e. g., Buttlar et al. [34]
or Butenhof [33], and the Open Multi-Processing (OpenMP), see, e. g., Chapman et al.
9A bit is defined as the smallest storable information unit being either 0 or 1.
10Most fine-grained parallelisms, e. g. on the bit or instruction level, are usually not addressable by
the programmer, as they are built-in to the hardware.
11The level of programming language does not, as often misunderstood, refer to its complexity, but
to its hardware abstraction level. For instance, a programme written on a low-level programmining lan-
guage, e. g. Assembler, contains much more hardware-specific commands, than a high-level programming
language, such as C.
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[41] or Chandra et al. [40].
POSIX, which is nowadays commonly referred to as Pthreads, is a family of compatibility
standards specified by the IEEE12. It is a programming model, which is on a very low
hardware-abstraction level, and, therefore, needs the programmers attention to the detail,
which in turn pays off with a very fine-grained thread control.
In contrast,OpenMP, which is managed by the nonprofit technology consortium OpenMP
Architecture Review Board (OpenMP ARB) and which is represented by group of major
computer hardware and software vendors, is on a much higher hardware-abstraction level.
Hence, it provides a better portability to different hardwares, but suffers from a lack of
detailed thread control. However, it provides programmers a simple and flexible interface
for developing parallel applications for platforms ranging from the standard desktop com-
puter to HPC clusters. In comparison, OpenMP excels Pthreads in terms of distribution
as it is easier to handle and provides sufficient thread control to build programmes with
a good performance.
It is important to note that thread-parallelised applications are, in general, prone to data
races and race conditions, see Section 5.1.1, as different threads may alter the content at
the same memory address at the same time.
MPI-based parallelisation
The message-passing interface MPI is a standard for the inter-process communication in
parallel applications and is available for several high-level programming languages. Note
that the MPI standard solely defines the programming interfaces of the subroutines, such
as subroutine names and arguments, and its particular implementation, e. g. PMPI from
IBM, is vendor-dependent and are, therefore, in general not compatible.
The MPI-defined operations are distinguished according to their process-interaction be-
haviour. In particular, they are classified from a process-local point of view as blocking
operations or non-blocking operations, and, from a global perspective, as synchronous com-
munication or asynchronous communication. In this regard, an operation is said to be a
blocking operation, if, once the command has been deployed, control is not returned to
the calling process until the operation has been (successfully or unsuccessfully) completed,
thereby, unlocking the associated resources, such as memory, for subsequent usage13. In
contrast, in a non-blocking operation, control is immediately returned to the calling pro-
cess once the command has been deployed, but not necessarily completed, thereby allow-
ing access to the associated resources14. As was mentioned before, the global-viewpoint
equivalent to blocking and non-blocking operations are synchronous and asynchronous
12The Institute of Electrical and Electronics Engineers, which was founded in 1963, is the largest asso-
ciation of technical professionals from electrical and electronic engineering, telecommunications, computer
engineering and allied disciplines.
13In a blocking communication, which is composed of a paired send and receive operation deployed
on different processes, all associated resources, e. g. message buffer, are locked and the sending process is
idle until the receiver has confirmed the transmission.
14In a non-blocking communication, the associated messages buffer is unlocked and can be modified
once the send command has been issued, although the transmission has not yet been confirmed by the
receiving process.
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communication. In particular, a synchronous communication is only successful if both,
the sending and receiving process, completed the respective send and receive operations.
In contrast, similar to a non-blocking operation, an asynchronous communication does
not require a matching command (e. g. send and receive) to be deployed in order to finish
its counterpart (e. g. the receive command of a send operation).
A collection of some selected point-to-point-communication procedures15 defined within
the MPI standard are given below. A more comprehensive collection is found in the MPI
standard [143] and a more related details on the particular subroutines can be found, for
instance, in Gropp et al. [89] and Pacheco [153].
• MPI Init() sets up the MPI-execution environment
• MPI Send()/MPI Isend() initiates an blocking/synchronous and
non-blocking/asynchronous message transmission, respectively
• MPI Recv()/MPI Irecv() initiates an blocking/synchronous and
non-blocking/asynchronous receive operation, respectively
• MPI Wait() idles the sending or receiving process in an non-blocking/asynchronous
operation until the communication has been completed
• MPI Probe() checks if a message with a specific message-identifier tag is available
(blocking)
• MPI Test() checks if a specific non-blocking operation has been completed
• MPI Finalize() terminates the MPI-execution environment
In these connections, it is important to point out that blocking operations are prone to
deadlock scenarios, whereas non-blocking operations are vulnerable to race conditions and
data races.
5.2 Parallelisation in FEM
In parallel-executed application, the crucial point to obtain the best overall performance
is to distribute the workload such that the idle time and the inter-process communication
of the individual threads and/or processes are minimised. In the related taxonomy, this
scattering is called load balancing. In the scope of FE simulations, the most work-intensive
tasks, which need be scattered, are, in particular, the evaluations of the element-wise
contributions to the overall system of equations and, additionally, in an implicit procedure,
its solution. In this connection, the optimal load balancing16 with respect to the FEM is of
great interest and, therefore, addressed in a vast number of literature, see, e. g., Cybenko
[46] andWalshaw et al. [197], or Xu & Lau [209] for an overview. In particular, in FE-based
15In contrast, collective communication and synchronisation functions are defined within the MPI
standard as well, and allow for a scattered communication to broadcast to all processes used from a
particular application.
16Note that, in the scope of parallel load balancing, it is furthermore distinguished between static and
dynamic load balancing. In particular, static load balancing only exploits informations about the average
behaviour of the system, whereas dynamic load balancing reacts to its current state and, therefore, in
general, results in more complex strategies, see, e. g., Iqbal et al. [107] and Zhang et al. [213], but also in
a better overall performance.
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simulations, the load balancing is carried out using a domain decomposition strategy.
Herein, the discrete solution domain Ωh is decomposed into k subdomains, proceeding,
for instance, from an overlapping method, such as the additive Schwarz method, or a
non-overlapping procedure, such as Balancing domain decomposition. An overview on
different decomposition procedures can be found in Toselli & Widlund [184] or Gropp
et al. [88].
As an example, the domain decomposition following a non-overlapping method is illus-
trated in Figure 5.5.
Ωhe Ω
h Ωh1
Ωh2
Ωh3
Ωh4−→
domain
decomposition
Figure 5.5: Sketch of the load balancing via domain decomposition in a parallel simulation
using four processes.
Herein, the spatial-discrete solution domain Ωh = ∪eΩhe is decomposed into four non-
overlapping domains, viz.
Ωh =
⋃
k
Ωhk with k ∈ {1, 2, 3, 4} , (5.4)
where k denotes the number of subdomains, which usually corresponds to the number
of processes used in the parallel simulation. In this connection, the decomposition of
the discrete domain is carried out at the beginning of a parallel FE simulation and the
individual subdomains are then distributed to the individual threads and/or processes.
However, when mesh refinement strategies are used, the decomposition and distribution
have to be repeated at every refinement stage in order to obtain the best load balancing.
5.3 Abaqus-PANDAS co-simulation
The governing volume-coupled multi-field problems of interest exhibit, due to the various
mutual intrinsic interacting components, a complex nature, especially, with respect to
the numerical implementation, which requires significant efforts. In this connection, the
underlying models have been, at first, implemented into the research code PANDAS and,
subsequently, linked to the commercial finite-element package Abaqus17. The linkage is
based on the user-defined-element subroutine (UEL) of Abaqus. On the one hand, it
introduces all material models of PANDAS into an environment relevant for industrial
applications and, on the other hand, provides, in comparison to the native UEL subrou-
tine of Abaqus, a more user-friendly programming environment for user-defined material
17All remarks regarding Abaqus are related to version 6.14-2.
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models with an arbitrary number of degrees of freedom. The coupling exhibits minimal-
invasive properties with respect to the IBVP-definition process in Abaqus and allows for
the parallel analysis of large-scale problems on high-performance computing clusters. The
coupling can be divided into two modules. In particular, these are
• the pre-processing module, which is a Python script to alter the Abaqus input
deck in a pre-processing step and
• the runtime module, which is embedded into PANDAS and wraps its functionality
to match the requirements of the Abaqus UEL subroutine.
Herein, the pre-processing module automatically derives a suitable user-element definition
from the topology, i. e. the nodal connectivity of the standard Abaqus elements, which
have been created during the definition of the IBVP in Abaqus CAE18, together with the
knowledge of the material-model-dependent nodal degrees of freedom from the PANDAS
element definition.
In what follows, the runtime module will be discussed in detail. However, as simula-
tions incorporating user-defined elements require special efforts in order to allow for a
convenient post-processing of the simulation results, a discussion of suitable user-element
post-processing methods is put in front.
5.3.1 Post-processing of user-defined elements
The special treatment, necessary when carrying out UEL-based simulations, can be traced
back to the fact that the ansatz functions and the method used to integrate the governing
weak forms (e. g. via Gauss-point quadrature), which are also essential for the post-
processing, are merely defined within the UEL subroutine and, therefore, not known to
the post-processing module of Abaqus CAE. To cope with that, a suitable strategy is
needed, on the one hand, to introduce shape functions for the node-to-node interpolation
and, on the other hand, set to the values of the dependent variables, e. g. stresses, at the
integration points of any individual element. In this connection, several methods have
been proposed in the literature.
A naive approach initially stores the integration-point data in a temporary database,
e. g. in a text file as was proposed in Schenke & Ehlers [172], or in the binary old
results database19 of Abaqus .fil, see Roth et al. [166], while the simulation is running.
Subsequently, at the end of an analysis20, the content of the database is merged into the
results database of Abaqus (.odb). In a similar way, database formats of third-party
tools, such as Tecplot or Paraview, might be exploited, which, however, have not been
tested by the author. Another very prominent method introduces the so-called overlay
(or dummy or ghost) elements, which solely serve as data container as they exhibit, in
relation to the simulated process, neglectable material properties. Therein, an Abaqus
18Abaqus CAE is the graphical user interface (GUI) of Abaqus.
19In particular, the keyword *EL FILE requests the UEL storage container SDV to be written to the
.fil file, thereby chosing the output format (binary or text), see Abaqus Documentation [49].
20A database merge after each successful time increment is not possible with the current implementa-
tion of Abaqus.
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element, with a similar element topology, is connected in parallel to the user-defined
element, thereby associating ansatz functions for the nodal interpolation and integrations
points to hold the dependent variables. In order to transfer the integration-point data
between the overlay and the corresponding user-defined element, a process-local memory
is exploited as a temporary data container, from which the CUVARM subroutine retrieves
the integration-point data and writes to the results database of Abaqus, see Figure 5.6.
In this connection, it is important to note that in a process-based parallelisation, which
incorporates a decomposition of the simulated domain and a distribution of the partial
domains onto the individual processes, it may be necessary to transfer data between the
processes (e. g. via MPI programming standard) as the domain-decomposition algorithm
of Abaqus does not guarantee that the overlay and its corresponding user-defined element
reside in the same process.
post-processing method
overlay
element
text-file
database
binary-file
database
ease of use + ◦ ◦
runtime performance ◦ + +
post-processing performance + − −
Abaqus/Standard + + +
Abaqus/Explicit ◦ + +
Table 5.1: Contrasting juxtaposition of common post-processing methods when using user-
defined elements in Abaqus simulations.
An overview of common post-processing methods, in particular, the overlay-element
method, and the procedures exploiting a text and a binary file as a temporary database
are, with their advantages and drawbacks, summarised in Table 5.1. In particular, they are
assessed in terms ease of use, their runtime and post-processing performance, and their ap-
plicability to Abaqus/Standard (implicit time-integration schemes) and Abaqus/Explicit
(explicit time-integration schemes). In this regard, considering the usability, the over-
lay element is considered the best among the three, as it requires least user interaction,
although it produces a significant computational overhead, see Section 5.3.3, during the
runtime of a simulation through the evaluations of the actual neglectable overlay-element
contributions. Moreover, as the underlying Abaqus release does not provide the whole
set of utility subroutines of Abaqus/Standard in Abaqus/Explicit, the overlay-element
post-processing method is not fully available in Abaqus/Explicit. In particular, the node-
to-node interpolation is realised via the overlay elements, but the integration-point data
cannot be visualised. On the contrary, the database-based methods suffer from the very
time-intensive reading from the temporary database and data-merging into the Abaqus
.odb at the end of an analysis, which is due to the extensive read and write processes
from and to the hard-drive. In particular, although the access times of the binary file are,
in comparison to the text file, significantly lower, the subsequent slow merging process
into the .odb cancels its run-time performance advantage and, therefore, both procedures
show a very bad overall performance, which gets especially pronounced when handling
huge amounts of data from large-scale parallel simulation. Hence, according to the au-
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thors opinion, the overlay-element method best serves the requirements, and, therefore,
is the method of choice for the purpose of this monograph.
5.3.2 Coupling workflow
Proceeding from the overlay-element-based post-processing method, the underlying work-
flow of the software coupling is depicted in Figure 5.6. Therein, the UEL subroutine, writ-
ten in FORTRAN programming language, solely acts as a dummy subroutine to bypass
its callings to the C-coded CUEL subroutine of the Abaqus/PANDAS wrapper, thereby
handing over the functionality of the UEL subroutine to PANDAS.
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Figure 5.6: Schematic sketch of the coupling workflow exploiting the overlay-element-based
post-processing method.
In this regard, at the first time the CUEL is called, PandasInit will set up the PANDAS
infrastructure, in particular, a dummy mesh, which consists of a single dummy element.
Subsequently, the input data provided by the UEL are converted to a PANDAS-matching
format, thereby providing the geometric data of the actual element, from which PAN-
DAS will evaluate the element-wise contributions to the overall right-hand-side vector21
through PhysResidual and to the Jacobian (implicit procedure) or mass matrix (ex-
plicit procedure), respectively, through PhysTangent, which are then converted back to a
UEL-conforming data format. Finally, the integration-point data will be stored to a hash-
based22,23 database residing in a process-local memory24. To complete the evaluation
21Note that the right-hand-side vector requested by the CUEL subroutine only comprises the internal
element response based on the current values of the underlying degrees of freedom. The external load
vector applied on the Neumann boundaries is added by Abaqus.
22A hash table is a look-up table, where each entry is associated with a hash key, which uniquely
identifies its position. In this way, very fast look-up tables can be realised.
23Thanks to UTHASH from http://troydhanson.github.io/uthash/.
24Note that this procedure is thread-safe, as each element in the look-up table will always only be
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of the element-wise contributions, the CUVARM subroutine, as part of the computations of
the overlay-element contributions, is called by Abaqus in order to retrieve the integration-
point data of the associated user-defined element. Finally, Abaqus will gradually assemble
the overall system of equations, apply the boundary conditions and solve the system for
the nodal unknowns in each time increment.
As the domain decomposition algorithm of Abaqus does not guarantee that the user-
defined element and its corresponding overlay element reside on the same process, the
integration-point data needs to be transferred between the individual processes via the
MPI communication standard. In particular, as in a parallel process it is not predefined
whether the UEL or the UVARM subroutine of the associated overlay-user-element pairing
is called first, the inter-process communication is realised via the non-blocking send and
receive operations, see Section 5.1.4, using MPI ISend and MPI IRecieve. Both opera-
tions merely open an inter-process-communication window, without the need to finish the
transmission upon their calling (compare blocking operations in Section 5.1.4). The trans-
mission will be completed once each send or receive is paired with the respective receive
or send operation, where the user-element number is used as an transmission identifier to
match the send-receive pairings.
t¯ = 1kN
e1
e2
e3
1 2
3 4
Figure 5.7: Benchmark
problem decomposed into
four MPI domains.
0.0
−1.0
σ22 [ kN ]
Figure 5.8: Contour plot of σ22 for a simulation without (left)
and with MPI-based communication (right) of integration point
data.
In order to verify the overlay-element-based post-processing method in a parallel analysis,
a benchmark problem is investigated. Therein, a simple initial-boundary-value problem
(IBVP) is realised, where the displacements at the right and bottom edges are constrained
in normal direction, and the upper edge is loaded by the surface load t¯ = 1 kN/m, see
Figure 5.7. The material behaviour is governed by a single-phasic (non-porous) linear-
elastic material law. The analysis is carried out in parallel comprising a thread- and
process-based parallelisation. In particular, the problem has been decomposed into four
MPI domains, where each subdomain is split again in two threads, i. e. the benchmark
problem runs in parallel on eight computing cores.
The resulting stress distribution is depicted in Figure 5.8. Therein, the previously men-
tioned non-matching processes assignment of the user-defined and its respective overlay
accessed from a specific thread, in particular, the thread in which the current element under consideration
resides in.
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element is clearly illustrated in Figure 5.8 (left) by the non-homogeneous stress distribu-
tion. In particular, it can be observed that some of the finite elements still depict a zero
stress value, which was the initial value at the beginning of the analysis. In contrast, when
incorporating an inter-process communication of the integration-point variables, i. e. of
the stress values in this particular case, a homogeneous stress field is obtained, see Figure
5.8 (right).
5.3.3 Benchmarks
Next, different performance benchmarks are carried out. The first benchmark illus-
trates the computational overhead of the overlay-element post-processing method (post-
processing-method benchmark) and the second benchmark (parallel-simulation bench-
mark) addresses the parallel scalability of the thread- and MPI-based parallelisation meth-
ods. In this regard, the underlying IBVP used in both benchmarks is depicted in Figure
5.9.
1m1m
1m
e1e2
e3
t(t)
ΓN
t
Figure 5.9: Sketch of the initial-
boundary-value problem of the
benchmark test.
Abaqus Abaqus/PANDAS
with
OEM
without
OEM
runtime (DS) [ s ] 7249 13 690 8 446
performance loss (DS) [% ] - 89 17
runtime (IS) [ s ] 15 992 20 111 10 695
performance loss (IS) [% ] - 25 -69
Figure 5.10: Benchmark results in sequential execu-
tion for stand-alone Abaqus and Abaqus/PANDAS co-
simulation.
Therein, a cubic domain (length: 1m, width: 1m, height: 1m), composed of a linear
elastic (µS = 26 923N/m2, kS0 = 40 385N/m
2, kS1 = 0N/m
2) single-phasic material, is
subjected to a linearly increasing surface load,
t(t) = t0 t with t0 = 1N , 0 ≤ t ≤ 1000 s , (5.5)
acting on the Neumann boundary ΓN
t
. The domain is spatially discretised with 38 184
elements using quadratic ansatz functions for the solid displacements uS. Hence, the
degrees of freedom of the overall system sum up to 488 985. The time increment is fixed
to ∆t = 10 s and, therefore, 100 time steps are necessary to simulate the process. The
Benchmarks have been carried out on a compute node25 of the LEAD HPC cluster26.
25A compute node consists of two AMD OpteronTM Processor (model 6328) with 32 cores, each
running at 3.2GHz, and is equipped with 256 GB memory.
26The permission to use the HPC cluster of the LEAD (Lower ExtremityAmputeeDynamics) project,
processed within the Continuum Biomechanics Group at the University of Stuttgart, is highly appreciated.
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Post-processing-method benchmark
The first set of benchmarks is dedicated to the investigation of the computational overhead
due to the overlay-element post-processing method (OEM). Herein, the simulation times
of Abaqus in stand-alone mode using the built-in material model are compared to the
simulations with and without OEM. All computations have been carried out using, on
the one hand, the direct (DS) and, on the other hand, the iterative solver (IS) of Abaqus.
The results are summarised in table 5.10. Herein, it can be seen that the performance loss
is approximately 89% and 17% in case of the direct and the iterative solver, respectively.
The different performance losses can be explained as follows. The time needed to complete
a time step, or a Newton increment in a non-linear analysis, is mainly composed of two
tasks, which are, on the one hand, the evaluation of the element-wise contributions,
which is, within the present co-simulation approach, composed of the contributions of
both the overlay and the user-defined elements, and, on the other hand, the solution
of the assembled system of equations. However, as the resulting system of equations
of the underlying linear problem can be solved more efficiently using the direct solver27
rather than the iterative solver. In consequence, the share in the total runtime of the
element-wise evaluations of PANDAS is higher in comparison to the slice needed to solve
the system of equations. In case of the iterative solver, a runtime comparison between the
stand-alone Abaqus and the Abaqus/PANDAS co-simulation shows an awkward behaviour.
In particular, exploiting the overlay-element method (OEM), a loss in performance of
approximately 25% can be observed. However, when the overlay elements are neglected
(without OEM), a performance increase, illustrated by the negative performance loss, of
approximately 69% is observed. Without the knowledge of the particulars of the Abaqus
implementation, an elaboration is beyond the scope of the author.
Parallel-simulation benchmark
The second set of benchmarks investigates the behaviour of the coupling workflow un-
der parallel-execution conditions. The underlying IBVP is depicted in Figure 5.9 and
will be analysed in parallel using either p parallel threads or MPI-processes, where
p ∈ {2, 4, 8, 16, 32}. Moreover, the direct solver is used to solve the system of equations.
The resulting runtime measurements are summarised in Table 5.2.
For a better illustration of the parallel scalability, the parallel speedup and the parallel
efficiency factor for a MPI- and a thread-based parallelsisation are depicted in Figures
5.11 and 5.12, and Figures 5.13 and 5.14, respectively. Note that, herein, the ideal paral-
lel speedup indicating the best achievable performance-enhancement multiplier, which is
equal to the number of used parallel threads or processes, is illustrated by the gray line.
27It is assumed, but not verifiable by the author, that the LU-decomposition-based direct solver of
Abaqus recognised the linearity of the problem, i. e. the constant Jacobi matrix, and, therefore optimises
the solution procedure in such a way that the LU decomposition, see, e. g., Hoffman & Frankel [103], of
the resulting system of equations is carried out only once. This assumption is further supported through
the records of the time needed to solve the system of equations. Herein, at the first increment, the
solution took approximately 3 838 s, whereas in each subsequent time increment the systems was solved
in 3 s.
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number of threads/processes
p = 1 p = 2 p = 4 p = 8 p = 16 p = 32
thread-based parallelisation
runtime (Abaqus) [ s ] 7 249 3 775 2 157 1 323 917 797
speedup Sp (Abaqus) [ - ] 1.00 1.92 3.36 5.44 7.84 8.96
efficiency Ep (Abaqus) [ - ] 1.00 0.96 0.84 0.68 0.49 0.28
runtime (Abaqus/PANDAS) [ s ] 13 690 7 502 4 209 2 498 1 739 1 703
speedup Sp (Abaqus/PANDAS) [ - ] 1.00 1.82 3.24 5.44 7.84 8.0
efficiency Ep (Abaqus/PANDAS) [ - ] 1.00 0.91 0.81 0.68 0.49 0.25
MPI-based parallelisation
runtime (Abaqus) [ s ] 7 249 3 794 2 092 1 299 965 1 255
speedup Sp (Abaqus) [ - ] 1.00 1.92 3.44 5.36 7.52 5.76
efficiency Ep (Abaqus) [ - ] 1.00 0.96 0.86 0.67 0.47 0.18
runtime (Abaqus/PANDAS) [ s ] 13 690 7 523 4 594 2 811 1 685 7 642
speedup Sp (Abaqus/PANDAS) [ - ] 1.00 1.8 2.96 4.88 8.16 1.6
efficiency Ep (Abaqus/PANDAS) [ - ] 1.00 0.90 0.74 0.61 0.51 0.05
Table 5.2: runtime comparison between thread- and MPI-based parallelisation for stand-alone
Abaqus and Abaqus/PANDAS co-simulation.
Addressing at first the investigation of the MPI-based parallelisation method, the par-
allel speedup and efficiency plots, depicted in Figure 5.11 and 5.12, respectively, show
a controversial behaviour. In particular, up to 16 MPI processes, the parallel speedup
factor increases monotonically and is in good agreement for stand-alone Abaqus and
Abaqus/PANDAS co-simulation. However, from 16 processes onwards, the parallel speedup
decreases, which illustrates the saturation of the parallel solution strategy. To be more
lo
g
2
(S
p
)
[−
]
lo
g
2
(S
p
)
[−
]
log2(p) [− ]
1 2 4 8 16 32
32
16
8
4
2
1
Abaqus
Abaqus/PANDAS
Figure 5.11: Parallel speedup Sp compari-
son between Abaqus and Abaqus/PANDAS in
a MPI-based parallelisation for different num-
bers p of parallel process.
E
p
[−
]
E
p
[−
]
log2(p) [− ]
1.0
0.8
0.6
0.4
0.2
0.0
1 2 4 8 16 32
Abaqus
Abaqus/PANDAS
Figure 5.12: Parallel efficiency Ep compari-
son between Abaqus and Abaqus/PANDAS in
a MPI-based parallelisation for different num-
bers p of parallel processes.
90 5 Parallel solution procedure
precise, this observation is owed to the increasing number of MPI subdomains and, there-
with, the decreasing size of the MPI subdomains, which, in turn, emphasises the share in
time in the overall solution time needed for the necessary process-to-process communica-
tion, e. g. the transfer of the nodal values at the subdomain interfaces. This behaviour
is even more pronounced in case of the Abaqus/PANDAS co-simulation, where the trans-
fer of the integration-point data causes an additional overhead and, therefore, a huge
performance drop.
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Figure 5.13: Parallel speedup Sp compar-
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Drawing the attention to the investigation of the parallel scalability in case of the thread-
based parallelisation, the parallel speedup and efficiency factor, depicted in Figure 5.13
and 5.14, on the one hand, illustrates the agreement in the parallel-performance enhance-
ment for stand-alone Abaqus and Abaqus/PANDAS. On the other hand, it indicates that
the parallel saturation is reached beyond 32 parallel threads. Consequently, for an efficient
parallel solution strategy on hybrid systems incorporating both parallelisation methods,
it is strongly recommended to firstly increase the number of parallel threads within a MPI
process before extending the number of parallel MPI-processes.
Chapter 6:
Simulations
The present chapter is dedicated to the simulation of several volume-coupled multi-field
problems, thereby illustrating the diverse application possibilities of the Abaqus/PANDAS
co-simulation approach. Most simulations are carried out in parallel exploiting either a
thread- or a hybrid (thread- and MPI-based) parallelisation method. To begin with,
the efficient solution of dynamic problems in the scope of porous materials is addressed.
For this purpose, parametric studies are carried out investigating, on the one hand, the
parallel scalability of the co-simulation approach, thereby exploiting implicit and ex-
plicit time-integration schemes and, on the other hand, the eligibility of the presented
unbound-domain treatment for the representation of semi-infinite domains. Subsequently,
more realistic application scenarios concern the simulation of soil mechanical problems,
in particular, the investigation of the soil stability under cyclic loading condition, and the
simulation of multiphasic flow processes within textile fabrics.
6.1 Parametric studies in porous-media dynamics
In general, in a dynamic analysis the response of a mechanical system to impact or im-
pulsive loadings is investigated. In particular, the rapidly changing loading conditions
give rise to dynamic phenomena, such as waves dispersing through the spatial domain.
In this regard, a sufficient accurate and efficient solution strategy requires, on the one
hand, a fine temporal disretisation in order to resolve the dynamic phenomena and, on
the other hand, with respect to the wave-propagation problem, the extension of the spa-
tial domain towards infinity in order to suppress wave reflections. The present section
starts with a contrasting juxtaposition of the implicit and explicit time-marching schemes
with respect to their computational efficiency and their parallel scalability. Subsequently,
the previously introduced unbound-domain treatment, comprising the infinite-element ap-
proximation and the viscous-damped boundaries, is studied numerically with respect to
its wave-absorption capabilities.
6.1.1 Abaqus/Standard versus Abaqus/Explicit
The following simulations serve the investigation of the computational efficiency and the
parallel scalability of the implicit and explicit time-marching schemes of Abaqus/Standard
and Abaqus/Explicit, respectively, where both exploit the Abaqus/PANDAS co-simulation
approach.
The underlying initial-boundary-value problem (IBVP) is depicted in Figure 6.1. Herein,
an ellipsoidal halfspace (first and second minor axis: 20m, third minor axis: 10m) with
a drained top surface (pFR = 0) is simplified to a one-fourth model by exploiting its
symmetry and by introducing suitable boundary conditions at the symmetry planes.
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u(t)
ΓD
uS
e1
e2
e3
10m
20m
pFR = 0
uS = 0
uF = 0
uS = 0
uF = 0
uS = 0
uF = 0
uS1 = 0
uF1 = 0
uS3 = 0
uF3 = 0
Figure 6.1: IBVP of the benchmark problem serving
the parametric study.
Parameter Value Unit
nS0S 0.6 -
µS 5.6 · 106 N/m2
kS1 8.4 · 106 N/m2
kS2 0.0 N/m
2
ρSR 2700 kg/m3
nL0 0.399 -
ρLR 1000 kg/m3
γLR 1 · 104 kg/m3
µLR 1 · 10−3 Ns/m2
nG0 0.001 -
θ0 293 K
RG 287 J/(kgK)
µGR 2 · 10−5 Ns/m2
KS0S 10
−5 m2
Figure 6.2: Material parameters
of the benchmark problem.
A sinusoidal-shaped displacement impulse, given by
u(t) = u0 sin (2πft)[H(t)−H(t− τ)]
with u0 = 0.05m , f = 10Hz , τ = 0.05 s , 0 ≤ t ≤ 0.5 s
(6.1)
is applied at the Dirichlet boundary ΓDuS . The material description follows the dynamic
hybrid model, see Section 3.2.2, where the governing material parameters are summarised
in Table 6.2. In this connection, note that material under consideration is highly per-
meable (KS0S = 10
−5m2) in order to the reduce the material-intrinsic damping and, in
consequence, to allow for the triggered waves to propagate through the entire domain.
The spatial domain is discretised by 38 295 elements. At this juncture, constraint by the
requirement for a proper post-processing of the simulation results exploiting the OEM
and the technical limitations of Abaqus/Explicit, linear ansatz functions for all nodal un-
knowns, i. e. uS, uF and p
FR, are used. Note that, for this particular problem, the solution
does not exhibit any instabilities although the LBB condition, see Section 4.1.2, is not
satisfied. The resulting system exhibits 294 056 degrees of freedom. The benchmark prob-
lem, is simulated using, on the one hand, the implicit HHT method, see Section 4.3.1, of
Abaqus/Standard and, on the other hand, the central-difference method together with the
forward Euler method, see Section 4.3.2, of Abaqus/Explicit. The simulations have been
carried out in parallel on a compute node1 of the LEAD HPC cluster exploiting different
numbers of parallel processes and threads, respectively, i. e. p ∈ {2, 4, 8, 16, 32}. In partic-
ular, in case of Abaqus/Standard, a thread-based parallelisation and a direct solver2 based
1A compute node consists of two AMD OpteronTM Processors (model 6328), each composed of 16
cores running at 3.2GHz, and is equipped with 256 GB memory.
2Note that the for large-scale problems more suitable Krylov-subspace-based iterative solvers are not
available for the imposed HHT time-integration scheme in Abaqus/Standard.
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on a LU-decomposition method are utilised, whereas Abaqus/Explicit proceeds from a
MPI-based parallelisation. Moreover, with respect to the Nyquist-Shannon sampling the-
orem, the time increments in Abaqus/Standard are fixed to ∆timpl. = 5 · 10−3 s, whereas
in Abaqus/Explicit the time step is set to ∆texpl. = 5 · 10−5 s to satisfy the CFL stability
condition, see Courant et al. [45].
t = 0.15 s t = 0.20 s t = 0.25 s t = 0.30 s
t = 0.35 s t = 0.40 s t = 0.45 s t = 0.50 s
0.4
−0.6
uS3
[ mm ]
Figure 6.3: Sequence of contour plots of the solid displacement uS3 in the vertical direction
on the deformed mesh (scale factor: 2000).
The simulation results are depicted in Figure 6.3. Therein, a sequence of contour plots
of the solid displacement uS in direction of e3, i. e. uS3 = uS · e3, is given. The imposed
loading impulse triggers two bulk-wave types, in particular, a compressional wave (p-
wave) and a transverse shear wave (s-wave), which propagate through the domain and
are reflected on the domain boundaries.
number of threads/processes
p = 1 p = 2 p = 4 p = 8 p = 16 p = 32
Abaqus/Explicit
runtime Tp [ s ] 31 923 15 757 8 449 4 382 2 612 1 087
speedup Sp [ - ] 1.00 1.92 3.77 7.28 12.22 30.28
efficiency Ep [ - ] 1.00 0.96 0.94 0.91 0.76 0.94
Abaqus/Standard
runtime Tp [ s ] 851 966 446 056 247 604 137 444 79 393 44 114
speedup Sp [ - ] 1.00 1.91 3.44 6.19 10.73 19.31
efficiency Ep [ - ] 1.00 0.96 0.84 0.77 0.67 0.60
Table 6.1: Summarised runtimes Tp, and the related parallel speedups and efficiencies, Sp and
Ep, of Abaqus/Standard and Abaqus/Explicit for a different number p of parallel threads and
processes, respectively.
The measured runtimes, the related parallel speedups Sp and parallel efficiencies Ep of
the benchmark problem are summarised in Table 6.1. Herein, it is clearly illustrated that
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Abaqus/Explicit excels the implicit procedure of Abaqus/Standard, on the one hand,
in terms of the computational costs and, on the other hand, with respect to the par-
allel scalability. In particular, a comparison of the simulation runtimes reveals that
Abaqus/Explicit solves the given problem significantly faster even in sequential execu-
tion (T1 = 31 923 s) than Abaqus/Standard in parallel (T32 = 44 114 s). Furthermore,
Abaqus/Explicit exhibits a better parallel scalability with an increasing number of paral-
lel threads or processes, respectively, which is illustrated by the higher parallel speedup
and parallel efficiency factors, Sp and Ep. To examine this observation in more detail,
the evolutions of Sp and Ep in relation to p are investigated, see Figures 6.4 and 6.5,
respectively. In particular, Figure 6.4 illustrates the superior parallel behaviour of the ex-
plicit procedure through, on the one hand, the computed speedup being closer to the ideal
speedup (gray line) and, on the other hand, the weaker speedup degradation with increas-
ing number of threads/processes. The poor parallel scalability of Abaqus/Standard, or of
implicit procedures in general, can be traced back to the inevitable inter-thread (or inter-
process) communications while solving the system of equations. In particular, the share
of the communication time in the overall problem runtime increases together with the ris-
ing number of threads, as, simultaneously, the number of subdomains and, consequently,
the number of subdomain boundaries which require communication, advances accord-
ingly. This effect will become even more pronounced with increasing model complexity,
i. e. increasing number of degrees of freedom, as the number of floating-point operations
necessary to solve a system of equations of size n × n using a LU-decomposition-based
method is approximately 2/3n3, see Vandenberghe [191], which is a cubic relation in n.
Note that the speedup and the efficiency of Abaqus/Explicit utilising p = 16 processes is
not in line with the others, i. e. p ∈ {1, 2, 4, 8, 32}. However, the origin of this observation
cannot be traced back by the author as the particulars of the algorithmic implementation
are not known.
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Figure 6.4: Comparison of the parallel
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6.1.2 Unbound-domain treatment
When investigating problems under rapidly changing loadings conditions, special attention
needs to be paid to the approximation of the real problem by a suitable IBVP. In this
regard, the semi-infinite half-space is split into a near-field, which is, in general, the
domain of interest, and a far-field. However, truncating the semi-infinite half-space at
the near field, which is often sufficient in quasi-static simulations, introduces artificial
boundaries at which, in a dynamic analysis, the incoming waves are reflected back into
the domain of interest.
The following simulations address a parametric study of the far-field treatment presented
in Section 4.2. Herein, the finite-element (FE) discretisation of the near-field is extended
towards infinity via infinite elements (IE), where, additionally, a viscous-damped bound-
ary (VDB) is introduced at the FE-IE interface. The energy-absorbing behaviour is
realised through dashpots at the interface layer. The damping coefficients of the dashpots
and the residual stiffness of the IE are in the scope of the parametric study.
u(t) Γ
D
uS
e1
e2
e3
10m
20m
ΓI
A
B
∞
∞
∞
pLR = 0
uS1 = 0
vL1 = 0
uS2 = 0
vL2 = 0
Figure 6.6: IBVP of the parametric study to in-
vestigate the unbound-domain treatment.
Parameter Value Unit
nS0S 0.6 -
µS 2.6 · 104 N/m2
kS1 4.0 · 104 N/m2
kS2 0.0 N/m
2
ρSR 2700 kg/m3
ρLR 1000 kg/m3
γLR 1 · 104 kg/m3
µLR 1 · 10−3 Ns/m2
KS0S 10
−5 m2
Figure 6.7: Material parameters of
the parametric study of the unbound-
domain treatment.
The underlying IBVP of the parametric study is depicted in Figure 6.6. Therein, an
ellipsoidal domain (first and second minor axis: 20m, third minor axis: 10m) is ex-
tended towards infinity by use of infinite elements3, where the dashpots associated with
the viscous-damped boundary (VDB) are attached at the FE-IE interface ΓI. The mate-
rial description follows the dynamic liquid-saturated model, see Section 4.1.1, where the
material parameters are summarised in Table 6.7.
The semi-infinite halfspace is spatially discretised through 38 295 finite and 1 449 infi-
nite elements. In the former, the underlying field variables, i. e. uS, vL and p
LR, are
approximated through quadratic ansatz (uS) and linear ansatz functions (vL and p
LR),
respectively, whereas in the latter, the ansatz functions account for the decaying and
finally vanishing property of the fields uS and vL, see Marques & Owen [139], and the
3Note that the infinite elements are not depicted in Figure 6.6.
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non-vanishing characteristic of pLR towards infinity. The resulting system exhibits 671 479
degrees of freedom.
In order to trigger waves propagating through the domain, a displacement impulse given
by a sinusoidal half wave
u(t) = u0 sin (2 πf t) [H(t)−H(t− τ)]
with u0 = 5 · 10−3m , f = 1Hz , τ = 0.5 s
(6.2)
is applied at the Dirichlet boundary ΓDuS . The solid displacements and the pore-liquid
velocities are zero normal to the symmetry planes, i. e. uS1 = 0, vL1 = 0, uS2 = 0 and
vL2 = 0, and have to vanish at infinity, i. e. uS,∞ = 0 and vL,∞ = 0. In order to judge the
energy-absorbing capability of the unbound-domain treatment, the vertical displacements
of the solid skeleton at A (located at a depth of 5m) and B (located 10m from the vertical
symmetry line) are evaluated.
‖uS‖0.0 0.002
t = 1.375 s t = 2.75 s
t = 4.125 s t = 5.5 s
Figure 6.8: Contour plot of the magnitude
of the solid displacement ‖uS‖ on the de-
formed geometry (scale factor: 500) of the
truncated semi-infinite halfspace.
‖uS‖0.0 0.002
t = 1.375 s t = 2.75 s
t = 4.125 s t = 5.5 s
Figure 6.9: Contour plot of the magnitude
of the solid displacement ‖uS‖ on the de-
formed geometry (scale factor: 500) of the
semi-infinite halfspace incorporating the VDB.
Due to the size of the problem, the simulations have been carried out in parallel on 40
cores exploiting a thread-based parallelisation on a compute node4 of the HPC cluster
of the SRC SimTech5. The prescribed displacement impulse triggers, on the one hand,
a compression wave propagating in negative direction of e3, and, on the other hand,
a surface wave (Rayleigh wave) spreading in circles along the surface. In case of the
4A compute node consists of two Intel XeonTM Processors (E5-2680 v2), where each is composed of 10
physical cores running at 2.8GHz and supporting Intels Hyper-threadingTM technology, and is equipped
with 256 GB of memory.
5Stuttgart Research Centre for Simulation Technology
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truncated domain both wave types are reflected at the artificial domain boundaries, see
Figure 6.8, whereas the reflections are significantly attenuated, see Figure 6.9, when the
unbound-domain treatment is utilised.
Influence of the damping coefficients
At first, the choice of the damping coefficients a and b of the dashpots at the FE-IE
interface with respect to the energy-absorbing behaviour is elucidated6. In particular, the
proposed values of Lysmer & Kuhlemeyer [133] (LK), viz. a = b = 1, which give the best
energy absorption if the wave-propagation direction is normal to the FE-IE interface, is
compared to the approach of White et al. [198] (W), which is based on the maximisation
of the dissipated energy over different wave incidence angles. In the latter approach, the
damping coefficients are computed via relation (4.21) and yield a = 0.93 and b = 0.69
with the material parameters provided in Table 6.7.
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Figure 6.10: Evolution of the vertical displacement of B (left) and A (right) for the damping
parameters according to Lysmer & Kuhlemeyer [133] (LK) and White et al. [198] (W).
The simulation results are depicted in Figure 6.10. Therein, the gray line is used as a
reference (ref.) showing the result of the truncated domain without a particular far-field
treatment. It can be seen that the approach of White et al. [198] (W) gives slightly better
results compared to Lysmer & Kuhlemeyer [133] (LK). However, as the approach of White
et al. [198] proceeds from the linear elastic Hookean law for the constitutive description
of the solid in the near field, their proposal is tied to the first and second Lame´ constants
and, thus, may not be suitable for arbitrary solid material descriptions.
Influence of the quasi-static contribution
The subsequent study investigates the influence of the quasi-static contribution. Conse-
quently, the damping parameters of the VDB are fixed to a = b = 1.
Comparing the records of the solid displacement at the points A and B, see Figure 6.11,
it can be recognised that the negligence of the quasi-static contribution (NS) gives a
better energy absorption in comparison to the case where the quasi-static contribution
6Herein, the quasi-static contribution of the IE formulation, see Section 4.2, has been neglected.
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Figure 6.11: Evolution of the vertical displacement of B (left) and A (right) in the case of a
considered (S) or neglected quasi-static contribution (NS).
(S) is considered. These findings are in agreement with Haeggblad & Nordgren [91], who,
however, carried out simulations on singlephasic materials. Nevertheless, if a simulation
contains quasi-static loading steps, for instance, if the transient load is preceded by a
consolidation step in a geomechanical analysis, the quasi-static contribution has to be
considered, as it provides the necessary residual stiffness to the far field.
6.2 Soil mechanics
The present section is dedicated to the simulation of soil-mechanical problems. In par-
ticular, the numerical investigations address liquefaction phenomena in fully saturated
granular assemblies which are subjected to cyclic loading conditions as they occur, for
instance, during earthquakes, geotechnical installations processes (e. g. installation of
vibro-injection piles) or in the foundation of on-shore or off-shore wind power plants. In
this connection, the dynamic liquid-saturated model, see Section 3.2.2, and the elasto-
plastic description of the solid skeleton proceeding either from the pure isotropic hardening
(IH) or the mixed isotropic-kinematic hardening (IKH) model.
At first, element tests are considered, where, on the one hand, the responses of IH and IKH
model are contrasted both in comparison with the result of a quasi-static cyclic experiment
applied on a dry soil specimen. On the other hand, the IHK model is used to mimic
the vital phenomena during soil liquefaction, in particular, the gradual pore-pressure
build-up under cyclic loading conditions, within a water-saturated soil specimen. Next,
more realistic scenarios are considered, thereby addressing the simulation of specific soil
liquefaction phenomena, in particular, flow liquefaction within a loose and cyclic mobility
in a dense sand. In this regard, the governing material parameters of the dense sand,
which is used within the research unit FOR 1136 GeoTech7 have been identified using the
procedure described in Ehlers & Avci [61]. A brief summary of the identification process
and the resulting solid-skeleton parameters are given in Appendix B.
7The founding of the subproject Partially saturated soils under dynamic loading conditions
(Eh107/18) within the research unit FOR 1136 Holistic simulations of geotechnical installation processes
(GeoTech) by the German Research Foundation (DFG) is gratefully acknowledged by the author.
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Figure 6.12: Geometry and loading of the triaxial test (left) and the deduced IBVP (right).
6.2.1 Element tests
The present section concerns element tests, thereby, on the one hand, contrasting the
model responses of the IH and IKH model in comparison to the experimental results
in case of a dry soil specimen, which will serve as a reference for the simulations. On
the other hand, the IKH model will be used the describe soil liquefaction within a fluid-
saturated specimen. The underlying referenced triaxial test and the deduced IBVP are
depicted in Figure 6.12. In the numerical model, the axial symmetry of the problem is
exploited, thereby simplifying the actual three-dimensional problem to a axial-symmetric
two-dimensional FE model. The IBVP is composed of a single finite element, where the
field variables, i. e. the solid displacement uS, pore-liquid velocity vL and the pore-liquid
pressure pLR, are approximated through quadratic (uS) and linear shape functions (vL,
pLR), respectively. The solid displacements and fluid velocities normal to the symmetry
lines are equal to zero, i. e. uS1 = uS2 = vL1 = vL2 = 0, whereas the free edges on the
specimen surface are perfectly drained, i. e. pLR = 0, in case of the dry specimen but
undrained, i. e. pLR 6= 0, in case of the fluid-saturated specimen. To be more precise
in the latter, the undrained conditions only hold during the cyclic loading stage. The
specimen is still perfectly drained at the free edges while the confining pressure is applied.
The sample is subjected to cyclic loading conditions, through a prescription of the axial
σa(t) and the radial stresses σr(t), which translate to the surface tractions ta(t) = σa(t)
and tr(t) = σr(t) in the axial and radial direction, respectively, in the numerical model
acting on the respective Neumann boundaries of the overall aggregate momentum balance.
In the first step, the confining pressure, i. e. σa(t) = σr(t) = 0.1MPa, is applied in
the interval t ∈ [ 0 s, 600 s ]. Subsequently, the radial stress is kept constant and the
axial stress periodically increases and decreases with an amplitude of ∆σa = 0.05MPa,
thereby utilising either a zigzag pattern in case of the dry specimen, see Figure 6.13, or
an sinusoidal load, see Figure 6.14, via
σa(t) = σ0 sin (πft) with σ0 = −0.05MPa , f = 1Hz . (6.3)
In any case, the simulations proceed from the dynamic liquid-saturated model, see Section
3.2.2, thereby, on the one hand, utilising the IH model, see (3.64) with the material
100 6 Simulations
parameters of the FOR 1136 sand, see Appendix B. On the other hand, the mixed IKH
model, see (3.63), with the parameters summarised in Appendix C is exploited. Note
that the material constants of the IHK are not found through an identification procedure,
instead they are adapted from the parameters of the IH model. Moreover, in case of the
fluid-saturated specimen ,the realistic density and the specific weight of the pore water are
ρLR = 103 kg/m3 and γLR = 104N/m3, respectively. In order to allow for pore-pressure
accumulation in the element test, the intrinsic permeability is KS0S = 10
−10m2, which
corresponds to a soil with a low permeability. Note that, due to the simplicity of the
underlying IBVP, the simulations are carried out sequentially on a single CPU core.
The evolution of the axial solid strain of the experiment and the computed responses
of the IH and IKH model are depicted in Figure 6.15. At first, the elaboration of the
experimental records is addressed. As illustrated by the evolution of the axial strain, the
subsequent loading-unloading loops alter the granular configuration, thereby allowing for
an axial settlement of the specimen. This finding is in agreement with the experimental
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Figure 6.13: Evolution of the axial σa(t) and
the radial stress σr(t) applied on the dry soil
specimen.
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ments in case of the dry specimen.
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in case of the fluid-saturated specimen.
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observations of other authors, see, e. g., Wichtmann & Triantafyllidis [201] or Danne &
Hettler [47]. Comparing the experimental observations with the model responses, it can
be seen that only the IKH model is capable of predicting the axial settlement under the
prescribed quasi-static loading conditions. The predictions of the IKH model are in very
good agreement with the test result. However, it fails to mimic the curved shape of the
zigzag pattern. In this regard, recall that the IHK model parameters are found through
a manual procedure rather than an algorithmic tuning, for instance, via the prominent
Least-Squares optimisation method, of the model parameters such that the error between
simulation and experiment is minimised. Thus, it is impossible to judge whether the
mismatch traces back to unsuitable constitutive relations or merely to an inappropriate
set of material parameters, or a combination of both.
Next, the attention is drawn to the simulation results associated with the fluid-saturated
specimen, see Figure 6.16. After the application of the confining pressure during perfectly
drained conditions, the load is only carried by the solid skeleton, i. e. pLR = 0MPa and
Iσ = −0.1MPa. However, at the onset of the cyclic loading under the now undrained
conditions, the pore-pressure accumulates due to the contractant tendency of the dry
granular assembly. In consequence, the confining pressure is gradually transfered from
the solid skeleton to the pore water finally leading to an entirely liquefied state at the end
of the simulation, i. e. pLR = 0.1MPa and Iσ = 0MPa.
6.2.2 Dynamic soil liquefaction
The next set of simulations is dedicated to the investigation of soils subjected to rapidly
changing loading conditions. In particular, the simulation of flow liquefaction in a loose
and cyclic mobility in a dense water-saturated sand are addressed.
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Figure 6.17: Geometry (left) and deduced IBVP (right) of the liquefaction examples.
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The IBVP under consideration follows the idea of Heider et al. [98] and is inspired by
the liquefaction-prone Wildlife Refuge area in the Imperial Valley in Southern California,
where the layout of the domain of interest is as follows, see Figure 6.17 (left). From top
to bottom, the soil layers are a clayey silt, a liquefiable sand and the bedrock layer. Based
on that, a suitable numerical model is deduced, see Figure 6.17 (right), where the weight
of the single-mass structure and the top layer are replaced by uniformly distributed loads
of 150 kN/m2 and 50 kN/m2, respectively. Note that the replacement of the top layer by
its corresponding load, avoids numerical difficulties as it ensures that the domain below
is mostly under compression during the simulation. Below that is a layer of a liquefiable
sand, which is described as an elasto-(visco)plastic material with isotropic hardening, see
(3.64). The bedrock layer at the bottom of the domain under consideration is subjected
to lateral displacements according to the records of the Kobe earthquake (Japan, 1995),
which have been logged at the FUK station.
Note that the modelled semi-infinite halfspace has been truncated without the use of a
particular far-field treatment, as, on the one hand, the prescribed bedrock-layer displace-
ments mainly initiate shear waves and, on the other hand, the fluid-saturated soil exhibits
significant damping properties with respect to compression waves, see Ehlers & Schenke
[68]. Consequently, the size of the numerical problem, thereby the computational costs,
have been reduced. Note that the finite-element mesh beneath the structure has been
refined in order to account for the expected strain localisations. Moreover, tie constraints
have been imposed at the interface between the structure and the foundation soil to en-
sure kinematic compatibility. The resulting numerical model consists of approximately
23 702 elements, which results by approximating the solid displacement uS by quadratic,
and the pore-liquid velocity and pressure, vL and p
LR, through linear ansatz functions,
in 107 822 degrees of freedom. In this connection, the simulations have been carried out
in parallel exploiting a thread-based parallelisation method using 16 cores on the LEAD
HPC compute cluster.
The loading history of the liquefaction problem can be split into two stages. At first,
the structural and top layer weights are applied in an initialisation step, t ∈ [ 0, 5000 ] s.
Herein, the permeability is increased from kF = 10−5 m/s to kF = 10−3 m/s in order to
speed up the consolidation process and to ensure a static equilibrium before proceeding
with the second step, t ∈ [ 5000, 5016 ] s, in which the displacement of the bedrock layer
is prescribed according to the records of the Kobe earthquake.
Parameter Value Unit
dense FOR 1136 sand (1)
initial solid volume fraction nS0S 0.61 -
plastic potential ψ1 1.3 -
plastic potential ψ2 0.53 -
loose sand (2)
initial solid volume fraction nS0S 0.4 -
plastic potential ψ1 0.4 -
plastic potential ψ2 0.1 -
Table 6.2: Juxtaposition of the solid-skeleton material parameters of the dense FOR 1136 sand
(set 1) to the adjusted parameters of the loose sand (set 2).
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The material parameters of the solid skeleton, i. e. the dense FOR 1136 sand, are given
in Appendix B. Moreover, the realistic density and the specific weight of the pore water
are ρLR = 103 kg/m3 and γLR = 104N/m3, respectively. In order to trigger liquefaction
phenomena with the available material parameters, following the approach of Heider [97],
on the one hand, the prescribed solid displacements u(t) are scaled up by a factor of
15, and, on the other hand, selected material parameters of the dense FOR 1136 sand
are adapted in order to mimic the typically behaviour of a loose sand, see Table 6.2. In
particular, the initial solid volume fraction nS0S is decreased, which, in turn, increases the
pore-liquid volume fraction and, therefore, allows for higher seepage velocities. Moreover,
the adjustment of the plastic potential parameters, ψ1 and ψ2, alter the evolution of the
volumetric solid strains under pure deviatoric loading, such that the granular assembly
exhibits pure contractant properties for large deformations.
Flow liquefaction in a loose sand
The first example addresses the simulation of flow liquefaction in a loose, water-saturated
sand. As elaborated before, the degradation of the soil strength can be traced back
to a pore-pressure build-up due to the contractant tendency of the soil. In particular,
the rise in pore pressure weakens the normal contact force between the soil grains, and,
consequently, the intergranular frictional forces, which, in turn, results in a reduced load
bearing capacity.
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Figure 6.18: Evolution of the pore pressure p and the effective volumetric solid stress σSEm · I
at point B (left) and the time history of the vertical displacement of point A (right) in the case
of flow liquefaction.
To make this interplay clearer, the evolution of the pore pressure pLR (red line) and
the effective volumetric solid stress σSEm · I (blue line), which is associated with the
intergranular normal contact forces, at point B are plotted in Figure 6.18 (left). With
the onset of the cyclic motions, the contractant tendency of the loose soil gives rise
to a pore-pressure build-up. In particular, after an initial surge, at about t ≈ 5001 s,
a steady rise can be observed, which, however, continues into a dramatic increase at
approximately t ≈ 5006 s. In consequence, the negative volumetric solid stress, which
corresponds, according to the continuum-mechanical framework, to a decrease of the
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intergranular normal forces8, drops accordingly and, finally, vanishes. In consequence,
the intergranular frictional forces vanish as well. As a result, the foundation soil liquefies
and does not recover into a static equilibrium any more. This observation also illustrated
in Figure 6.18 (right), where the vertical displacement of point A, which is located on top
of the single-mass structure, is depicted. Therein, the collapse of the soil foundation is
easily recognised by the rapidly increasing vertical displacement of the structure.
t = 5005.0 s t = 5005.5 s
t = 5006.0 s t = 5006.5 s
0.1
0.0
‖εSp‖
Figure 6.19: Contour plots of the Euklidian norm of the accumulated plastic strain tensor
‖εSp‖ on the deformed mesh (scale factor: 5) at different times illustrating flow liquefaction.
A time sequence of contour plots of the Euklidian norm of the accumulated plastic strain
tensor, i. e. ‖εSp‖ = √εSp · εSp, on the deformed finite-element mesh is depicted in Figure
6.19. It clearly illustrates the failure of the loose foundation soil beneath the struc-
ture. This particular failure mode is known as punching shear failure, see Day [50]. The
computation terminates at approximately t ≈ 5006.5 s due to extremely distorted finite
elements located in the developing shear bands beneath the structure. Note that, herein,
the formation of shear bands is hindered by the stiff bedrock layer.
Cyclic mobility in a dense sand
The second example is dedicated to the simulation of cyclic mobility. Herein, the liquefi-
able domain beneath the structure is described as a water-saturated dense sand, see also
the parameters of the solid skeleton summarised in Appendix B. Similar to the case of
flow liquefaction in a loose sand, the interplay between the pore pressure pLR and the
volumetric solid stress σSEm · I is decisive, see Figure 6.20 (left).
8Note that the effective volumetric solid stress may take slight positive values, which is a non-physical
property in the considered cohesionless sand. However, for the sake of a better convergence during the
solution procedure, the parameters of the yield surface are chosen to allow for a slight amount of cohesion.
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Figure 6.20: Evolution of the pore pressure pLR and the effective volumetric solid stress
σSEm · I at point B (left) and the time history of the vertical displacement of point A (right) in
the case of cyclic mobility.
In contrast to flow liquefaction, only a slight pore-pressure build-up is observed, as the
contractant density of the dense granular assembly is only limited to very small strains,
see the experimental results in Appendix B. Nevertheless, the small pore-pressure in-
crease is sufficient to decrease the lead-bearing capacity of the foundation soil beneath
the structure and, therefore, initiates the vertical settlement of the latter. With ongoing
displacement, the dense soil changes its deformation behaviour from contractant to di-
latant. Consequently, the developing underpressure increases the intergranular frictional
forces, which initially slows down the vertical settlement and subsequently restablishes a
t = 5004 s t = 5008 s
t = 5012 s t = 5016 s
0.03
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Figure 6.21: Contour plots of the Euklidian norm of the accumulated plastic strain tensor
‖εSp‖ on the deformed mesh (scale factor 5) at different times in the case of cyclic mobility.
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static equilibrium as illustrated by the evolution of the vertical displacement of point A
in Figure 6.20 (right).
The sequence of contour plots showing the Euklidian norm of the accumulated plastic
strains ‖εSp‖ is depicted in Figure 6.21. It becomes apparent that, in contrast to flow
liquefaction, only limited plastic deformation takes place. Thus, the overall stability of
the soil foundation is maintained.
6.3 Vacuum-assisted resin transfer moulding
The following section concerns the simulation of the the resin impregnation of a dry fibre
fabric through vacuum-assisted resin transfer moulding (VARTM), which is a step in the
line of production when manufacturing structures made of fibre-reinforced plastics (FRP).
In contrast to commonly used materials, such as metals or alloys, the compound material
and structure are build at the same production step. In this regard, a reliable simulation
of the line of actions helps, on the one hand, to predict the mechanical properties of
the final part and, on the other hand, to reduce the manufacturing cost through, for
instance, a minimisation of the production rejects. In the VARTM procedure, the dry
(gas-saturated) fabric is placed in a single-pieced mould, sealed with vacuum-tight bag
and the ambient air is evacuated from the setup. Subsequently, an open (exposed to the
ambient pressure) resin reservoir is attached at the inlet from which the whole fabric is
gradually impregnated with the resin.
The simulation of the infiltration process proceeds from the quasi-static triphasic model
presented in Section 3.2.1, where the fibre network is assigned to the materially incom-
pressible solid skeleton (α = S), the resin is the materially incompressible pore liquid
(α = L), and the ambient air is described as a materially compressible pore gas (α = G).
Choice of the primary variables
The underlying multiphasic modelling approach offers various possibilities to build the set
of independent field variables. However, its collocation, on the one hand, is vital for the
robustness and efficiency of the solution procedure, see, e. g., Wu & Forsyth [206] or Helmig
[100], and, on the other hand, is constrained by the knowledge of the underlying initial
and boundary conditions and, therefore, depends on the intended application scenario.
Having the numerical simulation of the VARTM process in mind, it is convenient9 to
proceed from the solid displacement uS, and the pore-liquid saturation s
L and the pore-
liquid pressure pLR as the primary variables. This choice allows for a straightforward
application of the initial and boundary conditions in the IBVP. In particular, the initial
unsaturated state and the vacuum are prescribed through an initial pore-liquid saturation
sL0 and an initial pore-liquid pressure p
LR
0 , respectively, whereas the injection prerequisites
9Proceeding from two pore pressures pLR and pGR as the governing field variables of the pore fluids,
the prescription of the initial and boundary conditions, i. e. the initial saturation and the vacuum, is only
possible in an implicit manner through the capillary-pressure-saturation relation sL = sL(pC), where
pC = pC(pLR, pGR) is given as the pressure drop across the pore-liquid-pore-gas interface, see Section
3.1.3.
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are applied via a rise of the pore-liquid saturation sL and pore-liquid pressure pLR both
defined at the inlet on the domain boundaries.
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Figure 6.22: Sketch of the capillary-pressure-saturation relations sLeff = s
L
eff (p
C) (left) and
pC = pC(sLeff ) (right) and the linearisation of the latter.
However, this choice leads to a unfavourable formulation from the numerical point of
view. In particular, with the knowledge of the primary variable sL, the capillary pressure
pC has to be evaluated from the capillary-pressure-saturation relation pC = pC(sLeff), see
Figure 6.22 (left). Herein, as can be seen from the experimental result, the effective
saturation sLeff tends to minus infinity for s
L
eff → 0 and for sLeff → 1, which is a numerical
disadvantageous property. To cope with that, a linearisation of the capillary-pressure
saturation relation is carried out, where, proceeding from the law of Brooks & Corey,
a linearisation is only necessary for sLeff ≤ s˜Leff . Herein, s˜Leff denotes the linearisation
threshold. In contrast, when proceeding from the pore pressures pLR and pGR as the
primary variables, the relation sLeff = s
L
eff(p
C) will be exploited, where for every capillary
pressure pC , the respective effective saturation sLeff can be computed, see Figure 6.22
(right).
Material parameters
Concerning the description of the multiphasic flow process, the description of the tran-
sition from the air-saturated to the resin-saturated state within the partially saturated
zone and particularly the identification of the wetting and non-wetting pore fluids is vi-
tal for the shape of the flow front (sharp or diffuse). In this regard, Verrey et al. [193]
performed infiltration experiments on non-crimp fabrics with different infiltrating liquids.
They have experimentally shown that the decision whether the pore liquid or the pore gas
is the wetting fluid is not only an a priori assumption depending on the material pairing,
but is also strongly related to the arising flow conditions. These results are in agreement
with the experimental observations of Coney & Masica [43], who recorded the evolution
of the contact angle with a high-speed camera, and the microstructural simulations of
Kunz et al. [119].
The flow conditions are characterised by the dimensionless capillary number Ca, where,
with respect to the context of deformable porous materials, its initial definition, see, e. g.,
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Saylor & Bounds [169], is adopted,
Ca =
vf µ
LR
σLG
−→ Ca = wL · ef µ
LR
σLG
. (6.4)
In the former, vf denotes the propagation speed of the flow front, which is, with respect to
the underlying multiphasic modelling framework, replaced by the contribution of the pore-
liquid seepage velocity wL in the propagation direction ef of the flow front. Moreover,
µLR is the dynamic viscosity of the resin and σLG is the surface tension in the resin at
the resin-air (liquid-gas) interface under no-flow conditions.
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In the experiments of Verrey et al. [193], the injection pressure, which was applied on
the epoxy resin10, necessary to displace the ambient air within a glass-fibre fabric was
measured. The results are summarised in Figure 6.23 (left). Therein, on the one hand,
the dependency of the capillary-pressure drop ∆pC across the interface from resin to air
over the capillary number Ca is illustrated. On the other hand, the parameter-optimised
Hoffmann-Tanner-Voinov (HTV) relation, see, e. g., Kistler [113], is plotted. It can be
seen that the capillary-pressure drop gradually increases from ∆pC ≈ −36 kN/m2 at
Ca = 0 (no-flow condition) towards ∆pC ≈ 38 kN/m2 at Ca = 0.06. In particular, the
former states that a spontaneous infiltration, also termed wicking, takes place, which
indicates the epoxy to be the wetting fluid, whereas the latter defines the epoxy as the
non-wetting fluid. In this regard, accounting for the infiltration conditions (temperature,
injection pressure, resin and fibre-fabric material) described in Nordlund & Michaud [149],
the capillary number is approximately 0.025. Consequently, the capillary-pressure drop
is positive and the epoxy is defined to be the non-wetting liquid in the subsequent simu-
lations. In extension, Nordlund & Michaud [149] also determined the parameters of the
van Genuchten law, see van Genuchten [81], which, for the purpose of this monograph,
have been adopted to the model of Brooks & Corey via the relation proposed by Lenhard
et al. [127]. Moreover, further experiments have revealed that the dynamic viscosity of
the resin µLR was approximately constant within the tested time range t ∈ [ 0, 180 ] s.
10In particular, the Epikote 828 LV DGEBA epoxy from Shell has been used.
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Parameter Symbol Value Unit
initial volume fraction nS0S 0.55 -
maximum volume fraction nSmax 0.60 -
shear modulus µS 2 · 106 N/m2
bulk modulus 1 kS1 4 · 106 N/m2
bulk modulus 2 kS2 4 · 106 N/m2
effective solid density ρSR 3000 kg/m3
effective liquid density ρLR 1020 kg/m3
dynamic liquid viscosity µLR 7.5 · 10−2 Ns/m2
specific gas constant Rair 287 J/(molK)
absolute temperature θ 353 K
initial gas pressure pGR0 10
5 N/m2
dynamic gas viscosity µGR 2 · 10−5 Ns/m2
residual liquid saturation sLres 0.0 -
residual gas saturation sGres 0.0 -
Brooks & Corey parameter 1 pd 2342 N/m2
Brooks & Corey parameter 2 λ 2.318 -
initial intrinsic permeability KS0S 3.6 · 10−10 m2
deformation dependent permeability π 1.0 -
Table 6.3: Material parameters of the VARTM simulations for the solid (glass-fibre fabric), the
pore liquid (epoxy) and the pore gas (ambient air).
Drawing the attention to the description of the solid skeleton, the mechanical behaviour
of the entire textile is not only governed by properties of the individual yarns, but also
strongly related by the fibre-to-fibre interaction, see Howell [105] or Kothari & Gangal
[116]. Consequently, a suitable description of the frictional material textile is principally
provided through the elasto-plastic framework discussed in Section 3.1.2. However, as
the material parameters for the fabric are not available, the textile is treated as soft but
purely elastic material in the subsequent simulations. Consequently, merely qualitative
results regarding the fluid-fibre interactions are provided and discussed. The intrinsic
permeability and the initial solid volume fraction, where the latter is a measurement of
the fibre content per unit volume, are taken from Amico & Lekakou [5] and Nordlund &
Michaud [149], respectively. The remaining material parameters, such as the specific gas
constant and the ambient pressure, are taken from the physics text book by Gerthsen &
Meschede [82]. The governing material parameters are summarised in Table 6.3.
Multiphasic flow process
The resin-infiltration process is driven by simultaneously active convective and diffusive
processes, see Appendix D for their identifications, where generally one of both is dom-
inating. In particular, a diffusion-dominated flow is characterised by a gentle rise in the
pore-liquid saturation resulting in a wide partially saturated zone, whereas a convection-
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driven flow is identified by a steep saturation gradient at the flow front and, therefore,
by a narrow partially saturated domain. Consequently, in order to avoid spurious oscilla-
tions in the solution of the pore-liquid saturation, an adequate fine spatial discretisation
is necessary in the latter.
In this connection, the so-called Pe´clet number Pe is introduced in the related literature,
see, e. g., Helmig [100] or Graf [85], as an indicator whether the solution will exhibit
instabilities, or in other words, the flow is diffusion- or convection-dominated. The Pe´clet
number is defined as:
Pe =
‖c‖2 l
d
{
0 ≤ Pe ≤ 1 (diffusion-dominated flow)
Pe > 1 (convection-dominated flow)
. (6.5)
Therein, ‖c‖ = √c · c denotes the Euklidian norm of the convection-velocity vector c, d
is the diffusion coefficient and l is the characteristic length11. Addressing the spurious
oscillations in a convection-dominated flow, several methods have been proposed, see, e. g.,
Donea & Huerta [51], John & Knobloch [110] or Kuzmin [120] for an overview. They
basically proceed from the idea to degrade the convective parts through an artificially
applied diffusion. In this connection, the term spurious oscillations at layers diminishing
(SOLD) methods has been proposed by John & Knobloch [110] in order to summarise these
methods dealing with the steep gradients in convection-dominated convection-diffusion
problems. However, note that for the purpose of this monograph, instead of applying a
suitable stabilisation method, an adequate fine spatial discretisation ensures the stability
of the solution process.
6.3.1 Laboratory-inspired element test
The present simulation targets a comprehensive survey of the quasi-static triphasic model
subjected to a common infiltration scenario. The underlying simulation example illus-
trates the resin impregnation process of an initially gas-saturated glass-fibre fabric.
The governing IBVP is depicted in Figure 6.25. Therein, the initially dry glass-fibre
fabric (length 1 m, width 0.6 m, thickness 0.01 m) is discretised by one element in the
direction of e2 and e3, respectively, and via 1000 elements in the direction of e1, thereby
providing necessary spatial resolution along the flow-front propagation direction in order
to resolve the resulting steep saturation gradient. The independent field variables are
approximated through quadratic (uS) and linear ansatz functions (s
L, pLR), respectively,
resulting in 22032 degrees of freedom. The rigid mould is modelled by constraining the
solid displacements normal to the surface on all surfaces except of the top one, which is
free to move. Note that, in the following, all pressures are given as an excess (positive)
or as an under pressure (negative) relative to the ambient pressure.
11The choice of the characteristic length is related to the underlying numerical solution scheme. For
instance, proceeding from the finite-differences method usually resulting in a structured grid, the charac-
teristic length corresponds to the grid size in the different spatial dimensions. However, for unstructured
meshes, as they usually appear in the FEM, the radius of a sphere with a volume equivalent to the volume
of the finite element under consideration is commonly used instead, see, e. g., Kuzmin [120].
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Figure 6.25: IBVP of the laboratory-inspired impregnation simulation.
Before the resin injection takes place, the pore gas is evacuated from the initially fully gas-
saturated (sL0 = 0) fabric yielding an initial pore-liquid pressure of p
LR
0 = −94 · 103N/m2,
which, consequently, compacts the textile. Herein, the intrinsic permeability is increased
to KS = 10−6m2 in order to ensure an equilibrium state before the injection of the resin
takes place. Subsequently, at t = 0 s, the resin reservoir, which is exposed to the ambient
pressure, is attached to the inlet, i. e. sLi = 1.0 and p
LR
i = 0N/m
2, whereas the liquid
pressure at the outlet is constant and fixed to pLRo = −94N/m2. In order to allow for a
better convergence, both the liquid saturation and the pore-liquid pressure are not applied
instantaneously. Instead, they are applied within the time interval t ∈ [ 0, 5 ] s, see Figure
6.26 (left), and t ∈ [ 5, 15 ] s, see Figure 6.26 (right). The threshold s˜Leff for the linearisation
of the capillary-pressure-saturation relation is set to s˜Leff = 10
−5.
The simulation has been carried out in parallel exploiting 4 MPI processes, where each
process is split into two concurrent threads. Consequently, the simulation is executed
on 8 cores. The resulting impregnation process is illustrated by a sequence of contour
plots depicted in Figure 6.27. Therein, the upper row illustrates the movement of the
resin flow front through the evolution of the liquid saturation sL, which exhibits a steep
saturation gradient within the partially saturated zone due to the convection-dominated
flow process. The second row depicts the evolution of the spatial distribution of the pore-
0 50 100 150 200
0
0.2
0.4
0.6
0.8
1.0
sL
[−
]
t [ s ]
0 50 100 150 200
0
-20
-40
-60
-80
-100
p
L
R
[k
N
/
m
2
]
t [ s ]
Figure 6.26: Evolution of the prescribed pore-liquid saturation sLi (t) (left) and the prescribed
pore-liquid pressure pLRi (t) (right) on the domain boundaries.
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fluid-mixture pressure pFR. According to Dalton’s law, pFR is additively composed of
the partial pressures of the pore-liquid and the pore gas, i. e. pFR = sLpLR + sGpGR, and
is, therefore, directly related to the evolution of the saturations and effective pressures
of the respective pore fluids. In particular, as the resin moves, i. e. the liquid saturation
sL evolves, the spatial distribution of the effective liquid pressure pLR and, therewith
the pressure pFR of the pore-fluid mixture develops accordingly, as pLR is only spatially
distributed for sL 6= 0. As the flow front moves, the pressure gradient in the pore liquid
between the inlet and the flow front depletes. In consequence, the convective part within
the flow process is attenuated, which, in turn, on the one hand, pronounces the diffusive
contribution resulting in a wider partially saturated zone and, on the other hand, slows
down the propagation velocity of the flow front. Next, the investigation of the fluid-solid
interaction is addressed. The increase of pFR counteracts the initial compaction due to
the applied vacuum, and decreases the solid volume fraction nS, see Figure 6.27 (third
row). In consequence, the fibre content per unit volume in the fully impregnated plate
is degraded in comparison to the fibre volume content after applying the vacuum. The
plate is fully saturated after approximately t = 187 s. Note that the simulation fails to
converge when the flow front reaches the outlet. This fact can be traced back to the non
matching values of the pore-liquid pressure prescribed at the outlet through pLRo and due
to its evolution within the plate. Consequently, the Newton-Raphson procedure fails to
converge once the flow front reaches the outlet. To allow for a complete saturation of the
whole plate before the simulation fails to converge, the outlet is slightly shifted outside
the domain of interest and the discrete domain is extended accordingly.
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Figure 6.27: Illustration of the evolution of the resin saturation sL, the pressure pFR of the
pore-fluid mixture and the solid volume fraction nS (from top to bottom).
To elaborate the previous findings in more detail, Figure 6.28 depicts the spatial distribu-
tion along the plate of the pore-liquid saturation sL (upper left), the pore-fluid-mixture
pressure pFR (upper right), the solid volume fraction nS (lower left), and of the solid
displacements uS1 and uS3 (lower right). All snapshots have been taken 30 s after the
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resin has been injected. Therein, the steep gradient in sL and the resulting nearly linear
distribution of pFR between the inlet and the flow front are clearly illustrated. To be more
precise, as pFR is given by the sum of the partial pressures of the respective pore fluids,
i. e. pFR = sLpLR + sGpGR, its spatial distribution near the flow front is nonlinear due to
the steep rise of sL, but continuous into a linear increasing distribution towards the inlet.
As the flow front moves, the rise of pFR gradually counteracts the initial compaction of
the fibre fabric, which was found after applying the vacuum. This results in a decrease
of the solid volume fraction and, therefore, in a reduction of the fibre content per unit
volume of the overall fibre-resin compound. Furthermore, on the one hand, an increase
of the thickness of the overall compound through the solid-displacement component uS3
in the direction e3 (along thickness) and, on the other hand, the drag of the fibres in the
direction e1 (along the plate) via uS1 can be observed. In this connection, it is important
to recall that the fabric is described as a purely elastic material and, therefore, does not
allow for the evaluation of the remaining fabric distortions once the whole textile has been
fully saturated.
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Figure 6.28: Spatial distribution in the e1-direction along the plate at time t = 30 s of the
pore-liquid saturation sL (upper left), of the pore-fluid mixture pFR (upper right), of the solid
volume fraction nS (lower left), and of the solid displacements uS1 and uS3 (lower right) in the
directions e2 and e3, respectively.
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6.3.2 Impregnation of a race-car seat
The present simulation addresses a more realistic simulation scenario as it may occur
within an industrial application. Herein, the resin-impregnation process of a race-car seat
is investigated numerically. Theses parts are commonly made of carbon-fibre reinforced
plastic (CFRP). However, due to a lack of material parameters, the simulation proceeds
from of a glass-fibre fabric instead. Consequently, the governing material parameters
are the same as in the previous example, see Table 6.3. The underlying geometry, and
boundary and initial conditions are depicted in Figure 6.29. As before, the dry glass-fibre
fabric, which is assumed to exhibit homogeneous material properties12 is placed in a rigid
mould, which will be, in contrast to the previously example, modelled by constraining
the solid displacements in all directions at the outer surface, i. e. uS = 0. Exploiting
the symmetry of the configuration, only half of the problem will be considered in the
simulation. In this connection, the overall IBVP will be cut at the symmetry plane,
thereby introducing suitable boundary conditions, i. e. uS2 = 0. Subsequently, one half
of the geometry will be approximated by 111 418 brick elements, where the field variables
are approximated by quadratic (uS) and linear ansatz functions (s
L, pLR) resulting in a
system composed of 2 801 841 degrees of freedom.
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Figure 6.29: Geometry and boundary condi-
tions of the resin-imbibition simulation of the
race-car seat.
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Figure 6.30: Evolution (top) of the pre-
scribed pore-liquid saturation sLi (t) and of
the prescribed pore-liquid pressure pLRi (t)
(bottom) on the domain boundaries.
As before, the pore gas is evacuated from the initial gas-saturated (sL0 = 0) fabric in a
preceding load step, thereby creating a underpressure of pLR0 = −94 · 103N/m2. Sub-
12Note that the compound is generally not homogeneous as the fibre direction and stacking sequence
are governed by the load directions and distributions, yielding non-homogeneous material properties. Note
that a simulation proceeding from non-homogeneously distributed permeabilities, thereby exploiting the
Abaqus/PANDAS co-simulation approach, has been carried out by Schenke & Ehlers [173].
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sequently, at t = 0 s, the resin reservoir, which is exposed to the ambient pressure, is
attached to the inlet. In particular, in order to avoid strong oscillations in the solution,
the pore-liquid saturation is increased within the interval t ∈ [ 0, 5 ] s, see Figure 6.30
(top), whereas the injection pressure is applied within the interval t ∈ [ 5, 50 ] s, see Figure
6.30 (bottom). The pore-liquid pressure at the outlet is fixed to pLRo = −94N/m2. Note
that, as elaborated in the previous example, the analysed domain is slightly extended at
the outlet. To allow for a complete simulation of the impregnation process. In this exam-
ple, the threshold s˜Leff for the linearisation of the capillary-pressure saturation relation is
set to s˜Leff = 10
−1.
The simulation is carried out on 160 cores of the HPC cluster of the SRC SimTech, where
the computations have been distributed to four compute nodes. In particular, although
it is from a parallel efficiency point of view favourable to proceed from a thread-based
parallelisation on a computed node, see Section 5.3.3, the overall simulation is scattered
into 40 MPI processes, where each process is further split into four concurrent threads.
This load balancing is motivated by the fact that the underlying Abaqus analysis type,
viz. *Coupled temperature-displacement, does not allow for a thread-based parallel
evaluation of the the element-wise contributions. In particular, preliminary performance
tests13 have revealed that the present scattering gives best load balance for the underlying
problem. The simulation was completed after approximately 109 hours.
t = 5 s t = 20 s t = 35 s t = 50 s t = 65 s
t = 80 s t = 95 s t = 110 s t = 125 s t = 155 s
(final state)
0.0
1.0
sL [− ]
Figure 6.31: Sequence of contour plots illustrating the evolution of the resin saturation sL.
A sequence of contour plots illustrating the evolution of the pore-liquid saturation is de-
13Herein, the time to compute a single time increment has been measured, from which, with the
knowledge of the necessary number of Newton iterations, the time for the assembly and the solution of
the overall system of equations is determined in a subsequent step. For the given problem the assembly
and the solution took about t = 160 s on the available hardware.
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picted in Figure 6.31, where, the resin flow is illustrated through snapshots in constant
time steps of ∆t = 15 s in the interval t ∈ [ 5, 125 ] s and the fully saturated state after
approximately t = 155 s is given. The sequence clearly illustrates the diminishing prop-
agation velocity of the resin, which is, as elaborated in the previous example, attributed
to the decreasing pressure gradient in the pore liquid.
Chapter 7:
Summary and future aspects
7.1 Summary
The present monograph concerned the simulation of volume-coupled multi-field problems,
which arose from the macroscopic TPM as a suitable modelling framework. Herein, a
parallel solution strategy based on an Abaqus-PANDAS co-simulation approach has been
utilised to solve soil mechanical problems and multiphasic flow processes as showcases.
Addressing the simulation of materials with an irregular and complex microstructure,
such as soils or fibre textiles, the TPM has been elected as the appropriate modelling
framework. At first, a more general dynamic triphasic model composed of a solid skeleton,
a pore liquid and a pore gas has been set up. The description of the solid scaffold follows an
elasto-plastic approach, thereby incorporating either a pure isotropic or a mixed isotropic-
kinematic hardening model. Subsequently, the general formulation has been condensed
to yield simplified material models, which are, however, tailored to specific application
scenarios. In particular, on the one hand, these are the dynamic biphasic models, where
the pore space is either filled with a compressible pore-fluid mixture composed of pore
gas and pore liquid (dynamic hybrid model), or merely by an incompressible pore liquid
(dynamic liquid-saturated model). In the latter, the solid-skeleton description follows
the elasto-plastic approach. On the other hand, a quasi-static triphasic model with a
linear-elastic solid was deduced.
Next, the spatial and temporal discretisation and the respective solution schemes have
been addressed. The spatial discretisation of the semi-infinite halfspace was carried out
via finite elements (FE) (near-field approximation) and infinite elements (IE) (extension
towards infinity), where, to attenuate the wave reflections at the FE-IE interface, an
energy-absorbing layer has been introduced. In order to efficiently solve the given problem,
the different implicit and explicit temporal discretisation schemes of Abaqus/Standard
and Abaqus/Explicit were utilised. In particular, addressing the simulation of rapid
processes explicit time-marching schemes are generally preferred, although small time
increments are necessary due to their only conditional stability. In this regard, it was
illustrated that the explicit procedure was merely applicable to the dynamic hybrid model,
as the incompressibility of the pore liquid would lead in the case of the liquid-saturated
model to an algebraic side constraint and, therefore, to a non-invertible matrix. Following
the explicit method, the coupled system of PDE was decomposed following the block-
Jacobian procedure into subsystems being of first and second order in time. The former
subsystem was discretised using the explicit Euler method, whereas the latter utilised the
central-difference scheme. Moreover, in order to achieve an efficient solution procedure
with a good parallel-scalability, the row-sum matrix lumping procedure has been used.
The dynamic liquid-saturated model exploited the implicit Hilber-Hughes-Taylor (HHT)
method of Abaqus/Standard. The quasi-static systems, i. e. the quasi-static triphasic
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model and the elasto-plastic description of the solid scaffold, were advanced in time via
the implicit Euler method.
Subsequently, the parallel solution strategy was addressed, where an Abaqus/PANDAS
co-simulation approach was utilised. The coupling has been realised via the user-defined
element (UEL) subroutine of Abaqus, where Abaqus provided the FE-based solution
framework and PANDAS contributed the material response. The post-processing of the
user-element results was realised via the overlay-element method. Herein, a standard
element of Abaqus is connected in parallel to the user-defined element, thereby intro-
ducing, on the one hand, ansatz functions for the nodal interpolations and, on the other
hand, a data container to hold the dependent variables, such as stresses, seepage veloc-
ities or internal-state variables, for the post-processing step. It was demonstrated that
this post-processing method is suitable for thread- and MPI-based parallelisations, how-
ever, it suffers from a significant computational overhead, which, in the worst case, nearly
doubles the necessary computation time. The bad performance was traced back to the
computation of the overlay element. Consequently, when a comprehensive post processing
of the simulation results is not necessary, the performance loss of the co-simulation ap-
proach decreases to approximately 20 %. Subsequently, the parallel scalability has been
elaborated for thread- and MPI-based parallelisation methods. It turned out that the
co-simulation procedure shows, in comparison to stand-alone Abaqus, a quite similar par-
allel speedup factor for a thread-based parallelisation, whereas in case of MPI the speedup
rapidly degrades for a higher number of parallel processes.
In order to judge the efficiency of the implicit and explicit time-integration schemes in
terms of problem runtime and parallel scalability, a dynamic benchmark problem has
been computed via Abaqus/Standard and Abaqus/Explicit. It has been observed that
the extensive but necessary inter-process communication significantly degrades the parallel
speedup in Abaqus/Standard, whereas Abaqus/Explicit shows a good parallel efficiency.
Moreover, a parametric study concerning the unbound-domain treatment has been carried
out, where the wave-absorbing capabilities of the FE-IE layer was of particular interest.
It was concluded that a negligence of the quasi-static contribution in the far-field formu-
lation gives much better wave imbibing behaviour, whereas an adjustment of the damping
coefficients shows only a slight impact. Addressing the simulation of soil mechanical prob-
lems, the responses of the isotropic and the mixed isotropic-kinematic hardening model
have been compared to experimental data, which have been obtained from quasi-static
cyclic triaxial tests applied to a dry specimen. It has been shown that the pure isotropic
hardening model fails to mimic the gradual axial settlement of the granular assembly un-
der slow cyclic loading conditions. In contrast, the mixed isotropic-kinematic hardening
model was able to reproduce the experimental observations in quite a good agreement.
Additionally, it was illustrated that the mixed isotropic-kinematic hardening model resem-
bles the gradual pore-pressure accumulation in an undrained element test. Subsequently,
the biphasic fluid-saturated soil model has been used to simulate soil failures induced by
dynamic loading conditions. In particular, the capability of the dynamic liquid-saturated
model to mimic the principle physical behaviour during flow liquefaction and cyclic mo-
bility has been shown. Finally, the simulation of vacuum-assisted resin transfer moulding
has been carried out. Herein, attention was especially paid to interaction between the
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pore fluids, i. e. resin and ambient air, and their interplay with the soil skeleton, i. e. the
fibre textile. It has been shown that the presented modelling approach adds significant
advances to the field of the VARTM-process simulation by qualitatively reproducing the
fibre displacements and, consequently, the reduction of the fibre content per unit volume
of the overall fibre-resin compound due to the injection pressure. The impregnation sim-
ulation of a race-car seat reveals the applicability of the Abaqus/PANDAS co-simulation
approach for modelling and solution within a productive environment.
7.2 Future aspects
The proposed Abaqus/PANDAS co-simulation approach has been successfully applied to
the solution of ubiquitous volume-coupled multi-field problems, thereby exploiting Abaqus
as the parallel-capable FE framework and PANDAS as the material-model library. Never-
theless, the present monograph motivates plenty of enhancement possibilities concerning,
for instance, the underlying material models and the co-simulation approach.
Addressing the simulation of soils, or granular assemblies in general, which are sub-
jected to cyclic loading conditions, it has been shown that the incorporation of the mixed
isotropic-kinematic-hardening model in the solid-skeleton description qualitatively recov-
ers the observed axial settlement during the quasi-static cyclic loading of the soil specimen.
However, it was also illustrated that the proposed model does not reproduce the exact
characteristics of the axial-strain evolution, i. e., the curvature in the zigzag pattern. To
trace back the origin of the mismatch, further experimental investigations are necessary
to optimise the governing material parameters, on the one hand, and to identify fur-
ther physical processes, which might be essential for the mimicking of the experimental
observations, on the other hand.
The proposed unbound-domain treatment already significantly suppresses the wave re-
flections at the transition from the near-field to the far-field formulation when simulating
problems residing in an semi-infinite halfspace. However, a comparison between the pre-
sented procedure to the other methods proposed in the literature is still pending. In this
regard, according to the author’s opinion, the method of perfectly matching layers (PML)
seems to be another promising ansatz.
Concerning the description of the vacuum-assisted resin transfer moulding, the proposed
model can be improved by additionally accounting for the temperature-dependent and
the curing-level-dependent resin viscosity. The former, i. e. the heat-transport problem,
can to be considered by extending the set of governing PDE by the energy balances of the
individual constituents or, if proven to be sufficient, the energy balance associated with
the overall aggregate. The dependency of the curing-level in the resin viscosity can be ac-
counted through an incorporation of a description of the reaction kinetics. The numerical
efficiency of the underlying multiphasic flow model can be significantly enhanced, on the
one hand, by implementing an analytical formulation rather than a numerical approxi-
mation of the Jacobian tangent and, on the other hand, through a suitable stabilisation
strategy to smear the steep-saturation gradient at the flow front, thereby allowing for a
coarser FE discretisation. In the author’s opinion, promising approaches are provided by
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the spurious oscillations at layers diminishing (SOLD) methods or the phase-field mod-
elling procedure. Moreover, concerning in particular the simulation of the VARTM pro-
cedure, the constraint to thin-walled structures motivates the utilisation of shell elements
rather than the exploited volume elements.
Although the proposed Abaqus/PANDAS co-simulation strategy represents a matured
state in its current implementation, it still offers several enhancement possibilities, espe-
cially concerning the post-processing of the simulation results. In particular, in order to
reduce the computational overhead in Abaqus/Standard and to enable a complete post-
processing in Abaqus/Explicit at all, a good strategy was the alteration of the Abaqus
results database not at the end of the analysis, but after each successful temporal incre-
ment. However, this procedure is currently not supported by Abaqus. Any attempt will
lead to an abnormal termination of the simulation. However, due to the gradual progres-
sion of the Abaqus FEA package, this possibilities may arise with upcoming releases.
Appendix A:
Material time derivatives of the pore-fluid
volume fractions
The evaluation of the material time derivatives of the pore-fluid volume fractions with
respect to the solid skeleton of the constituent ϕα with α = β, proceeds from the mass
balance (2.28)2:
0 = (nβρβR)′S + grad (n
βρβR) ·wβ︸ ︷︷ ︸
(nβρβR)′β
+(nβρβR) div vβ =
= (nβ)′S ρ
βR + nβ(ρβR)′S + grad (n
βρβR) ·wβ + (nβρβR) div vβ .
(A.1)
Herein, the underbraced term denotes the material time derivative with respect to the
pore fluid ϕβ. Sticking to the general case of a materially compressible pore fluid, i. e.
(ρβR)′S 6= 0, the solution of (A.1) for (nβ)′S gives
(nβ)′S = −
1
ρβR
[nβ(ρβR)′S + n
βgrad ρβR︸ ︷︷ ︸
= nβ(ρβR)′β
+ρβRgrad nβ ·wβ + (nβρβR) div vβ ] =
= −
[
nβ
ρβR
(ρβR)′β + grad n
β ·wβ + nβ div vβ
]
.
(A.2)
Note that, herein, the product rule has been used. Finally, the material time derivatives
of the pore-gas and pore-liquid volume fractions with respect to the solid motion, (nG)′S
and (nL)′S, can be given. In particular, after exploiting the material incompressibility of
the latter, i. e. (ρLR)′L = 0, they read,
(nG)′S = −
[
nG
ρGR
(ρGR)′G + grad n
G ·wG + nG div vG
]
,
(nL)′S = −
[
grad nL ·wL + nL div vL
]
.
(A.3)
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Appendix B:
Material parameters of the IH model
Following the DIN 18196 of the German Institute for Standardisation, the underlying
granular material, in particular, the sand1 of the research unit FOR 1136 “GeoTech”, can
be classified as closely graded sand with an average grain diameter of d50 = 0.55mm, see
Figure B.1. The density of an individual soil grain, which corresponds to the realistic
solid density of the overall aggregate, is ρSR = 2 650 kg/m2.
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Figure B.1: Microscopic picture of the soil grains (left) and grain size distribution (right) of
the sand of the research unit FOR 1136.
In order to identify the solid-skeleton material parameters associated with the FOR 1136
sand, the course of actions as described in Ehlers & Avci [61] is followed. Herein, initially
several triaxial tests on cylindrical sand specimens (height: 0.1m, diameter: 0.1m) have
been carried out, from which, subsequently, the material parameters are identified through
a staggered identification scheme. In particular, at first, the elastic shear modulus µS is
determined straightforward from triaxial loading-unloading loops and the compression-
extension-ratio parameter
∗
γ of the failure surface is found from compression and extension
experiments at different confining pressures. Subsequently, several triaxial tests at differ-
ent confining pressure, in particular, σc,1 = 0.1MPa, σc,2 = 0.2MPa and σc,3 = 0.3MPa,
have been carried out, where the axial σa and radial stresses σr, the axial strain εa,
and the volumetric strain εV have been recorded. The material parameters are then
found through a minimisation of the squared error between simulation and experiment,
which is known as Least-Squares optimisation method. In particular, a gradient-based
constrained optimisation is used, in which the Hessean matrix is approximated through
the BGFS (Broyden, Fletcher, Goldfarb, Shannon) procedure, see, e. g., Spellucci [181],
1The sand samples have been provided by the Institute of soil and rock mechanics (Institut fu¨r Boden-
und Felsmechanik, IBF) of the Karlsruher Institute of Technology (KIT).
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Parameter Symbol Value Unit
elastic parameters and solidity
initial volume fraction nS0S 0.6 -
maximum volume fraction nSmax 0.623 -
shear modulus µS 190 MN/m2
bulk modulus 1 kS1 20 MN/m
2
bulk modulus 2 kS2 47 MN/m
2
yield-surface parameters
yield-surface parameter α 0.01 m2/MN
yield-surface parameter κ 0.0001 m2/MN
yield-surface parameter m 0.54 -
initial yield surface
yield-surface parameter δ0 0.0009 m
2/MN
yield-surface parameter ǫ0 0.1 m
2/MN
yield-surface parameter β0 0.05 -
yield-surface parameter γ0 0.0 -
failure surface
yield-surface parameter
∗
δ 0.09 m2/MN
yield-surface parameter
∗
ǫ0 0.01 m
2/MN
yield-surface parameter
∗
β 0.255 -
yield-surface parameter
∗
γ 1.75 -
failure-surface constant
∗
Cǫ 0.4 m
2/MN
iso. hard. evolution constants
volumetric constant CVδ −93 m2/MN
volumetric constant CVǫ −150 m2/MN
volumetric constant CVβ −250 -
volumetric constant CVγ −0 -
deviatoric constant CDδ 23 m
2/MN
deviatoric constant CDǫ 200 m
2/MN
deviatoric constant CDβ 180 -
deviatoric constant CDγ 20 -
plastic potential
parameter 1 ψ1 1.3 -
parameter 2 ψ2 0.53 -
viscoplasticity
reference stress 1 σ0 0.0001 MN/m
2
relaxation time η 0.001 s
viscoplastic exponent r 0.001 s
Table B.1: Material parameters of the solid skeleton of the sand of the research unit FOR 1136.
and the parameter constraints are considered via the sequential-quadratic-programming
(SQP) technique, see Spellucci [182].
The identified solid-skeleton material parameters of the research-unit sand FOR 1136 are
summarised in the Table B.1. A comparison between the simulation and the experiments
for the triaxial experiments at different confining pressures and for the isotropic compres-
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sion test are depicted in Figure B.2. As can been seen, the model responses are in a quite
good agreement with the experimental observations.
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Figure B.2: Comparison of the experimental data with the simulation results of the triaxial
tests at different confining pressures (left) and of the isotropic loading-unloading loop (right).

Appendix C:
Material parameters of the IKH model
Proceeding from the material constants of the pure isotropic hardening (IH) model, see
Table B.1, the governing parameters of the mixed isotropic-kinematic hardening (IKH)
model are guessed and the adjustments according to Table C.1 are made.
Parameter Symbol Value (IH) → Value (IKH) Unit
elastic parameters
shear modulus µS 190 100 MN/m2
bulk modulus 1 kS1 20 5 MN/m
2
bulk modulus 2 kS2 47 7 MN/m
2
yield-surface parameters
yield-surface parameter α 0.01 10−5 m2/MN
yield-surface parameter κ 0.0001 10−6 m2/MN
initial yield surface
yield-surface parameter δ0 0.5 10
−5 m2/MN
yield-surface parameter ǫ0 0.01 0.1 m
2/MN
yield-surface parameter β0 0.003 0.05 -
failure surface
yield-surface parameter
∗
δ 0.09 0.0005 m2/MN
yield-surface parameter
∗
ǫ0 0.01 10
−6 m2/MN
yield-surface parameter
∗
β 0.255 0.003 -
iso. hard. evolution constants
volumetric constant CVδ −93 −2500 m2/MN
volumetric constant CVǫ −150 −2500 m2/MN
volumetric constant CVβ −250 −10 -
deviatoric constant CDδ 23 −2500 m2/MN
deviatoric constant CDǫ 200 −2500 m2/MN
deviatoric constant CDβ 180 10 -
deviatoric constant CDγ 20 10 -
kin. hard. evolution constants
volumetric constant CV0 - 0 m
2/MN
volumetric constant CV1 - 0 m
2/MN
deviatoric constant CD0 - 400 m
2/MN
deviatoric constant CD1 - 50 m
2/MN
plastic potential
parameter ψ1 1.3 0.001 -
parameter ψ2 0.53 1.0 -
Table C.1: Material-parameter adjustments of the solid skeleton for the mixed isotropic-
kinematic hardening (IKH) model.
127

Appendix D:
Driving contributions in multiphasic flow
processes
As described in Section 6.3, the multiphasic flow process within deformable porous media
can be governed by the independent field variables solid displacement uS, pore-liquid
saturation sL and effective pore-liquid pressure pLR. Within the partially saturated zone,
the pore gas can be identified as the wetting fluid, i. e. W = G, and the pore liquid as the
non-wetting fluid, i. e. NW = L, according to the findings of Verrey et al. [193] for the
given material pairings.
In order to identify the convective and diffusive contributions in the underlying multipha-
sic flow problem, the mass balance of the pore gas needs to be expressed in terms of the
independent field variables and recast to take the form
(sL)′S + c
L · grad sL − div (DL grad sL) + f(uS, (uS)′S, sL, pLR, (pLR)′S) = 0 . (D.1)
Therein, cL and D denote the convection velocity and the diffusion-coefficient tensor,
respectively, of the pore liquid, and f is a scalar-valued function collecting the remaining
contribution. Moreover, grad (·) = ∂(·)∂x and div (·) = grad (·) · I denote the gradient
and the divergence operator, respectively, with I being the identity tensor.
To begin with, recall the mass balance of the pore gas, see (3.83)3, viz.:
0 = (nGρGR)′S + n
GρGR div (uS)
′
S + div (n
GρGRwG) . (D.2)
Therein, nGwG denotes the filter velocity of the pore gas, which is given by, see (3.69)2,
nGwG = κ
G
r (−
µGR
γGR
KS0S)︸ ︷︷ ︸
:= A
[
grad pGR − ρGR g
]
. (D.3)
Herein, pGR denotes the effective pressure of the pore gas. In what follows, pGR will be
replaced by an expression obtained from the definition of the capillary pressure, which is,
within the current setting, given by the difference between the effective pressures of the
non-wetting pore liquid and the wetting pore gas, pLR and pGR, i. e.
pC = pLR − pGR −→ pGR = pLR − pC . (D.4)
Consequently, (3.77) can be exploited:
ρGR =
pLR − pC
RGθ
−→
grad ρGR =
1
RGθ
[
grad pLR − grad pC
]
,
(ρGR)′S =
1
RGθ
[
(pLR)′S + (p
C)′S
]
.
(D.5)
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In a next step, by incorporating (D.4) into (D.3), the mass balance (D.2) is recast to read
(nGρGR)′S + n
GρGR div (uS)
′
S + div
[
ρGRκGr A (grad p
LR − grad pC − ρGR g)
]
= 0 ,
(D.6)
which can be reformulated using the product rule1 to yield
(nF )′S s
GρGR + nF (sG)′S ρ
GR + nFsG(ρGR)′S + div
[
ρGRκGr A (−grad pC)
]
+
+A (grad pLR − ρGRg) · (κGr grad ρGR + ρGR grad κGr )−
− ρGRκGr
[
(Ag) · grad ρGR + ρGR div (Ag)
]
+
+ ρGRκGr
[
A grad pLR
]
= 0 .
(D.7)
Subsequently, the dependencies pC = pC(sG) and κGr = κ
G
r (s
G) are exploited, viz.
grad pC(sG) =
∂pC
∂sGeff
∂sGeff
∂sG︸ ︷︷ ︸
=
∂pC
∂sG
grad sG and grad κGr (s
G) =
∂κGr
∂sGeff
∂sGeff
∂sG︸ ︷︷ ︸
=
∂κGR
∂sG
grad sG ,
(D.8)
which are, together with the expressions sG = 1 − sL, grad sG = −grad sL and (sG)′S =
−(sL)′S as a result of saturation condition (2.1)2, viz. sL + sG = 1, as well as (D.5)2 and
(D.5)3 are inserted into the mass balance (D.7) to obtain
− (nF )′S (1− sL)ρGR + nF (1−
1
RGθ
∂pC
∂sG
)(sL)′S ρ
GR − nF (1− sL)(pLR)′S −
− nF (1− sL)ρGR div (uS)′S − div
[ = DL︷ ︸︸ ︷
ρGRκGr
∂pC
∂sG
A (grad sL)
]
−
−
[ κGr
RGθ
A (grad pLR − ρGRg)− ρ
GRκGr
RGθ
Ag
]
· grad pLR+
− ρGRκGr div (A grad pLR) + (ρGR)2κGr div (Ag) +
+
[
(ρGR
∂κGr
∂sG
− κ
G
r
RGθ
∂pC
∂sG
)A (grad pLR − ρGRg)− κ
G
r ρ
GR
RGθ
∂pC
∂sG
Ag︸ ︷︷ ︸
= cL
]
· grad sL = 0 .
(D.9)
With the reformulated mass balance at hand, the convection-velocity vector cL and the
1In particular, the relations div (φv) = v · gradφ + φdiv v and grad (αβ) = β gradα + α gradβ, see
Ehlers [57], are utilised.
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diffusion-coefficient tensor DL can be identified:
DL =−ρGRκGr
∂pC
∂sG
µGR
γGR
KS0S ,
cL =−(ρGR ∂κ
G
r
∂sG
− κ
G
r
RGθ
∂pC
∂sG
)
µGR
γGR
KS0S (grad p
LR − ρGRg) + κ
G
r ρ
GR
RGθ
∂pC
∂sG
µGR
γGR
KS0S g ,
where ∂pC/∂sG < 0 and ∂κGr /∂s
G > 0 .
(D.10)
Note that, herein, the expression of the constant coefficient tensor A, see (D.3), has been
inserted. Following this, in agreement with Allen et al. [2], a dependency of the diffusion-
coefficient tensor DL on the slope in the capillary-pressure-saturation relation can be
identified. Moreover, it can be observed the convection velocity cL of the pore liquid is
given by an expression similar to the filter velocity, see (D.3).
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