Design of physical systems and associated control systems are coupled tasks; design methods that manage this interaction explicitly can produce system-optimal designs, whereas conventional sequential processes may not. Here we explore a new technique for combined physical system and control design (co-design) based on a simultaneous dynamic optimization approach known as direct transcription, which transforms infinitedimensional control design problems into finite dimensional nonlinear programming problems. While direct transcription problem dimension is often large, sparse problem structures and finegrained parallelism (among other advantageous properties) can be exploited to yield computationally efficient implementations. Extension of direct transcription to co-design gives rise to a new problem structures and new challenges. Here we illustrate direct transcription for co-design using a new automotive active suspension design example developed specifically for testing codesign methods. This example builds on prior active suspension problems by incorporating a more realistic physical design component that includes independent design variables and a broad set of physical design constraints, while maintaining linearity of the associated differential equations.
Introduction
Often dynamic systems developed by engineers employ electronic control. Successful design of controlled systems is becoming increasingly important as their number and complexity rises. In conventional design processes the physical system is designed first, followed by control system design [1] . This sequential approach does not fully account for coupling between physical artifact and control system design, and produces suboptimal results [2, 3] . More effective multidisciplinary design methods that manage the artifact-control coupling explicitly are being developed, and are often termed co-design methods.
Engineers often employ simulation to predict dynamic system performance and support design decisions. Simulation can be linked to numerical optimization algorithms to aid effective exploration of design alternatives. Typically a nested approach is used: the optimization algorithm proposes a candidate design, which is then tested via simulation, and the results are then used in finding a new candidate design. Alternative approaches that perform simulation and optimization simultaneously are explored here, specifically a family of methods known as direct transcription (DT).
DT has been employed successfully for control design and parameter estimation across wide a range of applications, from chemical process design [4, 5] , to aerospace trajectory optimization [6] [7] [8] , to walking dynamics [9] , to epidemiology [10] , but has not yet been applied to co-design. In this article we introduce an extension of DT for co-design, explore the associated advantages and challenges, and demonstrate this approach using a newly-developed active suspension system example.
Direct Transcription
Here we assume the system to be designed can be modeled using a system of continuous differential equations: ξ ξ ξ = f d (ξ ξ ξ(t), u(t),t)
(1) 0 = f a (ξ ξ ξ(t), u(t),t) (2) 0 = ψ ψ ψ(ξ ξ ξ(t F ), u(t F ),t F )
Equation (1) defines the time derivatives of a system model, where ξ ξ ξ(t) (length n s ) is the vector of state variables and u(t) is the control input. Equation (2) is the algebraic or path constraint, and if present, the model is a system of differential-algebraic equations (DAEs) [11] . The system may also have a boundary condition enforced at the simulation end time t F (Eqn. (3)).
If the model consists only of Eqn. (1) with initial conditions ξ ξ ξ(t 0 ) = ξ ξ ξ 0 , it can be solved with forward simulation using a numerical ODE solver, such as the first-order Runge-Kutta method (Euler's method):
Here h i is the integration step size at t i . Higher-order RungeKutta methods improve accuracy, as do implicit methods that employ an inner iterative method to solve for ξ ξ ξ i .
The open-loop control design problem can be written as: min ξ ξ ξ(t),u(t),t F J = φ(ξ ξ ξ(t), u(t),t F )
subject to Eqns. (1)- (3), where J is the response of a cost function. The final simulation time t F often is an important quantity, particularly if the cost function depends on t F or ξ ξ ξ(t F ). Final time might also be treated as a fixed parameter. When t F varies, the number of time steps is fixed, but the time each step represents is scaled by the value of t F . Feedback control can be accommodated by replacing u(t) with control design variables x c . Time-independent parameters p can also be added to the set of optimization variables for parameter estimation problems:
Optimal control problems may be solved using techniques based on the calculus of variations, including classical optimal control methods such as LQR [12] . This approach, however, requires derivation of derivatives of the system's Hamiltonian, so is limited in applicability. A common alternative eliminates ξ ξ ξ(t) from the optimization variable set by solving for state variable values using a nested simulation within the optimization problem:
Here Ξ Ξ Ξ is a discretized representation of the state variables, where the ith row of Ξ Ξ Ξ is ξ ξ ξ i = ξ ξ ξ(t i ), i = 1, 2, . . . n t . This nested approach enables use of finite-dimensional optimization methods, such as sequential quadratic programming [13] , and is implemented commercial software [14] , but has limitations. Discretization and variable step sizes results in a cost function that is not smooth or arithmetically consistent [8] , i.e., arithmetic operations used to compute cost vary with x c . Non-smoothness can be managed by increasing optimization finite difference step sizes or by using gradient-free methods, but this approach may still suffer from numerical sensitivity, particularly for highly nonlinear or stiff systems. Numerical sensitivity can be reduced by partitioning the simulation into n T time segments using a technique know as multiple shooting. The state at the interfaces between time segments (Y) is controlled directly by the optimization algorithm, and state continuity is enforced at convergence by defect constraints ζ ζ ζ(Ξ Ξ Ξ, Y):
Row j of Y is the state at the beginning of time segment j + 1.
Within each time segment the system is simulated, and defect constraints require the state at the end of time segment j to match the jth row of Y. For example, in Fig. 1 the value for ξ ξ ξ 7 calculated using simulation over time segment 1 does not match the value for ξ ξ ξ 7 specified by Y that serves as the initial conditions for the simulation over time segment 2. This discontinuity in state at the interface is quantified using the defect constraint ζ ζ ζ 1 . Figure 1 : Illustration of continuity defect ζ ζ ζ 1 between time segments 1 and 2 using the multiple shooting method.
Because Y is specified by the optimization algorithm, the n T simulations are independent and can be calculated using coarsegrained parallel computing. The shorter simulation segments reduce numerical sensitivity.
In the limit, as n T → n t , the simulation for each time segment collapses to a single difference equation. The set of defect constraints replace simulation completely, and Ξ Ξ Ξ becomes an optimization variable. This is Direct Transcription (DT); the infinite-dimensional optimal control problem is transcribed di-rectly to a finite-dimension nonlinear programming problem:
A defect constraint is defined for each time step, and path constraints are discretized (f ai ). This formulation allows for variable t F , and x c can be replaced easily with discretized u(t). As max(h i ) → 0, the optimality conditions for the DT problem converge to the optimality conditions for Eqn. (5) . While the dimension of the DT problem is large (Ξ Ξ Ξ has n t ·n s elements), its problem structure is advantageous. At every optimization iteration Ξ Ξ Ξ is specified completely, so each of the n t − 1 defect equations and path constraints are independent, enabling fine-grained parallel computing. The DT problem can be implemented such that the problem structure is nearly diagonal, enabling sparse finite difference gradient evaluations with as few as two perturbations regardless of problem dimension [8] . The DT problem is arithmetically consistent, enhancing numerical properties. Often analytical derivatives can be derived, further improving solution speed and accuracy. Variable step and order techniques for DT are available to provide error control [6, 8, 15] .
Direct transcription is especially useful for problems with path constraints as it avoids another level of nesting within simulation to solve algebraic constraints; it is capable of handling higher-index DAEs [15, 16] . Inequality path constraints may be added directly, a problem element that often is impossible to solve using any other means [8] .
If quadrature is performed using Euler's method, the defect constraints are:
Implicit quadrature methods for general nonlinear systems can be used with DT without requiring inner iterations to solve for the implicit state values. For example, the defect constraints for the implicit trapezoidal method are:
ξ ξ ξ i is known a priori (it is a row of Ξ Ξ Ξ), so defect equations may be evaluated without inner iteration. This concept extends to highorder implicit methods. While these methods are very accurate, they typically are impractical for forward simulation. Higherorder implicit methods can be used with DT, allowing fewer time steps (reducing problem dimension) while maintaining the required precision [5, 17, 18] . Helpful insights can be gained by considering the different paths through the combined state and design solution space traced by the nested and DT methods. which might include physical system design variables x p in addition to x c if a co-design problem is being solved. Forward simulation is then used to solve for state values Ξ Ξ Ξ 0 that are consistent with physics, The optimization algorithm chooses a new point x 1 to reduce J, and the process repeats until convergence to x * , Ξ Ξ Ξ * . The nested method can move only in one subspace at a time, whereas DT can move in both simultaneously, tracing a more direct path to the solution.
Relationship to MDO
In this section we clarify the relationship between the three formulations for optimal control discussed above (nested, multiple shooting (MS), and DT), and single-level formulations for multidisciplinary design optimization (MDO) [19, 20] . The nested solution approach in Eqn. (7) can be viewed as a special case of the multidisciplinary feasible (MDF) formulation, where a complete system analysis is performed at every optimization iteration. In other words, the system is consistent with physics (i.e., feasible) during the entire solution process because the differential equations are satisfied at each optimization step. As with MDF, optimization variables for the nested approach involve only independent design variables, and the analysis task is consolidated into a single monolithic process.
The multiple shooting approach in Eqn. (8) is a special case of the individual feasible formulation (IDF), where the analysis problem is partitioned into several smaller analysis tasks. Feasibility is maintained within analysis subproblems via simulation, but feasibility across subproblems is only guaranteed at convergence by defect constraints. In addition to independent design variables, the set of optimization variables includes interface (coupling) variables that quantify interactions between analysis subproblems. Auxiliary defect constraints ensure consistency across subproblems at convergence.
Direct transcription (Eqn. (9)) is a special case of the all-atonce (AAO) formulation, where the optimization algorithm manages both design and all analysis tasks. Analysis equations are embedded in optimization equality constraints, and state variables are part of the optimization variable set. These relation- ships are summarized in Table 1 .
Direct Transcription for Co-Design
Co-design methods seek to identify system-optimal designs for controlled engineering systems by considering simultaneously physical artifact (plant) and control design. Conventional sequential (plant then control) design processes produce suboptimal results because the two design domains are coupled. The sequential process is in essence a single iteration of blockcoordinate descent [21] , which even if iterated does not guarantee system optimality.
It is the experience of the authors that with the increasing complexity and demands associated with modern engineering systems, control engineers often struggle to meet system requirements when using sequential design. Additionally, many new system capabilities are possible only when plant and control design are considered together, including areas such as automotive suspension [22] , bio-mimetic robotic locomotion [23, 24] , controlled compliant mechanisms [25, 26] , and structural design [27, 28] .
New approaches are needed that preserve design freedom of both plant and control design domains throughout the process. Reyer et al. provide a review of such strategies [29] . Fathy proposed a co-design technique where the control design problem is nested within the plant design problem, producing system optimal results [30] . Allison and Nazari introduced a codesign method with distinct plant and control design subproblems that are guided toward system optimality using augmented Lagrangian coordination [31] .
A fundamental challenge of solving co-design problems is managing a heterogeneous set of design variables; control variables either depend directly on time (e.g., u(t) in Eqn. (5)) or are proxies for time dependent variables, while plant design variables typically are time independent. Fathy's nested approach manages this by employing established optimal control methods to solve the inner control problem, and nonlinear programming algorithms to solve the outer plant design problem. Allison and Nazari derived an extension of optimal control theory to account for time-independent linking variables in the control design subproblem.
Direct transcription has been applied successfully to parameter estimation problems with time-independent variables [5, 8, 32] , and it is tempting to leap directly from applying DT to parameter estimation to co-design. The structures of the two problems are very different, however, and can be analyzed using graph-theoretic techniques [33] . Figure 3 illustrates a simplified directed-graph view of the standard DT problem and DT augmented to handle co-design problems. The plant analysis depends on both plant design variables and state variable values, and calculates plant design constraints g p and intermediate variables used in computing the objective function and dynamic constraints. Dependence of plant analysis on Ξ Ξ Ξ and influence on J, ζ ζ ζ, and f a is a complication. This may preclude the use of analytical derivatives, and impacts the density of the Jacobian matrix, possibly precluding the use of large-scale optimization methods. These issues may be ameliorated via creative application of path constraints, or addition of states to the system problem. Nonetheless, DT applied to co-design problems still enables massive parallelization, and the solution of problems with 'wicked' elements, such as singular control problems or inequality path constraints. The DT formulation for co-design used here is:
where i = 2, . . . , n t − 1, n t
Active Suspension Case Study
In this section we introduce a new model for an active suspension system, in fully reproducible detail, that includes a model of important physical system design considerations in addition to a dynamic model of the suspension. Effort was made to maintain linearity of system dynamics to preserve the usefulness of this model in other studies that are limited to linear time-invariant systems.
Consider the quarter-car model of a vehicle suspension illustrated in Fig. 4 . The tire and sprung mass spring stiffnesses are k t (232.5·10 3 N/m) and k s , respectively, and the tire and spring mass damping rates are c t and c s , respectively. Here we assume c t = 0. This canonical model has been used as an example in numerous design studies [34] [35] [36] , including the design of active control systems [37] [38] [39] , where an additional control input term Bu is appended to Eqn. (11). Often k s and c s are treated as independent design variables [36, 37, 40] , but are in fact dependent on geometric design and are subject to stress, fatigue, packaging, thermal, and other constraints. Here we introduce an extension to the basic quarter-car model that treats k s and c s as dependent variables, and incorporates a plant model that computes stiffness and damping coefficients as a function of independent geometric spring and damper design variables. The detailed spring and damper models are presented, followed by a demonstration of active suspension co-design using DT.
Spring Design
The vehicle suspension in this model utilizes a helical compression spring with squared and ground ends (Fig. 5) . The suspension has a coil-over configuration; the coil spring surrounds the damper and they share the same axis. The model presented here is derived from [41] . See also [42] and [43] for alternative spring design optimization formulations. The independent spring design variables here are the helix diameter D, wire diameter d, spring pitch p, and the number of active coils N a , which is relaxed to a continuous variable. These are components of the complete vector of plant design variables x p , along with other variables yet to be discussed. The formula for stiffness and a collection of spring design constraints are presented below. The free length of the spring is L 0 = pN a + 2d, and the solid height is L s = d(N a + Q − 1), where Q = 1.75 for squared and ground ends. F s is the axial force at the solid height, and the spring constant is:
where G is the shear modulus (ASTM A401, G = 77.2 MPa), and C = D/d is the spring index. Springs with C < 4 are difficult to form, and springs with C > 12 can tangle. These requirements provide our first two plant design constraints:
The following constraint prevents buckling:
The uncompressed spring must fit within the specified pocket length (L 0max = 0.40 m) for the vehicle:
The outer spring diameter must not exceed D omax = 0.25 m to prevent interference with vehicle components:
The spring inner diameter must be large enough to fit around the damper with at least δ dc = 9.0 mm clearance:
where D p is the damper piston diameter and t d = 2.0 mm is the damper wall thickness.
While suspension rattlespace (permissible peak-to-peak displacement [34] ) is often treated as an objective function [35, 37] , it is natural to formulate it as a constraint. Here peak displacement δ max is calculated using a ramp input (road grade of 25% at a speed of 10 m/s) to check for maximum rattlespace violation:
This test requires specification of damper design, discussed in the next section. L B is bumpstop thickness (0.02 m), and δ g = m s /4k s is static suspension deflection.
Spring shear stress τ at maximum deflection must not exceed shear yield stress S sy . The following model of shear stress incorporates the Bergsträsser augmentation factor:
πd 3 where the axial force at the spring solid height is calculated using
The scaled constraint is:
with a design factor of n d = 1.2. The shear yield strength is assumed proportional to the ultimate tensile strength for the spring material: S sy = 0.65S ut , where S ut = A · 10 6 /(d m ), A = 1974 MPa·mm m , and m = 0.108. To ensure spring linearity and validity of Eqn. (11), the following constraint must be satisfied:
where δ max f is the maximum deflection during a simulation of the quarter-car over a rough road (IRI = 7.37) [36, 44] at v = 20 m/s. Under these rough road conditions the maximum axial spring force is F max = k s (δ max f + δ g ), and the minimum force is F min = k s (δ g − δ max f ). The mean axial force and force amplitude are F m = (F max + F min )/2 and F a = (F max − F min )/2, respectively. The shear stress mean and amplitude are:
8F a D πd 3 Soderberg and Zimmerli fatigue criterion are applied here:
Damper Design
Equation (11) assumes linear damping, i.e., the damping force F D is proportional to damper piston velocityξ 3 . Real suspension dampers are highly nonlinear due to both design intent and limitations of practical physical implementations (Fig. 6 ).
Here we explore an approach to constructing a linear damper. Figure 7 illustrates a single tube telescopic damper. On jounce (compression) hydraulic fluid flows from the compression chamber to the extension chamber through the compression valve, and on rebound (extension) fluid flows through the extension valve in the reverse direction. The pressurized gas chamber, separated from the hydraulic fluid by a floating piston, compensates for volume change from rod movement. Here we neglect the effect of the foot valve, and assume the piston valves are spring-biased spool valves, as shown in Fig. 8 . Other valve types exist and are in common use, including disc, rod, and shim valves [45] . As the damper is compressed, the compression valve opens and fluid flows through ports in the side of the spool valve. will be linear if either
Damping Properties
where F v is the valve spring axial force. The latter relationship requires a nonlinear valve spring. The former relationship (used here) requires that the valve port shape is designed such that A v increases proportionately with √ x v . More precisely, the ideal valve port area function is:
where C 2 is the damper valve coefficient, and C 0 = πD 0 is the outer circumference of the spool valve. Port shape can be characterized by the arc length exposed by the ports at the top of the working piston as a function of valve lift: C e (x v ). The ideal valve port area function can be re-written as:
Solving Eqns. (24) and (25) for C e (x v ) reveals that linear damping requires the following exposed arc function:
Unfortunately as x v → 0,C e (x v ) → ∞, which is physically unrealizable; C e (x v ) must remain less than the spool valve outer circumference C 0 . Several candidate functions for approximating C e (x v ) were evaluated using a least squares approach with the requirement C e (x v ) ≤ ηC 0 for all x v ≥ 0. The coefficient 0 < η < 1 defines the upper limit of the proportion of C 0 that may be exposed (η = 0.9 here). The following exposed arc function was selected:
where
is the maximum valve lift at the maximum allowed damper pressure P m , k v is the spool valve spring constant, A 0 = πD 2 0 /4 is the spool valve frontal area, and
πP m k v The damper valve coefficient is defined here as C 2 = ηA f √ x m , where A f is an area factor that can be used to tune port shape. Here A f = 0.1. Decreasing A f brings C e (x v ) closer to ideal for linear damping, but increases the valve diameter required to deliver a particular suspension damping coefficient c s , which is calculated using:
where D p is the working piston diameter, ρ 1 is the damper fluid density (850 kg/m 3 ), and C d is the discharge coefficient (≈ 0.7 for spool valves). Damper stroke (total axial displacement) D s is chosen here as an independent design variable. The complete plant design vector can now be defined:
Thermal Properties
Fluid temperature increase due to energy dissipation is an important consideration in damper design as it can induce damper fade. Heat generation in the damper is calculated based on the damper coefficient and suspension stroke velocity, i.e., q gen = c s ξ 2 2 . The same rough road profile is used that was specified for the spring fatigue calculations. Figure 9 illustrates the thermal model for the damper, similar to the model found in [46] , except here constant viscosity is assumed. Heat is generated in the damper fluid, which has heat capacity c p1 (2500 J/kgK), density ρ 1 , and volume v 1 . Heat is conducted through the steel damper tube (with conduction coefficient k 2 = 60.5 W/mK) to the atmosphere at a constant temperature T 4 = 300 K. The convection coefficient between the damper and the atmosphere is h. Heat capacity in the steel shell is small compared to that of the damper fluid (c p1 ), and is assumed to be zero here, so T 2 = T 3 .
Damper Fluid
Steel Ambient Air Heat flow from the damper fluid through the shell is:
where v 1 is the fluid volume, r 1 and r 2 are the inner and outer shell radii, L 2 is the shell height, and A 4 = 2πr 2 L 2 is the external surface area of the shell. This DAE can be converted to a single ordinary differential equation via substitution. For convenience we can rewrite this system as:
where the appropriate constants are replaced with b 1 , b 2 , and b 3 .
Choosing T 1 as the state variable, the resulting ODE is:
which can be simulated using the time history of ξ 2 as input to predict the resulting damper fluid temperature T 1 (t).
Damper Constraints
ensures adequate damper range of motion.
requires the damper to fit within the pocket length L 0max = 0.4 m; d1 = 0.02 m and d2 = 0.04 m quantify the space required for damper components above and below the working piston range, respectively. The damper fluid temperature constraint prevents fade and seal damage:
where T 1max is the maximum damper temperature achieved across all vehicle simulations and T 1allow = 390 K.
ensures the maximum damper pressure achieved during simulation (P max ) does not exceed the seal maximum pressure (P allow = 4.75 · 10 6 Pa).
protects damper components from excessive velocity (ξ 3allow = 5.0 m/s). The following is a clearance requirement for the maximum amount of spool valve lift, where x vallow = 0.01 m:
Active Suspension Co-Design
The control input to the quarter-car active suspension system is an active force added between the sprung mass and unsprung masses. Refer to [30] for a detailed model of the control system. The active suspension model with the control input is described as:ξ
where u is the control input.
The objective function incorporates handling, comfort, and control cost:
where the weights are r 1 = 3 × 10 4 , r 2 = 3 × 10 4 and r 3 = 10 −6 . The plant design variable bounds x p ≤ x p ≤ x p used here are: A large-scale interior-point algorithm from the MATLAB R optimization toolbox was used, taking advantage of problem structure by using sparse Hessian and Jacobian matrices and analytical derivatives. The trapezoidal ODE solver is used here to form defect constraints. As a comparison Fathy's nested co-design approach was used as well, where x p was managed in the outer loop, and the inner loop solved the control design problem (with fixed x p ) using algebraic Ricatti equations [12] with the infinitehorizon linear quadratic regulator as the control law. Because LQR in the MATLAB control system toolbox solves algebraic Ricattis equation, which is much simpler than the finite horizon Ricatti equations, comparison of computational expense between these two methods cannot be made directly.
Active Suspension Co-Design: Ramp Input
For illustration the co-design problem is solved first with ramp road input only using DT (no thermal or fatigue constraints) to validate DT as a solution approach against LQR. The optimal plant design is: When using the nested method, the outer optimization loop often terminates at an inferior local optimum with respect to x p compared to the DT solution. Figure 10 compares system response of the DT and LQR control designs, using the DT result for plant design. For ramp input, LQR is the optimal solution to the infinite horizon control problem, which is usually very close to the finite horizon optimum. The DT response is nearly identical to LQR, indicating it is an accurate solution approach. The objective function value for DT and LQR control solutions (with the same plant design) are compared against the objective for the optimal passive suspension below.
Both 
Combined Active Suspension Co-Design
The active suspension problem was also solved using the complete road input (both ramp and rough road). The objective function is scaled differently for these two inputs: J = 1 × 10 −2 · J ramp + J rough . The DT plant design results are: 
Conclusion
Direct transcription was reviewed, and an extension of DT to co-design problems was introduced and demonstrated using an active suspension design problem. The case study built upon existing active suspension design problems by incorporating detailed physical system design considerations and physically independent design variables. The system model maintains linearity of the differential equations, making it suitable for a range of other co-design studies. While DT results in large problem dimension, it is arithmetically consistent, enables fine-grained parallelism and the use of higher-order implicit methods, and can be applied to challenging design problems that are otherwise unsolvable (e.g., inequality path constraints, open-loop instabilities). The case study illustrates that DT can be advantageous compared to the nested co-design approach. DT offers a path forward for solving especially difficult co-design problems. The large size and density of the DT optimization problem remains a challenge for its applicability in co-design. The new problem structure in some cases makes efficient DT implementation difficult, at least with currently known techniques. Solution can also be complicated when the range of plant design variables can cause both stiff and non-stiff dynamics. Exploration of this new problem structure and development of more efficient DT co-design solution implementations are opportunities for further contribution to the design of modern engineering systems.
