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Abstract—Heart rate is an important physiological parameter
to assess the cardiac condition of an individual and is traditionally
determined by attaching multiple electrodes on the chest of
a subject to record the electrical activity of the heart. The
installation and handling complexities of such systems does not
prove feasible for a user to undergo a long-term monitoring
in the home settings. A small-sized, battery-operated wearable
monitoring device is placed on the suprasternal notch at neck to
record acoustic signals containing information about breathing
and cardiac sounds. The heart sounds obtained are heavily
corrupted by the respiratory cycles and other external artifacts.
This paper presents a novel algorithm for reliably extracting the
heart rate from such acoustic recordings, keeping in mind the
constraints posed by the wearable technology. The methodology
constructs the Hilbert energy envelope of the signal by calculating
its instantaneous characteristics to segment and classify a cardiac
cycle into S1 and S2 sounds using their timing characteristics.
The algorithm is tested on a dataset consisting of 13 subjects
with an approximate data length of 75 hours and achieves an
accuracy of 94.34%, an RMS error of 3.96 bpm and a correlation
coefficient of 0.93 with reference to a commercial device in use.
Index Terms—S1 and S2 sounds, Hilbert energy envelope,
thresholding, heart rate, segmentation.
I. INTRODUCTION
CARDIOVASCULAR diseases (CVDs) are a major causeof deaths globally resulting in over 17 million annual
mortalities (> 30 % of all the deaths worldwide), expected
to reach 24 million by the year 2030 [1]. A large number
of these deaths can, however, be prevented by behavioral or
medical interventions if the risk of CVD can be identified at
an early stage. It has been shown that a regular monitoring
of certain physiological parameters such as heart rate, blood
pressure, pulse wave velocity, cardiac output, mean arterial
pressure, etc. can assist in an early diagnosis of CVDs [2] [3].
Typical screening methods such as electrocardiography (ECG),
photoplethysmography (PPG) and cardiac auscultation analyze
the electrical and acoustic signals generated by the heart. Other
methods such as echocardiography and magnetocardiography
also exists, however, they are generally used at a more ad-
vanced stage.
Cardiac auscultation is amongst the oldest techniques for
analyzing the cardiac health. It involves listening to the heart
sounds, using a stethoscope, to provide a quick and inexpen-
sive way of determining cardiac abnormalities. The sounds are
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characterized based on their frequency content, intensity, and
timing details.
An ECG is perhaps the most well-known method of cardiac
monitoring. It is used to record the electrical activity of the
heart by plotting different components of a cardiac cycle. A
typical setup consists of a recorder and a set of electrodes
attached to the chest of a subject. This, however, reduces the
mobility of the subject in a hospital. For home use, where a
long term monitoring is desired, a Holter monitor may be used.
Although this is portable, it is still not very convenient to use
and requires careful handling by the subjects being monitored.
A PPG-based method overcomes some of the underlying
usability issues by employing an optical probe integrated
with a near-infrared emitter and detector to sense beat-to-
beat volumetric changes in the blood flow. The probe is
mechanically robust and relatively comfortable to wear while
being placed either on a forefinger or an earlobe [4]. However,
it suffers from reliability and accuracy issues with changes in
the ambient light, different skin conditions and types, motion
artifacts, and low blood concentration levels [5].
While these methods provide useful information to extract
different cardiac parameters, they suffer from several issues,
particularly for long-term use by patients at their homes. For
example, a Holter monitor for ECG can add discomfort due to
its size and weight and may have several connecting cables as
well. To overcome these issues, several small-sized, wearable,
and wireless ECG systems using a single data channel have
been proposed [6]. Although PPG-based devices offer a more
portable solution, their accuracy issues makes them unreliable
for a long-term usage. Cardiac auscultation, on the other hand,
provides a cheaper and reliable alternative and does not impose
restrictions on the patient’s mobility or the posture for a
longer duration as a simple diagnosis can be performed quickly
using a stethoscope. However, it requires interpretation by a
skilled cardiologist and it is not possible to have someone
listening to the heart sounds continuously while a patient is
being monitored. The underlying difficulties with auscultation
for long-term usage can be reduced by automated recording
and processing of the heart sounds. Phonocardiogram (PCG)
achieves this by plotting the acoustic activity of the heart
automatically using a microphone sensor placed on the chest
of a subject, an auscultation site where the heart sounds are
loudest. The primary components in these signals are mainly
annotated as S1 and S2 sounds, also known as lub-dub sounds
which separates the systolic and the diastolic phases of a
cardiac cycle. An abnormal blood flow in the left ventricle or
an increase in its corresponding stiffness can also give rise to
2S3 and S4 sounds respectively. An automated processing and
detection of these sounds in the PCG using an algorithm can
also assist with manual auscultation and reduce the number
of cases where an incorrect interpretation can lead to an
expensive and advanced examination of the subject [7] [8].
Cardiac sounds can provide a wide range of parameters
needed for monitoring, with heart rate being the most common
one. This can also be obtained using PPG with a much lower
accuracy while ECG requires the use of several electrodes to
obtain a reliable reading. PCG requires just one sound sensor
while in case of PPG, the power requirements due to active
sensing poses another challenge for a long-term usage. From
the point of view of usability, number of electrodes, reliability
and the level of cardiac information that can be obtained, PCG
appears to be an attractive option for wearable applications.
As with all wearable devices, a device designed for cardiac
monitoring would need to be small in size and consume
small amount of power. This, in turn, restricts the battery
size and the available processing power. An algorithm running
on this device would then need to be of low-complexity to
work within these constraints. For such scenarios, this paper
proposes a novel heart sound segmentation and classification
(HSSC) algorithm for extracting and identifying the charac-
teristic S1 and S2 heart sounds, and consequently determine
the heart rate, from the acoustic recordings. The algorithm
is developed to be implemented on a small-sized, battery-
operated wearable monitoring device [9] to be worn by people
for longer periods of time to continuously monitor the heart
rate profile under home settings. Additionally, the acoustic
recordings in this case are gathered by placing the sensor
at the suprasternal notch of a subject rather than the chest.
While, the cardiac sounds are strongest at the chest, they are
still audible at the neck where this sensor is placed to perform
both the respiratory and the cardiac monitoring, thus requiring
the patient to use only one device [9].
The rest of this paper is organized as follows. Section II
discusses some of the existing methods of extracting the heart
rate from PCG signals. In Section III, the novel algorithm
proposed in this paper is described in detail. Section IV
validates the performance of the algorithm by comparing its
output with a reference gold standard device in commercial
use. Finally, Section V analyzes and discusses the obtained
results in contrast with other similar studies.
II. RELATED WORK
Automated analysis of cardiac sounds is a highly active re-
search area in which a number of different methods have been
published for the segmentation of a cardiac cycle to localize
S1 and S2 sounds. In this section, a review of such methods is
presented to discuss different features and classifiers that have
been used and their applicability in wearable systems.
A number of methods use statistical and energy-based
features corresponding to S1 and S2 sounds which are then
classified using different machine learning methods. Brusco
et al. [10] performs segmentation by constructing the signal
envelope using the normalized Shannon energy of the acoustic
input. The classification is done using Multilayer Perceptron
(MLP) Artificial Neural Network (ANN) on a dataset con-
sisting of 263 cardiac cycles with an accuracy of 79.32%
in 42 heart sound recordings. Chen et al. [11] extracts the
Mel-frequency cepstral coefficients (MFCCs) from the heart
sounds and uses K-means clustering algorithm to identify
representative features. A deep neural network (DNN) is then
used for classification with an accuracy of 91.12%.
Liang et al. [12] used the normalized Shannon energy of
the PCG signal to detect peaks based on defined threshold
levels for identifying S1 and S2 sounds. Their method was
tested on 515 cardiac cycles from 37 subjects and resulted
in 93% classification accuracy. Ari et al. [13] analyzed the
pathological murmurs by characterizing the systolic and the di-
astolic period. They used thresholding of the signal’s squared-
energy for picking up significant energy peaks corresponding
to the desired sounds. The algorithm achieved an overall
segmentation accuracy of 97.47% for 357 cardiac cycles from
71 recordings of 71 subjects.
The previous methods assume the cardiac signal to behave
as a stationary entity. Papadaniil et al. [14], however disregard
this presumption by employing ensemble empirical mode
decomposition (EEMD) to generate intrinsic mode functions
(IMFs) corresponding to different modes of oscillation of
the input signal. The selection criteria based on the energy,
instantaneous frequency and Kurtosis features shortlists only
some of the IMFs to successfully identify 94.56% of the total
S1 and S2 sounds by accurately segmenting 83.05% of the
dataset, consisting of 2602 cardiac cycles.
The work by Mandal et al. [15] and Syed et al. [8] proposed
a complete framework for an automated analysis of the heart
sounds to diagnose cardiac abnormalities such as valvular
disease and stenosis. In [15], the algorithm uses adaptive line
enhancer (ALE) and wavelet based techniques for denoising
the heart sounds and process the signals using the Daubachis-
6 (db6) wavelets to calculate the Shannon entropy. A testing
on 72 samples from 17 subjects resulted in 91% and 96%
accuracy for the heart sound segmentation corresponding to
both the methods. The work in [8] extracts the segments
of interest from the PCG signal using the time-frequency
decomposition based on the db5 wavelet function. Further, the
clusters of similar morphological sound intervals are formed
and the signals with recurring pathological indicators are
assessed. It is shown that the complete functionality of the
framework provides a reduction of 67% and 56% in the total
number of false negatives and false positives respectively.
Although many of the approaches discussed above achieve
high accuracy, this comes at the cost of high computational
complexity of the feature extraction and classification process.
This is particularly true in the case of algorithms that use
advanced signal decomposition methods as well as neural
network classification. Other efficient methods using energy-
based features require less processing workload but have been
tested on a small dataset. It is evident that an algorithm to be
implemented on a wearable device will run on a low-power
system and hence needs to be inherently low in complexity.
This, however, does not mean that it should suffer from
performance issues, and hence it should be tested using a
large dataset of cardiac signals. Therefore, in this paper, an
3algorithm is presented that constructs an envelope correspond-
ing to the transitions observed in the cardiac waveform, using
one of the energy-based methods, along with the utilization
of the timing characteristics to reliably segment and classify
the heart sounds. Further, it is tested using a large dataset to
demonstrate its accuracy and feasibility.
III. HSSC ALGORITHM
A. Overview
Fig. 1 shows a block diagram of the proposed algorithm
to segment and classify a cardiac cycle into its characteris-
tic sounds, representing its different stages. The first stage
involves preprocessing of the signal to remove artifacts cor-
responding to the breathing sounds and the external noise
sources. Next, an energy envelope of the signal is constructed
by obtaining its instantaneous characteristics using the Hilbert
transform. This is used to segment the cardiac cycle and
generate peaks corresponding to the S1 and S2 sounds. Finally,
a series of classification rules are used for the recognition
of the S1 and S2 sounds following which the heart rate
is evaluated using their corresponding mutual distance. The
following sections describe each of the processing stages in
detail.
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Fig. 1: Block Diagram of the proposed algorithm.
B. Pre-Processing
The raw acoustic signal is processed in blocks of 2 seconds.
This window length is chosen so as to include at least one heart
beat, necessary for calculating the heart rate in the segmented
signal. Each block of 2-second data is then processed to
remove saturation and other sound artifacts.
Since the recording is performed in an uncontrolled environ-
ment, it is easily possible for the acoustic sensor to saturate due
to sounds such as speech, snoring, swallowing, coughing, etc.
Therefore, the segments corresponding to the recorded data
where the analog front end operates at the power supply rails
for most of the time is treated as invalid. Defining a segmented
part of the data as x[n], 1 ≤ n ≤ N , where N = 2×Fs for a
sampling frequency Fs, the criteria in (1) decides whether to
put forward the data to the subsequent steps. This will depend
on the count() function which computes the total number of
samples having a specific quantized level between -1 and 1 as
shown in Fig. 2.
∀ n ∈ [1, N ], count(|x[n]| = 1)
x[n] =
{
Invalid, if count ≥ 0.5× Fs
V alid, otherwise
(1)
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Fig. 2: Corrupted data segment of 2 seconds duration: Sensor output
limited by the power supply rails.
Additionally, other factors such as the impedance mismatch
between the sensor and the skin, movement, variance among
the locations over the neck, unique patient characteristics, etc.
introduce various levels of baseline wandering and background
noise in the recording setup [16]. The consequential offset
in every data segment of 2 seconds duration is removed by
subtracting its corresponding mean from the original data, x[n]
which is then normalized to [-1,1] range by dividing each
sample with the maximum amplitude of the segment.
The acoustic signals recorded at the suprasternal notch in
this study are not suitable for a direct cardiac analysis as they
are heavily interfered by the breathing sounds [9] [17]. Fig.
3 plots a 10 second section of the signal, containing both the
respiratory and the cardiac information embedded within it.
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Fig. 3: Heart sounds extracted from the acoustic recordings of 10
seconds duration at the suprasternal notch.
It is known that the heart sounds usually lie between 20
and 150 Hz [16], [18] whereas the breathing sounds span a
larger bandwidth of 20 to 1000 Hz [9]. Thus, an eighth order
Butterworth low pass filter with a cut-off frequency of 150 Hz
is used to remove the high frequency components. Since, the
4acoustic signal is originally sampled at 2205 Hz, the filtered
signal is also downsampled by a factor of 5, reducing the
sampling frequency down to Fd equal to 441 Hz. Further,
a one-dimensional median filter with a window length of 5
samples is used to remove the impulsive spikes and smoothen
the signal.
The removal of saturation and the breathing artifacts helps
the classification process while downsampling reduces the
number of samples required to be processed at later stages,
thus saving precious computational cycles.
C. Peak Extraction
1) Hilbert energy envelope: The Hilbert transform provides
a way of collecting the instantaneous characteristics of a
signal by computing its corresponding analytic function, z[n];
with x[n] as the original signal and y[n] its corresponding
Hilbert transform. The instantaneous amplitude, a[n] and the
instantaneous frequency, ω[n] for the original sequence are
then computed as follows:
z[n] = x[n] + ιy[n], where ι =
√−1
a[n] =
√
(x[n])2 + (y[n])2
ω[n] = tan−1
(
y[n]
x[n]
) (2)
The instantaneous amplitude can be used to determine the
energy envelope H(x[n]) as below.
H(x[n]) = |a[n]|2 = (x[n])2 + (y[n])2, 1 ≤ n ≤ N (3)
Finally, a 5-point moving average filter is used to smoothen
the profile of the energy envelope. The whole process of ex-
tracting the energy envelope of an acoustic signal is illustrated
in Fig. 4(a)-(c).
2) Envelope thresholding: The temporal variations of the
signal in the systolic and the diastolic phases of a cardiac
cycle (including S3 and S4 sound) usually carry lower energies
as compared to that of the S1 and the S2 sounds [13]. This
fact allows us to use the following thresholds to eliminate the
energy peaks corresponding to the unwanted ripples in the
data. The initial threshold level T , defined as 0.25 times the
maximum energy of the signal block, is given as:
T = 0.25×max{H(x[n])} (4)
Using this threshold, only values in the energy envelope
greater than T are kept, while others are discarded. The result
of thresholding the envelope signal, in Fig. 4(d), shows clear
peaks likely to be indicative of S1 or S2 sounds.
The total number of S1 and S2 peaks present in an acoustic
segment of fixed duration depend solely on the heart rate
of an individual. Assuming that the heart rate of an adult
lies in a range of 40 to 200 bpm, the possible number of
combined S1 and S2 peaks present in a segment of 2 seconds
duration is between 4 and 14. A lower bound of four S1
and S2 peaks (combined) is kept only for initialization and is
changed adaptively with the behaviour of the data. Using the
fact that the heart rate variation of a normal subject at rest is
smooth with no instant spikes [19], the algorithm observes the
behaviour of the last three sections so as to regularly modify
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Fig. 4: Peak extraction process to generate S1 and S2 peaks.
and predict a minimum number of S1-S2 peaks possible in the
segment under consideration.
For the complete raw acoustic input, the total number of
data sections each of 2 seconds duration is defined as L, where
xz[n], for 1 ≤ z ≤ L represents each acoustic segment and
C(xz[n]) is the function that provides the total peak count
in xz[n], once the thresholding procedure has been applied.
The minimum number of the required peaks which the current
section of the data must possess, is c, determined as follows:
c = mean{C(xz−1[n]), C(xz−2[n]), C(xz−3[n])}, c ≥ 4
(5)
Keeping the minimum and the maximum count (c and 14
respectively) for the total number of peaks, the parameter t
defined in (6) is either increased or decreased repeatedly in
the steps of 0.05 until the peak count for the segment under
consideration limits itself to the defined range of [c,14].
T = t×max{H(x[n])}
t =
{
t+ 0.05, if C(xz[n]) > 14 and t ≤ 0.5
t− 0.05, if C(xz[n]) < c and t > 0
(6)
The implementation of (6) either raises or reduces the
thresholding level of clipping the energy envelope so as to
restrict the number of extracted peaks. This ensures that the
generated peaks corresponding to the noisy regions of the
data are removed from the further processing. There are some
rare instances when the S1/S2 peaks have lower energies
than noisy transitions of the cardiac cycle. In such cases,
5the classification rules discussed further help to determine the
number of missing peaks.
3) Area segmentation: Thresholding results in peaks being
detected, where S1 and S2 sounds may be combined due to
the presence of low frequency artifacts, as shown in Fig. 5(c).
At this stage, area segmentation is used to ensure all S1 and
S2 peaks are clearly delineated.
The area of all the extracted peaks are calculated using
(7) by assuming the horizontal and the vertical coordinates
of an envelope corresponding to a peak being x1q, x2q and yq ,
respectively, where 1 ≤ q ≤ C(xz[n]).
A(q) =
(x2q−x1q)Fd∑
m=1
H[x1q +m/Fd]
Fd
(7)
The delineation process is performed by observing the
nominal time width of three peaks possessing maximum areas
and lying in the previous segment. The parameter θz defines
the mean of these widths to separate the S1 and the S2 sounds
of the segment under consideration. An initial value of 50 ms
for this parameter is assumed [12], [13], [20], [21]. The peaks
in xz[n] are segmented into a number of equal parts depending
on the comparison between the time widths of the individual
peaks and the parameter θz as below.
dxq = x2q − x1q, where 1 ≤ q ≤ C(xz[n])
dxq =

dxq, if 0 < dxq ≤ (1.5× θz)
dxq
2
:
dxq
2
, if (1.5× θz) < dxq ≤ (2.5× θz)
dxq
3
:
dxq
3
:
dxq
3
, if (2.5× θz) < dxq ≤ (3.5× θz)
...
(8)
Following the above criteria, the first peak in Fig. 5(c) is
divided into three equal parts as shown in Fig. 5(d) to separate
the corresponding S1 and S2 sounds.
Thresholding and area segmentation removes most other
peaks in the energy envelope except S1 and S2. However, some
of the peaks still remain which need to be removed. Assuming
the maximum heart rate to be 200 bpm, each cardiac cycle
equals 300 ms in duration. It is also assumed that the minimum
distance between corresponding S1-S2 pair is 100 ms [17],
[22]. Thus, only one peak must be detected within this interval,
and hence the peak with the largest amplitude in a period
of 100 ms is preserved while others, if any, are discarded.
Following this, the redundant peaks P2 and P7 in Fig. 4(d)
and the peak generated by the area segmentation in Fig. 5(e)
are removed.
D. S1 and S2 Recognition
Once the peaks are segmented, their classification into either
S1 or S2 sounds is performed using their timing characteris-
tics. Initially, all the peaks are assigned the label U as they
are undefined. In addition, two other variables are introduced:
d12 and d21, denoting the time separation between S1-S2 and
S2-S1 respectively. These are initialized with a fixed value and
altered dynamically using the weight factors, w1 and w2, that
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Fig. 5: Area segmentation separates the S1 and S2 sounds from noisy
data having attained comparable energies.
control the variation in time between S1-S2 and S2-S1 peaks
respectively.
1) Initialization: Since the time duration of the systolic
phase is relatively smaller than the diastolic phase in a cardiac
cycle [8], [11], [14], the minimum time interval between the
adjacent peaks in an acoustic segment correspond to d12. The
algorithm, therefore, initializes the time variables by comput-
ing the minimum time-gap between any two consecutive peaks
of the first acoustic segment provided that they are separated
by at least 100 ms as previously discussed. Initially, d21 is
assumed to be twice of d12. However, these values change
over time and adapt to the variations in S1-S2 and S2-S1 time
intervals. To prevent instant changes and allow for a smooth
transition in these parameters, the weight factors w1 and w2
are empirically assigned the following values:
w1 = 0.95
w2 = 0.05
(9)
The weight factor, w1 allows a 95% contribution from an
already processed data whereas w2 introduces only a 5%
variation in the time variables corresponding to the changes
observed in the latest processed information.
2) Classification criteria: The proposed algorithm defines
three rules to classify the S1-S2 peaks by comparing their
mutual time gap with the time variables. The time separation
between two adjacent peaks is defined by Dp in (10), where
6Pp is the pth peak present in an acoustic segment.
Dp = Pp+1 − Pp, where 1 ≤ p ≤ C(xz[n])− 1 (10)
• Classification Rule 1: This rule is used to classify a pair
of peaks as S1-S2 or S2-S1 by comparing the parameter
Dp with the variables d12 and d21. A tolerance of ± 10%
is defined in the comparison for both the time variables
which allows for the possibility of the peaks lying slightly
closer or farther as compared to the set of previous similar
peaks. An exception of 50% variation in d12 comparison
is allowed since the S1-S2 time duration exists as the
minimum possible gap between any two adjacent peaks.
Utilizing the fact that the systolic duration is smaller than
the diastolic phase of a cardiac cycle, the criteria in (11)
also ensures that if the classification process identifies the
current pair of peaks as S1-S2, then the last set of peaks
must correspond to the S2-S1 pair and vice-versa. This
is established by making sure that the time gap Dp−1
is higher or smaller than the parameter Dp by at least
25% for the former and latter case respectively. For the
first pair of peaks, this classification rule is applied by
assuming an initial heart rate of 72 bpm.
[Pp, Pp+1] =

[S1, S2], if (0.5× d12 ≤ Dp ≤ 1.1× d12) &
Dp−1 ≥ 1.25×Dp
[S2, S1], if (0.9× d21 ≤ Dp ≤ 1.1× d21) &
Dp−1 ≤ 0.75×Dp
U, otherwise
(11)
Depending on the classification of the peaks under con-
sideration as either S1-S2 or S2-S1, the time variables
are amended using (12) and (13) respectively.
d12 = w1 × d12 + w2 ×Dp (12)
d21 = w1 × d21 + w2 ×Dp (13)
• Classification Rule 2: This rule is used only when Clas-
sification Rule 1 fails to identify any of the peaks present
in an acoustic segment. When this happens, the minimum
distance between peaks, Dm, is defined as:
Dm = min(D1, D2, ..., DC(xz [n])−1) (14)
Essentially, Classification Rule 2 is the same as Rule 1,
but with the tolerance values relaxed. A higher tolerance
range of 50% and 125% is defined for d12 as it allows to
narrow down the number of cases where no identification
of peaks could take place using the former set of rules.
d12 =
{
Dm, if 0.5× d12 ≤ Dm ≤ 1.25× d12
d12, otherwise
(15)
• Classification Rule 3: The plots in Fig. 6 represents four
different cases when one of the peaks in a pair under
consideration is not classified as either S1 or S2. The
following rules address such instances by considering the
fact that there can be multiple number of peaks missing
between any two identified sounds. For every missing
peak, a label of M is used. Thus, every case leads to
four different scenarios where the comparison between
Dp and the corresponding time duration of the peaks
under consideration in terms of the variables d12 and d21
helps in the classification process. A similar tolerance of
± 10% as used before is considered in these rules except
for the last scenario where a 50% variation is allowed
as an acoustic segment of 2 seconds duration with more
than three missing peaks is rarely obtained.
(i) S1-U: The criteria in (16) allows for the classification
of an unidentified peak occurring after a S1 sound.
Pp+1 =

S2, if (Dp ≥ 0.9× d12) &
(Dp ≤ 1.1× d12)
MS1, if (Dp ≥ 0.9× (d12 + d21)) &
(Dp ≤ 1.1× (d12 + d21))
MMS2, if (Dp ≥ 0.9× (2d12 + d21)) &
(Dp ≤ 1.1× (2d12 + d21))
MMMS1, if (Dp ≥ 0.9× (2d12 + 2d21)) &
(Dp ≤ 1.5× (2d12 + 2d21))
U, otherwise
(16)
(ii) U-S1: The following conditions check the identity of
an unknown peak lying just before a S1 sound based
on different cases plotted in Fig. 6b.
Pp =

S2, if (Dp ≥ 0.9× d21) &
(Dp ≤ 1.1× d21)
S1M, if (Dp ≥ 0.9× (d12 + d21)) &
(Dp ≤ 1.1× (d12 + d21))
S2MM, if (Dp ≥ 0.9× (d12 + 2d21)) &
(Dp ≤ 1.1× (d12 + 2d21))
S1MMM, if (Dp ≥ 0.9× (2d12 + 2d21)) &
(Dp ≤ 1.5× (2d12 + 2d21))
U, otherwise
(17)
(iii) S2-U: The criteria below tries to recognize an uniden-
tified peak heard immediately after a S2 sound.
Pp+1 =

S1, if (Dp ≥ 0.9× d21) &
(Dp ≤ 1.1× d21)
MS2, if (Dp ≥ 0.9× (d12 + d21)) &
(Dp ≤ 1.1× (d12 + d21))
MMS1, if (Dp ≥ 0.9× (d12 + 2d21)) &
(Dp ≤ 1.1× (d12 + 2d21))
MMMS2, if (Dp ≥ 0.9× (2d12 + 2d21)) &
(Dp ≤ 1.5× (2d12 + 2d21))
U, otherwise
(18)
(iv) U-S2: This criteria checks the condition for identifying
an unknown peak lying just before a S2 sound.
Pp =

S1, if (Dp ≥ 0.9× d12) &
(Dp ≤ 1.1× d12)
S2M, if (Dp ≥ 0.9× (d12 + d21)) &
(Dp ≤ 1.1× (d12 + d21))
S1MM, if (Dp ≥ 0.9× (2d12 + d21)) &
(Dp ≤ 1.1× (2d12 + d21))
S2MMM, if (Dp ≥ 0.9× (2d12 + 2d21)) &
(Dp ≤ 1.5× (2d12 + 2d21))
U, otherwise
(19)
E. Heart Rate Evaluation
The heart rate is determined by calculating the distance
between either the two consecutive S1 sounds or the S2
sounds. Once the peak extraction and classification procedure
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Fig. 6: Different scenarios of classifying an unidentified peak among a pair with intermediate missing peaks.
is completed, the mutual time gap between successive alike
peaks is determined. The algorithm starts with considering
the first S1-S1 pair and counts the combined number of
intermediate S2 and M labels. The heart rate, HRS1 is then
evaluated by using the following definition.
D1S1 = S12 − S11
HR1S1 =

60
D1S1
, if count(S2 +M) = 1
60× 2
D1S1
, if count(S2 +M) = 3
60× 3
D1S1
, if count(S2 +M) = 5
(20)
The same criteria is applied for all the sequential S1-S1
pairs and their corresponding heart rates are calculated. The
method above is repeated for all the S2-S2 pairs as well with
the definition in (20) updated for S2 sound. All such heart
rates corresponding to a section of the data are then averaged
out to compute the overall heart rate for the segment under
consideration.
HR(xz[n]) = mean(HR
1
S1, HR
2
S1, ...,HR
1
S2, HR
2
S2, ...)
(21)
Since the algorithm is formulated to yield a heart rate in
the range of 40 to 200 bpm, a flag is raised if a value outside
these defined limits is evaluated.
IV. PERFORMANCE ANALYSIS
A. Database
1) Recordings from the neck: Acoustic signals were ob-
tained from 13 patients (P01 to P13) during a clinical study
performed at the National Hospital for Neurology and Neuro-
surgery (UK). The study was approved by the Medicine and
Healthcare products Regulatory Agency (MHRA) with REC
reference number: 09/H0716/2. These signals were sampled
overnight at 2205 Hz by placing a miniature wireless, battery-
operated acoustic sensor at the suprasternal notch of the
subjects and then transmitted to a nearby base station. At
the same time, a standard commercial FDA approved heart
rate monitor (SOMNOscreen from SomnoMedics [23]) was
used to obtain the reference heart rate during the study. Using
a single reference clock, data from both of these sensors is
synchronized at the end of each recording to compare the
results. The data acquisition was performed in an uncontrolled
environment and the total duration of the recording across all
the subjects is approximately 75 hours. Table I lists the data
length rejected by the pre-processing stage of the proposed
algorithm for different patients and amounts to approximately
6.8% of the total duration of the data. The Neck Database here
represents the combined recordings of all of the 13 patients.
2) Recordings from the chest: The proposed algorithm
was also evaluated on the PASCAL Heart Sounds Database
(PHSD) [24]. In this database cardiac cycles were recorded
from the chest using two different data acquisition systems:
the iStethoscope Pro iPhone app for PHSD-A, and the digital
stethoscope DigiScope for PHSD-B. Both of the datasets are
divided into training and testing examples but the annotations
are only available for the training datasets. This consists of
both normal and abnormal heart sounds. Only those recordings
in the PASCAL database that had annotated S1 and S2 sounds
were selected, since those were the only ones from which it
was possible to have a reference heart rate for comparison.
Table I lists the data lengths for both of the datasets. The
Chest Database represents their combined data length.
8TABLE I: Data length of acoustic recordings in the neck and chest
databases.
Subject/ Total data Invalid data Number of processed
Dataset length (minutes) length (minutes) 2-second segments
P01 360 7.9 10563
P02 302 16.4 8568
P03 347 14.2 9984
P04 358 28.8 9876
P05 365 11.2 10614
P06 346 15.8 9906
P07 350 18.5 9945
P08 330 19.7 9309
P09 338 9.1 9867
P10 342 54.9 8613
P11 360 21.1 10167
P12 329 17.4 9348
P13 355 67.8 8616
Neck 4482 302.8 125376Database
PHSD-A 2.4 0.1 69
PHSD-B 6.8 0.3 195
Chest 9.2 0.4 264Database
B. Results
For the Neck Database, this study used the Bland-Altman
method [25] to assess the performance of the proposed al-
gorithm by observing the extent of agreement between its
output and the heart rate from the SOMNOscreen monitor.
For a direct comparison of the heart rate profiles from both
the methods to be valid, the output from the SOMNOscreen
monitor was down-sampled by a factor of 2. As a represen-
tative comparison, the outcome of the proposed algorithm on
an hour data from one of the subjects is shown in Fig. 7.
Fig. 7(a) compares the heart rate profile of a subject
by plotting the blue and red envelope corresponding to the
implementation of the technique used by the SomnoMedics
device and the algorithm presented in this study respectively.
The flags denoted by the + signature in this plot reflects the
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Fig. 7: Heart rate profiles and Bland-Altman comparison plot for a
subject in Neck Database.
regions of the data where a heart rate value was found to lie
outside the range of 40 and 200 bpm. This can happen due to
an incorrect localization or classification of the heart sounds.
The Bland-Altman comparison for this data section is shown
in Fig. 7(b). The bias µ is calculated by computing the average
of the differences in the heart rate values from both the
methods whereas the limits of agreement (LoA) are given by
(µ + 2 × σ) and (µ − 2 × σ) respectively, where σ is the
standard deviation of the samples with respect to the bias line
[25]. The circled points in this plot indicate the heart rate
differences between the two methodologies at different heart
rate averages and possesses a diameter corresponding to the
number of points coinciding on the same location. It can be
observed that the mean of the heart rate differences lie quite
close to zero whereas LoA suggests a variation of less than ±
3 bpm for more than 95% of the output points corresponding
to both the methodologies.
For the complete dataset, the Bland-Altman comparison is
plotted in Fig. 8. A near zero bias and LoA of around ±
7 bpm in this plot suggests that the difference between the
heart rates from both the devices over the complete dataset
is narrow. This comparison is also influenced by the fact that
the artifacts suffered by the SOMNOscreen monitor affects the
heart rate profile of a subject.
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Fig. 8: Bland-Altman comparison plot for Neck Database.
Table II lists the mean and standard deviation (SD) of the
heart rate differences from both the methods for different
subjects. An RMS error and the correlation coefficient for the
heart rate determination is also tabulated so as to provide a
statistical relationship in terms of degree of agreement between
the corresponding outputs. The correlation coefficient is calcu-
lated by dividing the covariance of the heart rate differences
with the respective standard deviation. The accuracy of the
proposed methodology is evaluated by finding all the heart rate
values lying within a variation of ±10% with respect to the
SomnoMedics output. An overall accuracy of 94.34% for the
heart rate determination using the heart sound segmentation
and classification method in this study was obtained.
A similar analysis was carried out on the Chest Database
to evaluate the performance of the algorithm on data obtained
from a different location and thus determine its generality.
Since the signals in PHSD-A and PHSD-B were sampled at
44.1 KHz and 4 KHz respectively, they are correspondingly
downsampled by a factor of 100 and 10 in the pre-processing
stage of the proposed algorithm. No other changes were
9made in the methodology to process the acoustic recordings
collected from the chest. An overall accuracy of 97.86% and
an RMS error of less than 1.5 bpm was achieved.
TABLE II: Performance analysis of the proposed methodology
in reference to the SOMNOscreen output and annotated PASCAL
database.
Subject/ Mean ± SD RMS Correlation Percentage
Dataset (bpm) error coefficient accuracy
P01 1.15 ± 2.91 3.18 0.97 95.48
P02 0.43 ± 1.65 1.92 0.99 98.26
P03 0.84 ± 2.28 3.65 0.96 96.34
P04 -1.06 ± 3.92 3.84 0.94 92.21
P05 0.38 ± 1.37 1.87 0.99 98.52
P06 -0.52 ± 3.06 2.72 0.97 94.19
P07 -0.79 ± 3.31 3.14 0.95 91.93
P08 1.57 ± 2.09 2.52 0.97 98.38
P09 0.49 ± 1.93 2.15 0.98 99.29
P10 1.73 ± 6.45 8.14 0.85 86.59
P11 0.68 ± 2.09 3.24 0.95 95.86
P12 -0.92 ± 3.89 3.35 0.93 92.68
P13 -0.34 ± 7.47 7.28 0.88 84.72
Neck 0.28 ± 3.61 3.96 0.93 94.34Database
PHSD-A 0.08 ± 0.83 1.17 0.99 98.81
PHSD-B 0.20 ± 1.25 1.43 0.98 97.53
Chest 0.14 ± 1.18 1.37 0.98 97.86Database
V. DISCUSSION AND CONCLUSION
The acoustic sensing at the suprasternal notch of a subject
not only provides significant information about the breathing
sounds but also allows for a possible auscultation of the
cardiac sounds. An algorithm to segment and classify the heart
sounds collected from the suprasternal notch is presented in
this paper, which is then used to extract the heart rate. The
comparison of this algorithm with a reference commercial
device resulted in an RMS error of 3.96 bpm, correlation
coefficient of 0.93, and an overall accuracy of 94.34% for
the heart rate determination. This is, despite of the fact, that
all the data during this study were obtained in an uncontrolled
environment, and thus consists of sections with severe internal
and external artifacts such as breathing and swallowing sounds,
muscle movements, speech from the environment, etc. [9].
While these high amplitude noises in the system tend to
corrupt the heart sounds, the algorithm has been designed to
be resilient of such noise to determine the heart rate accurately.
The Bland-Altman comparison plot for the complete dataset
in Fig. 8 and the results in Table II shows that more than
95% of the total data points from 13 adult subjects lie within
a difference of around ±7 bpm with respect to the bias
line. However, for majority of the patients, this variation is
significantly lower in a range of ±1 to ±4 bpm suggesting a
relatively higher agreement between the heart rates for most
of the subjects. For some subjects such as P10 and P13,
a continuous presence of loud snoring sounds significantly
affects the classification process. Though the regions operating
at the power supply rails are rejected by the pre-processing
stage of the proposed algorithm, the heart sounds in majority
of such segments overlap with the bandwidth of the signal
of interest and introduce energy peaks at random locations
in an acoustic section. The algorithm, therefore, struggles in
distinguishing the S1 and the S2 peaks from the noisy peaks
and this increases the chances of false heart rate determination.
The motion artifacts suffered by the SOMNOscreen monitor
for some of the patients also corrupts the heart rate evaluation
for the reference device, and hence contributes in a higher
LoA for the Bland-Altman comparison plot. Despite of these
artifacts, the high accuracy of the algorithm demonstrate its
robustness in real-world challenging conditions.
Table III provides an illustrative summary of state-of-the-
art work carried out in the area of automatic analysis of the
heart sounds. However, in many cases a direct comparison
with the proposed method is not possible since the focus here
is on the extraction of one particular parameter (heart rate),
whereas a number of other works focus (and hence provide
performance) on totally different applications. For example,
the results provided by Gupta et al. [21], Barma et al. [20]
and Ari et al. [13] are for identification of murmurs, S2 split
sounds and detection of valvular heart diseases respectively.
Also, the work done by Carlos et al. [26], Varghees et al.
[27] and Brusco et al. [10] focus on the segmentation of the
cardiac cycle and detecting the onset-offset boundaries of the
heart sounds and murmurs. It can be observed that despite
the number of subjects being quite large, in the majority
of these studies, the total data length is smaller. A study
over a larger dataset such as the one in this study allows
to develop and implement a methodology which adapts to a
large variation occurring in the heart sounds. The auscultation
site also plays a vital role in determining the quality of the
recorded acoustic signal. All the works listed in Table III
except [17] processes the heart sound signals recorded at the
chest of a subject which provide significantly higher SNR
and bandwidth as compared to any other location, where the
artifacts from the local region interfere with the intended
signals. For example, in this study the breathing sounds heavily
corrupt the heart sounds, in an overlapping spectrum, making
it more challenging to accurately determine the corresponding
heart rate. The algorithm proposed by Chen et al. [17] uses
a filter bank approach to enhance the time and frequency
resolution of the desired energy peaks. The implementation
of these filters however, demands highly narrow bandwidths
while maintaining a shorter impulse response; a feature diffi-
cult to implement in a technology with limited power budget
and size of the hardware.
In order to demonstrate the generality of the proposed
algorithm, and to compare its performance against other works
that have used the data from the chest, this was also evaluated
using the PASCAL heart sounds database which contains 351
normal acoustic recordings. Of these, only 111 files in the
training set have a reference annotation available for S1 and
S2 sounds, while those in the test set are not annotated. The
performance of the algorithm on these recordings is shown in
Table IV and compared against the work of Castro et al. [29]
on the same database. A number of studies in the literature
10
TABLE III: Summary of state-of-the-art methods for identification of cardiac events from PCG signal.*
Literature Analysis method Subjects Data length Application Results
Gupta et al. [21] Homomorphic filtering & 41 340 cycles Normal, Systolic & 90.29%K-means clustering Diastolic Murmur
Barma et al. [20] Hilbert transform-based 6 31 S2 clips S2 split sounds 97%IF estimation
Ari et al. [13] Windowed energy technique 71 357 cycles Heart valve diseases 97.47%
Carlos et al. [26] Matching pursuit algorithm — 151 sounds Segmentation 96%
Varghees et al. [27] MDHSD - GSD — 2857 cycles Segmentation 95.78%
Brusco et al. [10] MLP - ANN — 263 cycles Segmentation 79.3%
Liang et al. [12] Average Shannon energy 37 515 cycles S1/S2 recognition 93%
Papadaniil et al. [14] EEMD & Kurtosis features 43 2608 cycles S1/S2 recognition 94.56%
Yamacli et al. [28] Multi-band wavelet 53 326 cycles S1/S2 recognition 91 & 89%energy method
Chen et al. [11] Deep neural network method 28 460 cycles S1/S2 recognition 91%
Castro et al. [29] Wavelet Analysis — 416 s S1/S2 recognition 92.1%
Chen et al. [17] CWT filter bank 10 38.4 h HR measurement 90.73 & 90.69%
This work Hilbert energy envelope & 13 75 h (Neck) S1/S2 recognition 94.34%adaptive thresholding — 552 s (Chest) & HR measurement 96.7% & 95.5%
*Only papers that report the duration of the data used for testing are presented here.
[30]–[32] also segment the cardiac cycles present in the test
data of the same database. However, the annotations for this
part of the database are not available making it impossible
to carry out a direct comparison. Nevertheless, the results
tabulated in Table IV suggest that the proposed algorithm
outperforms the S1/S2 recognition algorithms listed in Table
III and shows an accuracy of 96.7% on PHSD-A and 95.5% on
PHSD-B respectively. Although the data used by Liang et al.
[12], Yamacli et al. [28], Chen et al. [11] are different from the
data used in this study, the number of cardiac cycles processed
are comparable to this work. The algorithm proposed by
Papadaniil et al. [14] is implemented on a larger chest database
and outputs a slightly lower accuracy compared to this work.
In addition, their work used advanced signal decomposition
methods to analyze heart sounds into intrinsic mode functions
(IMFs), which demands a relatively higher computational
complexity (undesirable for a wearable application). It should
be noted that a significantly higher accuracy for the algorithm
when using the chest data in comparison to the data recorded
from the neck is achieved due to a higher noise and presence
of breathing sounds in the latter case.
TABLE IV: Results and comparison of the proposed algorithm using
chest recordings from PASCAL database [24].
Heart Castro et al. [29] Our work
Sounds #Annotated #Detected Accuracy #Annotated #Detected Accuracy
PHSD-A:S1 – – – 195 191 97.9%
PHSD-A:S2 – – – 195 186 95.4%
PHSD-A:Total – – – 390 377 96.7%
PHSD-B:S1 639 581 90.9% 725 687 94.8%
PHSD-B:S2 630 588 93.3% 694 668 96.2%
PHSD-B:Total 1269 1169 92.1% 1419 1355 95.5%
Finally, the computational complexity of the algorithm is
determined by analyzing the complexities of its individual
blocks, shown in Fig. 1. The majority of these blocks have
a complexity of O(n), where n is the size of the input
signal. The overall complexity of the algorithm is dominated
by the computation of the Hilbert transform for a time-
domain signal in the peak extraction process which is given by
O(n log n) [33]. The algorithm was implemented on a dataset
of approximately 75 hours length in MATLAB version R2015b
with a i7-6700, 3.40 GHz processor on a 64-bit Windows 7
operating system. The runtime of the algorithm for an hour
data varied from approximately 6 to 9 seconds depending
on the number of corrupted segments ignored for the further
processing.
The results in this paper suggest that the proposed algorithm
is capable of evaluating the heart rate reliably from the
suprasternal notch over long-term monitoring. This allows for
an automated analysis of multiple physiological parameters
from acoustic signals acquired at a single auscultation site
and provides an advanced usage of the wearable device as
compared to the conventional use of a sensor on chest. Fur-
thermore, since the proposed algorithm avoids the use of any
site-bound signal characteristics, the methodology was also
tested on the heart sounds gathered from the chest. Though
the algorithm proposed in this study operates on a dataset
of approximately 75 hours in length, the future work would
involve more subjects so as to cover different patterns of the
cardiac function.
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