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We propose a quantum fitting scheme to estimate the magnetic field gradient with N-atom spins
preparing in W state, which attains the Heisenberg-scaling accuracy. Our scheme combines the quan-
tum multi-parameter estimation and the least square linear fitting method to achieve the quantum
Crame´r-Rao bound (QCRB). We show that the estimated quantity achieves the Heisenberg-scaling
accuracy. In single parameter estimation with assumption that the magnetic field is strictly linear,
two optimal measurements can achieve the identical Heisenberg-scaling accuracy. Proper interpre-
tation of the super-Heisenberg-scaling accuracy is presented. The scheme of quantum metrology
combined with data fitting provides a new method in fast high precision measurements.
PACS numbers: 03.67.Bg, 03.65.Ta, 03.75.Dg, 07.55.Ge
Introduction.—Magnetometry is important for min-
eral exploration and probing moving magnetic objects.
High precision magnetometry [1–7] also has wide appli-
cations in modern sciences and technologies, such as in
nuclear magnetic resonance (NMR) [8], magnetic reso-
nance imaging (MRI) [9, 10], biomedical science [11] and
quantum control [12]. In general, the quantity interested
is not the absolute strength of magnetic field but its dif-
ference and gradient. A standard measuring instrument
for determining the gradient is differential atom interfer-
ometry, which utilizes two completely polarized atomic
ensembles. Recently, quantum-enhanced measurements
of magnetic field gradient have been proposed [13–16].
It is by now well established that quantum metrol-
ogy has advantages in enhancing precision of estima-
tion [17] which is beyond the classical method. In
quantum metrology, the general framework for precision
bound of estimation has been proposed and developed in
Refs.[18–24], which is based on quantum Fisher informa-
tion and Crame´r-Rao inequality. The precision of esti-
mation depends on the amount of resources employed in
the scheme, which might be for instance the number N
of identical probes or the energy of probing field. The
standard quantum limit, a consequence of the central
limit theorem for statistics, shows that the precision is
proportional to 1/
√
N . With quantum strategies such as
entanglement and squeezing applied, one may attain bet-
ter accuracy scaling as 1/N , which is the ultimate limit
of precision named as Heisenberg limit. The NOON and
GHZ states have been demonstrated to be able to provide
a Heisenberg-limit sensitivity in some schemes [25–29].
Also some experiments have implemented the quantum
enhanced metrology [30–35].
In this work, we propose a quantum scheme of multi-
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parameter estimation to detect the gradient of magnetic
field by employing N -atom spins. These atoms are ini-
tially prepared in W state, a genuine multipartite en-
tangled state that can be generated in spin chain [36]
and has been experimentally produced by trapped ions
[37]. These technologies can be utilized to implement
our scheme in experiment. By applying the quantum en-
hanced multi-parameter estimation to the least square
linear fitting (LSLF) method, we show that our scheme
saturates the QCRB with Heisenberg-scaling accuracy.
Let us highlight some advantages of this scheme: (i) Our
scheme does not depend on the prior assumed linear as-
sumption for the magnetic field, we essentially apply the
reliable LSLF method. (ii) We use the quantum multi-
parameter estimation scheme which is robust to acciden-
tal random errors in few parameters. Also this simultane-
ous estimation scheme is in principle faster than repeated
individual estimations. (iii) This is a general quantum fit-
ting method and can be applied to measure other physical
quantities with various fitting functions. We also discuss
that even if the linearity of the magnetic field is prior
assumed, the Heisenberg limit is always satisfied.
Local estimation theory.— We first present a brief re-
view of local estimation theory, the Fisher information
and Crame´r-Rao inequality [18–24].
Considering a curve ρˆ(y) characterizing dynamical
process on the space of density matrix, the problem
of determining the value of the parameter vector y =
(y1, y2, · · · , yN )T is a fundamental problem of statistical
inference based on the experimental results. Before the
measurements, we know that an observable random vari-
able ξ carries information about the unknown parameter
vector y, which is described by the smooth probability
distribution p(ξ|y). The normalization is ∫ dξp(ξ|y) = 1,
and ξ could be discrete or multivariate although it is writ-
ten here as a single continuous real variable.
Then we take a random sample of size ν to estimate the
parameter vector y via comparing the ratio of observed
measurement outcomes with the probability distribution.
2FIG. 1: Scheme of quantum parameter estimation. The finial
state ρˆ(y), evolved from a known initial state allowed by quan-
tum mechanics, carries about the parameter vector character-
izing dynamical process, and yest is obtained from the mea-
surement results performed on the final state.
An essential premise of effective deterministic estimation
is requiring that the smooth map p(ξ|y)↔ y is bijective.
In order to avoid the periodical problems of determin-
ing the parameters yi, it is generally assumed that all
components yi are small, which is called local estima-
tion. For an effective deterministic observable random
variable ξ, one estimates the parameter vector y via fun-
tions yesti = y
est
i (ξ1, ξ2, · · · , ξν) based on experimental
results. The general framework of quantum parameter
estimation is shown in FIG. 1. Then the expectation
and covariance matrix of estimation are
〈yesti 〉 =
∫
dξ1 · · · dξνp(ξ1|y) · · · p(ξν |y)yesti , (1)
[Cov(yest)]m,n =
∫
dξ1 · · · dξνp(ξ1|y) · · · p(ξν |y)
× (yestm − 〈yestm 〉)(yestn − 〈yestn 〉). (2)
Taking the partial derivative of Eq.(1) with respect to
yj and combining them into a bilinear quadratic form via
two arbitrary real vectors α = (α1, α2, · · · , αN )T ,β =
(β1, β2, · · · , βN )T , we obtain∫
dξ1 · · · dξνp(ξ1|y) · · · p(ξν |y)
( N∑
j=1
αj(
ν∑
k=1
∂ ln p(ξk|y)
∂yj
)
)
×
( N∑
i=1
βi(y
est
i − 〈yesti 〉)
)
=
N∑
i,j=1
αj
∂〈yesti 〉
∂yj
βi. (3)
Applying the Cauchy-Schwarz inequality to Eq.(3) yields
Crame´r-Rao bound [18–23]
ν(αTF(y)α)(βTCov(yest)β) ≥
( N∑
i,j=1
αj
∂〈yesti 〉
∂yj
βi
)2
,
(4)
where the Fisher information matrix (FI) is defined by
[F(y)]m,n =
∫
dξp(ξ|y)∂ ln p(ξ|y)
∂ym
∂ ln p(ξ|y)
∂yn
. (5)
Based on Eq.(4), for all α, there exits β s.t.
(αTF(y)α)(βTCov(yest)β) > 0, and because
βTCov(yest)β ≥ 0, then we find that the Fisher
information matrix F(y) is positive. Noticing that
Eq.(4) only holds for effective deterministic estimation,
the Fisher information matrix defined by Eq.(5) is
merely positive semi-definite for arbitrary observable
random variables.
The asymptotic theory of maximum-likelihood estima-
tion states that [18, 22, 23], in the approximate sense for
large ν, the estimation achieves the Crame´r-Rao bound
and is unbiased locally, i.e. 〈yesti 〉 = yi, where Cov(yest)
is the matrix describing the deviation between the esti-
mated values and real values. Thus for unbiased effective
deterministic estimation, the Crame´r-Rao inequality can
be written as [20, 23]
Cov(y) − [νF(y)]−1 ≥ 0, (6)
which means that it is a positive semi-definite matrix.
For quantum mechanics, the generalized measure-
ment performed on the density matrix ρˆ(y) is described
by a set of of non-negative Hermitian operators Eˆ(ξ)
[42], which are complete in the sense that
∫
dξEˆ(ξ) =
Iˆ = (unit operator). And the probability distribu-
tion for measurement outcomes ξ is given by p(ξ|y) =
Tr[Eˆ(ξ)ρˆ(y)]. As proven in [22], we have
αTF(y)α ≤ αTFQ(y)α, ∀α, (7)
whereFQ(y) is the so-called quantum Fisher information
(QFI) matrix defined as [20, 21, 23]
[FQ(y)]m,n = Tr[ρˆ(y)
LˆmLˆn + LˆnLˆm
2
], (8)
where these Hermitian operators are the so-called sym-
metric logarithmic derivatives, defined by the following
equation
∂ρˆ(y)
∂ym
=
Lˆmρˆ(y) + ρˆ(y))Lˆm
2
. (9)
The sufficient and necessary conditions for equality hold-
ing in Eq.(7) are
Eˆ(ξ)1/2
( N∑
m=1
αmLˆm − λ(ξ,α)I
)
ρˆ(y)1/2 = 0, ∀ξ, ∀α,
(10)
where λ(ξ,α) = Tr[ρˆ(y)Eˆ(ξ)
∑N
m=1 αmLˆm]/T r[Eˆ(ξ)ρˆ(y)]
is real. For single parameter estimation, the equality in
Eq.(7) can always be satisfied by choosing the Hermitian
operators to be one-dimensional projectors onto a
complete set of orthonormal eigenstates of Lˆ [22]. Thus
quantum Fisher information is the maximum of Fisher
information over all possible measurement strategies
[22, 24], i.e. FQ = max{Eˆ(ξ)} F . For multi-parameter
estimation, the equality in Eq.(7) generally is not
achievable, which means that the quantum Crame´r-Rao
inequality Cov(y) − [νFQ(y)]−1 ≥ 0 cannot always be
saturated [20, 21, 23, 38–41].
Multi-parameter estimation combined with the least
square linear fitting method.—Now, we consider the prob-
lem of measuring the gradient of a magnetic field. Our
3FIG. 2: The atomic spin chain is coupled to a magnetic field,
where each atom is separated with a distance a in the x-
direction.
scheme is to estimate the strength of magnetic field at
different locations through quantum measurements and
then to apply the LSLF method. We employ a N -atom
spin chain as the probe, as shown in FIG. 2, to esti-
mate the magnetic field gradient, where the j-th atom
is located at xj = x1 + (j − 1)a, (j = 1, 2, · · · , N) and
the uncertainty of the location xj can be neglected. The
Hamiltonian describes that each atom with two hyperfine
spin states is coupled to the local magnetic field, and it
takes the form,
Hˆ = −~
N∑
j=1
γBjσˆ
j
z , (11)
where Bj and σˆ
j
z are the magnetic field and Pauli op-
erator of atom j, and each atom has the same gyro-
magnetic ratio γ. The task of our scheme is to ob-
tain optimal uncertainty bound of estimating the mag-
netic field gradient G that quantum mechanics permit-
ted. Initially, the atomic spins are prepared in a W state
|ψ0〉 = 1√N
∑N
j=1 |wj〉 by symmetric consideration, where
|wj〉 = |1〉j
∏
j′ 6=j |0〉j′ . For this closed quantum sys-
tem, then the quantum state evolves under the action
of magnetic field as ρˆ(B) = U(B)|ψ0〉〈ψ0|U †(B), where
U(B) = e−iHˆt/~ due to Scho¨dinger equaiton. The initial
pure state acquired multiple phases through the unitary
transformation is given by
|ψ(t,B)〉 = 1√
N
N∑
j=1
e−i2γtBj |wj〉. (12)
Because of an overall unobservable phase, it is proper
to think that B1 = 0 always holds and the covariance
matrixCov(B) is size (N−1)×(N−1). Generalizing the
expression of estimation for unitary dynamical processes
[24], the QFI matrix is given by [FQ(B)]m,n = 2[〈hˆmhˆn+
hˆnhˆm〉0 − 2〈hˆm〉0〈hˆn〉0] [41], where hˆm = i∂U
†(B)
∂Bm
U(B).
By straightforward calculations, the QFI matrix and its
inverse associated with the estimation of the magnetic
fields Bj in our scheme is
[FQ(B)]m,n =
16γ2t2
N2
(Nδm,n − 1), (13)
[FQ(B)]
−1
m,n =
N
16γ2t2
(δm,n + 1). (14)
Applying the LSLF method, we have the fitting gradient
of the magnetic field as,
G =
∑N
i=1(xi − x)(Bi − B)∑N
i=1(xi − x)2
=
N∑
i=1
ciBi, (15)
where x = (
∑N
i=1 xi)/N,B = (
∑N
i=1Bi)/N , and ci =
6(2i−N−1)
a(N−1)N(N+1) . Since the uncertainties of xj are ne-
glected, the quantum Crame´r-Rao inequality gives a
lower bound on the variance of the magnetic field gra-
dient
σG ≥
√√√√ N∑
m,n=2
cm[νFQ(B)]
−1
m,ncn =
1
2γta
√
3
ν(N2 − 1) .
(16)
This bound clearly goes beyond the quantum standard
limit and achieves Heisengberg-scaling accuracy for large
N .
In this scheme, we construct two von Neumann
measurements labeled by a, b respectively, Eˆa(b)(ξ) =
|Πa(b)ξ 〉〈Πa(b)ξ |, to be performed on the atomic spin chain
as the following forms,
|Πa0〉 = |Πb0〉 =
1√
N
N∑
j=1
|wj〉, (17)
|Πak〉 =
1√
N
N∑
j=1
ei
2pik
N
(j−1)|wj〉, (18)
|Πbk〉 =
√
k
k + 1
(1
k
k∑
j=1
|wj〉 − |wk+1〉
)
, (19)
where k = 1, 2, · · · , N − 1. Both of these two sets of
quantum states are orthonormal eigenstates of the co-
herence operator expressed as Cˆ = (N − 1)Eˆa(b)(0) −∑(N−1)
ξ=1 Eˆ
a(b)(ξ), see Ref.[16]. We can obtain the Fisher
information matrices of these two sets of measurements,
respectively,
lim
{Bj→(j−1)Ga}
[Fa(B)]m,n =
8γ2t2
N
(δm,n − δm+n,N+1),
(20)
lim
B→0
[Fb(B)]m,n =
16γ2t2
N2
(Nδm,n − 1), (21)
see supplementary material for detailed calculations [48].
4For the first set of measurements, the Fisher infor-
mation matrix is merely positive semi-definite and irre-
versible, which confirms that it is not an effective de-
terministic estimation. Applying Fourier transforma-
tion, we have λξ =
1√
N
∑N
j=1 e
−i2γtBj− i2piξN (j−1) and
e−i2γtBj = 1√
N
∑N
ξ=1 e
i2piξ
N
(j−1)λξ. Because p(ξ|B) =
|λξ|2/N , it is impossible to estimate λξ and the magnetic
field Bj from the probability distribution associated with
experimental outcomes. For the second set of measure-
ments, which yields the QFI matrix, the probability of
each outcome is transparently related to the magnetic
field B, with p(1|B) involving only B2, p(2|B) involving
only B2, B3, and so on [40]. This suggests that the esti-
mator could effectively determine the magnetic field B.
Based on the results of asymptotically large ν indepen-
dent experiments, this set of measurements is optimal
which can locally achieve the Heisenberg-scaling quan-
tum Crame´r-Rao bound.
Single parameter estimation with linear assumption.—
If we assume that the magnetic field satisfies the linear
condition Bj = B1 + G(j − 1)a, the single parameter
representing gradient G of magnetic field needs be esti-
mated. In this case, the unitary transformation for the
atomic spin chain is Uˆ(G) = e−iHˆt/~, and the QFI can
be expressed as [24]
FQ = 4[〈ψ0|hˆ(G)2|ψ0〉 − 〈ψ0|hˆ(G)|ψ0〉2], (22)
where hˆ(G) = i dUˆ
†(G)
dG Uˆ(G) = γta
∑N
j=1(j − 1)σˆjz. Ap-
plying this equation, we obtain FQ = (2γta)
2
3 (N
2 − 1).
We show in supplementary material [48] that the
Fisher information of previously proposed two sets of
measurements are identical,
Fa(G) = (2γta)
2
3
(N2 − 1), (23)
Fb(G) γtaG≪1≈ (2γta)
2
3
(N2 − 1). (24)
These two sets measurements are optimal because they
both yield the QFI. It is straightforward to deter-
mine that the quantum Crame´r-Rao bound σ
a(b)
G =
1
2γta
√
3
ν(N2−1) which is exactly the same as the
Heisenberg-scaling accuracy for scheme of the multi-
parameter estimation. For measurements Eˆa(ξ) =
|Πaξ 〉〈Πaξ |, the probability distribution pa(ξ|G) is clearly
peaked around (−ξ/N + j)pi/(γta) with approximate
width pi/(Nγta), where j is an arbitrary integer. If the
condition 0 < G < pi/(γta) is satisfied, one can suc-
cessfully estimate G with Heisenberg-scaling accuracy.
This measurement is essentially a quantum Fourier al-
gorithm for phase estimation [42, 43]. For measurements
Eˆb(ξ) = |Πbξ〉〈Πbξ|, the Heisenberg-scaling accuracy can
only be reached locally, i.e., the unknown parameter sat-
isfies γtaG≪ 1.
The trick of super-Heisenberg-scaling accuracy.—With
the prior assumed linear condition for magnetic gradient,
we can find an optimal initial pure state which maxi-
mizes the QFI. Considering the initial state as |ψ0〉 =∑1
i1,i2,··· ,iN=0 xi1i2···iN |i1i2 · · · iN 〉, we then find,
FQ = (2γta)2
[ 1∑
i1,i2,··· ,iN=0
|xi1i2···iN |2a2i1i2···iN−
( 1∑
i1,i2,··· ,iN=0
|xi1i2···iN |2ai1i2···iN
)2]
, (25)
where ai1i2···iN =
∑N
j=1(j − 1)(−1)ij . Using the
mathematical proposition in [48], the GHZ state
|GHZ〉 = 1√
2
(|00 · · · 0〉 + |11 · · · 1〉) has the maximum
QFI FQ|GHZ = N2(N − 1)2(γta)2. For the situ-
ation that N is even, the QFI of the NOON state
|NOON〉 = 1√
2
(| 00 · · · 0︸ ︷︷ ︸
N/2
11 · · ·1︸ ︷︷ ︸
N/2
〉 + | 11 · · · 1︸ ︷︷ ︸
N/2
00 · · ·0︸ ︷︷ ︸
N/2
〉) is
FQ|NOON = N4(γta)2/4. The quantum Crame´r-Rao
bound σG =
1√
νFQ
for GHZ state and NOON state
are both super-Heisenberg-scaling accuracy for large N ,
and these bounds can be achievable via parity measure-
ment [25, 27, 45–47]. Taking account of the periodical
problem of estimating an unknown phase 0 < φ < pi
in quantum enhanced metrology employing GHZ state
or NOON state, one might yield the estimation with
Heisenberg-limited accuracy up to a logarithmic correc-
tion [44, 46, 47].
However, close scrutiny of this 1N2 -scaling accu-
racy reveals that it is completely a trick for de-
tecting the gradient which is based on strictly lin-
ear hypothesis of magnetic field. For GHZ state,
|ψ(t,B)〉 = 1√
2
(|00 · · · 0〉 + e−i2γtNB|11 · · · 1〉), where
B = (
∑N
j=1 Bj)/N , and σB =
1
2γt
√
νN2
is a Heisenberg
limit. For NOON state, |ψ(t,B)〉 = 1√
2
(|00 · · · 011 · · ·1〉+
e−iγtN∆B|11 · · ·100 · · · 0〉), where ∆B = (BN
2 +1
+ · · · +
BN −B1 − · · ·BN
2
)/(N/2), and σ∆B =
1
γt
√
νN2
, still the
Heisenberg limit is obtained. Thus we conclude that the
Heisenberg limit is still true with proper interpretation.
Conclusions.— Determining the gradient of magnetic
field is inherently a multi-parameter estimation prob-
lem. We employ quantum enhanced multi-parameter es-
timation and the least square linear fitting method to
achieve the Heisenberg-scaling accuracy. Our scheme
provides attainable high precision in magnetometry.
This proposal is the first data fitting scheme possessing
Heisenberg-scaling accuracy. This opens a new avenue
for the investigations of general data fitting problems.
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I. SUPPLEMENTARY MATERIAL
A. Calculation of Fisher information matrixes in multi-parameter estimation
For von Neumann measurements |Πξ〉 =
∑N
j=1 U(ξ+1),j|wj〉, the probability distribution of each measurement result
is
p(ξ|B) = Tr[Eˆ(ξ)ρˆ(B)] =
N∑
µ,ν=1
zµz˜νU(ξ+1),µU˜(ξ+1),ν , (26)
where zµ =
1√
N
ei2γtBµ , z˜ denote the complex conjugate of z and U is a unitary matrix, i.e.,
∑N
k=1 Uk,µU˜k,ν = δµ,ν .
Then the Fisher information matrix is
[F(B)]m,n =
N−1∑
ξ=0
∂Bmp(ξ|B)∂Bnp(ξ|B)
p(ξ|B) (27)
= 4γ2t2
N∑
k=0
∑N
µ,ν=1[−izµz˜mUk,µU˜k,m + iz˜µzmU˜k,µUk,m]× [−izν z˜nUk,ν U˜k,n + iz˜νznU˜k,νUk,n]∑N
µ,ν=1 zµz˜νUk,µU˜k,ν
(28)
= 4γ2t2
N∑
k=1
2Re
[
z˜mznU˜k,mUk,n − z˜mz˜nU˜k,mU˜k,n
∑N
µ,ν=1 zµzνUk,µUk,ν∑N
µ,ν=1 zµz˜νUk,µU˜k,ν
]
(29)
= 8γ2t2
[ 1
N
δm,n −Re
(
z˜mz˜n
N∑
k=1
U˜k,mU˜k,n
∑N
µ,ν=1 zµzνUk,µUk,ν∑N
µ,ν=1 zµz˜νUk,µU˜k,ν
)]
. (30)
(31)
For measurements Eˆa(ξ) = |Πaξ 〉〈Πaξ |, the unitary matrix is Uaµ,ν = 1√N e
i2pi(µ−1)(ν−1)
N . If one supposes that Bj =
(j − 1)aG, then
N∑
µ=1
zµUk,µ =
sinN(γtaG+ (k−1)piN )
N sin(γtaG+ (k−1)piN )
ei(N−1)(γtaG+
(k−1)pi
N
), (32)
lim
{Bj→(j−1)Ga}
[Fa(B)]m,n =
8γ2t2
N
[
δm,n − 1
N
Re
(
e−i2γtaG(m+n−N−1)
N∑
k=1
e−
i2ξ(k−1)
N
(m+n−N−1)
)]
(33)
=
8γ2t2
N
(δm,n − δm+n,N+1) (34)
For measurements Eˆb(ξ) = |Πbξ〉〈Πbξ|, the unitary matrix degrades into an orthogonal matrix Obµ,ν , we have
lim
B→0
∑N
µ,ν=1 zµzνO
b
k,µO
b
k,ν∑N
µ,ν=1 zµz˜νO
b
k,µO
b
k,ν
= 2δk,1 − 1, (35)
lim
B→0
[Fb(B)]m,n =
16γ2t2
N2
(Nδm,n − 1). (36)
7B. Calculation of Fisher information in single parameter estimation
Since
sinN(γtaG+ξpi
N
)
sin(γtaG+ ξpi
N
)
=
∑J
m=−J e
i2m(γta+ ξpi
N
), where J = (N − 1)/2, we calculate the probability distribution and
the Fisher information of measurements Eˆa(ξ) = |Πaξ 〉〈Πaξ |
pa(ξ|G) = 1
N2
|
N∑
j=1
e−i2(j−1)(γtaG+
ξpi
N
)|2 = 1
N2
sin2N(γtaG+ ξpiN )
sin2(γtaG+ ξpiN )
, (37)
Fa(G) =
N−1∑
ξ=0
1
pa(ξ|G) [
dpa(ξ|G)
dG
]2 =
4
N2
N−1∑
ξ=0
[
d
dG
sinN(γtaG+ ξpiN )
sin(γtaG+ ξpiN )
]2 (38)
=
(2γta)2
N2
N−1∑
ξ=0
J∑
m,m′=−J
4mm′ei2(m−m
′)x+i2(m−m′) ξpi
N
=
(2γta)2
N2
J∑
m,m′=−J
4mm′ei2(m−m
′)xNδm,m′ =
(2γta)2
3
(N2 − 1). (39)
The probability distribution and the Fisher information of measurements Eˆb(ξ) = |Πbξ〉〈Πbξ| are
pb(0|G) = 1
N2
sin2(NγtaG)
sin2(γtaG)
γtaG≪1≈ 1 + (N
2 − 1)(γtaG)2
3
, (40)
pb(ξ|G) = ξ
N(ξ + 1)
[
1− 2 cos[(ξ + 1)γtaG] sin(ξγtaG)
ξ sin(γtaG)
+
( sin(ξγtaG)
ξ sin(γtaG)
)2] γtaG≪1≈ ξ(1 + ξ)(γtaG)2
N
, (41)
Fb(G) =
N−1∑
ξ=0
1
pb(ξ|G) [
dpb(ξ|G)
dG
]2
γtaG≪1≈ (2γta)
2
3
(N2 − 1) (42)
C. A mathematical proposition using Lagrange multiplier
{
f =
∑
j x
2
ja
2
j − (
∑
j x
2
jaj)
2
φ =
∑
j x
2
j − 1 = 0
(43)
Using Lagrange multiplier, it is easy to prove that the funtion reaches the maximum fmax =
(aM−am)2
4 when x
2
M =
x2m = 1/2, where aM = max{aj} and am = min{aj}.
