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Chapter 1
Motivation
1.1 Two dimensional interacting Fermi-System
The electronic properties of the two dimensional electron system (2DEG) [1], realized,
e.g. in semiconductor hetrostructures, exhibit an extremely rich phenomenology espe-
cially at low density, where correlations play an important role. Many crucial aspects of
these interesting systems like the fractional quantum Hall effect and the high-Tc super-
conductivity still lack a completely satisfactory explanation. Valuable information can be
gained from a model, where strictly two dimensional electrons interact via a 1
r
interaction
within a uniform neutralizing background. At zero temperature, the state of this system
is entirely specified by just one dimensionless coupling parameter rs = me
2/
√
πn where
m is the electron mass, e is the electronic charge and n is the density. Even for such
a simplified model, the approximate theories demand great numerical work to produce
results for a few many body physical properties[2, 3, 4].
Figure 1.1: Application of strong magnetic field of 2DEG after [5]
The motivation for our study of the 2DEG comes from the quantum Hall system (QHS).
When a 2DEG in the x-y plane is subject to a strong perpendicular magnetic field B
(see Fig. 1.1), application of an electric field along the x-direction induces a Hall current
2
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along the y-direction. At very low temperature, Hall conductivity and hence resistivity
develop a series of plateaus ρxy = ~/(ke
2). k can be integer or a fraction (the appearance
of a plateau at a given k depends upon the mobility of the sample). This effect is called
integer or fractional quantum Hall effect (corresponding to k) cf. Fig. 1.2. For non-
interacting electrons, the energy levels are arranged in Landau levels. The number of
states in a Landau level is equal to the number of the flux quanta through the system,
NΦ = (FB)/Φ0, where F is the area of the system and Φ0 = 2π~c/e, is the flux quantum.
Hence the density:
n =
N
F
=
N
NΦ
1
2πl2B
=
1
2πl2B
ν, (1.1)
where lB = (eB/~c)
−1/2 is the magnetic length. The ratio ν = N/NΦ is called the filling
factor. In a phenomenological picture, the Hall resistivity is quantized by ~/(ke2) for
integer k, because the k Landau levels are filled, k = ν, and there is a energy gap between
the last filled and the next empty level. For fractional values of k, the ground state is
supposed to be given by Laughlin’s state [6] or one of it’s derivatives [7] and again there
is a many body energy gap above the ground state.
Figure 1.2: Upper curve shows transverse resistivity vs. magnetic field and lower curve
shows longitudinal resistivity vs. magnetic field, fractions correspond to the filling factor
ν; after [8] .
We are interested in the quantum Hall system at filling factor 1
2
. In this state, half of the
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METAMORPHOSIS OF INTERACTING ELECTRONS INTO FREE
COMPOSITE FERMIONS
1Figure 1.3: Sketch of formation of Composite Fermions after [5]
states in lowest Landau level are filled and surprisingly, in spite of the strong magnetic
field the system behaves similar as a metal without magnetic field, cf. the linear behaver
of ρxy at B = 0 and at B = 25T in Fig. 1.2
In a mean field picture, this can be understood as follows [9]: We divide the magnetic
flux, penetrating this system into NΦ flux quanta. Then, we attach to every electron an
infinitely thin, magnetic solenoid carrying 2 flux quanta. Thus, the original electron will
be turned into a ”Composite Fermion” [7]. Since at ν = 1
2
there will be twice as many flux
quanta as electrons, then in the mean field approximation, the Composite Fermions do
not experience any residual magnetic field; i.e. the Composite Fermions move effectively
in zero magnetic field. But the interaction is still that of the original electrons; in addi-
tion, there is the interaction coming from the flux quanta. The strategy of [9] is then to
apply standard many body perturbation theory to this system. (For further information,
the reader may find [10, 5] to be a useful starting point).
The theoretical question is: Can one describe such a system of Composite Fermions as
a Fermi liquid or not ? Recent measurements of the specific heat Cv reported by Prof.
Haug’s group [11], show that this is also an issue of experimental relevance. Whether a
system is a Fermi liquid or not is decided by the behavior of the self-energy. In order to
study this quantity for the Composite Fermions, we have to deal with the electron-electron
interaction and the interaction due to flux quanta. In this work we want to develop a
procedure using the ideas of Luttinger-Ward(LW) [12] and Baym-Kadanoff (BK) [13, 14]
for the study of the one particle properties. This is a rather complex task. Thus, we
study as first step a simplified model where we considered only Coulomb interaction in a
two dimensional Fermionic system.
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1.2 Formulation of the problem
The Hamiltonian of the two dimensional Fermi system with Coulomb interaction and with
a uniform positive background is given by:
H−µN =
∑
k,σ
(
k2
2m
− µ
)
c†k,σck,σ+
1
2F
∑
k,k′,σ,σ′
q6=0
V (Coul)(q) c†
k+q/2,σ c
†
k′−q/2,σ ck′,σ ck,σ (1.2)
We take units such that ~ = 1. µ is the chemical potential, c†k,σ(ck,σ) are standard Fermion
creation (annihilation) operators [3]. The first part of Eq. (1.2) is a free Fermi system. The
second part is the interaction part. The interaction of electrons with the positive uniform
back ground cancels the term q = 0 in the sum. We write the Coulomb interaction as:
V (Coul)(q) =
2π e2
q
. (1.3)
That corresponds to the Coulomb interaction of electrons moving on a two dimensional
plane in the three dimensional space. The strength of the Coulomb interaction can be
expressed by the well-known dimensionless density parameter rs (see above).
Many approaches have been tried so far to study the three dimensional electronic system
(see the books [3, 15] and their references [16, 17, 18] ), but very few have been tried for
the two dimensional electronic system [1, 19, 20, 21, 22, 23]. To analyze the properties of
the system described by Eq. (1.2), one can use standard perturbation theory with respect
to V Coul(q) or other methods.
A lower density parameter rs applies to a denser system as e.g. metals, because in the
regime of smaller rs, the kinetic energy part dominates the interaction part and then the
total ground state energy is positive. Here, very accurate calculations of ground state
properties were reported by the density functional theory method [24, 25]. This is a
powerful and elegant method for calculating the ground state total energy and electron
density of any interacting electron system. The system may range in complexity from
a single atom to a complex system such as gas molecules, together with the atoms of
the solid surface on which they are about to be adsorbed and where they will react with
one another, guided by the total energy. The whole theory is based on functionals of
the electron density, which therefore plays the central role. However, the key functional,
which describes the total energy of the electrons as a functional of their density, is not
known exactly: the part of it which describes electronic exchange and correlation has to
be approximated in practical calculation (the reader may find results in [26]). Another
method is the variational Monte Carlo technique [20], a stochastic method [27] to estimate
the ground state average of any observable (mostly ground state energy), assuming a
trial wavefunction with correct symmetry. One samples the configurations drawn from
a probability density function. The Metropolis algorithm [28] can then be used to carry
out the sampling of this distribution. A more accurate method to calculate ground state
properties is the fixed-node Green’s-function Monte Carlo method. In this method, the
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Schro¨dinger equation is solved by treating it as a diffusion equation [29]. Another method
is Gutzwiller’s method [30].
We now come to the method of classical many body perturbation theory. The properties
of the ground state of the electron gas, also referred to as the fermion one-component
plasma or jellium have rigorously only been established in the limit of high densities [31]
where the system approaches a perfect gas and at low density where the system crystal-
lizes [32]. In the G0W0 approximation method the Green’s function (G) is determined in
a non-self consistent approximation (usually Random Phase approximation) for the elec-
tron gas under screened Coulomb interaction (W0). The screening is calculated with the
unperturbed Green’s function G0. So all the electron’s Green’s functions used to calculate
the polarization operator Π = G0G0 and electron self-energy Σ = G0W0 are zero order
in interaction. The next better approximation (GW ) is a self-consistent approximation
[2] and has been extensively used to calculate the quasi particle energies and spectra of a
wide variety of electron systems. The GW approximation defines a way to determine the
one particle Green’s function G from which the quasi particle properties can be extracted.
The iterative solution of the self-consistency equation for the full Green’s function G pro-
ceeds as follows: One starts with an assumption for G (usually G0), then the electronic
self energy (Σ) is obtained in a Hartree-Fock-like fashion, but with a screened interaction
W instead of the bare Coulomb interaction V Coul(q). Then Σ is used to construct a new
G, the process being iterated until self-consistency. The GW approximation is particle-
conserving, indicating in particular that properties deriving from the spectral weight may
be better described then in the non-self-consistent scheme(G0W0) [33]. There could be
any choice of the Green’s function at the begining of the iteration as long as it converges.
However, the convergence of the iteration is not guaranteed. The convergence can be
improved by adjusting the particle number µ during the iteration [33].
1.3 Luttinger-Ward variational method
The above mentioned perturbative approaches (G0W0 and GW ) are based on perturba-
tion expansion with unperturbed Green’s functions. We here follow another method to
determine the ground state properties of the electron gas under Coulomb interaction.
Since we will discuss this method in detail in chapter 2.2, we give only a brief overview
here.
Instead of doing diagram analysis with unperturbed Green’s function, one uses the full
Green’s function. The Luttinger-Ward thermodynamic potential (ΩLW [Σ] ) is a functional
of the self-energy Σ. The true value of Σ, is found by extremalizing ΩLW [Σ]. In this work,
we extremalize ΩLW [Σ] and thus G in the ring approximation with an ansatz for Σ with
variation parameters.(We will describe this choice below in section 2.4.) If ΩLW [Σ] is an
approximation of the exact functional, then the extremum Σ is an approximation of the
exact self-energy. For the extremum parameters of the ansatz, the value of ΩLW [Σ] gives
an approximation of the thermodynamic potential [12]. Such an approach with an ansatz
for the self-energy has not been used before. The approximation is conserving in the sense
1.4. One particle properties and their experimental relevance 7
of BK’s theory [13, 14]. A LW variational procedure was recently applied to atoms and
the three dimensional electron system by [34] and [35] respectively.
1.4 One particle properties and their experimental
relevance
We shall discuss now the one particle properties of electrons in the homogeneous electron
gas and their experimental relevance. There are ground state energy per particle, effective
mass, momentum distribution and spectral function. The ground state energy per particle
and effective mass are direct observable of experimental results.
The momentum distribution is characterized by a jump at wave vector kf . For a non-
interacting system, the size of the jump is one. Due to the interaction, the quasi particle
weight becomes smaller than 1 in the 2DEG. The jump is determined by the quasipar-
ticle weight at Fermi-level, which is also called the renormalization constant which is
interpreted as the amount of single-particle behavior of the particle like excitation in the
system The renormalization constant is reduced to be zero in Luttinger-liquid model [36]
or the marginal Fermi-liquid model, [37] (proposed as possible model for the high-Tc su-
perconductors). Thus, the existence of a jump at the Fermi wave vector decides whether
the system behaves as a Fermi liquid or not.
Finally, the most complete information is found in the spectral function. The wave vector
of the peak at a given frequency determines the quasiparticle spectrum and its width the
lifetime. One particle properties are not only important in their own, they also provide
a determination of the density-density response function. This and other two particle
properties are to be calculated from an integral equation (algebraic in the case of RPA)
in which the one particle properties enter as parameters.
Chapter 2
Combined LW-BK theory - General
2.1 Thermodynamic potential
Consider an interacting Fermi system which is kept at temperature T and confined in
volume F at the chemical potential µ; the thermodynamic potential is:
Ω(T, F, µ) = −T ln tr{e−β(H−µN)} . (2.1)
Here, the Hamiltonian H is given by Eq. (1.2). We are dealing with an interacting Fermi
system (Fermions have Coulomb type interaction only) and we want to calculate the the
thermodynamic potential which is in principle the key of all information about the system,
exactly.
2.2 Diagram analysis with full Green’s function:
Luttinger-Ward theory
We want to use perturbation theory with full Green’s function G instead of G0, and sum
up the infinite series for the self energy Σ.
Then there is the problem of getting the right number of the Feynman diagrams (see
Fig. 2.1). We need to have some tool to achieve that. This tool was provided by Luttinger
and Ward in 1960 [12].
According to LW if one uses the following construction for determining the thermody-
namic potential, then each Feynman diagram will appear with it’s correct pre-factor:
ΩLW [Σ] = −Tr
{
lnG−1
}
+ Ω
(int)
LW [G]− Tr {GΣ} . (2.2)
Here, we have introduced a trace notation ”Tr” which denotes the sum of space, time and
spin indices (explicite expressions
∑
k,ω,σ). The thermodynamic potential is a functional
of the self-energy Σ. In Eq. (2.2), the Green’s function G on the right hand side has to
be expressed by the self-energy Σ. The first term −Tr {lnG−1}, is the thermodynamic
8
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with
Figure 2.1: Demonstration of ”over counting” of diagrams: If one inserts the full Green’s
function in the skeleton diagram on the the left, then the second order diagram appears
twice.
potential calculated for a non-interacting Fermi system, but with the full Green’s func-
tion. The second term Ω
(int)
LW [G] comes from the interaction. It is calculated with full
Green’s functions, but only skeleton diagrams (i.e. those without self energy interaction)
are included here. Still there are diagrams in the series for ΩLW [Σ] which appear multiple
times (for example see Fig. 2.1), so the third term Tr {GΣ}, is needed to correct this ”over
counting” of diagrams in the second term Ω
(int)
LW [G].
A variational property is the natural outcome of the LW method. Since by differentiating
the sum of skeleton diagrams for the thermodynamic potential Ω
(int)
LW [G] with respect to
the full Green’s function one will get the self-energy of the system,
δΩ
(int)
LW [G]
δG
= Σ, (2.3)
we find ΩLW [G] fulfills the extremal condition
δΩLW [Σ]
δΣ
= 0, (2.4)
because
− δ
δΣ
Tr
{
lnG−1
}
= G. (2.5)
Now for a given Ω
(int)
LW [G] either we have to solve the implicit equation for Σ (self-
consistency equation) Eq. (2.3) or we can extremalize ΩLW [Σ], (Eq. (2.4)). Solving the
self-consistency Eq. (2.3) is frequently done in an iterative fashion. But an iterative
method has the drawbacks:
(i) There is no guarantee that an iterative method converges.
(ii) Even if converges, the solution one gets may not be always the physical solution.
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Our doubt about an iterative solution of the self-consistency equation got support by [34].
So we extremalize ΩLW [Σ] instead. LW prove that ΩLW has an extremum at the physical
value of Σ, we see that it has a maximum in our numerical work. As to our knowledge, we
are first who use the Luttinger-Ward variational approach for determining the self-energy
Σ in case the two-dimensional Coulomb system.
As an illustration, we give the result for ΩLW for a (trivial) non interacting system. There
is only one skeleton (non self-energy) diagram in this case
Ω
(int)
LW [G] = Tr{GI}. (2.6)
Here I is the fixed one particle term in the Hamiltonian; thus, at the extremum
Σ =
δΩ
(int)
LW [G]
δG
= I, (2.7)
and
ΩLW [Σ = I] = −Tr{lnG−1} (2.8)
as it should be.
LW aimed at the exact theory. The construction Eq. (2.2) for the thermodynamic poten-
tial also gives the absolute thermodynamic potential in any approximation (see below).
2.3 Conserving approximations:
Baym-Kadanoff theory
In the following, we will have to work with approximations. Then, any approximation
should be such that it yields the conservation of fundamental thermodynamic relations,
e.g., the conservation of quantities as particle number, in various expressions.
This was first seen in the theory of Baym-Kadanoff. According to BK ”one should include
an external source field in the thermodynamic potential, and then make the approximation
in only one quantity (namely in thermodynamic potential) and derive the approximations
for all other physical quantities as the one particle Green’s function (by differentiating once
w.r.t. the external source field), density-density function (by differentiating twice w.r.t.
the external source field) from the thermodynamic potential”. In this way a hierarchy
appears. Though in higher levels of the hierarchy the approximations become more and
more complicated, this procedure guarantees particle number conservation as well as the
equivalence of fundamental thermodynamic relations in any approximate theory.
The inclusion of a source field works as follows: We replace the Hamiltonian of the
interacting system H by
H → H + U, (2.9)
where U is a time dependent single particle term with the matrix elements U(x1, t1; x2, t2).
Then, we consider the generating function Ω[T, V, µ;U ]. Obviously, at U = 0
2.4. Luttinger-Ward Baym-Kadanoff functional ΩLW in an approximate
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Ω(T, F, µ) = Ω[T, F, µ;U = 0] (2.10)
and
G = − δΩ[T, F, µ;U ]
δU
∣∣∣∣
U=0
(2.11)
All the higher Green’s functions are higher derivatives of Ω[T, F, µ;U ] with respect to U .
If we have now only an approximate thermodynamic potential (Ωapprox[T, F, µ;U ]), then
we get all approximate quantities as derivatives
Ωapprox(T, F, µ) = Ωapprox[T, F, µ;U = 0] (2.12)
and
Gapprox = − δΩ
approx[T, F, µ;U ]
δU
∣∣∣∣
U=0
(2.13)
etc. Moreover, the thermodynamic relations are fulfilled in the approximate theory. For
example one can calculate the particle number in two ways:
−∂Ω
approx
∂µ
= Napprox (2.14)
or
T
∑
k,ω,σ
Gapproxeiωn0
+
= Napprox (2.15)
(Zeroth level of the hierarchy)
(First level of the hierarchy)
Thus, one gets the same approximate particle number either directly from the approximate
thermodynamic potential (zeroth level of the hierarchy) or from the approximate Green’s
function (first level of the hierarchy).
2.4 Luttinger-Ward Baym-Kadanoff functional ΩLW
in an approximate theory
In this section, we will demonstrate how a combined LW-BK theory can be implemented.
An approximate theory is defined by the choice of Ω
(int)
LW . As we include more and more
skeleton diagrams, we can expect the approximation to improve. Of course, this can only
work if the behavior of the system including the full interaction is not fundamentally
different from that of unperturbed system. Nothing of this kind (phase transition) is
expected here or seen in any indication in the result. Now as our main approximation,
we use the ring approximation for the thermodynamic potential.
We like to mention that this is an advanced approximation; already the inclusion of the
first diagram in Fig. 2.2 in Ω
(int)
LW gives the RPA expression for the density-density response
function with the Hartree Fock self-energy.
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Ω
(ring)
LW = + … + +++ + . . .
Figure 2.2: Thermodynamic potential in ring approximation
2.4.1 ΩLW in ring approximation
The LW thermodynamic potential of 2DEG in ring approximation is given as:
ΩLW [Σ] = −Tr
{
lnG−1
}
+ Ω
(ring)
LW [G]− Tr {GΣ} (2.16)
where Ω
(ring)
LW is given by the diagrams of Fig. 2.2 that contains rings with any number
of interactions. Here for simplicity, we omit the pre-factors in Fig. 2.2. The sum can be
summed up with the result.
Ω
(ring)
LW [G] =
1
2
T
F
∑
q 6=0,iΩn
ln
[
1− 2V (Coul)(q)Π00(q, iΩn)
]
(2.17)
where Π00(q, iΩn) is given by
Π00(q, iΩn) =
T
F
∑
k,ωn
G(k, iωn)G(|k+ q|, iωn + iΩn)e(2iωn+iΩn)0+ (2.18)
Detailed expressions for the various terms in Eq. (2.16) are given in chapter 3. In partic-
ular, the ωn sums are performed analytically there wherever possible.
2.4.2 Stationarity of ΩLW
Analogously to LW, we obtain that the LW potential as a functional of the self-energy is
stationary with respect to self-energy Σ. From Eq. (2.16) it is evident that
δΩLW [Σ]
δΣ
= 0 (2.19)
⇔ δΩ
(ring)
LW [Σ]
δG
= Σ (2.20)
Since the function Σ in ring approximation is defined by the Eq. (2.20), we see that the
approximate ΩLW is stationary at that function Σ. Explicitly Eq. (2.20) reads
Σ(k, iωn) = −T
F
∑
q(6=0)Ωn
V Coul(q)
1− 2V Coul(q)Π00(q, iΩn)G(|k+q|, iωn+ iΩn)e
(2iωn+iΩn)0+ (2.21)
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So the self-energy Σ is calculated with a screened Coulomb interaction (W (q, iΩn)), in-
stead of with a bare Coulomb interaction. The screened Coulomb interaction is given by:
W (q, iΩn) =
V Coul(q)
1− 2V Coul(q)Π00(q, iΩn) (2.22)
Π00(q, iΩn) is to be calculated with full Green’s function containing Σ(k, iωn) (c.f. Eq. (2.18)).
Eq. (2.21) is the equation for the GW approximation.
In this work, we use an ansatz for the self-energy (Σ) with the variational parameters
αi. (see Appendix C.1, where Eq. (3.79) to Eq. (3.84) show different types of ansatz.
The number of parameters varies from 5 to 7 ). Then, for vanishing sources (U=0), the
extremal condition Eq. (2.4) becomes:
∂ΩLW [Σ]
∂αi
= 0 (2.23)
2.4.3 Higher Green’s function
In this work, we extremalize ΩLW [Σ], therefore we obtain ΩLW and also the true self-energy
Σ and hence the one particle Green’s function G. Thus, we get the two lowest levels of the
hierarchy without introducing an external source U . But if we wanted to continue and
calculate the density-density correlation function we had to include an external source U
and follow the BK procedure. For a consistent theory, it is mandatory to use the BK
procedure, if one wants to make claims about higher correlation functions.
Chapter 3
Application of LW-BK theory -
Ansatz
In this chapter, we formulate an ansatz for the self-energy Σ. This allows us to perform
the ωn sums analytically in the various term of ΩLW [Σ] (see Eq. (2.2) or Eq. (2.16)). The
chapter ends with the explicite expression for ΩLW [Σ] that has to be evaluated numerically.
3.1 Green’s function
For completeness, we repeat here the basic definitions. The unperturbed Green’s function
is given by
G0(k, iωn) =
1
iωn − ǫ(0)(k) , (3.1)
where ωn is the Matsubara frequency and ǫ
(0)(k) = k
2
2m
− µ0. We intend to describe
the same particle number with the unperturbed and with the perturbed Hamiltonian,
therefore we use a chemical potential µ0 in the unperturbed Green’s function that is
different from the one used in G. G is the Green’s function of a perturbed system having
self-energy Σ(k, iωn) and is given by
G(k, iωn) =
1
iωn − ǫ(k)− Σ(k, iωn) , (3.2)
where ǫ(k) = k
2
2m
− µ.
In this work, energies and momenta are scaled by the Fermi energy
k2
f
2m
and the Fermi
momentum kf , respectively; so the chemical potential of the unperturbed system is equal
to 1.
3.2 The ansatz for the self-energy
We calculate the self-energy using an ansatz and the variational property of the Luttinger-
Ward functional Eq. (2.16) instead of solving the self-consistency equation as was done
14
3.2. The ansatz for the self-energy 15
by [22]. We devise the ansatz by keeping the following points in mind:
(i) The ansatz should satisfy the Fermi liquid property by construction, it means
ℑΣ(iωn → ω + i0, k = 1) should approach ω2 for small ω [38], but see the remark
regarding s0 below Eq. (3.13).
(ii) The ansatz should be such that the analytical sum on ωn is possible (by partial frac-
tion decomposition of the perturbed Green’s function G ); then the calculation with
the perturbed Green’s function G will be as simple as with unperturbed Green’s
function G0 (but may contain more terms). We want to perform the ωn sum ana-
lytically (exactly), instead of numerically (approximately), because we don’t want
to face problems with the analytical continuation. Also, a numerical calculation of
the ωn sum can lead to convergence problems in the k sums.
A typical form of an ansatz which fulfills all above mentioned conditions is the one used
by [39] (and we thank Prof.Vollhardt for drawing our attention to this paper)
Σ(iωn) := s0
2g3
π
∫ ∞
−∞
dε
1
iωn − ε
ε2
[ε2 + g2]2
. (3.3)
This simplest form of the ansatz doesn’t have any k dependence, but it fulfills the basic
requirement, the Fermi liquid property;
ℑΣ(ω + i0) = −s02g3 ω
2
[ω2 + g2]2
∼ ω2 for ω → 0. (3.4)
3.2.1 Variational ansatz with two different poles
The above ansatz Eq. (3.3) is the simplest one; it was not good enough to produce the
desired results in the spectral function, so we tried various different forms of the ansatz
which are a generalization of Eq. (3.3) in four respects:
(i) We include a momentum dependence in the ansatz, so that it vanishes as one goes
away from Fermi surface.
(ii) We make the two poles different in Eq. (3.3).
(iii) We include a parameter b or a(k) to be able to adjust the particle number.
(iv) We include an ωn-independent term, Σ
Fock(k) in the ansatz. This is motivated by
the fact that, at ωn →∞, Σ(k, iωn)→ ΣFock(k).
In the end of this chapter we will give the definitions of the different form of the ansatz we
used and in Appendix C, we will quote the results of the analytical summation of ωn for
the different forms of the ansatz. In chapter 5 we will see, which form of the ansatz gives
the best results. Here, we will show the necessary mathematical steps with the following
form of ansatz:
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Σ(k, iωn) = Σ
Fock(k) + Σtwopoles(k, iωn) (3.5)
where
ΣFock(k) = −T
F
∑
q 6=0,ωn
V (Coul)(q) G(|k+ q|, iωn)eiωn0+ (3.6)
= − 1
F
∑
q 6=0
V (Coul)(q) nF (|k+ q|) , (3.7)
Here, nF (k) is the momentum distribution and
Σtwopoles(k, iωn) = s(k) g1 g2
g1 + g2
π∫ ∞
−∞
dε
1
iωn − ε
ε2[
(ε− a(k))2 + g21
][
(ε− a(k))2 + g22
] (3.8)
is the actual ansatz. s(k) is given by
s(k) =
s0
1 + α(k2 − 1)2 (3.9)
and
a(k) =
b
1 + δ(k2 − 1)2 . (3.10)
In the above Eq. (3.8) there are five free parameters. The parameter s0 gives the total
strength of the ansatz, it describes the jump in the Fermi momentum distribution. The
jump is given by:
nF (k)
∣∣∣k=kf−0
k=kf+0
⇒ T
∑
ωn
eiωn0
iωn − ǫ(k)− Σ(k, iωn)
∣∣∣∣∣
k=kf−0
k=kf+0
⇒
∫ ∞
0
dωn
2π
{
eiωn0
iωn −∆− (Σ(k, iωn)− Σ(kf , 0))
}∣∣∣∣
∆=−0
∆=+0
(3.11)
Where we used the LW relation
µ = µ0 + Σ(kf , 0).
We substitute ωn = x|∆| and have
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nF (k)
∣∣∣k=kf−0
k=kf+0
⇒
∫ ∞
0
dx
2π


1
ix− sgn∆− ix ∂Σ(kf ,iωn)
∂iωn
∣∣∣
ωn=0
+ c.c.


∣∣∣∣∣∣∣
∆=−0
∆=+0
⇒
∫ ∞
0
dx
2π
−2sgn∆
x2(1 + s0)2 + 1
∣∣∣∣
∆=−0
∆=+0
(3.12)
since
∂Σ(kf , iωn)
∂iωn
∣∣∣∣
ωn=0
= −s0
so we finally get
nF (k)
∣∣∣k=kf−0
k=kf+0
=
1
1 + s0
(3.13)
For increasing s0, the jump becomes smaller and smaller and the description of a Fermi
liquid becomes more and more questionable. Of course, strictly speaking, for any finite
s0, the ansatz displays the features of a Fermi liquid, nevertheless, the ansatz is able to
show a tendency away from the Fermi liquid as s0 increases. α and δ reflect the strength
of the k dependence, g1 and g2 determine the frequency scale. The parameters s0, α, δ
are dimensionless quantities. They are positive. Since g1, g2 enter quadratically, they
are taken to be positive. α enters in such a form that Σ decays away from the Fermi
surface. The quantity a(k), i.e. the parameter b in Eq. (3.8) breaks the symmetry under
transformation ε → −ε. It is fixed by the chemical potential through the Luttinger
relation that reads in our case:
µ = µ0 + Σ(k = kf , iωn = 0)
= 1 + ΣFock(k = 1)− s0b (3.14)
We perform the ǫ integral in Eq. (3.8) with the result
Σ(k, iωn) = Σ
Fock(k)
+s(k)
[ 1
iωn − (a(k)− ig1)g2
(a(k)− ig1)2
g2 − g1 + (1↔ 2)
]
(3.15)
for ωn > 0. For negative frequency we use
Σ(k,−iωn) = Σ∗(k, iωn) . (3.16)
The imaginary part of the retarded self-energy is given by
ℑΣ(k, ω + i0) = −g1g2(g1 + g2)s(k) ω
2[
(ω − a(k))2 + g21
][
(ω − a(k))2 + g22
] (3.17)
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3.2.2 Partial fraction decomposition for perturbed Green’s func-
tion
The Green’s function is given by
G(k, iωn) =
[
iωn −E − s
u2 − u1
[
u21(u2 − a)
iωn − u1 − (u1 ↔ u2)
]]−1
(3.18)
=


3∑
j=1
zj
iωn − wj for ωn > 0
3∑
j=1
z∗j
iωn − w∗j
for ωn < 0
. (3.19)
Here, the abbreviations u1,2 are given by u1,2 = a− ig1,2 and
E = k2 + ΣFock(k)− µ. (3.20)
For the sake of brevity we will omit the argument (k) of the functions E,s,u1,u2 and a
in this section 3.2.2 and we suppress it at zj and wj. In Eq. (3.19), we have written the
Green’s function in partial fraction decomposition. The values of z1, z2, z3 and w1, w2, w3
are determined by a comparison of Eq. (3.19) and Eq. (3.18). We denote iωn by x;
comparison of the denominator then leads to:
(x− w1)(x− w2)(x− w3) = [x−E] [x− u1] [x− u2]
+
s
u2 − u1
[
(x− u2)u21(a− u2)− (u1 ↔ u2)
]
(3.21)
=: x3 − t1x2 + t2x+ t3. (3.22)
We read off
t1 = E + u1 + u2 (3.23)
t2 = u1u2 + E [u1 + u2]− s
[
a2 + g1g2
]
(3.24)
t3 = −Eu1u2 + su1u2a (3.25)
w1, w2, w3 are the solution of the cubic equation
x3 − t1x2 + t2x+ t3 = 0. (3.26)
The comparison of the coefficients of the powers of x of the cubic equation with the
factorized polynomial gives identities:
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w1 + w2 + w3 = t1 (3.27)
w1w2 + w2w3 + w3w1 = t2 (3.28)
w1w2w3 = −t3. (3.29)
The comparison of the coefficient of the powers of x in the numerator of Eq. (3.18) and
Eq. (3.19) yields for the coefficients z1, z2, z3
z1 + z2 + z3 = 1 (3.30)
z1(w2 + w3) + z2(w3 + w1) + z3(w1 + w2) = u1 + u2 (3.31)
z1w2w3 + z2w3w1 + z3w1w2 = u1u2. (3.32)
The solution is:
z1 =
(w1 − u1)(w1 − u2)
(w1 − w2)(w1 − w3) (3.33)
z2 =
(w2 − u1)(w2 − u2)
(w2 − w1)(w2 − w3) (3.34)
z3 =
(w3 − u1)(w3 − u2)
(w3 − w1)(w3 − w2) (3.35)
The first relation Eq. (3.30) guarantees the sum rule for the one-particle Green’s function.
From the relations Eq. (3.31) Eq. (3.27) and Eq. (3.23), one can get
z1w1 + z2w2 + z3w3 = E (3.36)
3.2.2.1 Cardano solution
After the substitution
x = y +
t1
3
(3.37)
the cubic equation Eq. (3.26) takes the standard form
y3 + 3py + 2q = 0 (3.38)
p =
−1
9
t21 +
1
3
t2 (3.39)
q =
−1
27
t31 +
1
6
t1t2 +
1
2
t3 (3.40)
Then, the roots are given by
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y1 = u− p
u
(3.41)
y2 = λu− λ2 p
u
(3.42)
y3 = λ
2u− λp
u
(3.43)
u =
3
√
−q +
√
q2 + p3 (3.44)
λ = exp
[i2π
3
]
(3.45)
The corresponding wj have negative imaginary part, so G(k, iω) in Eq. (3.19) has the
correct analytic properties.
The Cardano formula gives the three roots w1, w2, w3, irrespectively of the values taken
for the quadratic and cubic roots. It is not necessary to take the principal values. The
principal value of multivalued root or logarithm f(z) is defined by restricting the argument
of the variable z of function to arg(z) ∈ [π,−π]. The other values of the function are
given by adding multiples of 2π to the argument. In the numerics, however we are forced
to use the principal values of the functions.
3.3 Thermodynamic potential ΩLW in the ring ap-
proximation
The thermodynamic potential from the Luttinger-Ward theory in the ring approximation
is given by (see chapter 2.4.3):
ΩLW [Σ] = Ω
(0)
LW [G] + Ω
(ring)
LW [G]− Tr {GΣ} (3.46)
This functional depends on the self-energy Σ for which we now use the ansatz ( see
Eq. (3.5) ); the argument G in Ω
(0)
LW [G] and Ω
(ring)
LW [G] is supposed to be a function of Σ.
Please keep in mind that all the above quantities are intensive ; so all the quantities are
divided by F , the area of the two-dimensional system.
In the following subsections, we will perform the ωn sum wherever it is possible in
Eq. (3.46) one by one for the ansatz shown by Eq. (3.5). We are interested in the limit
T → 0, then the ωn sums can be calculated as integrals.
3.3.1 Unperturbed part
In Eq. (3.46), the unperturbed part is given as
Ω
(0)
LW [G] = −2
T
F
∑
k,ωn
ln
[
G−1(k, iωn)
1
iωn − ǫ(0)(k)
]
eiωn0
+ − 1
4π
(3.47)
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where G−1(k, iωn) is given by Eq. (3.18). To ensure the convergence of the ωn sum, it was
convenient to subtract the thermodynamic potential of the non interacting system which
can be calculated independently [40]:
−2T
F
∑
k,ωn
ln
[
iωn − ǫ(0)(k)
]
eiωn0
+
= −2T
F
∑
k
ln(1 + e−βǫ
(0)(k)) (3.48)
⇒ − 2
F
∑
k
|ǫ(0)(k)|Θ(−ǫ(0)(k)) (3.49)
= − 1
4π
That leads to the constant in Eq. (3.47) If we then put G−1(k, iωn) from Eq. (3.18) into
Eq. (3.47) we get
Ω
(0)
LW [G] = −
T
F
∑
k,ωn
ln
[
(iωn − w1) (iωn − w2) (iωn − w3)
(iωn − u1) (iωn − u2) (iωn − ǫ(0)(k))
]
eiωn0
+ − 1
4π
(3.50)
In the part of the sum where ωn ≤ 0 we have to replace wj by w∗j and uj by u∗j In the
above equations, u1,2 and w1, w2, w3 are given in section 3.2.2. Next we perform the ωn
sum in Eq. (3.50). Here iωn are the points on the positive and negative imaginary axis,
which are separated by the distance 2πT (Matsubara frequency);
ωn = 2πT (n+
1
2
). (3.51)
When T → 0, the distance between the points become closer and closer and at T = 0, we
can replace summation by integration. Now we have to perform ωn sum on negative and
positive values of ω.
T
∑
ωn
⇒
∫ 0
−∞
1
2π
dωn +
∫ ∞
0
1
2π
dωn (3.52)
but as we know from Eq. (3.19) that the G−1(k, iωn) at negative value of ωn is the same
as given by the positive value of ωn except, that the complex conjugates of the zj and
wj have to be taken. So we would perform the ωn sum only at positive values of ωn and
hence write Eq. (3.52) as:
T
∑
ωn
⇒
∫ ∞
0
1
2π
dωn + c.c. (3.53)
We still have to perform the integral over ωn from 0 to ∞. The integrand in Eq. (3.50)
for large ωn goes as:
ΣFock(k)− µ+ 1
iωn
eiωn0
+
. (3.54)
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Without the exponential factor, the integration diverges for ωn → ∞, because the in-
tegrand goes down as 1
ωn
. Therefore, we add and subtract this term Eq. (3.54) in the
integrand of Eq. (3.50). Using Eq. (3.53) we get:
Ω
(0)
LW [G]⇒−
2
F
∑
k
lim
R→∞
∫ R
0
dωn
2π
{
ln
(iωn − w1) (iωn − w2) (iωn − w3)
(iωn − u1) (iωn − u2) (iωn − ǫ(0)(k))
+
ΣFock(k) + µ− 1
iωn
− Σ
Fock(k) + µ− 1
iωn
eiωn0
+
+ c.c.
}
− 1
4π
(3.55)
The convergence factor eiωn0
+
was dropped in the first two terms because their sum goes
down as 1
ω2n
, but it is needed in the third term. This third term can be evaluated as:
lim
R→∞
2
F
∑
k
∫ R
0
dωn
2π
ΣFock(k) + µ− 1
iωn
eiωn0
+
+ c.c.
=
2
F
∑
k
[
ΣFock(k) + µ− 1] lim
R→∞
(∫ R
0
dωn
2π
eiωn0+
iωn
+ c.c.
)
(3.56)
=
2
F
∑
k
1
2
[
ΣFock(k) + µ− 1] (3.57)
So Eq. (3.55) can be rewritten as:
Ω
(0)
LW [G] = −
2
F
∑
k
1
2π
lim
R→∞
∫ R
0
dωn
{
ln
[
(iωn − w1)(iωn − w2)(iωn − w3)
(iωn − ǫ(0)(k))(iωn − u1)(iωn − u2)
]
+ c.c.
}
+
1
F
∑
k
(ΣFock(k) + µ− 1)− 1
4π
(3.58)
In Eq. (3.58), we have omitted a purely imaginary term. The remaining integral is ele-
mentary:
∫ R
0
dωn ln(iωn − w) = R ln(iR)− R+ iw lnR + iw + 1
i
w ln(iw) +O
(
1
R
)
(3.59)
In the sum, the first two terms cancel, the third and fourth terms are purely imaginary,
due to:
w1 + w2 + w3 − ǫ(0)(k)− u1 − u2 = ΣFock(k)− µ+ 1 (3.60)
and we finally get
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Ω
(0)
LW [G] ⇒ −
2
F
∑
k
{
1
2πi
[
w1 ln[iw1] + w2 ln[iw2] + w3 ln[iw3]
−ǫ(0)(k) ln[iǫ(0)(k)]− u1 ln[iu1]− u2 ln[iu2]
]
+ c.c.
}
+
1
F
∑
k
(ΣFock(k)− µ+ 1)− 1
4π
(3.61)
The roots w1,2,3 are determined as solutions of the cubic Eq. (3.26) and the remaining
sum (integral) on k is performed numerically.
3.3.2 Polarization part ( or Interaction part )
The polarization part of Eq. (3.46), is given by:
Ω
(ring)
LW [G] =
1
2
T
F
∑
q 6=0,iΩn
ln
[
1− 2V (Coul)(q)Π00(q, iΩn)
]
(3.62)
Here Ωn are bosonic Matsubara frequencies and Π00(q, iΩn) is given by Eq. (2.18).
For Ωn → ∞, we have Π00(q, iΩn) ∼ 1iΩn eiΩn0
+
. Therefore, we add and subtract the first
order term in Eq. (3.62) and get
Ω
(ring)
LW [G] =
1
2
T
F
∑
q,Ωn
{[
ln(1− 2V (Coul)(q)Π00(q, iΩn))
]
+ 2V (Coul)(q)Π00(q, iΩn)
}
−T
F
∑
q,Ωn
V (Coul)(q)Π00(q, iΩn) (3.63)
The second term is easy to handle. We can perform the sum over the Fermi frequencies
ωn and (ωn + Ωn) and we get:
−T
F
∑
q,Ωn
V (Coul)(q)Π00(q, iΩn) = − 1
F 2
∑
k,q 6=0
V (Coul)(q)nF (k)nF (|k+ q|)
=
1
F
∑
q
nF (k)Σ
Fock(k) (3.64)
where nF (k) is the momentum distribution. Now we will concentrate on the first term
in Eq. (3.63). In an expansion of Π00(q, iΩn) for large Ωn, the integrand varies as
Π200(q, iΩn) ∼ 1Ωn2 . Since this goes down sufficiently fast, we can safely put the factor
e(2iωn+iΩn)0
+
equal to 1 in Π00(q, iΩn) To this end we define
Π˜00(q, iΩn) =
T
F
∑
k,ωn
G(|k− q/2|, iωn)G(|k+ q/2|, iωn + iΩn) (3.65)
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We can take Ωn positive in Π˜00(q, iΩn), since
Π˜00(q, iΩn) = Π˜00(−q, iΩn) = Π˜00(q,−iΩn) : (3.66)
For the first symmetry, consider the reflexion k = −k in Eq. (3.65). We rewrite the
Eq. (3.63) as:
Ω
(ring)
LW [G] =
1
2
T
F
∑
q,Ωn
{
ln
[
1− 2V (Coul)(q)Π˜00(q, iΩn)
]
+ 2V (Coul)(q)Π˜00(q, iΩn)
}
− 1
F 2
∑
k,q 6=0
V (Coul)(q) nF (k) nF (|k+ q|) (3.67)
In the following, the ωn sum in the definition of Π˜00(q, iΩn) (see Eq. (3.65) ) will be
performed analytically for an ansatz. The remaining sum on the Ωn has to be done
numerically.
There are three regimes for ωn in Eq. (3.65)
(i) 0 < ωn
(ii) −Ωn < ωn < 0
(iii) ωn < −Ωn
Accordingly we split the integration over ωn in three pieces
Π˜00(q, iΩn) ⇒ 1
F
∑
k
∫ ∞
0
dωn
2π
G(|k− q/2|, iωn)G(|k+ q/2|, iωn + iΩn)
+
1
F
∑
k
∫ 0
−Ωn
dωn
2π
G∗(|k− q/2|,−iωn)G(|k+ q/2|, iωn + iΩn)
+
1
F
∑
k
∫ −Ωn
−∞
dωn
2π
G∗(|k− q/2|,−iωn)G∗(|k+ q/2|,−iωn − iΩn)
(3.68)
Using partial fraction decompositions of Green’s function as given in Eq. (3.26), we can
rewrite the integrand of Eq. (3.68)
Π˜00(q, iΩn)⇒ 1
F
∑
k
{∫ ∞
0
dωn
2π
3∑
i,j=1
zi
iωn − wi
zj
iωn + iΩn − wj
+
∫ 0
−Ωn
dωn
2π
3∑
i,j=1
z∗i
iωn − w∗i
zj
iωn + iΩn − wj
+
∫ −Ωn
−∞
dωn
2π
3∑
i,j=1
z∗i
iωn − w∗i
z∗j
iωn + iΩn − w∗j
}
(3.69)
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The sums on i and j correspond to the partial fractions of G(|k − q/2|, (±)iωn) and
G(|k+ q/2|, (±)iωn(±)iΩn) while the zi, wi and zj , wj refer the momentum k− q/2 and
k+ q/2 respectively.
We can integrate the Eq. (3.69) as:
Π˜00(q, iΩn) ⇒ 1
F
∑
k
{
1
2πi
3∑
i,j=1
zi zj
wi + iΩn − wj [ln(iωn − wi)− ln(iωn + iΩn − wj)]
ωn=∞
ωn=0
+
1
2πi
3∑
i,j=1
z∗i zj
w∗i + iΩn − wj
[ln(iωn − w∗i )− ln(iωn + iΩn − wj)]ωn=0ωn=−Ωn
+
1
2πi
3∑
i,j=1
z∗i z
∗
j
w∗i + iΩn − w∗j
[
ln(iωn − w∗i )− ln(iωn + iΩn − w∗j )
]ωn=−Ωn
ωn=−∞
}
(3.70)
After taking the limit we get:
Π˜00(q, iΩn) ⇒ 1
F
∑
k
{
1
2πi
3∑
i,j=1
[
− zizj
wi + iΩn − wj (ln(wi)− ln(wj − iΩn))
+
z∗i zj
w∗i + iΩn − wj
(ln(w∗i )− ln(wj − iΩn)− ln(w∗i + iΩn) + ln(wj))
+
z∗i z
∗
j
w∗i + iΩn − w∗j
(
ln(w∗i + iΩn)− ln(w∗j )
)]}
(3.71)
This expression shows the symmetry Eq. (3.66). Π˜00 is real and even in Ωn and q. The
remaining integral on k is done numerically and the results used in calculation of Eq. (3.67)
3.3.3 Product part
Now we consider the third term on the right hand side of the Eq. (3.46). This term is
given by:
−Tr {GΣ} = −2T
F
∑
k,ωn
G(k, iωn)Σ(k, iωn)e
iωn0+ . (3.72)
Since Σ(k, iωn) contains two parts (as shown in Eq. (3.5)), we rewrite Eq. (3.72) as:
−Tr {GΣ} = −2T
F
∑
k,ωn
G(k, iωn)
[
ΣFock(k) + Σtwopoles(k, iωn)
]
eiωn0
+
(3.73)
Since ΣFock(k) has no ωn dependence, we can perform the ωn sum in the first part:
−Tr {GΣ} = − 2
F
∑
k
nF (k)Σ
Fock(k)− 2T
F
∑
k,ωn
G(k, iωn)Σ
twopoles(k, iωn)e
iωn0+ (3.74)
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The second term of the interaction part Eq. (3.64) cancels half of the first term in
Eq. (3.74). After putting the partial fraction expansion for the Green’s function as given
in Eq. (3.19), in the Eq. (3.74) we get:
−Tr {GΣ} ⇒ − 2
F
∑
k
nF (k)Σ
Fock(k)− 2
F
∑
k
∫ ∞
0
dωn
2π
3∑
j=1{
zj
iωn − wj
[
s(k)(u2 − a(k))
u2 − u1
u21
iωn − u1 + (u1 ↔ u2)
]
+ c.c.
}
(3.75)
The part of the sum in Eq. (3.75) with negative values of ωn leads to the complex conjugate
in Eq. (3.75). We could drop the factor eiωn0
+
, because the integrand converges. Now
after performing the integration over ω in Eq. (3.75) we get:
−Tr {GΣ} ⇒ − 2
F
∑
k
nF (k)Σ
Fock(k)
+
2
F
∑
k
3∑
j=1
1
π
ℑ
{
zj
u21(u2 − a(k))
wj − u1
s(k)
u2 − u1 ln
wj
u1
+ u1 ↔ u2
}
(3.76)
So ultimately for the ansatz given by Eq. (3.5), the thermodynamic potential in ring ap-
proximation from Eq. (3.46) is given by:
ΩLW [Σ] ⇒ − 2
F
∑
k
{
1
2π
[
3∑
j=1
(−iwj) ln(iwj) + iǫ(0)(k) ln[iǫ(0)(k)] +
2∑
l=1
iul ln(iul) + c.c.
]
−1
2
(
ΣFock(k)− µ+ 1)+ 1
2
nF (k)Σ
Fock(k)
}
− 1
4π
+
1
2
T
F
∑
q,Ωn
{
ln
[
1− 2V (Coul)(q) Π˜00(q, iΩn)
]
+ 2V (Coul)(q) Π˜00(q, iΩn)
}
+
2
F
∑
k
3∑
j=1
1
π
ℑ
{
zj
u21(u2 − a(k))
wj − u1
s(k)
u2 − u1 ln
wj
u1
+ u1 ↔ u2
}
(3.77)
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We tried 6 different choices of the ansatz. 4 of them are listed below. The detailed
summation on ωn for the thermodynamic potential are given in Appendix C.
Ansatz with double pole
We first tried the ansatz with full Fock term and with two same poles. The ansatz looks
as:
Σ(k, iωn) = Σ
Fock(k) + Σdoublepole(k, iωn) (3.78)
where ΣFock(k) was given as Eq. (3.7) and Σdoublepole(k, iωn) was :
Σdoublepole(k, iωn) = s(k)
2g3
π
∫ ∞
−∞
dε
1
iωn − ε
ε2[
(ε− a(k))2 + g21
]2 (3.79)
Ansatz with two different poles and with Fock term
Formulation for this ansatz has already been given in above section.
Σ(k, iωn) = Σ
Fock(k) + Σtwopoles(k, iωn) (3.80)
where ΣFock(k) is given by Eq. (3.7) and Σtwopoles(k, iωn) is given by Eq. (3.8).
Ansatz with two different poles without Fock term
Another choice of an ansatz we tried; the ”ansatz without Fock term”. This ansatz has
only k and iωn dependence part. No part which depends only on k (Σ
Fock(k)) is present.
Σ(k, iωn) = Σ
twopoles(k, iωn) (3.81)
but the Σtwopoles(k, iωn) is this case was calculated with s(k) given by
s(k) = s0
1 + α(k2f − d2)2
1 + α(k2 − d2)2 (3.82)
Ansatz with two different poles with screened Fock term
We finally succsced with this choice of ansatz. One part of the ansatz remains the same
as Eq. (3.82) but we introduced the modified Fock term, which was given by
ΣFm(k) =
[
1
F
∑
k′
2πe2√
(k− k′)2 + κ2Θ(k
2
f − k′2)− (k = −kf )
]
f (3.83)
Hence new ansatz looks as:
Σ(k, iωn) = Σ
Fm(k) + Σtwopoles(k, iωn) (3.84)
where Σtwopoles(k, iωn) is evaluated with s(k) of Eq. (3.82).
Chapter 4
Technical details of the numerical
calculations
The result for the LW thermodynamic potential Eq. (3.77) has to be evaluated numerically.
Here, the most critical point is Π˜00. It’s expression Eq. (3.71) involves an integration on k,
that has to be performed for all (fixed) given values of the external q and Ωn. Therefore,
we delegate the calculation of
T
∑
Ωn
{
ln
[
1− 2V (Coul)(q)Π˜00(q, iΩn)
]
+ 2V (Coul)(q)Π˜00(q, iΩn)
}
to slave processes that run in parallel for various q. Finally, the results of the slave
processes are summed up in the master process together with the other terms in Eq. (3.77).
This summation, also the summation on Ωn in the slave processes, is done with the Gauss
method using only 16 Gauss points. An increase to 24 Gauss points lead not to significant
changes (10−6 at rs = 2.06). The integrands are smooth in q and Ωn. The only problem
can come from the asymptotics. Thus, we check in the following the asymptotic behavior
of the Π00(q, iΩn) and that of the remaining term in Eq. (3.77) in order to verify the
convergence.
We start with studying the behavior of Π˜00(q, iΩn) and then discuss the convergence of
the k-integral of the other terms in Eq. (3.77). Then, we discuss the calculation of ΣFock.
The expressions for the ΩLW [Σ] for the various forms of the ansatz that were programmed
are given in Appendix C.
4.1 The asymptotic behavior of Π˜00 for large Ωn
As it is easy to verify, in the case without interaction, Σ = 0, Π˜00 is given (see Ap-
pendix A.1.1)
Π˜00(q, iΩn) = − 1
8π

1−
√(
1 +
iΩn
q2
)2
− 4
q2
+ c.c

 . (4.1)
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For Ωn →∞, we have
Π˜00(q, iΩn) ∝ − 1
2π
q2
Ωn
2 + q4
(4.2)
Thus, for q2 ≥ |Ωn|, it decays as − 12π 1q2 whereas for |Ωn| ≥ q2, it drops as − 12π q
2
Ωn2
.
For finite interaction, Σ 6= 0, we have
Π˜00(q, iΩn) =
∫
d2k
(2π)2
dωn
2π
eiωn0
iωn − ǫ(k)− Σ(k, iωn)
e(iωn−iΩn)
(iωn − iΩn)− ǫ|k− q| − Σ(|k− q|, iωn − iΩn) (4.3)
Now for q →∞, two regions in the k integral contribute
(i)
k = k′ , |k′| ≤
√
qkf
(ii)
k = q + k′ , |k′| ≤√qkf
Hence
Π˜00(q →∞, iΩn) ∼
∫
|k′|≤
√
qkf
d2k′
(2π)2
dωn
2π
e(2iωn−iΩn)0
iωn − ǫ(k)− Σ(k, iωn)
−2m
q2
+
∫
|k′|≤
√
qkf
dk2
(2π)2
dωn
2π
−2m
q2
e(2iωn+iΩn)0
iωn − ǫ(k)− Σ(k, iωn)
∼ −2m
q2
n
(
e−iΩn0 + e+iΩn
)
(4.4)
and
n =
∫
d2k
(2π)2
dωn
2π
eiωn0
iωn − ǫ(k)− Σ(k, iωn) (4.5)
hence
Π˜00(q →∞, iΩn) ∼ − 1
2π
1
q2
n
n0
(4.6)
where n0 =
1
4π
is the particle density of the non-interacting system.
The other limit, Ωn → ∞ for fixed q, can not be found so simply. One starts first from
Π˜00(q, iΩn) when it is already integrated on ωn, Eq. (3.71). Then the large Ωn asymptotics
can be cast in the form
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Π˜00(q, iΩn →∞) ∼ −C(q)
Ωn
2 (4.7)
Where C(q) is real (and positive, see Fig. 4.1) and is given in terms of a k integral with
wi, wj and zi, zj appearing in the integrand.
In Fig. 4.1, we show the result of our numerical integration of Π˜00. It’s asymptotic
behavior fits very well with the exact result (for a given value of µ, the ansatz belongs to
a particle density n = n0, therefore we observe correctly the factor
n
n0
in the asymptotics).
In the Fig. 4.1, we also show the result for the free Π˜00; by comparison of the two lowest
curves, one can see the presence of Σ changes Π˜00 quite drastically for small Ωn. Thus,
an approximation in which Π˜00 is replaced by its non self-consistent counterpart (Σ = 0)
is not justified.
For Ωn → 0, Π˜00 as a function of q develops a singularity at q = 2kf . For Ωn → ∞, it
approaches zero.
As is seen in the Fig. 4.1 the asymptotics is very nicely reproduced by our precise numerical
integration of Π˜00 (adaptive Trapezoidal integration method [41] ). The dependence on q
and Ωn is smooth. From the Fig. 4.1, we conclude that the q and Ωn integral in Tr {GΣ}
converges for large q and Ωn.
In the numerical integration of q of the term Π˜00(q, iΩn), we divide the |k| integration
range in three different parts. The first integration was done in region from 0 to 1− 10−4
and the second has done in the neighborhood of 1 (1± 10−4). and the third integration
was done in region from 1+10−4 to∞. The lower part of integration (range 0→ 1 ) was
done with 20 number of intervals and with higher accuracy while and number of intervals
for upper most integration (range 1→∞) was taken 10, since major contribution comes
from lower range (0→ 2kf). The second region (1±10−4) is the most difficult one, because
the integrand abruptly changes in the neighborhood of 1, hence we select the toughest
criteria for performing the integration in this region. The integrations is stable in limit
of 10−8 (absolute). It means, the increment in number of intervals wouldn’t change the
integral value by more than 10−8.
4.2 Asymptotic behavior in the integrand of ΩLW
We now come to the asymptotic in the k integrand in Eq. (3.77). zj and wj are functions of
k. As k →∞, wj → δj=1k2, zj → δj=1, and s(k)→ 0. Therefore the last line in Eq. (3.77)
converges and will be disregarded in this discussion. The same reasoning applies to the
term proportional to nFΣ
Fock in Eq. (3.77).
In the first integrand in Eq. (3.77) we expand wj for large E ∼ k2
w1 = E + w
′
1 (4.8)
w2 = u1 + w
′
2 (4.9)
w3 = u2 + w
′
3 (4.10)
4.3. Calculation of ΣFock 31
Ωn = 0.10
Ωn = 0.01
Ωn = 1.01
Ωn = 10.0
Ωn = 0.01 for Σ = 0
Π˜00
q−1/(4π)
−1/(8π)
0 1 2 3 4 5 6 7
0
Figure 4.1: Π˜00 as a function of q for various values of Ωn for the parameters s0 = 4.11, α =
27, g1 = 1.62, g2 = 7.84, δ = 0.3, µ = −0.417
One can show that (see Appendix A.1.3)
w′1,2,3 = O
(
E−2
)
. (4.11)
We observe that
E − ǫ0(k) = ΣFock(k)− µ+ 1 (4.12)
and find that the first integrand in Eq. (3.77) decreases as E−2 with diverging k. Therefore,
the integral converges.
4.3 Calculation of ΣFock
In the expression for ΣFock(k), the momentum distribution nF (k) depends on Σ
Fock(k)
again. In principle, ΣFock(k) has to be calculated self-consistently. Since nF (k) does not
differ much from n0F (k) (at Σ = 0), we calculate the Σ
Fock(k) in the lowest iteration.
nF (k) = n
0
F (k) (4.13)
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Thus ΣFock(k) is given by:
I(q) =
∫
d2k
(2π)2
1
|k+ q|n
0
F (k) (4.14)
Thus, we have
I(q) =
1
2π
∫ 1
0
dk k
1
π
∫ π
0
dφ
1√
k2 + q2 + 2kq cosφ
=
1
2π
∫ 1
0
dk k
1
k + q
2
π
∫ π/2
0
dφ
[
1− 4kq
(k + q)2
sin2 φ
]−1/2
(4.15)
I(q) can be represented as an integral over the Elliptic integral K.
The limiting behavior of above Eq. (4.14) for q →∞ is given by
I(q →∞) ∝ 1
q
1
4π
(4.16)
The limit of Eq. (4.14) for q → 0 is given by
I(q → 0) =
∫ kf
0
dk
2π
= 2
1
4π
(4.17)
Now the angle integration in the elliptic integral in Eq. (4.15) is done by the Gauss method
with 16 Gauss points from range 0 to π/2, while the integration over k is calculated by
the Gauss method with 16 Gauss points.
4.4 Variational procedure and determination of Σ
We need to extremalize the ΩLW [Σ] (see Eq. (3.77)), with respect to the parameters αi
in the ansatz for Σ. This has to be done for fixed chemical potential.
We follow the following procedure. Select initial parameters αi. The starting value of
the chemical potential is arbitrary; we select it by keeping in mind the particle number
should not be very much different from it’s non-interacting value of about 1
4π
(1± 10−3 ).
Then, the value of ΩLW [Σ] is calculated. Extremalize now ΩLW [Σ] for fixed µ w.r.t. the
parameters αi. This is done with various methods. It turns out that a maximum exist.
Of course after the maximization, the particle number is different from 1 at the maximum
parameter of the ansatz. Call this step one iteration. Next adjust the chemical potential
such that the particle number becomes again about 1± 10−3 and start the maximization
procedure again with the parameters of the end point of the last iteration as starting
points.
Now after the second iteration the particle number should be close to 1 ± 10−3, if not,
adjust the chemical potential from last iteration again and repeat the iterative process
again and again until the particle number is very close to 1.
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The above procedure was done for various density parameters rs. The number of iterations
needed to get particle number 1 depends upon the initial choice of ansatz’s parameters
and the corresponding chemical potential and also of the density parameter rs. For the
higher density system, the maximization procedure is quicker, i.e the number of iterations
is small even for the worst choice of the starting parameters of the ansatz, where as for
low density system the maximization procedure is slow and the number of iterations is
higher than high density system. For example for the low density system (rs → 0) we
need only 4 to 9 iterations (depending upon the starting parameter’s of ansatz) while,
for high density system (rs → 2.06) we would need 10 to 15 iterations for finding the
chemical potential at the maximum parameters.
For maximization the simplex method (ec004f of NAG library), the method of conjugated
gradients and method of steepest descend are used. Since computing the thermodynamic
potential and finding the maximum parameters is such a tedious job, we used parallel
processing on a cluster of based on the distributed memory system. We used 9 CPU’s
of processing speed about 1.2GHz. We repeat our calculation for different density pa-
rameters rs from rs = 0.1 to rs = 7.0. For lower density system (rs > 3.1) where the
correlation energy starts to dominate the kinetic energy, the number of iterations were
increased to find out the maximum parameters. But until rs = 7.0, we didn’t encounter
the problem of a divergence of the iteration procedure. We stress that the iteration here
means adjusting the particle number, not iterating the self-consistency equation. So the
limit of rs = 2.8 seen in the work of [22], that used the iterative method of solving self
consistency equation for the solution is not observed in our LW approach.
Now for this final self energy (for maximum parameter) which we get after maximization,
the thermodynamic potential is an approximation of the true thermodynamic potential.
One particle properties were determined by from this maximal parameters and also the
ground state energy was calculated.
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Figure 4.2: Flow diagram of the computer codes: Shown is the master process with it’s
important internal steps and just one of the slave processes for a fixed value of q
Chapter 5
Results
We shall discuss the ground state energy and single particle properties of electrons in
the homogeneous electron gas. These include effective mass, momentum distribution
function and spectral function for 2DEG. The one-electron properties are obtained from
the calculation of the electron self-energy due to electron-electron interaction.
5.1 Ground state energy
The ground state energy is calculated from the thermodynamic potential. Since we
have already calculated the thermodynamic potential by the Luttinger Ward method
(see Eq. (3.77)), we use the following expression for the ground state energy per particle:
εg =
Eg
N
=
ΩLW
n
+ µ. (5.1)
Here, n is the particle density and the limits T → 0 and N →∞ are implied. ΩLW is the
thermodynamic potential divided by the volume F and given in units of Fermi energy. So
Eq. (5.1) gives the ground state energy per particle scaled by Fermi energy. It is plotted
against density parameter rs (see the definition of rs in chapter 1.1) in Fig. 5.1 for the
ansatz given by Eq. (3.84).
A low density parameter rs (see definition in chapter 1.4) describes a dense system as
metals, the regime where the kinetic energy dominates the interaction energy and the
total ground state energy is positive. For very large rs, the interaction energy dominates
the kinetic energy and the ground state energy becomes positive.
The total ground state energy at rs = 0 should be
1
2
. Unfortunately, due to numerical
reasons, we can not compute the total ground state energy exactly at this limiting case, but
we could compute the total ground state energy at very small values of rs and extrapolate
it to the case rs = 0.
Very accurate calculations in the metallic case are reported by density functional theory
recently, however this method has limitations and fails in the two dimensional case [42]. It
fails for intermediate and large rs because of nonlocal effects. At very large rs, for example
gases, where the interaction part dominates the procedure adopted by [27] and [20] yields
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better results, because for a limited number of particles the Schro¨dinger equation can be
simulated accurately with the help of the Quantum Monte Carlo method. So we need
a method which could be a bridge (may not be exact) between small and large rs and
for the intermediate rs (the regime of semiconductors). The perturbative method is the
only one which one could hope to produce better results in this regime. It was adopted
by [43, 44, 45, 46] and [23]. The latest efforts made by [22] showed that the iterative
solution of the self consistent equation for increasing rs starts to fails at rs = 2.62; but
with the Luttinger Ward variational method we were able to calculate the ground state
energy upto rs = 7.2, so our proposed Luttinger Ward variational method could be a good
candidate for ground state energy calculations for intermediated rs. So we will compare
the ground state energy calculated by the Luttinger Ward variational method to the most
recent available result by [22]. But at last we will summerize all results hierarchically for
ground state energy per particle by different methods.
(a)
-3
-2
-1
0
1
7654321
εg/εf
rs
(b)
Figure 5.1: Ground state energy as a function of rs (a) LW variation method for ansatz
Eq. (3.84) and (b) by [22]
Fig. 5.1a shows the ground state energy calculated by the best choice of the ansatz
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Eq. (3.84). We calculated the ground state energy for the density parameter 7.2 ≥ rs ≥
0.05. The ground state energy was 0.491516 at the smallest density parameter. Fig. 5.1a
shows that the ground state energy extrapolates to 0.5012 as rs approaches 0. The value
of ground state energy at rs = 0 was determined by linear extrapolation of the ground
state energy with rs (The linear extrapolation of the rs ≤ 0.5 was used). This is in good
agreement with 1
2
the analytical value of the ground state energy at rs = 0. The largest
density parameter is rs = 7.2 that has been tried so far for this choice of the ansatz. We
noticed that as one goes for larger density parameter the procedure for the maximization
becomes more and more time consuming and complicated (because a better numerically
accuracy is desirable for accurate potential energy calculation for large density parame-
ter). However we didn’t encounter a problem of finding the maximal parameters so far
till rs = 7.2.
We note that the region near to density parameters rs = 1±0.2 was was numerically very
difficult, because at these density parameters, the potential energy and kinetic energy
are almost equal, so any numerical inaccuracy within this region leads to results with
wrong sign. The demand of a very high numerical accuracy slows down the maximization
procedure.
The calculation in the region of lower values of rs(lower than 0.5) is relatively simple
because the potential energy is weak in this region and the total ground state energy
dominated by the kinetic energy which is relatively easy to calculate computationally.
Fig. 5.1b shows the ground state energy as a function of the density parameter rs, eval-
uated by [22] using iterative method with the Galitski-Migdal formula [47]. The ground
state energy obtained by the Luttinger Ward variational method in Fig. 5.1a is slightly
small but in reasonable agreement with [22] upto rs = 2.62. The Luttinger Ward varia-
tional method is superior since one can go for higher density parameters ( rs ) without
encountering any problem of divergence.
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Figure 5.2: Ground state energy as a function of rs by LW variation method for (a) ansatz
Eq. (3.80) (b) ansatz Eq. (3.81)
Result shown in Fig. 5.2a and Fig. 5.2b are for a different the ansatz one with two different
poles with Fock term (Eq. (3.80)) and with two different poles and without Fock term
(Eq. (3.81)) respectively. Ground state energy obtained for an ansatz Eq. (3.80) is little
positive than [22] but otherwise good enough but we drooped out this choice of ansatz
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because it has divergence at k = kf in the effective mass (see the Appendix B.1).
Ground state energy for ansatz with two different poles and without Fock term(Eq. (3.82))
was also calculated and results obtained from it, are shown in Fig. 5.2b. We calculated for
only three density parameters rs = 0.5, rs = 1.16 and rs = 2.06. We noticed the ground
state energy is much smaller than [22] and the positions of the quasi particle peaks in the
spectral function is also not satisfactory, hence we dropped this choice of the ansatz.
5.1.1 Does it bridge the gap between Metal and Gas...?
Here we will give a brief overview of the systematic development on the progress of cal-
culating the ground state energy and how our approach of applying the Luttinger Ward
variational procedure for 2D Coulomb system for determine the ground state energy could
serve as an important step in this series of this development, which could fulfill the de-
mand of applying a single procedure for determining the ground state energy from metal
to gas (or in other words from very dense system to rare system).
As we stated above we check our results calculated for the Luttinger-Ward variational
method, for total ground state energy for rs very close to 0. They have only a absolute
difference of 0.0085 from the analytical value of the ground state energy at rs = 0. This
clearly indicates that our ground state energy for very low rs should be accurate.
Figure 5.3: variation of exchange energy(in SC RPA) with density parameter, using space
time numerical procedure from [23]
For large density parameters rs, we expect that exchange energy calculated by [20] (shown
in Fig. 5.3) by using the Quantum Monte Carlo method (QMC) should produce better
results since with a nonpertubative method one can handle the strong coupling interaction
better but Quantum Monte Carlo method of simulating Schro¨dinger equation ([20]) is
questionable for the region of small density parameter. The strength of density functional
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theory in the region of small density parameter is unquestionably trustworthy, but it’s
failure in intermediate and higher density parameter is also known, so we still lack the
unified theory which could work in all regions of density parameter. This demand of
unified theory can be fulfilled by dynamical mean theory approach. Results with QMC
method and dynamical mean theory approach with different lower approximations (G0W0,
GW0 ) and with higher approximation GW are summarized in Fig. 5.3 by [23].
Let us summarize the results so far we have for ground state energy in highest GW
approximation. In Fig. 5.3, the [23] could calculate ground state energy upto rs = 4.0 but,
they used the space time numerical procedure for analytic continuation with fixed number
of points, which is itself a crude approximation while, [22] and we did exact analytical
continuation. But [22]’s iterative method in this approximation could work only upto
density parameter rs = 2.62, while with our approach of Luttinger-Ward variational we
could calculate the ground state energy for low density parameters, intermediate density
parameter as well as also for high density parameters.
So as to our knowledge no unique method except the Luttinger-Ward, is available,the
which can be used for low density parameters as well as intermediate density parameters
and probably at high density parameters.
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5.2 Effective mass
The formula for the effective mass can be evaluated for electrons on the Fermi surface of
the metal:
m∗
m
=
1− ∂Σ(kf ,ω)
i∂ω
1 +
∂Σ(kf ,ω)
∂k2
∣∣∣∣∣
k=kf ,ω=0
(5.2)
Since we have the analytical form of Σ(k, iωn) given by ansatz, we can evaluate these
derivatives analytically and just substitute the numerical parameters in the result instead
of taking a numerical derivatives.
The effective masses of electrons on the Fermi surface of the metal may be measured quite
accurately by many types of cyclotron resonance experiments. The effective mass values
for real metals are determined by three major contributions. The first is the electron-
electron interactions, and they make only a small contribution to the mass. The second
is due to band structure, and this is quite variable. The third contribution is due to
electron-phonon interactions, and this is quite sizable. We must defer any comparison
with experiment until this phonon contribution is calculated.
The application of the effective mass theory is in the low-temperature specific heat, or
heat capacity. The free-electron theory of metals predicts that the specific heat of a metal,
at low temperature, is linear in temperature. For an interacting system, the prediction is
that the free-electron mass is replaced by the effective mass at Fermi energy m∗. Thus
the ratio of the linear term in the specific heat at low temperature, is just the ratio of the
effective masses:
Cυ
Cυ0
=
m∗
m
The quantity Cp/Cυ0 is calculated exactly in the same manner as m
∗/m. Again this ratio
is affected by phonon effects.
The early calculation for effective mass in 2DEG was done by [48] and [49] in the Si in-
version layer using a static approximation to the screening, which neglects the frequency
dependence of dielectric function. [50] have calculated the effective mass based on Ran-
dom phase approximation and Hubbard approximation to the dielectric function. They
obtained effective mass slightly larger than experimental values. [51] and [52] has per-
formed calculations on the effective mass employing plasma-pole approximation to the
dielectric function.
We will compare result of effective mass by LW variational method with the effective mass
calculated by most recent result (by [22]) in GW approximation by iterative method and
at the end of this section we will show how the effective mass calculation developed with
development of better approximation( From G0W0 [53] LW approximation).
Fig. 5.4a shows the variation of effective mass with density parameter rs calculated by
our best ansatz given in equation Eq. (3.84) while Fig. 5.4b shows the variation of effec-
tive mass with density parameter rs calculated by [22] by iterative solution of the GW
equation. Both the Figures show the expected behavior, at limiting case rs = 0 the m
∗/m
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should approach 1. As the density parameter increases the interaction becomes stronger
and m∗/m decays. The decay of effective mass in the regime of low density parameter
rs is rapid while it decays slowly in the regime of high density parameter. For example
from rs = 0.05 to rs = 1.0 the value of m
∗/m decayed by 0.475 while from rs = 1.0 to
rs = 4.2 the value of m
∗/m decays only by 0.06 and afterwards rs = 4.2 the decay is even
slower. Fig. 5.5 shows the variation of effective mass with density parameter calculated by
ansatz as given in equation Eq. (3.82). This Fig. 5.5 also shows the effective mass m∗/m
is always less than 1. For ansatz as given in equation Eq. (3.80), we couldn’t calculate
the effective mass because it diverges at k = kf (see Appendix B.1).
(a)
 0  1  2  3  4  5  6  7
m∗/m
rs
1.
1.1
0.8
0.9
(b)
Figure 5.4: Effective mass as a function of rs in GW approximation (a) by LW variation
method for ansatz Eq. (3.84) and (b) by iterative method [22]
5.2.1 Hierarchal comparison of effective mass
The motivation for calculating the accurate effective mass is already discussed in chap-
ter 1.1. Here we will give a brief overview showing you the systematic progress so far done
for calculation of the effective mass. We will also show, how the Luttinger Ward varia-
tional procedure is a step further in this development because of it’s ability to calculate
the effective mass even for very large density parameter (rs) . It also seems to be more
accurate than previous approaches by [53] and [22] in lower regime of density parameter
rs.
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Figure 5.5: Effective mass as a function of rs in GW approximation by LW variation
method for ansatz Eq. (3.81)
The upper curve of Fig. 5.6a shows the effective mass calculated by [53] in G0W0 ap-
proximation. Fig. 5.4b shows the effective mass calculated by [22] by iteration in GW
approximation. Fig. 5.4a shows the effective mass calculated by LW variational method
in GW approximation.
It is clear from the Fig. 5.6a, that the effective mass calculated by [53] using the G0W0
approximation yields effective mass less than 1 in between rs = 0→ 0.5 which is very dense
system, but m∗/m becomes more than 1 from and beyond rs ≥ 0.5. Recently [54] also
reported that they calculated density dependent T = 0 Fermi liquid quasi particle effective
mass renormalization in two dimensional electron system in random phase approximation
( shown in Fig. 5.6). They calculate the off-shell definition of the effective mass calculated
from the G0W approximation solved by the iterative procedure. It was also claimed by
[54] that they also found theoretically, the effective mass also more than 1 for any density
and even it diverges at rs = 16.2. It was claimed by [54] they studied the same system
whose effective mass was measured experimentally be [55] and which the also diverges at
rs = 10→ 17.
Figure 5.6: Effective mass calculated in a non self-consistent approximation (G0W0) by
(a)[53] (b) [54]
Please notice that above theoretical results are produced by non self-consistent approach
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(G0W0 approximation) and we are working with self-consistent approximation and we
haven’t reached yet till that density (rs = 16.2).
It is evident from the the Eq. (5.2) that the value of effective mass larger or smaller
than 1 depends upon the sign and size of the derivative of Σ(k, iωn), which is a matter of
accurate calculation of interaction term. It is widely accepted that for a strongly correlated
electronic system for rs ≥ 1, the usual Feynman-Dyson diagrammatic perturbation theory
fails but the theory based on dynamical mean field calculation (GW approximation)
works. In weakly coupling limit rs ≪ 1, the expansion of the self-energy (as well as the
polarizability which we indicate in chapter 3.3.3 by Π00 ) in infinite series of ring or bubble
diagram (so called random-phase approximation) in G0W0 approximation can be exact,
because of of the long-range nature of Coulomb interaction. Thus the result of [53] for
effective mass can be accepted in this range of density.
Since the results produced by [53] and [54] are based on the the first approximation of
dynamical mean field calculation which is known as G0W0, one may draw the conclusion
from above that G0W0 approximation is inadequate to handle the interaction between
the quasi-particles of a rarer system. That could also be the reason of the divergence at
rs = 16.2.
The results shown in Fig. 5.4a and Fig. 5.4b prove that the interaction is better taking
into account by using the higher GW approximation. That could be the reason why the
results obtained by [22] by using the higher GW approximation shows the effective mass
is less than 1 at rs ≥ 0.5, where as [53] and [54] shows effective mass greater then 1 at
the same density parameter.
Nevertheless the iterative method fails to converge for higher rs, but it accounts for the
interaction term efficiently. This inadequacy in GW approximation was remedied by LW
variational method which solidifies our claim of supremacy of the LW variational method,
since it is able to give the effective mass for density parameter upto rs = 7.62.
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5.3 Momentum distribution function for 2DEG
We calculate for T ⇒ 0 the momentum distribution n(k) from the partial fraction repre-
sentation for Green’s function:
n(k) =
T
F
∑
iωn
G(k, iωn)e
iωn0 (5.3)
Using the partial fraction decomposition of the Green’s function Eq. (3.19) we can rewrite
Eq. (5.3) as,
n(k) = − 1
2πi
3∑
j=1
zj ln[iw] + c.c.
= −1
π
3∑
j=1
ℑ[zj ln[iwj ] (5.4)
The logarithm is taken at its principle value. The physical significance of the momentum
distribution function is discussed in detail in next chapter. For various choices of the
ansatz the self energies of electrons are calculated and the momentum distribution is
plotted.
Fig. 5.7a shows the momentum distribution function for an ansatz Eq. (3.84) by LW
variational method at density factor rs = 2.. Fig. 5.7b shows the momentum distribution
function calculated by [22] by GW approximation at density factor rs = 2 and compared
with Fig. 5.7b. We can see that the dependence n(k) has an expected shape for a normal
(Landau-type) Fermi fluid at T = 0 with a discontinuity at the Fermi momentum k = kf
and smooth dependence elsewhere. It is important to notice that we notice discontinuity
of order 0.82 for rs = 2. which is bit larger than observed by [22] in Fig. 5.7b.
The momentum distribution function get changed at smaller value of rs. The larger dis-
continuity can be interpreted as the LW variation procedure or using diagram analysis
with full Green’s functions better taking into account electron corelation, which causes
more complete screening or in other words causes smaller effective interaction. Fig. 5.7c
which shows the momentum distribution function for an ansatz Eq. (3.84) by LW varia-
tional method at density factor rs = 0.5 reflects that screening near the region of metals
is rather strong while it gets weaker and weaker if one approaches to the region of large rs
and after a certain value of rs the change in discontinuity is very small, could only mean
that with our method we could took care better the electron interaction.
The Fermi momentum kf is completely defined by position of discontinuity in n(k). At
the same time, it is an exact statement of the Landau Fermi liquid theory that for the
correct value of µ:
2
∫
n(k)
d2k
(2π)2
=
(kf)
2
2π
=
1
2π
(5.5)
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Figure 5.7: Momentum distribution function as a function of k/kf in GW approximation
for rs = 2.0 (a) LW variation method for ansatz Eq. (3.84) and (b) by iterative method
from [22]
We adjusted the chemical potential µ such that Eq. (5.5) is fulfilled within error less
than 0.0352% at least for small rs = 0.5 where our approximation is best suited with
experimental results.
The momentum distribution function for ansatz which are given by Eq. (3.80) in LW vari-
ational method is shown in Fig. 5.9a at density factors rs = 1.16. But as it is explained in
connection with effective mass, this ansatz had to be excluded because m∗ = 0. Where as
Fig. 5.9b hows omentum distribution function for as a function of k/kf by LW variational
method for ansatz Eq. (3.81) for rs = 0.6.
It is reflected in the momentum distribution function (Fig. 5.9b) for ansatz (Eq. (3.81))
that it was not a good choice as it we was shown earlier that ground state energy for this
choice was too low, so we realized that necessity of the modified Fock term. On the other
hand, ansatz Eq. (3.80) gives a very reasonable result: nF (k) is 1 for k ≪ kf , 0 for k ≫ kf
and at k = kf with a jump of 0.81 for rs = 2.0.
5.3.1 Hierarchal comparison of Momentum distribution func-
tion
The momentum distribution function of electrons n(k) for rs = 2. calculated by LW
variational method is compared with non self-consistent RPA or G0W0 and GW approx-
imation in Fig. 5.10. The LW variational method predicts a larger discontinuity not
only then the G0W0 approximation (shown in Fig. 5.10a ) but also a little more than the
iteration solution of the GW approximation. Hence we can claim that the larger discon-
tinuity with the LW variation procedure (or by using diagram analysis with full Green’s
functions) means better taking into account electron correlations than G0W0 and GW
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Figure 5.8: momentum distribution function as a function of k/kf in GW approximation
for rs = 0.5 by LW variational method Eq. (3.84)
a)  0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.5  1  1.5  2
n(k)
k
kf
2DLW
b)  0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.5  1  1.5  2
n(k)
k
kf
2DLW
Figure 5.9: Momentum distribution function as a function of k/kf in GW approximation
by LW variational method (a) for ansatz Eq. (3.80) for rs = 1.16 (b)for ansatz Eq. (3.81)
for rs = 0.6
approximations which causes more complete screening or in other words causes smaller
effective interaction than G0W0 and GW approximations.
As we stated above that we could employ the LW variational method for even larger
density parameters. To show how discontinuity in momentum distribution function varies
with density parameter rs we would introduce another quantity ”renormalization con-
stant” Z that can be generally be expressed in the terms of the retarded self energy
as:
Z =
[
1− ∂ReΣ(kf , iω)
i∂ω
]−1∣∣∣∣∣
iω=0
=
1
1 + s0
(5.6)
Our numerically computed dependence of discontinuity in momentum distribution func-
tion (jump) at k = kf as a function of rs is shown Fig. 5.11b for the best choice of ansatz
( Eq. (3.84)). The most general conclusion that one can draw from Fig. 5.11 that increase
in value of Z by using self consistent RPA by [22] and further increase in value of Z by
using diagram analysis with full Green’s function(our method), that it makes an electron
behave more like noninteracting quasi particle in ”2D” system. The same conclusion one
can draw from higher values of effective mass calculated by LW method from Fig. 5.6.
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Figure 5.10: Momentum distribution function as a function of k/kf (a) in G0W0 ap-
proximation by [53] (b) in GW approximation with iterative method by [22] (c) in GW
approximation with LW (Luttinger-Ward) variation approach
So the interaction screening is stronger in LW method then in SC RPA [22] than in non
self consistent RPA ( or G0W0 approximation).
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Figure 5.11: Renormalization constant as a function of rs (a) in G0W0 approximation
and GW approximation by [22]; (b) in GW approximation with LW (Luttinger-Ward)
variation approach
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5.4 Spectral function for 2DEG
Detailed one particle properties are continued in spectral function. It is the imaginary
part of the retarded Green’s function multiplied by -2; for example,
A(k, ω) = −2ℑG(k, iω → ω + i0) (5.7)
where G(k, iωn → ω + i0) is given by:
G(k, iω → ω + i0) =
∑
m
|〈0 |ck|m〉|2 1
ω + E0 −Em + i0 + (ω + i0→ −ω − i0) (5.8)
The spectral functions for the electron is then
A(k, ω) = 2π
∑
m
|〈0 |ck|m〉|2 δ(ω + En −Em) (5.9)
for ω ≥ 0.
This quantity is absolutely positive for all values of the variables k,ω since the right-hand
side of this equation contains only positive factors:
A(k, ω) ≥ 0
The positiveness is an important feature, since we shall interpret A(k, ω) as a probability
function. One can show, however, that they are always plus for ω > 0 and always minus
for ω < 0.
Another important feature of the electron spectral function is obtained by integrating
over all frequencies:
1 =
∫ ∞
−∞
dω
2π
A(k, ω) (5.10)
The important theorem, actually a sum rule, is proved by integrating the representation
(for finite temperature)∫ ∞
−∞
dω
2π
A(k, ω) = eβΩ
∑
n,m
|〈n |ck|m〉|2 (e−βEn + e−βEm) (5.11)
This expression can be simplified by eliminating the summations over the states n and
m. First one relabels n and m in the second term:
∫ ∞
−∞
dω
2π
A(k, ω) = eβΩ
∑
n
e−βEn
〈
n
∣∣(ckc+k + c+k ck)∣∣n〉 (5.12)
Then, the anti-commuter in brackets yields unity, so that we obtain the proof:∫ ∞
−∞
dω
2π
A(k, ω) = eβΩTr(e−βK) = 1 (5.13)
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The spectral function may be obtained for a free electron or an unperturbed one.
The Green’s function is
G(0)(k, iω → ω + i0) = 1
ω − ǫ0k + i0
(5.14)
The spectral function for the noninteracting Green’s function is
A(0)(k, ω) = −2ℑG(0)(k, iω → ω + i0) = 2πδ(ω − ǫ0k) (5.15)
It is just a delta function. The spectral function A(k, ω) is interpreted as a probability
function. It is the probability that an electron has momentum k and energy ω. For a free,
or noninteracting, particle we have that ω = ǫ0k so the probability distribution is a delta
function. Here there is only one value ω for each ǫk and vice versa. For a fixed value of k,
a plot of the spectral function vs. ω is a sharp delta function at ω = ǫk. When we compute
A(k, ω) for interacting systems, we typically find the broad distribution. There is a band
of ω values for each k, which is not surprising. When the electron scatters, it has a finite
mean free path, and there is some uncertainty in its momentum or energy or both. Thus
we must treat k and ω as separate variables and sum over them both when evaluating
physical quantities. The spectral function A(k, ω) appears in these summations and gives
the proper probability weighing between these variables.
Fig. 5.12a shows the spectral function plotted against frequency for different values of
momentum and density factor rs for an ansatz Eq. (3.84) by LW variational method.
We obtained an expected shape for spectral function for a normal Fermi fluid. It has a
sharp peak. The spectral is always positive for every k and ω . Positiveness is important
feature, since we interpret A(k, ω) as probability function. it is a probability that a
particle of momentum k has the energy ω hence it can not attain negative value. The
quasiparticle is only true near the Fermi surface, so we studied quasiparticle behavior near
to the Fermi surface ( k = 0.6kf ). Since we expect that for quasiparticle anywhere below
the Fermi surface the there would be enough unoccupied electron states so there would
expect the scattering of electron and hence we expect the finite lifetime, and in this case
we expect uncertainty in it’s k and ω so there is a band of ω for every k. In other words
the spectral function should has some width. Our numerical results, shown in Fig. 5.12a,
is a proof of our above mentioned statement.
Fig. 5.12b shows the spectral function plotted against frequency for different values of
momentum and density factor rs by [22] by using iterative procedure in GW approxima-
tion. We plotted the spectral function for different density factors rs = 2.06 rs = 1.16 and
rs = 0.45 and we found that though the position of quasiparticle peaks didn’t change sig-
nificantly but also didn’t remain unchanged as was found by [22]. Though this universal
behavior has not been yet understood analytically, but it is very pronounced: the curves
in Fig. 5.12a corresponding to same k/kf roughly coincide for different values of rs. It
means that for different densities despite the fact that the corresponding values of Fermi
energy εf ∝ r2s differ by a large factor. We only can say that the spectral function is itself
very small so universality in the result of [22] could be due to numerical inaccuracy and
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Figure 5.12: Spectral function as function of frequency for momentum k = 0.6kf (a) in
GW approximation with LW variation method for ansatz Eq. (3.84)(b) by [22] in GW
approximation with iterative method
results shown in Fig. 5.12a have been obtained with a better numerical accuracy that’s
why the a little difference is visible in position of quasiparticle peaks. Another feature one
may notice in spectral function obtained by LW variation method , that spectral function
is very sharp in Fig. 5.12a. A very sharp spectral function shows the weak interaction
between the quasi-particles. Hence it is proof of the better consideration of interactions
in our approximation.
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Figure 5.13: Spectral function as function of frequency for momentum k = kf (a) in
GW approximation with LW variation method for ansatz Eq. (3.84) (b) by [22] in GW
approximation with iterative method
Fig. 5.13a shows the spectral function as function of frequency for different density factors
at momentum k = kf As we know that usually the retarded self energy is complex , but
at k = kf it’s complex part vanish so it become real, it means at Fermi-energy have no
unoccupied electron state where they might scattered so we expect a delta function at
this position hence the mean free path hence the life time is infinite at this point. In
the light of above statement the results shown in Fig. 5.13a proves the accuracy our our
approach. ( On Y-axis the curve for spectral function is invisible, since it exactly lies on
Y-axis and has no width.)
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Figure 5.14: Spectral function as function of frequency for momentum k = 1.4kf (a) in
GW approximation with LW variation method for ansatz Eq. (3.84) (b) by [22] in GW
approximation with iterative method
Fig. 5.14a shows the spectral function as function of frequency for different density factors
at momentum k = 1.4kf . We expect that the quasiparticle behavior above the Fermi
surface is the same as below the Fermi surface. It means there should be unoccupied
electron states slightly above the Fermi surface so there one would expect the scattering
of electron and hence the finite lifetime, and we expect uncertainty in it’s k and ω so
there is a band of ω for every momentum above slightly above the Fermi surface and the
spectral function should has some width. Momentum k = 1.4kf is in-fact bit far above
from Fermi surface but the Fig. 5.14b shows that the quasiparticle picture is still true for
this momentum and the position of quasi particle peak is the same as was obtained by [22]
(see Fig. 5.13 and Fig. 5.14). We expect the quasiparticle behavior should be true only in
the region of Gas but not in Wigner Crystal. So we expect that the quasiparticle picture
should deformed as one goes far away from Fermi surface. and far very large density
parameter(rs) we shouldn’t get any spectral function. But due to slow convergence (due
to fact that one need a very high numerical accuracy for very large density parameters)
we could get the critical value of rs where 2BEG transformed in Wigner crystal.
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Figure 5.15: a) Spectral function as function of frequency for different momentum for
ansatz Eq. (3.80)
Fig. 5.15 shows the spectral function as function of frequency for different density factors
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at different momentum for ansatz Eq. (3.80). As one can see that the shape of the spectral
function obtained by ansatz Eq. (3.80) was well on expectation, but the quasiparticle peak
position was not acceptable. It proves that our choice on ansatz was partially right but
not accurate enough to yield the desired results. Fig. 5.16 shows the spectral function
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Figure 5.16: a) Spectral function as function of frequency for different momentum for
ansatz Eq. (3.81)
as function of frequency for different density factors at different momentum for ansatz
Eq. (3.82). The spectral function for this choice of ansatz was also not comparable with
[22] so we dropped this choice of ansatz.
5.4.1 Hierarchal comparison of Spectral function
The spectral function calculated in different approximations are shown in Fig. 5.17. The
spectral function obtained with the lowest approximation of the dynamical mean field
theory approach (G0W0) by [56] is shown in Fig. 5.17a. The Fig. 5.17b shows the spectral
function obtained in next higher approximation GW0 by [46]. The Fig. 5.17c shows the
spectral function obtained in GW approximation (solving self-consistency equation itera-
tively)by [22] which is one step ahead of GW0 approximation and at last Fig. 5.17d shows
the spectral function obtained in GWapproximation by using LW variational method.
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Figure 5.17: (a) For G0W0 approximation (b) For G0W approximation (c) For GW ap-
proximation but with iterative method (d) For GW approximation with LW (Luttinger-
Ward) variation approach
Chapter 6
Outlook
In this work, we have studied the 2D Coulomb problem. We used the Luttinger-Ward
variational principle to determine the self-energy Σ in ring approximation. This approx-
imation is particle conserving and corresponds to the GW approximation. The use of
an ansatz for Σ enables us to perform the frequency sums (integrals as T → 0) analyt-
ically. Compared to the usual procedure of iterating the self consistency equation with
free Green’s function as starting points, the present approach is superior. It works for
higher density parameter rs (low density) where the iteration already fails to converge
[22]. The motivation of the present work is the quantum Hall system at filling factor 1/2.
The Luttinger-Ward procedure is a rather powerful method in particular if combined with
an analytical ansatz for Σ. The computation performed here for 2DEG has to be seen
as a first step: There, the experiment shows the features of a free Fermion system that
is interpreted as a system of Composite Fermions. If one studies the self energy of the
Composite Fermions in an conserved approximation that corresponds to the ring approxi-
mation, one encounters a self consistency equation analogously to Eq. (2.21) studied in the
present work. However, an iterative solution of this equation meets with a complication:
Instead of the polarization part Π00, in the case of the Composite Fermion there appears
the longitudinal polarization part ΠLL that has an additional factor (2k+ q)
2 under the
k integral. This integral converges only after the frequency integral is performed. It is
highly difficult to reproduce this numerically.
Here, the Luttinger-Ward variational approach applied to the 2D Coulomb problem in the
present work looks promising. One needs to formulate the LW thermodynamic potential
and then one can extramalize that with an ansatz for the self-energy Σ. In this way,
one can determine the one-particle properties of the Composite Fermions in a conserving
theory. This should be a way of clarifying the nature of these quasi-particle properties.
Another possibilty to generalize the present work is the study of two-particle properties.
In order to derive expressions in a conserved approximation for higher correlation function,
one can apply the Baym Kadanoff procedure. For the 2D Coulomb problem, in the ring
approximation for the LW thermodynamic potential, that already leads to a formidable
integral equation that has to be studied numerically.
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Appendix A
Details of Π00
A.1 Details of polarization part Π00
A.1.1 Polarization at T = 0
Here we calculate Π00(q, iωn) for the non-interacting case. We have
Π00(q, iωn)⇒
∫
d2k
(2π)2
{
Θ
(
1−
(
k− q
2
)2) eiΩn0
iΩn − 2kq + c.c.
}
(A.1)
Putting q = q(1, 0) and k = (x, y) in Eq. (A.1), we get:
Π00(q, iωn) ⇒
∫
dx dy
(2π)2
{
Θ
(
1− y2 − (x− q
2
) eiΩn0
iΩn − 2qx + c.c.
}
=
∫ 1
1
dx
2π2
√
1− x2 e
iΩn0
iΩn − q2 − 2qx + c.c.
=
1
4π
eiΩn0
1
q

q2 − iΩn2q −
√(
q
2
− iΩn
2q
)2
− 1

+ c.c. (A.2)
Putting Ωn = 0 in Eq. (A.2), we get the Eq. (4.1) for Π˜00(q, iΩn) in the main text which
is
Π˜00(q, iΩn) = − 1
8π

1−
√(
1 +
iΩn
q2
)2
− 4
q2
+ c.c

 (A.3)
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A.1.2 Sum rule for Π00
Starting from Eq. (3.65), it is easy to see that:∫
dΩn
2π
Π00(q, iΩn) =
∫
d2k
(2π)2
nF (k)nF (|k+ q|). (A.4)
On the other hand, we can use the spectral function representation:
1
iωn − ǫ(k)− Σ(k, iωn) =
∫
dz
2π
a(k, z)
iωn − z . (A.5)
Where a(k, z) is the spectral density and get,∫
dΩn
2π
Π˜00(q, iΩn) =
∫
d2k
(2π)2
∫
dz
∫
dz′a(k, z)a(|k + q|, z′){
Θ(−z)1
2
sgn(z − z′)−Θ(−z′)1
2
sgn(z − z′)
}
=
1
2
∫
d2k
(2π)2
∫
dz
∫
dz′a(k, z)a(|k+ q|, z′)
{Θ(z)Θ(−z′) + Θ(−z)Θ(−z′)}
=
1
2
∫
d2k
(2π)2
{(1− nF (k))nF (|k+ q|) + nF (k)(1− nF (|k+ q|))}
= −
∫
d2k
(2π)2
nF (k)(1− nF (|k+ q|)) (A.6)
Thus, comparison of Eq. (A.4) with Eq. (A.6) confirms Π00 and Π˜00 are two different
functions. The sum rule can be used to check the numerical evaluation of Π˜00.
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A.1.3 Asymptotic expansion of w
Now we will study the asymptotic expansion of w’s for very large k.
Recall the cubic equation
w2 − 3t1w2 + 3t2w − t3 = 0 (A.7)
for 3t1 →∞
w1 = t1 +
3
√
−q +
√
q2 + p3 +
3
√
−q −
√
q2 + p3 (A.8)
−p = t21 − t2
−q = t31 −
3
2
t1t2 +
1
2
t3 (A.9)
since
t1 = λ→∞
t2 = aλ + b
t3 = cλ+ d (A.10)
We consider that a = u1 + u2 , c = 3u1u2 and b = u1 − u2 and d = −3u1u2. ( here
u1,2 = a(k) + g1,2).
So we get;
q2 + p3 = λ3
3
√
1− 3a
λ
+
c− 3b+ 9/4a2
λ2
+
2d− 3a(c− 3b)
λ3
3
√
−1 + 3a
λ
+
3b
λ2
− 3
(
a
λ
+
b
λ
)2
− a
3
λ3
+O (λ−4)
= λ2
3
√
c− 3
4
a2 +
1
λ
(2d− 3ac+ 9ab− 6ab− a3) +O (λ−2)
= λ2

√c− 3
4
a2 +
1√
c− 3
4
a2
1
λ
(
2d− 3ac + 3ab− a3)+O (λ−2)

 .(A.11)
since
−q +
√
q2 + p3 = λ3
(
1− 3
2
(
a
λ
+
b
λ2
)
+
1
2
(
c
λ2
+
d
λ3
)
±1
λ
√
c− 3
4
a2 ± 1
2λ2
2d− 3ac + 3ab− a3√
c− 3
4
a2
+O (λ−3)

 (A.12)
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(1 + x)
1
3 = 1 +
1
3
x− 1
9
x2 +O (x3) (A.13)
w1 = λ+ λ

2 + −a
λ
+
−b + 1
3
c
λ2
− 1
9

−3
2
a
λ
+
√
c− 3
2
a2
λ


2
−1
9

−3
2
a
λ
−
√
c− 3
2
a2
λ


2
O (λ−3)


= 3t1 − (u1 + u2) + 1
3t1
(
ΣFock(k) + s(k)(u1A1 + u2A2)− ΣFock(k) u1u2b
u1A1 + u2A2
)
+O (t−21 )
= ǫ(k) + ΣFock(k) +
1
ǫ(k)
(
ΣFock(k) + s(k)(u1A1 + u2A2)−
ΣFock(k)
u1u2b
u1A1 + u2A2
)
+O (−ǫ(k)−2)
Hence
ℑw1 = − 1
ǫ(k)
ΣFock(k)ℑ u1u2b
u1A1 + u2A2
+O (−ǫ(k)−2) (A.14)
or
w′1,2,3 = O
(
E−2
)
(A.15)
The above results is used in Eq. (4.11).
Appendix B
Sigularity in Σ
B.1 Singularity in the Fock term
Consider
I(k) =
∫
d2k′
1
|k− k′| nF (k
′) (B.1)
then
∂I(k)
∂k
∣∣∣∣
k=kf
= −
∫ ∞
0
dk′k′
∫ π
−π
dα
1− k′ cosα
(1 + k′2 − 2k′ cosα)3/2 nF (k
′) (B.2)
The main contribution to the integral comes from the region k′ = 1, α = 0. Now after
substituting k′ = 1 + x in Eq. (B.2), we get:
∂I(k)
∂k
∣∣∣∣
k=kf
∼
∫ ǫ
−ǫ
dx
∫ ǫ′
−ǫ′
dα
−x
(x2 + α2)3/2
nF (1 + x) (B.3)
where ǫ→ 0 and ǫ′ → 0. Eq. (B.3) can be written as:
∂I(k)
∂k
∣∣∣∣
k=kf
∼
∫ 0
−ǫ
dx
∫ ǫ′
−ǫ′
dα
−x
(x2 + α2)3/2
nF (1− 0)
−
∫ ǫ
0
dx
∫ ǫ′
−ǫ′
dα
−x
(x2 + α2)3/2
nF (1 + 0) (B.4)
The integrand diverges logerthemically and we finally get
∂I(k)
∂k
∣∣∣∣
k=kf
∼ {nF (1− 0)− nF (1 + 0)} . ∝ ln
(
1
ǫ
,
1
ǫ′
)
(B.5)
So for any momentum distribution with a jump at k = kf , we get a diverging contribution
to 1
m∗
from the Fockterm. Ofcourse, the Fockterm is rigorously present in the self-energy
only for ωn → ∞. Here we must need the self-energy for ωn = 0. Nevertheless, this
divergence limits us in the choice of the ansatz, if we want to describe finite effective mass
m∗.
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Appendix C
Thermodynamic potential ΩLW for
different ansatz
C.1 Ansatz with two different poles without Fock
term
Another choice of an ansatz we tried was ”ansatz without Fock term”. The ansatz infact
is the same as in Eq. (3.3), except the s(k) is given by:
s(k) = s0
1 + α(k2f − d2)2
1 + α(k2 − d2)2 (C.1)
Hence the ansatz is given by:
Σ(k, iωn) = Σ
twopoles(k, iωn) (C.2)
The cubic equation Eq. (3.19) for such an ansatz will be also be the same but, the definition
of t1, t2 and t3, which are given by Eq. (3.23),Eq. (3.24) and Eq. (3.25) respectively, will
carry this definition of E:
E = k2 − µ. (C.3)
C.1.1 Thermodynamic potential in ring approximation (ΩLW)
In this part we will evaluate the thermodynamic potential in ring approximation for such
an ansatz Eq. (C.2).
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Like the Eq. (3.61) the Ω
(0)
LW [G] in this case is given by:
Ω
(0)
LW [G] =
1
F
∑
k
1
2πi
[
w1 ln[iw1] + w2 ln[iw2] + w3 ln[iw3]
−ǫ(0)(k) ln[iǫ(0)(k)]− u1 ln[iu1]− u2 ln[iu2]
]
+ c.c.
− 1
2F
∑
k
(µ− 1) (C.4)
and Tr {GΣ} is given by
Tr {GΣ} = 2
F
∑
k
3∑
j=1
zj
1
π
ℑ
{
u21(u2 − a(k))
wj − u1
s(k)
u2 − u1 ln
wj
u1
+ u1 ↔ u2
}
(C.5)
hence ultimately the equation for ΩLW [Σ] is given by
ΩLW [Σ] = − 2
F
∑
k
{
1
2π
[
3∑
j=1
(−iwj) ln(iwj) + (iǫ(0)(k)) ln(iǫ(0)(k))
+
2∑
l=1
(iul) ln(iul) + c.c.
]
− 1
2
(µ− 1)− 1
4π
+
1
2π
3∑
i=1
ℑ
{
zi
u21(u2 − a(k))
wi − u1
s(k)
u2 − u1 ln
wi
u1
↔ 2
}}
+
1
2
T
F
∑
q,Ωn
ln
[
1− 2V (Coul)Π˜00(q, iΩn)
]
+ 2V (Coul)(q)Π˜00(q, iΩn) (C.6)
In this choice of the ansatz we introduced one more variational parameter d. Hence
number of vartional parameters in this case is 6. Though this choice of the ansatz we
could get a finite effective mass as:
m
m∗
= (1 + 4ms0b
α(k2f − d2)
(1 + α(k2f − d2)2)
)(1 + s0)
−1 (C.7)
but this ansatz failed to produce other desired results (look chapter 5).
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C.2 Ansatz with two different poles with screened
Fock term
We finally succsced with this choice of ansatz. One part of the ansatz remains the same
as Eq. (3.82) but we introduced the modified Fock term, which was given by
ΣFm(k) =
[
1
F
∑
k′
2πe2√
(k − k′)2 + κ2Θ(k
2
f − k′2)− (k = kf)
]
f (C.8)
Hence new ansatz looks as:
Σ(k, iωn) = Σ
twopoles(k, iωn) + Σ
Fm(k) (C.9)
where Σtwopoles(k, iωn) is given by Eq. (C.2). After the integration w.r.t.ǫ we get
Σ(k, iωn) = s(k)
[ 1
iωn − (a(k)− ig1)g2
(a(k)− ig1)2
g2 − g1 + (1↔ 2)
]
+ΣFm(k) (C.10)
Please keep in mind that here s(k) is given Eq. (C.1). In present form of the ansatz we
have two more variational parameter κ and f . Here parameter f decides the strength of
the Fock part of the ansatz. We worked with fixed κ. To simplify the formulation we
introduced u1,2 = a(k)− ig1,2 and A1,2 = ∓u1,2 g1,2g1−g2 . This ansatz also leads to perturbed
Green’s function expressed as partial fraction decomposition:
G(k, iωn) = [iωn − E − Σ(k, iωn)]−1
=


3∑
j=1
zj
iωn − wj for ωn > 0
3∑
j=1
z∗j
iωn − w∗j
for ωn < 0
(C.11)
here E is given by
E = k2 + ΣFm(k)− µ (C.12)
and wj are solutions of following equation:
(w − E)(w − u1)(w − u2)− s(k) [u1A1(w − u2) + u2A2(w − u1)] = 0 (C.13)
As Eq. (3.25) the t1, t2, t3 are given as:
t1 = E + u1 + u2 (C.14)
t2 = u1u2 + E [u1 + u2]− s
[
a2 + g1g2
]
(C.15)
t3 = −Eu1u2 + s(k)u1u2a (C.16)
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C.2.1 Thermodynamic potential in ring approximation (ΩLW)
The unperturbed part is given as:
Ω
(0)
LW [G] = −
T
F
∑
k
∑
ωn
[
ln(1− Σ
Fm(k) + Σtwopoles(k, iωn)
iωn − (k2 − µ)
]
=
T
F
∑
k
∑
ωn
[
ln(1− Σ
Fm(k) + Σtwopoles(k, iωn)
iωn − (k2 − µ) +
ΣFm(k)
iωn − (k2 − µ)
]
− Σ
Fm(k)
iωn − (k2 − µ)e
iωn0+ (C.17)
Introducing the partial fraction decomposition and performing the ωn integration we get:
Ω
(0)
LW [G] = −
1
F
∑
k
∫ ∞
0
dωn
2π
[
ln(
(iωn − w1)(iωn − w2)(iωn − w3)
(iωn − (k2 − µ))(iωn − u1)(iωn − u2) + c.c
]
−ΣFm(k)Θ(k2 − µ) (C.18)
= − 1
F
∑
k
1
2π
[−iw1 ln(iw1)− iw2 ln(iw2)− iw3 ln(iw3)
+i(k2 − µ) ln(i(k2 − µ)) + iu1 ln(iu1) + iu2 ln(iu2)
+iΣFm(k) ln(ΣFm(k)) + iΣFm(k) + c.c
]− ΣFm(k)Θ(−k2 + µ) (C.19)
The Product part is easy and is given as:
Tr {GΣ} = −T
F
∑
k,ωn
G(k, iωn)
[
ΣFm(k) + Σtwopoles
]
(C.20)
After simplification as we did before in section 3.3.3 we get
Tr {GΣ} = − 1
F
∑
k
ΣFm(k)
[
nF (k)−Θ(−k2 + µ)
]−∑
k
1
π
3∑
i=1
ℑ
({
zi
u21(u2 − a(k))
wi − u1 ln
[−wi]
[−u1]
− u
2
2(u1 − a(k))
wi − u2 ln
[−wi]
[−u2]
}
s(k)
u2 − u1
)
(C.21)
Since Ω
(ring)
LW [G] will be unchanged for the new ansatz, so ultimately for ansatz given by
the Eq. (3.84), the thermodynamic potential in ring approximation is given by
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ΩLW [Σ] = − 1
F
∑
k
[w1 ln(iw1) + w2 ln(iw2) + w3 ln(iw3)
−ΣFm(k) ln(i(k2 − µ))− iu1 ln(iu1)− iu2 ln(iu2)
]
+(ΣFm(k)− ǫ(k)) (nF (k2)−Θ(−ǫ(k)))
+
1
π
3∑
i=1
ℑ
{
zi
u21(u2 − a(k))
wi − u1 ln
wi
u1
− ziu
2
2(u1 − a(k))
wi − u2 ln
wi
u2
}
s(k)
u2 − u1
+
1
2
T
F
∑
q,Ωn
ln
[
1− 2V (Coul)Π˜00(q, iΩn)
]
+2V (Coul)(q)Π˜00(q, iΩn). (C.22)
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