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Abstract
We study dynamical symmetry breaking on a cylinder in external magnetic field parallel to the axis of cylinder when magnetic
field affects the dynamics of fermions only through the Aharonov–Bohm phase. We find that unlike other previously studied
cases magnetic field in our case counteracts the generation of dynamical fermion mass which decreases with magnetic field.
There exists also a purely kinematical contribution to the fermion gap which grows linearly with magnetic field. Remarkably,
we find that the total fermion gap, which includes both the dynamical and kinematical contributions, always increases with
magnetic field irrespectively the values of coupling constant and the radius of cylinder. Thus, although the dynamical mass is
suppressed, external magnetic field does enhance the total fermion gap in the spectrum.
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It is well known that external magnetic field is a
strong catalyst of dynamical symmetry breaking lead-
ing to the generation of dynamical fermion mass even
at the weakest attractive interaction between fermi-
ons [1] (for earlier consideration of dynamical sym-
metry breaking in a magnetic field, see [2,3]). The ap-
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Open access under CC BY license.plications of this effect were considered in condensed
matter and cosmology (for reviews see [4]). Recently,
the idea of magnetic catalysis was used for expla-
nation of the experimentally observed magnetic field
driven metal-dielectric phase transition in pyrolytic
graphite [5].
As well known, carbon nanotubes (see, e.g., [6]) are
essentially graphite sheets wrapped on a cylinder. Ex-
perimentally produced carbon nanotubes have small
radii and their long wave length excitations are ade-
quately described by a (1 + 1)-dimensional effective
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space because only the lowest mode for fermions on
the circle is retained. Nonetheless, the cylinder geom-
etry of carbon nanotubes presents an interesting setup
from the viewpoint of dynamical symmetry break-
ing in external constant magnetic field in a (2 + 1)-
dimensional spacetime with nontrivial topology. We
study this problem in the present Letter. It is clear that
two directions of magnetic field are distinguished. The
first one is when magnetic field is perpendicular to the
axis of cylinder and the second when it is parallel. Ob-
viously, since the normal projection of magnetic field
varies with angle, the first case presents an inhomo-
geneous problem whose solution is difficult to find.
The case where magnetic field is parallel to the axis of
cylinder is much more tractable and was already stud-
ied in some detail in [7]. Classically, magnetic field
parallel to the axis of cylinder does not affect at all the
motion of charged particles on the surface of cylin-
der. However, this is not true in quantum mechanics
where the presence of magnetic field leads to the ap-
pearance of the Aharonov–Bohm phase [8]. We would
like to add also that, in general, one can relax the re-
quirement that external magnetic field is constant. It is
enough to require only that the normal component of
magnetic field be equal to zero on the surface of cylin-
der. Magnetic field through the transverse section of
cylinder can be arbitrary and what matters is only the
total magnetic field flux through the transverse section
of cylinder.
To study dynamical symmetry breaking on a cylin-
der in parallel magnetic field, we consider the follow-
ing Gross–Neveu type model [9] with N flavors:
(1)L=
N∑
k=1
ψ¯kiγ
µDµψk + G2N (ψ¯ψ)
2,
where Dµ = ∂µ − ieAextµ and ψ¯ψ =
∑N
i=1 ψ¯iψi , N
the number of flavors. According to [10], we con-
sider the four-component spinors corresponding to a
four-dimensional (reducible) representation of Dirac’s
matrices
γ 0 =
(
σ 3 0
0 −σ 3
)
, γ 1 =
(
iσ 1 0
0 −iσ 1
)
,
(2)γ 2 =
(
iσ 2 0
0 −iσ 2
)
.The Lagrangian (1) is invariant under the discrete
transformation ψ → ei π2 γ 5ψ , where
γ 5 =
(
0 I
I 0
)
.
Obviously, the mass term breaks this symmetry since
ψ¯ψ → −ψ¯ψ.
We consider the model with breaking of discrete sym-
metry in order to avoid strong quantum fluctuations
due to massless Nambu–Goldstone fields which, if
present, would destroy the mean-field solution that we
find.
2. Dynamical mass generation
Introducing an auxiliary σ field, the Lagrangian (1)
can be equivalently represented in the following way:
(3)L=
N∑
k=1
(
ψ¯kiγ
µDµψk − σψ¯kψk
)− N
2G
σ 2.
Integrating over the fermion fields, we obtain the
following effective action for the σ field in the 1
N
ap-
proximation:
(4)
Γ (σ) = − N
2G
∫
σ 2 d3x − iN Tr Ln(iγ µDµ − σ ).
If we choose the x axis along the axis of cylinder and
the y axis along the circumference, then, mathemati-
cally, cylinder is a R1 ×S1 space or compactified plane
in the y direction, i.e., y ∼ y + 2πR, where R is the
radius of cylinder. Obviously, R1 × S1 is a multiply-
connected space and, according to Hosotani [11],
the nonzero component Ay of gauge field cannot be
gauged away unlike the case of a simply connected
space. Equivalently, if we consider our space R1 × S1
as a real cylinder in embedding 3D space, then the
constant Ay component is related to the flux of con-
stant magnetic field Φ = 2πRAy = πR2B through
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Tr ln
(
iγ µDµ − σ
)
= −Tr
σ∫
0
ds
1
iγ µDµ − s
(5)= 4
∫
d3x
σ∫
0
s ds G(x,x; s)
and, consequently, the effective potential is equal to
(6)V (σ) = Nσ
2
2G
+ 4Ni
σ∫
0
s ds G(x,x; s),
where G(x,x′; s) is Green’s function which satisfies
the following equation:
(
∂2
∂t2
− ∂
2
∂x2
−
(
∂
∂y
− ieA
)2
+ s2
)
G(x,x′; s)
(7)= δ3(x − x′),
where Ay = RB2 . Obviously, in Euclidean space,
G(x,x; s)
(8)
= −i
∫
d2p
(2π)2L
∑
n
1
p2 + ( 2π
L
)2(n − φ‖)2 + s2
,
where L = 2πR, φ‖ = Φ/Φ0 = eAyL2π , and Φ0 = 2π/e
is the elementary magnetic field flux. Since the sum
in (8) is over all integer n, it suffices to consider φ‖
on the interval [0, 12 ]. To evaluate the sum in (8), we
transform it into an integral in complex plane ω
∑
n
1
(p2 + s2)(L/2π)2 + (n − φ‖)2
(9)
= 1
2πi
∫
C
dω
1 − e2π(ω+iφ‖)
−2π
(p2 + s2)(L/2π)2 − ω2 ,
where the contour C runs around poles of the function
(1 − e2π(ω+iφ‖))−1. Then we can deform contour and
present the last integral as sum over two residues atω = ±L/2π(p2 + s2)1/2. As result, we have
G(x,x; s)
= −i 1
4π
∫
p dp
(p2 + s2)1/2
× sinh(L(p
2 + s2)1/2)
cosh(L(p2 + s2)1/2) − cos(2πφ‖)
(10)
= − i
4πL
ln
cosh(L(Λ2 + s2)1/2) − cos(2πφ‖)
cosh(Ls) − cos(2πφ‖) .
Finally, the effective potential is
V (σ)
= Nσ
2
2G
− N
πL
(11)
×
σ∫
0
ln
cosh(L(Λ2 + s2)1/2) − cos(2πφ‖)
cosh(Ls) − cos(2πφ‖) s ds,
where Λ is cut-off. The gap equation which follows
from dV (σ )
dσ
= 0 is
(12)
σ
G
= σ
πL
ln
cosh(L(Λ2 + σ 2)1/2) − cos(2πφ‖)
cosh(Lσ) − cos(2πφ‖) .
Consequently, the nontrivial solution for Λ → ∞ is
(13)σ = 1
L
cosh−1
(
eL(Λ− πG )
2
+ cos(2πφ‖)
)
,
which obviously decreases with φ‖ (see Fig. 1). We
Fig. 1. The dependence of σ on φ‖ .
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solution of gap equation agree with the corresponding
results obtained in [7]. By using (11), it is not difficult
to show that the nontrivial solution always has lower
energy than the trivial solution σ = 0.
This result corresponds to an unusual situation
where external constant magnetic field inhibits rather
than assists dynamical symmetry breaking. Accord-
ing to [1], constant magnetic field in infinite flat space
leads to dimensional reduction by two units D + 1 →
(D − 2) + 1 in the infrared region for fermions that
strongly assists dynamical symmetry breaking. Mag-
netic field in our case does not influence the spatial
motion of fermions at all, therefore, the dimensional
reduction is absent. The only dynamical effect that
magnetic field has in our case is through the appear-
ance of the Aharonov–Bohm phase. Since this phase
increases energy of fermions, we obtain that mag-
netic field in our case counteracts dynamical symme-
try breaking unlike all other known cases. Remark-
ably, this result is consistent with a more general idea
that external magnetic field enhances the fermion gap
in the spectrum. The point is that there is an additional
purely kinematic contribution 2πφ‖
L
(see (8)) due to the
Aharonov–Bohm phase to the total fermion gap and
as we show below the total gap σ 2tot = σ 2 + ( 2πφ‖L )2
increases with φ‖. To prove this, let us consider the
function
f (x) = (cosh−1(a + cosx))2 + x2,
where x = 2πφ‖ takes values on the interval [0,π] and
ξ = a + cosx > 1, otherwise, the gap equation (12)
does not have a nontrivial solution. The derivative of
this function with respect to x is equal to
df (x)
dx
= 2x
(
1 − sinx
x
ln(ξ +√ξ2 − 1)√
ξ2 − 1
)
.
Further, taking into account that
sinx
x
 1 and ln(ξ +
√
ξ2 − 1)√
ξ2 − 1 < 1,
we find that this derivative is positive
df (x)
dx
> 0.
Thus, although the dynamically generated fermion
mass decreases with φ‖, the total fermion gap in-Fig. 2. The dependence of σtot on φ‖ .
creases with φ‖. Graphically, the dependence of σtot
on φ‖ is depicted in Fig. 2.
Finally, let us find the critical coupling constant that
separates the symmetrical phase from the phase with
broken symmetry. As follows from (13), the critical
coupling constant is
(14)Gc(φ‖) = πL
ΛL − ln[2(1 − cos(2πφ‖))] .
Once again we see that external magnetic field coun-
teracts dynamical symmetry breaking since as follows
from (14) the critical coupling constant increases with
φ‖ that means that we need stronger attraction in order
to break symmetry. For φ‖ → 0, the critical coupling
constant goes to zero Gc → 0, i.e., symmetry is always
broken in this case. By using (13) one can show that
the phase transition with respect to the magnetic field
flux is the mean field second order phase transition.
3. Conclusions
In this Letter we have investigated dynamical sym-
metry breaking on a cylinder in external magnetic field
parallel to the axis of cylinder. This problem may
be relevant for certain condensed matter systems. In
fact, we were inspired by the geometry of carbon nan-
otubes. On the other hand, our problem can be con-
sidered as the problem of dynamical symmetry break-
ing in a multiply-connected space, where gauge field
has a nonzero constant vacuum expectation value [11],
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ply connected space.
By studying a relatively simple Gross–Neveu type
model on a cylinder in external magnetic field, we find
that unlike all other known cases external magnetic
field counteracts the generation of dynamical fermion
mass, i.e., larger magnetic fields correspond to smaller
dynamical fermion masses. There exists also an addi-
tional purely kinematic contribution to the fermion gap
in this problem, which increases with magnetic field.
Remarkably, we find that the total fermion gap, which
includes both the dynamical and kinematical contribu-
tions, always increases with magnetic field irrespec-
tively the values of coupling constant and the radius of
cylinder. Thus, although our analysis shows that exter-
nal magnetic field in spaces with nontrivial topology
does not always assist dynamical symmetry breaking
unlike the case of flat spaces with trivial topology [1],
our results are consistent with a more general idea that
external magnetic field increases the fermion gap in
the spectrum.
We would like to note that one can gauge away
the vector potential in our problem but in this case
the Aharonov–Bohm phase will reveal itself in the
boundary conditions for fermions on the circle. The
cases of periodic and antiperiodic boundary conditions
for fermion fields were considered in [13], where dy-
namical chiral symmetry breaking was studied in a
spacetime R3 × S1 in external magnetic field.1 It is
clear that the Aharonov–Bohm phase defines arbitrary
boundary conditions for fermions on the circle and al-
lows to interpolate smoothly between the periodic and
antiperiodic boundary conditions. It is easy to check
that our results on dynamical symmetry breaking are
consistent with the results of [13] (as well as [14]),
where it was found that although for periodic bound-
ary conditions (when the Aharonov–Bohm phase is
zero in our setup) a dynamical mass is generated at the
weakest attractive interaction between fermions, the
effect of antiperiodic boundary conditions (when the
Aharonov–Bohm phase attains its maximal possible
value) is to counteract the dynamical chiral symme-
1 The role of periodic and antiperiodic boundary conditions of
fermion fields in the dynamical symmetry breaking in flat spaces
with more general topology but without external magnetic field was
considered in [14].try breaking. Since magnetic field considered in [13]
is perpendicular to the spatial plane, unlike our case
it cannot influence boundary conditions for fermions
on the circle. The paper [15] studied dynamical chi-
ral symmetry breaking in QED in a spacetime with
the topology R3 × S1 without external magnetic field.
In this case the Aharonov–Bohm phase for fermions
appears due to nonzero constant vacuum expectation
value of the electromagnetic vector potential that can-
not be gauged away in a multiply-connected space-
time. The Aharonov–Bohm phase in this problem is
not an external parameter like in our problem but a dy-
namical variable that should be determined from the
requirement of the minimum of energy. Interestingly,
it was found in [15] that the state with the lowest en-
ergy corresponds to fermions with antiperiodic bound-
ary conditions. This disfavors dynamical fermion mass
generation, however, according to the results of our
Letter, the total fermion gap which includes also the
purely kinematic contribution due to the Aharonov–
Bohm phase is still larger than the gap in the case of
zero Aharonov–Bohm phase.
Finally, we would like to note that a (2 + 1)-
dimensional free fermion model was investigated
in [16], where a nonzero chiral symmetry breaking
condensate was found due to the Aharonov–Bohm
phase related to the singular magnetic vortex. In our
opinion, it would be very interesting to study dy-
namical symmetry breaking in this model by adding
some interaction. Unfortunately, unlike the problem
that we investigated in this Letter the problem consid-
ered in [16] is inhomogeneous and such a study would
be very difficult to perform.
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