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ABSTRACT
We consider an assemble-to-order production system where the product demands and the time since the
last customer arrival are not independent. The simulation of this system requires a multivariate input
model that generates random input vectors with correlated discrete and continuous components. In this
paper, we capture the dependence between input variables in an undirected graphical model and decouple
the statistical estimation of the univariate input distributions and the underlying dependence measure into
separate problems. The estimation errors due to finiteness of the real-world data introduce the so-called
input uncertainty in the simulation output. We propose a method that accounts for input uncertainty by
sampling the univariate empirical distribution functions via bootstrapping and by maintaining a posterior
distribution of the precision matrix that corresponds to the dependence structure of the graphical model.
The method improves the coverages of the confidence intervals for the expected profit the per period.
1 INTRODUCTION
When we use simulation to estimate the performance of a stochastic system, it often includes multivariate
input models (e.g., product demands and exchange rates in a global supply chain, processing times of a
workpiece across several work centers) that are estimated using finite (and sometimes limited) amount of
real-world data. The finite length of the historical data introduces estimation errors in the input models,
implying additional uncertainty about the simulation outputs.
Quantification of input uncertainty in simulation output analysis is an active area of research, and a
number of techniques have been proposed to address this problem. We refer reader to Barton (2012) for
a detailed survey of the major approaches and a historical development of this literature. Ankenman and
Nelson (2012), Song and Nelson (2013), Barton, Nelson, and Xie (2014) are the examples of some recent
studies. The common assumption in the literature is that the input variables are statistically independent of
each other. For many important real-world processes this is not the case, and it is the subject of this paper.
Our motivation comes from an assemble-to-order production (ATO) system simulation. In particular,
we consider an ATO production system where the demands for the end products and the time since the
last customer arrival are correlated. A simulation study of this system requires a multivariate input model
that generates random input vectors with an appropriate dependence structure. More importantly, the input
variables should be of mixed types in the sense that the univariate (marginal) distributions of the end product
demands are discrete and the marginal distribution of the time since the last customer arrival is continuous.
In addition to accounting for dependence between input variables, we also consider the estimation of
univariate input distributions with their empirical distribution functions, which are built directly from the
past observations of the input variables. In an assemble to order system, for example, discrete demand
arrives for each product and a parametric form may not be readily available to represent the demand-size
distribution. In such cases, it is common to use the empirical distribution function in lieu of the unknown
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demand-size distribution. An empirical distribution function is also practical to use for a decision maker
as it avoids making any restrictive assumption on the parametric form of the demand distribution.
In a multivariate setting with correlated inputs, Biller and Corlu (2011) adopt the Bayesian model
average approach of Chick (2001) and propose a method based on the copula-vine representation of the
input model to efficiently sample the correlation matrix and the parameters of the known input distributions.
However, the copula-vine representation of Biller and Corlu (2011) fails to work when at least one of
the marginal distributions is discrete. Our paper fills this gap by allowing both continuous and discrete
distributions. In the statistics litertature, Pitt, Chan, and Kohn (2006) consider a multivariate model with
both continuous and discrete distributions, however, they assume that each marginal distribution variable
belongs to specified parametric families, and the use of empirical distributions is not considered. The semi-
parametric copula estimation, introduced by Genest, Ghoudi, and Rivest (1995), estimates the marginal
distributions and copula parameters separately by using the empirical distribution functions for the former.
However, Hoff (2007) argues that the semiparametric estimators of the copula parameters, while well-
behaved for continuous data, can fail for discrete data, making them inappropriate for a framework that
captures input uncertainty under input variables of mixed types.
Considering this deficiency of using empirical distribution functions in a multivariate setting, Hoff
(2007) has modeled the dependence structure by considering a multivariate normal distribution for a set of
underlying latent variables. More recently, Dobra and Lenkoski (2011) extend this approach to a Gaussian
copula graphical model that represents the conditional independencies between input variables. In this study,
we build on this stream of work to obtain a posterior distribution for the correlation matrix of a normal copula
function – which we use to model the joint distribution function of the input variables – and our objective
is to use this posterior distribution to capture the input uncertainty in simulation output analysis. More
specifically, we propose a procedure that integrates 1) the direct bootstrapping method (e.g., Barton and
Schruben (1993), Barton and Schruben (2001), Barton, Nelson, and Xie (2010) to capture the uncertainty
around the empirical distribution function associated with each input variable, and 2) the posterior sampling
of the correlation matrix in a Gaussian copula graphical model to propagate the input uncertainty to the
simulation output. The use of a graphical model is promising in multivariate input modeling as it gives
additional flexibility to the simulation analyst to specify the conditional independencies in graph structure
by considering the physics of the system being modeled, and hence, leads to a reduction in the number of
parameters to be estimated from the historical data.
We organize the remainder of the paper as follows. In Section 2, we present the details of an undirected
graphical model, which we consider as a promising approach for simulation input modeling. In Section 3,
we describe the ATO system, illustrate how we build and estimate its multivariate input model based on an
undirected graph, and discuss how we capture the input uncertainty. We present the results of numerical
experiments in Section 4 and conclude the paper in Section 5.
2 GRAPHICAL REPRESENTATION OF THE DEPENDENCE STRUCTURE
The objective of this section is to model the joint distribution of a random vector X = (X1,X2, . . . ,Xp). We
let V = {1,2, . . . , p} for notational convenience. In our input modeling framework, we assume that there
exists an ordering for the possible values of each input variable Xv, v ∈V . This assumption is satisfied not
only when Xv is continuous but also when Xv is binary, categorical with ordered categories, or count. We
denote by Fv the univariate cumulative distribution function (cdf) of Xv, and F−1v (u) the pseudo-inverse of
Fv defined as inf{x : Fv(x)≥ u} for u ∈ (0,1).
We model the dependence structure in the joint distribution of X in terms of a set of latent variables
Z = (Z1,Z2, . . . ,Zp); see Hoff (2007) and Dobra and Lenkoski (2011) for the early studies following this




where Np denotes the multivariate normal distribution of dimension p. In this representation, K−1 is the
covariance matrix. It is straightforward to see that the joint distribution of the scaled latent variables
Z̃v := Zv/
√
(K−1)v,v, v = 1,2, . . . , p,









for v ∈ V , the joint distribution F of X is a function of the correlation matrix
ψ(K) and the univariate cumulative distribution functions Fv of Xv:
P(X1 ≤ x1, . . . ,Xp ≤ xp) := F(x1, . . . ,xp|ψ(K),F1, . . . ,Fp)
= C(F1(x1), . . . ,Fp(xp)|ψ(K)),
where
C(u1, . . . ,up|ψ) = Φp
(
Φ
−1(u1), . . . ,Φ−1(up)|ψ
)
: [0,1]p→ [0,1] (2)
is the Gaussian copula with correlation matrix ψ (Nelsen 2006). In this representation, Φ is the cdf of the
standard normal distribution, and Φp(·|ψ) is the cdf of multivariate normal distribution with zero mean
and correlation matrix ψ . When Fv is strictly monotonically increasing for all v ∈ V (i.e., when all the
margins are continuous), C is known to be unique. However, when one or more marginal distribution is
discrete, this is no longer the case; see Genest and Nešlehová (2007). Nevertheless, the copula model in
in Equation (2) remains a well-defined joint distribution function for F (Smith and Khaled 2012).
The pairwise conditional independence relationships among the latent variables {Z1,Z2, . . . ,Zp} can
be encoded in a graph G = (V,E), where each vertex v ∈ V corresponds with a random variable Zv and
E ⊂V ×V are undirected edges (Whittaker 1990). In particular, the absence of an edge between Zv1 and
Zv2 corresponds with the conditional independence of these two random variables given the remaining
random variables under the joint distribution of Z and is denoted by Zv1 ⊥ Zv2 |ZV\{v1,v2}. The is called
the pairwise Markov property and holds if and only if Kv1,v2 = 0 in the precision matrix (Wasserman
2004). More generally, the edges of G correspond with the off-diagonal nonzero elements of K, that is,
E = {(v1,v2) : Kv1v2 6= 0,v1 6= v2}. Furthermore, the global Markov property says that A ⊥ B|C , where
A ,B, and C are distinct subsets of V and C separates A and B (i.e., if every path from a variable in
A to a variable in B intersects a variable in C ). It is well known that, if the distributions have positive
continuous densities, the set of distributions associated with a graph that satisfy a pairwise Markov property
is equivalent to the set of distributions that satisfy the global Markov property for that graph.
The construction of undirected graphs to encode the conditional independence relationships in the
latent space provides a great flexibility to the simulation analyst by allowing any univariate continuous
distribution and any discrete distribution with natural ordering in multivariate input modeling. We illustrate
it in our an assemble-to-order production system in Section 3.1. To the best of our knowledge, Dobra and
Lenkoski (2011) is the first to construct a graphical model in the latent space – rather than the space of
the original random variables – and it is referred as a Gaussian copula graphical model.
3 AN ASSEMBLE-TO-ORDER (ATO) PRODUCTION SYSTEM SIMULATION
We start with a description of the ATO production system in 3.1, where we also discuss the value of
modeling the dependence structure with a graphical model to incorporate prior knowledge on conditional
independence relationships. We discuss the issues of random-variate generation in Section 3.2 and the
details of the Bayesian estimation framework for dependence parameters in Section 3.3. We discuss how




Assemble-to-order systems have been widely studied in the supply chain management literature (Glasserman
and Wang 1998, Cheng, Ettl, Lin, and Yao 2002, Iravani, Luangkesorn, and Simchi-Levi 2003). We will
consider a modified version of the ATO system studied by Hong and Nelson (2006). This ATO system
has the following general features: Components are made to stock to supply variable demands for finished
products, and multiple finished products are assembled from the components. The systems operates under
a continuous-review base-stock policy under which each demand (of random size) triggers a replenishment
order for that component. Components are produced one at a time on dedicated facilities, and production
times are stochastic.
The system has six components and three finished products. Customers arrive at the system as a single
Poisson process with rate λ . Each arriving customer declares how many units of each product will be
purchased, denoted by Di, i = 1,2,3. Each product requires a set of key components and a set of nonkey
components. Each component sold brings a profit, p j, j = 1,2, . . . ,6, and each component in inventory has
a holding cost h j, j = 1,2, . . . ,6, per unit time. If any of the key components is out of stock, the customer
leaves. If all key components are in stock, the customer buys the product assembled from all the key
components and the available nonkey components. If the available key items are not enough to meet all
the demands placed by the customer, we assume that the demand is partially satisfied starting from the
products that bring the most profit. The production time for each component is normally distributed with
mean µ j and variance σ2j , truncated at zero. We tabulate all the parameters in Tables 1 and 2. The objective
of the simulation study is to estimate the expected steady-state profit per period for a given value of the
base-stock level for each component. We note that – even when the true values of the production-time
parameters and the parameters of the demand arrival process are known – the performance of a policy under
prespecified component base-stock levels can only be evaluated with simulation. We consider two types
Table 1: Parameters related to components.
Component pi hi µi σi
I 1 2 0.15 0.0225
II 2 2 0.40 0.0600
III 3 2 0.25 0.3750
IV 4 2 0.15 0.0225
V 5 2 0.25 0.0375
VI 6 2 0.08 0.0120
Table 2: Parameters related to products.
Key component Nonkey
Product I II III IV V VI
1 1 0 0 1 0 1
2 1 1 0 0 1 0
3 0 0 1 1 1 0
of dependence in our input modeling framework: 1) The discrete demand random variables are correlated.
One may argue that correlated end-product demands may arise when there are complementary or substitute
product characteristics or when the demand for different product types are driven by similar underlying
causes, e.g., specific marketing campaigns or special events. We assume there is no temporal dependence
in the demand process. 2) We consider the correlations between the time since the last customer arrival,
denoted by T , and the demand random variables. The dependence between an interarrival time and demand
size has been studied in inventory management literature; see Willemain, Smart, Shockor, and DeSautels
(1994), and Altay, Litteral, and Rudisill (2012).
In Figure 1, we illustrate the construction of the Gaussian copula graphical model to represent the
dependence structure in the demand arrival process. The graph on the left is the full graph in which all the
edges are present and none of the off-diagonal elements of the 5 by 5 precision matrix K is constrained to
zero. Suppose that, given the knowledge of the realization of interarrival time T , knowing the demand size
D1 provides no information on the size of demand D3, and vice versa. In this case, we say that D1 and
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Figure 1: Illustration of the conditional independence structure in an ATO problem by an undirected graph:
Full graph (left), ZD1 ⊥ ZD3 |ZT and ZD2 ⊥ ZD3 |ZT (right).
D3 are independent conditional on T . We incorporate this information in the graph by omitting the edge
between the vertices D1 and D3, and set KD1,D3 equal to zero in the precision matrix. Similarly, the graph
on the right illustrates that the demand random variables D2 and D3 are independent conditional on T .
The information on conditional independence can be inferred from the knowledge of the system physics.
For example, the demand for products 1 and 3 can be only sensitive to the duration since last customer
arrival without any apparent characteristics of complementary or substitute products that drive positive or
negative demand correlation. Thus, once the duration since the last customer arrival is known, the demand
for these two products can be regarded as independent. This is represented with a missing edge between
latent-variable vertices ZD1 and ZD3 (which in turn implies conditional independence between D1 and D3)
as illustrated in Figure 1 (right). On the other hand, suppose that products 1 and 2 are either complementary
or substitute of each other and the duration since last customer arrival affects the demand for each product.
Figure 1 (right) illustrates this situation with an edge between latent-variable vertices ZD1 and ZD2 .
In addition to the knowledge of system physics in constructing a graphical model, there are also methods
to statistically test the existence of conditional independence between input random variables; see Borgelt,
Steinbrecher, and Kruse (2009). In general, learning the graph structure from historical data is an active
research area in statistics; we refer the reader to Liu, Han, Yuan, Lafferty, and Wasserman (2012) and the
references therein. In this paper, we assume that the graph structure is known. However, we consider that
the precision matrix is unknown and estimate it from historical data in a Bayesian fashion.
3.2 Sampling Random Variates
In this section, we briefly describe how the random instances of a multivariate input model (X1,X2, . . . ,Xp)
can be sampled to drive the simulation model. The Gaussian copula graphical model allows us to sample
the latent variables from a multivariate normal distribution Np(0,ψ), where ψ is the correlation matrix in
(1). The standard approach to the sampling of a multivariate normal random vector is based on the Cholesky
decomposition of the correlation matrix ψ; i.e., ψ = AA′ (Scheuer and Stoller 1962). More specifically, p
independent standard normal random variates υ = (υ1,υ2, . . . ,υp)′ are first generated and then the scaled
latent variables are set to Z̃ = Aυ . Finally, the input random variables are obtained via the transformation
Xv = F−1v (Φ(Z̃v)) for v ∈V .
3.3 Statistical Estimation of the Marginal Distributions and the Dependence Structure
Since the true multivariate input model is unknown to the simulation analyst, it is common to estimate
it from real-world data. In this study, we avoid making any assumption on the parametric form of any
univariate input distribution Fi for i∈V . In particular, we consider the practical situation that the simulation
analyst uses the empirical univariate cdf F̂v(y) = (1/n)∑nt=1 1(xv,t ≤ y) in lieu of the unknown cdf Fv(·)
of the input random variable Xv. In this representation, n is the length of the historical data, 1(E ) is the
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indicator of event E , and xt,v is the realization of the input random variable Xv at time t for v ∈ V and
t ∈ {1,2, . . . ,n}.
In this way, we reduce the problem of statistical estimation of the multivariate input model to the
estimation of the correlation matrix ψ for Gaussian copula in (2). This two-step method is known as
semiparametric estimation and first introduced by Genest, Ghoudi, and Rivest (1995), who show that the
resulting copula-parameter estimators are consistent and asymptotically normal when the univariate input
cdfs are continuous. However, it is known that the semiparametric estimators of the copula parameters are
problematic for discrete data because the transformation Φ−1(F̂v(·)) does not change the data distribution
– it only changes the sample space (Hoff 2007).
Let zt denote (zt,1,zt,2, . . . ,zt,p)′, where Zt,v is the latent variable associated with the vth input random
variable at time t. If the latent variables z = (z1,z2, . . . ,zn)′ were observable, the simulation analyst could
use them directly to make an inference about the correlation matrix ψ . However, the latent variables z
are not actually observed. Hoff (2007) suggests that the observed variables x = (x1,x2, . . . ,xn)′, where
xt = (xt,1,xt,2, . . . ,xt,p)′, provide some information about the latent variables, even when the univariate cdfs
Fv, v ∈V , are unknown. In particular, the inequality xt,v < xt ′,v holds for the historical data if and only if
the inequality zt,v < zt ′,v holds for the latent variables. This is simply because the pseudo-inverse F−1v (·)
of the cdf of Xv, for v ∈V , and the standard normal cdf Φ(·) are nondecreasing functions. More generally,
observing the historical data x tells us that the latent variables z must lie in the following set:
D :=
{
z ∈ Rn×p : max{zt ′,v : xt ′,v < xt,v}< zt,v < min{zt ′,v : xt ′,v < xt,v}
}
.
In our search of an estimate for the correlation matrix ψ , we consider the occurrence of this event as
our data. For notational convenience, we let D denote the fixed space in Rn×p associated with the latent
variables z given the historical data x. In Sections 3.3.1 and 3.3.2, we present the likelihood function of the
event Z ∈D for the full graphical model and a graphical model with encoded conditional independencies,
respectively.
3.3.1 Full Graphical Model
We first present the likelihood of the observed data X, which is given by
P(X|K,F1, . . . ,Fp) = P(Z ∈D ,X|K,F1, , . . . ,Fp)
= P(Z ∈D |K,F1, . . . ,Fp)P(X|Z ∈D ,K,F1, . . . ,Fp)
= P(Z ∈D |K)P(X|Z ∈D ,K,F1, . . . ,Fp).
In this representation, the first equality follows because the event Z∈D occurs whenever the historical data
X is observed. The last equality is based on the fact that the probability of the event Z∈D does not depend
on the univariate cdfs Fv, v ∈V , which are treated as nuisance parameters. More specifically, we estimate
the precision matrix K using only P(Z ∈D |K), the part of the observed data likelihood that depends on
the parameter of interest K but not on the nuisance parameters Fv, v ∈ V . There are two alternatives for
the estimation of K. It can be done either by maximizing P(Z ∈D |K) as a function of K (i.e., maximum
likelihood estimation). However, the calculation of the likelihood function is problematic, and we will not
follow it here. Instead, we will use the Bayesian approach to obtain the posterior distribution of K, which
is given by
P(K|Z ∈D) ∝ P(K)P(Z ∈D |K).
Since the used likelihood function is based on the marginal probability of an event that is a superset of
observing the ranks, Hoff (2007) refers it as the extended rank likelihood. We next present a Markov chain
Monte Carlo sampler with stationary distribution P(K|Z ∈D) that is originally suggested by Hoff (2007)
in terms of the covariance matrix K−1. In particular, we construct a Gibbs sampler in terms of the precision
matrix K, which is much easier to implement, noting that the distribution of Zv conditional on the latent
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variables V \{v} is normal with mean −K−1v,v Kv,−vzt,−v and with variance K−1v,v . In this representation, Kv,−v
is the vth row of the precision matrix K with vth column removed. Similarly, zt,−v is the latent variable
vector (zt,1,zt,2, . . . ,zt,p)′ with vth entry removed. Given the current state Ks of the chain, its next state
Ks+1 is generated by sequentially performing the following two steps:
Algorithm 1 Bayesian inference in full Gaussian copula graphical model
1: Step 1: Resample the latent data Z:
2: for v = 1 to p do
3: for each x ∈ unique{x1,v, . . . ,xn,v} do
4: for each t such that xt,v = x do
5: µv←−Ksv,−vzt,−v/Ksv,v and σ2v ← 1/Ksv,v
6: Calculate the bounds zlb and zub in accordance with the set D :
7: zlb←max{zt,v : xt,v < x} and zub←min{zt,v : x < xt,v}












9: zt,v← µv +Φ−1(ut,v)σv
10: Step 2: Resample the precision matrix using the updated latent data:
11: Sample Ks+1 from a Wishart(δ +n,K0 +Z′Z) distribution
In the sampling iteration provided in Algorithm 1, δ and K0 are the prior parameters for the precision
matrix K. We set δ = 3 and K0 = Ip, the p-dimensional identity matrix. The selection of this prior implies
that the components of latent variables Z are considered independent before observing any historical data
and that the weight of the prior is equivalent to one realization of the multivariate data vector (Dobra and
Lenkoski 2011).
In the next section, we provide a similar Markov chain Monte Carlo iteration to obtain the stationary
distribution of P(K|Z ∈D) when the Gaussian copula graphical model encodes a given set of conditional
independencies. To put it another way, we consider a precision matrix with some of the off-diagonal
elements, that correspond to the missing edges in the graphical model, are constrained to be zero.
3.3.2 Graphical Model with Encoded Conditional Independencies
When the dependence structure is not a full graph, the Markov chain Monte Carlo iteration presented in
Algorithm 1 requires two modifications. The first change is a simplification in Step 1 since the distribution
of Zv conditional on the latent variables V \ {v} now depends only on the adjacent nodes of v, defined
as adjG(v) = { j ∈ V : (v, j) ∈ E}. More specifically, under the given graph structure G, the distribution
of Zv conditional on Z−v = z−v is normal with mean −∑ j∈adjG(v) Kv, jz j/Kv,v and with variance K
−1
v,v .
Consequently, we change the way we update the conditional mean µv in the fifth line of Algorithm 1 as
in µv←−∑ j∈adjG(v) Kv, jzt, j/Kv,v.
It is known that, given the graph structure G, the precision matrix K is constrained to the cone PG
of symmetric positive definite matrices with elements Kv1,v2 equal to zero for all (v1,v2) 6∈ E (Dobra
and Lenkoski 2011). However, a sample of precision-matrix drawn from the Wishart distribution is not
necessarily in PG. Thus, the second change in Algorithm 1 is in Step 2, considering that the G-Wishart
distribution is a conjugate prior for K when K is constrained by the graph G; see Atay-Kayis and Massam
(2005) and Wang and Li (2012) for details on G-Wishart distributions. To draw samples from a G-Wishart
distribution, we present the block Gibbs sampler of Wang and Li (2012) in Algorithm 2 due to its convenience
in implementation; see Wang and Li (2012) for alternative sampling methods.
The first task in sampling the precision matrix K from the G-Wishart distribution is identifying all the
maximal cliques in the graph G; i.e., note that a clique is a set of variables in G that are all adjacent to
each other, and a set of variables is a maximal clique if it is a clique and if it is not possible to include
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another variable and still be a clique. The notation KC1,C2 represents the matrix formed by the rows of K
indexed by the variables in C1 and the columns of K indexed by the variables in C2.
Algorithm 2 A block Gibbs sampler from G-Wishart(b,D) distribution
1: {Cj; j = 1 . . . ,K} is the set of maximum cliques in G; Ks ∈ PG is the current value of precision matrix.
2: for j = 1 to K do
3: Step 1: Sample A from Wishart(b,DCj )







To conclude, for a Gaussian copula graphical model with conditional independencies, the posterior
distribution of the precision matrix K can be obtained after the second change in Algorithm 1 – the
replacement of its eleventh line with Algorithm 2 to sample from G-Wishart(δ +n,K0 +Z′Z) distribution.
3.4 Quantifying the Input Uncertainty
As we obtain the posterior distribution of the precision matrix (hence the correlation matrix) in Section 3.3
with a Markov chain Monte Carlo method, the posterior samples of the precision matrix are already on hand
(after selection of the appropriate chain length, the length of scan intervals, and burn-in period). The key
idea of our proposed method is to take advantage of these precision-matrix samples as we account for the
uncertainty around the correlation coefficients in our multivariate input modeling framework. Furthermore,
the separate handling of the statistical inference for marginal distributions and for the correlation coefficients
allows us to propagate the uncertainty in the correlation parameters to the simulation output uncertainty
by building on the well-known methods to capture input uncertainty.
An immediate way of accounting for the uncertainty around each univariate distribution is the direct
bootstrapping method in a frequentist framework (Barton and Schruben 1993, Barton and Schruben 2001).
As an alternative, a Bayesian model averaging strategy (Chick 2001) could be used to characterize the
distribution of the expected simulation output by running simulations at each of many repeated samplings
from a posterior distribution under a parametric input model. See Barton, Nelson, and Xie (2010) for
a comparison of the common techniques to build confidence intervals that account for input uncertainty.
In this study, we consider that the simulation analyst does not have any knowledge about the marginal
distribution of each input variable except the available historical data, and the direct bootsrapping method is
simply adopted to capture the uncertainty around the empirical distribution function of each input variable.
The development of a Bayesian framework that integrates the use of the posterior distributions of marginal
distributions and the posterior distribution of the precision matrix is the subject of the ongoing research.
We next present a simple procedure that incorporates the uncertainty in the correlation matrix without
any extra computational effort to the direct bootstrapping method. In particular, a simulation replication
at any particular set of empirical distribution functions is performed using a random correlation matrix
sampled from its posterior distribution (Algorithm 3). The numerical experiments in Section 4 show that
the resulting confidence intervals capture the uncertainty in the correlation matrix considerably.
In general, the accuracy of the resulting confidence intervals depend on having a large number of B,
across which the total simulation budget is spread. Consequently, the mean simulation output may not be
estimated precisely. Barton, Nelson, and Xie (2014) introduces a metamodeling approach that leverages all
of the data from a designed experiment to provide improved predictions of the simulation output at each
bootstrap point. The proposed procedure in Algorithm 3 can be conveniently adopted in such a metamodel
where design points are sampled from the empirical moments of the univariate distributions and each
simulation replication is performed with a new sample from the posterior distribution of the correlation
matrix at a design point.
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Algorithm 3 Direct-Bootstrapping Enhanced with Bayesian Sampling of Correlation Parameters
1: Set the number of bootstrap replications B, the significance level α , and the computational budget nc.
2: for b = 1 to B do
3: Generate bootstrap samples xb and obtain the empirical distributions F̂bv ,v ∈V .
4: for j = 1 to nc/B do
5: Sample a correlation-matrix ψ j from its posterior distribution.
6: Compute the output Yj of the simulation run driven by the inputs F̂bv ,v ∈V , and ψ j.
7: Return the sample average Ȳb of Yj, j = 1, . . . ,nc/B.
8: Report the confidence interval [Ȳ(dB(α/2)e),Ȳ(dB(1−α/2)e)].
4 NUMERICAL RESULTS AND INSIGHTS
In this section, we continue our example on the ATO system, and focus on the input uncertainty associated
with the demand-arrival process, a mix of continuous and discrete random variables. That is, without
loss of generality, we assume that the simulation analyst knows the true distributions of the component
production times.
The parameters of the demand-arrival process – which are unknown by the simulation analyst – are the
cdf of the customer interarrival time (FT ), the cdf of demand size for Products 1, 2, and 3 (FD1 ,FD2 , and
FD3 ), and the precision matrix K that captures the relationships between four input models. We assume
that the rate λ of the exponentially distributed interarrival time is 2, and that the demand for each product
takes integer values between 1 and 10 with equal probabilities. The multivariate input vector consists of
the demand-arrival input variables V ∈ {T,D1,D2,D3}; i.e., the component production times are excluded
for ease in presentation. We assume that the dependence structure is represented with a full graph, and
specify a correlation matrix ψ with ψv1,v2 = ρ for all v1,v2 ∈V with v1 6= v2.
It is worth noting that the simulation analyst does not specify any precision or correlation matrix in real
world. These parameters – which represent the extent of dependence in the multivariate model – are learned
from the available historical data. More specifically, we assume that there is not any information available
about the demand-arrival process except a set of historical data xt = (τt ,d1,t ,d2,t ,d3,t) for t = 1, . . . ,n.
Having this historical data on hand, the simulation analyst first uses the techniques in Section 3.3 to obtain
a posterior distribution of the precision matrix, and then uses the empirical cdf of each input variable to
generate random variates as described in Section 3.2. We simulate the ATO system for 70 time units, and
remove the output of the first 20 time units to account for the initialization bias. Furthermore, the posterior
distribution of the correlation matrix is obtained after 25,000 iteration of Algorithm 1; we remove the first
5,000 iterations and save the correlation matrices at every 10 iterations to eliminate the autocorrelation in
the constructed Markov chain.
In Tables 3 and 4, we evaluate three procedures by estimating the confidence intervals for the expected
per-period profit when the base-stock level of each component is set to ten units: 1) Conditional analysis
which treat the empirical cdfs and the semiparametric maximum likelihood estimate of the correlation
matrix as the true but unknown inputs; 2) the Bootstrap resampling method which captures the uncertainty
around the empirical cdfs but not the correlation matrix; 3) the proposed procedure (Bootstrap + Bayesian)
that accounts for the uncertainty around the correlation matrix as well.
It is important to note that a Bayesian method actually looks for a credible confidence interval that is
intended to provide a posterior assessment of the analyst’s remaining uncertainty about the mean simulation
response rather than covering its fixed true value. However, we still use the coverage as a common measure
of performance, and provide it at the first row of each column. We also report the average and standard
deviation values of the confidence interval widths obtained from 500 macro replications in the second and
third rows, respectively.
Not surprisingly, the conditional confidence interval provides very poor coverage as we only have 100
past observations of the input data vector. When the input uncertainty in both the empirical distribution
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Table 3: n = 100, ρ = 0.6, nc = 4000.
B 1−α Conditional Bootstrap Bootstrap + Bayesian
100 0.95 0.11 0.82 0.96
1.22 7.95 11.69
0.07 2.01 3.18
200 0.95 0.13 0.85 0.94
1.24 9.20 11.70
0.11 3.10 4.94
400 0.95 0.17 0.95 0.99
1.73 10.11 14.78
0.13 2.50 3.50
Table 4: n = 100, B = 200, nc = 4000.
ρ 1−α Conditional Bootstrap Bootstrap + Bayesian
0.3 0.95 0.05 0.81 0.97
1.10 7.01 11.20
0.09 1.98 3.99
0.6 0.95 0.13 0.85 0.94
1.24 9.20 11.70
0.11 3.10 4.94
0.9 0.95 0.09 0.83 0.96
1.05 9.17 13.47
0.11 2.91 4.47
functions and the correlation matrix is captured, we observe that nominal coverage is attained in almost all
the cases. However, the confidence intervals are likely to be conservative when the number of simulation
replications is not sufficiently large per bootstrap of the empirical distribution function. For example,
when B is equal to 400 in Table 3, each bootstrap step receives only 10 replications. Barton, Nelson, and
Xie (2010) shows that this potential overcoverage problem can be effectively addressed by introducing a
simulation metamodel that evaluates the simulation replications at carefully selected design points. The
construction of a metamodel-assisted framework for capturing both empirical distribution and correlation
matrix uncertainties is the subject of ongoing research.
5 CONCLUSION
In this paper, we illustrate the use of an undirected graphical model for simulation input modeling. In
particular, the graphical representation of the dependence structure with a Gaussian normal copula allows
us to consider any multivariate input model with a mix of continuous and discrete distributions. We obtain
the posterior distribution of the correlation matrix associated with the normal copula and use the empirical
distribution function of each input random variable. The separate handling of the statistical inference
for marginal distributions and for the correlation coefficients allows us to combine different methods to
propagate the uncertainty to the output uncertainty. Specifically, we capture the uncertainty around the
empirical distribution functions with direct bootstrapping and capture the uncertainty around the correlation
matrix by its posterior distribution. Our numerical analysis on an assemble-to-order system highlights the
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