Introduction
In differential geometry, the Ricci flow is an intrinsic geometric flow, which was introduced by R. Hamilton [1] ; [2] in 1982. But Ricci flow has got popularity after G. Perelman [3] ; [4] used this to prove the Poincar`e conjecture and the sphere theorem.
The Ricci flow is a process that deforms the metric of a Riemannian manifold in a way formally analogous to the diffusion of heat, smoothing out irregularities in the metric. the Ricci flow equation is given by the following geometric evolution equation
Where g ij is Riemannian metric, R ij is Ricci tensor on the manifold M of dimension n. The concept of Ricci soliton was also introduced by R.S.Hamilton [5] in mid 80's. Ricci solitons [6] are natural generalizations of Einstein metrics. A Riemannian manifold (M, g) is called a Ricci soliton if there exits a smooth vector field X such that the Ricci tensor satisfies the following equation
for some constant λ and £ X is the Lie-derivative. The Ricci soliton is called a gradient Ricci soliton [7] if X = ∇f, for some smooth function f on M. Ricci solitons are also correspond to self similar solutions of Hamilton's Ricci flow and often arise as limits of dilations of singularities in the Ricci flow. Presently lots of renowned scientists like H.D. Cao [8] ; [9] 
II. Preliminaries
An (2m + 1) dimensional smooth manifold M is said to be an almost contact metric structure (ϕ, ξ, η, g) [23, 24] consisting of a tensor field ϕ of type (1,1), a vector field ξ, a 1 − form η and a Riemannian metric g compatible with (ϕ, ξ, η) satisfying
An almost contact metric manifold is said to be Kenmotsu manifold [25, 26, 27, 28, 29] if
3)
Where ∇ denotes the Riemannian connection on M.
In Kenmotsu manifolds the following relations hold:
and R ξ, X ξ = X − η X ξ. (2.10)
Now we shall prove a theorem on gradient Ricci soliton on Kenmotsu manifold.
III.
Result: Using (3.3), and using the fact that g is a Riemainnian metric, we get after a brief calculation g ∇ ξ X, W + g ξ, ∇ W X = 2 λ + 2m g ξ, W . Since ∇ ξ g X, ξ = 0, which implies ∇ ξ g(X, ξ) = g(∇ ξ X, ξ) + g(X, ∇ ξ ξ).
Now considering ξ as a Killing vector field, we have ∇ ξ ξ = 0.
⇒ ∇ ξ g(X, ξ) = g(∇ ξ X, ξ).
Using this, (3.6) can be reduced to
We know for a Killing vector field ξ, £ ξ (£ X g) = 0.
Now using definition of Lie derivative and g as a Riemannian metric we get
If we put Z = ξ and Y ∈ D in the above equation, we get
In (3.9) we can put the following results :
Using the above results in equation (3.9), it will reduce into the equation From (3.6), we have ∇ ξ (g(∇ ξ X, ξ)) = 0.
⇒ g(∇ ξ ∇ ξ X, ξ) + g(∇ ξ X, ∇ ξ ξ) = 0.
⇒ g(∇ ξ ∇ ξ X, ξ) = 0, since ξ is a Killing vector field.
Putting X = ∇f and using (3.12), we have g ∇f, ξ = 0. (3.13)
So we can conclude that either ∇f is orthogonal to ξ or f is a constant function. This completes the proof.
