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Abstract. This paper evaluates the potential contributions of natural
language processing to requirements engineering. We present a selective
history of the relationship between requirements engineering (RE) and
natural-language processing (NLP), and briefly summarize relevant re-
cent trends in NLP. The paper outlines basic issues in RE and how they
relate to interactions between a NLP front end and system-development
processes. We suggest some improvements to NLP that may be possible
in the context of RE and conclude with an assessment of what should be
done to improve likelihood of practical impact in this direction.
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1 Introduction
A major challenge in requirements engineering is dealing with changes, especially
in the context of systems of systems with correspondingly complex stakeholder
communities and critical systems with stringent dependability requirements.
Documentation driven development (DDD) is a recently developed approach
for addressing these issues that seeks to simultaneously improve agility and de-
pendability via computer assistance centered on a variety of documents [1,2].
The approach is based on a new view of documents as computationally active
knowledge bases that support computer aid for many software engineering tasks
from requirements engineering to system evolution, which is quite different from
the traditional view of documents as passive pieces of paper. Value added comes
from automatically materializing views of the documents suitable for supporting
different stakeholders and different automated processes, as well as transforma-
tions that connect different levels of abstraction and representation. The sheer
size and complexity of enterprise-wide systems makes such automation support a
necessary condition for reliability rather than a convenience. The body of docu-
ments that embody the requirements of such systems is encyclopedic in size and
scope, and consequently impossible for a single person to understand in detail.
Assuring absence of contradictions or other non-local quality properties on such
scales is practically impossible for unaided humans.
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At the level of requirements engineering, a central problem is related to bridg-
ing the gap between stakeholders, who communicate in natural language, and
software tools, which depend on a variety of formal representations. A promi-
nent problem is resolving ambiguity, which is typical of natural language and to
a somewhat lesser degree the popular informal design notations such as UML.
If ambiguities in stakeholder needs statements are transferred into system spec-
ifications without being accurately resolved, they are likely to produce system
faults. This is because the world view and tacit assumptions and priorities of
system developers usually differ from those of prospective system clients. Others
include finding implied but unstated requirements, detecting conflicts between
needs of different stakeholders, and resolving such conflicts. Communication gets
increasingly difficult as systems scale up. Stakeholders are typically comprised
of diverse groups, each of which has its own specialized domain knowledge, jar-
gon, and unique tacit understanding of the problem. Bridging the gaps becomes
key to success as complexity increases because each group typically has only
a partial understanding of the issues, constraints, possible solutions, and cost
implications. [3,4] For large systems the gaps between communities can be so
extreme that different stakeholders experience different realities. For example,
during analysis of an avionics software fault that would cause an airplane to
turn upside down when it crosses the equator, it was suggested that this was a
severe problem that should be fixed right away. A fighter pilot disagreed, saying
that the pilot could just turn the plane right side up again and go on. A later
reaction from a helicopter pilot was that if it happened to him, he would die as
a result.
Progress on increasing flexibility without damaging reliability depends on
computer aid within an end-to-end process that includes requirements engineer-
ing. This leads to a need for natural language processing that can help bridge the
gap between natural stakeholder communication and unambiguous requirements
models such as those embodied in the DDD view of documents. Ever present
changes in requirements imply that this gap must be bridged repeatedly. This
in turn implies that incremental methods that can take advantage of knowledge
gained in previous iterations would be helpful.
In the 1970s the automatic programming group at MIT headed by Prof. Bill
Martin sought to create an end-to-end system that went from user requirement
documents to running code for business information systems. The project made
progress at the top and bottom levels of this process, but the two ends were
never integrated together.
The capabilities of natural language processing (NLP) software and our un-
derstanding of requirements engineering (RE) have improved substantially over
the past 30 years. This paper re-examines how the current state of NLP can
contribute to requirements engineering, how close is it to making a practical
impact in this context, and what needs to be improved to enable widespread
adoption. We examine the connection between a hypothetical NLP front end
and requirements engineering processes that would follow, and identify some of
the differences between generic NLP and domain-specific NLP embedded in a
requirements engineering process.
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1.1 Challenges of NLP for Requirements Engineering
Requirements engineering is a critical part of the system development process be-
cause requirement errors cost roughly 100 times less to correct during requirement
engineering than after system delivery [5]. This imposes extreme constraints on
the accuracy of NLP that we might use to derive system requirements. However,
NLP accuracies are currently in 90%-92% range, at best (see section 2). Therefore
NLP must be augmented with other methods for removing residual errors, and
accuracy must be greatly improved if it is to be seriously used for RE.
1.2 Why All Is Not Yet Lost
NLP in the context of RE should be more tractable than generic NLP, because it
has the usual advantages of a domain-specific approach: scope is narrower, more
is known about the context, and specialized methods may apply. In particular,
much more is known about the intentions of the speaker and the context, such
as typical goals and surrounding tasks.
1.3 Overview
Section 2 presents a selective history of the relationship between RE and NLP.
Section 3 briefly summarizes recent trends in NLP. Section 4 outlines basic is-
sues in requirements engineering and how they relate to interactions between a
hypothetical NLP front end and system development processes and tools that
follow. Both aspects have been simplified to help bridge the gap between the two
communities; our apologies in advance to experts in both domains for leaving
out some of the subtleties of each area. Section 5 outlines some improvements
to NLP that may be possible in the context of RE. Section 6 concludes with an
assessment of what should be done to improve likelihood of practical impact in
this direction.
2 A Selective History of the Relationship between RE
and NLP
The desire to use natural language in software engineering has existed nearly
as long as the discipline itself. Indeed the invention of the compiler was an
attempt to express machine code in a higher-level language, one more closely
resembling human communication. Since the introduction of the FORTRAN
compiler in 1954, computer scientists and programmers have sought ways to
interact more naturally with the computer and eliminate the burden of trans-
lating required tasks into machine code that could be directly executed. This
section is an overview of natural language processing (NLP) influence in the
software development process, with an emphasis on requirements engineering.
It is not intended to be an exhaustive overview; however, it is an attempt to
illustrate representative works over the last four decades that have utilized NLP
techniques.
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After the development of high level programming languages such as FOR-
TRAN and COBOL, “automatic programming” was one of the first attempts to
bring natural language into the software engineering process. Ruth wrote that
“automatic programming systems are simply the next logical step in the pro-
gression that has taken us from writing in machine language to using assemblers
to using compilers.”
As summarized by Balzer after 15 years of related work, components of auto-
matic programming included: 1) a means of acquiring a high-level specification
(requirements), 2) a mechanism for requirements validation, 3) a means of trans-
lating the high-level specification into a low-level specification, and 4) an auto-
matic compiler for compilation of the low-level specification [6]. Automating the
software development process was traditionally viewed as a compilation problem,
since that was where the majority of development effort had been concentrated,
but Balzer realized that it was a specification problem as well.
Those who sought true end-to-end automated software development eventu-
ally realized that the challenges were more difficult, and the goal more elusive,
than originally anticipated. This was primarily due to four factors:
1. Insufficient computing power
2. Immaturity of the field of NLP
3. Insufficient understanding of the substance and difficulty of requirements
engineering
4. Increasing complexity of software and software development forced new tech-
niques in software engineering at different levels of abstraction
As a means of tackling the specifications element of the automatic programming
problem, Balzer et al. developed the Gist specification language. Gist was one of
the first attempts to render higher-level specifications in a pseudo-natural lan-
guage. The idea behind the concept was that requirements could be captured
in a human-readable form, which could then be automatically translated into
lower-level specifications. These would, in turn, be automatically compiled into
executable code. In addition to facilitating the requirements and verification
process, the aim was also to correct what Balzer saw as a flawed step in the
software development life cycle: maintenance. Prior to this work, maintenance
had primarily involved directly editing the implementation when changing needs
dictated, rather than updating the specification, then the implementation. This
shortcut was typically motivated by cost and schedule pressures, and gained
short term benefit at the expense of increased long term maintenance costs due
to the loss of specification information. Gist sought to address this by necessi-
tating only that the specification be changed; the system would then be able to
automatically generate the new implementation based on the updated specifica-
tion. While Gist showed some success, and was used as a specification language
for USC software engineering courses, it still fell short of achieving the ultimate
goal of an end-to-end solution for specification to implementation. Some of its
shortcomings were that, despite its high level, it was still found to be unreadable
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(a paraphraser was subsequently developed that partially alleviated this) and it
was not possible to automatically translate Gist into a compilable form. [6]
In 1974, Heidorn described a system that used English as a very high-level lan-
guage (VHLL) in simulation programming. The underlying program was written
in FORTRAN and was implemented under CP/CMS on the IBM 360/67. Pro-
gramming the simulation took the form of describing the problem statement in
natural language English phrases in a dialogue session with the computer. The
computer had the ability to query the user when additional information or clarifi-
cation was needed, and likewise, the user could ask questions of the computer if a
particular response was unclear. After the problem statement was entered to the
system’s satisfaction, it would notify the user and an English-language descrip-
tion of the problem could be produced for verification purposes. The language
processing facility was based on sets of decoding rules that were input into the
system and were interpreted “in the fashion of a bottom-up, parallel-processing
syntax-directed compiler.” The system used approximately 300 rules, which in-
cluded rules for tasks such as stemming and verb-phrase transformations. Using
Balzer’s four-phase automatic programming paradigm, we can describe Heid-
horn as having envisioned that the problem acquisition phase was the one for
which this system had the most to offer. [7]
By 1978, researchers had come to realize the magnitude of the NLP problem.
Martin remarked, “Making computers comprehend natural language has turned
out to be a very difficult task, not clearly distinguishable from the general prob-
lem of creating artificial intelligence.” His insight, however, was that a useful
database query system could be developed by solving a part of the NLP prob-
lem. Some of the concepts he introduced included a loosening of formal syntactic
rules, whereby a system could parse a query if it was understandable according
to part-of-speech even if it may violate a syntax rule (e.g., “He picked up her.”
versus “He picked her up.”) and an assumption that users would ask questions
to which they wanted informative answers (e.g., “Do you know the departure
time of flight 32?” would elicit an actual time, not just a “yes”). Martin’s EQS
system competed with several other database query languages of the time, in-
cluding LADDER, ROBOT, and PLANES, but unlike those systems, EQS used
natural language parsing, and was able to both capture and produce more in-
formation. Its advantages were that it could acquire additional domain-specific
syntactic details from the user without requiring explicit knowledge of English
syntax, it could accept multiple phrasings of a query, it could be extended with
new words and phrases, it could be programmed to assist the user in adding new
semantic knowledge, and pronoun reference resolution was easier. On the neg-
ative side, EQS was computationally intensive and would “waste time splitting
hairs in cases that don’t matter as well as in those that do.” [8]
Desire for natural language programming gave birth to higher and higher-level
languages. The Business Definition Language (BDL), introduced in 1977, was
another early example of what was to be known as a very high-level language
(VHLL). It was developed specifically to reduce the amount of manual labor
involved in specifying business problems and using these specifications to develop
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applications. Since the operations of most businesses (particularly at the time)
revolved around paper-based forms, BDL had three component sublanguages:
one to define the business forms, one to describe the organization, and one for
defining calculations. [9]
Many researchers began to explore pseudo-natural language specification lan-
guages. In 1995, Lu et al. proposed BIDL (Business Information Description
Language) as a component of their PROMIS knowledge-based tool for auto-
matically prototyping management information systems. BIDL draws on three
primary knowledge bases for requirements analysis: a domain dictionary, a do-
main generic model, and software rules. These operate in conjunction with an
interactive requirement analyzer to produce a system specification for design and
implementation. Although BIDL is English-like, the system requires an analyst
to work with end-users to mark up the requirements into a BIDL document. [10]
Many VHLLs were pseudo-natural languages, which meant that they resem-
bled specific natural languages, but had an unambiguous syntax and semantics,
just like typical programming languages. This enabled reliable automated pro-
cessing and translation. They appeared as stylized natural-language text that
could be read and understood with some effort by untrained people. However,
successfully writing well-formed descriptions in VHLLs was still difficult and
required skills similar to programming.
By the early 1990s, requirements engineering had become a full-fledged dis-
cipline in its own right and researchers sought to apply natural language tools
and techniques to the requirements process in combination with other emerging
ideas. Rolland and Proix defined requirements engineering as the part of the
“development cycle that involves investigating the problems and requirements
of the user community and developing a conceptual specification of the future
system.” They proposed that a linguistic approach be used to develop a CASE
tool for requirements engineering support. Using this tool, unambiguous spec-
ifications would be derived from natural language descriptions of the problem
space, and for validation, natural language text would be generated from the
specification. [11]
In 1993, considering the difficulties inherent in a pure natural language ap-
proach to requirements engineering, Kaindl proposed RETH (Requirements En-
gineering Through Hypertext), a hypertext-based approach to bridge natural
language with a formal representation. [12] The Internet, and hypertextual in-
formation, was increasing in popularity, therefore it seemed a natural progression
to apply this technology toward the requirements process, which Kaindl recog-
nized as “one of the most important and least supported parts of the software
life cycle.” For example, terms from a domain-specific jargon can be hyperlinked
to their definitions to warn non-specialist readers of special meanings and pro-
vide and easy way to look up definitions of unfamiliar terms. Kaindl’s approach
incorporated elements of methodologies and fields such as object-orientation and
artificial intelligence. In particular, it treated requirements as objects which could
be classified and further refinements derived via inheritance. The stated goal of
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Kaindl’s work was not to supplant other formal representation techniques, rather
to complement them.
In 1993, Ryan criticized previous NLP approaches to RE as being fraught with
“many unrealistic suppositions and presumptions.” His main argument was that
the desire to produce systems requirements as a result of “natural, or ‘near
natural’ conversation” did not make the process easier, nor did it result in more
accurate requirements, both of which were objectives in using NLP. In [13] he
detailed his argument and offered as an alternative some areas and tasks in the
requirements engineering process where he believed NLP could be realistically
and usefully applied. His supporting claim was that the requirements process
was not merely one of inter-language translation; it was also incumbent upon
the requirements analyst to understand the unstated assumptions of those with
domain knowledge and be able to model this “common sense” knowledge – an
AI problem well beyond the ability of any known machine to solve.
Assuming that the information to be analyzed for requirements was already in
some textual form (and not diagrams or other non-textual form), Ryan suggested
that automated techniques to scan, search, browse, and tag large bodies of text
could be of some use. His view was that the system would have some value as a
purely clerical machine, without having to achieve any level of understanding of
the text. Another area in which Ryan believed NLP could play a useful role was in
that of a “refinement guard.” The idea behind this was that, in the requirements
process, some user requirements may be difficult to quantify and to translate into
a specification language, therefore they may be at risk and likely to be “refined
out.” He proposed a “requirements tracing facility” to tag requirements early on
in the process and allow them to be represented in some form (e.g., comments or
links) in the formal specification system. Finally, he describes two approaches to
requirements verification where NLP could play a role. In the first approach, the
system would generate test scripts containing extreme and average cases based
on the formal specification for the client’s approval. In the second approach, the
system would use an iterative critiquing strategy based, perhaps, on a question-
answer method to compare test schemas to the developing specification.
Ryan’s critique ended by stating his belief that the requirements process was
an organic, social construct, and NLP and other techniques would be of better
service in a supporting role, rather than one of replacement.
Nanduri and Rugaber, in 1995, proposed a requirements validation approach
using NLP to support an Object Oriented Analysis (OOA) method [14]. Their
study involved using a natural language parser to extract candidate objects
and associations from a requirements document and construct an object model
diagram. The results were tested against the results of a manual OOA process.
Sleator and Temperley’s publicly available link grammar parser [15] was used
as natural language parser in the Nanduri and Rugaber study. Guidelines were
created for creating an object model from the specifications text and were used
as rules in text post-processor. Since the parser dealt with each sentence inde-
pendently, Nanduri and Rugaber modified their tool to accumulate knowledge
between the parsed sentences. This entailed using empirical rules for tasks such
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as anaphora resolution, which is the task of deciding to what a pronoun, for
example, refers1.
The tool was tested with example high-level specifications for four different
applications: a helicopter landing, an automatic teller machine (ATM), an ele-
vator, and an employment database. The results obtained by the process were
comparable to the models constructed by hand. In the instances where the tool
failed, Nanduri and Ragaber identified the following as causes: parser inadequacy,
ambiguous or incomplete specifications in the original requirements documents,
lack of domain knowledge, and inadequacy of guidelines. The conclusion reached
by the study was that a fully-automated process of model generation using NLP
was still not achievable, but that there was value in pursuing further research in
an attempt to overcome some of the limitations encountered.
Attempts to turn NL into software requirements were by no means limited
to the English language. In 1995, Ohnishi proposed CARD (Computer Aided
Requirements Definition), which was a software requirements environment that
accepted both Japanese-based textual language and visual language as input
and delivered a software requirements specification (SRS) as output. CARD
was designed in response to a desire to tackle five elements of the software
development process: 1) requirements analysis, 2) requirements description, 3)
SRS verification, 4) SRS execution, and 5) preliminary software design. The
design goal of CARD was to achieve a quality SRS as measured by correctness,
testability, traceability, feasibility, and usability. [16]
In the mid-to-late 1990s, full-fledged requirements engineering environments
and tool suites began to emerge. One of the most promising NL-focused,
requirements-engineering applications was the Circe environment introduced by
Ambriola and Gervasi in 1997. [17] Circe was described as “a Web-based en-
vironment for aiding in natural language requirements gathering, elicitation,
selection, and validation.” It employed a NL recognition engine that takes as
input a set of requirements, glossaries (predefined and system specific), and a
set of model-action-substitution (MAS) rules that employ fuzzy matching. The
output of Cico, the natural language recognition engine of Circe, is a set of
abstract requirements, which can be viewed in different user-selectable forms
(DFD, E-R, etc.). Notable features of Circe include flexibility, customizability,
and extensibility. More work is being done to extend Circe to new domains (e.g.,
temporal). While Circe is able to detect limited classes of conflicts in modeled
data, it does not tackle the task of conflict resolution.
Policy analysis and the derivation of requirements from organizational policy
has become a focus area, particularly over the last decade. For large organiza-
tions with massive policy bases, this is a complex problem, and the mapping
from policy to requirements, or even between policies, can be difficult. Tools
that can analyze the language of policies, derive requirements, and check for con-
sistencies, overlap and redundancy, gaps, or inaccuracies are especially sought
after. Michael et al. have described the architecture of a natural language input-
processing tool (NLIPT) as part of a policy workbench. This tool maps natural
1 See Section 3, below.
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language policy statements to a computationally equivalent form that can be
used in a workbench to reason about, maintain, and further develop policy. The
tool consists of an extractor, an index-term generator, a structural modeler, and
a logic modeler. The prototype tool achieved a 96% accuracy in parsing 99 Naval
Postgraduate School security policy statements. [18] This supports our hypothe-
sis that domain-specific natural-language processing tools can potentially attain
higher accuracy.
Denger et al. discussed the use of natural language patterns in eliminating
imprecision and ambiguity in high-level requirements [19]. Focusing on require-
ments for embedded systems – those in which high precision is often required to
prevent catastrophic failure – the research involved examining language patterns
in documentation for elements such as events, conditions, systems reactions, etc.
Sentence patterns are then generated and combined into scenarios for complete
specifications. This modular approach stresses flexibility so that more precise re-
quirements may be formed by giving the author more expressive freedom during
the process. Authoring rules were also developed, which were used in conjunction
with the patterns. The authoring rules were designed to describe how natural
language could be used to reduce ambiguity. The results of applying this ap-
proach showed that the system was able to analyze requirements and rewrite
them to reduce ambiguity or include missing information, however, the rewrit-
ten requirements tended to be longer and grammatically more clumsy that those
written by hand. Additional manual effort was required to clean up the writing
to enhance readability.
The development of XML and other structured markup languages inspired
some researchers to consider them as an alternative to using natural language in
requirements engineering. In 2003, Dura´n et al. proposed XML/XSLT as a tool
in requirements verification. Their justification was that the “lighter” technol-
ogy provided sufficient flexibility and adequate results without the demand on
computer resources that NLP-based approaches imposed. [20]
In 2004, Lee and Bryant stated that natural language was a preferred ap-
proach for systems engineering because users must be involved throughout the
software development lifecycle to obtain good results. The challenges in using
NL in this context were twofold: 1) the natural ambiguity in NL, and 2) the
different levels of formalism between the NL domain and the formal specifica-
tion domain. The project entailed the development of a system that assisted
analysts in converting parts of a requirements document written in NL to a
formal specification language via linguistic and formal specification techniques.
These issues were addressed by using Contextual Natural Language Processing
(CNLP) to undertake the ambiguity problem and Two Level Grammar (TLG)
to deal with the differing levels of formalism. The research showed that, in some
cases, efficient executable code (in a high-level language such as Java or C++)
could be generated by using the output of the CLNP-TLG system as input to a
formal specification system, the Vienna Development Method–VDM++, which
provides analysis tools and code generation capabilities. This process required
manual transformation of the text and construction of a problem specific model.
134 V. Berzins et al.
It is still to be seen if this technique will scale up to larger, practical problems.
No evaluation of the accuracy of this approach has been provided in [21].
There is still much work to do in natural-language-based requirements engi-
neering research. Focus areas include NLP support in requirements elicitation
(NL-based question/answer tools), requirements modeling (developing heuristics
for formalizing natural language policies and inferring abstractions and prelim-
inary models from natural-language requirements texts), and validation/verifi-
cation (comparison of final specification to requirements) [22]. It is clear from
examining previous and ongoing work, and considering current NLP capabil-
ities, that the largest gain of productivity in requirements engineering would
be realized through the development of supporting toolsets that can partially
automate or support a manual process. The focus should be less on developing
NLP systems that can understand every nuance of natural language and inde-
pendently create perfect, implementable specification documents, and more on
special purpose tools that can assist professionals in managing large requirement
sets in specialized domains through the use of parsing, vocabulary matching,
tagging, etc.
Since requirements develop in an iterative process of validation, diagnosis and
improvement, tools that can reduce the need for repeating unchanged parts of
manual processes would be valuable for RE.
3 Summary of Recent Trends in Natural Language
Processing
Natural Language Processing (NLP) is a cross-cutting discipline that includes
computer science, linguistics, artificial intelligence and cognitive science, as well
as statistics and information theory. The objective of NLP is automated under-
standing and generation of written natural languages (NL). Challenges of NLP
include: the complexity and ambiguity of language constructs; the fact that
understanding a natural language often requires representation of one’s knowl-
edge about the outside world (tacit knowledge); and the fact that non-linguistic
context might also need to be considered, since it often helps to improve the
interpretation of speaker intentions. Table 1 provides some concrete examples of
the problems just mentioned.
On the one hand, research in NLP still struggles with conceptual difficulties
such as context modeling or formalization of speaker intentions [24]. On the other
hand, the initial period of excessive optimism in the field was followed by mature
statistical analysis and creation of extensive linguistic resources that have helped
foster excellent progress in many NLP domains, e.g., part-of-speech-tagging and
parsing.
One of the important methodological developments in NLP research was iden-
tifying different levels of representation and processing, each with their own set
of relevant entities, statistical relations, problems and solutions. NLP distin-
guishes at least four processing levels: lexical, syntactic, semantic, and pragmatic.
Each level has its own patterns of ambiguity (see Table 1) and corresponding
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Table 1. Challenges of NLP
Problem Examples
1. Ambiguity of word meaning and scope The word plot can refer to either a secret scheme or a
graphical representation of data. (See blog posting 8 in
the workshop case study [23])
Natural languages usually don’t specify which word a
phrase or an adjective modifies. For example, in the
sentence Someone hijacks a plane with a box cutter,
does with a box cutter refer to Someone or to a plane?
(See blog posting 7 in the workshop case study [23]).
2. Computational Complexity For determination of grammaticality, it is possible that
an exponential number of parse trees might need to be
checked.
3. Tacit knowledge and anaphora resolution The sentences We gave the passengers the seats because
they were waiting and We gave the passengers the seats
because they were empty have the same surface
grammatical structure. However, in the former the word
they refers to the passengers, in the latter it refers to
the seats: the reference cannot be resolved properly
without knowledge of the properties and behavior of
passengers and seats.
4. Non-linguistic Context Includes stakeholder’s role, attitude, exaggeration to
make a point, domain knowledge, facial expression,
gestures, disfluencies, time of the year/day, recent
events, etc.
processing methods. As a rule of thumb, the higher the level, the longer the con-
textual dependencies that have to be taken into account. Importantly, processing
at each level is not generally independent. For example, knowing semantics of a
sentence may help to disambiguate the part of speech for a particular word.
NLP can be viewed as a sequence of processing steps that starts from a raw
text and proceeds through each higher level of representation. Under this ap-
proach the output of a lower level is the input for a higher level. Though there
are some interdependencies, for simplicity each level is most often considered
independently. This assumption greatly facilitates the identification of specific
features at each level. It is also important to note that while processing on lexical
and syntactical levels is relatively well defined, the higher levels of NLP are not
standardized in terms of their objectives or output formats. This is due to the
overall complexity of the processing on higher levels and in the extra-linguistic
features involved. For example, in order to define pragmatic content for a text
one needs to know the intentions of the reader or writer, which typically are not
the part of a text.
Since many NLP techniques rely on statistical dependencies in the text, the
construction of large-scale, comprehensive data sets, or corpora, has become an
important thrust in NLP research. These corpora are composed of a set of texts
with words tagged with various labels (e.g. part of speech (POS), semantic,
syntactic and role-based ones). Table 2 gives some examples. These corpora
provide a rich source for probabilistic modeling of languages. However, each
corpus is limited to a specific domain of a particular language (e.g. English
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Table 2. Levels of NLP
Level Problems Methods/KB
Lexical Part of speech (POS) tag-
ging
Part of speech tagger
Corpora: WSJ, Brown Corpus




Corpora: WSJ, Brown Corpus
Semantic Context modeling; Word-
Sense Disambiguation
Semantic parsers, WSD Classifiers;
Corpora: FrameNet, Senseval
Pragmatic Goal, content or topic of a
text or discourse; Anaphora
Resolution
Discourse Analyzers;
Corpora: Penn Discourse Treebank
novels and news). The problem of adjusting either corpora or tools to another
domain is yet to be solved, although progress is being made [25,26,27,28,29].
Below we briefly explain each step of our simplified NLP model and provide a
description of corpora that are used to derive statistical dependencies.
The first step in processing texts is finding word boundaries, called tokeniza-
tion, and assigning each word a part of speech (e.g. noun, verb, adjective or
adverb; quite surprisingly, there are around 40 different POS categories in the
most common scheme). This process is called “part of speech tagging” (POS-
tagging) and it provides important information for all following stages [30,31].
Usually, POS-tagging is carried out iteratively using short contextual dependen-
cies that specify how a POS of a given word depends on the POS of the previous
word. These dependencies are described by a set of conditional probabilities of
the form P (POS1|POS2) where POS1 is part of speech we are interested in
and POS2 is the part of speech of the previous word. Contemporary methods
of POS-tagging achieve tagging precision above around 97%.
The second step of NLP analyzes larger chunks of a sentence than individ-
ual words. In particular, it identifies Noun Phrases (NP), Verb Phrases (VP),
Prepositional Phrases (PP), etc. The corresponding method, called syntactic
parsing, outputs syntactic trees that provide both labels and the hierarchical
structure of a sentence. Most modern parsers are at least partly statistical; that
is, they rely on a corpus of training data which has already been annotated
(parsed by hand). In short, they use POS information from a previous level but
within a larger context to figure out the conditional probabilities of syntactic
constituents. Parsing methods condition probabilities not just on POSs but also
on the words themselves. State of the art precision in parsing is currently around
92% [28,32,33]. One of the challenges of syntactic parsing is that each sentence
can have multiple valid parse trees. Note that parsing difficulties can come from
propagation of inaccuracies from a previous stage of processing (Figure 1).
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(a)
(b)
Fig. 1. Two alternative parsing trees of the same sentence. In this example, the ambi-
guity in parsing comes from the wrong assignments of different POS-tags in a previous
stage of processing. Even with the correct POS assignment, syntactic trees can vary
depending on the attachment of prepositional phrases and other factors.
The next step in our simplified NLP model is semantic processing. Issues here
concern how to represent the meaning of a sentence, how to make linguistic
inferences, as well as word-sense disambiguation (WSD). WSD is the problem of
determining in which sense a word is used in a given context [34]. For example,
consider the word bass that has two distinct senses: a type of fish and a tone of
low frequency. In the two following sentences it is clear to a human which senses
are used:
1. The bass part of the song is very moving.
2. I went fishing for some sea bass.
However, for machines WSD is a difficult task. Compared to POS tagging, which
requires a fairly short context, WSD might involve much longer dependencies.
Successful contemporary implementations of WSD use Kernel methods such as
SVM trained on the SemCor knowledge base (which contains 352 texts). Most
of the texts are annotated with POS, lemma, and WordNet synset. The perfor-
mance is usually much worse than in POS tagging with precision around 75% for
English [35,34]. Such low performance may suggest that contemporary linguistic
representations developed for statistical classifiers are not adequate enough to
model word senses.
One of the solutions is to use better structured input representations that in-
corporate relations between words such as the ones included in the WordNet [36].
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This knowledge base, developed at Princeton University, addresses not only POS
and synsets but also such relationships as synonymy/antonymy, meronymy/
holonymy (part/whole), hypernymy/hyponym (super and subclasses). While
WordNet describes possible word meanings by corresponding synsets, example
sentences, and a rich set of relations there is still a need to automatically identify
meaning in a given context. There have been several attempts to systematically
analyze meaning of words, for example, using argument structure. Levin [37]
proposed that verbs’ semantic classes correlate with their syntactic and mor-
phological structure. This allowed her to classify verbs in groups such as Put
Verbs (mount, place, put) or Correspond Verbs (agree, argue, clash, collaborate,
communicate, etc.).
However, more detailed examination of Levin’s classes revealed that better
classification should be at least partially semantically motivated. This started
the FrameNet project at Berkeley University. In FrameNet, not only verbs but
also other POSs are assigned role frames. The FrameNet lexical database cur-
rently contains more than 10,000 lexical units (e.g. “traffic light”, “take care of”,
“by the way”), more than 6,100 of which are fully annotated, in more than 825
semantic frames, exemplified in more than 135,000 annotated sentences. The ba-
sic idea of FrameNet is that one cannot fully understand the meaning of a single
word without access to all the essential knowledge that relates to that word. For
example, one would not be able to understand the word “sell” without knowing
anything about the situation of commercial transfer, which also involves, among
other things, a seller, a buyer, goods, money, the relation between the money
and the goods, and the money and so on. Thus, a word activates, or evokes,
a frame of semantic knowledge relating to the specific concept it refers to, or
highlights, in frame semantic terminology.
Finally, we turn briefly to pragmatics, which is concerned with understand-
ing the relationships between language and context. For example, an important
aspect of this level of analysis is anaphora resolution. Simply put, anaphora res-
olution is concerned with the problem of resolving what a pronoun or a noun
phrase refers to. For example, consider the following two cases:
1. John helped Mary. He was kind.
2. There were dresses of several different colors and styles. They were all pretty
and labeled with price tags. Sally chose a blue one. Mary chose a skimpy
one.
In case 1, “He” clearly refers to John. But to what does “one” refer in case 2?
Humans have no problem understanding that the mentions of “one” in the third
and forth sentences refer to “they” in the second sentence, which, in turn, refers
to “dresses” in the first sentence. However, for a machine, the mentions of “one”
could also have referred to “price tags” in the second sentence. For more complex
computer communication, like blogs or on-line chat, anaphora resolution is even
harder. Other forms of discourse analysis include understanding the discourse
structure—i.e., what role does a sentence play in the discourse—and speaker
turn-taking.
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4 NLP in the Context of RE
NLP in the context of RE differs from general purpose NLP because the inputs
and outputs are different, as illustrated in Figures 2 and 3. The result of the
NLP front end should be a model of the requirements. Although there are a va-
riety of notations and formalisms for requirements, we believe that the structure
summarized in this section provides a useful reference model that is close to the
mark. For a detailed description and examples see [38]. The requirements are
most usefully conceptualized as a database containing structured information,
or an instance of an object model of the requirements rather than as a text
document. Abstractly, the requirements database consists of:
1. Problem ontology, which is called an environment model in [38]. This pro-
vides an unambiguous vocabulary for defining the requirements: each symbol
denotes a unique concept with a well-defined meaning. Although any distinct
symbols will do for mathematical analysis or processing by software, com-
pound symbols composed of multiple words are often used to enhance human
understanding. For example, the two word senses in the example in section
3 could be denoted by the symbols bass fish and bass tone. In our specific
framework, a concept can be a type, relationship, attribute, or constant
(distinguished instance of a type). Related concepts are generally grouped
into modules, often related to types, and are subject to specialization and
multiple inheritance that combines constraints by conjunction. Meaning of
concepts is described by associated natural language texts, logical formulae,
real-world measurement processes, or links to other defining documents. In
particular, concepts can be uniquely mapped into symbols of a typed logic
or other formalism to support further analysis, transformation, and simpli-
fication. Concepts correspond roughly to the semantic frames mentioned in
the previous section, although in this context they are domain-specific and
sometimes application specific. New specializations of previously known con-
cepts are often acquired as part of RE. There appears to be a relatively small
set of core concepts related to typical RE processes and common properties
of problem domains for which software solutions are desired. Approximately
140 such concepts are identified in [38]. This number is small enough to sug-
gest that special case methods for recognizing them may be affordable.
2. Requirements hierarchy. Each node in the hierarchy represents a require-
ment, which is a constraint that the proposed system will have to satisfy.
Nodes can have many views, such as natural language descriptions, diagrams,
mathematical formulae, etc. Higher level nodes are more abstract and may
leave many details unspecified. Lower level nodes refine the meaning of their
parent node by specifying additional details related to the parent require-
ment. Thus the hierarchy is a representation that supports and documents
the process of resolving ambiguities and imprecise statements. The represen-
tation supports a process of iterative refinement that gradually sharpens the
intended meaning of a stakeholders’ statements and reduces ambiguity. This
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sharpening of meaning goes beyond NLP processes that seek to determine
which of several possible interpretations is the correct one for a given piece
of text. It also involves requirements validation processes, such as prototyp-
ing, which help stakeholders understand the implications of their choices.
This will help them finalize and sometimes reformulate their decisions. This
process is currently carried out by human experts. In a completed hierarchy,
leaf nodes are defined in terms of the vocabulary of the problem ontology,
and are unambiguous in the sense that they do not contain references to
undefined concepts. If the requirements are to be used as the basis for au-
tomated testing of the system under development, then the concepts used
in the requirements must all be measurable or computable from measurable
concepts. Achieving this level of clarity with high confidence of validity is the
Holy Grail of RE. Conversely, a typical recurrent nightmare is the possibility
of a catastrophic system failure due to failure to discover a critical unstated
requirement.
3. System model. Later stages of requirements engineering generally produce
a model of the proposed system at some level of detail. At a minimum,
interfaces and externally visible behavior of the proposed system must be
modeled, along with its interactions with its context: the (human) stake-
holders of the proposed system and external systems it communicates with.
There are a variety of notations for this type of model, including use cases,
UML, many formal modeling languages, as well as architecture description
languages.
We conjecture that the structures identified above and the associated pro-
cesses can be exploited to improve all aspects of RE, including NLP applied to
statements from stakeholders. For example, [38] identifies heuristics for eliciting
missing needed information related to requirements. These heuristics can be rep-
resented as questions to the stakeholders that are linked to reusable concepts in
the common core of the problem ontology. When statements from stakeholders
are linked to such concepts, the associated questions are triggered. This structure
can aid the associated NLP systems in the following ways:
1. Prior knowledge of the question that was asked can help NLP processes to
correctly interpret the response by conditioning the probabilities of the the
various possible interpretations;
2. Previously triggered problem-domain concepts can be linked to various
domains in the ontologies by NLP processes, thereby conditioning the prob-
abilities of other terms/senses associated with the domain. This kind of in-
formation should help with word-sense disambiguation as well as parsing.
The Worldwide Web Consortium’s (W3C) efforts to enable the Semantic Web
have resulted in developments such as OWL (Web Ontology Language)2 and
2 http://www.w3.org/2004/OWL/
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RDF (Resource Description Framework)3. These tools hold potential in struc-
turing the requirements hierarchy and providing a bridge between that and the
system model. In particular, software object frameworks expressed using these
may expose a richer semantic representation that could enable automated “rea-
soning” about model composition and support the preceding NLP processes for
eliciting information from the stakeholder as well as the transformation of stake-
holder information into a formal representation.
The requirements should serve both as guidance for system developers and
as a reference standard on which system quality assurance is based. In highly
automated processes that current software engineering research is seeking to en-
able, the information in the requirements should be sufficiently complete and
precise to enable automatic generation of at least the software that can test a
system implementation to determine whether or not it meets the requirements
to within a given statistical confidence level. In some visions of model-based do-
main specific development, information in the requirements may also be used to
directly generate parts of the deliverable code. Such code generation processes
use models of domain-specific software structures, known as reference architec-
tures, and sets of rules for tailoring known solution methods to specific problem
characteristics extracted from the requirements. Both the reference architecture
and the generation rules are constructed for each problem domain by skilled
software designers.
In any case, the delivered system is unlikely to be any better than the re-
quirements, reinforcing the mantra that accuracy of the requirements has great
importance. Existing manual processes for deriving requirements from informal
stakeholder statements therefore incorporate a variety of checking procedures
that include reviews, storyboarding, simulation and prototype demonstration,
dependency tracing, consistency checking, and many others. NLP in the con-
text of RE must be integrated with such checking procedures to achieve needed
accuracy.
Other processes that must be supported after formalization of the stakeholder
input include detecting and resolving conflicts between needs of different stake-
holders, finding errors of omission, and finding cases where different stakeholders
may agree on the wording of a requirement but not on its meaning. This last
case is significant in large systems because they typically involve stakeholders
from a variety of different specializations and communities.
5 How NLP Can Be Improved in the Context of RE
Generic NLP, as illustrated in Figure 2, has only one set of inputs, the natural
language text and the accompanying general linguistic resources. In the context
of RE there should be additional information: identification of the source of the
text, including the author’s identity, role in the process, expertise areas, etc., as
shown in Figure 3. There are also other sources of relevant information, including
general-purpose information about requirements engineering processes, system
3 http://www.w3.org/RDF/
























































Fig. 3. Natural Language Processing for Requirements Engineering
development processes, and typical problem domain concepts and jargon as well
as information about the kind of system to be developed in each particular
project. All of this information can be used to limit the search space for the
NLP, condition the probabilities of possible word senses, and provide models of
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the context of the discourse that can provide the basis for judging likelihood of
interpretations for much larger bits of text than individual words or phrases. This
information can drive different post-processing that seeks to identify particular
types of errors or just to identify and question the generated interpretations
that have weak evidence. For example, the following ambiguous sentence from
the example blog can be resolved only when we know that the person speaking
is an airport security agent: And people can’t remain alert to rare events, so they
slip by. Viz, it is rare for someone to smuggle dangerous liquids in their carry-on
luggage; consequently, it is difficult for screening agents to continually be alert,
and the event goes unnoticed.
6 Conclusions
It appears that NLP is getting close to the point where it can contribute to
requirements engineering, but it cannot do so in a vacuum. The results must be
checked and reviewed, and existing methods must be improved by using more
aspects of the context of the process to improve accuracy.
Even approximate NLP could facilitate text analysis and reduce workload by
prioritizing documents, using context for effective search, making summaries, and
classifying texts or their fragments even if accuracy of the process is insufficient to
support requirements engineering based solely on the raw output of the NLP. The
difference from fully automated processing is that NLP methods will typically
give users several options and it will be their responsibility to select the right one.
Thus currently the most safe and effective use of NLP is to integrate its methods
with human processing as it is conceptualized in Human System Integration
(HSI) framework. The value added would be that, the automated processing
could identify some weaknesses that unaided humans might miss [39,40].
The issues that will determine whether or not NLP enters widespread use
in requirements engineering are economic: it must cost less and produce more
accurate results than correspondingmanual processes that rely on human experts
to interpret and model the raw statements from the stakeholders. This is a
challenging goal that reaches beyond the traditional bounds of NLP to include
social, organizational and psychological issues.
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