Abstract --Peer-to-peer systems and applications are distributed systems without any centralized control. P2P systems form the basis of several applications, such as file sharing systems and event notification services. P2P systems based on Distributed Hash Table (DHT) such as CAN, Chord, Pastry and Tapestry, use uniform hash functions to ensure load balance in the participant nodes. But their evenly distributed behaviour in the virtual space destroys the locality between participant nodes. The topology-based hierarchical overlay networks like Grapes and Jelly, exploit the physical distance information among the nodes to construct a two-layered hierarchy. This highly improves the locality property, but disturbs the concept of decentralization as the leaders in the top layer get accessed very frequently, becoming a performance bottleneck and resulting in a single point of failure. In this paper, we propose an enhanced m-way search tree (EMST) based P2P overlay infrastructure, called Oasis. It is shown through simulation that Oasis can achieve both the decentralization and locality properties along with high fault tolerance and a logarithmic data lookup time.
I. INTRODUCTION
In recent years, peer-to-peer (P2P) systems have been the burgeoning research topic in large distributed system. Gnutella [1] and Napster [2] are the most famous peer-topeer file-sharing systems among these, but both of them have the scalability problem. Peer-to-peer networks like CAN [3] , Chord [4] , Pastry [5] , Tapestry [6] try to address this problem by using Distributed Hash tables (DHT).
Although each of them has different location and routing algorithms, all of them use consistent hashing (like SHA-1) to let the participant nodes and objects be distributed uniformly in its virtual space. These systems can achieve fairly good load balancing. But the primitive DHT schemes have a significant disadvantage that they violate the locality property. During the locating and routing process, the messages choose the next hop to a host regardless of the physical topology information. This produces inefficient effects in response time.
To address this problem, the DHT based approaches should take into consideration the relative physical position of the participant nodes. Grapes [7] provides the hierarchical virtual network infrastructure using physical topology information. It has a two-layered overlay network, the upper layer called super-network, the lower layer called sub-network; in both layers, any DHT routing algorithm can be used. Each sub-network has a leader that forms a part of the super-network and manages the sub-network. The physically nearby nodes construct the sub-network. Moreover to improve performance, during each super-network query, the leader caches the object in its sub-network. As a result, a node can find the object in its sub-network with high probability. Because the physical distance of nodes within a sub-network is short, this infrastructure can greatly reduce the lookup distance.
Although hierarchical overlay network like Grapes improves the locality property of DHTs, it disturbs the decentralization property. The leader has to route all the queries of its sub-network and has to manage supernetwork routing too, thus becoming a performance bottleneck. And as far as super-network routing is concerned, suppose a query has to go to Canada from India. It may first go to Pakistan, then may be to some country in Europe and then to Canada. This route may be even longer, leading to an inflated look up latency. So a multiple hop route in the super-network is a great disadvantage.
Also all the above schemes do not support range queries. This problem was solved by Gupta et al [8] who proposed a P2P system based on Locality Sensitive Hashing in which similar ranges are hashed to the same peer with high probability. However, these methods can only help to get approximate answers. Another way is including the ranges into hash functions proposed by Sahin et al [9] so that the system can return a superset of the range query. Nevertheless, exact search is highly inefficient. SkipList based systems such as SkipNet [10] and SkipGraph [11] can support range queries but they do not guarantee data locality and load balancing in the whole system. Baton [12] organizes the network into a Balanced Binary tree, in which hosts maintain sideways routing tables so as to obtain load balancing as well as fault tolerance. However, the size of the address book of each node is of the order of log (N).
The P-Tree [13] structure is based on B+ tree structure and uses CHORD as its overlay routing architecture. Each node in the system stores the left-most root-to-leaf path of its corresponding B+ tree. Data is only stored in leaf nodes, and these leaf nodes form a CHORD ring. Ptree guarantees logN search for both exact query and range query. However like other systems based on CHORD, its performance degrades when the data is skewed. Moreover, to check data consistency of new join nodes, it requires a special process run periodically in other nodes in the system.
We propose a scheme-Oasis that solves the problem of decentralization as well as by distributing the network traffic between multiple hosts. Every node is a cluster of hosts dividing the traffic load among them and saving the network from a single point of failure. Oasis also increases the fault tolerance of the system. A "fault" refers the situation in which a query does not reach the relevant node due to the failure of intermediate host(s). Oasis solves this problem by sending multiple copies of a query through different paths so as to increase the probability of a query reaching its destination. Although the total load on the network gets increased, this does not affect performance because the load is already extensively divided (section 2.3) and also it is divided evenly. Further, the nodes in the super-network are directly connected to each other i.e. the query would go directly from India to Canada, reducing the look up latency drastically.
In this paper we discuss the design of Oasis, a self organizing hierarchical network. The rest of this paper is organized as follows. Section 2 describes the design and some features of Oasis. Section 3 presents the Oasis protocol. Section 4 gives the simulation results and comparison with other designs. Section 5 presents a discussion about the areas where some improvements can make Oasis even more widely applicable Finally Section 6 gives the conclusion and directions for future work.
II. THE DESIGN OF OASIS
In this section we describe the basic structure of our system. The overlay has two structures; the nodes having physically proximity constitute a sub-network. Each subnetwork is an Enhanced m-way search tree (EMST, explained in section II-A). Each node of the tree is a cluster of hosts.
The super-network is composed of the leaders of all the sub-networks. Both these networks can use any of the standard hashing schemes (such as SHA-1) for locating and routing purposes (Fig 1) . All the root nodes (leaders of the sub-networks) are directly connected so as to get fast transmission over large distances.
The graph in Fig. 1 shows the super-network. Each node in the super-network is the root node of the subnetwork below it. Again, every node is a cluster of hosts. All nodes in the super-network are directly connected so as to get fast transmission over large distances.
Data Insertion: While a host inserts an object into the system, it sends a request to the sub-network leader. The leader first inserts the object into its own sub-network by the hashed key of that object. After that, it finds the associated leader in the super-network's virtual space by its key. Finally, that leader inserts the object into the corresponding position in its sub-network, completing the inserting process of that object.
Data look up: When a host looks for an object, it first searches the sub-network by the key of that object. If it fails, then it searches the super-network through its leader. After the leader finds the object outside its subnetwork, it caches the object in the corresponding position in its own sub-network. Consequently, a host will find the object in its sub-network with high probability.
A. The fundamental Hierarchy: The Enhanced m -way Search -Tree (EMST)
The basic structure of our network is an EMST. It is basically an m-way search tree with a restriction that a node can have children only after it has 'm-1' elements. We call the above tree an Enhanced m-way search tree (EMST). Each sub-network is an EMST. The root nodes of all EMSTs are directly connected to form the supernetwork.
To insert in an EMST at first, we search for the element to be inserted. Then we try to insert the element into the cluster at which the search terminates. If this cluster already has 'm-1' hosts then the new host is inserted as a child. Otherwise it is inserted into that cluster itself. For deletion in the EMST we replace the leaving host by the host with the largest key in its left sub-tree or by the host with smallest key in its right subtree.
Sometimes there might be a need of a rearrangement at the leaf level so as to complete the deletion process. Consider Fig. 2 . If we delete the element with key 95, it is replaced by the largest element in its left sub-tree which is 70. Now the cluster which had 70 as an element will have to do a rearrangement to get 61 at its position as shown in the Also for the purpose of intra-cluster management like insertion and deletion we have a leader in each cluster. The host which starts a cluster becomes the leader and while leaving the node, it assigns the leadership to the host with the smallest key (this is one possible policy for leader nomination, any other policy can also be chosen).
B. The parent child relationship
All the children of a certain node are divided equally among the hosts of that node. "Divided" here is in terms of queries and maintenance. Fig. 4 illustrates the concept. Node n 1 is a cluster of hosts A, B, C and D. The first host of the parent cluster is linked to the first host of each child cluster. In Fig. 4 , A communicates with hosts 1, 5, 9, 13 and 17, B communicates with hosts 2, 6, 10, 14 and 18 and so on. 
C. Total Decentralization
At first, due to the presence of multiple hosts in a given node the load gets divided. Now there is a possibility that even after this division the host is unable to handle the query load. In that case a host from a leaf node is requested to share the load (This host is called the helper host). The leaf node does not have any child of its own and hence would be free most of the time. At the same time, the loaded host informs its parent that if the network traffic crosses a certain limit then the extra queries should be sent to the helper host (in the leaf node). This limit is defined by the host itself and it depends on the capacity of the host in terms of available bandwidth, processing power, network speed etc. For example supposing host B can handle not more than 10 queries per second. Now on getting overloaded B requests host X (helper) to share the network load(see Fig. 5 and Fig. 6 ), and informs host A that if the query traffic is more than 10 queries per second the extra queries should be forwarded to X, the helper host. Now host X also starts acting as a level h+1 host and will forward queries to level h+2 nodes (note that this will not interfere in the EMST key distribution i.e. on making a search for X, it will be found at the leaf level only). This help will also relieve the hosts at the root node i.e. the leader hosts. This decentralization also assures that the network does not have a single point of failure. The above procedure can be carried out again until the traffic load on hosts becomes bearable. In the above case, if X also gets overloaded then another host at the leaf level could be contacted for help and X may inform A about its own limit and the new helper.
This provision also gives a liberty to the user about how much bandwidth (above a certain minimum) does he want to allocate for network service.
D. Query replication
A host makes a query by sending it to more than one host in the leader node of that sub-network. Now each host forwards this query to its child in the relevant node. The query is passed basically to the relevant node but to multiple hosts in the same node and in this way it reaches the node which contains the host being searched.
Consider an example, Fig. 7 , host X (91) generates a query for '25'. Now at first it sends this query to three hosts (23, 46, 59) of the sub-network leader. These hosts then find the appropriate child node-(25 lies between 23 and 46 -node no. 2) and pass it to their respective children in that node. Again these hosts pass it to the relevant child node (25 is less then 28 -node no. 0). Finally, when the query reaches the destination node, brothers 27, 26 pass it to 25. The above scheme shows that the query fails only when one host on each of the paths fail simultaneously. This mechanism greatly reduces the probability (detailed analysis in Section IV-D) of a fault. 
III. THE OASIS PROTOCOL
In this section, we discuss the various algorithms and the entire procedures of insertion, deletion and routing in Oasis.
A. Host Insertion
Whenever a new host, 'H' joins the network, the bootstrap provides it with an address, 'ipbs' of a host already a part of the network. Now, the host with address 'ipbs' provides H with the address of its sub-network leader ('nxtldr'). Host H keeps on checking its physical distance from 'nxtldr' and if it finds a suitable leader('suitableldr') i.e. a leader with physical distance less than the distance threshold('dist_thresh') it inserts into that sub-network. Incase there is no such subnetwork then it inserts into the super-network forming a new sub-network without any sub-nodes. Finally, after forming a new sub-network it informs all other subnetwork leaders about its arrival.
When a new host has to be inserted into a sub-network, a query is made for its own key to find its proper position in the EMST which may take O (log (N)) time (findpos). The node on which the query terminates ('tmnode') informs its cluster leader that a new host has to be inserted. Now the cluster leader sends an invitation to the new host to join as a child or a brother depending on whether the node is full or not respectively. This is done in order to prevent multiple hosts in a node from inviting new hosts at the same time (Fig. 8) . The join requests are handled by the leader one by one. The new host can be joined in two ways: when the node is already filled, it starts its child node; otherwise it joins the same node as a brother. If the new host H joins as a child, it becomes the cluster leader of its new cluster with one host and stores the address of its parent host. Otherwise, if it joins as a brother, it stores all the information about its node (including cluster leader and addresses of its brothers) and informs all its brothers about its arrival (inform_arr).
Consider Fig. 8 , the cluster with A, B, and C as members and assuming that the cluster size is 4. Now, when P and Q approach B and C respectively for joining at the same time (step 1), B and C send a message to the leader A(step 2). The leader then invites P as a brother and Q as a child(step 3). Finally, in step 4 P and Q join the network as brother and child. The following function gives a pseudo code for the mentioned procedure: 
B. Host deletion
When a host 'H' logs off the network, it carries out the following procedure: it informs all the brothers and the parent host about its departure (inform_dep). In case the leaving host is the cluster-leader it appoints a new leader (which is the host with the smallest key). Now the cluster-leader searches for a replacement 'R' for the leaving host 'H' (from a leaf node, no replacement is required if the leaving host is already in a leaf node). The replacement host, R before leaving its old node informs all its relatives about its departure. R takes its new address book from H and finally informs its new relatives about its arrival.
C. Host Failure
If a host H goes off the network without informing any other host, such a situation is referred to as 'host failure'. In such a situation the host which discovers its failure first, X has to inform all other related hosts. The brothers and the parent of a host ping it at regular intervals so a failure is either discovered by a brother or its parent. Under the first possibility, the brother X informs the leaving host, H's relatives and then the leader of the node. If H was the leader then the host with the smallest key becomes the new cluster leader. If X is the parent of H then it informs all hosts in H's node. Now, the clusterleader of H's node carries out all the operations as in the case of host deletion (finding a replacement and then giving it all the information about H). The total time that is required from the point of failure to the moment when finally the replacement R informs everyone about its arrival is called T R (or recovery period). The fault tolerance of the network is directly dependent on this parameter. The higher the time it takes to replace the failed node higher will be the probability of a query getting lost or stuck somewhere in the path.
The following function gives a pseudo code for the above procedure: 
D. Query
The originator (Orig) of a query sends it to 'r' (replication factor) hosts in the leader node of its own sub-network. Every host on receiving a query checks its brothers and forwards it to him if his key matches the search otherwise forwards it to the relevant child. While forwarding a query to the child, a host checks if it has already forwarded more queries than the child's bandwidth limit (the child is loaded). If it is so, it sends the query to the helper host in the leaf node which is sharing the load of the child host.
The query searching mechanism is the same as that in an m-way search tree, but the query proceeds through r parallel paths to increase fault tolerance. This query is first searched in the sub-network and on failing to get a positive response from the sub-network; the leader then forwards the query to the super-network.
Following is the pseudo code for a query: In the next section we discuss the simulation and performance analysis of Oasis.
IV. SIMULATION
The Oasis simulation software was implemented in C++. We used the following metrics to evaluate Oasis: 1. Data lookup time 2. Path Length 3. Decentralization 4. Fault tolerance in terms of data look up failures While conducting experiments on the simulation the following parameters were taken into account:
Number of hosts: (N): This is an important parameter which shows the scalability of the network. For the analysis we made 128 sub-networks and examine the metrics with varying number of hosts, N.
Cluster Size: (m-1): This is a crucial parameter which has its own tradeoffs under different requirements and can significantly affect the performance of the network, especially the number of hops (path length) and consequentially the look up latency. Also, the fault tolerance of the system gets affected by this parameter.
Replication Factor: (r): This factor indicates the number of copies of a query that is originally sent to the sub-network leader so as to facilitate multiple parallel paths resulting in a fault tolerant system. Threshold: (distance_threshold): When the new node joins Oasis, the threshold determines whether the node is inserted to one's sub-network or super-network. In the following simulation, we fixed the threshold at 100ms (the ping interval).
A. Data Lookup Time
The data look up time in Oasis comes out to be logarithmic in nature which as good as other DHT based network schemes. Fig. 9 shows the plot between data look-up time divided by log (N) vs N.
The curve comes out to be a straight line parallel to the x-axis indicating O (logN) complexity of the metric. Different curves are obtained for varying cluster size signifying its effect on the look up latency. The look up latency reduces as the cluster size is increased but at the same time the network overhead also increases. The overhead is because of the increased size of the address book. This leads to a trade off and thus the cluster size can be chosen according to the requirements and capabilities of the network. 
B. Path length
Consider a network with cluster size m-1,'s' no. of sub-networks and no. of hosts in a given sub-network being N. Assume that the height of the EMST is 'h'. Assuming that the queries are uniformly distributed over the network, we have the following average path length in terms of the above parameters.
Avg. path length = 1/s(average path length for a local query) + (1-1/s)(average path length for a local query +1) A query going into the super-network will have one hop extra for the forwarding between sub-network leaders; this is why we have one added in the expression with (1-1/s).
Average path length for a local query = ((m-1) / N) * (1 + 2m + 3m 2 + 4m 3 +..+ hm
Average path length = h + 1 -1/(m-1) -1/s Now, the total no. of hosts in a complete EMST with a height 'h' is m h -1, which is N. Thus, h = log m (N + 1) Assuming 1/s to be small, avg. path length = log m (N + 1) + 1 -1/(m-1) Fig. 10 is a curve showing the path length vs network size and Fig. 11 shows the probability distribution of the path length for the network of size 10000 hosts obtained through the simulation, by increasing the cluster size (m-1) the path length of a query reduces significantly. The curve resembles the curve of log (N) which is justified too, the system being basically a network of search trees (which have a search complexity of O (log (N)).
The curve (Fig. 11 ) also shows that the path length decreases (the curve shifts to the left) as the cluster size is increased. The above curves are obtained as expected and are in conformity with the following relation.
Avg. path length = log m (N + 1) + 1 -(1/(m-1) (1) Number of hops (logical) Probability m=6 m=11 m=8 Figure 11 : The above curves show the probability distribution of the path length for a network of10000 hosts.
Also it is visible that the path length of Oasis is considerably less than that of CHORD. The network of Grapes applies any DHT in both the layers i.e. the subnetwork as well as the super-network which leads to an inflated path length. Routing within the sub-network does not significantly add to the look up latency but multiple hops in the super-network will lead to an appreciable increase in it. This is why Oasis has all the nodes in the super-network directly connected thus having a reduced look-up latency and path length.
C. Decentralization
The most important and distinctive feature of Oasis is its property of decentralization along with a proper structure for exploiting locality and at the same time giving logarithmic search time. With the concept of a helper it seems quite obvious that no host will have to handle traffic load which is above its capacity and same is depicted by the simulation results. Also the network gets saved from a single point of failure. The simulation was run for 10000 hosts and 500,000 uniformly distributed queries were made. The query load was analysed for the highly loaded hosts (mostly of which were the sub-network leaders). Fig. 12 shows a curve between query load and the capacity of a host in terms of bandwidth availability. 
D. Fault Tolerance
Next we evaluated the impact of a massive failure on Oasis's performance and on its ability to perform correct lookups. Consider a network with N number of hosts. Once the network becomes stable, each host is made to fail with probability 'f'. Now assuming that the replication factor is 'r', consider the following analysis.
We can safely assume that the average path length for a network with a random distribution (where nodes get divided almost equally in different sub-networks) having 'N' hosts and 's' sub-networks is 'log m (N/s) + 1'. Here 'log m (N/s)' is for an EMST and '1' is the initial hop for sending a query to the sub-network leaders. Then for a query passing through 'log m (N/s) +1' number of hosts, the probability of it reaching the destination becomes (1-f) log(N/s) +1
. Hence the probability of a query getting failed becomes ' 1 -(1-f) log(N/s) +1 ' Consider a network where 'r' copies of the query try to reach to the destination, the probability of a successful query is 1-probability of all queries getting failed.
Probability of a successful query becomes
It is quite visible how the replication factor can affect the performance. The following Table 1 (a, b) shows the simulation results for the percentage of successful look ups under varying conditions. All the hosts were made to fail with a probability 'f' and at the same time 50000 queries were generated to analyse the fault tolerance of the network. The cluster size (m-1) was set at 5. 
E. Churn Analysis
In this section we test the performance of Oasis under churn [14] [15] . We assume a steady state so that the number of users in the network remains constant.
Let λ j be the number of hosts that join the network per second in the steady state, and λ f be the number of hosts that leave the network per second. We here consider the worst case scenario that all the hosts that leave the network actually fail, that they leave the network suddenly without informing their peers. Since the network is in steady state condition we have λ j = λ f = λ (λ = churn rate). If host insertion time is T i , then at any instant average number of hosts that are still in process of insertion = λ*T i . Using (2) we can then formulate the probability of successful query under churn as
where f= λ*T i /N. Fig. 13 shows the simulation results for the probability of query failure with variations in churn rate 'λ'. The simulation was performed for a network of 10,000 hosts, host insertion time 'T i ' was taken as a uniform random variable between 25 and 30 seconds, cluster size (m) as 5, repetition factor (r) as 2. The steady state network was observed for a period of 1000 seconds. During this period 4 queries per second were generated by randomly selected nodes. 
F. Performance Comparison
In this section we give the summary of the performance of various existing peer to peer networks together with that of Oasis. Consider Table 2 . It can be seen that the data look up complexity of Oasis is log (N) which is as good as other DHT schemes like CAN, Chord etc. but at the same time exhibits locality property. Networks like Grapes, Jelly have the locality property but do not have decentralization and suffer from the problem of a single point of failure. Where as Oasis is decentralized and is robust to host failures. Further, the simulation shows that Oasis exhibits high scalability. 
V. DISCUSSION
The concept of Enhanced M-way Search Tree leads to a decentralised, fault tolerant system but the path length of a given query can be linear in the worst case scenario. To rectify this, we can make the tree balanced so that the path lengths approach towards logarithmic values and also path length variance decreases. This can be done by modifying the insertion algorithm. First of all, a host is allotted a key by the network itself (network key). And the host's personal key is stored by a peer in the network who has the same key as its network key. Now when a host 'H' approaches a host 'X', if there is space in the node X's node then it joins that node otherwise X forwards this request to its parent. The parent in turn can decide which child should entertain the new host so that the tree stays balanced.
VI. CONCLUSION AND FUTURE WORK
Fault tolerance and decentralization are two important requirements of a peer to peer network. In this paper we have proposed a self organizing hierarchical topology based network which exploits the proximity between hosts without any centralized support of a single host and also provides fault tolerance through query replication. Geographically closer hosts form the sub-network. We propose the concept of an enhanced m-way search tree (EMST) for constructing the sub-network. Use of multiple hosts at each node, distributes the network load between hosts and hence an appreciable degree of decentralization is achieved. Further, the concept of helper also ensures total decentralization among participant hosts. Also, query replication and its passage through different paths results in a high degree of fault tolerance.
We are considering designing an adaptive network hierarchy with reduced overhead and higher flexibility in terms of the size of the cluster and intra-cluster communication.
