1 Background: 2
Background: 2 Machine learning methods have gained popularity and practicality in identifying linear and 3 non-linear effects of variants associated with complex disease/traits. Detection of epistatic 4 interactions still remains a challenge due to the large number of features and relatively small 5 sample size as input, thus leading to the so-called "short fat data" problem. The efficiency of 6 machine learning methods can be increased by limiting the number of input features. Thus, it 7 is very important to perform variable selection before searching for epistasis. Many methods 8 have been evaluated and proposed to perform feature selection, but no single method works 9 best in all scenarios. We demonstrate this by conducting two separate simulation analyses to 10 evaluate the proposed collective feature selection approach. 11
Results: 12
Through our simulation study we propose a collective feature selection approach to select 13 features that are in the "union" of the best performing methods. We explored various 14 parametric, non-parametric, and data mining approaches to perform feature selection. We 15 choose our top performing methods to select the union of the resulting variables based on a 16 user-defined percentage of variants selected from each method to take to downstream analysis. 17
Our simulation analysis shows that non-parametric data mining approaches, such as MDR, may 18 work best under one simulation criteria for the high effect size (penetrance) datasets, while non-19 parametric methods designed for feature selection, such as Ranger and Gradient boosting, work 20 best under other simulation criteria. Thus, using a collective approach proves to be more 21 beneficial for selecting variables with epistatic effects also in low effect size datasets and 22 different genetic architectures. Following this, we applied our proposed collective feature 23 selection approach to select the top 1% of variables to identify potential interacting variables 24 associated with Body Mass Index (BMI) in ~44,000 samples obtained from Geisinger's 25
MyCode Community Health Initiative (on behalf of DiscovEHR collaboration). 26
Conclusions: 27
In this study, we were able to show that selecting variables using a collective feature selection 28 approach could help in selecting true positive epistatic variables more frequently than applying 29 any single method for feature selection via simulation studies. We were able to demonstrate the 30 effectiveness of collective feature selection along with a comparison of many methods in our 31 simulation analysis. We also applied our method to identify non-linear networks associated 32 with obesity. 33 34 reduction (MDR) [7, 8] , neural networks [9] , support vector machines [10] , Bayesian 48 methods [11] , among others are contemporary methods now more commonly applied. Most of 49 these methods are limited in the number of features they can handle, and thus dealing with the 50 computational burden poses a challenge in the application of these methods. Beside the 51 computational burden, it is also important to note that the efficiency of most learning-based 52 methods can be improved to a greater extent if the number of input variables can be reduced. 53
In order to do so, many feature selection methods have been proposed in the past and have been 54 applied in the context of detecting statistical epistasis to identify non-linear associations of 55 genetic variants with a disease trait. Hence, feature selection is not a new concept. Several 56 parametric and non-parametric methods such as LASSO[12] , Elastic Net [13] , Random 57
Forests [14] , ReliefF[15] , Gradient Boosting[16], etc., have been developed and used frequently 58 to perform feature selection. All methods have some advantages and disadvantages, and thus 59 they do not follow a "one method fits all" criterion. 60
61
In this study, we tested an eclectic set of parametric and non-parametric methods on simulated 62 datasets to first pick a few orthogonal methods to use in selecting features that can be used in 63 downstream analysis of epistasis. We compared these methods based on both efficiency and 64 effectiveness. We observed that different methods tend to select variables based on different 65 important aspects. Thus, we suggest a collective feature selection approach. We propose to 66 select the union of features from the top comparable methods. The concept of taking the input 67 from many algorithms, to select variables as a collective opinion is in line with the "no free 68 lunch" theorem of optimization which states that in searching for candidate solutions, no one 69 algorithm can be specialized to all problems [17] . Unknown genetic etiology of complex 70 diseases makes it theoretically impossible for one algorithm to be specialized in identifying all 71 possible combinations of predictors associated with a disease. This concept is also similar to 72 the concept of "Crowd Machine" which has been explained in previous work [18] . Crowd 73
Machine learning refers to combining multiple machine learning methods into a single machine 74 learning method so that the features from all methods can be used effectively. Our proposed 75 method is a variation of this concept. We recommend applying a collective approach using 76 various top performing feature selection methods to identify variants with varying effect sizes 77 (high and low penetrance) and MAF. 78 79
Methods: 80
In this section, we will describe the datasets used for simulations and real data analyses as well 81 as the statistical methods applied for conducting feature selection. 82 83
Simulation Studies: 84
Simulated Data Experiment 1: We simulated multiple data sets consisting of SNPs 85 (single nucleotide polymorphisms), referred to as variables, using an additive genetic encoding 86 (AA=0, Aa=1, aa=2) with case-control status to test for binary outcome. Our simulation 87 parameters consisted of various combinations of the following epidemiological characteristics: 88
• Disease penetrance: This refers to the strength of the simulated signal or effect 89 size and thus directly corresponds to the heritability of the phenotype. We have 90 used previously simulated data with the same signal strength, these are listed as 91 0.1_diagonal, 0.5_diagonal and 0.9_diagonal and have been previously 92 explained in Li et al [11] . 93
• Number of disease sites: This refers to the number of SNPs that contributes to 94 the total effect in the dataset. 95
• Minor Allele Frequency (MAF): For many genetic interaction studies, it has 96 been shown that MAF highly influences power to detect true interactions. 97 Therefore, we limited our analysis to only common alleles above MAF 98 0.4 [19, 20] . For main effect variants, we limited the MAF of the causal SNP to 99 0.4. For interacting effects, MAF for each of the two interacting SNPs was also 100 set to 0.4. 101
• Number of Samples: We generated 8 simulation scenarios consisting of 102 balanced datasets with 2,000 cases and 2,000 controls. 103
• Number of Variants: We set the number of variants as 100 and 500 to address 104 the computation burden. 105
We simulated (a) main effect only and (b) interaction effect only datasets using a simulation 106 procedure that has been previously explained [11] . As described, we evaluated feature selection 107 methods on similar datasets. Table 1 lists details of all parameters used in generating main 108 effect and interaction effect datasets. For all the simulation analyses, we generated 10 data sets 109 for each combination of parameters in this experiment since we were interested in obtaining 110 mean accuracy values or scores from the replicates to compare across different methods. 111
112
Using marginal association as an example, the association of a variable with a binary outcome 113 simply indicates differences of allele frequencies between cases and controls. Using a really 114 simple dummy example in Table 2 , we can see that there are more 1s and 2s for SNP1 in the 115 controls than cases. Thus, in simulation, we could simulate case and control data separately 116 by specifying different allele frequencies for SNP1. Using frequencies as probabilities, we 117 then used sample with replacement until we reached the desired samples. 118
119
The same logic extends to interacting variables. Only in this case, we are specifying different 120 joint allele frequencies between two SNPs. For example, there are more SNP1 = 2 and SNP2 121 = 2 combination for controls than cases in Table 3 . We used the different joint allele 122 frequencies to simulate interaction case and control data. 123 124 Therefore, simulated variables with interaction effects were generated in case and control 125 datasets separately. For example, in dataset 1SNP, there is 1 SNP with main effect and similarly 126 for interaction effect datasets such as case2_control2, there are 2 pairs of interaction SNPs 127 simulated in cases (G1<->G2 and G3<->G4) and 2 interaction pairs in controls (G97<->G98 128 and G99<->G100). obtained from the Geisinger MyCode DiscovEHR collaboration [23, 24] . At the time of these 146 analyses, the DiscovEHR study consisted of 60,000 samples whose genotype data (using 147
Illumina Human Omni Express Exome chip) is linked to their Electronic Health Record (EHR). 148
For our analysis, we extracted unrelated European American samples of age 18 or older. We 149 extracted all available Body Mass Index (BMI) values for all samples who also had genotype 150 data, from the Geisinger EHR. Median BMI was calculated for all samples and used as the basis 151 for the obesity phenotype in the subsequent analyses. Average BMI of DiscovEHR population 152 is 30 [24] . After quality control, 40,449 samples were divided into cases and controls where 153 samples with BMI ranging from 18-24.9 (defined as normal range) were considered as obesity 154 controls and samples with BMI>30 (defined as obese) were considered as obesity cases. We 155 excluded samples in marginal BMI range (25-30) to remove phenotypic heterogeneity and 156 classify samples as normal and obese (extremes of the distribution). To conduct a two-step 157 analysis for feature selection and model testing, we divided the dataset randomly into two parts: 158 variable selection dataset and modelling dataset. Our variable selection dataset was used for 159 feature selection and consisted of 15,201 samples (3,917 controls and 11,284 cases) while our 160 modelling dataset, which contained 14,925 samples in total (3,767 controls 11,158 cases), was 161 used for downstream analyses. We also performed quality control on genotype data to only 162 include variants with genotyping call rate >99%, MAF>20% and HWE P-value<1e-07. Lower 163 frequency variants (MAF<0.2) were excluded from analyses as a first filtration step so as to 164 compare our methodology to the simulated datasets. Additionally, studies also suggest that for 165 variants with MAF <0.2, the interaction effects do not explain much of genetic variance [19, 20] . 166
To reduce the search space for testing, we LD-pruned the data to only include independent 167 variants. We used an R 2 threshold of 0.2 for LD pruning. After genotype QC, the training 168 dataset consisted of 60,232 variants for feature selection. 169 6 170
Statistical Methods: 171
To compare and contrast the different methods that can be used to select features with non-172 additive effects, we chose a wide range of filter and embedded methods. For filter-based feature 173 selection methods we tested MultiSURF* and MDR and for embedded methods we tested 174
Random forests, gradient boosting, LASSO and Elastic Net. In this manuscript, we divided 175 methods into parametric and non-parametric methods. We used this terminology throughout 176 the manuscript to classify the methods tested. Figure 1 lists the three categories of methods we 177 tested for feature selection. We will describe in detail how we ran analyses using these methods 178 in this section. Datasets that are imputed or obtained from commercial genotyping chips such 179
as Illumina consist of 500K to approximately 10M variants. After quality control and LD 180 pruning to include only the most independent variables, it is common to still be left with over 181 50,000 variants that can be exhaustively tested for interactions. Feature selection can reduce 182 the number of variants and consequently, the computational burden for downstream analysis. 183
Since we chose different methods to test in our analysis, it is important to note that the format 184 of output from all these methods varies and has limited the way in which we can compare the 185 accuracy of these methods. For example, some methods provide a test-statistic for every model, 186
where others provide a ranked list of variables based on performance. In comparing all methods, 187 we could not choose an arbitrary test statistic threshold for each method as that could create 188 bias in selecting variables based on different test statistics as followed in each method (for 189 example MDR and uses balanced accuracy for ranking models, LASSO and elastic net uses 190 lambda for ranking variables, Ranger and gradient boosting uses variable importance measure 191 based on prediction accuracy for ranking variables, etc.). Therefore, to compare all different 192 feature selection approaches, we employed a ranking based method to extract the highest ranked 193 features from a user-defined percentage after running each algorithm. Ranking here refers to 194 the score or the accuracy estimates from each algorithm separately. For all our simulation tests, 195
we showed results for selecting variables at several different user-defined thresholds: 2% or 3% 196 (based on number of effect SNPs in the two sets of simulated datasets), 5% and 10%, thus we 197 select the top 2/3%, 5%, or 10% of the variables in both simulated data experiments to 198 investigate whether the methods perform better or worse, i.e. selection of true positives in 199 comparison to false positives (see Figure 2 ). Next, we ran all of the methods on all replicates 200 of datasets generated from the combinations of parameters as explained in the simulated data 201 section to reduce the error and increase robustness of the models selected. We then averaged 202 across the replicated runs to compare the results. the number of predictors is greater than the number of samples (p>n), in which case it tends to 227 select at most n predictors. Also, when predictors are correlated, LASSO is outperformed by 228 ridge regression. Thus, we modeled the data with ridge regression in a preliminary part of our 229 analysis but did not include those results in this manuscript since they were similar to those 230 from LASSO. Next, we explored another penalized regression method, the Elastic Net, which 231 works well in selecting a group of correlated variables and does not limit the selection of the 232 number of variables. Elastic Net uses a weighted average of the L1 and L2 norms for its 233 penalty function. 234 235 Similar to the LASSO penalty function, the elastic net penalty function [Zou et al; 236 2005] for the model with additive effects and interactions can be expressed as follows: 237
Both these penalized regression methods (LASSO and elastic net) require optimization 240 of ƛ. Elastic net involves another tuning parameter called , which is commonly set to 0.5. In 241 order to help tune these parameters, we performed 5-fold cross validations for these two 242 methods and chose the most optimal regularization parameter for feature selection. 243
Non-Parametric Methods: Even though parametric methods are simple and easy to 244 understand, they do not always fit the complex nature of biology. Thus, exploring some non-245 parametric methods is also necessary. Non-parametric methods do not make assumptions about 246 the distribution of variables and underlying genetic architecture. These methods usually work 247 best for "big data" problems. We tested two decision-tree based methods, including Random 248 forests and Gradient Boosting, and we also tested a non-heuristic ReliefF algorithm variation 249 called Multiple Threshold Spatially Uniform ReliefF (MultiSURF*) [26] . 250
For our random forests implementation, we used the RANGER R package [27] . We 251 tuned random forests to get better results, setting number of trees as 1,000 for main effect 252 datasets and 4,500 for datasets with interaction effects. The other parameter that we tuned is 253 the number of variables that split each node; we used 35 for main effects, 70 for interaction 254 effects in datasets with 100 SNPs, and 200 for interaction effects in datasets with 500 SNPs. 255
We also used gradient boosting implementation in the GBM R package. For gradient boosting, 256
we set the number of trees as 800 for main effect datasets and 15,000 trees for interaction effects 257 datasets. We set the bag fraction as 0.5 and shrinkage as 0.01, which have been suggested to 258 result in the best performance based on the best practices from R package manual 259 (https://cran.r-project.org/web/packages/gbm/gbm.pdf). TuRF refers to Tuned ReliefF and it 260 performs feature selection recursively. It is suggested to use TuRF along with ReliefF 261 algorithms to get better performance when using a large number of variables[5,15,28].Thus, it 262 is important to test the number of variables that will be thrown out at every iteration. We tested 263 discarding 1%, 5% and 10% of least predictive variables at each iteration to determine the 264 appropriate threshold for MultiSURF*+TuRF in order to identify more true positives in a 265 computationally feasible amount of time. 266
Non-parametric data mining approach for feature selection:
Multifactor 267
Dimensionality Reduction (MDR) has been traditionally applied to several association studies 268 including gene-gene and gene-environment interaction studies [7, 8] . Many different versions of 269 MDR have also been proposed for different data types [29] [30] [31] . Using MDR as filtering method 270 has also been previously tested and compared with other methods [32] . We methods have been proposed and tested in various studies [6, 12, 13, 16, 32] . In this manuscript, 277
we aimed to compare a few of these methods; however, picking one method can be convenient 278 but not always pertinent. Thus, in our analysis we proposed to select a few orthogonal feature 279
selection methods from what were tested and then use the union of all variables selected from 280 these methods for any downstream analysis. Using this approach, we also propose a pipeline as shown in Figure 3 for performing analysis 291 using feature selection as an essential step before applying machine learning methods, such as 292 neural networks, support vector machines, Bayesian approaches, etc., in downstream analyses. 293 Figure 3 represents a three-step pipeline, beginning with testing several feature selection 294 methods in simulated datasets in Step 1, as covered in this manuscript. Steps 2 and 3 involve 295 applying the selected methods to a real dataset. We propose to apply top performing methods 296 from Step 1 on our natural biological dataset in Step 2. In Step 2, we select variables based on 297 our collective approach in our real training dataset. Finally, in Step 3, we propose to extract 298 collectively selected variables from the variable selection subset of our natural biological 299 dataset to then use for downstream analysis. 300 301 Feature Selection and Downstream Analyses: We applied this proposed approach to test for 302
SNPs that are associated with obesity among samples from the MyCode DiscovEHR study [23] . 303
On quality controlled data, we selected features using MDR, MultiSURF* and TuRF, and 304
Ranger collectively, and then performed downstream analyses using Analysis Tool for 305
Heritable and Environmental Network Associations (ATHENA) [9, 34] . We choose to apply 306
Grammatical Evolution Neural Networks (GENN) implemented in ATHENA for this analysis 307 to select non-linear epistatic interactions between SNPs selected from the feature selection 308 strategy described above. Grammatical evolution methods are alternatives to classical genetic 309 programming approaches in machine learning methods. This approach has been widely 310 accepted and its effectiveness has been explained in previous studies [35] [36] [37] [38] . We used the 311 following parameter criteria to identify networks associated with BMI case control outcome: 312 1. 5-fold cross validation: Modelling data as described in Step 3, which included 14,925 313 samples and features selected via collective approach, were divided into 5 equal parts 314 2. Process: The first iteration begins with selecting a training set to generate random 315 population (popsize 10,000), dividing into sub-populations, and then preforming an 316 analysis on 30 nodes. The grammar for GENN is then used to evaluate the training set 317
using Area Under Curve (AUC) fitness criteria. This step is then repeated 20 times 318 (numsteps) after which migration takes place to select the best solution from all 30 319 nodes. This process is repeated 4 more times, once for each remaining cross-validation 320 fold to perform 5-fold cross validation as explained in step #1. 
Results: 325

Simulation Studies Results: 326
Optimizing TuRF iterations: We aimed to use TuRF along with MultiSURF to help 327 increase its efficiency. We tested 3 different thresholds, 1%, 5%, and 10%, to iteratively 328 remove that percent of lowest ranking variables at each iteration. It is interesting to note here that MultiSURF* without TuRF performs better for strong 333 effect models (0.5 and 0.9 penetrance) for both 100 SNPs and 500 SNPs datasets. This could 334 be due to the fact that TuRF works better for larger datasets with many variables whereas 500 335 variables is still considered relatively "small" and can be handled by MultiSURF alone. In this 336 case, TuRF does not help but instead makes it worse. The poor performance of MultiSURF and 337 TuRF could be explained by the algorithm accidentally discarding the important variable or 338 variables in the first iteration. 339 340
Distribution of accuracy from MDR:
We ranked all MDR generated models based on their 341 training accuracy to select top user-defined percentages of models as explained in model 342 selection. Figure 5 shows the distribution of median training accuracy for all models that were 343 selected from MDR feature selection. It is to be noted that the accuracies for the selected 344 features vary greatly based on the strength of signal. For example, training accuracies in 0.1 345 effect signal datasets are close to 55% for all models whereas accuracies for 0.9 effect signal 346 datasets are closer to 80%. Notably, in many two-way interaction models, we observed that 347 false positives are paired with true positives. Figure 5 represents overall accuracy of the model. 348
Since both false and true positives exist in model, the accuracies reported are also higher for 349 false positive (in red). 350
352
Application of all methods on simulated datasets:
We tested all chosen methods on the two 353 experiments of simulated datasets with different ranges for effect sizes and various additive 354 main effect and interaction effect models as explained in the data section. To compare results, 355
we are using the degree of effectiveness described as "Sensitivity" where a sensitivity of 1 is 356 equivalent to 100% of true positives being selected in the top features. Figure 6 represents the 357 results for all methods tested using simulated data experiment 1 and Figure 7 represents results 358 from all methods tested using simulated data experiment 2. It seems evident from these plots 359 that MDR used as a feature selection tool helps to select true positives every time for models 360 tested in simulated data experiment 1 whereas Ranger and Gradient Boosting perform best in 361 terms of selecting true positives for data experiment 2. In the first set of simulations, we see 362 that nonparametric methods do not perform as well in detecting interacting effects. 363
Additionally, we see that most methods do not perform well for the weakest signal tested (0.1 364 penetrance). MultiSURF and TuRF seem to perform well for interaction effects but do not 365 perform well for main effects. In the second set of simulations, LASSO (without explicitly 366 adding interactions in the model) and elastic net fail to find true positives in both EDM-1 and 367 EDM-2 models, while MDR fails to identify true positives for EDM-2 model. MultiSURF alone 368 and MultiSURF with TuRF both struggle in finding true positives from EDM-2. MDR and 369
ReliefF algorithms work well for EDM-1 model architecture. Lastly, LASSO with interaction 370 models can identify interactions similar to best performing methods in both simulated sets. 371
When we compared these methods for their efficiency (computation burden and memory 372 requirements) as shown in Figure 8 and Table 4 , we observed that the parametric methods 373 (especially LASSO with interactions) take more computation time than most non-parametric 374 methods and the data mining approach. Additionally, LASSO generates an pxp matrix 375 (SNPxSNP) for all exhaustive pairs of SNPs and also requires more memory than other methods 376 to perform computation. Methods like LASSO and Ranger (R package) were also not 377 computationally feasible to run on large genome-wide datasets including over 50,000 SNPs. 378
Thus, a pre-filtration of SNPs based on criteria like LD pruning, MAF filter would be necessary. 379
380
We also estimated the time it would take for most of these methods to run when the number of 
Collective Feature Selection on Simulated Dataset:
We applied collective feature selection on 394 simulated experiment data 2 to obtain the number of features that will be selected from top 395 performing methods. Figure 9A and 9B show the overlap among top features selected from 396 MDR, Ranger, Gradient Boosting, and MultiSURF* and TuRF on EDM-1 and EDM-2 model 397 architectures. Based on information known about merged results from simulated datasets, we 398 expected to obtain 9 true positives (3 from each heritability parameter) in each set of top 399 features selected by every method. However, we again observe that each method does not pick 400 all true positives as shown in 3rd panel of Figure 9 . 401 402 403 Therefore, the practice of applying a collective approach seems advantageous. Figure 10 shows 404 the number of features selected in each model by top 3, 5, and 10% model selection criteria. 405
One point to note is that by choosing collective feature selection, we picked all 9 true positives 406 every time whereas by picking one method alone, we risk the chance of picking the "best" 407 method based on one scenario and applying it to a dataset where it is unable to detect all of the 408 true positives. 409 410
Biological Data Application: 411
Collective Feature Selection: The first step in identifying non-linear models associated 412 with obesity (defined here based on BMI values) is to perform feature selection. We selected 3 413 methods (MultiSURF and TuRF, MDR and RANGER) for feature selection as described in the 414 methods section. As shown in Table 4 , Ranger R package was not computationally feasible (in 415 terms of memory) to run on >50,000 SNPs; we performed feature selection via random forests 416 by combining Ranger with GenABEL R package to load GWAS data. The computational time 417 for collective feature selection is the combination of the time it took to run each method which 418 is 13 days for Ranger + 1 day for MultiSURF and TuRF + 3.5 days for MDR = 17.5 days. Input 419 data consisted of 60,032 SNPs and after feature selection, we selected the top 1% results from 420 each method. This resulted in 1,758 variables selected using collective feature selection (note 421 that intersection of methods only selects 2 genes which do not include well known SNPs linked 422 to obesity such as variants in FTO and MYO16). The overlap of these variables among the 423 different methods is shown in Figure 11 . 424 425 426 ATHENA Results: 5 different networks were obtained as a result of applying GENN to 427 identify non-additive interactions associated with BMI outcome. The training and testing area 428 under curve (AUC) for the 5 models are presented in Table 5 . 429
430
We choose the best network from this analysis, which is shown in Figure 12 . Figure 12 also 431 represents the selection of variants by each feature selection method. In this analysis, we did 432 not adjust for any confounding effects of age, sex, or principal components (PCs) on BMI, but 433 for the variants selected in top models from ATHENA, we ran regression using PLATO[39] to 434 see if the effect sizes and P-values for these variants change drastically when BMI, the 435 dependent variable, is adjusted by covariates (age, sex and first 4 PCs). Therefore, to identify 436 if there is significant effect of co-variates on SNPs, we tested these variants by running logistic 437 regression with and without adjusting for covariates. Table 6 lists the p-values and betas from 438 regression analyses. 439
440
Obesity is a worldwide epidemic and it predisposes to many other metabolic traits and 441 diseases [40] . In our network, we observed a well-known hit for a variant in the FTO gene which 442 has been identified by many GWAS analyses. It is to be noted that FTO variant was not selected 443 by every feature selection method and similar is the case for other variants that are reported in 444 TNC, MYO16, and TTBK1 genes. Notably, these three genes have known associations with 446 other phenotypes influenced by BMI, such as TNC with Alzheimer's and schizophrenia [42, 43] . 447 TTBK1 is also known to be associated with Alzheimer's disease [44] [45] [46] while MYO16 has been 448 found to be associated with pulse pressure [47] . It is also interesting to note that variants in 449 genes MYO16 and TNC are not significant when tested for independent main effect (as reported 450
in Table 6 ) but they are included in the interaction model as suggested by ATHENA ( Figure  451 12) which suggests that these variants might work in combination to affect the etiology of 452 obesity but would not be identified otherwise in an additive model. Along with these challenges that affect efficiency, it is also important to note that adding more 460 variables to test also reduces the effectiveness of the predictions. Thus, performing feature 461 selection before modelling is necessary. In our study, we tested parametric, nonparametric, and 462 data mining approaches for feature selection and compared them based on the top models 463 selected as well as the computational time. Through our simulation experiments, we observed 464 that every method is trained to pick variants based on different underlying models that could 465 have potential epistatic effects on disease traits which is reflected by the selection of different 466 false positives from each method on our simulated datasets. Similarly, every method that we 467 tested does not pick all main effect variables every time. This is evident from the non-selection 468 of FTO variant by MultiSURF+TuRF and non-selection of variants in genes MYO16 and 469 TTBK1 by MDR and Ranger respectively. One possible explanation for selection of different 470 features from different algorithm corresponds to the "no free lunch" theorem [17] and the 471 understanding that no particular feature selection method is specifically designed to pick all 472 epistatic effects. We recommend selecting a user-defined percentage based on combination of 473 sample size, number of variables and trait complexity to obtain the union of features from all 474 methods, referred to here as collective feature selection, to potentially increase power to detect 475 more biologically pertinent associations. It is likely that using a collective approach could result 476 in adding more noise to the analysis, but our analysis suggests that applying different feature 477 selection strategies yield such majorly dissimilar results that the payoff is greater than the cost. 478
In future studies, we aim to test the collective feature selection approach on other natural 479 biological datasets. Our simulation analysis showed that applying non-parametric approaches, 480 like MDR, random forest, gradient boosting and ReliefF results in selecting more true positives 481 epistatic effects in a computationally feasible amount of time than using parametric approaches. 482
But using one method does not always yield all true positives. Thus, we propose collective 483 feature selection utilizing non-parametric methods as a powerful approach for epistatic 484 discovery analysis. 485
486
One of the limitations of this study is that we tested our analyses for binary outcome in both 487 simulated and natural datasets. Future work would include the application of these methods to 488 quantitative phenotypes. Additionally, in our simulation analyses we were not able to identify 489 any patterns among the SNPs that were selected across methods. One possible reason could be 490 because of the way that noise is simulated in our dataset, we selected all variants at similar 491 MAF. More studies including simulations of different sets of MAF could also help validate this 492 approach further. In addition, the inclusion of other types of underlying models of epistasis 493 would be useful to further discern which orthogonal or complementary methods perform best 494 in a collective feature selection strategy. 495 496
Conclusions: 497
Although our current study is limited in terms of the simulations we performed, they clearly 498 indicate that different methods select varying features depending on the genetic architecture of 499 the trait. Thus, using a collective approach by selecting union of results from different methods 500 rather than selecting an intersection could help preserve features with non-additive effects 501 during feature selection. We applied our approach to select features that were later tested in an 502 independent dataset to identify networks using GENN. Our model was able to select known 503 signals as well as potential interacting effects of known signals with other variants that could 504 be influencing the risk of obesity. 505 Tables :  738  739  Table 1 : Parameters used for generating simulated experiment 1 data. All datasets consisted of 740 2,000 cases and 2,000 controls (4,000 samples in total). 'G' here refers to the SNP ID prefix. 741 742
Type of Effect (100 and 500 SNPs)
Dataset Name Causal SNP Model (Penetrance: 0.1, 0.5 and 0.9) Main Effect 1SNP G1 2SNP G1, G2 
