A new class of generalized convex set-valued maps termed relatively solid generalized conesubconvexlike maps is introduced in real linear spaces not equipped with any topology. This class is a generalization of generalized cone-subconvexlike maps and relatively solid cone-subconvexlike maps. Necessary and su cient conditions for Benson proper e ciency of set-valued optimization problem are established by means of scalarization, Lagrange multipliers, saddle points and duality. The results generalize and improve some corresponding ones in the literature. Some examples are a orded to illustrate our results.
Introduction
It is well known that the notion of (weak) e ciency plays a very critical role in vector optimization problem. Since the range of the set of (weakly) e cient solutions is often too large, various concepts of proper e ciency have been proposed in the literature [1] [2] [3] [4] . By virtue of weak or proper e ciency, some scholars have involved many research areas of set-valued optimization problems [5] [6] [7] [8] [9] [10] [11] [12] . Meanwhile, in the past few years, the authors [13] [14] [15] [16] [17] [18] introduced generalized convexity of set-valued maps to characterize weak e ciency and proper e ciency. The usual framework of the above papers is that of topological linear spaces or locally convex spaces. As we know, the linear spaces are wider than the topological spaces or locally convex spaces, how to extend the concepts of weak or proper e ciency and generalized convexity from the topological spaces or locally convex spaces to the linear spaces is a meaningful topic.
Through the concept of algebraic interior, Li [19] de ned the notions of weakly e cient solutions of vector optimization and cone subconvexlike set-valued maps in real linear spaces. Some optimality conditions had been obtained. To avoid the algebraic interior is empty, in real linear spaces, by virtue of relative algebraic interior and vector closure, Adán and Novo [20] [21] [22] also de ned weakly e cient solutions, some kinds of properly e cient solutions of vector optimization problems and generalized convexlikeness of vector-valued maps in real linear spaces. Scalarization, multiplier rules, and saddle-point theorems had been also obtained. Adán and Novo [23] established Lagrangian type duality theorems and saddle-points theorems for weak and Benson proper e cient solutions of vector optimization problems with generalized convexity introduced in [22] .
Under the assumption of generalized cone subconvexlikeness refering to relative algebraic interior, Hernández et al. [24] and Zhou et al. [25] obtained Fritz-John and Kuhn-Tucker optimality conditions for weakly e cient solutions of set-valued optimization problem in linear spaces. Some approximate solution concepts had been generalized to the algebraic setting and their characterizations had been derived via linear scalarizations (see [26, 27] ), Lagrangian optimality conditions and saddle point theorems (see [28] ).
It is well-known that many maps are not generalized convex set-valued maps introduced in [19, 21, 22, 24, 25] , the reason is that the conditions for these generalized convex maps are too strong. Hence, in this work, we introduce a more general generalized convex set-valued maps and extend scalarization theorems and Lagrange multiplier theorems under this generalized convexity hypotheses in real linear spaces. Meanwhile, to our knowledge, up to now there are few works focus on Benson proper saddle points and duality of setvalued optimization problems in linear spaces. In this paper, we further investigate Benson proper e ciency of the set-valued optimization problem in terms of saddle points theorems and duality theorems in linear spaces. Moreover, the duality theorems is important because of the several applications to, for instance, population dynamics as dynamics vaccination. Results in this line had been derived in [14, [22] [23] [24] 29] .
The remaining of this article is organized as follows. Section 2 provide some basic de nitions we need in this paper. In Section 3, a new class generalized cone subconvexlike of set-valued maps is introduced in real linear spaces. We state the major results for the characterizations of Benson proper e ciency of the set-valued optimization problem in Sections 4-7.
Preliminaries
Throughout this paper, we always assume that X, Y and Z are three real linear spaces. Let denote the zero element of every space. Let K ⊂ Y be nonempty. We denote by
the generated cone, a ne hull of K, respectively. K is called a cone if λK ⊆ K for any λ ≥ . A cone K is convex
Let Y * and Z * stand for the algebraic dual spaces of Y and Z, respectively. From now on, let C and D be nontrivial pointed convex cones in Y and Z, respectively. The algebraic dual cone C + and strictly algebraic dual cone C +i of C are de ned as
The meaning of D + is similar to that of C + . In the sequel, Y is assumed to be ordered through the following quasi order:
De nition 2.1. [30] Let K be a nonempty subset in Y. The algebraic interior of K is the set
We say that K is algebraic open, if cor(K) = K. Proof. From Lemma 3.1, F is generalized C-subconvexlike on A is valid. We need to prove the following expression holds:
Since F(A) + icr(C) is convex and icr(F(A) + icr(C)) ≠ ∅. It follows from Lemma 2.9 that cone(F(A) + icr(C)) is convex and icr[cone(F(A) + icr(C))] ≠ ∅. Due to Proposition 4(i) of [21] , one obtains icr[vcl(cone(F(A) + icr(C)))] ≠ ∅. Remark 3.1. The example below illustrates relatively solid generalized C-subconvexlike set-valued maps not necessarily imply relatively solid C-subconvexlike. Thus, the relatively solid generalized C-subconvexlike maps is more extensive than relatively solid C-subconvexlikeness. So, in this paper, it makes more sense for us to study relevant issues in virtue of relatively solid generalized C-subconvexlikeness.
Consider the following two systems:
Lemma 3.2. [25] Let C be pointed convex cone with nonempty relative algebraic interior in Y. (i) Suppose that F is relatively solid generalized C-subconvexlike on A. If System 1 has no solutions, then System 2 has a solution.
(ii) If φ ∈ C +i is a solution of System 2, then System 1 has no solutions.
Scalarization
Now, we consider the following unconstrainted vector optimization problem with set-valued maps:
and its scalar problem
De nition 4.1. A pointx ∈ A is called Benson proper e cient solution of (UVP
) if F(x) ∩ PMin(F(A), C) ≠ ∅. A pair (x,ȳ) is called a Benson proper e cient element of (UVP) ifȳ ∈ F(x) ∩ PMin(F(A), C).
De nition 4.2.x ∈ A is called a minimal solution of
The pair (x,ȳ) is called a minimizer element of (UVP) φ .
is a minimizer element of (UVP) φ , then (x,ȳ) is a Benson proper e cient element of (UVP).
Hence,
As (x,ȳ) is a minimizer element of (UVP) φ and φ ∈ C +i , we have φ(yn) ≥ φ(ȳ) and φ(cn) ≥ for all n ∈ N. Therefore, the right-hand side of (4.1) is nonnegative, and so
On the other hand, since c ∈ −C, we obtain
Hence, (x,ȳ) is a Benson proper e cient element of (UVP). Hence, by Lemma 2.5, there exists a linear functional φ ∈ C +i such that φ(y) ≥ , ∀y ∈ vcl(cone(F(A) −ȳ + C)).
Thus, (x,ȳ) is a minimizer element of (UVP) φ . 
Lagrange multiplier rules
Let F : A ⇒ Y and G : A ⇒ Z be two set-valued maps on A. We suppose that icr(C) × icr(D) ≠ ∅. Now, we consider the following constrainted vector optimization problem with set-valued maps:
Denote the feasible solution set of (CVP) by We denote by L(Z, Y) the set of all linear operators from Z to Y and by L + (Z, Y) the set of positive linear operators de ned as
The Lagrangian set-valued map of (CVP) is de ned by
Consider the following unconstrained set-valued optimization problem:
By the linearity of φ, the image set (φ, i)(cone((F, G)(A)) + icr(C × D)) is convex. Because of Lemma 2.3 and Lemma 2.8, then,
Thus, (φ • F, G) is relatively solid. By the proof of above, it is easy to cheak that F + T • G is relatively solid. 
Dividing the above inequality by r > leads to 
Clearly, icr(D) ⊂ icr(cone(F(A)) + icr(D)). However, a (D) = {(y , ) | y ∈ R} ≠ R = a (cone(F(A)) + icr(D)).
Analogously to Theorem 5.2 in [14] , we can obtain the following theorem. In the following, we will present an important equivalent characterization for Benson proper saddle point of the Lagrangian map L(x, T) by virtue of a strong separation theorem. Since f is a linear map, clearly, f is relatively solid generalized C-subconvexlike on L + (Z, Y) . Thus, by Theorem 4.2, there exists φ ∈ C +i such that Letting λ → +∞ gives z * (d) > , ∀d ∈ D.
Benson proper saddle points
Thus, z * ∈ D + \ { }. Choose c ∈ icr(C) be xed, and de ne the map T : Z → Y as
Obviously, T ∈ L + (Z, Y) and
It follows from φ ∈ C +i and Remark 2.1 that Clearly, T ∈ L + (Z, Y) and
On the other hand, from condition (iii) and (6.2), we havē
L(x, T).
Therefore,
Which contradicts (6.9). So, G(x) ⊂ −D holds, i.e., condition (ii) holds. Finally, from (6.3), Hence,
From condition (iv) and (6.12), it follows that vcl(cone(L(x,
i.e.,ȳ ∈ PMax L(x, L + ), C . Now, the example below explains the su ciency of Theorem 6.1.
. The set-valued maps F : X ⇒ Y and G : X ⇒ Z are, respectively, de ned as Remark 6.1. Theorem 6.1 extends Proposition 6.1 in [14] which were done in the framework of topological linear spaces. (ii) (F −ȳ, G) is relatively solid generalized C × D-subconvexlike on A; (iii) (CVP) satis es the generalized Slater constraint condition;
Proof. This conclusion follows by Theorem 5.1 and the su ciency of Theorem 6.1.
Duality
is called a proper dual map of (CVP). The vector maximization problem with set-valued map Φ
is said to be a Lagrange dual problem of (CVP).
De nition 7.1.
A pointȳ ∈ Y is called a feasible point of (VD) ifȳ ∈ T∈L + Φ(T). A feasible pointȳ is called an e cient point of (VD) if y −ȳ ∉ C \ { }, ∀y ∈ T∈L +
Φ(T).
Analogously to Theorem 7.1 and Theorem 7.2 in [14] , we can obtain the following two theorems. By Theorem 7.2,ȳ is an e cient point of (VD).
Conversely, suppose thatx ∈ S, and there existsȳ ∈ F(x) such thatȳ is an e cient point of (VD). Then, y ∈ T∈L + Φ(T). Again, by Theorem 7.2, we getx is a Benson proper e cient solution of (CVP). Remark 7.1. Theorem 7.3 extends Theorem 3.6 and Theorem 3.7 in [23] to vector optimization problems with set-valued maps.
Conclusions
In this paper, we introduce the concept of relatively solid generalized cone-subconvexlike set-valued maps. With the help of the concept, we establish scalarization theorems, Lagrangian type duality theorems, saddlepoint theorems and duality theorems to characterize Benson proper e cient solutions.
