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Abstract
In this paper we analyze the double Caldeira-Leggett model: the path integral approach to two
interacting dissipative harmonic oscillators. Assuming a general form of the interaction between
the oscillators, we consider two different situations: i) when each oscillator is coupled to its own
reservoir, and ii) when both oscillators are coupled to a common reservoir. After deriving and
solving the master equation for each case, we analyze the decoherence process of particular en-
tanglements in the positional space of both oscillators. To analyze the decoherence mechanism
we have derived a general decay function for the off-diagonal peaks of the density matrix, which
applies both to a common and separate reservoirs. We have also identified the expected interaction
between the two dissipative oscillators induced by their common reservoir. Such reservoir-induced
interaction, which gives rise to interesting collective damping effects, such as the emergence of
relaxation- and decoherence-free subspaces, is shown to be blurred by the high-temperature regime
considered in this study. However, we find that different interactions between the dissipative os-
cillators, described by rotating or counter-rotating terms, result in different decay rates for the
interference terms of the density matrix.
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I. INTRODUCTION
At the beginning of the 1980s, the work of Zurek [1], Caldeira and Leggett (CL) [2], and
Zeh and Joos [3] played a decisive role in the understanding of the still unsolved phenomenon
of quantum measurement; more specifically, the collapse of the wave function and the asso-
ciated decoherence of superposition states [4]. Taking the reservoir into account explicitly
as a quantum ingredient, and analyzing its effect on the evolution of an initial pure state
into a statistical mixture, these papers shed light on the shadowy interface between micro-
scopic and macroscopic domains. Although the wave function collapse remains an obscure
process, despite striking contributions also dating from the eighties [5], much is known today
about the mechanisms leading to decoherence. In the last few decades we have analyzed this
phenomenon exhaustively, enabling the proposition of a plethora of protocols to circumvent
it, ranging from quantum error correction codes QECC [6] and engineered reservoirs [7] to
dynamical decoupling [8] and relaxation- and decoherence-free subspaces (R-DFSs) [9, 10].
More recently, it was demonstrated that entanglement shows scaling behavior in the vicin-
ity of the transition point [11]. This connection between the theories of critical phenomena
and quantum information, together with the search for R-DFSs — which encompasses dis-
sipative coupled systems — has triggered the study of fundamental quantum processes in
the domain of many-body physics. Apart from the crucial role played by entanglements in
the understanding of quantum phase transitions [12], the study of the complex dynamics
of coherence and decoherence of superposition states in networks of dissipative quantum
systems has also produced interesting results for quantum information theory [10, 13, 14].
In particular, in Ref. [10] a correlation function was introduced to provide the analytical
conditions for the existence of R-DFSs in a system of interacting dissipative resonators. This
correlation function measures the reliability of a decoherence-free subspace. Apart from the
correlation function, Refs. [10, 13, 14] put forward, as a conceptual novelty, the need to
consider distinct reservoirs for distinct quantum systems.
In this study, we consider a system of two interacting harmonic oscillators, in two situ-
ations: i) when each one is coupled to its own reservoir and ii) when both oscillators are
coupled to a common reservoir. As argued in Ref. [10], the former case, where each system
interacts with its own reservoir, is the most usual situation. Considering, for example, a
network of coupled cavities, even when they have the same quality factor their damping
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mechanisms are independent, except when they interact strongly [10]. By strong interaction
it is meant that the coupling strength λ between the N cavities composing the network must
satisfy the relation Nλ ∼ ω, ω being the natural frequency of each cavity mode in the degen-
erate case, where ω1 = · · · = ωN = ω. In such a strong coupling limit, the results emerging
in the case of a common reservoir are completely similar to those for the case where distinct
reservoirs are assumed. Conversely, in the weak coupling limit, where Nλ ≪ ω, separate
reservoirs must be assigned to each cavity composing the network.
Even in particular cases where we could, in principle, assign a common reservoir to differ-
ent quantum systems, such as a sample of atoms inside the same cavity — the multimodal
cavity playing the role of a common reservoir — such a reservoir turns out to act as distinct
reservoirs when the transition frequencies of the atoms are significantly far from each other.
In this situation, each atom interacts with the reservoir modes around its own frequency
transition, and the absence of (or small) intersection between the reservoir modes addressed
by distinct atoms makes the common reservoir act as several distinct ones [10]. Evidently,
when the atomic transition frequencies are not sufficiently apart from each other, the overlap
between the reservoir modes addressed by each atom indicates that they start to interact
through their “partially common reservoir”. Only in the limiting case, where all the atoms
in the sample have the same transition frequency — and a full overlap between the reservoir
modes is achieved — is a “completely common reservoir” accessed by the whole atomic sam-
ple [10]. At this limit, the interaction between the atoms through their common reservoir
is maximized, opening up the possibility of an interesting feature arising from interacting
dissipative systems: the R-DFSs. Therefore, the assessment of such R-DFSs — which may
become indispensable for the implementation of quantum information — requires a com-
pletely understanding of the dissipative mechanism for coupled quantum systems: either
through a common or distinct reservoirs. Apart from the emergence of R-DFSs, the subject
of collective damping effects has recently produced interesting results, such as the nonad-
ditivity of decoherence rates observed in a network of dissipative oscillators [10, 13, 14], as
well as in superconducting qubits [15]. Returning to the atomic samples, we stress that
the collective damping effects coming from two-atom systems [16], can be directly identified
with the nonadditivity of decoherence rates.
The problem of two coupled harmonic oscillators has already been discussed in the lit-
erature from various perspectives. We first mention a proposal, based on the possibility of
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performing a reversible coupling between high-Q cavities, to achieve reversible decoherence
of a mesoscopic superposition of field states [17]. A theoretical approach for such an ex-
perimental proposal is given in Ref. [18], where a common reservoir is assumed for both
cavities. In Ref. [19] a system of two coupled cavities has been analyzed in which just
one of the cavities interacts with a reservoir. A master equation is derived for the case of
strongly coupled cavities and it is shown that the relaxation term is not simply the standard
one, obtained by neglecting the interaction between the cavities. Finally, in Ref. [13], each
cavity is assumed to interact with its own reservoir and a detailed investigation is carried
out for both regimes of weakly and strongly coupled oscillators. In order that the oscillators
interact only through their direct coupling and not indirectly through their couplings with
a common reservoir, it is advisable to assume two distinct reservoirs. It is worth mention-
ing that a general treatment of a network of coupled dissipative harmonic oscillators has
recently been presented [20] for any topology — i.e., irrespective of how the oscillators are
coupled together, the strength of their couplings, and their natural frequencies. As in Refs.
[10, 13, 14], the authors start with a general, more realistic, scenario where each oscillator is
coupled to its own reservoir, and proceed later to the particular case where all the network
oscillators are coupled to a common reservoir.
In the present paper, a general form for the interaction between two dissipative oscillators
is considered and both situations, of distinct reservoirs and a common one, are analyzed.
Moreover, instead of the master equation approach, we follow the path integral approach
adopted by CL in their linear response model [2], with which considerable progress has been
made on the subject of quantum dissipation in several areas of physics. In fact, with their
linear response model, CL accounted for the influence of dissipation on quantum tunneling
in macroscopic systems [21]. Quantum Brownian motion has also been approached through
the influence-functional method [2, 22, 23]. Moreover, the linear response model in [2] has
been applied to many topics in solid state physics, for example the dynamics of polarons
[24] and a particle coupled to a Luttinger liquid [25].
Long before the CL model, functional integral calculations were used by Feynman to
analyze the problem of polarons in a polar crystal [26] and, more recently, they have been
applied to the problem of bipolarons [27]. As a direct extension of the Feynman polaron
model, in the path-integral approach to the bipolaron each electron is harmonically coupled
to a fictitious heavy particle which replaces the virtual phonon cloud. Each electron also
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interacts with the fictitious particle of the other electron, apart from the Coulomb repulsion
between the two. Therefore, the double CL model presented here bears some resemblance to
the bipolaron problem, with our oscillators (reservoirs) replacing the electrons (fictitious par-
ticles). By replacing the interaction between the two dissipative oscillators by the Coulomb
repulsion between the electrons, we end up with a dissipative bipolaron-type model. In fact,
as we demonstrate here, the oscillators interacts indirectly through their common reservoir
or even their separate ones.
Before closing this Introduction, we must mention the recent result in Ref. [28], where the
authors point out the effective coupling that is induced between two Brownian noninteracting
particles by a common reservoir. Such an effective coupling depends on the choice made for
the spectral function of the reservoir. In the present study, working with an ohmic reservoir
at the high-temperature limit, we find that this induced effective coupling occurs in the case
of a common reservoir while, as expected, it is absent in the case of distinct reservoirs. We
also note that such an effective coupling induced by a common reservoir is also pointed out
in Refs. [10, 13, 14, 20].
Summarizing, in the present paper we employ the path integral approach to treat a
network of two interacting dissipative harmonic oscillators. Assuming a general form of
the interaction between the oscillators, we consider two different situations: i) when each
oscillator is coupled to its own reservoir, and ii) when both oscillators are coupled to a
common reservoir. We derive and solve the master equation for each case and, in the latter,
we identify the reservoir-induced coupling between the oscillators, which arises even when
the original interaction between them is schwitched off. We verify that such a reservoir-
induced coupling encompasses both dissipative and diffusive terms which couple together the
variables of both oscillators. These terms thus account for the energy loss of the oscillators
through each other, apart from a joint diffusive process. From the solutions we have found
for the master equations we also compute a general expression for the decay rate of the
off-diagonal peaks of the density matrix of initial superposition states, which also applies to
both cases of a common and distinct reservoirs. Finally, considering different interactions
between the oscillators, we analyze the decoherence process of particular entanglements in
their positional spaces.
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II. THE DOUBLE CALDEIRA-LEGGETT MODEL
The CL problem consists in applying the influence-functional method of Feynman and
Vernon to study the dissipation-fluctuation dynamics of a quantum system (S) interacting
with a reservoir (R) modelled by a collection of one-dimensional harmonic oscillators. The
CL Hamiltonian is given by HCL = HS +HR+HS/R, where the Hamiltonian of the system,
represented by a particle of mass m and coordinates q and p, is given by
HS =
p2
2m
+ V (q); (1)
the Hamiltonian for the reservoir, consisting of a collection of harmonic oscillators {ωk} of
coordinates {qk} and {pk}, and masses {mk} (the subscript indicating the kth oscillator
reservoir) reads
HR =
1
2
∑
k
(
p2k
mk
+mkω
2
kq
2
k
)
; (2)
and the interaction Hamiltonian, linear by hypothesis and defined by the coupling constants
Ck, is given by
HS/R = q
∑
k
Ckqk. (3)
The double CL model considered here consists of two quantum systems S1 and S2, of
masses m1 and m2, coupled through the general form
HS1/S2 = λ11q1q2 + λ12q1p2 + λ21q2p1 + λ22p1p2. (4)
Two different situations arise, however, in the system-reservoir interactions: i) one that
seems more appropriate for most physical systems, where each oscillator is coupled to its
own reservoir, and ii) another, which in practice is rather unusual, where both oscillators
are coupled to a common reservoir. The Hamiltonians governing the evolutions of the two
coupled dissipative systems are given, respectively, by
Hi =
∑
ℓ
(
HSℓ +HSℓ/Rℓ +HRℓ
)
+HS1/S2, (5a)
Hii =
∑
ℓ
(
HSℓ +HSℓ/R
)
+HR +HS1/S2 , (5b)
where ℓ, ℓ′, ℓ′′ = 1, 2 from here on.
In the context of a network of cavities coupled by superconducting waveguides [17, 29, 30],
distinct reservoirs must be assumed, in general, for distinguishable cavities, even if they
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exhibit equal quality factors, as long as there are no correlations whatsoever between the
reservoirs. The same applies to distinguishable trapped ions or a traveling field reaching
distinguishable optical elements. However, as demonstrated in Ref. [10], a sufficiently
strong coupling between the cavities or the trapped ions lead to a correlation between the
reservoirs since, as expected, each particular system of the network start to interact with all
the reservoirs. There are a few particular situations where a set of quantum systems may
interact with a common reservoir, such as an atomic sample or distinct fields inside a perfect
closed cavity. In the former case, different atomic transitions couple with different reservoir
modes and again, the correlations between these reservoir modes define either a common or
distinct reservoirs, as will be demonstrated below. In the latter, it has been showed that the
proximity of the distinct field modes sets the strength of the correlation function between
the reservoir modes, which governs the emergence of both R-DFSs [10].
A. Distinct Reservoirs
Starting with the case of distinct reservoirs, the term of the Hamiltonian accounting for
the oscillators and their interactions with the reservoirs is given by
Hi =
∑
ℓ
[
p2ℓ
2mℓ
+ Vℓ(qℓ) +
∑
k
(
p2ℓk
2mℓk
+
mℓk
2
ω2ℓkq
2
ℓk + Cℓkqℓqℓk
)]
+HS1/S2. (6)
The Lagrangian associated with Hamiltonian Hi, which defines the action S =
∫ t
0
Li dτ of
the Feynman-Vernon theory, is given by
Li =
∑
ℓ
{
µℓq˙
2
ℓ
2
− Vℓ(qℓ) +
∑
k
[mℓk
2
(
q˙2ℓk − ω2ℓkq2ℓk
)− Cℓkqℓqℓk]
}
− L, (7)
where L, the Lagrangian associated with the interaction between the two systems, reads
L = λ11q1q2+λ21µ11q2
(
q˙1 − λ21
2
q2
)
+λ12µ22q1
(
q˙2 − λ12
2
q1
)
+µ12 (q˙1 − λ21q2) (q˙2 − λ12q1) ,
(8)
in which
µℓℓ′ =
mℓ (λ22mℓ′)
1−δℓℓ′
1− λ222m1m2
(9)
stands for reduced masses which, remarkably, arise exclusively from the p1p2 coupling be-
tween the systems.
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B. A Common Reservoir
When a common reservoir is assumed, the term of the Hamiltonian accounting for both
oscillators and their interaction with the reservoir becomes
Hii =
∑
ℓ
(
p2ℓ
2mℓ
+ Vℓ(qℓ) +
∑
k
Cℓkqℓqk
)
+
1
2
∑
k
(
p2k
mk
+mkω
2
kq
2
k
)
+HS1/S2 . (10)
The Lagrangian following from Hamiltonian Hii, is given by
Lii =
∑
ℓ
(
µℓq˙
2
ℓ
2
− Vℓ(qℓ)−
∑
k
Cℓkqℓqk
)
+
∑
k
mk
2
(
q˙2k − ω2kq2k
)−L (11)
where L is as defined in Eq. (8).
Before proceeding to the calculations of the propagator for the double CL model through
the influence-functional method of Feynman and Vernon, we first diagonalize the Hamilto-
nian describing both coupled systems
HS1+S2 =
∑
ℓ
(
p2ℓ
2mℓ
+ Vℓ(qℓ)
)
+HS1/S2 . (12)
This diagonalization is indispensable to define the strength of the interaction parameters
{λℓℓ′} which result in positive values for the normal-mode frequencies. Otherwise, we could
have started from a positive-definite Hamiltonian with a lower bound for the energy spectrum
[13, 14, 20, 31, 32].
III. DIAGONALIZATION OF THE COUPLED SYSTEMS
Assuming, from here on, that the coupled systems S1 and S2 are harmonic oscillators of
frequencies ω1 and ω2, the diagonalized Hamiltonian is described in terms of unitary masses
and the normal-mode coordinates Qℓ and Pℓ, defined in Eqs. (95), as
HS1+S2 =
1
2
∑
ℓ
(
P 2ℓ + Ω
2
ℓQ
2
ℓ
)
. (13)
The original masses mℓ have been absorbed by the normal-mode frequencies Ω
2
ℓ , obtained
in Eq. (88), which account for the effective interactions gℓ, given in Eq. (87), apart from
the natural frequencies ω1 and ω2. With the condition that the normal-mode frequencies Ωℓ
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assume positive values, it is straightforward to show that the relations(
ω1 − ω2
2
)2
+ |g2|2 ≥ |g1|2
(
ω1 − ω2
ω1 + ω2
)2
, (14a)(|g2|2 − |g1|2)2 + (ω1ω2)2 ≥ 2ω1ω2 (|g1|2 + |g2|2) , (14b)
must be satisfied.
The coordinates Qℓ and Pℓ, associated with the normal-mode frequencies, follow from the
previous generalized coordinates qℓ and pℓ, as described by the transformation (91). With
these normal-mode frequencies and coordinates, the full Hamiltonians Hi and Hii becomes:
Hi =
1
2
∑
ℓ
(
P 2ℓ + Ω
2
ℓQ
2
ℓ + 2
√
2~
mℓωℓ
∑
ℓ′
[Re (cℓℓ′Qℓ′) + Im (dℓℓ′Pℓ′)]
∑
k
Cℓkqk
)
+
1
2
∑
k
(
p2k
mk
+mkω
2
kq
2
k
)
, (15a)
Hii =
1
2
∑
ℓ
[
P 2ℓ + Ω
2
ℓQ
2
ℓ +
∑
k
(
p2ℓk
mℓk
+mℓkω
2
ℓkq
2
ℓk
+2
√
2~
mℓωℓ
∑
ℓ′
[Re (cℓℓ′Qℓ′) + Im (dℓℓ′Pℓ′)]Cℓkqℓk
)]
, (15b)
where we have used the inverse of the transformation Eq. (91), given by
qℓ =
√
2~
mℓωℓ
∑
ℓ′
[Re (cℓℓ′Qℓ′) + Im (dℓℓ′Pℓ′)] , (16a)
pℓ =
√
2~mℓωℓ
∑
ℓ′
[Re (dℓℓ′Pℓ′)− Im (cℓℓ′Qℓ′)] , (16b)
with the coefficients
cℓℓ′ = Nℓ′
√
Ωℓ′
2ℏ
[−∆1ℓ (Ωℓ′) + ∆2ℓ (Ωℓ′)] eiφℓ , (17a)
dℓℓ′ = Nℓ′
√
1
2ℏΩℓ′
[∆1ℓ (Ωℓ′) + ∆2ℓ (Ωℓ′)] e
iφℓ , (17b)
and the functions ∆ℓℓ′ (Ωℓ′) given by Eq. (90b).
Therefore, through the diagonalized form of the Hamiltonian HS1+S2 , we get two inde-
pendent and generalized CL Hamiltonians in terms of normal coordinates Qℓ and Pℓ. The
Hamiltonians (15a) and (15b) describe two independent harmonic oscillators, both interact-
ing with a common reservoir in the latter case and each one interacting with its own reservoir
in the former. By a generalized CL Hamiltonian we mean that the system-reservoir coupling
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exhibits, due to the general form of the interaction between the two oscillators in Eq. (5), a
momentum-position term apart from the usual position-position one. Thus, differently from
the CL model, where a momentum-position coupling is easily handled through a coordi-
nate transformation [2], in the present double CL model this momentum-position coupling
hampers the application of the influence-functional method, since the derived Lagrangian in-
volves tricky reservoir-reservoir interaction terms. Therefore, in spite of the diagonalization
of the interaction described by Hamiltonian HS1+S2, it is preferable to approach the problem,
for both distinct reservoirs and a common one, through the Lagrangians in Eqs. (7) and
(11), respectively. As demonstrated below, in the former case we end up with a product of
two influence functionals, identical to that of the CL model, whereas for a common reservoir
the influence functional does not factorize into individual functionals.
IV. FEYNMAN-VERNON THEORY
To obtain the reduced master equation describing the time evolution of the coupled
systems S1 and S2, we proceed from the integral form of the density operator of the whole
system at a time t, given by ρ(t) = U(t)ρ(0)U †(t), where the evolution operator U(t) follows
from Hamiltonians Hi and Hii. Next, we assign the coordinates xℓ and yℓ to system Sℓ and
the N -component vectors Xℓ = (Xℓ1, . . . , XℓN) and Yℓ = (Yℓ1, . . . , YℓN) to reservoirs Rℓ.
In the case of a common reservoir, we only have to disregard one of the reservoirs Rℓ, in
the expression derived for the case of distinct reservoirs, to obtain the associated influence
functional. Using the notation {xℓ} = x1,x2 and {d xℓ} = d x1 dx2, and the same form for
other variables, we obtain the matrix element in the coordinate representation
〈{xℓ} , {Xℓ} |ρ(t)| {yℓ} , {Yℓ}〉
=
∫
d {x′ℓ} d {y′ℓ}d {X′ℓ} d {Y′ℓ} 〈{x′ℓ} , {X′ℓ} |ρ(0)| {y′ℓ} , {Y′ℓ}〉
×K ({xℓ} , {Xℓ} , t; {x′ℓ} , {X′ℓ} , 0)K∗ ({yℓ} , {Yℓ} , t; {y′ℓ} , {Y′ℓ} , 0) , (18)
where functional integrations are evaluated over paths xℓ(t
′), yℓ(t
′), Xℓ(t
′) and Yℓ(t
′), with
endpoints xℓ(t) = xℓ, xℓ(0) = x
′
ℓ, yℓ(t) = yℓ, yℓ(0) = y
′
ℓ,Xℓ(t) = Xℓ,Xℓ(0) = X
′
ℓ,Yℓ(t) = Yℓ,
and Yℓ(0) = Y
′
ℓ. The propagator K is given by
K ({xℓ} , {Xℓ} , t; {x′ℓ} , {X′ℓ} , 0) =
∫
D {xℓ}D {Xℓ} exp
(
i
ℏ
S [{xℓ} , {Xℓ}]
)
. (19a)
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The action S follows from the Lagrangian L = Li or Lii, as S =
∫ t
0
L d t′. Tracing out
the reservoir coordinates, we obtain the reduced density operator describing the coupled
systems S1 and S2 under the influence of their respective reservoir, given by
ρ˜ ({xℓ} , {yℓ} , t) =
∫
d {x′ℓ}d {y′ℓ} J ({xℓ} , {yℓ} , t; {x′ℓ} , {y′ℓ} , 0) ρ˜ ({x′ℓ} , {y′ℓ} , 0) , (20)
where we have assumed that the system-reservoir coupling is turned on suddenly, such that
the total density operator is initially given by ρ(0) = ρ˜(0)ρR1+R2(0). The propagator for the
density operator turns out to be
J ({xℓ} , {yℓ} , t; {x′ℓ} , {y′ℓ} , 0)
=
∫
D {xℓ}D {yℓ} F [{xℓ} , {yℓ}]
× exp
{
i
~
[∑
ℓ
(SSℓ [{xℓ}]− SSℓ [{yℓ}]) + SS1/S2 [{xℓ}]− SS1/S2 [{yℓ}]
]}
. (21)
Although expression (20) applies to both cases, i) and ii), the computation of the influence
functional F [{xℓ} , {yℓ}] [33, 34] representing the effects of the reservoirs on the systems is
completely different for the two cases.
A. Distinct Reservoirs
When considering distinct reservoirs, the influence functional in Eq. (21) simply factorizes
as
F [{xℓ} , {yℓ}] =
∏
ℓ
F [xℓ, yℓ] , (22)
and the component arising from the interaction of system Sℓ with reservoir Rℓ, is written as
F [xℓ, yℓ] =
∫
dXℓ dX
′
ℓ dY
′
ℓ ρRℓ (X
′
ℓ,Y
′
ℓ, 0)
∫
DXℓDYℓ
× exp
{
i
~
(SRℓ [Xℓ]− SRℓ [Yℓ] + SSℓ/Rℓ [xℓ,Xℓ]− SSℓ/Rℓ [yℓ,Yℓ])} (23)
Evidently, when disregarding the interaction between the systems, described by
Hamiltonian HS1/S2 in Eq. (4), the propagator J in Eq. (21) reduces to a product of
propagators identical to that obtained in the CL model. However, the influence functional
factorizes independently of any requirement for non-interacting systems, since it only takes
into account the interaction between the systems and their respective reservoirs. Therefore,
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the influence functional (22) is obtained directly as a product of the functional obtained from
the CL model. All that remains to be done is to obtain the propagator (21) by considering
the actions coming from the interacting systems.
Thus, from the CL model we obtain directly the form
F [xℓ, yℓ] = exp
{
−1
~
∫ t
0
d τ
∫ τ
0
d t′ αℓR(τ − t′) [xℓ(τ)− yℓ(τ)] [xℓ(t′)− yℓ(t′)]
}
× exp
{
− i
~
∫ t
0
d τ
∫ τ
0
d t′ αℓ I(τ − t′) [xℓ(τ)− yℓ(τ)] [xℓ(t′) + yℓ(t′)]
}
, (24)
with the real and imaginary parts of a function α (t) given by
αℓR(t) =
∑
k
C2ℓk
2mℓkωℓk
coth (ωℓk~βℓ/2) cos [ωℓk(t)] , (25a)
αℓ I(t) = −
∑
k
C2ℓk
2mℓkωℓk
sin [ωℓk(t)] . (25b)
Assuming that the reservoir modes are sufficiently closely spaced to allow a continuum
summation, we define the spectral functions [2]
χℓ(ω) = π
∑
k
C2ℓk
2mℓkωℓk
δ(ω − ωℓk). (26)
The introduction of a frequency cutoff ΩCℓ considerably higher than the characteristic fre-
quencies of the problem, together with the assumption of an Ohmic reservoir, where the
distributions χℓ(ω) are defined by the damping constants ηℓ, such that
χℓ(ω) =
 ηℓω, ω < ΩCℓ ,0, ω > ΩCℓ , (27)
enable us to rewrite Eq. (25) as
αℓR(t) =
1
π
∫ ΩC
ℓ
0
dωℓ ηℓωℓ coth (ωℓ~β/2) cos [ωℓ(t)] , (28a)
αℓ I(t) = −1
π
∫ ΩC
ℓ
0
dωℓ ηℓωℓ sin [ωℓ(t)]
=
ηℓ
πt
(
ΩCℓ cos
[
ΩCℓ (t)
]− sin [ΩCℓ (t)]
t
)
. (28b)
As we are interested in times much longer than the typical value 1/ΩCℓ , it follows that
sin
[
ΩCℓ (t)
]
/πt ≈ δ (t) and, consequently∫ t
0
d τ
sin
[
ΩCℓ (τ)
]
πτ
[xℓ(τ)− yℓ(τ)] ≈ 0, (29a)∫ τ
0
d t [x˙ℓ(t) + y˙ℓ(t)]
sin
[
ΩCℓ (τ − t)
]
π (τ − t) ≈
x˙ℓ(τ) + y˙ℓ(τ)
2
. (29b)
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With these approximations, the propagator becomes
J ({xℓ} , {yℓ} , t; {x′ℓ} , {y′ℓ} , 0)
= exp
[
−i
∑
ℓ
γℓµℓℓ
2~
(
x2ℓ − x′2ℓ − y2ℓ + y′2ℓ
)]∫
D {xℓ}D {yℓ}
× exp
{
i
~
[∑
ℓ
(
S˜Sℓ [xℓ]− S˜Sℓ [yℓ]
)
+ SS1/S2 [{xℓ}]− SS1/S2 [{yℓ}]
]}
× exp
{
−
∑
ℓ
γℓµℓℓ
~
[
2
π
∫ t
0
d τ
∫ τ
0
d t′ [xℓ(τ)− yℓ(τ)] [xℓ(t′)− yℓ(t′)]
×
∫ ΩC
ℓ
0
dωℓ ωℓ coth (ωℓ~βℓ/2) cos [ωℓ(τ − t′)]
−i
∫ t
0
d τ [xℓ(τ)y˙ℓ(τ)− yℓ(τ)x˙ℓ(τ)]
]}
, (30)
where we have defined the relaxation constant γℓ = ηℓ/2µℓℓ for the two system-reservoir
couplings and the renormalized actions
S˜Sℓ [xℓ] =
∫ t
0
d τ Li(xℓ, x˙ℓ, t)
=
∫ t
0
d τ
[µℓℓ
2
x˙2ℓ − V˜ ℓ(xℓ)
]
, (31a)
SS1/S2 [{xℓ}] =
∫ t
0
d τ L12 ({xℓ} , {x˙ℓ} , t′)
= −
∫ t
0
d τ [λ11x1x2 + µ12 (x˙1 − λ21x2) (x˙2 − λ12x1)
+λ12µ22x1
(
x˙2 − λ12
2
x1
)
+ λ21µ11x2
(
x˙1 − λ21
2
x2
)]
, (31b)
with similar expressions for the variables yℓ. The renormalized potentials V˜ ℓ(xℓ) =
mℓ
[
ω2ℓ − (∆ωℓ)2
]
x2ℓ/2, follow from the system-reservoir couplings which induce the shifts
(∆ωℓ)
2 = 2ηℓΩ
C
ℓ /πmℓ. Thus, we can define a renormalized frequency, given by ω˜
2
ℓ =
ω2ℓ − (∆ωℓ)2[2].
From the result that the functional integral for an infinitesimal time evolution can be
approximated by [33], ∫
D q exp
(
i
~
S
)
≈ 1
N
exp
(
i
~
S
)
, (32)
we consider the evolution of the reduced density operator ρ˜ on the infinitesimal time interval
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between t and t+ ε (ε→ 0), proceeding from Eq. (19), to obtain
ρ˜ ({xℓ} , {yℓ} , t+ ε)
=
∫
d {x′ℓ}d {y′ℓ} J ({xℓ} , {yℓ} , t+ ε; {x′ℓ} , {y′ℓ} , t) ρ˜ ({x′ℓ} , {y′ℓ} , t) . (33)
We also assume the high-temperature limit kBTℓ ≫ ~ωℓ (for both reservoir frequencies
ωℓ ≪ ΩCℓ ), which allows analytical solutions of the integrals (in the variable ωℓ) when
defining the propagator J and using, for any function F, the approximations x˙ℓ ≈ β1ℓ/ε,
y˙ℓ ≈ β2ℓ/ε, and
∫ t+ε
t
d τ F [xℓ(τ)] ≈ εF
[
xℓ + x
′
ℓ
2
]
, (34)
where we have defined the variables β1ℓ = xℓ − x′ℓ and β2ℓ = yℓ − y′ℓ. With the above
approximations, we obtain from Eq. (30) the propagator
J ({xℓ} , {yℓ} , t+ ε; {xℓ − β1ℓ} , {yℓ − β2ℓ} , t)
= N exp
{
i
~
[
µ12
ε
∑
ℓ
(−1)ℓ βℓ1βℓ2 + ε (λ11 + λ12λ21µ12)
[∏
ℓ
(
yℓ − β2ℓ
2
)
−
∏
ℓ
(
xℓ − β1ℓ
2
)]
+
∑
ℓ, 6=ℓ′
λℓℓ′
{∑
ℓ′′
(−1)ℓ′+ℓ′′ µℓ′′ℓ′
[
β2ℓ′′
(
yℓ − β2ℓ
2
)
− β1ℓ′′
(
xℓ − β1ℓ
2
)]
+
ε
2
λℓℓ′µℓ′ℓ′
[(
xℓ − β1ℓ
2
)2
+
(
yℓ − β2ℓ
2
)2]}]}
×
∏
ℓ
exp
{
iµℓℓ
~
[
1
2
(
β21ℓ − β22ℓ
)(
γℓ +
1
ε
)
− γℓ (xℓ − yℓ) (β1ℓ + β2ℓ)
]
−iε
~
[
V˜ℓ
(
xℓ − β1ℓ
2
)
− V˜ℓ
(
yℓ − β2ℓ
2
)]
− 2µℓℓγℓkBTℓ
~2
ε
[(
x
ℓ
− β1ℓ
2
)
−
(
y
ℓ
− β2ℓ
2
)]2}
(35)
where N is a normalization factor. Since the fast-oscillating terms in the integrals in Eq.
(32) contribute only for βℓk ≈
√
εℏ/M , we expand both sides of Eq. (32) up to terms O(ε)
[2]. Proceeding to a further change of variables: β ′ℓℓ′ = βℓℓ′ + (−1)ℓ γℓ′(xℓ′ − yℓ′)ε, keeping
again terms up to O(ε), we obtain for the zeroth order term, the normalization factor
N = (2πℏε)2 / (µ212 − µ1µ2), and for the first order term the desired equation of motion [2]
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∂ρ˜
∂t
= −
∑
ℓ
{
−i ~
2mℓ
(
∂2
∂x2ℓ
− ∂
2
∂y2ℓ
)
+ γ˜ℓ (xℓ − yℓ)
(
∂
∂xℓ
− ∂
∂yℓ
)
+ i
mℓω˜
2
ℓ
2~
(
x2ℓ − y2ℓ
)
+
2mℓγ˜ℓkBTℓ
~2
(xℓ − yℓ)2
+
∑
ℓ′( 6=ℓ)
[
−i~λ22
2
(
∂2
∂xℓ∂xℓ′
− ∂
2
∂yℓ∂yℓ′
)
+ λ22mℓ′ γ˜ℓ′ (xℓ′ − yℓ′)
(
∂
∂xℓ
− ∂
∂yℓ
)
+λℓ′ℓ
(
xℓ′
∂
∂xℓ
+ yℓ′
∂
∂yℓ
)
+ i
λℓ′ℓmℓγ˜ℓ
~
(xℓ − yℓ) (xℓ′ + yℓ′) + iλ11
2~
(xℓxℓ′ − yℓyℓ′)
]}
ρ˜
(36)
where we have defined the effective damping rates
γ˜ℓ =
γℓ
1− λ222m1m2
, (37)
which increase with increasing coupling strength λ22. The operator equation associated with
the above coordinate representation turns out to be
∂ρ˜
∂t
= − i
~
[Hi, ρ˜] +
∑
ℓ
γ˜ℓ
[(
− i
~
[xℓ, {pℓ, ρ˜}]− 2mℓkBTℓ
~2
[xℓ, [xℓ, ρ˜]]
)
(38)
−imℓ
~
∑
ℓ′( 6=ℓ)
(λ22 [xℓ, {pℓ′, ρ˜}] + λℓ′ℓ [xℓ, {xℓ′ , ρ˜}])

where the Hamiltonian Hi, is given by
Hi =
1
2
∑
ℓ
(
p2ℓ
mℓ
+mℓω˜
2
ℓx
2
ℓ
)
+ λ11x1x2 + λ22p1p2 + λ21p1x2 + λ12x1p2. (39)
Note that, when turning off the coupling between the two oscillators, we obtain from
Eq. (38) two independent dissipative oscillators described by two independent CL models.
Therefore, in the case of distinct reservoirs, there is no effective coupling induced between
the oscillators.
B. A Common Reservoir
For the case of a common reservoir, we obtain the influence functional
F [{xℓ} , {yℓ}] =
∫
dX dX′ dY′ρR (X
′,Y′, 0)
∫
DX(τ) DY(τ)
× exp
{
i
~
[
SR [X]− SR [Y] +
∑
ℓ
(SSℓ/R [xℓ,X]− SSℓ/R [yℓ,Y])
]}
, (40)
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which differs from that of the CL model for an additional system-reservoir coupling. As-
suming identical system-reservoir couplings C1k = C2k = Ck, the solution of the influence
functional (21), following directly from that in Refs. [33, 34], is given by
F [{xℓ} , {yℓ}] = exp
(
−1
~
∑
ℓ
∫ t
0
d τ
∫ τ
0
d t′ [xℓ(τ)− yℓ(τ)]αR(τ − t′) [xℓ(t′)− yℓ(t′)]
)
× exp
(
− i
~
∑
ℓ
∫ t
0
d τ
∫ τ
0
d t′ [xℓ(τ)− yℓ(τ)]αI(τ − t′) [xℓ(t′) + yℓ(t′)]
)
,
(41)
where the real and imaginary parts of a function α (t) read
αR(t) =
∑
k
C2k
2mkωk
coth (ω~β/2) cos [ω(t)] , (42a)
αI(t) = −
∑
k
C2k
2mkωk
sin [ω(t)] . (42b)
Defining, as in the case of distinct reservoirs, a spectral function
χ(ω) = χℓ(ω) =
∑
k
πC2k
2mkωk
δ(ω − ωk) (43)
constrained to the range defined by a frequency cutoff ΩC , and also a damping constant η,
we obtain for an Ohmic reservoir
χ(ω) =
 ηω, ω < ΩC ,0, ω > ΩC . (44)
Using exactly the same approximations performed for the case of distinct reservoirs, we
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obtain the influence functional
F [{xℓ} , {yℓ}]
= exp
{
− i
~
[
F ({xℓ} , {x′ℓ} , {yℓ} , {y′ℓ})−
ηΩC
π
∑
ℓ,ℓ′
∫ t
0
d τ (xℓ(τ)xℓ′(τ)− yℓ(τ)yℓ′(τ))
+µγ
∫ t
0
d τ
∑
ℓ
∑
ℓ′
(xℓ(τ)y˙ℓ′(τ)− yℓ(τ)x˙ℓ′(τ)) +
∑
ℓ′( 6=ℓ)
(xℓ(τ)x˙ℓ′(τ)− yℓ(τ)y˙ℓ′(τ))


× exp
[
−2µγ
π~
∑
ℓ,ℓ′
∫ t
0
d τ
∫ τ
0
d t′ [xℓ(τ)− yℓ(τ)] [xℓ′(t′)− yℓ′(t′)]
×
∫ ΩC
0
dω ω coth (ω~β/2) cos [ω(τ − t′)]
]
(45)
where
F ({xℓ} , {x′ℓ} , {yℓ} , {y′ℓ}) =
µγ
2
∑
ℓ
[(
x2ℓ − x′2ℓ
)− (y2ℓ − y′2ℓ )] . (46)
We stress that we have defined, after the assumption {Cℓk} = Ck, the relaxation constant
γ = η/2µ for both system-reservoir couplings, which implies immediately that {µℓℓ} = µ
and, consequently, {mℓ} = m. For the master equation, we obtain
∂ρ˜
∂t
= −
∑
ℓ
{
−i ~
2m
(
∂2
∂x2ℓ
− ∂
2
∂y2ℓ
)
+ i
mω˜2ℓ
2~
(
x2ℓ − y2ℓ
)
+
∑
ℓ′
(xℓ′ − yℓ′)
[
2mγ˜kBT
~2
(xℓ − yℓ) + γ˜
(
∂
∂xℓ
− ∂
∂yℓ
)]
+
∑
ℓ′(6=ℓ)
[
−i~λ22
2
(
∂2
∂xℓ∂xℓ′
− ∂
2
∂yℓ∂yℓ′
)
+ λℓ′ℓ
(
xℓ′
∂
∂xℓ
+ yℓ′
∂
∂yℓ
)
+
i
2~
λ˜11 (xℓxℓ′ − yℓyℓ′) + imγ˜λℓℓ′
~
(xℓ + yℓ)
∑
ℓ′′
(xℓ′′ − yℓ′′)
]}
ρ˜, (47)
in which the renormalized damping constant γ˜ = γ/ (1−m2λ222) and the effective coupling
parameterλ˜11 = λ11 − 2ΩCη/π are considered. As usual, this shift for the effective coupling
parameter is small and can be included in λ11. The operator equation associated with the
above coordinate representation turns out to be
∂ρ˜
∂t
= − i
~
[Hii, ρ˜]− imγ˜
~
∑
ℓ,ℓ′( 6=ℓ)
λℓℓ′ [xℓ′ , {xℓ, ρ˜}]
−
∑
ℓ,ℓ′
[
i
γ˜
~
[xℓ, {pℓ′, ρ˜}] + 2mγ˜kBT
~2
[xℓ, [xℓ′, ρ˜]]
]
(48)
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where the Hamiltonian Hii, given by
Hii =
1
2
∑
ℓ
(
p2ℓ
m
+m̟2ℓx
2
ℓ
)
+ λ11x1x2 + λ22p1p2 + λ12x1p2 + λ21p1x2, (49)
contains the renormalized frequencies
̟2ℓ = ω˜
2
ℓ + 2γ˜ (λ12δℓ1 + λ21δℓ2) . (50)
A reservoir-induced coupling between the oscillators
It is worth stressing that, differently from the case of distinct reservoirs presented in Eq.
(37), the common reservoir induces an effective coupling between the two oscillators, even
when their original interactions {λℓℓ′} are turned off. In fact, with λℓℓ′ = 0, the Eq. (48)
simplifies to
∂ρ˜
∂t
= − i
~
∑
ℓ
[HSℓ , ρ˜]−
∑
ℓ,ℓ′
[
i
γ
~
[xℓ, {pℓ′ , ρ˜}] + 2mγkBT
~2
[xℓ, [xℓ′ , ρ˜]]
]
, (51)
giving two independent CL models, for ℓ = ℓ′, apart from the reservoir-induced coupling
between the oscillators, for ℓ 6= ℓ′. This effective coupling, for the case analyzed here of
an ohmic reservoir in the high-temperature regime, consists therefore of a dissipative and
a diffusive term, given by (γ/i~) ([x1, {p2, ρ˜}] + [x2, {p1, ρ˜}]) and (2mγkBT/~2) [xℓ, [xℓ′ , ρ˜]],
respectively. Interestingly, such dissipative and diffusive terms couple together the variables
of both oscillators while, evidently, the equivalent terms in the CL model apply to the
variables of a single particle.
V. SOLUTIONS OF THE MASTER EQUATIONS (36) AND (47)
In this section we present the solutions of the master equations governing the dynamics
of the coupled dissipative harmonic oscillators in both cases of separate reservoirs and a
common one. These solutions enable us to analyze the coherence and decoherence dynamics
of quantum superpositions prepared in one of the oscillators of entangled states prepared
in both oscillators. Moreover, the form of the solutions presented here enable a complete
understanding of the evolution of such states, thus enlarging the perspective of the coherence
and decoherence analysis offered by the CL model [4].
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A. Distinct Reservoirs
The introduction of the collective (Rℓ) and relative (rℓ) coordinates
Rℓ =
xℓ + yℓ
2
, rℓ = xℓ − yℓ (52)
enable us to rewrite the master equation (36) in the form
∂ρ˜
∂t
=
∑
ℓ
{
(−1)ℓ i ~
mℓ
∂2
∂rℓ∂Rℓ
− 2γ˜ℓrℓ ∂
∂rℓ
+ i
mℓω
2
ℓ
~
Rℓrℓ − Dℓ
~2
r2ℓ
−
∑
ℓ′(6=ℓ)
[(
λℓℓ′Rℓ
∂
∂Rℓ′
+∆ℓ′rℓ′
∂
∂rℓ
)
+ i~λ22
∂2
∂rℓ∂Rℓ′
− iΓℓ
~
Rℓ′rℓ
] ρ˜, (53)
where the diffusion coefficients Dℓ and the effective coupling parameters Γℓ and ∆ℓ are given
by
Dℓ = 2mℓγ˜ℓkBTℓ, (54a)
Γℓ = λ11 + 2mℓγ˜ℓ
∑
ℓ′(6=ℓ)
λℓ′ℓ, (54b)
∆ℓ = 2λ22mℓγ˜ℓ +
∑
ℓ′( 6=ℓ)
λℓℓ′ . (54c)
By the partial Fourier transform
ρ˜ ({Kℓ} , {rℓ} , t) = 1
2π
(∏
ℓ
∫ +∞
−∞
dRℓ e
−iKℓRℓ
)
ρ˜ ({Rℓ} , {rℓ} , t) (55)
we reduce the second order partial differential equation (53) to the first order one
∂ρ˜
∂t
= −
∑
ℓ
{(
2γ˜ℓrℓ − ~
mℓ
Kℓ
)
∂
∂rℓ
+
mℓω
2
ℓ
~
rℓ
∂
∂Kℓ
+
Dℓ
~2
r2ℓ
+
∑
ℓ′( 6=ℓ)
[(
Γℓ′rℓ′
~
− λℓℓ′Kℓ′
)
∂
∂Kℓ
+ (∆ℓ′rℓ′ − ~λ22Kℓ′) ∂
∂rℓ
] ρ˜ (56)
whose solution can be obtained by the method of characteristics [35, 36]. Defining the curves
Kℓ = Kℓ(s), rℓ = rℓ(s), and t = t(s) (57)
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we obtain, from the partial differential equation (56), a system of coupled ordinary differen-
tial equations
d rℓ
d s
= −~
∑
ℓ′
[
λ22 (1− δℓℓ′) + 1
mℓ
δℓℓ′
]
Kℓ′ + 2γ˜ℓrℓ + (∆1r1δℓ2 +∆2r2δℓ1) , (58a)
dKℓ
d s
=
mℓω
2
ℓ
~
rℓ +
1
~
[(Γ2r2 − ~λ12K2) δℓ1 + (Γ1r1 − ~λ21K1) δℓ2] , (58b)
d ρ˜
d s
= − 1
~2
∑
ℓ
Dℓr
2
ℓ ρ˜, (58c)
d t
d s
= 1. (58d)
The first four equations of the above system can be expressed, in matrix form, as
d
d t

r1 (t)
K1 (t)
r2 (t)
K2 (t)
 =

2γ˜1 − ~m1 ∆2 −~λ22
1
~
m1ω
2
1 0
1
~
Γ2 −λ12
∆1 −~λ22 2γ˜2 − ~m2
Γ1
~
−λ21 1~m2ω22 0


r1 (t)
K1 (t)
r2 (t)
K2 (t)
 , (59)
where we shall denote the square matrix by M and its eigenvalues by Λm. Next, we note
that the solution of this system of coupled equations can be written in the form

r1 (t)
K1 (t)
r2 (t)
K2 (t)
 =

η11 η12 η13 η14
η21 η22 η23 η24
η31 η32 η33 η34
η41 η42 η43 η44


c1 (t)
c2 (t)
c3 (t)
c4 (t)
 , (60)
where the eigenvector
(
η1n η2n η3n η4n
)⊤
is associated with the eigenvalue Λn.
Making use of both solutions for rℓ (t) and that for the third ordinary differential equation
(58c), given by
ρ˜ ({Kℓ} , {rℓ} , t) = B exp
[
− 1
~2
∑
ℓ
Dℓ
∫
d t r2ℓ (t)
]
, (61)
we finally obtain the density matrix
ρ˜ ({Kℓ} , {rℓ} , t) = ρ˜ ({K ′ℓ} , {r′ℓ} , 0) e−Z({Kℓ},{rℓ},t)/~
2
, (62)
20
with
Z ({Kℓ} , {rℓ} , t) =
∑
m,n
cm (t) cn (t)
D1η1mη1n +D2η3mη3n
Λm + Λn
(
1− e−(Λm+Λn)t) , (63)
and cm (t) = cm (0) e
Λmt, where cm (0) is determined by the initial conditions.
The next step is to calculate the inverse Fourier transform of Eq. (55). To this end,
let us suppose that the coupled harmonic oscillators are prepared at t = 0 in the general
superposition of Gaussian functions of width {σℓ}:
Ψ ({xℓ} , 0) =
∑
ℓ
Pℓ
∏
ℓ′
e−[(xℓ′+qℓ′ℓ)/σℓ′ ]
2
, (64)
which include both separable and entangled states, depending on the choice of the Gaussian
centers q1ℓ and q2ℓ for oscillators 1 and 2. Rewriting the density matrix for this wave function,
given by
ρ˜ ({xℓ} , {yℓ} , 0) =
∑
ℓ,ℓ′
PℓPℓ′
∏
ℓ′′
e−[(xℓ′′+qℓ′′ℓ)/σℓ′′ ]
2
e−[(yℓ′′+qℓ′′ℓ)/σℓ′′ ]
2
, (65)
with the collective and relative coordinates defined in Eq. (52), and computing its Fourier
transform, we obtain
ρ˜ ({K ′ℓ} , {r′ℓ} , 0)
=
1
4
∑
ℓ′,ℓ′′
Pℓ′Pℓ′′
∏
ℓ
σℓ exp
{
−2
[(σℓ
4
K ′ℓ
)2
− i (qℓℓ′ + qℓℓ′′)K ′ℓ +
(
qℓℓ′ − qℓℓ′′ + r′ℓ
2σℓ
)2]}
. (66)
Therefore, from the results in Eqs. (62) and (66), we obtain the general solution for the
transformed master equation (56)
ρ˜ ({Kℓ} , {rℓ} , t) = R ({Kℓ} , {rℓ} , t)
∑
ℓ,ℓ′
Υℓℓ′
× exp
{
−
[
θ
(1)
ℓℓ′ (t)r1 + θ
(2)
ℓℓ′ (t)K1 + θ
(3)
ℓℓ′ (t)r2 + θ
(4)
ℓℓ′ (t)K2
]}
× exp
{
i
[
θ˜
(1)
ℓℓ′ (t)r1 + θ˜
(2)
ℓℓ′ (t)K1 + θ˜
(3)
ℓℓ′ (t)r2 + θ˜
(4)
ℓℓ′ (t)K2
]}
(67)
which, for t = 0, gives the initial condition (65). Assuming that the matrix elements εmn
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follow from the inverse of the matrix composed by ηmn, we have defined the functions
R ({Kℓ} , {rℓ} , t) = exp
{− [Φ11(t)r21 + Φ33(t)r22 + Φ13(t)r1r2 + Φ12(t)r1K1 + Φ14(t)r1K2
+Φ22(t)K
2
1 + Φ44(t)K
2
2 + Φ24(t)K1K2 + Φ23(t)r2K1 + Φ34(t)r2K2
]}
(68)
Υℓℓ′ =
1
4
PℓPℓ′
∏
ℓ′′
σℓ′′ exp
[
−1
2
(
qℓ′′ℓ − qℓ′′ℓ′
σℓ′′
)2]
, (69a)
Φkk′(t) =
4∑
i,j=1(j≥i)
(−1)i+j 2−δij
[(
η1iη1j
σ21
+
σ21
4
η2iη2j +
η3iη3j
σ22
+
σ22
4
η4iη4j
)
e−(Λi+Λj)t
+2ζij
(
1− e−(Λ1+Λ2)t)] [εikεjk′ − (1− δkk′) εik′εjk] , (69b)
θ
(k)
ℓℓ′ (t) = (−1)ℓ+1
4∑
j=1
(
q1ℓ − q1ℓ′
σ21
η1j +
q2ℓ − q2ℓ′
σ22
η3j
)
εjk e
−Λjt , (69c)
θ˜
(k)
ℓℓ′ (t) = (−1)ℓ+1
4∑
j=1
(
q1ℓ + q1ℓ′
2
η2j +
q2ℓ + q2ℓ′
2
η4j
)
εjk e
−Λjt . (69d)
The next and final step is to calculate the inverse Fourier transform of Eq. (67). At
this point we observe that it is highly recommendable to write the Fourier transformed
density matrix ρ˜ ({Rℓ} , {rℓ} , 0) in its initial normalized form, obtained by a coordinate
transformation of Eq. (65):
ρ˜ ({Rℓ} , {rℓ} , 0) =
{
πσ1σ2
[
1 +
∏
ℓ
exp
[
−1
2
(
qℓ1 − qℓ2
σℓ
)2]]}−1
×
∑
ℓ′,ℓ′′
exp
[
−
∑
ℓ
(qℓℓ′ − qℓℓ′′ + rℓ)2 + (qℓℓ′ + qℓℓ′′ + 2Rℓ)2
2σ2ℓ
]
. (70)
The exponentials in Eq. (70) associated with ℓ = ℓ′, represent the diagonal elements of
ρ˜ ({Rℓ} , {rℓ} , 0), which are associated with the probability amplitudes of the system, while
exponentials associated with ℓ 6= ℓ′ represent the off-diagonal elements, associated with phase
coherence. After the sudden system-reservoir couplings it is expected that the diagonal
elements will be dragged to the origin of the coordinates by the dissipative mechanisms,
whereas the off-diagonal elements will vanish continuously, owing to the associated noise
injection into the system. Therefore, by keeping exactly the form of the above initial density
matrix (70) after its time evolution, we directly verify such expected dynamics, simplifying
our evaluation of the decoherence effects. From this perspective, we obtain the final solution
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ρ˜ ({Rℓ} , {rℓ} , t) =
{
4πΣ(t)
[
1 +
∏
ℓ
exp
[
−1
2
(
qℓ1 − qℓ2
σℓ
)2]]}−1
×
∑
ℓ,ℓ′
exp
{
−1
2
∑
ℓ
(1− δℓℓ′)
(
qℓ1 − qℓ2
σℓ
)2
[1− Γ(t)]
}
× exp
[
−1
2
Ξℓℓ′ ({Rℓ} , {rℓ} , t) + iΘℓℓ′ ({Rℓ} , {rℓ} , t)
]
, (71)
where the functions Ξmn ({Rℓ} , {rℓ} , t), accounting for the dynamics of the diagonal and
off-diagonal elements, are given by
Ξmn ({Rℓ} , {rℓ} , t) =
∑
ℓ,ℓ′
{
2δℓℓ′+1 (−1)ℓ+ℓ′ Rℓ + θ
(2ℓ)
mn (t)
Σℓℓ′(t)
Rℓ′ + θ
(2ℓ′)
mn (t)
Σℓ′ℓ(t)
+2δℓℓ′−1
rℓ − [2 (qℓ1(t)− qℓ2(t))]δℓℓ′
σℓℓ′(t)
rℓ′ − [2 (qℓ′1(t)− qℓ′2(t))]δℓℓ′
σℓ′ℓ(t)
}
, (72)
whereas the functions
Θmn ({Rℓ} , {rℓ} , t) =
∑
ℓ
{
2
[
Rℓ + θ
(2ℓ)
mn (t)
] [
(−2)δℓ1 Φ12(t)r1 + Φ23(t)r2 + θ˜
(2)
mn(t)
Σ2ℓ1(t)
+ (−2)δℓ2 Φ14(t)r1 + Φ34(t)r2 + θ˜
(4)
mn(t)
Σ2ℓ2(t)
]
+ θ(2ℓ−1)mn (t)rℓ
}
, (73)
account only for an oscillatory dynamics. Moreover, we also have, as part of the normaliza-
tion factor
Σ(t) =
√
4Φ44(t)Φ22(t)− Φ224(t), (74)
the functions associated with the widths of the diagonal and off-diagonal Gaussian peaks:
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Σ11(t) =
√
2Σ2(t)
Φ44(t)
(75a)
Σ22(t) =
√
2Σ2(t)
Φ22(t)
(75b)
Σ12(t) = Σ21(t) =
√
2Σ2(t)
Φ24(t)
(75c)
σ11(t) =
√
2Φ11(t)− 2Φ22(t)Φ
2
14(t) + Φ44(t)Φ
2
12(t)− Φ12(t)Φ14(t)Φ24(t)
Σ2(t)
, (75d)
σ22(t) =
√
2Φ33(t)− 2Φ22(t)Φ
2
34(t) + Φ44(t)Φ
2
23(t)− Φ23(t)Φ34(t)Φ24(t)
Σ2(t)
, (75e)
σ12(t) = σ21(t) =
[
2Φ13(t)− 22Φ22(t)Φ14(t)− Φ12(t)Φ24(t)
Σ2(t)
Φ34(t)
−22Φ44(t)Φ12(t)− Φ14(t)Φ24(t)
Σ2(t)
Φ23(t)
]1/2
. (75f)
Finally, regarding the exponential decay multiplying the off-diagonal elements of the
reduced density matrix (71), we obtain the function
Γ(t) =
[∑
ℓ
(
qℓ1 − qℓ2
σℓ
)2]−1∑
ℓ
[
σ2ℓ (t)ϑ
2
ℓ(t) +
∑
ℓ′
2δℓℓ′+1 (−1)ℓ+ℓ′ θ˜
(2ℓ)
12 (t)θ˜
(2ℓ′)
12 (t)
Σ2ℓℓ′(t)
]
(76)
where
ϑ1(t) = θ˜
(1)
1,2(t)−
[2Φ44(t)Φ12(t)− Φ14(t)Φ24(t)] θ˜(2)12 (t) + [2Φ22(t)Φ14(t)− Φ12(t)Φ24(t)] θ˜(4)12 (t)
Σ2(t)
,
(77a)
ϑ2(t) = θ˜
(3)
1,2(t)−
[2Φ44(t)Φ23(t)− Φ34(t)Φ24(t)] θ˜(2)12 (t) + [2Φ22(t)Φ34(t)− Φ23(t)Φ24(t)] θ˜(4)12 (t)
Σ2(t)
.
(77b)
Comparing the initial and the evolved density matrices, given by Eqs. (70) and (71), we
verify, as expected, the displacement of both the diagonal and off-diagonal peaks towards
the origin of the coordinates, described by Eq. (72). Apart from this displacement towards
the origin, the system-reservoir coupling also induces the oscillatory term defined by Eq.
(73).
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A general decay function of the off-diagonal peaks of the density matrix
From the evolved density matrix in Eq. (71), we also deduce a general expression for
the decay D(t) of the off-diagonal peaks as time goes on, represented by the exponential
function
D(t) = exp
{
−2 [1− Γ(t)]
∑
ℓ
[(qℓ1 − qℓ2) /2σℓ]2
}
. (78)
This decay function offers complete information relative to the decoherence of any initial
state of the coupled dissipative oscillators. We anticipate that the same form of the decay
function in Eq. (78) will apply to the case of a common reservoir, except for the time-
dependent function Γ(t), which differs in the two cases as discussed below.
B. A Common Reservoir
The solution of the master equation for the case of a common reservoir is entirely analo-
gous to that of separate reservoirs. From the early assumption of identical system-reservoir
couplings C1k = C2k = Ck, rendering the same masses m, damping rates γ, and diffusion
coefficients D for both oscillators, the master equation, rewritten in terms of the collective
and relative coordinates in Eq. (52), is given by
∂ρ˜
∂t
=
∑
ℓ
[
(−1)ℓ i ~
m
∂2
∂rℓ∂Rℓ
− 2γ˜rℓ ∂
∂rℓ
+ i
mω2ℓ
~
Rℓrℓ − D
~2
r2ℓ
−
∑
ℓ′( 6=ℓ)
(
λℓℓ′Rℓ
∂
∂Rℓ′
+∆ℓ′rℓ′
∂
∂rℓ
+ i~λ22
∂2
∂rℓ∂Rℓ′
− iΓℓ
~
rℓRℓ′
) ρ˜, (79)
where the diffusion coefficients Dℓ and the effective coupling parameters Γℓ and ∆ℓ are given
by
D = 2mγ˜kBT , (80a)
Γℓ = λ11 + 2mγ˜
∑
ℓ′(6=ℓ)
λℓ′ℓ, (80b)
∆ℓ = (λ21δℓ2 + λ12δℓ1) + 2mγ˜λ22. (80c)
Following the steps outlined above for the case of distinct reservoirs, leading to the system
of coupled ordinary differential equations (81), we now obtain the analogous system
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d rℓ
d s
= −~
∑
ℓ′
[
λ22 (1− δℓℓ′) + 1
m
δℓℓ′
]
Kℓ′ + 2γ˜rℓ + (∆1r1δℓ2 +∆2r2δℓ1) , (81a)
dKℓ
d s
=
mω2ℓ rℓ
~
+
1
~
[(Γ2r2 − ~λ12K2) δℓ1 + (Γ1r1 − ~λ21K1) δℓ2] , (81b)
d ρ˜
d s
= − 1
~2
D (r1 + r2)
2 ρ˜, (81c)
d t
d s
= 1. (81d)
As before, the first four equations is given in the matrix form as
d
d t

r1 (t)
K1 (t)
r2 (t)
K2 (t)
 =

2γ˜ − ~
m
∆2 −~λ22
1
~
mω21 0
1
~
Γ2 −λ12
∆1 −~λ22 2γ˜ − ~m
1
~
Γ1 −λ21 1~mω22 0


r1 (t)
K1 (t)
r2 (t)
K2 (t)
 . (82)
From here on, all the derivations performed earlier for the case of distinct reservoirs can
be followed in exactly the same way, leading to the same structure as the solution given
in Eq. (71). The difference is that the elements of the above square matrix lead to values
of ηmn that differ from those in the case of distinct reservoirs. Moreover, the function
Z ({Kℓ} , {rℓ} , t) becomes
Z ({Kℓ} , {rℓ} , t) = D
∑
m,n
cm (t) cn (t)
(η1m + η3m) (η1n + η3n)
Λm + Λn
(
1− e−(Λm+Λn)t) , (83)
instead of the expression given in Eq. (63). Therefore, in spite of the solutions to the master
equation having the same form, the evolution of the reduced density matrices of the two
dissipative oscillators must be quite different for the cases of one common reservoir and two
separate ones. We finally point out that the expression for the decay or decoherence D(t)
of the off-diagonal peaks of the initial density operator also has the same structure as that
in Eq. (78), the only difference being the time-dependent function Γ(t), which differs in the
two cases of a common and two separate reservoirs, again due to the values of ηmn.
VI. DECOHERENCE IN THE DOUBLE CALDEIRA-LEGGETT MODEL
In this section we analyze the decoherence of three particular entangled states prepared
in both oscillators of the network at t = 0. These entanglements, derived from Eq. (64)
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under the assumption that they all have the same initial mean energy 〈E〉 = 〈HS1 +HS2〉
and distance d between the two peaks in the positional x1x2-space, are given by
Ψ(1) ({xℓ} , 0) = N (1)
{
exp
[
−
(
x1 + q
(1)
1
)2
/σ21
]
exp
[
−
(
x2 − q(1)2
)2
/σ21
]
+ exp
[
−
(
x1 + q
(1)
2
)2
/σ21
]
exp
[
−
(
x2 − q(1)1
)2
/σ21
]}
, (84a)
Ψ(2) ({xℓ} , 0) = N (2)
{
exp
[
−
(
x1 − q(2)1
)2
/σ22
]
exp
[
−
(
x2 − q(2)2
)2
/σ22
]
+ exp
[
−
(
x1 − q(2)2
)2
/σ22
]
exp
[
−
(
x2 − q(2)1
)2
/σ22
]}
, (84b)
Ψ(3) ({xℓ} , 0) = N (3)
{
exp
[
−
(
x1 + q
(3)
1
)2
/σ23
]
exp
[
−
(
x2 + q
(3)
2
)2
/σ23
]
+ exp
[
−
(
x1 − q(3)1
)2
/σ23
]
exp
[
−
(
x2 − q(3)2
)2
/σ23
]}
. (84c)
The choice of equal mean energies 〈E〉 and distances d follows from the fact that the deco-
herence process depends on the energy, the distances between the components of the super-
position, and the damping rate defining the system-reservoir coupling. It is well-known that
the decoherence time varies inversely with the energy, the distance d, and the damping rate.
The above states differ from each other only by the position of their peaks in the x1x2-space.
While both peaks of Ψ(1) ({xℓ} , 0) (Ψ(2) ({xℓ} , 0)) are positioned in the fourth (first) quad-
rant of the x1x2-space, those of the state Ψ
(3) ({xℓ} , 0) are positioned in the first and third
quadrant. Moreover, whereas Ψ(2) ({xℓ} , 0) is obtained from Ψ(1) ({xℓ} , 0) by a rotation in
x1x2-space, Ψ
(3) ({xℓ} , 0) requires, apart from the rotation, a displacement operation over
Ψ(1) ({xℓ} , 0).
We analyze the decoherence time of the above entanglements for the two cases of a com-
mon and separate reservoirs. We observe, for comparison, that the analysis of decoherence
in Refs. [10, 13, 14], centered on absolute zero reservoirs, shows that the decoherence rate
for the case of a common reservoir is attenuated, compared to the case of distinct ones.
However, the present analysis is based on the opposite scenario of the high-temperature
limit, so that we do not expect to obtain similar results to those in Refs. [10, 13, 14].
As the decoherence rate D(t) is given by Eq. (78), in Figs. 1, 2, and 3, we plot D(t)
against the scaled time γ1t for the states Ψ
(1), Ψ(2), and Ψ(3), respectively. In parts (a) and
(b) of Figs. 1 and 2 we plot the decoherence rate D(t) for the cases of distinct reservoirs
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and a common one, respectively. Adopting unit constants ~, kB = 1, masses (m1 = m2 = 1),
frequency ω1 = 1 and widths σ1 = σ2 = 1, we have set the magnitudes T1 = T2 = 10
3
~ω1/kB
and q
(1)
1 = q
(2)
2 = 2q
(1)
2 = 2q
(2)
1 = 10σ1. We have also assumed a regime of parameters where
γ1 = γ2 ≪ {λℓℓ′} < ω1 = ω2/2, with γ1/ω1 = 10−3. With these values, the mean energy
〈E〉 and distance d associated with states (84) becomes 〈E〉 ≈ 158~ω1 and d = 5
√
2σ1. To
reach the same 〈E〉 and d for all three states we have assumed that σ1 = 12σ3, apart from
the relation q
(3)
1 =
√
3/2q
(3)
2 =
√
15/2σ1.
For comparison, the thick solid line in all three figures represents the decoherence time
of the Schro¨dinger-cat-like state
Ψ (x, 0) = N {exp [− (x+ q)2 /σ2]+ exp [− (x− q)2 /σ2]} , (85)
prepared in one of the oscillators, decoupled from the other. This Schro¨dinger-cat-like state
also leads to the same values established above for the mean energy 〈E〉 and distance d
between the two peaks in the x-space. To achieve this, we set the relations q = 5σ1/
√
2and
σ = 6 × 10−2σ1. Therefore, the thick solid line describes the decoherence process of a
superposition state in the CL problem.
In all three figures, the solid (dashed) and dashed-dotted (dotted) lines describe the
decoherence processes when considering distinct reservoirs (a common one) and the coupling
between the oscillators given by λ11q1q2 + λ22p1p2 and λ12q1p2 + λ21q2p1, respectively, with
λℓℓ′ = 0.1. Both couplings λ11q1q2 + λ22p1p2 and λ12q1p2+ λ21q2p1, when described in terms
of the usual annihilation (creation) operators a1,a2 (a
†
1,a
†
2), correspond to the rotating terms
a†1a2 + a1a
†
2 and the counter-rotating terms i
(
a1a2 − a†1a†2
)
, respectively. We observe that
the decay rates of the curves in Figs. 1 and 2 (a and b) are around that associated with the
Schro¨dinger-cat-like state for both cases of a common and distinct reservoirs. Therefore, the
case of a common reservoir does not exhibit advantages over that of distinct reservoirs, as
demonstrated previously for absolute zero reservoirs [10, 13, 14].
Considering now Fig. 3, we observe that all curves decay faster than those in Figs. 1 and
2. Moreover, the decay rates of the curves associated with the coupling λ11q1q2 + λ22p1p2
are even faster than those associated with λ12q1p2+λ21q2p1. This behavior follows from Eq.
(37), which shows that the larger the coupling strength λ22, the larger the effective damping
rate γ˜ℓ. The same explanation applies to Fig. 4, where the same curves as in Fig. 1 are
plotted for larger strengths λℓℓ′ = 0.5; we observe that the decay rates of the curves derived
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from the coupling λ11q1q2 + λ22p1p2 are significantly faster than those for λ12q1p2 + λ21q2p1,
as in Fig. 3. In Figs. 1 and 2, the effect coming from the relation between λ22 and γ˜ℓ is
blurred, making the decay rates of the curves associated with the coupling λ11q1q2+λ22p1p2
similar to those for λ12q1p2 + λ21q2p1.
Differently from the works in Refs. [10, 13, 14], where the decay rates were chiefly de-
termined by the assumption of one common or two separate reservoirs, here the difference
between the decay rates comes from the different coupling mechanisms between the oscilla-
tors, λ11q1q2 + λ22p1p2 or λ12q1p2 + λ21q2p1. The reason for this is that Refs. [10, 13, 14]
apply to absolute zero reservoirs, where the coupling between the oscillators induced by a
common reservoir tends to decrease the decoherence rates. The same effect of coherence
control is also achieved in Refs. [10, 13, 14] by assuming that the network oscillators are
strongly coupled to each other. Especially in Ref. [10], it is demonstrated that the R-DFSs
emerge from situations where the whole network interacts with a common reservoir or when
each resonator, strongly coupled to each other, interacts with its own reservoir. The present
work, however, applies to the high-temperature regime where, as demonstrated in Figs. 1,
2 and 3, the interaction induced by a common reservoir is completely blurred by the high-
temperature effects. From this fact we may expect the high-temperature regime to prevent
the emergence of R-DFSs, at least in a network with a small number of oscillators, as in the
case at hand.
VII. CONCLUDING REMARKS
In this study we analyze the double CL model, i.e., the path integral approach to two
interacting dissipative harmonic oscillators. We derive and solve the master equations asso-
ciated with two different situations: when each oscillator is coupled to its own reservoir, and
when both oscillators are coupled to a common reservoir. In both cases, the derived master
equations consist of two CL models — describing the dissipative mechanism of each oscilla-
tor independently — as well as the dynamics arising from the interaction between the two
oscillators. However, in the case of a common reservoir, we identify a reservoir-induced cou-
pling between the oscillators, even when the original interaction between them is schwitched
off. Such a reservoir-induced coupling, recently pointed out in Ref. [28], encompasses both
dissipative and diffusive terms which couple together the variables of both oscillators. These
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terms thus account for the energy loss of the oscillators through each other, apart from a
joint diffusive process.
The occurrence of such a reservoir-induced coupling between the oscillators was also
pointed out in Refs. [10, 13, 14, 20], where networks of dissipative quantum harmonic
oscillators are treated through perturbative master equations. In Refs. [10, 13, 14, 20], the
occurrence of indirect-decay channels — by which the network oscillators lose excitation
through all the other oscillators — is demonstrated in two different situations: when all the
(non-interacting or interacting) oscillators are coupled to a common reservoir and even when
strongly interacting oscillators are coupled to their own reservoirs.
Regarding the master equation solutions reached in this paper, we stress that their form
enables a full comprehension of the evolution of initial states of the network, enlarging
the perspective of the coherence and decoherence analysis offered by the CL model [4].
Through these solutions we compute a general expression for the decay rate of the off-
diagonal peaks of the density matrix of initial superposition states, which applies to both
cases of a common and distinct reservoirs. Such an expression offers complete information
about the decoherence of the initial state of the coupled dissipative oscillators. In this regard,
we have analyzed, as an application, the decoherence process of particular entanglements
in the positional space of both oscillators. The results demonstrated that the coupling
induced by the common reservoir does not lead to the collective damping effect mentioned
above. The high-temperature regime of validity for our calculations completely blurred such
reservoir-induced coupling which at absolute zero works, in general, to delay the decoherence
process or even to produce the R-DFSs. However, we find that different interactions between
the dissipative oscillators, described by rotating or counter-rotating terms, result in different
decay rates of the interference terms of the density matrix. The decay rates associated with
the counter-rotating terms of the interaction between the oscillators are significantly faster
than those coming from the rotating terms. The reason for this is that the effective damping
constants increase with increasing coupling strength related to the counter-rotating terms.
We note that a recent paper addressed the question of the derivation of a master equation
for two coupled harmonic oscillators through the influence-functional method of Feynman
and Vernon [37]. However, the authors assume a coupling between the oscillators different
from that given by Eq. (4), apart from considering only the case of a common reservoir. We
finally stress that the present double CL model can be used for the analysis of dissipative
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bipolarons, besides other problems in several areas of physics where the CL model has
been successfully employed over the last few decades. A more detailed analysis of the
development in Ref. [28] is one immediate application of the present study. The effect of
temperature on decoherence and the emergence of R-DFSs in the low-temperature regime is
also a point worth looking into. Furthermore, the tunneling process of coupled dissipative
systems is a phenomenon which may be accounted for by the present work. Together with
the achievements in Refs. [10, 13, 14, 20], we believe that the present work furnishes a great
deal of material for discussion of the physics of coupled dissipative systems.
VIII. APPENDIX A - DIAGONALIZATION OF THE HAMILTONIAN HS1+S2
The Hamiltonian modeling the two harmonic oscillators and their mutual interaction,
HS1+S2 , as given by Eq. (12) with Vℓ(qℓ) = mℓω
2
ℓ q
2
ℓ/2, can be rewritten in terms of the
quantum mechanical creation a†ℓ and annihilation aℓ operators, as
HS1+S2 = ~
[∑
ℓ
ωℓ
(
a†ℓaℓ +
1
2
)
+
(
g1a1a2 + g2a1a
†
2 +H.c
)]
, (86)
with the coupling strength
gℓ =
λ11 − iλ21m1ω1√
m1ω1m2ω2
+ (−1)ℓ√m1ω1m2ω2
(
λ22 + i
λ12
m1ω1
)
. (87)
The diagonalization of the form (86), easily performed than that in Eq. (12), leads to
HS1+S2 = ~
∑
ℓΩℓ
(
A†ℓAℓ +
1
2
)
, with the normal-mode frequencies,
Ω2ℓ =
ω21 + ω
2
2
2
−|g1|2+|g2|2−(−1)ℓ
√(
ω21 − ω22
2
)2
− |g1|2 (ω1 − ω2)2 + |g2|2 (ω1 + ω2)2, (88)
and the normal-mode operators
Aℓ = Nℓ
∑
ℓ′
[
∆1ℓ′(Ωℓ)a
†
ℓ′ +∆2ℓ′(Ωℓ)aℓ′
]
, (89)
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where
N−2ℓ′′ =
∑
ℓ,ℓ′
(−1)ℓ∆2ℓℓ′(Ωℓ′′), (90a)
∆ℓℓ′ (Ωℓ′′) = 2δℓ′1
∣∣g2gℓ−(−1)ℓ∣∣ω2 + [δℓ′2 ∣∣gℓ−(−1)ℓ∣∣− δℓ1δℓ′1 (Ωℓ′′ − ω2)]
×
[
|g1|2 − |g2|2 + (Ωℓ′′ − ω1) (Ωℓ′′ + (−1)ℓ+ℓ′ω2)
]
. (90b)
The normal-mode coordinates Qℓ and Pℓ, following from the operators Aℓ and A
†
ℓ, are given
by
Qℓ =
√
2ℏ
Ωℓ
∑
ℓ′
Re(aℓℓ′qℓ′ + bℓℓ′pℓ′), (91a)
Pℓ =
√
2ℏΩℓ
∑
ℓ′
Im(aℓℓ′qℓ′ + bℓℓ′pℓ′), (91b)
with the coefficients
aℓ′ℓ = Nℓ
√
mℓωℓ
2ℏ
∑
ℓ′′
∆ℓ′′ℓ (Ωℓ′) e
i(−1)ℓ
′′
φℓ , (92a)
bℓ′ℓ = iNℓ
√
1
2ℏmℓωℓ
∑
ℓ′′
(−1)ℓ′′ ∆ℓ′′ℓ (Ωℓ′) ei(−1)ℓ
′′
φℓ , (92b)
and phase factors φℓ =
[
θ1 − (−1)ℓθ2
]
/2, where the quantities
θℓ = cos
−1
{
ξ11 + (−1)ℓξ22
[ξ11 + (−1)ℓξ22]2 [ξ12 + ξ21]2
}
, (93)
are defined by the dimensionless strengths
ξℓℓ =
λℓℓ
[
δℓ1 + (m1m2ω1ω2)
1/2 δℓ2
]
2
[
(m1m2ω1ω2)
1/2 δℓ1 + δℓ2
] , (94a)
ξℓℓ′ =
λℓℓ′
2
√
mℓωℓ
mℓ′ωℓ′
. (94b)
Through the coordinates Qℓ and Pℓ, we finally obtain the diagonalized Hamiltonian
HS1+S2 =
1
2
∑
ℓ
(
P 2ℓ + Ω
2
ℓQ
2
ℓ
)
. (95)
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Figure captions
Fig. 1 Plot of the decay or decoherence function D(t) against the scaled time γ1t for
the states Ψ(1) in Eq. (84a), considering the cases of (a) distinct reservoirs and (b) a
common one. The thick solid line describes the decoherence process of the Schro¨dinger-
cat-like state Ψ (x, 0) in Eq. (85), prepared in a single dissipative oscillator. The solid
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(dashed) and dashed-dotted (dotted) lines describe the decoherence processes of Ψ(1) when
assuming distinct reservoirs (a common one) and the coupling between the oscillators given
by λ11q1q2 + λ22p1p2 and λ12q1p2 + λ21q2p1, respectively, with λℓℓ′ = 0.1.
Fig. 2 Plot of the decay or decoherence function D(t) against the scaled time γ1t for
the states Ψ(2) in Eq. (84b), considering the cases of (a) distinct reservoirs and (b) a
common one. The thick solid line describes the decoherence process of the Schro¨dinger-
cat-like state Ψ (x, 0) in Eq. (85), prepared in a single dissipative oscillator. The solid
(dashed) and dashed-dotted (dotted) lines describe the decoherence processes of Ψ(2) when
assuming distinct reservoirs (a common one) and the coupling between the oscillators given
by λ11q1q2 + λ22p1p2 and λ12q1p2 + λ21q2p1, respectively, with λℓℓ′ = 0.1.
Fig. 3 Plot of the decay or decoherence function D(t) against the scaled time γ1t for the
states Ψ(3) in Eq. (84c), considering the cases of distinct reservoirs and a common one. The
thick solid line describes the decoherence process of the Schro¨dinger-cat-like state Ψ (x, 0) in
Eq. (85), prepared in a single dissipative oscillator. The solid (dashed) and dashed-dotted
(dotted) lines describe the decoherence processes of Ψ(3) when assuming distinct reservoirs
(a common one) and the coupling between the oscillators given by λ11q1q2 + λ22p1p2 and
λ12q1p2 + λ21q2p1, respectively, with λℓℓ′ = 0.1.
Fig. 4 Plot of the decay or decoherence function D(t) against the scaled time γ1t for the
states Ψ(1) in Eq. (84a), considering the cases of (a) distinct and (b) a common reservoir. The
thick solid line describes the decoherence process of the Schro¨dinger-cat-like state Ψ (x, 0) in
Eq. (85), prepared in a single dissipative oscillator. The solid (dashed) and dashed-dotted
(dotted) lines describe the decoherence processes of Ψ(1) when assuming distinct reservoirs
(a common one) and the coupling between the oscillators given by λ11q1q2 + λ22p1p2 and
λ12q1p2 + λ21q2p1, respectively, with λℓℓ′ = 0.5.
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