Abstract. We derive an explicit formula for the moments of the probability density function of a class of functions. An application of this shows that the density function of the error term in the Pilz divisor problem is asymmetric.
Introduction
The error term ∆(x) in the Dirichlet divisor problem has been studied extensively by numerous authors. In the paper [3] , Heath-Brown pioneered the study of the limit distribution of ∆(x). Among other things, he showed that ∆(x) has a limiting distribution and the probability density function decays rapidly. Heath-Brown's method actually applies to a rather general type of functions F (t), which satisfy the following Hypothesis (H). There exist a sequence a 1 (t), a 2 (t) One of the main results in [3] is the following.
Theorem A. ([3, Theorem 5]) If F (t) satisfies Hypothesis (H)
with the a n (t)'s satisfy the conditions:
1 0 a n (t) dt = 0 (n ∈ N), (C.2) ∞ n=1 1 0 a n (t) 2 dt < ∞,
where µ > 1 is a constant, then
for k = 0, 1, 2, · · · and any constant A and f (α) extends to an entire function on C.
From the high decaying rate of f (α), it is apparent that all the power moments of f (α) exist. But this does not imply that the power moments of F (t) converge. Heath-Brown [3, Theorem 6] 
The variance (second power moment) in [2] was also computed in this way.
In this note, we obtain a quite explicit formula for all the integral power moments of the density function, without the knowledge of the power moments of F (t). As a consequence, we can say something about the symmetry of the density functions of some well-known error terms in number theory, including ∆(x) and ∆ 3 (x), the error terms in the Dirichlet and Pilz divisor problems respectively. (See Corollary 4.) Theorem 1. Under the assumptions in Theorem A, we have, for any k ∈ N,
The infinite series in (1.1) converges absolutely.
Remark. (i) As A(n, 1) = 0 for all n by (C.1), the first moment of f (α) always vanishes, that is,
(ii) The function f (α) is symmetric if and only if
for all positive odd integers k. Hence it is known that the density function of x −1/4 ∆(x) is asymmetric, since the third power moment X
3 dx is non-zero (see [5] ). For ∆ 3 (x), however, we cannot draw similar conclusion in this way since none of the odd power moments higher than the first is known for ∆ 3 (x). Using our Theorem 1, we can show that
also has an asymmetric density function (see Corollary 4). More generally, concerning the symmetry of the density function f (α) of certain F (t), we have the following theorems.
Theorem 2.
If each a n (t) in Theorem A is of the form a n (t) = b(n) cos(2πt + φ n ) where b(n), φ n ∈ R, then all the odd power moments of f (α) are equal to zero and hence f (α) is symmetric. Theorem 3. Suppose for each n ∈ N, a n (t) is of the form a n (t) = 
Theorem 2 is straightforward, since by (1.2), A(n, l) = 0 for any positive odd integer l, and for l 1 + l 2 + · · · + l r equal to an odd integer, at least one l i must be odd.
To deduce Theorem 3, we first evaluate each of A(n, l). Let E l be the set of all maps σ sending (
For θ = ±π/2, it is clear that A(n, l) = 0 for all odd l. Hence for all positive odd k,
On the other hand, under the conditions in (b), the third power moment
Hence, the density function f (α) is asymmetric.
Remark. In view of the proof, the conditions imposed on the coefficients b n (m) in Theorem 3 (b) can be relaxed to the nonvanishing of the multiple sum in (1.3). The corollary follows from the fact that the Voronoi series approximations for
, as can be seen in [3] , for example, are of the type in Theorem 3(b).
In [3] , it is also shown that the odd power moments
for 1 ≤ k ≤ 9, with undetermined constants β k . Recently Zhai [6] reported that these constants are all positive (except β 1 = 0) and he conjectured that this is also the case for all odd k ≥ 11. We now, however, give the following two examples to illustrate the possible peculiar features of the density function.
Example 1. Let K be any positive integer and a n (t) = µ(n) 2 n −3/4 (cos(2πt) + cos(4πKt)).
Define F (t) = ∞ n=1 a n ( √ nt). We shall see that the kth power moment of f is equal to zero for k = 1, 3, · · · , 2K − 1 but is positive for k = 2K + 1.
l dt is equal to zero for all odd l ≤ 2K − 1 and is positive for l = 2K + 1.
Example 2. We construct below a function F (t) =
∞ n=1 a n ( √ nt) whose third power moment is positive while its fifth power moment is negative. Let
where b > 0 is a large number to be determined later. Direct computation shows that A(n, 3) = 
To evaluate the fifth power moment, we note that
A(n, 2) = (1 + 1 2 b 2 )µ 2 (n)n −3/2 .
From Theorem 1, the fifth power moment is thus equal to
n =n 5! 3!2! A(n, 2)A(n , 3) + ∞ n=1
A(n, 5).

The first double sum is O(b 3 ). Up to permutations, for each
σ ∈ E 5 , σ(m 1 , · · · ,m( 3π 4 ) + O(b 3 ) µ 2 (n) n 15/4 .
Therefore, when b is large enough, the fifth power moment of the corresponding density function is equal to
− 5 16 √ 2 ζ(15/4) ζ(15/2) b 4 + O(b 3 ) < 0.
Some Preparations
We first prove a lemma for later use, and meanwhile, show that the infinite sum in (1.1) is absolutely convergent. 
To prove Lemma 1, we approximate each a n (t) by the trigonometric polynomial σ n,M (t), which is the convolution of a n with the Fejér kernel, that is,
where c n,m = (1 − |m|/M )â n (m), and e(y) = e 2πiy . It is well-known that
Here · denotes the supremum norm on [0, 1]. Moreover, from (2.1) and (C.3), we see that
and define 
The rate of convergence depends on N, M, k and the γ n 's.
The proof of this will be given at the end of this section. Now we prove that the right hand side of (1.1) is absolutely convergent. By (1.2) and (C.3), |A(n, l)| A(n, 2) for any l ≥ 2 and by (C.1), A(n, 1) = 0. Hence,
by (C.2), and the right hand side of (1.1) converges absolutely. By (2.3) we get that for any l ≥ 1,
, we obtain from (2.6) and (2.7) that (recall that c k is the sum in the right side of (1.1))
For any > 0, in view of (C.2), we can fix an N = N ( ) > 1 such that
According to (2.2) we take M = M (N, ) ≥ 1 for which
For this value of M , both (2.8) and (2.4) are k . By the triangle inequality, (2.8), (2.4) and Lemma 2, we conclude that
The proof of Lemma 1 is complete. It remains to prove Lemma 2. From (2.5) and (2.1) it follows that
e(m i γ n i t)) tends to 0 unless the linear combination k i=1 m i γ n i = 0, in which case the limit is 1. Hence m T (( n≤N σ n,M (γ n t) ) k ) converges as T → ∞. Indeed, as N and M are fixed integers, for any > 0, M (N ), by (2.9) and (2.6).
Proof of Theorem 1
We follow the argument in [3] to show that for any > 0,
for N ≥ N ( ) and T ≥ T ( , N, γ 1 , · · · , γ N ). The proof is then completed by applying Lemma 1.
For simplicity, denote S N (t) = n≤N a n (γ n t) and L(α, N ) = 
