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Abstract
The first part of the present PhD thesis studies the multidimensional conical
intersection between the first two excited electronic states of the octa-atomic buta-
triene cation C4H
+
4 . This intersection is energetically low lying and is located in the
vicinity of the Franck–Condon region of the neutral molecule’s ground state. The
conical intersection thus dominates the nuclear dynamics in ionization processes of
this molecule. This is a particularly interesting example of vibronic coupling, intro-
ducing what appears to be a new, structured band into the energy spectrum. In this
work, the potential energy surfaces and their intersection are investigated by ab ini-
tio methods. A diabatic model Hamiltonian including all possible linear, quadratic
and bilinear vibronic coupling terms is introduced. The coupling constants are then
determined via a fit of the model to ab initio data. The nuclear dynamics of all 18
vibrational modes is evaluated by propagating the wavepacket using the multicon-
figuration time-dependent Hartree (MCTDH) method. Finally, the photoelectron
spectrum of butatriene is computed and compared with the experimental one.
The second part is addressed to the extension of the MCTDH method to the
propagation of density operators. With this method we have studied the relaxation
of a vibrationally excited CO molecule adsorbed onto a Cu(100) metal surface. For
the CO/Cu(100) interaction potential we have used a tailored model, which was
taken from the literature. The surface ist treated as an external heat bath and
is described by a relaxation operator when propagating the reduced density which
describes the CO molecule. To apply infrared excitations on the MCTDH method
for density operators an iterative method has been developed and implemented. We
have studied surface relaxation processes, thermalisations and sticking processes.
The sticking processes of a surface-atom model has been investigated in dependence
of the surface corrugation and the initial particle energy.
1
Kurzfassung
Der erste Teil der vorliegenden Dissertationsschrift widmet sich der mehrdimen-
sionalen konischen Durchschneidung, welche durch die beiden tiefsten elektronischen
Zusta¨nde des Butatrien Kations C4H
+
4 gebildet wird. Diese konische Durchschnei-
dung liegt energetisch tief und ra¨umlich in der Na¨he des Franck–Condon Bereichs des
Grundzustandes des neutralen Moleku¨ls. In diesem Moleku¨l wird deshalb die Dyna-
mik des Ionisierungsprozesses durch diese konische Durchschneidung dominiert. Dies
ist ein besonders interessanter Vertreter vibronisch gekoppelter Systeme, da ein ei-
genes strukturiertes Band im Energiespektrum erscheint. In dieser Arbeit haben wir
die Potentialenergiefla¨chen und ihre Durchschneidung mittels ab initio Methoden
bestimmt. Ein diabatischer Modell-Hamiltonoperator, unter Beru¨cksichtigung aller
linearen, quadratischen und bilinearen vibronischen Kopplungstermen, wird herge-
leitet. Die Kopplungsterme werden u¨ber einen Fit an die ab initio Daten bestimmt.
Die Kerndynamik aller 18 Schwingungsmoden wird mittels Wellenpaketpropagation
unter Zuhilfenahme der multikonfigurellen zeitabha¨ngigen (multiconfiguration time-
dependent) Hartree (MCTDH) Methode untersucht. Das Photoelektronenspektrum
von Butatrien wird berechnet und mit experimentellen Daten verglichen.
Der zweite Teil der Arbeit widmet sich der Erweiterung der MCTDH-Methode auf
die Propagation von Dichteoperatoren. Mit dieser Methode haben wir Relaxations-
prozesse eines schwingungsangeregten CO-Moleku¨ls, adsorbiert auf einer Cu(100)-
Metalloberfla¨che, untersucht. Fu¨r das CO/Cu(100)-Wechselwirkungspotential pass-
ten wir ein in der Literatur vorhandenes Potentialmodell fu¨r unsere Bedu¨rfnisse
an. Die Oberfla¨che betrachten wir als externes Wa¨rmebad, welches durch einen
Relaxationsoperator beschrieben wird. Das CO-Moleku¨l beschreiben wir durch eine
reduzierte Dichte, deren Propagation berechnet wird. Um Infrarotanregungen im
MCTDH-Dichteformalismus zu berechnen, wurde eigens eine iterative Methode ent-
wickelt und implementiert. Es wurden Oberfla¨chen-Relaxationsprozesse, Thermali-
sierungen und Haftungsprozesse behandelt. Die Haftungsprozesse eines Oberfla¨chen-
Atom-Modells wurden in Abha¨ngigkeit von der Oberfla¨chenkorrugation und der
Einschussenergie des einfallenden Teilchens untersucht.
2
Einleitung
Die vorliegende Arbeit besteht aus zwei Teilen. Der erste Teil dieser Arbeit widmet
sich theoretischen Untersuchungen molekularer Systeme. Solche Systeme verlangen
detaillierte Kenntnisse der elektronischen Potentialenergiefla¨chen (PES, potential en-
ergy surface1, auch Potentialfla¨che). Die Interaktion zwischen den elektronischen
Zusta¨nden wird in vielen Fa¨llen durch die Kerndynamik stark beeinflusst. Diese
Kopplung zwischen Kernschwingung (vibration) und elektronischer (electronic) Be-
wegung wird als vibronische Kopplung (VC, vibronic coupling) bezeichnet. Da der
Effekt der vibronischen Kopplung die gesamte Dynamik des Moleku¨ls dominieren
kann, muss sie korrekt beschrieben werden. Besondere Aufmerksamkeit muss dabei
den degenerierten Punkten der Potentialfla¨chen gewidmet werden. In solchen dege-
nerierten Punkten schneiden sich zwei Potentialfla¨chen in einer f − 2 dimensionalen
Fla¨che, wobei f die Anzahl der (Schwingungs-) Freiheitsgrade des Systems ist. So
eine Schnittfla¨che wird als konische Durchschneidung (CI, conical intersection) [1–5]
bezeichnet. Konische Durchschneidungen ermo¨glichen sehr schnelle U¨berga¨nge zwi-
schen den elektronischen Potentialfla¨chen [4, 6–8] und treten in polyatomaren Sys-
temen ha¨ufig auf.
Der Effekt von konischen Durchschneidungen auf die Dynamik molekularer Sys-
teme wurde bereits in einer Vielzahl von Systemen intensiv untersucht. Die ersten
Beispiele sind in Referenz [4] gesammelt. Weitere sehr interessante Beispiele sind das
Pyrazin Moleku¨l, C4N2H4 [9–14], das Ethylen Kation, C2H
+
4 [4,15,16], das Ozon Ka-
tion, O+3 [17], das Benzol Kation, C6H
+
6 [6,18,19], das Hydrogen Zyanid (Blausa¨ure)
Kation, HCN+ [20], das NO3 Radikal [21] und das Allen Kation, C3H
+
4 [22,23].
1Um die Lesbarkeit nicht unno¨tig einzuschra¨nken, werden die in der ga¨ngigen Literatur u¨blichen
englischen Akronyme verwendet.
3
4 Einleitung
Das Butatrien Kation, C4H
+
4 , war historisch das erste nicht Jahn–Teller-System,
bei dem der Einfluss der konischen Durchschneidung auf die Kerndynamik unter-
sucht wurde [24,25]. Diese Studien brachten zutage, dass eine konische Durchschnei-
dung zu einem dramatischen Zusammenbruch der Born–Oppenheimer-Na¨herung
fu¨hrt und somit das berechnete Spektrum qualitativ vera¨ndert.
Mehr als 20 Jahre spa¨ter erlauben neue quantenmechanische Methoden die Un-
tersuchung der Kerndynamik unter Beru¨cksichtigung aller 18 Freiheitsgrade des
Butatrien Kations. Besonders die multikonfigurelle zeitabha¨ngige Hartree (MCTDH,
multiconfiguration time-dependent Hartree) Methode ist ein sehr modernes Verfah-
ren zur effektiven Propagation von Wellenpaketen in Systemen mit vielen Freiheits-
graden. MCTDH wurde in den 90er Jahren von H.-D. Meyer und Mitarbeitern in
Heidelberg entwickelt [26–31].
Die MCTDH-Methode hat ihre hohe Effizienz, Genauigkeit und Stabilita¨t be-
reits in zahlreichen Studien eindrucksvoll demonstrieren ko¨nnen. Als Beispiele seien
hier [12–14,27,32–44] zitiert. Dabei wurde eine große Vielzahl sehr unterschiedlicher
Systeme untersucht. Als Beispiele seien hier einige Arbeiten explizit genannt: Pho-
todissoziation (NOCl, NO2, CH3I) [27, 32], Oberfla¨chenstreuung (N2/LiF) [36, 41],
reaktive Streuung (H+D2,D+H2) [39,42] und Photoabsorption (Pyrazin) bzw. Pho-
toionisation (Allen, Butatrien und Benzol) [12–14,23,40,45] in vibronisch gekoppel-
ten Systemen. Die letztgenannten Arbeiten zeigen deutlich die Sta¨rke von MCTDH.
Hier war es mo¨glich, Wellenpakete mit 24 (Pyrazin), 15 (Allen), 18 (Butatrien)
und 13 (Benzol) Freiheitsgraden auf 2 (Pyrazin und Butatrien) bzw. 3 (Allen) und
5 (Benzol) vibronisch gekoppelten elektronischen Potentialfla¨chen zu propagieren.
Die Behandlung so hochdimensionaler Systeme mit einem Standardverfahren ist
undenkbar. Die Dynamik ist in diesen Beispielen nicht trivial, sondern wegen ei-
ner konischen Durchschneidung stark korreliert. Die Untersuchung des Butatrien
Systems ist Gegenstand dieser Arbeit. Es ist sogar gelungen, ein 80 dimensiona-
les Spin-Boson-Modell mit MCTDH zu lo¨sen [46]. Diese beeindruckende Arbeit aus
Berkeley zeigt, dass MCTDH inzwischen eine ernsthafte Konkurrenz zur Feynman
Pfadintegral-Methode geworden ist. Hervorzuheben ist die besonders eindrucksvolle
Berechnung des Absorptionsspektrums des Pyrazin Moleku¨ls mit zwei elektronischen
Potentialenergiefla¨chen und all seinen 24 Freiheitsgrade [13, 14]. Wang et al. fu¨hr-
ten eine Erweiterung der MCTDH-Methode durch, womit Systeme mit bis zu 1000
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Freiheitsgrade erfolgreich untersucht werden konnten [47].
Der große Vorteil der MCTDH-Methode liegt in der Kompaktheit der Wellenfunk-
tion. Allerdings handelt es sich bei den Bestimmungsgleichungen der Entwicklungs-
koeffizienten und Basisfunktionen um nichtlineare gekoppelte Differentialgleichun-
gen. Aus diesem Grunde wurde fu¨r das MCTDH-Programm eine eigene Integrations-
methode, das sog. constant mean-field Verfahren, entwickelt [28]. Dieses Verfahren
nutzt aus, dass aufwendig zu berechnende Gro¨ßen sich zeitlich langsamer a¨ndern als
die MCTDH-Entwicklungskoeffizienten und Basisfunktionen. Der Rechenzeitgewinn
kann durch dieses Verfahren hierbei bis zu einer Gro¨ßenordnung betragen.
In Kapitel 1 wird die Theorie der vibronischen Kopplung und die Bedeutung ko-
nischer Durchschneidungen, insbesondere ihr Einfluss auf den Zusammenbruch der
Born–Oppenheimer-Na¨herung, detailliert beschrieben. Die MCTDH-Methode wird
dann in Kapitel 2 ausfu¨hrlich diskutiert. Im folgenden 3. Kapitel entwickeln wir dann
eine flexible algorithmische Methode, um die Parameter, welche im vibronisch gekop-
pelten Hamiltonoperator auftreten, berechnen zu ko¨nnen. Das Butatrien Kation ist
Gegenstand intensiver Untersuchungen in Kapitel 4. Dort wird auch der vibronisch
gekoppelte Hamiltonoperator des Butatrien Kations entwickelt. Die Ergebnisse der
MCTDH-Rechnungen werden in Kapitel 5 und 6 pra¨sentiert. Den Raum, den eine
Dissertationsschrift bietet, wird in Kapitel 7 genutzt, um die Numerik der durchge-
fu¨hrten Rechnungen na¨her darzustellen. La¨ngere (analytische) Rechnungen zu Teil
I befinden sich im Anhang A.
Der zweite Teil dieser Arbeit bescha¨ftigt sich mit der Anwendung der MCTDH-
Methode auf die numerische Propagation von Dichteoperatoren. Mit a¨hnlichen An-
sa¨tzen wie fu¨r Wellenfunktionen war es mo¨glich, analoge MCTDH-Bewegungsglei-
chungen fu¨r Dichteoperatoren herzuleiten [14,48]. Allerdings la¨sst sich nicht der ge-
samte Formalismus, wie er fu¨r Wellenfunktionen gilt, auf Dichteoperatoren u¨bertra-
gen. Dichteoperatoren mu¨ssen wa¨hrend der gesamten Propagation ihre Hermitizita¨t
beibehalten. Dies erfordert weitere zusa¨tzliche Bedingungen an MCTDH-artige Ent-
wicklungen des Dichteoperators. Es wurden zwei Typen von MCTDH-Entwicklungen
fu¨r Dichteoperatoren gefunden. Die beiden Typen weisen ein unterschiedliches Kon-
vergenzverhalten auf. Typ I ist besser geeignet bei starker Mischung und schwacher
Korrelation, Typ II bei starker Korrelation und schwacher Mischung.
6 Einleitung
Werden quantenmechanische Systeme an eine Umgebung angekoppelt, spricht
man von offenen Systemen. Die Beru¨cksichtigung der Umgebung geschieht durch
Dissipationsoperatoren, die in der Bewegungsgleichung zum Liouville–von Neumann-
Term, −ı[H, ρ]/~, hinzuaddiert werden. Die Dissipationsoperatoren werden in Mar-
kov-Na¨herung, also lokal in der Zeit, gewa¨hlt. In der Regel werden Operatoren vom
Lindblad-Typ [49] bevorzugt, da diese die vollsta¨ndige Positivita¨t garantieren. Die
MCTDH-Methode kann (zur Zeit) nur Dissipationsoperatoren in Markov-Na¨herung
verwenden.
Um die Eigenschaften der MCTDH-Bewegungsgleichungen fu¨r Dichteoperatoren
zu testen, wurden von A. Raab et al. erste Testrechnungen am Pyrazin Moleku¨l
sowie am He´non–Heils-Modell mit geeigneten Modell-Dissipationsoperatoren durch-
gefu¨hrt [14]. Diese Studien zeigten die große numerische Effizienz des verwende-
ten MCTDH-Verfahrens fu¨r Dichteoperatoren. Diese Ergebnisse ermutigten uns, das
bereits rudimenta¨r implementierte MCTDH-Verfahren fu¨r Dichteoperatoren umfas-
send zu implementieren und weiter zu entwickeln.
Als Untersuchungsobjekt wa¨hlten wir die Schwingungsrelaxation eines auf einer
Kupferoberfla¨che adsorbierten CO-Moleku¨ls (CO/Cu(100)). Der mit der Schwin-
gungsrelaxation verbundene Energietransfer zwischen Moleku¨l und Oberfla¨che ist
als Prozess in der Oberfla¨chendynamik von fundamentalem Interesse.
Als Beispiele experimenteller Studien von diatomaren Adsorbaten auf Oberfla¨-
chensubstraten seien hier aufgefu¨hrt: CO auf einer NaCl(100)-Einkristalloberfla¨che
[50] und CO auf einer Cu(100)-Metalloberfla¨che [51]. Die verwendete experimentelle
Messmethode stellt dabei die Infrarotspektroskopie dar.
Der Relaxationsprozess wird hauptsa¨chlich als nichtadiabtischer Energietransfer
zwischen der Schwingungsenergie des Moleku¨ls zu den Elektronen (Elektron-Loch-
Paar-Anregung) des Substrates verstanden. Solche Prozesse laufen auf sehr kur-
zen Zeitskalen ab. Die theoretische Beschreibung solcher Energietransfers zwischen
Adsorbat und Oberfla¨che u¨ber eine nichtadiabatische Kopplung stellt wegen der
Beteiligung eines Kontinuums von elektronischen Zusta¨nden (des Substrates) ein
herausforderndes Problem dar.
Die Schwingungsrelaxation via nichtadiabatischer Kopplung ha¨ngt sehr stark von
der Separation zwischen Adsorbat und Oberfla¨che ab. Bei großen Absta¨nden ver-
ha¨lt sich die Oberfla¨che dem schwingenden Moleku¨l gegenu¨ber wie ein klassischer
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Leiter. Das Moleku¨l wechselwirkt dabei mit seiner Spiegelladung hinter der Metal-
loberfla¨che. Dabei muss das Moleku¨l nicht als ganzes geladen sein, es reicht eine
asymmetrische Ladungsverteilung, z.B. ein nicht verschwindendes Dipol- oder Qua-
drupolmoment. Geht man zu Absta¨nden u¨ber, bei denen Chemisorption auftritt,
spielt die Bindung Adsorbat-Oberfla¨che die wichtigste Rolle.
Ursache der Relaxation ist ein periodischer Ladungstransfer zwischen Metall und
Adsorbat als Funktion der Moleku¨lschwingung [52]. Dieser periodische Ladungs-
transfer fu¨hrt zu Elektron-Loch-Anregungen im Substrat, das somit Energie von der
Moleku¨lschwingung aufnimmt. Quantenmechanisch la¨sst sich das als nichtadiabti-
scher Energietransfer von der Schwingung zu den elektronischen Freiheitsgraden
verstehen.
Eine weitere Mo¨glichkeit des Energietransfers stellt die Phononanregung der Me-
tallgitterschwingungen dar. Dieser Mechanismus tritt allerdings nur dann auf, wenn
die Schwingungsfrequenz innerhalb des Phononenbandes des Festko¨rpers liegt [52].
Fu¨r das CO/Cu(100)-System ist dieser Kanal weitaus weniger wichtig als der Me-
chanismus der elektronischen Anregung.
Wegen des nichtadiabatischen Prozesses und dem daraus resultierenden schnel-
len Reaktionspfad sind die Relaxationszeiten sehr kurz. Sie liegen typischerweise
im Picosekundenbereich. Erste theoretische Arbeiten errechneten Lebensdauern im
Bereich von 1.3 ps bis 1.7 ps [52,53] fu¨r das CO/Cu(100)-System.
Um die Wechselwirkung zwischen Adsorbat und Substrat theoretisch studieren
zu ko¨nnen, ist eine geeignete Modellvorstellung no¨tig. Eine ha¨ufig verwendete Mo-
dellvorstellung liegt darin, den Festko¨rper auf einen Cluster mit endlicher Anzahl
von Atomen zu beschra¨nken [52, 54]. Dabei ist klar, dass mit wachsender Cluster-
gro¨ße der Rechenaufwand u¨berproportional anwa¨chst. Die bisher gro¨ßten verwen-
deten Cluster haben eine Gro¨ße von bis zu 14 Atomen [52]. Der Vorteil in diesem
Ansatz liegt darin, dass eine Betrachtung der vollsta¨ndigen Dynamik mo¨glich ist.
Wegen der Vielzahl der Freiheitsgrade ist aber oft nur eine klassische oder semi-
klassische Behandlung mo¨glich. Um die Beschra¨nkungen, die infolge der endlichen
Gro¨ße der verwendeten Cluster entstehen, zu umgehen, haben Tully und Mitarbeiter
stochastische Simulationen des CO/Cu(100)-Systems fu¨r unterschiedliche Tempera-
turen durchgefu¨hrt [55]. Dabei wurden sowohl Phonon- als auch Elektron-Loch-
Paar-Anregungen beru¨cksichtigt. Eine empirische Potentialfunktion fu¨r die Gas-
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Oberfla¨che-Wechselwirkung wurde diesen Rechnungen zugrunde gelegt.
Mo¨chte man die Oberfla¨che allerdings vollsta¨ndig betrachten, sind andere Zuga¨n-
ge erforderlich. Eine Mo¨glichkeit ist die Separation zwischen Moleku¨l und Ober-
fla¨che. Das Moleku¨l wird dann als ein offenes System betrachtet, welches mit sei-
ner Umgebung (der Festko¨rperoberfla¨che) wechselwirkt. Da die Umgebung (auch
Bad genannt) unendlich viele Freiheitsgrade besitzt, ist der Einfluss auf die Dyna-
mik des Systems nur noch approximativ zu beru¨cksichtigen. Diese Situation wird
mittels einer reduzierten Dynamik im Dichteoperatorformalismus beschrieben. Re-
duziert bedeutet in diesem Zusammenhang, dass die partielle Spur des Dichteope-
rators u¨ber die Freiheitsgrade der Umgebung gebildet wird. Dies fu¨hrt dazu, dass
die Freiheitsgrade der Umgebung in diesem Formalismus nicht mehr explizit auf-
tauchen [56–58]. Die Dynamik der reduzierten Dichte wird dann mittels verallge-
meinerter Master-Gleichungen beschrieben [59–63]. Sind die Korrelationszeiten des
Bades gegenu¨ber denen des System vernachla¨ssigbar, kann die bekannte Markov-
Na¨herung [49,56–58,64,65] verwendet werden. Der Dichteoperatorformalismus wird
leider sehr kompliziert und schwer anwendbar, wenn auf die Markov-Na¨herung ver-
zichtet werden muss.
Um die Dynamik zwischen System und Bad zu berechnen, ist nun die numeri-
sche Propagation dieser Dichteoperatoren notwendig. Die Beschreibung von Moleku-
lardynamik mittels Dichteoperatoren hat in der letzten Zeit zunehmendes Interesse
hervorgerufen [66–73]. Das Heidelberger MCTDH-Verfahren zur Propagation von
Dichteoperatoren [14,48,74] stellt dabei eine erfolgversprechende Methode dar.
In Kapitel 8 wird der Dichteoperatorformalismus in seinen Grundzu¨gen darge-
stellt. Kapitel 9 stellt die wichtigsten Details der Theorie des MCTDH-Verfahrens
fu¨r Dichteoperatoren vor, wa¨hrend im folgenden Kapitel 10 der Anregungsmechanis-
mus in MCTDH-Form hergeleitet wird. Das Oberfla¨chen-Wechselwirkungspotential
und seine Adaption fu¨r unsere MCTDH-Rechnungen erla¨utern wir in Kapitel 11; die
Ergebnisse werden in Kapitel 12 vorgestellt.
In Kapitel 13 werden wir fu¨r ein Modellsystem unelastische Streuprozesse eines
Teilchens auf einer Oberfla¨che untersuchen. Bei unelastischer Streuung wird u¨ber
die Dissipation kinetische Energie der streuenden Teilchen durch die Oberfla¨che ab-
sorbiert, so dass der das Teilchen beschreibende Dichteoperator sich in zwei Teile
aufspaltet: ein auf der Oberfla¨che haftender Anteil und ein ins Vakuum zuru¨ckreflek-
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tierter Teil. Fu¨r verschiedene senkrechte Einschussimpulse des gestreuten Teilchens
auf die Oberfla¨che haben wir in Abha¨ngigkeit von der Relaxationssta¨rke und der
Oberfla¨chenkorrugation die Haftungskoeffizienten des unelastischen Streuvorgangs
ermittelt.
Die Arbeit schließt mit einem Anhang. Der Anhang entha¨lt la¨ngere Formelherlei-
tungen und U¨bersichten, welche wa¨hrend des Textes die Lesbarkeit unno¨tig erschwert
ha¨tten.
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Teil I.
Dynamische Allmoden-Studien an
vibronisch gekoppelten Systemen mit
Hilfe der MCTDH-Methode
11

1. Grundlagen der Moleku¨ldynamik
In diesem Kapitel werden zuna¨chst die wichtigsten Konzepte der Quantentheorie
dargestellt. Wir beschra¨nken uns hierbei auf die fu¨r die Behandlung (großer) mo-
lekularer Systeme notwendigen Aspekte. Als wichtigste Na¨herungsmethode fu¨r po-
lyatomare Systeme wird die adiabatische Na¨herung (auch als adiabatische Born–
Oppenheimer-Na¨herung bekannt) kurz skizziert. In Systemen, bei denen die elektro-
nischen Energiefla¨chen entartete Punkte (diese Punkte liegen auf mehrdimensiona-
len Fla¨chen, die auch als konische Durchschneidung bezeichnet werden) aufweisen,
kommt es zu einem Zusammenbruch der adiabatischen Na¨herung. Fu¨r solche Syste-
me wird die Methode der vibronischen Kopplung vorgestellt und diskutiert.
Das Kapitel endet mit einer Darstellung u¨ber die Berechnung von Photoelektro-
nenspektren.
1.1. Die Schro¨dingergleichung
Die Basisgleichung der nichtrelativistischen Quantentherorie ist die Schro¨dingerglei-
chung. Diese Gleichung beschreibt die zeitliche A¨nderung des quantenmechanischen
Zustandes eines Systems (z.B. Atom, Moleku¨l). Dieser Zustand wird durch eine Wel-
lenfunktion Ψ beschrieben. Die zeitabha¨ngige Schro¨dingergleichung lautet
i~
∂
∂t
Ψ(q,Q, t) = HΨ(q,Q, t), (1.1)
wobei wir den Hamiltonoperator (auch Hamiltonian genannt) H – den Operator der
Gesamtenergie – eingefu¨hrt haben. Neben der Zeit t ha¨ngt die Wellenfunktion Ψ
noch von den Kernkoordinaten Q und den elektronischen Koordinaten q ab. Der
Fettdruck der Koordinaten soll darauf hinweisen, dass inQ (q) alle Kernkoordinaten
(elektronischen Koordinaten) zusammengefasst sind.
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Energien und Eigenzusta¨nde ko¨nnen mit der zeitunabha¨ngigen Schro¨dingerglei-
chung
Hϕn = Enϕn n = 0, 1, 2, . . . (1.2)
bestimmt werden. Die Wellenfunktionen ϕn sind die Eigenfunktionen des Hamilton-
operators H mit den dazu geho¨renden Energieeigenwerten En. U¨ber
Ψ(t) =
∑
n
〈ϕn|Ψ(0)〉 e−iEn~ tϕn (1.3)
sind die Eigenfunktionen und -werte mit der Lo¨sung der zeitabha¨ngigen Schro¨dinger-
gleichung (1.1) verbunden.
1.2. Die adiabatische Na¨herung
Große molekulare Systeme ko¨nnen wegen der hohen Anzahl von Koordinaten nur na¨-
herungsweise behandelt werden. Die adiabatische Na¨herung [75] (nach Referenz [76]
auch adiabatische Born–Oppenheimer-Na¨herung genannt) stellt in der molekula-
ren Physik und Chemie eine der wichtigsten Mo¨glichkeiten dar, Systeme mit einer
großen Anzahl von Koordinaten fu¨r Kerne und Elektronen, na¨herungsweise lo¨sen zu
ko¨nnen.
Die grundlegende Idee der adiabatischen Na¨herung liegt in der Annahme, dass die
Elektronenbewegung von den Kernbewegungen entkoppelt werden kann (die physi-
kalische Motivation liegt darin begru¨ndet, dass die Elektronenmasse u¨ber drei Gro¨-
ßenordnungen kleiner als die Kernmasse ist).
Spalten wir zuna¨chst den Hamiltonoperator in
H = TN +Tel +U(q,Q) (1.4)
auf. Die Operatoren TN und Tel sind die kinetischen Energieoperatoren der Kerne
und der Elektronen. Der Term U(q,Q) umfasst das gesamte Wechselwirkungspo-
tential in Abha¨ngigkeit von den Elektronenkoordinaten q und den Kernkoordinaten
Q.
1.2 Die adiabatische Na¨herung 15
Der große Vorteil dieses Ansatzes liegt darin, dass dynamische Prozesse in zwei
Schritten gelo¨st werden ko¨nnen. Im ersten Schritt wird das elektronische (Schro¨-
dinger-) Problem fu¨r feste Kernkoordinaten (TN = 0) gelo¨st. Die orthonormalen
elektronischen Wellenfunktionen Φn(q;Q) und die durch
[Hel − Vn(Q)1] Φn(q;Q) = 0 (1.5)
mit
Hel = Tel +U(q;Q) (1.6)
definierten Energien Vn(Q) ha¨ngen von den Kernkoordinaten nur parametrisch ab.
Die Wellenfunktionen Φn bilden einen vollsta¨ndigen orthonormalen Basissatz.
Wir ko¨nnen nun die Gesamtwellenfunktion Ψ in diesen Wellenfunktionen entwi-
ckeln
Ψ(q,Q) =
∑
n
χn(Q)Φn(q;Q), (1.7)
wobei wir die von Kernkoordinaten abha¨ngenden Entwicklungskoeffizienten χn ein-
gefu¨hrt haben. Die χn werden auch als Kernwellenfunktionen bezeichnet. Den Ansatz
(1.7) setzen wir in die zeitunabha¨ngige Schro¨dingergleichung (1.2) ein:
[H− E1] Ψ(q;Q) = 0. (1.8)
Multiplizieren wir Gleichung (1.8) von links mit Φ∗m(q;Q) und integrieren wir u¨ber
die elektronischen Freiheitsgrade q, so erhalten wir den Satz gekoppelter Differenti-
algleichungen
[TN + Vn(Q)1− E1]χm(Q) = −
∑
n
Λmnχn(Q) (1.9)
fu¨r die Schwingungswellenfunktionen χn(Q) [5,77,78]. Dabei haben wir die sog. nicht-
adiabatischen Kopplungselemente
16 1 Grundlagen der Moleku¨ldynamik
Λmn =
∫
dqΦ∗m[TN,Φn] (1.10)
= 〈Φm|TN |Φn〉+ ~2
∑
k
1
Mk
〈Φm| ∂
∂Qk
|Φn〉 ∂
∂Qk
(1.11)
eingefu¨hrt. Fu¨r Gleichung (1.11) wurde hierbei ein kinetischer Energieoperator der
Form
TN = −
∑
k
~2
2Mk
∂2
∂Q2k
(1.12)
angenommen (der Summationsindex k bezeichnet die Kernfreiheitsgrade, Mk sind
die zugeho¨renden reduzierten Kernmassen).
Bei Gleichung (1.9) handelt es sich um ein gekoppeltes Differentialgleichungssys-
tem. Unterstellen wir nichtentartete elektronische Zusta¨nde Φn und beru¨cksichtigen
wir nur die Diagonalelemente der Differentialgleichung (1.9), so erhalten wir den
diagonalen Hamiltonoperator
HN = TN + Λnn + Vn(Q), (1.13)
d.h. ein entkoppeltes Differentialgleichungssystem fu¨r die Kernwellenfunktionen χn.
Diese Na¨herung ist a¨quivalent zur Vereinfachung der Summe (1.7) zu
Ψ(q,Q) = χn(Q)Φn(q;Q), (1.14)
womit sich die Gesamtwellenfunktion zu einem Produkt aus Kern- und Elektro-
nenwellenfunktion reduziert. Die Vernachla¨ssigung der Nichtdiagonalterme Λmn in
(1.9) erlaubt somit die getrennte Behandlung der Kernwellenfunktionen χn(Q). Der
Faktor Φn(q;Q) beschreibt die Elektronenverteilung in Abha¨ngigkeit von den Kern-
koordinatenQ. Die Kernbewegung fu¨hrt hier ausschließlich zu einer Deformation der
Elektronenverteilung. Die Kernbewegung erlaubt in dieser Na¨herung keinen U¨ber-
gang zwischen elektronischen Zusta¨nden; fu¨r jede Kerngeometrie erha¨lt man also
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eine stationa¨re Elektronenverteilung. Die Elektronenverteilung folgt der Kernbewe-
gung instantan, d.h. ohne zeitliche Verzo¨gerung. Die Vernachla¨ssigung der Nichtdia-
gonalterme in (1.9) wird als adiabatische Na¨herung bezeichnet. In der sog. Born–
Oppenheimer-Na¨herung werden die diabatischen Kopplungselemente Λmn ga¨nzlich
vernachla¨ssigt. Die Gro¨ßen Vn(Q) nennt man adiabatische Energien.
1.3. Zusammenbruch der adiabatischen Na¨herung,
Vibronische Kopplung
Die adiabatische Na¨herung erfordert die Vernachla¨ssigung der nichtadiabatischen
Kopplungsterme Λmn (m 6= n) in Gleichung (1.9). Diese Na¨herung ist immer gut,
wenn die entsprechenden Potentialfla¨chen genu¨gend stark voneinander separiert sind.
Wegen der Orthonormalita¨t der Φn und 〈Φm|Hel |Φn〉 = Vmδmn ergibt sich aus dem
Hellmann–Feynman-Theorem [79–81]:
〈
Φm
∣∣∣ ∂
∂qi
Φn
〉
=
〈Φm| ∂U∂qi |Φn〉
Vn − Vm m 6= n. (1.15)
Bei großer Energieseparation werden die Kopplungsparameter Λnm in Gleichung
(1.9) genu¨gend klein. Die Na¨herung wird umso schlechter, je weniger stark die bei-
den Potentialfla¨chen voneinander separiert sind. Sie divergiert, falls beide Poten-
tialfla¨chen entartete Punkte miteinander besitzen. Die adiabatische Na¨herung ist
deshalb hauptsa¨chlich fu¨r den Grundzustand anwendbar, da dieser von den ho¨he-
ren angeregten elektronischen Zusta¨nden meistens genu¨gend stark separiert ist. Der
Mechanismus des Elektronenu¨bergangs u¨ber die Kerndynamik wird als vibronische
(VC, vibronic=vibration, electronic) Kopplung bezeichnet.
Der Gu¨ltigkeitsbereich der adiabatischen Na¨herung la¨sst sich auch leicht anschau-
lich verstehen. U¨ber entartete Energiepunkte ermo¨glicht die Kerndynamik den Elek-
tronen sehr schnell zwischen den elektronischen Zusta¨nden zu wechseln. Die Grund-
annahme der adiabatischen Na¨herung, bei der gerade die Elektronenbewegung von
der Kerndynamik abgekoppelt wird, ist somit nicht mehr erfu¨llt.
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1.4. Die diabatische Basis
Durch die adiabatische Na¨herung wird der kinetische Energieoperator TN +Λ dia-
gonal. Dies kann erreicht werden, indem man {Φn(q;Q0)}n als Basis fu¨r die elek-
tronischen Wellenfunktionen mit einer festen Kerngeometrie Q0 wa¨hlt. Die Gesamt-
wellenfunktion la¨sst sich damit schreiben als
Ψ(q,Q) =
∑
n
χn(Q)Φn(q;Q0).
Dies wird als crude (rohe) adiabatische Na¨herung bezeichnet. Die diabatischen
Kopplungsterme verschwinden, Λnm = 0, und der kinetische Energieoperator TN
wird diagonal. Dafu¨r erha¨lt man einen nichtdiagonalen Potentialoperator V, der
aber fu¨r numerische Untersuchungen weit besser geeignet ist, als ein nichtdiagona-
ler Impulsoperator. Mo¨chte man das System an einer anderen Geometrie als an Q0
beschreiben, sind allerdings viele elektronische Basisfunktionen no¨tig.
Um den Vorteil der crude adiabatischen Basis auszunutzen, ohne den Nachteil der
vielen elektronischen Basisfunktionen in Kauf nehmen zu mu¨ssen, beschra¨nkt man
sich auf eine Teilmenge elektronischer Zusta¨nde die untereinander stark gekoppelt
sind und mit allen anderen nur sehr schwach wechselwirken. Mit S sei die Anzahl
dieser gekoppelten elektronischen Zusta¨nde bezeichnet. Mit einer unita¨ren S × S
Transformationsmatrix U werden die Basisfunktionen in die diabatische Basis
φdian (q,Q) =
S∑
m=1
(U)nmΦm(q;Q) n = 1, . . . , S (1.16)
transformiert. Dabei wird die Transformation U so gewa¨hlt, dass im Punkt Q0 die
beiden Basen u¨bereinstimmen:
φdian (q,Q0) = Φn(q;Q0). (1.17)
Die Transformationsmatrix U la¨sst sich durch Lo¨sen von Differentialgleichungen
oder durch algebraische Methoden bestimmen (siehe z.B. [82]).
1.5 Taylorreihenentwicklung des diabatischen Potentials 19
In dieser Na¨herung wird der kinetische Energieoperator in guter Na¨herung diago-
nal, wa¨hrend der diabatische Potentialenergieoperator Vdia zu einer vollen Matrix
wird:
U†VdiaU = Vadia. (1.18)
Die Gesamtwellenfunktion wird zu
Ψν(q,Q) =
S∑
i=1
χiν(Q)φ
dia
i (q;Q) (1.19)
und fu¨r die Kernwellenfunktion erhalten wir den Satz gekoppelter Differentialglei-
chungen [4]:
S∑
j=1
[TN +Vdia(Q)− E1]ij χjν(Q) = 0 i = 1, . . . , S. (1.20)
Die Matrixelemente des diabatischen Potentials lassen sich u¨ber
(Vdia(Q))nm =
∫
dqφdia
∗
n (q,Q)Hel φ
dia
m (q,Q)
=
〈
φdian
∣∣∣Hel∣∣∣φdiam 〉 (1.21)
berechnen. Die Eigenwerte der diabatischen Potentialmatrix entsprechen wegen die-
ser Konstruktion gerade den adiabatischen Potentialen Vn der Gleichung (1.5).
1.5. Taylorreihenentwicklung des diabatischen
Potentials
Mit Standardprogrammen der Quantenchemie (z.B. Gaussian TM [83]), ist es leicht
mo¨glich, zu einer vorgegebenen Moleku¨lgeometrie, die dazugeho¨rende adiabatische
Energie zu berechnen. Bei vielen Methoden wird auch zusa¨tzlich der Potentialgra-
dient und unter Umsta¨nden auch die Hessesche Potentialmatrix errechnet. Da das
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diabatische Potential an Q0 mit dem adiabatischen u¨bereinstimmt, bietet es sich
an, das diabatische Potential um diesen Punkt in eine Taylorreihe zu entwickeln.
In der Praxis wird ha¨ufig die Geometrie des Energieminimums des Grundzustandes
als Q0 gewa¨hlt. Dieser Punkt wird oft auch als Franck–Condon-Punkt bezeichnet.
Die Taylorreihe um den Franck–Condon-Punkt Q0 lautet dann fu¨r f Freiheitsgrade
zuna¨chst:
(Vdia(Q))mn =
〈
φdiam
∣∣∣Hel∣∣∣φdian 〉
Q=Q0
+
f∑
i=1
∂
∂Qi
〈
φdiam
∣∣∣∣Hel∣∣∣∣φdian 〉
Q=Q0
Qi
+
1
2
f∑
i=1
f∑
j=1
∂2
∂Qi∂Qj
〈
φdiam
∣∣∣∣Hel∣∣∣∣φdian 〉
Q=Q0
QiQj
+ Terme ho¨herer Ordnung. (1.22)
An dieser Stelle sei noch darauf hingewiesen, dass wir fu¨r die Kernkoordinaten
dimensionslose Massen-Frequenz-skalierte Normalkoordinaten des Grundzustandes
verwenden. In diesem Koordinatensystem gilt Q0 = 0. Im Anhang A.1 wird dieses
Normalmodensystem na¨her erla¨utert.
Zur Vereinfachung der Notation geben wir fu¨r die Diagonal- und Außerdiagonal-
terme die folgenden Abku¨rzungen bzw. Relationen an:
• Terme nullter Ordnung:
〈
φdiam
∣∣∣Hel∣∣∣φdiam 〉 =: ²m (1.23)〈
φdiam
∣∣∣Hel∣∣∣φdian 〉 = 0 (m 6= n), (1.24)
wobei angenommen wird, dass die beteiligten Zusta¨nde unterschiedliche Sym-
metrien aufweisen.
1.5 Taylorreihenentwicklung des diabatischen Potentials 21
• Terme erster Ordnung (Energiegradienten):
∂
∂Qi
〈
φdiam
∣∣∣∣Hel∣∣∣∣φdiam 〉 =: κ(m)i (1.25)
∂
∂Qi
〈
φdiam
∣∣∣∣Hel∣∣∣∣φdian 〉 =: λ(m,n)i
= λ
(n,m)
i (m 6= n) (1.26)
• Terme zweiter Ordnung (force constants):
1
2
∂2
∂Q2i
〈
φdiam
∣∣∣∣Hel∣∣∣∣φdiam 〉 =: ωi2 + γ(m)i,i (1.27)
1
2
∂2
∂Qi∂Qj
〈
φdiam
∣∣∣∣Hel∣∣∣∣φdiam 〉 =: γ(m)i,j (i 6= j) (1.28)
1
2
∂2
∂Qi∂Qj
〈
φdiam
∣∣∣∣Hel∣∣∣∣φdian 〉 =: µ(m,n)i,j
= µ
(n,m)
i,j (m 6= n). (1.29)
In (1.27) haben wir bei den quadratischen Koeffizienten die Frequenzen ωi des
Grundzustandes eingefu¨hrt. Die Absicht dahinter wird weiter unten noch deutlich
werden. Werden nur zwei elektronische Potentialfla¨chen (S = 2) beru¨cksichtigt, wird
aus der Potentialmatrix (1.22) unter Verwendung von (1.23)-(1.29)
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Vdia =
f∑
i=1
ω2i
2
(
1 0
0 1
)
Q2i
+
(
²1 0
0 ²2
)
+
f∑
i=1
(
κ
(1)
i 0
0 κ
(2)
i
)
Qi
+
f∑
i=1
f∑
j=1
(
γ
(1)
i,,j 0
0 γ
(2)
i,,j
)
QiQj
+
f∑
i=1
(
0 λi
λi 0
)
Qi
+
f∑
i=1
f∑
j=1
(
0 µi,,j
µi,,j 0
)
QiQj. (1.30)
Zur Vereinfachung wurde in Gleichung (1.30) noch λi := λ
(1,2)
i = λ
(2,1)
i und µi,j :=
µ
(1,2)
i,j =µ
(2,1)
i,j gesetzt.
Die ersten beiden Terme in Gleichung (1.30) stellen den harmonischen Grundzu-
stands-Hamiltonoperator dar, der allerdings auf der Diagonalen der elektronischen
2× 2 Matrix verschoben ist.
1.6. Symmetrieauswahlregeln
Geometrische U¨berlegungen erlauben es, die Anzahl der in Gleichung (1.30) auftre-
tenden Parameter zu reduzieren. Ausgangspunkt hierzu sind Auswahlregeln fu¨r die
in den Ausdru¨cken (1.25)-(1.29) vorkommenden Matrixelemente.
Betrachten wir zuna¨chst die Matrixelemente der linearen Kopplungen (κ
(m)
i und
λ
(m,n)
i in den Ausdru¨cken (1.25) und (1.26)) . Hier sind die Matrixelemente nur
dann von Null verschieden, wenn das Produkt der irreduziblen Darstellungen der
elektronischen Zusta¨nde φdiam und φ
dia
n mit der irreduziblen Darstellung der Schwin-
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gungsmode Qi die total symmetrische Darstellung ΓA entha¨lt. Fu¨hren wir mit Γφdiam
und Γφdian die irreduziblen Darstellungen der Symmetrien der elektronischen Potenti-
alfla¨chen und mit Γi die irreduzible Darstellung der Normalkoordinate Qi ein, lautet
die Auswahlregel fu¨r die linearen Kopplungsparameter [4]:
Γφdiam × Γi × Γφdian ⊃ ΓA. (1.31)
Wir setzen voraus, dass die Symmetrien der beiden elektronischen Fla¨chen unter-
schiedlich sind ( Γφdiam 6= Γφdian ). Fu¨r den Spezialfall m = n (Diagonalterme, κ
(m)
i )
bedeutet dies, dass diese Schwingungsmoden total symmetrisch sein mu¨ssen. Wegen
der Gleichheit der elektronischen Zusta¨nde gilt Γφdiam ×Γ φdiam = ΓA. Die entsprechende
Schwingungsmode muss deshalb ebenfalls total symmetrisch sein.
Fu¨r die bilinearen Kopplungsparameter (γ
(m)
i,j und µ
(m,n)
i,j in den Ausdru¨cken (1.27)-
(1.29)) gilt dann entsprechend
Γφdiam × Γi × Γj × Γφdian ⊃ ΓA (1.32)
als Auswahlregel.
G1 bezeichne die Menge aller total symmetrischen Moden.
G1 : Γi ⊂ ΓA. (1.33)
Da diese Moden den energetischen Abstand der beiden elektronischen Fla¨chen mo-
dulieren, werden sie als Tuning-Moden bezeichnet.
Mit G2 soll die Menge von Modenpaaren bezeichnet sein, welche bilineare und
quadratische Kopplungen auf der Diagonalen ermo¨glicht:
G2 : Γi × Γj ⊂ ΓA. (1.34)
In G2 sind somit Moden jeweils gleicher Symmetrie gepaart. Die zu G2 geho¨renden
Kopplungsparameter γ
(m)
i,j vera¨ndern die Frequenzen und sorgen fu¨r Duschinsky-
Rotationen [84].
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G3 ist die Menge aller Moden, die fu¨r die lineare Kopplung zwischen den beiden
elektronischen Zusta¨nden verantwortlich sind:
G3 : Γi × Γφ1 × Γφ2 ⊂ ΓA, (1.35)
wobei Γφdias (s = 1, 2) die irreduzible Darstellung der Symmetrie der beiden elektro-
nischen Fla¨chen bezeichnet. Diese Moden werden als lineare (intrastate) Kopplungs-
moden bezeichnet.
Abschließend sei noch in G4 die Menge aller Paare von Moden zusammengefasst,
die bilinear die beiden elektronischen Fla¨chen miteinander koppeln:
G4 : Γi × Γj × Γφdia1 × Γφdia2 . (1.36)
Im Rahmen des zu untersuchenden Butatrien Kations werden wir auf die Sym-
metrieeigenschaften nochmals zu sprechen kommen.
Mit dieser Nomenklatur la¨sst sich dann der diabatische Hamiltonoperator fu¨r ein
System mit zwei elektronischen Potentialfla¨chen schreiben als
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Hdia = TN(Q) +Vdia(Q)
= TN(Q) +
f∑
i=1
ωi
2
(
1 0
0 1
)
Q2i
+
(
²1 0
0 ²2
)
+
∑
i∈G1
(
κ
(1)
i 0
0 κ
(2)
i
)
Qi
+
∑
(i,j)∈G2
(
γ
(1)
i,,j 0
0 γ
(2)
i,,j
)
QiQj
+
∑
i∈G3
(
0 λi
λi 0
)
Qi
+
∑
(i,j)∈G4
(
0 µi,,j
µi,,j 0
)
QiQj (1.37)
mit dem Operator der kinetischen Energie
TN(Q) = −
f∑
i=1
ωi
2
∂2
∂Q2i
1. (1.38)
Hier wird der Grund fu¨r die Abspaltung der Grundzustandsfrequenzen ωi bei den
quadratischen Kopplungstermen in (1.27) deutlich: wu¨rde zwischen den elektroni-
schen Fla¨chen keine vibronische Kopplung stattfinden (alle Kopplungsparameter,
κ
(m)
i , λi, γ
(m)
i,j und µi,j, verschwinden), wu¨rde (1.37) gerade den Hamiltonoperator
ungekoppelter harmonischer Oszillatoren darstellen.
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1.7. Verbindung zwischen diabatischer und
adiabatischer Potentialmatrix
In den vorigen Abschnitten wurde aufgezeigt, wie die Entwicklungskoeffizienten der
diabatischen Potentialmatrix u¨ber die Ableitungen des diabatischen Hamiltonope-
rators am Franck–Condon-Punkt berechnet werden ko¨nnen. Wir folgten zuna¨chst
dem in [4] aufgezeigten Potentialreihenansatz. Da bei dem spa¨ter na¨her untersuch-
ten Butatrien Kation nur zwei elektronische Zusta¨nde zur Dynamik beitragen, be-
schra¨nkten wir uns auf den Spezialfall S = 2 (die Erweiterung auf S > 2 ist leicht
durchzufu¨hren). Das Moleku¨l bestehe außerdem aus N Atomen. Abzu¨glich der sechs
trivialen (drei Translationen und drei Rotationen) Moleku¨lschwingungen mu¨ssen
dann f = 3N − 6 Freiheitsgrade beru¨cksichtigt werden. Den Potentialreihenansatz
brachen wir außerdem nach der zweiten Potenz ab. In diesem Abschnitt werden wir
einen direkten Zusammenhang zwischen dem diabatischen und dem adiabatischen
Potential herstellen. Dies wird uns erlauben, an einer spa¨teren Stelle ein Verfahren
zu entwickeln, mit dem sich die diabatischen Kopplungsparameter aus den adiaba-
tischen Werten bestimmen lassen.
Betrachten wir aber zuna¨chst den diabatischen Hamiltonoperator (1.37) etwas na¨-
her. Der zweite Term in (1.37) entspricht der harmonischen Na¨herung der Schwin-
gung des Grundzustandes des Systems. Das heißt, dass die Schwingung des Grund-
zustandes als ungesto¨rte harmonische Schwingung behandelt wird. Die Frequenzen
ωi entsprechen gerade den Schwingungsfrequenzen dieses Grundzustandes, wa¨hrend
die Qi die entsprechenden dimensionslosen Normalmoden sind. Der na¨chste Term
beinhaltet den Energieparameter ²1(²2), welcher der vertikalen Energie des ersten
(zweiten) elektronischen Zustandes am Franck–Condon-Punkt entspricht. Die na¨chs-
ten vier Summen beschreiben die linearen und bilinearen Kopplungsterme.
Die Indexmengen G1 bis G4 beschreiben alle physikalisch erlaubten Schwingungs-
moden der jeweiligen Kopplungen. Ohne Auswahlregeln wu¨rden die Indizes i und j
u¨ber alle Freiheitsgrade des Systems laufen.
Es stellt sich uns nun die Aufgabe, die Parameter in der diabatischen Potential-
matrix
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Vdia = Hdia −TN (1.39)
zu bestimmen. In der adiabatischen Darstellung ist die Potentialmatrix diagonal,
wobei die adiabatischen Potentiale V1,2(Q) auf der Diagonalen stehen:
Vadia(Q) =
(
V1(Q) 0
0 V2(Q)
)
. (1.40)
Normalerweise ist die Transformation von der adiabatischen zur diabatischen Dar-
stellung schwierig durchzufu¨hren. Beginnen wir aber mit unserem diabatischen Mo-
dellpotential Vdia(Q) in (1.37), ko¨nnen wir gerade den umgekehrten Weg gehen. Da
eine unita¨re Matrix U existiert, welche die Transformation durchfu¨hrt, ko¨nnen wir
U†VdiaU = Vadia (1.41)
ansetzen und U durch Diagonalisierung von Vdia bestimmen. Die Eigenwerte der
adiabatischen Potentialmatrix sind natu¨rlich gerade die adiabatischen Energien V1
und V2, welche wir mit Standardprogrammen der Quantenchemie berechnen ko¨nnen.
Da wir uns hier auf zwei elektronische Zusta¨nde beschra¨nkt haben, ko¨nnen wir
die Eigenwerte der diabatischen Potentialmatrix analytisch berechnen. Man erha¨lt
mittels elementarer Algebra:
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V1,2(Q) =
²1 + ²2
2
+
1
2
3N−6∑
i=1
(
κ
(1)
i + κ
(2)
i
)
Qi
+
1
2
∑
(i,j)∈G2
(
γ
(1)
i,j + γ
(2)
i,j
)
QiQj
±1
2
√√√√√
²2 − ²1 +∑
i∈G1
(
κ
(2)
i − κ(1)i
)
Qi +
∑
(i,j)∈G2
(
γ
(2)
i,j − γ(1)i,j
)
QiQj
2 y
+4
∑
i∈G3
λiQi +
∑
(i,j)∈G4
µi,jQiQj
2 . (1.42)
Wir ko¨nnen nun die adiabatischen Energiewerte berechnen und mittels eines Fits
die in Gleichung (1.42) auftretenden Parameter bestimmen. Diese Methode werden
wir spa¨ter in Kapitel 3 na¨her beschreiben.
Im linear vibronisch gekoppelten Modell kann man die Parameter durch Differen-
tiation von Vadia(Q) am Franck–Condon-Punkt Q = 0 berechnen [85]:
κ
(s)
i =
∂Vs(Q)
∂Qi
∣∣∣∣∣
Q=0
s = 1, 2 (1.43)
λ2i =
1
8
∂2
∂Q2i
[V2(Q)− V1(Q)]2
∣∣∣
Q=0
. (1.44)
Fu¨r den quadratischen Ansatz wird dann diese Methode instabil und es ist ein Least-
Square-Fit vorzuziehen, wie er in Kapitel 3 beschrieben wird.
Der Vollsta¨ndigkeit sei noch die Transformation zwischen den diabatischen und
adiabatischen Wellenfunktionen angegeben:
(
|Φ1〉
|Φ2〉
)
= U†
( ∣∣φdia1 〉∣∣φdia2 〉
)
. (1.45)
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1.8. Photoelektronenspektrum
Wird das Moleku¨l durch Absorption eines Photons mit den Energie E in einen
ho¨heren Zustand angeregt, la¨sst sich mit Fermis Goldener Regel [86],
Pνi→f si→f (E) ∼
∣∣∣〈χνisi(Q)Φsi(q,Q)| Dˆ ∣∣χνf sf (Q)Φsf (q,Q)〉∣∣∣2 δ(Eνf sf − Eνisi − E),
(1.46)
die U¨bergangswahrscheinlichkeit pro Zeiteinheit berechnen. Der Anfangszustand
(Endzustand) befinde sich dabei im Schwingungszustand νi (νf ) und im elektro-
nischen Zustand si (sf ). Mit Dˆ sei der U¨bergangsoperator bezeichnet. Spaltet man
den Anregungsoperator Dˆ in einen Kern- und Elektronenanteil
Dˆ = DˆN + Dˆel (1.47)
auf, erha¨lt man fu¨r die U¨bergangsmatrixelemente in (1.46)
〈χνisi(Q)Φsi(q,Q)| Dˆ
∣∣χνf sf (Q)Φsf (q,Q)〉
= 〈χνisi(Q)Φsi(q,Q)| DˆN + Dˆel
∣∣χνf sf (Q)Φsf (q,Q)〉
=δsisf
〈
χνisi(Q)
∣∣∣DˆN∣∣∣χνf sf (Q)〉
+ 〈χνisi(Q)Φsi(q,Q)| Dˆel
∣∣χνf sf (Q)Φsf (q,Q)〉 . (1.48)
Der erste Term beschreibt Infrarotanregung und der zweite elektronische Anregung.
Den zweiten Term ko¨nnen wir schreiben als
〈χνisi(Q)Φsi(q,Q)| Dˆel
∣∣χνf sf (Q)Φsf (q,Q)〉 = 〈χνisi(Q)| Dˆ(Q) ∣∣χνf sf (Q)〉 (1.49)
mit
Dˆ(Q) = 〈Φsi(q,Q)| Dˆel
∣∣Φsf (q,Q)〉 . (1.50)
Nimmt man Dˆ(Q) als konstant an (Condon-Na¨herung), so wird das Matrixelement
des U¨bergangsoperators proportional zum Franck–Condon-Faktor 〈χνisi|χνf sf
〉
.
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Formel (1.46) basiert auf zeitunabha¨ngigen Wellenfunktionen. Da wir in dieser
Arbeit aber dynamische Wellenpaketstudien durchfu¨hren, mu¨ssen wir zuna¨chst den
Zusammenhang zwischen dem zeitlichen Bild und der statischen Regel (1.46) her-
stellen. Dazu entwickeln wir (vgl. Gleichung (1.3)) die zeitabha¨ngigen Kernwellen-
funktionen des elektronischen Endzustandes χ˜sf (Q, t) in zeitunabha¨ngige
1:
∣∣χ˜sf (Q, t)〉 =∑
νf
∣∣χνf sf〉 〈χνf sf (Q)|χ˜sf (Q, 0)〉 e− iEνf sf~ t. (1.51)
Wa¨hlt man in (1.51) die Anfangswellenfunktion zu
∣∣χ˜sf (Q, 0)〉 = (〈Φsf (q,Q)∣∣ Dˆel |Φsi(q,Q)〉+ δsisf DˆN) |χνisi(Q)〉 (1.52)
ergibt sich fu¨r die Entwicklungskoeffizienten in (1.51)
〈
χνf sf (Q)|χ˜sf (Q, 0)
〉
=
〈
χνf sf (Q)Φsf (q,Q)
∣∣ Dˆ |χνisi(Q)Φsi(q,Q)〉 . (1.53)
Die Entwicklungskoeffizienten tauchen in Fermis Goldener Regel (1.46) gerade als
U¨bergangsmatrixelemente auf. Fu¨hren wir zuna¨chst noch die Autokorrelationsfunk-
tion
C(t) =
∑
sf
〈
χ˜sf (Q, 0)
∣∣χ˜sf (Q, t)〉 (1.54)
ein. Mit der Entwicklung (1.51) folgt dann
C(t) =
∑
νf ,sf
∣∣〈χνf sf (Q)|χ˜sf (Q, 0)〉∣∣2 e− iEνf sf~ t
(1.53)
=
∑
νf ,sf
∣∣∣〈χνf sf (Q)Φsf (q,Q)∣∣ Dˆ |χνisi(Q)Φsi(q,Q)〉∣∣∣2 e− iEνf sf~ t.
1Die Tilde soll die Unterscheidung zwischen zeitabha¨ngigen und zeitunabha¨ngigen Kernwellen-
funktionen vereinfachen.
1.8 Photoelektronenspektrum 31
Mittels Fouriertransformation la¨sst sich aus der Autokorrelation C(t) der Absorpti-
onsquerschnitt
I(E) = 2pi
∑
νf
∣∣∣〈χνisi(Q)Φsi(q,Q)| Dˆ ∣∣χνf sf (Q)Φsf (q,Q)〉∣∣∣2 δ(Eνf sf − Eνisi − E)
=
∞∫
−∞
C(t)e
i(E+Eνisi )
~ tdt (1.55)
bestimmen.
Fu¨r die Autokorrelation C(t) mo¨chten wir noch die nu¨tzlichen Relationen
C(−t) = C∗(t) (1.56)
C(t) = 〈Ψ(0)|Ψ(t)〉
=
〈
Ψ(t/2)∗
∣∣Ψ(t/2)〉 , (1.57)
einfu¨hren, die den großen Vorteil aufweisen, die Propagationszeit zu halbieren. Die
Relation (1.57) ist gu¨ltig fu¨r eine reelle Anfangswellenfunktion Ψ(0) und symme-
trische Hamiltonoperatoren [32, 87]. Wegen (1.56) muss nur u¨ber positive Zeiten
propagiert werden.
Man beachte, dass die Gesamtwellenfunktion Ψ Beitra¨ge von jeder der (beiden)
vibronisch gekoppelten elektronischen Zusta¨nde aufweist und die Autokorrelation
C(t) somit die Summe u¨ber all diese Komponenten darstellt.
Im Experiment werden die beiden tiefsten elektronischen Zusta¨nde durch Pho-
toanregung gleichzeitig besetzt. Technisch mu¨ssen zwei Rechnungen durchgefu¨hrt
werden: die Anfangswellenfunktion Ψ(0) muss zum Zeitpunkt t = 0 jeweils auf ei-
ne elektronische Fla¨che gesetzt werden und getrennt propagiert werden. Man erha¨lt
dadurch zwei getrennte Spektren. Unterstellt man, dass der Ionisierungsprozess fu¨r
beide elektronischen Zusta¨nde mit der gleichen Wahrscheinlichkeit und zufa¨llig ver-
teilten Phasenrelationen auftritt, mu¨ssen beide Teilspektren gleichberechtigt addiert
werden.
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Wegen der endlichen Propagationszeit T in den Rechnungen verursacht die Fou-
riertransformation (1.55) Artefakte. Das berechnete Spektrum entspricht dem mit
der Auflo¨sungsfunktion
g˜0(E) = 2
sin(ET )
E
(1.58)
gefalteten exakten Spektrum. Dieses Artefakt ist bekannt als Gibbs-Pha¨nomen [88].
Es la¨sst sich reduzieren, indem die Autokorrelation mit der Funktion [13,30]
gn(t) = cos
n
(
pit
2T
)
Θ(T − |t|) (1.59)
multipliziert wird. Die Funktion Θ bezeichnet die Heaviside-Stufenfunktion. Die na-
tu¨rliche Zahl n ist in dieser Arbeit auf 2 gesetzt. Die Multiplikation der Autokor-
relationsfunktion C(t) mit gn(t) entspricht einer Faltung des Spektrums mit der
Fouriertransformation von gn(t). Fu¨r n = 1 und 2 lauten diese
g˜1(E) = 4piT · cos(ET )
(pi − 2ET )(pi + 2ET ) (1.60)
g˜2(E) =
pi2
E
· sin(ET )
(pi − ET )(pi + ET ) . (1.61)
Man beachte, dass g˜1,2(E) fu¨r große Energiewerte mit E
−2 bzw. E−3 verschwindet,
wa¨hrend g˜0 nur mit E
−1 abfa¨llt. Ebenfalls ist der negative Anteil von g˜n umso kleiner
je gro¨ßer n ist.
Leider werden die Faltungsfunktionen umso breiter je gro¨ßer n ist. Ihre Halb-
wertsbreiten (FWHM, full width at half maximum) sind ∆E = 2.5 eV · fs/T , ∆E =
3.4 eV · fs/T und ∆E = 4.2 eV · fs/T fu¨r n = 0, 1 und 2. Die gro¨ßere Qualita¨t wird
also durch eine etwas schlechtere Auflo¨sung bezahlt.
In gemessenen Spektren sind Spektrallinien nie streng monochromatisch. Auf-
grund experimenteller Rahmenbedingungen werden keine diskreten Linien gemessen,
sondern (verbreiterte Lorentz- oder Gauß-fo¨rmige) Linienprofile. Die Breite dieser
Profile ru¨hrt von unterschiedlichen Ursachen her. Wa¨hrend die natu¨rliche Linien-
breite ihren Ursprung in der endlichen Lebensdauer der angeregten Zusta¨nde hat,
erho¨hen experimentelle Ursachen (wie z.B. Auflo¨sung des Spektrometers, Doppler-
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verbreiterung, Kollisionsverbreiterung) die Breite der Linien im Spektrum. Im Ex-
tremfall la¨sst sich nur noch ein diffuses Spektrum messen. Fu¨r eine ausfu¨hrliche Dis-
kussion dieser Effekte siehe zum Beispiel Referenz [89]. Diese experimentell bedingte
Linienverbreiterung la¨sst sich durch die Multiplikation der Autokorrelationsfunktion
mit der Gaußfunktion
h(t) = e−(t/τ)
2
(1.62)
numerisch simulieren. Die Gro¨ße τ ist eine geeignete Da¨mpfungskonstante. Diese
Multiplikation ist a¨quivalent zu einer Faltung des Spektrums mit einer Gaußfunkti-
on, welche am halben Maximum (FWHM, full width at half maximum) eine Breite
von
ωD =
2
√
2 ln 2
τ
(1.63)
aufweist.
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2. Die zeitabha¨ngige
Multikonfigurations-Hartree-
Methode
Im vorigen Kapitel wurde dargestellt, wie der Hamiltonoperator fu¨r ein vibronisch
gekoppeltes System bestimmt werden kann. Der Hamiltonoperator ist der Diffe-
rentialoperator der Gesamtenergie in der Schro¨dingergleichung. In diesem Kapitel
mo¨chten wir uns nun mit numerischen Methoden zur Lo¨sung der zeitabha¨ngigen
Schro¨dingergleichung bescha¨ftigen. Als ihre Lo¨sung erha¨lt man die zeitliche Ent-
wicklung der Wellenfunktion; ihre Zeitenwicklung wird auch als (Wellenfunktions-)
Propagation bezeichnet.
Nach einem U¨berblick u¨ber verschiedene numerische Propagationsmethoden wer-
den wir unser Augenmerk auf die zeitabha¨ngige Multikonfigurations-Hartree- (MC-
TDH, multiconfiguration time-dependent Hartree) Methode richten. Die MCTDH-
Methode stellt die zentrale numerische Methode in dieser Arbeit dar. Wir bedienen
uns dabei des in Heidelberg entwickelten MCTDH-Programmpaketes [90]. Da auch
in Teil II (dort fu¨r die numerische Propagation von Dichteoperatoren) die MCTDH
Methode eine zentrale Rolle einnimmt, werden wir diese Methode detailliert darstel-
len.
2.1. Zeitabha¨ngige Methoden der
Wellenpaketpropagation
Bis 1975, als Hellers erste Arbeit [91] u¨ber die Propagation Gauß-fo¨rmiger Wellenpa-
kete erschien, wurde angenommen, dass die Behandlung der zeitunabha¨ngigen Schro¨-
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dingergleichung effizienter sei als die Behandlung der zeitabha¨ngigen. Begu¨nstigt
durch die Entwicklung leistungsfa¨higer Integratoren (z.B. der Split-Operator [92–94],
der Tschebyscheff-Integrator [95] und das iterative Lanczos-Verfahren [96]) gewan-
nen zeitabha¨ngige Methoden zunehmend an Bedeutung. Wegen Gleichung (1.3) sind
beide Methoden a¨quivalent (solange der Hamiltonoperator zeitunabha¨ngig ist).
Besondere Effizienzsteigerung erlangte die zeitabha¨ngige Methode durch die Ent-
wicklung geeigneter Approximationen fu¨r die Wellenfunktion. Da im zeitunabha¨ngi-
gen Verfahren die Wellenfunktionen im Phasenraum stark lokalisiert sind, eignen sich
solche Approximationen besser fu¨r die Lo¨sung der zeitabha¨ngigen Schro¨dingerglei-
chung. In diesem Abschnitt mo¨chten wir zuna¨chst einige Standardapproximationen
beschreiben, um dann im na¨chsten Abschnitt die MCTDH-Methode einzufu¨hren.
2.1.1. Standardpropagationsverfahren
Im sog. Standardpropagationsverfahren wird zuna¨chst der unendlich dimensionale
Hilbertraum durch die zeitunabha¨ngige endliche Produktbasis
{
χ
(1)
j1
(Q1) · · ·χ(f)jf (Qf )
}
jκ=1,...,Nκ
(2.1)
eindimensionaler Funktionen na¨herungsweise aufgespannt. Diese Basis spannt einen
Raum der Dimension N1× . . .×Nf auf; mit f sei hier die Anzahl der Freiheitsgrade
bezeichnet und Nκ die Anzahl der verwendeten Basisfunktionen im Freiheitsgrad κ.
Die Entwicklung der Wellenfunktion in dieser Produktbasis,
ΨN(Q1, . . . , Qf , t) =
N1∑
j1=1
· · ·
Nf∑
jf=1
Cj1...jf (t)
f∏
κ=1
χ
(κ)
jκ
(Qκ), (2.2)
ist numerisch exakt.
Um eine effizientere Behandlung der Wirkung des Hamiltonoperators auf die
Wellenfunktionen durchfu¨hren zu ko¨nnen, werden in der Praxis die Basisfunktio-
nen durch eine diskrete Variablendarstellung (DVR, discrete variable representa-
tion) [30,97–103] dargestellt.
Die numerische Behandlung dieser (im Rahmen der endlichen Produktbasis) exak-
ten Methode wa¨chst exponentiell mit der Anzahl der Freiheitsgrade f . Benutzt man
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fu¨r jeden Freiheitsgrad die gleiche Anzahl von Basisfunktionen (bzw. Gitterpunk-
te), N =N1 = . . . = Nf , skaliert der numerische Aufwand mit fN
f+1 [30]. Durch
dieses Skalierungsverhalten ist die Standardmethode nur fu¨r Systeme mit wenigen
Freiheitsgraden tauglich.
2.1.2. Zeitabha¨ngige Hartree-Methode
In den letzten Dekaden des vorigen Jahrhunderts wurden zahlreiche approxima-
tive Methoden zur Lo¨sung molekularer Dynamik im zeitabha¨ngigen Bild entwi-
ckelt [29, 91, 104–113]. Die zeitabha¨ngige Hartree (TDH, time-dependent Hartree)
Methode [105, 106, 108, 109] wurde dabei zur Behandlung von Systemen mit meh-
reren Freiheitsgraden besonders ha¨ufig verwendet. Die TDH-Approximation ent-
ha¨lt bereits einige Konzepte der in dieser Arbeit verwendeten MCDTH-Methode.
Aus diesem Grunde wird die TDH-Approximation hier kurz skizziert. In der TDH-
Approximation wird die Wellenfunktion durch
Ψ(Q1, . . . , Qf , t) = a(t)
f∏
κ=1
ϕκ(Qκ, t) (2.3)
geschrieben. In Gleichung (2.3) beschreibt a(t) einen (redundanten) komplexen Pha-
senfaktor mit |a(t)| = 1. Die Funktionen ϕκ werden als Einteilchenfunktionen (SPF,
single-particle function) bezeichnet. Das Produkt
∏f
κ=1 ϕκ(Qκ, t) bezeichnet man als
Hartree-Produkt.
Durch Gleichung (2.3) sind die Einteilchenfunktionen allerdings noch nicht ein-
deutig festgelegt. Dies ist sofort einsichtig, wenn man beachtet, dass sowohl Phasen-
als auch Normierungsfaktoren beliebig zwischen den Einteilchenfunktionen und a(t)
verschoben werden ko¨nnen.
Die Phasen zwischen den Einteilchenfunktionen lassen sich wegen des Phasenfak-
tors a(t) beliebig wa¨hlen. Um die Phasen festzulegen, wird die differentielle Zwangs-
bedingung
〈
ϕκ(t)
∣∣∣ϕ˙κ(t)〉 = 0 (2.4)
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eingefu¨hrt. Diese Zwangsbedingung sorgt dafu¨r, dass die Norm der Einteilchenfunk-
tion wa¨hrend der Propagation erhalten bleibt. Die Einteilchenfunktionen mu¨ssen
also nur noch zu Beginn der Propagation auf eins normiert werden,
‖ϕκ(t = 0)‖ = 1, (2.5)
um wa¨hrend der Propagation orthonormiert zu bleiben.
Die Bewegungsgleichungen fu¨r den Phasenfaktor a(t) und die Einteilchenfunktio-
nen ϕκ(t) lassen sich aus dem Dirac–Frenkel-Variationsprinzip [114,115]
〈
δΨ
∣∣∣∣H− i~ ∂∂t
∣∣∣∣Ψ〉 = 0 (2.6)
ableiten. An dieser Stelle soll allerdings lediglich das Endergebnis angegeben werden.
Wir benutzen hier ein Einheitensystem, bei dem ~ = 1 gilt. Die Differentialgleichun-
gen fu¨r die Koeffizienten und die Einteilchenfunktionen lauten
ia˙(t) = 〈H〉 a(t), (2.7)
iϕ˙κ(t) = (1− Pκ)Hκϕκ(t), (2.8)
mit
〈H〉 =
〈
ϕ1 · · ·ϕf
∣∣∣H∣∣∣ϕ1 · · ·ϕf〉 , (2.9)
den Mean-Field (auf deutsch etwa: gemitteltes Feld)
Hκ =
〈
ϕ1 · · ·ϕκ−1ϕκ+1 · · ·ϕf
∣∣∣H∣∣∣ϕ1 · · ·ϕκ−1ϕκ+1 · · ·ϕf〉 (2.10)
und den Projektoren
Pκ = |ϕκ〉 〈ϕκ| (2.11)
auf den Raum der Einteilchenfunktionen.
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Wa¨hrend beim Standardpropagationsverfahren die Anzahl der Bewegungsglei-
chungen exponentiell mit der Anzahl der Freiheitsgrade wa¨chst, steigt bei der TDH-
Methode ihre Anzahl nur linear an. Die TDH-Methode kann deshalb zur Unter-
suchung sehr großer Systeme (mehrere hundert Freiheitsgrade) herangezogen wer-
den [113,116–118].
Da allerdings die Wellenfunktion Ψ nur durch eine einzige Konfiguration ϕ1 · . . . ·
ϕf dargestellt wird, wird die TDH-Methode nur in gu¨nstigen Fa¨llen befriedigende
Ergebnisse liefern.
In einer kurzen pra¨gnanten Notation lassen sich die TDH-Bewegungsgleichungen
zusammengefasst schreiben als
iΨ˙ = HeffΨ, (2.12)
wobei wir den effektiven Hamiltonoperator
Heff =
f∑
κ=1
Hκ − (f − 1) 〈H〉 (2.13)
eingefu¨hrt haben. Gleichung (2.12) a¨hnelt formal der zeitabha¨ngigen Schro¨dinger-
gleichung (1.1). Im Gegensatz zur linearen zeitabha¨ngigen Schro¨dingergleichung han-
delt es sich aber bei Gleichung (2.12) um ein ganzes System gekoppelter nichtlinearer
Differentialgleichungen, welche simultan zu lo¨sen sind.
Die TDH-Na¨herung ist eine recht grobe Na¨herung, denn sie vernachla¨ssigt die
Korrelationen zwischen den Freiheitsgraden vollsta¨ndig. Ein einfaches Beispiel soll
dies verdeutlichen. Sei
H = h1 + h2 +W1W2, (2.14)
wobei hκ und Wκ nur auf den Freiheitsgrad κ wirken, so erha¨lt man als Fehlerterm
H−Heff = (W1 − 〈W1〉) (W2 − 〈W2〉) . (2.15)
Nur stark lokalisierte Wellenpakete fu¨hren hier zu kleinen Fehlern.
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2.2. Der MCTDH-Wellenfunktionsansatz
Die MCTDH-Methode stellt sowohl im Teil I als auch spa¨ter im Teil II die zentrale
Methode zur Propagation von Wellenfunktionen (Teil I) bzw. Dichteoperatoren (Teil
II) dar. Aus diesem Grunde wird an dieser Stelle diese Methode fu¨r Wellenfunktionen
ausfu¨hrlich dargestellt.
Der große Nachteil des Standardpropagationsverfahrens (vgl. Abschnitt 2.1.1) ist
das starke Anwachsen von Speicher- und Rechenaufwand mit der Anzahl der Frei-
heitsgrade. Um dem zu entgehen, wird beim MCTDH-Ansatz die Wellenfunktion
in einen kleineren Basissatz entwickelt. Diese Basis wird zusa¨tzlich zeitabha¨ngig ge-
wa¨hlt, damit sich die Wellenfunktion exakter darstellen la¨sst. Der MCTDH-Ansatz
lautet [26]
Ψ(Q1, . . . , Qf , t) =
n1∑
j1=1
· · ·
nf∑
jf=1
Aj1...jf (t)
f∏
κ=1
ϕ
(κ)
jκ
(Qκ, t), (2.16)
mit nκ ≤ Nκ. Die Einteilchenfunktionen ϕ(κ)jκ sind Linearkombinationen der primiti-
ven Basisfunktionen aus (2.2):
ϕ
(κ)
jκ
=
Nκ∑
iκ=1
c
(κ)
i κjκ
(t)χ
(κ)
iκ
(Qκ). (2.17)
Ihre Anzahl kann hierbei fu¨r jeden Freiheitsgrad κ unabha¨ngig gewa¨hlt werden. Um
allerdings redundante Konfigurationen zu vermeiden, muss fu¨r alle κ
n2κ ≤
f∏
ν=1
nν (2.18)
gelten. Die Darstellung der Einteilchenfunktionen ϕ
(κ)
jκ
geschieht auf einem Gitter
der La¨nge Nκ.
Als Spezialfa¨lle sind sowohl das Standardverfahren (nκ = Nκ) als auch die TDH-
Methode (n1 = . . . = nf = 1) im MCTDH-Ansatz enthalten.
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2.3. Zwangsbedingungen und Eindeutigkeit der
MCTDH-Ansatzes
Unterstellen wir, dass die Einteilchenfunktionen wa¨hrend der Propagation fu¨r alle
Zeit orthonormal bleiben, d.h. es gelte
〈
ϕ
(κ)
j (t)
∣∣∣ϕ(κ)l (t)〉 = δjl (2.19)
fu¨r alle t. Diese Forderung macht den Ansatz (2.16) allerdings nicht eindeutig.
Unita¨re Transformationen der Einteilchenfunktionen ko¨nnen durch entsprechende
Transformationen der Entwicklungskoeffizienten Aj1...jf ru¨ckga¨ngig gemacht werden,
so dass die Wellenfunktion Ψ unvera¨ndert bleibt. Um die Eindeutigkeit der Propa-
gation der Wellenfunktion zu gewa¨hrleisten, wird die Zwangsbedingung
〈
ϕ
(κ)
j (t)
∣∣∣ϕ˙(κ)l (t)〉 = −i〈ϕ(κ)j (t)∣∣∣g(κ)∣∣∣ϕ(κ)l (t)〉 (2.20)
eingefu¨hrt und die Propagation mit orthonormierten Einteilchenfunktionen zum
Zeitpunkt t = 0,
〈
ϕ
(κ)
j (0)
∣∣∣ϕ(κ)l (0)〉 = δjl, (2.21)
begonnen. Der Zwangsoperator (auch Eindeutigkeitsoperator genannt) g(κ) ist ein
beliebiger hermitescher Operator, welcher nur auf einen Freiheitsgrad κ wirkt. Auf
die Wahl dieses Eindeutigkeitsoperators wird in Abschnitt 2.5 noch na¨her eingegan-
gen.
2.4. Die MCTDH-Bewegungsgleichungen
Um eine u¨bersichtlichere Notation zu erhalten, fu¨hren wir zuerst die Multiindizes
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J = j1 . . . jf (2.22)
Jκ = j1 . . . jκ−1jκ+1 . . . jf (2.23)
Jκl = j1 . . . jκ−1ljκ+1 . . . jf (2.24)
ein, womit sich die MCTDH-Entwicklungskoeffizienten und Konfigurationen schrei-
ben lassen als
AJ = Aj1...jf (2.25)
ΦJ =
f∏
κ=1
ϕ
(κ)
jκ
. (2.26)
Fu¨hren wir noch die Projektoren auf den κ-ten Freiheitsgrad
P (κ) =
nκ∑
j=1
∣∣∣ϕ(κ)j 〉〈ϕ(κ)j ∣∣∣ (2.27)
und die Ein-Loch-Funktionen (single-hole functions)
Ψ
(κ)
l =
n1∑
j1
· · ·
nκ−1∑
jκ−1
nκ+1∑
jκ+1
· · ·
nf∑
jf
Aj1...jκ−1ljκ+1...jf ϕ
(1)
j1
· · ·ϕ(κ−1)jκ−1 ϕ(κ+1)jκ+1 · · ·ϕ(f)jf
=
∑
Jκ
AJκl ΦJκ (2.28)
ein. Der Summationsindex Jκ zeigt an, dass sich die Summation u¨ber alle außer den
κ-ten Freiheitsgrad erstreckt. Mit den Ein-Loch-Funktionen lassen sich die Mean-
Field -Matrizen
〈H〉(κ)lm =
〈
Ψ
(κ)
l
∣∣∣H∣∣∣Ψ(κ)m 〉 (2.29)
und Dichtematrizen
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(
ρ(κ)
)
lm
=
〈
Ψ
(κ)
l
∣∣∣Ψ(κ)m 〉
=
n1∑
j1
· · ·
nκ−1∑
jκ−1
nκ+1∑
jκ+1
· · ·
nf∑
jf
A∗j1...jκ−1ljκ+1...jfAj1...jκ−1mjκ+1...jf
=
∑
Jκ
A∗Jκl AJκm (2.30)
aufstellen [26,27,29,30,119]. Die Bewegungsgleichungen lauten damit
iA˙J =
∑
L
〈
ΦJ
∣∣∣H∣∣∣ΦL〉AL − f∑
κ=1
nκ∑
l=1
g
(κ)
jκl
AJκl , (2.31)
iϕ˙(κ) = g(κ)1nκϕ
(κ) +
(
1− P (κ)) ((ρ(κ))−1 〈H〉(κ) − g(κ)1nκ) ϕ(κ), (2.32)
wobei wir fu¨r die Einteilchenfunktionen die Vektornotation
ϕ(κ) =
(
ϕ
(κ)
1 , . . . , ϕ
(κ)
nκ
)T
(2.33)
verwenden. 1nκ beschreibe die nκ × nκ Einheitsmatrix.
2.5. Wahl der MCTDH-Eindeutigkeitsoperatoren
In den vorausgegangen Abschnitten wurden die MCTDH-Bewegungsgleichungen
hergeleitet, ohne explizit auf die Wahl der hermiteschen Eindeutigkeitsoperatoren
g(κ) einzugehen. Ihre Wahl ist beliebig und hat keinen Einfluss auf die Qualita¨t der
MCTDH-Wellenfunktion; sie kann allerdings das numerische Verhalten der Lo¨sung
der MCTDH-Bewegungsgleichungen entscheidend beeinflussen.
2.5.1. Triviale Wahl
Zuna¨chst wollen wir auf die triviale Wahl g(κ) = 0 eingehen. Die Bewegungsglei-
chungen vereinfachen sich dann zu
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iA˙J =
∑
L
〈
ΦJ
∣∣∣H∣∣∣ΦL〉AL (2.34)
iϕ˙ =
(
1− P (κ)) (ρ(κ))−1 〈H〉(κ)ϕ(κ). (2.35)
Gilt in diesem Fall zusa¨tzlich noch nκ = Nκ, ist der Satz der Einteilchenfunktionen
vollsta¨ndig. Wegen des Projektors verschwindet die rechte Seite von Gleichung (2.35)
und die Einteilchenfunktionen werden zeitunabha¨ngig. Dieser Grenzfall entspricht
dem Standardverfahren.
2.5.2. Wahl u¨ber separable Hamiltonterme
Spalten wir den Hamiltonoperator in separable Terme h(κ), die nur auf einen Frei-
heitsgrad wirken, und einen Restterm HR auf,
H =
f∑
κ=1
h(κ) +HR, (2.36)
ko¨nnen wir die Eindeutigkeitsoperatoren wa¨hlen zu
g(κ) = h(κ). (2.37)
Als MCTDH-Bewegungsgleichungen ergeben sich dann
iA˙J =
∑
L
〈
ΦJ
∣∣∣HR∣∣∣ΦL〉AL (2.38)
iϕ˙(κ) =
(
h(κ)1nκ +
(
1− P (κ)) (ρ(κ))−1 〈HR〉(κ))ϕ(κ), (2.39)
wobei in die Matrixelemente
〈
ΦJ
∣∣∣HR∣∣∣ΦL〉 und Mean-Field -Matrizen lediglich der
Restterm HR eingeht.
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Deshalb scheinen diese Bewegungsgleichungen numerisch weniger aufwendig zu
sein als die Bewegungsgleichungen in Abschnitt 2.5.1. Gleichung (2.35) la¨sst sich
allerdings schreiben als
iϕ˙(κ) =
(
1− P (κ)) (h(κ)1nκ + (ρ(κ))−1 〈HR〉(κ))ϕ(κ), (2.40)
so dass sich in der Praxis dieser Vorteil hauptsa¨chlich auf die Propagation der A-
Koeffizienten auswirkt.
2.6. Dichtematrix und natu¨rliche Orbitale
In diesem Abschnitt werden wir uns der physikalischen Bedeutung der in (2.30)
definierten Dichtematrix zuwenden. Dazu fu¨hren wir zuna¨chst den entsprechenden
Dichteoperator ein. Mit den Definitionen (2.28) und (2.30) ergibt sich
ρˆ(κ)(Qκ, Q
′
κ) =
nκ∑
j,l=1
ϕ
(κ)
j (Qκ)ρ
(κ)
lj ϕ
(κ)∗
l (Q
′
κ)
=
∫
Ψ∗(Q1,¸ . . . , Q
′
κ, . . . , Qf )Ψ(Q1,¸ . . . , Qκ, . . . , Qf )
×dQ1 . . . dQκ−1dQκ+1 . . . dQf (2.41)
Die Form des Dichteoperators a¨hnelt stark der aus der Elektronenstrukturtheo-
rie bekannten Einteilchendichte [120]. Wegen der Unterscheidbarkeit der Teilchen,
besitzt jeder Freiheitsgrad seine eigene Dichtematrix. Die Eigenwerte und Eigen-
vektoren des Operators ρˆ(κ) werden als natu¨rliche Besetzungen bzw. natu¨rliche Or-
bitale bezeichnet [26, 27, 121, 122]. Die natu¨rlichen Besetzungen kennzeichnen den
Beitrag der zugeho¨renden natu¨rlichen Orbitale zur Wellenfunktion Ψ. Eine konver-
gierte Wellenfunktion zeichnet sich durch genu¨gend kleine natu¨rliche Besetzungen
der schwachbesetzten Einteilchenfunktionen aus. Die natu¨rlichen Besetzungen erlau-
ben somit eine Aussage u¨ber die Konvergenz in der Einteilchen-Basis.
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2.7. Nichtadiabatische Systeme
Im ersten Kapitel wurde dargestellt, wie bei Systemen mit mehreren vibronisch ge-
koppelten Potentialenergiefla¨chen der diabatische Hamiltonoperator konstruiert wer-
den kann. Bei der numerischen Behandlung der Wellenpaketpropagation haben wir
uns bisher auf eine Fla¨che beschra¨nkt. In diesem Abschnitt werden wir die MCTDH-
Methode fu¨r diabatische (=nicht-adiabatische) Systeme erweitern. Dazu bedienen
wir uns der Multi-Set-Formulierung [30], bei der fu¨r jede elektronische Potential-
fla¨che ein eigener Basissatz von Einteilchenfunktionen verwendet wird [123, 124].
Die Wellenfunktion Ψ und der Hamiltonoperator H werden nach den elektronischen
Zusta¨nden entwickelt:
|Ψ〉 =
S∑
α=1
Ψ(α) |α〉 (2.42)
und
H =
S∑
α,β=1
|α〉H(αβ) 〈β| . (2.43)
S bezeichne die Anzahl der elektronischen Fla¨chen. Jede dieser Wellenfunktionen
Ψ(α) wird wiederum in der MCTDH-Form (2.16) entwickelt. Außer dem zusa¨tzlichen
Index α sind die Bewegungsgleichungen identisch zu den bisher hergeleiteten. Fu¨r
die Wahl des Eindeutigkeitsoperator zu g(α,κ) = 0 (Abschnitt 2.5.1) ergeben sich
iA˙
(α)
J =
S∑
β=1
∑
L
〈
Φ
(α)
J
∣∣∣H(αβ) ∣∣∣Φ(β)L 〉A(β)L (2.44)
iϕ˙(α,κ) =
(
1− P (α,κ)) (ρ(α,κ))−1 S∑
β=1
〈H〉(αβ,κ)ϕ(β,κ) (2.45)
mit den Mean-Field -Matrizen
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〈H〉(αβ,κ)jl =
〈
Ψ
(α,κ)
j
∣∣∣H(αβ) ∣∣∣Ψ(β,κ)l 〉 (2.46)
als Bewegungsgleichungen. Die Indizes α und β geben die Zugeho¨rigkeit zu elek-
tronischen Fla¨chen wieder. Fu¨r andere Eindeutigkeitsoperatoren lassen sich die Be-
wegungsgleichungen analog verallgemeinern. Weitere umfangreiche Ausfu¨hrungen
ko¨nnen in Referenz [124] gefunden werden.
2.8. Bemerkungen zur effektiven Form des
Hamiltonoperators
Um eine hohe Effizienz der MCTDH-Methode zu gewa¨hrleisten, ist es no¨tig, die
direkte Berechnung der Matrixelemente 〈ΦJ |H |ΦL〉 und der Mean-Field -Matrizen
〈HR〉(κ)jl =
〈
Ψ
(κ)
j
∣∣∣HR ∣∣∣Ψ(κ)l 〉 in den Bewegungsgleichungen mo¨glichst zu vermeiden.
Der Rechenaufwand dieser Gro¨ßen erfordert na¨mlich f -fache bzw. (f − 1)-fache
Integrationen. Diese multidimensionalen Integrale ko¨nnen umgangen werden, wenn
der Restterm HR in (2.36) als Summe u¨ber Projektionen von Einteilchenoperatoren,
HR =
s∑
r=1
cr
f∏
κ=1
h(κ)r , (2.47)
(mit den Entwicklungskoeffizienten cr) geschrieben werden kann. Ein Matrixelement
von HR la¨sst sich dann als Summe von Produkten von eindimensionalen Integralen
〈ΦJ |HR |ΦL〉 =
s∑
r=1
cr
f∏
κ=1
〈
ϕ
(κ)
jκ
∣∣∣h(κ)r ∣∣∣ϕ(κ)lκ 〉 (2.48)
schreiben. Wir erkennen hier, dass sowohl unser diabatisches Modellpotential Vdia
in Gleichung (1.38) als auch der kinetische Energieoperator TN (1.38) diese Form
aufweisen. Die MCTDH-Methode sollte also eine a¨ußerst geeignete Methode sein,
um mit dem in Kapitel I eingefu¨hrten diabatischen Hamiltonoperator vibronisch ge-
koppelte Systeme mit vielen Freiheitsgraden effektiv zu studieren. Diese Behauptung
werden wir in den folgenden Kapiteln untermauern.
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2.9. Modenkombination
Eine weitere Effizienzsteigerung erlangt die MCTDH-Methode dadurch, dass es mo¨g-
lich ist, mit einer Einteilchenfunktion mehrere Freiheitsgrade gleichzeitig darzustel-
len [12]. Der urspru¨ngliche MCTDH-Ansatz (2.16) wird zu
Ψ(Q˜1, . . . , Q˜p, t) =
n˜1∑
j1=1
· · ·
n˜p∑
jf=1
Aj1...jp(t)
p∏
κ˜=1
ϕ
(κ˜)
jκ˜
(Q˜κ˜, t), (2.49)
wobei in der kombinierten Mode Q˜κ˜ = (Qκ1 , Qκ2 , . . . , Qκd) insgesamt d urspru¨ng-
liche Koordinaten zusammengefasst sind. Die kombinierte MCTDH-Mode (auch
MCTDH-particle genannt) κ˜ wird mit n˜κ˜ Einteilchenfunktionen dargestellt. Fu¨r die
Darstellung der kombinierten Einteilchenfunktionen wird wegen der gro¨ßeren Gitter-
la¨nge N˜κ˜ (N˜κ˜ = Nκ1 × . . .×Nκd) zuna¨chst mehr Speicherbedarf beno¨tigt. Durch die
Modenkombination kann aber die Anzahl der MCTDH-Koeffizienten Aj1...jp (deut-
lich) verringert werden. Durch geschickte Kombination stark korrelierter Moden,
kann sich somit Speicher- und Rechenbedarf drastisch reduzieren lassen. Fu¨r aus-
fu¨hrlichere Details sei auf die Referenzen [30,31] hingewiesen.
3. Bestimmung des diabatischen
Potentials mittels
Least-Square-Fit
Mit Symmetrieeigenschaften la¨sst sich (normalerweise) die Anzahl der Parameter
im diabatischen Potential Vdia des Hamiltonoperators (1.37) reduzieren. Trotzdem
mu¨ssen die verbleibenden Parameter noch bestimmt werden. Entwickelt man das
adiabatische Potential am Franck–Condon-Punkt bis zur zweiten Ordnung (die Ener-
giewerte, Gradienten und Hessesche Matrix lassen sich wiederum mit Standardme-
thoden der Quantenchemie leicht berechnen) in eine Taylorreihe, lassen sich u¨ber
Ableitungen am adiabatischen Potential die linearen diabatischen Kopplungsterme
(1.23)-(1.29) na¨herungsweise bestimmen (vgl. Gleichungen (1.43) und (1.44)). Die
Bestimmung der bilinearen und quadratischen Kopplungsparameter wird instabil
(vgl. Ausfu¨hrungen in Abschnitt 1.7 und Referenz [13]).
Ein weiterer Nachteil dieser Methode liegt nun darin, dass in die Taylorentwick-
lung des adiabatischen Potentials lediglich Informationen eingehen, die auf Berech-
nungen am Franck–Condon-Punkt beruhen; die globale Potentialform geht somit
nicht in die Berechnung der diabatischen Kopplungsparameter ein. Dieses Verfah-
ren wurde bisher bereits zahlreich angewandt (z.B. in [13, 22]). Der Nachteil der
beschra¨nkten Information u¨ber das adiabatische Potential wurde wa¨hrend theore-
tischer Untersuchungen am Pyrazinmoleku¨l von Raab et al. deutlich: so war es in
dieser Studie nach der Bestimmung der diabatischen Kopplungsparameter erfor-
derlich, die Kopplungsparameter teilweise noch deutlich manuell zu vera¨ndern, um
befriedigende Ergebnisse zu erlangen. Die Absicht der vorliegenden Arbeit besteht
nun darin, eine Methode zu entwickeln, die ein mo¨glichst realistisches diabatisches
Modellpotential berechnen kann, welches (mo¨glichst) ohne manuelle Adjustierungen
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zufrieden stellende Ergebnisse liefert. Diese Methode werden wir in diesem Kapitel
vorstellen. Dabei werden wir uns mo¨glichst allgemein halten und die Konkretisierung
auf das zu untersuchende Butatrien Kation im na¨chsten Kapitel durchfu¨hren.
3.1. Least-Square-Fit Berechnung der
Kopplungsparameter
Ausgangspunkt zur Bestimmung unseres diabatischen Modellpotentials sind nun
nicht mehr die Entwicklungskoeffizienten (1.23)-(1.29) der Taylorentwicklung (1.22)
des diabatischen Potentials, sondern vielmehr die in Abschnitt 1.7 angegebene Rela-
tion zwischen diabatischem und adiabatischem Potential, (1.41) und (1.42). Unsere
Vorgehensweise basiert deshalb auf der Kenntnis mo¨glichst vieler Energiepunkte
auf den adiabatischen Potentialenergiefla¨chen. Zur Berechnung dieser Energiepunk-
te ko¨nnen wir auf eine große Anzahl quantenchemischer Programme (z.B. Gaussian,
Molpro, Gamess, Turbomole, Vamp etc.) zuru¨ckgreifen. Wir setzen voraus, dass zu
diesen Energiepunkten die Geometrie des Moleku¨ls in Normalmoden gegeben sei.
Da in den quantenchemischen Programmen die Struktur der Moleku¨lgeometrie u¨b-
licherweise in kartesischen Koordinaten (oder auch als Z-Matrix) angegeben wird,
wird im Abschnitt A.2 des Anhangs auf den Zusammenhang zwischen kartesischen
Koordinaten und Normalkoordinaten na¨her eingegangen.
Als Bestimmungsmethode der Kopplungsparameter wa¨hlen wir die Methode der
kleinsten (Abstands-) Quadrate, den so genannten Least-Square-Fit (LSF). Die LSF-
Methode basiert auf der Minimierung einer Funktion L(²1, ²2,κ,λ,γ,µ), die von
den zu bestimmenden Parametern ²1, ²2, κ, λ, γ und µ abha¨ngt. Der Fettdruck soll
fu¨r die Gesamtheit aller zu bestimmenden Parameter im Hamiltonoperator (1.37)
stehen (z.B.: γ =
{
γ
(s)
i,j
}
fu¨r s = 1, 2 und (i, j) ∈ G2). Mit E(n)1 und E(n)2 seien die
berechneten adiabatischen Energiepunkte auf den beiden Potentialenergiefla¨chen in
den entsprechenden Punkten Qn im Q-Raum bezeichnet. Damit lautet der Ansatz
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fu¨r die zu minimierende LSF-Funktion
L = L(²1, ²2,κ,λ,γ,µ)
=
M1∑
n=1
c
(n)
1
[
V1(ε1, ε2,κ,λ,γ,µ;Qn)− E(n)1
]2
+
M2∑
n=1
c
(n)
2
[
V2(ε1, ε2,κ,λ,γ,µ;Qn)− E(n)2
]2
, (3.1)
wo M1 und M2 die Anzahl der berechneten Energiepunkte auf den beiden Potenti-
alfla¨chen im Q-Raum bezeichnen. V1 und V2 sind gerade die Energieeigenwerte aus
Gleichung (1.42).
Die (positiven) Gewichte c
(n)
1,2 spielen eine wichtige Rolle. Es gibt eine Vielzahl von
Mo¨glichkeiten die Art der Gewichte zu wa¨hlen. In Gebieten auf der Potentialenergie-
fla¨che, wo die Dichte der Wellenfunktion groß ist, sollten die Gewichte den Einfluss
der entsprechenden Energiepunkte fu¨r das LSF-Verfahren erho¨hen. Ein Kriterium
fu¨r die Wahl dieser Gewichte ist der Energiewert: je niedriger die Energie, desto
wichtiger sollte dieser Punkt sein. Wir wa¨hlen deshalb
c
(n)
1,2 =
 exp
(
α
(
ε1,2 − E(n)1,2
))
E
(n)
1,2 ≤ ε1,2
exp
(
β
(
ε1,2 − E(n)1,2
))
E
(n)
1,2 > ε1,2
(3.2)
als unsere Gewichtsfunktion (mit positiven Konstanten α und β). Es sei hier noch-
mals betont, dass ε1 und ε2 die (a)diabatischen Energien am Franck–Condon-Punkt
bezeichnen. Energiepunkte oberhalb bekommen ein Gewicht kleiner als 1, wa¨hrend
Energiepunkte unterhalb von ε1 (oder ε2) Gewichte gro¨ßer als 1 erhalten. Wir ha-
ben auch andere Gewichtsfunktionen getestet, wie z.B. explizit Q-abha¨ngige. Die
gewonnenen Erfahrungen besta¨rkten uns aber, die Gewichte wie in (3.2) zu wa¨hlen.
3.2. Sukzessive Verwendung des LSF-Algorithmus
Die Methode die Kopplungsparameter u¨ber einen Least-Square-Fit zu bestimmen,
bietet nun eine Menge von Mo¨glichkeiten und Vorteilen. Wir ko¨nnen Werte auswa¨h-
len, die zu bestimmen sind. So ko¨nnen wir den ganzen Hamiltonoperator nur auf die
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linearen Terme beschra¨nken, wir ko¨nnen einzelne bilineare Terme hinzufu¨gen oder
bestimmte Werte fixieren. Wa¨hrend unserer Studien stellten wir fest, dass man am
besten wie folgt vorgeht:
1. In einem ersten Schritt beschra¨nkt man sich auf ein lineares Modell. Nur die
Energiekonstanten (²1 und ²2) und die linearen Koeffizienten (κ und λ) werden
berechnet, wa¨hrend alle u¨brigen Kopplungsparameter auf Null gesetzt werden.
Bei einem linearen Modell werden u¨blicherweise nicht alle Schwingungsmo-
den in die Dynamik involviert sein, was fu¨r folgende Propagationsrechnungen
eine große Erleichterung darstellen wird. Die beiden vertikalen Energien (²1
und ²2) ko¨nnen alternativ auf feste Werte gesetzt werden. Die Frequenzen des
Grundzustands ωi (i = 1, . . . , 3N − 6) ko¨nnten wir ebenfalls mit dem LSF-
Verfahren bestimmen. Aber auf eine Neubestimmung der Frequenzen ωi wird
am besten verzichtet. Hier verwendet man besser die Grundzustandsfrequen-
zen, die man aus ab initio Rechnungen des neutralen Grundzustandes erha¨lt.
Mit diesem vereinfachten Hamiltonoperator kann dann mittels der MCTDH-
Propagationsmethode das System untersucht werden, um die Qualita¨t der be-
rechneten Kopplungsparameter einscha¨tzen zu ko¨nnen. Gegebenenfalls sind
noch adiabatische Energiepunkte zu berechnen, um die Gu¨te des Least-Square-
Fits zu verbessern.
2. In folgendenen Schritten kann das Modell sukzessive um die bilinearen und
quadratischen Terme erweitert werden. Der Einschluss aller Parameter erfor-
dert die Behandlung alle 3N − 6 Freiheitsgrade. Gegebenenfalls ko¨nnen wie-
derum einige Parameter auf feste Werte gesetzt werden.
3.3. Wahl der Energiepunkte
Um die linearen Parameter zu bestimmen, ist es notwendig Punkte entlang der ent-
sprechenden Schwingungsmoden zu berechnen (z.B. fu¨r λ5 mu¨ssen Energiepunkte
entlang der fu¨nften Schwingungsmode berechnet werden). Die Bestimmung der bili-
nearen Parameter erfordert Punkte in den zwei-dimensionalen Unterra¨umen, welche
durch die entsprechenden Moden aufgespannt werden (µi,j oder γ
(s)
i,j , s = 1, 2 erfor-
dern so zum Beispiel Punkte im Unterraum span{Qi, Qj}). Die Qualita¨t des Least-
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Square-Fits wa¨chst mit der Anzahl der berechneten Punkte. Der LSF-Algorithmus
erlaubt somit die iterative Verbesserung der berechneten Parameter durch Hinzufu¨-
gen weiterer ab initio Energiepunkte.
3.4. Aufbau des Programms
Kommen wir nun zur Implementierung des bisher in diesem Kapitel vorgestellen
Bestimmungsverfahrens fu¨r die Kopplungsparameter im Hamiltonoperator (1.37).
Bei der Programmierung wurde gro¨ßter Wert auf ho¨chste Flexibilita¨t gelegt.
3.4.1. Vorbereitende Arbeiten
Bevor u¨berhaupt mit dem LSF-Verfahren die Kopplungsparameter in (1.37) be-
stimmt werden ko¨nnen, ist es erforderlich, Energiewerte auf den adiabatischen Ener-
giefla¨chen zu berechnen. Dazu muss das Moleku¨l (entlang der Normalmoden) aus-
gelenkt werden. Hierzu haben wir ein Hilfsprogramm entwickelt, welches die kar-
tesischen Koordinaten des Moleku¨ls entlang einer vorgegebenen Schwingungsmode
berechnet. Dieses Programm bedient sich der im Anhang A.2 hergeleiteten Trans-
formationsgleichung (A.21). Die kartesischen Koordinaten sind als Eingabedaten fu¨r
die quantenchemischen ab initio Programme erforderlich. Mit diesem Hilfsprogramm
ist es ebenfalls mo¨glich, das Moleku¨l in mehreren Normalmoden gleichzeitig auszu-
lenken. Auch lassen sich zufa¨llig verteilte Energiepunkte in durch Normalmoden
aufgespannten Unterra¨umen berechnen.
3.4.2. Ein- und Ausgabedateien
Das Programm wird mit mehreren Eingabedateien gesteuert:
• Eingabedatei:
In der Eingabedatei sind Angaben zu Anzahl der Atome zu machen. Ebenfalls
sind dort die Dateinamen der Parameterdatei und der Datendatei anzugeben.
Die Berechnung der Lage der tiefsten konischen Durchschneidung kann in die-
ser Datei ebenfalls gesteuert werden.
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• Parameterdatei:
In dieser Datei sind alle Startwerte fu¨r die im Hamiltonoperator (1.37) auftau-
chenden Parameter angegeben. Hier kann ebenfalls angegeben werden, welche
Parameter unvera¨ndert in die Rechnung eingehen sollen, und welche Parameter
durch den Least-Square-Fit neu berechnet werden sollen.
• Datendatei:
Diese Datei entha¨lt alle Daten der vorab durchgefu¨hrten ab initio Rechnungen.
Die Datei beginnt mit der Grundzustandsgeometrie in kartesischen Koordina-
ten, gefolgt von den Massen der einzelnen Atome. Der erste Abschnitt endet
mit den Normalmoden. Anschließend folgen dann die Daten aller gerechneten
Energiepunkte (Energiewert, elektronische Energiefla¨chen und die Moleku¨lgeo-
metrie in kartesischen Koordinaten). Um diese Daten aus den Ausgabedateien
der Quantenchemie-Programme zu extrahieren, wurde wiederum ein Hilfspro-
gramm geschrieben.
Als Ausgabe erha¨lt man eine Datei, welche dasselbe Format wie die Parameterdatei
aufweist. In ihr sind sowohl alle neu gerechneten Kopplungsparameter als auch die
unvera¨ndert gelassenen Gro¨ßen angegeben. Informationen, welche Parameter in die-
sem Rechenschritt neu bestimmt wurden, sind ebenfalls in dieser Datei enthalten.
Mo¨chte man neu gerechnete adiabatische Energiepunkte in eine neue Rechnung mit
einbeziehen, genu¨gt es einfach, diese Ausgabedatei als Parameterdatei der neuen
Rechnung zu verwenden.
3.4.3. Verarbeitung der Daten
Intern arbeitet das Programm vollsta¨ndig mit Massen-Frequenz skalierten Normal-
moden. Nach dem Einlesen der Eingabedatei werden aus den in der Parameterdatei
angegebenen Normalmoden die Matrizen fu¨r die Transformationen zwischen kar-
tesischen Koordinaten und Normalkoordinaten berechnet (vgl. Abschnitt A.2 im
Anhang). Anschließend werden aus der Datendatei alle Energiepunkte ausgelesen
und die entsprechende Moleku¨lgeometrie aus den kartesischen Koordinaten in Nor-
malkoordinaten berechnet. Mit einer numerischen Standardmethode, entnommen
aus Press et al. [125], wird dann die Funktion L(²1, ²2,κ,λ,γ,µ) (vgl. (3.1)) mini-
3.5 Vorteil dieses Verfahrens 55
miert. Nach der Konvergenz des Verfahrens werden die endgu¨ltigen Parameter in
die Ausgabedatei geschrieben und das Programm beendet sich.
3.5. Vorteil dieses Verfahrens
Eine der bisherigen Methoden (z.B. in [13,22]) um die Modellparameter zu bestim-
men, benutzte lediglich nur sehr wenige Punkte in enger Umgebung des Franck–
Condon-Punktes. Aus diesen Daten wurden dann u¨ber Energiegradienten und Hes-
se Matrizen die Parameter bestimmt. Das Fehlen von Informationen in gro¨ßeren
Absta¨nden von Q = 0 kann zu flachen oder sogar zu negativ gekru¨mmten Poten-
tialfla¨chen fu¨hren. Eine negativ gekru¨mmte Potentialfla¨che fu¨hrt zu ungebundenen
Systemen, was wiederum zu einer unphysikalischen Dynamik des ganzen Systems
fu¨hrt. Weil das diabatische Modellpotential nicht exakt die ab initio Daten darstellt,
kann eine unterschiedliche Wahl von Punkten zu unterschiedlichen Ergebnissen fu¨h-
ren. Dieser Effekt tritt u¨berwiegend in Moden mit kleiner Frequenz auf. Dort sind
die Potentialfla¨chen sowieso schon recht flach. Wa¨hrend unserer Studien wurden
wir mit diesem Problem konfrontiert. Die Berechnung zusa¨tzlicher Punkte in den
entsprechenden Unterra¨umen konnte diese Unzula¨nglichkeiten beseitigten. In Ab-
bildung 3.1 ist dieses Verhalten qualitativ dargestellt. Wir greifen dabei schon auf
spa¨ter gewonnene Daten zuru¨ck.
In Abbildung 3.1 wird deutlich, dass genu¨gend geeignete adiabatische Punkte be-
rechnet werden mu¨ssen, um ein physikalisch sinnvolles Potentialmodell zu erhalten.
In dem oberen Potentialmodell ist das gerechnete Modellpotential so flach, dass es
keine gebundenen Zusta¨nde geben wird. Die Hinzunahme weiterer Energiepunkte
fu¨hrte schließlich zu einem Potential mit gebundenen Zusta¨nden.
3.6. Zuku¨nftige Erweiterungen
Mo¨gliche zuku¨nftige Erweiterungen betreffen natu¨rlich die Erho¨hung der Anzahl der
verwendeten elektronischen Freiheitsgrade. Die Eigenwerte ko¨nnen dann natu¨rlich
nicht mehr wie in Gleichung (1.42) analytisch berechnet werden, sondern mu¨ssen
dann ebenfalls numerisch gewonnen werden.
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Abbildung 3.1.: Das qualitative
Verhalten der Potentialenergiefla¨-
che nach verschiedenen Durchga¨n-
gen des LSF-Verfahrens. Die bei-
den Moden Q2 und Q3 sind in
dimensionslosen Massen-Frequenz
skalierten Einheiten dargestellt.
Die obere Grafik zeigt das gerech-
nete adiabatische Potential mit
wenig gerechneten ab initio Ener-
giepunkten. Das Potential ist in
Q2-Richtung dissoziativ. In der
mittleren Grafik sind noch eini-
ge ab initio Energiepunkte hin-
zugekommen. Die unterer Grafik
zeigt das endgu¨ltige Resultat. Hier
sind gebundene Zusta¨nde mo¨g-
lich. Wir greifen hier auf spa¨tere
Ergebnisse vor. Die Verbesserung
der endgu¨ltigen Rechnung basiert
hauptsa¨chlich auf der Hinzunah-
me von 15 Punkten entlang der
Mode ν2 (Bereich: -7.0 – 7.0), 13
Punkten entlang Mode ν3 (Be-
reich: -6.0 – 6.0) und 19 Punk-
ten entlang der beiden durch die-
se Moden aufgespannten Diago-
nalen (Bereich: (−10.0,±10.0) –
(10.0,∓10.0)). Diese Zusatzpunk-
te fehlen in der oberen Grafik und
sind in der mittleren nur teilweise
beru¨cksichtigt. −10 −5 0 5 10
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Eine weitere wichtige Erweiterung betrifft die Numerik. Bisher ist es nicht mo¨glich,
Aussagen u¨ber die Gu¨te der durch das LSF-Verfahrens gewonnen Potentialparameter
zu treffen. U¨ber die Korrelationsmatrix ließen sich Aussagen u¨ber die numerische
Qualita¨t treffen und Konfidenzintervalle angeben. Außerdem sollte es damit leicht
mo¨glich sein, Informationen daru¨ber zu erlangen, zu welchen Geometrien es noch
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sinnvoll ist, zusa¨tzliche Energiepunkte zu berechnen.
Nachdem dieses Programm fu¨r das vorliegende Butatrien-Kation verwendet wur-
de, wird es mittlerweile auch erfolgreich fu¨r vergleichende Studien an den konischen
Durchschneidungen in Allen und Pentatetraien benutzt [126].
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4. Das Butatrien Kation
In diesem Kapitel mo¨chten wir auf die ab initio Rechnungen, die wir fu¨r das Buta-
trien Kation durchgefu¨hrt haben, na¨her eingehen.
Butatrien (C4H4) ist ein ebenes Moleku¨l mitD2h Symmetrie. Seine Strukturformel
ist zusammen mit dem experimentellen Photoelektronenspektrum in Abbildung 4.1
enthalten. Es besitzt 18 Schwingungsmoden (3N − 6 mit N = 8), welche folgender-
maßen
Γ = 4Ag + Au + 3B2g + 2B3g + 3B1u + 2B2u + 3B3u (4.1)
durch irreduzible Darstellungen klassifiziert werden.
Der elektronische Grundzustand des C4H
+
4 Kations besitzt B2g Symmetrie (X
2B2g
Zustand) wa¨hrend der erste angeregte Zustand des Kations B2u Symmetrie aufweist
(A 2B2u Zustand)
1. Aufgrund der großen Energieseparation zwischen dem na¨chsten
ionischen Zustand (B 2B3u), und den beiden tiefsten Zusta¨nde (X
2B2g und A
2B2u),
ko¨nnen die ho¨her liegenden Zusta¨nde von unseren Rechnungen ausgenommen wer-
den. In Abbildung 4.2 sind die Orbitale dieser beiden tiefsten elektronischen Zusta¨n-
de dargestellt.
Die beiden tiefsten elektronischen Zusta¨nde des Butatrien Kation (X 2B2g und
A 2B2u) werden u¨ber eine Photoionisierung des neutralen Grundzustandes angeregt.
Die bekannte Born–Oppenheimer-Na¨herung kann wegen der vibronischen Kopplung
nicht verwendet werden. In der gewo¨hnlichen (d.h. adiabatischen) Darstellung ge-
schieht die Kopplung u¨ber den Operator der kinetischen Energie; die Kopplungs-
elemente divergieren dann in der konischen Durchschneidung. Aus diesem Grund
benutzen wir einen bereits mehrfach erprobten diabatischen Hamiltonoperator, der
1Bemerkung: In a¨lterer Literatur, wie z.B. in [24], werden diese beiden Zusta¨nde mit B3g und B3u
Symmetrie gekennzeichnet. Der Grund fu¨r diese unterschiedlichen Zuweisungen liegt in einer
anderen Wahl der Haupttra¨gheitsachse begru¨ndet. In dieser Arbeit wa¨hlen wir allerdings die
gegenwa¨rtige Standardnotation.
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Abbildung 4.1.: Experimentelles Photoelektronenspektrum des Butatrien Kations C4H+4 ;
entnommen aus [127]. Die experimentelle Verbreiterung des Spektrums wurde mit
FWHM=0.04 eV [4] abgescha¨tzt. Diese Breite entspricht einer Da¨mpfung von τ ≈ 40
fs. Die Strukturformel des Butatrien Moleku¨ls ist ebenfalls dargestellt.
von Cederbaum et al. [24] (siehe auch Ko¨ppel et al. [4]) erstmals vorgeschlagen wurde
(vgl. Abschnitt 1.7). In der diabatischen Darstellung sind die Elemente des Hamil-
tonoperators schwach variierende Funktionen der Kernkoordinaten; die elektroni-
schen Zusta¨nde werden durch Potentialterme auf den Nebendiagonalen miteinander
gekoppelt.
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Abbildung 4.2.: Die Orbitale der beiden tiefsten elektronischen Zusta¨nde des Butatrien
Kations, X 2B2g (links) und A 2B2u (rechts). Die Schwingungsmode, welche beide Zusta¨nde
linear miteinander koppelt, muss hier Au Symmetrie aufweisen. Das ist die Torsion der
beiden CH2-Gruppen gegeneinander.
4.1. Historische Entwicklung
Das erste Photoelektronenspektrum (Abbildung 4.1) von Butatrien wurde 1974 ge-
messen [127]. In dieser Arbeit beobachteten Brogli et al. eine Struktur im Spektrum,
deren Ursache sie damals nicht verstanden haben. Sie folgerten fa¨lschlicherweise, dass
es sich um ein zusa¨tzliches Elektronenband handeln muss. Um dieses Problem ex-
perimentell zu untersuchen, haben sie die Wasserstoffatome durch Deuterium (D),
Methylgruppen, t-Butylgruppen und durch Fluoratome ersetzt; das zusa¨tzliche Band
trat allerdings nur in Butatrien und seiner deuterierten Form auf. Sie glaubten des-
halb fa¨lschlicherweise, dass der Ursprung dieses – wie sie es nannten – mystery
band [127] ein elektronischer Satellitenzustand sei.
Zwei Jahre spa¨ter berechneten Niessen et al. [128] Ionisierungspotentiale von Buta-
trien. Bis zu einer Ionisierungsenergie von 11 eV fanden sie allerdings nur zwei elek-
tronische Zusta¨nde. Der erste elektronische Satellitenzustand wurde erst bei Ener-
gien jenseits von 15 eV gefunden; aus diesem Grund kann das mystery band keine
Satellitenlinie sein. Die erste Erkla¨rung des Ursprungs des mystery band wurde in ei-
ner Arbeit von Cederbaum et al. [24] im Jahre 1977 gegeben. Sie wendeten ein Modell
eines Hamiltonoperators von Butatrien an, der lineare vibronische Kopplungsterme
enthielt (vgl. Kapitel 1). Mit einem relativ simplen 2-Moden-Modell waren sie in der
Lage zu zeigen, dass das mystery band in der Tat durch eine vibronische Kopplung
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hervorgerufen wird.
Mehr als 20 Jahre spa¨ter erlauben uns neue quantenmechanische Methoden, das
Butatrien Kation mit all seinen 18 Freiheitsgraden zu behandeln. Dabei werden wir
die in Kapitel 2 vorgestellte MCTDH-Methode verwenden.
In dieser Arbeit (Ergebnisse vero¨ffentlicht in [40]) haben wir die Parameter des dia-
batischen vibronischen Hamiltonoperators, wie in Kapitel 3 beschrieben, bestimmt.
Terme bis zur zweiten Ordnung und alle 18 Freiheitsgrade fanden Beru¨cksichtigung.
Anschließend wird dann auf die Propagationsrechnungen, die wir mit dem MCTDH-
Programmpaket [129] durchgefu¨hrt haben, eingegangen.
4.2. Das Modell der vibronischen Kopplung fu¨r das
Butatrien Kation
Bevor wir uns den ab initio Rechnungen zuwenden ko¨nnen, mu¨ssen wir den im
ersten Kapitel eingefu¨hrten vibronischen Hamiltonoperator fu¨r das Butatrien Kation
aufstellen.
Als Kernkoordinaten benutzen wir die dimensionslosen Massen-Frequenz skalier-
ten Normalmoden des Grundzustands. Im Ruhepunkt des neutralen Systems gelte
Q = 0, wobei Q der Vektor aller Normalkoordinaten ist.
Der U¨bersichtlichkeit wegen, werden wir an dieser Stelle den vollsta¨ndigen (dia-
batischen) Hamiltonoperator (1.37) nochmals angeben. Er setzt sich zusammen aus
dem Operator der kinetischen Energie TN(Q) und dem diabatischen Potential, also
Hdia = TN(Q)1 +
18∑
i=1
ω2i
2
(
1 0
0 1
)
Q2i +
(
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0 ²2
)
+
∑
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Tabelle 4.1.: Geometrie des neutralen Butatriens (C4H4) in seinem Grundzustand. Zum
Vergleich sind sowohl Ergebnisse einer a¨lteren Rechnung [127] als auch experimentelle
Resultate [131] angegeben.
Interne Koordinaten unsere MP2 (D95∗∗) STO-3G [127] Experiment
Rechnung [131]
∠ H–C–H 118.341◦ 115.9◦ 116◦
R(C–H) 1.0856 A˚ 1.085 A˚ 1.083 A˚
R(C=C) zentrale Bindung 1.2843 A˚ 1.257 A˚ 1.283 A˚
R(C=C) terminale Bindung 1.3360 A˚ 1.296 A˚ 1.318 A˚
Der zweite Term auf der rechten Seite in Gleichung (4.2) entspricht dem Potenti-
al des neutralen Grundzustands in der harmonischen Na¨herung; die Schwingungen
des neutralen Grundzustandes werden als ungesto¨rte harmonische Oszillatoren be-
handelt. Die ωi bezeichnen die Frequenzen der Schwingungen des neutralen Grund-
zustandes, wa¨hrend die Qi die entsprechenden dimensionslosen Normalkoordinaten
sind. Der na¨chste Term repra¨sentiert die Energie der beiden elektronischen Zusta¨nde
X 2B2g und A
2B2u (ε1 und ε2) am Franck–Condon-Punkt, der mit der Ruhegeome-
trie des neutralen Grundzustandes, Q = 0, identisch ist. Die na¨chsten vier Summen
beschreiben die linearen, bilinearen und quadratischen Kopplungsterme.
4.3. Grundzustandsrechnungen
Zuna¨chst wurde der neutrale Grundzustand des Butatrien Moleku¨ls untersucht. Un-
ser Hauptaugenmerk lag dabei auf der Untersuchung der Normalschwingungen. Die
Berechnung der Grundzustandsgeometrie haben wir u¨ber die zweite sto¨rungstheore-
tische Ordnung der Møller–Plesset-Sto¨rungstheorie (MP2) mit dem Gaussian 94 TM
Programmpaket [83] durchgefu¨hrt. Als Ausgangsbasissystem kam dabei Dunnings
Doppel-Zeta Basis mit Polarisation (D95∗∗) [130] zum Einsatz. Die Geometrie des
Moleku¨ls ist als Einsatz in Abbildung 4.1 dargestellt. Die Bindungsparameter sind
in Tabelle 4.1 aufgelistet. Zum Vergleich sind ab initio Ergebnisse einer Rechnung
basierend auf STO-3G Basisfunktionen [127] und experimentelle Werte [131] in die-
ser Tabelle ebenfalls aufgelistet. Unsere berechneten Werte der Grundzustandsgeo-
metrie liegen nah an den experimentellen Gro¨ßen. Lediglich die Gro¨ßen der C–C
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Tabelle 4.2.: Harmonische Schwingungsfrequenzen (in eV) des Grundzustandes von Buta-
trien: Experimentelle [132] vs. gerechnete Frequenzen mittels MP2 Sto¨rungstheorie. Die
Moden sind in aufsteigender Gro¨ße der MP2 Frequenzen angeordnet. Eine schematische
Beschreibung der Art der Vibration ist ebenfalls angegeben. Die Werte, welche fu¨r die
folgenden Rechnungen benutzt wurden, sind fett gedruckt (siehe Text fu¨r Details). Die
Definitionen der Schwingungen ko¨nnen Tabelle 4.3 entnommen werden
Symmetrie Mode Experiment MP2 Schematische Beschreibung
Ag ν8 0.1089 0.1091 C=C Streckschwingung
(terminal)
ν12 0.1773 0.1775 CH2 Scherenschwingung
ν14 0.2578 0.2675 C=C Streckschwingung
(zentral)
ν15 0.3713 0.3984 C–H Streckschwingung
Au ν5 0.0912 0.0964 Torsion
B2g ν4 0.0290 0.0606 Molekulare Biegung außer-
halb der Ebene
ν7 0.0674 0.1000 CH2 Wackeln
B3g ν3 0.0409 0.0296 Molekulare Biegung in der
Ebene
ν9 0.0822 0.1258 CH2 Schaukeln
ν18 0.3793 0.4119 C–H Streckung
B1u ν11 0.1699 0.1775 CH2 Scherenschwingung
ν13 0.1994 0.2054 C=C Streckschwingung
ν16 0.3712 0.3986 C–H Streckschwingung
B2u ν1 0.0267 0.0250 Biegung in Ebene
ν10 0.1314 0.1302 CH2 Schaukeln
ν17 0.3819 0.4119 C–H Streckschwingung
B3u ν2 ? 0.0264 Molekulare Biegung außer-
halb der Ebene
ν6 0.1059 0.0997 CH2 Wackeln
Bindungsla¨ngen sind deutlich gro¨ßer gegenu¨ber den Werten der STO-3G Rechnung.
Die Schwingungsfrequenzen des Grundzustandes ko¨nnen in Tabelle 4.2 gefunden
werden. Beim Vergleich der experimentellen Werte mit den gerechneten, stellt man
fu¨r die Ag und Au Moden eine sehr gute U¨bereinstimmung fest. Auch die Werte fu¨r
die B1u, B2u und B3u Moden sind in guter U¨bereinstimmung. Lediglich die Werte zu
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den jeweiligen C–H Streckschwingungen weisen gro¨ßere Abweichungen auf. Leider
ist zwischen den B2g und B3g Moden u¨berhaupt keine U¨bereinstimmung zu finden.
Die Ursache ko¨nnte darin liegen, dass die Frequenzen falschen experimentellen Mo-
den zugewiesen wurden. Wir haben versucht bei den folgenden Rechnungen die Zu-
weisungen neu anzuordnen; leider mit nicht zufrieden stellenden Ergebnissen. Neue
experimentelle Resultate sollten deshalb nu¨tzlich sein. Wir waren allerdings in der
Lage, unsere MP2 Rechnungen mittels einer weiteren ab initio Methode (CASSCF)
zu besta¨tigen. Fu¨r die folgenden Rechnungen benutzen wir fu¨r die Ag, Au, B1u,
B2u und B3u Moden die experimentellen Frequenzen. Diese Gro¨ßen sollten den fun-
damentalen (d.h. anharmonischen) Schwingungen besser entsprechen. Fu¨r die B2g
und B3g – außer der C–H Streckmode (ν18) – benutzen wir die berechneten MP2
Frequenzen. Die verwendeten Frequenzen sind in Tabelle 4.2 fett abgedruckt.
4.4. Symmetriebetrachtungen
Wegen der hohen Symmetrie des Butatrien Moleku¨ls ko¨nnen wir die Bereiche u¨ber
die die Summen in (4.2) laufen, einschra¨nken. Im Grundzustand ist das Moleku¨l
planar und besitzt D2h Symmetrie.
G1 sei die Menge der Moden, welche Ag Symmetrie aufweisen:
G1 : Γi ⊂ ΓA, (4.3)
mit Γi als der irreduziblen Darstellung der Normalmoden Qi und ΓA als total symme-
trische Darstellung. Diese Moden sind fu¨r die lineare Koppelung auf der Diagonalen
verantwortlich.
MitG2 ist die Menge aller Paare von Moden bezeichnet, welche bilineare Kopplung
hervorrufen:
G2 : Γi × Γj ⊂ ΓA. (4.4)
Bei G2 handelt es sich somit um Moden von paarweise gleicher Symmetrie.
G3 ist die Menge der Moden, welche fu¨r die lineare Kopplung zwischen den beiden
elektronischen Zusta¨nden, X 2B2g und A
2B2u, sorgen:
G3 : Γi × Γ1 × Γ2 ⊂ ΓA. (4.5)
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Hier sind Γ1 und Γ2 die irreduziblen Darstellungen der elektronischen Zusta¨nde. Im
Falle des Butatrien Moleku¨ls gibt es nur eine einzige Mode, die den elektronischen
Zustand X 2B2g mit dem Zustand A
2B2u koppelt. Diese Mode muss Au-Symmetrie
aufweisen. Beim Butatrien Moleku¨l ist dies gerade die Torsionsmode. Diese Mode
wird auch als lineare interstate Kopplungsmode bezeichnet. Im Kapitel 6 werden
wir das diabatische Potentialmodell fu¨r diese Mode verallgemeinern.
Schließlich ist G4 die Menge aller Paare mit bilinearen Kopplungstermen auf der
Nebendiagonalen des Hamiltonoperators (4.2):
G4 : Γi × Γj × Γ1 × Γ2 ⊂ ΓA. (4.6)
Als Beispiel sei ein Modenpaar mit B2g und B2u Symmetrie aufgefu¨hrt, welche die
beiden elektronischen Zusta¨nde bilinear miteinander koppeln.
Mit den in diesem Abschnitt beschriebenen Symmetrieeigenschaften reduziert sich
die Anzahl der Parameter im Hamiltonoperator (4.2) auf insgesamt 79 (18 Schwin-
gungsfrequenzen des Grundzustandes, zwei vertikale Energien, acht zur Gruppe G1
geho¨renden intrastate Kopplungskonstanten auf der Diagonalen, eine lineare inter-
state Kopplungskonstante auf der Nebendiagonalen – zu G3 geho¨rend, 34 bilineare
zu G2 geho¨rende intrastate Kopplungsterme auf der Diagonalen und 16 bilineare int-
erstate Kopplungskonstanten auf der Nebendiagonalen, welche zur Gruppe G4 geho¨-
ren). Der Hamiltonoperator (4.2) kann jetzt mit dem a¨lteren Modell von Cederbaum
et al., bei dem lediglich zwei lineare Schwingungsmoden beru¨cksichtigt sind, vergli-
chen werden. Die verwendeten Moden in diesem linearen 2-Moden Modell sind die
koppelnde Torsionsmode mit Au Symmetrie (Mode 5) und eine total symmetrische
Mode mit Ag Symmetrie (Mode 14). Da nur lineare Kopplung beru¨cksichtigt wurde,
besteht dieses Modell aus sieben Parametern. Trotz seiner Einfachheit war dieses
Modell in der Lage, sowohl den Ursprung des mystery bands zu erkla¨ren als auch
die wesentlichen Bestandteile des Spektrums zu beschreiben. Allerdings war es not-
wendig die aus ab initio Rechnungen gewonnenen Parameter signifikant anzupassen,
um das experimentelle Spektrum reproduzieren zu ko¨nnen.
Abschließend sei noch bemerkt, dass die Kopplungskonstanten auf der Diago-
nalen als intrastate Kopplungskonstanten bezeichnet werden; die dazugeho¨renden
Normalmoden werden entsprechend als Tuning Moden bezeichnet [4]. Es sollte an
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dieser Stelle deutlich gemacht werden, dass alle 18 Moden im vollsta¨ndig quadra-
tischen Hamiltonian (4.2) auftauchen und zur Dynamik des Systems beitragen. In
Tabelle 4.3 sind alle Schwingungsmoden detailliert dargestellt und beschrieben. In
den Schnitten entlang der Schwingungsmoden erkennt man insbesondere fu¨r alle
Moden, die lineare Beitra¨ge liefern, die gute U¨bereinstimmung zwischen den gerech-
neten Energiepunkten und dem Potentialmodell. Lediglich die koppelnde Au Mode
bildet hier eine Ausnahme. Mit wachsendem Abstand vom Franck–Condon-Punkt
wird die Diskrepanz zwischen Energiepunkten der ab initio Rechnungen und dem
Potentialmodell immer gro¨ßer. Der Grund liegt darin, dass die zugeho¨rende Kopp-
lungskonstante (λ5) nicht u¨ber das LSF-Verfahren bestimmt wurde, sondern auf
einen festen Wert gesetzt wurde. Die Begru¨ndung dafu¨r wird im na¨chsten Kapitel
gegeben.
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Tabelle 4.3.: Die Schwingungsmoden von Butatrien. In der
linken Spalte befinden sich schematische Darstellungen der
jeweiligen Schwingung. In der mittleren Spalte ist ein Schnitt
entlang der beiden elektronischen Potentialfla¨chen abgebil-
det; darin enthalten sind die mittels ab initio Rechnungen er-
mittelten Energiepunkte, die in die Fitrechnung Eingang ge-
nommen haben und auf einem Schnitt entlang dieser Moden
liegen. In der dritten Spalte wird die Symmetrie der Schwin-
gungsmode klassifiziert und na¨her beschrieben.
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Schwingungsmoden– Fortsetzung
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Schwingungsmoden– Fortsetzung
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Schwingungsmoden– Fortsetzung
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4.5. Ab initio Rechnungen der
Potentialenergiefla¨chen
Zur Bestimmung der beiden Potentialenergiefla¨chen des Kations benutzten wir die
outer-valence Green’s function (OVGF) Methode [133] wie sie im Gaussian 94 TM
Programmpaket [83] implementiert ist. Die gleiche Basis wie fu¨r den neutralen
Grundzustand kam zur Anwendung. Der numerische Aufwand war gering: auf ei-
nem DEC ALPHA Rechner mit 500 MHz Prozessor beno¨tigte eine Rechnung etwa
90 Sekunden fu¨r einen Geometriepunkt auf beiden Potentialfla¨chen. Insgesamt wur-
den 1150 Energiepunkte auf jeweils beiden Fla¨chen berechnet.
Am Franck–Condon-Punkt, Q = 0, errechneten wir Energiewerte von ²1 = 8.8914
eV und ²2 = 9.4554 eV, was eine vertikale Energielu¨cke von ∆0 = 0.5641 eV ergibt.
Wegen der unvollsta¨ndigen Behandlung der Elektronenkorrelationen in der OVGF
Methode sind die absoluten Energiewerte mit einem Fehler behaftet. Dieser Fehler
wird fu¨r beide Zusta¨nde in etwa gleich groß sein. Seine Bedeutung fu¨r die Energie-
lu¨cke, die die eigentlich charakteristische Gro¨ße im vibronischen Hamiltonoperator
ist, sollte deshalb nicht von signifikanter Bedeutung sein. Aus dem experimentellen
Spektrum kann man approximative Werte fu¨r die Energielu¨cke am Franck–Condon-
Punkt angeben. Zum Beispiel kann man den Energieabstand der beiden ho¨chsten
Ausschla¨ge im Spektrum nehmen. Man findet: ²1,exp = 9.30 eV, ²2,exp = 9.98 eV
und ∆exp = 0.68 [127]. Allerdings sind diese Werte dem experimentellen Spektrum
entnommen, welches den Einfluss der nuklearen Bewegung entha¨lt. Daher sind die-
se Werte nur eine sehr grobe Na¨herung der Energielu¨cke des starren Moleku¨ls. Es
ist bekannt, dass die Dynamik in der Na¨he der konischen Durchschneidung sensitiv
auf diese Energielu¨cke reagiert. Deshalb muss bei einer mo¨glichen Anpassung dieser
Gro¨ße ho¨chste Sorgfalt aufgewendet werden. Weiter unten werden wir sehen, dass
eine sorgfa¨ltige Anpassungen der Lu¨cke zu einem Wert fu¨hrt, der sehr nahe am ab
initio Wert liegt. In Abbildung 4.3 sind die beiden diabatischen Potentialfla¨chen in
Abha¨ngigkeit der beiden dominantesten Schwingungsmoden (vgl. spa¨ter Abschnitt
7.1) abgebildet. Abbildung 4.3(a) zeigt die diabatischen Potentialfla¨chen ohne vibro-
nische Kopplung. In Abbildung 4.3(b) wird der Effekt der vibronischen Kopplung
deutlich: die untere Potentialkurve verbreitert sich und wird zu einem Doppelwall.
Die beiden Fla¨chen beru¨hren sich in einem Punkt, der konischen Durchschneidung.
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Abbildung 4.3.: Die Potentialfla¨chen der beiden elektronischen Zusta¨nde des Butatrien
Kations. (a) Ohne vibronische Kopplung zwischen den beiden elektronischen Zusta¨nden..
(b) Unter Einschluss vibronischer Kopplung. Qu stellt die anti-symmetrische Au Mode (ν5)
und Qg die symmetrische ν14 Mode (zentrale C–C-Schwingung). Die Grafik basiert auf den
Parametern des 2-Moden-Modells von Cederbaum et al. [24] und ist [85] entnommen.
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5. Resultate der
MCTDH-Rechnungen
In diesem Kapitel werden wir ausfu¨hrlich auf die Resultate des in Kapitel 3 vorge-
stellten Fitalgorithmus’ eingehen. Wie dort bereits erwa¨hnt wurde, liegt einer der
Vorteile dieser Methode darin, einen beliebig komplexen Modellansatz fu¨r das Po-
tential wa¨hlen zu ko¨nnen. Wir betrachteten drei unterschiedliche Modelle. Begonnen
haben wir mit einem linearen Modell, bei dem nur fu¨nf Schwingungsmoden in die Dy-
namik involviert sind. Dieses Potentialmodell bildete die Grundlage einer 5-Moden
Propagationsrechnung mit der MCTDH-Methode. Sukzessive wurde dieses Poten-
tialmodell um bilineare und quadratische Terme erweitert, um dann letztlich mit
MCTDH eine Propagation unter Einschluss aller 18 Moden rechnen zu ko¨nnen. Die
Ergebnisse der Propagationsrechnungen (wie z.B. Spektren, Autokorrelationen und
Zustandsbesetzungen) der unterschiedlichen Potentialmodelle werden intensiv stu-
diert und untereinander verglichen. Alle Rechnungen basieren auf denen im vorigen
Kapitel dargestellten ab initio Daten.
Da die MCTDH-Methode nicht auf Normalkoordinaten angewiesen ist, werden
wir im na¨chsten Kapitel zusa¨tzlich ein System betrachten, bei der die koppelnde
Torsionsmode u¨ber den Torsionswinkel direkt parametrisiert wird. In diesem Modell
haben wir uns ausschließlich auf lineare Terme beschra¨nkt. Dieses Modell werden
wir in Kapitel 6 vorstellen.
5.1. Die numerische Umsetzung des Experimentes
Zuna¨chst mo¨chten wir uns der numerischen Umsetzung des Prozesses der Photoio-
nisierung widmen. Wir unterstellen dabei, dass die Photoionisierung vom Grund-
zustand des neutralen C4H4 Moleku¨ls aus geschieht. Den neutralen Grundzustand
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Abbildung 5.1.: Schematische Darstellung
der numerischen Umsetzung der Photoioni-
sierung des neutralen C4 H4 Moleku¨ls in eine
der beiden untersten (adiabatischen) Poten-
tialfla¨chen des C4H+4 Kations. Details siehe
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na¨hern wir durch ein harmonisches Potential mit den Frequenzen aus Tabelle 4.2
an. Die Wellenfunktion des neutralen Grundzustands ist somit identisch zu einer
Gaußfunktion, deren charakteristische Parameter – wie Breite und Lage – bekannt
sind.
Durch die Photoionisierung wird ein Elektron entfernt und das Moleku¨l geht ent-
weder in den Zustand X 2B2g oder A
2B2u u¨ber (ho¨here Zusta¨nde finden innerhalb
dieser Arbeit keine Beru¨cksichtigung; vgl. Bemerkungen zu Beginn von Kapitel 4).
Der Ionisierungsprozess findet auf einer sehr kurzen Zeitskala statt. Wir benutzen
deshalb die Condon-Na¨herung, die besagt, dass die Anregung in die (beiden) elek-
tronischen Zusta¨nde vertikal geschieht (entspricht den beiden vertikalen Pfeilen in
Abbildung 5.1). Der Ionisierungsprozess hat also zuna¨chst keinerlei Auswirkungen
auf die Kerngeometrie. Diesen Anregungsmechanismus setzen wir numerisch um,
indem wir die Wellenfunktion des Grundzustandes (Gaußfunktion) am Punkt Q0
auf jeweils eine elektronische Fla¨che des Kations setzen und numerisch mit dem
MCTDH-Verfahren propagieren. In Abbildung 5.1 ist der ganze Anregungsmecha-
nismus schematisch dargestellt.
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5.2. Spektren und Autokorrelationen
Im Fokus unserer Betrachtung liegt die Autokorrelationsfunktion und das daraus
resultierende Spektrum. Unser Wunsch ist die bestmo¨gliche U¨bereinstimmung zwi-
schen dem berechneten und dem experimentell gemessenen Spektrum unter Verwen-
dung eines mo¨glichst realistischen Potentialmodells. Indem wir unseren entwickelten
Fit-Algorithmus verwendet haben, konnten wir das Butatrien Moleku¨l in verschie-
denen Schritten behandeln. Wir stellen hier zuna¨chst den ersten Schritt dar, bei
dem der Modellhamiltonoperator auf die Schwingungsmoden reduziert ist, welche
nur lineare Beitra¨ge liefern (d.h. die vier Ag und die eine koppelnde Au Mode).
In weiteren Schritten haben wir dann sukzessive diesen linearen 5-Moden-Modell-
hamiltonoperator bis zum vollen 18-Moden-Hamiltonoperator mit allen bilinearen
und quadratischen Termen erweitert.
5.2.1. Das lineare 5-Moden Modell
Um die linearen Parameter des vibronisch gekoppelten Hamiltonoperators zu be-
stimmen, haben wir ab initio Daten fu¨r Punkte entlang aller symmetrischen (Ag
Symmetrie) Moden und der koppelnden Au Mode berechnet. Diese Energiepunkte
genu¨gen, um die linearen intrastate Konstanten (κ
(1,2)
i , i = 8, 12, 14, 15) und die
lineare vibronische Kopplungskonstante (λ5) zu berechnen. Diese fu¨nf Konstanten
(zusammen mit den Grundzustandsfrequenzen und Energien den E1 und E2 am
Franck–Condon-Punkt) genu¨gen zur Beschreibung des linearen 5-Moden-Hamilton-
operators. Fu¨r dieses lineare Modell genu¨gt es, in Gleichung (1.37) nur die Summen
u¨ber G1 und G3 zu beru¨cksichtigen.
Anschließend haben wir mit unserem Fit-Algorithmus die Parameter berechnet
und daraus nach einer MCTDH-Propagationsrechnung das Photoelektronenspek-
trum abgeleitet und mit dem Experiment verglichen. Wir haben solange ab initio
Energiepunkte berechnet (und somit die Qualita¨t des Fittes verbessert) bis wir ei-
ne ausreichende U¨bereinstimmung zwischen dem berechneten und dem gemessenen
Spektrum erreicht hatten. Gleichzeitig haben wir auch die Gewichte α und β in
Gleichung (3.2) variiert; wir fanden heraus, dass α = 10 und β = 1 ein geeignetes
Wertepaar darstellt. Wa¨hrend den weiteren Untersuchungen stellten wir fest, dass
die Wahl dieser Gewichte das Ergebnis stark beeinflusst. Die Wahl dieser Konstanten
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sollte deshalb mit gro¨ßter Umsicht erfolgen. Eine bessere Wahl der Gewichtsfunktio-
nen in Gleichung (3.2) ko¨nnte zu besseren Ergebnissen fu¨hren; diese Untersuchung
soll aber zuku¨nftigen Studien vorbehalten sein.
Wa¨hrend der sukzessiven Berechnung der Kopplungskonstanten und der damit
einher gehenden Verbesserung des Spektrums, erkannten wir, dass die verschiede-
nen Parameter des vibronisch gekoppelten Hamiltonoperators das Endergebnis un-
terschiedlich stark beeinflussen. So stellten wir fest, dass die vertikale Energielu¨cke
(∆ = ²2 − ²2) und der lineare Kopplungsparameter λ5 das Aussehen des Spek-
trums sehr stark dominieren. Da wir natu¨rlich nicht erwarten ko¨nnen, dass die ab
initio Daten ohne Fehler sind, erscheint es akzeptabel die Energielu¨cke ∆ und die
die Kopplungskonstante λ5 zu adjustieren. Diese Adjustierung wurde nach jedem
Fit durchgefu¨hrt und ermo¨glichte es erst, eine zufrieden stellende U¨bereinstimmung
zwischen gerechneten und gemessenen Spektrum herzustellen. Das Spektrum wurde
berechnet aus der Fouriertransformation (1.55) der Autokorrelationsfunktion.
Fu¨r die Energielu¨cke fanden wir heraus, dass ∆ = 0.5441 eV ein dem experimen-
tellen Spektrum besser u¨bereinstimmendes Spektrum liefert, als der urspru¨ngliche
Wert von ∆0 = 0.5641 eV der ab initio Daten. Es ist klar, dass die Verringerung
um 0.02 eV keine signifikante A¨nderung darstellt. Entsprechend dieser Anpassung
vera¨nderten wir die entsprechenden Energiewerte zu ²1 = 8.9014 eV und ²2 = 9.4455
eV.
Die Notwendigkeit den einen linearen Kopplungsparameter anzupassen erscheint
plausibel: dieser Parameter beeinflusst einerseits durch die Einfu¨hrung von Anhar-
monizita¨t die Gestalt der adiabatischen Potentialfla¨che sehr stark und andererseits
bestimmt er die nicht-adiabatische Kopplung zwischen den beiden Potentialfla¨chen.
Die dazugeho¨rende Mode entspricht einer Torsion der beiden CH2 Gruppen (ge-
nauer: eine anti-symmetrische Rotation der zwei CH2 Gruppen um die Kohlenstoff-
Kohlenstoff-Achse). Ein Modellansatz mit periodischen Funktionen sollte daher die
Kopplung besser beschreiben als unser polynomialer Ansatz. Genau dies werden
wir im Abschnitt 6 na¨her untersuchen. Fu¨r die Kopplungskonstante λ5 auf der Au-
ßerdiagonalen errechneten wir zuna¨chst den ab initio Wert λ5 = 0.2324 eV. Als
angepassten Wert fanden wir λ5 = 0.2880 eV als die Gro¨ße, welche beste U¨berein-
stimmung mit dem experimentellen Spektrum lieferte.
In Anbetracht der Komplexita¨t des Problems sind unsere Anpassungen a¨ußerst
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Tabelle 5.1.: Die vertikalen Energien ²1 und ²2 und alle linearen VC Konstanten (in eV).
Tabelliert sind die endgu¨ltigen Werte des Fitalgorithmus’ fu¨r das lineare 5-Moden-Modell
(vgl. Unterabschnitt 5.2.1), ein bilineares 15-Moden-Modell (Unterabschnitt 5.2.2) und
des vollen 18-Moden-Modells unter Einschluss aller bilinearen und quadratischen Kopp-
lungskonstanten (Unterabschnitt 5.2.3). Zum Vergleich sind Werte des linearen 2-Moden-
Modells von Cederbaum et al. [4] und Werte aus Referenz [24] angegeben. Der zu Grun-
de liegende vibronisch gekoppelte Hamiltonoperator ist gegeben in Gleichnung (4.2). Die
linearen intrastate-Konstanten κ(s)i wurden durch einen Fit an die ab initio Daten gewon-
nen. Die ab initio interstate-Kopplungskonstante λ und die Energielu¨cke ∆ wurden – wie
in Unterabschnitt 5.2.1 beschrieben – leicht angepasst. Die Energiesumme ²1 + ²2 ist irre-
levant fu¨r das Spektrum; sie wurde lediglich angepasst, um die absolute Energieposition
des experimentellen Spektrums zu reproduzieren.
lineares bilineares volles 18- lineares 2- Hartree-
5-Moden- 14-Moden- Moden-Mo- Moden- Fock-Rech-
Modell Modell dell Modell [4] nung [24]
²1 9.4114 9.4614 9.2887 9.45 9.00
²2 9.9555 10.0055 9.8328 9.85 10.31
∆ = ²2 − ²1 0.5441 0.5441 0.5441 0.40 1.31
κ
(1)
8 -0.0531 -0.0532 -0.0533 -0.04
κ
(2)
8 -0.0594 -0.0598 -0.0606 -0.03
κ
(1)
12 0.0115 0.0128 0.0141 0.02
κ
(2)
12 0.0100 0.0090 0.0089 0.01
κ
(1)
14 -0.1628 -0.1625 -0.1625 -0.212 -0.26
κ
(2)
14 0.3422 0.3401 0.3576 0.255 0.29
κ
(1)
15 -0.0403 -0.0372 -0.0380 -0.04
κ
(2)
15 0.0321 0.0293 0.0314 0.07
λ 0.2880 0.2750 0.2770 0.318 0.26
moderat. Fu¨r die linearen Kopplungskonstanten κ
(s)
i (s = 1, 2; i = 8, 12, 14, 15) auf
der Hauptdiagonalen waren u¨berhaupt keine Anpassungen no¨tig. Dies unterstreicht
die hohe Qualita¨t unserer berechneten ab initio Daten. Alle diese Werte sind in
Tabelle 5.1 aufgelistet. Zum Vergleich sind in Tabelle 5.1 die Parameter aus [4,24,25]
ebenfalls mit angegeben. Eine weitere Diskussion der Resultate findet man auch im
Abschnitt 7.1.
Um die Abha¨ngigkeit zwischen den berechneten ab initio Punkten und der Po-
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Abbildung 5.2.: Das berechnete Photoelektronenspektrum von Butatrien (durchgezogene
Linien). Links: unsere 5-Moden Rechnung mit einer Da¨mpfung von τ = 50 fs. Rechts: zum
Vergleich das aus dem 2-Moden Modell von Cederbaum et al. berechnete Spektrum. Das
experimentelle Spektrum aus Abbildung 4.1 ist gepunktet abgebildet.
tentialenergiefla¨che, welche sich aus den linearen vibronisch gekoppelten Hamilton-
operator mit den in Tabelle 5.1 angegebenen Werten ergibt, wollen wir den Schnitt
entlang der ν14-Mode (C = C Streckschwingung) exemplarisch na¨her betrachten.
In Abbildung 4.3 sind die Schnitte entlang aller Moden zusammen mit gerechne-
ten Energiepunkten dargestellt. Es zeigt sich, dass das lineare vibronisch gekoppelte
Modell in der Lage ist die ab initio Daten u¨ber einen erstaunlich großen Bereich
entlang der Koordinate Q14 korrekt darzustellen. Man beachte, dass die Nullpunkts-
Amplitude des Grundzustandes durch |Q14| ≤ 1 aufgespannt wird und das lineare
vibronisch gekoppelte Modell die Region um die konische Durchschneidung sehr gut
beschreibt. Der letzte Punkt ist essentiell fu¨r eine gute Beschreibung der Kerndyna-
mik in den ab initio Rechnungen (vgl. Abschnitt 7.1).
Mit den Parametern aus Tabelle 5.1 berechneten wir das Photoelektronenspek-
trum von Butatrien im linearen vibronisch gekoppelten Ansatz. In Anbetracht der
Tatsache, dass wir ein a¨hnlich verbreitertes Spektrum wie das experimentelle (darge-
stellt in Abbildung 4.1) erhalten wollen, haben wir eine pha¨nomenologische Da¨mp-
fung mit τ = 50 fs benutzt (vgl. Kapitel 1.8). Mit Gleichung (1.55) und Propagation
bis zur Zeit t = 100 fs ergibt sich dann wegen der Gleichung (1.57) die Autokorrela-
tion C(t) bis t = 200 fs. Das dadurch errechnete Spektrum ist in Abbildung 5.2 dar-
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Abbildung 5.3.: Die beiden Teile des Photoelektronenspektrums, aus denen sich das ge-
samte Photoelektronenspektrum zusammensetzt. Links: Anfangswellenfunktion im tiefsten
elektronischen Zustand (X2B2g Zustand). Rechts: Anfangswellenfunktion im na¨chstho¨-
heren Zustand (A2B2u Zustand). Die Summe dieser beiden Teilspektren entspricht dem
linken Spektrum in Abbildung 5.2
gestellt. Im Vergleich zum alten 2-Moden-Modell sind in unserem Spektrum die bei-
den gro¨ßten Peaks fast genau so groß wie die entsprechenden Peaks des gemessenen
Spektrums. Das Mystery-Band liegt in unserer Rechnung allerdings unterhalb des
experimentellen Spektrums, wohingegen beim 2-Moden-Modell das Mystery-Band
eine a¨hnlich hohe Intensita¨t wie im Experiment aufweist.
In Abschnitt 1.8 wiesen wir darauf hin, dass sich das Spektrum aus zwei Teilen
zusammensetzt. Experimentell wurden diese beiden Teile nicht einzeln gemessen.
An dieser Stelle wollen wir aber dennoch diese beiden Teile auch getrennt zeigen.
Das linke Spektrum in Abbildung 5.3 ist der Teil des Spektrums, welches aus der
Ionisierung in den unteren elektronischen Zustand (X 2B2g) entsteht. Rechts in Ab-
bildung 5.3 finden wir den oberen Teil des Spektrum, bei dem die Propagation im
oberen elektronischen Zustand (A 2B2u) startet. Es ist deutlich erkennbar, dass die
Dreizackstruktur im Gesamtspektrum ausschließlich von der Dynamik auf der un-
teren Fla¨che herru¨hrt, wa¨hrend die Spitze bei E ≈ 10 eV aus der Dynamik auf der
oberen Energiefla¨che resultiert. Das Mystery-Band setzt sich dagegen aus beiden
Teilspektren gleichermaßen zusammen.
Fu¨r die Dynamik und das Spektrum ist ebenfalls unerheblich, dass wir das ge-
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Abbildung 5.4.: Photoelektronenspektrum
mit bilinearen Termen auf der Außerdiago-
nalen (durchgezogene Linie); 15 Moden tra-
gen bei. Auch hier ist wieder zum Vergleich
das gemessene Spektrum aus Abbildung 4.1
gepunktet mit eingezeichnet.
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samte Spektrum entlang der Energieachse verschoben haben, um es mit dem ex-
perimentellen in U¨bereinstimmung zu bringen. Diese Verschiebung gibt Aufschluss
u¨ber fehlende Elektronen-Korrelationsenergie in den ab initio Rechnungen. Fu¨r das
lineare 5-Moden-Modell erhalten wir δ[(²1 + ²2)/2] = −0.51 eV. Die Autokorrelati-
on und die Besetzungen der elektronischen Zusta¨nde als Funktion der Zeit sind in
den Abbildungen 5.7, 5.8, 5.9 und 5.10 dargestellt. Diese Abbildungen werden im
Unterabschnitt 5.2.4 noch ausfu¨hrlich diskutiert.
5.2.2. Bilineares 15-Moden-Modell
Als na¨chsten Schritt haben wir den Hamiltonoperator um bilineare Terme auf der
Gegendiagonalen erweitert. Aus Symmetriegru¨nden fu¨hrt dies dazu, dass nun 15
Moden in die Dynamik involviert sind. Die Summen in Gleichung (1.37) sind u¨ber
G1, G3 und G4 auszufu¨hren.
Das damit gewonnene Spektrum ist in Abbildung 5.4 dargestellt. Das Spektrum
wurde hier um die fehlende Elektronen-Korrelationsenergie von δ[(²1 + ²2)/2] =
−0.56 eV verschoben. Die linearen Kopplungskonstanten finden sich in Tabelle 5.1
und die zusa¨tzlichen bilinearen Parameter in Tabelle 5.2. Im Vergleich zum linearen
Spektrum des vorigen Abschnitts sind keine nennenswerten Unterschiede erkennbar.
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5.2.3. Vollsta¨ndig quadratisches und bilineares
18-Moden-Modell
Abschließend haben wir das vollsta¨ndige Modell mit allen 18 Freiheitsgraden na¨her
untersucht. In unserem Modellhamiltonoperator (1.37) mu¨ssen nun alle Summen
beru¨cksichtigt werden. Um die bilinearen und quadratischen Kopplungskonstanten
auf der Diagonalen zu erhalten, wurden zusa¨tzliche ab initio Rechnungen im G2
Unterraum durchgefu¨hrt. Fu¨r alle κ
(s)
i (s = 1, 2; i = 8, 12, 14, 15) und λ5 wurde
der Fit durchgefu¨hrt, wobei gleichzeitig die quadratischen und bilinearen Kopplun-
gen γ
(s)
i,j (s = 1, 2) und µi,j in den zu fittenden Datensatz eingefu¨gt wurden. Auch
hier war wieder eine Modifikation der linearen off-diagonalen Kopplungsgro¨ße λ5
notwendig, um das gerechnete Spektrum mit dem experimentellen Resultat in gute
U¨bereinstimmung zu bringen.
Unsere ersten Studien fu¨hrten allerdings zuna¨chst zu unbefriedigenden Ergebnis-
sen. Erga¨nzende Untersuchungen brachten hervor, dass die on-diagonal quadrati-
schen Kopplungskonstanten γ
(s)
5,5 (s = 1, 2) fu¨r diese Unstimmigkeit verantwortlich
sind. Aus diesem Grund entschieden wir uns, diese Parameter zu vernachla¨ssigen und
auf Null zu setzen. Im Hamiltonoperator muss eine Balance zwischen den verschie-
denen Kopplungen und dem Teil, der die Potentialfla¨che des Grundzustandes des
Systems beschreibt (welche in unserem Modell eine harmonische Form aufweist),
herrschen. Die Kopplungen beschreiben die Potentiala¨nderungen wa¨hrend des Io-
nisierungsprozesses. Verbessert man diese Beschreibung durch Erweiterung des li-
Tabelle 5.2.: Die zusa¨tzlichen bilinearen VC Kopplungskonstanten (in eV) der Neben-
diagonalen des 15-Moden Modells. Berechnet mit den Least-Square Fits an die ab initio
Daten.
Au × Ag Moden ν8 ν12 ν14 ν15
µi,,j ν5 -0.0019 0.0069 -0.0137 -0.0104
B2g ×B2u Moden ν1 ν10 ν17
µi,j ν4 -0.0141 0.0127 0.0133
ν7 -0.0198 0.0104 0.0199
B3u ×B3g Moden ν3 ν9 ν18
µi,j ν2 0.0093 0.0142 -0.0004
ν6 0.0103 -0.0100 -0.0140
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Tabelle 5.3.: Die bilinearen vibronischen Kopplungskonstanten (in eV) der Nebendiago-
nalen berechnet mit den Least-Square-Fits an die ab initio Daten.
Au × Ag Moden ν8 ν12 ν14 ν15
µi,,j ν5 -0.0022 0.0074 -0.0129 -0.0102
B2g ×B2u Moden ν1 ν10 ν17
µi,j ν4 -0.0027 0.0172 0.0086
ν7 -0.0046 0.0100 0.0188
B3u ×B3g Moden ν3 ν9 ν18
µi,j ν2 0.0022 0.0162 -0.0008
ν6 0.0155 -0.0018 -0.0023
nearen Modells, zum Beispiel durch Hinzunahme quadratischer Terme, wird eine
verbesserte Beschreibung des Grundzustandes jenseits der harmonischen Na¨herung
erforderlich (weitere Ausfu¨hrungen in Abschnitt 6).
Die endgu¨ltigen linearen, bilinearen und quadratischen on-diagonal Kopplungs-
konstanten sind in den Tabellen 5.1, 5.3 und 5.4 aufgelistet. Mit diesen Werten
haben wir das in Abb. 5.5 dargestellte Photoelektronenspektrum berechnet. Die
U¨bereinstimmung mit dem experimentellen Spektrum ist jetzt sehr gut.
Auch hier haben wir wieder das gesamte Spektrum an seine korrekte Position ver-
schoben. Die Gro¨ße dieser Verschiebung zeigt an, dass eine Elektronen-Korrelations-
energie von δ[(²1 + ²2)/2] = −0.39 eV in den OVGF Rechnungen fehlt. Diese be-
Abbildung 5.5.: Das Spektrum des
vollsta¨ndigen 18-Moden-Modells
unter Beru¨cksichtigung aller Po-
tentialparameter (durchgezogene
Linie). Die pha¨nomenologische
Verbreiterung benutzt τ = 55 fs.
Wiederum ist hier das gemesse-
ne Spektrum aus Abbildung 4.1
zum Vergleich mit eingezeichnet
(gepunktete Linie).
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Abbildung 5.6.: Hochaufgelo¨stes
Spektrum des vollsta¨ndigen 18-
Moden-Modells. Dieses Spektrum
wurde aus der selben Autokorrela-
tion wie das Spektrum in Abb. 5.5
errechnet; hier wurde allerdings auf
eine pha¨nomenologische Verbreite-
rung verzichtet.
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merkenswerte Differenz zum entsprechenden Wert des linearen Modells resultiert
aus der Einbeziehung der quadratischen on-diagonalen Kopplungskonstanten. Diese
Terme verbessern die Beschreibung der (harmonischen) Nullpunktschwingungen der
beiden elektronischen Zusta¨nde und verbessern somit die energetische Position des
gesamten Spektrums.
Um das Spektrum in Einklang mit dem experimentellen Ergebnis zu bringen, ist
ebenfalls eine zusa¨tzliche Da¨mpfung notwendig. Wegen der ho¨heren Liniendichte,
welche aus der gro¨ßeren Anzahl der in die Dynamik involvierten Moden resultiert,
schwa¨cht sich diese Da¨mpfung im Vergleich zum linearen Modell etwas ab. Wir beno¨-
tigen, wenn alle 18 Moden beru¨cksichtigt werden, eine Da¨mpfung von τ = 55 fs. Die
U¨bereinstimmung zwischen dem berechneten Spektrum und dem experimentellen
ist hier sehr gut.
Im Vergleich zum linearen 5-Moden-Modell (Abbildung 5.2, links) lassen sich ei-
nige signifikante Verbesserungen gegenu¨ber den experimentellen Daten feststellen.
Im Bereich ho¨herer Energie des Spektrums ist eine bessere U¨bereinstimmung mit
dem experimentellen Spektrum feststellbar. Auch der mittlere Energiebereich – das
Mystery-Band – weist eine deutlich ausgepra¨gtere U¨bereinstimmung zum Experi-
ment auf. Die Hinzunahme der bilinearen und quadratischen Kopplungsterme bringt
somit eine sichtbare Verbesserung der Resultate mit sich.
Lassen wir die pha¨nomenologische Da¨mpfung, welche die experimentelle Linien-
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breite simuliert, ga¨nzlich weg, zeichnen sich mehr spektrale Details ab und Effekte,
basierend auf den zusa¨tzlichen Moden, ko¨nnen beobachtet werden. In Abbildung 5.6
ist dieses 18 Moden Spektrum ohne Da¨mpfung dargestellt (vgl. Gleichung (1.62)).
Wegen der endlichen Propagationszeit und der Gewichtung mit dem cos2 Term (sie-
he Gleichung (1.59)), wird das Linienspektrum trotzdem mit einer Fensterfunktion
gefaltet. Die Fensterfunktion weist eine Breite von 20 meV beim halben Maximum
(FWHM, full width at half maximum) auf.
Die Autokorrelationsfunktionen und die Besetzungen der beiden elektronischen
Zusta¨nde sind als Funktionen der Zeit in den Abbildungen 5.7, 5.8, 5.9 und 5.10
dargestellt. In Abschnitt 5.2.4 werden diese Gro¨ßen mit denen des linearen 5-Moden-
Modells und des bilinearen 15-Moden-Modells verglichen.
Tabelle 5.4.: Bilineare und quadratische Kopplungskonstan-
ten auf der Diagonalen des Hamiltonoperators (in eV) der bei-
den diabatischen B2g und B2u Potentialfla¨chen von Butatri-
en (vgl. Gleichung (1.37)). Diese Werte wurden durch Least-
Square Fits an die ab initio Werte berechnet. Der Parameter
γ
(s)
5,5 (s = 1, 2) wurde auf Null gesetzt (siehe Text in Unterab-
schnitt 5.2.3). Diese Parameter entsprechen den Koeffizienten
der Summe u¨ber G2 in Gleichung (1.37).
Ag Moden ν8 ν12 ν14 ν15
γ
(1)
i,j ν8 0.0024 -0.0001 -0.0046 -0.0036
ν12 0.0163 0.0010 0.0024
ν14 0.0002 -0.0024
ν15 0.0180
γ
(2)
i,j ν8 0.0058 0.0022 0.0018 -0.0035
ν12 0.0023 0.0038 0.0016
ν14 0.0238 0.0062
ν15 0.0215
Fortsetzung auf der na¨chsten Seite
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Bilineare und quadratische Kopplungskonstanten – Fortset-
zung
Au Mode ν5
γ
(1)
i,j ν5 0.0000
γ
(2)
i,j ν5 0.0000
B2g Moden ν4 ν7
γ
(1)
i,j ν4 0.0285 -0.0102
ν7 0.0648
γ
(2)
i,j ν4 0.0862 -0.0004
ν7 0.0405
B3g Moden ν3 ν9 ν18
γ
(1)
i,j ν3 0.0616 0.0046 0.0011
ν9 0.0185 -0.0037
ν18 -0.0148
γ
(2)
i,j ν3 0.0617 -0.0140 0.0041
ν9 -0.0032 0.0022
ν18 -0.0111
B1u Moden ν11 ν13 ν16
γ
(1)
i,j ν11 -0.0076 -0.0085 0.0027
ν13 -0.0092 -0.0009
ν16 -0.0067
γ
(2)
i,j ν11 0.0144 -0.0001 0.0025
ν13 0.0134 0.0028
ν16 0.0159
Fortsetzung auf der na¨chsten Seite
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Bilineare und quadratische Kopplungskonstanten – Fortset-
zung
B2u Moden ν1 ν10 ν17
γ
(1)
i,j ν1 0.0365 0.0076 -0.0011
ν10 0.0120 0.0001
ν17 -0.0110
γ
(2)
i,j ν1 0.0545 -0.0055 0.0013
ν10 -0.0091 0.0052
ν17 -0.0080
B3u Moden ν2 ν6
γ
(1)
i,j ν2 0.0194 -0.0031
ν6 0.0604
γ
(2)
i,j ν2 0.0415 -0.0040
ν6 0.0303
5.2.4. Vergleich der verschiedenen Modelle
In diesem Abschnitt mo¨chten wir die Resultate der drei verschiedenen Modelle aus-
fu¨hrlich vergleichen. Dabei richten wir unser Augenmerk vorwiegend auf die Auto-
korrelationen und Besetzungen der beiden elektronischen Fla¨chen. Dabei mu¨ssen wir
jeweils nach dem elektronischen Anregungszustand unterscheiden.
Betrachten wir zuna¨chst die Autokorrelation des X 2B2g Zustandes (Abbildung
5.7). Hier sind auf den ersten Blick die regelma¨ßig wiederkehrenden Strukturen (engl.
Recurrences) auffa¨llig. Die Gro¨ßenordnung dieser Wiederkehr liegt in allen drei Fa¨l-
len bei etwa t ≈ 50 fs. Die Minima und Maxima fallen sehr genau zusammen. Die
Autokorrelation der 5-Moden Rechnung weist dabei fast durchgehend ho¨here Wer-
te als die der beiden anderen Systeme auf. Der starke Abfall der Autokorrelation
innerhalb der ersten 25 fs fa¨llt bei allen drei Systemen ungefa¨hr gleich aus.
Bei den Autokorrelationen des A 2B2u Zustandes (Abbildung 5.8) fa¨llt zuna¨chst der
wesentlich sta¨rkere Abfall innerhalb der ersten 10 fs auf. Das Wellenpaket sitzt hier
zu Beginn der Propagation bei t = 0 auf der oberen A 2B2u Fla¨che. Innerhalb sehr
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kurzer Zeit wird die konische Durchschneidung erreicht und u¨ber die vibronische
Kopplung wird das Anfangswellenpaket stark vera¨ndert. Wa¨hrend der gesamten
Propagation bleiben die Werte der Autokorrelation deutlich unter denen des X 2B2g
Zustandes.
Ebenfalls von Bedeutung sind die Vera¨nderungen in den Besetzungen der beiden
elektronischen Zusta¨nde. In Abbildung 5.9 sind diese Besetzungen fu¨r die Anregung
in den X 2B2g Zustand abgebildet. Die Besetzungen fu¨r die Anregungen in den A
2B2u
Zustand befinden sich in Abbildung 5.10 . Hier erkennen wir eine leicht erho¨hte
Dephasierung desselben elektronischen X 2B2g Zustandes.
Trotz allem ist allerdings der Einfluss der zusa¨tzlichen 13 Moden gegenu¨ber dem
5-Moden-Modell relativ gering. Um dies na¨her zu studieren, haben wir ebenfalls den
Energiefluss in diese 13 Moden untersucht. Dabei fanden wir heraus, dass sie lediglich
60 meV (Anfangswellenpaket im A 2B2u Zustand) bzw. 40 meV (Anfangswellenfunk-
tion im X 2B2g Zustand) aufnehmen. Diese Ergebnisse sind hier umso erstaunlicher,
wenn wir sie mit dem Pyrazin Moleku¨l [12, 13] vergleichen, wo der Einfluss der zu-
sa¨tzlichen Moden eine ganze Gro¨ßenordnung sta¨rker ausfa¨llt.
Abbildung 5.7.: Die Autokorrela-
tionen bei initialer Besetzung des
X 2B2g Zustandes.
Durchgezogene Linie: quadratisches
18-Moden-Modell; gestrichelte Li-
nie: bilineares 15-Moden-Modell; ge-
punktete Linie: lineares 5-Moden-
Modell.
0 50 100 150 200
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1
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Abbildung 5.8.: Die Autokorrelatio-
nen bei Anregung in den A 2B2u Zu-
stand.
Durchgezogene Linie: quadratisches
18-Moden-Modell; gestrichelte Li-
nie: bilineares 15-Moden-Modell; ge-
punktete Linie: lineares 5-Moden-
Modell.
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Abbildung 5.9.: Die Besetzungs-
dichten der beiden elektronischen
Zusta¨nde bei Anregung in den unte-
ren elektronischen X 2B2g Zustand.
Durchgezogene Linie: quadratisches
18-Moden-Modell; gestrichelte Li-
nie: bilineares 15-Moden-Modell; ge-
punktete Linie: lineares 5-Moden-
Modell.
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Besetzung des A 2B2u Zustandes
5.2 Spektren und Autokorrelationen 91
Abbildung 5.10.: Die Besetzungs-
dichten der beiden elektronischen
Zusta¨nde bei Anregung des oberen
elektronischen A 2B2u Zustandes.
Durchgezogene Linie: quadratisches
18-Moden-Modell; gestrichelte Li-
nie: bilineares 15-Moden-Modell; ge-
punktete Linie: lineares 5-Moden-
Modell.
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1
Besetzung des A 2B2u Zustandes
92 5 Resultate der MCTDH-Rechnungen
6. Torsions-Modell
Alle bisher durchgefu¨hrten Modellstudien haben gemeinsam, dass die Dynamik u¨ber
die orthonormalen Normalkoordinaten parametrisiert wird. Auch zahlreiche bisher
an vibronisch gekoppelten Systemen (z.B. in den Referenzen [13,18,22]) durchgefu¨hr-
ten Studien verwenden ausschließlich Normalkoordinaten. Die Ursache liegt sicher-
lich in der Einfachheit, mit Normalkoordinaten umzugehen. Der wichtigste Grund
liegt aber wohl darin, dass der kinetische Energieoperator (1.38) in Normalkoordi-
naten eine sehr einfache Gestalt annimmt.
Die verwendete MCTDH-Propagationsmethode ist allerdings nicht an die Ver-
wendung von Normalkoordinaten gebunden. Es erscheint deshalb einsichtig, einen
Modellhamiltonoperator zu entwickeln, der anstelle der Normalkoordinaten u¨ber in-
terne Koordinaten (wie Bindungsla¨ngen, Torsionswinkel, etc. ) parametrisiert wird.
Wir mo¨chten hier allerdings nur einen ersten Schritt tun, und lediglich die koppelnde
Au Mode u¨ber ihre interne Koordinate parametrisieren.
Die vibronische Kopplung beim Butatrien Kation geschieht u¨ber die Torsion der
beiden CH2 Gruppen gegeneinander. Wir ersetzen deshalb die Normalkoordinate
Q5 durch den Torsionswinkel α, der zwischen den CH2 Gruppen und Moleku¨lebe-
ne gebildet wird. Ein großer Vorteil dieser Parametrisierung liegt darin, dass eine
durchgehende Rotation der beiden CH2-Gruppen gegeneinander prinzipiell mo¨glich
sein sollte. Der Nachteil liegt allerdings in einem komplizierteren kinetischen Ener-
gieoperator.
6.1. Mathematischer Ansatz
Der U¨bergang von Normalkoordinaten zu internen Koordinaten fu¨hrt zu komplizier-
ten kinetischen Energieoperatoren. Wir werden diesen kinetischen Energieoperator
in einer Na¨herung betrachten, wobei wir die CH2 Gruppen als starren Rotator be-
93
94 6 Torsions-Modell
handeln. Durch den U¨bergang von der Normalkoordinate Q5 zum Torsionswinkel α,
transformiert sich der kinetische Energieoperator dann u¨ber
−ω5
2
∂2
∂Q25
→ − 1
2I
∂2
∂α2
, (6.1)
wobei das Tra¨gheitsmoment I = mr2 und m = 4mH eingefu¨hrt wird. Vernachla¨ssi-
gen wir zusa¨tzlich die Rotations-Schwingungs-Kopplung, ko¨nnen wir das Tra¨gheits-
moment durch I = mr20 mit r0 = 0.9322 A˚ (r0 ist der Abstand zwischen Wasser-
stoffatom und der Kohlenstoff-Kohlenstoff-Achse im Grundzustand) na¨hern.
Das periodische Potential auf der Diagonalen in Gleichung (4.2) na¨hern wir u¨ber
ω5
2
Q25 → As sin2(2α) + Bs sin2(4α)
+Cs sin
2(6α) +Ds sin
2(8α) , (6.2)
wobei As, Bs, Cs und Ds die Fourier-Koeffizienten der zwei diabatischen elektroni-
schen Fla¨chen s = 1, 2 sind. Wegen der symmetrischen Gestalt des Potentials werden
in (6.2) nur gerade Terme beno¨tigt. Man beachte, dass α hier den Auslenkungswinkel
beschreibt. Der Winkel zwischen den beiden (anti-symmetrisch) ausgelenkten CH2
Gruppen betra¨gt 2α.
Der (lineare) Kopplungsterm auf der Nebendiagonalen in (6.2) ist dann gegeben
durch
λ5Q5 → λ5 r0√ω5mH sin (2α) , (6.3)
wobei der Skalierungsfaktor r0
√
ω5mH = 4.3541 die Koordinaten der Normalmoden
zum Winkel α in Verbindung setzt. Natu¨rlich muss nun λ5 aus den ab initio Daten
unter Beachtung der Gleichungen (6.2) und (6.3) neu bestimmt werden. Ein Ansatz
wie in (6.2) ist natu¨rlich dem harmonischen Ansatz des molekularen Grundzustandes
ebenfalls vorzuziehen; der gleiche Ansatz wird deshalb mit s = 0 auch fu¨r den
(neutralen) Grundzustand benutzt. In Tabelle 6.1 sind alle diese Konstanten As bis
Ds (s = 0, 1, 2) aufgelistet.
Wir haben unsere verbesserte Beschreibung der Torsion auf das lineare 5-Moden-
Modell beschra¨nkt. Wegen der unvollsta¨ndigen Behandlung der kinetischen Energie
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Tabelle 6.1.: Die Modellparameter der Po-
tentialkurve entlang der Torsionsmode (in
eV). Die Koeffizienten zu s = 0 geho¨ren zum
neutralen Grundzustand, jene fu¨r s = 1, 2
zu den diabatischen Zusta¨nden des Kations
(vgl. Gleichung (6.2)).
s 0 1 2
As 2.1281 1.1340 1.7173
Bs -0.5108 -0.0935 -0.0935
Cs 0.2544 0.0278 -0.0273
Ds -0.1274 0.0120 -0.0120
λ 0.3445
in Gleichung (6.1) mit dem konstant gehaltenen Tra¨gheitsmoment I (bzw. konstan-
ten Radius r0), war es notwendig das Tra¨gheitsmoment I leicht anzupassen, um
eine gute U¨bereinstimmung mit dem experimentellen Spektrum zu erreichen. Dies
erreichten wir durch die einfache Skalierung I → I · 0.9.
Vor der eigentlichen Propagation muss die Ausgangswellenfunktion berechnet wer-
den. In der Na¨herung mit harmonischen Oszillatoren ist die Ausgangswellenfunkti-
on ein Hartree-Produkt aus Gaußfunktionen. Mit dem periodischen Ansatz ist dies
nicht mehr la¨nger der Fall und eine neue Ausgangswellenfunktion muss bestimmt
werden. Diese Wellenfunktion ist ebenfalls wieder ein Hartree-Produkt; aber die
Gaußfunktion der ν5-Mode wird in diesem Modell durch die numerisch bestimmte
Grundzustandswellenfunktion des periodischen Potentials (6.2) mit s = 0 ersetzt.
Die Berechnung der Grundzustandswellenfunktion dieser Mode wurde durch das
MCTDH-Programm durchgefu¨hrt.
6.2. Spektrum
Das mit der verbesserten Beschreibung der Torsionsmode berechnete 5-Moden Pho-
toelektronenspektrum ist in Abbildung 6.1 dargestellt.
Zum Vergleich ist das mit dem 5-Moden-Standard-Modell aus Abschnitt 5.2.1 be-
rechnete Spektrum ebenfalls in Abbildung 6.1 nochmals dargestellt. Beachtet man,
dass dieses erweiterte Modell ohne jegliche Anpassung der durch ab initio Rechnun-
gen ermittelten Kopplungsparameter auskommt, so stellt es eine deutliche Verbes-
serung gegenu¨ber den bisherigen Modellen dar.
Weitere Verbesserungen sollten mit einer genaueren Beschreibung der kinetischen
Rotationsenergie in Gleichung (6.1) mo¨glich sein: das Tra¨gheitsmoment I ist im
vorliegenden Modell auf einen festen Wert gesetzt. Eine erweiterte Beschreibung der
kinetischen Rotationsenergie soll zuku¨nftigen Studien vorbehalten sein.
96 6 Torsions-Modell
Abbildung 6.1.: Berechnetes Spek-
trum unter Beru¨cksichtigung von
fu¨nf Moden mit dem erweiter-
ten Potential in der Torsionsmo-
de (durchgezogene Linie). Zum Ver-
gleich ist das Spektrum des linearen
5-Moden-Standardmodells aus Ab-
bildung 5.2 (links) ebenfalls darge-
stellt (gepunktete Linie).
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7. Numerische Nachbetrachtungen
7.1. Topologie der Potentialenergiefla¨chen und der
konischen Durchschneidung
Nachdem wir im letzten Kapitel die Parameter des Hamiltonoperators bestimmt
haben, werden wir nun die konische Durchschneidung detailliert analysieren. Die
konische Durchschneidung ist eine f − 2 dimensionale Fla¨che, wobei f die Anzahl
der internen Freiheitsgrade ist. Im vorliegenden Fall besitzt die konische Durch-
schneidung also 16 Dimensionen. Ein besonders wichtiger Punkt dieser Fla¨che ist
ihr Minimum, welche zugleich die tiefste konische Durchschneidung ist. Dieser Punkt
bestimmt den Energiebereich, in dem die Born–Oppenheimer-Na¨herung zusammen
bricht.
Die tiefste konische Durchschneidung im alten 2-Moden-Modell von Cederbaum
et al. [4] wurde bei einer Energie von E = 9.73 eV gefunden. Dieser Energiewert
liegt bei E = 9.72 eV in unserem linearen 5-Moden-Modell (siehe Unterabschnitt
5.2.1), bei E = 9.77 eV im bilinearen 15-Moden-Modell leicht daru¨ber (vgl. Un-
terabschnitt 5.2.2) und in der vollsta¨ndigen 18-Moden-Rechnung mit quadratischen
und bilinearen Kopplungen bei E = 9.61 eV (vgl. Abschnitt 5.2.3 ) leicht darunter.
Bei den beiden linearen Modellen liegen die Energiewerte der tiefsten konischen
Durchschneidung sehr nahe beieinander. Die Parameter des 2-Moden-Modells ko¨n-
nen somit als effektive Kopplungsparameter interpretiert werden. Wobei hervorgeho-
ben werden soll, dass diese Parameter sehr gut in der Lage sind den Mechanismus der
vibronischen Kopplung zu beschreiben, obwohl die Potentialenergiefla¨chen durch sie
nicht korrekt beschrieben werden. Fu¨r diese beiden effektiven Moden sind die beiden
diabatischen Potentialfla¨chen in Abbildung 4.3 auf Seite 73 dargestellt. Eine korrek-
te Beschreibung des Mechanismus der vibronischen Kopplung ist somit wesentlich
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wichtiger als die korrekte Beschreibung der Potentialenergiefla¨chen.
Die tiefste konische Durchschneidung im vollen 18-Moden-Modell liegt nicht weit
von den Werten der beiden linearen Modelle. Dies ist ein Indiz dafu¨r, dass die zu-
sa¨tzlichen Moden nicht wesentlich zum Mechanismus der vibronischen Kopplung
beitragen. Das steht im Gegensatz zu den Verha¨ltnissen, die im Pyrazin System
vorliegen [12, 13]. Es erkla¨rt die Tatsache, dass die beno¨tigte Da¨mpfung der Auto-
korrelationsfunktion im vollen System vergleichbar zum 5-Moden-System ist (siehe
Abbildung 5.2 (links)).
Die am tiefsten liegende konische Durchschneidung liegt im unteren Energiebereich
des mystery Bandes, welches genau zwischen den beiden elektronischen Ba¨ndern im
Spektrum des Butatrien Kations liegt. Aus genau diesem Grund ist der Einfluss auf
die Wechselwirkung sehr verschieden von anderen wichtigen Beispielsystemen mit
vibronischer Kopplung. Ein wichtiges Beispiel stellt das Pyrazin Moleku¨l dar, bei
dem das Minimum der konischen Durchschneidung gerade im Bereich des oberen
elektronischen Bandes liegt. Die Tatsache, dass im Butatrien Kation das Minimum
im unteren Energiebereich liegt, ist der Ursprung fu¨r die ausgepra¨gte Struktur im
Spektrum, die aus diesem Grunde auch den Namen mystery band erhielt.
Die vibronische Kopplung zwischen elektronischen Zusta¨nden verschiedener Sym-
metrie ist ein herrausragendes Beispiel fu¨r Symmetriebrechung. Fu¨r das lineare Mo-
dell wurden die Bedingungen fu¨r Symmetriebrechung in [4] diskutiert und fu¨r bilinea-
re und quadratische in [134]. Die Symmetriegruppe des Grundzustandes von C4H4 ist
D2h. In allen hier diskutierten Modell-Hamiltonoperatoren wurde die Symmetrie des
Grundzustandes des Ions durch den vorherrschenden Mechanismus der vibronischen
Kopplung auf D2 reduziert. Im Besonderen bedeutet das, dass das Ion sich la¨ngs der
Kohlenstoffachse verdreht und uneben wird. Im 2-Moden-Modell sind im Energiemi-
nimun der konischen Durchschneidung die beiden CH2 Gruppen gegeneinander um
40.7◦ verdreht (man beachte, dass wir eine leicht vera¨nderte Gleichgewichtsgeome-
trie als in [4] verwendet haben). In den 5-Moden- und 18-Moden-Modellrechnungen
fanden wir Winkel von jeweils 37.2◦ und 37.1◦. Natu¨rlich vera¨ndern in der Gleichge-
wichtsgeometrie des Ions auch alle anderen Koordinaten ihre Werte gegenu¨ber der
neutralen Gleichgewichtsgeometrie des neutralen Moleku¨ls. Abgesondert von der Ro-
tation der beiden CH2 Gruppen, unterliegt die zentrale C-C-Bindung der sta¨rksten
Vera¨nderung. Sie vera¨ndert sich von 1.2843 A˚ (vgl. Tabelle 4.1) nach 1.2891 A˚ (2-
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Moden-Modell), 1.2767 A˚ (5-Moden-Modell) und 1.2560 A˚ (18-Moden-Modell). Die
beide am Ende gelegenen C-C-Gruppen vera¨ndern ihre Bindungsla¨nge nur leicht
von 1.3360 A˚ (vgl. Tabelle 4.1) zu 1.3328 A˚ (2-Moden-Modell), 1.3228 A˚ (5-Moden-
Modell) und 1.3306 A˚ (18-Moden-Modell).
7.2. Schwingungszusta¨nde und ihre Dichte
Die berechneten Autokorrelationsfunktionen ko¨nnen – prinzipiell – benutzt werden,
um die individuellen Linien des Spektrums mittels Filterdiagonalisierung (FD) zu be-
stimmen. Eine grundlegende Beschreibung der FD-Methode ist in [135–137] enthal-
ten. Eine Verbindung der FD-Methode mit demMCTDH-Verfahren wird in [138,139]
diskutiert und angewendet. Die FD-Methode kann Spektrallinien nur bis zu einer
kritischen Zustandsdichte auflo¨sen. In unserem Fall handelt es sich dabei gerade
um die Schwingungszusta¨nde des Kations. Mit den vorliegenden Daten war es nur
mo¨glich, die FD-Methode auf das lineare 5-Moden-Modell anzuwenden. Fu¨r das 18-
Moden-Modell und die verwendeten Propagationszeiten stellten wir fest, dass die
Liniendichten zu groß sind, um sie mit der FD-Methode auflo¨sen zu ko¨nnen. Das
sich ergebende Linienspektrum der 5-Moden-Rechnung ist in Abbildung 7.1 dar-
gestellt. In Abbildung 7.1 wird zwischen den Zusta¨nden verschiedener vibronischer
Symmetrie (B2g und B2u) unterschieden. Wie erwartet wird der untere Bereich des
Abbildung 7.1.: Das Linienspecktrum des
linearen 5-Moden-Modells berechnet aus
der Autokorrelationsfunktion mittels einer
Filter-Diagonalisierung. Jede Linie represen-
tiert einen vibronischen Eigenzustand des li-
nearen Modells vibronischer Kopplung beim
entsprechenden Energiepunkt. Die Gro¨ße der
Linien entspricht der jeweiligen Intensita¨t im
Spektrum. Die gepunkteten Linien geho¨ren
zum X 2B2g Zustand, die durchgezogenen Li-
nien dagegen zum A 2B2u Zustand.
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Abbildung 7.2.: Gescha¨tzte Anzahl energe-
tisch zuga¨nglicher Zusta¨nde unter Beru¨ck-
sichtigung aller 18 Moden (durchgezogene Li-
nie) und der vier Ag Moden und der einen Au
Mode (gestrichelte Linie).
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Spektrums durch B2g Zusta¨nde dominiert und die obere Region durch Zusta¨nde
des B2u Zustandes. Trotzdem sind im gesamten Spektrum Linien unterschiedlicher
symmetrischer Herkunft verteilt (vgl. [4]).
In Abbildung 7.2 wird fu¨r das 5- und 18-Moden-Modell eine Abscha¨tzung u¨ber die
Anzahl der energetisch zuga¨nglichen Zusta¨nde gezeigt. Wir erwarten, dass nur ein
kleiner Teil von diesen Zusta¨nden wa¨hrend der Propagation eine substantielle Beset-
zung aufweist. Aber die sehr große Anzahl von energetisch zuga¨nglichen Zusta¨nden
illustriert eindrucksvoll die Komplexita¨t der 18-Moden-Rechnung und die Leistungs-
fa¨higkeit der MCTDH-Methode. Die Zahl der Zusta¨nde ist der Grund dafu¨r, dass
die Filterdiagonalisierung scheitert. Um alle Linien auflo¨sen zu ko¨nnen, bedarf es
einer viel la¨ngeren Propagationszeit. Mit wachsender Propagationszeit wird es aber
zunehmend schwieriger die Autokorrelation mit ausreichender Genauigkeit zu be-
rechnen.
7.3. Numerische Nachbetrachtung und Details der
MCTDH-Rechnungen
Die Konvergenz einer MCTDH-Propagation einer Wellenfunktion wird bestimmt
u¨ber die Gro¨ße des primitiven Gitters, auf welchem die Einteilchenfunktionen dar-
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gestellt werden und die Gesamtanzahl dieser Funktionen. Dabei haben diese beiden
Parameter einen entscheidenden Einfluss auf die beno¨tigten Systemressourcen. Es ist
einsichtig, dass fu¨r sehr große Systeme eine optimale Wahl dieser Parameter essentiell
ist, um mit akzeptablen Systemressourcen auszukommen. Eine MCTDH-Rechnung
ist konvergiert, wenn eine Vergro¨ßerung der Anzahl der Gitterpunkte oder der An-
zahl der Einteilchenfunktionen keinen signifikanten Einfluss mehr auf die Ergebnisse
(z.B. das Spektrum) hat.
Wir haben mehrere Modelle studiert, ein lineares 5-Moden-Modell, ein teilwei-
se bilineares 15-Moden-Modell und ein vollsta¨ndig quadratisch und bilineares 18-
Moden-Modell. Beim 5-Moden-Modell haben wir die Moden zu drei MCTDH-Moden
kombiniert, was fu¨r die MCTDH-Methode ein sehr kleines System darstellt und nur
kleine Rechenzeiten und wenig Speicherbedarf beno¨tigt. Bei diesem System wurde
deshalb auf eine Optimierung der Gittergro¨ßen und Anzahl der Einteilchenfunk-
tionen verzichtet. Anders sah es bei den beiden anderen Modellen aus. Bei den
18-Moden-Rechnungen muss auf diese Gro¨ßen besonders geachtet werden, da an-
sonsten die Rechenzeiten inakzeptabel lang und der Speicherbedarf zu groß wu¨rde.
Glu¨cklicherweise konnten wir bei der 18-Moden-Rechnung die Moden so miteinander
kombinieren, dass wir lediglich insgesamt fu¨nf MCTDH-Moden zu propagieren hat-
ten. In Tabelle 7.1 befinden sich fu¨r die 5-Moden-Rechnung, die 18-Moden-Rechnung
und der alternativen Rechnung die genauen MCTDH-Parameter.
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Tabelle 7.1.: Technische Spezifikationen und Aufwand der MCTDH-Rechnungen. Die
runden Klammern verdeutlichen die Kombinationen der Schwingungsmoden, die eckigen
Klammern die benutzte Anzahl der Einteilchenfunktionen, um die Wellenfunktion der S1
and S2 Zusta¨nde darzustellen. Die Anzahl der verwendeten Moden in einer Kombination
definiert die Dimension der zugeho¨rigen Einteilchenfunktionen. Diese Einteilchenfunktio-
nen werden auf einem Gitter dargestellt, dessen Gro¨ße das Produkt aus den Gitterpunkten
der kombinierten Moden ist. In jeder Rechnung wurde das Wellenpaket 100 fs lang pro-
pagiert. Die Rechnungen wurden auf einer 500-MHz schnellen DEC-Alpha Arbeitsstation
durchgefu¨hrt.
Startwel- 5 Moden 18 Moden Torsion
lenpaket 3 Teilchen 5 Teilchen 3 Teilchen
Moden- X 2B2g (Q8), (Q11,Q13,Q15,Q16,Q17,Q18), (Q8),
kombination (Q5, Q14), (Q1,Q4,Q7),(Q2,Q4,Q6), (Q5, Q14),
(das heißt (Q12,Q15) (Q5,Q8,Q14),(Q9,Q10,Q12) (Q12, Q15)
MCTDH- A 2B2u (Q8), (Q11,Q13,Q15,Q16,Q17,Q18), (Q8),
Moden) (Q5, Q14), (Q1,Q4,Q7),(Q2,Q3,Q6), (Q5, Q14),
(Q12,Q15) (Q5,Q8,Q14),(Q9,Q10,Q12) (Q12,Q15)
Anzahl der X 2B2g [6,6], [7,6], [7,6],
SPFen pro [8,8], [9,9],[9,9], [8,8],
diabatischer [7,6] [11,11],[9,8] [8,8]
Fla¨che A 2B2u [7,6], [7,6], [6,6],
[9,8], [10,10],[10,10], [8,8],
[6,5] [12,13],[10,10] [8,8]
Anzahl X 2B2g (15), (5,5,5,5,5,6), (15),
(35,15), (19,9,8),(16,18,19), (41,18),
(10,10) (34,9,10),(7,7,6) (10,10)
Gitterpunkte A 2B2u (15), (5,4,5,4,6,4), (15),
(35,15), (15,9,9),(14,8,8), (41,15),
(10,10) (34,10,13),(6,8,5) (10,10)
Propagations- X 2B2g 100 100 100
zeit [fs] A 2B2u 100 100 100
Rechen- X 2B2g 3min 40s 5h 42min 34s 5min 58s
zeit A 2B2u 5min 29s 6h 18min 38s 4min 5s
RAM X 2B2g 5.9 225.8 7.9
[MByte] A 2B2u 6.2 185.5 6.8
Teil II.
Mehrdimensionale
Dichteoperator-Propagationen in
offenen Quantensystemen mit der
MCTDH-Methode:
Modellstudien u¨ber
Schwingungsrelaxationen und
Oberfla¨chen-Haftungsprozesse
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8. Theorie des
Dichteoperatorformalismus
Im ersten Teil widmeten wir uns der numerischen Lo¨sung der zeitabha¨ngigen Schro¨-
dingergleichung. Die Schro¨dingergleichung eignet sich vorwiegend zur Beschreibung
abgeschlossener Quantensysteme. Steht das quantenmechanische System im Kontakt
zu einer Umgebung, spricht man von einem offenen System. Zur theoretischen Be-
handlung solcher offener Systeme bietet sich der Dichteoperatorformalismus (kurz
auch Dichteformalismus) an. Im Gegensatz zum Wellenfunktionsformalismus der
Schro¨dingergleichung wird das System dann durch einen Dichteoperator (oder Dich-
tematrix) beschrieben. Die numerische Propagation solcher Dichten ist ungleich auf-
wendiger als die Propagation von Wellenfunktionen. In diesem Kapitel mo¨chten wir
die Theorie des Dichteformalismus in seinen wesentlichen Grundzu¨gen erla¨utern. Wir
greifen dabei auf die in den Referenzen [57, 58,140,141] verwendeten Darstellungen
zuru¨ck.
8.1. Dichteoperator fu¨r reine und gemischte
Gesamtheiten
Das quantenmechanische System befinde sich in dem normierten Zustand und sei
nach einem Satz von (orthonormalen) Basisfunktionen |ϕl〉 und mit bekannten Ent-
wicklungskoeffizienten al entwickelt:
|ψ〉 =
∑
l
al |ϕl〉 . (8.1)
Der Erwartungswert des Operators A ist hier gegeben durch
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〈A〉 = 〈 ψ|A |ψ〉 . (8.2)
Der Dichteoperator ρ sei definiert durch
ρ = |ψ〉 〈ψ| . (8.3)
Betrachtet man gleichzeitig mehrere identische Objekte, bezeichnet man ihre Ge-
samtheit als (quantenmechanisches) Ensemble. Befinden sich alle zum Ensemble ge-
ho¨renden Objekte im gleichen Zustand |ψ〉, spricht man von einem reinen Zustand
oder einer reinen Gesamtheit. Fu¨r reine Zusta¨nde, Gleichung (8.3), gelten zum Bei-
spiel folgende Beziehungen:
Spur (ρ) = 1 (8.4)
〈A〉 = Spur(ρA) (8.5)
ρ2 = ρ (8.6)
ρ† = ρ (8.7)
mit
Spur (X) =
∑
l
〈 ϕl|X |ϕl〉 , (8.8)
wobei X ein beliebiger Operator ist.
Unterstellen wir nun, dass sich die Objekte des Ensembles in einer Mischung
unabha¨ngig pra¨parierter Zusta¨nde |ψn〉mit den statistischen Gewichten wn befinden.
Der Dichteoperator des Ensembles,
ρ =
∑
n
wn |ψn〉 〈 ψn| , (8.9)
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wird hier deshalb auch als Statistischer Operator bezeichnet. Der Summationsindex
n za¨hlt die Objekte des Ensembles ab. Sind die Zusta¨nde des Ensembles verschie-
den, spricht man von gemischter Gesamtheit, einem Gemisch oder von gemischten
Zusta¨nden. Beschreiben wir die Zusta¨nde analog zu (8.1) als Superpositionen,
|ψn〉 =
∑
l
a
(n)
l |ϕl〉 , (8.10)
wird der Dichteoperator des gemischten Ensembles (8.9) zu
ρ =
∑
nl′l
wna
(n)
l′ a
(n)∗
l |ϕl′〉 〈ϕl| . (8.11)
Bezu¨glich der Basis |ϕn〉 definieren wir noch die Matrixelemente
ρll′ = 〈ϕl| ρ |ϕl′〉
=
∑
n
wna
(n)
l a
(n)∗
l′ . (8.12)
Wegen der Beziehung (8.12) wird der Dichteoperator auch als Dichtematrix bezeich-
net. Der Erwartungswert eines Operators A im Ensemble berechnet sich hier u¨ber:
〈A〉 =
∑
n
wn 〈 ψn|A |ψn〉 . (8.13)
Der Gesamterwartungswert von A ist somit eine gewichtete Superposition der Ein-
zelerwartungswerte aller Ensembleobjekte.
Fu¨r den Dichteoperator einer gemischten Gesamtheit gelten ferner:
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〈A〉 = Spur(ρA) (8.14)
Spur (ρ) = 1 (8.15)
ρ2 6= ρ Spur (ρ2) < 1 (8.16)
ρ† = ρ. (8.17)
Das Kriterium fu¨r einen reinen Zustand ist somit
Spur
(
ρ2
)
= 1 (8.18)
und fu¨r gemischte Gesamtheiten gilt
0 < Spur
(
ρ2
)
< 1. (8.19)
Gemischte Gesamtheiten ko¨nnen nicht durch einen einzigen Zustandsvektor |ψ〉 be-
schrieben werden.
8.2. Bewegungsgleichung fu¨r den Dichteoperator
Sei zum Zeitpunkt t = 0 das quantenmechanische Ensemble durch den Dichteope-
rator
ρ(0) =
∑
n
wn |ψn(0)〉 〈 ψn(0)| (8.20)
repra¨sentiert. Die Zusta¨nde |ψn(0)〉 variieren nach der Schro¨dingergleichung (1.1) in
der Zeit t. Fu¨r die zeitliche Entwicklung des Dichteoperators ergibt sich aus dem
Wellenfunktionsformalismus
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ρ(t) =
∑
n
wn |ψn(t)〉 〈 ψn(t)|
=
∑
n
wne
− iH~ t |ψn(0)〉 〈 ψn(0)| e iH~ t
=
∑
n
wne
− iH~ tρn(0)e
iH
~ t
= e−
iH
~ tρ(0)e
iH
~ t. (8.21)
Durch zeitliches Differenzieren von (8.21) erha¨lt man die Bewegungsgleichung des
Dichteoperators:
i~
∂ρ(t)
∂t
=
∑
n
wn
{
i~
∂ |ψn(t)〉
∂t
〈 ψn(t)|+ |ψn(t)〉 i~ ∂ 〈 ψn(t)|
∂t
}
(8.22)
=
∑
n
wn {H |ψn(t)〉 〈 ψn(t)| − |ψn(t)〉 〈 ψn(t)|H} (8.23)
= [H, ρ(t)] . (8.24)
Die Gleichung
ρ˙(t) = − i
~
[H, ρ(t)] = L0[ρ] (8.25)
ist als Liouville–von Neumann-Gleichung (LvN-Gleichung) bekannt. L0 wird als (uni-
ta¨rer) Liouville-Operator bezeichnet. Man beachte, dass L0 ein Superoperator ist,
denn er operiert auf Operatoren und nicht auf Wellenfunktionen. Die LvN-Gleichung
fu¨hrt zu einer unita¨ren Zeitentwicklung des Dichteoperators ρ(t). Beschreibt der
Dichteoperator ρ einen reinen Zustand, ist die LvN-Gleichung a¨quivalent zur zeit-
abha¨ngigen Schro¨dingergleichung (1.1) im Wellenfunktionsbild.
Steht das Ensemble in Kontakt mit einer Umgebung, muss Gleichung (8.25) modi-
fiziert werden, um den Einfluss der Umgebung zu beru¨cksichtigen. Wir sind hier nur
an Systemen interessiert, bei denen die Umgebung (z.B. ein Wa¨rmebad) durch Dis-
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sipation dem System Energie entzieht. Die Form dieser dissipativen LvN-Gleichung
werden wir im na¨chsten Abschnitt darstellen.
8.3. Reduzierte Dynamik
In diesem Abschnitt mo¨chten wir uns der Form des dissipativen Liouville-Operators
LD na¨her zuwenden. Bezeichnen wir mit S und B das System bzw. das umgebende
(Wa¨rme-) Bad. Der gesamte Dichteoperator ρtot ist hier zuna¨chst noch von den
Systemkoordinaten qS und den Badkoordinaten qB abha¨ngig. Durch die partielle
Spurbildung des Dichteoperators u¨ber alle Badmoden,
ρ ≡ ρS = SpurB (ρtot)
=
∫ ∫
dqB dq
′
B ρ(qS, qB, q
′
S, q
′
B), (8.26)
lassen sich die Freiheitsgrade der Umgebung eliminieren. Im folgenden bezeichne der
Dichteoperator ρ den in Gleichung (8.26) um die Badmoden reduzierten Dichteope-
rator.
Aus (8.26) lassen sich dann Integro-Differentialgleichungen fu¨r dissipative Liouville-
Operatoren herleiten. Nimmt man zusa¨tzlich noch an, dass die typischen Korrelati-
onszeiten des Systems wesentlich gro¨ßer als die Korrelationszeiten des umgebenden
Wa¨rmebades sind, gelangen wir zu dem in der Literatur als Markov-Na¨herung [56,57]
bekannten Na¨herungsansatz. Durch diesen Na¨herungsansatz werden die Bestim-
mungsgleichungen lokal in der Zeit. Der sog. Memory-Effekt wird damit vermieden.
Formal la¨sst sich die urspru¨ngliche LvN-Gleichung (8.25) um den dissipativen
Liouville-Superoperator LD[ρ] erweitern:
ρ˙ = L0[ρ] + LD[ρ]. (8.27)
Dieser zusa¨tzliche dissipativ wirkende Liouville-Operator LD beinhaltet die Einflu¨sse
der Umgebung des Systems. Solch eine Umgebung kann ein (externes) Wa¨rmebad
darstellen, welches vom eigentlichen System Energie abzieht. Dieser Vorgang be-
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zeichnet man als Dissipation des Systems. In unserer Modellvorstellung nimmt das
Wa¨rmebad nur Energie auf, gibt aber seinerseits keine Energie an das System ab.
8.4. Lindblad-Operatoren
Ohne Einfluss einer Umgebung ist die Zeitevolution reversibel. Bei Kontakt an ein
Wa¨rmebad ist dieser Sacherverhalt nicht mehr gegeben. Solch ein System wird als
offenes System bezeichnet; Systeme ohne a¨ußeren Einfluss nennt man dagegen ge-
schlossene Systeme. Erreicht das System nach der Zeitevolution seinen Ruhezustand
im Energieminimum, sind die Informationen u¨ber die Vergangenheit des Systems
verloren und nicht mehr rekonstruierbar. Mathematisch formuliert bedeutet dies,
dass der Operator der zeitlichen Evolution lediglich eine Halbgruppe bildet.
Wir mo¨chten uns hier ferner ausschließlich sto¨rungstheoretischer Ansa¨tze bedie-
nen. G. Lindblad leitete 1976 einen solchen dissipativen Liouville-Operator, der die
eben genannten Voraussetzungen erfu¨llt, mit der Form
LD[ρ] =
∑
j
γj
(
VjρV
†
j −
1
2
V †j Vjρ−
1
2
ρV †j Vj
)
γj > 0 (8.28)
her [49,64,65]. Der Dolch (Dagger) † bedeutet dabei die Adjungierung dieser Opera-
toren. Die Operatoren Vj werden als Lindblad-Operatoren bezeichnet. Die positiven
Relaxationskonstanten γj geben die Sta¨rke der jeweiligen Dissipation an. Die γj sind
ein Maß dafu¨r, wie stark die Energie der Mode j in das Wa¨rmebad dissipiert.
Bei der Herleitung von (8.28) wurde als Bedingung vorausgesetzt, dass die Dich-
teoperatoren wa¨hrend der Zeitevolution positiv definit bleiben. Diese Bedingung be-
gru¨ndet sich aus der Vorstellung, dass Besetzungswahrscheinlichkeiten fu¨r alle Zeit
positiv sein sollen.
Die dissipativ wirkende Umgebung wird in dieser Arbeit durch ein externes (Wa¨r-
me-) Bad beschrieben. Bei einem na¨herungsweise harmonischen System ko¨nnen
die Potentialterme Vj durch harmonische Erzeugungs- und Vernichtungsoperatoren,
V †j = a
†
j und Vj = aj, ausgedru¨ckt werden. Fu¨r die Vernichtungsoperatoren gilt:
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aj =
1√
2~
(√
mjωj qj +
i√
mjωj
pj
)
. (8.29)
Die adjungierten Operatoren a†j werden entsprechend als Erzeugungsoperatoren be-
zeichnet. Die Da¨mpfungskonstante γj ist die Inverse der Relaxationszeit τj:
γj =
1
τj
. (8.30)
Die Relaxationszeit τj ist die charakteristische Zeit, innerhalb derer die Schwingungs-
energie der j-ten Mode in das Bad abgegeben wird. Die Gro¨ßen ωj undmj stellen die
Systemfrequenzen bzw. -massen dar. Der mit diesen Erzeugungs- bzw. Vernichtungs-
operatoren aufgebaute Liouville-Operator entzieht dem System Energie – wobei eine
Temperatur des Umgebungsbades von T = 0 angenommen wird. Betrachten wir das
System bei einer nichtverschwindenten Badtemperatur (T > 0), bieten sich Formu-
lierungen nach Caldeira und Legget [142] an.
Die Form der durch (8.29) beschriebenen Da¨mpfung stellt in Verbindung mit der
Lindblad-Form (8.28) einen fu¨r das MCTDH-Verfahren ho¨chst geeigneten Mechanis-
mus dar. Aus diesem Grund beschra¨nken wir uns in dieser Arbeit ausschließlich auf
Lindblad-Funktionale. Alternative Ansa¨tze, wie sie zum Beispiel auf Redfield [143]
zuru¨ckgehen, basieren auf Darstellungen in Eigenzusta¨nden und sind somit fu¨r das
MCTDH-Verfahren nicht geeignet. Auf Caldeira und Legett [142] zuru¨ckgehende
Ansa¨tze sind zwar fu¨r das MCTDH-Verfahren prinzipiell geeignet, finden in dieser
Arbeit aber keine Verwendung.
9. MCTDH fu¨r Dichteoperatoren
In Kapitel 2 wurde die MCTDH-Methode fu¨r die Propagation von Wellenfunktionen
eingefu¨hrt. Die positiven Erfahrungen, die bereits mit dem MCTDH-Verfahren fu¨r
Wellenfunktionen gemacht wurden, stimulierte die Heidelberger MCTDH-Entwick-
lergruppe um H.-D. Meyer, die MCTDH-Methode auf die Propagation von Dichte-
operatoren auszuweiten. In diesem Kapitel werden wir das MCTDH-Verfahren fu¨r
die Propagation fu¨r Dichteoperatoren vorstellen. Vorarbeiten wurden von Raab et
al. [14, 48, 74] geleistet. Der numerische Aufwand ist fu¨r die Propagation von Dich-
teoperatoren ho¨her als bei der Propagation von Wellenfunktionen. Wir verwenden
hier ein Einheitensystem, bei dem ~ = 1 gilt.
9.1. MCTDH-Ansatz
Analog zum Wellenfunktionsfall wird der Dichteoperator in Einteilchen-Dichteope-
ratoren (SPDO, single-particle density operator) σ
(κ)
τκ entwickelt,
ρ(Q1, . . . , Qf , Q
′
1, . . . , Q
′
f , t) =
n1∑
τ1=1
. . .
nf∑
τf=1
Bτ1...τf (t)
f∏
κ=1
σ(κ)τκ (Qκ, Q
′
κ, t), (9.1)
wo die Bτ1...τf (t) die zeitabha¨ngigen MCTDH-Entwicklungskoeffizienten bezeichnen.
Der MCTDH-Ansatz impliziert sowohl zeitabha¨ngige Koeffizienten als auch zeit-
abha¨ngige Einteilchen-Dichteoperatoren. Um die Eindeutigkeit des MCTDH-An-
satzes zu garantieren, mu¨ssen zusa¨tzliche Zwangsbedingungen formuliert werden
[48]. Eigenschaften die fu¨r Wellenfunktionen gelten (wie z.B. Orthonormalita¨t der
Einteilchenfunktionen) mu¨ssen fu¨r Dichteoperatoren neu formuliert werden. Hierzu
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muss zuna¨chst ein Skalarprodukt eingefu¨hrt werden. Das Hilbert–Schmidt-Skalar-
produkt [144,145],
〈〈A|B〉〉 = Spur{A†B} , (9.2)
stellt fu¨r Dichteoperatoren ein geeignetes Skalarprodukt dar. Die Umformulierung
der urspru¨nglichen Zwangsbedingungen fu¨r die Einteilchenfunktionen (2.20)-(2.21)
lauten damit fu¨r die Einteilchen-Dichteoperatoren:
〈〈
σ(κ)µ (0)
∣∣∣σ(κ)ν (0)〉〉 = δµν (9.3)〈〈
σ(κ)µ (t)
∣∣∣σ˙(κ)ν (t)〉〉 = −i〈〈σ(κ)µ (t)∣∣∣G(κ)σ(κ)ν (t)〉〉 . (9.4)
Der Zwangsoperator G(κ) ist hier – wie in Abschnitt 2.3 – bis auf Hermitizita¨t frei
wa¨hlbar. Man beachte, dass G(κ) ein Superoperator ist.
9.2. Hermitizita¨tsbedingung
Der Ansatz (9.1) garantiert zuna¨chst nicht die Hermitizita¨t des Dichteoperators (d.h.
ρ = ρ†) wa¨hrend aller Zeit t. Erga¨nzend zum Wellenfunktionsformalismus mu¨ssen
hier nun noch zusa¨tzliche Voraussetzungen geschaffen werden. Dazu wurden zwei
unterschiedliche Darstellungen eingefu¨hrt.
9.2.1. Typ-I-Dichteoperator
Eine Mo¨glichkeit besteht darin, reelle Anfangswerte der MCTDH-Entwicklungsko-
effizienten Bτ1...τf und hermitesche Einteilchen-Dichteoperatoren zu wa¨hlen:
Bτ1...τf (0) = B
∗
τ1...τf
(0) (9.5)
σ(κ)τκ (0) = σ
(κ) †
τκ (0) . (9.6)
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Die MCTDH-Bewegungsgleichungen erhalten diese beiden Eigenschaften wa¨hrend
der zeitlichen Entwicklung [48]. Diese Darstellung werden wir als Typ-I-Dichteope-
rator bezeichnen. Fu¨hren wir noch die Multiindizes
T = (τ1 . . . τf ) (9.7)
Tκl = (τ1 . . . τκ−1lττ+1 . . . τf ) (9.8)
Tκ = (τ1 . . . τκ−1ττ+1 . . . τf ) (9.9)
ein, ko¨nnen wir vereinfacht
ρ =
∑
T
BT ΩT mit ΩT =
f∏
κ=1
σ(κ)τκ (9.10)
schreiben.
9.2.2. Typ-II-Dichteoperator
Eine weitere Wahl bietet die Darstellung der Einteilchen-Dichteoperatoren mittels
Bra- und Ketvektoren. Als Bra- und Ketvektoren werden gerade die fu¨r die MCTDH-
Wellenfunktion benutzten Einteilchenfunktionen verwendet:
σ(κ)τκ (Qκ, Q
′
κt) =
∣∣∣ϕ(κ)jκ (Qκ, t)〉〈ϕ(κ)lκ (Q′κ, t)∣∣∣ . (9.11)
Der in (9.7) eingefu¨hrte Multiindex T wird zu einem Doppelindex (J, L). Die Ent-
wicklungskoeffizienten Bτ1...τf = Bj1...jf ,l1...lf mu¨ssen hier eine hermitesche Matrix
bilden. Verglichen mit Typ I verdoppelt sich hier die Anzahl der Indizes:
Bτ1...τf = Bj1...jf ,l1...lf = B
∗
l1...lf ,j1...jf
(9.12)
BT = BJ,L = B∗L,J . (9.13)
Bemerkung: In Referenz [48] konnte gezeigt werden, dass die Wahl des Zwangs-
operators in Gleichung (9.4) zu
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G(κ)(σ(κ)j ) =
[
g(κ), σ
(κ)
j
]
, (9.14)
mit dem beliebigen hermiteschen Operator g(κ), der nur auf den κ-ten Freiheitsgrad
wirkt, in den fu¨r Wellenfunktionen bekannten Zwangsbedingungen (2.20)-(2.21)
〈
ϕ
(κ)
j (0)
∣∣∣ϕ(κ)l (0)〉 = δjl (9.15)〈
ϕ
(κ)
j (t)
∣∣∣ϕ˙(κ)l (t)〉 = −i〈ϕ(κ)j (t)∣∣∣g(κ)∣∣∣ϕ(κ)l (t)〉 (9.16)
resultiert. Diese beiden Zwangsbedingungen garantieren die Orthonormalita¨t der
Einteilchenfunktionen fu¨r alle Zeit t, so dass die Einteilchen-Dichteoperatoren aus
Gleichung (9.11) selbstadjungiert bleiben. Detailliert lautet der Ansatz fu¨r Typ II:
ρ =
n1∑
j1=1
. . .
nf∑
jf=1
n1∑
l1=1
. . .
nf∑
lf=1
Bj1...jf ,l1...lf
f∏
κ=1
∣∣∣ϕ(κ)jκ 〉〈ϕ(κ)lκ ∣∣∣ . (9.17)
Aus Gru¨nden der U¨bersichtlichkeit haben wir hier die Argumente weggelassen. Das
Einfu¨hren der Multiindizes J = (j1 . . . jf ) und L = (l1 . . . lf ) ermo¨glicht die kurze
Notation
ρ =
∑
J,L
BJ,L |ΦJ〉 〈ΦL| , (9.18)
mit
|ΦJ〉 =
f∏
κ=1
∣∣∣ϕ(κ)jκ 〉 . (9.19)
Die in Abschnitt 2.8 gemachten Aussagen bezu¨glich der Form des Hamiltonopera-
tors treffen fu¨r die Propagation von Dichteoperatoren mit dem MCTDH-Verfahren
in entsprechender Weise zu.
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9.3. Die MCTDH-Bewegungsgleichungen
Die Bewegungsgleichungen fu¨r die Koeffizienten BJ(t) und die Einteilchen-Dichte-
operatoren σ
(κ)
τκ (bzw. fu¨r die Bra- und Ketvektoren) wurden in [48] aus dem Dirac–
Frenkel/MacLachlan Variationsprinzip [104, 114, 146] hergeleitet. Fu¨r Dichteopera-
toren nimmt dieses Variationsprinzip die Gestalt
〈〈
δρ
∣∣∣ρ˙− L(ρ)〉〉 = Spur{δρ† (ρ˙− L(ρ))} = 0 (9.20)
an. Die sich daraus ergebenden Gleichungen sind Differentialgleichungen erster Ord-
nung in der Zeit. Wir werden uns an dieser Stelle auf die Pra¨sentation der Bewe-
gungsgleichungen beschra¨nken; fu¨r eine ausfu¨hrliche Herleitung verweisen wir auf
die Literatur [14,48,74].
9.3.1. Typ-I-Bewegungsgleichungen
Wenden wir uns zuna¨chst der Typ-I-Darstellung zu. Fu¨hren wir dazu zuerst die
Gro¨ßen
D(κ)µν =
〈〈
Π(κ)µ |Π(κ)ν
〉〉
(9.21)
=
∑
Tκ
B∗Tκ,µBTκ,ν (9.22)
mit den Einloch-Dichteoperatoren,
Π(κ)ν =
∑
Tκ
BTκ,νΩTκ mit ΩTκ =
f∏
κ′ = 1
κ′ 6= κ
σ(κ
′)
τκ′
, (9.23)
ein. Der Superprojektor auf den durch die Einteilchen-Dichteoperatoren aufgespann-
ten Raum im Freiheitsgrad κ lautet
P(κ) =
nτ∑
τ
∣∣σ(κ)τ 〉〉 〈〈σ(κ)τ ∣∣ (9.24)
118 9 MCTDH fu¨r Dichteoperatoren
und der Mean-Field -Superoperator im Freiheitsgrad κ
〈L+ iG〉(κ)µν =
〈〈
Π(κ)µ
∣∣ (L+ iG)Π(κ)ν 〉〉 . (9.25)
Die Bewegungsgleichungen fu¨r die Einteilchen-Dichteoperatoren und die Entwick-
lungskoeffizienten lauten damit:
σ˙ = −iG(κ)σ(κ) + (1− P (κ)) (D(κ))−1 〈L+ iG〉(κ) σ(κ) (9.26)
B˙T =
∑
T ′
KT T ′BT ′ . (9.27)
Wobei wir die Vektornotation
σ(κ) =
(
σ
(κ)
1 , . . . , σ
(κ)
nκ
)T
(9.28)
benutzen und die Gro¨ße
KT T ′ = 〈〈ΩT |(L+ iG)ΩT ′ 〉〉 (9.29)
eingefu¨hrt haben. Diese Gleichungen stellen die allgemeinen Bewegungsgleichungen
fu¨r den Dichteoperator in MCTDH-Form dar. Sie bilden ein gekoppeltes nicht linea-
res System von gewo¨hnlichen Differentialgleichungen.
9.3.2. Typ-II-Bewegungsgleichungen
Fu¨r die Typ-II-Darstellung erha¨lt man wiederum aus dem Dirac–Frenkel/MacLach-
lan Variationsprinzip die Bewegungsgleichungen fu¨r die Koeffizienten und die Einteil-
chenfunktionen. Hierzu muss der Eindeutigkeitsoperator G wie in Gleichung (9.14)
gewa¨hlt werden. Es ergeben sich hier
ϕ˙ = −ig(κ)ϕ(κ) + (1− P (κ)) Spur {(L+ iG) (ρ)ρ}κ (D(2),(κ))−1ϕ(κ)(9.30)
B˙J,L = 〈ΦJ | (L+ iG) (ρ) |ΦL〉 (9.31)
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als Bewegungsgleichungen. Wir verwenden hier ebenfalls eine Vektornotation fu¨r
ϕ(κ). Die Matrixelemente des reduzierten Dichteoperators D(2),(κ) werden definiert
durch
D(2),(κ)jl =
〈
ϕ
(κ)
l
∣∣∣ Spur(ρ2)κ ∣∣∣ϕ(κ)j 〉 (9.32)
=
∑
L
∑
Jκ
B∗L,JκlBL,Jκj. (9.33)
Der hochgestellte Index (2) soll darauf aufmerksam machen, dass die Dichtematrix
in die Bewegungsgleichung quadratisch eingeht. Das tiefgestellte κ bei der Spur
u¨ber dem quadrierten Dichteoperator bedeutet, dass der Freiheitsgrad κ nicht in die
Spurberechnung eingeht. Der Projektionsoperator auf den Raum der Einteilchen-
funktionen lautet in der Typ-II-Darstellung
P (κ) =
nκ∑
j=1
∣∣∣ϕ(κ)j 〉〈ϕ(κ)j ∣∣∣ , (9.34)
d.h. er ist identisch zu dem Projektor (2.27) des Wellenfunktionsformalismus.
9.4. Vergleich der beiden Darstellungen
In Referenz [147] wurde gezeigt, dass bei schwachen Kopplungen zwischen den Frei-
heitsgraden, hoher Temperatur und starker Dissipation die Typ-I-Darstellung ge-
genu¨ber Typ II einen Effizienzvorsprung aufweist. Typ II erweist sich hingegen als
vorteilhaft, wenn die Freiheitsgrade stark miteinander gekoppelt sind, die Tempera-
tur niedrig und die Dissipation schwach ist.
Dieser Sachverhalt la¨sst sich verstehen, wenn man unterstellt, dass zuna¨chst keine
Kopplung zwischen den Freiheitsgraden besteht. Man sagt auch, dass die Freiheits-
grade nicht miteinander korrelieren. Die Typ-I-Darstellung ist bei fehlender Korre-
lation zwischen den Freiheitsgraden exakt. Der Dichteoperator ist hier fu¨r alle Zeit
ein einfaches Hartree-Produkt eindimensionaler Dichteoperatoren. Diese Tatsache
ist unabha¨ngig von einer Temperatur oder der Mischung eines offenen Systems. Die
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Typ-I-Darstellung eignet sich deshalb bestens fu¨r schwach korrelierte Systeme, bei
denen in den einzelnen Freiheitsgraden statistische Mischungen vorkommen.
Bei einer Typ-II-Propagation bleibt der reine Anfangszustand ρ(0) = |Ψ(0)〉 〈Ψ(0)|
in einem geschlossenen System (T = 0 K) wa¨hrend der gesamten Propagation rein.
Hier ist die Propagation des Dichteoperators ρ(t) a¨quivalent zu einer Propagation
der Wellenfunktion Ψ(t) mit Hilfe des MCTDH-Verfahrens fu¨r Wellenfunktionen.
Die hohe Effizienz des MCTDH-Verfahren fu¨r Wellenfunktionen bei stark gekoppel-
ten Freiheitsgraden u¨bertra¨gt sich hier auf die Typ-II-Darstellung.
Mit zunehmender Temperatur oder Dissipation wird aus dem reinen Zustand ein
Gemisch. Mit steigendem Mischungsgrad mischen die Freiheitsgrade immer sta¨rker
untereinander. Fu¨r Typ II werden mehr und mehr Konfigurationen beno¨tigt, um den
Dichteoperator in ausreichender Genauigkeit darstellen zu ko¨nnen. Mit zunehmender
Anzahl von Konfigurationen sinkt allerdings die Effizienz.
Die Typ-I-Darstellung eignet sich daher fu¨r Systeme, bei denen in den Freiheits-
graden eine starke Mischung auftritt. Existiert hingegen nur eine schwache Durch-
mischung, bei gleichzeitig starker Korrelation, ist Typ II vorzuziehen.
10. Anregungsmechanismus im
MCTDH-Formalismus
Eigens fu¨r das MCTDH-Verfahren haben wir einen Mechanismus entwickelt, um zum
Beginn der Propagation (t = 0) auf den Anfangszustand ρ˜(t < 0) eine Anregung D
anwenden zu ko¨nnen. Diesen Mechanismus werden wir hier kurz beschreiben. (Auch
hier verwenden wir wieder ein Maßsystem mit ~ = 1.) Wir sind dabei nur an sehr
kurz wirkenden Pulsen interessiert. Anregungsoperator D kann deshalb u¨ber einen
Diracschen Delta-Puls,
D(t) = Dδ(t), (10.1)
beschrieben werden. Setzen wir diesen Ansatz (10.1) in die Liouville–von Neumann-
Gleichung (8.25) ein
˙˜ρ(t) = −i[H +D(t), ρ˜(t)] , (10.2)
und integrieren wir u¨ber das infinitesimale Zeitintervall von t = −ε bis t = ε,
erhalten wir zuna¨chst:
ρ˜(ε)− ρ˜(−ε) = −i [D, ρ˜(0)]. (10.3)
Um eine ku¨rzere Notation zu erhalten, setzen wir
ρ = ρ˜(ε)− ρ˜(−ε). (10.4)
Nach dieser Anregung muss zuna¨chst
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ρtot = ρ˜+ ρ (10.5)
propagiert werden. Da ρ˜ ≡ ρ˜(t < −²) einen Gleichgewichtszustand beschreibt, gilt
L (ρ˜) = ˙˜ρ = 0. (10.6)
Somit folgt fu¨r die zeitliche Ableitung von ρ:
ρ˙tot = ˙˜ρ+ ρ˙ = ρ˙, (10.7)
woraus sich
ρ˙tot = L(ρ˜+ ρ)
= L(ρ˜+ L(ρ)
= L(ρ) (10.8)
folgern la¨sst. Es genu¨gt also, den Operator ρ = −i[D, ρ˜] zu propagieren. ImMCTDH-
Formalismus ist es nicht trivial, einen Operator auf eine Wellenfunktion oder Dichte-
operator anzuwenden, denn es werden sowohl die Koeffizienten als auch die Orbitale
dadurch gea¨ndert.
Das Variationsprinzip (9.20) nimmt nun die Gestalt〈〈
δρ
∣∣∣ρ+ i[D, ρ˜]〉〉 != 0 (10.9)
an. Die Gleichung (10.9) fu¨hrt zu unterschiedlichen Bestimmungsgleichungen fu¨r die
beiden Darstellungen von Dichteoperatoren (Typ I und Typ II). Wegen ihrer impli-
ziten Form ko¨nnen sie nur iterativ gelo¨st werden. Die Herleitung dieser Gleichung
ist langwierig und wird deshalb im Abschnitt B des Anhangs pra¨sentiert. An dieser
Stelle werden wir nur die Endergebnisse aufzeigen.
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10.1. Typ I
Als Startwerte der Iteration benutzen wir
σ
(κ)(0)
j = σ˜
(κ)
j (10.10)
B
(0)
J = −i
∑
L
Spur
{
Ω
(0)
J [D, Ω˜L]
}
B˜L (10.11)
= −i Spur
{
Ω
(0)
J [D, ρ˜]
}
. (10.12)
Anschließend lo¨sen wir fu¨r l = 0, 1, 2, . . . die iterativen Gleichungen
a) σ
(κ)(l+1)
j = −i Spur
{
Π
(κ)(l)
j [D, ρ˜]
}
b) = orthogonalisiere nach Gram–Schmidt die SPDOen
c) B
(l+1)
J = −i Spur
{
Ω
(l+1)
J [D, ρ˜]
}
.
(10.13)
10.2. Typ II
Fu¨r Dichteoperatoren vom Typ II benutzen wir als Startwerte des Iterationsprozess
fu¨r die Einteilchenfunktionen und die Entwicklungskoeffizienten
∣∣∣ϕ(κ)(0)j 〉 = ∣∣∣ϕ˜(κ)j 〉 (10.14)
B
(0)
J,L = −i
〈
Φ
(0)
J
∣∣∣[D, ρ˜]∣∣∣Φ(0)L 〉 . (10.15)
Hier lauten die iterativen Bestimmungsgleichungen fu¨r l = 0, 1, 2, . . .
a)
∣∣∣ϕ(κ)(l+1)j 〉 = −i∑L ∑Jκ〈Φ(l)Jκ∣∣∣ [D, ρ˜] ∣∣∣Φ(l)L 〉
b) orthogonalisiere nach Gram–Schmidt die SPFen
c) B
(l+1)
J,L = −i
〈
Φ
(l+1)
J
∣∣∣ [D, ρ˜] ∣∣∣Φ(l+1)L 〉 .
(10.16)
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10.3. Konvergenzkriterium
Abschließend beno¨tigen wir noch ein Konvergenzkriterium des eben vorgestellten
iterativen Verfahrens. Dabei ist es weder notwendig, dass die Einteilchen-Dichteope-
ratoren (Typ I) oder die Einteilchenfunktionen (Typ II) konvergieren. Lediglich der
durch sie aufgespannte Raum ist von Bedeutung.
Eine bequeme Mo¨glichkeit die A¨hnlichkeit zweier aufeinander folgender Iterati-
onsschritte zu ermitteln, besteht durch die Anwendung des Projektionsoperators
Spur
{
P (κ)(i)P (κ)(i+1)ρ(κ)(i+1)
}
. (10.17)
Wenn das Iterationsverfahren konvergiert, strebt der Wert der Spur gegen 1.
Zur Implementierung dieses Kriteriums fu¨hren wir die U¨berlappmatrizen
M
(Typ I)
jl =
〈〈
σ
(κ)(i+1)
j
∣∣∣σ(κ)(i)l 〉〉 (10.18)
M
(Typ II)
jl =
〈
ϕ
(κ)(i+1)
j
∣∣∣ϕ(κ)(i)l 〉 (10.19)
und die Gro¨ße
δ = 1− Spur
{
M†ρTM
}
Spur {ρ} (10.20)
ein, die nach jedem Iterationsschritt bestimmt werden. Die Iteration wird gestoppt,
wenn δ einen vorgegebenen Wert unterschreitet. δ verschwindet ga¨nzlich, wenn sich
die beiden aufeinanderfolgenden Projektoren P (κ)(i) und P (κ)(i+1) gleichen. Die Ma-
trix M wird dann zu einer unita¨ren Matrix, d.h. M†M = 1.
10.4. Berechnung des Anregungsspektrums
In Abschnitt 1.8 wurde dargestellt, wie im Wellenfunktionsformalismus mittels Fou-
riertransformation der Autokorrelationsfunktion c(t) =< ψ(0)|ψ(t) > das Spektrum
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berechnet werden kann. Im Dichteformalismus steht uns die dazu notwendige Wel-
lenfunktion allerdings nicht zur Verfu¨gung. Im vorliegenden Fall sind wir an der
Propagation von Dichteoperatoren nach Anregung mit einem Operator D interes-
siert. Der Anfangszustand sei ein Gemisch aus Eigenzusta¨nden |n〉 mit Gewichten
wn. Der Dichteoperator vor der Anregung lautet also
ρ˜ =
∑
n
wn |n〉 〈n| . (10.21)
Die Autokorrelation ist hier eine Superposition von einzelnen Autokorrelationsfunk-
tionen der verschiedenen angeregten Zusta¨nde:
c(t) =
∑
n
wn
〈
Dn
∣∣e−i(H−En)t∣∣Dn〉 . (10.22)
Dies kann auch in
c(t) =
∑
n
wn 〈n| eiHtD†e−iHtD |n〉
= Spur
{
ρ(0)eiHtD†e−iHtD
}
= Spur
{
D†e−iHtDρ(0)eiHt
}
= Spur
{
D†ρ1(t)
}
, (10.23)
mit ρ1(0) = Dρ˜, umgeschrieben werden.
Der Operator ρ1(t) ist nicht hermitesch. An seiner Stelle betrachten wir den an-
geregten Operator ρ. Analog zu den Gleichungen (10.22)-(10.23) findet man
c˜(t) = Spur
{
D†ρ(t)
}
= −i
∑
n
wn
(〈Dn| e−i(H−En)t |Dn〉 − 〈Dn| ei(H−En)t |Dn〉)
= 2
∑
n
wn 〈Dn| sin(H − En)t |Dn〉
= −2 Im c(t). (10.24)
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Dabei fand ρ(0) = −i[D, ρ˜] Beru¨cksichtigung.
Mit
S(E) =
1
pi
Re
∞∫
0
c(t)eiEtdt (10.25)
sei das aus der Autokorrelationsfunktion c(t) berechnete Anregungsspektrum be-
zeichnet. Wir definieren nun:
S˜(E) = − 1
pi
∞∫
0
c˜(t) sin (ET ) dt. (10.26)
So folgt
S˜(E) = − 1
2pi
∞∫
−∞
c(t)− c(−t)
i
· e
iEt − e−iEt
2i
dt
=
1
2pi
∞∫
−∞
(
c(t)eiEt − c(t)e−iEt) dt
=
1
pi
Re
∞∫
0
(
c(t)eiEt − c(t)e−iEt) dt
= S(E)− S(−E), (10.27)
wobei wir c(t) = c∗(−t) benutzten und eine t→ −t Variablentransformation durch-
fu¨hrten.
Solange S(E) = 0 fu¨r E < 0 gilt (keine stimulierte Emission) lassen sich beide
Teile des Spektrums leicht voneinander separieren. Das Spektrum ist dann durch
die Sinustransformation von c˜(t) = Spur
{
D†ρ(t)
}
gegeben. Andernfalls ließe sich
u¨ber die Kramers–Kroning-Relation Re c(t) aus Im c(t) bestimmen (d.h. aus c˜(t)
und anschließender Berechnung mittels Gleichung (10.25)).
In der obigen Herleitung haben wir ein geschlossenes System unterstellt. Andern-
falls ließe sich keine direkte Relation zum Wellenfunktionsformalismus herstellen.
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Fu¨r offene Systeme unterstellen wir, dass diese Herleitung fu¨r den vollen Dichteope-
rator ρtot, welcher sowohl die Bad- als auch die Systemmoden umfasst, gu¨ltig bleibt.
Die Relation
c˜(t) = SpurSystem+Bad
{
D†ρtot(t)
}
= SpurSystem
{
D†SpurBad {ρtot(t)}
}
= SpurSystem
{
D†ρ(t)
}
(10.28)
zeigt, dass die obigen Herleitungen fu¨r offene Systeme ihre Gu¨ltigkeit behalten.
Dieses Resultat wurde auch schon durch Neugebauer et al. [148] durch eine allge-
meinere Herangehensweise hergeleitet.
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11. Das CO/Cu(100)-System
Mit dem MCTDH-Verfahren zur Propagation von Dichteoperatoren mo¨chten wir zu-
na¨chst Schwingungsrelaxationen eines auf einer Kupferoberfla¨che adsorbierten CO-
Moleku¨ls untersuchen (CO/Cu(100)-System). Zuna¨chst werden wir ein geeignetes
Wechselwirkungspotential einfu¨hren, um dann auf die Pra¨paration der Anfangszu-
sta¨nde einzugehen.
11.1. Das Wechselwirkungspotential und seine
POTFIT-Darstellung
Im ersten Teil dieser Arbeit haben wir die Potentialenergiefla¨chen selbst aus ab in-
itio Daten berechnet. Fu¨r das Gas-Oberfla¨chen-Wechselwirkungspotential des CO/-
Cu(100)-Systems bedienen wir uns an einem von Tully et al. [55] entwickelten Poten-
tial. Dieses Potential wurde urspru¨nglich fu¨r stochastische dynamische Studien von
Schwingungsrelaxationsprozessen eingefu¨hrt. Die Adaption dieses Tully-Potentials
an unsere Erfordernisse werden wir in diesem Abschnitt vorstellen.
11.1.1. Das Tully-Potential
Als Wechselwirkungspotential benutzen wir das von Tully et al. eingefu¨hrte Gas-
Oberfla¨chen-Potential [55],
VTully =
∑
i
V (rC, rO, ri) + VCO(|rC − rO|), (11.1)
wobei die Vektoren rC, rO und ri die Positionen der Kohlenstoff-, Sauerstoff- und
Kupferatome definieren. Der Term V (rC , rO, ri) umfasst die Wechselwirkung des
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CO-Moleku¨ls mit dem i-ten Kupferatom der Oberfla¨che,
V (rC, rO, ri) = A exp(−α |ri − rO|) (11.2)
+B {exp [−2β (|ri − rC| − re)]
−2C cos2 ηi exp [−β (|ri − rC| − re)]
}
,
wo ηi der Winkel zwischen den O–C und C–Cu-Bindungen ist,
cos ηi =
(rC − ri) · (rC − rO)
|rC − ri| |rC − rO| , (11.3)
und re der Gleichgewichtsabstand des Kohlenstoffatoms von der Oberfla¨che.
Die O–Cu-Wechselwirkung stellt somit ein einfaches repulsiv wirkendes Potential
dar. Die C–Cu-Wechselwirkung wird durch ein modifiziertes Morsepotential [149],
bei dem der attraktive Anteil mit dem Orientierungsfaktor cos2 ηi multipliziert wird,
modelliert. Der Orientierungsfaktor sorgt dafu¨r, dass die maximale Anziehung nur
erreicht wird, wenn die CO-Moleku¨lachse direkt auf ein Kupferatom gerichtet ist.
Der Term VCO(|rC − rO|) in (11.1) beschreibt die direkte Wechselwirkung zwischen
Kohlenstoff- und Sauerstoffatom [55]; sie wird durch das Morsepotential
VCO(|rC − rO|) = F {exp [−2γ (|rC − rO|)− rCO]− 2 exp [−γ (|rC − rO|)− rCO]}
(11.4)
beschrieben. Alle Potentialparameter sind in Tabelle 11.1 angegeben. Zur Para-
metrisierung des sechsdimensionalen Systems benutzen wir die Position des CO-
Schwerpunktes (x, y und z), die C–O-Bindungsla¨nge (r), den Azimutwinkel zwischen
C–O- und z-Achse (θ) und den entsprechenden Polarwinkel (ϕ). Der Nullpunkt liegt
auf der Oberfla¨che im Zentrum eines Kupferatoms.
Summieren wir in (11.1) ausschließlich u¨ber ein Kupferatom und ignorieren wir
den repulsiven Potentialanteil in (11.2), erhalten wir die charakteristischen Gro¨-
ßen eines Morsepotentials [149, 150], wie seine Topftiefe von E0 = −B = −4669.5
cm-1 und die Anzahl der gebundenen Zusta¨nde, N = Λ + 1/2 = 29.856 mit Λ =√
2BM/(~β) = 29.356. Der erste gebundene Zustand ist bei einer Energie von
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Tabelle 11.1.: Potentialparame-
ter des original Gas-Oberfla¨chen-
Potentials von Tully et al. [55]. Al-
le Parameter geho¨ren zu den Glei-
chungen (11.1)-(11.4).
Potentialparameter Wert
A 84 300.0 kJ mol-1
α 3.36 A˚-1
B 55.86 kJ mol-1
β 3.0 A˚-1
re 1.9 A˚
-1
F 1070.0 kJ mol-1
γ 2.3 A˚-1
rCO 1.125 A˚
E1 = −4511.8 cm-1 lokalisiert. Der Schwerpunkt des adsorbierten CO-Moleku¨ls liegt
bei z0 = 2.5429 A˚ u¨ber der Kupferoberfla¨che. Mit diesen Gro¨ßen ko¨nnen wir die
Frequenzen ωi, die in die Definition der Erzeugungs- und Vernichtungsoperatoren
eingehen (siehe Gleichung (8.29)), na¨herungsweise mit
ωz = β
√
2B
mz
(11.5)
berechnen; mz = mO + mC ist die Gesamtmasse des CO-Moleku¨ls. Diese Fre-
quenz stellt die harmonische Na¨herung der Schwingung des Schwerpunktes des CO-
Moleku¨ls dar; seine Gro¨ße wurde zu ωz = 318.161 cm
−1 ermittelt.
Analog zu (11.4) berechnen wir die harmonische Na¨herung der internen CO-
Streckschwingung (d.h. die r-Schwingung):
ωr = γ
√
2F
mr
. (11.6)
Hier ist mitmr = mOmC/(mO+mC) die reduzierte Masse gegeben. Daraus resultiert
eine Frequenz von ωr = 2157.04 cm
−1 .
11.1.2. Das berechnete MCTDH-Potential
Leider ist das durch (11.1)-(11.4) beschriebene Potential nicht in der durch (2.47)
geforderten MCTDH-Form. Ein Ausweg bildet die Erzeugung eines geeigneten Fits
an das Tully-Potential VTully u¨ber den Ansatz
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Vapp(Q
(1)
i1
, . . . , Q
(f)
if
) =
n1∑
j1=1
· · ·
nκ−1∑
jκ−1=1
nκ+1∑
jκ+1=1
· · ·
nf∑
jf=1
v
(1)
j1
(Q
(1)
i1
) · · · v(κ−1)jκ−1 (Q(κ−1)iκ−1 )
× Dj1...jκ−1jκ+1...jf (Q(κ)iκ )v(κ+1)jκ+1 (Q(κ+1)iκ+1 ) · · · v(f)jf (Q
(f)
if
) , (11.7)
wobei wir die kontrahierten Koeffizienten
Dj1...jκ−1jκ+1...jf (Q
(κ)
iκ
) ≡
nκ∑
jκ=1
Cj1...jfv
(κ)
jκ
(Q
(κ)
iκ
) (11.8)
eingefu¨hrt haben.
Die Entwicklungskoeffizienten wurden mit dem POTFIT-Programm berechnet,
welches ebenfalls Bestandteil des MCTDH-Programmpaketes [90] ist. Fu¨r eine aus-
fu¨hrliche Diskussion nehme man die Literatur [30,151–153] zu Rate.
Da wir Systeme mit einer unterschiedlichen Anzahl von Freiheitsgraden untersucht
haben, wurden im Rahmen dieser Arbeit mehrere Potentialfits mit dem POTFIT-
Programm durchgefu¨hrt. Die Einfachheit des verwendeten Tully-Potentials spiegelte
sich dabei in einem sehr guten Konvergenzverhalten der POTFIT-Methode wider.
Der Operator der kinetischen Energie erfu¨llt bereits die durch Gleichung (2.47)
geforderte Form. Unter Einschluss aller sechs Freiheitsgrade lautet er
T = −
∑
κ=(x,y,z,r)
1
2mκ
∂2
∂κ2
− 1
2mrr2CO
[
1
sinϑ
∂
∂ϑ
(
sinϑ
∂
∂ϑ
)
+
1
sin2 ϑ
∂2
∂ϕ2
]
. (11.9)
Es gilt hier mx = my = mz.
11.2. Pra¨paration des Anfangszustandes
Bevor wir mit der Propagation des Dichteoperators beginnen ko¨nnen, mu¨ssen wir
seinen Anfangszustand erzeugen. Der Propagation gehen verschiedene Anregungs-
prozesse (Dipolanregung, Thermalisierung, ...) voraus. Aus diesem Grund geschieht
die Erzeugung des Anfangszustandes ρ(0) in mehreren Schritten. Diese Schritte wer-
den wir in den folgenden Abschnitten detailliert erla¨utern.
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11.2.1. Relaxation
Zuna¨chst gehen wir davon aus, dass das auf der Kupferoberfla¨che adsorbierte CO-
Moleku¨l sich in seinem energetisch tiefsten Zustand befindet. Dieser Zustand ent-
spricht dem Grundzustand des gesamten CO/Cu(100)-Systems. Mit dem MCTDH-
Verfahren ko¨nnen wir diesen Grundzustand berechnen, indem wir eine Propagations-
rechnung in imagina¨rer Zeit durchfu¨hren. Dazu scha¨tzen wir zuna¨chst die Bindungs-
parameter des Grundzustandes aus dem Tully-Potential ab. Mit diesen Parametern
konstruieren wir Gauß-fo¨rmige Wellenpakete, aus denen wir einen initialen Dichte-
operator aufbauen. Propagieren wir diesen Dichteoperator in imagina¨rer Zeit, rela-
xiert er in seinen energetisch tiefsten Grundzustand ρ˜. Diese Relaxationsrechnung
ko¨nnen wir sowohl im Wellenfunktionsbild als auch im Dichteformalismus durch-
fu¨hren. Nach der Relaxation befindet sich das System in einem reinen Zustand, der
als
ρ˜ =
∣∣∣Ψ˜〉〈Ψ˜∣∣∣ (11.10)
geschrieben werden kann.
Dieser Grundzustand des Dichteoperators steht nun fu¨r weitere MCTDH-Rechnung-
en zur Verfu¨gung. Hierzu muss lediglich ρ˜ aus (11.10) eingelesen werden.
11.2.2. Thermalisierung
Der Grundzustand wird durch einen reinen Zustand charakterisiert. Dies gilt natu¨r-
lich nur, wenn sich das System am Temperaturnullpunkt (T = 0) befindet. Bei einer
endlichen Temperatur T wird das System zu einem statistischen Gemisch. Dieses
Gemisch ist gegeben durch [154]
ρ˜ =
1
Z(β)
e−βH (11.11)
Z(β) = Spur
{
e−βH
}
, (11.12)
mit β−1 = kBT (kB ist die Boltzmann-Konstante) und der Zustandssumme Z.
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Liegt ein (na¨herungsweise) harmonischer Hamiltonoperator H vor, la¨sst sich fu¨r
die Typ-I-Darstellung die Thermalisierung analytisch berechnen. Die Einteilchen-
Dichteoperatoren des thermalisierten Dichteoperators,
ρ˜ =
f∏
κ=1
σ˜(κ)(Qκ, Q
′
κ, 0), (11.13)
werden dann bestimmt durch [155]
σ˜(κ)(Qκ, Q
′
κ, 0) =
√
mκωκ
pi
tanh
(
βωκ
2
)
(11.14)
× exp
(
−mκωκ (Qκ +Q
′
κ)
2
4
tanh
(
βωκ
2
)
−mκωκ (Qκ −Q
′
κ)
2
4
coth
(
βωκ
2
))
.
Fu¨r die kartesischen Koordinaten (x, y, z und r) erlaubt das Tully-Potential VTully
(11.1) um seinen Ruhepunkt eine sehr gute harmonische Anna¨herung. Dies ist fu¨r
die Winkelfreiheitsgrade nicht gegeben. Um die analytische Formel (11.14) benutzen
zu ko¨nnen, werden wir daher die Thermalisierungsrechnungen ohne Einschluss der
Winkelfreiheitsgrade ϑ und ϕ durchfu¨hren.
Ein weiterer Vorteil der Typ-I-Darstellung ist der Effizienzgewinn gegenu¨ber Typ
II in hoch gemischten Systemen. Deshalb werden alle thermalisierten Systeme in der
Typ-I-Darstellung behandelt. Fu¨r alle anderen Rechnungen wurde Typ II benutzt.
11.2.3. Dipolanregung
Fu¨r den Dipoloperator D benutzen wir
D = D(r, z)
= µ0 + Ar +Bz + Cz
2, (11.15)
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mit den Konstanten µ0 = −0.408, A = −2.25, B = 0.566 und C = −0.361. Alle
Gro¨ßen sind in atomaren Einheiten gegeben. Dieses Modell wurde von P. Saalfrank
entwickelt [156].
Fu¨r diese Anregung benutzen wir das in Kapitel 10 vorgestellte Verfahren. Aus
der Form des Dipoloperators (11.15) ist ersichtlich, dass weder die Rotationsmoden
(ϑ und ϕ) noch die Moden parallel zu Oberfla¨che (x und y) angeregt werden. Diese
Moden sind nicht dipolaktiv.
11.2.4. Der Dissipationsmechanismus
Fu¨r den Dissipationsmechanismus verwenden wir den im Abschnitt 8.3 definierten
dissipativen Liouville-Operator in Lindblad-Form (8.28), den wir hier der U¨bersicht-
lichkeit nochmals angeben wollen:
LD[ρ] =
∑
j
γj
(
VjρV
†
j −
1
2
V †j Vjρ−
1
2
ρV †j Vj
)
γi > 0. (11.16)
Die darin verwendeten Lindblad-Operatoren V †j und Vj stellen wir durch harmoni-
sche Erzeugungs- bzw. Vernichtungsoperatoren dar (vgl. Abschnitt 8.3).
In diesem Abschnitt mo¨chten wir die entsprechenden Da¨mpfungskonstanten γi –
die Inversen der Relaxationszeiten τi – fu¨r das CO/Cu(100)-System einfu¨hren. In
Tabelle 11.2 sind gerechnete Lebensdauern der Schwingungszusta¨nde zusammenge-
stellt. Dabei unterstellen wir, dass durch den Relaxationsprozess der Schwingung
des adsorbierten CO-Moleku¨ls sowohl Phononanregung des CO(100)-Gitter als auch
elektronische Anregung der Kupferatome sattfindet. Die Relaxationszeiten, in de-
nen die entsprechenden CO-Schwingungsmoden ihre Schwingungsenergien ins Wa¨r-
mebad (die Kupferoberfla¨che) abgeben, sind in der rechten Spalte in Tabelle 11.2
angegeben. U¨ber diese Relaxationszeiten τi definieren sich die in (11.16) auftretenden
Da¨mpfungskonstanten:
γi =
1
τi
. (11.17)
Diese Relaxationszeiten wurden jeweils bei einer wohldefinierten Oberfla¨chentem-
peratur T bestimmt. In unserer Modellvorstellung wird die CO(100)-Oberfla¨che als
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Tabelle 11.2.: Die Abha¨ngigkeit der Lebensdauern der Schwingungszusta¨nde des adsor-
bierten CO-Moleku¨ls von der Oberfla¨chentemperatur. Diese Werte sind [55] entnommen.
Die r-Mode entspricht der internen C–O-Streckschwingung und die z-Mode geho¨rt zur CO-
Oberfla¨chen-Schwingung. Die Lebensdauern wurden bestimmt u¨ber Phononenrelaxation
(d.h. keine elektronische Reibung oder dazugeho¨rende fluktuierende Kra¨fte), elektronische
Relaxation (starre Kupferoberfla¨che) und mit beiden geo¨ffneten Relaxationskana¨len. In
dieser Arbeit unterstellen wir, dass beide Relaxationskana¨le geo¨ffnet sind, so dass fu¨r uns
nur die Parameter in der rechten Spalte relevant sind.
Mode Oberfla¨chentemp. [K] Phononen [ps] Elektronen [ps] gesamt [ps]
r 10 >1000.0 2.0 1.7
r 150 >1000.0 1.8 1.6
r 300 >1000.0 1.6 1.6
r 450 >1000.0 1.5 1.5
z 10 26.0 41.0 22.0
z 150 9.7 9.2 4.8
z 300 6.6 5.6 2.8
z 450 4.0 3.4 1.6
Wa¨rmebad angesehen, welches dem CO-Moleku¨l Schwingungsenergie entzieht. In
diesem Sinne ist die Oberfla¨chentemperatur in unserem Modell immer T = 0. Die
hier diskutierten Oberfla¨chentemperaturen stellen nur ein Maß fu¨r die Sta¨rke der
Energiedissipation dar (siehe Tabelle 11.2).
12. Ergebnisse
In diesem Kapitel mo¨chten wir die Ergebnisse einiger unterschiedlicher Studien
pra¨sentieren, die wir am CO/Cu(100)-System durchgefu¨hrt haben. Zur Erlangung
dieser Ergebnisse waren umfangreiche Arbeiten am MCTDH-Programmcode no¨tig.
Zahlreiche Routinen mussten u¨berarbeitet werden. Fu¨r den Wellenfunktionsteil des
MCTDH-Programmpakets existiert mittlerweile eine sehr große Anzahl von Analy-
sewerkzeugen, die helfen, die gewonnenen Daten zu analysieren und die Rechnungen
auf Konvergenz hin zu untersuchen. Diese Analysewerkzeuge wurden nach und nach
auf den Dichteoperatorteil portiert. Der in Kapitel 10 entwickelte Anregungsmecha-
nismus musste ebenfalls erst implementiert werden.
Nach diesen sehr umfangreichen Erweiterungen amMCTDH-Programmpaket wen-
deten wir uns dem CO/Cu(100)-System zu. Wir waren in der Lage dieses System
unter Beru¨cksichtigung all seiner sechs Freiheitsgrade zu behandeln; der entspre-
chende Dichteoperator ha¨ngt somit von zwo¨lf Koordinaten ab. Leider erwies sich
wa¨hrend unserer Studien dieses System als wenig geeignet, um die Sta¨rken, welche
das MCTDH-Verfahren bietet, in seiner Ga¨nze ausreizen zu ko¨nnen. Dies liegt darin
begru¨ndet, dass in die Dynamik des CO/Cu(100)-Systems fast ausschließlich nur
zwei Moden involviert sind.
Wir beginnen unsere Studien mit einer Lebensdauerabscha¨tzung des Infrarot ange-
regten auf einer Cu(100)-Fla¨che adsorbierten CO-Moleku¨ls in Abha¨ngigkeit von der
Oberfla¨chentemperatur. Danach schließt sich eine Untersuchung an, bei der das CO-
Moleku¨l selbst thermisch angeregt wird. Diese Resultate werden demna¨chst in [157]
vero¨ffentlicht.
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12.1. Lebensdauerabscha¨tzungen
Bei den Wellenfunktionsrechnungen im ersten Teil dieser Arbeit haben wir die Au-
tokorrelationsfunktionen der gerechneten Spektren mit einer pha¨nomenologischen
Da¨mpfungsfunktion multipliziert, um die endlichen Lebensdauern der Zusta¨nde zu
simulieren (vgl. Abschnitt 1.8). Im Dichteformalismus sorgt die Dissipation fu¨r eine
endliche Lebensdauer der Anregungszusta¨nde. Mit kleiner werdender Lebensdauer
werden die Linienprofile im Anregungsspektrum zunehmend breiter. Die Bestim-
mung dieser Breiten erlaubt die Bestimmung der entsprechenden Lebensdauer der
Anregungszusta¨nde. Im Dichteformalismus besteht somit keine Notwendigkeit an
zusa¨tzlicher externer Da¨mpfung. Der Dipoloperator D (11.15) regt die z- und r-
Moden an. Der dissipative Liouville-Operator LD bewirkt hier die Da¨mpfung der
angeregten Schwingungen und somit die Verbreiterung ihrer Linien im Anregungs-
spektrum. Wir beschra¨nken wird uns hier zuna¨chst auf ein 2-Moden-Modell und
beru¨cksichtigen nur die Freiheitsgrade r und z. Das vollsta¨ndige 6-Moden-Modell
wird in Abschnitt 12.1.2 untersucht.
Unser durch den POTFIT-Algorithmus bestimmtes Potential beinhaltet in Glei-
chung (11.1) nur einige umgebende Kupferatome: in den beiden obersten Kupfer-
lagen wurden jeweils die neun na¨chsten Kupferatome beru¨cksichtigt (d.h. ein Kup-
fergitter mit einer Kantenla¨nge von drei Atomen). Die Summe in (11.1) erstreckt
sich somit u¨ber 18 Kupferatome. In Abbildung 12.1 ist das Kupfergitter schema-
tisch dargestellt. Die Anzahl von 18 Kupferatome zur Berechnung des Potentialfits
ist ausreichend. Die Beru¨cksichtigung weiterer Oberfla¨chenatome beeinflusste das
berechnete Potential nur minimal.
Wie bereits in Abschnitt 11.2.1 erla¨utert wurde, muss zuerst der Grundzustand
dieses 2-Moden-Potentials bestimmt werden. Als Grundzustandsenergie fanden wir
E1 = −3173.8 cm-1. Fu¨r die CO-Bindungsla¨nge RCO ermittelten wir eine Verla¨nge-
rung um δRCO = 0.0048 A˚ gegenu¨ber dem Wert aus Tabelle 11.1. Der Abstand des
Schwerpunktes zu Kupferoberfla¨che betra¨gt z0 = 2.5668 A˚. Die Ursache der Vera¨n-
derungen gegenu¨ber den gena¨herten Gro¨ßen aus Abschnitt 11.1.1 la¨sst sich sowohl
aus dem repulsiven Anteil in (11.2) als auch in den zusa¨tzlichen 17 Kupferatomen
in (11.1) begru¨nden.
12.1 Lebensdauerabscha¨tzungen 139
Abbildung 12.1.: Schematische Darstellung
des CO/Cu(100)-Systems. Dargestellt sind
die fu¨r die POTFIT-Rechnung des Tully-
Potential verwendeten 18 Kupferatome. Die
Kupferatome sitzen auf den Ecken der qua-
dratischen Gitterelemente.
C
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12.1.1. Zur Methode
Die Lebensdauer der angeregten Zusta¨nde wird u¨ber einen Fit der Lorentzfunktion
f(ω) =
1
2pi
· Γ0γL
(ω − ω0)2 +
(
γL
2
)2 , (12.1)
an die einzelnen Spektrallinien ermittelt. Die Parameter Γ0, ω0 und γL geben dann
entsprechend die Intensita¨t, die Lage und die Linienbreite wieder. Die Lebensdauer
τL la¨sst sich dann mit der Unscha¨rferelation aus der Linienbreite τL bestimmen:
τL =
1
γL
. (12.2)
Die Spektren sind fu¨r verschiedene Da¨mpfungen (d.h. fu¨r Oberfla¨chentemperatu-
ren von T = 10 K, 150 K, 300 K und 450 K) in Abbildung 12.2 dargestellt. Man
erkennt sofort, dass mit zunehmender Oberfla¨chentemperatur T die Linienprofile
sich zusehends verbreitern. Da bei der schwa¨chsten Da¨mpfung mit einer Oberfla¨-
chentemperatur von T = 10 K (durchgezogene Linie) die Autokorrelation (10.24)
nur sehr schwach abfa¨llt, musste hier u¨ber eine Zeit von t = 160 ps propagiert wer-
den, um das Auftreten des Gibbs-Pha¨nomens (vgl. Abschnitt 1.8) zu vermeiden.
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Abbildung 12.2.: Spektrum von CO/Cu(100) unter Einschluss zweier Schwingungs-
moden (z- und r-Mode). Dargestellt sind Rechnungen mit einer Oberfla¨chen-
Da¨mpfungstemperatur von T = 10 K (durchgezogene Linie), 150 K (gepunktete Linie),
300 K (kurz gestrichelte Linie) und 450 K (lang gestrichelte Linie).
Oben: Das gerechnete Spektrum von E=0 bis E=2500 cm−1.
Mitte: Die z-Anregung im detaillierten Ausschnitt.
Unten: Die r-Anregung im detaillierten Ausschnitt.
Der Fla¨cheninhalt unter der Spektrallinie ist zwischen dem Energiebereich von 0 bis 2500
cm−1 auf 1 a.u. normiert. Die Propagationszeiten betrugen t = 160 ps (T = 10 K), t = 50
ps (T = 150 K), t = 40 ps (T = 300 K) und t = 30 ps (T = 450 K). Diese sehr langen
Propagationszeiten waren notwendig, um Artefakte, wie z.B. das Gibbs-Pha¨nomen, zu re-
duzieren. Bei kleiner werdenden Da¨mpfungen fa¨llt die Autokorrelation schwa¨cher ab, so
dass die Propagtionszeit ansteigen muss, um diese Artefakte vermeiden zu ko¨nnen. Die
Intensita¨t des gro¨ßten Peaks betra¨gt 4216 (T = 10 K).
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Tabelle 12.1.: In dieser Tabel-
le sind die Amplituden, Positio-
nen, Breiten und Lebensdauern
der ersten beiden angeregten z-
Schwingungsmoden angegeben. Die
Werte resultieren aus Fits der Lor-
entzfunktion (12.1) an die entspre-
chenden Linienprofile. Fu¨r jeden Zu-
stand haben wir einen kleinen Be-
reich um das Maximum der Linie
entnommen, um die Linie daran zu
fitten. Diese Bereiche sind in den ne-
benstehenden Tabellen ebenfalls mit
angegeben. Die harmonische Na¨he-
rung der Energie der z-Schwingung
wurde in Abschnitt 11.1.1 mit ωz =
318.2 cm−1 bestimmt (vgl. Glei-
chung (11.5)). Die entsprechenden
Lebensdauern τ wurden u¨ber die
Relation τ = ~/γL aus den Breiten
γL bestimmt. Die Intensita¨ten Γ0
sind bei einem normalisiertem Spek-
trum gerechnet worden.
Fit-Intervall: 265 cm−1 - 320 cm−1
T [K] Γ0 ω0 [cm
−1] γ [cm−1] τ [ps]
10 6.14·10−2 293.9 0.27 19.66
150 6.09·10−2 293.9 1.16 4.58
300 6.09·10−2 293.9 1.98 2.68
450 6.09·10−2 293.9 3.46 1.53
Fit-Intervall: 550 cm−1 - 600 cm−1
T [K] Γ0 ω0 [cm
−1] γ [cm−1] τ [ps]
10 1.03·10−3 577.5 0.54 9.83
150 1.03·10−3 577.4 2.42 2.19
300 1.04·10−3 577.4 4.16 1.28
450 1.05·10−3 577.3 7.32 0.73
Diese Propagationszeit konnte bei den drei anderen Da¨mpfungssta¨rken auf t = 50
ps (fu¨r T = 150 K), t = 40 ps (fu¨r T = 300 K) und t = 30 ps (fu¨r T = 450 K)
reduziert werden.
Die Da¨mpfungsparameter γz,r = 1/τz,r und die zugeho¨renden Oberfla¨chentempe-
raturen T ko¨nnen Tabelle 11.2 entnommen werden. Mit ho¨herer Da¨mpfung werden
die Linienprofile zunehmend breiter. Die dominierenden Linien stellen die r-Linie (C-
O-Schwingung) bei Er = 2152.0 cm
−1 und die z-Linie (CO-Cu(100)-Schwingung) bei
Ez = 294 cm
−1 dar. Die beiden Linien auf der rechten Seite des Spektrums setzen
sich zusammen aus zusa¨tzlichen Oberto¨nen.
Die Verbreiterung wurde untersucht, indem wir die Lorentzfunktion (12.1) an die
unterschiedlichen Linienprofile gefittet haben. Die sich ergebenden Lebensdauern τL
sind in den Tabellen 12.1 fu¨r die z-Mode und in 12.2 fu¨r die r-Mode dargestellt. Die
berechneten Lebensdauern stimmen sehr gut mit den original Modellparameter aus
Tabelle 11.2 u¨berein; sie liegen lediglich geringfu¨gig unter diesen Werten.
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Tabelle 12.2.: In dieser Tabel-
le sind die Amplituden, Positio-
nen, Breiten und Lebensdauern
der r-Schwingung und seiner ers-
ten beiden z-Oberto¨ne angegeben.
Die Werte resultieren hier eben-
falls aus Fits der Lorentzfunk-
tion (12.1) an die entsprechen-
den Linienprofile. Auch hier wur-
de fu¨r jeden Zustand ein klei-
ner Bereich um das Maximum der
Linie gewa¨hlt, um die Lorentz-
Funktion daran zu fitten. Diese
Bereiche sind in den nebenstehen-
den Tabellen ebenfalls mit ange-
geben. Die harmonische Na¨herung
der Energie der r-Schwingung
wurde in Abschnitt 11.1.1 mit
ωr = 2157.1 cm−1 (vgl. Gleichung
(11.6)) bestimmt. Aus der Relati-
on τ = ~/γL wurden die Lebens-
dauern τ anhand der Breiten γL
der Lorentz-Funktionen bestimmt.
Die Intensita¨ten Γ0 sind bei einem
normalisiertem Spektrum gerech-
net worden.
Fit-Intervall: 2100 cm−1 - 2200 cm−1
T[K] Γ0 ω0[cm
−1] γ [cm−1] τ [ps]
10 0.940 2152.8 3.16 1.68
150 0.940 2152.8 3.37 1.58
300 0.940 2152.8 3.38 1.57
450 0.941 2152.8 3.62 1.47
Fit-Intervall: 2400 cm−1 - 2500 cm−1
T[K] Γ0 ω0[cm
−1] γ [cm−1] τ [ps]
10 4.18·10−3 2445.7 3.54 1.50
150 4.24·10−3 2445.7 4.79 1.11
300 4.28·10−3 2445.6 5.74 0.92
450 4.38·10−3 2445.5 7.81 0.68
Fit-Intervall: 2700 cm−1 - 2750 cm−1
T[K] Γ0 ω0[cm
−1] γ [cm−1] τ [ps]
10 2.08·10−4 2728.2 4.68 1.13
150 2.39·10−4 2728.0 8.18 0.65
300 2.54·10−4 2727.8 11.03 0.48
450 2.94·10−4 2727.6 17.51 0.30
Um eine bessere Vergleichbarkeit der Gro¨ßen zu erlangen, haben wir zusa¨tzlich die
Anregungsenergien des sechsdimensionalen CO/Cu(100)-Systems berechnet. Diese
Energien ko¨nnen in Tabelle 12.3 zusammen mit den Winkel-abha¨ngigen Rotations-
energien und den x-y-abha¨ngigen Vibrationsenergien gefunden werden. Alle Energi-
en sind in sehr guter U¨bereinstimmung mit den entsprechenden Werten aus Tabelle
12.1 und Tabelle 12.2.
Fu¨r die z-Mode sind die mittels Fit bestimmten Lebensdauern nur geringfu¨gig klei-
ner als die Werte aus Tabelle 11.2. Wie erwartet, sinkt mit zunehmender Anregung
die Lebensdauer. Die gerechneten Lebensdauern der z-Schwingung stimmen ebenfalls
gut mir den Originalwerten aus Tabelle 11.2 u¨berein. Hier weisen die Lebensdauern
nur eine sehr schwache Variation in Abha¨ngigkeit von der Oberfla¨chentemperatur T
auf.
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Tabelle 12.3.: Einige Spektralwerte des CO/Cu(100)-Systems. Die Anregungsenergien
wurden bestimmt, indem die einzelnen Schwingungsmoden getrennt angeregt wurden.
U¨ber eine Filterdiagonalisierung [135–137] (vgl. Abschnitt 7.2) wurde dann das Spek-
trum in seine einzelnen Linien aufgelo¨st und die Energiewerte der angeregten Zusta¨nde
bestimmt. In den fu¨nf rechten Spalten sind die jeweiligen Quantenzahlen angegeben.
Energie [cm−1] r x,y z ϑ ϕ
70.9 0 1 0 0 0
167.6 0 2 0 0 0
199.4 0 3 0 0 0
234.5 0 0 0 0 1
294.0 0 0 1 0 0
521.4 0 0 0 0 2
577.5 0 0 2 0 0
693.2 0 0 0 0 3
793.7 0 0 0 0 4
850.6 0 0 3 0 0
883.4 0 0 0 0 5
974.9 0 0 0 0 6
1044.1 0 0 0 0 7
1099.6 0 0 0 0 8
1113.6 0 0 4 0 0
1357.4 0 0 0 1 1
1365.5 0 0 5 0 0
1524.0 0 0 0 1 2
1656.0 0 0 0 1 3
1764.0 0 0 0 1 4
2152.6 1 0 0 0 0
2445.7 1 0 1 0 0
2728.4 1 0 2 0 0
3000.3 1 0 3 0 0
3262.7 1 0 4 0 0
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Wegen der Einfachheit des verwendeteten Tully-Potentials und seines Anregungs-
spektrums, konnten wir die Autokorrelationsfunktion c(t) sehr gut durch eine Su-
perposition zweier geda¨mpfter harmonischer Oszillatoren
c(t) = I1 sin(E1t) e
− t
2τ1 + I2 sin(E2t) e
− t
2τ2 (12.3)
beschreiben. Fu¨r das am schwa¨chsten geda¨mpfte System (T = 10 K) bestimmten wir
die Parameter zu I1 = 0.196, I2 = 0.013, E1 = 2152.8 cm
−1, E2 = 293.9 cm−1, τ1 =
1.68 ps und τ2 = 20.2 ps. Alle diese Parameter sind in sehr guter U¨bereinstimmung
mit den direkt aus dem Spektrum bestimmten Werten.
12.1.2. Sechsdimensionale Rechnung
Wir wir bereits Kapitel eingangs erwa¨hnt haben, sollte das MCTDH-Verfahren fu¨r
Dichteoperatoren seine Sta¨rke bei Systemen mit vielen Freiheitsgraden entfalten. Nu-
merisch beeindruckend ist die volle sechsdimensionale Rechnung (Abbildung 12.3).
Leider besteht im vorliegenden System weder eine starke Korrelationen zwischen
den verschiedenen Moden noch werden die u¨brigen Moden durch den Dipolopera-
tor angeregt. Die beiden Spektren unterscheiden sich somit kaum voneinander. Das
sechsdimensionale Spektrum musste lediglich um einen Energiebetrag von 10 cm−1
nach unten verschoben werden. Die Ursache dafu¨r ist wahrscheinlich numerisch in
seiner eigenen Potentialfitrechnung mittels POTFIT begru¨ndet.
Der Rechenaufwand fu¨r diese sechs-Moden-Rechnung – und somit zwo¨lf numeri-
sche Freiheitsgrade – war vergleichsweise gering. Auf einem 500 MHz DEC Arbeits-
rechner beno¨tigte die Dichtepropagation fu¨r eine Propagationszeit von t = 2000 fs
nicht einmal acht Stunden; der Speicherbedarf lag bei nur knapp 50 Megabyte. Wir
mu¨ssen hier allerdings eingestehen, dass dieses System wegen seiner sehr schwachen
internen Kopplung kein sehr komplexes dynamisches Verhalten aufweist.
12.2. Thermalisierungen
In diesem Abschnitt beschreiben wir Studien am thermalisierten CO-Moleku¨l. Die
Thermalisierung wird vor der Dipolanregung angewandt. Wegen den Bemerkungen
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in Abschnitt 11.2.2 fu¨hrten wir diese Rechnungen ausschließlich unter Verwendung
von Typ I durch. Da wir mit Anregungen von Schwingungen in x- und y-Richtung
infolge der Thermalisierung rechnen mu¨ssen, haben wir unser Modell um diese zwei
Moden erweitert. Dieses 4-Moden-Modell umfasst dann die drei Schwerpunktskoor-
dinaten x, y und z sowie die CO-Bindungsla¨nge r. Fu¨r die beiden Winkel benutzen
wir ein Legendre-DVR, welches zur Zeit leider nicht durch den Thermalisierungs-
mechanismus unterstu¨tzt wir. Aus diesem Grund verzichteten wir auf diese beiden
Freiheitsgrade. Aufgrund der bisher mit dem CO/Cu(100)-System gemachten Er-
fahrungen erwarten wir auch keinen nennenswerten Beitrag dieser beiden Rotati-
onsmoden zur Dynamik.
Um nach Gleichung (11.14) einen thermalisierten Dichteoperator zu berechnen,
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Abbildung 12.3.: Spektrum der sechsdimensionalen Dichteoperatorpropagation des adsor-
bierten CO-Moleku¨ls (durchgezogene Linie) verglichen mit dem zweidimensional gerechne-
ten Spektrum aus Abbildung 12.2 (gepunktete Linie). In beiden Fa¨llen wurde eine starke
Da¨mpfung (Oberfla¨chentemperatur T = 450 K) verwandt.
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ist die Kenntnis der Frequenzen ωκ notwendig. Diese Gro¨ßen ließen sich rechnerisch
aus dem verwendeten Tully-Potential bestimmen. Wir wa¨hlten hier allerdings einen
bequemeren Weg. Um die Frequenzen zu bestimmen, fu¨hrten wir eine Relaxations-
rechnung in den Grundzustand durch. Diese Rechnung haben wird aus numerischen
Gru¨nden und der ho¨heren Schnelligkeit wegen im Wellenfunktionsbild durchgefu¨hrt.
Aus dieser Rechnung bestimmten wir die Gro¨ßen
∆Qκ =
√
〈Ψ |Q2κ|Ψ〉 − 〈Ψ |Qκ|Ψ〉2, (12.4)
aus denen sich dann u¨ber
mκωκ =
1
∆Qκ
(12.5)
die fu¨r die Thermalisierung erforderlichen Gro¨ßen bestimmen lassen, um dann mit-
tels Gleichung (11.14) die thermalisierten Einteilchen-Dichteoperatoren σ˜(κ)(ξ, ξ
′
, 0)
zum Propagationsbeginn t = 0 zu berechnen. Hier steht ξ fu¨r ξ = x, y, z und
rCO. Nachdem mit diesen Parametern der thermalisierte Anfangszustand konstru-
iert wurde, folgt die Dipolanregung mit dem Operator D.
Die Thermalisierung nach Gleichung (11.14) basiert auf der Annahme, dass sich
der Grundzustand des Systems gut durch Gauß-fo¨rmige Wellenfunktionen anna¨hern
la¨sst. Um die Gu¨te dieser Na¨herung zu u¨berpru¨fen, haben wir eine Wellenfunkti-
onsrechnung, bei der die Startwellenfunktion aus Gaußfunktionen konstruiert wur-
de, mit einer Rechnung verglichen, bei der die Anfangswellenfunktion durch die
relaxierte Grundzustandswellenfunktion beschrieben wurde. Die Ergebnisse beider
Rechnungen wiesen keine signifikanten Unterschiede auf.
Die resultierenden Spektren sind in Abbildung 12.4 dargestellt. Auf der linken
Seite befinden sich die 2-Moden-Rechnungen mit den beiden Koordinaten z und r.
Auf der rechten Seite sehen wir die 4-Moden-Rechnung, bei der noch zusa¨tzlich die
x- und y-Koordinaten enthalten sind.
Die beiden z- und r-Linien dominieren das gesamte Spektrum sowohl im 2-Moden-
Modell als auch im 4-Moden-Modell. Wir stellen fest, dass mit zunehmender Ther-
malisierungstemperatur zusa¨tzliche Struktur im 4-Moden-Modell Spektrum erscheint,
welche auf zusa¨tzliche x- und y-Schwingungen zuru¨ckgeht.
Der Rechenaufwand fu¨r die 4-Moden-Rechnung betrug knapp 14 Stunden auf
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Abbildung 12.4.: Die thermalisierten Spektren der 2-Moden- und 4-Moden-Rechnungen
des CO/Cu(100)-Systems. Dargestellt sind Thermalisierungen mit T = 0 K, 100 K, 200
K und 300 K. Bei allen Rechnungen wurde eine Da¨mpfung verwendet, die einer Oberfla¨-
chentemperatur von T = 450 K entspricht.
einem 500 MHz DEC Alpha Rechner fu¨r das mit T = 300 K thermalisierte CO-
Moleku¨l. Propagiert wurde 1.5 ps.
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13. Sticking-Prozesse
Die Untersuchung von Streuprozessen auf eine Oberfla¨che einfallender Teilchen stellt
ein weiteres wichtiges Beta¨tigungsfeld des Dichteoperatorformalismus dar. Hier wird
die Oberfla¨che als Wa¨rmebad behandelt, das dem gestreuten Teilchen Energie ent-
zieht und somit fu¨r sein (teilweises) Anhaften auf der Oberfla¨che verantwortlich ist.
Die Wahrscheinlichkeit des Anhaftens bezeichnen wir als Haftwahrscheinlichkeit.
Der Streuprozess bedingt eine komplexere Dynamik als die bisher untersuchten
Relaxationsvorga¨nge. Wir untersuchen hier deshalb den Haftungsprozess an einem
Modellpotential. Außerdem beschra¨nken wir uns auf das Studium von Streuprozes-
sen punktfo¨rmiger Teilchen. Die Korrugation des Oberfla¨chenpotentials sollte einen
entscheidenten Einfluss auf das Streu- und Haftungsverhalten haben. Wir behandeln
daher ein Modellpotential, bei dem sich die Sta¨rke der Korrugation u¨ber einen Para-
meter leicht variieren la¨sst. Das gestreute Teilchen wird u¨ber einen Dichteoperator
beschrieben. Wir bestimmen die Haftungskoeffizienten und das quantenmechani-
sche Mischungsverhalten des gestreuten Dichteoperators. Diese Resultate werden
demna¨chst in [157] vero¨ffentlicht.
13.1. Potential
Wie eingans erwa¨hnt, fu¨hren wir zuna¨chst ein numerisch handhabbares Modell-
potential ein, welches zum urspru¨nglichen Tully-Potential nur noch in einer sehr
schwachen Relation steht. Weiterhin behandeln wir das CO-Moleku¨l als punktfo¨r-
miges Teilchen, so dass von den urspru¨nglich sechs Freiheitsgraden nur noch drei
(kartesische) Koordinaten u¨brig bleiben.
Zuna¨chst setzen wir ein z-abha¨ngiges Morsepotential der Form
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V (z) = A
(
e−2α(z−z0) − 2e−α(z−z0)) (13.1)
an. Das gesamte dreidimensionale Potential setzen wir an mit
V3D(x, y, z) =
1
2
(1 + η)V (z) +
1
4
(1− η)V (z) (cos(Gx) + cos(Gy)) , (13.2)
wo 0 ≤ η ≤ 1 ein Parameter darstellt, der die Sta¨rke der Korrugation variiert. Fu¨r
die Gro¨ße G gilt G = 2pi/a mit der Gitterkonstanten a. (Dieses Potentialmodell
wurde inspiriert durch in [158] verwendete Potentiale.)
Auf einem Kupferatom (x = y = 0) stimmt das dreidimensionale Potential mit
dem eindimensionalen Morsepotential u¨berein,
V3D(0, 0, z) = V (z), (13.3)
wa¨hrend u¨ber dem Zentrum einer Einheitszelle (x = y = a/2) das dreidimensionale
Potential um den Faktor η verkleinert wird:
V3D(a/2, a/2, z) = ηV (z). (13.4)
Zwischen diesen beiden Punkten variiert das dreidimensionale Potential auf der Kup-
feroberfla¨che in x- und y-Richtung. Die Welligkeit wird also durch den Parameter
η direkt beeinflusst, wobei η = 1 eine unkorrugierte Oberfla¨che beschreibt. Wir
untersuchten Systeme mit Werten von η = 1, 0.9, 0.3 und 0.1.
Als Parameter fu¨r das Morsepotential verwendeten wir fu¨r die Topftiefe A =
100 meV. Die Position des Energieminimums des Morsepotentials (z0) liegt bei der
urspru¨nglichen CO-Bindungsla¨nge aus Tabelle 11.1; wir errechneten z0 = 4.805 a.u..
Die Masse M und der Parameter α, die in das Morsepotential eingehen, ließen wir
unvera¨ndert bei M = 28 AMU und α = 3.00/A˚.
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13.2. Dissipationsmechanismus und komplexes
absorbierendes Potential
Als Dissipationsmechanismus verwenden wir wiederum den Lindblad-fo¨rmigen dis-
sipativen Liouville-Operator, wie wir ihn in (8.28) eingefu¨hrt haben. Benutzten
wir die in vorigen Kapiteln aus den Standard Erzeugungs- und Vernichtungsope-
ratoren konstruierten Lindbladoperatoren V † und V , erfordert das durch (13.1)-
(13.2) beschriebene Potential approximative Morse-Erzeugungs/Vernichtungsopera-
toren (RLO, raising/lowering operators) [44]
V =
√
~
Mω
[(
Λ− 1
2
)
α− Λαe−α(z−z0) + i
~
P
]
(13.5)
mit ω = α
√
2A/M und Λ =
√
2AM/(~α). Die Frequenz ω entspricht der harmo-
nischen Frequenz am Potentialminimum; die Gro¨ße Λ + 1/2 gibt die Anzahl der
gebundenen Zusta¨nde des Morsepotentials wieder [159]; wir berechneten ω = 16.4
eV und Λ = 12.2.
Die in den vorigen Abschnitten verwendeten harmonischen RLOs sind hier nicht
geeignet, da dort mit zunehmendem Abstand zur Oberfla¨che die Dissipationssta¨r-
ke zunimmt. Die hier verwendeten RLOs (13.5) weisen das korrekte asymptotische
Verhalten auf. Die Dissipation verschwindet, wenn z gegen Unendlich strebt.
Um den reflektierten Teil zu absorbieren, befindet sich in der (z-) Streurichtung
an der Position zC ein komplexes absorbierendes Potential (CAP, complex absorbing
potential) −iW (z) mit
W (z) = W0Θ(z − zC)(z − zC)n, (13.6)
wo W0 die CAP-Sta¨rke, Θ die Heaviside-Stufenfunktion und n die Ordnung eines
zusa¨tzlichen Monoms sind. Das CAP vermeidet die Verwendung großer Gitter in
z-Richtung. Als Startposition des CAPs wa¨hlten wir zC = 8.0 a.u.. Die Sta¨rke des
CAPs betrug W0 = 0.001 a.u. und die Ordnung des Monoms n = 3. Um einen
U¨berlapp zwischen ein- und auslaufendenden Dichteoperator zu verhindern, ist das
CAP bis zur Propagationszeit t = 400 fs deaktiviert. Nach diesem Zeitpunkt hat
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das einfallende Partikel die Oberfla¨che erreicht und nur noch der reflektierte Anteil
wird durch das CAP absorbiert.
13.3. Ergebnisse
Wir untersuchten Oberfla¨chenpotentiale ohne Korrugation (η = 1) und drei weite-
re Systeme mit unterschiedlich starker Korrugation (η = 0.9, 0.3 und 0.1). Diese
vier Systeme behandelten wir sowohl als geschlossene Systeme als auch als offene
Systeme. Die charakteristische Zeitskala des Systems wird durch die Periodizita¨t
Tosc =
2pi
ω
(13.7)
eines schwach angeregten Zustandes im Morsepotential bestimmt. Die Lebensdauer
(oder Relaxationszeit bzw. die Inverse der Relaxationsrate γ in (8.28)) τ muss mit
Tosc verglichen werden. Wir ermittelten Tosc = 252.3 fs. Eine kleinere Lebensdauer
mit τ = 100 fs, ein vergleichbar großer Wert von Tosc (τ = 250 fs) und einige
Da¨mpfungen mit la¨ngeren Lebensdauer (τ = 500 fs, 1000 fs, 1500 fs und 3000 fs)
werden in den folgenden Rechnungen angewandt.
Wa¨hrend der Relaxationsprozess zu einem teilweise Anhaften des einfallenden
Teilchens fu¨hrt, wird der reflektierte Anteil im CAP vollsta¨ndig absorbiert. Wa¨h-
rend unserer Untersuchungen stellten wir fest, dass die Trennung dieser beiden Teile
durch das CAP in u¨berzeugender Weise durchgefu¨hrt wird. Eine Gro¨ße fu¨r die Haft-
wahrscheinlichkeit ist die Spur des Dichteoperators ρ: wa¨hrend der reflektierte Anteil
im CAP verschwindet, tra¨gt nur noch der an der Oberfla¨che haftendende Anteil zu
Spur bei. In Tabelle 13.1 sind alle Haftkoeffizienten (Spur(ρ)) fu¨r eine Einschussener-
gie von E0 = 45 meV und einer Energiebreite von ∆EFWHM = 50 meV tabelliert.
Im Falle kurzer Lebensdauer (τ = 100 fs) bleibt das Partikel fu¨r alle unterschied-
lichen Korrugationen des Potentials vollsta¨ndig auf der Oberfla¨che haften. Ohne
Korrugation ist der Haftprozess nach ungefa¨hr t ≈ 1900 fs abgeschlossen. (Der Haft-
prozess ist beendet, wenn der Spur des Dichteoperators einen konstanten Endwert
erreicht).
Mit zunehmender Korrugation (abnehmendes η) wa¨chst die Zeit, bis Spur(ρ) einen
konstanten Endwert annimmt, auf etwa t ≈ 6000 fs fu¨r η = 0.1an. Im geschlossenen
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Tabelle 13.1.: Die Haftwahrscheinlichkeiten. In dieser Tabelle sind alle berechneten Haft-
wahrscheinlichkeiten nach einer Propagationszeit von t = 10 ps angegeben. Die verschiede-
nen Spalten sind zu den unterschiedlichen Da¨mpfungen (geschlossenes System und Systeme
mit Lebensdauern von τ = 3000 fs bis zu 100 fs) zugeordnet. Die Zeilen entsprechen den
unterschiedlich starken Welligkeiten des Potentials (η = 1.0, 0.9, 0.3 und 0.1). Die Ein-
schussenergie betrug hier E0 = 45 meV und ihre Breite ∆EFWHM = 50 meV. Die kleinen
Haftwahrscheinlichkeiten, welche beim geschlossenem System gefunden wurden, ru¨hren
von der endlichen Propagationszeit und teilweise von numerischen Ungenauigkeiten her.
η geschlossenes System 3000 fs 1500 fs 1000 fs 500 fs 250 fs 100 fs
1.0 0.000 0.053 0.137 0.239 0.558 0.912 1.000
0.9 0.000 0.054 0.135 0.235 0.554 0.911 1.000
0.3 0.004 0.069 0.163 0.265 0.568 0.906 1.000
0.1 0.008 0.077 0.185 0.296 0.597 0.914 1.000
System (ohne Dissipation) beobachten wir fu¨r die beiden am sta¨rksten gewellten Po-
tentiale (η = 0.3 und 0.1) einen sehr kleinen nicht reflektierten Anteil des Partikels,
welcher nicht im CAP absorbiert wird. Dieser verbleibende Rest hat seine Ursache
in der Diffraktion des Teilchens auf der Oberfla¨che.
In allen Rechnungen fa¨llt die Haftwahrscheinlichkeit mit ansteigender Lebensdauer
τ (fallende Da¨mpfung γ) von eins auf nahezu Null ab.
Ebenfalls aufschlussreich ist die zeitliche Entwicklung der Mischung des Systems.
Als Maß fu¨r die Mischung des quantenchemischen Ensembles definieren wir [58]
m = log
(
Spur(ρ)√
Spur (ρ2)
)
. (13.8)
Im Falle verschwindender Korrugation (η = 1.0) und der sta¨rksten Korrugation
(η = 0.1) haben wir in Abbildung 13.1 die zeitliche Abha¨ngigkeit der Mischungen
abgebildet. Man beachte, dass geschlossene Systeme in einem vollsta¨ndig reinen
Zustand (m = 0) verharren.
Fu¨r das nicht korrugierte Systeme fanden wir heraus, dass mit zunehmender Dis-
sipation (kleinere Relaxationszeiten) das System zunehmend zu einem reinen End-
zustand strebt. Die gro¨ßte Korrugation (τ = 100 fs) fu¨hrt schon nach etwa 1000
fs zu einem reinen Zustand. Nach dieser Zeit befindet sich das System in seinem
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Abbildung 13.1.: In dieser Abbildung sind die zeitlichen Entwicklungen der Mischungen,
d.h. m = log
(
Spur(ρ)/
√
Spur (ρ2)
)
, fu¨r das System ohne Welligkeit (unten, η = 1.0) und
der sta¨rksten gerechneten Welligkeit (oben, η = 0.1) dargestellt. Zu jeder Kurve sind die
relevanten Relaxationszeiten τ mit angegeben. Man beachte die unterschiedlichen Skalen!
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adsorbierten Grundzustand.
Dieser Sachverhalt a¨ndert sich, wenn wir die Korrugation einschalten (η = 0.1).
Die Mischung tendiert zwar immer noch zu einem konstanten Wert, allerdings nicht
mehr zu m = 0, d.h. einem reinen Zustand. Die Zeitskala in der diese konstanten
Werte erreicht werden, ist vergleichbar zu denen ohne Welligkeit. Das einfallende
Partikel streut in die x-y-Ebene. Dieser gestreute Anteil bewegt sich entlang der
Oberfla¨che, wo keinerlei Dissipation wirkt. Die beiden ebenen Freiheitsgrade sind
ebenfalls nur schwach zur z-Koordinate gekoppelt. Aus diesem Grund tendiert die
kinetische Energie in der x- und y-Richtung nicht schnell genug gegen seine Null-
punktsenergie.
Die Lage der Maxima der Mischungen verschieben sich mit zunehmenden Rela-
xationszeiten τ zu spa¨teren Zeitpunkten. Die Absolutwerte dieser Maxima wachsen
ebenfalls mit τ an (die Ausnahme bildet das System ohne Welligkeit, η = 1.0, mit
τ = 3000 fs). Eine la¨ngere Relaxationszeit bedeutet gleichzeitig auch eine kleinere
Oberfla¨chentemperatur. Mit sinkender Da¨mpfung wird der Einfluss der Oberfla¨che
auf das einfallende Partikel kleiner. Deshalb wird der Punkt maximaler Mischung
zu einem spa¨teren Zeitpunkt erreicht.
In Abbildung 13.2 sind die Haftungskoeffizienten fu¨r drei verschiedene Einfalls-
energien graphisch dargestellt. Im Grenzfall unendlich starker Da¨mpfung (verschwin-
dende Relaxationszeit) bleibt das einfallende Partikel vollsta¨ndig auf der Oberfla¨-
che haften (Haftungskoeffizient=1). Mit zunehmender Relaxationszeit (abnehmende
Da¨mpfung) sinkt der Haftungskoeffizient. Im unkorrugierten Potential geht der Haf-
tungskoeffizient bei einer unendlichen Relaxationszeit (entspricht einem abgeschlos-
senen System) auf Null zuru¨ck (vgl. Tabelle 13.1). Das einfallende Partikel wird
vollsta¨ndig reflektiert. Bei den korrugierten Potentialen bleibt infolge der Oberfla¨-
chendiffraktion des Partikels noch ein geringer Rest auf der Oberfla¨che haften. Dies
ist ein numerischer Artefakt. Ferner erkennen wir, dass mit zunehmender Oberfla¨-
chenkorrugation bei allen drei Einschussenergien der Haftungskoeffizient mit etwa
der gleichen Gro¨ßenordnung ansteigt. Wobei hier in Abbildung 13.2 beobachtbar ist,
dass mit zunehmender Einschussenergie E0 der Unterschied zwischen den Haftungs-
koeffizienten bei verschieden stark korrugierten Oberfla¨chen abnimmt.
Das Diffraktionsverhalten kann in Abbildung 13.3 na¨her betrachtet werden. Fu¨r
unterschiedliche Relaxationszeiten und drei verschieden stark korrugierter Oberfla¨ch-
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en haben wir dort die Aufenthaltswahrscheinlichkeitenen eines Partikels nach einer
Propagation von 10 ps in zwei Koordinaten in einem Konturplot dargestellt. Die bei-
den Koordinaten entsprechen dem senkrechten Abstand zu Oberfla¨che (z) und einer
der beiden a¨quivalenten Koordinaten la¨ngs der Oberfla¨che (x bzw. y). Ohne Ober-
fla¨chenkorrugation (η = 1.0) ist natu¨rlich keine Diffraktion zu erwarten. Dies dru¨ckt
sich darin aus, dass die Aufenthaltswahrscheinlichkeit von der Oberfla¨chenkoordi-
nate unabha¨ngig ist (linker Teil in Abbildung 13.3). Mit zunehmender Korrugation
(η = 0.3 und η = 0.1) wird eine sta¨rkere Diffraktion des Partikels erkennbar. Diese
Diffraktion wird mit zunehmend ku¨rzerer Relaxationszeit zusehends schwa¨cher. Eine
ho¨here Da¨mpfung u¨bt also einen gro¨ßeren Einfluss auf das Streuverhalten aus als
die Korrugation der Oberfla¨che. Mit zunehmender Da¨mpfung wird die Korrugation
einen zunehmend geringeren Einfluss auf das Streuverhalten des einfallenden Parti-
kels haben. Dies spiegelt sich auch in Abbildung 13.2 wider, wo sich die Kurven der
Haftungskoeffizienten fu¨r τ → 0 einander anna¨hern.
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Abbildung 13.2.: Die
graphische Darstellung
der Haftungskoeffizienten
fu¨r verschiedenen Ein-
fallsenergien E0 senkrecht
auftreffender Teilchen
und unterschiedlich starke
Oberfla¨chenkorrugationen
η. Durchgezogene Linie,
•: η = 1.0; gestrichelte
Linie, ¥: η = 0.3; gepunk-
tete Linie, ¨: η = 0.1.
Da sich das System mit
η = 0.9 nur schwach von
dem Fall mit η = 1.0
unterschied, haben wir
auf dessen Darstellung
verzichtet. Man beachte
die unterschiedlichen lo-
garithmischen Skalen. Die
Zahlenwerte entsprechen
jenen aus Tabelle 13.1
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Abbildung 13.3.:Das Diffraktionsverhalten eines einfallenden Partikels mit einer Einschus-
senergie von E0 = 90 meV. Dargestellt sind die Aufenthaltswahrscheinlichkeiten nach einer
Propagation von 10 ps fu¨r verschiedene Relaxationszeiten τ und unterschiedlich starker
Oberfla¨chenkorrugation η. Der vertikale Koordinate entspricht dem senkrechten Abstand
zur Oberfla¨che (z) wa¨hrend die horizontale Koordinate einer der untereinander a¨quivalen-
ten Koordinaten la¨ngs der Oberfla¨che (x bzw. y) entspricht.
Zusammenfassung und Ausblick
Im ersten Teil dieser Arbeit haben wir mit der MCTDH-Methode fu¨r Wellenfunk-
tionen dynamische Studien an der konischen Durchschneidung zwischen den Poten-
tialfla¨chen des Grundzustandes und dem ersten angeregten elektronischen Zustand
des Butatrien Kations (C4H
+
4 ) durchgefu¨hrt. Ein diabatischer vibronisch gekoppelter
Hamiltonoperator wurde konstruiert und seine Parameter durch einen Fit an eigens
gerechnete ab initio Daten bestimmt. Um die Ergebnisse besser beurteilen zu ko¨n-
nen, wurde das Photoelektronenspektrum von C4H4 berechnet und mit vorhandenen
experimentellen Daten verglichen. Das berechnete Spektrum reagierte sehr sensitiv
sowohl auf die vertikale Energielu¨cke zwischen den beiden vibronisch gekoppelten
Zusta¨nden als auch der interstate Kopplungskonstante. Diese beiden, auf ab initio
Rechnungen basierende Parameter, haben wir leicht angepasst, um eine zufrieden-
stellende U¨bereinstimmung zum Experiment zu erreichen. Alle anderen Parameter
blieben bei ihren aus den ab initio Daten bestimmten Werten.
Drei Sa¨tze von Rechnungen wurden durchgefu¨hrt. Im ersten Satz wurden alle fu¨nf
Moden, welche die beiden elektronischen Zusta¨nde linear miteinander koppeln, be-
ru¨cksichtigt. Diese fu¨nf Moden beinhalten alle total symmetrischen Moden (tuning
Moden) und die Kopplungsmode, welche im vorliegenden System die Torsionsmode
ist. Zusa¨tzlich zur standardisierten harmonischen Beschreibung dieser Torsionsmode
u¨ber Normalmoden, haben wir ebenfalls einen erweiterten Ansatz fu¨r diese Mode
angewandt. Der zweite Satz stellte einen Zwischenschritt dar. In diesem System
wurden alle Moden hinzugefu¨gt, welche die elektronischen Fla¨chen bilinear mitein-
ander koppeln; in diesem Modell tragen 15 Moden bei. Im dritten Satz wurden alle
18 Moden des Moleku¨ls beachtet, um den Hamiltonoperator um alle quadratischen
und bilinearen Kopplungsterme erweitern zu ko¨nnen. Wir berechneten nicht nur
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die Photoelektronenspektren, sondern auch die dazugeho¨renden Autokorrelations-
funktionen und Populationen der beiden involvierten elektronischen Fla¨chen. Die
berechneten Spektren stimmen sehr gut mit dem experimentellen Spektrum u¨ber-
ein. Interessanterweise ist der Einfluss der 13 nicht-linear koppelnden Moden relativ
gering und ihr Einfluss im Spektrum lediglich in feinen Details ersichtlich. Mehr
noch, das berechnete Spektrum stimmt sehr gut mit fru¨heren Rechnungen eines 2-
Moden-Modells [4,24,25] u¨berein. Es sollte allerdings nicht unerwa¨hnt bleiben, dass
die Kopplungsparameter dieses fru¨hen 2-Moden-Modell signifikant von den entspre-
chenden Werten, welche in dieser Arbeit bestimmt wurden, abweichen. Um gute
U¨bereinstimmung zu experimentellen Daten zu erhalten, sind offensichtlich weniger
Anpassungen der aus ab initio Daten bestimmten Parameter notwendig, wenn alle
Schwingungsmoden beru¨cksichtigt werden. Wird eine kleinere Anzahl aktiver Moden
verwendet, mu¨ssen diese Moden vielmehr als effektive Moden angesehen werden. Ih-
re Kopplungskonstanten und die vertikale Energielu¨cke stellen dann effektive Gro¨ßen
dar, die nicht mit den Werten eines vollsta¨ndigen Modells u¨bereinstimmen mu¨ssen.
Dennoch ist die Bestimmung solch eines auf eine substantielle Anzahl aktiver Moden
reduzierten Modells vibronischer Kopplung, welches zu guten Resultaten fu¨hrt, sehr
vielversprechend. Eine Reduzierung auf wenige aktive Moden macht die dynamische
Behandlung sehr großer Systeme mit konischen Durchschneidungen handhabbar.
Im Butatrien Kation liegt die konische Durchschneidung energetisch in der Lu¨cke
zwischen den beiden elektronischen Ba¨ndern des Spektrums. Daraus resultiert die
ausgepra¨gte Struktur im Photoelektronenspektrum von Butatrien, welche als mys-
tery band in die Literatur Eingang gefunden hat. Diese Struktur unterstreicht im
Vergleich zu anderen vibronisch gekoppelten Systemen, wie zum Beispiel Pyrazin
oder Allen, die große Bedeutung des Butatrien-Systems fu¨r die Theorie der vibroni-
schen Kopplung.
Da das Photoelektronenspektrum von Butatrien ein sehr interessanter Repra¨sen-
tant vibronisch gekoppelter Systeme darstellt, wa¨re es wu¨nschenswert, ho¨here auf-
gelo¨ste experimentelle Spektren zu haben. Wir hoffen, dass diese Arbeit neue Expe-
rimente stimulieren kann.
Unsere hier dargestellte Methode zur Bestimmung der diabatischen Kopplungs-
parameter wird mittlerweile in unserer Arbeitsgruppe erfolgreich angewandt.
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Der zweite Teil dieser Arbeit war mehr methodisch und auf Implementierungen
im MCTDH-Programm orientiert. Insbesonders wurden die fu¨r die Dichtepropagati-
onsrechnungen notwendigen Erweiterungen des MCTDH-Programms durchgefu¨hrt.
Das MCTDH-Programmpaket beno¨tigte außerdem noch zusa¨tzliche Routinen, um
zum Beispiel Anregungsspektren, Erwartungswerte, Kreuzkorrelationen und U¨ber-
lappintegrale (auch gemischt zwischen Dichteoperatoren von Typ I und Typ II)
berechnen zu ko¨nnen. Um die Konvergenz der Ergebnisse testen zu ko¨nnen, wurden
Analysewerkzeuge, die uns fu¨r Wellenfunktionen bereits zur Verfu¨gung standen, auf
den Dichteoperatorformalismus portiert. Die meisten dieser Programme sind Ana-
lysewerkzeuge, welche die numerischen Details der Propagationsrechnung auswerten
helfen. Sie sind notwendig, um sicher gehen zu ko¨nnen, dass die Rechnungen konver-
giert sind. Wegen der speziellen MCTDH-Form sind hierbei insbesondere Gitterbe-
setzungen, die Besetzungen der natu¨rlichen Orbitale, Orthonormalita¨t, Hermitizita¨t
und Norm der zu propagierenden Gro¨ßen von besonderem Interesse.
Große Arbeit erforderte auch die theoretische und programmtechnische Umset-
zung der Breitbandanregung durch einen (Dipol-) Operator D. Wegen der Lineari-
ta¨t der Bewegungsgleichungen genu¨gte es, die Anregung ρ(0) = −i[D, ρ˜] zu propa-
gieren. Dabei bezeichnet ρ˜ den Gleichgewichtszustand vor der delta-impulsartigen
Breitbandanregung. Meist ist ρ˜ der Grundzustand des Systems und kann durch Rela-
xation (d.h. Propagation in imagina¨rer Zeit) ermittelt werden. Die spezielle Form des
MCTDH-Ansatzes erforderte ein kompliziertes iteratives Verfahren zur Bestimmung
von ρ(0). Dieses iterative Verfahren wurde aus impliziten Gleichungen, die wieder-
um Ergebnis eines Variationsansatzes waren, abgeleitet. Die Herleitungen sind im
Anhang detailliert angegeben.
Wir haben mehrere Dichteoperatorrechnungen durchgefu¨hrt. Intensiv untersuch-
ten wir das IR-Anregungsspektrum. In diesem Anregungsspektrum sind mehrere Li-
nien erkennbar. Dieses Linien untersuchten wir fu¨r verschiedene Oberfla¨chentempe-
raturen. Mit zunehmender Temperatur wurden die angeregten Zusta¨nde immer kurz-
lebiger und ihre Spektrallinien entsprechend breiter. Deren Breiten resultieren aus-
schließlich aus der Dissipation. Anhand dieser Linienbreiten waren wir in der Lage,
die Lebensdauern der einzelnen Anregungszusta¨nde, in Abha¨ngigkeit von der Ober-
fla¨chentemperatur, abzuscha¨tzen. Diese Rechnung konnten wir fu¨r das CO/Cu(100)-
System mit all seinen sechs Freiheitsgraden im Dichteformalismus durchfu¨hren. Voll-
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sta¨ndig quantenmechanische Propagationsrechnungen von Dichteoperatoren konn-
ten bisher nicht mit so vielen Freiheitsgraden durchgefu¨hrt werden.
In einem weiteren Teil haben wir das CO-Moleku¨l selbst thermalisiert und diesen
Einfluss auf das Infrarot-Anregungsspektrum untersucht. Es konnte nachgewiesen
werden, dass Thermalisierungen bis zu einer Temperatur von T = 300 K kaum
Einfluss auf das Anregungsspektrum haben.
Daran schloss sich eine Berechnung von Sticking-Koeffizienten eines einfallenden
Partikels auf einer Oberfla¨che an. Die berechneten Haftungskoeffizienten bestimm-
ten wir fu¨r ein unterschiedlich stark korrugiertes Modellpotential und verschiedene
Da¨mpfungssta¨rken. Diese Rechnungen fu¨hrten wir unter Beru¨cksichtigung von drei
Freiheitsgraden (Abstand zur Oberfla¨che und Position u¨ber der Oberfla¨che) durch.
Die gewonnenen Ergebnisse demonstrierten eindrucksvoll die Abha¨ngigkeit des Stick-
ing-Prozesses von der Korrugation und der Da¨mpfung.
Diese Arbeit zeigte die beeindruckende Leistungsfa¨higkeit der MCTDH-Methode
fu¨r die Propagation von Dichteoperatoren, auch wenn das untersuchte CO/Cu(100)-
System wegen seiner schwachen internen Kopplung wenig geeignet war, um die
Ma¨chtigkeit der MCTDH-Methode voll auszureizen. Der Weg, um interessante Bei-
spiele nun mit Hilfe des MCTDH-Dichteformalismus zu untersuchen, steht hiermit
offen.
A. Zum Wellenfunktionsteil
A.1. Normalmoden
EinN -atomiges nicht lineares Moleku¨l besitzt im dreidimensionalen Raum insgesamt
3N Freiheitsgrade. Davon haben die drei Translations- und drei Rotationsfreiheits-
grade keinen Einfluss auf die Schwingungen des Moleku¨ls. Insgesamt sind also 3N−6
Freiheitsgrade fu¨r die Kerndynamik relevant. In [160] wird dargestellt, wie aus diesen
3N − 6 Freiheitsgraden ein vollsta¨ndiger orthonormaler Koordinatensatz entwickelt
werden kann. Dies wollen wir hier kurz skizzieren.
Zuna¨chst wird das Potential in eine Taylorreihe entwickelt:
V (x1, . . . , x3N) = V0 +
3N∑
i=1
(
∂V
∂xi
)
0
+
1
2
3N∑
i,j=1
(
∂2V
∂xi∂xj
)
0
xixj (A.1)
+Terme ho¨herer Ordnung
Befinden wir uns im Energieminimum (es la¨sst sich jederzeit V0 = 0 wa¨hlen) , gilt
(
∂V
∂xi
)
0
= 0 i = 1, . . . , 3N. (A.2)
Wir unterstellen kleine Auslenkungen, so dass wir die ho¨heren Terme in Gleichung
(A.1) vernachla¨ssigen ko¨nnen. Der Hamiltonoperator lautet dann in harmonischer
Na¨herung
H = −
3N∑
i=1
~2
2mi
∂2
∂x2i
+
1
2
3N∑
i,j=1
fijxixj (A.3)
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wobei wir die Kraftkonstanten (force constants)
fij =
(
∂2V
∂xi∂xj
)
0
(A.4)
eingefu¨hrt haben. Man beachte, dass fu¨r die Atommassen mi in Gleichung (A.3)
mk−2 = mk−1 = mk (k = 3, 6, . . . , 3N) gilt.
Mit den Transformationen
Aij =
1√
mimj
fij (A.5)
qi =
√
mixi (A.6)
(i, j = 1, . . . , 3N) ergibt sich dann
H = −~
2
2
3N∑
i=1
∂2
∂q2i
+
1
2
3N∑
i=1
Aijqiqj (A.7)
fu¨r den transformierten Hamiltonoperator.
Da wir das Potential in Gleichung (A.3) um einen gewo¨hnlichen Ruhepunkt ent-
wickelt haben, ist die Matrix Aij positiv definit. Es existiert eine Transformations-
matrix U, mit der die Matrix A auf Diagonalgestalt transformiert werden kann:
D = UTAU ,D = diag(dk), (A.8)
wobei die dk die Eigenwerte von D sind. Die 3N -dimensionalen Spaltenvektoren der
Matrix U werden als (orthonormale) Normalvektoren bezeichnet. Mit der selben
TransformationU la¨sst sich dann auch der Hamiltonoperator (A.7) auf Diagonalform
bringen:
H = −~
2
2
3N∑
i=1
∂2
∂q˜i
2 +
1
2
3N∑
i=1
diq˜
2
i , (A.9)
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wobei die q˜i den mittels TransformationU transformierten Variablen qi entsprechen:
q˜ = UT q. (A.10)
Fu¨hren wir die Frequenzen (man beachte, dass D positiv definit ist)
ωi :=
√
di i = 1, . . . , 3N (A.11)
ein, lassen sich die sog. dimensionslose Massen-Frequenz-skalierten Normalkoordina-
ten einfu¨hren:
Qi =
√
ωi
~
q˜i. (A.12)
Damit lautet der Hamiltonoperator
H =
3N∑
i=1
~ωi
2
(
Q2i −
∂2
∂Q2i
)
. (A.13)
Beachten wir ferner, dass fu¨r die drei Translations- und drei Rotationsfreiheitsgrade
des Moleku¨ls die Frequenzen ωi verschwinden (d.h., dass sechs Eigenwerte von D
verschwinden), lautet der Hamiltonoperator fu¨r die verbleibenden 3N − 6 Freiheits-
grade
H =
3N−6∑
i=1
~ωi
2
(
Q2i −
∂2
∂Q2i
)
. (A.14)
Die hier verwendeten Normalkoordinaten sind orthonormal; die ωi stellen die har-
monischen Frequenzen der jeweiligen Normalmode dar. Abschließend sei noch er-
wa¨hnt, dass nach Vernachla¨ssigung der sechs trivialen Moden fu¨r die Transformati-
onsmatrix
U ∈ IR3N × IR3N−6 (A.15)
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die Regeln
UTU = 13N−6 (A.16)
UUT = 13N (A.17)
gelten. Mit 1n (n ∈ IN) sei die n× n Einheitsmatrix bezeichnet.
A.2. Transformation zwischen kartesischen
Koordinaten und Normalkoordinaten
Um das im Kapitel 3 eingefu¨hrte LSF-Verfahren effektiv anwenden zu ko¨nnen, ist es
notwendig die adiabatischen Energiepunkte in Abha¨ngigkeit ihrer Normalkoordina-
ten Q = (q1, . . . , q3N−6)T zu bestimmen. Die quantenchemischen Programme erfor-
dern fu¨r die Moleku¨lgeometrie allerdings meist kartesische Koordinaten als Eingabe-
daten. Aus diesem Grund wollen wir hier die Transformationsgleichungen zwischen
kartesischen Koordinaten und den im vorigen Abschnitt hergeleiteten dimensionslo-
sen und Massen-Frequenz-skalierten Normalkoordinaten kurz darstellen.
Fu¨hren wir zusa¨tzlich zum 3N − 6 dimensionalen Spaltenvektor Q der Normalko-
ordinaten den 3N -dimensionalen Spaltenvektor
R = (x1, y1, z1, . . . , xN , yN , zN)
T (A.18)
aller 3N kartesischen Koordinaten der N Atome ein. Die rechteckigen Matrizen
N ∈ IR3N × IR3N−6 und M ∈ IR3N−6 × IR3N , definiert u¨ber
(N)ij =
√
mi
√
ωj (U)ij i = 1, . . . , 3N (A.19)
(M)ji =
1√
mi
√
ωj
(U)ij j = 1, . . . , 3N − 6, (A.20)
ergeben folgende Transformationsgleichungen:
R = NQ (A.21)
Q = MR. (A.22)
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Oder ausfu¨hrlicher geschrieben fu¨r die Hintransformation

x1
y1
z1
...
xN
yN
zN

=

√
m1
√
ω1U1,1
√
m1
√
ω2U1,2 . . .
√
m1
√
ω3N−6U1,3N−6√
m2
√
ω1U2,1
√
m1
√
ω2U1,2
√
m2
√
ω3N−6U2,3N−6√
m2
√
ω1U2,1
√
m1
√
ω2U1,2
√
m3
√
ω3N−6U3,3N−6
...
...
√
m3N−2
√
ω1U3N−2,1
√
m1
√
ω2U1,2
. . .
...
√
m3N−1
√
ω1U3N−1,1
√
m1
√
ω2U1,2√
m3N
√
ω1U3N,1
√
m1
√
ω2U1,2 · · · √m3N√ω3N−6U3N,3N−6


q1
q2
...
q3N−6

(A.23)
und die Ru¨cktransformation

q1
q2
...
q3N−6
 =

U1,1√
m1
√
ω1
U2,1√
m2
√
ω1
U3N,1√
m3N
√
ω1
U1,2√
m1
√
ω2
. . .
...
...
U1,3N−6√
m1
√
ω3N−6
· · · U3N,3N−6√
m3N
√
ω3N−6


x1
y1
z1
...
xN
yN
zN

.
(A.24)
Alle Gro¨ßen sind dabei in atomaren Einheiten angegeben. Wegen (A.16) und (A.17)
gilt auch hier
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NM = 13N (A.25)
MN = 13N−6. (A.26)
Mit den obigen Gleichungen ko¨nnen also kartesische Koordinaten in Normalko-
ordinaten und umgekehrt transformiert werden. Da wir mit Q = 0 die Referenz-
geometrie am Franck–Condon-Punkt bezeichnen, mu¨ssen wir beachten, dass es sich
bei dem Vektor R deshalb um einen Verschiebungsvektor der kartesischen Grund-
zustandsgeometrie handelt.
B. Iterative Berechnung der
Wirkung eines Operators auf
Dichteoperatoren
Wegen der Ausfu¨hrung zu Beginn von Kapitel 10 genu¨gt es, die Gro¨ße
ρ = −i[D, ρ˜] (B.1)
zu propagieren. Fu¨r beide MCTDH-Darstellungstypen des Dichteoperators lassen
sich daraus zwei unterschiedliche rekursive Verfahren ableiten. Diese beiden la¨ngeren
Herleitungen werden an dieser Stelle in einer ada¨quaten Ausfu¨hrlichkeit dargestellt.
Dabei werden zuna¨chst jeweils implizite Gleichungen hergeleitet.
B.1. Typ I
B.1.1. Herleitung der impliziten Gleichungen
Ausgangspunkt ist wieder das Dirac–Frenkel-Variationsprinzip (9.20), welches hier
auf ρ = −i[D, ρ˜] angewendet wird:
〈〈δρ| ρ+ i[D, ρ˜]〉〉 != 0. (B.2)
Mit den Darstellungen
ρ =
n1∑
j1=1
· · ·
nf∑
jf=1
Bj1...jfσ
(1)
j1
⊗ · · · ⊗ σ(f)jf (B.3)
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und
ρ˜ =
n1∑
j1=1
· · ·
nf∑
jf=1
B˜j1...jf σ˜
(1)
j1
⊗ · · · ⊗ σ˜(f)jf
ergibt sich die Variation von ρ zu
δρ =
n1∑
j1=1
· · ·
nf∑
jf=1
δBj1...jfσ
(1)
j1
⊗ · · · ⊗ σ(f)jf
+
n1∑
j1=1
· · ·
nf∑
jf=1
Bj1...jf
f∑
ν=1
 f∏
κ=1
κ6=ν
σ
(κ)
jκ
 δσ(ν)jν . (B.4)
B.1.1.1. Variation nach δBj1...jf
Die Variation δBj1...jf in (B.2) fu¨hrt zu
〈〈
σ
(1)
j1
⊗ · · · ⊗ σ(f)jf
∣∣∣∣∣
n1∑
l1=1
· · ·
nf∑
lf=1
(
Bl1...lfσ
(1)
l1
⊗ · · · ⊗ σ(f)lf + iB˜l1...lf [D, σ˜
(1)
l1
⊗ · · · ⊗ σ˜(f)lf ]
)〉〉
!
= 0. (B.5)
Unter der Beru¨cksichtigung, dass
〈〈
σ
(1)
j1
⊗ · · · ⊗ σ(f)jf
∣∣∣ σ(1)l1 ⊗ · · · ⊗ σ(f)lf 〉〉 = δj1l1 · . . . · δjf lf (B.6)
gilt und der Hermitizita¨t der Einteilchen-Dichteoperatoren σ
(κ)
jκ
und σ˜
(κ)
lκ
, erha¨lt man
die Bestimmungsgleichung fu¨r die Koeffizienten Bj1...jf :
Bj1...jf = −i
n1∑
l1=1
· · ·
nf∑
lf=1
B˜l1...lfSpur
{
σ
(1)
j1
⊗ · · · ⊗ σ(f)jf [D, σ˜
(1)
l1
⊗ · · · ⊗ σ˜(f)lf ]
}
. (B.7)
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Durch die Verwendung von Multiindizes la¨sst sich (B.7) noch zu
BJ = −i
∑
L
B˜LSpur
{
ΩJ [D, Ω˜J ]
}
(B.8)
= −i Spur {ΩJ [D, ρ˜]} , (B.9)
mit
ΩJ = σ
(1)
j1
⊗ · · · ⊗ σ(f)jf , (B.10)
vereinfachen. Man sieht leicht, dass die Hermitizita¨tsbedingungen (9.5) fu¨r Typ I,
Bj1...jf = B
∗
j1...jf
(bzw. BJ = B
∗
J), erfu¨llt sind.
B.1.1.2. Variation nach δσ(κ)l
Hier gilt zuna¨chst
〈〈
n1∑
i1=1
. . .
nκ−1∑
iκ−1=1
nκ+1∑
iκ+1=1
. . .
nf∑
if=1
Bi1...iκ−1liκ+1...ifσ
(1)
i1
⊗· · ·⊗ σ(κ−1)iκ−1 ⊗ σ(κ+1)iκ+1 ⊗· · ·⊗ σ(f)if
∣∣∣∣∣∣
n1∑
j1=1
· · ·
nf∑
jf=1
(
Bj1...jfσ
(1)
j1
⊗ · · · ⊗ σ(f)jf + iB˜j1...jf [D, σ˜
(1)
j1
⊗ · · · ⊗ σ˜(f)jf ]
)〉〉
!
= 0,
(B.11)
was sich wiederum in
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n1∑
i1=1
. . .
nκ−1∑
iκ−1=1
nκ+1∑
iκ+1=1
. . .
nf∑
if=1
n1∑
j1=1
· · ·
nf∑
jf=1
Bi1...iκ−1liκ+1...ifBj1...jf
Spur
(
σ
(1)
i1
σ
(1)
j1
⊗ · · · ⊗ σ(κ−1)iκ−1 σ(κ−1)jκ−1 ⊗ σ(κ+1)iκ+1 σ(κ+1)jκ+1 ⊗ · · · ⊗ σ(f)if σ
(f)
jf
)
︸ ︷︷ ︸
=δi1j1 ·...·δiκ−1jκ−1δiκ+1jκ+1 ·...·δif jf
σ
(κ)
jκ
=
− i
n1∑
i1=1
. . .
nκ−1∑
iκ−1=1
nκ+1∑
iκ+1=1
. . .
nf∑
if=1
n1∑
j1=1
· · ·
nf∑
jf=1
Bi1...iκ−1liκ+1...if B˜j1...jf
Spur
(
σ
(1)
i1
⊗ · · · ⊗ σ(κ−1)iκ−1 ⊗ σ(κ+1)iκ+1 ⊗ . . .⊗ σ(f)if [D, σ˜
(1)
j1
⊗ · · · ⊗ σ˜(f)jf ]
)
(B.12)
u¨berfu¨hren la¨sst. Zieht man die man Summationen u¨ber jκ ≡ j in Gleichung (B.12)
heraus, wird die linke Seite der Gleichung (B.12) zu
nκ∑
j=1
n1∑
i1=1
. . .
nκ−1∑
iκ−1=1
nκ+1∑
iκ+1=1
. . .
nf∑
if=1
Bi1...iκ−1liκ+1...ifBi1...iκ−1jiκ+1...ifσ
(κ)
j . (B.13)
Fu¨hren wir den gelochten Dichteoperator
Π
(κ)
l =
〈〈
σ
(κ)
l
∣∣∣ ρ〉〉
=
n1∑
i1=1
. . .
nκ−1∑
iκ−1=1
nκ+1∑
iκ+1=1
. . .
nf∑
if=1
Bi1...iκ−1liκ+1...ifσ
(1)
i1
⊗· · ·⊗ σ(κ−1)iκ−1 ⊗ σ(κ+1)iκ+1 ⊗· · ·⊗ σ(f)if
=
∑
Iκl
BIκl
⊗
ν 6=κ
σ
(ν)
Iν
(B.14)
mit den Multiindizes
Iκl = (i1 . . . iκ−1liκ+1 . . . if ) (B.15)
Iν = (i1 . . . iν−1iν+1 . . . if ) (B.16)
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ein, la¨sst sich die Gleichung (B.12) u¨bersichtlich schreiben als
nκ∑
j=1
∑
Iκl
∑
Jκj
BIκlBIκj σ
(κ)
j = −i Spur
{
Π
(κ)
l [D,
nκ∑
m=1
Π˜(κ)m σ˜
(κ)
m ]
}
. (B.17)
Beachten wir noch, dass es sich bei den Multiplikationen mit den Koeffizienten
BIκl und BIκj auf der linken Seite von Gleichung (B.17) nur um Transformationen
handelt, erhalten wir als Bestimmungsgleichung fu¨r die Einteilchen-Dichteoperatoren
σ
(κ)
j = −i Spur
{
Π
(κ)
j [D, ρ˜]
}
, (B.18)
wo wir noch ρ˜ =
∑nκ
m=1 Π˜
(κ)
m σ˜
(κ)
m ausgenutzt haben.
B.1.2. Herleitung der Rekursionsgleichungen
Die impliziten Gleichungen (B.7) und (B.18) lassen sich weder nach den Koeffizienten
Bj1...jf noch den nach den Einteilchen-Dichteoperatoren σ
(κ)
j (κ = 1, . . . , f) auflo¨sen.
Ein Ausweg zur Bestimmung dieser Gro¨ßen stellt ein iteratives Verfahren dar. In den
rechten Seiten der Gleichungen (B.7) und (B.18) werden jeweils die gegeben Gro¨ßen
eingesetzt. Die linke Seite stellt dann die neuen Gro¨ße dar, mit der im na¨chsten
Iterationsschritt weiter gerechnet wird. Die Transformation der σ
(κ)
j auf der linken
Seite in Gleichung (B.18) kann, da es sich lediglich um eine Transformation handelt,
weggelassen werden. Als Startwert der Iteration werden werden die Anfangswerte
genommen. In Formeln zusammengefasst heißt das (k = 0, 1, 2, 3, . . .):
a) σ
(κ)(k+1)
j = −i Spur
{
Π
(κ)(k)
j [D, ρ˜]
}
b) Orthogonalisierung der SPDOen nach Gram-Schmidt
c) B
(k+1)
J = −i Spur
(
Ω
(k+1)
J [D, ρ˜]
) (B.19)
mit den Startwerten
B
(0)
J = −i Spur
(
Ω
(0)
J [D, ρ˜]
)
(B.20)
σ
(κ)(0)
j = σ˜
(κ)
j . (B.21)
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Da die beiden Gleichungen (B.19a) und (B.19c) die Hermitizita¨tsbedingungen fu¨r
Typ I (9.5)-(9.6) erfu¨llen, gelten diese auch fu¨r die jeweiligen Grenzwerte (gleichma¨-
ßige Konvergenz vorausgesetzt). Also
BJ = B
∗
J (B.22)
σ
(κ)
j = σ
(κ)†
j (B.23)
mit den Grenzwerten
BJ = lim
l→∞
B
(l)
J (B.24)
σ
(κ)
j = lim
l→∞
σ
(κ)(l)
j . (B.25)
B.2. Typ II
B.2.1. Herleitung der impliziten Gleichungen
Wie bei Typ I stellt das Dirac–Frenkel-Variationsprinzip, angewandt auf ρ = −i[D, ρ˜],
den Ausgangspunkt der Berechnung dar:
〈〈δρ| ρ+ i[D, ρ˜]〉〉 != 0, (B.26)
wobei die Darstellungen der Dichteoperatoren
ρ =
n1∑
j1=1
· · ·
nf∑
jf=1
n1∑
l1=1
· · ·
nf∑
lf=1
Bj1···jf ,l1···lf
∣∣∣ϕ(1)j1 〉〈ϕ(1)l1 ∣∣∣⊗ · · · ⊗ ∣∣∣ϕ(f)jf 〉〈ϕ(f)lf ∣∣∣ ,
=
∑
J
∑
L
BJ,L |ΦJ〉 〈ΦL| (B.27)
und
ρ˜ =
n1∑
j1=1
· · ·
nf∑
jf=1
n1∑
l1=1
· · ·
nf∑
lf=1
B˜j1···jf ,l1···lf
∣∣∣ϕ˜(1)j1 〉〈ϕ˜(1)l1 ∣∣∣⊗ · · · ⊗ ∣∣∣ϕ˜(f)jf 〉〈ϕ˜(f)lf ∣∣∣
=
∑
J
∑
L
B˜J,L
∣∣∣Φ˜J〉〈Φ˜L∣∣∣ (B.28)
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lauten. Auch hier haben wir wieder entsprechend zum vorangegangenen Abschnitt
Multiindizes eingefu¨hrt.
Die Variation von ρ fu¨hrt dann zu:
δρ =
∑
J
∑
L
(δBJ,L |ΦJ〉 〈ΦL|+BJ,L |δΦJ〉 〈ΦL|+BJ,L |ΦJ〉 〈δΦL|) (B.29)
=
n1∑
j1=1
· · ·
nf∑
jf=1
n1∑
l1=1
· · ·
nf∑
lf=1
δBj1···jf ,l1···lf
f⊗
κ=1
∣∣∣ϕ(κ)jκ 〉〈ϕ(κ)lκ ∣∣∣ (B.30)
+
n1∑
j1=1
· · ·
nf∑
jf=1
n1∑
l1=1
· · ·
nf∑
lf=1
Bj1···jf ,l1···lf
f∑
ν=1

f⊗
κ = 1
κ 6= ν
∣∣∣ϕ(κ)jκ 〉〈ϕ(κ)lκ ∣∣∣

⊗
∣∣∣δϕ(ν)jν 〉〈ϕ(ν)lν ∣∣∣
+
n1∑
j1=1
· · ·
nf∑
jf=1
n1∑
l1=1
· · ·
nf∑
lf=1
Bj1···jf ,l1···lf
f∑
ν=1

f⊗
κ = 1
κ 6= ν
∣∣∣ϕ(κ)jκ 〉〈ϕ(κ)lκ ∣∣∣

⊗
∣∣∣ϕ(ν)jν 〉〈δϕ(ν)lν ∣∣∣ .
B.2.1.1. Variation nach δBJ,L = δBj1...jf ,l1...lf
Die Variation nach δBJ,L = δBi1...if ,j1...jf eingesetzt in (B.26) ergibt:
〈〈∣∣∣ΦJ〉〈ΦL∣∣∣
∣∣∣∣∣∑
M,N
(
BM,N
∣∣∣ΦM〉〈ΦN ∣∣∣+ iB˜M,N [D, ∣∣∣Φ˜M〉〈Φ˜N ∣∣∣])〉〉 != 0.
(B.31)
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Einfaches Umstellen fu¨hrt dann zuna¨chst zu
∑
M,N
BM,N
〈〈
|ΦJ〉 〈ΦL|
∣∣∣∣∣ |ΦM〉 〈ΦN |
〉〉
= −i
∑
M,N
B˜M,N
〈〈∣∣∣ΦJ〉〈ΦL∣∣∣
∣∣∣∣∣ [D, ∣∣∣ Φ˜M〉〈Φ˜N ∣∣∣]
〉〉
(B.32)
und unter Beru¨cksichtigung, dass
〈〈AB〉〉 = Spur(A†B) (B.33)
und
〈ΦI | ΦM〉 = δIM = δi1m1 · . . . · δifmf (B.34)
gilt, folgt wiederum
∑
M,N
BM,NSpur {|ΦL〉 〈ΦJ | |ΦM〉 〈ΦN |}
= −i
∑
M,N
B˜M,NSpur
{∣∣∣ΦL〉〈ΦJ ∣∣∣ [D, ∣∣∣Φ˜M〉〈Φ˜N ∣∣∣]} . (B.35)
Wegen
Spur {|ΦJ〉 〈ΦN |} = 〈ΦN | ΦJ〉 (B.36)
ergibt sich
∑
M,N
BM,N 〈ΦJ | ΦM〉︸ ︷︷ ︸
δJM
〈ΦN | ΦL〉︸ ︷︷ ︸
δNL
(B.37)
= −i
∑
M,N
B˜M,N
(〈
ΦJ
∣∣∣D ∣∣∣Φ˜M〉〈Φ˜N ∣∣∣ ΦL〉− 〈ΦJ ∣∣∣ Φ˜M〉〈Φ˜N ∣∣∣D ∣∣∣ΦL〉) .
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Die endgu¨ltige Bestimmungsgleichung fu¨r die Entwicklungskoeffizienten lautet
schließlich:
BJ,L = −i
∑
M,N
B˜M,N
(〈
ΦJ
∣∣∣D ∣∣∣Φ˜M〉〈Φ˜N ∣∣∣ ΦL〉− 〈ΦJ ∣∣∣ Φ˜M〉〈Φ˜N ∣∣∣D ∣∣∣ΦL〉)
= −i 〈〈ΦJ | [D, ρ˜] |ΦL〉〉 . (B.38)
B.2.1.2. Variation nach
∣∣∣δϕ(κ)j 〉
Setzen wir die Variation von δρ nach
δϕ
(κ)
l
∑
Jκ,L
BJκj,L |ΦJκ〉 〈ΦL| (B.39)
in (B.26) ein, ergibt sich zuna¨chst
〈〈∑
Jκ,L
BJκj,L |ΦJκ〉 〈ΦL|
∣∣∣∣∣ ∑
M,N
(
BM,N
∣∣∣ΦM〉〈ΦN ∣∣∣+ iB˜M,N [D, ∣∣∣Φ˜M〉〈Φ˜N ∣∣∣])〉〉 != 0.
(B.40)
Einfache algebraische Umformungen unter der Beru¨cksichtigung, dassB∗Jκj,L = BL,Jκj
gilt, ergeben
Spur
(∑
Jκ,L
∑
M,N
BL,JκjBM,N |ΦL〉 〈ΦJκ | ΦM〉 〈ΦN |
)
=
−i Spur
(∑
Jκ,L
∑
M,N
BL,JκjB˜M,N
(∣∣∣ΦL〉〈ΦJκ∣∣∣D ∣∣∣Φ˜M〉〈Φ˜N ∣∣∣−∣∣∣ΦL〉〈ΦJκ∣∣∣ Φ˜M〉〈Φ˜N ∣∣∣D)
)
(B.41)
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und weiter
∑
Jκ,L
∑
M,N
BL,JκjBM,N 〈ΦN | ΦL〉︸ ︷︷ ︸
δNL
〈ΦJκ| ΦM〉︸ ︷︷ ︸
δJκMκ
ŕŕŕϕ(κ)mκE
=
−i
∑
Jκ,L
∑
M,N
BL,JκjB˜M,N
〈
Φ˜N
∣∣∣ ΦL〉〈ΦJκ∣∣∣D ∣∣∣Φ˜M〉
+i
∑
Jκ,L
∑
M,N
BL,JκjB˜M,N
〈
Φ˜N
∣∣∣D ∣∣∣ΦL〉〈ΦJκ∣∣∣ Φ˜M〉 . (B.42)
Dies la¨sst sich u¨bersichtlich schreiben als
nκ∑
m=1
∑
Jκ
∑
L
BL,JκjBJκm,L
∣∣ϕ(κ)m 〉 = −i∑
L
∑
Jκ
〈ΦJκ| [D, ρ˜] |ΦL〉 (B.43)
Beachtet man wiederum, dass es sich bei der Multiplikation mit den Koeffizienten∑
LBL,JκjBJκm,L um eine Transformation handelt, erhalten wir die Bestimmungs-
gleichungen fu¨r die Einteilchenfunktionen:
∣∣∣ϕ(κ)j 〉 = −i∑
L
∑
Jκ
〈ΦJκ| [D, ρ˜] |ΦL〉 . (B.44)
B.2.1.3. Variation nach
〈
δϕ
(κ)
j
∣∣∣
Die Variation nach dem Bra-Vektor δϕ
(κ)
j fu¨hrt zu der adjungierten Gleichung von
(B.44). Auf eine zu Abschnitt B.2.1.2 analoge Herleitung soll hier verzichtet werden.
Der Vollsta¨ndigkeit wird allerdings das Endergebnis ebenfalls angegeben:〈
ϕ
(κ)
j
∣∣∣ = i∑
L
∑
Jκ
〈ΦL| [D, ρ˜] |ΦJκ〉 . (B.45)
B.2.2. Herleitung der Rekursionsgleichungen
A¨hnlich der Herleitung der Rekursionsgleichungen fu¨r Typ I in Abschnitt B.1.2 wird
zur Auflo¨sung der impliziten Gleichungen (B.38) und (B.44) (bzw. (B.45)) ebenfalls
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ein entsprechendes iteratives Verfahren angewendet. Fu¨r den A-Vektor ergibt sich
in analoger Weise zu Abschnitt B.1.2 (k = 0, 1, 2, 3, . . .)
a)
∣∣∣ϕ(κ)(k+1)j 〉 = −i∑
L
∑
Jκ
〈
Φ
(k)
Jκ
∣∣∣ [D, ρ˜] ∣∣∣Φ(k)L 〉
b) Orthogonalisierung der SPFen nach Gram-Schmidt
c) B
(k+1)
J,L =
〈
Φ
(k+1)
J
∣∣∣ [D, ρ˜] ∣∣∣Φ(k+1)L 〉
(B.46)
Hier werden ∣∣∣ϕ(κ)(0)l 〉 = ∣∣∣ϕ˜(κ)l 〉 (B.47)
B
(0)
J,L = −i
〈
Φ˜J
∣∣∣ [D, ρ˜] ∣∣∣Φ˜L〉 (B.48)
als Startwerte gewa¨hlt. Setzt man auch hier Konvergenz voraus, erfu¨llen die Grenz-
werte ∣∣∣ϕ(κ)j 〉 = lim
l→∞
∣∣∣ϕ(κ)(l)j 〉 (B.49)
BJ,L = lim
l→∞
B
(l)
J,L (B.50)
die Randbedingungen fu¨r Dichteoperatoren von Typ II. Es gilt also
BJ,L = B
∗
L,J (B.51)
und 〈
ϕ
(κ)
j
∣∣∣ ϕ(κ)l 〉 = δjl. (B.52)
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