The disturbance observer (DOB) has been a popular robust control approach for servo enhancement in single-input single-output systems. This paper presents a new extension of the DOB idea to dual-and multi-input single-output systems, and discusses an optimal filter design technique for the related loop shaping. The proposed decoupled disturbance observer (DDOB) provides the flexibility to use the most suitable actuators for compensating disturbances with different spectral characteristics. Such a generalization is helpful, e.g., for modern dual-stage hard disk drives, where enhanced servo design is becoming more and more essential in the presence of vibration disturbances. keywords: MISO systems, dual-stage hard disk drives, disturbance observer, audio vibration, optimal filter design Nomenclature DDOB decoupled disturbance observer G yd transfer function from d to y S(z −1 ) sensitivity function (output disturbance-rejection function)
Introduction
Practical systems are inevitably subjected to external disturbances and model variations. One robust control approach for servo enhancement is to apply the disturbance observer (DOB) [1] , which counteracts the effects of external disturbances and model uncertainties by estimating a lumped equivalent input disturbance. As a flexible and powerful add-on element for servo enhancement, DOB has been applied in broad control applications, including but not limited to: hard disk drives [2, 3] , optical disk drives [4] , linear motors [5] , positioning tables [6] , robot arms [7] , and automotive engines [8] .
The central concept of the disturbance observer is that, if the plant dynamics can be properly inverted, then the equivalent input disturbance can be extracted from the control signal and the plant output. This design principle has clear intuitions for single-input single-output (SISO) systems. However, for dual-input single-output (DISO), and more generally multi-input single-output (MISO) systems, the situation is more complex, and the generalization of DOB has not been fully addressed. The main difficulty here is that, there are multiple control inputs while only one combined output signal is measured. It becomes nontrivial to generate the disturbance estimate for each control channel using just the combined output. It also remains unclear how the compensation effort should be distributed to each actuator, as the disturbance information is coupled with the multi-channel control commands in the measured output.
In [9] , one conventional DOB was applied to each channel in a dual-stage hard disk drive (HDD). The coupling effects between the two channels were treated as internal disturbances in individual DOBs, and a coupled frequency-domain inequality was proposed for DOB tuning. References [10] and [11] discussed statespace designs to implement the DOB idea in special classes of nonlinear MIMO systems. The transferfunction approach of model inversion was replaced with an observer-type state-space construction. More specifically, [11] utilized the structure of an extended state observer (ESO) and active disturbance rejection control (ADRC) to reject the coupling effects as internal disturbances; [10] analyzed the importance of MIMO disturbance observers, and constructed a linear-matrixinequality-based state-space disturbance observer for a special class of nonlinear MIMO system. In these related literatures, a customized treatment of MISO systems was not given. Independent application of each actuator for disturbance rejection (decoupled disturbance compensation) remains as an unaddressed issue.
In this paper, we discuss a new decoupled disturbance observer (DDOB) to address the nontrivial model inversion and the coupled disturbance rejection problem in MISO systems. Different from the previous literatures, we focus on the separation between the external disturbances and the internal control actions. This enables the obtaining of a partial-inverse based disturbance-rejection scheme, where no cross-channel coupling effects enter as internal disturbances, and designers have the flexibility to distribute the compensation effort according to the mechanical properties of each actuator as well as the disturbance characteristics. These features make DDOB especially beneficial for rejecting disturbances that consist of energy components at different frequency ranges, where it is ideal for each actuation channel to be flexibly adjusted for customized servo enhancement.
Another contribution of the paper is to provide a convex-optimization-based band-pass filter design method in (D)DOB schemes. Compared to the lowpass or narrow-band filter designs [3, [12] [13] [14] , one main new feature of the algorithm is the flexibility to arbitrarily constrain the magnitude upper bound of the filter, and in the meantime directly minimize the maximum amplification in the feedback sensitivity function. This makes the algorithm particularly helpful for the rejection of vibrations with wide spectral peaks, which has become a central problem in HDD applications (more details in Section 2).
In the remainder of the paper, we first provide the background of DDOB design in Section 2, then present the structure of DDOB and its time-domain intuition in Section 3. Sections 4 and 5 provide the stability condition and the proposed loop-shaping criteria. Following that, Section 6 presents the related filter design techniques. Sections 7 and 8 provide, respectively, a reduced-order implementation of DDOB and several case studies. Finally, Section 9 concludes the paper. A short version of the paper was presented in [15] . The present paper is a substantially extended version that provides detailed proofs and derivations (in Sections 2, 3, and 4), newly developed extensions (in Sections 1, 3.4, 6, and 7), and implementation details (Section 8).
Dual-Stage Hard Disk Drives
One practical motivation of DDOB design is in the control of hard disk drive (HDD) systems. With the ever increasing demand of larger capacity in HDDs, piezoelectric-based dual-stage actuation has become an essential technique to break the bottleneck of the servo performance in single-actuator HDDs [16, 17] . In this enhanced mechanical configuration, a microactuator (MA) is mounted on a conventional Voice Coil Motor (VCM) actuator, for accurate positioning of the read/write heads that are equipped at the end of MA (see Fig. 1 ). The VCM actuator has a larger range of movement, providing coarse motion for the position servo. The MA has a limited range of movement but provides faster and finer positioning. Compared to the VCM actuator, the MA has enhanced mechanical performance in the high-frequency region, providing the capacity to greatly increase the servo bandwidth and disturbance-attenuation capacity. In this DISO system, the two actuators receive respectively current and voltage inputs, while only the position error of the read/write head is measurable for servo control. A great challenge in HDD control is the strong external disturbance caused by, e.g., audio vibrations. Attenuation of this type of vibrations has become essential in modern HDDs, as high-power speakers in multimedia applications (such as all-in-one computers and digital TVs) generate a significant amount of external disturbances to the HDD. Such vibrations are extremely difficult to handle in a cost-effective way due to their intrinsic properties of (a) environmental dependence; (b) appearing in a wide frequency range (from 300 Hz to as high as 4 kHz); and (c) having multiple resonances and wide spectral peaks.
DDOB Structure: Open-loop Configuration
Consider a sampled-data linear time-invariant DISO system P(z −1 ) = [P 1 (z −1 ), P 2 (z −1 )], with the inputoutput relation:
Here y (k), u i (k) (i = 1, 2) and d (k) represent respectively the plant output, the plant inputs, and the lumped external disturbance. We will use the notation P i (z −1 ) to denote both the transfer function and the pulse transfer function (where z −1 is a delay operator satisfying
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Remark: Without loss of generality, Eq. (1) models the external disturbance as a lumped signal at the plant output. The input disturbances are absorbed in d(k) by
where d o (k) and d i (k) are, respectively, the actual output and input disturbances. We place no assumption on the statistical properties of the disturbance. The derivations in the remainder of the paper apply to both stationary and non-stationary d (k)'s. Fig. 2 shows the structure of the proposed DDOB for the second channel P 2 (z −1 ). Throughout the paper, we denoteP i (z −1 ) as the nominal model of P i (z −1 ), and let m i be the relative degree ofP i (z −1 ). In this way, althoughP −1 Fig. 2 is proper and implementable. 
Time-domain Disturbance-rejection Criteria
The idea of DDOB is to apply the compensation signal c 2 (k) to P 2 (z −1 ), such that the overall lumped disturbance d (k) is compensated. To see this, note that from Fig. 2 , the output of Q 2 (z −1 ) is given by
which is equivalent to, after substituting in Eq. (1),
If
Recall in Fig. 2 , that
where u 1 (k) and u * 2 (k) are from the outer-loop controller and d (k) − P 2 (z −1 )c 2 (k) explains how the external disturbance is compensated in the inner DDOB loop. Applying Eq. (5), we have
Equation (6) contains no information about the first controlled channel. It is now seen that the disturbance rejection is entirely decoupled to the second channel, and relies on the design of a single filter Q 2 (z −1 ). By the above construction, d (k) is decoupled from y 1 (k), the position output of the first actuator, and "observed" in the compensation signal c 2 (k).
Remark:
Consider a special case where (2), namely, disturbances occur only at the input of P 2 (z −1 ). The left hand side of Eq. (6) then becomes
It is thus seen that c 2 (k) is an approximation of the equivalent input disturbance for the second actuator.
Model-following Property
In the case when P i (z −1 ) P i (z −1 ), the model mismatch is actually treated as an internal disturbance in the controller structure. To see this, recall the construction of the compensation signal in Eqs. (4) and (5) .
which is the equivalent internal disturbance from model mismatch.
To further analyze the absorption of the modeling errors within the DDOB loop, we derive next the dynamic relationships between y (k), d (k), u 1 (k) and u * 2 (k) in Fig. 2 . Notice that c 2 (k) = u 2 (k) − u * 2 (k). Solving for u 2 (k) in Eq. (4) and substituting the result to Eq. (1), we can obtain the input-output relation:
where the three transfer functions are given by
.
In the frequency domain, if e −jm 2 ω Q 2 (e −jω ) = z −m 2 Q 2 (z −1 ) z=e jω = 1, the above indicates
Here, G yd (e −jω ) = 0 explains the disturbance-rejection result in Section 3.1; G yu 1 (e −jω ) =P 1 (e − jω ) and G yu * 2 (e −jω ) =P 2 (e − jω ) indicate that DDOB has the nominal-model-following property: when e − jm 2 ω Q 2 (e − jω ) equals identity in the desired frequency region, the dynamics between the nominal inputs (u 1 (k) and u * 2 (k)) and the output y (k) will be forced to follow the nominal modelP i (e −jω ) (i = 1, 2). This is also the underlying reason for the rejection of the model mismatch, and makes it convenient to design other model-based outer-loop controllers (e.g., feedforward compensators) based onP i (z −1 )'s.
On the other hand, at frequencies where Q 2 (e −jω ) ≈ 0, we have
namely, DDOB is disconnected and the system simply behaves as the original DISO plant.
Operation of Two DDOBs
Swapping every applicable sub-index between 1 and 2 in the preceding discussions, we get the DDOB for P 1 (z −1 ) as shown in Fig. 3 .
By linearity and Eq. (5), if two DDOBs operate simultaneously, the disturbance compensation is achieved by
One can remark that if a single DDOB already achieves canceling the disturbance, say, d(k) − P 1 (z −1 )c 1 (k) approximates 0, then the second DDOB is not necessary
and we should set Q 2 (z −1 ) = 0. This is the ideal situation when one actuator alone can effectively handle all the disturbances. In practice, this may not always be feasible due to the mechanical limitation of the actuators. In addition, notice that
It is theoretically not possible for e −jm 2 ω Q(e − jω ) = 1 to hold over the entire frequency region. The second DDOB can then be used to reduce the residual errors of the first DDOB. One approach to utilize Eq. (8) is to make
in the interested frequency region. Since there is only one constraint and two filters to design, the selection of Q 1 (z −1 ) and Q 2 (z −1 ) will not be unique in this case.
We propose to apply frequency-dependent DDOBs based on the actuator dynamics and disturbance properties. For example, in HDD applications, recall that the VCM actuator P 1 (z −1 ) has a large actuation range and the microactuator P 2 (z −1 ) suits only for small-range positioning. Additionally,P −1 1 (z −1 ) has properties similar to a double differentiator [2, 18] , yielding large highfrequency noises in the output ofP −1 1 (z −1 ). Such actuator dynamics renders DDOB for VCM to have increased difficulties at high frequencies. The microactuator on the other hand has a model of a DC gain plus resonances above 4 kHz, and hence a better signal-tonoise ratio during implementation ofP −1 2 (z −1 ). From the above considerations, in the low-frequency region, we can apply DDOB to the large-stroke VCM actuator, by assigning Q 1 (z −1 ) to be a low-pass/band-pass filter and Q 2 (e −jω ) ≈ 0. At middle and high frequencies, the precise and faster-response microactuator can be more effectively used. This is achieved by assigning Q 1 (e − jω ) ≈ 0 and Q 2 (z −1 ) to have a band-pass structure. The above analysis applies also to general DISO systems. Throughout this paper, unless otherwise stated, we assume the above decoupled disturbance-rejection scheme.
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Extension to General MISO Systems
In the construction of DDOBs in Figs. 2 and 3, the function of theP i (z −1 ) block is to remove the coupling of u i (k) in y(k). Extending this concept to a general multiinput single-output system, we obtain Fig. 4 , the block diagram of DDOB design for the n-th actuation stage. Here two paths are constructed for each control signal u i (k), i = 1, . . . , n − 1: the first one through the physical actuator dynamics P i (z −1 ), and the second through the modelP i (z −1 ). Notice the minus sign after eachP i (z −1 ) block. The effect of u i (k) is thus removed from y(k), and d(k) is the only remaining signal component that flows into the block z −m nP −1 n (z −1 ). Using analogous analysis as that in Section 3.1, we can get
if
. Equation (9) has the same structure as Eq. (6). The same design techniques can hence be applied to the design of Q n (z −1 ).
... ... 
Nominal Stability and Loop-shaping Criteria
This section discusses the design criteria and the nominal stability when DDOB is applied to a closed loop consisting of the DISO plant and a baseline feedback controller Fig. 5 shows the proposed controller implementation. We focus on the regulation problem to reject d(k), and assume r is zero for stability and loop-shaping analysis. We will present analysis of DDOB for the secondary actuator.
Closed-loop structure with DDOB for P 2 (z −1 )
The result for the first actuator is immediate after interchanging the sub-indexes in the transfer functions. For simplified analysis, the influence of DDOB can be absorbed into the second-channel controller: 
Remark: No assumptions have been made about the perfect-model condition here. Proposition 1 holds regardless of whether
Proof. Splitting the output of Q 2 (z −1 ) into two parts, and relocating the summing junction afterP 1 (z −1 ), we get Fig. 7a . Since the reference is zero, Fig. 7a is equivalent to Fig. 7b . Finally noting that theP 1 (z −1 )C 1 (z −1 ) block in Fig.  7b does not influence the path from C 1 (z −1 ) to P 1 (z −1 ), we obtain Fig. 8a , which is equivalent to Figs. 8b and 6, with the add-on serial and parallel terms given by Eq. 
An equivalent block diagram of the system in Fig. 5 : the input to z −m 2P 2 (z −1 ) is relocated; the summing junction before Q 2 (z −1 ) is separated 
1 For the sake of brevity, the index (z −1 ) is omitted here. This simplification of notation will be adopted for long equations in the remainder of the paper.
If P i =P i , Eq. (13) simplifies to
The sensitivity function of the closed-loop system, namely, the transfer function from the output disturbance d (k) to y (k), is therefore given by
Notice that 1/ (1
With slightly more algebra, we can obtain the closed-loop internal stability condition: Proof. See Appendix A.
Robust Stability
Since plant uncertainty always exists in reality, the actual implementation of the Q filter needs to consider the robust stability condition. This section analyzes the situation when the actual plant differs from the nominal model by:
where W 1 (e −jω ) and W 2 (e − jω ) are weighting functions and the perturbations satisfy ∆ i (e −jω ) ≤ 1. We assume that the perturbations do not alter stability of the system, i.e., W i and ∆ i are stable. Since the DISO system is a special MIMO system, the µ-analysis (see, e.g., [19] ) tool can naturally be applied to derive the robust stability condition. Usually, the structured singular value µ is only approximated by its upper bound. However, for the special case of DISO plants, we have a closed-form solution for µ, as described in the following theorem. 
Proof. See Appendix B.
Notice that µ is linear w.r.t. |W 1 | and |W 2 |. Overall Eq. (17) indicates that in the regions where a good model is available for the plant (|W 1 | and |W 2 | are small), the structured singular value is small and we have flexible design freedom in Q 2 (z −1 ). If e −m 2 jω Q 2 (e −jω ) = 0, DDOB is turned off at this frequency and Eq. (17) is simply the structured singular value of the baseline feedback system. This infers that the baseline system needs to be robustly stable. In the frequency region where e −m 2 jω Q 2 (e − jω ) is close to unity, µ ≈ |W 2 |, namely, the robust stability depends on the magnitude of model uncertainty of the secondary actuator. Therefore, if |W 2 | goes beyond 1 at certain frequencies (particularly true when approaching the Nyquist frequency), certainly one should not apply the model-based DDOB here, and the magnitude of Q(z −1 ) should be kept small. For dualstage HDDs, accuracy of the model is usually preserved up to at least 5kHz, providing a large frequency range for flexible Q-filter design to satisfy µ < 1.
Optimal Q-filter Design
From Eq. (14), forming Q(z −1 ) as a low-pass filter yields the enhanced low-frequency servo performance that is similar to conventional SISO DOBs [1] . Various researches have been conducted to design such Q filters [12] [13] [14] . For vibration rejection, the disturbance is not restricted to occur at low frequencies. In this case, it is more beneficial to assign a band-pass property to Q(z −1 ). This section provides an optimal design of Q(z −1 ) for loop shaping at selective frequency locations. By using convex optimization techniques, we are able to design Q(z −1 ) with arbitrary magnitude (upper) bounds, and at the same time minimize the disturbance amplification (coming from the waterbed effect in the fundamental limitations of feedback design) in the closed-loop system.
Consider the following construction for Eq. (14):
where
is a filter that provides the desired low gains (in a range of frequencies) to Eq. (14); and K(z −1 ) a n k -order finite-impulse-response (FIR) filter that is introduced for realizability of Q(z −1 ) and for providing additional optimal properties to Q(z −1 ). Although our analysis is valid for general choice of filter in F n f (z −1 ), we will focus on vibration rejection and provide design details for the case when F n f (z −1 ) is a notch filter. (18) gives
Causality of
(20) Expanding the convolution B n f (z −1 )K(z −1 ) and grouping the coefficients in A n f (z −1 ) − B n f (z −1 )K(z −1 ), we obtain
Since z m is not causal ∀m > 0, to have a realizable Q(z −1 ) in Eq. (20) , the coefficients of z −i need to be zero for i = 0, 1, . . . , m − 1 in X(z −1 ), namely, [by writing the coefficients of Eq. (21) in vector product form]
Here a i = 0 if i > n a and b i = 0 if i > n b . Notice the columns ofB span R m if b 1 0. Therefore, n k + 1 has to be no smaller than m for a solution to exist for a generalÃ ∈ R m , i.e., 1 plus the order of K(z −1 ) has to be no smaller than the number of plant delays.
As an example, if m = 4
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and n k = 3, Eq. (22) reduces to
Solving the above equation for k i and substituting the results to Eq. (20), we obtain
Optimal Performance
As can be seen in the last section, if n k + 1 = m, the m equations in Eq. (22) define a unique solution for K(z −1 ). Additionally, n k can be set to be larger than m − 1 to allow more design freedom in Q(z −1 ). First, recalling Eq. (14), we can minimize the infinity norm of 1 − z −m Q(z −1 ) (maximum magnitude of 1 − e −jmω Q(e −jω ) ), which will in turn minimize the disturbance amplification in the sensitivity function. This can be achieved by minimizing ||K(z −1 )|| ∞ in Eq. (18) . Second, as discussed in Section 5, to keep the system robustly stable, the magnitude of Q(z −1 ) should be small at frequencies outside its passband, especially where large model uncertainty exists (normally in the high-frequency region). These two objectives can be formulated into the following optimization problem:
whereÃ andB are as defined in Eq. (22); and δ (ω) is the user-defined magnitude upper bound at frequency ω (in rad). The causality constraint Eq. (26) is a set of linear equations (explicitly n k > m − 1 is assumed in this case). Equation (25) and Eq. (27) however are nonlinear and not yet convex.
For the H ∞ performance objective, the boundedreal lemma can translate Eq. (25) to a linear matrix inequality (LMI). (Bounded-real lemma; see, e.g., [20, 21] ) Let (A, B, C, D) be the state-space realization of a stable and controllable discrete-time system G. Then for a positive number γ, ||G|| ∞ ≤ γ if and only if there exists a symmetric matrix M such that
Lemma 1:
For the magnitude constraints in Eq. (27), after some complex analysis, we can transform it to a set of convex quadratic constraints. To do so, notice first, that
Constraining Q(e −jω ) ≤ δ (ω) is equivalent to requiring Q(e −jω ) 2 ≤ δ 2 (ω). The z m term has unity gain ∀ z = e jω , and can be dropped in the magnitude design. The frequency response of K(e − jω ) is
By computing
we finally obtain the following quadratic constraint
Optimization Result 6 OPTIMAL Q-FILTER DESIGN
(ω) is positive semidefinite. The above constraint is thus convex in θ.
Summarizing the above discussions, we obtain the following explicit form of Eqs. (25) 
The entire optimization problem is now convex, and can be efficiently solved using the interior-point method (see, e.g., [22] ) in mathematical optimization.
Optimization Result
As an example, let m = 2 and F n f (z −1 ) = 1−2β cos ω 0 z −1 +β 2 z −2 1−2α cos ω 0 z −1 +α 2 z −2 , where ω 0 = 2πΩ Hz T s (Ω Hz is the center frequency in Hz, T s is the sampling time in sec); α is related to the -3dB bandwidth (denoted as BW in radian) by the relationship α ≈ 1−tan(BW/2) 1+tan(BW/2) . Since m = 2, the order of K(z −1 ) should be no smaller than one here. Consider the case of Ω Hz = 2000, T s = 0.04 ms, BW = 2πT s × 500 rad, and β = 0.999. Fig. 9 demonstrates the magnitude responses of Q(z −1 ) and 1 − z −m Q(z −1 ) using the proposed algorithms. Also plotted are the results if we ignore z −m and directly assign a standard band-pass filter Q(z −1 ) = 1 − F n f (z −1 ) in Eq. (18) .
Notice first, from the second plot, that a standard band-pass filter does not create the desired magnitude response in 1 − z −m Q(z −1 ). A notch was introduced at the wrong frequencies, and there are undesired large gains at around 2100 Hz. On the contrary, the causal and optimal designs correctly introduce a sharp notch at the desired frequency. Second, compared to the causal solution, the optimal solution enforces reduced gains in Q(z −1 ). In this example, the magnitude of Q(z −1 ) is constrained to be no larger than -40dB at {0, 6000, 7500, 10000, 12500 (Nyquist frequency)} Hz. Besides the enhanced robust stability in the high-frequency region, constraining the gains of Q(z −1 ) also keeps the magnitude of 1 − z −m Q(z −1 ) closer to unity (better preservation of the baseline loop shape). As a trade off, compared to the causal solution, the magnitude of 1 − z −m Q(z −1 ) is slightly increased around 3000 Hz. In practice, if the causal solution already provides robust stability and the desired loop shape, one can directly use the result of Eq. (22) for Q(z −1 ). Remark: For the case where multiple bands are desired in the notch filter, F n f (z −1 ) can be modified to, e.g.
where n n f is the number of bands in the notch shape, 1 > α i > β i > 0 (α i , β i close to one), and the unit of ω i is radian.
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Decoupled Sensitivity and DDOB
This section discuss a reduced-order implementation of DDOB for the the first actuator in DISO systems. The main result is that, DDOB provides a natural enhancement scheme to the decoupled sensitivity (DS) feedback design, which is the most popular design technique in dual-stage HDDs (see, e.g., [23] [24] [25] ).
In Fig. 10 , the DS controller has the transfer function
(the sub-indexes v and m represent VCM and microactuator respectively). Consider first the baseline system formed only by P 1 (z −1 ), P 2 (z −1 ) and C(z −1 ). The idea of decoupled sensitivity design is that, if
Consequently, the total sensitivity function S(z −1 ) = 1/(1 + P(z −1 )C(z −1 )) is decoupled to the cascaded connection of 1/(1
Consider the combined implementation of DS and DDOB for the first actuator in Fig. 10 . Notice that P 2 (z −1 ) appears in both DDOB and the DS controller. In addition, since the reference is zero in regulation control, the signals at 1 and 2 can be seen to be negatives of each other. We can thus replace the input of z −m 1P −1 1 (z −1 ) by the negative of the signal at 2 . With some block-diagram relocation and sign rearrangement, we obtain Fig. 11 , the equivalent realization of the block diagram in Fig. 10 . Notice that we have now saved the computation of oneP 2 (z −1 ) block. Fig. 11 is simpler to implement and analyze as well.
Case Study
The effectiveness of the DDOB design has been successfully evaluated by both a HDD benchmark simulation tool and experiments on an industrial test drive HDD. We present first detailed evaluation results for the simulated benchmark that uses the system configuration on page 195 of the book [26] . The plant model comes from identification of an actual experimental setup. A set of disturbance data is modified from audio-vibration tests on an actual HDD. We will design DDOBs for both the Voice-Coil-Motor (VCM) actuator and the microactuator (MA). The former is denoted as VCM DDOB, and the latter as MA DDOB. Fig. 12 shows the frequency response of the plant. Two major resonances exist in the VCM actuator, and are compensated via two notch filters at 3.0 kHz and 6.5 kHz. The 11-order resonance-compensated VCM model is treated as a generalized plant P 1 (z −1 ).P 1 (z −1 ) is chosen to be a second-order transfer function that captures the friction mode at around 60 Hz in Fig. 12 , with a 2-step delay (i.e., m 1 = 2). After the above construction, one non-minimum-phase zero appears inP 1 (z −1 ) near the Nyquist frequency. This zero is replaced with a stable one that lies strictly inside the unit circle, yielding the final nominal model shown in Fig. 13 . Through the above design, both the magnitude and the phase of P 1 (z −1 ) is well captured byP 1 (z −1 ) up to around 6 kHz. The microactuator also contains two resonances that are compensated by notch filters. This actuator is a minimum-phase system by nature. We directly Xu Chen, ASME J. Dyn. Syst,. Meas., Control. 2014 
Nominal Performance
The decoupled sensitivity design is used to form the baseline feedback loop: a lead-lag compensator for the VCM stage; and a lag compensator for the MA stage. The baseline closed-loop sensitivity function has the magnitude response shown in the solid thick line in Fig. 14 . One can recognize that such a loop shape is quite standard in feedback control.
VCM and MA DDOBs are configured in the forms of Fig. 11 and Fig. 5 respectively. The flexibility of the algorithm is explained in Fig. 14 , where we use the same structure of Q i (z −1 ) but with different centerfrequency configurations. Six Q filters are evaluated, with the resulting six sensitivity functions plotted in an overlaid fashion. The first three gain reductions come from VCM DDOB with Q 1 (z −1 ) centered at 500 Hz, 900 Hz, and 1500 Hz respectively. The remaining three are generated by MA DDOB [Q 2 (z −1 ) centered at 2300 Hz, 3100 Hz, and 3900 Hz]. It is observed that by simple alternation of Q filters, the servo loop can be customized to a great extent. Also, in HDD applications, 3900 Hz is a very high frequency for disturbance attenuation, one that is rarely seen in previous literatures.
Performance Under Plant Perturbations
A set of perturbation profiles is applied to the plant to reflect the uncertainties in the system. Fig. 15 shows the magnitude of the perturbations [W i ∆ i in Eqs. (15) and (16)] at different frequencies. This is a very typical uncertainty set in precision control, where the plant dynamics has large variations only at high frequencies.
With the DDOB configurations in Table 1 , we obtain the sensitivity functions in Fig. 16 . The design is for attenuating vibrations in a later example in Fig. 18 . Since It can be observed that the strong notch shapes from DDOB design were maintained under all the plant perturbations. Meanwhile, for the robust stability condition, computing the structured singular values in Fig.  17 , we can confirm that the value of µ is less than one Xu Chen, ASME J. Dyn. Syst,. Meas., Control. 2014 11 at all frequencies, indicating that the system is robustly stable. In particular, we see that the DDOB-induced servo enhancement did not create large values of µ near the center frequencies of the Q filter (1200 Hz and 2900 Hz). More critical stability constraints actually came from the large uncertainties at high frequencies. For the experimental verification, two notches were introduced in the sensitivity function. Table 2 presents the performance improvements. It can be observed that in both cases, the algorithm is valid and the simulation closely matches the experimental result. 
Conclusions
This paper has presented a feedback control approach for servo enhancement in dual-input singleoutput control systems. Specifically we have discussed the application of the algorithm to compensate vibrations with wide spectral peaks in dual-stage HDDs, where the proposed algorithm provides the advantage of using the the best actuator for rejecting disturbances of different characteristics. Extension of the algorithm has also been discussed to general multi-input singleoutput systems. Future work includes generalization of the optimal filter design method for rejection of other ) and (−z −m 2 Q 2 P 1 C 1 , z −m 2 Q 2 P 2P −1 2P 1 C 1 ) get canceled. However the canceled terms will still contribute to internal states. The actual closed-loop characteristic polynomial, with P i =P i , is
where N (·) and D (·) denote respectively the numerator and denominator of a transfer function. Notice that D P 1 D P 2 D C 1 D C 2 + N P 1 N C 1 D P 2 D C 2 + N P 2 N C 2 D P 1 D C 1 is the characteristic polynomial for the baseline system. The internal stability follows readily from the assumptions.
Appendix B: Proof of Theorem 2
Consider first the general closed-loop system for DISO plants under perturbation, as shown in Fig. 20 . HereC i 's are the equivalent feedback controllers. To obtain the robust stability condition, we transform Fig.  20 to the generalized representation in Fig. 21 , where
From µ-analysis, the closed-loop system is stable w.r.t. the plant perturbations if and only if G is stable and the structured singular value of G satisfies: ∀ω, µ ∆ G(e −jω ) < 1. In Fig. 21 , consider the smallest (in the sense of H ∞ norm) perturbation ∆ such that the following stability boundary is attained: 
where the last equality has used the determinant identity det (I + AB) = det (I + BA). Combining Eq. (37) and Eq. (36), the minimum-H ∞ -norm perturbation is obtained when |∆ 1 | = |∆ 2 | =: |∆ 0 | and the following equality holds
By definition, the structured singular value is
When DDOB is in the feedback loop as shown in Fig. 6 ,C 1 = C 1 andC 2 = C 2,s C 2 + C 2,p , where C 2,s and C 2,p are given by Eq. (10) and Eq. (11). After simplification, one can get the explicit form of Eq. (17) .
