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Using a rigorous method of matched asymptotic expansions, I derive the equation of motion
of a small, compact body in an external vacuum spacetime through second order in the body’s
mass (neglecting effects of internal structure). The motion is found to be geodesic in a certain
locally defined regular geometry satisfying Einstein’s equation at second order. I outline a method
of numerically obtaining both the metric of that regular geometry and the complete second-order
metric perturbation produced by the body.
PACS numbers: 04.20.-q, 04.25.-g, 04.25.Nx, 04.30.Db
Introduction. The governing equation of general rela-
tivity, the Einstein field equation (EFE), describes how
bodies influence spacetime curvature and move within
the resultant curved geometry. Yet, since the seminal
work of Einstein, Infeld, and Hoffman in 1938 [1], study
of this nonlinear problem of motion has largely focused on
the post-Newtonian limit of slow motion and weak fields.
In the strong-field regime, bodies have instead typically
been approximated as test bodies moving in a spacetime
that is unaffected by them. Only within the last fifteen
years [2, 3] has there arisen an analytical description of
the gravitational backreaction: the body’s perturbative
effect on spacetime geometry and that perturbation’s ef-
fect on the body’s motion. In the case of a small mass
m, this backreaction is called the gravitational self-force,
and it is now well understood at linear order in m [4–7].
Beyond its foundational role, the self-force is also poten-
tially of great astrophysical importance, as it describes
the evolution of extreme-mass-ratio inspirals (EMRIs),
in which a stellar black hole or neutron star spirals into a
supermassive black hole. Such systems are predicted to
be key sources for the planned gravitational wave detec-
tor LISA [8], and they will afford both a unique probe of
strong-field dynamics and a map of the spacetime near
black holes. The self-force also provides an essential point
of comparison with other treatments of the problem of
motion: it complements post-Newtonian theory [9, 10]
and fully nonlinear numerical simulations [10, 11], both
of which are ill-suited to extreme mass ratios; and it
fixes mass-dependent parameters in Effective One Body
(EOB) theory [12–14].
However, to extract orbital parameters from a wave-
form emitted by an EMRI, one requires a theoretical
description accurate to second order in the small mass,
as shown by either naive or rigorous [15] scaling argu-
ments. Furthermore, comparisons with numerical simu-
lations suggest that the second-order self-force would pro-
vide a highly accurate description of intermediate-mass-
ratio binaries and even a reasonably accurate description
of similar-mass binaries [10, 11], both of which should
soon be observed by the ground-based detector Advanced
LIGO [16, 17]. The second-order force would also fix
EOB parameters quadratic inm. Although some work on
the second-order problem has been done [18, 19], it was
performed in an impractical gauge, with no clear means
of calculating the force or the perturbation producing
it, and the basis of its approach was problematic [5–
7, 20]. Detweiler has recently [21] examined the general
features of the second-order problem, but he made use of
ill-defined equations and assumed (rather than derived)
the equation of motion and a regularized second-order
stress-energy tensor. Harte [22] has derived an equation
of motion valid at all orders, but his derivation does not
apply to the motion of black holes. None of these studies
has provided a definite expression for, or means of calcu-
lating, the physical second-order metric perturbation or
the piece of it that determines the motion.
In this letter, I present the first complete description,
explicitly determining both the equation of motion and
the metric perturbation. I use the self-consistent formal-
ism presented in [6]. This formalism incorporates the
small body’s finite size, involving no infinities or regular-
ization; it defines a worldline γ that reflects the body’s
motion (even a black hole’s) on any timescale; it deter-
mines the equation of motion directly from the EFE, with
no further axioms; and it presents the perturbative EFEs
in a hyperbolic form convenient for numerical implemen-
tation. For simplicity, I take the body to be spherical
and nonspinning, neglecting higher multipole moments.
I work in units of G = c = 1. Greek indices range from 0
to 3. Lowercase Latin indices refer to spatial coordinates.
Further details will appear in a follow-up article [20].
Self-consistent formalism. I combine two approximate
solutions to the EFE, utilizing the method of matched
asymptotic expansions [7, 23–25]. Suppose gµν(ǫ) is an
exact solution containing the small body on a manifold
M, where ǫ is an expansion parameter that counts pow-
ers of the body’s mass. Now let r be some measure of
distance from the body and R represent the spacetime’s
lengthscales, excluding those of the body itself. For r ∼
R, well outside the body, in any global coordinates xα in
a vacuum region Ω (e.g., Boyer-Lindquist coordinates of
the supermassive black hole in an EMRI), I use the outer
expansion gµν(x
α, ǫ) = gµν(x
α) + hµν(x
α, ǫ) on a man-
2ifold ME . (gµν ,ME) defines an external background
spacetime with no small body in it, and hµν(x, ǫ) =∑
n≥1 ǫ
nh
(n)
αβ (x; γ(ǫ)) describes perturbations due to the
body, whose motion in ME is represented by γ. For
r ∼ ǫR, very near the body, the metric varies rapidly, and
there, in any coordinates (T,Xa) approximately centered
on the body, I use the inner expansion gµν(T,X
a/ǫ, ǫ) =
gIµν(T,X
a/ǫ) +
∑
n≥1 ǫ
nH
(n)
µν (T,Xa/ǫ) on a manifold
MI . (gIµν ,MI) is the body’s spacetime were it isolated,
andH
(n)
µν describes perturbations due to interactions with
the external spacetime. The scaled coordinates Xa/ǫ
serve to keep the body’s mass and size fixed in the limit
ǫ → 0, sending all other distances toward infinity; the
use of a single rescaling factor makes the approximation
most appropriate for compact bodies, in which the lin-
ear dimension is comparable to the mass (in geometrized
units). Scaling only distances, not T , is equivalent to
assuming the body possesses no fast internal dynamics.
In a buffer region around the body, defined by ǫ ≪
r/R ≪ 1, either expansion may be used, and since they
approximate the same metric, they must agree: the inner
expansion can be expressed in unscaled coordinates and
then expanded for r/R ≫ ǫ, the outer expansion can be
expanded for r/R ≪ 1, and the two results must match
order by order in r and ǫ. It follows [6] that h
(n)
µν ∼
1/rn + O(r−n+1), and the 1/rn term is determined by
the (n − 1)th multipole moment of gIµν . If r is a radial
coordinate centered on γ and this form of h
(n)
µν holds true,
then both the body—in the full spacetime—and γ—in
the background spacetime—lie in the region surrounded
by the buffer. If all mass dipole terms also vanish in
this coordinate system, then the body is appropriately
centered on γ.
In standard perturbation theory, the linearized EFE
would constrain γ to be a geodesic in gµν . To avoid this,
I write the full, nonlinear EFE in Ω in relaxed form by
imposing the Lorenz gauge condition on the whole of hµν ,
rather than on each term h
(n)
µν :
gνρ∇ρh¯µν = 0, where h¯µν ≡ hµν − 1
2
gµνg
ρσhρσ. (1)
The exact vacuum EFE in Ω, Rµν = 0, then splits into a
sequence of wave equations,
Eµν [h
(1)] = 0, (2)
Eµν [h
(2)] = 2δ2Rµν [h
(1)], (3)
etc., where Eµν is the linear wave-operator Eµν [h] =
hµν + 2Rµ
ρ
ν
σhσρ, Rµνρσ is the Riemann tensor of the
external background gµν , and δ
2Rµν is the part of the
Ricci tensor quadratic in the metric perturbation. No
stress-energy tensor for the body appears here, since the
body lies outside Ω. Equations (2) and (3) can be solved
for arbitrary γ, the equation of motion of which is then
determined by the gauge condition. That condition will
involve γ’s ǫ-dependent acceleration aµ(τ, ǫ), where τ is
proper time on γ, and I split Eq. (1) into a sequence of
equations for each h
(n)
µν by substituting into it an expan-
sion aµ =
∑
n≥0 ǫ
na(n)µ.
Outer expansion. In the buffer region, I construct the
most general possible solution to the wave equations (2)
and (3) and gauge condition (1). That local solution
is then used to construct a global solution. I work in
Fermi-Walker coordinates (t, xa) centered on γ, where t
coincides with τ on γ and xi are Cartesian coordinates
on the spatial submanifold transverse to γ at time t. I
assume each h
(n)
µν can be expanded for small geodesic dis-
tance r ≡√δijxixj . So at first order,
h(1)µν (t, x
a) =
∑
m≥−1,ℓ≥0
rmh
(1,m,ℓ)
µνL (t)nˆ
L, (4)
where L ≡ i1 · · · iℓ, ni ≡ xi/r is a radial unit vector, and
nˆL ≡ n〈i1 · · ·niℓ〉 is the symmetric and trace-free (STF)
combination of ℓ such unit vectors; this decomposition
in terms of nˆL is equivalent to an expansion in spherical
harmonics [26]. Substituting (4) into (2), one finds that
each term in Eq. (4) must satisfy a Poisson equation,∑
ℓ ∂
i∂i(r
mnˆL)h
(1,m,ℓ)
µνL (t) = r
m−2∑
ℓ S
(1,m,ℓ)
µνL (t)nˆ
L. The
source S
(1,m,ℓ)
µνL is a linear combination of the lower-order
terms h
(1,m′<m,ℓ′)
µνL′ ; it involves derivatives, a
µ, and Rµνρσ .
The general solution to this Poisson equation consists
of a homogeneous solution, comprising the single mode
h
(1,m,ℓH)
µνLH
where ℓH = m for m ≥ 0 and ℓH = −m− 1 for
m < 0, plus a particular inhomogeneous solution with
modes h
(1,m,ℓ)P
µνL directly proportional to S
(1,m,ℓ)
µνL . Given
how S
(1,m,ℓ)
µνL is constructed, clearly each h
(1,m,ℓ)P
µνL is a lin-
ear combination of the lower-order modes h
(1,m′≤m,ℓ′H)
µνL′H
;
therefore, the general solution [of the form (4)] to Eq. (2)
is wholly determined by the functions h
(1,m,ℓH)
µνLH
(t). The
first of these, h
(1,−1,0)
µν , is fixed to be 2mδµν , where m is
the ADM mass of the inner background gIµν [5, 6]. All
the others, h
(1,m≥0,ℓH)
µνLH
, are undetermined at this stage.
It will thus prove convenient to split the general solution
into two pieces: h
(1)
µν = h
(1)S
µν + h
(1)R
µν . I define the regular
field h
(1)R
µν to comprise all terms involving the undeter-
mined functions h
(1,m≥0,ℓH)
µνLH
. It reads
h(1)Rµν = h
(1,0,0)
µν (t) + rh
(1,1,1)
µνi (t)n
i +O(r2). (5)
The singular field h
(1)S
µν then comprises all the other
terms; it is the particular solution obtained by setting
h
(1,m≥0,ℓH)
µνLH
= 0. It reads
h(1)Sµν =
2m
r
δµν + h
(1,0,1)
µνi (t)n
i
+ r
∑
ℓ=0,2
h
(1,1,ℓ)
µνL (t)nˆ
L +O(r2), (6)
3where the functions h
(n,m,ℓ)
µνL (t) are linear in m. I stress
that this split is merely a convenient grouping of terms in
the general solution in the buffer region, with no impact
on the results. When so defined, h
(1)S
µν and h
(1)R
µν are each
solutions to the first-order field equations in Ω. h
(1)S
µν can
be interpreted as the body’s bound field; it is determined
solely by the fact that a compact body lies in the region
surrounded by the buffer. h
(1)R
µν is a homogeneous (local)
solution to the wave equation even at r = 0, propagating
independently of the body; as a homogeneous solution, it
can be determined only by global boundary conditions.
Imposing the gauge condition determines the isotropic,
δµν form of the m/r term given above, as well as deter-
mining that the body behaves approximately as a test
particle, with constant mass (i.e., ∂tm = 0) and approx-
imately geodesic motion (i.e., a(0)µ = 0).
One can prove with distributional [5] or Green’s func-
tion [6] methods that h
(1)
µν , because of its m/r term, is
sourced by the stress-energy tensor of a point particle,
T (1)µν =
∫
γ
muµuν δ
4(xα−zα(τ))√−g dτ , where z
µ(τ) is the
parametrization of γ, uµ ≡ dzµ
dτ
, and g is the determi-
nant of gµν . Therefore, at distances in the buffer region
or greater, the body appears as a point mass. With this
determined, h
(1)
µν can be found globally by solving the
wave equation Eµν [h
(1)] = −16πT (1)µν , where an overbar
indicates trace-reversal. Using retarded boundary condi-
tions, for example, the global solution will then fix the lo-
cally undetermined field h
(1)R
µν . Numerous methods have
been used to accomplish this [4]. In the case that h
(1)
µν
contains no contribution from incoming waves at infin-
ity, doing so determines [6] that at least through order r,
h
(1)R
µν is the Detweiler-Whiting regular field [27].
The second-order solution proceeds almost identically.
I assume an expansion
h(2)µν (t, x
a) =
∑
m≥−2,ℓ≥0
rmh
(2,m,ℓ)
µνL (t)nˆ
L
+ ln r
∑
m≥0,ℓ≥0
rmh
(2,m,ln,ℓ)
µνL (t)nˆ
L, (7)
where the logarithmic terms arise from the correction
∼ m ln(r/2m − 1) to the light cones in the buffer re-
gion (where r ≫ m) [6]. Substituting this into Eq. (3),
together with an expansion of h
(1)
µν up to order r2, and
finding the general solution at each order again allows
the convenient split h
(2)
µν = h
(2)R
µν + h
(2)S
µν . However,
here I define h
(2)R
µν to comprise not just all terms in-
volving the undetermined functions h
(2,m≥0,ℓH)
µνLH
(t), but
also all terms quadratic in h
(1)R
µν . This guarantees that
h
(2)R
µν satisfies Eµν [h
(2)R] = 2δ2Rµν [h
(1)R], such that
gµν + ǫh
(1)R
µν + ǫ2h
(2)R
µν satisfies the vacuum EFE through
order ǫ2. Explicitly,
h(2)Rµν = h
(2,0,0)
µν (t) + rh
(2,1,1)
µνi (t)n
i +O(r2); (8)
TABLE I. Components of δmµν(t) in terms of the first-order
regular field h
(1)R
µν (t, r = 0) = h
(1,0,0)
µν (t).
δmtt = −mh
(1,0,0)
tt −
1
6
mδijh
(1,0,0)
ij
δmta = −
2
3
mh
(1,0,0)
ta
δmab = δab
(
1
3
mh
(1,0,0)
tt +
5
18
mδijh
(1,0,0)
ij
)
+ 1
3
mh
(1,0,0)
〈ab〉
terms quadratic in h
(1)R
µν would appear at order r2. The
singular field h
(2)S
µν , comprising all other terms in the gen-
eral solution, then reads
h(2)Sµν =
1
r2
∑
ℓ=0,2
h
(2,−2,ℓ)
µνL nˆ
L +
1
r
3∑
ℓ=1
h
(2,−1,ℓ)
µνL nˆ
L +
2δmµν
r
+
4∑
ℓ=1
h
(2,0,ℓ)
µνL nˆ
L + r
∑
ℓ=0,2,3,4,5
h
(2,0,ℓ)
µνL nˆ
L
+ ln r
[
h(2,0,ln,0)µν + rh
(2,1,ln,1)
µνi n
i
]
+O(r2), (9)
where δmµν is a mass-like tensor defined on γ. The ex-
plicit terms in this expansion can be found in Ref. [6]
through order r0 when aµ = 0, and they will be writ-
ten out in full in the follow-up article [20]; the functions
h
(2,m,ℓ)
µνL (t) are linear combinations of m
2, mh
(1)R
µν , and
δmµν . The body’s dipoles (i.e., those of gIµν) would
contribute to h
(2)S
µν , but I set the spin to zero for sim-
plicity and the mass dipole to zero to ensure that γ ac-
curately represents the body’s motion. Note that my
definition of h
(2)R
µν means that h
(2)S
µν satisfies not Eq. (3),
but Eµν [h
(2)S] = 2δ2Rµν [h
(1)]− 2δ2Rµν [h(1)R].
As at first order, the gauge condition determines the
form of δmµν , as given in Table I, along with the first-
order acceleration,
a
(1)
i (t) =
1
2
h
(1,1,1)
tti (t)
∣∣
aµ=0
− h(1,0,0)ti,t (t)
∣∣
aµ=0
. (10)
The evaluation at aµ = 0 is to be performed only at time
t, leaving the past history of γ unchanged; this follows
from the presumed expansion of aµ, and it prevents a
need for order-reduction [4, 6]. One can show Eq. (10)
is equivalent to the geodesic equation in gµν + ǫh
(1)R
µν at
order ǫ [4].
Using the same Green’s-function method [6] as at first
order, one can straightforwardly prove that the terms
involving δmµν have a point source, the trace-reversal of
which is given by the effective stress-energy tensor
T (2)µν =
∫
γ
1
2
δmµν(τ)
δ4(xα − zα(τ))√−g dτ. (11)
The global solution to the second-order EFE sourced by
the body can then be obtained numerically via a puncture
scheme [28]: Outside a tube Γ around the body, one can
solve Eq. (3) directly; inside the tube, one can use an
4approximation h˜
(2)S
µν to h
(2)S
µν , given by Eq. (9) without
the “O(r2)” term, and a regular field h˜
(2)R
µν ≡ h(2)µν − h˜(2)Sµν ,
which satisfies
Eµν [h˜
(2)R] = −16πT (2)µν +2δ2Rµν [h(1)]−Eµν[h˜(2)S]. (12)
All divergent terms on the right-hand side cancel, leav-
ing h˜
(2)R
µν to solve a wave equation with a regular source.
At Γ, the analytical expression for h˜
(2)S
µν can be added to
the numerical solution to Eq. (12) to change variables to
the full field. Since h˜
(2)R
µν will agree with h
(2)R
µν through
order r, this procedure will also determine h
(2,0,0)
µν (t)
and h
(2,1,1)
µνi (t), which, as we shall find. This puncture
scheme can be implemented immediately after transform-
ing Eq. (9) to a desired coordinate system.
Matching to an inner expansion. One could proceed
with the same method to find h
(3)
µν together with a(2)µ. I
instead take a more efficient route by determining a(2)µ
from additional information about the inner expansion.
I take the small body to be a Schwarzschild black hole.
Since the inner expansion affects the outer one solely
through the body’s multipole moments, this amounts to
neglecting non-monopole moments, as was done in the
preceding section. Beyond effects of those moments, the
equation of motion I derive will hold for any compact
body. I also specify the perturbations to be produced
by tidal fields. These fields are of quadrupole order and
higher, and while they produce mass and spin perturba-
tions via tidal heating and torquing, dimensional anal-
ysis shows those perturbations do not contribute at the
orders in ǫ of interest. With these specifications, I fol-
low the procedure in Ref. [7], insisting that in a suitable
mass-centered coordinate system, this inner expansion
must equal the outer expansion in Fermi-Walker coordi-
nates when expanded in the buffer region, up to a unique
gauge transformation that excludes spatial translations
at γ; this ensures the desired relationship between γ and
the mass-centered inner expansion. Here ‘mass-centered
coordinate system’ means one in which the mass dipole
of gIµν vanishes along with all even-parity dipole per-
turbations that behave as a mass dipole, scaling as 1/r2
in the buffer region. Other even-parity dipole perturba-
tions are also set to zero in order to leave no residual
gauge freedom. Because the Fermi-Walker coordinates
are ǫ-dependent, each term in the outer expansion de-
pends on aµ. Hence, prior to matching the metrics, I
substitute aµ =
∑
n≥0 ǫ
naµ(n) into gµν +
∑
n≥1 ǫ
nh
(n)
µν .
A tidally perturbed Schwarzschild metric is given in
Ref. [29] in advanced Eddington-Finkelstein coordinates
and a light-cone gauge. The tidal fields are represented
by STF tensorial functions of time: Eij and Bij for
electric- and magnetic-type quadrupole tides and Eijk
and Bijk for analogous octupole tides; for the powers of
r of interest, hexadecapole and higher tidal fiels would
appear only at order ǫ3 in the outer expansion. Trans-
forming to a suitable Fermi-like coordinate system and
expanding the result to order ǫ2 in the buffer region yields
gtt = −ftt + r2H(2,2)tti1i2 nˆi1i2 + r3
∑
ℓ=2,3
H
(3,ℓ)
ttL nˆ
L (13)
gta = r
2
3∑
ℓ=1
H
(2,ℓ)
taL nˆ
L + r3
4∑
ℓ=1
H
(3,ℓ)
taL nˆ
L (14)
gab = fab+fnˆab+r
2
4∑
ℓ=0
H
(2,ℓ)
abL nˆ
L+r3
5∑
ℓ=0
H
(3,ℓ)
abL nˆ
L. (15)
Here ftt = 1− 2ǫmr + 2ǫ
2m2
r2
, fab = (1+
2ǫm
r
+ 4ǫ
2m2
3r2 )δab, and
f = ǫ
2m2
r2
describe the Schwarzschild metric in harmonic
coordinates. The coefficients H
(2,ℓ)
µνL are functions of ǫm/r
forming linear combinations of Eij(t) and Bij(t), and
H
(3,ℓ)
µνL are linear combinations of E˙ij(t), B˙ij(t), Eijk(t),
and Bijk(t), where an overdot indicates a time-derivative.
For example, H
(2,2)
ttij = −(1− 5ǫm3r + 4ǫ
2m2
3r2 )Eij .
If explicit appearances of µ are set to zero, the met-
ric of Eqs. (13)–(15) reduces to that of a vaccum space-
time in Fermi coordinates centered on a geodesic, with
Eab = E(0)ab + ǫδEab + O(ǫ2), Bab = B(0)ab + ǫδBab + O(ǫ2),
Eabc = E(0)abc + O(ǫ), and Babc = B(0)abc + O(ǫ), where
the zeroth-order fields E(0)ab , B(0)ab , etc., are components
of Rµνρσ and its first derivative evaluated at r = 0.
There is no manifest appearance of the fields h
(n)R
µν in
Eqs. (13)–(15); they are incorporated into the correc-
tions δEab, δBab, etc. More significantly, there is no term
corresponding to an acceleration; any such term would
induce a mass-dipole-like term and would vanish in mass-
centered coordinates.
To match the expansions at orders ǫ and ǫ2, I seek a
unique transformation xµ → xµ − ǫξ(1)µ − ǫ2ξ(2)µ that
brings the outer expansion into the form of Eqs. (13)–
(15). Decomposing ξ(1)µ and ξ(2)µ into irreducible STF
pieces, one readily finds a unique transformation. At
each order in ǫ, this transformation can be thought of
as putting the outer expansion into Fermi coordinates in
gµν+ǫh
R
µν. The order-ǫ transformation is given in Ref. [7]
up to order-r terms in the metric; matching the metrics
exhausts all freedom in that transformation and uniquely
determines the standard result (10) for a(1)µ. Matching
order-ǫr2 terms in the metric fixes δEij and δBij in terms
of h
(1)
µν . The order-ǫ2 transformation, when carried to
order-r terms in the metric, likewise uniquely determines
a
(2)
i =
1
2
h
(2,1,1)
tti
∣∣
aµ=0
− h(2,0,0)ti,t
∣∣
aµ=0
+ h
(1,0,0)
tt a
(1)
i
− 1
2
h
(1,0,0)
ti h
(1,0,0)
tt,t −
11
3
ma˙
(1)
i , (16)
where, as in Eq. (10), the evaluation at aµ = 0 occurs
only at time t. Summing ǫaµ(1) and ǫ
2aµ(2), one finds, up
5to O(ǫ3) errors,
aµ=
1
2
(gµν+uµuν)
(
gν
ρ−hRν ρ
)(
hRσλ;ρ−2hRρσ;λ
)
uσuλ, (17)
where hRµν = ǫh
(1)R
µν + ǫ2h
(2)R
µν . This is the geodesic equa-
tion in the locally defined regular metric gµν+h
R
µν , up to
terms cubic in hRµν . gµν + h
R
µν may trivially be extended
to a Cn (local) vacuum solution to the EFE, through
order ǫ2, by finding the solution (7) through order rn.
Equation (17) agrees with the form of Harte’s equation
of motion [22] but represents a major advance: it has
been shown to apply to black holes, and it comes along
with a concrete means of calculating both a(2)µ and h
(2)
µν .
Discussion. I have shown that through second order in
its mass, a small body moves on a geodesic of a certain
locally defined regular metric. I have also derived results,
given by (9), (12), and (16), that (together with the first-
order equations) may be used to simultaneously evolve
the body’s position and find the perturbation due to it,
thereby solving the EFE through second order. Although
these results were derived only for a nonrotating black
hole, they should hold for any spherical, compact body
with slow internal dynamics. For nonspherical bodies,
they will be modified by higher multipole moments: h
(2)R
µν
and h
(2)S
µν will be straightforwardly altered by the body’s
spin [20], and a(2)µ will include well-known [22, 30, 31]
couplings of the moments to the external curvature.
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