We present a framework to formally describe system behavior and symbolically reason about possible failures. We regard systems which are composed of different units: sensors, computational parts and actuators. Considering worst-case failure behavior of system components, our framework is used to derive reliability guarantees for composed systems. The behavior of system components is modeled using monad like constructs that serve as an abstract representation for system behavior. We introduce rules to reason about these representations and derive results like, e.g., guaranteed upper bounds for system failure. Our approach is characterized by the fact that we do not just map a certain component to a failure probability, but regard distributions of error behavior. These serve as basis for deriving failure probabilities.
Introduction
The need for analysis of failure probabilities arises in many domains connected to safety critical embedded systems. Guaranteeing worst-case failure probabilities is an important prerequisite for certification of safety critical systems.
In this paper we present a new framework to model systems and their failure behavior. Our framework represents distinct parts of system behavior in an abstract monadic [16] way. We allow the modeling of behavioral entities with probabilistic distributions representing possible failures or uncertainties. When composing a system from different components, our approach allows modeling the propagation of failures through components by monadic composition of behavior associated with the components.
The second ingredient of our framework comprises rules to reason about systems. Our rules allow determining the semantic equivalence of systems and the reduction of systems to other systems such that certain properties are guaranteed to be preserved. The reduction of systems into simpler systems may be used to analyze and optimize systems.
Our approach comprises the following characteristics that all together distinguish it from existing approaches: -Modeling of system behavior and possible faults using monad like constructs.
-Representation of uncertain/faulty behavior as distributions of possible behavior.
-Rules to reason about system behavior and distributions of values that appear in this system.
The work presented in this paper presents a complete framework and a case studies.
The main intended purpose is the usage in safety critical industrial automation systems. Abstractions for reasoning about fault-tolerant systems in a higher-order theorem prover are presented and discussed in [17] . The abstraction aims at facilitating and standardizing the use of formal methods, especially higher-order theorem provers. Abstractions for individual message passing, faults, fault-masking, and further communication aspects are regarded.
Other early work comprises [2] which presents a Specification and Design Language (SDL) based framework. Other related work for guaranteeing fault tolerant properties using formal methods comprise the use of model-checking techniques [14] and concentrate on formal specification techniques [9] . The analysis of probabilistic system behavior is the goal of probabilistic model-checkers, like PRISM [11] .
Modeling and reasoning aspects about probabilistic programs have been extensively studied in [12] . Here a language is introduced to describe probabilistic programs and reasoning about programs has a strong connection to this language. Further work on formal analysis of probabilistic systems has been done in the event-B context [7] .
Like the work focused on theorem proving techniques, but unlike the (probabilistic) model checking approaches, we have a strong focus on symbolic reasoning. Unlike the existing theorem prover based work we have a strong focus on symbolically representing distributions of values and combining them. Handling errors and varying values as distributions as we do in this work allows a much richer failure analysis than assigning failure probabilities to distinct system components. For example, it allows the specification and handling of ranges in which a deviation from an optimal value is acceptable.
The framework presented in this paper builds upon work for a monadic representation of probabilities in programs [1] and an application for the analysis of cryptographic protocols [3] . Like in the analysis of cryptographic protocols, we regard possible computations that are associated with certain distributions of values. Furthermore, we regard rules that allow reasoning about sequences of such computations. In [3] and in this work the use of a monadic representation was chosen because:
-It gives a syntactic representation of the semantics of non-deterministic systems.
This non-determinism can be "quantified" in the sense that different possibilities in the system execution can be assigned to different probabilities. This is achieved in combination with the use of distributions. Finally, it enables us to even specify an infinite amount of possibilities and reason about probabilities by using continuous probability distributions. -The syntactic representation is well suited to match rules against and reason about it in a symbolic way. -As used in [3] and as a possible future extension this gives us the possibility to reason about our system in an automatic or interactive way using, e.g., a higherorder theorem prover.
