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 Data warehouses represent collections of data organized to support a process 
of decision support, and provide an appropriate solution for managing large 
volumes of data. OLAP online analytics is a technology that complements 
data warehouses to make data usable and understandable by users, 
by providing tools for visualization, exploration, and navigation of data-
cubes. On the other hand, data mining allows the extraction of knowledge 
from data with different methods of description, classification, explanation 
and prediction. As part of this work, we propose new ways to improve 
existing approaches in the process of decision support. In the continuity of 
the work treating the coupling between the online analysis and data mining to 
integrate prediction into OLAP, an approach based on automatic learning 
with Clustering is proposed in order to partition an initial data cube into 
dense sub-cubes that could serve as a learning set to build a prediction 
model. The technique of data mining by regression trees is then applied for 
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Data warehouses are databases of information specifically structured for analysis and decision 
making [1]. The data are subject-oriented, integrated, time-variant, and non-volatile organized in a 
multidimensional way [2]. The star schemas initially produce data cubes suitable for analysis. Secondly, it is 
to the user to browse, explore and analyze a cube’s data to extract relevant information for decision making. 
This is an online analysis using OLAP technology, a data cube is a multidimensional representation of the 
data, each cell in a data cube represents an aggregated fact described by analysis axes. These correspond to 
the dimensions of the cube.  The fact is observed by a measure which is associated with an aggregation 
function (SUM, AVG, MAX, MIN). A dimension can be organized in hierarchy, therefore the facts can be 
observed according to different levels of granularity. The information is therefore aggregated in the cube 
according to the user needs.  
In another side, data mining can extract knowledge from data and has a wide variety of methods 
with different analytical objectives. In a decision-making process, a user observes the OLAP cube facts in 
order to extract useful information. This also allows the user to anticipate the realization of future events. 
Indeed, the OLAP technology is limited to exploratory tasks and does not provide automatic tools to help and 
guide the user in the deepening of his analysis, to explain values of cells, existing associations in the 
multidimensional data, or to predict values in the data cube. 
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While datamining techniques are effective approaches to guide the analyst and extract new 
knowledge. Thus a new problematic OLAP has appeared. Since the end of the 90s, several works [3]-[5] 
propose to associate the principles of the OLAP with the methods of data mining to enrich the online analysis 
and no longer limit it to a simple exploration or a simple data visualization. Coupling online analysis and data 
mining is then referred to terms as OLAM (On-Line Analytical Mining) [3], OLAP Intelligence, 
Multidimensional Mining. 
As part of the coupling between online analysis and data mining, we propose in this work a decision 
support process that combines OLAP technology with unsupervised classification techniques and prediction 
techniques to integrate the prediction in cube. In fact, to have more precision in the prediction, it is essential 
to work on a homogeneous dataset, that's why we propose to partition the initial cube in dense sub-cubes by 




2. RELATED WORK 
Several approaches have been proposed for coupling data mining and online analysis to extend 
OLAP to prediction. In the work of Riad Ben Messaoud [6], the author has defined three coupling 
approaches, a process of transforming multidimensional data into two-dimensional data, the second approach 
is based on the exploitation of tools offered by multidimensional database management systems, and the third 
is to evolve the data mining algorithms to adapt them with the types of data handled by the cubes. 
As part of the coupling, new proposals are emerging. They consist of using statistical and machine 
learning methods for prediction in order to enrich the capabilities of online analysis. Sarawagi and al [7] use 
prediction by building a cube of predicted values from the initial data cube, the learning base is the original 
cube, and the model is based on a log-linear regression. Deviations between the two cubes can indicate to the 
user exceptional values. These exceptional cells are then signaled to the user when navigating the data cube 
with three indicators that also show him interesting paths to explore. 
The work of Cheng [8] is aimed at predicting new facts. So he proposes to generate a new cube 
using a generalized linear model. The resulting cube corresponding to the prediction model. Han and al [9] 
proposes to predict a new fact measure by identifying subsets of interesting data. The predictive model is a 
cube where the measure indicates a score or a probability distribution associated with the measure value that 
can be expected in the original cube, resulting cube corresponds to the model to be used for prediction. 
Y. Chen and Pei's proposal [10] consists of building cubes based on linear regression. From the 
initial data cube, a cubic measure is generated where each value indicates the weight of evidence. Continuing 
on the work of Sarawagi, which focuses on the aid to navigation and also on the explanation of the facts, 
A.Sair [11] pushes the limits of exploratory navigation by injecting prediction techniques at the heart of 
OLAP processes, this work is based on the integration of a complete learning process in OLAP for online 
data mining. A complete process then includes a selection phase of the explanatory variables, a fact sharing 
phase in a learning sample and a test sample. Next, a learning phase and a validation phase are executed. 
A.Sair [11] proposes an approach based on automatic learning with regression trees in order to predict the 
value of an aggregate or a measure. 
Other work involves applying methods for partitioning OLAP cubes. The research of R.Missaoui 
and C.Goutte [12] proposes to analyze the potential of a probabilistic modeling technique, called “non-
negative multi-way array factorization”, for approximating aggregate and multidimensional values. 
Using such a technique, they compute the set of components (clusters) that best fit the initial data set and 
whose superposition approximates the original data. The generated components can then be exploited for 
approximately answering OLAP queries such as roll-up, slice and dice operations. 
 
 
3. OUR APPROACH 
Our work is part of approach of the coupling between data mining and online analysis to predict the 
measured value for non-existent facts or facts with a missing value. The idea is to partition, using methods of 
clustering, an initial data cube into dense sub-cubes that could serve as a learning set to build a prediction 
model. The choice to using dense sub-cubes is justified by the quality of the information obtained by these 
dense sub-cubes, and it will be more interesting to search in the predictive model of sub-cube which contains 
the cell designated by the user than look through of all data cube. 
In this work, we discuss the first part concerning the application of clustering for the partitioning of 
the initial cube; we first make an experimental study of the clustering methods and then apply the chosen 
method on our real cube. In the second part, we apply the regression tree method for the construction and 
validation of the prediction model for each sub-cube; 
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Finally, we proceed to the prediction of the value of the cell designated by the user through the 
model of the sub-cube in which is the selected cell. 
 
3.1.  Clustering methods 
With the increase of the information obtained during the work of information processes, treatment 
becomes difficult. The need for an initial treatment of the information for its structuring, the isolation of the 
characteristic features, generalization, sorting appears. 
For this purpose, classification and clustering processes are used to perform the required information 
treatment for later analysis by a specialist. Partitioning observations into groups of similar objects makes it 
possible to simplify the further treatment of data and decision-making by applying to each cluster its method 
of analysis. Clustering is the process of grouping similar objects into different groups, or more precisely, the 
partitioning of a data set into subsets, so that the data in each subset according to some defined distance 
measure [13]. 
The starting point of our approach is to conduct experiments on three different algorithms, the first 
is based on a hierarchical method, we use HAC algorithm, the second is based on the distance, we use 
the K-means algorithm, and the last is a model-based method, the EM algorithm. These algorithms require to 
specify the number of clusters as input parameters. 
The choice of the clustering method used in our study is based on the evaluation of the quality of 
the result. Indeed the evaluation of a clustering always contains a part of subjectivity and that it is impossible 
to define a universal criterion which would allow an unbiased evaluation of all the results produced by all 
the methods of clustering. However, a number of criteria exist and are used recurrently by many researchers 
to compare the results obtained. Since there are a large number of possible clustering results for the same 
dataset, the goal is to evaluate whether one of these results is better than another. 
Both algorithms have been implemented on the same dataset to analyse their performances, 
by taking same number of clusters (3 clusters) and same number of iterations. After implementation of these 
algorithms, the following results have been obtained (Table 1). 
 
 
Table 1. Comparative Results of Both Algorithms 
Algorithm Computation time (ms) Error Ratio 
EM 1514 0,21 
Kmeans 814 0,34 
HAC 980 0,4 
 
 
In this comparative study found that EM algorithm gives the better performance as compare 
to K-Means and HAC with minimum error rate. As result of our experiment, the EM algorithm seems to be 
the most strongest for clustering, it allows the processing of huge databases and offer high accuracy. The EM 
algorithm is defined as: [14] 
Given a statistical model which generates a set X of observed data, a set of unobserved latent data 
or missing values Z, and a vector of unknown parameters θ , along with a likelihood function (1) 
 
L(θ; X; Z) =  p(X, Z│θ)                                (1) 
 
The maximum likelihood estimate (MLE) of the unknown parameters is determined by the marginal 
likelihood of the observed data (2): 
 
L(θ; X) =  p(X|θ) =  ∑ p(X, Z│θ)Z                      (2) 
 
The EM algorithm seeks to find the maximum likelihood estimate (MLE) of the marginal likelihood 
by iteratively applying the following two steps: Expectation step (E step): Calculate the expected value of the 
log likelihood function, with respect to the conditional distribution of Z given X under the current estimate of 
the parameters θ (t): 
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Maximization step (M step): Find the parameter that maximizes this quantity: 
 
𝜃(𝑡+1) =  𝑎𝑟𝑔 max
𝜃
𝑄(𝜃│𝜃(𝑡))                         (4) 
 
The main issue is therefore to select the correct number of clusters. The choice of the number of 
clusters has often been studied as a model selection problem. In this case, the algorithm is usually run 
multiple times independently with a different number of clusters. The results are then compared based on a 
selection criterion that allows you to choose the best solution. 
The probabilistic modeling framework offers tools for selecting the appropriate model complexity. 
One solution is to rely on information criteria such BIC (Bayesian Information Criterion) [15]. These criteria 
are generally based on strong statistical bases and apply naturally to probabilistic clustering methods .So we 
choose to use the model selection criterion BIC to automatically select the number of clusters. 
                
BIC =  −2 ln(𝐿) + ln(𝑁)𝑘           (5)      
 
with L is the likelihood function, N is the number of observations, K is the number of clusters to be 
estimated. 
 
3.2.  Regression tree 
A classification or regression tree is a prediction model that can be represented as a decision tree. 
Regression trees are for dependent variables that take continuous or ordered discrete values, with prediction 
error typically measured by the squared difference between the observed and predicted values. 
A regression tree is built in an iterative way, by dividing in each step the population into two or k 
subsets. The division is carried out according to simple rules on explanatory variables, by determining the 
optimal rule which makes it possible to construct two or more most differentiated populations in terms of 
values of the variable to be explained. 
The evaluation criteria of a regression tree are the average error rate and the reduction of error. The 
error rate indicates the average deviation between the observed value and the true value of the variable to 
predict. If the error rate is close to 0 then this means that the prediction model (the tree) is accurate. 
The reduction of error: 1-R2, with R2 the coefficient of determination which measures the 
proportion of variance explained by the model that is to say the quality of the regression. Among the methods 
for constructing a regression tree, the two most common techniques are CART [16] and AID [17]. 
In our case, we use CART to build the regression tree. A decision tree built with the CART 
algorithm can work with all types of variables: qualitative, ordinal and continuous quantitative. This method 
makes it possible to create decision rules mixing all types of information. 
The general principle of CART is to partition recursively the input space in a binary way, then 
determine an optimal subset for the prediction. Building a CART tree is done in two steps. A first phase is the 
construction of a maximal tree, which maximizes the homogeneity of the groups on the dataset, and a second 
phase, called pruning, which builds a sequence of optimal sub-trees pruned from the maximal tree. 
 
3.3.  General notion 
We take the definitions proposed in [3] of a data cube.  
C is a data cube with:  
a non-empty set of d dimensions  D = {D1, Di, ….. , Dd}  
and m measurements M = {M1,..., Mq, ..., Mm}.  
Hi is the set of hierarchies of dimension Di.  
Hij is the jth of hierarchical levels of the dimension Di. 
Aij represents all terms of the hierarchical level Hij of the dimension Di. 
From the data cube C, the user selects an analysis context is a sub-cube of the cube C. To do this we 
introduce the definition of a data sub-cube. 
Let D' ⊆ D a non-empty set of p dimensions {D1 ,. . ., Dp} of data cube C (p ≤ d). The P-tuple  
(θ1, θ2, … , θp) is a data  sub-cube of C along D’ if ∀i ∈ {1, . . . , p}, θi ≠ Ø and there exists a unique j ≥ 0 
such as θi ⊆ Aij. 
A sub-data cube corresponds to a portion of the data cube C. A hierarchical level Hij  is fixed for 
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3.4.  Interpretation of the prediction model 
Our starting point is a data cube with n observed facts according to the quantitative measurement Mq 
defined by the user in a data cube C. Unlike the approach of [11] and [18], where the user selected a context 
of analysis, in our approach, the user designates directly the cell c to predict and determines the sub-cube Ci 
which contains the cell and predict the measurement Mq of the cell through the predictive model built on the 
sub-cube. 
We use EM Alogorithm to partion the data cube into a k dense sub-cubes Ci 
 
C = {C1 ,C2,…Ck}. 
 
The sub-cube designated, can be considered as region carrying information and can be considered as a 
training set to build the prediction model. 
CART allows the creation of binary tree based on supervised learning methods, the explanatory 
variables are the dimensions of the sub-cubes and the variable to be predicted represents the corresponding 
Mq measurement. We build for each subcube Ci in C a regression tree that returns decision rules denoted: 
Ri = {Ri1, Ri2, ..Rik}. Each rule corresponds to a terminal leaf of the tree. 
The user directly designates the cell to predict and determines the sub-cube containing the selected 
cell, and then predicts the measurement of the cell through predictive model built on the cube. 
Let c be the empty cell selected by the user. 
Mq (c) is the measurement value of cell c. 
Let us seek the sub-cube Ci containing cell c. 
We are looking for the rule Rij derived from the prediction model built from the sub-cube Ci.  
(see Algorithm 1) 
 
Algorithm 1:  
For Mq(c) = Null do  
For each sub-cube Ci ⊂ C 
If c ∈ Ci then  
For each Rij ⊂ Ri do 






To deploy our approach and for the sake of clarification, we use a simple illustrative example of 
fictitious three dimensional data cube with three D = {Time, Product, Stores}.. The measure corresponds to 
the number of sales products in the stores. The hierarchy of the stores dimension has 2 levels: Branch and 
country. In the same way, the Products dimension consists of three levels: product, range and type. In 
addition, Time dimension is organized following 2 levels: month and year. The data cube consists of 1069 
cells which is a detailed representation of the cube with a lower level of granularity for each dimension: 
(Month, product, Branch).  
We use EM algorithm with BIC as a method of clustering to partition our cube. The obtained clusters are 
shown in Table 2. 
 
 
Table 2. Number of Facts in Obtained Clusters 
 Number of facts (cells) 
Sub-cube 1 181 
Sub-cube 2 90 
Sub-cube 3 390 
Sub-cube 4 54 
Sub-cube 5 148 
Sub-cube 6 23 
Sub-cube 7 117 
Sub-cube 8 66 
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In our example, the user designates the cell c, for which it wishes to predict the value of the 
measure. Cell c belongs to the sub-cube 7, applying the predictive model constructed from the sub-cube 7, we 
obtain the regression tree in Figure 1 and the following rules: 
 R1 (Montreal ⋁ Toronto ⋁ HongKong ⋁ Lyon ⋁ Londres ⋁ Tokyo) → 78.69) 
 R2 ((Mexico ⋁ Madrid ⋁ Paris2 ⋁ Francfort ⋁ Marseille ⋁ Benelux ⋁ Chamonix ⋁ Orléans) ⋀ ( Adapt ⋁ 
Armoire ⋁ Balance ⋁ Corde ⋁ Masq ⋁ Pat ⋁ Polo ⋁ Psavon ⋁ Sac ⋁ Short ⋁ Tabl ⋁ Tab ⋁ Téléc ) → 
106.82) 
 R3 ((Mexico ⋁ Madrid ⋁ Paris2 ⋁ Francfort ⋁ Marseille ⋁ Benelux ⋁ Chamonix ⋁ Orléans) ⋀ ( Blouson 






Figure 1. Regression tree obtained 
 
 
For example, when we targeted the cell described by the terms (Avril2009, Téléc, Paris 2) for 
dimensions, respectively: Month, products and Branch, R2 was selected. We note that sales measure of 
products Téléc in Paris 2 will be 106.82 regardless of Month of sale.  
For another example, to complete an empty cell of the cube, we want to know what would be the 
number of sales of the product "Jean" in the Branch "Marseille" for Mars2009 ? The quantity of sales can be 
predicted by applying rule R3 and the result will be 497.66 
 
 
4. CASE STUDY AND RESULTS 
We test our work on a set of real data. We use for this study the data of the urbanism authorizations 
service of an urban municipality. The dimensions of analysis of the warehouse analysis are: authorization 
type (Permit to construct, Permit to demolish, etc. …), subdivision, nature of the project and filing date;  
D={Authorization Type, subdivision, nature Project, filing Date}. The measure used is the authorization 
demand's treatment duration (number of days). 
The hierarchy of the AuthorizationType dimension and  natureProject dimension has 1 level, 
the subdivision dimension consists of 2 levels: district and subdivision. In addition, filing Date dimension is 
organized following 2 levels: month and year. The Figure 2 shows the cube.  
We select a context of analysis with 16757 cells, which is a detailed representation of the cube with 
a lower level of granularity for each dimension: (Authorization Type, subdivision, nature Project, month 
Filing Date). EM algorithm with BIC partition our cube in 10 sub-cubes. The obtained clusters are shown in 
Figure 3.  
The user wants to know the treatment duration for a new filled authorization demand, then the user 
designates the cell c, for which it wishes to predict the value of the measure. Cell c belongs to the sub-cube 
C4, applying the predictive model constructed from the sub-cube C4, We use CART as a method of 
regression tree to build the prediction model with the average error is 0.074. Figure. 4 represent a Regression 
tree obtained. We obtain the following rules: 
 R41(AC → 53) 
 R42(Branch ⋀ ( Juil ⋁ Aout) → 14,83 
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Figure 3. Produced clusters by the EM algorithm 
 
 
(X1) AFDM_1_Axis_2 vs. (X2) AFDM_1_Axis_1 by (Y) Cluster_EM_1
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Figure 4. Regression tree obtained from sub-cube C4 
 
 
Using the set of rules, the empty cell, can be estimated see Table 3. To integrate the predictive 
module in the OLAP environment, the user designates the cell for which he wishes to predict the value, 
we designate the rule of the regression tree obtained which correspond to all the terms describing the cell, 
then we assign the average value of the prediction rule as the measurement value of the cell. This integration 
of prediction allows the user to understand the expected values of aggregates for a higher level of granularity. 
The aggregates are recalculated considering the new predicted values. 
 
 
Table 3. Predicted Values 
Type Autorization Month Durée de traitement prévue 
Branch Juillet 14,83 




This research will be used to extract useful and practical knowledge to support the decision-making 
process from data warehouses containing a huge volume of information, which will enable users in the 
decision-making systems to achieve a high level of performance by providing them with new elements to 
understand existing relationships or phenomena in the data and allowing them to anticipate the realization of 
events according to a number of conditions. 
Our first contribution is a synthesis of the various works that have covered the subject of the 
coupling data mining and online analysis for the prediction, and the work that has treated the subject of 
clustering and partitioning OLAP cubes. Our second contribution is to offer a new approach for the 
prediction in OLAP cubes, which provides accurate and understandable results, Our goal is to allow the 
analyst to predict the value of a measure for a new fact and thus complete the cube using the coupling of 
online analysis and data mining, And integrate the learning process: apply an unsupervised learning method: 
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