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ПЕРША ПОЧАТКОВО-КРАЙОВА ЗАДАЧА
ДЛЯ ОДНОВИМIРНОГО КВАЗIЛIНIЙНОГО РIВНЯННЯ
ДРОБОВОЇ ДИФУЗIЇ
Доведено iснування та єдинiсть класичного розв’язку на довiльному вiдрiзку часу першої початково-
крайової задачi для квазiлiнiйного рiвняння дробової дифузiї
Ключовi слова: простiр Гельдера, похiдна дробового порядку, нерухома точка.
1. Формулювання задачi.
Позначимо Q = (0; 1),  = f0g [ f1g, QT = 
  (0; T ), T =   (0; T ). Через
D;t (0 <  < 1) позначимо регуляризовану похiдну порядку 
D;tu(x; t) =
1
 (1  )
@
@t
Z t
0
(t  ) (u(x; )  u(x; 0))d: (1)
Розглянему задачу
D;tu(x; t)  uxx(x; t) + g(u) = f(x; t); QT ; (2)
u(x; 0) = u0(x); x 2 Q; u(x; t) = 0; (x; t) 2 T : (3)
Припустимо, що функцiя g(u) задовольняє наступним умовам
g 2 C1(R); jg(u)j  l1(1 + jujr);
g(u)u   l2 + l3jujr+1; g0(u)   l4; (4)
де li  0, i = 1; : : : ; 4, r  0.
Рiвняння виду (2) мають чисельнi застосування при вивченнi складних про-
цесiв i систем, якi характеризуються нелокальнiстю та довгостроковою памяттю
(див. [1]–[5]).
Питання розв’язностi крайових задач для лiнiйних i квазiлiнiйних рiвнянь з
дробовою похiдною за часом дослiджувалося в роботах [6]–[15]. Наскiльки нам
вiдомо, на даний час вiдсутнi результати з класичної розв’язностi квазiлiнiйних
рiвнянь з дробовими похiдними для нелiпшицевої нелiнiйностi g.
2. Функцiональнi простори i основний результат.
Нехай  2 (0; 1). Введемо стандартнi позначення (див. [16])jf jQT , hfi()x;QT , hfi
()
x;QT
для, вiдповiдно, максимуму та сталих Гельдера функцiї f за змiнними x i t з по-
казником  в областi QT .
Позначимо
jf j();QT = jf jQT + hfi
()
x;QT
+ hfi(

2
)
t;QT
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Визначимо простiр C(QT ) як множину функцiй iз скiнченною нормою jf j();QT .
Простiр C2+ (QT ), k 2 N визначимо як множину функцiй iз скiнченною нормою
jf j(2+);QT = jf jQT + jD;tf j
()
;QT
+ jfxxj();QT + hfxi
((1+)
2
)
t;QT
:
Умови сумiсностi мають вигляд
u0(x) = 0; u0;xx(x) + f(x; 0)  g(0) = 0; x 2 : (5)
Теорема 1. Нехай u0 2 C2+(
), f 2 C(
T ),  2 C2+ (T ), i виконано умови
(4), (5). Тодi для довiльних функцiй iснує єдиний розв’язок u 2 C2+ (
T ) задачi
(2)–(3).
3. Допомiжнi твердження.
Використовуємо наступнi позначення
!(t) =
t 1
 ()
; (!  v)(t) =
tZ
0
!(t  )v()d: (6)
Позначимо через Dt u дробову похiдну Рiмана–Лiувiля порядка 
Dt u(x; t) = @t(!1   u)(x; t)
Регуляризовану дробову похiдну запишемо у виглядi
D;tu(x; t) = D

t (u  u0)(x; t) = Dt u(x; t)  !1 (t)u0(x)
За допомогою Теореми 3.8 з [17], маємо
(! Dt u)(x; t) = u(x; t); (7)
для u, таких, що D;tu(x; t) 2 C([0; T ]) для всiх x 2 Q.
З результатiв роботи [13] випливає, що для довiльної функцiї u 2 C2+ (QT )
при p = 2k (k 2 N) має мiсце нерiвнiсть
pup 1(x; t)Dt u(x; t)  Dt up(x; t) + (p  1)!1 (t)up(x; t): (8)
Для лiнiйної задачi
D;tu(x; t)  uxx(x; t) = f(x; t); QT ; (9)
u(x; 0) = u0(x); x 2 Q; u(x; t) = 0; (x; t) 2 T ; (10)
з результатiв роботи [10] випливає наступна теорема.
Теорема 2. Нехай виконано умови сумiсностi
u0(x) = 0;  u0;xx(x) = f(x; 0); x = 0; 1;
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тодi для довiльних f 2 C(QT ), u0 2 C2+(Q) iснує єдиний роз’вязок u 2 C2+ (
T )
задачi (9)–(10). Крiм того, має мiсце оцiнка
juj(2+);
T  C(T )

ju0j(2+)
 + jfj();QT

: (11)
4. Оцiнка максимуму.
Перепишемо рiвняння (1) у виглядi
D u(x; )  uxx(x; ) + g(u(x; )) = f(x; ) + !1 ()u0(x); QT ; (12)
Помножимо останне рiвняння на pup 1. Далi p = 2k, k = 1; 2; ::. Зазначимо, що
p(p  1)up 2juxj2  p
2
4
(u
p
2
 1u2)2 = j(u
p
2 )xj2:
Cкористаємося (8), (4). Отримуємо
!1 ()
Z
Q
up(x; )dx+D
Z
Q
up(x; )dx+
Z
Q
j(u(x; ) p2 )xj2dx+pl3
Z
Q
ju(x; )jr+p 1dx 
 p
Z
Q
jf(x; )jup 1(x; )dx+ pl2
Z
Q
up 2(x; )dx+
+p!1 ()
Z
Q
ju0(x)jup 1(x; )dx (13)
Оцiнимо праву частину (13) за допомогою нерiвностi Юнга.
D
Z
Q
up(x; )dx+
Z
Q
j(u(x; ) p2 )xj2dx 
 p
Z
Q
up(x; )dx+
Z
Q
(jf(x; )jp + 1)dx+ !1 ()
Z
Q
ju0(x)jpdx (14)
Далi, нерiвнiсть Нiренберга–Гальярдо (див. Теорему 2.2 роздiлу II в [16]) для
функцiї v = u
p
2 i нерiвнiсть Юнга дозволяють оцiнити перший iнтеграл в правiй
частинi (14) наступним чиномZ
Q
up(x; )dx  
Z
Q
j(u p2 (x; ))xj2dx+ C  12
Z
Q
u
p
2 (x; )dx
2
: (15)
Повернемось до (14), враховуючи (15) при  = 12p
D
Z
Q
up(x; )dx  Cp 32
Z
Q
u
p
2 (x; )dx
2
+
Z
Q
(jf(x; )jp+1)dx+!1 ()
Z
Q
ju0(x)jpdx:
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Згортка обох частин останньої нерiвностi з ! приводить до оцiнкиZ
Q
up(x; t)dx  Cp 32
tZ
0
!(t  )
Z
Q
u
p
2 (x; )dx
2
d + CT (jf jpQT + ju0(x)j
p
Q + 1))
На наступному кроцi, ми добуваємо корiнь p з лiвої та правої частини останньої
нерiвностi i використовуємо нерiвнiсть (A+B)
1
p  A 1p +B 1p , A;B  0. В результатi
одержуємо
sup
t2(0;T )
ku(; t)kLp(Q)  [CT p
3
2 ]
1
p (1 + sup
QT
jf j+ sup
Q
ju0j+ sup
t2(0;T )
ku(; t)kL p
2
(Q)): (16)
Зазначимо, що при p = 2, за допомогою нерiвностi Кошi–Буняковського i нерiвно-
стi Пуанкаре з (13), можна одержати оцiнку
sup
t2(0;T )
ku(; t)kL2(Q)  [CT p
3
2 ]
1
p (1 + sup
QT
jf j+ sup
Q
ju0j): (17)
Далi, маємо [C(T )p
3
2 ]
1
p = [C(T )2k
3
2 ]
1
2k  [2C(T )] 3k2k+1 . Оскiльки ряд
1P
i=0
3k
2k+1
збi-
гається, можна застосувати стандартнi iтерацiї (див., наприклад, [18, 19, 20]) i
одержати з (16) та (17) оцiнку
sup
QT
juj M0  C
 
sup
QT
jf j+ sup
Q
ju0j+ 1
!
(18)
5. Оцiнка максимуму похiдної ux.
Перепишемо рiвняння (2) у виглядi
 D u(x; ) + uxx(x; ) + (g(u) + l4u  g(0)) =  f   (l4u  g(0))  !1 ()u0(x):
Помножимо дане рiвняння на p(up 1x )x = p(p  1)up 2x uxx. Одержимо
D
Z
Q
upx(x; )dx+ (p  1)
Z
Q
upx(x; )!1 ()dx+ p(p  1)
Z
Q
up 2x (x; )u
2
xx(x; )dx+
+p
Z
Q
(g0(u(x; )) + l4)upx(x; )dx  p!1 ()
Z
Q
ju0;xjjux(x; )jp 1dx+
+p(p  1)
Z
Q
[jf(x; )j+ (l4ju(x; )j+ l1)] (ux(x; ))p 2juxxj(x; )dx = R1+R2: (19)
Внаслiдок нерiвностi Юнга одержимо
R1  !1 ()
Z
Q
ju0;xjpdx+ (p  1)!1 ()
Z
Q
jux(x; )jpdx: (20)
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Використовуючi послiдовно нерiвнiсть Кошi–Буяковського i нерiвнiсть Юнга,
одержимо
R2  p(p  1)
Z
Q
(ux(x; ))
p 2juxx(x; )j2dx+
+p(p  1)C
Z
Q
jF (x; )j2 + ju(x; )j2 + 1) (ux(x; ))p 2dx 
 p(p  1)
Z
Q
(ux(x; ))
p 2juxx(x; )j2dx+
+p(p  1)C
Z
Q
(ux(x; ))
pdx+ p(p  1)C
Z
Q
[jF (x; )jp + ju(x; )jp + 1)] dx: (21)
Для оцiнки другого iнтегралу нам знадобиться нерiвнiсть типу Нiренберга–
Гальярдо (див. нерiвнiсть (2.19), роздiл II в [16]) для v = (ux)
p
2 . За допомогою
нерiвностi Юнга одержимо
Z
Q
(ux(x; ))
pdx  
0B@p2
4
Z
Q
up 2x u
2
xxdx+
Z
Q
upxdx
1CA+ C  12 Z
Q

(ux(x; )
p
2 dx
2
: (22)
Збираємо разом оцiнки (19)-(22) при  = 14 . Далi помножимо отримане спiввiд-
ношення на !(t  ) i проiнтегруємо по (0; t). У пiдсумку маємоZ
Q
(ux(x; t))
pdx+
3p(p  1)
4
tZ
0
!(t  )d
Z
Q
(ux(x; ))
p 2(uxx(x; ))2dx 

Z
Q
(u0;x(x))
pdx+ p(p  1)C
tZ
0
!(t  )d
Z
Q
[jF (x; )jp + ju(x; )jp + 1)] dx+
+p(p  1)C
tZ
0
!(t  )
0B@p2
4
Z
Q
(ux(x; ))
p 2(uxx(x; ))2dx+
Z
Q
(ux(x; ))
pdx
1CA d+
+ 
1
2 p(p  1)C
tZ
0
!(t  )
Z
Q
(ux(x; )
p
2 dx
2
d: (23)
Далi бачимо, що
sup
(0;T )
Z
Q
(ux(x; t))
pdx+
3p(p  1)
4
sup
(0;T )
tZ
0
!(t  )d
Z
Q
(ux(x; ))
p 2(uxx(x; ))2dx 
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 p(p  1)CT

ju0;xjpQ + jf jpQT + juj
p
QT
+ 1

+
+p(p  1)p
2
4
C sup
(0;T )
tZ
0
!(t  )
Z
Q
(ux(x; ))
p 2(uxx(x; ))2dxd+
+p(p  1)CT sup
(0;T )
Z
Q
(ux(x; ))
pdx+  
1
2 p(p  1)CT sup
(0;T )
Z
Q
(ux(x; )
p
2 dx
2
: (24)
Обираємо параметр  за умови
Cp2  2; p(p  1)CT  1
2
:
Звiдси можна вважати, що  = cp 2 для деякої сталої c. Тодi з (24) випливає
sup
(0;T )
Z
Q
(ux(x; t))
pdx  p3CT
0B@ju0;xjpQ + jf jpQT + jujpQT + 1 + sup
(0;T )
Z
Q
(ux(x; )
p
2 dx
21CA :
Неважко помiтити, що при p = 2 (див. (23)) обчислення дещо спрощуються, тому
в даному випадку маємо
sup
(0;T )
Z
Q
(ux(x; t))
2dx  CT
 ju0;xj2Q + jf j2QT + juj2QT + 1 :
Знову використовучи iтерацiї, одержуємо
sup
QT
juxj  C(1 + sup
QT
jf j+ sup
Q
ju0j+ sup
Q
jux;0j) M1: (25)
6. Гельдеровiсть розв’язку за часом.
Вiзьмемо довiльнi значення x; y 2 Q. Нехай h 2 (0; 1) i x + h2 2 Q. Будемо
оцiнювати рiзницю u(x; t+ h)  u(y; t).
З iнтегральної теореми про середнє випливає, що iснує значення x 2 [x; x+h2 ]
таке, що
x+h

2Z
x
(u(z; t+ h)  u(z; t))dz = (u(x; t+ h)  u(x; t))h2 :
З iншого боку
u(z; t) = u(z; 0) +
1
 ()
tZ
0
(t  s) 1D;su(z; s)ds
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i, як наслiдок, для довiльного z 2 Q
u(z; t+ h)  u(z; t) = 1
 ()
tZ
0

(t  s) 1   (t+ h  s) 1D;su(z; s)ds+
+
1
 ()
t+hZ
t
(t+ h  s) 1D;su(z; s)ds:
Таким чином
(u(x; t+ h)  u(x; t))h2 =
x+h

2Z
x
(u(z; t+ h)  u(z; t))dz =
=
1
 ()
tZ
0

(t  s) 1   (t+ h  s) 1
0B@ x+h

2Z
x
D;su(z; s)dx
1CA ds+
+
1
 ()
t+hZ
t
(t+ h  s) 1
0B@ x+h

2Z
x
D;su(z; s)dx
1CA ds: (26)
Оскiльки функцiя u задовольняє рiвняння (2), маємо
x+h

2Z
x
D;su(z; s)dx
 =

x+h

2Z
x
(uzz(z; s)  g(u(z; s)) + f(z; s))dx
 
 2M1 + sup
QT
jf j+ l1(1 +M r0 ): (27)
З оцiнок (26), (27) i Леми 3.3 [21] випливає
j(u(x; t+ h)  u(x; t))h2 j  C(2M1 + sup
QT
jf j+ l1(1 +M r0 ))h;
i, пiсля скорочення на h

2 ,
j(u(x; t+ h)  u(x; t)j  C(2M1 + kkkL1(Q)2M1 + sup
QT
jf j+ l1(1 +M r0 ))h

2 = Nh

2
Перейдемо до оцiнки гельдеровостi розв’язку
ju(x; t+h) u(y; t)j  ju(x; t+h) u(x; t+h)j+ju(x; t+h) u(x; t)j+ju(x; t) u(y; t)j 
M1jx  xj+Nh2 +M1jx   yj:
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Розглянемо три можливостi: а) y  x, тодi jy   xj  jy   xj; б) x  y < x,
тодi jy   xj < h2 ; в) y < x, тодi jy   xj  jx   yj + h2 . Пiдсумовуючi наведенi
вище мiркування, бачимо, що
ju(x; t+ h)  u(y; t)j  2M1(jx  yj+ h2 ) +Nh2  (2M1 +N)(jx  yj+ h2 ): (28)
7. Доведення Теореми 1.
Визначимо простiр B
B = fw 2 C(QT ) : w(x; 0) = 0; при x 2 g:
Для довiльної функцiї w 2 B визначимо u як єдиний розв’язок задачi (див.
Теорему 1)
D;tu(x; t)  uxx(x; t) + g(w) = f(x; t); QT ; (29)
u(x; 0) = u0(x); x 2 Q; u(x; t) = 0; (x; t) 2 T : (30)
Неважко переконатися в тому, що умови сумiсностi задач (2)–(3) та (29)–(30) спiв-
падають. Таким чином (див. Теорему 2) визначено оператор T : w ! u.
У свою чергу, рiвняння u = T u еквiвалентно наступнiй задачi
D;tu(x; t)  uxx(x; t) + g(u) = f(x; t); QT ; (31)
u(x; 0) = u0(x); x 2 Q; u(x; t) = 0; (x; t) 2 T : (32)
Далi, з теореми Арцела–Асколi випливає, що множина
KR = fu 2gC2+ (QT ) : juj(2+);QT  Rg
є компактом в просторах C(QT ) i C2(QT ), де
C2(QT ) = fu : jujQT + juxjQT + juxxjQT + jD;tujQT <1g:
Таким чином, оператор T є компактним i неперервним вiдображенням банахо-
ва простора B в себе. З нерiвностей (18), (25), (28) бачимо, що iнує стала M така,
що для всiх u 2 B i  2 [0; 1], якi задовольняють рiвняння u = T u, справедлива
нерiвнiсть
kukB < M:
Як наслiдок Теореми Лере–Шаудера (див. Теорему 11.3 в [22] ) маємо, що вiдобра-
ження T має нерухому точку, отже iснує принаймнi один розв’язок задачi (2)–(3).
Якщо u1, u2 — два розв’язки задачi (2)–(3), тодi v = u1   u2 задовольняє
спiввiдношення
D;v(x; )  vxx(x; ) + (g(u1) + l4u1   (g(u2) + l4u2))(x; ) = l4v(x; ); QT ; (33)
v(x; 0) = 0; x 2 Q; v(x; t) = 0; (x; t) 2 T : (34)
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Помножимо рiвняння (33) на !(t   )v(x; ) i проiнтегруємо по областi Qt за
змiнними x,  . З урахуванням (7), (8) та припущення (4), одержуємо
Z
Q
v2(x; t)dx  l4
tZ
0
!(t  )d
Z
Q
v2(x; )dx:
З Леми Гронуола (див. Лему 6.19 в [17]) випливає, що v(x; t) = 0 в QT . Теорему 1
доведено.
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M. V. Krasnoschok
On a ﬁrst initial-boundary problem for an one-dimensional quasilinear fractional diﬀusion
equation.
We prove the existence and the uniqueness of a classical solution to the ﬁrst initial-boundary problem
to quasilinear fractional diﬀusion equation.
Keywords: Ho¨older space, fractional derivetive, ﬁxed point.
Н. В. Краснощек
Первая начально-краевая задача для одномерного квазилинейного уравнения дроб-
ной диффузии.
Доказано существование и единственность классического решения первой начально-краевой за-
дачи для квазилинейного уравнения дробной диффузии.
Ключевые слова: пространство Гельдера, дробная производная, неподвижная точка.
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