A kinetic electron closure scheme is presented for the fluid electron model that has been implemented in the GEM code [J. Lang, Y. Chen, S. E. Parker, and G.-Y. Fu, Phys. Plasmas 16, 102101 (2009)]. The most important element of the closure scheme is a complete Ohm's law for the parallel electric field E k , derived by combining the quasineutrality condition, the Ampere's equation and the v k moment of the gyrokinetic equations. A discretization method for the closure scheme is presented and studied in detail for a three-dimensional shearless slab plasma. It is found that for long wavelength shear Alfvén waves the kinetic closure scheme is both more accurate and more robust than the previous GEM algorithm [Y. Chen and S. E. Parker, J. Comput. Phys. 189, 463 (2003)], whereas for the ion-gradient-driven instability the previous algorithm is more efficient. The fluid electron model with kinetic electron closure is useful for studying energetic particles driven modes with electron kinetic damping effects.
I. INTRODUCTION
Magnetohydrodynamic (MHD) scale waves such as the toroidal Alfvén eigenmodes (TAE) can be driven unstable by energetic particles that are resonant with the wave, and a kinetic description of the energetic particles is essential for understanding the linear property and nonlinear evolution of the waves. Kinetic effects of the thermal species are also important as they are responsible for various damping mechanisms such as the ion Landau damping, the radiative damping, and the electron collisional damping. Since in most cases the dominant mechanism for nonlinear saturation of the waves is the trapping of resonant energetic particles in the wave fields and the consequent local flattening of the energetic particle distribution in the resonant region, it is often sufficient to obtain the damping rates of the thermal species from linear analyses. However, the accurate calculation of the background damping rates is not without challenge in itself. Both the magnetic field geometry and general equilibrium profiles complicate linear analyses. If nonperturbative effects of energetic particles on the eigenmodes are to be taken into account in a numerical study, i.e., the eigenmode frequency and structure are allowed to evolve in time due to redistribution of the energetic particles, then kinetic treatment of the thermal species is essential in the numerical model.
We have previously implemented a hybrid gyrokinetic ion=massless fluid electron model in the particle-in-cell (PIC) code GEM. 1 GEM is originally developed for studying turbulence and transport and models both ions and electrons kinetically. The hybrid model has been designed to reduce to the ideal MHD equations in the long wavelength limit, which makes possible a direct comparison with eigenmode analysis based on the ideal MHD equation, and its validity for MHD modes is readily established. 1, 2 One is therefore motivated to account for the kinetic electron effect in an incremental manner, i.e., by calculating the pressure terms in the fluid equations using kinetic electrons. Such a closure scheme for the fluid electron model is described here. The fluid electron model with kinetic closure is fully kinetic. It solves the gyrokinetic-Maxwell system of equations exactly, i.e., without a perturbative procedure. The difference between this scheme and the previous GEM algorithm 3 is that the particle parallel velocity instead of the canonical momentum is used as a particle coordinate and a complete Ohm's law for the parallel electric field E k has to be used. We test this scheme in the three-dimensional (3-D) shearless slab simulations and show that for long wavelength Alfven waves this hybrid scheme is more efficient than the split-weight scheme, whereas for ionLarmor radius scale ion-temperature-gradient (ITG) driven modes, the split-weight scheme is more efficient. This paper is organized as follows. In Sec. II we present the closure scheme for the hybrid model. Simulations are presented in Sec. III, including a nonlinear simulation of single-n TAE in ITER 4 plasmas and linear shearless slab simulations comparing the fluid closure scheme with the split-weight scheme. Summary is given in Sec. IV.
II. FLUID ELECTRONS WITH KINETIC CLOSURE
The gyrokinetic-Maxwell system of equations includes the ion gyrokinetic equation, the electron drift-kinetic equation, the quasineutrality condition, and the Ampere's equation. The electromagnetic field of the hybrid model is given by dB ¼ r Â ðA k bÞ and dE ¼ Àr/ À ð@A k =@tÞb, b is the unit vector along the unperturbed magnetic field. Given dE and dB the ion gyrokinetic equation is integrated in time to obtain the ion density dn i and ion parallel flow u ki . The gyro- 
which is integrated in time to obtain A k . The Ampere's equation is then used to calculate the electron parallel flow u ke . In the massless electron fluid model E k is given by the simplified Ohm's law for E k
where n 0 is the equilibrium electron density and dp ke is the perturbed electron parallel pressure, which is approximately given by dp ke % T 0 dn e þ n 0 dT e , and dT e is given by the electron's isothermal condition along the total magnetic field 5 in the massless fluid electron model.
The electron pressure also appears in the continuity equation
Â rB Á rðdp ?e þ dp k e Þ þ 2n 0 B 3 B Â rB Á r/ ¼ 0; (3) which is integrated in time to obtain the perturbed electron density dn e . The kinetic closure scheme for electrons amounts to calculating dp ke and dp ?e using the drift-kinetic equation. However, to do so while keeping the simple form of the Ohm's equation is inconsistent: the electrons are assumed to be massless in deriving Eq. (2), whereas using the drift-kinetic equation to push electrons requires a finite electron mass. The correct form of the Ohm's law to be used is obtained by combining the electron momentum equation and the Maxwell's equation 6 as
here f e1 is the perturbed electron distribution and v G is the guiding center velocity. Equation (4) is the linearized form of Eq. (10) of a previous model with Vlasov ions and driftkinetic electrons, 6 with the perpendicular electric field given by dE ? ¼ Àr ? /. The second term on the left-hand-side (LHS) of Eq. (4) is due to finite m e effect. For simplicity, the ion contributions are not written out explicitly, their form in Fourier space will be given below for test simulations in a shearless slab. These ion terms are nominally $ m e =m i smaller than the electron terms but must be retained for the simulation of ion acoustic waves (IAW) 6 or the ITGs which involve coupling of drift waves and IAWs. 7 The closure scheme as outlined above is similar to the Hybrid I algorithm of Cohen et al., 8 except the electron inertia effect in the Eq. (4) is treated implicitly, and important numerical technique is used to ensure better accuracy when the ion terms are included (see Sec. III). Both closure schemes are exact and should be distinguished from perturbative schemes such as the Hybrid II and Hybrid III algorithm of Cohen et al. 8 and the model of Lin and Chen 9 or Nishimura et al. 10 Since the closure scheme does not assume x=k k v Te to be small, components of a wave field with k k ¼ 0 such as zonal flows are not treated separately, as would be required by a perturbative closure scheme.
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III. NUMERICAL RESULTS
A. Nonlinear evolution of single TAE in a burning plasma
We first continue to study the property of a single-n (n is the toroidal mode number) TAE in ITER using the fluid electron model without kinetic electron closure. In a previous paper, 1 we have systematically studied the linear stability of high-n TAEs in ITER. We found that at a central alpha particle pressure of b a ð0Þ ! 1% TAEs in the range of 9 < n < 25 are unstable, with the n ¼ 15 mode having the largest growth rate. Here we study the nonlinear evolution of the n ¼ 15 mode with alpha particles nonlinear effects only, neglecting the nonlinear effects of thermal species. The plasma has the following parameters: 
where E a ¼ 3:5 MeV is the alpha birth energy, b a ð0Þ is the core alpha particle beta, and bð0Þ ¼ 2l 0 Pð0Þ=B 2 is the core thermal beta. We refer the reader to Ref. 1 for other details of the simulation, including the df method for the alpha particles and filtering techniques for the field quantities.
As the TAE amplitude grows in time resonant particles are trapped in the wave field, causing local flattening of the alpha particle distribution. In the absence of background damping and collisions the mode saturates when the bounce frequency of the trapped particle,
, A being the mode amplitude, is comparable to the linear growth rate. Collisions with the thermal species tend to restore the flattened distribution to its original shape by bringing nonresonant particles into the resonant region. If there is a background damping, steady state saturation occurs when the kinetic energy of the alpha particles is pumped into the resonance region by collisions at a rate that is equal to the background dissipation rate.
12,13 Including alpha particle collisional effects in the simulations is therefore crucial for determining the saturation amplitude. The collisional operator for the energetic particles is that of pitch angle scattering and velocity drag 14 @f @t
here m ¼ 1=s s ,
e n e ln k
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If we take T e ¼ 10 keV, n e ¼ 10 20 =m 3 , ln k ¼ 15, we obtain a collision frequency of m ¼ 10=s.
The nonlinear evolution of root mean square value of / for the n ¼ 15 mode in time for m ¼ 0; 10=s; 20=s; 30=s; 40=s is shown in Fig. 1 . The central alpha pressure is b a ð0Þ ¼ 3%, well above the threshold value b ac % 1%. The initial saturation is due to particle trapping in the wave field. This can be seen in the contour plot of the distribution in the x À y plane. We recall that in GEM the field-line-following coordinates are used, 3 in which x is the radial coordinate and y is the other field line label. Figure 2 shows the contour plot of the alpha particles' weights, for those particles with jv À 10j < 1, averaged over z and the velocity domain v k < 0. The simulation used for Fig. 2 is the same as the collisionless simulation in Fig. 1 , except that the particle number is increased by four times to reduce noise in the contour plot. The time is at x A t ¼ 153, in the linear stage. The plot shows a single wave period structure in the y-direction, corresponding to a single n ¼ 15 mode (the box size in y is chosen to correspond to the studied toroidal mode.) In contrast, the contour plot for the similarly averaged particle weights at x A t ¼ 459, i.e., just past the initial saturation, is shown in Fig. 3 . The dominant mode in the y-direction is now the k y ¼ 0 mode, indicative of nonlinear trapping of resonant particles in the wave field and flattening of the distribution. Figures 2 and 3 should be compared with Figs. 2 and 5 of Todo et al. 15 Both sets of plots show the nonlinear generation of n ¼ 0 structure in the energetic particles distribution. Todo et al. uses the noise-free Vlasov-continuum method with l ¼ 0, while here we use the particle-in-cell with isotropic distribution in the pitch-angle variable. We note that, while for the electromagnetic field only the single n ¼ 15 mode is retained in these simulation, the alpha particle dynamics is fully nonlinear; no filtering of the alpha distribution is performed.
As expected, the saturation amplitude increases with the collision rate. Typically, pitch angle scattering is the most important collisional mechanism that feeds particles into the resonant regions, in which case theory predicts that, for an instability that is primarily driven by a single resonance, the saturation amplitude scales with the background damping rate c d , the alpha particle drive c L as 
The saturation amplitude averaged over the time window of 750 < x A t < 1050 is shown in Fig. 4 . The amplitude scales with the collision rate approximately as A $ m 2=3 , as predicted by analytic theory when pitch angle scattering is the main collision mechanism that restores the distribution. The peak magnetic fluctuation for m ¼ 10=s is dB r =B 0 % 0:0005 at r=a ¼ 0:6. The saturation amplitude near the nominal ITER alpha pressure of b a ð0Þ ¼ 1% is expected to be much lower. However, a direct simulation of the mode near marginal instability requires very long time and is not attempted here. The single mode simulation results also leave the question open whether, when multiple modes are present, resonance overlapping might occur and greatly enhance the saturation level. We will carry out such multiple mode simulation and possible effects of fluid nonlinearity on the saturation amplitude in the future.
B. 3-D slab simulations with kinetic electrons
We now demonstrate the fluid electron model with the kinetic closure scheme in the 3-D shearless slab simulations. Such simulations have proven very useful in developing physical models and numerical algorithms for gyrokinetic simulations. The reason is twofold. First, exact dispersion relation of the model is available for shearless slab plasmas and can be solved numerically 16 and used to benchmark the model and the algorithm. Second, difficulties with fully kinetic electrons in gyrokinetic simulations of phenomena on the ion Larmor radius scale or longer scales, e.g., the constraint on the time step and the accuracy problem in solving the Ampere's equation, 17 arise primarily from the large ion-to-electron mass ratio and are present in a slab geometry. No essential difficulty is caused by more complex geometry. In the present case the electron closure model is fully gyrokinetic, but it is not clear at all whether the inclusion of kinetic electrons leads to the usual numerical difficulties. Compared with the p k formalism 18 for electromagnetic simulations, which requires the calculation of moments of the electron distribution up to the first order (the parallel current), the closure scheme requires the calculation of a second order moment, the electron pressure. It is not clear whether a prohibitive large number of particles are required to overcome the noise associated with high order moments. Much can be learned regarding these practical concerns using shearless slab simulations. A remarkable feature of the kinetic closure scheme is that, while numerically very different from the previous electromagnetic algorithm based on the p k formulation, 17 it is completely equivalent to the original gyrokinetic-Maxwell system of equations. It is of great interest to compare the closure scheme with the previous kinetic electron algorithm in terms of accuracy and numerical stability. Below we present simulation results for an MHDscale Alfvén wave and the finite-b modified ITG mode and compare the results with the dispersion relation and the previous algorithm.
The simulations are done for a slab plasma with T i ¼ T e , the dimension along the uniform magnetic field l z =q i ¼ 8796, and along the direction of inhomogeneity x is l x =q i ¼ 31:4, with the density and temperature gradients given by j Ti ¼ À Â rf 0i dðx À R À qÞdRv þ m e m i r k dp k i :
Here b ¼ k fundamental mode in both y and z direction if l y =q i ¼ 251:2. Note that this is a global MHD scale mode for typical tokamak plasmas. We compare simulation results on the mode frequency using the kinetic closure scheme with that using the split-weight scheme 17 and with the results from numerically solving the analytic dispersion relation of the gyrokinetic-Maxwell equations, which is given in detail elsewhere. 19 We remind the reader that our previous algorithm 17 is motivated by the "cancellation problem" encountered in simulations of a finite-b plasma with kinetic electrons. This problem arises from the use of the canonical momentum p k ¼ v k þ ðq=mÞA k as a velocity coordinate, which casts the Ampere's equation into a stiff form. The stiffness increases with increasing perpendicular wavelength. Since for MHD-scale Alfvén waves, k ? q i ( 1, the cancellation problem is severe, using the split-weight scheme is expected to be inefficient. With a spatial resolution of ðN x ; N y ; N z Þ ¼ ð32; 32; 32Þ, a time step of x ci Dt ¼ 1 and a particle number of eight electrons per spatial cell, the Alfvén wave frequency obtained with the p k -formalism is shown in Fig. 5 (blue squares), which deviates significantly from the dispersion relation at b i > 0:2%. The simulation results obtained with the kinetic electron closure scheme, with the same spatial resolution, time step, and particle number, are shown in circles, in excellent agreement with the dispersion relation. For shear Alfvén waves the ion terms in Eq. (9) are found to be not important.
The split-weight scheme is necessary for the simulations using the p k formalism to be stable. With the split-weight scheme, the maximum time step for the simulation is x ci Dt % 4 for the case of b i ¼ 0:01. The maximum time step for the closure scheme is x ci Dt % 7 at this beta. For the simulation of long wave length shear Alfvén waves, the hybrid model with kinetic closure not only requires fewer grid points for spatial resolution but also allows larger time steps.
A more stringent test on the closure scheme is the Alfvén wave damping due to nonadiabatic electrons. Since Landau damping for a long wavelength shear Alfvén wave is very small, we turn to a kinetic Alfvén wave with k y q i ¼ 0:4 with the same k k as before. Figure 6 shows the simulation results of the damping rates compared with analytical results. For these simulations a relatively large number of particles, N ¼ 8 388 608, are used per species in order to reduce the noise level and to have a long time window where clear exponential damping can be seen. The simulations are also initialized with an external / ext that has the given wavenumber and oscillates at the Alfvén wave frequency for the first 200 time steps, and the initial particle weights are zero so that noise effect is minimal. As can be seen the simulated damping rates agree very well with analytical results obtained from the dispersion relation.
We now turn to the ion-temperature-gradient driven modes. For accurate simulation of drift waves it is important to include the ion terms in Eq. (9) . [The last two terms on the right-hand-side (RHS) and the term involving C 0 on the lefthand-side.] The ratio of the magnitude of the ion terms to the corresponding electron terms is of the order of m e =m i , hence any numerical error in computing the electron terms must not exceed the magnitude of the ion terms. The electron pressure dp ke is computed from the simulation particles by depositing individual electron contributions to the grids, which induces both discrete particle effect and the finite grid-size effect. We therefore introduce similar numerical error in the other electron terms, namely, making the approximation
for the first term,
Þe ik ? Áx , on the LHS of Eq. (9), and the approximation
for the first term on the RHS. Here V is the plasma volume, N is the number of electrons, and S is the particle shape function used for deposition. Equations (10) and (11) are obtained exactly in the same way as Eq. (21) of Chen and Parker, 17 i.e., by replacing an analytically known integral of the equilibrium distribution f 0 with a statistical sampling of phase space using the same sampling points as that used for evaluating the perturbed pressure dp ke , the second term on the RHS of Eq. (9). These sampling points are the phase space locations of the electron particles. For instance, the LHS of Eq. (11), À dB ? Á rP 0 ¼ ðj n þ j Te ÞdB x , comes from an integration over f 0 , i.e., P 0 ¼ Ð m e v 2 k f 0 dv. The need to discretize this term in the Ohm's equation can be understood as follows. To the lowest order the electron temperature is constant along the perturbed magnetic field
In the massless fluid electron model this relation is incorporated into the Ohm's law such that the temperature gradient does not appear explicitly in the Ohm's law. 16 When kinetic electrons are used to close the pressure term, Eq. (12) cannot be made explicit without introducing a perturbative procedure and must obtain as a lowest order numerical result. However, the first term on the left-hand-side of Eq. (12) FIG. 6. Kinetic Alfvén wave damping rate vs beta. Solid line obtained from the dispersion relation.
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Fluid electrons with kinetic closure Phys. Plasmas 18, 055703 (2011) appears in the Ohm's equation as a part of the perturbed pressure, dP ke ¼ T k0 dn e þ n 0 dT k and is computed from the particles through deposition on the grids, therefore subject to finite grid effect. It is then necessary to introduce the same grid effect in the second term, the À dB ? Á rP 0 term. With these necessary numerical techniques implemented, we can now compare the closure scheme with the p k -formalism split-weight scheme for drift wave simulations. Figure 7 compares the simulation results of the growth rates of the ITG mode versus b i from both algorithms with the dispersion relation. The mode has k k q i ¼ 7:14 Â 10 À4 , k x q i ¼ 0:2, and k y q i ¼ 0:4. We first study a plasma with no electron temperature gradient. The density and ion-temperature-gradients are j n q i ¼ 0:04, j Ti q i ¼ 0:2. With ðN x ; N y ; N z Þ ¼ ð32; 32; 32Þ and eight particles per cell, simulation results using the p k -formalism (blue squares) agree very well with the dispersion relation, whereas simulation results obtained with the kinetic electron closure scheme (solid red dots) show large deviation. If the grid number in z is increased to N z ¼ 128, then a good agreement between the closure scheme and the dispersion relation is obtained, as shown in empty red circles. The importance of the ion terms in Eq. (9) can be readily demonstrated. At b i ¼ 0:001 the exact mode frequency is x=x ci ¼ À0:00127 þ 0:00151i, the simulation result is À 0:00128 þ 0:00155i with the ion terms and À 0:00081 þ 0:00119i without them. The necessity of including the ion terms for ITG modes has been explained previously. 6 In short, an ITG mode is the result of coupling between the drift wave and the ion acoustic wave, but for ion acoustic waves the large electron terms in the Ohm's equation largely cancel each other, making it necessary to include the ion terms if E k is to be determined by the Ohm's equation.
Once particle electrons are used the electron density dn e and parallel flow u ke can of course be computed from the particles, and used, respectively, in the quasineutrality condition and the Ampere's equation to yield / and A k . This is the conventional v k formulation. 19, 20 What is new here is the correct discretization of the Ohm's law, Eq. (9), using Eqs. (10) and (11) . Through numerical experiments we find that, for drift wave simulation, both the p k formulation 17 and the v k formulation [using Eqs. (9)- (11)] require fewer number of grids than the closure scheme. However, for shear Alfvén wave simulation, the closure scheme is computationally more efficient, integrating the simple equation Eq. (1) rather solving the Ampere equation for A k . If one attempts an integrated simulation including both the MHD-scale energetic particles driven modes and the short scale drift waves, it might be advantageous to use different algorithms for different regions of wave spectra. Further research is needed in this direction.
The numerical properties of the df PIC method using the v k formalism have been previously explored. 8 (11)]. It is concluded that the Hybrid I scheme can accurately simulate shear Alfven waves and drift waves, provided that g e ¼ 0. For nonzero g e numerical instabilities occur. We now show that both the need to cut off the electron response in Reynders' work and the failure of the Hybrid I algorithm arise from not using the discretization scheme [Eq. (11) ]. We apply the v k formalism to simulate an ITG mode with k x q i ¼ 0:2, k y q i ¼ 0:4, and k k q i ¼ 7:14 Â 10 À3 . The density and temperature gradients are j n q i ¼ 0:04 and
Simulations are done with ðN x ; N y ; N k Þ ¼ ð32; 32; 128Þ, 1 048 576 particles per species and x ci Dt ¼ 1. Figure 8 shows the measured linear growth rates using the v k formalism with Eq. (11) (circles), compared 
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Y. Chen and S. E. Parker Phys. Plasmas 18, 055703 (2011) with results from solving the analytical dispersion relation (solid line). 16 Also shown are results obtained with p k formalism, i.e., the split-weight scheme with the correct Ampere solver. 17 Simulation parameters of the p k formalism are the same as the v k formalism except that the number of particles per species and number of grid points in z are reduced by half. This comparison again shows that the p k formulation with the split-weight scheme is more efficient for drift waves than the v k formalism, but no cut-off is needed for the electrons in the latter, and no numerical instabilities are observed. On the other hand, if Eq. (11) is not used, the v k formalism gives a growth rate of c=x ci ¼ 0:0019 for the case of b i ¼ 0:001, compared with the dispersion relation result of c=x ci ¼ 0:00153 and the numerical result with Eq. (11), c=x ci ¼ 0:00155. The difference is more pronounced as b i increases. At b i ¼ 0:005, the simulated ITG growth rate without Eq. (11) is c=x ci ¼ 0:0095, 10 times the dispersion relation result.
The temperature gradient, j T q i ¼ 0:2, for the above ITG simulations is artificial since, at such a steep gradient, the validity of the gyrokinetic approach is questionable, and certainly the equilibrium temperature T 0 depends on x strongly and cannot be taken as constant. We use the strong temperature gradient only for algorithm development. For typical edge plasmas in tokamaks j T q i < 0:1 and for core plasmas, j T q i ( 1. The results shown in Figs. 7 and 8 suggest that a finer grid has to be used if we use either the kinetic closure scheme (as in Fig. 7) or the v k formulation (as in Fig. 8 ) for turbulence simulations. The large temperature gradient is used here in order to have an ITG that is strongly unstable for ease of simulations. In a tokamak, the ITG growth rates are greatly enhanced by toroidal effects, despite the much smaller temperature gradients. Due to this reason we speculate that the closure scheme will be more efficient for turbulence simulations than the above test simulations suggest, and in an integrated simulation of the energetic particles driven modes and the drift wave turbulence, using the closure scheme itself for both types of waves might be sufficient. This issue will be explored in the future when the closure scheme is implemented in toroidal geometry.
IV. SUMMARY
We have implemented a massless fluid electron model in the GEM code and used it to study the linear and nonlinear evolution of toroidal Alfvén eigenmodes. In this paper, a closure scheme for the electron pressure in the fluid equations is presented using particle electrons. This closure scheme leads to a new numerical algorithm for the complete gyrokineticMaxwellian system of equations. The algorithm is presented with special emphasis on the discretization of the parallel Ohm's law for the parallel electric field. The algorithm is studied using the 3-D shearless slab simulations. When compared with the previous algorithm that is based on the p k formulation of the gyrokinetic-Maxwell equations, this closure scheme is more efficient for long wavelength Alfvén waves but less efficient for ion Larmor radius scale drift waves. The closure scheme is suitable for studying the evolution of multiple TAEs or other energetic particles driven MHD-scale electromagnetic waves.
