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INVERSION FORMULA FOR THE HYPERGEOMETRIC
FOURIER TRANSFORM ASSOCIATED WITH A ROOT
SYSTEM OF TYPE BC
TATSUO HONDA, HIROSHI ODA, AND NOBUKAZU SHIMENO
Abstract. We give the inversion formula and the Plancherel formula
for the hypergeometric Fourier transform associated with a root sys-
tem of type BC, when the multiplicity parameters are not necessarily
nonnegative.
Introduction
Heckman and Opdam [12, 9, 10, 11, 23, 25, 13] have developed a the-
ory of hypergeometric functions associated with root systems. When the
multiplicity function k takes some particular values, the Heckman-Opdam
hypergeometric function coincides with the restriction to a Cartan subspace
a of the zonal spherical function on a Riemannian symmetric space of the
noncompact type.
In this group case, associated harmonic analysis have been developed by
Harish-Chandra, Gindikin-Karpelevich, Helgason, Gangolli, Rosenberg, and
other researchers (cf. [8, 14]). In particular, an explicit inversion formula,
the Paley-Wiener theorem, and Plancherel theorem for the spherical Fourier
transform have been established.
Opdam [23] generalized those results in the group case to the hypergeo-
metric Fourier transform when the multiplicity function takes arbitrary non-
negative values. There are only the continuous spectra and the Plancherel
measure is cpλ,kq´1cp´λ,kq´1dµpλq on ?´1a˚, where cpλ,kq is Harish-
Chandra’s c-function and µ is a normalized Lebesgue measure on
?´1a˚.
Moreover, Opdam [24] studied the case of negative multiplicity functions
when the root system is reduced. In this case, there are spectra with sup-
ports of lower dimensions in the Plancherel measure, in addition to the most
continuous spectra described above.
If the root system is of type BC1, then the associated Heckman-Opdam
hypergeometric function is the Jacobi function, which was introduced and
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studied by Flensted-Jensen and Koornwinder [17, 7, 18]. The Jacobi func-
tion is an even eigenfunction of a second order ordinary differential oper-
ator and can be written by the Gauss hypergeometric function. In the
group case, the second order differential operator is the radial part of the
Laplace-Beltrami operator on a rank one symmetric space and the Jacobi
function is the restriction of the zonal spherical function to a Cartan sub-
space a » R. Let ks and kℓ denote the multiplicity parameters for the short
roots ˘1
2
β and the long roots ˘β, respectively. Flensted-Jensen [7, Appen-
dix 1] proved the inversion formula for the hypergeometric Fourier transform
under the condition ks, kℓ P R and ks ` kℓ ą ´12 . Moreover, if k satisfies
ks`kℓ` 12´
ˇˇ
kℓ´ 12
ˇˇ ě 0, then there are only the continuous spectra. On the
contrary, there are finite number of discrete spectra in addition to the con-
tinuous spectra. These discrete spectra and the corresponding Plancherel
measure are obtained by residues of cpλ,kq´1cp´λ,kq´1. Flensted-Jensen
[7] applied his results on the Jacobi transform to harmonic analysis of spher-
ical functions on the universal covering group of SUpn, 1q associated with
a one-dimensional K-type. The Jacobi transform also can be applied to
the harmonic analysis on some homogeneous vector bundles over hyperbolic
spaces (cf. [6, 30]). In these group cases, discrete spectra correspond to
relative discrete series representations.
The Heckman-Opdam hypergeometric function is a real analytic joint
eigenfunction of commuting family of differential operators. In group case,
the commuting family of differential operators are radial parts of invari-
ant differential operators. The inversion formula for the hypergeometric
Fourier transform gives an expansion of an arbitrary function in terms of
the Heckman-Opdam hypergeometric functions. Heckman-Opdam theory
gives a generalization of Euclidean Fourier analysis (the case of k ” 0), the-
ory of spherical functions, and the Jacobi analysis, and it provides a rich
framework of harmonic analysis associated with root systems.
In this paper we shall study the case of the root system of type BC
with an arbitrary rank when the multiplicity function is not necessarily
nonnegative. Except the case of type BC1 as we mentioned above and a
group case studied by the third author [29], the study of this case have
remained open for many years. We have decided to study this case, because
of its application to harmonic analysis of spherical functions associated with
certain K-types on connected semisimple Lie groups of finite center (cf. [20,
final comment]).
For the root system of type BCr with r ě 2, there are three multiplicity
parameters ks, km and kℓ corresponding to the short, medium, and long
roots respectively. We prove the inversion formula, Paley-Wiener theorem,
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and Plancherel theorem for the hypergeometric Fourier transform under
the condition ks, km, kℓ P R and ks ` kℓ ą ´12 , km ě 0. The condi-
tion on k makes the spectral problem well-posed and covers known group
cases. We give the Plancherel measure explicitly in terms of residues of
cpλ,kq´1cp´λ,kq´1. In particular, we classify the square integrable hy-
pergeometric functions and give their L2-norms explicitly. Our method of
calculus of residues of cpλ,kq´1cp´λ,kq´1 follows closely to that of [29],
where the third author studied spherical functions associated with a one-
dimensional K-type on an irreducible Hermitian symmetric space and ob-
tained the inversion formula for the spherical transform.
This paper is organized as follows. In Section 1, we review the Heckman-
Opdam hypergeometric function. In Section 2, we define the hypergeometric
Fourier transform associated with a root system of type BC and give ba-
sic results (Theorem 2.2 and Theorem 2.3). In Section 3 we define the set
(3.11) of parameters of the square integrable hypergeometric functions for
the root system of type BC and give tempered hypergeometric functions
(Corollary 4.8). In Section 4 we prove the inversion formula (Theorem 4.1),
Paley-Wiener theorem (Theorem 4.6), Plancherel theorem (Theorem 4.7),
and give the classification and explicit formulas for the L2-norms of square
integrable hypergeometric functions (Corollary 4.8). Explicit formulate of
the residues of cpλ,kq´1cp´λ,kq´1 that contribute to the Plancherel mea-
sure are given by (4.1) and Proposition 4.5.
We thank Professor Toshio Oshima for helpful discussions on the subject
matter of this paper.
1. Heckman-Opdam hypergeometric functions
In this section, we give basic notations for a root system of type BC and
review on the Heckman-Opdam hypergeometric function associated with a
root system of type BC. We refer original papers by Heckman and Opdam
[9, 12, 23] and survey articles [9, 11, 25, 1, 13] for details.
Let N denote the set of non-negative integers. Let r denote a positive
integer and a a r-dimensional Euclidean space with an inner product x ¨, ¨ y.
We often identify a and a˚ by using the inner product. We use the same
notation x ¨, ¨ y for the inner product on a˚ and the complex symmetric
bilinear form on a˚
C
ˆ a˚
C
. For x P a define ||x|| “axx, xy. Let R Ă a˚ be a
root system of type BCr. It is of the form
(1.1) R “ t˘1
2
βi, ˘βi, ˘12pβp ˘ βqq ; 1 ď i ď r, 1 ď q ă p ď ru,
where tβ1, β2, . . . , βru forms an orthogonal basis of a˚ with ||βp|| “ ||βq|| p1 ď
q ă p ď rq. Moreover, we will assume ||β1|| “ 2, so t12β1, . . . , 12βru forms an
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orthonormal basis of a˚. Let R` denote the positive system of R defined by
(1.2) R` “ t1
2
βi, βi,
1
2
pβp ˘ βqq ; 1 ď i ď r, 1 ď q ă p ď ru.
Let α1, . . . , αr denote the positive roots defined by
(1.3) αi “ 12pβr`1´i ´ βr´iq p1 ď i ď r ´ 1q, αr “ 12β1.
Then
(1.4) B “ tα1, α2, . . . , αru
is the set of the simple roots in R`. We call ˘1
2
βi, ˘12pβp ˘ βqq pp ă qq,
and ˘βi, short, medium, and long roots, respectively. Let Rs` , Rm`, and R`ℓ
denote the subset of R` consisting of the short, medium, and long roots,
respectively. Let W denote the Weyl group for R. It is the semidirect
product of Zr2 and Sr. The group Z
r
2 and Sr act on a
˚ as sign changes and
permutations of tβ1, . . . , βru, respectively.
Let k be a complex-valued W -invariant function on R, which is called
a multiplicity function and KC the space of the multiplicity functions. Let
ks, km, and kℓ be the value of k for the short, medium, and long roots
respectively. We identify k P KC with the 3-tuple pks,km,kℓq P C3, so
KC » C3. Let
ρpkq “ 1
2
ÿ
α PR`
kα α.
For α P R let α_ denote the corresponding coroot α_ “ 2α{xα,αy. Any
λ P a˚
C
can be written in the form
(1.5) λ “ 1
2
rÿ
i“1
λiβi with λi “ 2 xλ, β_i y p1 ď i ď rq.
We identify λ P a˚
C
with the r-tuple pλ1, . . . , λrq P Cr, so a˚C » Cr. In
particular,
(1.6) ρpkq “ pks ` 2kℓ,ks ` 2kℓ ` 2km, . . . ,ks ` 2kℓ ` 2pr ´ 1qkmq.
For k P KC let Lpkq denote the differential operator on a defined by
(1.7) Lpkq “
rÿ
i“1
B2βi{2 `
ÿ
α PR`
kα coth
α
2
Bα.
Here Bα denote the directional derivative corresponding to α. There exists an
algebra Dpkq of W -invariant differential operators on a with the properties:
Lpkq P Dpkq and there exists an algebra isomorphism γk : Dpkq „ÝÑ SpaCqW ,
where SpaCqW denotes the set of theW -invariant elements in the symmetric
algebra SpaCq. For λ P a˚C we consider the system of differential equations
(1.8) Df “ γkpDqpλqf for any D P Dpkq.
In particular, it contains the equation
(1.9) Lpkqf “ pxλ, λy ´ xρpkq, ρpkqyqf.
Let
a` “ tx P a ; αpxq ą 0 for all α P R`u.
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Let Q` denote the subset of a˚ spanned by B over N. There exists a series
solution Φpλ,kq of (1.8) of the form
(1.10) Φpλ,k;xq “
ÿ
κ PQ`
aκpλ,kq epλ´ρpkq´κqpxq px P a`q,
with a0pλ,kq “ 1. For generic λ all the coefficients aκpλ,kq pκ P Q`q
are determined uniquely by (1.9) and Φpλ,kq converges on a`. Moreover,
Φpλ,kq satisfies (1.8). We call Φpλ,kq the Harish-Chandra series. As a
function of the spectral parameter λ P a˚
C
, Φpλ,kq is meromorphic with
simple poles along hyperplanes of the form
(1.11) xλ, α_y “ j for some α P R`, j “ 1, 2, 3, . . . .
See [10, Proposition 4.2.5]. Moreover, if
(1.12) xλ, α_y R Z for all α P R,
then tΦpwλ,kq ; w P W u forms a basis of the solution space of (1.8) on a`.
The condition (1.12) can be written explicitly as
(1.13) 2λi R Z p1 ď i ď rq, λp ˘ λq R Z p1 ď p ­“ q ď rq.
Lemma 1.1. Let U Ă KC » C3 be a bounded set, ε ą 0, and ν P a˚. Then
there exists a polynomial ppλ,kq, constant C, and n P N such that
|ppλqΦpλ,k;xq| ď Cp1` ||λ||qneRepλ´ρpkqqpxq,
whenever k P U and Reλ P ν ´ a˚` and x P a satisfies αpxq ą ε for any
α P B.
Proof. The lemma follows by extending the estimates for the coefficients
aκpλ,kq due to Gangolli. See [14, Ch IV Lemma 5.6] and [8, Theorem 4.5.4].
See also [2, Ch I Lemma 5.1] and [29, Corollary 3.11]. 
Let Γ p ¨ q denote the Gamma function. Define the meromorphic functions
c˜αpλ,kq pα P Rq, c˜pλ,kq, and cpλ,kq on a˚C ˆKC by
c˜αpλ,kq “
Γ
`xλ, α_y ` 1
2
k 1
2
α
˘
Γ
`xλ, α_y ` 1
2
k 1
2
α ` kα
˘ ,(1.14)
c˜pλ,kq “
ź
α PR`
c˜αpλ,kq,(1.15)
and
(1.16) cpλ,kq “ c˜pλ,kq
c˜pρpkq,kq
with the convention k 1
2
α “ 0 if 12α R R. We call cpλ,kq Harish-Chandra’s
c-function. By [10, (3.4.6)] and [11, Proposition 5.1],
c˜pλ,kq “
ź
1ďqăpďr
Γ
`
1
2
pλp ´ λqq
˘
Γ
`
1
2
pλp ` λqq
˘
Γ
`
1
2
pλp ´ λq ` 2kmq
˘
Γ
`
1
2
pλp ` λq ` 2kmq
˘(1.17)
ˆ
rź
i“1
2´ksΓ
`
1
2
λi
˘
Γ
`
1
2
pλi ` 1q
˘
Γ
`
1
2
pλi ` ks ` 1q
˘
Γ
`
1
2
pλi ` ks ` 2kℓq
˘
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and
(1.18) c˜pρpkq,kq “
rź
i“1
Γ pks ` pi´ 1qkm ` kℓqΓ pkmq
Γ p2pks ` pi´ 1qkm ` kℓqqΓ pikmq .
Note
(1.19) cpλ, 0q “ 1
2rr!
“ 1|W | for ks “ km “ kℓ “ 0.
Let Kreg, K, and K` denote the subsets of KC » C3 given by
Kreg “ tk P KC ; c˜pρpkq,kq ­“ 0u,(1.20)
K “ tk P KC ; ks, km, kℓ P Ru,(1.21)
K` “ tk P K ; kα ě 0 for all α P Ru.(1.22)
Lemma 1.2. Let U Ă Kreg be a bounded set and ν P a˚. Then there exists
a polynomial ppλ,kq , constant C, and n P N such that
|ppλ,kq cp´λ,kq|´1 ď Cp1` ||λ||qn
whenever k P U and Reλ P ν ´ a˚` .
Proof. The estimate follows from (1.14), (1.15), (1.16), and Stirling’s for-
mula as in the group case. See [14, Ch IV, Proposition 7.2], [8, Proposi-
tio 4.7.15], [29, Lemma 3.9], and [17, Lemma 2.2]. 
Define
a˚` “ tλ P a˚ ; xλ, αy ą 0 for all α P R`u
» tpλ1, λ2, . . . , λrq P Rr ; 0 ă λ1 ă λ2 ă ¨ ¨ ¨ ă λru.
For λ P a˚
C
satisfying (1.12) and k P Kreg, define
(1.23) F pλ,k;xq “
ÿ
w PW
cpwλ,kqΦpwλ,k;xq.
Each terms cpwλ,kq, Φpwλ,kq on the right hand side of (1.23) is meromor-
phic function on a˚
C
ˆKC and indeed regular for λ and k satisfying (1.12) and
k P Kreg. A deep theorem due to Heckman and Opdam says that F pλ,k;xq
continued to an analytic function on a˚
C
ˆ Kreg ˆ a and F pλ,k; 0q “ 1. It
satisfies
F pwλ,k;xq “ F pλ,k;xq for all w PW,(1.24)
F pλ,k;wxq “ F pλ,k;xq for all w PW,(1.25)
F pwλ,k;xq “ F pλ¯, k¯;xq.(1.26)
Here ¯ denotes the complex conjugate. F pλ,k;xq is the unique W -invariant
real analytic solution of the hypergeometric system (1.8) on a satisfying
F pλ,k; 0q “ 1. We call F pλ,k;xq the Heckman-Opdam hypergeometric
function associated with the root system R.
Remark 1.3. (1) The Heckman-Opdam hypergeometric function is a gener-
alization of the zonal spherical function on a Riemannian symmetric space
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of the noncompact type. Let G be a connected noncompact semisimple Lie
group of finite center with the Cartan decomposition G “ K exp aK. Let
Σ Ă a˚ be the restricted root system for pg, aq andmα the dimension of the
root space corresponding to α P Σ. Set
R “ 2Σ, kα “mα{2 pα P Rq.
Then Lpkq is the radial part of the Laplace-Beltrami operator on G{K,
cpλ,kq is Harish-Chandra’s c-function, F pλ,kq is the restriction to a of the
zonal spherical function on G{K. (Here R and Σ are not necessarily of type
BC.)
The zonal spherical function is a bi-K-invariant function on G. More
generally, elementary spherical functions associated with some K-types are
expressed by the Heckman-Opdam hypergeometric function. The case of
one-dimensional K-types when G is of Hermitian type is studied by [10,
Section 5] and [29]. More generally, the cases of small K-types are studied
by [20].
We call above cases “the group case”.
(2) When the root system R is of type BC1, the Heckman-Opdam hyper-
geometric function is the Jacobi function studied by Flensted-Jensen and
Koornwinder:
F pλ,k;xq “ φpα,βq?´1λpzq
:“ 2F1
`
1
2
pλ` ρpkqq, 1
2
p´λ` ρpkqq;α` 1;´psinh zq2˘,
with z “ 1
4
β1pxq, α “ ks`kℓ´ 12 , β “ kℓ´ 12 , and ρpkq “ α`β` 1, where
2F1 denote the Gauss hypergeometric function (cf. [17, 7]).
(4) The hypergeometric system (1.8) has regular singular points at infinity
in a` and is holonomic of rank |W |. The leading exponents at infinity
of (1.8) are of the form wλ ´ ρpkq pw P W q. If λ P a˚
C
satisfies (1.12),
then Φpwλ,kq pw P W q are solutions of (1.8) with the leading exponents
wλ´ρpkq pw PW q. If λ P a˚
C
does not satisfy (1.12), then there are still |W |
linearly independent real analytic solutions on a` with leading exponents
wλ ´ ρpkq (counting the multiplicity on the wall in a˚). They may have
polynomial term (or logarithmic term by taking expx as a coordinate) as
in the case of the Gauss hypergeometric differential equation. For general
λ P a˚
C
, the asymptotic expansion (1.23) becomes a convergent expansion on
a` of the form
(1.27) F pλ,k;xq “
ÿ
µ PWλ
ÿ
κ PQ`
pµ,κpλ,k;xq epµ´ρpkq´κqpxq,
where pµ,κ are polynomials in x. See [12, 9], [10, §4.2], and [26, 27, 28].
In order to study the hypergeometric Fourier transform in the next sec-
tion, the following result is important.
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Theorem 1.4. Let k P Kreg. Let D Ă a be a compact set and p P SpaCq.
Then there exist a constant C and n P N such that
|BppqF pλ,k;xq| ď Cp1` ||λ||qnemaxwPW Rewλpxq
for all λ P a˚
C
and x P D. Here Bppq denote the constant coefficient differen-
tial operator on a corresponding to p.
Proof. This is [24, Theorem 2.5]. It was shown by [23, Corollary 6.2] that
the estimate is true for k P K`. It is still true by using the hypergeometric
shift operators. 
Remark 1.5. Ho and Ólafsson [16, Appendix] proved an estimate as in the
above theorem for k P K with ks ` kℓ ě 0, ks ě 0, and km ě 0 by general-
izing the proof of [23, Corollary 6.2]. In this paper we will deal with k P K
satisfying more general conditions ks ` kℓ ą ´12 and km ě 0.
2. Hypergeometric Fourier transform
Let dx and dλ denote the Lebesgue measures on the Euclidean spaces a
and a˚, respectively. Then
(2.1) dλ “ dλ1dλ2 ¨ ¨ ¨ dλr,
in terms of the coordinates (1.5). (Recall that we assume ||β1|| “ 2. We
should add the factor p||β1||{2qr on the right hand side of (2.1), if we consider
a general inner product on a˚.) Let dµpλq denote the measure on ?´1a˚
given by
(2.2) dµpλq “ p2piq´rdpIm λq “ p2pi?´1q´rdλ.
The measures dx on a and dµpλq on ?´1a˚ are normalized so that the
inversion formula for the Euclidean Fourier transform
f˜pλq “
ż
a
fpxq e´λpxqdx p f P C8c paq q
is given by
fpxq “
ż
?´1a˚
f˜pλq eλpxqdµpλq.
For k P K let δk denote the weight function on a given by
δk “
ź
α PR`
ˇˇ
e
1
2
α ´ e´ 12αˇˇ2kα
“
ź
α PR`s
ˇˇ
e
1
2
α ´ e´ 12αˇˇ2ks`2kℓ`e 12α ` e´ 12α˘2kℓ ź
β PR`m
ˇˇ
e
1
2
β ´ e´ 12β ˇˇ2km
Necessary and sufficient conditions for the locally integrability of δk are given
by [3, Section 2] and [11, Proposition 5.1]. For k P K, δk is locally integrable
if and only if
(2.3) ks ` kℓ ą ´12 `maxt0,´pr ´ 1qkmu and km ą ´
1
r
.
(Since et ´ e´t “ 2t` optq, δk is locally integrable if and only if the Selberg
integral Srpks ` kℓ ` 12 , 1,kmq converges.) Moreover, by (1.18), (2.3) holds
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if and only if k is in the connected component of Kreg X K containing K`.
Thus the problem of giving the spectral decomposition associated with the
hypergeometric function F pλ,kq make sense for k satisfying (2.3).
Assume k P K satisfies (2.3). The hypergeometric Fourier transform Fk
of f P C80 paqW is defined by
Fkfpλq “
ż
a`
fpxqF pλ,k;xqδkpxqdx(2.4)
“ 1|W |
ż
a
fpxqF pλ,k;xqδkpxqdx.
(Note F pλ,k;´xq “ F p´λ,k;xq “ F pλ,k;xq, since ´1W P W .)
Given a W -invariant convex compact neighborhood C of the origin in a,
consider the function HCpλq “ maxxPC λpxq for λ P a˚. If the support of
f P C8c paq is contained in C, then its hypergeometric Fourier transform
φ “ Fkf of f P C8c paqW is a holomorphic function on a˚C that satisfies the
condition
(2.5) sup
λ P a˚
C
p1` ||λ||qne´HCp´Reλq|φpλq| ă `8 for any n P N.
The above estimate (2.5) for φ “ Fkf follows from Theorem 1.4 (see [24,
Theorem 4.1]).
Let PWpaCq denote the space of all holomorphic functions φ on a˚C such
that there exists a W -invariant convex compact neighborhood C of the ori-
gin in a satisfying (2.5). It coincide with the Paley-Wiener space in the
Euclidean Fourier analysis (the case of k “ 0).
Remark 2.1. The above estimate (2.5) for φ “ Fkf with k R K` also can be
proved by using the hypergeometric shift operator to reduce to the case of
Fk`l with k ` l P K`. Such argument are used in [15] in the setting of the
Jacobi polynomial.
By (1.17), we can choose η P ´a˚` so that cp´λ,kq´1 is holomorphic in
the region tλ P a˚
C
; Reλ P η ´ a˚` u. Here a˚` denote the closure of a˚` .
Theorem 2.2 (Inversion formula, first form). Assume k P K satisfies (2.3).
For f P C80 paqW and x P a`,
(2.6) fpxq “
ż
η`?´1a˚
FkfpλqΦpλ,k;xq cp´λ,kq´1dµpλq.
Proof. From Lemma 1.1, Lemma 1.2, and (2.5), the integral on the right
hand side of (2.6) does not depend on the choice of η and is holomorphic
in k P Kreg. If k P K`, then (2.6) was proved by [23, Theorem 9.13]. Thus
(2.6) follows by analytic continuation. 
Theorem 2.3. If k P K satisfies
(2.7) ks ě ´1, km ě 0, ks ` 2kℓ ě 0,
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then for f P C8c paqW ,
(2.8) fpxq “ 1|W |
ż
?´1a˚
FkfpλqF pλ,k;xq |cpλ,kq|´2dµpλq px P aq.
Proof. If k P K satisfies (2.7), then we can choose η “ 0. Thus, by changes
of variables and (1.23), we have (2.8). 
3. Tempered hypergeometric functions
In this section, we study tempered hypergeometric functions that con-
tribute to the Plancherel theorem, which we will study in the next section.
Though combinatorial features are different, our argument and result are
similar to those of [24], where tempered hypergeometric functions are deter-
mined for some negative multiplicity functions on reduced root systems.
If k P K satisfies (2.7), then there are only continuous spectra in the
inversion formula (2.8) for the hypergeometric Fourier transform. In this
case, F pλ,kq with λ P ?´1a˚ exhaust tempered hypergeometric functions.
If k P K satisfies (2.3) but (2.7), then cp´λ,kq´1 has singularities and we
must take account of residues during shifts of integral domains in the right
hand side of (2.6) as η Ñ 0. The most continuous part of the spectral
decomposition is given by the right hand side of (2.8). Moreover, there are
spectra whose supports have dimensions lower than r.
In this paper, we exclude the case of km ă 0 in (2.3) and assume
(3.1) ks ` kℓ ą ´12 , km ě 0.
Under (3.1) residue calculus can be handle explicitly by using the same
method as in the proof of [29, Theorem 6.7], where the inversion formula
for the spherical transform associated with a one-dimensional K-type on a
semisimple Lie group of Hermitian type is given. The case of
(3.2) ks ` kℓ ą ´12 , km “ 0
reduces to the case of BC1 and easy to analyze. If km ă 0, then we might
need a different kind of combinatorial argument as in [24], which we do not
go further in this paper.
It is convenient to adopt the parameter α and β for the Jacobi function
(cf. [7, 17]), which is the case of r “ 1. We substitute
(3.3) α “ ks ` kℓ ´ 12 , β “ kℓ ´
1
2
for the multiplicity parameters ks and kℓ. Then the condition (3.1) holds if
and only if
(3.4) α ą ´1, km ě 0
and ρpkq is written as
(3.5) ρpkq “ pα` β ` 1,α` β ` 2km ` 1, . . . ,α` β ` 2pr ´ 1qkm ` 1q.
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For 1 ď i ď r let c˜ipλ,kq denote the product of the factors of (1.17) for
the roots 1
2
βi and βi.
c˜ipλ,kq :“ c˜ 1
2
βi
pλ,kqc˜βipλ,kq(3.6)
“ 2
´α`βΓ
`
1
2
λi
˘
Γ
`
1
2
pλi ` 1q
˘
Γ
`
1
2
pλi `α´ β ` 1q
˘
Γ
`
1
2
pλi `α` β ` 1q
˘ .
Let Θ be a subset of B, xΘy the subset of R consisting of the linear
combinations of elements in Θ, and WΘ the subgroups of W generated by
simple reflections with respect to elements of Θ. Define
aΘ “ tx P a ; αpxq “ 0 for all α P Θu,
apΘq “ tx P a ; xx, yy “ 0 for all y P aΘu.
Then xΘy is a root system in apΘq˚ with a positive system xΘy` “ xΘyXR`,
the set Θ of simple roots, and the Weyl group WΘ. Let W pΘq denote the
set of w P W satisfying wx “ x for any x P apΘq. For λ P a˚
C
we write
λ “ λapΘq`λaΘ with λapΘq P apΘq˚C and λaΘ P a˚Θ,C. Thus ρpkqapΘq is “ρpkq”
for the root system xΘy. Let c˜Θpλ,kq and c˜Θpλ,kq denote the meromorphic
functions on a˚
C
ˆKC given by
(3.7) c˜Θpλ,kq “
ź
α P xΘy`
c˜αpλ,kq, c˜Θpλ,kq “
ź
α PR` z xΘy`
c˜αpλ,kq.
Set c˜Hpλ,kq “ 1. Thus c˜pλ,kq “ c˜Θpλ,kq c˜Θpλ,kq. Moreover, define
(3.8) cΘpλ,kq “ c˜Θpλ,kq
c˜Θpρpkq,kq , c
Θpλ,kq “ c˜
Θpλ,kq
c˜Θpρpkq,kq ,
so cpλ,kq “ cΘpλ,kq cΘpλ,kq and cΘpλ,kq is the c-function for the root
system xΘy. Note the estimate given in Lemma 1.2 also holds for the partial
c-function cΘpλ,kq.
For 0 ď i ď r let Θi denote the subset of B given by
(3.9) Θi “ tαj ; r ´ i` 1 ď j ď ru.
Then xΘiy Ă apΘiq˚ is a root system of type BCi. (If km “ 0, it reduces to
the direct sum of i copies of BC1.) Its Weyl group is WΘi » Zi ¸Si. We
have
apΘiq˚ “ SpanRtβj ; 1 ď j ď iu,
a˚Θi “ SpanRtβj ; i` 1 ď j ď ru,
and the complex spans give their complexifications. The stabilizer W pΘiq of
apΘiq in W acts on aΘi and W pΘiq » Zr´i ¸Sr´i. Define the subset WΘi
of W by
WΘi “ tpε, σq P Zr2 ¸Sr ;σp1q ă ¨ ¨ ¨ ă σpiq,(3.10)
εpβjq “ βj p @ j P tσp1q, . . . , σpiqu qu.
Then WΘi is a complete set of representatives for WΘizW .
12 TATSUO HONDA, HIROSHI ODA, AND NOBUKAZU SHIMENO
For 1 ď i ď r let DkpΘiq denote the subset of apΘiq˚ » Ri given by
DkpΘiq “ tpλ1, . . . , λiq PRi ; λ1 ` |β| ´α´ 1 P 2N, λi ă 0,(3.11)
λj`1 ´ λj ´ 2km P 2N p1 ď j ď i´ 1qu.
Note DkpΘiq ­“ H if and only if α ´ |β| ` 2pi ´ 1qkm ` 1 ă 0. We set
DkpHq “ H for convenience.
For 1 ď i ď r define
(3.12) FΘipλ,kq “
ÿ
s PWΘi
cΘipsλ,kqΦpsλ,kq
and let FHpλ,kq “ Φpλ,kq. Note FBpλ,kq “ F pλ,kq. An argument similar
to the proof of [10, Theorem 4.3.14] shows that the singularities of FΘipλ,kq
are at most simple poles along hyperplanes of the form
(3.13) xλ, α_y “ j for some α P R` z xΘiy and j “ 1, 2, . . . .
Such generalization for any Θ is given by [22, Theorem 8, Corollary 9]. By
(1.23),
(3.14) F pλ,kq “
ÿ
w PWΘi
cΘipwλ,kqFΘipwλ,kq.
Proposition 3.1. Assume k P K satisfies (3.1). If λ P a˚
C
satisfies λapΘiq P
DkpΘiq and does not lie on any of the hyperplanes (3.13), then
(3.15) FΘipλ,kq “ cΘipλ,kqΦpλ,kq.
In particular, if λ P DkpBq, then
(3.16) F pλ,kq “ cpλ,kqΦpλ,kq.
Proof. If i “ 0, then (3.15) is obvious. So assume i ě 1 and λapΘiq P DkpΘiq.
First we assume that k P Kreg and λaΘi P a˚Θi,C are generic so that km R N
and λ “ λapΘiq ` λaΘi satisfies (1.12). (We can do this by (3.11).) We will
show that all terms except s “ 1W in the right hand side of (3.12) vanish.
If s P WΘi satisfies spβ1q “ ´βl for some 1 ď l ď i, then cΘipsλ,kq “ 0 by
(3.6) and (3.11). Now we assume i ě 2 and spβ1q “ βl for some 1 ď l ď i.
If l ě 2, then cΘipsλ,kq contains a factor
Γ
`
1
2
pλj ´ λj`1q
˘
Γ
`
1
2
pλj ´ λj`1 ` 2kmq
˘
for some 1 ď j ď i ´ 1, which vanishes because 1
2
pλj ´ λj`1 ` 2kmq in the
denominator become a non-positive integer by (3.11). Thus the terms of
the right hand side of (3.12) vanish unless spβ1q “ β1. We can show by
induction on j that (3.12) vanish unless spβjq “ βj for any 1 ď j ď i. We
may drop our assumption k and λ are generic by analytic continuation. 
Theorem 3.2. Assume k P K satisfies (3.1). If λ P λ P DkpΘiq `
?´1a˚Θi
satisfies
(3.17) xλ, α_y ­“ 0 for all α P R` z xΘiy
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then
(3.18) F pλ,kq “
ÿ
w PWΘi
cpwλ,kqΦpwλ,kq
and each term on the right hand side of (3.18) does not vanish.
Proof. For w PWΘi, it follows from Proposition 3.1 that
FΘipwλ,kq “ cΘipwλ,kqΦpwλ,kq.
(Note that the above formula is true for w P WΘi, but it does not hold for
general w PW .) Thus the theorem follows from (3.14). 
We say that F pλ,kq is tempered if there exist C ě 0 and d P N such that
(3.19) |F pλ,k;xq| ď Cp1` ||x||qd e´ρpkqpxq for all x P a`.
Corollary 3.3. Assume k P K satisfies (3.1). For λ P DkpΘiq `
?´1a˚Θi ,
F pλ,kq is tempered. Moreover, F pλ,kq is a real-valued square integrable
function for any λ P DkpBq.
Proof. By Theorem 3.2, we have a convergent expansion on a` of the form
(3.20) F pλ,k;xq “
ÿ
µ PWΘiλ
ÿ
κ PQ`
pµ,κpλ,k;xq epµ´ρpkq´κqpxq,
where pµ,κ are polynomials in x. The leading exponents of F pλ,k;xq for
λ P DkpΘiq`
?´1a˚Θi on a` are wλ´ρpkq pw P WΘiq. For w “ pε, σq PWΘi
we have
xRewλ, βjy “ xwλapΘiq, βjy ă 0 for any j P tσp1q, . . . , σpiqu,
xRewλ, βjy “ 0 for any j R tσp1q, . . . , σpiqu.
Our results follows from the criterion of Casselman and Miličić ([4, Corol-
lary 7.3, Theorem 7.5]. For λ P DkpBq, F pλ,kq is real-valued by (3.16). 
In the next section, we will show that F pλ,kq pλ P DkpBqq exhaust square
integrable hypergeometric functions after establishing the Plancherel theo-
rem (see Corollary 4.8).
4. Inversion and Plancherel formula
In this section, assume that k P K satisfies (3.1). We use the notation
α, β given by (3.3). Recall the sets DkpΘiq Ă apΘiq˚ p0 ď i ď rq defined by
(3.11). For 1 ď i ď r and λ P DkpΘiq define
dΘipλ,kq “ c˜Θipρpkq,kq2(4.1)
ˆ
iź
j“1
´22α´2β´1λj
pi
Γ
`
1
2
pλj `α` |β| ` 1q
˘
Γ
`
1
2
p´λj `α` |β| ` 1q
˘
Γ
`
1
2
pλj ´α` |β| ` 1q
˘
Γ
`
1
2
p´λj ´α` |β| ` 1q
˘
ˆ
ź
1ďqăpďi
pλ2q ´ λ2pqΓ
`
1
2
pλp ´ λq ` 2kmq
˘
Γ
`
1
2
p´λq ´ λp ` 2kmq
˘
4Γ
`
1
2
pλp ´ λq ´ 2km ` 2q
˘
Γ
`
1
2
p´λq ´ λp ´ 2km ` 2q
˘ .
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Note that dΘipλ,kq is a positive number. (If r “ 1 or km “ 0, the factors
of (4.1) in the third line should be understood to be one.) The meaning of
dΘipξ,kq will be clear in Theorem 4.1, Proposition 4.5, and Corollary 4.8.
Let
dλaΘi “ dλi`1 ¨ ¨ ¨ dλr
denote the Euclidean measure on a˚Θi and µΘi the measure on
?´1a˚Θi given
by
(4.2) dµΘipλaΘi q “ p2piq´r`i dpIm λa˚Θiq “ p2pi
?´1q´r`i dλaΘi ,
which coincides with (2.2) for i “ 0.
For 0 ď i ď r, let νk,Θi denote the measure on DkpΘiq `
?´1aΘi defined
by ż
DkpΘiq`
?´1aΘi
ψpλq dνk,Θipλq(4.3)
“ 1|W pΘiq|
ÿ
λ
apΘiq
PDkpΘiq
dΘipλapΘiq,kq
ż
?´1a˚
Θi
ψpλq |cΘi pλ,kq|´2 dµΘipλaΘi q.
Here we write λ “ λapΘiq ` λaΘi with λapΘiq P DkpΘiq and λaΘi P
?´1a˚Θi .
In particular,ż
?´1a˚
ψpλq dνk,Hpλq “ 1|W |
ż
?´1a˚
ψpλq dµpλq|cpλ,kq|2
and ż
DkpBq
ψpλq dνk,Bpλq “
ÿ
λ PDkpBq
dBpλ,kqψpξq.
For φ P PWpaCqW let Jk,Θiφpxq p0 ď i ď rq denote the functions defined
by
(4.4) Jk,Θiφpxq “
ż
DkpΘiq`
?´1a˚
Θi
φpλqF pλ,k;xq dνk,Θipλq.
By (2.5), Theorem 1.4, and Lemma 1.1 (for the root system xΘiy), the
integral on the right hand side of (4.4) converges and defines an element of
C8paqW .
Now we state the main result of this paper:
Theorem 4.1 (Inversion formula, second form). Assume k P K satisfies
(3.1). Then for f P C8c paqW ,
(4.5) fpxq “
rÿ
i“0
Jk,ΘiFkfpxq px P aq.
For the proof of Theorem 4.1 we make some preparations. Let Ξ denote
the subset of B given by
(4.6) Ξ “ tαj ; 1 ď j ď r ´ 1u.
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Then xΞy is a root system of type Ar´1 and WΞ “ Sr. We define
(4.7) FΞpλ,kq “
ÿ
s PWΞ
cΞpsλ,kqΦpsλ,kq.
If r “ 1, then Ξ “ H. In this case we set FΞpλ,kq “ Φpλ,kq, cΞpλ,kq “ 1,
and WΞ “ t1W u. By the definition, FΞpsλ,kq “ FΞpλ,kq for any s P WΞ .
Note
c˜Ξpλ,kq “
ź
1ďqăpďr
Γ
`
1
2
pλp ´ λqq
˘
Γ
`
1
2
pλp ´ λq ` 2kmq
˘ ,(4.8)
c˜Ξpρpkq,kq “
rź
j“2
Γ pkmq
Γ pjkmq ,(4.9)
c˜Ξpλ,kq “
ź
1ďqăpďr
Γ
`
1
2
pλp ` λqq
˘
Γ
`
1
2
pλp ` λq ` 2kmq
˘ rź
j“1
c˜jpλ,kq.(4.10)
Then an argument similar to the proof of [10, Theorem 4.3.14] shows that
the singularities of FΞpλ,kq are at most simple poles along hyperplanes of
the form
(4.11) xλ, α_y “ j for some α P R` z xΞy and j “ 1, 2, . . . .
Such generalization for any Θ is given by [22, Theorem 8, Corollary 9].
Remark 4.2. If km “ 0, then cΞpλ,kq “ 1{r!, so
FΞpλ,kq “ 1|WΞ |
ÿ
sPWΞ
Φpsλ,kq.
Since Φpλ,kq is the product of the Harish-Chandra series associated with
the root systems t˘1
2
βi,˘βiu p1 ď i ď rq in this case, the above statement
on regularity is obvious.
We may choose the subgroup WΞ :“ Zr2 of W as a complete set of repre-
sentatives for WΞzW . By (1.23),
(4.12) F pλ,kq “
ÿ
w PWΞ
cΞpwλ,kqFΞpwλ,kq.
For 0 ď i ď r ´ 1 define WΞi “WΞ XWΘi . Then WΞi » Zr´i2 , which act
as changes of signs for βi`1, . . . , βr. Put WΞr “ t1W u.
Proposition 4.3. Assume k P K satisfies (3.1) and let 0 ď i ď r. If λ P a˚
C
satisfies
(4.13) λ P DkpΘiq `
?´1a˚Θi with xλ, α_y ­“ 0 for any α P R z xΞy,
then
(4.14) F pλ,kq “
ÿ
w PWΞ
i
cΞpwλ,kqFΞpwλ,kq
and each terms on the right hand side of (4.14) does not vanish. In partic-
ular, for λ P DkpBq,
(4.15) F pλ,kq “ cΞpλ,kqFΞpλ,kq.
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Proof. We can prove this proposition in a similar way as Proposition 3.1.
For i “ 0 (4.14) is just (4.12). So assume i ě 1. First we assume that
k and λaΘi P
?´1a˚Θi are generic so that km R N and λ satisfies (1.12).
Then the expansion (4.12) holds. By (3.6) and (3.11), c1pwλ,kq “ 0 for
any λ satisfying (4.13) and w P WΞ “ Zr2 with wβ1 “ ´β1. By (4.10),
cΞpwλ,kq “ 0 for such λ and w. Thus
(4.16) F pλ,kq “
ÿ
w PWΞ
1
cΞpwλ,kqFΞpwλ,kq
and cΞpwλ,kq ­“ 0 for any w PWΞ1 and λ satisfying (4.13) with i “ 1. This
proves the case of i “ 1.
Now we assume r ě 2 and consider the case of i ě 2. If λ satisfies (4.13),
then (4.16) holds by the above argument. If w P WΞ1 satisfies wβ2 “ ´β2,
then by (4.10), cΞpwλ,kq contains a factor
Γ
`
1
2
pλ1 ´ λ2q
˘
Γ
`
1
2
pλ1 ´ λ2 ` 2kmq
˘ ,
which vanishes for λ satisfying (4.13) because 1
2
pλ1 ´ λ2 ` 2kmq in the de-
nominator become a non-positive integer. By (4.10), cΞpwλ,kq “ 0 for any
λ satisfying (4.13) and w PWΞ1 with wβ2 “ ´β2 . Thus
(4.17) F pλ,kq “
ÿ
w PWΞ
2
cΞpwλ,kqFΞpwλ,kq
and cΞpwλ,kq ­“ 0 for any w PWΞ2 and λ satisfying (4.13) with i “ 2. This
proves the case of i “ 2.
We can proceed successively to prove (4.14) for all 0 ď i ď r. Since
cΞpwλ,kq and FΞpwλ,kq are regular for any λ satisfying (4.13) and w PWΞi ,
we may drop our assumption k and λ are generic by analytic continuation.

Remark 4.4. Corollary 3.3 follows also from Proposition 4.3.
For 2 ď i ď r let WΞ,i denote the subset of WΞ “ Sr given by
(4.18) WΞ,i “ ts PWΞ ; sp1q ă sp2q ă ¨ ¨ ¨ ă spiqu
and set WΞ,0 “WΞ,1 “WΞ .
Proof of Theorem 4.1. Choose η P ´a˚` with η1 ă α ´ |β| ` 1 and ηj “
η1 ´ pj ´ 1qε p2 ď j ď rq for sufficiently small ε ą 0. Then cp´λ,kq´1 is
holomorphic in the region tλ P a˚
C
; Reλ P η ´ a˚` u and Theorem 2.2 holds.
For φ P PWpaCqW define
(4.19) Jk φpxq “
ż
η`?´1a˚
φpλqΦpλ,k;xq cp´λ,kq´1 dµpλq px P a`q.
By Lemma 1.1, Lemma 1.2, and (2.5), the integral on the right hand side
of (4.19) does not depend on the choice of η. By Theorem 2.2, we have
fpxq “ Jk Fkfpxq for any x P a`.
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By (1.23), (4.4) for i “ 0 can be written as
(4.20) Jk,H φpxq “
ż
?´1a˚
φpλqΦpλ,k;xq cp´λ,kq´1 dµpλq.
for any x P a`. Note that the integrand of (4.20) does not have singularities
on
?´1a˚.
The singularities of the function λ ÞÑ cp´λ,kq´1 in the region tλ P
a˚
C
; Reλ P ´a˚` u are precisely across the hyperplanes λj “ ξ for 1 ď j ď r
and ξ P DkpΘ1q “ tλ1 P R ; λ1 ă 0, λ1 ´ α ` |β| ` 1 P 2Nu all of
order one. Note DkpΘ1q “ H if and only if α ´ |β| ` 1 ě 0. Since
φpλqΦpλ,k;xq is regular for Reλ P ´a˚` there are no other singularities
of φpλqΦpλ,k;xq cp´λ,kq´1 that should be considered.
For ξ P Dk,1 let ξˇ “ pξ, ξ, . . . , ξq P a˚Θ1. By Cauchy’s residue theorem,
Jk φpxq ´ Jk,H φpxq is the sum of
´1
p2pi?´1qr´1
rÿ
j“1
ż
ξˇ`?´1Rr´1
pφpλqΦpλ,k;xqq|λj“ξ(4.21)
ˆ Res
λj“ξ
pcp´λ,kq´1q dλt1,2,...,ruztju
over ξ P DkpΘ1q. Here dλt1,2,...,ruztju “
ś
i­“j dλi. Note that the integrands
as functions of pλiqi P t1,2,...,ruztju does not have singularities on ξˇ`
?´1Rr´1,
because singularities of c˜ip´λ,kq´1 along λi “ ξ pi ­“ jq is canceled by
zeroes along the wall λi “ λj coming from c˜αp´λ,kq´1 for either α “
1
2
pβi ´ βjq or 12pβj ´ βiq in R`.
By changes of variables, (4.21) becomes
´1
p2pi?´1qr´1pr ´ 1q!
ż
ξˇ`?´1a˚
Θ1
pφpλqFΞ pλ,k;xqq|λ1“ξ(4.22)
ˆ Res
λ1“ξ
pcΞpλ,kq´1cp´λ,kq´1q dλaΘ1 ,
because (1.17) and (4.8) yield
cΞpwλ,kq´1cp´wλ,kq´1 “ cΞpλ,kq´1cp´λ,kq´1 for any w P WΞ .
Since λ ÞÑ φpλqFΞpλ,k;xq is a WΞ-invariant regular function on
(4.23) tλ P Cr ; Reλj ď 0 p1 ď j ď rqu
and λ ÞÑ cΞpλ,kq´1cp´λ,kq´1 is WΞ-invariant, it suffices to consider the
singularities of λ ÞÑ cΞpλ,kq´1cp´λ,kq´1 in the subset
(4.24) tλ P Cr ; Reλ1 ď Reλ2 ď ¨ ¨ ¨ ď Reλr ď 0u
of (4.23). Note that cΞpλ,kq´1 has no singularities in this set. Thus we will
study the singularities of cp´λ,kq´1 in (4.24).
We assert that for any 2 ď i ď r ´ 1 and ξ P DkpΘiq, the singularities of
Res
λi“ξi
¨ ¨ ¨ Res
λ2“ξ2
Res
λ1“ξ1
cp´λ,kq´1 as a function of λi`1 for Reλi`1 ě ξi are λi`1
with pξ1, . . . , ξi, λi`1q P DkpΘi`1q and all of them are simple poles. We prove
this assertion by induction on i. We have already seen that the assertion
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holds for i “ 0. Recall
cp´λ,kq´1 “ cΘip´λ,kq´1 cΘip´λ,kq´1.
By (3.9) and (3.7), we have
Res
λi“ξi
¨ ¨ ¨ Res
λ2“ξ2
Res
λ1“ξ1
cp´λ,kq´1
“ pcΘip´λ,kqˇˇ
λpΘiq“ξq
´1 Res
λi“ξi
¨ ¨ ¨ Res
λ2“ξ2
Res
λ1“ξ1
cΘip´λ,kq´1
and Resλi“ξi ¨ ¨ ¨Resλ2“ξ2 Resλ1“ξ1 cΘip´λ,kq´1 is a nonzero constant that
depends only on k and ξ “ pξ1, . . . , ξiq P DkpΘiq. Thus, we should examine
singularities of
cΘip´λ,kq´1 “ C1
rź
j“i`1
Γ
`
1
2
p´λj `α´ β ` 1q
˘
Γ
`
1
2
p´λj `α` β ` 1q
˘
Γ
`
1
2
p´λj ` 1q
˘
Γ
`´ 1
2
λj
˘
ˆ
ź
1ďqăpďr
pąi
Γ
`
1
2
p´λq ´ λp ` 2kmq
˘
Γ
`
1
2
pλq ´ λp ` 2kmq
˘
Γ
`
1
2
p´λq ´ λpq
˘
Γ
`
1
2
pλq ´ λpq
˘
with pλ1, . . . , λiq “ pξ1, . . . , ξiq P DkpΘiq as a function of λi`1 in
(4.25) ξi ď Reλi`1 ď ¨ ¨ ¨ ď Reλr ď 0.
Here C1 is a non-zero constant. Thus possible singularities come from sin-
gularities of
(4.26) Γ
`
1
2
p´λi`1 `α´ |β| ` 1q
˘ iź
q“1
Γ
`
1
2
pξq ´ λi`1 ` 2kmq
˘
Γ
`
1
2
pξq ´ λi`1q
˘
as a function of λi`1 for Reλi`1 ě ξi.
If km P N, then
Γ
`
1
2
pξq ´ λi`1 ` 2kmq
˘
Γ
`
1
2
pξq ´ λi`1q
˘q “ 2´kmpξq ´ λi`1q ¨ ¨ ¨ pξq ´ λi`1 ` 2km ´ 2q.
(The right hand side is understood to be 1 if km “ 0.) Thus the singularities
of cΘip´λ,kq´1 with pλ1, . . . , λiq “ pξ1, . . . , ξiq P DkpΘiq as a function of
λi`1 in (4.25) are singularities of
Γ
`
1
2
p´λi`1 `α´ |β| ` 1q
˘pξi ´ λi`1q ¨ ¨ ¨ pξi ´ λi`1 ` 2km ´ 2q
for Reλi`1 ě ξi. Thus there are simple poles for λi`1 with 12pξi ´ λi`1 `
2kmq P ´N, which prove our assertion.
If km R N, then we can write (4.26) as a product of
(4.27)
Γ
`
1
2
p´λi`1 `α´ |β| ` 1q
˘
Γ
`
1
2
pξ1 ´ λi`1q
˘ i´1ź
q“1
Γ
`
1
2
pξq ´ λi`1 ` 2kmq
˘
Γ
`
1
2
pξq`1 ´ λi`1q
˘
and
(4.28) Γ
`
1
2
pξi ´ λi`1 ` 2kmq
˘
.
Since λ satisfies pλ1, . . . , λiq “ pξ1, . . . , ξiq P DkpΘiq and (4.25), (4.27) is
regular for Reλi`1 ě ξi, hence the singularities come from (4.28). Thus
there are simple poles for λi`1 with 12pξi ´ λi`1 ` 2kmq P ´N, which prove
our assertion.
INVERSION FORMULA FOR THE HYPERGEOMETRIC FOURIER TRANSFORM 19
For 1 ď i ď r and ξ P DkpΘiq let
IΘipξ, λaΘi ,kq “
p´1qi
p2pi?´1qr´ipr ´ iq!
ˆ `φpλqFΞ pλ,k;xq cΞpλ,kq´1˘ˇˇλpΘiq“ξ
ˆ Res
λi“ξi
¨ ¨ ¨ Res
λ2“ξ2
Res
λ1“ξ1
cp´λ,kq´1
and
(4.29) φ_Θipxq “
ÿ
ξ PDkpΘiq
ż
?´1a˚
Θi
IΘipξ, λaΘi ,kq dλaΘi .
We prove by induction on i that Jk φpxq ´ Jk,H φpxq ´
ři´1
j“1 φ
_
Θj
pxq equals
(4.30)
ÿ
ξ PDkpΘiq
ż
ξˇi`
?´1a˚
Θi
IΘipξ, λaΘi ,kq dλaΘi .
Here ξˇi “ pξi, . . . , ξiq P a˚Θi . We already proved the case of i “ 1. We first
change the integral domain ξˇi`
?´1a˚Θi of (4.30) to pξi, ξi`ε, . . . , ξi`pr´j´
1qεq `?´1a˚Θi , next to
?´1a˚Θi of (4.29) and pick up residues. As we have
seen above, the singularities of IΘipξ, λaΘi ,kq that concern are λj “ ξi`1
such that pξ1, . . . , ξi, ξi`1q P DkpΘi`1q and i ` 1 ď j ď r. By Lemma 1.1,
Lemma 1.2, and (2.5), IΘipξ, λaΘi ,kq as a function of λaΘi P a˚Θi,C with (4.25)
behaves suitably as |Im λaΘi | goes to infinity. By Cauchy’s residue theorem
and changes of variables, the difference of (4.30) and (4.29) is (4.30) with i
replaced by i` 1. Thus we have proved that
Jk φpxq ´ Jk,H φpxq “
rÿ
i“1
φ_Θipxq.
If i “ r and DkpBq ­“ H, then there remains indeed no integral sign and
φ_
B
pxq give a point spectra.
By Proposition 4.3 and Proposition 4.5, φ_Θi “ Jk,Θi φ holds on a`
for any 1 ď i ď r and the theorem follows. Here we use the fact that
cΘipλ,kq cΘip´λ,kq “ |cΘipλ,kq|2 for any λ P DkpΘiq `
?´1a˚Θi (cf. [29,
Lemma 6.6]). 
Proposition 4.5. Assume k P K satisfies (3.1) and let 1 ď i ď r. For
ξ P DkpΘiq,
(4.31) p´1qi Res
λi“ξi
¨ ¨ ¨ Res
λ1“ξ1
pcΘipλ,kq´1cΘip´λ,kq´1q “ dΘipξ,kq.
Proof. Note that in each step the residue is taken for a single Gamma func-
tion in cαp´λ,kq´1 for some α P R`. We recall the following formulas
Γ pz ` 1q “ zΓ pzq,(4.32)
Γ pzqΓ p1´ zq “ pi
sinpiz
,(4.33)
Res
z“2mΓ
´
´z
2
¯
“ 2p´1q
m`1
m!
“ 2p´1q
m`1
Γ pm` 1q pm P Nq(4.34)
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for the Gamma function.
We prove (4.31) by induction on i. First we consider the case of i “ 1.
Let ξ1 “ α´ |β| ` 1` 2m P DkpΘ1q pm P N, ξ1 ă 0q. By (3.6) and (4.34),
Res
λ1“ξ1
c˜1p´λ,kq´1
“ Res
λ1“ξ1
2α´β´λ1´1Γ
`
1
2
p´λ1 `α` |β| ` 1q
˘
Γ
`
1
2
p´λ1 `α´ |β| ` 1q
˘
?
pi Γ p´λ1q
“ p´1q
m`1
m!
2´β`|β|´2m´1Γ p|β| ´mq?
pi Γ p´α` |β| ´ 1´ 2mq .
By (4.32) and (4.33),
´ c˜1pξ1,kq´1 Res
λ1“ξ1
c˜1p´λ,kq´1(4.35)
“p´1q
m
m!
22α´2β´1Γ p|β| ´mqΓ pα`m` 1qΓ pα´ |β| `m` 1q
pi Γ p´α` |β| ´ 1´ 2mqΓ pα´ |β| ` 2m` 1q .
“p´1q
m sinppip´α` |β| ´ 2mqq
sinppip´α` |β| ´mq
ˆ 2
2α´2β´1p´α` |β| ´ 2m´ 1qΓ pα`m` 1qΓ p|β| ´mq
pim!Γ p´α` |β| ´mq
“2
2α´2β´1p´α` |β| ´ 2m´ 1qΓ pα`m` 1qΓ p|β| ´mq
pim!Γ p´α` |β| ´mq
“´2
2α´2β´1ξ1
pi
Γ
`
1
2
pξ1 `α` |β| ` 1q
˘
Γ
`
1
2
p´ξ1 `α` |β| ` 1q
˘
Γ
`
1
2
pξ1 ´α` |β| ` 1q
˘
Γ
`
1
2
p´ξ1 ´α` |β| ` 1q
˘ .
Thus we proved (4.31) for i “ 1.
Now assume (4.31) holds for i and let ξ “ pξ1, ξi`1q P DkpΘi`1q with
ξ1 P DkpΘiq. We will prove
´ c˜Θi`1pρpkq,kq
´2 dΘi`1pξ,kq
c˜Θipρpkq,kq´2 dΘipξ1,kq
(4.36)
“ Res
λi`1“ξi`1
ź
α P xΘi`1y` z xΘiy
c˜αppξ1, λi`1q,kq´1c˜αpp´ξ1,´λi`1q,kq´1.
As we see in the proof of Theorem 4.1, if km R N, then the residue on the right
hand side of (4.36) is taken for c˜ 1
2
pβi`1´βiqpp´ξ1,´λi`1q,kq´1, otherwise for
c˜i`1pp´ξ1,´λi`1q,kq´1.
First assume km R N. The set xΘi`1y` z xΘiy consists of roots βi`1, 12βi`1,
1
2
pβi`1˘βjq p1 ď j ď iq. Since ξi`1 P α´|β|`2ikm`2N, the contributions
of βi`1 and 12βi`1 to the right hand side of (4.36) is
c˜i`1pξ,kq´1c˜i`1p´ξ,kq´1(4.37)
“ ´ 2
2α´2β´1 sin π
2
ξi`1 sin π2 pξi`1 ` 1q
sin π
2
p´ξi`1 `α´ |β| ` 1q sin π2 pξi`1 `α´ |β| ` 1q
ˆ ξi`1
Γ
`
1
2
pξi`1 `α` |β| ` 1q
˘
Γ
`
1
2
p´ξi`1 `α` |β| ` 1q
˘
Γ
`
1
2
pξi`1 ´α` |β| ` 1q
˘
Γ
`
1
2
p´ξi`1 ´α` |β| ` 1q
˘
INVERSION FORMULA FOR THE HYPERGEOMETRIC FOURIER TRANSFORM 21
“ 2
2α´2β´2 sinpipα´ |β| ` 2ikm ` 1q
sinpiikm sin pipα´ |β| ` ikm ` 1q
ˆ ξi`1
Γ
`
1
2
pξi`1 `α` |β| ` 1q
˘
Γ
`
1
2
p´ξi`1 `α` |β| ` 1q
˘
Γ
`
1
2
pξi`1 ´α` |β| ` 1q
˘
Γ
`
1
2
p´ξi`1 ´α` |β| ` 1q
˘ .
Since ξj`1 ´ ξj P 2km ` 2N for 1 ď j ď i, the contributions of 12 pβi`1 ´
βjq p1 ď j ď i´ 1q to the right hand side of (4.36) is
c˜ 1
2
pβi`1´βjqpξ,kq´1c˜ 12 pβi`1´βjqp´ξ,kq
´1
“ sin
π
2
pξi`1 ´ ξjq
sin π
2
pξi`1 ´ ξj ´ 2kmq
ξi`1 ´ ξj
2
Γ
`
1
2
pξi`1 ´ ξj ` 2kmq
˘
Γ
`
1
2
pξi`1 ´ ξj ´ 2km ` 2q
˘
“ sinpipi´ j ` 1qkm
sinpipi´ jqkm
ξi`1 ´ ξj
2
Γ
`
1
2
pξi`1 ´ ξj ` 2kmq
˘
Γ
`
1
2
pξi`1 ´ ξj ´ 2km ` 2q
˘ ,
so
i´1ź
j“1
c˜ 1
2
pβi`1´βjqpξ,kq´1c˜ 12 pβi`1´βjqp´ξ,kq
´1(4.38)
“ sinpiikm
sin pikm
i´1ź
j“1
ξi`1 ´ ξj
2
Γ
`
1
2
pξi`1 ´ ξj ` 2kmq
˘
Γ
`
1
2
pξi`1 ´ ξj ´ 2km ` 2q
˘ .
Similarly, the contribution of 1
2
pβi`1`βjq p1 ď j ď iq to the right hand side
of (4.36) is
iź
j“1
c˜ 1
2
pβi`1`βjqpξ,kq´1c˜ 12 pβi`1`βjqp´ξ,kq
´1(4.39)
“ sin pipα´ |β| ` ikm ` 1q
sin pipα´ |β| ` 2ikm ` 1q
ˆ
iź
j“1
´ξi`1 ´ ξj
2
Γ
`
1
2
p´ξi`1 ´ ξj ` 2kmq
˘
Γ
`
1
2
p´ξi`1 ´ ξj ´ 2km ` 2q
˘ .
The contributions of 1
2
pβi`1 ´ βiq to the right hand side of (4.36) is
c˜ 1
2
pβi`1´βiqpξ,kq´1 Resλi`1“ξi`1 c˜ 12 pβi`1´βiqpp´ξ
1,´λi`1q,kq´1(4.40)
“ 2
pi
sin pikm
ξi`1 ´ ξi
2
Γ
`
1
2
pξi`1 ´ ξi ` 2kmq
˘
Γ
`
1
2
pξi`1 ´ ξi ´ 2km ` 2q
˘ .
By (4.37), (4.38), (4.39), and (4.40), the sine functions cancel each other out
and (4.36) holds for i` 1.
Next assume km P N. Then the contribution of 12pβi`1 ˘ βjq p1 ď j ď iq
to the right hand side of (4.36) is
c˜ 1
2
pβi`1˘βjqpξ,kq´1c˜ 12 pβi`1˘βjqp´ξ,kq
´1(4.41)
“ p´1qkm´ξi`1 ¯ ξj
2
Γ
`
1
2
pξi`1 ˘ ξj ` 2kmq
˘
Γ
`
1
2
pξi`1 ˘ ξj ´ 2km ` 2q
˘ .
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By (4.35), the contributions of βi`1 and 12βi`1 to the right hand side of
(4.36) is
c˜i`1pξ,kq´1 Res
λi`1“ξi`1
c˜i`1pp´ξ1,´λi`1q,kq´1 “ ´2
2α´2β´1ξi`1
pi
(4.42)
ˆ Γ
`
1
2
pξi`1 `α` |β| ` 1q
˘
Γ
`
1
2
p´ξi`1 `α` |β| ` 1q
˘
Γ
`
1
2
pξi`1 ´α` |β| ` 1q
˘
Γ
`
1
2
p´ξi`1 ´α` |β| ` 1q
˘ .
By (4.41) and (4.42), (4.36) holds for i` 1. 
Theorem 4.6 (Paley-Wiener theorem). Assume k P K satisfies (3.1). Then
the hypergeometric Fourier transform Fk is a bijection of C
8
0 paqW onto
PWpaCqW .
Proof. We already see in Section 2 that the image is contained in PWpaCqW .
Thus it remains to prove the surjectivity. Let fpxq “ Jk φpxq (cf. (4.19)).
By sending ´η to infinity in a`, we can see as in the proof of [14, Ch IV,
Theorem 7.3] that f is a compactly supported function on a. In the proof
of Theorem 4.1 we see that fpxq “ Jkφpxq “
řr
i“0 Jk,Θiφpxq. Thus f is a
C8-function by Theorem 1.4, Lemma 1.2, and (2.5).
If k P K`, then Fk f “ φ by [23, Lemma 9.12]. Since Fkf “ FkJk φ
depends analytically on k, we have Fk f “ φ for k P K satisfying (3.1). 
Let νk denote the measure on
Ůr
i“0pDkpΘiq `
?´1a˚Θiq given byż
Ůr
i“0pDkpΘiq`
?´1a˚
Θi
q
ψpλq dνkpλq “
rÿ
i“0
ż
DkpΘiq`
?´1a˚
Θi
ψpλq dνk,Θipλq.
Theorem 4.7 (Plancherel theorem). Assume k P K satisfies (3.1). Then
for f P C8c paqW ,
(4.43)
1
|W |
ż
a
|fpxq|2δkpxqdx “
ż
Ůr
i“0pDkpΘiq`
?´1a˚
Θi
q
|Fkfpλq|2 dνkpλq.
Moreover, the hypergeometric Fourier transform Fk extends to an isometry
of L2pa ; 1|W |δkpxqdxq onto L2p
Ůr
i“0pDkpΘiq `
?´1a˚Θiq ; dνkq.
Proof. By Theorem 4.1, Lemma 1.1, Lemma 1.2, and (2.5), and Fubini’s
theorem,
1
|W |
ż
a
|fpxq|2 δkpxqdx “ 1|W |
ż
a
fpxq pJkFkfqpxq δkpxqdx
“
ż
Ůr
i“0pDkpΘiq`
?´1a˚
Θi
q
|Fkfpλq|2 dνkpλq.
Thus Fk extends to an isometry of L2pa ; 1|W |δkpxqdxq into L2p
Ůr
i“0pDkpΘiq`?´1a˚Θiq ; dνkq. The surjectivity of Fk can be proved as in the proof of [24,
Theorem 5.5]. 
Corollary 4.8. We assume that k P K satisfies the condition (3.1). Then
the hypergeometric function F pλ,kq is square integrable if and only if λ P
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WDkpBq. Each square integrable hypergeometric function is of the form
(4.44) F pλ,kq “ cpλ,kqΦpλ,kq for some λ P DkpBq.
For any λ P DkpBq,
(4.45)
1
|W |
ż
a
F pλ,k;xq2 δkpxq dx “ 1
dBpλ,kq .
For any λ, µ P DkpBq with λ ­“ µ,
(4.46)
1
|W |
ż
a
F pλ,k;xqF pµ,k;xq δkpxq dx “ 0.
Proof. By Corollary 3.3, we already know that F pλ,kq is square integrable
for λ P DkpBq. It remains to prove that they exhaust the square integrable
hypergeometric functions.
Assume that F pµ,kq is square integrable for some µ P a˚
C
. Then for
D P Dpkq,
γkpDqpµq
ż
a
F pµ,kqF pλ,kqδkpxq dx “
ż
a
pDF pµ,kqqF pλ,kqδkpxq dx
“
ż
a
F pµ,kqpDF pλ,kqqδkpxq dx
“ γkpDqpλq
ż
a
F pµ,kqF pλ,kqδkpxq dx.
Here we used the fact that each elements of Dpkq is symmetric with respect
to δkpxqdx, which can be proved by the construction of Dpkq in terms of
trigonometric Dunkl operators (cf. [10], [23]). Thus
pppµq ´ ppλqq
ż
a
F pµ,kqF pλ,kqδkpxq dx “ 0 for any p P SpaCqW .
Therefore, if λ RWµ, then
FkpF pµ,kqqpλq “ 1|W |
ż
a
F pµ,kqF pλ,kqδkpxq dx “ 0.
By Theorem 4.7, µ “ wλ for some w PW and λ P DkpBq, and
1
|W |
ż
a
F pλ,k;xq2δkpxqdx “
ˆ
1
|W |
ż
a
F pλ,k;xq2δkpxqdx
˙2
dBpλ,kq.
Thus (4.45) follows. 
Remark 4.9. The square integrable hypergeometric functions are analytic
continuation of the Jacobi polynomials. This fact was observed by [29,
Remark 5.12] for the group case and mentioned without proof in [3, §6].
If β ă 0, then λ P DkpBq if and only if λr ă 0 and µ “ λ´ ρpkq satisfies
µ1 P 2N, µi`1 ´ µi P 2N p1 ď i ď r ´ 1q.
Thus, DkpBq can be written as
DkpBq “ tµ` ρpkq P a˚ ;µ` ρpkq P ´w˚Ξ a˚`(4.47)
and xµ, α_y P N for all α P R`u.
Here w˚Ξ denote the longest element of WΞ “ Sr.
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If k P K` and µ P a˚ satisfies xµ, α_y P N for all α P R`, then Φpµ `
ρpkq,kq “ P pµ,kq, which is the Jacobi polynomial of the highest weight µ
(cf. [12, 9, 10]). Note k P K` if and only if α ě ´12 , β ě ´12 , and km ě 0.
The function F pµ` ρpkq,kq “ cpµ` ρpkq,kqP pµ,kq forms a one parameter
family of polynomials with analytic parameter β and if
β ă ´α´ 2pr ´ 1qkm ´ 1,
then DkpBq ­“ H and F pµ ` ρpkq,kq pµ ` ρpkq P DkpBqq is square in-
tegrable. On the one hand, for k P K` the L2-norm of the constant
multiple cpµ ` ρpkq,kqP pµ,kq of the Jacobi polynomial is an integral of
cpµ ` ρpkq,kq2P pµ,kq2 δk over a compact torus and its explicit formula is
given by [10, Corollary 3.5.3]. On the other hand, for k satisfying (3.1)
and µ ` ρpkq P DkpBq the L2-norm of F pµ ` ρpkq,kq is an integral of
1
|W |F pµ` ρpkq,kq2 δk over a and its explicit formula is given by (4.45) and
(4.1). Comparing these formulas we can observe that the two norms coincide
up to a constant multiple that depends only on k.
We can reduce the case of β ą 0 to the case of β ă 0. We introduce the
multiplicity function k˜ associated with k, which is defined by
k˜s “ ks ` 2kℓ ´ 1, k˜m “ km, k˜ℓ “ 1´ kℓ.
In terms of α, β, associated α˜, β˜ are given by
α˜ “ α, β˜ “ ´β.
By [10, Theorem 2.1.1],
δ
1
2
k ˝ pLpkq ` xρpkq,ρpkqyq ˝ δ
´ 1
2
k
“ δ
1
2
k˜
˝ pLpk˜q ` xρpk˜q, ρpk˜qyq ˝ δ;k˜´
1
2 .
By the characterization of the hypergeometric functions, we have
(4.48) F pλ,kq “
rź
i“1
´
cosh
βi
2
¯1´2kℓ
F pλ, k˜q.
For the elementary spherical functions associated with a one-dimensional
K-type, the above formula was given by [10, Theorem 5.2.2] and [29, Propo-
sition 2.6, Remark 3.8].
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