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We characterize generalized derivatives of the solution operator of the
obstacle problem. This precise characterization requires the usage of the
theory of so-called capacitary measures and the associated solution operators
of relaxed Dirichlet problems. The generalized derivatives can be used to
obtain a novel necessary optimality condition for the optimal control of the
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system is stronger than the known system of C-stationarity.
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1 Introduction
We consider the obstacle problem
Find y ∈ K : 〈−∆y − u, z − y〉 ≥ 0 ∀z ∈ K. (1)
Here, Ω ⊂ Rd is a bounded, open set and the closed, convex set K ⊂ H10 (Ω) is given by
K := {v ∈ H10 (Ω) | v ≥ ψ q.e. on Ω},
where ψ : Ω → [−∞,∞) is a given quasi upper-semicontinuous function. We assume
K 6= ∅. It is well known that for each u ∈ H−1(Ω) there exists a unique solution
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y := S(u) ∈ H10 (Ω) of (1). Moreover, the mapping S : H−1(Ω) → H10 (Ω) is globally
Lipschitz continuous.
Our main goal is the characterization of so-called generalized derivatives of the mapping
S. That is, given u ∈ H−1(Ω), we are going to characterize the limit points of S′(un),
where {un} is a sequence of points in which S is Gâteaux differentiable and which
converge towards u. Since the involved spaces are infinite dimensional, there is some
choice concerning the topologies. We will equip the space of operators with the weak or
the strong operator topology and on H−1(Ω) we use the weak or strong topology. When
considering the weak topology on H−1(Ω), we also require that {S(un)} converges weakly
to S(u). At this point we also recall the famous result [Mignot, 1976, Théorème 1.2]
which shows that S is Gâteaux differentiable on a dense subset of H−1(Ω). Thus, each
point u ∈ H−1(Ω) can be approximated by differentiability points of S.
The precise characterization of these generalized derivatives will involve the notion of
“capacitary measures” and “relaxed Dirichlet problems”. A comprehensive introduction to
these topics will be given in Section 3 below. A Borel measure is a σ-additive set function
on the Borel σ-algebra with values in [0,∞]. A capacitary measure µ is a Borel measure
which does not charge sets of capacity zero and which satisfies a regularity condition,
see Definition 3.1. For each capacitary measure µ, we can consider the solution operator
u 7→ y of
−∆y + µ y = u (2)
equipped with homogeneous Dirichlet boundary conditions, see Section 3 for the precise
definition of this solution operator. It is well known that the solution operator of (2) can
be approximated (in the weak operator topology) by the solution operators of
−∆y = u in H−1(Ωn), y ∈ H10 (Ωn) (3)
for some sequence of open sets Ωn ⊂ Ω. Moreover, each sequence of solution operators of
(3) converges (along a subsequence) to a solution operator of (3) with an appropriate
capacitary measure µ. This motivates to term (2) a relaxed Dirichlet problem. Our
analysis reveals that the generalized derivatives of S are precisely sets of solution operators
of (2) with appropriate conditions on µ.
After we have established the characterization of the generalized derivatives, we turn
our attention to the optimal control of the obstacle problem
Minimize J(y, u) with y = S(u) and u ∈ Uad. (4)
Here, J : H10 (Ω) × L2(Ω) → R is assumed to be Fréchet differentiable with partial
derivatives Jy and Ju, and Uad ⊂ L2(Ω) is assumed to be closed and convex. By a formal
application of Lagrange duality, we arrive at the stationarity system
0 ∈ L?Jy(y, u) + Ju(y, u) +NUad(u) for some L ∈ ∂BS(u). (5)
Here, ∂BS(u) is a generalized differential of S at u, and NUad(u) is the normal cone in the
sense of convex analysis of Uad at u. We will see that (for a certain choice of the involved
topologies in the definition of ∂BS(u)) this system is slightly stronger than the so-called
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system of C-stationarity from [Schiela, D. Wachsmuth, 2013]. Moreover, by inspecting
the proof of [Schiela, D. Wachsmuth, 2013], it is possible to strengthen this system of
C-stationarity such that it becomes equivalent to (5). Therefore, our research leads to
the discovery of a new necessary optimality condition for (4) which improves the known
system of C-stationarity.
We put our work into perspective. Our research was highly influenced by the recent
contribution [Christof et al., 2018]. Therein, the authors considered the non-smooth
partial differential equation
−∆y + max{y, 0} = u (6)
equipped with homogeneous Dirichlet boundary conditions. They characterized general-
ized derivatives for the solution operator mapping u 7→ y. Subsequently, these generalized
derivatives are used to derive and compare optimality conditions for the optimal control
of (6). Furthermore, a single generalized gradient for the infinite-dimensional obstacle
problem was computed in [Rauls, Ulbrich, 2018]. This gradient is contained in all of
the generalized derivatives that we will consider and the approach gives a hint how the
generalized differential involving strong topologies might look like. The derivation there
uses different tools and while being able to treat also the variational inequality
Find y ∈ K : 〈−∆y − f(u), z − y〉 ≥ 0 ∀z ∈ K.
for an appropriate monotone operator f with range smaller than H−1(Ω), it is hard
to characterize the entire generalized differential involving strong topologies with this
approach, let alone those involving also weak topologies. We are not aware of any other
contribution in which generalized derivatives of nonsmooth infinite-dimensional mappings
are computed. There is, however, a vast amount of literature in the finite-dimensional
setting. We only mention [Klatte, Kummer, 2002; Outrata et al., 1998].
Let us give an outline of this work. In the following section, we recall the relevant notions
and results from capacity theory (Section 2.1), recapitulate differentiability properties
of the obstacle problem (Section 2.2) and introduce the generalized differentials we are
dealing with in this paper (Section 2.3). We review the concepts of capacitary measures,
relaxed Dirichlet problems and γ-convergence in Section 3. The generalized differentials of
the solution operator to the obstacle problem associated to the strong operator topology
will be established in Section 4. Under additional regularity assumptions we characterize
the generalized differential involving the strong topology in H−1(Ω) and the weak operator
topology for the operators in Section 5. In Section 6, we give an example to show that the
generalized differential involving only weak topologies can be very large, even in points of
differentiability. Based on the developed characterizations of generalized derivatives, we
discuss stationarity systems for the optimal control of the obstacle problem with control
constraints in Section 7.
2 Notation and known results
In this work, Ω ⊂ Rd is an open bounded set in dimension d ≥ 2. By H10 (Ω), we denote
the usual Sobolev space. Its norm is given by ‖u‖2
H10 (Ω)
=
∫
Ω|∇u|2 dx and the duality
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pairing between H−1(Ω) := H10 (Ω)? and H10 (Ω) is 〈·, ·〉.
We often deal with subsets of Ω that are defined only up to a set of capacity zero, see
also Section 2.1. As a consequence, relations between such sets, such as inclusions and
equalities, are meaningful only up to a set of capacity zero. For subsets B,C that are
defined up to capacity zero, we distinguish such relations by writing B ⊂q C, B ⊃q C or
B =q C. Similarly, definitions of sets up to capacity zero, such as the zero set of a family
of quasi-continuous representatives, see Section 2.1, are denoted by “:=q”.
2.1 Introduction to capacity theory
We collect some fundamentals on capacity theory. For the definitions, see e.g. [Attouch
et al., 2014, Sections 5.8.2, 5.8.3], [Delfour, Zolésio, 2011, Definition 6.2] or [Bonnans,
Shapiro, 2000, Definition 6.47].
Definition 2.1. (i) For every set A ⊂ Ω the capacity (in the sense of H10 (Ω)) is
defined as
cap(A) := inf{‖u‖2H10 (Ω) : u ∈ H
1
0 (Ω), u ≥ 1 a.e. in a neighborhood of A}.
(ii) A subset Ωˆ ⊂ Ω is called quasi-open if for all ε > 0 there is an open set Oε ⊂ Ω
with cap(Oε) < ε such that Ωˆ∪Oε is open. The relative complement of a quasi-open
set in Ω is called quasi-closed.
(iii) A function v : Ω → R = [−∞,+∞] is called quasi-continuous (quasi lower-semi-
continuous, quasi upper-semicontinuous, respectively) if for all ε > 0 there is an
open set Oε ⊂ Ω with cap(Oε) < ε such that v is continuous (lower-semicontinuous,
upper-semicontinuous, respectively) on Ω \Oε.
If a property holds on Ω except on a set of zero capacity, we say that this property
holds quasi-everywhere (q.e.) in Ω. It is well known that each v ∈ H10 (Ω) possesses a
quasi-continuous representative, which is uniquely determined up to values on a set of
zero capacity, see e.g. [Bonnans, Shapiro, 2000, Lemma 6.50] or [Delfour, Zolésio, 2011,
Chapter 8, Theorem 6.1]. Moreover, the proof in the former reference yields that this
representative can be chosen to be even Borel measurable. From now on, we will always
use quasi-continuous and Borel measurable representatives when working with functions
from H10 (Ω).
Similarly, every quasi lower-/upper-semicontinuous function can be made Borel measur-
able by a modification on a set of capacity zero. Indeed, for a quasi upper-semicontinuous
function ψ, the sets {ψ < q} are quasi-open for all q ∈ Q. Hence, there are Borel sets
Oq of capacity zero, such that {ψ < q} ∪Oq is a Borel set for each q ∈ Q. By setting ψ
to −∞ on ⋃q∈QOq, the function is still quasi upper-semicontinuous and becomes Borel
measurable. W.l.o.g., we will assume that the obstacle ψ is Borel measurable.
Lemma 2.2. Let {vn} ⊂ H10 (Ω), v ∈ H10 (Ω) and assume that vn → v in H10 (Ω). Then
there is a subsequence of {vn}, such that the sequence (of quasi-continuous representatives
of) {vn} converges pointwise quasi-everywhere to (the quasi-continuous representative of)
v.
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Proof. See [Bonnans, Shapiro, 2000, Lemma 6.52].
It is possible to extend the Sobolev space H10 (Ω) to quasi-open subsets Ωˆ ⊂ Ω by
setting
H10 (Ωˆ) := {v ∈ H10 (Ω) : v = 0 q.e. on Ω \ Ωˆ}.
We point out that this definition is consistent with the usual definition of H10 (Ωˆ) in the
case that Ωˆ is open, see [Heinonen et al., 1993, Theorem 4.5]. By Lemma 2.2, the space
H10 (Ωˆ) is a closed subspace of H10 (Ω).
Lemma 2.3. Let Ωˆ ⊂ Ω be quasi-open and assume there is a sequence of quasi-open sets
{Ωˆn} such that {Ωˆn} is increasing in n and such that Ωˆ =q ⋃∞n=1 Ωˆn. Let v ∈ H10 (Ωˆ).
Then there is a sequence {vn} with vn ∈ H10 (Ωˆn) for each n ∈ N such that vn → v in
H10 (Ω). Furthermore, it holds sup |vn| ≤ sup |v|.
Proof. The sequence {Ωˆn} represents a quasi-covering of Ωˆ, therefore, combining [Kilpeläi-
nen, Malý, 1992, Theorem 2.10 and Lemma 2.4], we find a sequence {vn} such that
vn → v in H10 (Ω) and such that each vn is a finite sum of elements in
⋃∞
m=1H
1
0 (Ωˆm).
Furthermore, sup |vn| ≤ sup |v|. Since the sets Ωˆn are increasing, for each n ∈ N there
is j ∈ N such that vn ∈ ⋂∞m=j H10 (Ωˆm). We extend the sequence by adding copies
of elements in {vn} to the original sequence. This yields a sequence with the desired
properties.
Using the same ideas, we can characterize the sum of two Sobolev spaces on quasi-open
domains.
Lemma 2.4. Let Ω1,Ω2 ⊂ Ω be quasi-open. Then,
H10 (Ω1) +H10 (Ω2)
H10 (Ω) = H10 (Ω1 ∪ Ω2).
Moreover, for every v ∈ H10 (Ω1 ∪ Ω2)+, there exist sequences {v(1)n } ⊂ H10 (Ω1)+ and
{v(2)n } ⊂ H10 (Ω2)+ with 0 ≤ v(1)n + v(2)n ≤ v q.e. on Ω for all n ∈ N, and v(1)n + v(2)n → v
in H10 (Ω).
Proof. Since {Ω1,Ω2} is a quasi-covering of Ω1 ∪ Ω2, we can argue as in the proof
of Lemma 2.3 to obtain the first identity. For the second assertion, an inspection of
the proofs of [Kilpeläinen, Malý, 1992, Theorem 2.10 and Lemma 2.4] shows that the
approximating functions can be chosen to be pointwise bounded by 0 and v.
We also recall that positive elements in the dual space H−1(Ω) of H10 (Ω) can be
identified with regular Borel measures which are finite on compact sets. Here, a Borel
measure on Ω is a measure over the Borel σ-algebra B, which is the smallest σ-algebra
containing all open subsets of Ω. We call a Borel measure µ regular if
µ(B) = inf{µ(O) : B ⊂ O,O is open} = sup{µ(C) : C ⊂ B,C is compact}
holds for all B ∈ B. Finally, µ is said to be finite on compact sets, if µ(K) < +∞ for all
compact subsets K ⊂ Ω.
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Lemma 2.5. Let ξ ∈ H−1(Ω)+ be given, i.e., 〈ξ, v〉 ≥ 0 for all v ∈ H10 (Ω) with v ≥ 0.
(i) The functional ξ can be identified with a regular Borel measure on Ω which is finite
on compact sets and which possesses the following property: For every Borel set
B ⊂ Ω with cap(B) = 0, we have ξ(B) = 0.
(ii) Every function v ∈ H10 (Ω) is ξ-integrable and it holds
〈ξ, v〉H−1(Ω),H10 (Ω) =
∫
Ω
v dξ.
(iii) There is a quasi-closed set f-supp(ξ) ⊂ Ω with the property that for all v ∈ H10 (Ω)+
it holds 〈ξ, v〉H−1(Ω),H10 (Ω) = 0 if and only if v = 0 q.e. on f-supp(ξ). The set
f-supp(ξ) is uniquely defined up to a set of zero capacity.
Proofs for statement (i) and (ii) can be found in [Bonnans, Shapiro, 2000, p. 564, 565].
Note that the regularity of µ is implied by the property of being finite on compact sets,
see [Rudin, 1987, Theorem 2.18]. For part (iii) we refer to [Harder, G. Wachsmuth, 2018,
Lemma 3.7]. See also [Harder, G. Wachsmuth, 2018, Lemma 3.5] and for a different
description of the fine support f-supp(ξ) in (iii) see [G. Wachsmuth, 2014, Lemma A.4].
2.2 Differentiability of the solution operator of the obstacle problem
For the variational inequality (1), we consider the solution operator S : H−1(Ω)→ H10 (Ω)
that maps u ∈ H−1(Ω) to the unique solution y = S(u) of (1). We define the active set
associated with u ∈ H−1(Ω) by
A(u) :=q {ω ∈ Ω : S(u)(ω) = ψ(ω)}
and the inactive set by
I(u) :=q Ω \A(u).
We emphasize that these sets are defined up to sets of capacity zero since we always work
with the quasi-continuous representatives of functions from H10 (Ω), see also Section 2.1
above. Furthermore, A(u) is quasi-closed, I(u) is quasi-open and both sets are Borel
measurable.
It is well known that S is directionally differentiable and that the directional derivative
at u ∈ H−1(Ω) in direction h ∈ H−1(Ω), which is denoted by S′(u;h), solves the
variational inequality
Find y ∈ K(u) : 〈−∆y − h, z − y〉 ≥ 0 ∀z ∈ K(u), (7)
see [Mignot, 1976]. Here, K(u) denotes the critical cone, which, according to [G.
Wachsmuth, 2014, Lemma 3.1], has the following structure:
K(u) := {z ∈ H10 (Ω) : z ≥ 0 q.e. on A(u) and z = 0 q.e. on As(u)}.
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Here, the strictly active set As(u) is a quasi-closed subset of the active set A(u). It has a
representation in terms of the fine support of the multiplier ξ = −∆S(u)−u ∈ H−1(Ω)+,
see [G. Wachsmuth, 2014, Appendix A]. In fact, it holds
As(u) =q f-supp(ξ). (8)
Again, we emphasize that this definition is unique up to a subset of capacity zero.
The following lemma characterizes the points in which S is Gâteaux differentiable.
Lemma 2.6. The solution operator S of the obstacle problem (1) is Gâteaux differentiable
in u ∈ H−1(Ω) if and only if the strict complementarity condition is valid in u, i.e., if
and only if the equality A(u) =q As(u) holds.
Proof. Assume thatA(u) =q As(u) holds. ThenK(u) = {z ∈ H10 (Ω) : z = 0 q.e. on A(u)}
is a linear subspace and the variational inequality (7) for the directional derivative S′(u;h)
reduces to
Find y ∈ K(u) : 〈−∆y − h, z〉 = 0 ∀z ∈ K(u),
i.e., S′(u; ·) is linear and bounded.
For the reverse implication, assume that S is Gâteaux differentiable in u ∈ H−1(Ω).
By the variational inequality (7) we obtain that the image of S′(u; ·) is contained in K(u).
Conversely, let v ∈ K(u) be arbitrary. Then we can check v = S′(u;−∆v), which implies
that K(u) coincides with the image of S′(u; ·). Thus, K(u) is a linear subspace of H10 (Ω).
Using As(u) ⊂q A(u), we trivially have
H10
(
Ω \A(u)) ⊂ K(u) ⊂ H10 (Ω \As(u)).
Now, for v ∈ H10
(
Ω \As(u)
)+, we have v ≥ 0 q.e. in Ω. Hence, v ∈ K(u) and, since K(u)
is a subspace, we also have −v ∈ K(u). This leads to v ≥ 0 and v ≤ 0 q.e. on A(u).
Therefore, v ∈ H10
(
Ω \A(u)). This shows
H10
(
Ω \A(u)) = K(u) = H10 (Ω \As(u)).
Finally, Theorem 3.9 below implies that the equality A(u) =q As(u) holds.
To summarize, the Gâteaux derivative of the solution operator of the obstacle problem
in differentiability points u ∈ H−1(Ω) is given by the operator LI(u) ∈ L(H−1(Ω), H10 (Ω)),
where for h ∈ H−1(Ω), the element LI(u)(h) is the solution to the boundary value problem
y ∈ H10 (I(u)) : −∆y = h. (9)
This equality has to be understood in the sense of H10 (I(u))?, i.e., 〈−∆y − h, v〉 = 0 for
all v ∈ H10 (I(u)).
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2.3 Generalized differentials
The generalized differentials, which we will consider, consist of operators in L(X,Y ). In
their definition, we will differentiate between different topologies on X and L(X,Y ). We
consider the following standard operator topologies on L(X,Y ).
Definition 2.7. Let X and Y be Banach spaces and {Ln}, L ⊂ L(X,Y ).
(i) We say that the sequence {Ln} converges to L in the strong operator topology (SOT)
if and only if {Lnh} converges to Lh in Y for all h ∈ X. If {Ln} converges to L
in the strong operator topology, we write Ln SOT−→ L.
(ii) We say that the sequence {Ln} converges to L in the weak operator topology (WOT)
if and only if {Lnh} converges to Lh weakly in Y for all h ∈ X. If {Ln} converges
to L in the weak operator topology, we write Ln WOT−→ L.
From the uniform boundedness principle, we obtain that a sequence of operators which
converges in WOT has to be bounded.
Lemma 2.8. Let {Ln} ⊂ L(X,Y ) and assume that Ln WOT−→ L for some L ∈ L(X,Y ).
Then there is a constant C > 0 such that ‖Ln‖L(X,Y ) ≤ C for all n ∈ N.
The next lemma shows under which conditions a product Ln hn converges.
Lemma 2.9. Let {Ln} ⊂ L(X,Y ) and {hn} ⊂ X be sequences.
(i) If Ln SOT−→ L and hn → h then Lnhn → Lh.
(ii) If Ln WOT−→ L and hn → h then Lnhn ⇀ Lh.
(iii) If Ln WOT−→ L, L?n SOT−→ L? and hn ⇀ h then Lnhn ⇀ Lh.
Proof. In any case, the norm of the operators Ln is uniformly bounded, see Lemma 2.8.
Now, we use the identity
Lnhn − Lh = (Lnh− Lh) + Ln(hn − h).
In cases (i) and (ii), the claim follows immediately.
In case (iii), Lnh − Lh ⇀ 0 is clear. To prove the weak convergence of the second
addend, we take f ∈ Y ? and have
〈f, Ln (hn − h)〉Y ?,Y = 〈L?nf, hn − h〉X?,X → 0
since L?n
SOT−→ L? by assumption.
Now we define the generalized derivatives that we will deal with in this paper.
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Definition 2.10. Let T : X → Y be a locally Lipschitz mapping from a separable Banach
space X to a separable and reflexive Banach space Y . We denote the set of points in X in
which T is Gâteaux differentiable by DT . For x ∈ X we define the following generalized
derivatives
∂ssB T (x) := {L ∈ L(X,Y ) : ∃{xn} ⊂ DT : xn → x in X, T ′(xn) SOT−→ L in L(X,Y )},
∂swB T (x) := {L ∈ L(X,Y ) : ∃{xn} ⊂ DT : xn → x in X, T ′(xn) WOT−→ L in L(X,Y )},
∂wsB T (x) := {L ∈ L(X,Y ) : ∃{xn} ⊂ DT : xn ⇀ x in X, T (xn) ⇀ T (x) in Y,
T ′(xn) SOT−→ L in L(X,Y )},
∂wwB T (x) := {L ∈ L(X,Y ) : ∃{xn} ⊂ DT : xn ⇀ x in X, T (xn) ⇀ T (x) in Y,
T ′(xn) WOT−→ L in L(X,Y )}.
Note that the first superscript refers to the mode of convergence of the points xn in X,
whereas the second superscript refers to the type of operator topology for the convergence
of T ′(xn).
In the literature, these generalized differentials are sometimes called “subderivatives”.
However, this notion is only senseful for functions mapping into R (or, more generally,
into an ordered set).
Note that, in contrast to [Christof et al., 2018, Definition 3.1], we also require that the
values {T (xn)} converge weakly to T (x) when considering the generalized differentials
∂wsB T (x) and ∂wwB T (x). Since the solution operator S˜ to the non-smooth semilinear
equation treated in [Christof et al., 2018] is weakly (sequentially) continuous on the
considered spaces, see [Christof et al., 2018, Corollary 3.7], it always fulfills S˜(un) ⇀ S˜(u)
whenever un ⇀ u, anyway. However, the solution operator S of the obstacle problem is
not weakly (sequentially) continuous from H−1(Ω) to H10 (Ω).
We collect some simple properties of the generalized derivatives.
Proposition 2.11. Let T : X → Y be a globally Lipschitz continuous map from a
separable Banach space X to a separable, reflexive Banach space Y .
(i) For all x ∈ X it holds
∂ssB T (x) ⊂ ∂swB T (x) ⊂ ∂wwB T (x) and ∂ssB T (x) ⊂ ∂wsB T (x) ⊂ ∂wwB T (x).
(ii) Let x ∈ X. Suppose there is a sequence {xn} ⊂ X with xn → x in X and a
sequence {Ln} ⊂ L(X,Y ) with Ln ∈ ∂ssB T (xn) for all n ∈ N. Furthermore, assume
that Ln SOT−→ L for some L ∈ L(X,Y ). Then L is in ∂ssB T (x).
(iii) Let x ∈ X. Suppose there is a sequence {xn} ⊂ X with xn → x in X and a sequence
{Ln} ⊂ L(X,Y ) with Ln ∈ ∂swB T (xn) for all n ∈ N. Furthermore, assume that
Ln
WOT−→ L for some L ∈ L(X,Y ). Then L is in ∂swB T (x).
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Proof. The assertion in (i) follows easily by the relation between the respective topologies.
(ii) can be found in [Christof et al., 2018, Proposition 3.4], one just hast to replace L2(Ω)
by an arbitrary separable Banach space X. We prove part (iii) similarly to [Christof
et al., 2018, Proposition 3.4] with the obvious modifications: Since Ln ∈ ∂swB T (xn), there
are sequences
{
x
(n)
m
} ⊂ DT with x(n)m → xn as m→∞ and T ′(x(n)m ) WOT−→ Ln as m→∞.
Since X is separable and since the properties of Y imply that Y ? is separable as well, we
can find sequences {hn} and {y?n} that are dense in X, respectively Y ?. For all n ∈ N fix
m(n) ∈ N with ∣∣〈y?l , T ′(x(n)m(n))hk − Lnhk〉∣∣ < 1/n ∀k, l = 1, . . . , n,∥∥x(n)m(n) − xn∥∥ ≤ 1/n.
For fixed h ∈ X, y? ∈ Y ?, and for all n ∈ N we define
h¯n := arg min{‖hk − h‖X : 1 ≤ k ≤ n},
y¯?n := arg min{‖y?k − y?‖Y ? : 1 ≤ k ≤ n}.
These definitions imply that h¯n → h in X and y¯?n → y? in Y ?. We mention that all
elements in ∂wwB T (x) are bounded by the Lipschitz constant of T , see [Christof et al.,
2018, Lemma 3.2(iii)]. In particular,
∥∥T ′(x(n)m(n))− Ln∥∥L(X,Y ) is bounded. This shows∣∣〈y?, T ′(x(n)m(n))h− Lh〉∣∣
≤ ∣∣〈y¯?n, T ′(x(n)m(n))h¯n − Lnh¯n〉∣∣+ ∣∣〈y¯?n − y?, T (x(n)m(n))h¯n − Lnh¯n〉∣∣
+
∣∣〈y?, (T ′(x(n)m(n))− Ln)(h¯n − h)〉∣∣+ |〈y?, Lnh− Lh〉|
≤ 1/n+ ‖y¯?n − y?‖Y ?
∥∥T (x(n)m(n))− Ln∥∥L(X,Y )‖h¯n‖X
+ ‖y?‖Y ?
∥∥T ′(x(n)m(n))− Ln∥∥L(X,Y )‖h¯n − h‖X + |〈y?, Lnh− Lh〉| → 0
as n→∞. Together with x(n)m(n) → x, we obtain the desired L ∈ ∂swB T (x).
3 Introduction to capacitary measures
The goal of this paper is the characterization of generalized derivatives of the solution
operator S. In Lemma 2.6, we have seen that S′(u; ·) is of the form LI(u) for all
differentiability points u ∈ DS , see also (9). In the definitions of the generalized derivatives
limits (in WOT or SOT) of such solution operators LI(u) appear, see Definition 2.10.
Hence, we need to know which operators in L(H−1(Ω), H10 (Ω)) can appear as limits (in
WOT or SOT) of sequences of solution operators LI(u).
We will see that this question can be adequately answered by the concept of so-called
capacitary measures. For the convenience of the reader, we will give a self-contained
introduction. We suggest [Bucur, Buttazzo, 2005, Section 4.3], [Dal Maso, Garroni, 1994,
Section 2] or [Dal Maso, Murat, 2004, Section 2.2] for further material.
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We also remark that Lemma 3.15, Theorem 3.16 and the second half of Theorem 3.9
are new results, while the remaining results can be found in the mentioned references or
are easy corollaries of existing results in the literature.
Definition 3.1. LetM0(Ω) be the set of all Borel measures µ on Ω such that µ(B) = 0
for every Borel set B ⊂ Ω with cap(B) = 0 and such that µ is regular in the sense that
µ(B) = inf{µ(O) : O quasi-open, B ⊂q O}.
The setM0(Ω) is called the set of capacitary measures on Ω. The name stems from
the fact that, on the one hand, µ(B) = 0 for all Borel sets B ⊂ Ω with cap(B) = 0, and
on the other hand, µ(B) = 0 for all µ ∈M0(Ω) implies that cap(B) = 0, see [Bonnans,
Shapiro, 2000, Lemma 6.55].
Recall that we work with Borel measurable representatives, that is, v ∈ H10 (Ω) is
always assumed to be quasi-continuous and Borel measurable. Since µ ∈ M0(Ω) is a
Borel measure, v is µ-measurable. Further, for p ∈ [1,∞), we can define the integral∫
Ω
|v|p dµ ∈ [0,∞]
in the usual way. In the case that the integral is finite, we write v ∈ Lpµ(Ω). Note that
this integral does not depend on the actual representative of v, since the quasi-continuous
representatives differ only on sets of capacity zero whereas µ vanishes on sets of capacity
zero.
For µ ∈M0(Ω) we consider the solution operator Lµ : H−1(Ω)→ H10 (Ω) of the relaxed
Dirichlet problem
y ∈ H10 (Ω) : −∆y + µy = f,
that is, Lµ maps f ∈ H−1(Ω) to the solution y of
y ∈ H10 (Ω) ∩ L2µ(Ω) :∫
Ω
∇y∇z dx+
∫
Ω
y z dµ = 〈f, z〉H−1(Ω),H10 (Ω) ∀z ∈ H
1
0 (Ω) ∩ L2µ(Ω).
(10)
The solution to (10) exists and is unique, it can be identified with the Fréchet-Riesz
representative of f ∈ H−1(Ω) ⊂ (H10 (Ω) ∩ L2µ(Ω))′ with respect to the scalar product
(y, z) =
∫
Ω∇y∇z dx+
∫
Ω y z dµ on H10 (Ω) ∩ L2µ(Ω). Indeed, H10 (Ω) ∩ L2µ(Ω) is a Hilbert
space, see [Buttazzo, Dal Maso, 1991, Proposition 2.1].
Let us motivate the notion of “relaxed Dirichlet problem”. Let O ⊂ Ω be a quasi-open
set. We define the measure ∞Ω\O via
∞Ω\O(B) =
{
0, if cap(B \O) = 0,
+∞, otherwise,
for all Borel sets B ⊂ Ω. By definition,∞Ω\O is a Borel measure and it is clear that∞Ω\O
vanishes on sets with zero capacity. The regularity of ∞Ω\O in the sense of Definition 3.1
is easy to check, see [Dal Maso, 1987, Remark 3.3]. Hence, ∞Ω\O ∈M0(Ω). From the
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definitions, it is easy to check that v ∈ L2∞Ω\O(Ω) if and only if v = 0 q.e. on Ω \O for all
v ∈ H10 (Ω). That is, H10 (Ω)∩L2∞Ω\O(Ω) = H10 (O). Now, it is clear that the problem (10)
with µ = ∞Ω\O is just a reformulation of the Dirichlet problem −∆y = f in H10 (O)?.
Therefore, the problems of class (10) with µ ∈ M0(Ω) comprise the classical Dirichlet
problem on open sets, but also more general problems.
Similarly, the problem
y ∈ H10 (I(u)) : −∆y +∞Ω\I(u)y = f
is an equivalent reformulation of (9). Therefore, the operators LI(u) (introduced in (9))
and L∞Ω\I(u) (from (10)) coincide. Thus, all possible Gâteaux derivatives of S form a
subset of {Lµ : µ ∈M0(Ω)}.
Next, we will describe how the setM0(Ω) can be equipped with a metric structure,
rendering it a metric space with nice properties. We note that some references do not
include the regularity condition from Definition 3.1 in the definition ofM0(Ω). In the
case that this regularity condition is dropped, one has to consider equivalence classes of
capacitary measures in order to obtain a metric space. For a thorough discussion of this
topic, we refer to [Dal Maso, 1987, Section 3].
Definition 3.2. Let {µn} ⊂ M0(Ω). We say that the sequence {µn} γ-converges to
µ ∈M0(Ω) if and only if
Lµn
WOT−→ Lµ in L(H−1(Ω), H10 (Ω)).
If {µn} γ-converges to µ, we write µn γ→ µ.
The name γ-convergence stems from the observation that this is closely related to the
Γ-convergence of suitable functionals. To this end, we define Fµ : L2(Ω)→ [0,∞] via
Fµ(u) :=
{∫
Ω|∇u|2 dx+
∫
Ω u
2 dµ if u ∈ H10 (Ω) ∩ L2µ(Ω)
+∞ else (11)
for all u ∈ L2(Ω) and µ ∈M0(Ω).
Definition 3.3. Let {µn} ⊂ M0(Ω) and µ ∈M0(Ω) be given. We say that the functionals
Fµn Γ-converge towards Fµ in L2(Ω) if and only if
∀{un} ⊂ L2(Ω) with un → u in L2(Ω) : Fµ(u) ≤ lim inf
n→∞ Fµn(un) (12a)
∃{un} ⊂ L2(Ω) with un → u in L2(Ω) : Fµ(u) = lim
n→∞Fµn(un) (12b)
hold for all u ∈ L2(Ω). In this case, we write Fµn Γ→ Fµ in L2(Ω).
The following lemma shows equivalent conditions for γ-convergence.
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Lemma 3.4. Let {µn} ⊂ M0(Ω) and µ ∈ M0(Ω) be given. Then, the following
statements are equivalent:
(i) µn
γ→ µ.
(iii) Lµn
SOT−→ Lµ in L(L2(Ω), L2(Ω)).
(v) Lµn(1)→ Lµ(1) in L2(Ω).
(ii) Fµn
Γ→ Fµ in L2(Ω).
(iv) Lµn
WOT−→ Lµ in L(L2(Ω), H10 (Ω)).
(vi) Lµn(1) ⇀ Lµ(1) in H10 (Ω).
Proof. Let µn
γ→ µ. Then, for all f ∈ H−1(Ω), in particular, for all f ∈ L2(Ω), it holds
Lµn(f) ⇀ Lµ(f) in H10 (Ω). Since H10 (Ω) is compactly embedded into L2(Ω), it follows
Lµn(f)→ Lµ(f) in L2(Ω), and thus (iii) holds.
Now, suppose that Lµn
SOT−→ Lµ in L(L2(Ω), L2(Ω)). Let f ∈ L2(Ω). By [Buttazzo,
Dal Maso, 1991, (3.7)], there is a constant c > 0, such that ‖Lµn(f)‖H10 (Ω) ≤ c‖f‖ holds.
Thus there is a subsequence {Lµnk} that converges weakly in H10 (Ω). Hence {Lµnk (f)}
converges strongly in L2(Ω) and the limit has to be Lµ(f). Thus, the whole sequence
{Lµn(f)} converges weakly to Lµ(f) in H10 (Ω) and (iv) follows. The proof that (vi)
follows from (v) is also contained in this argument.
(vi) is an immediate consequence of (iv) and (v) follows from (vi) by the compact
embedding of H10 (Ω) into L2(Ω).
The equivalence of (vi) and (i) has been shown, in a more general setting, in [Dal Maso,
Murat, 2004, Theorem 5.1].
The equivalence between (iii) and (ii) can be checked as in [Dal Maso, Mosco, 1987,
Proposition 4.10].
Using the equivalence of µn
γ→ µ and ‖Lµn(1)−Lµ(1)‖L2(Ω) → 0, we can equipM0(Ω)
with a metric.
Corollary 3.5. The γ-convergence onM0(Ω) is metrizable.
A different proof of this metrizability can be found in [Dal Maso, Mosco, 1987,
Proposition 4.9].
The metric spaceM0(Ω) has many nice properties: it is complete (Lemma 3.6), the
subset {∞Ω\O : O ⊂ Ω is quasi-open} is dense (Lemma 3.7) and M0(Ω) is compact
(Theorem 3.8).
Lemma 3.6. The metric spaceM0(Ω) is complete.
For a proof, we refer to [Dal Maso, Mosco, 1987, Theorem 4.14] or [Dal Maso, Garroni,
1997, Theorem 4.5].
The next lemma shows that the measures ∞C with a quasi-closed set C ⊂ Ω represent
a dense subclass ofM0(Ω).
Lemma 3.7. Let µ be an element ofM0(Ω). Then there is a sequence {On}n∈N ⊂ Ω of
quasi-open sets such that ∞Ω\On
γ→ µ.
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A proof can be found in [Dal Maso, Mosco, 1987, Theorem 4.16] and a more constructive
argument is given in [Dal Maso, Malusa, 1995].
The preceding lemma shows the connection between capacitary measures and shape
optimization problem. Due to the fact that solutions of classical Dirichlet problems with
varying (quasi-open) domains can converge to the solution of a relaxed Dirichlet problem
with capacitary measures involved, an optimal domain in shape optimization might not
exist, see e.g. [Bucur, Buttazzo, 2005, Section 4.2] or [Attouch et al., 2014, Section 5.8.4].
The next theorem shows the compactness ofM0(Ω).
Theorem 3.8. Let {µn} be a sequence inM0(Ω). Then there exists a subsequence {µnk}
and a measure µ ∈M0(Ω) such that µnk
γ→ µ.
For a proof, we refer to [Dal Maso, Mosco, 1987, Theorem 4.14]. Therein, one has to
replace Rn by Ω to obtain the desired result.
Many properties of capacitary measures can be obtained by studying the so-called
torsion function wµ := Lµ(1). Indeed, we have already seen in Lemma 3.4 that it is
sufficient to check the convergence wµn → wµ in L2(Ω) of the torsion functions to obtain
µn
γ→ µ. This implies in particular, that the measure µ is uniquely determined by its
torsion function, see also [Dal Maso, Garroni, 1994, Proposition 3.4] and [Dal Maso,
Garroni, 1997, Theorem 1.20].
Moreover, the next result shows that the torsion function w associated with a quasi-open
set O ⊂ Ω is positive on O, whereas the fine support of 1 + ∆w is Ω \O.
Theorem 3.9. Let O ⊂ Ω be quasi-open and set w := LO(1). Then, w ≥ 0, O =q {w >
0} and 1 + ∆w ∈ H−1(Ω)+ with f-supp(1 + ∆w) =q Ω \O.
Proof. It holds w ≥ 0 by [Dal Maso, Garroni, 1994, Proposition 2.4]. The assertions
O =q {w > 0} and 1 + ∆w ∈ H−1(Ω)+ are well known, see, e.g., [Velichkov, 2015,
Proposition 3.4.26] and [Chipot, Dal Maso, 1992, Theorem 1].
It remains to check C :=q f-supp(1 + ∆w) =q Ω \ O. Using the characterization of
Lemma 2.5, we have
〈1 + ∆w, v〉 = 0 ⇔ v = 0 q.e. on C ∀v ∈ H10 (Ω)+. (13)
Using w = LO(1), this directly implies that C ⊂q Ω \O. Next, we define wˆ = LΩ\C(1).
Since w ∈ H10 (O) ⊂ H10 (Ω \ C), we have 〈1 + ∆wˆ, w〉 = 0. Moreover, (13) implies
〈1 + ∆w, wˆ〉 = 0. Using 〈∆w, wˆ〉 = 〈∆wˆ, w〉, this implies
〈1, wˆ − w〉 =
∫
Ω
wˆ − w dx = 0.
Next, the comparison principle from [Dal Maso, Mosco, 1986, Theorem 2.10], see also
[Dal Maso, Garroni, 1994, Proposition 2.5], implies wˆ ≥ w and, therefore, wˆ = w.
Finally, the first part of the proof yields Ω \ C =q {wˆ > 0} =q {w > 0} =q O. Thus,
C =q f-supp(1 + ∆w) =q Ω \O.
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The next result shows that every capacitary measure can be approximated by Radon
measures. Here, a Radon measure is a Borel measure which is finite on all compact
subsets of Ω.
Lemma 3.10. Let µ ∈ M0(Ω). Then there exists an increasing sequence of Radon
measures {µn} such that µn γ→ µ.
Proof. Let w0 := LΩ(1) and for µ ∈M0(Ω) let w := Lµ(1). In [Dal Maso, Garroni, 1994,
Proposition 4.7], it is shown that for the sequence {wn} defined by
wn :=
(
1− 1
n
)
w + 1
n
w0
the associated measures defined by
µn(B) :=
{∫
B
d(1+∆wn)
wn
, if cap(B ∩ {wn = 0}) = 0,
+∞, else,
are Radon measures γ-converging to µ. Thus, it remains to show the monotonicity of
this sequence. Since w0 > 0 by Theorem 3.9, it holds µn(B) =
∫
B
d(1+∆wn)
wn
for all n ∈ N
and for all Borel sets B. The representation
µn(B) =
∫
B
d(1 + ∆wn)
wn
=
∫
B
d(1 + ∆((1− 1/n)w + 1/nw0))
(1− 1/n)w + 1/nw0
=
∫
B
d(1− 1/n+ (1− 1/n)∆w)
(1− 1/n)(w + 1/(n− 1)w0) =
∫
B
d(1 + ∆w)
w + 1/(n− 1)w0
shows that µn ≤ µn+1 ≤ µ holds for all n ∈ N.
The following lemma shows that the image of Lµ is dense in H10 (Ω) ∩ L2µ(Ω).
Lemma 3.11. Let µ ∈M0(Ω) and let y ∈ H10 (Ω) ∩ L2µ(Ω). Then there is a sequence
{yn} ⊂ {Lµ(f) : f ∈ H−1(Ω)}
such that yn → y in H10 (Ω) ∩ L2µ(Ω).
Proof. For every n ∈ N let yn ∈ H10 (Ω) ∩ L2µ(Ω) be the solution of the problem∫
Ω
∇yn∇v dx+
∫
Ω
yn v dµ = −n
∫
Ω
(yn − y) v dx ∀v ∈ H10 (Ω) ∩ L2µ(Ω).
We can write yn = Lµ(−n(yn − y)), thus yn ∈ {Lµ(f) : f ∈ H−1(Ω)}. By [Dal Maso,
Garroni, 1994, Proposition 3.1], it holds yn → y in H10 (Ω) ∩ L2µ(Ω) and the conclusion
follows.
Lemma 3.12. Let µ ∈M0(Ω) and assume that v ∈ H10 (Ω)∩L2µ(Ω). Then it holds v = 0
q.e. on {wµ = 0} and v ∈ H10 ({wµ > 0}).
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Proof. By [Dal Maso, Garroni, 1994, Proposition 3.4], it holds µ(B) = +∞ for all Borel
sets B ⊂ Ω with cap(B ∩ {wµ = 0}) > 0. Thus v = 0 q.e. on {wµ = 0} for all v in the
image of Lµ. By density of this set in H10 (Ω) ∩ L2µ(Ω), see Lemma 3.11, it follows v = 0
q.e. on {wµ = 0} for all v ∈ H10 (Ω) ∩ L2µ(Ω).
It holds wµ ≥ 0 on Ω by Theorem 3.9, therefore, each v ∈ H10 (Ω) ∩ L2µ(Ω) is in
H10 ({wµ > 0}).
The next result characterizes the completion of H10 (Ω) ∩ L2µ(Ω) in H10 (Ω).
Lemma 3.13. Let µ ∈M0(Ω) be given. Then,
H10 (Ω) ∩ L2µ(Ω)
H10 (Ω) = H10 ({wµ > 0}).
Moreover, for any v ∈ H10 ({wµ > 0})+, there exists a sequence {vn}n∈N ⊂ H10 (Ω)∩L2µ(Ω)
such that 0 ≤ vn ≤ v q.e. on Ω for all n ∈ N and vn → v in H10 (Ω).
Proof. We set V := H10 (Ω) ∩ L2µ(Ω)
H10 (Ω). The inclusion V ⊂ H10 ({wµ > 0}) is clear from
Lemma 3.12.
Then, it can be checked that V is a closed lattice ideal in H10 (Ω), i.e., it is a closed
subspace with the property that v ∈ V , w ∈ H10 (Ω) and |w| ≤ |v| imply w ∈ V . Hence,
[Stollmann, 1993] implies that V = H10 (Ω˜) for some quasi-open Ω˜ ⊂ Ω. Thus,
wµ ∈ V = H10 (Ω˜) ⊂ H10 ({wµ > 0})
and together with Theorem 3.9 we get Ω˜ =q {wµ > 0}. This showsH10 (Ω) ∩ L2µ(Ω)
H10 (Ω) =
V = H10 (Ω˜) = H10 ({wµ > 0}).
The second assertion is clear since w 7→ max(0,min(w, v)) is continuous on H10 (Ω).
Note that a similar assertion which, however, uses the so-called singular set of the
measure µ can be found in [Buttazzo, Dal Maso, 1991, Lemma 2.6].
The next lemma shows that the solution operators associated with quasi-open sets
form a (sequentially) closed set w.r.t. SOT.
Lemma 3.14. Let Ωn ⊂ Ω be a sequence of quasi-open sets such that LΩn converges
in the SOT towards some L ∈ L(H−1(Ω), H10 (Ω)). Then, the limit satisfies L = LΩˆ for
some quasi-open set Ωˆ ⊂ Ω.
Proof. From Lemma 3.6 we know that L = Lµ for some µ ∈ M0(Ω). For given
f ∈ H−1(Ω), we set vn := LΩnf . Then, vn → v := Lµf in H10 (Ω) and this yields∫
Ω
v2 dµ =
∫
Ω
−|∇v|2 + f v dx = lim
n→∞
∫
Ω
−|∇vn|2 + f vn dx = 0.
Hence,
∫
Ω v
2 dµ = 0 for all v in the range of Lµ.
In order to check Lµ = LΩˆ for some quasi-open set Ωˆ ⊂ Ω, we use the torsion
function w = Lµ(1) and set Ωˆ :=q {w > 0}. From
∫
Ωw
2 dµ = 0 and v ∈ H10 (Ωˆ) for
v ∈ H10 (Ω) ∩ L2µ(Ω) (see Lemma 3.12), it follows that w = LΩˆ(1). Thus, LΩˆ = Lµ by
[Dal Maso, Garroni, 1994, Proposition 3.4].
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Note that we even have the following converse of Lemma 3.14. If LΩn
WOT−→ LΩ, then
we already get LΩn
SOT−→ LΩ, see [Attouch et al., 2014, Proposition 5.8.6]. That is, the
γ-limit of the sequence of quasi-open sets {Ωn} is again a quasi-open set if and only if
the solution operators converge in the strong operator topology.
Let us also mention that the γ-convergence of a sequence of quasi-open sets {Ωn} to a
quasi-open set Ω˜, i.e., the convergence LΩn
SOT−→ LΩ˜, is equivalent to the convergence of the
spaces {H10 (Ωn)} to H10 (Ω˜) in the sense of Mosco, see [Bucur, Buttazzo, 2005, Prop. 4.53,
Remark 4.5.4]. This tool is also used in the derivation of a generalized gradient in [Rauls,
Ulbrich, 2018].
As a last result in this section, we are going to study the convergence of a sum of two
γ-convergent sequences. To this end, we need an auxiliary lemma.
Lemma 3.15. Let {un}, {vn} ⊂ H10 (Ω) be sequences with un → u in H10 (Ω) and vn ⇀ u
in H10 (Ω) for some u ∈ H10 (Ω). Then, wn := min(un, vn) satisfies wn ⇀ u in H10 (Ω) and
lim sup
n→∞
(‖wn‖2H10 (Ω) − ‖vn‖2H10 (Ω)) ≤ 0.
Proof. The weak convergence of wn follows from the weak sequential continuity of min(·, ·)
in H10 (Ω). To obtain the desired inequality, we check
‖wn‖2H10 (Ω) − ‖vn‖
2
H10 (Ω)
= ‖wn − un‖2H10 (Ω) − ‖vn − un‖
2
H10 (Ω)
+ 2 (wn − vn, un)H10 (Ω)
= −‖max(0, vn − un)‖2H10 (Ω) + 2 (wn − vn, un)H10 (Ω)
≤ 2 (wn − vn, un)H10 (Ω).
Now, the claim follows from wn − vn ⇀ 0 and un → u in H10 (Ω).
Theorem 3.16. Let {µn} be a sequence in M0(Ω) such that µn γ→ µ and let {Cn} be
a sequence of quasi-closed subsets of Ω such that ∞Cn γ→∞C for some quasi-closed set
C ⊂ Ω. Then, µn +∞Cn γ→ µ+∞C .
Proof. We use the characterization of γ-convergence via the Γ-convergence of the func-
tionals Fµn+∞Cn . Therefore, we have to verify (12). Let u ∈ L2(Ω) be given and consider
an arbitrary sequence {un} ⊂ L2(Ω) with un → u in L2(Ω). We have to show
Fµ+∞C (u) ≤ lim infn→∞ Fµn+∞Cn (un).
If the limes inferior is +∞, there is nothing to show. Otherwise, we select a subsequence
of {un} (without relabeling), such that the limes inferior is actually a limit and such that
Fµn+∞Cn (un) < +∞ for all n. This implies un ∈ H10 (Ω) as well as
∫
Ω u
2
n d∞Cn < +∞,
and these properties yield un ∈ H10 (Ω \ Cn). Consequently, we have
F∞C (u) ≤ lim infn→∞ F∞Cn (un) ≤ lim infn→∞ Fµn+∞Cn (un) < +∞.
Thus, u ∈ H10 (Ω \ C) and
∫
Ω u
2 d∞C = 0. Now, the desired inequality follows by
Fµ+∞C (u) = Fµ(u) ≤ lim infn→∞ Fµn(un) = lim infn→∞ Fµn+∞Cn (un),
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where we have used Fµn
Γ→ Fµ.
Further, we have to prove the existence of a sequence {wn} ⊂ L2(Ω) with wn → u in
L2(Ω) and
Fµ+∞C (u) = limn→∞Fµn+∞Cn (wn).
It is enough to consider the case u ≥ 0, otherwise apply the following arguments to u+
and u−. If Fµ+∞C (u) =∞, there is nothing to show. Otherwise, we have u ∈ H10 (Ω \C).
From Fµn
Γ→ Fµ and F∞Cn
Γ→ F∞C , we find sequences {vn}, {un} ⊂ L2(Ω) with
vn → u in L2(Ω) and Fµn(vn)→ Fµ(u),
un → u in L2(Ω) and F∞Cn (un)→ F∞C (u).
W.l.o.g., we can assume vn, un ≥ 0 (otherwise, replace vn by max(vn, 0) and un by
max(un, 0)). We easily infer vn ⇀ u in H10 (Ω) and un → u in H10 (Ω). We define
wn = min(un, vn) and already get wn → u in L2(Ω). To obtain the convergence of the
function values, we use wn = 0 q.e. on Cn to obtain
Fµn+∞Cn (wn) = Fµn(wn) =
∫
Ω
|∇wn|2 dx+
∫
Ω
w2n dµn
≤
∫
Ω
|∇wn|2 dx+
∫
Ω
v2n dµn = Fµn(vn) +
(‖wn‖2H10 (Ω) − ‖vn‖2H10 (Ω)).
Now, by using Lemma 3.15 and u ∈ H10 (Ω \ C) we obtain
Fµ+∞C (u) ≤ lim infn→∞ Fµn+∞Cn (wn)
≤ lim sup
n→∞
Fµn+∞Cn (wn) ≤ lim sup
n→∞
Fµn(vn) = Fµ(u) = Fµ+∞C (u).
Thus, Fµ+∞C (u) = limn→∞ Fµn+∞Cn (wn). This finishes the proof of Fµn+∞Cn (wn)
Γ→
Fµ+∞C (u).
4 Generalized derivatives involving the SOT
In this section, we are going to characterize the generalized derivatives of the obstacle
problem which involve the SOT.
Therefore, as a technique, we frequently use the argument that if Ωˆ ⊂ Ω is quasi-open
and if v ∈ H10 (Ωˆ), then this implies v = LΩˆ(−∆v).
As a first result, we give an upper estimate for ∂wsB S(u).
Lemma 4.1. Let us assume that L ∈ ∂wsB S(u). Then, there exists a quasi-open set
Ωˆ ⊂ Ω with cap(Ωˆ ∩As(u)) = 0 and L = LΩˆ.
Proof. By definition, there is a sequence {un} ⊂ DS such that un ⇀ u in H−1(Ω),
S(un) ⇀ S(u) in H10 (Ω) and S′(un)
SOT−→ L. By the characterization of differentiability
points of S, we have S′(un) = LI(un). From Lemma 3.14, we already know that L = LΩˆ
for some quasi-open set Ωˆ ⊂ Ω. It remains to check cap(Ωˆ ∩As(u)) = 0.
18
From Theorem 3.9 we infer the existence of v ∈ H10 (Ω)+ with {v > 0} =q Ωˆ. In
particular, v ∈ H10 (Ωˆ) and this yields that v = LΩˆ(−∆v) is the strong limit of vn :=
S′(un)(−∆v). By the properties of S′(un), we have vn = 0 q.e. on As(un). Thus,
〈ξn, |vn|〉 = 0,
where ξn := −∆S(un)− un. From ξn ⇀ ξ := −∆S(u)− u we infer
〈ξ, |v|〉 = 0.
Thus, v = 0 q.e. on As(u). Hence, cap(Ωˆ ∩As(u)) = cap({v 6= 0} ∩As(u)) = 0.
Before we can give a precise characterization of ∂wsB S(u) and ∂ssB S(u), we need an
auxiliary lemma.
Lemma 4.2. Let a sequence un → u in H−1(Ω) be given. Then, for every v ∈ H10 (I(u))
with 0 ≤ v ≤ 1, there exists a sequence {vn} with vn ∈ H10 (I(un)) and vn → v in H10 (Ω).
Proof. We set y = S(u) and yn = S(un). Let tn := supm=n,...,∞‖ym − y‖1/2H10 (Ω). Then,
{tn} is a decreasing sequence of nonnegative numbers with tn ≥ ‖yn − y‖1/2H10 (Ω) and
tn ↘ 0. We have {y > ψ} =q ⋃∞n=1{y > ψ + tn}. Since the sets on the right-hand side
are quasi-open and increasing in n, we can apply Lemma 2.3. This yields a sequence
{v˜n} ⊂ H10 (Ω) with v˜n → v in H10 (Ω), 0 ≤ v˜n ≤ 1 and v˜n = 0 q.e. on {y ≤ ψ + tn}.
Next, we have
cap
({yn = ψ} ∩ {y > ψ + tn}) ≤ cap({|yn − y| > tn}) ≤ t−2n ‖yn − y‖2H10 (Ω) → 0.
Thus, there exists wn ∈ H10 (Ω) with wn → 0 in H10 (Ω), 0 ≤ wn ≤ 1 and wn = 1 q.e. on
{|yn − y| > tn}. We set vn := max(v˜n − wn, 0). By construction, vn → v and vn = 0 q.e.
on {yn = ψ}, i.e., vn ∈ H10 (I(un)).
Next, we give a characterization of ∂ssB S(u).
Theorem 4.3. Let u ∈ H−1(Ω) be given. Then,
∂ssB S(u) = {LΩˆ | Ωˆ is quasi-open and I(u) ⊂q Ωˆ ⊂q Ω \As(u)}.
Proof. “⊂”: Let L ∈ ∂ssB S(u) be given. By definition, S′(un) SOT−→ L for some sequence
{un} ⊂ DS with un → u. From Lemma 4.1 and L ∈ ∂ssB S(u) ⊂ ∂wsB S(u), we already have
L = LΩˆ for some quasi-open Ωˆ ⊂q Ω \As(u). It remains to check I(u) ⊂q Ωˆ.
By Theorem 3.9, there is a function v ∈ H10 (Ω) with 0 ≤ v ≤ 1 and I(u) =q {v > 0}.
From Lemma 4.2, we get a sequence {vn} with vn → v and vn ∈ H10 (I(un)). Together
with Lemma 2.9, we find
v = lim
n→∞ vn = limn→∞S
′(un)(−∆vn) = LΩˆ(−∆v).
This gives I(u) =q {v > 0} ⊂q Ωˆ.
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“⊃”: Let Ωˆ be given as in the formulation of the theorem. From Theorem 3.9, we get
a function v ∈ H10 (Ω)+ with {v > 0} =q Ωˆ. Similarly, Theorem 3.9 gives λ ∈ H−1(Ω)+
with f-supp(λ) =q Ω\ Ωˆ. We define un := u−(∆v+λ)/n. Let us check that yn := y+v/n
satisfies yn = S(un). From v ≥ 0, we infer yn ∈ K. Further, for arbitrary z ∈ K we have
〈−∆yn − un, z − yn〉 =
〈
−∆y − 1
n
∆v − u+ 1
n
∆v + 1
n
λ, z − y − 1
n
v
〉
= 〈−∆y − u, z − y〉+
〈
−∆y − u,− 1
n
v
〉
+
〈 1
n
λ, z − y − 1
n
v
〉
≥ 0 + 0 + 0.
The second term is zero due to ξ = −∆y − u, f-supp(ξ) =q As(u) and v = 0 on
Ω \ Ωˆ ⊃q As(u). Similarly, the third term is non-negative since f-supp(λ) =q Ω \ Ωˆ and
z ≥ ψ = y + v/n on Ω \ Ωˆ. Hence, yn = S(un) and ξn := −∆yn − un = ξ + λ/n. Thus,
I(un) =q Ωˆ =q Ω \ As(un), i.e., un ∈ DS . Finally, S′(un) = LΩˆ and un → u ensure
LΩˆ ∈ ∂ssB S(u).
We can also give a characterization of ∂wsB S(u).
Theorem 4.4. Let u ∈ H−1(Ω) be given. Then,
∂wsB S(u) = {LΩˆ | Ωˆ is quasi-open and I(u) ⊂q Ωˆ ⊂q Ω \As(u)}.
Proof. “⊂”: Let L ∈ ∂wsB S(u) be given. By definition, S′(un) SOT−→ L for some sequence
{un} ⊂ DS with un ⇀ u and S(un) ⇀ S(u). From Lemma 4.1, we already have L = LΩˆ
for some quasi-open Ωˆ ⊂q Ω \As(u). It remains to check I(u) ⊂q Ωˆ.
We set w = LΩˆ1 and wn = S
′(un)1 = LI(un)1. From Theorem 3.9, we find 1+∆wn ≥ 0
and f-supp(1 + ∆wn) =q A(un). Since yn := S(un) = ψ q.e. on A(un) and since yn and
ψ are assumed to be Borel measurable, this gives∫
Ω
(yn − ψ) d(1 + ∆wn) = 0.
In the next few lines, we need to work with a capacity on all of Rd. This can be
defined as in [Dal Maso, 1983, Section 1]. The function y − ψ is non-negative and
quasi lower-semicontinuous. Moreover, if we extend this function by 0, it is quasi lower-
semicontinuous on all of Rd. Now, [Dal Maso, 1983, Lemma 1.5] implies the existence of
an increasing sequence {zm}m∈N ⊂ H1(Rd) with 0 ≤ zm and zm ↗ y − ψ pointwise q.e.
on Rd. From y − ψ = 0 on Rd \ Ω, we have zm = 0 q.e. on Rd \ Ω. Thus, zm ∈ H10 (Ω),
see [Heinonen et al., 1993, Theorem 4.5]. This yields∫
Ω
(zm − y + yn) d(1 + ∆wn) ≤
∫
Ω
(yn − ψ) d(1 + ∆wn) = 0.
From yn ⇀ y in H10 (Ω) and wn → w in H10 (Ω), we infer
0 ≤
∫
Ω
zm d(1 + ∆w) = lim
n→∞
∫
Ω
(zm − y + yn) d(1 + ∆wn) ≤ 0.
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Hence, ∫
Ω
zm d(1 + ∆w) = 0.
Finally, {zm} converges monotonically pointwise q.e. to y−ψ. The monotone convergence
theorem implies ∫
Ω
(y − ψ) d(1 + ∆w) = lim
m→∞
∫
Ω
zm d(1 + ∆w) = 0.
Therefore, y − ψ = 0 q.e. on f-supp(1 + ∆w) =q Ω \ Ωˆ. Hence, Ω \ Ωˆ ⊂q A(u) and this
yields the desired I(u) ⊂q Ωˆ.
“⊃”: This follows from ∂wsB S(u) ⊃ ∂ssB S(u) and Theorem 4.3.
Theorems 4.3 and 4.4 show that ∂wsB S(u) = ∂ssB S(u) for all u ∈ H−1(Ω) without any
regularity assumptions on the data.
5 The strong-weak generalized derivative
In this section, we investigate ∂swB S(u). Since this generalized differential involves the
WOT for the convergence of the derivatives, we expect that the resulting set is significantly
larger than ∂ssB S(u). In fact, we will see that capacitary measures enter the stage. As a
first result, we prove an upper bound.
Lemma 5.1. Let u ∈ H−1(Ω) be given. Then,
∂swB S(u) ⊂ {Lµ | µ ∈M0(Ω), µ(I(u)) = 0 and µ = +∞ on As(u)}. (14)
Here, µ = +∞ on As(u) is to be understood as
∀v ∈ H10 (Ω) ∩ L2µ(Ω) : v = 0 q.e. on As(u). (15)
Proof. Let L ∈ ∂swB S(u) be given. By definition, there is a sequence {un} ⊂ DS with
un → u in H−1(Ω) and S′(un) WOT−→ L. From Lemma 3.6 we obtain L = Lµ for some
µ ∈M0(Ω).
First, we show µ = +∞ on As(u). Let f ∈ H−1(Ω) be given. Then, vn := S′(un)f ⇀
Lµf =: v and |vn|⇀ |v| in H10 (Ω). For ξn := −∆S(un)− un and ξ := −∆S(u)− u we
have ξn → ξ in H−1(Ω). It holds |vn| = 0 q.e. on f-supp(ξn) =q As(un). This implies
0 = lim
n→∞〈ξn, |vn|〉 = 〈ξ, |v|〉.
Hence, |v| = 0 q.e. on f-supp(ξ) =q As(u). Since the range of Lµ is dense inH10 (Ω)∩L2µ(Ω),
see Lemma 3.11, we have µ = +∞ on As(u).
It remains to show µ(I(u)) = 0. Let v ∈ H10 (I(u)) with 0 ≤ v ≤ 1 and {v > 0} =q I(u)
be given, see Theorem 3.9. By Lemma 4.2, there exists a sequence {vn} with vn → v
in H10 (Ω) and vn ∈ H10 (I(un)). Therefore, vn = S′(un)(−∆vn). Since −∆vn → −∆v in
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H−1(Ω), Lemma 2.9 (ii) implies vn = S′(un)(−∆vn) ⇀ Lµ(−∆v). Hence, v = Lµ(−∆v)
and therefore, v ∈ L2µ(Ω). Testing the associated weak formulation with v, we infer∫
Ω
|∇v|2 dx+
∫
Ω
v2 dµ = 〈−∆v, v〉 =
∫
Ω
|∇v|2 dx.
Hence,
∫
Ω v
2 dµ = 0 and this means v = 0 µ-a.e. on Ω. Since v > 0 q.e. on I(u) and since
µ does not charge polar sets, we have v > 0 µ-a.e. on I(u). This implies µ(I(u)) = 0.
To illustrate the meaning of µ = +∞ on As(u), we give some equivalent reformulations.
Lemma 5.2. Let u ∈ H−1(Ω) and µ ∈M0(Ω) be given. Then, the following assertions
are equivalent.
(i) µ = +∞ on As(u) in the sense of (15).
(ii) ∀v ∈ H10 ({wµ > 0}) : v = 0 q.e. on As(u).
(iii) wµ = 0 q.e. on As(u).
(iv) µ ≥ ∞As(u).
Proof. The equivalence between (i) and (ii) follows from Lemma 3.13. From Lemma 3.12,
we get that (ii) and (iii) are equivalent.
Let us assume that (iii) holds. By [Dal Maso, Garroni, 1994, Proposition 3.4], it holds
µ(B) = +∞ for all Borel sets B ⊂ Ω with cap(B ∩ {wµ = 0}) > 0 and this gives (iv).
Finally, (iv) implies (iii) by the comparison principle [Dal Maso, Mosco, 1986, Theo-
rem 2.10].
Note that if u is a differentiability point of S, then the right-hand side in (14) reduces
to {S′(u)} and equality holds.
In the general case, the reverse inclusion in (14) is much harder to obtain, and we
will prove it under some regularity assumption on ψ. However, in the very simple and
artificial case that the entire set Ω is biactive, i.e., A(u) =q Ω and As(u) =q ∅, the
equality in (14) just follows from the density result in Lemma 3.7.
Corollary 5.3. Let u ∈ H−1(Ω) be given such that A(u) =q Ω and As(u) =q ∅. Then,
∂swB S(u) = {Lµ | µ ∈M0(Ω)}.
In particular, (14) holds with equality.
Proof. The inclusion “⊂” is established in Lemma 5.1 and it remains to check “⊃”. From
Theorem 4.3, we have
∂ssB S(u) = {LΩˆ | Ωˆ ⊂ Ω is quasi-open} ⊂ ∂swB S(u).
Since the closure of the left-hand side w.r.t. WOT is {Lµ | µ ∈M0(Ω)}, see Lemma 3.7,
and since ∂swB S(u) is closed in WOT, see Proposition 2.11, this yields the claim.
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The verification of the reverse inclusion in (14) in the general case is much more
delicate. The reason is that the density result Lemma 3.7 is typically proved in a rather
abstract way, i.e., it is not easy to obtain the approximating sequence of quasi-open sets
On. We are going to use the explicit construction from [Dal Maso, Malusa, 1995]. This,
however, needs that A(un) contains an open neighborhood of A(u) and, therefore, we
have to assume some regularity of y and ψ. We give some preparatory lemmas.
Lemma 5.4. Let u ∈ H−1(Ω) be given and define y := S(u). We assume that y ∈ C0(Ω),
ψ ∈ C(Ω¯) ∩H1(Ω). Further, we assume that ψ ∈ H10 (Ω) or ψ < 0 on ∂Ω.
Then, there exists a sequence {un} ⊂ H−1(Ω) such that un → u in H−1(Ω), yn := S(un)
satisfies yn = ψ on {y < ψ + 1/n} and ξ = −∆y − u = −∆yn − un. In particular,
{y < ψ + 1/n} is an open neighborhood of {y = ψ}.
Proof. Our strategy is to define yn with the desired properties and to verify afterwards
that yn solves the obstacle problem with right-hand side un := −∆yn − ξ.
In the case that ψ ∈ H10 (Ω), we define yn := max(y − 1/n, ψ). It is immediate that
yn ∈ H10 (Ω), yn → y in H10 (Ω) and yn = ψ on {y < ψ + 1/n}.
In the case that ψ < 0 on ∂Ω, we have ψ ≤ c on ∂Ω for some constant c < 0. From
y = 0 on ∂Ω, we find that the set {y = ψ} has a positive distance to the boundary of Ω.
Thus, there exists a function ϕ ∈ C∞c (Ω) with 0 ≤ ϕ ≤ 1 and ϕ = 1 on {y = ψ}. Now,
we set yn := max(y−ϕ/n, ψ). Again, we find yn ∈ H10 (Ω), yn → y in H10 (Ω) and yn = ψ
on {y < ψ + 1/n}.
Finally, we define un := −∆yn − ξ. It is immediate that un → u in H−1(Ω) and we
have to check that yn = S(un). The property yn ∈ K is immediate from the definition.
From f-supp(ξ) =q As(u) ⊂q {y = ψ} ⊂ {yn = ψ}, we infer f-supp(ξ) ⊂q {z ≥ yn} for all
z ∈ K. Hence,
〈−∆yn − un, z − yn〉 = 〈ξ, z − yn〉 =
∫
Ω
(z − yn) dξ ≥ 0.
This shows that yn = S(un).
The next result shows that we can approximate solution operators associated to Radon
measures.
Lemma 5.5. Let u ∈ H−1(Ω) be given such that the assumptions of Lemma 5.4 are
satisfied. Then, for every Radon measure µ ∈ M0(Ω) with µ(I(u)) = 0, the measure
λ = µ+∞As(u) satisfies
Lλ ∈ ∂swB S(u).
Proof. Let µ be a given Radon measure as in the formulation of the lemma. We can use
the construction of [Dal Maso, Malusa, 1995, Theorem 2.5] to obtain a sequence {Em} of
compact subsets of Ω with the property that each Em is contained in supp(µ) +B1/m
and ∞Em γ→ µ. In particular, for all n ∈ N, Em ⊂ {yn = ψ} for m large enough with
yn = S(un), where the sequence {un} is given by Lemma 5.4.
Now, we consider the sequence λm :=∞Em +∞As(u). By Theorem 3.16, we conclude
that λm
γ→ λ as m→∞. Fix n ∈ N. Then Theorem 4.3 implies that Lλm ∈ ∂ssB S(un) for
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all but finitely many m ∈ N. Thus, the set inclusion ∂ssB S(u) ⊂ ∂swB S(u) and property (iii)
from Proposition 2.11 imply that Lλ ∈ ∂swB S(un) for all n ∈ N. Applying Proposition 2.11
once more, we obtain that Lλ ∈ ∂swB S(u) and the claim follows.
Now, we are able to give the main result of this section.
Theorem 5.6. Let u ∈ H−1(Ω) be given such that the assumptions of Lemma 5.4 are
satisfied. Then, (14) holds with equality, i.e.,
∂swB S(u) = {Lµ | µ ∈M0(Ω), µ(I(u)) = 0 and µ = +∞ on As(u)}. (16)
Proof. Let µ ∈M0(Ω) with µ(I(u)) = 0 and µ =∞ on As(u). By Lemma 3.10 we find
an increasing sequence {µm} of Radon measures with µm γ→ µ. Since µm ≤ µ, it holds
µm(I(u)) = 0. Thus, by Lemma 5.5, the measure λm := µm +∞As(u) satisfies
Lλm ∈ ∂swB S(u).
Furthermore, Theorem 3.16 implies that λm
γ→ µ as m→∞. The closedness property of
∂swB S, see Proposition 2.11, implies that Lµ ∈ ∂swB S(u).
6 The weak-weak generalized derivative
By means of an example, we show that ∂wwB S(u) can be surprisingly large. In fact, we have
seen that for a Gâteaux point u ∈ DS we have ∂ssB S(u) = ∂wsB S(u) = ∂swB S(u) = {S′(u)},
see Theorems 4.3 and 4.4 and Lemma 5.1. However, we will see that ∂wwB S(u) might not
be a singleton for u ∈ DS .
We use the classical construction of [Cioranescu, Murat, 1997]. Therein, the authors
construct a sequence Ωn of open subsets of Ω such that the solution operators LΩn of
−∆yn = f in Ωn
converge in WOT to the solution operator Lc of
−∆y + c y = f in Ω
for a positive constant c > 0. We define y = Lc1 and yn = LΩn1. This yields yn ⇀ y.
We fix the obstacle ψ := 0 and set un := −∆yn − 2−n χΩ\Ωn , u := −∆y. Then, it is clear
that y = S(u), yn = S(un) and un ⇀ u. Since A(u) =q ∅, we have u ∈ DS . Similarly,
we have A(un) =q {yn = 0} =q Ω \ Ωn. From ξn := −∆yn − un = 2−n χΩ\Ωn , we have
As(un) =q f-supp(ξn) =q Ω \ Ωn, since Ω \ Ωn is a finite union of balls (by construction).
Thus, un ∈ DS and S′(un) = LΩn . By construction, LΩn WOT−→ Lc. Hence, Lc ∈ ∂wwB S(u)
although u ∈ DS .
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7 Stationarity systems for the optimal control of the obstacle
problem
In this section, we consider the optimal control of the obstacle problem with control
constraints
Minimize J(y, u) with y = S(u) and u ∈ Uad. (17)
Here, J : H10 (Ω)× L2(Ω)→ R is given. We assume that J is Fréchet differentiable with
partial derivatives Jy and Ju. The admissible set Uad ⊂ L2(Ω) is assumed to be closed
and convex. We denote by (y, u) ∈ H10 (Ω) × Uad a local minimizer of (17). A formal
calculation leads to the stationarity systems
0 ∈ L?Jy(y, u) + Ju(y, u) +NUad(u) for some L ∈ ∂ssB S(u) (18)
and
0 ∈ L?Jy(y, u) + Ju(y, u) +NUad(u) for some L ∈ ∂swB S(u), (19)
where NUad(u) denotes the normal cone (in the sense of convex analysis) of Uad at u.
The goal of this section is the interpretation of these systems and a comparison with
known optimality systems for (17). For the discussion of (19), we will assume that the
characterization (16) holds. Recall that this is the case if y and ψ feature some additional
regularity, see Theorem 5.6.
At this point, it is not clear whether any of these stationarity conditions is necessary
for local optimality. If we would have defined the solution operator S from L2(Ω) to
H10 (Ω), then (19) would imply that 0 belongs to the sum of the Bouligand subdifferential
of the reduced objective j(u) := J(S(u), u) at the point u and the normal cone of Uad at
u, see the discussion in [Christof et al., 2018, Section 4.2]. However, the derivation of the
generalized derivatives for S : L2(Ω)→ H10 (Ω) is much more difficult and postponed to
future work.
We start by the interpretation of (18).
Lemma 7.1. The condition (18) is equivalent to the existence of a quasi-closed set A
with As(u) ⊂q A ⊂q A(u) and of p ∈ H10 (Ω), ν ∈ H−1(Ω), λ ∈ NUad(u) such that
p+ Ju(y, u) + λ = 0, p ∈ H10 (Ω \A),
−∆p+ ν = Jy(y, u), ν ∈ H−1(Ω) with 〈ν, v〉 = 0 for all v ∈ H10 (Ω \A)
hold.
Proof. Let (18) be satisfied with some L ∈ ∂ssB S(u). By Theorem 4.3, there exists a
quasi-closed set A with As(u) ⊂q A ⊂q A(u) and L = LΩ\A. Then, it is clear that
p := L?Jy(y, u) = LJy(y, u), ν := Jy(y, u) + ∆p and λ := −p− Ju(y, u) satisfy the above
system.
The converse direction follows similarly.
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We note that the condition of Lemma 7.1 is a rather restrictive version of the system of
M-stationarity in [G. Wachsmuth, 2016, Section 1.4], just use Aˆs :=q A \As(u), Bˆ :=q ∅
and Aˆ :=q A(u) \A therein.
The interpretation of (19) is much more challenging and interesting.
Lemma 7.2. The condition (19) implies the existence of p ∈ H10 (Ω), ν ∈ H−1(Ω),
λ ∈ NUad(u) such that
p+ Ju(y, u) + λ = 0 p ∈ H10 (Ω \As(u)) (20a)
−∆p+ ν = Jy(y, u) ν ∈ H−1(Ω) with 〈ν, v〉 = 0 ∀v ∈ H10 (Ω \A(u)) (20b)
〈ν, p ϕ〉 ≥ 0 ∀ϕ ∈W 1,∞(Ω)+. (20c)
Conversely, if this system holds, if (16) holds and if there exists µ ∈M0(Ω) such that
ν = p µ in the sense p ∈ L2µ(Ω) and
〈ν, w〉 =
∫
Ω
pw dµ ∀w ∈ H10 (Ω) ∩ L2µ(Ω),
then (19) is satisfied.
Proof. “(19)⇒(20)”: Let (19) be satisfied by some L ∈ ∂swB S(u). From (14), there
is µ ∈ M0(Ω) with L = Lµ, µ(I(u)) = 0 and µ = +∞ on As(u). We define p :=
L?Jy(y, u) = LJy(y, u), ν := Jy(y, u) + ∆p and λ := −p− Ju(y, u). Then, p = 0 q.e. on
As(u), i.e., p ∈ H10 (Ω \As(u)).
By definition of ν and p, we have
ν = Jy(y, u) + ∆p = p µ.
For v ∈ H10 (Ω \A(u)) = H10 (I(u)), we have v ∈ L2µ(Ω) and we get
〈ν, v〉 =
∫
Ω
p v dµ = 0
since µ = 0 on I(u) and v lives only on I(u).
It remains to show 〈ν, p ϕ〉 = 0 for all ϕ ∈W 1,∞(Ω)+. We have pϕ ∈ H10 (Ω) and the
pointwise boundedness of ϕ gives pϕ ∈ L2µ(Ω). Thus,
〈ν, p ϕ〉 =
∫
Ω
p2 ϕ dµ ≥ 0.
This shows that the above system is satisfied by p and ν.
“(20)⇒(19)”: To prove the converse direction, let p, ν, λ and µ be given as in the
assertion of the lemma. We will modify µ to construct another measure µ2 ∈ M0(Ω),
which satisfies the conditions on the right-hand side of (16), that is, µ2(I(u)) = 0 and
µ2 = +∞ on As(u). First, we will set the measure to +∞ in As(u). Since {p =
0} \ I(u) ⊃q As(u), we define µ1 := µ+∞{p=0}\I(u). We check that ν = p µ1. Obviously,
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p ∈ L2µ1(Ω) since p = 0 q.e. on {p = 0} \ I(u). Furthermore, for w ∈ H10 (Ω) ∩ L2µ1(Ω), we
have w ∈ L2µ(Ω), thus
〈ν, w〉 =
∫
Ω
pw dµ =
∫
Ω
pw dµ1 (21)
since
∫
Ω pw d∞{p=0}\I(u) = 0.
Next, we define the Borel measure µ2(B) := µ1(B \ I(u)). Then, µ2(I(u)) = 0. It
remains to show that we still have ν = p µ2. The condition p ∈ L2µ2(Ω) is clear.
We use Lemmas 2.4 and 3.13 to obtain
H10 (Ω) ∩ L2µ1(Ω) +H10 (I(u))
H10 (Ω) = H10 (Ω) ∩ L2µ1(Ω)
H10 (Ω) +H10 (I(u))
H10 (Ω)
= H10 ({wµ1 > 0}) +H10 (I(u))
H10 (Ω)
= H10
({wµ1 > 0} ∪ I(u)).
(22)
For all Borel sets B ⊂ Ω with cap(B ∩ {p = 0} \ I(u)) > 0, we have
µ2(B) = µ1(B \ I(u)) = µ(B \ I(u)) +∞{p=0}\I(u)(B \ I(u)) = +∞.
Thus, wµ2 = 0 q.e. on {p = 0} \ I(u). By taking complements, this leads to
{wµ2 > 0} ⊂q Ω \
({p = 0} \ I(u)) =q Ω \ ({p = 0} ∩A(u)) =q {p 6= 0} ∪ I(u).
Moreover, from p ∈ L2µ1(Ω) and Lemma 3.12, we obtain
{wµ2 > 0} ⊂q {wµ1 > 0} ∪ I(u). (23)
By combining (22), (23) and Lemma 3.12, we find that every v ∈ H10 (Ω)+ ∩ L2µ2(Ω)
belongs to H10
({wµ1 > 0} ∪ I(u))+ and, therefore, there exist sequences {v(1)n }n∈N ⊂
H10 (Ω)∩L2µ1(Ω) and {v
(2)
n }n∈N ⊂ H10 (I(u)) with v(1)n + v(2)n → v in H10 (Ω). Further, from
the second assertions of Lemmas 2.4 and 3.13, it can be seen that these sequences can be
chosen such that additionally 0 ≤ v(1)n +v(2)n ≤ v q.e. on Ω for all n ∈ N. We can extract a
subsequence (without relabeling), such that v(1)n +v(2)n → v pointwise q.e., thus, pointwise
µ2-a.e. Since v ∈ L2µ2(Ω), the dominated convergence theorem implies v
(1)
n + v(2)n → v in
L2µ2(Ω).
By construction, the functional K : H10 (Ω) ∩ L2µ2(Ω)→ R, given by
K(w) := 〈ν, w〉 −
∫
Ω
pw dµ2,
vanishes on H10 (I(u)).
Next, we show that K vanishes also on H10 (Ω) ∩ L2µ1(Ω). We take w ∈ H10 (I(u))
with 0 ≤ w ≤ 1 and {w > 0} =q I(u). Then, w˜ = max(min(w, p),−w) satisfies
w˜ ∈ H10 (I(u)) ∩ L2µ1(Ω), since |w˜| ≤ |p| ∈ L2µ1(Ω). Hence, (20b) and (21) imply
0 = 〈ν, w˜〉 =
∫
Ω
p w˜ dµ1.
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Now, p w˜ ≥ 0 and {p w˜ > 0} =q {|p| 6= 0} ∩ I(u). This shows µ1(I(u) ∩ {p 6= 0}) = 0.
Thus, for arbitrary w ∈ H10 (Ω) ∩ L2µ1(Ω), we have
〈ν, w〉 =
∫
Ω
pw dµ1 =
∫
Ω\I(u)
pw dµ1 =
∫
Ω\I(u)
pw dµ2 =
∫
Ω
pw dµ2.
Hence, K vanishes on H10 (Ω) ∩ L2µ1(Ω).
Further, K is linear and continuous w.r.t. the space H10 (Ω) ∩ L2µ2(Ω). Thus,
K(v) = lim
n→∞K
(
v(1)n + v(2)n
)
= 0.
Hence, K vanishes on H10 (Ω)+ ∩ L2µ2(Ω) and, by linearity, on the entire space H10 (Ω) ∩
L2µ2(Ω). This shows ν = p µ2.
Now, for v ∈ H10 (Ω) ∩ L2µ2(Ω), we have∫
Ω
p v dµ2 = 〈ν, v〉 = 〈Jy(y, u), v〉 −
∫
Ω
∇p∇v dx.
This shows p = Lµ2Jy(y, u) = L?µ2Jy(y, u). Hence, (19) is satisfied.
Some remarks concerning Lemma 7.2 are in order. Under some regularity assumptions
on the data and on the objective of the control problem (17), it was shown in [Schiela,
D. Wachsmuth, 2013] that the system (20) is satisfied at every local minimizer, see also
the comparison in [G. Wachsmuth, 2016, Lemma 4.6].
Surprisingly, the technique of [Schiela, D. Wachsmuth, 2013] even provides the addi-
tional condition ν = p µ after closer inspection. Indeed, (by using the notation of [Schiela,
D. Wachsmuth, 2013]), the adjoint state pc associated to a regularized problem solves
the semilinear equation
−∆pc + c max′c(λ¯+ (yc − ψ)) pc = Jy(yc, uc).
Here, c > 0 is a penalty parameter which will go to ∞. Since the function maxc is
monotonically increasing, we have c max′c(λ¯+ (yc − ψ)) ∈M0(Ω). Theorem 3.8 implies
that (along a subsequence) c max′c(λ¯ + (yc − ψ)) γ→ µ for some µ ∈ M0(Ω) as c → ∞.
Thus, the weak convergence pc ⇀ p in H10 (Ω), together with yc → y in H10 (Ω) and uc → u
in L2(Ω), yields that the limit p satisfies
−∆p+ µ p = Jy(y, u).
Hence, ν = p µ in the sense of Lemma 7.2. This reasoning and the results of [Schiela,
D. Wachsmuth, 2013] imply that (19) is indeed satisfied by every local minimizer of (17),
whenever (16) holds.
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8 Conclusion
In this work we have shown that the generalized derivatives of the solution operator S of
the obstacle problem are solution operators of relaxed Dirichlet problems. In the case
that the strong operator topology is considered, the limit is a solution operator associated
to a quasi-open subset of Ω, whereas the usage of the weak operator topology needs
the notion of solution operators associated with capacitary measures. By considering
optimality systems corresponding to the generalized derivatives of S, we have seen that
the notion of C-stationarity from [Schiela, D. Wachsmuth, 2013] can be strengthened to
a system including a capacitary measure.
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