The significant progress on Generative Adversarial Networks (GANs) have made it possible to generate surprisingly realistic images for single object based on natural language descriptions. However, controlled generation of images for multiple entities with explicit interactions is still difficult to achieve due to the scene layout generation heavily suffer from the diversity object scaling and spatial locations. In this paper, we proposed a novel framework for generating realistic image layout from textual scene graphs. In our framework, a spatial constraint module is designed to fit reasonable scaling and spatial layout of object pairs with considering relationship between them. Moreover, a contextual fusion module is introduced for fusing pair-wise spatial information in terms of object dependency in scene graph. By using these two modules, our proposed framework tends to generate more commonsense layout which is helpful for realistic image generation. Experimental results including quantitative results, qualitative results and user studies on two different scene graph datasets demonstrate our proposed framework's ability to generate complex and logical layout with multiple objects from scene graph.
Introduction
A kid grows up by learning and creation. To better understand the visual world, computer vision system requires abilities not only vision recognition or description but also vision generation. Up to now, generating images from natural language sentences has achieved exciting progress owing to the success of Generative Adversarial Networks (GANs). Artists or graphic designers even could get inspirations from the generated images. However, these image generation methods are mainly focus on single objects generation under limited domains such as birds or flowers, generating realistic scenes from complex sentences depicting multiple objects, relationships and composition is still a challenging problem [8] . To extract the key information for modeling, a sentence usually be explicitly decoded as a scene graph consist of objects and their relationships described in the sentence [25] . Such structured representation is effective for image-text multimodal tasks.There are many algorithms [25, 29, 11, 30] have been developed to generate scene graph from image. However, it is still difficult to generate complex images with many objects and relationships from textual scene graphs since the locations and sizes of different objects are usually not given in the scene graphs.
Johnson et al. [8] proposed a two-stage framework for generating image from scene graph as shown in Fig. 2 (a) . The textual scene graph input are firstly dealt by a Graph Embedding Module to predict object features and scene layout, after that, the scene layout will be filled with object representations and fed into an Image Decoder Module for generating image. This method addresses some of the afore-
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Child mentioned challenges but it still suffer from generating unnatural results with messy layout, due to the lack of specification of core spatial properties [31] , e.g. object size and distances between objects given different relationship. Both of the relative scales and distances information between objects are crucial for generating reasonable and logical images. While these two factors are decided by not only the appearance of single object but the relationships among different objects. As shown in Fig. 1 , even for same subject, object pair, the ground truth layouts are quite different during connecting with different relationships. Therefore, we design a new framework in this paper by introducing two essential modules: Spatial Constraint Module and Contextual Fusion Module that shown in Fig 2. In detail, spatial constraint module works for all triplets (subject, object and their relationship) in scene graph, in which two supervisions extracted from ground-truth layout, relative scales and distances between subject and object, are introduced to explore spatial constraints following common sense for reasonable layout generation. The spatial features computed by spatial constraint module joint with object features computed by graph embedding module are further fed into Contextual Fusion Module, in which all spatial constraints are integrated according to the context information in the scene graph. As a result, both of the inherent relations and spatial relations information from the whole scene graph are encoded for generating realistic scene layout.
The main contributions are summarized as follows:
• A novel spatial constraint module with two important supervisions of relative scale and distance between objects for learning relationship-aware spatial perceptions.
• A contextual fusion module for fusing all local spatial information and encoding both of inherent relations and spatial relations information from scene graph into object feature vectors.
• A general framework with two novel modules for generating scene layout of common sense. The experimental results on complex scene graph dataset Visual Genome [10] and its visually-relevant hard subset VrR-VG [12] demonstrate the layouts generated from our model are more reasonable and results in more realistic images.
Related Work
Conditional Image Generation: Conditional Image Generation synthesize images based on additional input. There are three approaches that popularly used by researchers: Generative Adversarial Networks [5] , Variational Autoencoders [9] and autoregressive approaches [3, 4] . Recently, CRN [2] , pix2pixHD [23] or SPADE [17] are proposed to generate high-resolution images from groundtruth semantic segmentation. A natural way to generate realistic images from text descriptions or layout is that, firstly construct a intermediate semantic layout from text or scene graph, then convert the semantic layout to images [8, 7] . However, generating reasonable layout is still the bottleneck of these methods [8, 31] , due to the complex relationship among various objects in scene graph. Thus some of other approaches try to directly generate realistic images from human-labeled layout [31] .
Scene Graphs: Scene Graph represents the structured relationships in images, where the nodes indicate objects and the edges indicate pairwise relationship between objects [25] . Recent works [25, 29, 24] on scene graphs mainly focus on scene graph generation from image. Some new approaches explore scene graph representation for visual question answering [22] or image caption [28, 27] . Most work experiment on Visual Genome [10] which provide crowdsourced dense annotations of both scene graphs and images.
Graph Convolutional Networks: Graph Convolutional Networks is widely used for dealing with graph data which contains rich information among entities. Unlike standard neural networks, it can capture the dependence of graph via message passing between nodes of graphs in non-Euclidean space. Following the idea of representation learning [14, 15] , there are many graph embedding methods [18, 6, 21, 26] are proposed, but most of them struggling in parameter sharing and dynamic graph processing, which leads to computationally inefficiency. In sg2im [8] , a variant of Graph Convolutional Networks achieved handling dynamic scene graph inputs and embedding both nodes and relationships. Relatedly, Michael et al. [20] introduce a relational graph convolutional network to improve performance for link prediction of knowledge base task. Yao et al. [28] and Damien et al. [22] utilizes Graph Convolutional Networks to explore scene graph for image captioning and visual visual question answering.
In this paper, we focus on layout generation from textual scene graph. Different with previous methods, we highlight the impact of relationships among objects by inferencing the relative scales and distances among objects, and then a graph convolutional layer is applied for rectifying the absolute position and scale of object in layout according to local object dependency.
Method
Given a scene graph G and its corresponding groundtruth image I, we propose a framework to generate a realistic layout respecting to both of the objects and pairwise relationships defined by the scene graph. As shown in Figure 2, our method is mainly organized by three modules:
Semantic Embedding Module:
Generating jointly semantic embedding vectors for subject, relationship, object triplets extracted from textual scene graph.
Spatial Constraint Module: Predicting relative scale
and distance between subject and object in triplet according to the feature vector generated from Semantic Embedding Module.
Contextual Fusion Module:
Comprehensively summarizing the relative spatial inferences of all triplets in scene graph, and adjusting the absolute positions of all objects to generate final layout.
The generated layout can be further used to synthesize image by a cascaded refinement network (CRN) [8] .
Besides the layout prediction loss in contextual fusion module and relative scale and distance loss introduced in spatial constrains module, the adversarially loss from the cascaded refinement network which make the generated image more reslistic is also helpful to generate reasonble layout.
Semantic Embedding Module
Projecting the semantic word embedding into visual representations is the fundamental of layout generation. Our semantic embedding module can updates the representations for all objects and relationships according to a range of loss functions from other modules. Moreover, all triplets extracted from scene graph are assigned with spatial friendly semantic representations respectively.
A scene graph G = {O, R, E} is a structured representation of semantic content of an image. The basic elements of scene graphs G are instance set O = {o 1 , o 2 , ..., o n } and relationship set R = {r 1 , r 2 , ..., r n }. Each o i ∈ C represents a instance label and each r i ∈ R represents a pairwise relationship between two instances. Each edge in the edges set E ∈ O × R × O is a triplet (o i , r, o j ) which defines the relationship between subject o i and object o j .
To depict a scene graph, for each edge (o i , r, o j ) ∈ E, we use two embedding layers to learn word vectors representation v i , v r ∈ R D emb for the node and the relationship respectively, where D emb is the dimension of embedding. A triplet vector (v i , v r , v j ) is constructed by concatenating the objects vectors and corresponding relationship vectors. We feed the triplet vectors directly (v i , v r , v j ) or indirectly f (v i , v r , v j ) after a preprocess module f into Spatial Constraint Module. In the following subsections, we just use the simple version (v i , v r , v j ) to denote the triplet vector.
Our framework in 2contain four Module: Graph Embedding Module, Spatial Constraint Module, Contextual Fusion module and Image Decoder Module. The Graph embedding Module model the input of scene graph and generate graph embedding for each object and relationship. The approach of this module can be directly a word embedding network widely used in NLP or a graph convolution network proposed in [8] 
Spatial Constraint Module
The method in [8] only unfolds the inherent relations between objects, while remaining spatial relation unexploited. We aim to predict an reasonable layout to generate an realistic image. Therefore, we propose a spatial constraint module to explore the relative scales and distances between pair objects.
Concretely, given pair subject and object, the bounding boxes of them are denoted as b i = (x i , y i , w i , h i ) and b j = (x j , y j , w j , h j ) which specifies normalized coordinates of center, width and height. We construct relative scale s ij = (w i − w j , h i − h j ) and relative distance d ij = (x i −x j , y i −y j ) as regression label for scale-distance network. The difference provide relationship-aware scale and distance information of the pair objects. Since the scale and distance label are limited in [−1, 1], the label is added by 1 and multiplied by 0.5 to limited in [0, 1].
Our Spatial Constraint Module is depicted in Figure  2 . Taking triplet vectors (v i , v r , v j ) from embedding layers or a preprocess module f , scale network and distance network are two MLP g scale , g dist that model the triplets input respectively to generate pairwise relative scale
We concatenate scale features and distance features as 
where N 
Contextual Fusion module
To fully encode inherent relations and spatial relations between objects in whole images, we propose a Contextual Fusion Module based on the graph convolutional module mentioned in [8] . The objects vectors, predicates vectors from embedding layers or preprocess module and s-d feature vectors from Spatial Constraint Module are concatenate as a new meaningful vector. For subject i, object j and corresponding relationships r, a new vector We use graph convolution module to deal with dynamic graph features and aggregate information of inherent relations and spatial relations from the whole graph structure in a image. The graph convolution modules process an input graphs with dimension D in at each object vec-
and predicate vectors v r ∈ R Din and output new vectors v i , v r ∈ R Dout of dimension D out for the subject o i , predicate r and object o j respectively by using three functions g s , g p , g o to act on concatenated triplet vectors
) and another function g h to act on intermediate average objects vectors . The functions g s , g p and g o are implemented using a single multilayer perceptron network(MLP) and g h is implemented using another one MLP. The new object vectors v i is computed as: 
Discriminators
To make the generated image more realistic and reasonable, we train our model adversarially by adopting the image generation network G and a pair of discriminator network D img , D obj . The discriminator tries to distinguish real training data from synthetic images, and the generator tries to fool the discriminator. Concretely, the generator G and discriminator D play the following game with value function L(D, G):
where x indicates the real images and y indicates the generated ones.
We follow the the discriminators in [8] . The image discriminator D img ensures the reality of the generated images and is implemented as a fully convolution network. The object discriminator D obj model the input of cropped and rescaled object pixels from images to ensure each object in the image appears realistic. In addition, D obj also ensures each object is recognizable using an auxiliary classifier which predicts the object's category.
Loss Function
We jointly train the generator G and the discriminators D img , D obj adversarially. Our model is trained to minimize the weighted sum of seven losses:
• Scale Loss L SL = s ij − s ij 2 penalizing the L 2 difference between scale label and predicted relative scale of pair objects.
• Distance Loss L DL = d ij − d ij 2 penalizing the L 2 difference between distance label and predicted relative distance of pair objects.
• Box Loss
penalizing the L 2 difference between ground-truth and predicted boxes.
• Pixel Loss L pix = I − I penalizing the the L 1 difference between ground-truth and generated images.
• Image Adversarial Loss L img GAN defined in Section 3.4, where x is the ground truth image and y is the generated image.
• Object Adversarial Loss L obj GAN defined in Section 3.4, where x is the object cropped from ground-truth image and y is the object cropped from the generated image.
• Auxiliary classifier loss L obj AC encouraging each generated object is recognizable.
The overall optimization loss function is defined as:
where λ 1 ∼ λ 7 are the loss weight parameters.
Experimental Results
Experiments of our method are conducted on complex scene graphs dataset Visual Genome [10] and its visuallyrelevant hard subset VrR-VG [12] . The COCO dataset [1] is not used in this paper because the relationship types constructed by [8] is too simple. Previous method sg2im [8] generates image from scene graph by construct a layout to move from graph domain to the image domain which is used as a baseline for comparison with our method. Quantitative results, qualitative results and user studies show our method is capable of generating complex and logical layout with multiple objects from scene graph. Figure 4 . User study is conducted to measure the layout rationality of our method against sg2im [8] . We randomly sample 500 layout pairs from test set and ask users which generated layout better matches the ground-truth layout. The result of users judgement is presented at the bottom.
Datasets and Experimental Settings
• Visual Genome. Visual Genome [10] is presented to promote cognitive tasks that provide crowdsourced dense annotations of both scene graphs and images. We experiment on Visual Genome[10] version 1.4 following the data setting in [8] . Tha dataset is splited into 80% train, 10% val and 10% test which is processed to leave 178 objects and 45 relationships.
• VrR-VG. VrR-VG [12] is a sub-set of Visual Genome which prune visually-irrelevant relationships and remain valuable relationships. It excludes frequencybased learning and shows the ability for model to improve the performance of image captioning and visual question answering. We use object and relationship categories occurring at least 600 and 300 respectively, leaving 89 object and 26 relationship types. Object with size (height or width) below 32 and image containing objects below 2 or above 30 are ignored. We also random split VrR-VG into 80% train, 10% val and 10% test and get 17464 train, 1429 val and 1519 test images.
Implementation Details
To ensure all scene graphs are connected, scene graphs are augmented by adding a special image object and a special in image relationship type connecting each object in a image with the image object.
For semantic embedding module, scale-distance module and global fusion module, we use ReLU nonlinearity but drop batch normalization. LeakyReLU nonlinearity [13] and batch normalization [16] are used in cascaded refinement network. Except that the box loss weightλ 3 is set to 10, the other loss weights are set to 1. We train all models using Adam with learning rate 10 6.44 ± 0.2 Table 1 . The comparison of Inception scores between sg2im [8] and our method. On each dataset, the test set samples are randomly splited into 5 groups and the mean and standard deviation across splits are reported in above table.
Quantitative results
As far as we know, there are no exist metrics for layout evaluation in a direct way. In [8] , layout serves as an intermediate representation influencing the final quality of synthetic images. Therefore, we adopt another indirect way by measure the quality of images generated from layout Table 1 shows the performances of our model and the sg2im methods [8] on two dataset: Visual Genome [10] and VrR-VG [12] . We evaluate the quality of generated images by measure the Inception score [19] that a widely used evaluation metric for generative models. Our model outperforms sg2im [8] on both VG and VrR-VG which shows our model generates more logical layout facilitating recognizable objects generation within images. The proposed Spatial Constraint Module and Contextual Fusion Module force the distribution of objects on constructed layout and the appearance on generated images more reasonable and realistic.
In addition, we also conduct experiments of GT Layout versions using ground-truth bounding boxes during both training and testing. This method give an upper bound to model's performance in the case of perfect layout construction. As shown in Table 1 , our method have more potential than sg2im.
Qualitative Results
Fig . 5 shows the generated layout of our method and sg2im [8] on VG and VrR test sets. For better comparison, we also put scene graph inputs, real images and groundtruth layouts together. These samples shows the performance of our method to generate reasonable layout which respect the spatial constraint. As shown in Fig. 5 (a)(c) , for triplets container, with, wheel or woman, has, hair , the generated layout of our model can handle the distance constraint but sg2im fails to locate objects correctly. Fig. 5 (i)(o) shows triplets boy, f lyingin, kite or ground, beneath, cat , our model can handle the scale constraint but sg2im fails to generate realistic layout by render kite too big and ground too small. We simply discuss scale constraint and distance constraint separately but we emphasize that both of them decide the objects layout in image, especially complex image with many objects and relationships.
User Studies
In addition to quantitative result and qualitative analysis, we also conducted user study experiments to measure human understanding of the generated layout as a supplement to our results. We measure the rationality of layout by showing users a scene graph, a real image with ground-truth layout and two generated layout by our and sg2im method. We ask users to choose one of two generated layout that better matches the scene graph and real image layout . For regularity, all trials are repeated and randomly ordered for three users. An example and the experiment result are shown in Fig. 4 , a majority of users preferred the result of our method in 67.6% of generated layout pairs, demonstrating that our method can achieve more realistic and reasonable layout than sg2im.
Conclusion
In this paper, we proposed a new framework to generate complex and logical layout from scene graph by considering the pair-wise spatial information in which Spatial Constraint Module and Contextual Fusion Module are introduced to explore and fuse spatial information. Quantitative results, qualitative results and user studies show our method's ability for reasonable layout generation which helps improve the quality of image generated from scene graph.
