Abstract. We establish the existence of positive solutions for a nonlinear elliptic Dirichlet problem in dimension N involving the N -Laplacian. The nonlinearity considered depends on the gradient of the unknown function and an exponential term. In such case, variational methods cannot be applied. Our approach is based on approximation scheme, where we consider a new class of normed spaces of finite dimension. As a particular case, we extended the result achieved by De Araujo and Montenegro [2016] for any N > 2.
Introduction
Let Ω ⊂ R N be a smooth bounded domain and p > 1. Consider the following problem (1.1) −∆ p u = g(x, u, ∇u) in Ω, u = 0 on ∂Ω.
Here, the operator −∆ p : W and the forcing term g has the form of a convection term, that is, it depends also on the gradient of the unknown function. Due to the presence of the gradient ∇u in the term g(x, u, ∇u), problem (1.1) does not have, in general, variational structure. This kind of problems are usually studied by means of topological degree, the method of sub-supersolutions, fixed point theory, approximation techniques and iterative scheme. For instance, we would like to cite [2, 5, 8, [12] [13] [14] 25] . In particular, in [13] , via an approximation on finite dimensional subspaces, the authors proved the existence of a positive solution for the following problem On the other hand, elliptic problems of the type
where Ω ⊂ R N and g(x, v) is continuous and behaves like exp(α|v| N/(N −1) ) as |v| → +∞ have been studied by many authors, we would like to cite [3, 6, 9-11, 19, 26] . One of the main ingredients is the Trudinger-Moser inequality introduced in [22, 28] . Namely, given u ∈ W 1,N 0
(Ω), then In particular, in [6] the authors proved existence of solutions for the following problem
where Ω ⊂ R 2 , λ > 0 is a small enough parameter, 0 < q < 1 and f : [0, ∞) → R is a continuous function satisfying the growth condition:
(H) 0 ≤ tf (t) ≤ C|t| r exp(αt 2 ) where α > 0 and r > 2.
In [7] , still considering N = 2, the authors proved existence of solutions for an elliptic system with arguments based in [6] and with nonlinearities satisfying the growth condition (H). In this work we are concerned with the existence of positive solutions for the problem:
where Ω in R N is a bounded domain with a C 1,α -boundary ∂Ω, for some 0 < α ≤ 1, λ > 0 is a parameter, 0 < r i < N − 1, for i = 1, 2, a 1 > 0, a 2 ≥ 0, and f : [0, ∞) → R is a nonegative continuous function. The main assumption on the function f is the following, which will be referred throughout the paper as (F ):
where a 3 , α > 0, and r 3 > N − 1. Most of the papers, to prove existence results for the problem, assume AmbrosettiRabinowitz conditions (or some additional conditions) to obtain Palais-Smale or Cerami compactness condition. Notice that in this paper we don't need to impose such extra hypotheses.
An interesting problem related to (P), by considering a more general operator, was treated by [29] . The authors studied a (N, q)-Laplacian problem with a critical Trundinger-Moser nonlinearity as following
where N > q > 1, µ ∈ R and λ > 0. By using a critical point theorem, based on a cohomological index, they proved the existence of solution for µ interacting with the first eigenvalue of the (−∆ q u, W 1,q 0 (Ω)) operator and for λ sufficiently large. Here we extend the results of [6] for the general dimension case N > 1 (a 2 = 0). In order to prove the existence of positive solutions for (P ), we borrow some ideas from [6] and [13] . Due to the presence of the supercritical term exp(α|v| N/(N −1) ), along with the convection term, we had to overcome some problems. For example, in W (Ω) we need to assume a Schauder basis instead of the Hilbert basis (like in [6] ), which becomes some additional difficulty. By comparing with [13] , due to the presence of the term exp(α|v| N/(N −1) ), a suitable modification on the approximating approach had to be done. Although in [13] the authors used the Schauder basis, we could not obtain the necessary estimates for this approach by considering the approximate spaces used there. To do this, we consider a new class of normed spaces of finite dimension.
Our main result reads as follows:
Preliminary results
The Sobolev space W
1,N 0
(Ω) is endowed with the norm
To prove Theorem 1.1 we approximate f by Lipschitz functions f k : R → R defined by
The following (approximation) result was proved in [27] and uses the explicit expression of the sequence (2.1).
Lemma 2.1. Let f : R → R be a continuous function such that sf (s) ≥ 0 for every s ∈ R. Then there exists a sequence f k : R → R of continuous functions satisfying
(iii) f k converges uniformly to f in bounded subsets of R.
The sequence f k of the previous lemma has some additional properties.
Lemma 2.2. Let f : R → R be a continuous function satisfying (F ) for every s ∈ R. Then the sequence f k of Lemma 2.1 satisfies
where C 1 and C 2 are positive constants independent of k.
Proof. Everywhere in this proof the constant a 3 is the one of (2.1).
First step.
and sf k (s) = sf (η).
By the mean value theorem, there exists η ∈ (s, s
and
If s ≤ −k, by the mean value theorem, there exists
By computations similar to conclude (2.3) one has
.
By similar computations to conclude (2.5) one obtains
The proof of the lemma follows by taking
Before concluding this section, we will enunciate a comparison principle due to Faria, Miyagaki and Motreanu [13, Theorem 2.2] .
Consider the Dirichlet problem
where 1 < q ≤ p < +∞, µ ≥ 0 and g : R → R is a continuous function. We recall that u 1 ∈ W 1,p (Ω) is a subsolution of problem (2.6) if u 1 ≥ 0 a.e. on ∂Ω and
(Ω) with ϕ ≥ 0 a.e. in Ω, while u 2 ∈ W 1,p (Ω) is a supersolution of (2.
Approximation problem
For each n ∈ N, we define the auxiliary problem (P n ) by
where f n are given by Lemma 2.1 and Lemma 2.2, and u + = max{u, 0}.
To prove Theorem 1.1 we first show the existence of a solution of problem (P n ) by using the Galerkin method. We would like to cite [1] as the seminal paper in this type of approach. (Ω) (see [4, 15] , defines a norm in R m . In fact, let ξ i = (ξ i 1 , . . . , ξ i m ) ∈ R m , i = 1, 2, and let λ ∈ R.
(Ω) implies m j=1 ξ 1 j w j = 0. By uniqueness of the representation (using a Schauder basis) of the null vector, we conclude that ξ 1 = 0.
(⇐) It is trivial. By using the above notation, we can identify the normed spaces (W m , · W ) and (R m , | · | m ) by the isometric linear transformation
The lemma below is a consequence of Brouwers Fixed Point Theorem and its proof can be found in Kesavan [17] . 
3.2.
Existence. The following result is concerning the existence result for the auxiliary problem (P n ).
Lemma 3.2. There exists λ * > 0 and n * ∈ N such that (P n ) admits a (positive) weak solution v ∈ W 1,N 0 (Ω) ∩ C 1,α (Ω), for some 0 < α < 1, for every λ ∈ (0, λ * ) and n ≥ n * .
Proof. Let B = {w 1 , w 2 , . . . , w n , . . . } be a Schauder basis of W 
Therefore, (3.2)
Given u ∈ W m , we define
Thus, we rewrite (3.2) as
where
Step 1. Since 0 < r i < N − 1, for i = 1, 2, then (3.3)
. 
By virtue of Lemma 2.2 (i) we get (3.4)
, where C 0 , C 1 and C 3 are constants not depending n and m.
Step 2. Since 0 < r i < N − 1, for i = 1, 2, then (3.6)
By virtue of Lemma 2.2 (ii) we get (3.7)
It follows from (3.6) and (3.7) that (3.8)
Since
Thus (3.5), (3.8) and (3.9) imply (3.10)
= r for some r > 0 to be chosen later. We have 
Hence,
in other words,
), we choose λ * > 0 such that ρ > 0 for λ < λ * . Since 0 < r i < N − 1, for i = 1, 2, we can choose
(Ω) = r, then for λ < λ * and n ≥ n * we obtain (3.12)
Then by Lemma 3.1, for every m ∈ N there exists y ∈ R m (with |y| m ≤ r) such that F (y) = 0. Therefore, there exists u m ∈ W m verifying (3.13)
and such that (3.14)
(Ω) ∀ m ∈ N and r does not depend on m, then (u m ) is a bounded sequence in W (Ω) (to simplify the notation, until the end of this section we will omit the subscript n of the variable u) such that Notice that
and r does not depend on n. We claim that
Using the fact that B = {w 1 , w 2 , . . . , w n , . . . } is a Schauder basis of W
Using as test function w = (u m − ψ m ) ∈ W m in (3.14), we get
By continuity of f n , (3.15), (3.16) , (3.19) and hypothesis (F ), we get Notice that (3.21), (3.22) and (3.23) are immediately. Let us verigy (3.24) . By continuity of f n and (3.16) we obtain
and by Lemma 2.1 and (3.13), we obtain
Hence, [16, Theorem 13 .44] leads to 
Now it is sufficient to apply the (S + )− property of −∆ p (see, e.g., [23, Proposition 3.5.] ) for obtaining (3.18) . Let k ∈ N, then for every m ≥ k we obtain
Lettin m → ∞, on accout of (3.18) we arrive at
(Ω) we conclude that
Furthermore, u ≥ 0 in Ω. In fact, since u − ∈ W 1,N 0
(Ω) then from (3.2) we obtain
The first inequality in hypothesis (F ) and the equation in (P n ) guarantee that u = 0. Here the presence of 1 n > 0 is needed. Next, we observe that hypothesis (F ) allows us to refer to [18, Theorem 7 .1] from which we infer that u ∈ L ∞ (Ω). Furthermore, the regularity result up to the boundary in [20, Theorem 1] and [21, p. 320] ensures that u ∈ C 1,β (Ω) with some β ∈ (0, 1). We also note that we may apply the strong maximum principle in [24, Theorem 5.4.1]. We are thus in a position to apply [24, Theorem 5.4.1] concluding that u > 0 in Ω because we know that u ≥ 0, u = 0, thereby u is a solution of problem (P n ). This completes the proof. Remark 3.3. To apply [18, Theorem 7 .1] and infer that u ∈ L ∞ (Ω), notice that it is necessary to consider the approximating functions f n (given by Lemma 2.1) instead of f . In fact, since
Proof of the main result
In this section we will prove Theorem 1.1. Consider the following problem where λ, a 1 and r 1 were given in Theorem 1.1. This problem admits a solution v 0 ∈ C 1 0 (Ω), see for instace [13, Lemma 4.1] . The function v 0 allows us to bound from below the solutions of (P n ).
For each λ ∈ (0, λ * ) and n ∈ N sufficiently large, by using Lemma 3.2, we get that equation (P n ) has a weak solution u n ∈ W 1,N 0 (Ω) ∩ C 1,α (Ω) for some α ∈ (0, 1). In view of (3.17), we can argue as for (3.18) , to find a subsequence n → ∞ such that the corresponding sequence {u n } is strongly convergent:
(Ω).
In fact, for some subsequence, there exists u ∈ W (Ω) with w ≥ 0.
Since u n → u a.e. in Ω, we have (4.5) f n (u n (x)) → f (u(x)) a.e. in Ω,
by the uniform convergence of Lemma 2.1 (iii). By Lemma 2.2 ≤ r, by the estimates before, we obtain
for each n. Since f n (u n (x)) → f (u(x)) a.e. in Ω, [16, Theorem 13 .44] leads to (4.6) f n (u n ) → f (u) weakly in L N ′ (Ω).
