We consider linear plants controlled by dynamic output feedback which are subjected to blockdiagonal stochastic parameter perturbations. The stability radii of these systems are characterized and it is shown that, for real data, the real and the complex stability radii coincide. A corresponding result does not hold in the deterministic case, even for perturbations of single output feedback type. In a second part of the paper we study the problem of optimizing the stability radius by dynamic linear output feedback. Necessary and su cient conditions are derived for the existence of a compensator which achieves a suboptimal stability radius. These conditions consist of a parametrized Riccati equation, a parametrized Liapunov inequality, a coupling inequality and a number of linear matrix inequalities (one for each disturbance term). The corresponding problem in the deterministic case, the optimal -synthesis problem, is still unsolved.
Introduction
One of the main purposes of feedback control is to ensure satisfactory behaviour of a dynamical system in the presence of unforeseen disturbances. This classical problem which was central to the work of Bode and Nyquist has seen a vigorous renaissance over the past decade and recent developments in control theory have been strongly in uenced by it. The focus has been on deterministic disturbances: either unstructured (additive or multiplicative) perturbations of the plant's transfer function or structured perturbations of the parameters of a given nominal state space model. As examples we mention two approaches, H 1 and stability radii. H 1 theory (see 6]) deals with the problem of minimizing (by feedback compensation) the e ect of deterministic disturbances on the to be controlled variables. The results can be applied to maximize robustness of stability with respect to unstructured perturbations of the transfer matrix. On the other hand the theory of stability radii determines precise robustness measures for stable linear state space systems subject to di erent classes of structured parameter pertur- bations 14] . Surprisingly there is a close relationship between the two theories for the special case where stability radii with respect to complex perturbations of single output feedback type are considered. In fact, in this case the problem of optimizing the stability radius by feedback control is equivalent to a singular H 1 control problem 13].
In this paper we use the framework of stability radii to study robust stability and robust stabilization problems for systems with stochastic uncertainty. Because of the close relationship between the theories of stability radii and H 1 control our results can be regarded as an extension of H 1 control theory to systems with stochastic uncertainty.
We consider the system: dx(t) = Ax(t)dt + N X i=1 D i i (E i x(t))dw i (t) + Bu(t)dt; y(t) = Cx(t); (1) where the matrices A; B; C; D i ; E i are given and the processes w i are independent scalar Wiener processes, i = 1; : : : ; N. We view the above equations as describing a linear deterministic di erentiable system (A; B; C) perturbed by stochastic multi-perturbations P N i=1 D i i (E i x(t))dw i (t). The family (D i ; E i ) i2N of matrix pairs describe the structure of these perturbations while i , i = 1; : : : ; N are unkown Lipschitzian nonlinearities. We assume that all the Wiener processes w i have zero mean. In other words, the nominal model (A; B; C) is assumed to be exact in the mean. If the system matrix A is also subject to deterministic parameter perturbations the problems of robust stability and robust stabilization are more involved and so far only estimates are available for the corresponding stability radii, see 15] . Many authors have studied stability and stabilization problems for systems with state dependent noise, see for example 17] . The quadratic optimal control problem was solved in 19] and a collection of papers concerning Liapunov exponents for such systems can be found in 1]. However, there are few papers dealing with robustness issues for this class of systems. An important reference is 18] which, in our terminology, derives necessary and su cient conditions under which in nite or arbitrarily large stability radii can be achieved by state feedback. Some results on stochastic stability radii de ned via Liapunov exponents can be found in 4, Section 7] . A characterization of the stability radius in the special case where all the E i are equal was given in 7] (the mathematical development is essentially the same as in the single perturbation case N = 1).
Here we study the robust stability and robust stabilization problems under multi-perturbations. For deterministic systems the development of such stability radii requires the use of -analysis 14] and it is well known that in the presence of more than three perturbation terms (N > 3) scaling techniques only yield upper estimates for the complex stability radius. In contrast we will derive a precise characterization via scaling techniques. This is based on the analysis of an associated minimax problem for quadratic forms. Moreover we will show that the real and the complex stability radii coincide for multi-perturbations of the above kind. The second main contribution of this paper concerns the problem of optimizing the stability radius of systems of the form (1) by dynamic output feedback. We characterize the supremal stability radius by combining a Riccati inequality with a Liapunov inequality, a coupling condition and a number of additional linear matrix inequalities. Moreover we give explicit formulae for suboptimal controllers. These results are obtained by using an inequality approach to de-terministic H 1 control theory developed by Gahinet and his co-workers, see 10], 11]. Whereas in the deterministic case the suboptimal controllers can be characterized by a pair of Riccati equations and a coupling condition, it is not possible in the stochastic case to replace both the Riccati and the Liapunov inequalities by equalities. This will be illustrated by an example. We proceed as follows. In the next section we give some results on a minimax problem for quadratic forms (the proofs are in an Appendix). These results will be instrumental for our characterization of the stability radius relative to stochastic multi-perturbations in Section 3. In Section 4 the problem of optimizing the stability radius by (linear) feedback is studied and it is shown that the supremal stability radius can be determined via matrix inequalities. Finally, in Section 5 we show that in this characterization the Riccati inequality may be replaced by a Riccati equation whereas the Liapunov inequality cannot be transformed into an equality. Moreover the corresponding results for state feedback are derived as corollaries of the previous results on dynamic output feedback.
A minimax problem for quadratic forms
Throughout the paper we use the following notation. K is either the eld R of real numbers or the eld C of complex numbers. For any integer` 1, H`(K ) is the real vector space of Hermitian matrices in K` `a nd H + (K ) = fH 2 H`(K ); H 0g is the convex cone of positive semide nite matrices in H`(K 
is a given family of nonnegative`j `j Hermitian matrices. For any set C, we denote by (0; 1) C the set of all mappings from C to (0; 1), the set of all positive real numbers. If C is nite the elements of (0; 1) C are represented by nite families = ( c ) c2C . In particular the set (0; 1) N consists of all N-tuples = ( 
then the optimization problem (3) is equivalent to minimizing the function f( ) on the positive orthant (0; 1) N . The optimal value of (3) is denoted bŷ = inf
In this section, in order to maintain the ow of the paper, we only give the pertinent results. The proofs are relegated to the appendix, nevertheless we would like to stress that these proofs are an important part of the overall proof of our main results in x3 { x5.
The solution of (3) depends strongly on the zero block pattern of the compound matrix H = (H ij ) N i;j=1 . To capture this pattern we denote by G the directed graph 3] with node set N = f1; : : : ; Ng and set of directed arcs A = f(i; j) 2 N 2 ; H ij 6 = 0g: G is said to be strongly connected if every node of G is connected to every distinct node of G by a directed path in G. Theorem 2.1 Suppose that G is strongly connected, then there exists a subset J N and a vector^ 2 (0; 1) N satisfying f(^ ) =^ , and
H ij <^ if j 2 N n J: (6) The theorem shows that in the strongly connected case the optimal value of the minimization problem (3) If G is not strongly connected there will not, in general, exist a minimum of f. To deal with this case we introduce the following notation. Let C k ; k = 1; : : : ; K be the node sets of the strongly connected components 3] of G ordered in such a way that for 1 h < k K there is no directed arc (i; j) 2 A such that i 2 C k ; j 2 C h . Then, for all h; k 2 K, h < k =) (i 2 C k and j 2 C h ) H ij = 0) : (10) Since N = S k2K C k it follows from (10) that
2 (0; 1) N : (11) The next theorem shows that problem (3) can be solved by restricting our considerations to the strongly connected components of G. H ij =^ ; j 2 J: (13) We see that the solution of problem (3) can always be reduced to the solution of a subproblem corresponding to a strongly connected component of G.
Characterization of stability radii
Suppose that A 2 K n n is a given matrix with spectrum (A) in the open left half-plane C ? = fs 2 C ; Re s < 0g. Let N 2 N and let ((D i ; E i )) i2N be a given family of matrices D i 2 K n `i , E i 2 K q i n , i = 1; : : : ; N. We will consider uncertain systems described by Ito stochastic di erential equations of the form
where 1 ; : : : ; N are unkown Lipschitzian nonlinearities satisfying k i k L < ; i = 1; : : : ; N: (15) (w i (t)) t2R + , i = 1; : : : ; N are independent zero mean Wiener processes on a probability space ( ; F; ) relative to an increasing family (F t ) t2R + of -algebras F t F. 
Let L 2 ( ; K m ) denote the space of square-integrable K m -valued functions (modulo equivalence)
on the probability space ( ; F; ). We denote by L 2 w (R + ; L 2 ( ; K m )) the space of nonanticipative stochastic processes z( ) = (z(t)) t2R + with respect to (
For arbitrary i 2 Lip (K q i ; K l i ); i 2 N and any initial state x 0 2 K n there exists a unique solution x( ) = (x(t)) t2R + of (14) Many concepts of stability have been studied for stochastic systems. In this paper we consider L 2 -stability.
De nition 3.1 The system (14) is said to be L 2 -stable if, for every x 0 2 K n , the unique solution x( ) of (14) on R + = 0; 1) with initial value x(0) = x 0 satis es
Our aim is to determine which bounds on the perturbations i ensure the stability of the deterministic system _ x(t) = Ax(t) is preserved under additive stochastic perturbations of the form P N i=1 D i i (E i x(t))dw i (t). Let denote the combined perturbation operator The Lipschitz norm of is given by
Note that because i (0) = 0, we have
The maximum > 0 for which all the systems in (14) are L 2 -stable is called the stability radius of (14) .
De nition 3.2 The stochastic stability radius of A 2 K n n with respect to the perturbation structure ((D i ; E i )) i2N and the Wiener processes ( (14) is not L 2 -stableg: (19) Remark 3.3 (i) We have chosen x 0 2 K n since we regard (14) as a stochastic perturbation of a deterministic system. However it is straightforward to extend the theory to any F 0 -measurable initial state x 0 2 L 2 ( ; K n ).
(ii) A stability radius with respect to linear perturbations can be de ned analogously by restricting the perturbations i in (19) 
It is an open question whether this restriction leads to a di erent stability radius.
(iii) If the data A; D i ; E i are real, two stability radii are obtained according to whether one chooses K = C (complex perturbations) or K = R (only real perturbations) in (19) . In a deterministic framework the real and the complex stability radii are, in general, distinct, see 14]. We will show later that they are equal in the present stochastic framework.
In order to characterize the stochastic stability radius we need the following lemmata.
Lemma 3.4 Suppose E 2 K q n and
where v i 2 L 2 w (R + ; L 2 ( ; K`i )); i 2 N and x 0 2 K n . Then
Moreover, y( ) 2 L 2 w (R + ; L 2 ( ; K q )) and
where
Proof: The rst part is a standard result for stochastic integrals 9]. Now since (A) C ?
the following integrals are well de ned and we have
The result follows since the unique solution P = P of (22) is given by P = Z 1 0 e A E Ee A d : 
where P satis es (22). Hence
So kLk max i2N ( i kD i PD i k) 1=2 . Now suppose max i2N ( i kD i PD i k) 1=2 is achieved for i = j and v j 2 K`j satis es kv j k K`j = 1 and hv j ; D j PD j v j i = kD j PD j k. Let v i (t) = 0, t 2 R + , i 6 = j and v j (
This completes the proof. 
The input-output operator L : 
Let y T denote the output of the scaled system (A; (D i ; E i ) i2N ) generated by the input u T :
It follows from (31), (32), (33) that 
We are now in a position to prove our main theorem by applying the results of x2 to the family of positive semide nite matrices (40). i . We will show that for this (14) cannot be stable. Assume the contrary, then, for all x 0 2 K n , the solution x( ) of (14) for all x 0 2 K n . This would imply E j = 0 for every j 2 J, hence P( J ) = 0 and^ = 0 contrary to our assumption. Therefore there exists x 0 2 K n such that R 1 0 E(kx(t)k 2 ) dt = 1 and neither of the two stochastic systems (14) and (48) are real. In this case we can choose K = R in (41) and obtain a formula for the real stability radius. However, we may also choose K = C so that we obtain the same formula for the complex stability radius since the RHS of (41) does not depend on the choice of the eld K . Thus One reason for the basic di erence between the deterministic and the stochastic case lies in the fact that there is no deterministic counterpart to the fundamental equation (20) (on which all our results are built).
For later use we note the following characterization of the stability radius in terms of strict inequalities. (14) is equivalent to the L 2 -stability of each uncertain stochastic system corresponding to the connected components of G: 
Maximizing the stability radius by dynamic output feedback
In this section we investigate how the stability radius of a stochastically perturbed system can be improved by dynamic output feedback. For this we introduce a control term into the system equation (14) and add a measurement equation. We consider controlled stochastic systems described by Ito equations of the form
where B 2 K n m , C 2 K p n are the input and output matrices and the other variables and matrices are of the form speci ed in the previous section.
Remark 4.1 Extensions of this problem including control dependent noise and noise corrupt-
ing the output should be considered in the framework of a general stochastic H 1 control. While the development of a comprehensive H 1 control theory for stochastic systems requires substantial new work, it can be built on the results presented here. This will be the subject of future work. The compensator takes the form dx(t) = Hx(t)dt + Gy(t)dt; u(t) = Fx(t) + Ky(t) (53) where (H; G; F; K) 2 Kn n Kn p K m n K m p and the dimensionn 0 is arbitrary. The resulting overall system is " dx(t) dx(t)
We will use the notation Our aim is to determine conditions for the existence of dynamic compensators of the form (53) that stabilize the system and achieve a stability radius r w K (A; (D i ; E i ) i2N ) > , for a given > 0. We follow an approach based on inequalities similar to the one that Gahinet developed in his approach to the H 1 control problem, see 10], 11]. We proceed in two steps. First we derive some necessary conditions and then we show that these conditions are also su cient for building a stabilizing compensator of dimension n which achieves the required stability radius.
We will make use of the following criterion for the positive de niteness of Hermitian block matrices. 
is the unique H 2 K n n satisfying (66) (with the speci cations (67) -(69)). Altogether we see that, with the above choices, equation (63) 
Remark 4.6 (i) The above theorems show that if a compensator of any ordern stabilizes the system with a stability radius greater than , then this can always be achieved by a compensator of order n. Moreover, for this compensator the feedthrough matrix K may be taken to be zero. We do not address the problem of reduced order observers, but expect that a development similar to 11] (in the deterministic case) is possible.
(ii) For 0, let A denote the set of all pairs (R; S) 2 H n (K ) H n (K ) such that (55) (70) is said to be the supreme stability radius for the uncertain stochastic system (52).
As a consequence of the previous two theorems we obtain the following characterization of the supreme stability radius. 
In particular, A ; ; ; is convex. Proof: The equivalence of (55) - (58) and (74) - (77) Remark 4.12 In the case of single complex perturbations (N = 1) the deterministic counterpart of the problem considered in this section leads to a singular H 1 -optimal control problem which can be solved via Riccati equations, see 13], or linear matrix inequalities, see 11] . The maximization of the real stability radius by dynamic output feedback is still an unsolved problem, even for N = 1. In the (complex) multi-perturbation case the deterministic version of our problem leads to an optimal -synthesis problem since the stability radius with respect to multi-perturbations can be characterized via the -function 14]. To our knowledge this problem is still unsolved. Our solution of the stochastic problem is based on the fact that the scaling technique works and yields a characterization of the stochastic stability radius in terms of matrix inequalities, see Theorem 3.9. A similar result is not available for deterministic multi-perturbations, see Remark 3.11.
Replacing Riccati inequalities by Riccati equations
In this section we explore the possibility of replacing the Riccati inequality (55) by a Riccati and its "-approximations:
XA + A X + E( ) E( ) ? XBB X= 2 + " 2 I n = 0:
The following lemma summarizes some useful and well known properties of these equations, see e.g. 12], 5].
Lemma 5.1 Suppose (A; B) is stabilizable and > 0; 2 (0; 1) N . Then (i) For each " > 0 (79) has a unique solution X ; (") in H + n (K ), and X ; (") 0. For every solution P 0 of (78) there exists " such that X ; (") P.
(ii) (ARE ; ) has a unique maximal solution X ; 2 H + n (K ) and this solution is characterized amongst all other Hermitian solutions of (ARE ; ) by the property (A ? BB X ; = 2 ) C ? :
Moreover, X ; X ; (") for all " > 0. For any < R ( ; ) we now construct, via the Riccati equation (ARE ; ), a compensator of order n so that the stability radius of the overall system is greater than . For this, the maximal solution of (ARE ; ) must be stabilizing, i.e. condition (80) must be satis ed. Example 5.5 Consider the perturbed stochastic system dx 1 (t) = (?x 1 (t) + x 2 (t))dt + 1 (x 1 (t))dw 1 (t); dx 2 (t) = (x 2 (t) + u(t))dt + 2 (x 1 (t))dw 2 (t); y(t) = x 2 (t);
i.e. We conclude the paper with a proposition concerning the state feedback case. In particular, the proposition shows that it is not possible to obtain a larger stability radius by dynamic state feedback than that which can be achieved by static state feedback.
In 8] the equivalence (i) , (iv) was proved for the special case E i = E; i 2 N.
Appendix
We use the notation introduced in Section 2. In order to prove Theorem 2. 
Proof: By induction it su ces to prove (92) for the case where (i; j) 2 A. But in this caseFor r 2 0; 1], de neẑ(r) 2 (0; 1) N by settingẑ j (r) =ẑ j if j 2 J andẑ j (r) = rẑ j if j 2 N n J.
