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We introduce a Monte Carlo algorithm to efficiently compute transport properties of chaotic
dynamical systems. Our method exploits the importance sampling technique that favors trajectories
in the tail of the distribution of displacements, where deviations from a diffusive process are most
prominent. We search for initial conditions using a proposal that correlates states in the Markov
chain constructed via a Metropolis-Hastings algorithm. We show that our method outperforms the
direct sampling method and also Metropolis-Hastings methods with alternative proposals. We test
our general method through numerical simulations in 1D (box-map) and 2D (Lorentz gas) systems.
The statistical description of physical systems, at
first justified based on their high dimensionality,
is now well-known to be applicable and necessary
already in simple, low-dimensional, chaotic sys-
tems. Even though analytical results are often
hard to obtain, numerical simulations in broad
classes of sytems confirm that the properties of
ensembles of trajectories in deterministic systems
are best described statistically. These numeri-
cal simulations become computationally expen-
sive when the dimensionality increases or when
the quantities of interest rely on atypical trajecto-
ries. In this paper we develop numerical methods
to efficiently simulate rare trajectories in chaotic
systems showing diffusive behavior.
I. INTRODUCTION
An example of a statistical description (at macroscopic
scales) arising due to chaotic dynamics (at microscopic
scales) is the onset of diffusion in different spatially ex-
tended deterministic systems [1–5]. Theoretically, these
systems are in the diffusive regime in the limit of time
going to infinity. The finite-time behavior, or the ex-
act conditions of validity of the diffusive approximation,
are typically unknown. In practice, one often relies on
numerical simulations of an ensemble of trajectories to
compute the distribution ρ(r; t) of displacements r at
a given observation time t; see e.g. Ref. [6] for the nu-
merical analysis of the paradigmatic Lorentz gas. Such
direct numerical simulations capture the behavior of typ-
ical trajectories, and are often adequate to estimate the
diffusion coefficient; however, they struggle to character-
ize rare trajectories such as the ones in the tails of the
distribution of displacements.
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Importance sampling is a variance reduction technique
used for Monte Carlo calculations to compute rare con-
figurations [7]. It relies on the analysis of a weighted dis-
tribution of the random variable of interest, and is used
either when the direct distribution is difficult to sample,
or when the focus is on its tails. As a variance reduc-
tion technique it increases the precision of the estimates
that can be obtained for a given computational effort [7–
9]. More recently, importance sampling methods have
been increasingly applied to compute rare trajectories
in dynamical systems [10–12], e.g. to study finite-time
Lyapunov exponents [13, 14], open chaotic systems [15],
climate systems [16], chemical reactions [17, 18].
In this work we show how importance sampling meth-
ods can be applied to compute transport properties of de-
terministic dynamical systems. The displacement distri-
bution ρ(r; t) is obtained through a Markov Chain Monte
Carlo procedure, implemented via a Metropolis–Hastings
algorithm. The key part of our method is an efficient pro-
posal for moving within the set of initial conditions. By
using information about the ensemble second moment,
which is known to satisfy the standard diffusion rule, we
deduce an algorithm that is applicable to study the tail
of the displacement distribution. Our paper applies and
extends the general framework introduced in Ref. [12],
correcting it to ensure the validity of the detailed-balance
condition and extending its applicability to the compu-
tation of transport properties.
II. PROBLEM SETTING
Consider a deterministic dynamical system φt(x) that
evolves initial conditions x in the d-dimensional phase
space Ω ⊆ Rd for a time t, either discrete or continu-
ous. The observable we are interested in is the (Euclidean
norm of the) displacement rt(x) ≡ r(x, t) := ‖φt(x)− x‖
at an observation time t and its distribution ρ(r; t), ob-
tained from the set of initial conditions Γ ⊆ Ω and a nat-
urally defined probability measure (e.g., uniform or the
natural measure of φ). The general problem we consider
in this paper is how to efficiently estimate ρ(r; t) from
ar
X
iv
:1
80
4.
06
69
8v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  4
 A
pr
 20
18
2the numerical simulation of a sample of x ∈ Γ. Transport
properties are computed from ρ(r; t), e.g. the diffusion
coefficient
D := lim
t→∞
〈
r2
〉
t
2d¯t
, (1)
where d¯ is the spatial dimension and the mean of a
spatial observable f at time t is defined as 〈f(r)〉t ≡∫∞
0
f(r)ρ(r; t)dr.
The simplest, direct sampling, approach consists of a
uniform sampling of the space Γ and the measurement of
rt(x
(i)) for each initial condition x(i). The estimator of
the distribution ρ(r; t) is then
ρˆ(r; t) =
1
M
M∑
i=1
δ(r − rt(x(i))) , (2)
where M is the number of initial conditions and δ is the
Dirac delta distribution. This method is appropriate to
estimate the diffusion coefficient or typical trajectories of
ρ(r; t). However, the estimator (2) requires a vast num-
ber of samples to be accurate in the tail or to calculate
high moments of ρ(r; t)[30]. This is seen, for instance, in
the problem of estimating the probability of finding tra-
jectories above a given threshold r > r∗, e.g. to estimate
It =
∫ ∞
r∗
ρ(r; t) dr. (3)
In this paper we develop a method suited to problems in
which such rare trajectories play an important role.
A. Importance sampling
Importance sampling methods are useful to reduce the
computational cost of rare trajectories, e.g., reducing the
scaling between estimators of Eq. (3) and the number of
samples M . This is achieved by sampling states with
a weighted distribution, different from ρ(r; t). Here we
focus on the canonical (or escort) distribution [19]
ρβ(r; t) =
ρ(r; t) e−βr
Zβ
, (4)
where Zβ denotes a normalization constant (partition
function)and β (inverse temperature) is a parameter in-
troduced to favor orbits in the tail of the distribution.
In the following, we compare direct sampling with im-
portance sampling for the estimation of (3) when the
distribution ρ(r; t) is exactly known. Let us define the
set At := {r : r > r∗} for a given t. The direct estimator
Iˆdirectt of (3) for M samples drawn from ρ(r; t) is given
by
Iˆdirectt =
1
M
M∑
i=1
1At(ri) , (5)
where 1A is the characteristic function of the set A. This
is an unbiased estimator that converges almost surely in
the limit M → ∞ by the Strong Law of Large Num-
bers [8]. For a finite M , the error associated with a
generic estimator Iˆ is
e :=
σ[Iˆ]
It
(6)
where σ2[Iˆ] is the variance of the estimator (and therefore
σ[Iˆ] is the standard deviation). For the estimator (5) this
is calculated as [20]
σ2[Iˆdirectt ] =
1
M
∫ ∞
0
[1At(r)− It]2ρ(r; t)dr , (7)
and therefore the error is given by
edirect =
√
1− It
MIt
(8)
and the cost for a fixed error in terms of the number of
samples is
Mdirectt =
1− It
e2directIt
, (9)
where we put labels over M to make explicit that it is
associated with a sampling method and some observation
time.
In the importance sampling method we draw M (inde-
pendent) samples from the weighted distribution (4). In
such a case the unbiased estimator of the integral (3) is
Iˆ importancet =
Zβ
M
M∑
i=1
1At(ri)
exp(−βri) , (10)
and the variance is given by
σ2[Iˆ importancet ] =
1
M
∫ ∞
0
[
1At(r)Zβ
exp(−βr) − It
]2
ρβ(r; t)dr .
(11)
Introducing this in Eq. (6) and solving for M , as done
for the direct estimator, we find the cost for a given error
e as
M importancet =
Zβ
∫∞
r∗ ρ(r; t) exp(βr)− I2t
e2importanceI
2
t
. (12)
This formula depends on the value of the parameter
β. For a given r∗ and t we use the value β = β∗
that minimizes the error (and variance), obtained solv-
ing d(σ2[Iˆ importancet ])/dβ = 0 (and applying the second
derivative test).
Let us illustrate the discussion above for the Rayleigh
distribution [21],
ρ(r; t) =
r
2Dt
exp
(
− r
2
4Dt
)
, (13)
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FIG. 1: Improved efficiency of importance sampling in a 2D diffusive system following the distribution (13). (a) The
Rayleigh distribution (13) and its weighted version obtained from Eq. (4) with β = β∗ ≈ −1.47. (b) Computational
cost of estimating the integral (3) with r∗ = t/2 for ρ(r; t) given by the Rayleigh distribution. The cost is measured
by the number of samples needed to achieve an accuracy e = 10%. Three different sampling methods are considered:
direct sampling (9), importance sampling (12) with β∗ = −r∗/(2Dt), and the Metropolis-Hastings method with
uniform proposal (see text). In both plots the curves are theoretical with D = 0.17 and t = 20.
the limiting radial distribution for a two-dimensional
isotropic system that exhibits normal diffusion with co-
efficient D. The value of β∗ that minimizes (11) is ap-
proximately
β∗ ≈ −r
∗
2Dt
, (14)
obtained by grouping the leading exponential terms in
the integrand (10) and finding the minimum [22]. By
fixing a desired precision (e.g., e = 0.1) in our estima-
tion of the integral (3), the cost of the direct sampling
method is obtained from Eq. (9) and of the importance-
sampling case from Eq. (12) using approximation (14). In
fig. 1 we show the Rayleigh distribution (13), its weighted
version ρβ(r; t), and the performance of the two estima-
tors for a representative problem. It is evident that the
importance-sampling cost is lower, and scales more slowly
in the relevant limit of t → ∞, with respect to the di-
rect sampling. In this example, and also in the numerical
investigations discussed below, we consider problems in
which r∗ grows linearly with t
r∗ = αt+ c, (15)
with 0 < α ≤ 1. This reduces the number of parameters
and is convenient since β∗ ≈ −α/(2D) in Eq. (14) is a
constant and in the limit t → ∞ we have increasingly
hard computations, i.e. r∗ →∞ and It → 0 in Eq. (3).
B. Metropolis–Hastings algorithm
Having shown the (potential) advantage of the impor-
tance sampling technique, we face the practical prob-
lem of sampling from the weighted distribution (4). The
previous calculations have assumed the distributions as
given and thus considering the underlying dynamics that
generates them has not been needed. In the remainder of
this section we introduce the Metropolis–Hastings (MH)
algorithm as a way of sampling from ρβ(r; t) for a given
dynamical system, and we show why a naive application
of this traditional method fails to achieve the improve-
ment in the computational cost obtained in the previous
section.
Recall that rt : Γ → R, and that by using the natu-
ral measure over Γ (or a uniform distribution) we sam-
ple displacements from ρ(r; t). Thus for sampling dis-
placements from the weighted distribution (4) we have
to change the measure over Γ. It can be shown that
by constructing a Markov chain over Γ with equilibrium
distribution pi(x) ∝ exp [−βrt(x)] , the sampling of (4)
can be achieved; see discussion in [12]. The construction
of this Markov chain can be done via a MH algorithm,
which has the following steps
• Initialize. Choose uniformly an initial condition
x and the observation time t.
• Measure the observable rt(x).
• Proposal. Propose a new initial condition x′,
drawn from a proposal distribution g(x→ x′).
• Measure the observable rt(x′).
• Acceptance. Accept the new state according to
the following rule:
a(x→ x′) = min
{
1,
g(x′ → x)
g(x→ x′)
pi(x′)
pi(x)
}
(16)
4• If the state is accepted, set x = x′.
• Return to the proposal step.
The MH and other Markov Chain methods do not pro-
duce independent and identically-distributed (iid) ran-
dom variables; rather, there is a correlation between sam-
ples which increases the cost, given by [20]
MMH,importancet = M
importance
t κ(x
1, x2, . . .) , (17)
where κ = 1+2
∑∞
i=1 corr(1At(r(x
1)), 1At(r(x
i)))) is the
autocorrelation time associated with the sequence {xi},
and corr is the autocorrelation function [23]. This is rele-
vant when the proposal distribution depends on the state
x.
A naive implementation of the MH algorithm uses a
uniform distribution in the proposal step, i.e.
g(x→ x′) = 1|Γ| . (18)
The problem with this proposal is that it it is difficult to
sample the weighted distribution ρβ(r, t) for large |β| (or,
equivalently, r∗). This happens because typically the new
state x′ has a value of the observable rt(x′) distributed
as ρ(r; t), which is peaked at values far from the peak of
ρβ(r, t) (c.f. Fig. 1). This implies that the proposal is non-
local – the distribution of r− r′ is peaked at increasingly
negative values – and the acceptance (16) vanishes. This
can be calculated explicitly as follows. Assuming that
convergence to ρβ(r; t) has been achieved, the cost of
the algorithm can be estimated by calculating the mean
acceptance. By proposing following (18) the new states
would have a displacement drawn from ρ(r; t), as in the
direct sampling, with the only difference that not every
new state x′ is accepted. The acceptance is controlled by
using Eq. (16), whose mean value can be calculated as
a¯t = 〈a(x→ x′)〉 =
=
∫ ∞
0
dr
∫ ∞
0
dr′ρ(r′; t)ρβ(r; t)(min {1, exp(−β(r′ − r))}) .
(19)
The cost of the method is thus simply Mdirectt /a¯t (c.f.
equation (9); note that the accepted states are iid and
thus κ = 1 in Eq. (17)). The results for the Rayleigh
distribution can be computed and are shown as the curve
MH–uniform proposal in figure 1. It is evident that this
method is extremely inefficient, requiring more samples
to estimate (3) than the direct method. This happens
because a¯t goes to zero for large t and r
∗. Therefore, to be
successful in exploiting the advantages of the importance
sampling technique a clever proposal is required.
As a summary of this section, we have shown that the
sampling distribution (4) has the potential to dramati-
cally increase the efficiency of the sampling of the tails of
a general distribution ρ(r; t). However, a naive approach
to generate the sampling distribution (4) – based on MH
and a uniform proposal g(x → x′) – is not sufficient to
achieve this goal. In the next section we introduce an
improved proposal distribution g(x→ x′) which we later
show to be able to obtain the desired improvement in the
scaling of the efficiency.
III. PROPOSAL DISTRIBUTION
The MH algorithm that we propose follows the same
steps listed above, but constructs a proposal distribution
following the general scheme set up in Ref. [12] (previous
motivation may be found in [10, 11, 13, 24]). There, an
explicit algorithm was constructed for sampling states in
the tails of the Finite-Time-Lyapunov Exponent distribu-
tion for closed systems and the escape-time distribution
for open systems. Here, we consider the displacement
distribution ρ(r; t) in spatially extended systems.
The idea is to construct an improved proposal distri-
bution g(x → x′), exploiting correlations between x and
x′ (and thus between rt(x) and rt(x′)). We introduce
two general proposals with a free parameter, the corre-
lation time t∗, which, when adjusted correctly, achieves
the goal of efficiently correlating the motion in Γ with
the landscape of rt:
i) The local proposal, consisting of drawing the next
state x′ (in the Markov chain) at a distance
‖x− x′‖ drawn randomly from a half-Normal
glocal(x→ x′) =
√
2
piσ2(x)
exp
(
−‖x
′ − x‖2
2σ2(x)
)
. (20)
Following Ref. [12], the typical length σ(x) should
be chosen as
σ(x) = ∆ exp(−λ¯t∗(x)) . (21)
where ∆ a constant associated with the scale of
the same order as |Γ|, λ¯ is the mean value of the
Lyapunov exponent, and t∗(x) is the correlation
time that quantifies for how long the trajectories
that departs from x and x′ are similar. It may be
the case that this proposal proposes a new state
x′ out of the set of initial conditions Γ; in such a
case the proposal step in the MH algorithm is set
as x′ = x.
ii) The shift proposal, consisting of proposing the next
state x′ by integrating (or iterating) the motion
from x during a certain time t˜ (that depends on the
value of rt(x)) and then taking the resulting state
(or its projection into Γ), combining with equal
probability a forward and a backward motion:
gshift(x→ x′) = 1
2
δ(x′−φt˜(x)) + 1
2
δ(x′−φ−t˜(x)) , (22)
with t˜ drawn from an arbitrary distribution f(t˜)
with mean tshift(x) = t − t∗(x) and support [0, t].
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FIG. 2: Two deterministic dynamical systems showing diffusive behaviour: (a) Box map and (b) Lorentz gas. The
insets (upper left corner) show a single trajectory in the fundamental cell defining the dynamics. The main panel
shows the spatially extended system, composed of the periodic repetition of the fundamental cell, with five typical
(r ≈ 〈r〉, in red) and five rare (r in the tails of ρ(r; t), in blue) trajectories. All trajectories were initiated in the set
Γ = [0, 1) for the box map and Γ = S1 ×D for the Lorentz gas, where S1 is the unit circle (velocity space) and D
the configuration space in a single cell.
In comparison to Ref. [12], this is a more general
way of setting the shift proposal, which is essential
to guarantee the detailed balance condition of the
MH algorithm[25]. In our simulations, f(t˜) is a
truncated normal distribution.
In both types of proposal summarized above the main
piece of the puzzle is to find the formula that relates ad-
equately the correlation time t∗(x) with the observable
rt. We deduce it by departing from the same premise
as any efficient MH algorithm, which is to maintain the
acceptance ratio away from 0 and 1. By using the fact
that correlated trajectories are statistically indistinguish-
able up to time t∗ and that for a diffusive system the
mean square displacement scales linearly with time (c.f.
Eq. (1)) we obtain (see appendix B)
t∗(x) = max
{
tmin, t−
∣∣∣∣ a− 12Dβ(1− r22Dt )
∣∣∣∣} , (23)
where D is the diffusion coefficient, r = rt(x) is the dis-
placement of the initial condition x, 0 < a < 1 is a con-
stant, and tmin is a parameter that accounts for the fact
that the correlation time may assume a minimum value
(e.g., tmin > 0) [26].
The total proposal rule combines the two proposal
rules discussed above as
gs+l(x→ x′) = 1
2
gshift(x→ x′) + 1
2
glocal(x→ x′) , (24)
with the adjustable parameter t∗(x) controlled by (23).
In the theoretical results above the Lyapunov expo-
nent λ and diffusion coefficient D of the system appear,
in Eqs. (21) and (23) respectively. In a practical imple-
mentation of the method in cases in which these quan-
tities are unknown, the simplest way to proceed is to
estimate them from a standard direct-sampling simula-
tion – both quantities rely on typical trajectories which
are not computationally demanding to estimate. In the
problem of transient chaos, Ref. [24] showed that using
the correct of λ is essential and introduced an adaptive
proposal which converges to that value (see also Ref. [12]
for further discussions, e.g., on alternatives based on the
finite-time Lyapunov exponent). For the case of D, be-
low we show numerical evidence that a rough estimation
is sufficient, i.e., our method remains efficient even if the
value of D used in Eq. (23) differs from the true diffusion
coefficient of the system.
IV. NUMERICAL TESTS
In this section, we test the validity of our method via
numerical simulations in two systems:
a. The box map is a one-dimensional piecewise-
linear map xt+1 = Ma(xt) – defined in Eq. (A1) be-
low – that is one of the simplest chaotic system that
exhibits normal diffusion[28]. The parameter a controls
the chaoticity (for |a| > 1 the system is chaotic with
Lyapunov exponent λ := ln a); the diffusion coefficient
D, shows a fractal dependence on a, with analytical for-
mulas known for a ≥ 2 when a is an integer [3, 29]. Here
we use mostly a = 4, in which case the distribution of xn
is a binomial distribution (see appendix A for details),
and thus the convergence to a Gaussian in the limit that
t→∞ is expected (diffusive regime).
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FIG. 3: Estimation of ρ(r; t) and ρβ(r; t) using the proposed importance-sampling method (MH in red). Results are
compared against the direct-sampling method (Direct in blue), against the diffusive approximation (dashed line,
Gaussian and Rayleigh distributions), and the exact result (A2) for the case of the box map with integer a
(dashdotted line). Results for the two numerical methods are based on M = 107 samples and the estimation of
ρ(r; t) based on the importance-sampling method (in green) is obtained by reweighting ρβ(r; t) [27]. (a) Box map,
with parameters a = 4, D = 1/4, β = −1.8 and t = 8. (b) Box map, with parameters a = 3.7, D = 1/4, β = −1.8
and t = 8. (c) Lorentz gas, with parameters β = −1/4, D = 0.17 and t = 20. Inset: magnification around the peak
of the distribution showing strong deviations from the Rayleigh distribution.
b. The Lorentz gas is one of the most studied deter-
ministic chaotic systems. In the version considered here,
it is a periodic array of circular scatterers that forms
a triangular lattice [30]. Depending on the separation
between the scatterers the following two regimes are de-
fined: finite horizon and infinite horizon [31]. In the first
regime, which we consider here, the free motion of the
particle is bounded, and ensembles exhibit normal dif-
fusion, with a central limit theorem having been proved
in the limit t→∞ [32] (the sequence ~r(t)/√t converges
weakly, or in distribution, to a normally distributed ran-
dom variable. This asymptotic distribution, in terms of
the scalar r, is the Rayleigh distribution (13).). For a
finite time t, however, the distribution is unknown. We
consider a triangular unit cell with a centered disk of unit
radius and with a lattice space between the centers of the
disks of d = 2.2, following the notation of [31]. We cal-
culate the mean Lyapunov exponent following [34] and
obtain λ¯ = 2.10 [33]. In addition, we take the diffusion
coefficient equal to D = 0.17, as reported in [31].
These two dynamical systems are illustrated in Fig. 2,
together with a few trajectories with typical and rare
spreading in space. This shows how typical and rare
trajectories fundamentally differ from each other, illus-
trating also the significance of our algorithm not only in
estimating ρ(r; t), but also in identifying actual trajecto-
ries in the tail of this distribution. Next we compare, for
each of these two systems, our sampling method with the
direct sampling and the MH algorithm with alternative
proposals. The code used in our simulations is available
in Ref. [35].
A. Sampling of ρβ(r; t)
The first test of our method is to confirm that it cor-
rectly samples from ρβ(r; t) for a given β. The results
shown in Fig. 3 confirm that this is the case, leading
to an improved statistical accuracy in the estimation of
the tails of ρ(r; t) (compare the green and blue curves
in the figure). Another successful test of our method is
that it is able to correctly estimate the deviations from
the diffusive approximation (e.g., due to finite t). These
deviations appear both at the core of the distribution
– e.g., r ≈ 3 in the Lorentz gas shown in panel (c) –
and at its tail. While these deviation are known exactly
for the case of the box map with a = 4, serving as an
additional test to our method, the shape of ρ(r; t) in the
Lorentz gas is not known for finite t so that we rely solely
on the direct-sampling and MH numerical estimations.
(The systematic deviations at the core of the distribu-
tion for long times were studied by one of the present
authors in [36].) Both these estimations are in agree-
ment on the deviations in the core of the distribution,
but only the MH method is able to capture the behavior
in the tail. The existence of deviations in the tail can be
intuitively understood by realizing that for any t there
is a maximum travel distance r†, while the Rayleigh dis-
tribution has support in [0,∞). The constant velocity
|v| = 1 of trajectories in the Lorentz gas implies that
r† ≤ t; in the finite-horizon regime considered here, the
inequality is actually strict, r† < t. Numerical estima-
tions of r† and ρ(r; t) for r . r† are difficult to obtain
using the direct-sampling method; for example, in the
example of Fig. 3(c) the Rayleigh distribution in the in-
terval r ∈ [18, 20] has a measure of ≈ 10−11, so that
in principle we expect that of the order of 1011 directly-
sampled initial conditions would be needed to sample one
7trajectory in this interval. In contrast, our importance-
sampling method reduces the cost of these estimation by
biasing the samples towards large values of r; e.g., in
the case shown in the figure we estimate r† ≈ 18.08 and
ρ(r†) ≈ 3.6× 10−11 based on solely 107 samples.
As an additional test of our method, we compare
the direct and MH sampling for the box map with
a = 3.7, where the exact distribution ρ(r; t) is unknown
(Fig. 3(b)). The exact value of D for this case is also
unknown and we use in Eq. (23) the value of D for
a = 4. Our method (MH, green line) agrees with the
direct sampling (Direct, blue line) in the description of
the fine structures of ρ(r; t) and, additionally, provides
an increased statistical accuracy in the estimation of the
tails. This success of our method shows also that it is
robust with respect to the value used for D in Eq. (23).
B. Acceptance
The second test of our method is to check that method-
specific characteristics are behaving as theoretically ex-
pected. This is an important test because, in principle,
the sampling of the distribution (4) using the Metropolis–
Hastings algorithm could work for different proposals
g(x → x′) and it is unclear whether the elaborate ideas
we include in our method are indeed necessary. In Fig. 4
we show numerical results in the Box map comparing
how the acceptance (panel (a)) and locality (panel (b))
of our proposal (24) compares with the naive uniform
proposal (18) for increasing t (r∗). The results show
that while the (naive) uniform proposal becomes non-
local with a vanishing acceptance for large t, the MH with
our improved proposal preserves locality: for all t, on av-
erage at least 5% of the proposals have positive r′ − r
(panel (a)) and the acceptance ratio remains bounded
away from zero (panel (b)). These results confirm our
theoretical findings – end of Sec. II B for the naive pro-
posal and Sec. III for our method – confirming the suc-
cess of our algorithm in constructing an efficient Markov
Chain that converge to the weighted distribution ρβ(r; t).
C. Efficiency
The third and final test of our method is to compare
the efficiency of our method with that of the alterna-
tives. As a cost to measure efficiency we use the number
of samples needed to obtain a predefined accuracy in the
estimation of a quantity of interest, the probability of
the tail of the distribution in Eq. (3). Figure 5 compares
how this cost scales for increasingly hard problems (ob-
tained increasing t and thus r∗). It is clear that for large
t our method outperforms the direct sampling and naive
MH method, showing not only a lower cost but, more
importantly, a different scaling with t. We also compare
this scaling to the ideal MH method obtained from an iid
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FIG. 4: Comparison of the (naive) uniform
proposal (18) and our proposal (24) for the box map as
a function of the observation time t. For each t we
choose β = β∗ that minimizes the cost in Eq. (12) for
r∗ = t− 4.5 (obtained numerically). (a) Distribution of
the locality (r′ − r). For the improved proposal, the
boxplots show the 5%, 25%, 50%, 75%, and 95% quantile
of the distribution (obtained numerically). For the
uniform proposal, the average and standard deviation
are shown (obtained analytically as discussed after
Eq. (18), considering ρ(r; t) and ρ∗β(r
′; t) as the
theoretical distributions for r(x) and r(x′) respectively).
(b) Mean acceptance, computed numerically for the
improved proposal and using Eq. (19) for the uniform
proposal. Inset: same curve of the improved proposal
zoomed and separated into its components (shift and
local). In both plots, the numerical curves for the
improved proposal were obtained for 105 different
points sampled from ρ∗β(r; t).
sample of ρβ(r; t), this is known exactly in the case of the
box map (panel (a)) and is based on the Rayleigh approx-
imation in the Lorentz gas (panel (b)). In comparison to
this ideal case, the cost of our method is shifted upwards
because of the unavoidable correlation of the points of
the Markov Chain (c.f. equation 17). However, the scal-
88 9 10 11 12 13 14
t
102
103
104
105
106
107
Co
st
 (n
um
be
r
   
 o
f s
am
pl
es
)
(a)
Ideal direct sampling (exact)
Ideal importance sampling (exact)
MH- Improved proposal (D =Dexact)
MH- Uniform proposal
Direct sampling
10 12 14 16 18 20 22
t
102
104
106
108
1010
Co
st
 (n
um
be
r o
f s
am
pl
es
)
(b)
Ideal direct sampling (Rayleigh)
Ideal importance sampling (Rayleigh)
MH- Improved proposal
Direct sampling
FIG. 5: Improved efficiency of the importance-sampling method. The computational cost of different sampling
methods is measured as the number of samples needed to estimate the integral (3) with a an accuracy e = 10%. (a)
Box map with r∗ = t− 4.5, and β∗ obtained numerically by minimizing (12); comparison between our proposal
(MH- improved proposal), the uniform proposal (MH-uniform proposal), direct sampling (numerical and theoretical
results), and the ideal importance sampling (obtained introducing the exact ρ(r; t), Eqs. (A2), in (4)). In addition,
our proposal is implemented with two different values of D in equation (23)(gray curves), namely D = 2/3Dexact
and D = 4/3Dexact.(b) Lorentz gas. We estimate the integral (3) with r
∗ = 3t/4 using β∗ = −3/(8D) ≈ −2.2
obtained from (14). For comparison, the theoretical results on the Rayleigh distribution (13) are shown. To
numerically estimate the cost at a given t, i = 1, 2 . . . , 10 independent realizations of the numerical method are
repeated and for each realization the value I of the integral (3) is estimated as Iˆi(M) for increasing number of
samples M . The reported cost correspond to the minimum value of M at which the standard deviation of the 10
estimations is σ(Iˆi(M)) < eI with e = 10%, see Eq. (6). The error bars is the standard error obtained repeating this
whole procedure for further 10 times.
ing with t of our method seems to be the same as in the
ideal case (even when D is not exact), suggesting that
the correlation time of the chain is not increasing with t.
V. CONCLUSIONS AND FUTURE
DIRECTIONS
In this work we presented a new algorithm based on the
Metropolis–Hastings (MH) method to sample the tails of
the displacement distribution ρ(r; t) in chaotic systems
that exhibit normal diffusion. The core of the algorithm
is the proposal (24), which combines local and non–local
steps along the set of initial conditions. We showed that
the method is more efficient than both traditional direct-
sampling methods and MH methods based on alternative
(uniform) proposals. The superiority of our proposal re-
sides in the idea of introducing a correlation time t∗ be-
tween trajectories, based on the general framework to
construct importance-sampling methods in determinis-
tic dynamical systems developed in Ref. [12]. From this
point of view, the main results of this work are: (i) the
application of the general framework to a new class of
problems (computation of transport properties in spa-
tially extended systems), deducing the relation (23) be-
tween r and t∗; and (ii) a modification of the procedure
to perform the shift proposal, Eq. (22), that guarantees
the detailed balance condition of the MH method (this
modification should be considered also in other applica-
tions of the MH method in deterministic systems). The
success of our method opens the possibility of identify-
ing trajectories (and their probability) with anomalously
large displacement.
Future extensions of our method could consider cases
where the chaoticity condition is broken but in which
normal diffusion is still present (such as polygonal bil-
liard channels; see, e.g., Ref. [37]) and also systems
that exhibit anomalous diffusion, such as the Lorentz
gas with infinite horizon [38] and the extended Pomeau-
Manneville map [39], in which efficient computational
methods are required for adequately sampling the tails.
We believe that our results will contribute towards the
development of a new set of techniques for the compu-
tational study of transport properties in dynamical sys-
tems.
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Appendix A: Box map
The so-called box map [3, 29] is given by
Ma : R→ R, xt+1 = Ma(xt)
with
Ma(x) =
{
ax , 0 < x ≤ 1/2
ax+ 1− a , 1/2 < x ≤ 1 (A1)
and the conditions
Ma(x+ 1) = Ma(x) + 1
Ma(x) = −Ma(−x) .
This system is diffusive for values of the parameter a ≥
2. The diffusion coefficient (1) for integer values of the
parameter a is [29]
D(a) =
{
((a− 1)(a− 2)/24 , a is even
(a2 − 1)/24 , ais odd
For a = 4 – used in this paper – the distribution of
r(t) := |xt − 1/2| is [40]
ρ(r; t) = 2
(
2t
br + 1/2 + tc
)(
1
2
)2t
. (A2)
where the first part denotes the binomial coefficient and
br + 1/2 + tc is the integer part of r + 1/2 + t.
Appendix B: Derivation of main formula (23)
Here we deduce the main formula (23). This follows
the main lines of the general procedure stated in [12].
It is remarkable that we explicitly use the fact that the
system is diffusive to arrive at a simple formula.
The ideal proposal should make the average acceptance
ratio constant and independent of the initial point x, i.e.
E[a(x→ x′)|x] =
∫
Γ
a(x→ x′)g(x→ x′)dx′ = constant .
(B1)
Setting up a theoretical framework for reaching this ob-
jective is still a challenge for chaotic systems. However,
this condition may be relaxed to one that makes the
average ratio between the distributions pi(x′)/pi(x) con-
stant (c.f. Eq. (16)). To first order, for the case where
pi(x) ∼ exp(−βE(x)), this condition is rewritten as
E [E(x)− E(x′)|x] = 1− a
β
, (B2)
where 0 < a < 1 is a constant. In what follows we take
the natural variable appearing on a diffusive process as
E(x) = r2(x, t) ≡ r2t (x) and using (B2) we deduce a
relation between this observable and t∗(x).
In arbitrary dimensions, given a point x ∈ Γ, the dis-
placement vector r at time t can be decomposed as the
vector sum:
r(x, t) = r(x, t∗) + r(φt∗(x), t− t∗) , (B3)
where t∗ is any intermediate time, i.e. t∗ ∈ (0, t) and
φ the flow (map) induced by the dynamics. The logic
behind the following deduction is to use the hypothesis
that for two initial conditions x, x′ ∈ Γ related via some
proposal, their trajectories are correlated during a time
t∗, and so the observable is correlated during this time.
After t∗ the trajectories are independent and are random
realizations of the diffusive process.
From (B3), the distance r = ‖r‖ satisfies for a given
initial condition x the following relation:
r2(x, t) = r(x, t) · r(x, t) = r2(x, t∗) + r2(φt∗(x), t− t∗) + 2r(x, t∗) · r(φt∗(x), t− t∗) , (B4)
that also holds for a particular x′. Let us point out that
the average (B2) is a conditional average over x, and
that x′ depends on x via the proposal g(x → x′). We
take this into account in the calculation of the left hand
side of equation (B2) for the observable r2(x; t) expanded
as in (B4):
E[r2(x′, t)− r2(x, t)|x] = E[r2(x′, t)|x]− r2(x, t) =
= E[r2(x′, t∗)|x]− r2(x, t∗) + E[r2(φt∗(x′), t− t∗)|x]− r2(φt∗(x), t− t∗)
+ 2E[r(x′, t∗) · r(φt∗(x′), t− t∗)|x]− 2(r(x, t∗) · r(φt∗(x), t− t∗) . (B5)
To simplify this expression we make the following as- sumptions. Firstly, we assume that up to time t∗ the
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trajectories associated with the flows φt∗(x) and φt∗(x′)
are practically indistinguishable and thus on average
E[r2(t∗, x′)|x] = r2(t∗, x). This cancels out the first two
terms in equation (B5). Secondly, we assume that on
average the dot product of (r(t∗, x′), r(t− t∗, φt∗(x′))) is
equal to that of (r(t∗, x), r(t − t∗, φt∗(x)), thereby sim-
plifying the last two terms in equation (B5). By using
the right hand side of the constraint (B2) and combining
it with the previous assumptions we get
E[r2(φt∗(x′), t−t∗)|x]−r2(φt∗(x), t−t∗) = a− 1
β
. (B6)
To solve for t∗ in terms of r2(x, t) we need a fur-
ther simplification. For that, notice that in the diffusive
regime we expect that E[r2(x′, t − t∗)] = 2D(t − t∗) for
an arbitrary x′ (this includes the point φt∗(x′)). And it
is reasonable to assume that the following relation
r2(φt∗(x), t− t∗) ≈ r
2(x, t)(t− t∗)
t
, (B7)
between the observed value r2(x, t) and r2(φt∗(x), t− t∗)
holds. By inserting these two approximations into (B6)
we obtain
(t− t∗)
[
2D − r
2
t
t
]
=
a− 1
β
. (B8)
Rearranging terms and solving for t∗ we get
t∗ = t− a− 1
2Dβ
(
1− r22Dt
) , (B9)
with the further simplification of the notation r2 := r2t .
Finally, to guarantee that t∗ belongs to the proper inter-
val we impose the following constraint
t∗ = max
{
tmin, t−
∣∣∣∣ a− 12Dβ(1− r22Dt )
∣∣∣∣} , (B10)
which is the equation (23). The parameter tmin is in-
cluded to guarantee that t∗ is physically meaningful (e.g.,
in most problems t∗ > 0). In order to simplify the calcu-
lations, the results above were computed using E(x) = r2
as an observable. Nevertheless, the relation between t∗
and r in Eq. (B10) is expected to lead also to efficient
correlation of the trajectories for the case E(x) = r be-
cause there is a monotonic relation between r and r2 (by
construction, r ≥ 0) and because local proposals in r2
will tend to be local in r as well. Our numerical results,
obtained for E(x) = r, confirm this expectation.
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