Consider multiple sums S n of i.i.d. random variables with a positive expectation on the d-dimensional integer grid. We prove the strong law of large numbers, the law of the iterated logarithm and the distributional limit theorem for random sets M t that appear as inversion of the multiple sums, that is, as the set of all arguments x ∈ R d + such that the interpolated multiple sum S x exceeds t. The moment conditions are identical to those imposed in the limit theorems for multiple sums. The results are expressed in terms of set inclusions and using distances between sets.
Introduction
Classical renewal theorems can be viewed as inverse results to limit theorems for sums of i.i.d. random variables. In this paper we consider similar results for multiple sums S n on the d-dimensional grid N d . Unless otherwise noted, assume d ≥ 2. The letters m, n, k, and u, x, y, z stand for vectors from N d or R Let {ξ m , m ∈ N d }, be a multi-indexed family of independent copies of an integrable random variable ξ with finite mean µ = Eξ > 0. Denote by
the corresponding multiple sums, and let S n = 0 for n with at least one vanishing component. It is convenient to extend these multiple sums to all indices x ∈ R d + by the piecewise multilinear interpolation, see, e.g., [19] . Let
where C x denotes the set of all vertices of the unit cube which contains x, v k (x) is the volume of the box with k and x being diagonally opposite vertices and with faces parallel to the coordinate planes, and k * means the vertex opposite to k in the cube that contains x. It is easily seen that (1.1) determines S x uniquely even if x lies on the boundaries of several adjacent cubes. This interpolation technique, expressed in another way, was used by Bass and Pyke [3] . A special feature of this choice of interpolation is that |x| = x 1 · · · x d (being a multilinear function in all coordinates) admits the exact interpolation.
Consider the renewal sets
+ : S x ≥ t}, t > 0. Since the multi-linear interpolation (1.1) produces a continuous function, M t is a random closed set in R d , see [15] . The strong laws of large numbers (SLLNs) for multiple sums were established in [17] and [10] . Unlike the conventional case of d = 1, they hold if and only if the generic summand has a logarithmic moment whose order depends on the dimension, see (2.4) . By inverting this and other SLLNs for multiple sums, we show that the rescaled random sets t −1/d M t converge as t → ∞ (in a sense to be specified) to the set
2)
The law of the iterated logarithm (LIL) for renewal sets deals with modifications of H obtained by perturbing µ −1 with an iterated logarithm term multiplied by a constant. We examine the values of the constant that ensure the validity of the LIL and show that the boundary values violate it. We also derive the LILs for distances between the scaled M t and H. While the upper limits are non-trivial, it is shown that the lower limits vanish. The latter is rather suprising meaning that, inside any cone, the boundary of t −1/d M t infinitely often lies within a small envelope around the boundary of H. The proof relies on considering the LILs for multiple sums inside a cone, outside it and subtle results concerning the LIL for subsequences. Finally, we establish the central limit theorem for radial functions that represent M t in the spherical coordinates.
The longer proofs of the SLLN and the LIL are postponed to separate sections. Special features of the one-dimensional case are considered in Section 7. In Appendix, we derive a strong law of large numbers and a law of the iterated logarithm for multi-dimensional sums S n as n → ∞ within a sector. These results differ from those available in the literature so far and complement the sectorial laws proved in [11] .
Similar results hold for sums generated by marked Poisson point processes, where S x is the sum of the marks for the points dominated by x ∈ R d + .
Throughout the paper, log c and log log c for c ≥ 0 have the usual meanings except near zero; we set log c, resp. log log c, to be 1 over [0, e), resp. [0, e e ). The extended logarithmic functions become positive and monotone on R + .
Strong law of large numbers
We start with a rather general multidimensional inversion theorem which allows converting a.s. limit theorems for S n to their counterparts for M t in terms of set inclusions. We will need the following generalisation of the regular variation property, which is due to Avacumović [2] , see also [1, 8] and references therein. The class of O-regularly varying functions includes all regularly varying functions and many oscillating ones. The substitution c → c −1 leads to an equivalent characterisation:
Then H(c) decreases in c, and H(0) becomes H from (1.2).
Theorem 2.2 (Multidimensional inversion).
Let p be an O-regularly varying function such that p(t) is non-decreasing and t −1 p(t) is non-increasing for all sufficiently large t. If
then, for all ε > 0 and sufficiently large t,
Theorem 2.2 yields the following Marcinkiewicz-Zygmund type SLLN for M t in terms of set inclusions. Corollary 2.3 (SLLN for renewal sets, set-inclusion version). If
for some β ∈ [1, 2), then, for each ε > 0 and all sufficiently large t,
Proof. According to the Marcinkiewicz-Zygmund type SLLN for multi-indexed sums due to Gut [10, Th. 3.2] (see also [13, Cor. 9 .3]), (2.4) implies (2.2) with the required function p(t) = t 1/β , t > 0, which satisfies the conditions of Theorem 2.2. To be more precise, in Gut's paper n → ∞ means min{n 1 , . . . , n d } → ∞ instead of max{n 1 , . . . , n d } → ∞. However, the necessary refinement can be easily obtained. Theorem 2.2 yields further strong laws of large numbers under other normalisations that still ensure the validity of the SLLNs for multiple sums as described in [13, Ch. 9] .
In the following, T denotes a closed convex cone such that
2) is weakened to
The proof of (2.6) follows the lines of the proof of Theorem 2.2, see Section 5. These conical (or sectorial) versions of the a.s. limit theorems usually hold under weaker moment assumptions. The next result follows from the sectorial SLLN proved in Theorem 8.1. 
where λ d is the Lebesgue measure on R d and K is a Borel set in R d that determines the localisation. 
7)
and, for any compact set
We now briefly consider discrete renewal sets M t ∩ N d constructed by non-interpolated partial sums. Strong limit theorems for the cardinality N t of the finite set N d \ M t may be found in [13, Ch. 11] . In particular, the following SLLN holds. Theorem 2.6 (see [13, Th. 11.7] 
A similar result holds for EN t , see [13, Th. 11.5] . Set-inclusion results for t 
In order to bound the number of integer points between the sets ∂H(c), we need some results on the asymptotic behaviour of T k − T j as j, k → ∞. It can be proved that there exists a polynomial P d of degree d − 1 such that 
Laws of the iterated logarithm
Now we turn to the law of the iterated logarithm (LIL) for M t in terms of set inclusions. Recall that T always denotes a closed convex cone such that (2.5) holds. Let
In other words,
Assume that ξ has a finite variance denoted by σ 2 and denote κ(t) = 2t −1 log log t, t > 0.
Theorem 3.1 (LIL for renewal sets, set-inclusion version). Let
for all sufficiently large t. 
almost surely for all i.
for all sufficiently large t.
The idea of the proof of this theorem is to apply two laws of the iterated logarithm for multiple sums. First, a modification of the sectorial law from [11] with the limiting constant 1 (proved in Appendix) is applicable inside T, while the law of the iterated logarithm from [21] in the full R d + with the limiting constant √ d is applicable in the complement of T. Remark 3.2. Theorem 3.1 may be reformulated as
and the supremum and infimum are not attained in the sense that the above inclusions do not hold for the critical values ±µ −3/2 .
As previously, we now quantify the results of Theorem 3.1 by means of the Hausdorff distance ρ H and the localised symmetric difference metric ρ K △ . For any cone T, define
where 
If ξ is a.s. non-negative, (3.7) holds with the factor 2 on the right-hand side replaced by 1.
Note that (3.6) gives the exact value of the upper limit unlike (3.7). This is achieved due to the high sensitivity of the Hausdorff metric to outlying points.
Assume that ξ is a.s. non-negative. In the one-dimensional case, the corresponding lower limits in Theorem 3.3 equal zero. Indeed, it follows from the ordinary LIL and continuity of S x that S t i /µ = t i along some sequence t i → ∞. Since ξ ≥ 0 a.s., this implies
and the claim follows. It is quite remarkable that this, even in a stronger form, remains true in any dimension.
, then (3.9) holds provided only that Eξ 2 < ∞.
Convergence in distribution
Assume that σ 2 = E(ξ − µ) 2 < ∞. The limit theorem for multiple sums by Wichura [20, 
, which is a centred Gaussian field with the covariance
Here the integer part [·] and the minimum ∧ of vectors are defined componentwise. The convergence ofS t,x means that the value of each measurable functional continuous in the uniform metric converges in distribution to its value on the limiting Chentsov random field, see [20, Def. 1] .
Bickel and Wichura [6] formalised this convergence as the weak convergence in the Skorokhod topology for random fields. The setting in [20] and [6] concerned the non-interpolated fields. The same convergence holds also for the interpolated fields 
for any ε > 0. Here w δ stands for the δ-modulus of continuity. The finite-dimensional convergence follows from the central limit theorem, whereas (4.2) holds by the inequality w δ (S t,· ) ≤ w 2δ (S t,· ), which is valid for large t, and the counterpart of (4.2) forS t,· , which is derived in [20, Th. 3] and [6, Th. 5] .
Notice that Bass and Pyke [3] considered random signed measures generated by the interpolated fields and established the convergence in the analogue of the uniform metric for set-indexed functions. The convergence ofS t,x might be also directly derived from [3, Th. 7.1] under a slightly stronger moment assumption E|ξ| 2+δ < ∞ for some δ > 0, see Remark 8.5 ibid. We also note that the above convergence holds if [0, 1] d is replaced by any compact set K ⊂ R d + . Finally, we remark that both the pre-limiting and limiting fields are a.s. continuous, and so the convergence can also be regarded as the weak convergence in the uniform metric, see [7, p. 151] .
The lack of a well-defined centring (and subtraction) for random sets makes it necessary to express limit theorems for the random sets t −1/d M t in terms of some real-valued functions of them. For this, choose the radial function
++ . In this section we will assume that the generic summand ξ defining the multiple sums is almost surely non-negative. Hence, S au ≤ S bu for a ≤ b, and so the radial function uniquely identifies the set M t .
By Corollary 2.3,
We may assume that the Euclidean norm of u equals one.
++ , is the Chentsov random field. Proof. By the definition of the radial function,
where
Let M + be the supremum of µ|f + (u)||u| over u ∈ K, and so y
withS defined by (4.1). It follows from the above equality and its counterpart for f − that
Note that
weakly in the uniform metric as t → ∞, since α ± (t, u) → 1 uniformly over u ∈ K. It remains to use the symmetry property of the Chentsov random field. 
which coincides with the limiting field up to a constant, has the covariance
which becomes |u ∧ v| if |u| = |v| = 1. Since 
Proofs for results in Section 2
Since we have to prove inclusions (2.3) only for large t, the function p may be arbitrarily redefined in a neighbourhood of the origin. Particularly, we may assume that p(t) is positive and non-decreasing for all t ≥ 0, and t −1 p(t) is non-increasing for all t > 0. First, list some immediate properties of the function p needed in the sequel. (c) p(t) − δt is non-increasing in t for large δ and t.
Proof. (a) follows from the fact that p(t)/t is non-increasing due to the positivity of p. By (a), taking into account that p(t) is non-decreasing,
with some M > 0, the right-hand side being positive due to (2.1).
Since p(t)/t is non-increasing, δ − t −1 p(t) is positive and non-decreasing in t for large δ and t. Hence,
does not increase.
Next, we show that the asymptotic behaviour of S n given by (2.2) is inherited by the interpolated sums. 
Proof. Being multi-linear itself, |x| can be exactly recovered by
Let C x = {k ∈ C x : |k * | = 0}. By (1.1), (5.2), and monotonicity of p, we have for all
.
Since p(t)/t is non-increasing,
, and so (2.2) implies (5.1).
Proof of Theorem 2.2. Assume that the left-hand inclusion in (2.3) does not hold, that is, there are sequences {x i , i ≥ 1} and {t i , i ≥ 1} with t i → ∞, such that x i ∈ H(εp(t i )t
i x i , we may write the former inclusion as |y i | ≥ µ −1 t i + εp(t i ) and the latter one as S y i < t i . The first inequality implies y i → ∞. Hence,
Note that α i → 0 as i → ∞ by (5.1), whereas the negative right-hand side of (5.3) is bounded away from zero by Lemma 5.1(b). This contradiction proves the left-hand inclusion in (2.3).
Assume that the right-hand inclusion in (2.3) does not hold, so that there exist sequences {x i , i ≥ 1} and {t i , i ≥ 1} with t i → ∞ such that |y i | < µ −1 t i − εp(t i ) and S y i ≥ t i for all i, where y i = t 1/d i x i . Therefore, S y i → ∞, which easily leads to y i → ∞ by (1.1). By Lemma 5.1(c),
for large i and sufficiently small ε > 0 (that may be smaller than the first chosen ε). Using the above definition of α i , we get
By (5.4) and taking into account the monotonicity of p, we have
This is not a straightforward consequence of (5.1) and Lemma 5.1(a), since y → ∞ need not imply |y| → ∞ (which is possible if y → ∞ while getting simultaneously closer to one of the coordinate planes). However, (5.6) may be proved in an alternative way: (2.2) and (a) lead to S n − µ|n| = O(|n|) a.s. as n → ∞ in N d (which is now equivalent to |n| → ∞), and the latter in turn implies (5.6) in the same manner as (2.2) implies (5.1).
So, by (5.6)
At the same time, the second factor on the right-hand side of (5.5) is bounded away from zero as i → ∞ due to (2.1). This contradicts α i → 0 and so proves the right-hand inclusion in (2.3).
The following results give bounds on the Hausdorff and the symmetric difference distances between the sets H(c) for different c's.
Proof. An elementary minimisation argument yields that
The above expression yields the negative of the support function of H(c) in direction (−u). Since the Hausdorff distance between convex sets H(c 1 ) and H(c 2 ) equals the uniform distance between their support functions and the maximal value of |u| is d −d/2 , (5.8) holds and easily yields (5.9).
where L T is given by (3.5).
. Equation (5.10) easily follows by representing T ∩ (H(c 1 ) \ H(c 2 ) ) in the spherical coordinates:
Proof of Theorem 2.5. By Corollary 2.3, (5.8) and (5.9),
A similar bound for the symmetric difference metric follows from (5.10). Since ε can be chosen arbitrary small, (2.7) and (2.8) follow. If K ⊂ R 
Proofs for results in Section 3
It suffices to assume that σ = 1. To simplify the notation, let χ(t) = 2t log log t = tκ(t) (6.1)
for t ≥ e e , and extend both χ and κ to [0, ∞) and (0, ∞), respectively, so that χ becomes positive and concave.
It follows from the law of the iterated logarithm for multi-indexed sums due to Wichura [21, Th. 5] , see also [13, Th. 10.9] , that, under (3.2), lim sup
Hence, lim sup
Indeed,
where the second inequality relies on the concavity of χ. The same argument applied to the sectorial version of the LIL proved in Theorem 8.1 leads to lim sup
Proof of Theorem 3.1. First, we prove the inclusion in (i). Taking (3.1) into account, we actually need to show that
almost surely for all sufficiently large t.
In order to derive (6.4), we assume the contrary and consider the sequences {y i , i ≥ 1} and {t i , i ≥ 1} with y i , t i → ∞ such that
and S y i ≥ t i for all i. Along the lines of the proof of Theorem 2.2 (with −γ instead of ε and √ dχ(·) instead of p(·)), we arrive at an analogue of inequality (5.5):
Passing to the upper limit, by (6.2), (5.7), and (6.1) we arrive at the contradiction
The same argument with y i ∈ T and a reference to (6.3) leads to (6.5). The inclusion in (iii) may be deduced in a similar manner by means of (5.3) instead of (5.5) and lim inf instead of lim sup.
Let us now turn to the proof of (ii). Since H T (c) decreases in c, it suffices to prove that (3.3) and (3.4) hold with γ = −µ −3/2 and γ = µ −3/2 , respectively. It will be shown that "exceptional" points which violate these inclusions may be found on the diagonal
This, however, requires a more delicate analysis. Introduce the sequence of diagonal integer points
and a (one-dimensional) sequence {η j , j ≥ 1} of independent copies of ξ. For i ≥ 1, denotẽ S i = i j=1 η j . By [5, Th. 1.1] (see also (1.14) ibid.), it may be easily checked that, under assumption E(ξ 2 log log |ξ|) < ∞, (6.6) which holds by (3.2),
is a lower function for {S i d , i ≥ 1}. Hence, q is a lower function for the sequence {S z i , i ≥ 1}, which has the same distribution. In other words, each of the inequalities
holds infinitely often with probability one. In order to prove the claim, it suffices to find (random) sequences {t
s., and for large i a.s.
Following (6.8), we introduce (random) sequences of indices {z
s., and
almost surely for all sufficiently large i. Letting t
. Hence, we actually need to prove that the implications
hold a.s. for all sufficiently large i. Setting ψ − (u) = µu − q(u), ψ + (u) = µu + q(u), and denoting by ψ ← − and ψ ← + their inverses, we may write the left-hand inequalities in (6.9) and (6.10) as |z
). Thus, it suffices to show that the inequalities
hold for large u. A straightforward calculation yields that these inequalities actually mean
Routine but rather tedious calculations (which we do not detail here) show that the above inequalities indeed hold for large u with χ and q defined by (6.1) and (6.7). This completes the proof of (ii) and of Theorem 3.1.
Remark 6.1. The sectorial LIL proved in Theorem 8.1 does not require Wichura's condition (3.2). Hence, all parts of the foregoing proof based only on sectorial arguments remain true without (3.2) . This particularly applies to (6.5) with γ < −µ −3/2 as well as to the reverse inclusion with γ > µ −3/2 . For ease of reference, we reproduce them here in a slightly modified form
a.s. for γ > µ −3/2 and all sufficiently large t.
Proof of Theorem 3.3. Fix γ > µ −3/2 and a closed convex cone T with T\{0} ⊂ R d ++ . Denote for brevity H ± = H(±γκ(t)) and H ± T = H T (±γκ(t)). By (i) and (iii) in Theorem 3.1,
almost surely for all sufficiently large t. Therefore,
Without loss of generality, assume that T is sufficiently large and contains the diagonal, so that ρ H (H,
Dividing by κ(t) and letting γ ↓ µ −3/2 yields the upper bound in (3.6):
In order to obtain the reverse inequality, we notice that the sequences {z 
for large i. Since the supremum in the definition of ρ H (H(c 1 ), H(c 2 )) is attained at a diagonal point, (5.9) implies
Thus, we arrive at the lower bound in (3.6):
Let us now turn to the proof of (3.7). Consider an enlarged closed convex cone T such that T \ {0} ⊂ R d ++ and whose interior contains T K \ {0}. Notice that ρ
since H ± T coincides with H ± within T. Hence, by (6.11) and (5.10),
almost surely for all sufficiently large t. Dividing by κ(t) and letting first t → ∞ and then
. By Remark 6.1,
for all large t, provided only that Eξ 2 < ∞. The rest of the proof follows the lines of the preceding proof, but with reference to (6.13) instead of (6.11) .
Assume that ξ is almost surely non-negative. Then, with each x, the set M t contains also ax for all a ≥ 1. Hence, reflecting the set t −1/d M t \ H symmetrically with respect to ∂H in the radial direction, we easily arrive at the counterpart of (6.12):
almost surely for all sufficiently large t, and then the proof proceeds as above. The case
is treated in the same way as before.
Proof of Theorem 3.4. Fix a sufficiently large closed convex cone T such that T \ {0} ⊂ R 
The event A l,c means that, inside T, the boundary of l −1/d M l lies within a relatively narrow strip
and the latter event is identical to
Since ξ is a.s. non-negative, B l,c can be represented in terms of interpolated sums as
The one-dimensional case
Let us now briefly discuss the case of d = 1. Then
and there is no need to introduce the cone T. The multidimensional inversion theorem (Theorem 2.2) and the set-inclusion SLLN (Corollary 2.3), together with their proofs, remain valid in this case, too. The set-inclusion LIL (Theorem 3.1) in the above form additionally requires that E(ξ 2 log log |ξ|) < ∞ (see (6.6) above), which in the multidimensional case follows from Wichura's condition (3.2). Under this assumption, which goes back to Feller, we could apply a Kolmogorov-Petrovsky-Erdős-Feller type criterion in order to check whether a given function is upper or lower in the LIL for subsequences.
However, in the one-dimensional setting, this assumption actually affects only the behaviour at the critical values ±µ −3/2 . Indeed, if |γ| > µ −3/2 (parts (i) and (iii) in Theorem 3.1), the above proofs remain valid. In the case of −µ
, the claim can be proved in the following alternative way which does not require (6.6).
According to the ordinary LIL, there is a (random) sequence of indices {n k , k ≥ 1}, such that n k → ∞ a.s. and
Suppose (3.3) does not hold, and so t −1 M t ⊂ H(γσκ(t)) for all sufficiently large t. Therefore, S n ≥ t implies that n ≥ µ −1 t + γσχ(t) for all sufficiently large t. Since S n k → ∞ a.s., we may let n = n k and t = S n k , so that n k ≥ µ −1 S n k + γσχ(S n k ). By (7.1), (6.1), and making use of the SLLN for S n , we arrive at the contradiction
Statement (3.4) may be proved in a similar way, noticing that S n < t implies n < µ −1 t + γσχ(t), and using
instead of (7.1). So, Theorem 3.1 remains true in the one-dimensional case without condition (6.6) if |γ| = µ −3/2 . For the metric SLLN and LIL (Theorems 2.5 and 3.3) in case d = 1, one would rather define for t > 0 the first passage times ν(t) = min{n ≥ 1 : S n > t} and the last exit times N(t) = max{n ≥ 0 : S n ≤ t}. 
The a.s. limit theorems for S n (T) normalised by R n (T) were derived by Gut [11] . Then, lower moment assumptions on the summands suffice if n converges to infinity inside the cone. Below we confirm that, with this mode of convergence, the strong limit theorems hold for S n (T) replaced by S n and R n (T) replaced by |n|.
Proof. We will partially apply the approach used in the proofs of Theorems 3.1 and 5.1 in [11] . Fix m T ∈ N d such that all x ∈ T with |x| ≤ 1 satisfy x ≤ m T , that is m T dominates all points from {x ∈ T : |x| ≤ 1}. The existence of such m T is guaranteed by the fact that T \ {0} is a subset of R We may clearly assume that µ = 0 and, in the proof of (8.2) , that σ = 1. Define
Then, for any ε > 0, |S k | > ε2 4) where Y l i is the sum of l i = |m T |2 di i.i.d. copies of ξ. Next, by the one-dimensional Lévy's inequality, and C instead of ε, we arrive at the inequality
It follows from [9, Th. 4 ] that the series on the right-hand side converges for all C > 2 d |m T | 1/2 . An application of the Borel-Cantelli lemma and the desymmetrisation argument complete the proof of (8.6).
Next, we prove that lim sup 12) for all n ∈ T with sufficiently large |n|. Due to (8.9) , the latter along with (8.10) and (8.11) implies (8.7) since δ can be chosen arbitrarily small.
