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Rbumi! 
Dans son fameux article, Cobham a montri: que la suite des ttats d’un k-automate ttait le 
point fixe d’une substitution de longueur constante (Cobham, 1972). Aprts avoir introduit de 
nouvelles notions (substitution de longueur 8, suite 8-automatique. . .). nous donnons un 
thtoritme analogue pour les systkmes de nom&ration assocks i des j?-nombres. 
1. Introduction, rappels 
I .l. Notations 
Now ne travaillons qu’avec des alphabets finis Z = (0, 1, . . . , k - I}, avec k 2 2, dont 
les Gments sont appells les lettres. L’ensemble Z* designe le monoi’de libre engendrk 
par C: un Ckment u de C* est une suite finie de lettres de Z appeli un mot, le mot vide 
est not& par E. Si pour quatre mots U, II, s et t de Z* nous avons u = ust, II est un prkfixe 
de u, t un suffixe de u et s un facteur de u. 
Nous notons la longueur d’un mot u par IuI, en particulier l&1=0. 
Le mot de longueur n ne comportant que la lettre a est nott par a”. 
Nous difinissons sur Z* l’ordre lexicographique (notk >) par: 
- si u=a, . ..a. et o=h, . . . b, alors u>o si, pour un iE{l, . . ..n}ai>bi. et pour tout 
j<i, aj=bj; 
- si u=aI . ..a.,, et u=b, . . . b, avec m-en, alors u>u si 10-“>o. 
I .2. /I-d&eloppement 
Soit 8 un rtel strictement plus grand que 1, nous dtfinissons le /I-dkveloppement de 
1 (notk De(l)) comme la suite infinie suivante d’entiers positifs (a,),N (pour plus de 
prkcisions voir [7, 5, 11): 
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ao= PI, ro= (01 ([xl d’ ‘g ea nant la partie entiere de x et {x} la partie fractionnaire 
de x), 
pour tout entier n, a,+ 1 = [Or.], r,, 1 = (h,}. 
Le reel 19 est un /3-nombre sison /?-developpement est ultimement periodique ou fini 
(i.e. De(l)=ao...cr,(a,+, ...c(“+~)~ ou DO(l)=ixo... a,). Plus precisement, si De(l) est 
fini, 8 est un /hombre simple. Dans la suite fI dtsignera toujours un b-nombre. Le 
/I-developpement de 1 dun /3-nombre verifie les conditions de Parry ([S]): 
0 Si DO(l)=ao . . . cl”, alors 
CIO . . . Gl,>q . . . a., 
cio . . . G-a2 . . . an, 
. . . 
uo . . . c(,>cI,. 
0 Si De(l)=ao...a,(a,+, . ..a.+,)O, alors 
~o***~,+nl~~I .-.%+,%+1, 
uo-** ~.+nG-~z ***4l+,%+1~,+2, 
tIO . . . @&&-~I, . . . cln+m%+l . . . an+r(k), 
a0 .-. k+,>a,+,h+1 . . . u,+,(,), 
r(k) E k mod m. 
A tout /3-nombre 8, il est nature1 d’associer un polynome C&(X) de Z[X] defini 
a partir du /3-developpement de 1 de 0 [l]: 
0 Si DO(l)=ao . . . cl,,, alors Qe(x)=x”+‘-aox”-arx”-‘- . ..- cl,,, 
0 Si DB(l)=ao . . . cc,(~,+~ . ..cI.+,)~, alors 
Qeb) =(x 
n+m+1 _CLOX~+~_tllX~+~-l_ . . . _un+m) 
_(x”+l -aox”-~lx”-l- a.0 -a,). 
Si 8 est toujours racine de Q@(x), ce polynbme peut ne pas Ctre son polynome minimal. 
1.3. P-syst&me de numhration 
Un systeme de numeration est un couple ((U,),,,; C), od ( U,JnsN est une suite 
strictement croissante d’entiers (applee la base) et C un ensemble fini (l’alphabet ou 
ensemble des chiffres). Dans le systlme ((V,),,, ; C) un entier m admet le mot a0 . . . a, 
de C* comme representant, si on a l’egalite: m=aoU,+ .-a +a,Uo. 
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Nous Ccrirons toujours les mots representant un entier dans le sens d&croissant de la 
suite (U&+ 
Generalisant le celebre systeme de numeration de Fibonacci [9], Bertrand a in- 
troduit des systlmes de numeration originaux (les /Csystkmes de numhration) definis 
a partir dun P-nombre quelconque [l], mais aussi [4]: 
0 Si De(l) = fxo .. . a,, alors 
uo= 1, 
Ui=aoUi_1+alUi_z+...+ai_1Uo+l pour l<i<n; 
Ui=c(oUi_l+a1Ui-*+...+a”Ui_(n+l) pour iaTZ+l. 
l Si DO(l)=ao . . . a,(a,+l . ..a.+,)O, alors 
Uo=l, 
Ui=G1oUi-r+IXrUi-2+ *** +Cri-rUo+ 1 pour tOUt i2 1. 
l Dans les deux cas C = (0, 1, . . . , Cd]}. Pour toute la suite et s’il n’y a pas d’ambigu’ite, 
C designe toujours l’alphabet (0, 1, . . . , [O] >. 
Dans de tels sysdmes, tout entier non nul admet un reprisentant unique ne 
comportant aucun facteur superieur ou Cgal a De(l) pour l’ordre lexicographique 
[l, 41, et ne debutant pas par la lettre 0: nous l’appelons le reprksentant normalisb de 
I’entier. 
Nous notons par RN(B) l’ensemble des representants normalises, et par O*RN(8) 
l’ensemble des mots de RN(o) precedes dun nombre fini de zeros. 
Pour la thiorie des automates et la k-reconnaissabilite, nous renvoyons a [3]. 
Pour alleger l’ecriture nous separons le cas fini du cas ultimement periodique. Les 
demonstrations des propositions, similaires dans les deux cas, sont faites dans le 
premier, esquissees ou omises dans le second. 
Exemple 1. Nous notons C#J = (1 + &2 1 e “nombre d’or”. Nous trouvons D,( 1) = 11, 
ce qui implique que la base du systeme de numeration associt a C#J est la suite de 
Fibonacci (soit 1,2, 3,5, etc.), et l’alphabet C = (0, l}. Nous retrouvons bien le systeme 
de numeration de Fibonacci dans lequel le nombre 8 admet trois representants ne 
debutant pas par un 0: les mots 10000, 1011 et 1100, le premier Ctant le representant 
normalise de 8. 
- Pour C#I” =(3 +&2, Dbz(1)=210. lci, la base du systeme est la suite des entiers 
apparaissant ades rangs impairs dans la suite de Fibonacci (soit 1,3,8 etc), l’alphabet 
&ant C= (0, 1,2}. Le nombre 8 admet deux representants: les mots 100 et 22, le 
premier est le representant normalise de 8. 
- Dans les deux cas, Q&C) est le polynome minimal de 8. 
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2. Ensembles Ue-reconnaissables t O-automates 
2.1. D$initions 
Le langage O*RN(B) est un langage reconnaissable de C*. En effet, le lecteur sera 
facilement convaincu que pour un /?-nombre simple 8 tel que DO(l)=cr, . . . tl., le 
langage 0* RN(e) est reconnu par l’automate A0 = {P, po, 9 = {po, . . . p._ 1}, C, SO} 
represente par le schema sur la Fig. 1. 
Dans cet automate, nous avons &(po, u)=“poubelle” si u nest pas un mot de 
O*RN(B). 
Nous obtenons un type d’automates imilaires dans le cas general de /I-nombres. 
Soient 0 un #I-nombre, et S une partie de N. Nous definissons le langage L,(S) 
comme l’ensemble des reprtsentants normalisis des elements de S dans le 8-systeme de 
numeration. 
Par analogie avec la notion de k-reconnaissabilite, nous dirons qu’une partie S de 
N est UB-reconnaissable si LB(S) est reconnaissable par un automate ayant un nombre 
fini d’etats. 
Considerons S une partie UB-reconnaissable de N et un automate 
r = (E, eo, 9, C, S} reconnaissant LB(S) tel que 6(eo, 0) = e. (la theorie des automates 
nous assure qu’un tel automate peut toujours Ctre construit a partir de n’importe quel 
automate reconnaissant L,(S)). 
Comme les deux automates A0 et r sont definis sur le mtme alphabet, nous pouvons 
definir I’automate produit (A0 x r) suivant reconnaissant LB(S): 
(&xO=(J’xE, bed, 
9= {(pi,ej)EP x E, si ej est un Ctat final dans F),Z, S}. 
Fig. 1 
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Dans l’automate (de x r) nous avons pour un mot u de .Z*, 6((p0, eo), u)= 
(poubelle, ej) si et seulement si u n’est pas un mot de 0* RN(e) (par dkfinition de de), 
c’est $ dire si le mot u a un facteur supkrieur ou Cgal $ De(l). Mais comme LB(S) est 
inclus dans O*RN(8), nous vkifions l’appartenance d’un mot de C* 6 LB(S) seulement 
pour les mots de O*RN(8), et nous pouvons supprimer dans (de x r) les Ctats de la 
forme (poubelle, ej) ainsi que les fltches qui aboutissent dans ces Ctats. 
Nous obtenons un automate A = {Q, qo, P, C, S}, reconnaissant L+(S), qui vkrifie: 
- 6(q,, u) est dCfini dans A,(S) o u est un mot de 0* RN(e); 
- &IO, 0) = 40. 
Un automate ayant les deux propri&s ci-dessus era appelk un &automate, et toute 
partie UB-reconnaissable de N sera reconnaissable par un B-automate. 
Exemple 2. Considtrons l’ensemble S des entiers dont le reprksentant normalid dans 
le $-syst&me de numkration ne comporte qu’un nombre impair de 1. 11 est facile de 
voir que le &automate reconnaissant L+(S), est constituk de quatre Ctats: 
A={Q=(A,B,C,D},A,~={(B,C}, {0,1},6} 
repkent& par le schkma sur la Fig. 2. 
2.2. Propri&ts des e-automates 
Lemme 1. Soient 8 un fl-nombre simple (De(l)=ao . . . a,) et A = (Q, qo,9, C, S} un 
&automate. Soit q un &at de A: 
s’il existe q’EQ et u=uao . . . aiEO*RN(Q (uEO*RN(~), iE{O, .. . ,n-2)) tels que 
6(q’, u)=q, alors la transition 6(q, a) existe dans A si et seulement si 
aE{O,l, . . . ,aci+lj}. 
s’il existe q’EQ et u = vao . . . a,_ 1~O*RN(8)(o~O*RN(~)), tels que 6(q’, u)=q, alors la 
transition 6(q,a) existe dans A si et seulement si a l {0,1, . . . ,(a,- l)}. 
si pour tout q’EQ et UEO* RN(B) tels que 6(q’, u) = q, u ne contient aucun sufJixe de la 
forme a0 . . . ai, alors pour tout acC, la transition 6(q,a) existe dans A. 
Fig. 2. 
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Lemme 2. Soient 8 un /I-nombre avec D,(l)=ae . ..c&.+r . ..a.+,,,)” et 
A = {Q, qov 9, C, 6) un &automate. Soit q un &at de A: 
l s’ii existe q’EQ et u=vao . . . aieO*RN(B) avec voO*RN(@, ig{O, . . . ,n+m-1) (re- 
spectivement u=vao . . . a,(a,+l . . . a,+I)ka,+l . . . a,+jcO*RN(B) avec wO*RN(@, 
je{l, . ..) m - l}, kE tV) tels que 6(q’, u) = q, alors la transition 6(q, a) existe duns A si et 
seulement si aE{O, 1, . . . ,U(i+l)} (respectivement aE{O, 1, . . . ,U(,+j+l)}). 
l s’il existe q’EQ et u=vao . . . a,(a,+, . . . IX,+,)‘EO*RN(B), voO*RN(8), kEN, tels que 
6(q’, u)=q, alors la transition 6(q, a) existe duns A si et seulement si 
&O,l,...,aC,+,,}. 
l si, pour tout q’ EQ et UEO* RN(e) tels que 6(q’, u) = q, u ne contient aucum suffixe de la 
forme a0 . . . aioudelaformeao...a,(a,+i ...a,+,)ka,+l . ..a.,+j,alorspourtoutaEC, 
la transition 6(q,a) existe duns A. 
Preuve des Lemmes 1 et 2. Par hypothese dans les deux cas A est un &automate, les 
deux lemmes en decoulent directement car A n’accepte que les mots ne contenant 
aucun facteur plus grand que De(l). 0 
Proposition 1. Soient 8 un B-nombre simple (De( 1) = a0 . . . a,) et A = {Q, qo, 9, Z, 61 un 
&automate. Soient p et q deux hats de A tels que S(p, a0 . . . aJ=q pour un 
iE{O, . . . . n- l}. Si q’est un hat de A, tel que S(q’, u)= q pour ueO*RN(B), alors: 
l si IuI<i+l, u est un su#ixede ao...ai; 
l si lul>i+l, a=ua,-,...ai avec vEO*RN(e). 
Preuve. Nous demontrons la proposition en montrant les trois resultats 
intermediaires uivants: 
(1) Soient (p,q, q’)EQ3 et (i,j)E(O, . . . . n-2}2 tels que 6(p, a0 . ..UJ= 
6(q’, a0 . . . Uj) = q, alors i = j. 
(2) Soient(p,q,q’)EQ3etje{0 ,..., n-l} telsque6(p,ao...a,_,)=S(q’,ao...aj)-q, 
alorsj=n-1. 
(3) Soient (p,q)EQ2 et iE(O,...,n-1) tels que 6(p,a,...aJ=q, alors il n’existe pas 
d’etat q’ de A et de mot u de O*RN(0) ne contenant aucun suffixe de la forme a0 . . . aj 
avecje{O,..., n-l} tels que 6(q’,u)=q. 
Nous ne dtmontrons que le point (1) les preuves de (2) et (3) etant similaires. 
Preuve de 1. Comme i et j jouent des roles identiques, supposons par exemple que 
j>i et 6(p,Uo .. . UJ=S(q’,Uo . . . Uj)=q. Posons 6(qo,vI)=p et 6(q0,V2)=q’ pour V1,V2 
appartenant a RN(e). Nous obtenons 6(qo, ulao . . . ai) = 6(qo, v2ao . . . aj) = q. De plus, 
grace au Lemme 1, nous savons que 6(q,ai+r) et 6(q, aj+ I) existent dans A. En 
rtittrant cette propritte de proche en proche, il en resulte que 
&q,ai+l . . . a,_l(a.-l)ao...(a,-l)) et 6(q,Uj+l...a._1(a.-l)ao...(a,-1)) sont 
d&finis dans A. 
Nous en diduisons que les mots vlao...aiaj+l...a,_l(a,-l)ao...(a,-l) et 
v2ao . ..UjUi+l . . . 
a,-&.-- l)ao . . . (a,,- 1) sont accept& par A, done appartiennent 
a RN(B). 
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Par conskquent: 
(a) 30.~. Qirj+l . ..(a.-l)Q . ..Z._i_l<ao... riQi+l,...a.-j+ic(.-i+i+l . ..a.=D,(l); 
(b) a0 . . . rjai+ 1 . . . ri+n_,<SLO . . . riaj+ 1 . . . x.=De(l). 
Comme De( 1) vlrifie les conditions de Parry: 
r,_j+i+l 
Done: 
l)<rXi+l . . . 
Ces deux inkgalitts ktant simultantment impossibles, le cas otij> i est &art& Le point 
1 est ainsi dCmontrC. 0 
Soient p, 4 et 4’ trois ktats de tels que 
@P, 20 ... cCJ=q pour un I} et 6(q’, u)=q pour ueO*RN(O). 
si 1 u 12 i + 1, alors le point 3 implique que le mot u contient un suffixe de la forme 
(pour un jE{O, . . . ,n- l)), mais alors, suivant la valeur de i, le point 1 (ou 2) 
implique que i=j. On obtient u= uro . . . ai pour u mot de O*RN(O). 
0 si lul<i+ 1, 
- S’il existe un &tat q” de et deux mots u et w de 0* RN(d) tels que 1 1~12 1, u = wu et 
alors h(q”, wu) = 4. Nous dlduisons de ce qui prktde que v contient le 
suffixe r. . . . Xi. Mais, comme u est un suffixe de v de longueur infkrieure ou &gale 
ri l), u est suffixe de 
Sinon, le point 3 implique que . . . ajpourvd)*RN(B)etj <icar lul<i+l. 
Mais, suivant la valeur de i, ceci contredit le point 1 ou 2. Ce cas est done 
impossible. 





(a) 1, u ; 
(b) 1, UEO*RN(Q. 
(ii) si 1 
(a) lul<i+l, u 
(b) UEO*RN(@. 
(iii) 
(a) (ul<i+l, u 
(b) IuI >i+ 1, u=uro ...a,(a,+l . . . oeO*RN(8). 
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Preuve. Avec les notations &( 1) = a0 . . . 01,(a, + I . . . IX, +$‘, nous supposons que le mot 
%I+1 . ..%I+. est la plus petite p&ode de De(l) et (n+ 1) son plus petit rang 
d’apparition. Les quatre rtsultats intermediaires suivants se dtmontrent par l’absurde 
(comme le point 1 dans la preuve de la Proposition 1) en obtenant une contradiction 
sur la longueur ou le rang d’apparition de cette periode. 
(4) Soient (p, q, q’)EQ3 et 0 < i <j < n, il est impossible d’avoir 6(p, a0 . . . C(i) = q et 6(q’, 
a0 . . . Orj)=q* 
(5) Soient (p, q, q’)EQ3 et 0~ i<n cj< n +m, la seule possibilite d’avoir 
6@,ao . . . Cri)=q et S(q’, cl0 .. . Uj) = q est i = n et j = n + m. Ceci implique que pour 
tout k entier et toutfappartenant a (1, . . . , m}, il peut exister (p, q, q’)EQ3 tels que 
6(p, a0 . . . a,+/)=q et W’, c(~...G(G+~ ...~+~)~a~+~ . .. +~)=q. 
(6) Soient (p, q, q’) EQ~ et n + 1~ i <j <n + m, il est impossible d’avoir 6(p, a0 . . . ai) = q 
et a($, a0 . . . Ctj)=q. 
(7) Soient (p,q,q’)EQ3, iE{O, . . . , n +m} et u un mot de O*RN(8) ne contenant 
aucun suffixe de la forme a0 . . . Mj pour jE{O, . . . ,n> ou de la forme 
a0 . . . G%+1 . . . %+,)k%+l ... cc,+, pour k entier et f~{ 1, . . . , m}, il est impossible 
d’avoir 6(p, a0 . . . Cti)=q et 6(q’,U)=q. 
Comme pour le cas fini, la preuve de la proposition pour le cas ultimement 
pkiodique se fail en utilisant les resultats 4-7. 0 
3. Substitutions de longueur 0, suites O-automatiques 
3.1. Conjugaison de substitutions 
D&&ions. Pour nous, une substitution est un triplet w=(o, A, ao) oti: A est un 
alphabet fini, o une application de A dans A* (prolongeable n un morphisme de A* 
dans A*) et a0 une lettre de A, telle que w(ao)=aou (u un mot different du mot vide 
de A*). On peut alors dtfinir dans A ’ le point fixe de la substitution X,= 
limn.+m (w(ao))“. 
Soient o=(w, A, ao) et r =(r, B, b,) deux substitutions, nous disons que h est un 
morphisme de w dans T si h est une application de A dans B telle que: 
1. h(ao)= b,; 
2. VaEA, h(w(a))=z(h(a)). Nous notons O-FZ. 
Les substitutions w=(o, A, ao) et z =(z, B, b,) sont conjugubes s’il existe une 
substitution ~=(a, C, co) telle que ~-WJ et rr+z. 
Thborbme 1. Deux substitutions w=(w, A, ao) et z =(z, B, b,) sont conjugubes si et 
seulement si Iw(a,)l= /~(bJl pour tout entier n (a, et b, dbignant respectivement les 
n-itmes lettres de X, et de X,). I1 existe alors une substitution que nous notons 
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oxr=(oxz,D,d,,)(DcA~Betd~=(a~,b~))telleque: 
(i) ox T-+O et OXT+T; 
(ii) V(6=(6, C, co) telle que c-w et (T+T, f3-w x T. 
Exemple 3. Nous allons utiliser un prockdk itlratif, dtbutant au couple (ao, b,), 
- Qui permet de dtfinir o x T, si au tours de son dkroulement les couples (a, 0) ou 
(0, b) ne sont pas obtenus, 
- Qui implique que o et T ne sont pas conjugukes, si les couples (a, 8) ou (8, b) sont 
obtenus. Soient les trois substitutions uivantes: 
ol: a+abc, 02: o-+012, 03: a+r/?a, 
b+abd, 1402, B-4. 
c+ac, 2+12. 
d-be. 
01 x 02: (a,W+(a,O)(h l)(c,% 02 x03: (O,a)~(O,cO(1,8)(2,r), 
(b, l)+(~,O)(b,O)(d,2), 
(CT 2)-4~, 1) (c, a, 
( 11 I%-@, 4 (0, B) c&0). 
(b, Wh W, l)(d, 2) 
(4 W-4,1) (c, 3, 
Nous avons pu dkfinir o1 x w2=(01 x w2, f (a,O),(a, I), . . . ,(d, 2)}, (a,O)) done o1 et w2 
sont conjugukes. Par contre, pour o2 et o3 le couple (2,0) a Ctk obtenu, done o2 et w3 
ne le sent pas. 
Preuve du Thhorkme 1. 
l Si o et T sont conjugukes alors, par dkfinition, il existe une substitution a=(~, C, cO) 
et deux morphismes h et g respectivement de G dans o et de 0 dans T. 
- II rksulte que: h(X,)= X, et g(X,)=X,. Done, en particulier: VmN h(u(c,))= 
o(h(c,))=o(a,) et g(a(c,))=z(g(c,))=r(b,). On obtient Io(a,)I=lu(b,)l=la(c,)l. 
- Soit D= { (a, b&A x B/3neN avec a et b les n-ikmes lettres respectives de X, et de 
XJ. 
Nous dkfinissons la substitution o x T =(w x T, D, (a,, b,)) comme suit: 
Wa,bW, wx~(a,b)=(a,,b,)(a,,b,)...(a,,bL) 
si o(a)=al . ..& et r(b)=b, . . . bk. 
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Ceci est toujours possible car V~EN lo(a,)l=lr(b,)l (voir ci-dessus). Nous voyons 
alors facilement que l’application ZZ, (respectivement D,) definie de D dans A (resp. 
dans B) qui a un Clement (a, b) de D associe a (resp. b), est un morphisme de w x T dans 
o (resp. dans 7). Le point i est ainsi montre. 
- Soient (T=(D, C, ce) une substitution et deux morphismes h et g respectivement de 
o dans w et de cr dans z. Considerons l’application: 
f:C-+D 
c H.04 = W), g(c)). 
Vtrifions quef est un morphisme de cr dans o x z. 
(1) f(co)=(&o), g(co))=(ao, bo). 
(2) Soit cEC et b(c)=ci . . . ck: 
f@(c))=./&) . .._f(Ck)=@h)> dcd) ... @@k)> &k)). 
Nous avons: 
D1 Cf(@))l = m(c)) = w44) = n1 cm x mc))lY 
et de m&me, 
Dz CfM4)1= n,Cw x dW)l 
et doncf(o(c)) = w x r@(c)). L’applicationfest un morphisme et le point ii est montre. 
l Inversement, si Vnc N lo(a nous pouvons definir comme precedemment la 
substitution o x z, et alors o et z sont conjuguees. 0 
Remarques. (1) La conjugaison est une relation d’tquivalence sur l’ensemble des 
substitutions, et nous notons C, la classe de la substitution o. 
(2) Pour k entier fix& toutes les substitutions de longueur constante k (dans 
lesquelles toutes les lettres ont pour image un mot de longueur k) appartiennent a la 
m&me classe. 
3.2. B-substitutions, suites t3-uutomutiques 
Dkfinition des substitutions oO. Nous allons definir une substitution we a partir de 
De(l) de la faGon suivante: 
l Si DO(l)=cco . .. a,, alors we=(oO, (0, 1, . . . . n}, 0): 
O+OUOl. 3 
1-O”’ 2; 
. . . 
n-l*o”“-‘n; 
n-@“. 
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0 Si DO(l)=(crOcc, ...a,)(a,+la,+z . . . c(“+~)~, alors og=(wO, (0, 1, . . . . n+m}, 0): 
O-+0”” 1; 
. . . 
n+m-l-+0”“+“-‘(n+m); 
n+m+oa*+qn+ 1). 
Exemple 4. Pour “le nombre d’or” 4, D+(l)= 11 et, par difinition, la substitution 
co&.=(w,$, (0, l}, 0): o-*01 
1 +o. 
Nous trouvons la “substitution de Fibonacci”. 
Pour @, D&1)=21”, et la substitution 0~2 =(o+,z, (0, l}, 0) est: 
O+OOl 
l+Ol. 
Prop&h des substitutions we. 
(1) Le polynBme caracttristique de la matrice d’occurrences de we est bgal ?I Qe(x) 
(Section 1). 
(2) La suite W%O)I),,~ est tgale h la base du systkme de numhration associk 
h 0. 
(3) Les substitutions co0 sont non-eflacantes (i.e. l’image d’aucune lettre n’est le mot 
uide) et croissantes (i.e. la longueur de Pimage des lettres par une puissance de oO est 
suphrieure ou tgale ir 2). 
Preuve. (1) Une simple dkmonstration par rkcurrence sur la dimension de la matrice 
permet de trouver le rbultat. 
(2) Comme le polyname caracttristique de la matrice MB est le polyname Q@(x), 
la suite (kG(O)l),,, vkrifie la m&me relation de rhurrence que la base (U&, 
du &syst&me de numbration. 11 faut done vtrifier l’Cgalit6 pour des indices infhieurs 
au degrks du polynBme Qe(x). Nous ne dkmontrons ceci que dans le 
cas fini. 
Soit done &(l)=aO . . . c(., il faut montrer que pour i < n, I we’(O) ) = Ui. 
Considtrons la suite suivante d’entiers: 7’,-,=1, et ViE{l,...,n}, Ti=CroTi_l+ 
***+ai_lTo. 
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Nous avons: T,,= U,, et Vie{l, . . . n}, Ti = Ui- Ui_ 1. Ceci implique que: Vie { 1, . . . n}, 
Ui=Ci,e T,. Mais de plus: 
Vie (1, . ..n>. w;(O)= To , 
0 
\O/ 
et done loi(O)l =I:=, T,. La propriete 2 est ainsi demontree. 
(3) La propriett 3 est Claire. 0 
Dkfinition des O-substitutions et des suites B-automatiques. 
- Quelle que soit la substitution we definie comme precedemment, les substitu- 
tions appartenant a la classe C, sont appelees O-substitutions ou substitutions de 
longueur 19. 
- Par extension de la definition des suites k-automatiques, nous disons qu’une suite 
infinie (b,JnsN appartenant a B” (B un alphabet fini) est &automatique s’il existe une 
&substitution w = (w, A, a,), et une application litterale p definie de A dans B, telles 
que P(X,) = (b&+ 
Exemple 5. Les substitutions w1 et o *, donnees dans 1’Exemple 3, sont des substitu- 
tions de longueur 4”. 
Remarque. On peut montrer qu’il existe un morphisme defini de toute substitution 
appartenant a la classe C,, dans we. Ceci implique en particulier que le cardinal de 
l’alphabet sur lequel est definie we est le plus petit des cardinaux des alphabets des 
B-substitutions. 
3.3. Systkmes de numhation associks aux substitutions de longueur 6 
Rauzy associe a une substitution quelconque w = (w, A, ao) un systdme de numer- 
ation defini de la facon suivante [6]: soit [a0 . . . aN _ l-j le prefixe de longueur N de X,, 
il s’tcrit de facon unique sous la forme ok(&) ok-l(uk_l)...O(ul)uO, oii: 
- pourje{O, . . . . k), le mot uj est un prefixe propre dun mot W(Uj) (aj lettre de A), 
- pour jE(l, . . . . k}, le mot ujaj_1 est un prefixe de o(aj). 
Le representant de N est alors la suite de mots UkUk _ 1 . . . quo, et nous avons 1Vgalite: 
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Exemple 6. Pour o+=(w,+, {0, I}, 0) donnee dans 1’Exemple 4, X,,: 0100101001 .. . 
[oloolo]=w~(010)0=w,$(01) O&)0=0&0) O@‘(E) u@(E) 0. 
Le representant de 6 dans le systeme de numeration associt a we est le mot OREO. On 
vtrifie sur cet exemple que 6 = Io~(O)I + 101. 
Thkorkne 2. Soient 8 un /I-nombre et a=(a, B, b,) une substitution de longueur 8. Si la 
suite de mots ukuk_ 1 . . . uIuO est le reprhentant d’un entier N duns le systhme de 
numhration asso& ic c, &rs k? mot 1 uk) Iuk_ 1 1 . ..I u1 1 )ug( est k? reprisentant normalish 
de N duns le thy&me de numkation. 
Preuve. Soit wO=(oe, A, a,) la substitution dtfinie dans la Section 3.2. Comme 
quelque soit la &substitution a=(~, B, ho), et pour tout entier n Ioe(a,,)l= Ia(b nous 
devons settlement demontrcr le theoreme dans le cas ou g=w,+ 
0 si D&1)=x0 . . . a., alors oe=(oe, (0, 1, . . . . n}, 0). On a, par definition de og: 
Vie { 0, . . . , n} loo(i)1 < Iw&O)I =a,+ 1. 
Nous en diduisons que si le mot u est un prefixe propre du mot o,,(i) alors: 
- la longueur de u est inferieure ou Cgale a ao. 
- le mot u est soit le mot vide, soit un mot uniquement constitut de zeros. 
Soit [a0 . . . aN- 1] le prefixe de longueur N de X0”, posons: 
[a o...aN_~]=w$(ul,)o~k-l(Ul,_~)...oe(u~)uo, 
d’ou, 
Avec la remarque ci-dessus: Vje { 1, . . . , k} IOgJ(Uj)I = 1 Uj) x I o~J(O)I. Si nous utilisons la 
proprieti (2) des substitutions we (Section 3.2), et en notant (U,),, la base du 
8-systeme de numeration, nous obtenons: N = ) uk I Uk + ( uk _ 1 I UI, _ 1 + ... + I u1 1 U r + 
Iuo(lio. Le mot ]uklluk_ r( . . . lullluol est done un representant de N dans le 8-systeme 
de numeration. II reste a montrer qu’il est son representant normalise. 
- Si pourjE{l , . . . . k}, le mot Uj est prtfixe propre de o&i) (ie{O, . . . ,n- 1}) alors: 
l soit (Ujl <ai, et Uj_ 1 est un prefixe propre de we(O); 
l soit lUjl=Zi, et Uj_ 1 est un prefixe propre de wO(i+ 1). 
_ Si pourj~{l, . . . . k}, le mot uj est prefixe propre de o@(n) alors: 
l lUj[ <a,, et Uj- 1 est un prefixe propre de we(O). 
Ces remarques impliquent que le plus grand facteur (pour l’ordre lexicographique) de 
longueur (n + 1) que I’on puisse trouver dans le mot 1 ukl 1 uk _ 1 1 . . . 1 U1 11 u. 1 est k mot 
aoal . . . (a,- 1). Par unicite, nous concluons qu’il est le representant normalise 
de N. Cl 
Exemple 7. Le nombre 6 admet, comme reprbentant dans la systeme de numeration 
associeao+,, lemot OssO(Exemple 6),et nous avons bien que 1001 (=)O~~slls~~O~)est le 
representant normalisC de 6 dans le systeme de numeration de Fibonacci. 
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Remarque. Une propriett iquivalente entre les substitutions de longueur constante t 
les k-systemes de numeration est Cvidente. 
4. Un thborkme 
D&nition. Soit A = {Q, qo, 9, Z, S} un &automate, la suite des Ctats de A est la suite 
infinie C&IO, x9(41 Odd oti v&t) designe le representant normalid de l’entier n. 
Thbor&me 3. (1) La suite injinie des hats d’un e-automate est point fixe sune 0- 
substitution o=(o, Q, qo). 
(2) Inversement, le point fixe d’une &substitution est la suite des hats d’un 6- 
automate. 
Avant de demontrer le theoreme nous allons donner un lemme permettant de faire 
une demonstration par recurrence. 
Lemme 3. Soit o=(w, A, ao) une substitution croissante et non-eficante posons: 
g,(O) = 0, et Vn&J *, gJn) = 1 o [a0 . . . a, _ J 1 ([a0 . . . a, _ J prh$xe de longueur 
n de X,). 
Pour que la propriktb P(a,) soit vraie pour tout entier n, il su@t que: 
(i) P(ao)=+; 
(ii) P(a,)=+ * VkE(g,(n), . . ..g.(n+l)-l), P(a,)= +. 
Preuve du lemme. Supposons que les points i et ii soient verifies par P, et montrons 
que P est vraie pour tout n. 
- (i) et (ii) impliquent: Vko (0, . . ..gD(l)-l}. P(a&= +. 
- Supposons que pour un entier n et Vk <gJn), P(ak)= +. Comme la substitution 
w est croissante t non effacante, n c g,(n). Par hypotheses, P(a,J = + et (ii) implique: 
Vk < gJn + l), P(a,) = + . 
Nous concluons de ces deux points que: VnEN P(aJ= +; ce qui demontre le lemme. 
Preuve du Thbor&me 3. 
0 Si De(l)=clo . . . CI,. 
- Montrons 1. Soit A = {Q, qo, 9, C, S} un &automate, definissons la substitution 
o=(G, B, (40, 0)) suivante: 
- o(q, 0) =(@I, O), O)@(q, lb 0) *. * @(q, 4) - l),O) kvq, ao), 11; 
- Vie (1, . . . n-l} a(q,i)=(6(q,0),0)(6(q,1),0)...(6(q,ai-l),0)(6(q,ai), i+l); 
- a(q,n)=(S(q,O),0)(6(q, O,O) . ..@(q.a,-l1),0) ; 
oti pour jo (0, . . . ao}, 6(q, j) est defini dans A. 
On d&nit l’alphabet B inclus dans Q x (0, . . . , n} comme les lettres (q, i) apparaissant 
dans o”(qo, 0). 
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l I1 faut s’assurer avant tout que la substitution o=(a, B, (qo, 0)) est bien definie, 
remarquons: 
(a) 4s0,0)=(q0,0)n avec a~B*\{s}. 
(b) a(q, i) est difini pour (q, i)& 
(c) si (q, I’)&, alors (q,j)#B pour i #j. 
Ces trois points decoulent directement de la definition et des propriites des & 
automates (Lemme 1, Propositions 1). Les points (a) et (b) assurent I’existence de 0, le 
point (c) nous servira ulterieurement. 
l Montrons que a=(~, E, (qO, 0)) est une substitution de longueur 8. 
Soit I’application h : B-+(0, . . . ,n} 
(q,i)++h(q,i)=i, 
et montrons que h est un morphisme de d dans cue (Section 3.1). 
- h(q,,O)=O, par definition de h. 
-Vie {O,...n-l}, 
0 h(fl(q, i))=W(i+ 1); 
* Wq, i))= c&); 





L’application h est un morphisme de D dans wB, ce qui implique que 0 est une 
substitution de longueur 8. 
l Montrons maintenant que si (q., i) est la (n + I)-iime lettre de X,, alors q, = 6(qo, 
ve(n)). Comme la substitution og est croissante t non-effacante, il en est de mCme pour 
toutes les substitutions de longueur 8 (consequence du thiorime 1). Nous pouvons 
done utiliser le Lemme 3: 
(i) d(q,, 0) = q. (car A est un e-automate). 
(ii) Supposons q. = d(qo, V&I)) pour un entier n (avec (q”, i) la (n + l)-ieme lettre de X,) 
et montrons que cela reste vrai pour tout entier k appartenant a 
k&)9 .-.,9&t+ f)- 11 ( avec les notations de lemme 3). 
- Pour k=g,(n), par definition de gb, k=Icr[(qo,O)...(q._I,j)]~ (jc~{O ,..., n}). 
Avec les notations de la Section 3.3 nous savons que si [(qo, 0). . . (q.- 1, j)] = 
Q1(U&Y1 -l(u,_l) . . . fY(u&40, alors V&I) = 1 u1 1 I( u1 _ 1 1 . . . I u1 1 lug I (Theo&me 2), et 
done, vo(k)=~ul(~ul-l~ . . . lull IuoI. Dans A, calculons 6(qo, ve(k)): G(qo,ve(k)= 
&qo. vdn) 0) = Qq,, 0). 
234 S. Fabre! Theoretical Computer Science 137 (1995) 219-236 
Mais la (k + I)-ieme lettre de X, est la premiere lettre de a(q,, i): c’est la lettre (6(q, 0), 
0) =(qL, 0). Nous avons done pour k = gJn), 6(q,, v&k)) = qk. 
_ Pour kE{g,(n)+ 1, . . . , g&+1)-1}, k=I~C(q,,O)...(q,-l,j)l(q,,j,)...(q,,j,)l 
ou le mot (q,,,, j,) . . . (qprjp) est un prtfixe propre de o(q., i). 
Nous trouvons comme ci-dessus que : ve(k)=lul IIul-,( . . . Iul Iluol(p-m+ 1). 
En remarquant que la (k + 1)-iime lettre de X, est la (p-m + 2)-ieme lettre de c(q., i), 
on montre (comme dans le cas ou k=g,(n)) que pour kE(g,(n)+ 1, . . . ,gAn+ l)- l}, 
SAqov vo(k)) = qk. 
En appliquant Le Lemme 3, si (q., i) est la (n+ 1)-i&me lettre de X,, on obtient 
4. = &?,7 v&n)). 
l Le point(c) ci-dessus implique que toute lettre (4, i) de Best entitrement dtterminee 
par 4. L’ensemble E est done isomorphe a Q, et nous pouvons dtfinir la substitution 
cr sur Q (au lieu de B), soit a=(~, Q, q,,). 
La substitution cr =(a, Q, qO) est une substitution de longueur 8 verifiant X, = [6(q,, 
v&))lncN1 le point 1 du theoreme est ainsi prouve. 
- Montrons 2. Soit a=(~, B, b,) une substitution de longueur 0, definissons A= {I?, 
b,,, Z, 6) I’automate suivant: 6(b, i) = b’ si b’ est la (i + 1)-i&me lettre de a(b). 
Remarques. L’automate A est bien Ctiquete par Z, car comme CJ est une &substitution, 
la longucur maximale des images des lettres de B est (a0 + 1). 
_ Comme a(bo) commence par b. nous avons 6(b,, 0) = bo. 
- Nous ne definissons pas d’etats finals dans A. 
l Montrons que A est un &automate. I1 faut montrer que A n’accepte que les mots ne 
comportant aucum facteur suptrieur ou Cgal a De(l). Considirons le morphisme 
h de u dans oe: 
- si h(b) = i, pour iE{O, . . _ , n - 1 } alors: 
la(b)l=~,+ 1, 
- Soit b’ une lettre de a(b): 
h(b’) = i + 1, si 6’ est la derniire lettre de u(b), 
h(b’) = 0 sinon. 
- si h(b) = n, alors: 
- Ia(@l=xm 
- soit b’ une lettre de a(b), alors h(b’)=O. 
Ces remarques impliquent qu’un mot est accepte par A si et settlement s’il ne contient 
aucun facteur supkrieur a De(l) pour I’ordre lexicographique, A est done un 8- 
automate. 
l 11 reste a montrer que la suite des ttats de A est le point fixe de cr. Comme A est un 
O-automate, nous pouvons lui associer, comme au point 1, une substitution de 
longueur 8. Mais par construction, nous retrouvons la substitution a=(~, B, b,). En 
utilisant le resultat du point 1, on obtient: X,= [6(qo, v&)]Ey. 
Ceci acheve la preuve du theoreme dans le cas ou 8 est un /?-nombre simple. 
0 si DB(l)=aOaI ...z,(a,klr,+z . ..r.+JW. 
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La preuve, etant identique a celle du cas des /3-nombres imples, ne sera pas faite ici. 
Nous definissons eulement la substitution CJ=(~, B, (qO, 0)) associte a un &automate 
A = {Q, qo,g, C, a>: 
- 4% O)=b%h (8, 0) wl, I), 0) . . . b%?, WI - 11, 0) ml, ao), 1); 
- ViE{l, . ..) n + m - 1> 4% i) =(&q, O), 0) (&q, I), 0) . . . (&I, cli - I), 0) (6(q, ai), i + 1); 
- 4% n + m) =(&I, 0) 0) 6% 1) 0) . . . @(q, a, + m - 11, 0) (&I, a, + ,I. n + 1); 
oii, pour je (0, . . . ,ao}, 6(q,j) est defini dans A. 
On definit l’alphabet B, inclus dans Q x (0, . . . , n + m}, comme les lettres (q, i) apparais- 
sant dans o”(qo, 0). Cl 
Corollaire 1. Une partie injinie de k! est une partie UB-reconnaissable si t seulement si
sa suite caractbristique (appartenant b (0, l}“) est thautomatique. 
Preuve. La suite caracteristique dune partie .!J@-reconnaissable de t+J est obtenue par 
codage lit&al de la suite des &tats dun B-automate. Le corollaire decoule alors 
directement du Theoreme 3. 0 
Exemple 8. Considerons le #-automate de 1’Exemple 2: 
A = (Q = (4 & C, D>, A, 9 = {B, C}, (0, I}, S}. 






Soit l’application h de {A, B, C, D} dans (0, 1) telle que: h(A) =h(C)=O et 
h(B) = h(D) = 1. Cette application dtfinit un morphisme de G=((T, {A, B, C, D), dans 
o+=(o~, (0, 11, 0) et la substitution (r est une &substitution. 
Verifions sur les premiers termes que X,=[G(A, v6(n))lnEWI. 
Nous avons dans A: 6(A,O)=A; 6(A,l)=B; 6(A,lO)=C; @A,lOO)=C; 6(A,lOl)= 
D . . . 
Soit 
[&A, v+(n))].,N : ABCCDCDA . . . 
et 
X, : ABCCDCDA . . . 
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Remarques ghdxales. 
- Nous signalons qu’avec certaines conditions supplementaires sur le j3-nombre (s’il 
est un nombre de Pisot par exemple) les propriites de stabilite des suites k- 
automatiques pour certaines operations (modifications finies, transformations e- 
quentielles, etc.-voir pour les definitions [2]) sont conservees par les suites f3- 
automatiques. 
- Ce travail est a rapprocher de l’article de Shallit [8] qui, pour des systemes de 
numeration differents, demontre des resultats similaires ou proches. 
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