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Abstract
A servomechanism synthesis procedure based on
manipulation of pole-zero configurations permits si-
multaneoiis control over system response in both the
frequency and time domain. In addition, this synthesis
procedure is based on several important relationships
between pole-zero locations and various criteria of
system performance (e.g. error constants or the effect
of corrupting signals). The synthesis procedure starts
with the selection of an over-all system function meet-
ing performance specifications in both the time and
frequency domains and simultaneously resulting in
physically realizable compensation networks. From the
over-all system function the open-loop transfer func-
tion is determined by a simple graphical procedure,
and the final step in the design is the determination
of compensation networks.
&I
I. INTRODUCTION
This report presents a procedure for the synthesis of servomechanisms--a
procedure which clarifies certain aspects of the general servomechanism syn-
thesis problem and fills in certain gaps in present knowledge on the subject
of the design of closed-loop control systems. The basic philosophy of this
procedure involves a concentration of attention on the location of the poles
and zeros of the important transfer functions. A synthesis based on pole-zero
configurations permits control, at the outset of the design, over both the
frequency and the transient responses of the final system. In addition, the
synthesis procedure is built upon several important and useful relationships
between the positions of the poles and zeros of the pertinent transfer func-
tions and the characteristics of system performance--e.g. the error constants
or the nature of the response of the system to corrupting disturbances.
The synthesis procedure is based upon the same factors as the procedures
currently used in the servomechanism field; that is, synthesis is aimed toward
reducing the complexity of the problem to the point where the dynamic charac-
teristics of the system can be described by two control poles and one or two
zeros in the complex s-plane. The building blocks for the synthesis are the
dominant mode of oscillation of the system, as described by these two control
poles, and the particular features of the dynamic characteristics as deter-
mined by the locations of the zeros of the over-all system function. The syn-
thesis procedure involves a selection of these poles and zeros to meet the
performance specifications and a realization of these poles and zeros by a
suitable network. The particular performance specifications used throughout
this report are those currently used in the literature in the field--for ex-
ample, specification of bandwidth, error constants, and the general character-
istics of the transient response of the final system.
The discussion is specifically concerned with the synthesis of a system
to yield desired dynamic characteristics. The emphasis is on the network
problem; the synthesis procedure presented is essentially an adaptation of
the methods of network theory to the design of closed-loop control systems.
II. DIGEST OF THE PROCEDURE
The rudiments of the synthesis procedure discussed are the following:
The simplest form of a closed-loop control system is shown in Fig. 2.1. The
design problem is characterized by the presence of a fixed set of components,
represented by the transfer function F(s), which must be incorporated in the
final system for economic or practical reasons (e.g. in the design of a radar-
controlled, automatic-tracking servomechanism, the radar set may be predesigned,
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teristics). Additional open-loop components, rep-
resented by the transfer function G(s) in Fig. 2.1,
must be added to yield satisfactory closed-loop
characteristics, i.e. a suitable over-all system
Fig. 2.1 Closed-loop system. function, H() = () In the system which isfunction, H(s) o(S) In the system which is
e(s
mathematically simplest, compensation is effected
by the addition of a network in tandem with F(s), as shown in Fig. 2.1. The
synthesis problem reduces to the mathematical determination of compensation
networks yielding an over-allsystem meeting performance specifications.
2.1. The Four Steps In The Design Of A System
There are four basic steps in the design of a system according to the
synthesis procedure discussed in this report:
1. The first step involves a study of the problem, and a decision as to
the exact nature of the specifications. More specifically, the designer must
decide exactly what the system is to do. For example, if the performance
specifications of bandwidth, error constants, and general form of the tran-
sient response are used (as is commonly the practice at the present time), a
suitable range of values must be determined for these parameters.
2. The second step in the synthesis procedure as discussed in this re-
port is a choice of an over-all system function which results in a system
satisfying the performance specifications and leads to physically-realizable
networks.
3. The third step involves the determination of the poles and zeros of
an open-loop transfer function. With reference to Fig. 2.2, the poles and
zeros of p(s)/q(s) must be found from the known
H(s) H(s).
j0 + p()/q(s) 4. The final step is the determination of
the transfer function of the realizable compen-
sation networks. If the simple configuration of
Fig. 2.1 is used, there is only one compensation
Fig. 2.2 Closed-loop system. network. More generally, p(s)/q(s) must be
realized for practical reasons by a more complex
configuration involving minor loops, parallel paths, and such factors.
2.2. The Form Of The Specifications
Although varying in details from problem to problem, the specifications
for a servomechanism ordinarily include at least three basic elements:
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1. The fixed part of the system. 2. The system performance specifications,
relating the output to the input signal. 3. Specifications determining the
permissible effect of corrupting signals.
2.21. The Fixed Part Of The System
Certain components must, in a practical problem, be incorporated in the
final system for any of a number of reasons. Frequently, some of the final
system components are already available and must be used for economical rea-
sons. Again, components (for example, drive motors and gear trains) may be
available only in certain types or sizes. Weight considerations may demand
the use of certain components.
Three assumptions concerning the fixed part of the system are made in
our discussion. First, it is assumed that the fixed part of the system is
good enough to do the job required by the performance specifications. This
assumption is a necessary prerequisite to synthesis by any procedure. This
assumption definitely does not mean that the designer of servomechanisms
should not, if possible, have some control over the characteristics of the
fixed components. An optimum system performance can only be approached by a
combination of design of the "fixed" components and design of the compensation
networks.
Second, it is assumed that the fixed part of the system can be represented
by an isolated block in the system block diagram. It is, of course, not nec-
essary in the actual system for the fixed components to be in one section; the
compensation network may be inserted between two sections of the fixed part of
the system.
Third, it is assumed that the fixed part of the system is described by a
transfer function, F(s). In certain cases, the characteristics may, however,
be given as experimental data--for example, (1) The frequency response--the
amplitude and phase as a function of frequency. (2) The transient response--
the response of the system to an impulse, step function, or other known input.
(3) The statistical behavior--commonly the cross-correlation function between
the input and output, from which the impulse response can be found.1'2
The problem of determining from the experimental data an approximate
analytical expression for the fixed part of the system has been extensively
discussed in the literature.
2.22. Input-To-Output Performance Specifications
The forms possible for the performance specifications relating the out-
put to the input signal vary widely in the servomechanism field, depending
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upon the particular problem at hand and the uses to be made of the system.
The synthesis procedure described here emphasizes specifications governing the
behavior of the system in the time and frequency domains. The first step in
the synthesis procedure is, as described in detail in sec. III, the choice of
a set of poles and zeros for the over-all system function. The fundamental
limitation, then, on the admissible specifications is the ability of the de-
signer to interpret these specifications in terms of pole and zero positions.
A typical group of specifications used throughout this report to illus-
trate the synthesis procedure includes the bandwidth, the general characteris-
tics of the transient response as indicated by the significant time constants
and the damping ratio associated with the pair of conjugate complex, control
poles, and the error constants (in the case of positional servomechanisms, the
velocity constant, Kv, in particular, but also the acceleration constant, Ka).
These are certainly not the only possible performance specifications. For
certain problems, specific features of the frequency or time domain behavior
of the system function may be of particular interest--for example, the rate of
cutoff of the amplitude response beyond the bandwidth, or the maximum phase
shift through the system within a given band.
The bandwidth, as used in this report, is measured by the maximum fre-
quency at which the amplitude of the over-all system function is three db
below the zero-frequency value (the zero-frequency value is unity for a zero-
positional-error servomechanism).
The general shape of the transient response is indicated by the time con-
stant and damping ratio of the two poles controlling the transient response.
As mentioned in sec. I, the synthesis procedure of this report predicates re-
duction of the complexity of the system to the point where the dynamic char-
acteristics can be described by one dominant mode of oscillation, determined
by one pair of poles in the s-plane. Under these conditions, the response of
the system to a step function of position is of the form sketched in Fig. 2.3.
The characteristics of the time-domain behavior of the
l.~ fJ I __ \Ll _ _ ~l '_ · · I _ X , . _" _
system are tnen escribea y tne overshoot, settling
time, rise time, time delay, etc. of this step-function
response. These quantities, in turn, are determined by
the Dosition of the two control oles and the location
Fig. 2.3 Typical step- of any significant zeros.
function response. The error constants are measures of the steady-state
and low-frequency behavior of the system. If attention
is confined to zero-positional-error servomechanisms, the velocity constant
is defined by the expression:
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Here p(s)/q(s) is the open-loop transfer function of the equivalent unity-
feedback system, as indicated in Fig. 2.2. If the velocity error of this
servomechanism is zero (Kv = c), the acceleration constant is defined by
{s2 P(S) } - K (2.2)
The interpretation of these quantities in terms of the steady-state errors
follows at once. For a positional servomechanism, the steady-state error
with a constant, unit-velocity input is 1/Kv. For a zero-velocity-error
servomechanism, the steady-state error with a unit-acceleration input is
2/Ka.
The above definitions yield an acceleration constant of zero for a posi-
tional servomechanism with a finite Kv. The concept of error coefficients
has been generalized3 by making a Maclaurin expansion of E(s)/Oi(s), where
E(s) is the Laplace transform of the error, e(t) = i(t) - o0 (t). For a
positional servomechanism,
E(s) 1 1 2 + (2.3)
:_ s + s + ..... (2.3)Oi(s) Kv Ka
Ka is now defined as twice the reciprocal of the second derivative of E(s)/
Oi(s) at s = O. For a positional servomechanism with finite Kv, Ka is, with
this definition, no longer zero, but the two definitions of Ka are identical
if the velocity constant is infinite. The usefulness of this extended defi-
nition arises from the large group of servomechanisms for which the input
signal can be adequately characterized by its first two derivatives. Under
these conditions
E(t) -1 dei (t) 1 d28i(t)E (t) (+ 2.4)
Kv dt Ka dt
The error constants are, thus, measures of the steady-state errors. In
addition, Kv and Ka are indications of the magnitude of the loop gain at
frequencies well below cutoff, or indications of the frequency range over
which the loop gain stays above a given level. Since a high loop gain is
necessary if the fundamental aims in the use of feedback (reduction of the
effects of changes in system parameters or of unwanted disturbances) are to
be achieved, K and Ka are in a very rough sense measures of the effective-
ness of the feedback.
The error constants are also related to the form of the transient response
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of the system, but the relationship is not simple in the general case. If
the step-function response of the system has negligible overshoot, however,
Kv and Ka are measures of the time delay and the rise time. If the step-
function response is monotonic, Elmore 4 has shown that the time delay, de-
fined in the customary way as the time interval between t = 0 and the time
the step-function response has reached one-half the final value, is approxi-
mately equal to the centroid of the impulse response--i.e.
Td = f t h(t) dt (2.5)
0
where Td is time delay, and h(t) is the unit-impulse response of the system.
Further, Elmore points out that the rise time, ordinarily defined as the
reciprocal of the slope of the step-function response when this response is
one-half the final value or as the time interval between 10 per cent and
90 per cent response, is approximately 2m times the standard deviation of
the impulse response; i.e.
TR2 = 2 f (t - Td) 2 h(t) dt (2.6)
0
where TR is rise time. The relationship between Kv and Ka and the rise time
and time delay is, with these definitions, evident from two equivalent ex-
pansions for H(s), the over-all system function
co 2 co
H(s) = 1-s t h(t) dt +- f t h(t) dt ... (2.7)
0 2 0
1 2 1
H(s) = 1-s - s .... (2.8)
Kv Ka
Equation 2.7 is derived from the direct Laplace transformation
-st
H(s) = f h(t) e dt (2.9)
0
-st
by expansion of e in the exponential power series in st. Equation 2.8 is
derivable directly from the extended definitions of the error constants
(Eq. 2.3) and the relationship, based on the definition of the error
H(s) = 1 - E(s) (2.10)
ei(s)
Equating terms in expansions 2.7 and 2.8 and using the definitions for time
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delay (Eq. 2.5) and rise time (Eq. 2.6) results in the two relationships
Kv = 1/Td (2.11)
-2/K, =1 - 1 (2.12)
Kv
valid for a system with a monotonic step-function response.
2.23. Specifications Relating To The Effect of Corrupting Signals
The third type of specifications admissible with the method of synthesis
discussed in the succeeding sections concerns the output resulting from cor-
rupting disturbances entering the system at a point other than the input.
The general form of these specifications is discussed in detail in sec. VII.
Treatment of these specifications involves only a slight modification in the
over-all synthesis procedure.
2.3. The Choice Of An Over-All System Function
Once the particular specifications have been chosen, the next step is
the choice of an over-all system function, H(s), relating the output to the
input. Two considerations enter into the selection of a suitable set of
poles and zeros for H(s):
1. The conditions for the physical realizability of the compensation
networks must be satisfied. In general, this demands that H(s) be chosen in
such a way that the open-loop transfer function is stable and that the trans-
fer functions of the compensation networks do not possess a pole at infinity.*
2. The performance specifications must be met.
The pole-zero configuration shown in Fig. 2.4 is particularly convenient
for the over-all system function, H(s), in a wide variety of cases. For this
*Framing the conditions for the physical realizability of the compensation
networks presents certain difficulties. For example, it is possible to use
an unstable open-loop system (with a transfer function possessing a pole in
the right-half plane) and still realize a satisfactory over-all system func-
tion. As another example, it is mathematically permissible for the transfer
functions of the compensation networks to possess multiple-order poles at
infinity. Any design procedure which admits these possibilities immediately
permits the selection of the ideal over-all system function, H(s) = 1, re-
gardless of the nature of the fixed part of the system. This difficulty
simply means that engineering judgment must be used to restrict the admis-
sible class of functions. Even though in certain cases an unstable open-
loop system might be satisfactory, the discussion of this report makes the
two restrictions mentioned above--stability of all transfer functions and
no infinite-frequency poles--the criteria of practical and physical realiz-
ability.
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P Ujw configuration, there are two control poles,
s-PLANE p, and P2, which determine approximately
K a both the bandwidth and the general shape
-d -c -Yo 
,I -cos8 of the transient response. Any other
poles required to satisfy the conditions
Fig. 2.4 Pole-zero configuration. of physical realizability for the compen-
(Poles shown by x, zeros shown by o) sation networks are placed far enough to
the left in the s-plane that they con-
tribute negligibly to the system frequency and transient responses. With
this configuration of poles and zeros, the analytical form of H(s) is
K(s + 0)
H(s) =
(s2 + 2 n + n2) (s + c)(s + d)
(2.13)
With this pole-zero configuration, it is possible to satisfy the conditions
for the physical realizability of the compensation networks and, at the same
time, meet the performance specifications.
2.31. Meeting Physical Realizability Conditions
It is shown in detail in sec. III that the use of this pole-zero con-
figuration results in a stable open-loop transfer function. If the poles far
to the left in the s-plane are properly placed, not only are the poles of the
open-loop transfer function entirely in the left-half s-plane, but they all
fall on the negative-real axis.
The other condition for the phsicyal realizability of the compensation
networks requires in general that the transfer functions of these networks
should not possess a pole at infinity. This condition can be satisfied,
using this same pole-zero configuration (Fig. 2.4), by a proper choice of
the excess of poles over zeros for the over-all system function, H(s). In
the case of tandem compensation (Fig. 2.5), for example, p(s)/q(s) = F(s)G(s).
If G(s) is to have no pole at infinity,
6, + 8, p(s)/q(s) must approach zero, as s approaches
infinity, at least as fast as F(s). Since
the high-frequency behaviors of p(s)/q(s) and
H(s) are identical, it follows that if G(s)
Fig. 2.5 Tandem compensation system. is to have no pole at infinity, the excess of
poles over zeros for H(s) must be the same as for the known F(s)--i.e. the num-
ber of poles of E(s) which must be included far to the left in the s-plane is
-8-
2.32. Meeting Performance Specifications With This Pole-Zero Configuration
The second factor entering into the selection of the poles and zeros of
H(s) is the requirement that the performance specifications must be met. In
the absence of any zeros in the finite part of the plane, the bandwidth is
fixed by the two control poles. If a zero is moved in along the negative-real
axis (Fig. 2.6), the bandwidth increases until, with the zero at -a, the band-
P, .--- jw width is twice the value with no finite zero. The cor-
-c -Vo i
P A
relation between the bandwidth and the specific pole
and zero positions is discussed in detail in sec. III.
1JE The second part of the performance specifications
L +hL LI..Jn I Lf +IJ± tLnL ian+ L nnL A. 
Fig. 2.6 Pole-zero con- result of the reduction of the complexity of the sys-
figuration with one zero. tem to one dominant mode of oscillation, simple cor-
relation is possible between pole and zero positions and the important charac-
teristics of the transient response. The general form of the response of the
system to an input step-function of position is shown in Fig. 2.3. The step-
function response of the system with a transfer function with two conjugate-
complex poles only is well known. For example, the overshoot of the response
for this system is e-"/ if is the ratio of the ordinate to the abscissa of
the poles. For a 8 = 1 (i.e. C = 0.707), the overshoot is 4.3 per cent; for
a B = 3 ( = 0.5), the overshoot is 16 per cent. (Here is the relative
damping ratio associated with the two control poles, and is defined as shown
in Fig. 2.3--n = cos ).
The addition of a zero at -vo (Fig. 2.6) results in greater overshoot.
With a value of 0.7 for the relative damping ratio associated with the two
control poles, the overshoot varies with the value of vo as shown in the
graph of Fig. 2.7. For other values of , the variation of overshoot with
zero position is similar in form and readily computed by making the inverse
Laplace transformation.
The specification of the form of the transient response does not restrict
the poles and zeros rigidly. Rather, this specification should be considered
as defining regions in the s-plane within which the critical frequencies may
be placed. The justification for the idea of restricted regions rather than
explicit positions for the poles and zeros lies in the fact that the specifi-
cations are never in a practical problem explicit. For example, the overshoot
of the step-function response might be restricted to lie within a given range,
say from 5 per cent to 20 per cent. Figure 2.8 illustrates the idea of re-
stricted regions. The shaded areas indicate the regions within which the
poles may be placed; the enclosed section, the region where a zero is per-
mitted. The exact regions are, of course, in a problem determined by the
-9-
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Fig. 2.7 Overshoot of step-function response of system with transfer function.
2a 2 (s + v0 )
H(s) =
vO(s2 + 2as + 2a2 )
I jO
I ZERO I POLE
I s- PLANE
_ _ _ _~~~ __ _ Il- 
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Fig. 2.8 Permissible regions for the
poles and zeros.
numerical values of the specified charac-
teristics of the transient response. Once
these regions are defined, the eact posi-
tions of the poles and zero are chosen,
for the remainder of the synthesis proce-
dure, to satisfy the specifications on the
the error constants and, as discussed in
sec. 4.4,to utilize poles already present in
the transfer function of the fixed part of
the system.
The third part of the performance specifications includes the error con-
stants; for example, in the case of a positional servomechanism, the velocity
constant and, possibly also, the acceleration constant. The relationship be-
tween the error constants and the positions of the poles and zeros is expres-
sed in the equation, derived in sec. 3.12
n 1 m 1
1 n 1 - 1 (2.14)
Kv k=l Pk k=l Zk
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This equation is valid for a positional servomechanism. In the equation, the
Pk and zk are the negatives of the poles and zeros of the over-all system
function, i.e.
n
kT zk T- (s + Zk )
k=1= k 1 ( P(2.15)
kT-l Zk k 1- (s + pk)
Equation 2.14 indicates the procedure for locating zeros of H(s) to yield
a system realizing the required velocity constant. In general, the solution
to the problem of finding a pole-zero configuration meeting the specifications
is not unique. For example, if the control poles have been placed, Eq. 2.14
indicates that the desired velocity constant can be realized in a variety of
ways: by the addition of one zero on the negative-real axis, or by the use
of two zeros, either both real or conjugate complex, or by the addition of
more complex configurations (e.g. the use of a dipole, with the pole and zero
so close together that the general form of the transient response is unchanged,
although the realized Kv may be significantly altered). The existence of a
variety of possible solutions is very desirable, since it permits considera-
tion of such practical factors as keeping the magnitude of the required ampli-
fier gain within reasonable limits--factors which are difficult to include in
the mathematical specifications.
2.4. The Determination Of The Open-Loop Transfer Function
After the H(s) is chosen, the next step in the synthesis procedure in-
volves the determination of the poles and zeros of the open-loop transfer
function, p(s)/q(s). With reference to Fig. 2.2, let H(s) = p(s)/h(s), where
p(s) and h(s) are polynomials in s. Then H(s) and p(s)/q(s) are related by
the equation
p(s)
p(s) q(s) p(s)
H(s) = - = (2.16)
q(s) p(s) p(s) + q(s)
1+
q(S)
q(s) is then given by the equation
q(s) = h(s) - p(s) (2.17)
The zeros of the open-loop transfer function are known, since they are also
the zeros of H(s). The poles of the open-loop transfer function are the
zeros of q(s), and must be found from Eq. 2.17.
-11-
The problem here is illustrated by a specific example. A typical form
of H(s) is
K(s + e)
H(s) = (2.18)
(2 + 2as + 2a2 ) (s + c)( + d)
The resulting q(s) is
q(s) = (2 + 2as + 2a2) (s + c)(s + d) - K(s + e) (2.19)
The poles of the open-loop transfer function are the roots of this quartic
equation.
If the pole-zero configuration discussed in sec. 2.3 (with two control
poles) is used for H(s), the determination of the zeros of q(s) can be ac-
complished simply by a plot of the two polynomials h(s) and p(s) for nega-
tive, real values of s. This graphical solution of Eq. 2.17 is discussed in
detail in sec. IV. The solution of Eq. 2.19 illustrates the procedure.
Figure 2.9 shows the form of the curves for the solution of Eq. 2.19.
ThA nllrrvA fnT h(t h nn initial minimnum
near the a = 0 axis as a result of the two
complex zeros of h(s)(the zeros of s +
2as + 2a2). For low values of a, h(a) be-
haves essentially as a quadratic. The zeros
of h(a) at large, negative values of a lead
to the intersection of h(ao with the -axis
at -c and -d. In this example, p(a) is a
linear function of a. The zeros of q(s) are
placed in evidence by the intersections of
the p(a) and h(a) curves.
The RIIccARS of this rnhinal nrndrerA
Fig. 2.9 Determination of zeros of for the determination of the zeros of q(s)
q(s). depends of course on the fact that all these
zeros are located on the negative-real axis.
This restriction of these zeros can always be accomplished with our synthesis
procedure,as shown in detail in the following sections.
2.5. Realization Of The Compensation Networks
The final step in the synthesis procedure is the determination and
realization of the transfer functions of the compensation networks. Sections
V and VI indicate the various configurations that can be used to realize the
desired open-loop transfer function, and the discussion of sec. VII points
-12-
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out how this flexibility can be used to control the effect of corrupting dis-
turbances entering the system at points other than the input. The effect of
these corrupting signals can be controlled in both the frequency and time do-
mains, since the poles and zeros of all important transfer functions are known.
2.6. Terminology Used
The following tables and figures define the more important symbols used
in this report.
Fig. 2.10 Simple Closed-
Loop System.
Fig. 2.11 Servo Block Diagram.
Symbol
ei(s)
eo (s)
E(s)
TL(S)
H(s)
P (s)
h(s)
p(s)/q(s)
F(s)
G(s)
L(s)
F1 (s), F2 (s)
TABLE 1
Definition
The transform of the input signal.
The transform of the output signal.
Transform of the error (input minus output).
Transform of the unwanted signal (TL).
The over-all system function.
Numerator polynomial of H(s).
Denominator polynomial of H(s).
Open-loop transfer function.
Transfer function of the fixed part of the system.
Transfer function of a tandem compensation network.
Transfer function of a parallel compensation net-
work.
Factors of F(s).
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III. DETERMINATION OF A SYSTEM FUNCTION
The first step in the synthesis procedure involves the determination of
a suitable over-all system function, H(s) ()' as mentioned in sec. 2.3.
Specifically, the problem is to determine a set of poles and zeros for H(s)
which lead to a system meeting those specifications relating to system per-
formance in both the frequency and time domains. At the same time, H(s) must
lead to physically realizable compensation networks.
The discussion is divided into three parts. In sec. 3.1, the pole-zero
configuration for H(s) is described, and it is shown that with this configura-
tion the performance specifications can be met. Attention is focused on the
particular set of specifications (bandwidth, general form of the transient
response, and error constants) discussed in the last section. Section 3.2
demonstrates that this pole-zero configuration leads to an H(s) satisfying
the conditions for the physical realizability of the compensation networks.
The final section, 3.3, contains several examples illustrating the procedure
for the choice of H(s).
3.1. Meeting the Performance Specifications
A variety of pole-zero configurations might be chosen to yield satisfac-
tory transient and frequency response. One configuration which is particu-
larly convenient, although not necessarily optimum, is based upon the control
of the major characteristics of system performance by one pair of conjugate
complex poles. With this simplification, the system possesses one dominant
mode of oscillation. Any poles other than the one control pair are made to
contribute negligibly to the transient response and bandwidth by virtue of
their location far to the left of the jw-axis in the s-plane (Fig. 3.1).
Excluding for the moment the use ofp, '.~ IjW
zeros in the finite portion of the s-
ANE plane, there are other pole configurations
which yield a system having a satisfactory
transient response. For example, if the
relative amping ratio or te pair or
Fig. 3.1 Basic pole configuration. conjugate complex poles of Fig. 3.1 is
decreased, the overshoot of the corre-
sponding step-function response increases. This overshoot can be decreased
by moving the real pole, ps, toward the j-axis. Consequently, the pole
configuration of Fig. 3.2 can be made to yield roughly the same time-domain
characteristics as that of Fig. 3.1.
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iw
piX The disadvantage of the configuration of
Fig. 3.2 in servomechanism synthesis lies in
the sensitivity of the system to changes in
P4 P3
s-PLANE system parameters; in particular, to loop
P2X gain. The proximity of pi and P2 to the jw-
axis indicates that relatively small changes
Fig. 3.2 Alternate pole configura- in loop gain lead to system instability.
tion. In the remainder of the report, emphasis
is placed on the pole configuration of Fig.
3.1, with one pair of conjugate complex poles governing the transient re-
sponse and the bandwidth. If H(s) has no zeros in the finite part of the
s-plane, this pole configuration means that the open-loop transfer function
K
is practically of the form (TS ). As indicated in the following sections,
this simple system does not permit the design in the general case to realize
the specified values of the error constants. Zeros of H(s) in the finite
part of the plane must be added.
3.11. Bandwidth And Form Of The Transient Response
If the pole configuration of Fig. 3.1 is used, both the bandwidth of the
system and the principal characteristics of the system response to an input
step function of position are determined almost entirely by the location of
the two control poles, pi and P2. The poles far to the left in the s-plane
have negligible effect on the bandwidth since the magnitude of these poles is
much less than the bandwidth. (An asymptotic plot of the magnitude of the
system function versus the logarithmic frequency shows this clearly. The
system bandwidth is of the same order of magnitude as wn, while the break
frequency of the asymptotic plot corresponding to the term associated with the
pole at ps, for example, is much greater than n'.) These large-magnitude
poles also have little effect on the form of the transient response, both
because of the short time constants of the associated terms in the transient
response and the small residues at these poles in the partial fraction ex-
pansion of H(s).
Specifically, the system stability is determined principally by the
damping ratio, , of the pair of control poles. For a fixed value of , the
bandwidth is determined by the undamped natural frequency, n, equal to the
magnitude of the radius vector from the origin to one of the control poles.
With this configuration of poles, the specifications of bandwidth and general
form of the transient response can be met, therefore, by appropriate selection
of and n'
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3.12. The Error Constants With No Finite Zeros Of H(s)
The error constants are defined and discussed in detail in sec. 2.2. The
following discussion is restricted to positional servomechanisms with the re-
sult that the significant error constants are the velocity constant, Kv, and
the acceleration constant, Ka.
An appropriate choice of the poles of the over-all system function leads
directly to a system meeting the specifications of bandwidth and form of the
transient response. All zeros of H(s) are, thus far, assumed to lie at in-
finity in the s-plane. Although the simplest possible H(s) is one with no
finite zeros, the specification of the error constants in general necessitates
the use of finite zeros.
The velocity constant for an H(s) with no finite zeros is limited, for a
fixed , by the allowable bandwidth. In other words, a velocity constant-
bandwidth relationship exists, setting a maximum attainable Kv. This rela-
tionship can be derived in the following way:
(1) From Eq. 2.8
H(s) = 1 - - - .... (3.1)
Kv Ka
1 = - H' (s) (3.2)
KV 18=0
n m
TT Pk TT ( + zk)
H(s) k=l k=1 (3.3)
m n
T- zk TV (s + Pk)
k=1 k=l
n m m n
(2) n H(s) = In TT k - n TV zk + E ln(s+ zk) - lin(s + Pk)
k=l kl k=l1 k=l1
(3.4)
( di Hs H'(s) 1 n 1
(3) - ln H(s) -H - (3.5)
ds H(s) k=l + Zk k=l 8 + Pk
(4) Since, in the limit as s- o, H(s)- 1
1 1 E 1 (3.6)
Kv k=l k k=l Zk
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Fig. 3.3 Basic pole configuration
This is the most important expression for Kv
to be used in the determination of pole-zero
configurations appropriate to meet the per-
formance specification of velocity constant.
The velocity constant-bandwidth relation-
ship for the case of all zeros of H(s) at in-
finity and the poles as shown in Fig. 3.3 is
m 1
at once evident. For this case, - = 0,
and Eq. 3.6 reduces to: k=l
1 n 1
Kv k=l Pk
(3.7)
1 2 1i 1
.+- +- (3.8)
' Kv in c d
Here : and wn are, respectively, the damping ratio and undamped natural re-
sonant frequency associated with pair of conjugate complex poles, the two
control poles. The bandwidth for this configuration is
bw = n [I 1 - 22 + I2 - 4t2 +4] 1/2 (3.9)
Equation 3.9 assumes that c and d are very much larger than n (it is shown
in sec. 3.2 that c and d are always at least six times n). For a fixed t,
the bandwidth is proportional to n. Specifically, in two cases used as
examples frequently in the following discussion
= 0.5 , bw = 1.2 7 wn (3.10)
For a fixed and a specified bandwidth, the maximum obtainable Kv is speci-
fied by the above relations. This maximum Kv is realized if all poles other
than the two control poles are placed so far out into the left-half s-plane
that they contribute negligibly to -1 in the expression for 1/Kv (Eq. 3.7).
k=l Pk
For the two specific values of of interest, the velocity constant is
limited as follows
= 0.7 , Kv 0.71 bw
= 0.5 , Kv '0.79 bw (3.11)
Decreasing the value of permits a higher Kv for a given bandwidth, but, in
most of the examples of this report, a of appreciably less than 0.5 leads
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to undesirably large overshoot in the system step-function response. Thus,
with specified, the velocity constant is directly limited by the bandwidth
if H(s) possesses no finite zeros.
As indicated by Eq. 2.8, the acceleration constant is given by the rela-
tion
2
2 = - H"(s)| (3.12)
Ka =o
The relationship for Ka in terms of the poles and zeros can be derived by a
differentiation of Eq. 3.5. After s is made zero, the equation for the second
logarithmic derivative becomes
2 1 m 1 n 1
K 2 + 2 -2 (3.13)
Ka K k=l Zk k=l Pk
For the case of no finite zeros of H(s) and the pole configuration of Fig. 3.3,
Ka is given by
2 1 4 2 - 2 1 1
Ka - V - n2 2 d2 (3.14)
Ka - v2 n c d
An approximate value of Ka, valid if Ka is not too large or if there are only
two poles, is given by considering 1/c = l/d = 0. Then
2 2 - 8 2
2- - 2 2 (3.15)
Ka n
K - n (3.16)
1 - 4 2
Equation 3.16 indicates that the Ka can be controlled by a suitable
choice of C. In servomechanism design, the specification of is never rigor-
ous; i.e. C can be varied over rather wide limits without causing unsatisfac-
tory system stability. For example, might be specified as lying within the
range 0.5 to 0.7. Consequently, the specified Ka can, in general, be realized
by proper choice of the poles.
Thus, if the specified Kv is not larger than the value permitted by the
velocity constant-bandwidth relationship, the specifications can be met en-
tirely by the proper choice of the poles of H(s), and by placing all zeros of
H(s) at infinity. Considerable improvement in system performance, in the form
of better transient response as well as higher Kv, can be obtained, however,
by the inclusion of finite zeros in H(s).
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3.13. The Effect Of Finite Zeros,
The first method apparent for circumventing the velocity constant-
bandwidth relationship is the addition of zeros in the general vicinity of
the two control poles. The simplest general approach to the problem of
locating these zeros seems to be a preliminary determination of the posi-
tions of the zeros leading to an infinite Kv
.
Once these positions are de-
termined, they serve as guides in the design, since as the zeros are made
to approach these loci, the Kv increases.
In other words, the question is: What are the loci of zeros leading to
an infinite velocity constant? The most fundamental approach to this problem
is through the relationship (Eq. 3.6)
1 n 1 
)- _ 2- (3.17)
Kv k=l Pk k=l Zk
The determination of the zero loci for infinite Kv from this equation, however,
leads to a complicated algebraic derivation. A simpler approach is based on a
potential analogy.
-c -
I i~~~m
s-PLANE -
s- PLANE.-2
_j . c-2 
Im X
ReX
X-PLANE
-j
Fig. 3.4 Basic pole configura- Fig. 3.5 The poles in the
tion. X.plane.
The basic pole configuration is shown .in Fig. 3.4, with, as a first ex-
ample, chosen as 0.7 and the frequency normalized in such a manner that the
two control poles lie at -1 +j. Here, as throughout the entire synthesis
procedure, frequency normalization permits a single solution of the problem
to be applicable to a wide variety of problems. In this pole configuration,
one pole is included on the negative-real axis. This pole can be considered
to represent the effect of all the poles actually present far to the left in
the s-plane.
For convenience only, a bilinear transformation is made mapping the s-
plane to the X-plane in such a manner that
s =0 goes to X = 0
= goes to X = -1
s = -1 + j goes toX = + j
-19-
.1.1
The interior of the unit circle in the -plane now corresponds to the half-
plane to the right of a = -1 in the s-plane. The actual transformation is
s 2X
A = s2 ; X (3.18)
s+2 X+
c
The pole at s = -c is located at X = -
c -2
The zero loci of infinite K are apparent at once in the -plane if a
potential analogy is used. The poles are considered as line charges of one
polarity, the zeros of an opposite polarity. With this analogy, the deriva-
tive of H(s) corresponds to the electric field, or the force on a unit charge.
An infinite velocity constant is analogous to a zero field at s = 0 or X = 0.
For example, if c is taken as 6, and only one finite zero is allowed for H(s),
the poles and those zeros at s = have (in the -plane) the locations shown
in Fig. 3.6. There is a double zero at = -1. The location of the third
zero is at once determined. At = 0, there is no y-component of field. The
double zero at -1 and the pole at -1.67 look, from the origin, exactly like
a simple zero at X = -1/1.4 = -0.715. To balance the field due to this equi-
valent zero, another zero must be added at = 0.715, or s = -0.833. Conse-
quently, a simple zero at s = -0.83 yields an infinite Kv.
With two finite zeros, the poles and the simple zero at s = C have the
positions in the -plane shown in Fig. 3.7. The other two line charges must
be placed to cancel the x-component of field at = 0 due to the pole and
zero on the negative-real axis. This pole and zero are equivalent to a simple
zero at = -2.5, as shown in Fig. 3.8. The permissible locus of the other
two zeros is shown in Fig. 3.8. As one zero moves to the left from A = -1,
the other moves rightward from = 0.715. They meet at = 5, and ten se-
parate along the two semi-circles. With the two zeros at any corresponding
pair of points on this locus, an infinite velocity constant is realized.
The corresponding locus in the s-plane is shown in Fig. 3.9. With the
zeros anywhere along this locus except in the latter part near the origin,
the transient response is approximately the same for the same bandwidth (as
the zeros approach the control poles, the bandwidth increases rapidly for the
same frequency normalization).
The above analysis is based on a C of 0.7. As is decreased, keeping
the time constant associated with the control poles constant, the two poles
in the N-plane move along the unit circle toward = -1, as shown in Fig.
3.10. The angle # is related to C by the equation
t = sin (3.19)
2
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The net effect of this motion of the poles is to move
the zero, or zeros, farther to the right in the -
ReX plane. For example, with a double zero at X = -1,
LANE = , the other zero must be located at
1
XA
4, 2 - 0.6Fig. 3.6 Location of poles
and zeros in -plane.
-j 
-1.67
1
,0.2 +8 2
0.2 + 2
ImXi X-PLANE
X-PLANE
+1 Re X
-j
-j
Fig. 3.7 Positions of
poles and infinite zero.
LOCUS I
. ..... .....
-6
- I+j
... LOCUS 2
-1.67 -0.83
x
-I-j
Fig. 3.8 Locus of zeros for infinite Kv.
ij
-1.67
s-PLANE
Im X
Re X
NE
Fig. 3.9 Locus in
for infinite Kv .
s-plane of zeros Fig. 3.10 Motion of poles in
X-plane as varied.
-P3 -Z
Fig. 3.11 One
H(s).
n
Icos '
r- fd
-a
jw
s- PLANE
finite zero used in
The loci of infinite Kv are useful princi-
pally as a guide to a procedure for in-
creasing the velocity constant with a speci-
fied bandwidth. The simplest procedure for
improving the transient response and the Kv
involves the addition of one zero on the
negative-real axis (Fig. 3.11). As z is
moved inward toward the origin, the veloc-
ity constant increases rapidly, reaching
Im X
I X-P
-1.67 -I
(3.20)
_· ·]
·· G | --I
,_·_······ .,..._· · · · · · I ... I_ ..
l
infinity when
1 2+ 1 (3. 21)
Z1 in P3
The bandwidth increases slightly with the addition of the zero, but slowly
compared to the increase of K. This gain in Kv/bandwidth is illustrated by
the curves of Fig. 3.12 plotted for the case of only two poles. As the zero moves
inward, the velocity constant in-
creases monotonically until it be-
comes infinite when the zero is at
(n
s . Over this same range,
the bandwidth increases slightly.
For a = 0.7, and the zero posi-
tioned to yield an infinite Kv,
the bandwidth is just over twice
the value with no zero in the
finite plane. With = 0.5, the
percentage change is lower; the
bandwidth increases by a factor
of about 1.4.
The discussion of this section
has described one possible proce-
dure for the realization of an
over-all system function with the
velocity constant and bandwidth
specified independently. For the
basic pole configuration used as
An Slll+rn+.nn hr c>mncb+ 0J-s ~ UL Oi EiJLLX UtAi>/ LA1j O O.-
Fig. 3.12 K and bandwidth for system with two proach is the addition of a simple
poles and one zero. zero on the negative-real axis.
The use of two zeros or more complex compensation schemes is possible, al-
though the result is in general a more complicated system, as evident from the
discussion below. The more general approach to the problem of finding an H(s)
meeting specifications of bandwidth form of the transient response, and Kv
with pole configurations other than the simple one described above is the de-
termination of the loci or infinite velocity constant. These loci, simply
found from a potential analogy, serve as a guide for the appropriate location
of zeros of H(s).
The improvement in Kv by the addition of a zero on the negative-real axis
is analogous to the lead or derivative compensation described in the present
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literature in the servo field. The use of a pair of zeros or more complex
configurations is analogous to a more general form of lead compensation.
3.14. The Effect Of Dipoles
The preceding section discussed one method for increasing the ratio,
Kv/bandwidth. A second method for dodging the Kv-bandwidth relationship in-
volves the insertion of a dipole in the s-plane, i.e. a pole and zero near
one another. A dipole does not appreciably affect either the transient re-
sponse or the bandwidth, if the distance between the pole and zero is small.
If the dipole is placed near the origin in the s-plane, it may have a great
effect on the velocity constant. This is evident from the expression for Kv
in terms of the poles and zeros (Eq. 3.6)
1 n 1 m 1
Kv k=l Pk k=l Zk
(3.22)
x -PI
-P4
-p4
x -P2
Fig. 3.13 Pole-zero confi
with dipole compensation.
A possible pole-zero configuration using a
dipole is shown in Fig. 3.13. The two con-
trol poles are p and P2, the dipole consists
of p4 and z4, and the other pole is p3,well
s-PLANE out into the left-half plane. Since p4 and
z4 are small, their reciprocals are large. A
guration small difference in p4 and z4 leads to a large
difference in the reciprocals. Typical nu-
merical values illustrate this effect
Let: Pl = 1 - j
P2 = 1 + j
P4 = 0.111
z4 = 0.1
Ps = 6
Then:
1 1
Kv 1-j
1 1 1
+ +-- + .
1 + j 6 0.111
1
0.1
= 1 + 0.167 + 9 - 10 (3.23)
Kv= 6
The technique of dipole compensation for improving the bandwidth is
analogous to the integral compensation described in present literature in
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the servo field. The velocity constant is increased without significant
change in the bandwidth.* The change in the transient response resulting
from the addition of the dipole is also small. For example, if the control
poles have a = 0.7 and are located at -a+ ja, the term in the system step-
function response due to the integrating pole is approximately
+ P4 E-p4 t
a
If the distance from the j-axis to the control poles is ten times the dis-
tance to the pole of the compensation dipole, the above term has an initial
amplitude of about 0.10, and decreases exponentially thereafter.
Thus, the addition of a dipole permits the realization of an H(s) with
specified bandwidth, form of the transient response, and velocity constant.
It is certainly possible to use more complex methods of compensation, e.g.
quadri-poles, etc. but, in general, it is desirable to limit as far as pos-
sible the complexity of H(s), since the more complex H(s) is made, the more
difficult the remainder of the synthesis procedure becomes. The variety of
possible methods of compensation placed in evidence by working through the
pole-zero configuration for H(s) is in many cases very advantageous, since
it permits consideration of such problems as noise, saturation, and the like.
3.2. Meeting The Realizability Conditions
As pointed out in sec. 2.3. H(s) not only must result in a system meet-
ing the performance specifications, but it also must lead to practically and
physically realizable compensation networks. In sec. 2.3, it was pointed out
that in this report these conditions are considered to be two in number: the
open-loop transfer function must be stable and the transfer functions of the
compensation networks must not possess a pole at infinity. The discussion of
sec. 2.31 showed that the second of these conditions can be met by a proper
choice of the excess of poles over zeros for H(s). Therefore, the following
discussion is concerned only with demonstrating that the pole-zero configura-
tion of Fig. 3.3 can always be made to result in a stable open-loop transfer
*Integral compensation as described in the literature at the present time re-
sults in a decrease in the bandwidth. In the synthesis procedure of this
report, the addition of the dipole to H(s) does not appreciably affect the
bandwidth. The difference in the two effects on bandwidth results from the
fact that, when the dipole is added as described above, the location of the
two control poles is unchanged. As a result, the overshoot of the system
step-function response does change slightly.
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function. It is shown below that not only is the open-loop transfer function
stable, but the poles of this function can always be restricted to the nega-
tive-real axis.
With reference to Fig. 2.2, let H(s) = p(s)/h(s), where p(s) and h(s)
are polynomials in s. The open-loop transfer function is p(s)/q(s). Then
H(s) and p(s)/q(s) are related by the equation
H(s) = p(s) p(s)/q(s) p(s) (324)
h(s) 1 + p(s)/q(s) p(s) + q(s)
q(s) is then given by
q(s) = h(s) - p(s) (3.25)
The requirement that p(s)/q(s) shall be stable means that all zeros of q(s)
must lie in the left half of the s-plane. (There will be a zero at the ori-
gin if the servomechanism possesses zeio positional error.)
The first step in this discussion is an investigation of the form of the
polynomial h(s) plotted as a function of the real variable, s = a. If it is
assumed, for the moment, that no compensation dipole is used in H(s), the
form of h(a) is as shown in Fig. 3.14. There is a minimum near the a = 0
axis due to the two control Doles and
intersections with the a-axis farther to
the left due to the large, negative-real
poles of H(s).
If p(a) is plotted on the same figure
with h(a), the intersections of the two
curves give the negative-real zeros of
q(s). For a zero-positional-error servo-
mechanism, q(s) always has a zero at the
origin, with the result that p(a) and
" h(a) must intersect at a = 0. Figure
Fig. 3.14 h(o) and p(a). 3.14 shows the form of the p(o) curve in
two cases; pi (a) is a constant and P2 (o)
is a linear function of a.
In any practical problem, H(s) always tends to zero at high frequencies,
i.e. h(s) is of higher degree than p(s). Consequently, the degrees of q(s)
and h(s) are equal. Therefore, if a plot of h(a) and p(a) places in evidence
a number of negative-real roots of q(s) equal to the degree of h(s), this
plot serves to determine completely the zeros of q(s). It is evident from
Fig. 3.14 that there are always two intersections of the p(a) and h(a) curves
in the vicinity of the first minimum of h(a), as long as the large, negative
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zeros of h(a) are far enough to the left to allow the h(a) curve to rise above
the a = 0 value in the region from A to C.
Furthermore, proper placement of the large-magnitude zeros of h(a) re-
sults in as many additional intersections of the p(o) and h(a) curves as there
are negative-real zeros of h(a). This discussion is clarified by reference to
the explicit example of Fig. 3.14. Here
h(s) = (s2 + 2as + 2a2 ) (s + c)(s + d)(s + e) (3.26)
p (s) = 2a2cde (3.27)
P2(S) = 2a2cde(s + f)/f
Since h(s) is of fifth degree, there must be five intersections of the h(a)
and p(a) curves if all five zeros of q(s) are to be placed in evidence. This
is true if c is large enough to allow the h(a) curve to rise above the p, (o)
curve in the region A to C and if d and e are sufficiently separated to guar-
antee two intersections in the region D to E. With respect to the P2 (o)
curve, there are five intersections if c and d are separated enough to guar-
antee two intersections in the region F to G.
The above discussion places in evidence the manner in which the large,
negative-real poles of H(s) are placed. In a specific problem, the control
poles and the required zeros are chosen. A rough sketch is made of p(a) and
the general shape of h(a). The approximate positions of the large, negative
intersections of h(a) with the a-axis are then chosen to guarantee that all
roots of q(s) lie on the negative-real axis.
If a dipole is used for compensation (sec. 3.14), the curves of h(a) and
p(a) do not possess the shape shown in Fig. 3.14. The dipole does not affect
the conditions for the success of this graphical procedure for the determina-
tion of the roots of q(s), however, since for the values of a for which the
intersections of the h(a) and p(o) curves occur, the terms added by the dipole
in both p(a) and h(a) are essentially constant and equal as a result of the
position of the dipole near the jw-axis. This case is discussed more completely
in sec. 4.2.
3.3. Summary And Examples
The choice of a suitable H(s) is logically divided into three steps:
(1) A suitable pole-zero configuration is chosen to meet the specifications
on the general form of the transient response and on the bandwidth. (2) Com-
pensation is added to increase the error constants. (3) Poles are added to
yield the required high-frequency behavior.
The procedure for the determination of H(s) is best illustrated by three
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examples. At this time, simple examples rather than a comprehensive problem
are used in order to facilitate understanding of the procedure.
(1) Specifications
F(s) = Km
s(s + Va)
r- 0.7
Bandwidth = 100 rad/sec
Kv > 50/sec
Ka 100/sec
Determination of H(s)
(a) Since the required velocity constant is less than the value
given by the Kv-bandwidth relationship, no zeros need be used.
(b) The two control poles are placed at -70+ j70, yielding a
bandwidth of about 100 rad/sec, a = 0.7.
(c) The resulting Kv is 70/sec, the resulting Ka 104/sec , so
all specifications are met by the H(s) with these poles.
(d) The fixed part of the system has two more poles than zeros,
so H(s) must have an excess of poles over zeros of two. A satisfactory H(s)
is then
104
H(s) =
s2 + 141s + 104
(2) Specifications
F(s) = Km
s(s + Va)
-: 0.7
Bandwidth = 50 rad/sec
Kv Ž 50/sec.
Determination of H(s)
(a) Since the required velocity constant is greater than that
permitted by the allowable bandwidth if no zeros are used, compensation is
required. If lead compensation is used (a simple zero on the negative-real
axis), the bandwidth will be increased somewhat by the addition of the zero.
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A suitable choice of the two control poles is -20+ j20.
(b) The required zero is at
1 2~ 1 1
z = _n + K
zi Wn P3 Kv
(from Eq. 3.6)
If ps is chosen as 160 (if p is to contribute negligibly to the transient
response, it can be shown that this pole must be roughly six times as large as
wn), the above equation gives a z of 32.4.
(c) With poles at -20+ j20 and -160 and a zero at -32.4, the
infinite-frequency behavior of H(s) is satisfactory, and the resulting band-
width is about 40 rad/sec, with Kv = 50/sec. The resulting H(s) is
3950(s + 32.4)
(s + 40s + 800)(s + 160)
The corresponding step-function response is shown
1.2
I.1
0
INTEGRAL COMP.
I/~ I,~ ~3950(s+32.4)
LEAD COMPENSATION F(s)- 
s(s+160)(s2+40s+800)
0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18
Fig. 3.15 Step-function response--examples of sec. 3.6.
pole is placed at -3.5, the zero must be located at
1 2r 1 1
Z Wn Pi Kv
z, = 3.40
(c) The resulting H(s) is
2570(s + 3.4)
H(s) =
in Fig. 3.15.
(3) Specifications;
same as example (2).
(a) The same specifica-
tions can be met by inte-
gral compensation. Since
the bandwidth is not ap-
preciably increased by the
addition of the dipole, the
two control poles can be
placed at -35+ j35, yield-
ing a of 0.7, a maximum
bandwidth of 50 rad/sec.
(b) Either the pole or
the zero of the compensa-
tion dipole can be arbi-
trarily placed. If the
(s2 + 70s + 2500)(s + 3.5)
The corresponding transient response is shown in Fig. 3.15.
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IV. THE DETERMINATION OF THE OPEN-LOOP TRANSFER
FUNCTION IN FACTORED FORM.
The second step in the synthesis procedure involves the determination of
the poles and zeros of the open-loop transfer function from the over-all
system function. With reference to Fig. 4.1, the problem is the following:
Knowing H(s) = 0(s) the over-all system function, it is necessary to find
ei(s)'
the forward transfer function, p(s)/q(s). This is the second step in the
procedure regardless of the form of compensation used,
i.e. regardless of the complexity of the block diagram
represented in Fig. 4.1 by the single block, p(s)/q(s).
The above statement of the problem and the solu-
tion presented below assume the presence of unity feed-
Flg. 4.1 Closed-loop
Fig. 4.1 Closed-loop back from the output to the input and a subtraction atsystem.
the input error-measuring device. In certain cases,
the over-all feedback transfer function may be other than unity, but, since
the appropriate technique is in essence unchanged, this case is not discussed
further at this point. The second example of sec. VI illustrates the slight
modification required in the procedure for this case.
4.1. The General Procedure For The Determination Of p(s)/q(s) In Factored
Form
With the analytical expression for H(s) given, the determination of
p(s)/q(s) involves in general the problem of the determination of the roots
of a polynomial. If H(s) is given by
H(s) = (B) (4.1)
h(s)
where h(s) and p(s) are polynomials in s, p(s) is at once known since the
zeros of both p(s) and h(s) were chosen as discussed in the preceding sec-
tion. The problem of finding the open-loop transfer function, p(s)/q(s),
then resolves to the determination of the zeros of q(s), where q(s) is
given by
q(s) = h(s) - p(s) (4.2)
For a general h(s) and p(s), this is evidently a cumbersome mathematical
problem. As pointed out in sec. II, however, the use of the pole-zero con-
figuration for H(s) with two conjugate-complex, control poles, and all other
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poles far to the left in the s-plane, permits a simplification of the problem
by confining the zeros of q(s) to the negative-real axis. This restriction
of the zeros of q(s) is, furthermore, appropriate in many cases of servomech-
anism synthesis, because of the desire to realize the compensation transfer
function by RC networks. For example, the propriety of this restriction in
the case of tandem compensation stems from the fact that p(s)/q(s) = F(s) x
G(s). Here F(s) is the transfer function of the fixed part of the system,
G(s) that of the compensation network. If all complex poles of F(s) are can-
celled by equal zeros of G(s), all poles of F(s)G(s), i.e. zeros of q(s), will
be at negative-real frequencies, since G(s), realizable by an RC network, can
have poles only on the negative-real axis. In the case of compensation systems
more complex than a tandem configuration, complex poles of p(s)/q(s) can be
realized by RC networks (e.g. by using minor feedback loops) and the only
justification for the restriction on the zeros of q(s) is the resulting sim-
plification of the synthesis procedure. Imposition of this restraint in most
cases does not significantly limit the performance specifications which can be
met by a suitable choice of H(s).
In the special cases in which q(s) possesses a pair of conjugate-complex
zeros, the procedure of the following sections can be used with one slight
modification--the real roots of q(s) are first determined. The remainder
quadratic, after the factors representing the real roots have been divided
out of the polynomial, q(s), places in evidence the complex roots. Once the
roots of q(s) are restricted to the negative-real axis, the determination of
these zeros is a simple matter. h(a) is plotted as a function of the real
variable, a, along the negative axis. With p(a), in ordinary cases either a
constant or a linear function, plotted in the same graph, the intersections
of the two curves are the zeros of q(s). For the simple case for which there
are two conjugate complex, controlling poles of H(s), the general procedure
is illustrated by Figs. 4.2 and 4.3, and shown in detail in the examples here
Fig. 4.2 Graphical determination of q(s)
when H(s) has no finite zeros.
Fig. 4.3 q(s) when H(s) has one
finite zero.
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and in sec. VI.
In both Figs. 4.2 and 4.3, h(o) is shown of the same form, an initial
minimum,due to the two conjugate complex roots, and two zeros at large nega-
tive a. In both cases, p(a) and h(a) intersect at a = 0, the characteristic
of a positional servomechanism since p(s)/q(s) must have a pole at the ori-
gin. In Fig. 4.2, p(a) is shown as a constant; in Fig. 4.3, as a linear
function. In either case,
q(s) = s(s + a) (s + ) (s + ,) (4.3)
Thus, the procedure for the graphical determination of the roots of q(s) is
simple and straightforward. One case presenting some difficulty is discussed
next, and the following section lists several shortcuts available.
4.2. The Integrating Root Of q(s)
The graphical procedure described in the preceding section breaks down
when integral compensation is used to increase the velocity constant. In
this case, H(s) possesses a dipole near the origin (cf. sec. 3.14). Conse-
quently, both p(a) and h(a) possess a zero for slightly negative values of
a. The two curves will have a shape near a = O, similar to that shown in
Fig. 4.4. The near equality of the two
slopes leads to the possibility of large
errors in the determination of the intersec-
tion of the two curves.
This root of q(s), the integrating
root, can be easily found analytically once
the other zeros of q(s) are known. From the
known poles and zeros of the over-all system
function, H(s), the value of the velocity
constant can be found, using the relation,
derived in sec. 3.12
1 n 1 m 1
: =5Z - > Z (4.4)
Kv k=l Pk k=l Zk
(Actually, Kv is ordinarily known at the
outset of the design and the poles and zeros
of H(s) are chosen to realize this K_.) A
Fig. 4.4 Determination of q(s) when second expression for Kv (the equation de-
integral compensation is used. fining the velocity constant) is available
in terms of the open-loop transfer function
urn p(s)Kv = im s (s) (4.5)
Knowing Kv, p(s), and all but one root of q(s), the remaining root can be
found from this equation. For example, for the case shown in Fig. 4.4
H(s) = Kp(s + z)
(s2 + wn + 2)(n + P23)n + P4)
2
P3sP4( n
z1
p(s) = K p( + z1)
q(s) = s(s + 1) (s + 2 ) (S + 3)
1 2C 1 1 1
- + + -
KV Wn P3 P4 Z1
Then
K KpZi
a1 a20
3
= Kpz1 (4.6)
The value of ao is in this way determined without the necessity of ex-
tremely accurate plotting of h(a) and p(a) in the vicinity of a3 and without
the significant inaccuracy of a graphical solution.
4.3. Simplifications Of The Graphical Procedure For The Determination Of The
Roots Of q(s)
There are several short-cuts or special techniques that can be used to
simplify the graphical procedure described above for the determination of the
roots of q(s).
1. Obviously h(a) need only be plotted in the vicinity of a root of
q(s). A simple sketch of h(a) and p(a) suffices to determine approximately
the intersections and, consequently, the regions of interest.
2. The pair of relationships for Kv (Eqs. 4.4 and 4.5) discussed in the
previous section can be used to determine any one of the roots of q(s), or as
a check on the graphical calculations.
3. There are other analytical relationships available to determine other
roots or to check the calculations. The simplest of these is the relation
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between the sum of the roots of h(s), i.e. the poles of the over-all system
function, H(s), and the sum of the roots of q(s). Let h(s) and p(s) be writ-
ten in the form
n n n n-i n
h(s) = s + Pk + + Pk (4.7)
k=l k=l
p(s) = Kp + T) k l (4.8)
k=l k=l 
where Pk and zk are the known negatives of the poles and zeros, respectively,
of the over-all system function, H(s). Then q(s) is the difference of these
two functions, h(s) - p(s). In almost all cases of interest, n > (m + 2), so
that the first two terms of q(s) are
s + ( Pk) n- (4.9)
k=l
If q(s) is of the form
q(s) = s(s + 1)(s + 02) .... ( + n-l) (4.10)
then
n
a, + 2 + .... + on-l = Pk (4.11)
k=l
From this relationship, any one of the roots of q(s) can be found once the
other roots are known, since each of the Pk is known from the determination
of H(s) as described in the preceding chapter. (The expression is of little
value for the determination of the integrating root, or any small root, be-
cause of the inaccuracy introduced in the subtraction of nearly equal, large
numbers.)
4. The above expression (Eq. 4.11) yielding the value of the sum of the
roots of q(s), and the two expressions for the velocity constant (Eqs. 4.4
and 4.5), yielding the value of the product of the roots of q(s), can be used
together to find, very simply, any two roots of q(s).
5. The approximate determination of the roots of q(s) lying far from
the j-axis is particularly easy, if p(s) is a constant or a linear function
with a zero well out into the left-half plane. Figure 4.2 illustrates the
general shape of h(s) obtained if the system response is controlled by one
pair of conjugate complex poles, and all other poles of H(s) are placed far
from the j-axis. In this case
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H(s)
2
in P3 P4
(s2 + 2 nS + Wn2 )(s + p3) (s + p4)
(4.12)
In the vicinity of P4, h(o) behaves as -p4 ( + P4). If p4 is large, the
slope of h(o) has a large, negative value. Consequently, the intersection
of p(a) and h(a), actually occurring at -, can be considered to occur at
-p4 . The difference in the system characteristics is negligible. The error
introduced by designing a system with a pole of p(s)/q(s) at -p4 instead of
-a, has negligible effect on system performance. If p4 is more than ten
times the value of n, the approximation discussed above is good; a1 is only
of the order of 1 per cent greater than p4.
4.4. The Predetermination Of Certain Roots Of q(s)
The preceding discussion has been concerned with the first two steps in
the synthesis procedure, the determination of an H(s) appropriate for the
performance specifications and the determination of the open-loop transfer
function, p(s)/q(s), from the over-all system function. The final step in
the design procedure, to be discussed in more detail in sec. V, involves the
realization of this p(s)/q(s). The simplest form for the realization is tan-
dem compensation, indicated in Fig. 4.5. Here F(s) denotes the transfer
function of the fixed part of the system, G(s)
H(s) that of the compensation network. For this
system
p () = F(s) · G(s)
q(s)
(4.13)
Fig. 4.5 Block diagram of 1
den servomechanism.
_P4 -P 3
X
jw
s-PLAk
Fig. 4.6 Pole-zero configu]
tion for H(s).
For a general p(s)/q(s) and F(s), it is
tan- necessary that G(s) shall include zeros cancel-
ling the poles of F(s) and poles cancelling the
zeros of F(s). The required complexity of the
compensation network decreases as poles of F(s)
coincide with poles of p(s)/q(s). Thus, it is
desirable that as many of the roots of q(s) as
possible should be specified equal to poles of
cr
F(s). A utilization of at least some of the
NE poles of F(s) in p(s)/q(s) is possible in most
cases because of the flexibility permitted in
the determination of H(s).
The technique for this adjustment of the
ra- zeros of q(s) is apparent from an example.
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Figure 4.2 illustrates the situation for which the over-all system function,
H(s), has no finite zeros (p(a) constant) and four poles, two negative-real
and one conjugate complex pair. The pole-zero configuration for H(s) is
shown in Fig. 4.6. Under these conditions, the fixed part of the system has
four more poles than finite zeros.
If one pole of F(s) is in the vicinity of p4, p4 can be adjusted slightly
to make -o equal to this pole. The system performance is not significantly
changed by variation of P4, since the large magnitude of p4 means this pole
has little effect on either the transient or frequency response of the system.
If another pole is in the neighborhood of -3, variation of either p or 
will permit equalization of -a, and the pole of F(s). The general principle
involved is nothing more than the realization that adjustments can be made in
the choice of the poles or zeros of H(s) without appreciably affecting per-
formance and with the result that there is at least a partial utilization of
the already-present, critical frequencies of the fixed part of the system.
The fact that the various pole positions may be varied slightly results from
the inexplicit nature of the performance specifications. The specification
of satisfactory form of the transient response, for example, does not result
in precise pole and zero positions, but rather in regions within which the
poles and zeros lie.
One specific example illustrates the application of these ideas.
a. Specifications
Km
F(s) = (4.14)
s(s + 11.62)(s + 1.625) (s + 0.615)
after frequency normalization.
Kv O. 9/sec
0.5
for H(s)
in = 1.2 rad/sec 
b. The choice of an approximate H(s)
Since the specifications of n' B' and K indicate that the Kv
specified is appreciably less than the required bandwidth, the specifications
can probably be met by an H(s) with no finite zeros. The pole configuration
chosen for H(s) is approximately that shown in Fig. 4.6. The general form of
H(s) is then
--
1.44 P3P4
H(s) = (4.15)
(s2 + 2.4:s + 1.44) (s + Ps) (s + p4)
A rough sketch of h(a) and p(a) is shown in Fig. 4.2.
Since p and p4 are much larger than 1, h(a) behaves near the origin
approximately as p3p4 (a2 + 2.40a + 1.44). This function has a minimum at
a = -1.2C, so the first minimum of h(o) occurs in the vicinity of a = -0.6.
If the zeros of h(a) at -p3 and -p4 were not present (i.e. if h(a) were
quadratic), 
-os, the intersection with p(a), would occur at a = -2.4% = -1.2.
The effect of p, and p4 is to pull down the h(o) curve in the vicinity of
-as. Consequently, the value of a3 is always greater than 2.4r, and approaches
2.4: as p, and P4 approach infinity.
c. The choice of an H(s)
To simplify the complexity of the compensation network, it is de-
sirable to choose an H(s) in such a manner that q(s) incorporates as roots as
many of the poles of F(s) as possible. Referring again to Fig. 4.2
q(s) = s(s + O1) ( + 2) (S + 3s) (4.16)
and, from the specifications
KmF(s) = K(4.17)
s(s + 11.62)(s + 1.625)(s + 0.615)
Since aos 2.4<, no root of q(s) can occur at -0.615. It is possible, how-
ever, to place zeros of q(s) at -1.625 and -11.62. If p3 is chosen approxi-
mately 11.5, a, 11.62, utilizing one of the poles of F(s).
Either o 2 or a, can be chosen equal to 1.625, but if a3 is chosen, -p,
will lie farther to the left and the pole at -p4 will have less effect on
the frequency-domain and time-domain characteristics of H(s). To make ao =
1.625, either or P4 can be arbitrarily chosen, with the other properly
adjusted. If P4 is chosen as 8
h(s) = (s2 + 2.4ts + 1.44)(s + 8)(s + 11.5)
(4.18)
p(s) = 132
C is determined from the relationship
h(s) = 132 for s = -1.625
yielding (4.19)
= 0.48
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The final form for H(s) is then
H(s) = 132 (4.20)
(s2 + 1.15s + 1.44) (s + 8) ( + 11.5)
realizing a = 0.48, Kv = 0.99.
d. The determination of p(s)/q(s)
p(s)/q(s) is already known to a large extent, i.e.
p(s) 132 (4.21)
q(s) s(s + 11.62) (s + 1.625) (s + a 2 )
with a2, only, to be determined. This can be done graphically, as shown in
Fig. 4.7, or analytically from either of the two relationships previously
discussed:
(1) From the sum of the roots of h(s) and q(s)
11.62 + 1.625 + 2 = 1.15 + 8 + 11.5 (4.22)
02 = 7.4
(2) From the known value of Kv and the relation
- lim p(s)
Kv =sO q(s)
132
0.99 = 11.6 x 1.625 x a,(4.23)
a2 = 7.3
(3) The value obtained graphically is
02 = 7.32
Thus, p(s)/q(s) is completely determined as
p(s) 132
q(s) s(s + 1.625) (s + 7.35)(s + 11.62)
4.5. The Modification Of The Synthesis Procedure When F(s) Is Nonminimum-
Phase
As pointed out in the preceding section, the basic procedure for the
realization of p(s)/q(s) by a tandem compensation network involves the can-
cellation of the undesirable poles and zeros of F(s) by corresponding zeros
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Fig. 4.7 Third root of q(s). Example of sec. 4.4.
and poles of G(s). This procedure evi-
dently breaks down in the case when F(s)
is a nonminimum-phase transfer function /
(i.e. F(s) has a zero in the right-half Fig. 4.9 Determination of q(s) when F(s)
plane) since cancellation of the right- is nonminimu-phase.
half plane zero would demand an unstable compensation network (a pole of G(s)
in the right-half plane). The previous section discussed the procedure for
utilizing poles of F(s) in p(s)/q(s). The solution to the problem raised by
a nonminimum-phase F(s) evidently lies in the choice of an H(s) in such a
fashion that p(s)/q(s) contains this same zero in the right-half plane.
If the fixed part of the system possesses a nonminimum-phase transfer
function, the first step in the synthesis procedure is the choice of an over-
all system function, H(s), possessing the same right half-plane zero and
meeting the performance specifications relating to the system characteristics
in the time and frequency domains. The following discussion is restricted to
the case of tandem compensation, as shown in Fig. 4.5, although extension to
other forms of compensation is straightforward, as indicated in sec. V. Fur-
thermore, the discussion below assumes, for the sake of explicitness, that the
salient characteristics of H(s) are controlled by one pair of conjugate-complex
poles. As a result of this assumption, the general form of the pole-zero
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configuration for H(s) is that shown in Fig. 4.8. If the performance speci-
fications cannot be met by this set of poles and zeros, compensating zeros
or dipoles can be added as discussed earlier. Again, to be explicit, the
discussion to follow assumes that compensation is effected by the addition
of a pole far from the jw-axis and a finite zero, i.e. addition of a dipole,
or integral equalization, is not considered.
The selection of a suitable H(s) is now resolved to the problem of the
choice of specific values of p, P2, and any compensation zeros to meet the
performance specifications with the constraint that one zero of H(s) is fixed
at z. The values of p and p4 are made large enough to make negligible the
effect of the associated poles on the characteristics of H(s). In addition,
the values of pi, P2, and the compensation zeros are to be chosen in such a
manner that the resulting q(s) has zeros only at the origin and on the nega-
tive-real axis.
Figure 4.9 indicates a graphical interpretation of the last constraint
above, the necessity for q(s) to have only negative-real zeros. The general
form of h(o), the denominator polynomial of H(a), is shown in the sketch, the
first minimum (near a = 0) due to the conjugate-complex poles, and zeros at
larger negative values of a corresponding to the negative-real poles of H(s).
The necessity for a zero of H(s) at s = +z1 demands that p(a), the numerator
of H(a), pass through the point a = +z1. In addition, if the servomechanism
in question is to have zero positional error, p(a) must intersect h(a) at
o = 0. Thus, two points of the p(a) curve are fixed.
The values of p and P2, the two control poles of H(s), are fixed by
the specifications of damping and bandwidth. If the value of the right half-
plane zero, z, is much greater than the specified bandwidth, this bndwidth
is controlled entirely by the conjugate poles and any compensation zeros. As
z1 is decreased, the conjugate poles must be moved toward the origin to main-
tain the same bandwidth.
The complexity of the required p(a) is determined by the required veloc-
ity constant. The simplest form of p(a) is a linear function passing through
points A and B, as indicated by p(a) in Fig. 4.9. The resulting Kv is small,
however, as indicated by the large difference in slope of pi (a) and h(a) at
point A (the origin). Specifically
K = P() (4o25)
v h'(O) - p'(0)(4.25)
This expression for Kv follows directly from the fact that -1/Kv is the
slope at the origin of the over-all system function, H(s) = p(s)/h(s).
It is at once evident that the Kv can be increased by the addition of a
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zero of p(s) on the negative-real axis, as indicated by P2(o) in Fig. 4.9.
The required value of z2 can be found from the above expression for Kv or,
more simply, from the relation for Kv in terms of the poles and zeros of H(s)
1 n m1
E - L - (4.26)
Kv k=l Pk k=l Zk
For the specific case discussed here, this reduces to
1 2: 1 1 1 1
=-- + + 1 + 1 (4.27)
Kv y n P3 P 4 Z1 Z2
with and n referring, as usual, to the pair of conjugate-complex poles.
With this relationship, the procedure for the choice of , n, and z2 is
exactly the same as discussed earlier for the case with no right-half-plane
zeros. The values of Ps and p4 are then chosen both large enough to make
the effect of these poles negligible and sufficiently separated to yield two
intersections, between -p3 and -p4, of the h(a) and p(a) curves. The result-
ing H(s) is, then, of the form
H(s) = -%i(s - z) (s +Z 2 ) (4.28)
(s2 + 2Ns + 2) ( + )n )(s + P4) 4)
with
2
Kp = n P3P4 (4.29)
Z J2
The result is an over-all system function, H(s), approaching - n- as
s becomes large. The negative sign indicates that the first nonzero deriva-
tive of the system impulse or step-function response is negative. In other
words, the step-function response dips negative initially as shown in Fig.
4.10. The result would appear at first glance to be a slower transient re-
f(t) sponse than necessary because of the time interval during
which the response is negative. However, this time inter-
val can be made very small by making the short-time con-
stants (originating from the poles at -ps and -P4) very
Fig. 4.10 Typical small. The transient response, although slower than that
step-function re- realized by minimum-phase-system functions, need not be
sponse for non-
minimum-phase H(s).
An example of the choice of an over-all system func-
tion and the corresponding determination of the open-loop transfer function
illustrates the ideas described in this section.
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(a) Specifications
F(s) = (4.30)
s (s + 0.5) (s + 4) (s + 10)
after frequency normalization
C a 0.7
bandwidth < 2 rad/sec
Kv > 2/sec
(b) The choice of an H(s)
The first step in the choice of an H(s) is the determination of an
appropriate value for wn' the undamped natural resonant frequency of the sys-
tem. If the bandwidth is determined almost entirely by the right-half plane
zero at s = +4 and the pair of conjugate complex poles, an n as high as
about 1.5 rad/sec can be used, still meeting the bandwidth specification.
For this example, a value of 1.41 rad/sec is chosen.
The next step is the determination of compensation to meet the specifi-
cation of Kv. This example considers only the case of integral equalization,
although lead equalization could be used equally well. Since the transfer
function of the fixed part of the system has three more finite poles than
zeros, the general pole-zero configuration for H(s) will be as shown in Fig.
4.11. The magnitudes of p and P4 can be chosen pretty much arbitrarily if
there is no desire to make the zeros of q(s) coincide with the poles of F(s).
There is a loose restriction on the minimum value of p,, as shown in Fig. 4.12,
Fig. 4.11 Poles and zeros of
H(s)--example of sec. 4.5.
a sketch of the general shapes of h(o) and
p(a). If p3 is too small, there will be
V-J - 'Imj9J.. -ran+ . P -n L l A- c + 4 U hJ fe41L
unv Lj'lE;l uv U 4%n/ U UU U tt; lall-
ure of p(a) to intersect h(c) in the re- Fig. 4.12 Determination of q(s)--
example of sec. 4.5.
gion between points A and B. For this ex-
ample, p will be chosen as 10, p4 as 20.
The exact position of the pole and zero of the compensation dipole can now
be chosen to meet the specification of Kv . If z 2 = 0.1, then p is given by
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1 1 2~ 1 1 1 1
1 + = 2 +-+1- + + (4.31)
Kv z 2 wn P3 P4 P5 Z
or, if
Kvz 2.04 (4.32)
then
p5 = 0.11 (4.33)
Thus, the final form of H(s) is
H (s) =-110(s - 4)(s + 0.10)
(s2 + 2s + 2)(s + 0.11)(s + 10)(s + 20)
(c) The determination of p(s)/q(s) in factored form
The general form of h(a) and p(a) is shown in Fig. 4.12. The
roots of q(a), the values of a at the intersections of p(a) and h(a), must
be determined. This step in the synthesis procedure is simplified consider-
ably if it is recognized that the largest intersection occurs at a a only
slightly greater than -p4 = -20. A value of one root of q(s) is then ap-
proximately -20.5. Further simplification is achieved if the root corres-
ponding to the intersection at c(the integrating root) is determined, after
all other roots are known, from the value of Kv. The graphical problem then
is simplified to a determination of the values of a corresponding to the in-
tersections at points D and E.
To determine these two roots of q(s), p(a), and h(a) are plotted for
negative values of a between -2 and -10. This plot, Fig. 4.13, shows the
two roots to be at -7.7 and -3.72. With the exception of the integrating
zero, q(s) is then known completely
q(s) = s(s + 20.5)(s + 7.7)(s + 3.72)(s + a,) (4.35)
The integrating root is determined as described in sec. 4.2.
= lim [S(s + )P(S) (4.36)
s-0o Kvq(s (
110 x 4 x 0.10
= 0.037 (4.37)
2.04 x 20.5 x 7.7 x 3.72
The open-loop transfer function can now be written
p(s) -110(s - 4)(s + 0.10)
q(s) s(s + 0.037) (s + 3.72) (s + 7.7) (s + 20.5)
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4.6. General Remarks On The Determination of p(s)/q(s)
This section deals with techniques for the determination of the open-loop
transfer function in factored form from the known over-all system function.
The initial restriction is made
-8 -7 -6 -5 -4 -3 -2 -I O
that the numerator and denomina-
tor of the over-all system func-
tion are chosen in such a manner
that the poles of the open-loop
transfer function lie exclusively
on the negative-real axis. This
is frequently desirable in servo-
mechanism synthesis since in many
cases low frequencies involved
make it desirable to realize the
compensation by RC networks. The
result of this restriction is a
simplification of the problem of
determining the zeros of q(s) =
h(s) - p(s), since the behavior
of h(s) and p(s) need only be
investigated for negative-real
values of s. The graphical pro-
cedure described, when used with
+ha ::;m -if ,+; . ; _n notar inq m n
Fig. 4.13 Two roots of q(s)--exanple of sec. 4.5. 4.3, yields a simple determina-
tion of the zeros of q(s).
It should be emphasized that there is nothing in the general concepts
involved in this synthesis procedure which demands that the poles of the open-
loop transfer function occur only at negative-real frequencies. The fixed
part of the system may contain complex poles which the designer desires to
incorporate as zeros of q(s), or the initial choice of a pole-zero configura-
tion for H(s) may lead to complex zeros for q(s), which can be realized, still
using RC networks, by internal feedback loops, or, more generally by RLC net-
works. In any case, the synthesis procedure follows the same general lines,
the only change being an increase in the complexity of the determination of
the factored form of q(s).
If q(s) contains zeros generally located in the s-plane, the plot of
h(a) and p(a) yields only those roots on the negative-real axis. In many
cases, the other roots can be determined analytically without appreciable
difficulty, particularly if there is only one pair of conjugate complex roots,
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in which case either the simple analytical relations described in sec. 4.3 or
simple long division can be used. If there is more than one pair, any of the
standard techniques for the approximate solution of higher degree equations
can be used. In particular, the method described by W. R. Evans5 is readily
adaptable to this problem, either used alone or in combination with Lin's
method or other standard procedures.
If the zeros of q(s) are restricted to the negative-real axis, as is
commonly desirable in the synthesis of servomechanisms, the determination of
these zeros is straightforward. The second step of the synthesis procedure
described in this report is then completed. From the performance specifica-
tions, a suitable over-all system function has been determined. The open-loop
transfer function to yield this over-all system function is known. The third
and final step in the design is the determination of actual compensation net-
works to yield this open-loop transfer function, with the important constraint
that the given, fixed set of components must be used.
V. THE SYNTHESIS OF COMPENSATION NETWORKS
This discussion is restricted to the open-loop characteristics of the
system. The general form of the majority of servomechanisms is shown in
Fig. 5.1, where p(s)/q(s) is the open-loop transfer
function. It is possible to add compensation in the
feedback path either by changing the amount of feed-
back or by making this transmission frequency depen-
- ~I .- % 1 I
80(s) dent. It is known as discussed in sec. b.2) that
H(s)el (,s) equalization in the feedback path is equivalent to
Fig. 5.1 Closed-loop equalization around the fixed part of the system.
system. Consequently, we will assume, unless otherwise stated,
that the error-measuring device yields an output
= i - e0 . This assumption does not, of course, preclude the possibility
of internal, or subsidiary, loops in the forward section.
At this stage in the discussion of the synthesis procedure, H(s) has
been determined, and, from this, p(s)/q(s) has been found. The problem now
is the realization of the desired p(s)/q(s). This is the ordinary network
synthesis problem, but with one added factor of importance: the fixed part
of the system must be included.
5.1. Tandem Compensation
The mathematically simplest design for the forward system is shown in
Fig. 5.2. p(s)/q(s) is realized by tandem compensation, the compensation
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network with a transfer function, G(s), inserted in tandem with the fixed part
of the system. The required transfer function, G(s), is given by
p(s) 1
G(s) = (s) ( (5.1)q(s) F(s)
If G(s) = pg(s)/qg(s) and F(s) = pf(s)/qf(s), the above equation becomes
Pg(s) p(s) qf() (5.2)
qg(s) q(s) pf(s)
with all functions now polynomials. The transfer function of the compensation
network increases in simplicity as factors in
G(s) F(s) q(s) and qf(s) or p(s) and pf(s) are made to
cancel. In the general case, the zeros of G(s)
Fig. 5.2 Tandem open-loop system.
cancel the nonzero poles of F(s), and poles of
G(s) cancel finite zeros of F(s). In any practical case, however, it is pos-
sible and desirable to utilize at least some of the poles and zeros of F(s).
This utilization, resulting in a simpler G(s), was discussed in sec. 4.4 of
the preceding section.
The requirement for Gs) to be realizable as an RC transfer function is
that all poles of G(s) are simple and lie on the negative-real axis, excluding
the point at infinity. The significance of this condition in terms of the
form of p(s)/q(s) and F(s) is apparent from the last equation above. The poles
of G(s) are the zeros of q(s) and pf(s) which are not also zeros of p(s) or
qf(s). If H(s) is chosen in such a manner that q(s) has zeros only on the
negative-real axis, as discussed in the preceding section, and if any complex
or right-half plane zeros of pf(s) are included in p(s), the poles of G(s) all
lie on the negative-real axis. The infinite frequency behavior of G(s) is guar-
anteed to be a constant since H(s), and consequently p(s)/q(s), is chosen to
have the same order zero at infinity as F(s). Thus the general form of G(s) is
pG(s) s + als + ... + ae
G(s) = -Kg (5.3)
qg(S) g
Tr ( + k)
k=l
and all the k's are positive, real quantities or zero.
The last step in the synthesis procedure is the determination of a net-
work configuration and the element values to realize this transfer function.
This is simply the network theory problem of the synthesis of RC transfer
functions. Appendix I includes a discussion of a few general techniques for
the synthesis and several references to the literature on the subject. With
the determination of a network to yield the desired G(s), the synthesis of
the servomechanism using tandem compensation is completed.
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5.2. Compensation With Subsidiary Loops
Tandem compensation is only one of many ways in which the system charac-
teristics may be realized, with the system at the same time incorporating the
required components represented by the transfer function, F(s). In specific
problems, forms of compensation other than tandem networks may be highly de-
sirable. For example, the presence of high-frequency noise on the error shaft
may preclude the use of lead networks operating on the error signal. Conven-
ience may require that no networks be added in cascade with the fixed part of
the system. Finally, the use of tandem compensation alone merely permits the
mathematical realization of the desired over-all system function. As shown in
TrT TT A A 1 _ -: A A A d
Uec. VII mrUe comunplex I]:urmI UI coUIplUensablon are
required if control is to be achieved over the ef-
fect of disturbances entering the system at points
other than the input.
The fundamental philosophy of more complex
Fig. 5.3 open-loop system with methods of compensation is indicated by an inves-
parallel compensation. tigation of a simple system (Fig. 5.3) in which a
change in the mathematical characteristics of the fixed part of the system is
accomplished by the use of parallel feedback. The over-all transmission from
input to output is, for this system
F(s)
A(s) = (5.4)
1 + F(s)L(s)
Three special cases are of particular interest
kf
a. F(s) k , L(s) k (p.5)
S
Then, kf
A(s) = (5.6)
s + kfk
The addition of the feedback has moved the pole from the origin into the left-
half plane.
kf
b. F(s) = , L(s) = k s (5.7)
s(s + a) ks
Then, kf
A(s) = (5.8)
s(s + a + kfkC)
The pole at the origin has remained fixed (there is zero feedback at zero fre-
quency), but the pole at -va is moved farther into the left-half plane. The
effect is mathematically exactly analogous to tandem compensation, with
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IN
G(s) = a (i.e. lead compensation), although in practice the two
s + Va + kfkt
systems may be quite different because of the effects of noise, saturation,
and such factors.
c. F(s) = (5.9)kf , L(s) 
= ks
s(s V s + va ) (s Vb) 
Then,
A('S) = kf (. 1 fl
' S[(S + va) (s + b) + kfkt] .. '
as k is increased from zero, the two poles move together, then become complex,
with increasing imaginary part.
It is apparent from these very simple examples that parallel compensation
can be used to effect a change in the pole positions. In other words, the
characteristics of the fixed part of the system
can be modified by the addition of a feedback
network. The question naturally arises: Are
the results achievable with parallel compensa-
tion more or less limited than those with tan-
Fig. 5.4a Tandem servomechanism. dem compensation? Or, in other terms, given an
over-all system function, H(s), and the fixed
part of the system, F(s), can the required H(s)
be realized equally well by either of the two
configurations shown in Fig. 5.4?
The answer to this question is apparent
from the procedure for the dtrmininatin f n
Fig. 5.4b Parallel servomechanism. L(s) yielding the desired H(s). The determina-
tion of L(s) can be approached analytically from the equation
1 1
L(s) = H(s) - 1 - (5.11)H(s) F(s)
but it is considerably simpler to proceed as in the case of tandem compensa-
tion--first determining the poles and zeros of the open-loop transfer func-
tion, p(s)/q(s).
Once p(s)/q(s) is determined, attention can be focused on the open-loop
system (Fig. 5.3). The poles and zeros of p(s)/q(s) must be realized by the
configuration shown. This can be accomplished in the following ways.
p(s) Zeros of F(s)
Zeros of 
q(s) Poles of L(s)
Pep(s) Zeros of 1 + F(s) L(s)
Poles of p(s)
Poles of F(s) which are also zeros of L(s)
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A simple example illustrates the procedure
kf P(s) kp( + vo)Let F(s) = kf and the required
s(s +a) q(s) s(s + va) (s + Vb)
(1) Since F(s) has no finite zeros, the zero of p(s)/q(s) must be gen-
erated by a pole of L(s).
(2) p(s)/q(s) and F(s) have identical poles at s = 0, and s = -va. These
two points must be zeros of L(s).
(3) p(s)/q(s) has a pole at s = -vb. This must be a zero of 1 + F(s)L(s).
(4) The simplest form for L(s) satisfying steps (1) and (2) is
L(s) = kI ss a) (5.12)
s + Vo
The resulting 1 + F(s) L(s) is
1 + F(s)L(s) = 1 + kf (5.13)
+ o
This has a zero at s = -(vo + kfk). The condition (3) above can be met' if
kt is chosen to make vo + kfkI vb.
The resulting open-loop transfer function is
p(s) kf(s + vo) kf(s + vo )
(5.14)
q(s) 8(s + Vo + kfkj) (s + Va) S( + va) (s + Vb)
Thus, the desired p(s)/q(s) can be realized except for a constant multiplier,
indicating that in general for transfer functions of this form, p(s)/q(s) can
be realized by parallel compensation if a variable-gain stage can be inserted
in tandem with either F(s) or the entire minor loop. It should be noted here
that the problem of stability of the minor loop does not arise since the
minor loop is designed to give the desired open-loop transfer function, p(s)/
q(s), which is stable as a result of the constraints imposed on the poles and
zeros of the over-all system function
p(s)/q(s)
H(s) 
1 + p(s)/q(s)
In this simple case, L(s) is readily determined. In general, however,
difficulty arises because the zeros of 1 + F(s)L(s) cannot be arbitrarily
placed. Another example illustrates this problem and a solution
Let F s(s) = k and the required p(s)(8 + Va) q(s) s s+ v1 )(s + 2
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The functions are the same as those of the previous example with the single
exception that the nonzero pole of F(s) is not a pole of p(s)/q(s). Pro-
ceeding as before,
(1) Again F(s) has no finite zeros, so the zero of p(s)/q(s) must be
generated by a pole of L(s).
(2) Since p(s)/q(s) and F(s) have an identical pole at s = 0, this must
be a zero of L(s).
(3) p(s)/q(s) has poles at s = -v1 and s = -V2 . These must be zeros of
1 + F(s)L(s).
(4) The simplest form for L(s) satisfying steps (1) and (2) above and
realizable by a tachometer in tandem with an RC network is
+ 
L(s) = kts (kg is as yet undetermined) (5.15)
S + Vo
The resulting 1 + F(s)L(s) is
kfk (s + v)
1 + F(s)L(s) = 1 + (5.16)
(s + a) (s + vO)
The requirement resulting from condition (3) is then that
(s + v) (s + v2) = (s + Va) (S + vO) + kfk~(s + v) (5.17)
This can be interpreted graphically. Here v, 2 , Va, and Vo are known
quantities. Figure 5.5 shows a plot of (s + v1 )(s + v2) for negative-real
,1 . . .. -- ' A -' _- -- _ _a a l L_ · * i-,.
ValUeS OI S. 11 is eviaent tnat r va
and vo are both larger than v,, a very
large negative value of kfk[ is required
since the curve of kfkt(s + v ) will have
the shape shown in Fig. 5.5.
The example indicates that compensa-
tion by parallel feedback may lead to
very high values of gain. Difficulty in
synthesis may also arise if the required
L(s) is of nonminimum phase character.
For example, with reference to the above
example, if -va and -vo are located as
shown in Fig. 5.6, L(s) is of nonminimum
phase character. If L(s) is to be real-
ized as a balanced structure, this pre-
Q.n"+Ca %L' U-4-r . U..I A A. J.' U1.L I + ; I.1 Pig. 5.-- Gpc eeU L.,. u L L tii rL a.Lt II UUV 11
Fig. 5.5 Graphtcal determination of L(s). the realization is to be in unbalanced
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form, other equivalent system configurations may have to be used. This
difficulty can also be circumvented by the addition of an extra pole and
zero to L(s), with the pole placed far enough out into the left-half plane
so that the subsequent zero in p(s)/q(s) does not affect the system perform-
ance.
Again in this example, the choice of
the poles and zeros of L(s) results in the
realization of the desired p(s)/q(s) only
within a multiplicative constant. It is
.necessary to adjust the gain, kf, or to add
an amplifier (or attenuator) in tandem with
the minor loop. In both examples, there-
fore, p(s)/q(s) can be realized except for a
constant factor by parallel compensation.
Th,. if·i -P4 v , r,,I t h thi or+k - n+.n+ P--_
F(s)Fig. 5.6 Values of a and V leading tor arises because 1 + F(s)L(s) approaches
to onviniu-phase L(s). F(s) as s approaches infinity (F(s) has a
double zero, L(s) a simple pole, so 1 + F(s)L(s) tends to 1). The high-fre-
quency behavior of p(s)/q(s) and F(s) must be identical, requiring in general
an adjustment of the gain of F(s) or a tandem amplifier. This constraint is
also placed in evidence by the expression for L(s) in terms of F(s) and the de-
sired p(s)/q(s)
(9 F1s) (5.18)L(s) = -
p(s) F(s)
If L(s) is to have only a simple pole at s = , the higher order poles of
q(s)/p(s) and 1/F(s) must cancel. In the two simple examples cited above,
1/F(s) and q(s)/p(s) have only a double pole at infinity, so equating of
the constant multipliers suffices to satisfy this condition. More generally,
however, more than one term in q(s)/p(s) - 1/F(s) must cancel, and the reali-
F(s)
zation of proper infinite-frequency behavior of becomes more
1 + F(s)L(s)
difficult. If 1/F(s) has a pole at infinity of order greater than two, either
of two procedures is necessary. (1) L(s) can have poles of large magnitude
so that, over the significant frequency range of the servo, L(s) behaves as
though it had a multiple-order pole at infinity; (2) a network in tandem with
the minor loop can be used, so that the q(s)/p(s) in the expression. for L(s)
is replaced by q(s)/p(s) G(s), where G(s) is the tandem transfer function.
Alternative (1) suffers from the disadvantage of the large gain required for
the parallel compensation network. Consequently, a combination of tandem and
parallel compensation is ordinarily used, as discussed in the following section.
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In conclusion it can be stated that in simple cases parallel compensation
can be used to realize the desired open-loop transfer function within a con-
stant multiplier. In more complex cases (when F(s) has a high order zero at
infinity) a combination of tandem and parallel compensation is the mathema-
tically simplest approach, although parallel compensation can be used alone
if high gain is available in the feedback path.
5.3. Combinations Of Tandem And Parallel Compensation
Although compensation can be effected by using only tandem or parallel
networks, a much more useful and more common configuration is that shown in
Fi. 5.7. Here both tandem comnensa-
tion, G(s), and parallel compensation,
L(s), are used (of course, G(s) might
be a network containing feedback loops).
In general, the parallel compensation is
A A .. __ I. .... .. A qua ___
aduea arouna only part o ne Ixe part
Fig. 5.7 Combined tandem and parallel of the system. The remainder of the
compensation. fixed components are shown in the figure
lumDed as one transfer functinn. FI ().
The discussion of sec. VII indicates
the applicability of this scheme if
control is demanded over the effect of
-Arnto A + hr _4+;rs__ -..- .- .--_
UJA"Cal'1ukU uLA1UL.'UlI.L5 ,t tll l-rl tg Cel y-5-
Fig. 5.8 Open-loop system corresponding tem at points other than the input.
to Fig. 5.7. The design procedure for this sys-
tem follows at the outset the procedure
used for simple, tandem compensation. An over-all system function is chosen
to meet the performance specifications and the open-loop transfer function
determined. The open-loop system only need be considered (Fig. 5.8). With
F1(s) and F2(s) known, the functions G(s) and L(s) must be chosen to give
the required p(s)/q(s). If the desired poles and zeros of p(s)/q(s) are
considered individually, the solution is simple. Zeros of p(s)/q(s) may be
generated in the following ways: (1) as zeros of G(s), (2) as zeros of F(s)
and F2(s), and (3) as poles of L(s). Poles of p(s)/q(s) may be generated in
the following ways: (1) as poles of G(s), (2) as poles of F2 (s), (3) as
zeros of the expression 1 + F(s) L(s), and (4) as poles of F(s) which
are also zeros of L(s). Any zeros or poles generated which are not desired
in p(s)/q(s) must be ancelled by poles and zeros, respectively.
With these concepts, the design is straightforward. The examples of
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sec. VII illustrate these principles in detail and, at the same time, show the
techniques to be used when additional constraints are imposed on G(s).
5.4. Compensation By Means Of Oscillation Dampers
A third possible method of compensation is by the use of oscillation
dampers, either tuned or untuned6 7. The details of this compensation scheme
are not discussed here, since it can be shown that such dampers are exactly
analogous to simple tandem or parallel compensation networks. The use of
oscillation dampers is a powerful method of compensation, particularly advan-
tageous in the design of carrier systems, servos in which the error signal
appears as the envelope of an amplitude-modulated, high-frequency carrier.
Particularly because of carrier-frequency drift, the design of satisfactory
compensation networks acting directly on the envelope of the AM wave is often
impossible. If tandem compensation is used, demodulation and modulation cir-
cuits must be added. The use of oscillation dampers permits compensation
without these added circuits.
5.5. Multiloop Compensation Systems
Our discussion has emphasized techniques for the design of simple com-
pensation systems. For purposes of convenience, it is desirable in certain
specific cases to use more complex con-
figurations, e.g. multiloop feedback
systems. The general design techniques
discussed in this chapter are still ap-
plicable, however. Once the desired
open-loop transfer function is determined,
attention can be focused on the genera-
tion of the required poles and zeros in
successive, simple steps.
In addition to the simple ideas ex-
pressed previously, the concept of equi-
valent configurations can be utilized to
simplify the design. For example, the
two configurations of Fig. 5.9 yield the
same over-all system function if J(s) =
L(s)/G(s). The transmutation can be con-
sidered as a referring of L(s) back
Fig. 5.9 Block diagrams of equivalent through G(s) to the error shaft.
systems. The fundamental concept in the
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determination of compensation networks from the known open-loop transfer func-
tion is simple. The requirements of the particular problem govern the con-
figuration to be used. The transfer functions of the compensation networks are
adjusted to yield the poles and zeros required for the open-loop transfer func-
tion. The examples of secs. VI and VII illustrate the application of these
simple ideas.
VI. ILLUSTRATIVE EXAMPLES
It is the purpose of this section to illustrate the synthesis proce-
dure by two complete examples. The first example is to a large extent simply
the collection of some of the illustrative examples used earlier into a single,
complete problem. No new ideas are contained here, but rather an attempt is
made to give a unified picture of the synthesis procedure. The other examples
illustrate the application of the ideas of the preceding sections to more
specialized problems; for example, the design of a zero-velocity-error servo-
mechanism.
6.1. The Synthesis Of A Simple Servomechanism
a. Specifications
F(s) = 7200 (6.1)
s(s + 10) (s + 30)
Bandwidth: less than 60 rad/sec
Velocity constant: greater than 60/sec
Pole configuration: one pair of conjugate complex poles controlling
the response
Damping ratio: t = 0.7 approximately
b. The choice of a suitable H(s)
Since the
it is evident that
x
-d -c
Fig. 6.1 Poles and zer
example 1.
specified velocity constant exceeds the allowable bandwidth,
at least one finite zero must be used in H(s). If noise or
similar considerations do not preclude the
use of lead networks, the specifications can
be met by an H(s) with the approximate pole-
zero configuration shown in Fig. 6.1. As-
suming is approximately 0.7, the value of
s-PLANE Wn and the location of the zero are set by
the bandwidth and Kv specifications. With
no zeros, an wn of 40 rad/sec would satisfy
os of H(s), the bandwidth specification. With the zero
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-x x o
-vo
present, wn can be chosen as 28.3 rad/sec. (The bandwidth must be determined,
after H(s) is known, to be sure the specifications are met, but this choice of
Wn leaves an appreciable margin of safety.)
The required position of the zero (-vo) is evident from the curves of
Fig. 3.12, or from the more fundamental relation
1 "Z_: 2r-- 1 (6.2)
Kv Wn VO
as derived in sec. 3.12, Eq. 3.5. A satisfactory value of vo from the above
relation (if = 0.7) is +33. Leaving a margin of safety to take care of the
large poles (since the exact form of the above relation is
1 2C 1 1 1
= - +-+ - (6.3)
Kv Wn vo c d
the zero is placed at -25. The corresponding form of H(s) is
32cd(s + 25)
H(s) = (6.4)
(s2 + 56.6ts + 800) (s + c) (s + d)
The choice of c and d is largely arbitrary, subject only to the con-
straints that 1/c + l/d must not appreciably influence 1/Kv and that c and d
must differ sufficiently to give real roots of q(s). A rough sketch of h(a)
and p(a) indicates that satisfactory values are c = 150, d = 400, yielding an
H(s)
H(s) = 32 x 150 x 400(s + 25) (6.5)
(s2 + 56.6r + 800)(s + 150)(s + 400)
c. The choice of the damping ratio
From the general shape of p(a) and h(a) shown in Fig. 6.2, it is appar-
ent that, by slight adjustment of the parameter , it is possible to make
a1 - 10 without appreciably affecting system performance. The value of is
most readily determined analytically
(s2+ 56.6s + 800))(s+ 150)(s + 400) = 32 x 150 x 400(8 + 25) at s = -10 (6.6)
C = 0.656.
Thus, the final value of H(s) is
H(S) = 32 x 150 x 400(s + 25) (6.7)
(s2 + 37.ls + 800) (s + 150) (s + 400)
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-a
Fig. 6.2 Zeros of q(s),
example 1.
The resulting K and bandwidth are
1 1.3 1 1 1
- + + -
Kv 28.3 150 140 25
Kv = 65/sec (6.8)
bandwidth = 55 rad/sec
d. The determination on p(s)/q(s)
From the sketch of Fig. 6.2, it is evident that
p(s) 32 x 150 x 400(s + 25)
q(s) s(s + 10)(s + a,) (s + 3)
The values of 2 and a, can be determined either graphically or analyti-
cally, although in this simple case the analytical procedure is probably eas-
ier. The product of 2 and a3 is known from the Kv
32 x 150 x 400 x 25
Kv = 65 
= (6.10)
a2as = 73.8'103
The sum of 02 and a3 is known from the sum of the roots of h(s).
37.1 + 150 + 400 = 10 + 02 + a3
(6.11)
02 + 3 = 577
The resulting values of 02 and as are
a2 = 191
as = 386
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A
p(s) 1.92 · 10'(s + 25)
q(s) s(s + 10)(s + 191)(s + 386)
e. The transfer function of the compensation network
If tandem compensation only is used, the required transfer function,
G(s), is given by
G(s) (s) . (6.13)
q(s) F(s)
(s + 25) (s + 30)
G(s) = 267 (s + 25)(s + 30) (6.14)(s + 191)(s + 386)
f. Synthesis of an RC network to give this transfer function
The discussion of Appendix I indicates the variety of methods available
for the synthesis of RC transfer functions. To complete this example, the fre-
quency-dependent portion of G(s) is realized as an open-circuit transfer im-
pedance by a ladder network. The procedure follows exactly the discussion of
sec. A2b of Appendix I.
(8 + 25)(s + 30)
(1) z1, (s) (s + 25)(s + 30) (6.15)(s + 191)(s + 386)
(s + 250)(s + 500)
(2) Zll (S) (6.16)(S + 191) (s + 386)
1 (S + 25)(s + 332) 1
(3) = 0.56 + 0.44 = 0.56 + ,6.17)
Z11 (8) (s + 250)(s + 500) z1i(s)
(s + 250)(s + 500) 770 2.28(s + 510)
(4) z1 (s) = 2.28 + (6.18)
(s + 25)(s + 332) s + 25 s + 332
770
Zl (s) = + ZI's) (6.19)
s + 25
s + 510
(5) z"1 (s) = 2.28 s (6.20)
s + 332
(6.21)
Zl' (s) 3.62
s = -30
1 1 s+30 1 1
= + 0.163 -- + (6.22)
Z;' (s) 3.62 s + 510 3.62 z;''(s)
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s+ 510 2950(6) z' (s) = 6.15 - = + 6.15 (6.23)
s + 30 s + 30
The network is then, before any change in impedance level;
6,
This is by no means necessarily the best network, but is included to complete
the problem.
6.2. The Synthesis Of A Velocity Servomechanism
A velocity servomechanism is an automatic control system in which the
input controls the first time derivative of the output. A velocity servo is
of practical use in the computer field, since it acts as an integrator of the
input signal. The fundamental criterion for determination of whether a given
system is a velocity or a positional servo involves inspection of the form of
the error signal. In a velocity servo, the error signal must be a function
of the time-derivative of the output, rather than dependent directly on the
output.
A typical example illustrates the application of the design procedures
discussed in the previous sections to the synthesis of a velocity servo. The
simplest approach to the synthesis is through a redefinition of the over-all
system function, H(s), by considering the output as the velocity of the out-
put shaft, i.e.
H(s) s0 °(s)H(s) = if 00(t) is the angular position of the output shaft. The
change of variable introduced by this equation is illustrated by the two dia-
grams of Fig. 6.3. The basic system is shown in Fig. 6.3a. The error-measur-
ing device, in the case of the
9i(s) p,(s) e0(s) i (s) P(s) s 8(s) velocity servomechanism, measures
- q,(s) q(s)
the difference between the input
kts kt position and the output velocity.
(a) (b) The system of Fig. 6.3b, consid-
Fig. 6.3 Velocity servomechanis.. ering the output transform as
se 0 (s), is equivalent to that of
Fig. 6.3a if
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I
p(s) s · p (s)
q (s) q1 (s)
Use of the new output variable shown in Fig. 6.3b means that a zero-positional-
error servo has an output velocity equal to the input position in the steady
state, when the input is a step function.
For the example discussed below, the fixed part of the system, including
the output drive motor and gear train, is assumed to have a transfer function
given by
F(s) = m (6.25)
+ Va
As a result of considering the transform of the system output to be s · Oo(S),
the transfer function of the fixed part of the system does not have a pole at
the origin. If the velocity servo is to have zero positional error (as re-
defined above) a simple, tandem network must introduce a pole at s = 0. This
is, then, exactly the problem arising in the design of a zero-velocity-error,
positional servomechanism.
Care must be taken also in the interpretation of the meaning of Kp and
Kv in this case. If the terminology is consistent, the output transform con-
sidered as s Oo(s), zero positional error means a Kp = ® or a pole at the
origin for the open-loop transfer function. If the problem were concerned
with a positional servo, the introduction of an integration by the compensa-
tion network would lead to an infinite velocity constant.
a. The form of the specifications
(1) The positional error is to be zero.
(2) The velocity constant is specified: Kv = 70/sec2 .
(3) Bandwidth and damping ratio are also specified: b = 10 cps,
= 0. 7.
(4) The transfer function of the fixed part of the system is given:
F(s) = Km (6.26)
s + 10
Starting from these specifications, the design proceeds exactly as outlined
earlier.
b. The choice of an H(s) to meet the performance specifications
If the steady-state error (with a constant input) is to be zero, H(0)
must be unity. Since the fixed part of the system has a transfer function
proportional to 1/s as s- -, H(s)- a/s, where a is a constant. The
S-0- co
simplest system function consistent with the fixed part of the system and,
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at the same time, sufficiently flexible to permit satisfaction of the perform-
ance specifications, is
2
(JLWn s + vo
H(s) = 2 2 (6.27)
v s + 2n + n
In view of the fact that is specified, the only two parameters as yet unde-
termined are wn and vo. A choice of these as discussed in sec. III results
in the values
wn = 50 rad/sec K, = 70/sec
leading to:
v = 70/sec bw = 63 rad/sec
The resulting over-all system function is
35.7(s + 70) (6.28)
H(s) = (6.28)
2
s + 70s + 2500
c. The determination of the forward transfer function
The distinctive feature of a velocity servo is the fact that the error-
measuring device compares the input position and the output velocity. Meas-
urement of the output velocity is most readily accomplished in a wide variety
of cases by the use of a tachometer on the output shaft. In such a case, the
feedback (or 3) factor, the transmission of the feedback path, is not one, but
is instead a constant, kt, the tachometer voltage/speed constant. Although
the discussion of sec. IV, describing the procedure for the determination of
p(s)/q(s), predicates unity transmission in the feedback path, the same tech-
niques, with only slight modification, can be used in this example to find the
forward transfer function.
The system configuration for the case of nonunity feedback is shown in
Fig. 6.4. The determination of F(s)G(s), the
i S) F(s) forward transfer function, can be accomplished
either analytically or graphically. The dis-kt
cussion below shows the analytical procedure,
Fig. 6.4 System configuration for the easier approach in this simple problem,
example 2. and then includes the graphical procedure,
more advantageous in more complex cases.
The analytical determination of F(s)G(s) proceeds from the expression for
H(s)
F(s)G(s)
H(s) = (s)(6.29)
1 + ktF(s)G(s)
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1 1
1 1 (6.30)
F(s)G(s) H(s) - kt
Substituting the expression for H(s) previously obtained
35.7(s + 70)
F(s(s)G(s) = (6.31)
s + (70 - 35.7kt)s + 2500(1 - kt)
If the requirement is made that F(s)G(s) be stable, kt is at once limited
to values less than one. If it is required that the poles of F(s)G(s) lie on
the negative-real axis, the minimum value of kt is also constrained, since, as
kt approaches zero, the poles of F(s)G(s) approach those of H(s).
This minimum value of kt can be determined directly from the above ex-
pression for the denominator of F(s)G(s), utilizing the fact that, for kt a
minimum, the two poles of F(s)G(s) are equal, or it can be determined from a
simple potential analogy. Using the latter method, a double pole of F(s)G(s)
corresponds to a double zero of 1 - ktHXs), or a second-order saddle-point of
H(s). The pole-zero configuration of H(s) is shown in Fig. 6.5. Consider
now a bilinear transformation, = (s), taking the
zeros of H(s) to -1 and +1 in the -plane, the poles
to + j. The transformation effecting this is approxi-
a' mately
1 -6 20 + sANE S = 20 or X 20 + s (6.32)
X - 1 120 + 
Fig. 6.5 Pole-zero con-
iguraton. 6.5 Pole-zero con- The pole-zero configuration of H(), shown in Fig. 6.6,figuraton for H(s).
places in evidence the location of the saddle-point,
Im X
N = 0. The double root of H(s) occurs at the image ofjo
ReX k = 0, or s = -20. The corresponding value of kt is
-I +1
-j 
X-PLANE 70 - 35.7kt = 40
(6.33)
Fig. 6.6 Pole-zero con- kt = 0.84
figuration for H(A).
Therefore, the value of kt must be between 0.84 and 1 if
the forward transfer function is to have only negative-real poles. A larger
kt results in an unstable G(s); a smaller kt requires the use of minor loops
if G(s) is to be realized by RC networks.
If kt is chosen other than the minimum value, the poles of F(s)G(s) are
readily determined directly from the denominator quadratic. Specifically, if
kt = 1, the poles are the roots of s + 34.3s, or 0 and -34.3.
The graphical determination of the poles of F(s)G(s) is exactly analogous
to the procedure for the determination of the zeros of q(s) in the case of
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axo 4 -b;+;nnn1 rvv-rl 91it Cinit frai
back. If H(s) is denoted by the
ratio of polynomials, p(s)/h(s),
h(a) is plotted for negative-real
values of a. The poles of F(s).
G(s) are the intersections of
this curve and the curve, ktp(a).
Figure 6.7 illustrates the pro-
cedure for the specific example
cited above and for three differ-
ent values of kt: the maximum
value (1), the minimum value
(0.82), and an intermediate value
(0.88) which is of particular in-
. - __ .. 1 ,, , , 1, -AP I
........ ereL ecause one pule u r -
Fig. 6.7 Graphical determination of F(s)- G(s), G(s) is identical with the given
example 2. pole of F(s), with the result
that G(s) has only one pole. It
is apparent that the graphical procedure simplifies the determination not only
of the pole of F(s)G(s), but also of the minimum value of kt.
d. The realization of G(s)
Two values of kt are of special interest, although the particular
value used in practice depends on available tachometers and other practical
factors. If kt = 0.88, the form of G(s) is particularly simple
35.7 s + 70
G(s) = 35 s 70 (6.34)
Km s + 29.3
This transfer function can be realized by the standard procedures (e.g. those
riAcrihPd in AnnAndii T Tf G(.) an be
realized by an RC network driven by a pentode,
the network of Fig. 6.8 yields the desired
frequency dependence. The element values
Fig. 6.8 Realization of G(s) when shown are those existing before the impedance
kt = 0.88. level is adjusted.
If kt = 1, the forward transfer function possesses a pole at the origin
F(s)G(s) + 70) (6.35)
s(s + 35)
35.7 s + 10 s + 70 (6.6)
G(s) = s (6.36)
Km s + 35 s
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The realization of G(s) is most readily accomplished in two parts, realizing
s + 10/s + 35 and s + 70/s separately. The former transfer function is of
standard form and presents no particular difficulties. The s + 70/s function,
on the other hand, causes considerable trouble, since any simple, practical
network results in a pole at a low, negative-real value of s rather than at
the origin. The presence of the pole at s = 0 means that, for d-c excitation,
the gain must be infinite, immediately suggesting the use of positive feed-
back. The finite value of the transfer function at nonzero values of fre-
quency can be obtained by the use of negative feedback with a frequency-depen-
dent feedback factor--zero feedback at zero frequency only.
Although an appropriate circuit configuration is familiar, the circuit
can be designed by a logical procedure, and the design illustrates one of the
important general advantages derived from the use of feedback, that is, the
possibility of making more practical the element values required for realiza-
tion of a given transfer function. The realization of infinite transmission
at zero frequency requires an infinite-gain network.
The simplest feedback configuration is shown in block
diagram form in Fig. 6.9. If G is very large, the
transmission of this system approaches bs + /as. The
Fig. 6.9 Simple feed- function, F(s), can be chosen arbitrarily for ease of
back configuration for instrumentation, as long as G x F(s) remains infinite
example 2.
over the pertinent frequency band.
The circuit can be realized in the form shown, or
alternately, any equivalent configuration can be used.
as F(  One particularly simple form is obtained by removal of
F(s) from inside the loop (Fig. 6.10), leaving a for-
Fig. 6.10 Equivalent ward transfer function, G = , which can be theoretically
configuration. realized by an amplifier with positive feedback. If F(s)
bs + 1
is chosen as ( b) 1 a particularly simple circuit results since the sum
of F(s) and as/bs +1 F(s) is unity. With this choice of F(s), the circuit
has the block diagram shown in Fig. 6.11 using the form of Fig. 6.10. The
circuit, with the form shown in Fig. 6.12, is recognized as a modification
of the Miller integrating circuit. The transmission, if G is infinite, is
Eout(s) R1 sl/RC (6.37)
G(s) - (6.37)
Ein(s) R2 s
This particular circuit for the realization of a transfer function, s + a/a,
is described in the literature6. This example does not attempt to present a
new solution to a synthesis problem, but rather shows how the velocity servo
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Fig. 6.12 Modified Miller integrator.
Fig. 6.11 Block diagram of circuit of
example 2.
can be logically designed, proceeding directly from the specifications to a
system configuration and finally to a network.
e. Concluding comments
The requirement of zero-positional-error behavior of the velocity
servomechanism in this example demands the realization of a pole at the ori-
gin for p(s)/q(s). This can be accomplished in either of two ways: by the
use of a feedback factor differing from unity, or by the use of unity feed-
back and a forward transfer function with a pole at s = O. The practical
realization of zero-positional-error behavior is in either case difficult.
Regardless of the value of kt used, the critical balance is destroyed by
variation in kt or by variation in the forward gain at zero frequency. In
any case, critical adjustment of the parameters is required if an infinite
Kp is to be obtained.
The practical problem here is exactly the same as that arising in the
design of a zero-velocity-error positional servomechanism. In that case, the
fixed part of the system already possesses a pole at the origin, and the com-
pensation networks must introduce a second pole at s = 0 in p(s)/q(s). Al-
though the practical difficulties encountered in the design are certainly not
solved in the preceding discussion, this example does illustrate the straight-
forward and simple solution of the synthesis problem if the procedures dis-
cussed in the preceding sections are followed.
VII. LOAD-TORQUE DISTURBANCES
The examples of the last section have completed the description of the
synthesis procedure for a servomechanism, if consideration is given only to
the transmission or filtering problem, i.e. the design of a system to meet
the performance specifications, to yield the required over-all system func-
tion relating the output to the input signal. In reality, however, the
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transmission problem is but one facet of servomechanism design. The fundamen-
tal motivation for the use of feedback arises from the possibility with a
closed-loop system of controlling the effects both of changes in system para-
meters and of corrupting disturbances entering the system at points other than
the input.
The synthesis procedure described herein, as a result of the emphasis it
places on pole and zero positions, provides another approach to the treatment
of unwanted disturbances. In this section is described the modification of
the synthesis procedure required to incorporate specifications governing the
effect of spurious signals. For convenience, attention is concentrated on
load torque disturbances, although the ideas are applicable more generally to
signals entering the system at any point other than the input.
7.1. The Nature Of Unwanted Disturbances
As Brown and Campbell8 point out, whenever the servo system is called
upon to perform useful work, the system must be designed to operate with un-
wanted disturbances entering the output. One simple example is the wind load
on a radar antenna controlled by a servomechanism. An extreme example arises
in certain regulators, where the only disturbance to which the system is sub-
jected is variation in the load.
A general block diagram of the system showing the disturbing input as
well as the control signal is given in Fig. 7.1. If the notation of the
previous sections is retained, with H(s) the over-all system function,
ei(s)'
and F(s) = F (s) F2 (s), the fixed part of the system, the transmission from
the disturbance input to the output is simply related to the over-all system
function. For the configuration of Fig. 7.1
T, 0 I\
T(s) = __ _ - _ H(s)
TL(s) F, (s)G(s)
(7.1)
More generally, °(s) (hereafter
TL()
denoted T(s)) is equal to the
over-all system function divided
by the transmission from the sig-
nal input to the point of distur-
bance input with the output dead,
if the only transmission from sig-
nal input to output is through the
Fig. 7.1 Block diagram of a ultiloop system. point at which corruption enters.
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The relationship (7.1) is of fundamental importance in the discussion of
the effect of load-torque disturbances. From this equation, it is evident
that specifications on both H(s) and T(s) can be met by a suitable choice of
G(s). The simplest method for controlling the effect of load-torque disturb-
ances is evidently the realization of an infinite G(s) over the frequency
range of interest. This is entirely consistent with the qualitative idea
that a high loop gain is required to minimize the effect of unwanted signals.
Since this is of course an impractical, general solution, the remainder of the
section is devoted to discussion of methods for choosing G(s) to meet specifi-
cations on T(s), while realizing at the same time the required H(s).
7.2. The Specifications On T(s)
The specifications on T(s), although varying in details from problem to
problem, possess certain fundamental characteristics. In general, the be-
havior of the transfer function from disturbance to output is specified in
both the frequency and the time domains. The frequency-domain specification
limits the magnitude of T(jw) over the range of frequencies contained in
TL(t). The time-domain specification limits the transient response, Co(t),
due to a typical or test input, TL(t). Specifications in the frequency do-
main are relatively easy to handle, but, in the general case, are not suf-
ficient to guarantee suitable time-domain behavior.
The necessity for specifications in the time as well as the frequency
domain is illustrated by an example.
Consider the simple case for which
Kh (s + b)
H(s) =
(s2 + 2as + 2a2 ) (s + c)
and the system configuration is as shown in
Fig. 7.2. In this case
-- I -
Kh(S + b) 1
Tg.(s) = (7.2)Fig. 7.2 Simple, tandemn system. (s 2 + 2as + 2a 2 ) (s + c) G(s)
-x -a -d
-c -a -d
X
JIw
ja If the G(s) required to realize the desired
s+b
H(s) is of the form, Kg d' it is possible
for T(s) to have the pole-zero configuration
s- PLANE shown in Fig. 7.2. With a zero near the axis,
the transient response of the system may be
Fig. 7.3 Possible pole-zero very unsatisfactory. For example, if d = O.la
configuration for T(s). in Fig. 7.3, and if the only significant poles
are those at -a+ja and -a-ja, the step-function
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response, o(t), has an overshoot of nearly 700 per cent.
Unsatisfactory transient characteristics may also be due to a very slow
response of o0(t) to changes in TL(t). This can arise if l/G(s) introduces
poles in T(s) of time constants much longer than those associated with the
important poles of H(s). Examples of this phenomenon are given by Fiore9.
In the design of a servo system which is to be subjected to load-torque
disturbances, it is necessary, therefore, to control not only the amplitude
of the frequency response, IT(jw) , over the frequency range of interest, but
also the time-domain relationships between o0 (t) and TL(t). The following
discussion considers first the procedure for meeting the frequency-domain
specifications, then the solution to the more important problem of time-domain
specifications, a problem which is not discussed in detail in the current
literature.
7.3. Specifications In The Frequency Domain
The simplest form for frequency-domain specifications is the statement
of the maximum permissible magnitude of T(jw) over the frequency band of in-
terest8. If H(s) is determined by the performance specifications, the limita-
tion on IT(jw) is directly interpretable in terms of the minimum permissible
value of IG(jw)l, since, with reference to Fig. 7.1,
1
IT(jw) = i(i)I IG( IH(jw)I (7.3)F (j .) I G (j ()) I
Frequently, H(jw)I is approximately unity over the band of frequencies im-
portant in TL(t). Consequently, the minimum value of IG(jw)I is given simply
as
1
IG(jw) I IF1 () T(j)a (7.4)
A form of the specifications more appropriate for many problems is the
statement of the statistical nature of the load-torque disturbance and the
allowable rms value of the resulting output (or error). If the input has a
Gaussian distribution, the specification of the rms error is equivalent to a
statement of the probability of an output peak greater than a given amplitude;
the two forms for describing the output are related by the fact that the prob-
ability that 1e0 (t)l > a is equal to the co-error function of a/r, where r
is the root-mean-square value of o(t)1 0 . Thus, in either case the specifi-
cations define (a) the statistical nature of TL(t), and (b) the resulting
root-mean-square error.
The specifications in this form are equivalent to a constraint on the
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magnitude of T(jw). If the power-density spectrum of TL(t), known from the
statistical nature, is denoted by LL(jw),ll the output power-density spectrum
is given by
Doo(jw) = IT(jw) 12 LL(O ) (7.5)
IH(ji) L
=I() 2 2 LL~i () (7.6)
F(j )2 IG(j )I
The mean-square error is given by
2 f 40 0 (jw)d = CD H~jw' dw 2 (7.7)
8 -C-O IF, (j)l 2 IG(j)I
If the maximum value of e is specified and all quantities in the integrand
except IG(jw)I are known, this expression yields the constraint on the mini-
mum value of IG(j)I . In the general case, the integration is difficult to
perform, but in most cases simplifications are possible. Specifically, (a)
IH(j)Il is ordinarily about unity over the frequency band of interest. (b)
An approximate idea of the required magnitude of F1 (jw)G(j)lI can be found
by assuming this factor constant over the significant frequency band.
With these simplifying assumptions, the constraint resolves to
F ( )* GT(j) - 2 (7.8)
over the band of significant frequencies.
Specifications of the effect of load-torque disturbances in the frequency
domain or from a statistical viewpoint generally lead, therefore, to a minimum
permissible value of IG(jo)I over the significant frequency range. The synthe-
sis of the servomechanism system is, under these conditions, most simply ap-
proached by the use of two compensation networks, as indicated in Fig. 7.4.
The extra degree of freedom realized by in-
serting both L(s) and G(s) in the system per-
mits control over IG(j ) I . The easiest pro-
cedure involves an arbitrary choice of the
form of G(s), e.g. G(s) = Kg (s + a)/(s + b),
-- a rhc!Anlrnnt. {lat.Smrrnsirn of A ^ l0litfhlo!
Fg. 7 .UU4YUVD llag. wit two Ls,
Fig. 7.4 Block diagram with two L(s), Kg, a, and b. (More complicated forms
compensation networks. of G(s), e.g. two zeros and two poles, can
be chosen. The freedom available in the choice of the form of G(s) is ana-
logous to the freedom in the choice of the type of compensation, as discussed
in sec. V. The synthesis procedure leads simply to several network configura-
tions, each of which theoretically yields a system meeting the specifications.)
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Since, in general, the system will have to satisfy both frequency-domain and
time-domain specifications, a detailed discussion of the synthesis procedure
is postponed until after an investigation of methods for meeting time-domain
specifications on eO/TL.
7.4. Specifications In The Time Domain
The exact form of the time-domain specifications varies with the particu-
lar problem, but a common form, used in this section to make the discussion
explicit, is the statement of the allowable maximum overshoot, settling time,
and final value of o0(t) when TL(t) is a unit-step function. If the final
value of eo(t) is zero when TL(t) is a step-function, the maximum overshoot
evidently has no significance. In this case, T(s) contains a zero at the ori-
gin in the s-plane. Under these conditions, a significant design criterion is
the maximum value of the step-function response. Although this special case
is not considered in the following discussion, only slight modifications are
required for the techniques discussed below.
The synthesis to take into consideration time-domain specifications in-
volves the choice, first of all, of a suitable system configuration. This
choice is determined in a specific problem by such factors as the presence of
noise, the possibility of inserting feedback paths between certain points, and
the like. The second step is a determination of transfer functions yielding
the required H(s) and a system meeting the above time-domain specifications on
8o/TL.
Bfr n h. runawrhm ^ia -v UhA fi- 1i- Es,'n
discussion, the configuration shown in
Fig. 7.5 is chosen, but the same prin-
ciples are applicable, regardless of
the particular system selected. In
Fig. 7.5, F(s) and F2 (s) are assumed
to be known, together comprising the
P4_A. n.t U Jf +±. J Alv.+.a -- c .nL-
Fig. 7.5 Block diagram of typical system is the over-all system function, H(s) =
for controlling T(s). e0 (s)(s ), chosen according to the princi-
ples outlined in sec. III. G(s) and
L(s) are the transfer functions of the compensation networks. The use of two
compensation networks is required to meet simultaneously specifications on
both H(s) and T(s). A highly desirable solution is, of course, L(s) = 0, but
this is possible only in special cases.
The transfer function, T(s) = TL(S), for the system of Fig. 7.5 is given by
T~L(_S)
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1
T(s) 1 H(s) . (7.9)F () G (s)
The time-domain specifications on T(s) state: (1) The minimum allowable torque
constant, Kt, or, equivalently, the steady-state error with TL(t) a constant.
(The steady-state error is I TL). (2) The maximum overshoot allowable for the
Kt
step-function response. (3) The damping or settling time, as measured by the
largest significant time-constant associated with the step-function response.
The torque constant, Kt, is given by
Kt = F (O)GI (0) . (7.10)
If L(s) is identically zero, Kt = . Since both K and [sF(s)]s=0[sF,(s)]S=O [
are known, it may be possible to determine at once that a nonzero L(s) must be
used. If the specified minimum Kt is less than [F( it is possible
to make L(s) = 0 only if the specifications on overshoot and settling time are
satisfied.
The maximum overshoot for the step-function response is determined by
both the zeros and poles of T(s). Since the poles and zeros of H(s) and F (s)
are known, the only unknown critical frequencies of T(s) are those due to G(s).
The damping or settling time is controlled by the poles of T(s), consist-
ing of the poles of H(s) and any zeros of F(s)G(s).
The primary advantage gained in the proposed method of synthesis stems
from the knowledge of the poles and zeros of H(s) at the outset of the design.
By thinking in terms of poles and zeros, the designer is able to evaluate ap-
proximately both the transient and frequency response of not only H(s), but
also T(s). With reference to Fig. 7.5, the over-all system function, H(s),
can be realized by splitting the job of compensation between G(s) and L(s) in
such a manner that the zeros and poles of G(s) do not lead to an undesirable
pole-zero configuration for T(s).
7.5. The Analysis Techniques
The synthesis of a system meeting specifications on both H(s) and T(s) is
straightforward if attention is focused on the poles and zeros of H(s) and the
transfer functions of the compensation networks. Before considering the syn-
thesis, however, it is helpful to look at the analysis problem briefly, parti-
cularly with the idea of demonstrating the insight gained by an approach through
the critical frequencies. In order to make the discussion explicit, the con-
figuration of Fig. 7.5 is considered in detail, although the basic ideas are
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applicable to any system. For this particular case
1
T(s) = H(s) . (7.11)F, (s) G(s)
The analysis problem can be stated as follows: From a knowledge of the
poles and zeros of H(s) and F1 (s)G(s), what can be deduced simply about the
frequency and transient responses associated with T(s)? Of course, since the
poles and zeros of T(s) are known, any desired transient response can be com-
puted by taking the inverse Laplace transformation, but the aim of this pro-
cedure is not an exact expression for the transient response, but rather an
approximate, quantitative picture easily deduced.
The analysis, therefore, is logically divided into two parts: the deter-
mination of the poles and zeros of T(s), and the interpretation of positions
of these critical frequencies in terms of salient characteristics of the as-
sociated transient response.
7.51. The Poles And Zeros Of T(s)
The poles and zeros of T(s) are completely determined from the known
pole and zeros of H(s) and the various transfer functions of the system. For
the typical system configuration shown in Fig. 7.5, T(s) is given by
1
T(s) = H(s) . (7.12)F, (s) G(s)
Certain of the poles and zeros of T(s) are immediately evident.
a. All poles of H(s) are poles of T(s).
b. The zeros of H(s) do not appear in T(s) if these zeros are generated
by zeros of G(s).
c. The zeros of T(s) arise from:
(1) Poles of F (s) not simultaneously zeros of G(s).
(2) Poles of G(s). If the synthesis procedure described in this
report is used, these poles are of two types: the first type used to cancel
unwanted poles of L(s) or zeros of F(s), the second type used to generate de-
sired poles in p(s)/q(s).
d. The poles of T(s) not present in H(s) arise from:
(1) Zeros of F, (s) if they are not cancelled by poles of G(s).
(2) Zeros of G(s) used to cancel undesired poles.
The simplest example of these ideas is the tandem servomechanism (Fig.
7.2). In this case it is assumed that F1(s) = 1 and L(s) = O; compensation
is effected entirely by G(s). Under these conditions
T(s) =H(s) (7.13)
G(s)
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and the following statements can be made concerning the poles and zeros of
T(s). (It is assumed that F(s) has no finite zeros): (a) All poles of H(s)
are poles of T(s). (b) The zero of H(s) is not a critical frequency of T(s).
(c) The zeros of T(s) are the poles of G(s), hence all poles of p(s)/q(s)
which are generated by the compensation network. (d) The other poles of T(s)
are those zeros of G(s) used to cancel undesired poles of F(s).
If the pole-zero configuration of H(s) is as shown in Fig. 7.6 and the
poles of F(s) are as shown in Fig. 7.7, the
is pole-zero configuration of T(s) is that of
x Fig. 7.8. The configuration is at once de-
-d -C
-d termined from the above rules (a through d)
i x once the poles of p(s)/q(s) are known. These
poles are found as described in sec. IV and
illustrated by the sketch of Fig. 7.9. Ac-
tually they are already known if the syn-
thesis procedure of this report is followed.
I I | 1i
i %~~I 1r I 
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Fig. 7.6(top) Poles and zeros of
H(s).
Fig. 7.7(center) Poles and zeros
of F(s).
Fig. 7.8(bottoa) Poles and zeros
of T(s).
istics of the transient respon
7.52. The Interpretation Of The Pole-Zero
Configuration In Terms Of Transient Response
The knowledge of the critical frequen-
cies of T(s) is in many cases sufficient to
determine the general characteristics of the
associated transient response. In this dis-
cussion emphasis is placed on the step-func-
tion response, the output, 0 (t), following
a unit-step-function input, TL(t). The ana-
lysis is simplified if, rather than determining
the actual damping and overshoot, comparison
is made of these quantities for T(s) with the
same quantities for H(s). This comparison
suffices to determine the general character-
se of e/TL, since the transient response as-
sociated with H(s) is known.
The final value of the step-function response is determined by the torque
constant, or the value of F (O)G(O). Specifically, if TL(t) is a unit-step
function, the final value of o0(t) is 1/F1 (O)G(O), since H(O) = 1 for a posi-
tional servomechanism.
The settling time of the output following a step-function disturbance
input is determined by the poles of T(s). Since the poles of H(s) also appear
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in T(s), the damping associated with T(s) can-
not be better than that of H(s) unless zeros
are added in T(s) near the important poles of
H(s)--an uncommon situation. The important
time constants in T(s) can be considerably
longer than those of H(s), however, if T(s)
includes a pole near the jw-axis. This pos-
sibility is illustrated by Figs. 7.9 and 7.7.
The pole of T(s) at -va introduces the con-
trolling time constant ( = 1/va) unless the
negative-real zero approaches this pole.
Fig. 7.9 Sketch of h(G) and p() With respect to overshoot in the step-
showing generation of zeros of T(s). function response, the T(s) and the H(s) sys-
tems may differ widely, as demonstrated in sec. 7.2. The overshoot is deter-
mined by both the poles and zeros of the transfer function. The simplest way
to determine the approximate overshoot is by a comparison of H(s) and T(s).
-For the example of the last section, the positions of the important poles and
zeros of H(s) and T(s) are as shown in Fig. 7.10. The
jao transformation from H(s) to T(s) can be accomplished in
,__-LA two steps. First, the zero at -vo is removed, decreasing
-- L the overshoot to that associated with the complex poles
IY0 ' only, or about 10 per cent if the damping ratio associated
with these poles is 0.7. Second, the dipole is added, a
pole at -va and a zero at -e. The effect of the dipole
Fig. 7.10a Important is also a decrease in the overshoot, since the pole is
critical frequencies nearer the jw-axis than the zero. The approximate over-
of H(s).
shoot resulting depends cn the distance between the pole
-.... s PLANE and zero of the dipole, but in any case, it is less than
10 per cent of the final value.
- -e
V- The above discussion indicates the procedure for
obtaining qualitative data concerning the principal char-
acteristics of the step-function response of the T(s)
Fig. 7.1b Important system. Occasional cases may arise for which a more ac-
critical frequencies curate determination of the transient response is re-
of T(s). quired. In these cases, the actual transient response
can be computed by taking the inverse Laplace transform, or, if the number of
poles and zeros of 1/F1 (s)G(s) in the significant part of the plane is small,
the response due to a load-torque disturbance can be determined from the known
response to an input signal. For example, if 1/Fl(s)G(s) Ts + 1 is a suf-
ficiently accurate approximation, the output due to a step function, TL(t), is
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eo(t) = T1 d + f(t) (7.14)dt
where f(t) is the output with a step function of i(t) applied. Various other
1 s+a
approximate techniques exist if or more complicated func-
F1 (s)G(s) s b
tions, but, in most cases, it is sufficient to know those general characteris-
tics of the transient response which can be deduced directly from the pole-zero
configuration.
7.6. System Synthesis To Meet Time-Domain Specifications
The procedure for the synthesis of a system configuration to meet time-
domain specifications on T(s) follows directly from the ideas of analysis. As
a result of the knowledge at the outset of the poles and zeros of H(s) and
F(s), it is possible to choose transfer functions for the compensation net-
works in such a manner that the pole-zero configuration of T(s) is satisfactory.
The synthesis procedure is described in this section through the medium of
a specific example. A summarizing outline of the main steps in the synthesis
appears at the end of the section. The example illustrates, in particular, the
ease with which the characteristics of T(s) can be controlled by appropriate
choices of the transfer functions of the compensation networks.
a. Specifications
(1) The fixed part of the system.
4000
F(s) = (7.15)
s(s + 10)(s + 23)
20 200
F1 (s) F2 (s) = (7.16)
s + 23 s(s + 10)
F,(s) and F2(s) denote the divisions of F(s) as shown in
Fig. 7.5.
(2) The performance specifications on the over-all system function,
H(s).
Kv - 30
C ~ 0.7
bandwidth _ 6 cps. (7.17)
(3) The specification on the effect of load-torque disturbances.
The output, eo(t), resulting from a unit-step function of load
torque, is to fall within the following limits:
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The final error must be less than 1/10.
The damping must be approximately the same as with the input applied on
the i shaft.
The overshoot ,must be less than 25 per cent.
b. The choice of H(s)
The first step in the synthesis procedure is the selection of an H(s) to
meet the performance specifications. Using the procedure presented in sec. III,
it is evident that a satisfactory H(s) is realized by choosing two poles at
-20 + j20 and a zero in the vicinity of -40. Hence, a satisfactory H(s) is
H(s) = 1.6 x 108 (s + 40) (7.18)
(s2 + 40s + 800)(s + 200)(s + 400)
The resulting Kv = 30.8, the bandwidth = 5.75 cps.
c. Frequency normalization
The simplest frequency normalization is that placing the conjugate com-
plex poles of H(s) at -1 + j. The results of this normalization are
H(s) 200(s + 2) (7.19)
(s2 + 2s + 2) (s + 10) (s + 20)
1
F, (s) = (7.20)
s + 1.15
0.5
F2(s) = (7.21)s(s + 0.5)
Kv = 1.54 '(7.22)
d. The determination of the open-loop transfer function
in factored form
The determination of the open-loop transfer function, p(s)/q(s), in fac-
tored form is carried out as explained in sec. IV. The graphical operation,
shown in Fig. 7.11, a and b, yields
p(s) 200(s + 2)
q(s) s(s + 1.15) (s + 12.10) (s + 18.80)
If the specifications concerning the performance for load-torque inputs were
omitted, the synthesis would now be completed for a system using tandem com-
pensation. The final system would have the block diagram shown in Fig. 7.12.
e. The determination of the configuration to be used
to meet the load-torque specifications
The question of whether the above system configuration meets the speci-
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-21 -20 -19 -18 -17 -16 -15 -14 -13 -12 -11 -10 -9
, , , , , i i I . 0
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-200
-600
-800
-1000
-1200
1400
-1600
-1800
-2000
-2200
-2400
-2600
-2800
-3000
-3200
-3400
-3600
-3800
-4000
Fig. 7.11a and b Determination of zeros of q(s) in example of sec. 7.6.
G(s) F(s) fications on load torque-to-
400(s+2) (s+ 0. 5) 0.5
(s+12.1) (s+ 8.8) s(s+0.5)(s+1.,5) output performance can be read-
ily answered by inspection of
the block diagram. The speci-
Fig. 7.12 Final system with tandem compensation fications on Kt, overshoot, and
only. damping must be met. Inspection
of the above system indicates that the Kt realized is
Kv 1.54
K = = - 1.54 (7.24)
t [sF2 (s)]s=0 1
The required Kt is 10, however, so a more complex configuration must be chosen.
Specifically, attention is concentrated on the system shown in Fig. 7.5.
If the minimum Kt were realized by the tandem system, it would still be
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necessary to ascertain the overshoot and settling time before accepting the
system as satisfactory. This check can be made by sketching the pole-zero
configuration of T(s) as shown in Fig. 7.13. It is evident that the resulting
step-function response has unsatisfactory settl-
ing time, since the largest time constant is
x twice the value of this maximum time constant
associated with H(s).
f. The determination of G(s) and L(s)
x s-PLANE G(s) and L(s) can be determined to a large
extent from simple, logical reasoning and the
Fig. 7.13 Pole and zero loca- knowledge of the required open-loop transfer
tions for T(s) with tandem function, p(s)/q(s). Figure 7.14 shows the
compensation only.
open-loop system, which is to have an over-all
transfer function
p (s)
q(s)
200(s + 2)
8(s + 1.15)(s + 12.10)(s + 18.80)
(7.25)
Certain factors of G(s) and
T, T(.Q) are a. t nnnp. Annrt-nt:
(1) The simplest way to intro-
duce the zero in p(s)/q(s) is by a
zero in G(s). Hence, G(s) will con-
tain the numerator factor (s + 2).
(This zero could also be introduced
as a pole of L(s)).
(2) The poles of F(s) which are
to be poles of p(s)/q(s) must be
_ \ _ - 1 _ 
zeros or L s). Hence L S) will con-
Fig. 7.14 Open-loop system for configuration tain the numerator factors s( + 1.15).
ct Fig. 7.12. (3) If L(s) is to be simply
realized (e.g. by a tachometer and RC network), it must have at most a simple
pole at infinity.
(4) The infinite-frequency behavior of p(s)/q(s) is the same as the in-
finite-frequency behavior of F(s)G(s), if L(s) does not have a third-order
pole at infinity, since the loop transmission, F(s)L(s) approaches zero as s
approaches infinity. Hence, G(s) - 400 as s --e.
(5) A pole of L(s) produces a zero in the over-all transfer function.
This zero must be cancelled by a pole of G(s).
The most general form of compensation satisfying these requirements is
shown in Fig. 7.15. In this block diagram, Ga(s) and La(s) are arbitrary
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transfer functions, with Ga(s) approaching unity and La(s) approaching one or
zero as s approaches infinity. Thus far, all parameters have been determined
on the basis of simple reasoning. The resulting open-loop transfer function is
200(s + 2) 1
Ga(s) (7.26)
s(s + 1.15) Ga(s) (s + 0.5) (s + v2) + KLLa(S) (726)
By variation of KL, v2, and La(s), it is possible to produce a variety of
poles and zeros in the transfer function from point A to the output.
The problem of synthesis to meet the specifications can, then, be restated
as follows, with the aid of Fig. 7.15.
(1) The transmission required is
So(s) = p(s) _ 200(s + 2)
(7.27)
E(s) q(s) s(s + 1.15)(s + 12.10) (s + 18.80)
(2) The transmission from the load-torque disturbance input to the output
is of the form
e0 (s) H(s) (s + v2 )(s + 1.15) (7.28)
TL(s) 400(s + 2)Ga(s )
The maximum permissible value of this transmission at s = 0 is known.
Also specified are the damping and overshoot associated with this transfer
function.
(3) Ga(s) and La(s) both ap-
TL[s) nrrh 1I Oa .annr-n.h.^ a_
(4) The synthesis must select
?(s) appropriate values of 2, Ga(s), KL,
and L (s).
There is evidently considerably
more freedom here than is required
for the satisfaction of the specifi-
Ie+: and M t2- -o J _ o
cavlutsu. Inis UAUra Ir-Uum pl
Fig. 7.15 Open-loop syste. the choice of a design which is
readily constructed practically. In
the following discussion, it will be
assumed that convenience calls for
the choice of La(s) 1, leading to
a very simple compensation network
in the feedback path.
It is somewhat easier to vis-
--- I _ . 1L- A 4 - Ie 4 _ _ A.-- - -,
UttliU [Ie u UniIn pruceuure y
Fig. 7.16 Configuration equivalent to that of redrawing the above diagram in the
Fig. 7.15.
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form of Fig. 7.16, which is exactly equivalent from the viewpoint of trans-
mission from TL or E to the output. This diagram makes evident the flexibility
not present in the case of tandem compensation but added with the use of a
parallel feedback path. In the case of tandem compensation, the section en-
closed by the dashed lines in Fig. 7.16 has the inflexible transfer function,
1
+ 1/2 . The form of Ga(s) is rigidly fixed. With the configuration of
Fig. 7.16, the section enclosed by the box has a transfer function which can
be freely chosen within the single constraint that the forward-path transfer
function be of the form 1/s + 1/2. The over-all transfer function of the box
S + V2is of the form (s + P)(s + P2) The introduction of the parallel compensa-
tion essentially permits a variation in the form of the fixed part of the
system.
If the transfer function of the enclosed portion of Fig. 7.16 is
+ V2
(s+ P) ( + P2)' the form of Ga(s) required to achieve the specified p(s)/
q(s) is
Gs = (S + ) (s + P2)
(s + 12.10) (s + 18.80) (7.29)
The resulting e0 (s)/TL(s) is
v (s) 1 (s + 1.15) (s + v2 ) (s + 12.10) (s + 18.80)
TL(s) 2 (s2 + 2s + 2)(s + 10)(s + 20)(s + Pi)(s + p2)
For this system:
(1) Kt = 3.08 P1 P2 /v 2
(2) The damping is essentially identical with that associated with H(s)
if pi and P2 are both appreciably greater than 1.
(3) The overshoot is less than 25 per cent if 2 is appreciably greater
than 1, since the only significant zero is at -1.15. Mathematically, the
simplest possible choices of pi and P2 are 12.10 and 18.80 if this leads to a
satisfactory value of Kt. In any case, it is at least desirable to choose
P2 = 18.80 so there is one cancellation.
The values of p, and P2, and 2 cannot, of course, be chosen arbitrarily.
The technique for the proper choice of these parameters is as follows: It is
known that
(8 + v2)(s + 1/2) + L = (s + p)(s + P2) (7.31)2
As v2 is increased, the realizable value of Kt increases also, so that any
desired Kt is realizable theoretically. The choice of v2, KL, pi, and P2 to
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meet the specified Kt is most readily done by choosing P2 = 18.80 at the out-
set. A sketch of (s + Pi) (s + P2) = (s + p1 )(s + 18.80) with s = a, a para-
bola passing through -18.80 and -pi, serves to determine 2 , KL, and Kt for
any chosen p. This is illustrated in Fig. 7.17. Analytically it is evident
that
18.80 + pi = 1/2 + v2 (7.32)
V2 = 18.3 + Pi
Hence,
P1K = 57.9Kt = ~ 18.3 + P 
Kt
Pl = 18.3 Kt
57.9 - Kt
(s+pl)(s + 18.80)
- 2
(7.33)
(7.34)
Fig. 7.17 Graphical determination of
system parameters.
Fig. 7.18 Final system, example of sec. 7.6.
In the specific example considered above, the specifications stated that
Kt Ž 10, leading to the constraint
pI 3.8 (7.35)
Although uneconomical in gain, a choice of pi = 12.10 results in the simplest
transfer functions since under these conditions
V2 = 30.4 , KL = 425 , Ga(s) = 1 (7.36)
and the final system diagram has the form shown in Fig. 7.18. The last step
in the design is the denormalization of the frequency, yielding final transfer
functions for the compensation networks of
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I'
s + 40
G(s) = 400 608 (7.37)
s + 608
s + 23
L(s) = 21.3s (7.38)
s + 608
The resulting value of the torque constant is
Kt = G(O) F(O) = 22.9 (7.39)
The poles and zeros of T(s) are readily placed (Fig. 7.19). The damping is
controlled by the poles of H(s) and the
ij overshoot is less than 25 per cent since
X.-----j the only significant zero lies at -1.15.
NORMALIZED
II s-PLANE g. A summary of the synthesis pro-
-30.4 I cedure
-20 -10 -1.15 -1 As a consequence of the inclusion
of all details, the discussion of this
section has been lengthy even though
the actual synthesis procedure is simple
Fig. 7.19 Poles and zeros of T(s). and straightforward. Basically, the
synthesis is accomplished in the fol-
lowing steps.
(1) From the performance specifications, a suitable H(s) is determined.
(2) The open-loop transfer function, p(s)/q(s) is determined.
(3) The system configuration is selected in the light of specifications
on the effect of load-torque disturbances.
(4) From the known p(s)/q(s), as much as possible is determined about
the transfer functions of the compensation networks. In particular, certain
poles and zeros and multiplying factors can be found.
(5) Keeping in view the specified characteristics of T(s), the transfer
functions of the compensation networks are now completely determined. In
general, this determination permits the arbitrary choice of certain of the
parameters (La(s) = 1 in the example).
7.7. Another Example Of This Synthesis Procedure
One other example illustrates the application of these principles in a
problem with somewhat different restrictions. The fixed part of the system
is shown in Fig. 7.20, with
15800
F(s) =( 4 (7.40)
s(s2 + 4.9s + 2590)
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The presence or the highly under-
damped quadratic factor in F(s)
presents definite problems in the
design or compensation networks.
Fig. 7.20 Fixed part of the system (example of Considering only the transmission
sec. 7.7). problems for the moment, the use
of tandem compensation to realize a satisfactory H(s) requires a compensation
network with a transfer function containing the numerator factor (s2 + 4.9s +
2590). This is, however, not always feasible; e.g. the use of a mechanical
system with the transfer function of G(s) = (2 +4.9s + 2590)/(s2 + as + b)
leads to difficulties due to the susceptibility of the system to noise at the
resonant frequency. A spurious vibration may start an oscillation in the com-
pensation system. The high gain of the fixed part of the system results in
high output noise.
Even if this noise problem is not considered, the use of tandem compensa-
tion is certainly unsatisfactory if consideration is made of the load-torque
disturbances. The result of tandem compensation is a T(s) with a denominator
factor of (s2 + 4.9s + 2590), a pair of conjugate-complex poles with a rela-
tive damping ratio of only 0.05. The result in general is very unstable sys-
tem performance if TL(t) is considered as the input.
This example, with the synthesis described in detail below, illustrates
the general procedure with constraints of this type. The first step is always
a choice of a satisfactory H(s), followed by the determination of p(s)/q(s),
the open-loop transfer function. Following the choice of a system configura-
tion, the requisite transfer functions must be determined.
a. The choice of an H(s)
Since the example of secs. III and VI illustrate the procedure for the
choice of an over-all system function, it is assumed here that a satisfactory
H(s) has already been chosen.
16.104 (7.41)
(s2 + 40s + 800)(s + 200)
(The Kv for this system is 18.2/sec. The bandwidth is 28 rad/sec.)
b. Frequency normalization
Numerical calculations are considerably simplified if the frequency is
normalized. A simple normalization (s--_20s) places the control poles of
H(s) at -1 + j. The resulting transfer functions are
20
(sH(s)  + 2s + 2)(s + 10) (7.42)
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I . - I
F(s) = 1.975 (7.43)
s(s + 0.245s + 6.375)
4250 0.000465(s + 0.165)
s + 0.165 ' s(s2 + 0.245s + 6.375)
(Again F2 (s) denotes that part of the fixed part of the system between the
point of injection of the load-torque disturbance and the output.)
c. The open-loop transfer function
p(s)/q(s) can be determined either graphically or analytically, as dis-
cussed in detail in sec. IV. The particularly simple form of H(s) in this
example makes possible an analytical determination.
p(s) 20
q(s) (s2 + 2s + 2) (s + 10) - 20
20
s(s2 + 12s + 22)
20
s(s + 2.25)(s + 9.75)
d. The choice of a system configuration
Two simple configurations are at once suggested (Fig. 7.21). In either
case, T(s) = H(s). Since the two systems are equivalent if J(s) =
F1 (s)G(s)
L(s)/G(s), it is largely immaterial which is used as a basis for the synthesis.
T-T +the ;.R-a.IaCQ n hlrvAw_ t.he
second configuration is used, with
L(s) and G(s) as the compensation
transfer functions.
The synthesis roblem is at
Fig. 7.21 Two system configurations. this point simplified to a deter-
mination of L(s) and G(s) realiz-
ing p(s)/q(s) and, at the same time, yielding a satisfactory T(s), given by
1
T(s) = H(s) (7.46)
F1 (s)G(s)
s + 0.165 20 1
4250 (s2 + 2s + 2) (s + 10) G(s)
s + 0.165 1
212.5(s2 + 2s + 2) (s + 10) G(s)
e. Characteristics of G(s) and L(s)
Certain characteristics of G(s) and L(s) are at once deducible.
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(1) L(s) has a zero at s = 0 (since p(s)/q(s) and F(s) both have poles
at s = 0).
(2) G(s) and L(s) have coincident finite poles (since otherwise the
poles of L(s) generate zeros in p(s)/q(s)).
(3) G(I) = 10.1. (Since the minor-loop gain, F(s)L(s), is zero at in-
finity, p(s)/q(s) = F(s)G(s) at high frequencies.)
(4) It is highly desirable for G(s) to have a zero near -0.165 if the
step-function response associated with T(s) is not to be characterized by
tremendous overshoot.
f. The determination of G(s) and L(s)
L(s) and G(s) can be chosen in a variety of ways and with a limited
amount of freedom. Within the constraints listed in the last section, the
block diagram is as shown in
Fig. 7.22, if it is assumed that
both G(s) and L(s) are of a sim-
ple form. Elementary reduction
applied to this block diagram
leads to the equivalent configura-
tion of Fig. 7.23.
The simplest procedure is the
A-rhit±vrn·v hnin. rf Tn'v r\no fVP +ha
- ^ 5 v 5 J And --- v s
Fig. 7.22 Open-loop block diagram. four parameters, a, b, c, and KL,
and the subsequent determination
of the other three to give the
desired p(s)/q(s). An infinite
number of possible choices exists;
the appropriateness of any one is
determined largely by the parti-
cular problem. For example, it
is possible theoretically to
nhonn h = = 7I. -OAllriIr
Fig. 7.23 Configuration equivalent to that of the feedback transfer function
Fig. 7.22. to KLs. This leads to an un-
stable minor loop with the pole cancelled by the zero (s + a) in the right-
half plane. More satisfactory, however, is the choice of a as positive and
equal to about 0.165, insuring satisfactory characteristics for T(s).
The determination of the parameters is most easily effected from the
relationship
1 s+a
2 (s + (7.47)
s + 12s + 22 (s + b)( 2 + .245s + 6.375) + 1.975K L( + c)
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To permit completion of this example, a is arbitrarily chosen as 0.165. Then
b = 12.165 - 0.245 = 11.92 (7.48)
1
KL = (1. 98 + 22 - 0.245 x 11.92 - 6.375) (7.49)
1.975
= 7.43 (7.50)
1
c = (22 x 0. 165 - 6.375 x 11.92) (7.51)
1.975 x 7.43
= -4.94 (7.52)
The transfer functions of the compensation networks are
s + 0.165
G(s) = 10.1 1 (7.53)
s + 11.92
s - 4.94
L(s) 7.43s - 4 (7.54)
s + 11.92
g. Graphical determination of the parameters
These parameters a, b, c, and KL, can also be determined graphically, but
the analytical determination is considerably simpler, especially if a is to be
determined from the required characteristics of T(s). The graphical inter-
pretation is shown in Fig. 7.24. The determination of the parameters is based
on the relationship
(s+ b) (2 + 0. 245s + 6.375) + 1.975KL(s + c) = (s + a) (s + 2.25) (s + 9.75) (7.55)
If b is chosen at the outset, the graphical determination is particularly
KL(s+c)
a'
Fig. 7.25 Situation of Fig. 7.24
when c is positive.
Fig. 7.24 Graphical determination of system simple. (s + b) (2 + 0.245s + 6.375) is
paraneters.
plotted as a function of a. A linear
function, -1.975KL(s + c), must be located to intersect this curve at -2.25
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r
and -9.75. The value of a is then determined by the third intersection of two
' curves. The value of c and KL are determined from the two intercepts of the
linear curve. It is evident that in general a will be negative, but this can
be avoided by choosing b sufficiently large. The range of values of b giving
a positive a as well as a positive b is very restricted, however, and always
leads to a KL which is negative. (This case is depicted in Fig. 7.25.)
Ordinarily, it is desirable to determine a suitable value for a from the
T(s) requirements, so it is not possible, in general, to make c positive. If
minimum-phase compensation networks are required, other forms of compensation
must be used.
h. Denormalization of the frequency
After frequency denormalization, the required transfer functions are
G(s) = 10.1 + 3 (756)
+ 238
L(s) = 0.037 - 98 (7.57)
s + 238
i. The final characteristics of the system
These transfer functions for the compensation networks yield a system
with
16.104
H(s) = (2 + 40s + 800)(s + 200) (7.58)
s + 238
T(s) = s + 238
5.4(s2 + 40s + 800) ( + 200)
(7.59)1
T(O) = 
3630
There are several concluding comments that are noteworthy.
(1) The requirement that the zero of l/F1 (s) at -0.165 (in the normalized
s-domain) be cancelled by a zero of G(s) to decrease the overshoot in the
step-function response associated with T(s) results in a high ratio of the
time constants of G(s) (238/3.3 = 72). The required gain is only 10.1, how-
ever. The ratio of these two constants is decreased as the zero of G(s) is
moved to the left in the s-plane. If, because of the presence of noise or for
instrumentation reasons, this high ratio is intolerable, more complex compen-
sation systems must be used to realize the required H(s) and control (at the
same time) T(s).
(2) The nonminimum-phase character required of L(s) is not a serious dis-
advantage if a balanced network is used, as is commonly the case.
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(3) The example illustrates the application of this synthesis procedure
to the design of a system for which the tandem compensation network is re-
stricted because of noise and for which simultaneously system rejection of
load-torque disturbances must be controlled.
7.8. Concluding Remarks
An automatic control system is in general called upon to do more than
transmit and amplify the input signal. It must reject to a specified extent
corrupting signals that enter the system at points other than the input. The
use of feedback permits the consideration of a system with certain fixed com-
ponents and two inputs. The two fundamental systems shown in Fig. 7.26 de-
monstrate the added flexibility in-
T, T,.
G(s) F(s)
In1
troduced by the use of closed-cycle
control. For the open-loop system
of Fig. 7.26a, any desired trans-
mission, 80/0i, can be obtained
(assuming linearity), but, if F(s)
Fig. 7.26 Open-loop and closed-loop systems. represents the fixed components, the
transmission OO/TL cannot be con-
trolled. Use of the closed-loop system of Fig. 7.26b, on the other hand, per-
mits specification of the secondary transmission, O/TL. The introduction of
the extra degree of freedom (the use of two compensation networks) theoreti-
cally allows arbitrary values of Oo/ei and o/TL.
The question then arises: Knowing the desired characteristics of o/8i
and eo/TL, how are G(s) and J(s) to be determined? If only the frequency
characteristics of OO/TL are of interest, the design is simple, since
1 0 (s) (7.60)
TL(s) G(s) 6i()
and a minimum value of G(jw) is at once determined. In most cases, however,
satisfactory synthesis demands control over not only the frequency character-
istics but also the transient response of 8 o/TL. In this case, the synthesis
is straightforward if attention is concentrated on the poles and zeros of both
G(s) and 0o(s)/ei(s). This chapter has been concerned principally with de-
monstrating the application of a pole-zero approach to servomechanism synthe-
sis when corrupting disturbances are present.
If cognizance is to be taken of the corrupting signals, the synthesis
procedure is modified but slightly. The procedures for the determination of
a suitable over-all system function and the corresponding open-loop transfer
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function are unchanged. The only modification appears in the determination of
the transfer function of the compensation networks. With load-torque disturb-
ances present, compensation must be effected in part by L(s) or J(s), since
G(s) is confined to functions yielding satisfactory characteristics for T(s).
This modification of the synthesis procedure is illustrated by two examples.
It is not always possible, in specific examples, to control the effect of
load-torque or unwanted disturbances. If no tandem compensation is permitted
for practical reasons, the desired H(s) can be realized by a suitable choice
of L(s) (cf. Fig. 7.27), but nothing can
T. ho Ar--- -k-,,4- Mt,) O r k T a
UVt uLr'JLI O .uJu, I\ DjI Llu.Z.lJu.ue LL.L j L ls
only available means for controlling
T(s) is by choosing H(s) from not only
a consideration of over-all system per-
formance, e0 (s)/O i (s), but also a con-
sideration of T(s) = H(s)/F1 (s).
Fig. 7.27 System with no tandem compen-
sation.
VIII. CONCLUSIONS
8.1. The Fundamental Characteristic Of The Synthesis Procedure
The preceding sections have presented a detailed discussion of a synthe-
sis procedure for servomechanisms. The principle characteristic distinguish-
ing this synthesis procedure from those described in the literature at the
present time is the concentration of attention on the poles and zeros of the
transfer functions.
The importance of this characteristic is indicated by the steps in the
synthesis procedure. The first step is a determination of the analytical
expression for an over-all system function which meets the performance speci-
fications and at the same time leads to physically realizable compensation
networks. Specifically, the poles and zeros of the system function are de-
termined. The second step in the synthesis is the determination of an open-
loop transfer function. In the general case, the poles and zeros of the
transfer function must be found. The final step is the synthesis of the com-
pensation networks. In the absence of any constraints on the form of the
compensation, networks can be used in tandem with the fixed part of the sys-
tem. In a large number of practical cases, however, the form of compensation
is restricted by such factors as saturation, the presence of noise or cor-
rupting signals, the impossibility in the actual system of insertion of com-
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pensation networks at particular points, and the effect of nonlinear behavior
of components.
The focusing of attention throughout the synthesis on pole-zero constel-
lations has several results.
(1) Relationships between the error constants and the positions of the
poles and zeros of the over-all system function are placed in evidence. In
particular, for a positional servomechanism, the equation
1 n 1 m 1
=> E E-(8.1)
Kv k=l Pk k=l Zk
was derived in sec. 3.12. This equation is the basis for the choice of a
pole-zero configuration for the over-all system function to meet the per-
formance specifications. It indicates, in addition, the various ways in
which the desired error constants can be realized with a specified bandwidth
and general characteristics of the transient response.
(2) Consideration of the positions of the poles and zeros of the various
transfer functions provides a solution to the problem of establishing corre-
lations between the time and frequency domains. If the designer is to be
able to determine the effect of changes in pole and zero positions upon the
transient response, it is essential that the number of critical frequencies
of importance be kept low. The particular pole-zero configuration for H(s)
used in the examples and discussion of the preceding chapters satisfies this
condition, since the general characteristics of both the frequency and tran-
sient responses are controlled by two poles and no more than two zeros. Even
in the case of more complicated configurations, however, the transient re-
sponse can be determined from an inverse Laplace transformation if necessary.
(3) Emphasis on the positions of the poles and zeros of the over-all
system function and the transfer functions of the various compensation net-
works places in evidence at once the poles and zeros of the transmission from
any other point in the system to the output. Both the transient and the fre-
quency responses of the system to corrupting signals entering at points other
than the input can be treated in the same way as the primary transmission
(the signal input-to-output transmission).
8.2. Suggested Direction Of Further Work
Not considered at all in this report are the problems arising in the de-
sign of carrier servos, systems in which the error signal appears only as the
envelope of an amplitude-modulated carrier signal. A large number of the in-
strument servos now in use are of this form. There are two principal problems
attendant on the design of these systems, the problem of carrier-frequency
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drift and the problem of the design of compensation networks. In the case of
narrow-band systems (the carrier frequency much greater than the significant
frequency components of the signal), compensation networks can be designed by
a low-pass, band-pass transformation. For wide-band operation, however, the
sidebands of the modulated wave are arithmetically symmetrical around the
carrier while the frequency transformation yields characteristics geometrically
symmetrical around the carrier frequency. The design of compensation networks
for wide-band systems is not considered in the literature at the present time.
The application of the ideas of this report to systems with carrier data
transmission appears straightforward. In the usual case of narrow-band sys-
tems, the previously-mentioned low-pass, band-pass transformation can be used.
It also appears possible to design directly for the carrier system, i.e. to
determine directly the transfer function of the band-pass network. A design
procedure along these lines would also be applicable to wide-band systems.
A second problem which is not considered in this report is the synthesis
of systems for which the fixed components contain time delays or propagation
times, i.e. systems with a transfer function containing the factor -Ts . In
addition, the discussion of the preceding sections does not consider the syn-
thesis problem for systems with pulsed data.
One of the major problems of servomechanism synthesis arises because of
the nonlinearity of system components, e.g. the change in inertia of a missile
as fuel is consumed or the change in the characteristics of an hydraulic
transmission as the oil temperature varies. The presence of nonlinear ele-
ments is one of the primary reasons for the use of a closed-loop system. An
open-loop system requires continual calibration to maintain control in the
face of nonlinearity. A closed-loop system, on the other hand, essentially
performs automatically and continuously the calibration process, but both the
dynamic and the static characteristics of the system may change appreciably
as a nonlinear parameter varies.
Nonlinearities are logically divided into two categories: "fast" non-
linearities, including those cases in which parameter values change in a time
interval of the same order of magnitude as the response time of the system;
and "slow" nonlinearities, or those of systems in which the characteristics
change over a period of time that is long compared to the response time of
the system. In the case of systems exhibiting "fast" nonlinearities, such
concepts as poles and zeros of the system function become meaningless, and
the synthesis and analysis problems are ordinarily treated by computing
machines. The synthesis of systems using elements possessing nonlinearities
of a "slow" character only should be possible by an adaptation of linear
concepts.
-89-
As an example, Fig. 8.1 shows the block
diagram of a multiloop system. If F(s) con-
tains nonlinear parameters, it is well known
that the effect of changes in these para-
meters can be decreased by increasing the
loop gain; that is, the gain of the compen-
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Fig. 8.1 Multiloop system. questions immediately arise in connection
with the synthesis of the system.
(1) If certain characteristics of system performance (e.g. the overshoot
of the step-function response) are to stay within prescribed limits as the
nonlinear parameter of F(s) varies over its range, what is the required value
of the magnitude of G(s)? Can a correlation be established between the mag-
nitude of G(s) and salient characteristics of the transient response?
(2) A variety of pairs of solutions for L(s) and G(s) exist which realize
the desired open-loop transfer function with the known F(s). What should be
the procedure for selecting one solution, in view of the known nonlinearity
in F(s)?
APPENDIX I
THE SYNTHESIS OF RC TRANSFER FUNCTIONS
A transfer function, G(s), can be realized by an RC network in tandem
with an amplifier if all poles of G(s) are simple and lie on the negative-real
axis, excluding the point at infinity. A pole at the origin can be realized
theoretically if G(s) is a transfer impedance, but not practically de to the
impossibility of obtaining a true current source as the load impedance be-
comes infinite. If G(s) is required to have a pole at s = O, a secondary
feedback loop is ordinarily used in the compensation network, as described
in sec. VI.
In this appendix, a short summary is given of various techniques for the
synthesis of RC transfer functions. Examples are given to illustrate some of
the procedures,and references are given for descriptions and examples of other
possible procedures. There is no attempt made here to list all possible pro-
cedures for RC synthesis, but rather the emphasis is placed on techniques used
in the examples given in the main body of the report. The bulk of the mater-
ial of this appendix is not original with the author, but rather a summary of
synthesis procedures already known and particularly applicable in the reali-
zation of transfer functions of the type arising in the servomechanism syn-
thesis procedure described in this report.
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The procedure for the determination of a network configuration and element
values to realize a desired G(s) depends upon two general factors:
(1) The characteristics and complexity of G(s); in particular, the loca-
tion of the zeros.
(2) The characteristics of the system in which the network is to be used,
including the answers to such questions as:
Is G(s) to be realized as a voltage ratio or as a transfer impedance? In
other words, is the network to be driven from a low-impedance or a high-im-
pedance source, from a cathode follower, or a pentode?
Must G(s) be realized in unbalanced form? If the input to the servo-
mechanism drive motor is balanced, it may be convenient to use a balanced com-
pensation network at this input.
Must G(s) be realized by a single network, or can it be broken into two
or more, simple, multiplicative factors, each of which is realized separately?
(S2 + as + b)(s2 + cs + d)
For example, the realization of G(s) = is more(s + e)(s + f)(s + g)(s + h)
s + as + b
difficult than the successive realizations of G1 (s) = ( f and G2 (s)
S2 + cs + d ( + e)(s +f)
(s + g)( + h) These two factors, the characteristics of G(s) and the con-
straints imposed by the fixed part of the system, determine the appropriate
synthesis procedure. The following discussion is subdivided according to the
particular form required for G(s) and the complexity of the transfer function.
A. The Realization Of G(s) As An Open-Circuit Transfer Function, Z1 2 (s)
1. G(s) realized in balanced form
Regardless of the location of the zeros or complexity of G(s), the trans-
fer impedance can always be realized in balanced form by a lattice. A partial
fraction expansion of G(s) = z2 (s) is made and an appropriate zil(s) = Z22 ()
is chosen as the function with the same partial fraction expansion, but with
all residues positive. Thus, if
m Rk p Rk
Z1 2 () k 1 - n k (Al.1)
k=l + k k=n + Vk
with each Rk positive real, the appropriate z (s) and z2 2 (s) are
p Rk
Z11 (s) = 2 2 (S) = > (A1.2)
k=l + Vk
The desired open-circuit transfer impedance is then realized by a lattice of
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the form shown in Fig. Al.1 with
p Rk
Za Zil - Z1 2 = 2 
k=n + Vk
m Rk
Zb = Z + z1 2 2 > (A1.3)
k=l + Vk
A simpler configuration with one-half the number of elements is shown in
Fig. A1.2. If the two pentodes are driven in phase and behave as current
sources, the transfer function is proportional to the difference of za and
Zb, or the desired Z1 2 (S).
2
2'
-a
Fig. Al.1 Symmetrical lat- Fig. A1.2 Configuration equivalent
tice. to the lattice.
2. G(s) realized in unbalanced form
A general procedure for the realization of G(s) in unbalanced form in-
volves, as a first step, the synthesis of the balanced, lattice network dis-
cussed above. In the majority of practical cases, this lattice can then be
reduced to an unbalanced network. The reduction of the lattice may be ef-
fected in four ways 12 1 3 :
(1) A series impedance can be removed from both za and zb and placed in
series with both the input and output.
(2) A shunt impedance can be removed from both za and zb and placed across
both the input and output terminals.
(3) A series impedance can be removed from zb and considered as a se-
parate lattice in series with the residue of the original lattice. This is
permissible if the residue can then be developed in unbalanced form without
crossing the output terminals; otherwise, an ideal transformer is required.
(4) The lattice may be replaced by a set of parallel lattices.
Success in the reduction of the lattice to an unbalanced network depends
to a large extent on the ingenuity of the designer. It requires in general
an investigation of various forms for the realization of the impedances za
and zb. It can be shown that a transfer impedance of the form
2
s + as + b
(s + c)(s + d)
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can always be realized by an unbalanced network, if the zeros lie in the left-
half plane or on the imaginary axis. This transfer function is sufficiently
general for most purposes in servomechanism synthesis since, if G(s) contains
more than two poles and zeros, it can ordinarily be realized in isolated
factors of this form.
One example illustrates the procedure for the reduction of the lattice.
2
s + 6s + 29
z12(S) (s + )(s + ) (Al.5)
(a) The partial fraction expansion of z1 2 (s) is
8 7
z1 2 (s) = 1 + s - (A1.6)
s + 1 s + 4
(b) The appropriate z1l (s) is
8 7
z 1 (S) = 1 + 8 + (A1.7)s+l s+4
(c) The lattice impedances are
7
za(s) = 2 
s + 4
zb(s) =2(1 + 8
s +l
The form of the lattice is shown in Fig. A1.3.
Fig. A1.3
(d) The reduction of the lattice can be done in a variety of ways. One
simple procedure entails a resynthesis of za(s) in the form:
14'3
Then the lattice can be replaced by two parallel lattices:
143
The lower lattice can be reduced by removing a series impedance of 14/s+ 1
from each arm. The resulting unbalanced form realizing z1 2 (s) is:
28/3
References 12 and 13 contain other examples of the methods available for
the reduction of the lattice to an unbalanced form. Rather than consider these
reduction techniques further, the following discussion summarizes procedures
available for the realization of G(s) directly in unbalanced form without pass-
ing through a lattice structure. For this direct realization, there are a
variety of special procedures appropriate for specific positions of the zeros
of G(s). No attempt is made to list all possible methods for the determina-
tion of a suitable network, but procedures of particular usefulness in the
servomechanism field are mentioned. The discussion is subdivided according
to the location of the zeros of G(s).
a. G(s) has only negative-real zeros, the zeros alternate with the poles,
and the lowest critical frequency is a pole
In this case G(s) can be realized as a driving-point impedance, using any
of the Cauer or Foster forms for RC impedances 4.
b. G(s) has only negative-real zeros
Regardless of the location of the zeros, G(s) can be realized as a ladder
network. An appropriate z (s) is chosen with the same poles as z12 (s) and
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with zeros placed to make z (s)
realizable as an RC driving-point
impedance. zll (s) is then developed
in a ladder of the form of Fig. A1.4
in a manner yielding the desired
I \ I 
zeros for z 1 2 s). ror tne aaaer
Fig. A1.4 One typical ladder network. shown, the zeros of z 1 2 (s) occur at
the series-resonant frequencies of
the combinations R2-C2, R4-C4, and R5-C5. The development procedure is ex-
actly analogous to Cauer's development in the reactive case.
If z 1 2 (s) does not possess a pole at s = O, a resistor (R1 of Fig. A1.4)
can always be removed across the input terminals. This is advantageous in the
instrumentation of the circuit since the network is commonly driven from a
pentode and a d-c path is required to the plate of the tube.
The procedure is best illustrated by an example.
(s + 1) (s + 4)
zl2 (s) (A1.9)
(s + 9)(s + 25)
(a) A suitable z(s) is chosen. If a ladder of the form shown in Fig.
A1.4 is to be used, z (o) = z1 2 (-). Hence a satisfactory z (s) is
Cs() =(s + 18)(s + 30) (Al.10)
(s + 9)(s + 25)
(b) The development of zl(s) then proceeds in a straightforward manner.
The shunt resistor is first removed to place a pole of the remainder input
impedance at s = 0.
zC (s) =
5 1
12 (s + 18)(s + 30)
[s(7/12) (s + 14)]
(s + 18)(s + 30) (Al.11)
[s(7/12) (s + 14)]
(c) Enough of the pole of z1l (s) at s = 0 is removed to place a zero at
s = -1, the smaller zero of Z1 2 (S).
36.7 (s + 1)(s + 25.6)
z C(s + l) +
s [s(7/12) (s + 1 4)]
(s + 1)(s + 25.6)zV =
[s(7/12) (s + 14)]
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(d) The pole of 1/z1' at s = -1 is removed.
1 0.5465 0.038s
T = - +
z'~ s + 1 s + 25.6
(Al. 13)
s + 25.6
0.038s
(e) Enough of the pole of z'1 (s) at s = 0 is removed to place a zero at
s = -4, the larger zero of z 2 (s).
- () =21.6 s + 4
z'l (s) = +
0.038s 0.038s
(f) The final network configuration is then:
'36.7
.036
21.6
(g) Thus, the network above realizes a transfer impedance and input im-
pedance of
(s + 1)(s + 4)
(s + 9) (s + 25)
(A. 15)
(s + 18) (s + 30)
(s + 9) (s + 25)
(h) The final step is an adjustment of the impedance level (and denormal-
ization of the frequency if the given z1 2 (s) is normalized). The largest
capacitance in the circuit is 0.546. If this is made 8fd, the impedance
level is raised by a factor of 58,400, making the maximum magnitude of the in-
put impedance 164K, occurring at zero frequency. The resulting network is:
0.40.fd 0.026.fd
125K 1.8 MEG.
164 K
T8fd I0. 14TLfd
An alternate form for the ladder is possible if the zeros of z 1 2 (s) are
realized by series anti-resonant branches.
(a) izj(S) (s + 18) ( + 30) is chosen as before.
(s + 9) (s + 25)
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(b) A conductance is removed from l/z1l(s) to generate a zero in the re-
sulting admittance at s = -1.
1 (s + 9)(s + 25) 0.61s2 + 15.285 + 14.6
= 0.39 +
ZiI (s) (s + 18) (s + 30) (s + 18) (s + 30)
1 1 (s + 24)(s + 1) (A1.16)
2.56 1.64 (s + 18)(s + 30)
(c) The pole of the resulting impedance at s = -1 is removed.
(s + 18)(s + 30) 35 s + 26
z, = 1.64 = + 1.64 s+26 (Al.17)(s + 24)(s + 1) s+l s + 24
(d) A conductance is removed from the resulting admittance to generate a
zero at s = -4.
1 1 1 s+4
+ (A1.18)
z1l 1.8 18 s + 26
1 1 1 1 1 1
-= + = - + (A1.19)
zl 1.8 18 (s + 26)/(s+ 4) 1.8 1+ [22/(s + 4)]
(e) The resulting network is:
The element values can be altered by changing the impedance level as in-
dicated in the previous example. The above configuration has the advantage
that resistances terminate both ends. It is also possible to use combinations
of the two configurations, realizing some of the zeros by series antiresonant
reactions, the other zeros by shunt resonant sections. For the above example,
a configuration of the form below is obtained:
One characteristic of this method of synthesis is noteworthy in view o2
One characteristic of this method of synthesis is noteworthy in view of
the servomechanism synthesis procedure described in this report. The use of
this method does not require knowledge of the exact positions of the poles of
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G(s). If the approximate pole positions are known, appropriate zeros can be
chosen for z (s). The network can then be determined from these zeros, the
denominator polynomial of G(s), and the zeros of G(s). This is occasionally
advantageous in the servomechanism synthesis procedure described in this re-
port since it renders unnecessary the determination of the poles of the open-
loop transfer function.
c. G(s) has two poles, two conjugate-complex zeros in the left-half plane
2
s + as + b
In this case, G(s) is of the form ( )(+ d) The simplest procedure
here is the determination of a lattice and the subsequent reduction of the lat-
tice to unbalanced form. Depending upon the location of the zeros, other
special procedures are available. For example, if the zeros lie inside the
circle with center at s = -c and tangent to the jw-axis (i.e. if b/a c),
Z12 (s) can be broken into the sum of two terms
s (s + a - b/c) b 1
(s + 1)(s+ c) c s +1 (Al. 20)
I i~ .- _(i I * n
Fig. A1.5 Series connection of a ladder and a
driving-point impedance.
It
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This function can be realized
as the series connection of a ladder
network and an RC parallel combina-
tion (Fig. A1.5).
If the zeros lie outside the
above circle but still in the left-
half plane or on the j-axis, the
required z12 (s) can be realized by
a twin-T network of the form'shown
in Fig. A1.6. The simplest proce-
dure for the determination of para-
meter values here is the initial
determination of the lattice equi-
valent of this twin-T.
B. The Realization Of G(s) As A
Voltage Ratio
- ne aiscussion or tne preceaing
Fig. A.6 Twin-T network. pages is devoted to methods for the
realization of G(s) as a transfer
impedance. This implies, ordinarily, the use of a pentode amplifier preceding
the compensation network. In a large number of servo systems, it is desirable
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to realize G(s) as a voltage ratio, with the implication that the network is
driven by a low-impedance source, for example, certain error-measuring devices
or a cathode follower.
The required voltage ratio can be realized within a multiplicative con-
stant by either an unloaded or a loaded network. If the network is to work
into an open-circuit, the design procedure is based upon the relationship1 5
G~s) E2 z12 (s)G(s) = E = Z1() (A1.21)
E, Z1 (s)
where Z1 2 and z are, respectively, the open-circuit transfer impedance and
the open-circuit driving-point impedance. Since Bower and Ordung1 3 discuss
the synthesis procedure in detail, only a brief outline is given here. From
the poles and zeros of E2/E1, the zeros of z(s) and z1 2 (s) are chosen in
such a manner that z (s) is the driving-point impedance of an RC network,
i.e. the poles are simple, lie on the negative-real axis, alternate with the
zeros of z(s), and are so located that the lowest critical frequency of
zl (s) is a pole. Subject to these restrictions, the poles can be arbitrarily
placed unless maximum gain is required, in which case the procedure of Bower
and Ordung can be used.
Once the poles of z (s) and z1 2 (s) are known, the synthesis proceeds
along the same lines as discussed for the realization of G(s) as a transfer
impedance. If the zeros of z1 2 (s) lie on the negative-real axis, the ladder
development of z(s) can be used. The resultant z1 2 (s) is the desired value
within a multiplicative constant. If the synthesis of a network is to be ef-
fected through a lattice, z1 2 (s) will in general have to be multiplied by a
constant at least small enough to make the magnitude of the residue of z 2 (s)
at each pole less than the corresponding residue of z (s).
With this synthesis procedure, as in the case of the ladder realization
of G(s) as a transfer impedance, it is not necessary to know accurately the
poles of G(s). In this case, these poles are the zeros of z,,(s). Regard-
less of the position of the zeros of G(s), the synthesis procedure can be
carried out knowing only the denominator polynomial of G(s) and the approxi-
mate location of the roots of this polynomial.
If a loaded network is to be used, the procedure described by Guillemin1 2
can be used, realizing the desired transfer function by a parallel combina-
tion of ladder networks. The article cited includes an example of this pro-
cedure, which again realizes the desired transfer function within a multipli-
cative constant.
There has been no attempt in this discussion to mention all possible
techniques for the synthesis of RC transfer functions. Rather, attention has
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been focused on two methods: synthesis through a lattice, and the development
of an appropriate z1l(s) to realize the desired z12 (s). These two methods are
applicable in a wide variety of problems and illustrate, at the same time, the
general techniques required. For a specific problem, simpler techniques may
be available or other procedures may yield networks which are simpler or more
satisfactory from other standpoints. In general, the synthesis of the compen-
sation networks does not present any particular difficulties in the servo-
mechanism design procedure.
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