The Giambelli identity provides a formula for expressing an arbitrary Schur function of shape 1 as a determinant of Schur functions of hook shapes (I, lk). We give the first complete combinatorial proof of the Giambelli identity. We show how to derive various hook formulas from the Giambelli identity and show how to extend our methods to derive extensions of the Giambelli identity and the hook formula for the number of standard tableaux to certain skew shapes. 0 1988 Academic Press, Inc.
INTRODUCTION
In this paper, we shall give the first completely combinatorial proof of the Giambelli identity [9] which provides a formula for expressing an arbitrary Schur function SA(x) as a determinant of Schur functions of hook shapes, S(,,,k,(x). In recent years, there has been considerable success in providing combinatorial proofs of symmetric function identities which express some given symmetric function as a determinant of other symmetric functions. Most notably, Gessel [7] and Gessel and Viennot [S] used the approach that various determinants of symmetric functions could be interpreted as a weighted sum of k-tuples of paths. They then defined certain natural involutions on this Weighted sum which has the effect of pairing off various terms with opposite sign. Then after cancelling those terms which were paired, one is left ,with only a subclass of the original set of paths which is shown to correspond to the given symmetric function. To date, a combinatorial proof of the Giambelli identity has proved resistant to this type of weighted path approach. The new feature of our approach to the Giambelli identity is that we interpret the terms that arise from the determinant of Schur functions of hook shapes directly as the sum of E6ECIOeLU AND REMMEL weights of various fillings of the Ferrers diagram of shape A. Then as before we define a simple involution which pairs off terms of opposite signs leaving only the column strict tableaux of shape J. which correspond to Sri(x). We note that this approach of interpreting the terms arising from a determinant of symmetric functions directly as the weight of certain fillings of a Ferrers diagram can be used to prove a number of other symmetric function identities of the type mentioned above. We shall not pursue these variants here but we refer the reader to the first author's thesis [ 1 ] written under the direction of A. Garsia for such proofs.
Our methods yield a surprisingly simple and elegant proof of the Giambelli identity. Indeed in our opinion, the proof given here is much simpler than any of the algebraic proofs of the identity with which we are familiar. Moreover, as is often the case with good combinatorial proofs, our methods easily extend to prove various extensions of the Giambelli identity. For example, in Section 4, we shall extend the Giambelli identity to certain classes of skew Schur functions which we call winged Schur functions and this extension will enable us to derive a hook-type formula for the number of standard tableaux for some special skew shapes. Moreover, we also refer the reader to [ 11, where an extension of the Giambelli identity is developed for arbitrary skew shapes.
The outline of this paper is as follows: In Section 1 we deal with preliminaries and establish our notation. In Section 2, we give our combinatorial proof of the Giambelli identity. Then in Section 3, we show how we can rather easily derive from the Giambelli identity the hook formulas for the number of standard tableaux of shape 1 and the number of column strict tableaux of shape I with bounded entries as well as give a new extension of the generating function for the number of reverse plane partitions of shape ,l.. Finally, in Section 4, we describe our extension of the Giambelli identity to skew Schur functions of winged shape. The cells of FL which are to the right of the North-East boundary of the main diagonal will be denoted by ~(1) and the remaining cells will be denoted by P(A). For example, we have the decomposition If we denote the rows of cc(A) by a, > CI~ > . . . > a,> 0 and the columns of P(n) by PI > Pz > . . > Pd > 0, then we arrive at the following alternative notation for A:
where u = (n,, . . . . cld) and /z? = (/Ii, . . . . /Id). In such a notation d represents the length of the side of the so-called Durfee square DA of shape A which is the set of cells corresponding to the largest square which fits inside F,; for example, if A= (2, 1 (4,2) then DA is 2 x 2. We shall refer to this alternative notation as the Frobenius notation for I but we should remark that our conventions differ from the usual Friibenius notation in that the cells on the main diagonal are accounted for in the, p-vector. We let 1' denote the con&gale of 1, i.e., the partition that results by reading the columns of FA, and 1 denote the augmented partition corresponding to 1, i.e., I= (I,, . ..) &), where Ii= li+ k-i. For example, if i = (3, 3, 2, l), A' = (4,2, 2) and I= (6, 5, 3, 1) .
Let (i, j) denote the cell in the ith row and jth column of FL. The hook Hi, j corresponding to (i, j) consists of the cell (i, j) plus all the cells directly below or directly to the right of (i, j). The hook number of cell (i, j), denoted by hi,j, equals the number of cells in Hi,j and the content number of (i, j), denoted by ci, j, equals j -i. For example, the hook and content numbers for A = (3, 3, 2, 1) are given below. We let lP'(I/p), %(n/p), and s(,I/p) denote the set of all reverse plane partitions of shape A/p, the set of a column strict tableau of shape L/p, and the set of all standard tableaux of shape A/p, respectively. We also let U"(;C/p) denote the set of TE U(~/P) such that Ti,j< a for all (i, j) E 
THE GIAMBELLI DETERMINANTAL FORMULA
In this section we first give a combinatorial proof of Giambelli's determinantal formula [9] for the expansion of S2 in terms of hook Schur functions. A number of consequences are 'derived in the following sections. Given a permutation o E 9, and a tabloid T of shape A, we shall say that T is a o-tabloid if it satisfies the following three conditions:
(i) The entries of T are weakly increasing along the rows of a(A).
(ii) The entries of T are strictly increasing down the columns of P(A).
(iii) T,,,., < Ti,i+ r for i = 1, 2, . . . . d whenever i + 1 < Ai.
Condition (iii) is better understood pictorially -as follows:
We can represent a permutation cr E 9, by identifying its matrix with the Durfee square of I and marking the positions of the 1's. For instance o = (1)(23) would be represented as A l-tabloid T is a column-strict tableau of shape 1, where 1 denotes the identity permutation in S$.
This given we let X be the space of all pairs (a, T), where Q E Yd and T is a a-tabloid of shape 1. X is made into a weighted, signed space by setting where w(Ti) is the weight of the tableau Ti as defined in (1.2). It follows from (2.5) that a typical monomial that appears in the expansion of det 11 S,, , s,, II is of the form
where Ti is a column-strict tableau of shape (ai I /I,,). But We proceed to construct a weight-preserving, sign-reversing involution 8 on X, where the set of fixed points of 0, X8 is given by Xe = (( 1, T): TET(A)}.
(2.7)
This will prove the theorem in view of (2.6), since we clearly have
Given ((T, T) E %, T can fail to be a column-strict tableau in one of the following three ways:
(,I) There is a violation of column-strictness in U(A). (2) There is no violation of column-strictness in ~(2) but there is a violation of monotonicity along the rows of /?(A).
(3) The entries of T in x(,4) and /?(A) both form column-strict tableaux but there is a violation along the North-East boundary of the main diagonal of 2.
The involution 0 is defined separately according to these three cases as follows: so that T' is a a'-tabloid. Since the location of the rightmost and then the topmost violation of column-strictness is preserved, 0 is an involution. Clearly 8 preserves the weight of (a, T) and reverses its sign.
EXAMPLE.
The (1) Given a partition p and a tabloid T of shape p we set (2.9)
This is a consequence of Theorem 2.1 and the invariance property of 0. 1
DERIVATIONS OF HOOK FORMULAS FROM THE GIAMBELLI IDENTITY
In this section we shall show the power of the Giambelli identity by showing that the hook formulas for the number of standard tableaux, the ordinary weight generating function for the set of column-strict tableaux with bounded entries, and a new multivariate extension of the generating function for reverse plane partition all easily follow from it. The idea of all the derivations which follow is to show that the formula for hook shapes can be derived directly. Then we employ one of two basic determinantal identities to derive the general case. The two basic determinantal identities we shall need are given in our next lemma. Since 1943, Hillman and Grass1 [ 111 and later Greene, Nijenhuis, and Wilf [lo] gave different proofs of (3.7). The first bijective proof of the hook formula was constructed by Remmel and Whitney [IS]. This was followed by bijective proofs by Franzblau and Zeilberger [3] and Zeilberger [22] .
The fundamental step is (3.6), from which it follows that Next we consider the ordinary weight generating function for columnstrict tableaux with bounded entries. An explicit formula for the generating function Cr. nUCIJ qwofT) was first derived by Littlewood [14] and later Stanley [19] transformed Littlewood's formula to give the following explicit expression in terms of content and hook numbers, (3.12) where [n] = 1 + q + . . . + q"-' is the q-analogue of n. A bijective proof of (3.12) has been given by Remmel and Whitney [17] .
We can establish (3.12) in much the same way as we established (3.7). The main difference is that the special case of (3.12) for hook shapes is not quite so obvious. However, as our next proposition will show, this special case follows from rather straightforward manipulations of q-binomial coefficients. Next by grouping the terms appearing in the LHS of (3.13) by the value i of T,, 1 and applying (3.14) it is easy to see that c qWo(*' TET~((uI~)I
Comparing (3.15) with the RHS of (3.13) and multiplying both expressions where IV, is the ordinary weight of P defined in (1.1) .
This result has been established in several ways. It appears first in a paper of Stanley [19] and two combinatorial proofs have also been given: a very elegant one by Hillman and Grass1 [ll] and one which uses the Garsia-Milne involution principle [6] by Remmel and Whitney [17] . Using the invariance property of the involution 0 in conjunction with Theorem 2.1, we shall obtain a multivariate version of this hook formula which reduces to (3.24) by specializing the variables to q.
Before we proceed we need some preliminary observations. First of all given PE P(A), we define its weight W(P) by (2.8). Clearly W(P) reduces to qwotp) when we replace each of the variables xi-i by q. Now observe that (x0x, . . . X~,~~)(X~,XO~~~X1~~*)*~~~(X-~+,X-~+*~~~X~~-~ )k= n Xjej (i,j)El (3.25) so that (3.26) For n > 0, it will be useful to define
We put x0! = 1. This given, we have the following version of Corollary 2.2: 7-E n(&lB,)
Now factoring out the proper expressions from the determinant in (2.10) and using (2.2) and (2.3) yields (3.28) as desired. 1
It will be good to introduce some further notation here. With a partition (a I/?) in mind we set {x};= (1 -x*x2 . . . x,)( 1 -x2x3 . . . x,) . . . (1 -x,) {X}~j=(l-X~lX_2"'X-p,+1
)(1-x-2x~3~~~x~~,+J..(l-xp,+l) (3.30) Given (L j) E A the weight of its hook H, is defined as
In other words, we first label each cell (r, S) E 1 by x,-~. Then the weight of a hook is simply the product of the labels of its cells.
Suppose now 1= (a,1 /?,) is a hook. The following proposition has a straightforward bijective proof: Writing the right-hand side of (3.31) as a product of geometric series we have c W(P)= n c wwk.
PEP(I) (I,s)E~. k>O (3.32) We shall prove (3.31) by constructing a weight-preserving bijection between P(A) and the monomials that arise from the product (3.32). This is best illustrated by an example. Take ai = flj = 4: where the monomial is a term in the expansion of (1 -W(H,,) )-'. Now subtract 3 = P,, from the nonnegative entries in the first column of P,. 1 -W(H,,) )-').
Thus P corresponds to the term on the right-hand side of (3.32).
Note that using the notation introduced in (3.28) and (3.30), (3.31) can be restated as (3.33) 607/70/M Our aim is to show that (3.31) holds for an arbitrary partition A. In order to be able to state our results in terms of hooks, we also need the following result : where the factorial is defined as in (3.27).
Proof By a fundamental lemma of Frame, Robinson, and Thrall [2, Lemma 11, given (i, j) E A, the integers hi, and where D, denotes the Durfee square of A. Now we can state and prove our multivariate extension of (3.24). I, E, Finally, noting that n'= n l i j 1 -UiUj (i,j)sDi ' -W (H,) and cancellmg C,, , 8J from both sides of (3.39), we obtain (3.36). 1 EXAMPLE.
Let Iz = (32). Then the cells of A are labelled as
We have
We note that Theorem 3.5 seems to have not been previously observed in the literature; however, it is not difficult to see that the Hillman-Grass1 bijection [ 111 which proves (3.24) also proves Theorem 3.5. Also, a number of results will follow from Theorem 3.5 by specializing the variables of (3.36), a typical example of which is the following. 
EXTENSIONS TO WINGED SKEW SCHUR FUNCTIONS
The main purpose of this section is to extend the Giambelli determinantal formula to winged skew Schur functions. Now recall that we obtain a winged skew shape from a Ferrers diagram of shape A by adding a column of length k > 0 on top of the last cell in the first row of F* and a row of length 13 0 to the left of the bottom cell in the first column. The main fact to observe is that in the proof of Theorem 2.1 the involution 0 never modifies either the rightmost cell in the first row or bottom cell in the first column of any a-tabloid T. Thus the.proof goes through verbatim if we add a column on top of the last cell for every row corresponding to ~1, and a row to the left of the bottom cell of every column corresponding to /?,. The result will yield an expansion of an arbitrary winged skew Schur function SCl,k,,,(~) as a determinant of winged skew Schur functions derived from hook Schur functions. That is, we have the following. 
It thus follows that
We note that a similar calculation of n,,, for the shapes pictured above using the Jacobi-Trudi identities would require the evaluation of either an Ix 1 or (k + 2) x (k + 2) determinant of binomial coefficients. Now we can calculate the number of standard tableaux T of shape [(k ] I), 0, l] by observing that either 1 is in the bottommost leftmost cell and hence 2 is in the upper corner square so that there are ("+i-') such standard tableaux or 1 is in the upper corner square so that we must choose k elements from 2 9 . . . . k + I+ 1 to put in the first row and then have I-1 ways to arrange the remaining elements resulting in ( "L') (I -1) standard tableaux of the second type. That is, We note that these formulas show the impossibility of any simple product formula for ni.lP for arbitrary skew shapes. For example, the final factors on the RHS of (4.4) and (4.7) cannot be simplified or eliminated since if k = 7 and I= 11, the factor [(I-l)(l+k)-k] in (4.4) equals 173, which is prime, and similarly if k = 9 and I= 5, the factor [ (:)(1(1-1) + k(21+ 2k -1)) -k] = 2621, which is also prime.
