Many researchers are quite skeptical about the actual behavior of neural network learning algorithms like Backpropagation. One of the major problems is with the lack of clear theoretical results on optimal convergence, particularly for pattern mode algorithms.
Introduction
A remarkable aspect of the current debate on neural networks concerns the theoretical foundations of commonly used learning algorithms.
As far as optimal convergence is concerned, Minsky and Papert, in their extended edition of Perceptron 1], give an intriguing epilogue on PDP's novel issues. They point out that what the PDP group call a \powerful new learning result" is \nothing more than a straightforward hill-climbing algorithm". Minsky and Papert's issues call for the need to give optimal learning a clear theoretical foundation.
Recently, some e orts have been made to understand the behavior of batch mode Backpropation by the analysis of the shape of the error surfaces. In particular, the emphasis has been placed on the problem of local minima and on conditions that guarantee their absence 2, 3, 4, 5, 6, 7] .
To the best of our knowledge, however, no attempt has been made to investigate the optimal convergence of on-line Backpropagation 1 , that is used successfully in many practical applications. As earlier pointed out in 8], the on-line updating departs to some extent from the true gradient descent, particularly when the learning rate is not small enough with respect to the number of training patterns. On the other hand, the on-line updating is not just an approximation of gradient descent and, most of the time, has a signi cantly di erent behavior.
From an experimental point of view, the analysis reported in this paper is motivated by the need to explain the reasons of the successful results that are found in many di erent practical applications of on-line Backpropagation. The research reported in this paper, however, has not been mainly conceived for comparing theoretically the optimal convergence of Rosenblatt's PC learning algorithm 9] and Backpropagation. We give a theoretical result, that turns out to be the companion of Rosenblatt's PC theorem 9] for feedforward networks, stating that the optimal convergence is reached under some assumptions on the weight space and for linearly-separable patterns. The conditions given for the optimal convergence are only su cient and, therefore, unlike the perceptron learning algorithm that cycles when learning nonlinearly-separable patterns 2 , on-line Backpropagation still has a chance to succeed. The theoretical result given in this paper has an intriguing relationship with the local minima analysis of the cost given in 4], which implies that, in the case of linearly-separable patterns, the optimal convergence is guaranteed for batch mode learning. A remarkable result of this paper is that, with the chosen on-line weight updating equation, the optimal convergence is guaranteed independently of the learning rate, that is also when the learning trajectory departs signi cantly from that of batch mode Backpropagation.
Formulation of on-line learning
In this section, we de ne the formalism adopted throughout the paper, and review brie y the on-line learning scheme. For the sake of simplicity, we consider the task of classifying two classes only. The general case of c classes can be analyzed using the modular architecture assumed in 4], which is composed of one sub-network for each output.
We consider a network N having one hidden layer and one output neuron only. The output will be referred to as The activation of the output neuron a o is computed as:
where v k is the weight which connects the hidden neuron k to the output, v b is the bias of the output neuron, X b : = X 0 ; 1] 0 is the expanded hidden output vector in order to include the bias term, and V :
= v 1 ; : : :; v n ; v b ] 0 . Like for the hidden neurons, the output x o is computed as x o = f(a o ).
The learning process is based on a set of supervised patterns. They are collected into Q input/target pairs, where each pattern is associated with its class. According to the previous de nition, the learning environment L e can be partitioned into the following sets:
These sets collect the positive and the negative patterns of the learning environment.
Given the pair (N; L e ), the output-target tting is measured by means of the cost function E(N; L e ) :
where
and \ 0 " stands for di erentiation with respect to . This threshold LMS error has been introduced by Sontag 
The delta errors for the output neuron are:
By using the de nitions of + and ? (eq. (6) not reached the target yet. In this paper, we are interested in a special form of pattern mode scheme, where the weights are updated according to
where the learning rate parameters i (W; q) and o (W; V; q) depend on the neuron. As suggested by many researchers, we follow the principle of increasing the learning rate in the case of saturated neurons.
Related approaches can be found in 11, 12] . A possible way to accomplish this principle is that of choosing i (W; q) = =f 0 (a i (W; q)) and o (W; V; q) = =f 0 (a o (W; V; q)).
In the on-line learning, the variables in equation (9) depend on the current pattern q = 0; : : :; Q?1, that is expressed as a function of the iteration step k as q = k mod Q . As pointed out by Le Cun et al. 13] , empirical studies (supported by theoretical arguments) lead to conclude that the on-line updating learning scheme converges much faster than the true gradient, expecially on large, redundant data bases.
Optimal convergence of on-line Backpropagation
The following analysis has been inspired by the theoretical result given by Rosenblatt 9] 3 . We prove a related theorem that guarantees the optimal convergence of on-line Backpropagation.
De nition 1 A set of patterns is linearly-separable if there exists a vector A 2 R m+1 such that:
Without limitation of generality, we can always choose A such that jjAjj = 1. 
being A 2 R m+1 the hyperplane which separates the training data.
Proof: Let us consider the generic hidden neuron i. The Backpropagation rule yields
If we substitute this relationship into the rst of equations (9) and sum up to time step K, we obtain 
3 The rst proof of the optimal convergence of the perceptron algorithm in the case of linearly-separable patterns was outlined by Rosenblatt 9] . A proof of this theorem can also be found in 1, 14] . (16) Proof: Let us consider equation (9) which describes the evolution of the input weight vector W i for each hidden neuron when using the on-line learning rule. If we sum up to epoch K and take the Euclidian norm of each term, because of the triangular inequality, we derive:
Using the Backpropagation rule of equation (12) 
The denominator of the last term of the previous inequality is O(K 
Remark 1 The on-line algorithm uses a variable learning rate
A remarkable result of Theorem 1 is that the optimal convergence of on-line Backpropagation for linearlyseparable patterns is gained when using the learning rate i (W; q) = =f 0 (a i (W; q)), independently of . If we consider that, in the case of linearly-separable patterns, the error surface is local minima free for feedforward networks with one hidden layer 4], one would be inclined to accept as \reasonable" the optimal convergence of on-line Backpropagation for \small" learning rates. In that case the algorithm approaches the true gradient descent. However, the theoretical result on optimal convergence sounds more surprising if we do not place an upper bound to the learning rate. At least, the theoretical result given in this paper cannot be reduced to a special case of the one gained in 4].
Notice that, in the case in which the initial weights are chosen such that W i (0) = 0, the cosine of the angle between W i and the separating plane vector A is independent of the learning rate. This gives an intuitive explanation of the somewhat surprising result concerning the learning rate. This result is strictly related to Rosenblatt's PC theorem 9, 1, 14].
Obviously, in order to make the on-line algorithms e ective in terms of computational resources, the learning rate must be properly chosen, since large values of are likely to lead to saturated con gurations with a consequent drop in e ciency. Remark 2 The assumption v i 2 v min ; v max ]; 8i = 1; n:
In the case of symmetrical squashing functions, we can restrict the search for the optimal solution in a weight space with the constraint v i v min , being v min 2 R + any positive real constant. This can be assumed without loss of generality since any solution with a negative v i can be obtained by an inversion of the sign of W i . A general discussion on this topic can be found in 15, 16] . Notice that, when removing this constraint, that is needed by Lemma 1, the optimal convergence is no longer guranteed. For instance, the null weights con guration, that violates the constraints, leads to the well known \paralysis". Lemma 2 requires to impose the constraint v i < v max and, therefore, the convergence theorem holds for weights connecting the hidden to the output units that are constrained in v min ; v max ]. Notice that, because of the use of threshold LMS cost functions, in no way is the constraint v i < v max restrictive. 
Conclusions
In this paper, we have proven the companion of Rosenblatt's PC theorem for feedforward networks stating that on-line Backpropagation is guaranteed to converge to an optimal solution in the case of linearly-separable patterns.
To some extent, this result is an attempt to address some of the theoretical questions on optimal convergence raised by Minsky and Papert in their intriguing epilogue on connectionist models 1].
A somewhat surprising result is that the optimal convergence is guaranteed with no upper bound on the learning rate.
This suggest that on-line algorithms should not be considered necessarily as an approximation of batch mode schemes, and that, at least in the case assumed in this paper, the optimal convergence of on-line algorithms can also be given a clear theoretical foundation that need not to rely on the shape of the cost function.
