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1. INTRODUCTION 
In the study of boundary-value problems for the differential equation 
(P(X)Y’>’ + f(X)Y = 0, on a<x<co, (1.1) 
with p(x) > 0, f(x) > 0, Barrett [2, p. 5581 established relationships with 
boundary-value problems for the “reciprocal” equation 
(p*(x)z’)’ +f*(x)z = 0, p” =f-1 f” = p-l, (14 
under either the hypothesis s” p-l = 00 or the hypothesis j”f = co. 
Barrett [3, p. 261 extended certain of these results to fourth-order differential 
equations 
(my”)” - P(X)Y = 0, (1.3) 
r(x) > 0, p(x) > 0 on [a, oo), by consideration of the “reciprocal” equation 
(Y”/PW’ - WWY = 0. (1.4) 
It is known [l] that considerable duality exists between disconjugacy 
criteria involving the differential system 
y’ = Gz, z’ = -Fy, (1.5) 
and the differential system 
y’ = Glz, z’ = -Fly, G, = F, Fl = G. (1.6) 
Section 3 of the present paper shows that this duality persists under lighter 
hypotheses than were used previously [l, Theorem 4.61. As a result, the basic 
criteria of that paper [I, Theorems 4.1 and 4.2) can now be phrased in a 
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manner such that the statements of the dual results [ 1, Theorems 4.3 and 4.41 
may be obtained simply by reversing the roles of F and G. Section 3 also 
contains a new sufficiency criterion for disconjugacy for large x as well as a 
variational criterion for disconjugacy for large x. Section 4 gives some relation- 
ships between disconjugacy problems and focal point problems which are 
extensions of certain of the above-mentioned relationships obtained by 
Barrett. Section 5 involves specific applications of the above results to even- 
order equations of the form 
(y(n)/r)(@ + (- l)n+ipy = 0, r > 0, p > 0. 
In particular, Theorem 5.3 extends Theorems 1.1 and 2.1 of Barrett [3]. 
Matrix notation is used throughout; in particular, matrices of one column 
are called vectors, all identity matrices are denoted by the common symbol E, 
and 0 is used indiscriminately for the zero matrix of any dimensions. The 
conjugate transpose of a matrix His denoted by H*, and His called Hermitian 
whenever H* = H. The symbol A(H) is used to denote the least proper 
value of an n x n Hermitian matrix H. If H and K are n x 11 Hermitian 
matrices, we write H > K [H > K], to indicate that H - K is a nonegative 
[positive] definite matrix. The symbol X’is used throughout to denote a fixed 
subinterval (a0 , cc), a, 3 -CO of the real line. An n x n Hermitian matrix- 
valued function H = H(x) on X will be referred to as nondecreasing 
[increasing], whenever a() < Xl < x2 < 00 implies H(x,) > H(x,), 
M32) > Wxdl. If& is a subinterval of X, we say that a matrix of complex- 
valued functions on X,, has a property of boundedness, differentiability, 
continuity, or integrability on X0 if and only if all entries of the matrix have 
that property on X,,; the classes of all matrices of functions which on arbitrary 
compact subintervals of X,, are Lebesgue integrable, a.c. (absolutely 
continuous), and measurable and essentially bounded are denoted, respec- 
tively, by L.Z(X,,), %(X0), and P’(X,). If c is an accumulation point of X, we 
say that a matrix H(x) on X has a limit K at c whenever each entry of H(x) 
has the corresponding entry of K as a limit at c. Also, sp H(t) dt is said to 
exist whenever each entry of sr H(t) dt has a finite limit at co. A particular 
condition is said to holdfor large x if and only if there exists a point c in X such 
that the condition holds on [c, co). 
2. FORMULATION OF THE PROBLEM 
Suppose that A, B, and C are n x n complex matrix-valued functions in 
Z(X) with B(x) and C(x) Hermitian for each x in X : (a, , co). If U and V are 
n x r matrices, r > 1, the symbol (U; V) will denote the 2n x Y partitioned 
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matrix (U* Y*)*. If U and V are n x Y complex matrix-valued functions 
with domain X, then (U; V) will be said to be a solution of the differential 
system 
U’=AU+BV, V’ = CU - A*V, (2-l) 
whenever U and V are in 2l(X) and satisfy Eqs. (2.1) a.e. (almost everywhere) 
on X. 
If D is a fundamental matrix for 
D’=AD (2.2) 
on X, then under the transformation 
U=DY, T/ = D*-12 (2.3) 
the system (2.1) reduces to the system (1.5), where the matrix-valued functions 
G and F are given by 
G = D-lBD*-1 > F = -D*CD. (2.4) 
Similarly, the differential system 
U’ = -A*U - CV, V’=-BU+AV (2.5) 
is equivalent to system (1.6). The differential system (2.5) will be referred to 
as the reciprocal system to system (2.1). Since the system (1.5) [( 1.6)] is a 
special case of the formally more general system (2.1) [(2.5)] the system (1.6) 
will be referred to as the reciprocal system to system (1.5). It will be shown in 
Section 5 that this terminology is consistent with that introduced by Barrett 
[Z, p. 558, 3, p. 261, for scalar differential equations of orders two and four. 
Two distinct points, b and c, in X are said to be conjugate relative to system 
(2.1) [(2.5)] whenever there exists a 2n x 1 solution (u; w) of system (2.1) 
[(2.5)] such that u(b) = 0 = u( ) c an u x is not identically zero between 6 d ( ) 
and c. If X,, is a nondegenerate subinterval of X, then system (2.1) [(2.5)] is 
said to be disconjugate on X,, as in [l, p. 2731, whenever no two distinct points 
of X,, are conjugate relative to system (2.1) [(2.5)]. Since system (1.5) [(1.6)] 
is a special case of the system (2.1) [(2.6)] any definition made for system (2.1) 
[(2.6)] applies to system (1.5) [(1.6)]. 
System (2.1) will be said to be identicalZy normal on X whenever the only 
2n x 1 solution (u; V) of system (2.1) for which u(x) vanishes identically on a 
nondegenerate subinterval of X is the trivial solution (u; u) = (0; 0). 
Under the assumption that B and C are Hermitian if (Vi; V,), (i = 1, 2), 
are solutions of system (2.1) on X, then the matrix-valued function 
lJ,*V, - V,*U, is a constant on X since it has zero derivative a.e. on X. 
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Following Reid, [8, p. 5761, a solution (U, V) of system (2.1) is called a 
matrix of conjoined solutions whenever U* V - V* U = 0 on X. 
The symbol $3(G > 0) will be used to denote the hypothesis that the n x n 
complex matrix valued functions G and F are in U(X) with G and F hermitian 
and G nonnegative definite on X. If, in addition to !+j(G 3 0), we have F 
nonnegative definite on X, we denote the combination of hypotheses by 
Sj(G > 0; F > 0). Analogous definitions are made for the reciprocal system. 
An n x n Hermitian nonnegative definite matrix-valued function K in 
9(X) is said to satisfy condition !Rn,(K) if and only if for each point b in X, 
there exists a point c in (b, co) such that ji K(x) dx is positive definite. 
For a nondegenerate closed subinterval [a, b] of X, let B&a, 61 denote the 
class of n-dimensional complex vector-valued functions r] in ‘%[a, b] with 
~(a) = 0 for which there exists an n x 1 complex vector-valued function [ in 
ym[a, b] such that 7’ = Gc a.e. on [a, b]. Let 900[a, b] be the class of 
functions 7 in S@a*[a, b] such that 7(b) = 0. 
Under hypothesis %(G > 0), for a in X, let (Y( , a); Z( , a)), [(Y,( , a); 
Z,( , u))], denote the solution of system (1.5) such that (Y(a, a); Z(a, a)) = 
(0; E), [(Yo(a, a); Zo(u, a)) = (E; O)]. Observe that (Y( , a); Z( , a)) and 
(Y,,( , a); Z,,( , a)) are matrices of conjoined solutions of system (1.5). 
3. DUAL SYSTEMS 
The following theorem is basic to the duality of disconjugacy criteria for 
systems (1.5) and (1.6). 
THEOREM 3.1. If hypotheses $3(G 2 0; F 2 0), ‘3&(F), and ‘SZ,(G) hold, 
then the following ten conditions are equivalent: 
(i) System (1.5) is disconjugate for large x; 
(ii) System (1.6) is disconjugate for lurge x; 
(iii) [(iii)‘] F or ar e x there exists un n x n Hermitiun [nonsingular 1 g 
Hermitian] solution of 
W’=F+ WGW (3.1) 
(iv) [(iv)‘] F or I urge x there exists an n x n Hermitian [nonsingular 
Hermitian] solution of 
W’=G+ WFW; (3.2) 
(v) [(v)‘] There exists a 2n x n matrix of conjoined solutions (Y; Z) of 
system (1.5) such that the matrix Y(x) [Z(x)] is nonsingular for large x; 
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(vi) [(vi)‘] There exists a 2n x n matrix of co?joined solutions (Y; Z) of 
system (1.6) such that the matrix Y(x) [Z(x)] is nonsingular for large x. 
The word solution when used in connection with system (3.1) [(3.2)] on an 
interval X,, means an n x n element W of %(X0) such that system (3.1) 
[(3.2)] holds a.e on X0 . 
We first give a self-contained proof of the known result that under 
hypotheses J3(G > 0) and ‘&(G), we have the implications (i) tj (v) u (iii). 
Suppose that a is a point of X such that system (1.5) is disconjugate on 
[a, cc) and b is a point of (a, co) such that s: G(t) dt is positive definite. Let 
c be a point of (b, 00) and let 7~ be a constant n-vector such that Y(c, a)rr = 0. 
Then the function (y; z) determined by (y(x); z(x)) = (Y(x, a)~; Z(x, a)~) 
is a solution of system (1.5) with y(a) = 0 = y(c). Since a and c are not 
conjugate, y(x) must vanish identically on [a, c]. From system (1.5) we 
conclude that a(~) = r on [a, c] and (c G(t) dt)rr = 0. Hence r = 0 and 
Y(x, a) is nonsingular for b < x < CO. 
If (Y; Z) is a 2n x n matrix of conjoined solutions of system (1.5) with 
Y(x) nonsingular for x > a, then W = -ZY-l is an n x n Hermitian 
solution of system (3.1) on (a, co). 
Suppose that W is an n x n Hermitian solution of system (3.1) on (a, co) 
while b and c are points of (a, co) with b < c. Suppose also that 7 E 9&b, c] 
with 5 E P’[b, c] such that 7’ = G< a.e. on [b, c]. Then for the quadratic 
functional defined by 
431, 5; b, cl = 1’ K*G5 - 7*Wj 4 (3.3) 
b 
we have 
I[?, 5; 4 ~1 = Ih, 5; b, cl + J’: (rl*Wd’ dt 
(3.4) 
= i )i* +,*W)G(t + Wdt 20 
with equality holding whenever 0 = G(< + W7) = 7’ + GW7 a.e. on [b, c]. 
Since 7(b) = 0 and solutions to initial value problems of 7’ = -GW7 are 
unique, we conclude that I[ , ; b, c] is positive definite on 9Jb, c]. If 
(y; z) is a 2n x 1 solution of system (1.5) with y(b) = 0 = y(c), then 
I[y, z; b, c] = 0 and y(x) = 0 on (b, c). F or motivation for this method of 
proof, see [4, p. 46 and 10, pp. 6786791. 
Observe that (Y; Z) satisfies (v) [(v)‘], whenever (Yi; Z,) = (-Z; Y) 
satisfies (vi)’ [(vi)]. It then follows that conditions (i), (iii), (v), and (vi)’ are 
equivalent. Symmetry of the hypotheses in G and F assures that conditions 
(ii), (iv), (vi), and (v)’ are equivalent. 
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Suppose that a is a point of X such that system (1.5) is diconjugate on 
[a, CO) and b is a point of (a, co) such that sf: G(t) dt is positive definite. Then, 
as shown above, the matrix Y(,, u) is nonsingular for all x in (b, co). Also 
W(x) = -2(x, u)Y-l(x, a) is Hermitian and satisfies Eq. (3.1) on (b, co). 
Hence b < xi < x2 implies 
W(xJ - W(x,) = /“F(t) dt + 1” W(t) G(t) W(t) dt 3 0 
21 Xl 
and thus W is nondecreasing on (6, co). Condition 9&(F) implies that for 
each point xi in (b, co), there exists a point x2 in (xi, co) such that 
W(x,) > W(x,). Therefore, the proper values of W are nondecreasing on 
(b, co) [ 1, property (3O), p. 2751, and no proper value of W can be constant on 
an interval of the form (c, CO). Hence there exists a point din (b, CO) such that 
all n proper values of W are nonzero on (d, co) and consequently W and 
Z( , a) are nonsingular on (d, a). We have shown that (i) implies (iii)’ and 
(v)‘. Symmetry of the hypotheses in G and F allows us to conclude that (ii) 
implies (iv)’ and (vi)‘. 
Since (i) implies (v)’ and (v)’ implies (ii), we know that (i) implies (ii). 
Similarly (ii) implies (i). The theorem follows upon noting that (iii)’ [(iv)‘] 
implies (iii) [(iv)]. 
The following theorem unifies Theorems 4.1 and 4.3 of Ref. [l] in the 
sense that the statement of the dual result is obtained by interchanging 
G and F. 
THEOREM 3.2. Suppose that hypotheses $j(G > 0; F >, 0) and 9&(F) hold, 
and there exists a point a in X such that h(c G(t) dt) + co as x -+ 00. Then 
system (1.5) is disconjugute for large x if and only if the improper matrix integral 
Jam F(t) dt exists and for large x there exists a continuous n x n Hermitian 
matrix function W such that for large x the improper matrix integral 
jz W(t)G(t)W(t) dt exists and we huwe 
W(x) = ImF(t) dt + /m W(t) G(t) W(t) dt. 
Lx z (3.5) 
Notice that the hypotheses of Theorem 3.2 imply condition %i(G). Indeed, 
for each b in X and fixed unit vector n, we have 
“*(J;G(t)dt)?r=v*(/;G(t)dt)rr-vr*(S:G(t)dt)n+co, 
as x + co. This result and the observation that s: G(t) dt is nondecreasing in x 
imply that X(jz G(t) dt) -+ co, as x --+ co, due to a result of Reid [9, p. 991, 
or [I, property (lo), p. 2751. Hence g,(G) follows. Also if W is as in the 
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conclusion of Theorem 3.2, then W(x) is nonsingular for large x. This follows 
from the fact that cF(t) dt, and hence W(x), is positive definite for large x. 
It is not known if hypothesis ‘9&(F) may be removed from Theorem 3.2. 
Suppose that the hypotheses of the dual of Theorem 3.2, viz., 
4j(G 2 0; F > 0) and ‘9&(G), hold, and there exists a point a in X such that 
h(JzF(t) dt) ---f co, as x -+ co. Application of Theorem 4.3 of Ref. [l] gives 
the dual of Theorem 3.2. 
Let G, = F and Fl = G on X. The hypotheses of Theorem 3.2 imply 
that hypotheses $r(G, 3 0; Fl > 0) and 9Z1(G1) hold, and there exists 
a point a in X such that h(ftF,(t) dt -+ CO, as x --+ CO. Therefore, !9&(F,) 
holds. Application of the dual of Theorem 3.2 to system (1.6), together with 
parts (i) and (ii) of Theorem 3.1, yields Theorem 3.2. 
It is to be noted that the hypotheses of Theorem 3.2 do not contain the 
assumption of identical normality. In addition, due to Theorem 3.1, the 
assumption of identical normality may be removed from Theorem 4.2 of 
Ref. [l] because Theorem 4.4 of that work has no such assumption. 
The following theorem gives a set of conditions which form a partial dual 
to the sufficient conditions for disconjugacy for large x which were given in 
Corollary 1 to Theorem 5.1 of Ref. [l]. 
THEOREM 3.3. Suppose that the hypotheses $j(G 3 0; F > 0), &(F), and 
gZ,(G) hold. If there exists a point a in X together with a real-valued function 01 
of class C’ on [a, a~) with U(X) nonzero and a’(x) positive for a < x < 00 
such that sz a(x)G( x ) d x exists and F/U’ is essentially bounded on [u, co), then 
for each real number c the system 
y’ = G(x)z, 
is disconjugate for large x. 
2’ = -cF(x)y (3.7) 
If c < 0, it follows from a criterion of Reid, [13, p. 6781 or Ref. [l, 
Theorem 2.11, that system 3.7 is disconjugate on every subinterval of X. 
If c > 0, then $j(G > 0; F 3 0) implies 4j(G 3 0; cF 3 0), ‘Sl(F) implies 
&(cF), and cF/or’ is essentially bounded ifF/ 0~’ is essentially bounded. Hence it 
suffices to establish the theorem for c = 1. Observe that if the hypotheses of 
Theorem 3.3 are satisfied, then the hypotheses of Corollary 1 to Theorem 5.1 
of Ref. [l] are satisfied for the reciprocal Eq. (1.6); hence this equation is 
disconjugate for large x and system (1.5) is disconjugate by the above 
Theorem 3.1. 
To aid in stating the following theorem, we introduce an additional 
quadratic functional defined by 
4,h 5; 4, bl = 5” [5*R - rl*Erll 6 0 
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and we let g,[u, b] denote the class of vector-valued functions 7, which 
are a.c. on [a, b], for which ~(a) = 0, and there exists a vector 5 in “Epm[u, b] 
such that 7’ = F[ a.e. on [u, b]. The following theorem is a consequence of 
Theorem 3.1 above and Theorem 3.3, parts (i) and (v) of Ref. [l]. 
THEOREM 3.4. Suppose that hypotheses $3(G > 0; F 3 0) and 9&(G) 
hold and there exists a point a, in X such that SE1 F(t) dt is increasing on X and 
A(jzl F(t) dt) -+ co us x -+ co. Then system (1.5) is disconjugute fw large x ;f 
and only if there exists a point a in X such that for each point b in (a, c)o), the 
functional I,[ , ; a, b] is positiwe definite on g ,[u, b]. 
Suppose that @,[u, b] is the set of n x 1 vectors 7 in ‘%[a, b] such that 
T(U) = 0 for which there exists an n x 1 vector 5 in P’[u, b] such that 
7’ = --A*v - C[ a.e. on [a, b]. Let Ii[ , ; a, b] denote the quadratic 
functional determined by 
WI, 5; a, 4 = s” (5*(X + v*&) dt. a 
COROLLARY. Suppose that A, B, and C are n x n matrices in L?(X) with 
B(x) > 0 and C(x) <'Of or x in X, system (2.5) is identically normal on X, and 
D is u fundamental mutrix of D’ = AD on X such that (i) for each point b in X 
there exists a point c in (b, co) such that 
s ‘D-l(x) B(x) D*-l(x) dx b 
is positive definite, and (ii) if c is u point of X, then 
n* [j-D*(t) C(t) D(t) dt] ST + - 00 as x-boa 
c 
for every constant unit vector r. Then system (2.1) is disconjugute fw large x if 
and only if there exists a point a in X such that for each point b in (a, 00) the 
functionulIJ , ; a, b] is negative definite on gi,[u, b]. 
Let vi be in e,[u, b] and <r be an n x 1 element of -P[u, b] such that 
711 = F& a.e. on [a, b]. If 7 = D*-lql and 4 = DC1 , then 7 is in &.[a, b] 
and 4 is in P’[u, b] and satisfies the equation 7’ = --A*7 - C[ a.e. on [a, b]. 
Also 
4,h, 51 ;a, 4 = --Ih 5; a, 4 
Hence, if &[ , ; a, b] is positive definite on .@,[a, b], then IJ , ; a, b] is 
negative definite on 9&.[u, b]. The converse statement follows in a similar 
manner. 
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The above corollary is a partial dual to the criterion of Reid 19, Corollary 1 
to Theorem 3.21, which gives necessary and sufficient conditions for discon- 
jugacy on [a, co). The following section is devoted to the study of relationships 
between boundary value problems for systems (1 S) and (1.6) on intervals of 
the form [a, co). 
4. RELATIONSHIPS BETWEEN BOUNDARY VALUE PROBLEMS 
ON INTERVALS OF THE FORM [a, co) 
For the discussion of this paragraph, suppose that hypotheses $$G > 0; 
F 3 0) holds and a is a point of X. Observe that there exists an open interval 
X0 containing a on which Y,,(x, a) is nonsingular. Due to a result of Reid 
[lo, Theorem 5.2) X0 contains no point which is conjugate to a. Thus, 
if a has a conjugate point in (a, co), then the set of right hand conjugate 
points of a is bounded away from a. It can be shown that if a has a right hand 
conjugate point, then a has a least right hand conjugate point which shall be 
denoted by the symbol ~(a). If a has no right hand conjugate point, we say 
that ~~(a) does not exist. In particular, in the case where c G(t) dt is positive 
definite for all x in (a, CO), the matrix Y(x, a) is nonsingular for all x in (a, co) 
if and only if or fails to exist; and if Q(U) exists, then it is characterized as 
the least point x of (a, co) at which Y(x, u) is singular. If there exists a point 
b in (a, co) such that Z(6, a) is singular, then we let pi(u) denote the first 
point x of (a, co) at which 2(x, a) is singular. If 2(x, a) is nonsingular for all 
x in (a, co), then we say that ~~(a) does not exist. Similarly, for a in X we let 
Q*(U) denote th e fi t rs conjugate point of a on (a, co) with respect to system 
(1.6) if a has a conjugate point on (a, co). Equivalently, Q*(U) is the least 
point b in (a, co), if one exists, such that the boundary value problem (1.5) 
with z(u) = 0 = x(b) h as a 2n x 1 solution (y; z) with z(z) + 0 on (a, b). 
If there exists a point b in (a, co) such that Ys(b, a) is singular, then we let 
~~*(a) denote the first point x of (a, co) at which Y,,(x, a) is singular. Equiv- 
alently, pi*(u) is the first point b in (a, co), if one exists, such that the boundary 
value problem (1.6) with y(a) = 0 = x(b) has a nontrivial 2n x 1 solution 
(Yi 4. 
We now give an extension of Theorems 1.1 and 2.1 of Barrett [3] and 
Theorem 4.1 of Hunt [6]. 
THEOREM 4.1. Suppose that hypothesis $(G > 0; F 3 0) holds, and a is a 
point of X such that sz G(t) dt is positiwe dejnite fog all x in (a, a). Ij ~~(a) 
exists, then ~~(a) and ~~*(a) exist and do not exceed q,(a). In addition, suppose 
that SzF(t) dt is positive de$nite for all x in (a, a). Then the existence of either 
~~(a) OY ~~*(a) implies the existence of both ~~(a) and ~~*(a). 
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Suppose that qr(a) exists and 2(x, u) is nonsingular for all x in [a, ~(a)]. 
Let W(x) = Y(x, a).P(x, u) f or a < x < ~(a). Then IV is Hermitian and 
satisfies Eq. (3.2) on [a, ~~(a)]. Hence 
W(x) 2 Ix G(t) dt > 0 for a < x < ~(a), 
0 
contrary to the singularity of Y(Q(u), a). 
If ~~(a) exists and YO(x, a) is nonsingular for all x in [a, ~(a)], then 
(Y,,( , a); .Z,( , u)) is a 2n x n matrix of conjoined solutions of system (1.5) 
with Ya(x, a) nonsingular for a < x < q,(a), contrary to the existence of 
~~(a) [IO, Theorem 5.21. 
The final statement of the theorem follows upon reversing the roles of 
system (1.5) and (1.6). 
The following result is a consequence of Theorem 3.3 of Ref. [l] and 
Theorem 4.1 above. 
THEOREM 4.2. Suppose that hypotheses !+j(G > 0; F > 0) and !J&(F) hold 
and a is a point of X such that si G(t) dt is positive dejnite for all x in (a, CD). 
!f h(g G(t) dt) -+ co us x -+ co and ~~(a) exists, then ~~(a) and ~~*(a) exist. 
In view of the duality evidenced in Theorems 3.1 and 4.1 one might expect 
that the roles of G and F could be reversed in Theorem 4.2. Barrett showed 
that this could not be done even in the case n = 1, [2, Lemma 3.11. The 
next result is an extension of that observation of Barrett. 
THEOREM 4.3. Suppose that hypothesis $j(G > 0; F > 0) holds, systems 
(1.5) and (1.6) are identically normal and a is a point of X such that 
h(cF(t) dt) ---f co as x + co. If system (1.5) is disconjugute on [a, co), then 
Z( , a) has exactly n singularities on (a, CO), where singularities of order k are 
counted k times. 
Let c be a point of (a, co] such that 2(x, a) is nonsingular for a < x < c. 
For W, defined by W, = Y( , u)Z-l( , u) on [a, c), we have an n x n 
Hermitian solution of Eq. (3.2) on [a, c). Hence W,(x) 3 j-z G(t) dt > 0 
for a < x < c. Since Y(x, u) is nonsingular for a < x < co, let W = 
-Z( , a)Y-l( , a) on (a, CO). Then W is an n x n Hermitian solution of 
Eq. (3.1) on (a, co). Hence a < x1 < x2 implies 
W(xz) - W(q) > f’F(t) dt > 0, 
El 
and W is increasing on (a, co). Also, for every constant unit vector rr, we 
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have ~*W(z+r -+ CO as x -+ 00. Thus all proper values of W are increasing 
on (a, co) and have limit 03 at 03. Therefore, there exists a point din (a, 0~)) 
such that W(x) is positive definite for d < x < co. Since W is negative 
definite on (a, b), each proper value of W has exactly one zero on (a, co). 
Thus W, and consequently Z( , a), h as exactly n singularities on (a, co), 
where singularities of order k are counted k times. 
THEOREM 4.4. Suppose that hypothesis $j(G 2 0; F > 0) holds and 
a is a point of X swh that g G(t) dt is positive dejnite for all x in (a, a). 
If h(a) does not exist, then the improper matrix integral sz F(t) dt exists and 
there exists an n x n Hermitian positive definite solution W of 
W’+F+WGW=O (4.1) 
on (a, co), such that the relation 
j-1 F(t) dt < W(x) < (11 G(t) dt)-’ (4.2) 
holds for a < x < CO. 
For a < x < 00, let W,(x) be Y(x, u)Z-l(x, a). Then W, is Hermitian, 
satisfies Eq. (3.2) on [a, co), and hence W,(x) > c G(t) dt for a < x < oz. 
Therefore, W, is positive definite on (a, 00’). If W is defined as WC’ on (a, co), 
then W is Hermitian, positive definite, and satisfies Eq. (4.1) on (a, co). If 
a < b < x, then 
W(b) > W(b) - W(x) 3 j;F(t) dt. 
Since JFF(t) dt is nondecreasing in x and bounded above by W(b), the 
improper integral jr F(t) dt exists and is bounded by W(b). 
5. AN EXPLICATION TO SELF-ADJOINT SCALAR 
QUASI-DIFFERENTIAL EQUATIONS OF EVEN ORDER 
For the purposes of this section, let r, pi ,..., p, be nonnegative real-valued 
functions in 9(X) with Y and p, positive throughout X. Let A, B, and C of 
system (2.1) be given by A,i+l(x) = 1, (i = l,..., n - l), B,,(x) = r(x), 
and C,,(x) = -~,-~+i(x), (i = l,..., n), for x in X, with all other entries 
identically zero. 
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A 2n x 1 solution (u; w) of system (2.1) satisfies 
Ui’ = *. *+l , (i = l,.,., 71 - l), 
24,’ = rv, ) 
q = -P&1 3 
Vj’ = -p,-j+lui - Vjml , (i = 2,..., n), 
and a 2n x 1 solution (u; w) of system (2.5) satisfies 
241 = Pn~1 9 
(5.1,) 
Uj’ = --U&l + P,-i+1vi , (i = 2,..., n), 
Vj’ = vi+1 , (i = l,..., n - I), 
v,, = -t-11, . 
(5.2,) 
A fundamental matrix solution D for D’ = AD has Du(x) = x+“/(j - i)! 
for i <j and D,(x) = 0 for i > j, with D-1 given by D&)=(-l>a+W-“/(j-i)! 
for i < j and D;‘:(x) = 0 for i > j. The matrix functions G and F determined 
by system (2.4) are in dip(X) and since B and Care nonnegative definite on X, 
the matrix functions G and F are nonnegative definite on X. Thus, hypothesis 
!+j(G > 0; F > 0) holds. Notice that without actually computing G and F, one 
knows from Lemma 2.1 of [l] that for each point a in X, the matrices 
ji G(t) dt and JtF(t) dt are increasing in x since systems (5.1,) and (5.2,) 
are identically normal on X. From Theorem 3.1, we have the following result: 
THEOREM 5.1. Suppose that r, p, ,,.., p, are nonnegative real-valued 
functions in 9(X) with r andp, positive on X. Then system (5.1,) is disconjugate 
.for large x ifand only ifvstem (5.2,) is disconjugate for large x. 
For T a fixed n-vector of complex numbers, let S(x) = D*-l(x)n and 
p(x) = D(x)a, for x in X. Then from relation (2.4) we have 
a*& = S*BS = r 1 S, 12, 
where S,(x) = x,“=1. (-l)n-ixn-irri/(n - i)! and 
(5.3,) 
~*Frr = -/IV?/3 = f P,,+~-~ I,& Ia, 
i=l 
(5.4,) 
where /3$(x) = C;-, x’-k&j - i)!. 
If a is a point of X and r is such that c r(t) dt --t co as x -+ co, then for 
every constant unit vector W, we have, from relation (5.3,), 
~*(j:G(t)dt)rr-+a, as x-co. 
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In that case, we have h(Jz G(t) dt) + co as x --f cc since c G(t) dt is 
nondecreasing in x. 
Similarly, if sz pJt) dt --f cc as x -+ co, it follows from system (5.4J that 
rr*F(x)n >, p,(x) 1 pi(x) I2 and h(cF(t) dt + co as x --f co. 
Application of Theorem 3.3 yields the following partial dual of Theorem 6.1 
of [l]. 
THEOREM 5.2. If r, p, ,..., p, are as in Theorem 5. I and there exists a 
point a in X together with a real-valued function a: of class C’ on [a, a) with 
z(x) and a’(x) positive for a < x < co such that J-z ~(x)r(x)x~~-~ dx exists and 
each of the functions whose value at x is P~+~-~(x..)x~(“-~)/~‘(x), (i = I,..., n), is 
essentially bounded on [a, co), then system (5.1,) is disconjugate for large x. 
The symbols v(a), y*(a), p(a), and p*(a) may all be interpreted in terms of 
of the systems (5.1,), (5.2,) and the results of Section 4 may be applied to 
these systems. For the equivalence of system (5.1,) to a scalar quasidifferential 
equation of order 2n which is obtained by solving system (5.1,) in terms of 
u1 , refer to Reid [9, Section 41 or Ahlbrandt [I, Section 61. However, if 
n > 1 and system (5.2,) were solved in terms of u1 , the meaning of conjugate 
points for the associated scalar equation would not be the same as for the 
abovementioned scalar equation associated with system (5.1,). In either, the 
case where n is 1 or the case where n exceeds 1 and the “middle terms” 
p,(x), (1 < i < n) are identically zero on X, the system (5.2,) may be solved 
in terms of U, to obtain a scalar equation 
(w(n)/jQn) + (-l)a+lrw = 0. (5.5,) 
Similarly, in the case of no middle terms, solving for ui in system (5.1J 
produces the scalar equation 
(w(“)/r)(“) + (- l)%+lp,w = 0. (5.6,) 
Conjugate points, a and b, for system (5.1,) [(5.2,)] become points for which 
there exists a nontrivial solution w of (5.6,) [(5.5,)] such that 
w'j-l'(a) = () = w'j-l'(b), (j = l,..., n). (5.7,) 
It is to be noted that the meaning of conjugate points for Eq. (5.6,) is 
not standard. For a discussion of this terminology, see Reid [9, pp. 102, 1031. 
The word disconjugate was used originally by Wintner [12, p. 3681 to denote 
that no nontrivial solution of Eq. (5.6,) with r = 1 has more than one zero. 
The motivation given by Wintner was absence of conjugate points, as in the 
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calculus of variations. As a consequence of the different manners in which 
conjugate points have been defined, the word disconjugate can have various 
meanings. However, the terminology used here is motivated by the calculus 
of variations. 
If a is a point of X for which there exists a point in (a, co) which is conjugate 
to a with respect to Eq. (5.6,) [(5.&J], then ~(a) [Q*(U)] is the first right 
conjugate point of a with respect to Eq. (5.6,) [(5.5,)]. If no point of (a, co) 
is conjugate to a with respect to (5.6,) [(5.5,)], we say that Q(u)[Q*(u)] does 
not exist. 
If a is a point of X, then a point b in X is said to be a focal point of a with 
respect to Eq. (5.6,) [(5.5,)] if there exists a nontrivial solution w of (5.6,) 
[(5.5,)] which satisfies the boundary conditions 
(wcn)/y)(i-l)(u) = 0 = w’-(b), (i = l,..., n), (5.8,) 
[(w(n)/pn)(i-l)(u) = 0 = w’i-l’(@, (i = l,..., fz)]. (5.9,) 
If a is a point of X such that there exists a point b in (a, OS) such that a 
is a focal point of b with respect to Eq. (5.6,) [(5.5,)], then we let p,(u), 
[pi*(u)], denote the first point in (a, co) which has a as a focal point with 
respect to Eq. (5.6,) [(5.5,)]. If no point of (a, co) has a as a focal point with 
respect to (5.6,) [(5.5,)], then we say that ~i(u)[~r*(u)] does not exist. 
THEOREM 5.3. Suppose that r and pn. are positive real-valued functions in 
2(X) and a is u point of X. Jf Q( a exists, then ~~(a) and ~~*(a) exist and do ) 
not exceed ~,(a). The existence qf either Q(U) or ~~*(a) implies the existence of 
both p,(u) and ~~*(a). 
THEOREM 5.4. Suppose that Y andp, are us in Theorem 5.3. If Jtr(t) dt -+ co 
us x + co and ~~(a) exists, then ~~(a) and ~~*(a) exist. 
THEOREM 5.5. Suppose that Y, p, , and a are us in Theorem 5.3. Suppose 
also that J,“p,(t) dt + CD us x --t CO and Q(U) does not exist. Then there 
exist points b, ,..., b, in(u,co)withl <m<nundu<b,<...<b,such 
that each point b, has a us a focal point of multiplicity ki , ki > 1, and 
Cc, ki = n. Furthermore, no point of (a, CO) other than 6, ,..., b, has a us a 
focal point and each of the multiplicities ki is maximal. 
THEOREM 5.6. Suppose that r, p, , and a are us in Theorem 5.3. If there 
exist points b, ,..., b, in (a, KI) with 1 < m < n + 1 such that each point 
bi has a us a focal point of multiplicity ki , ki > 1, and CL, ki > n + 1, then 
Q(U) exists. 
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THEOREM 5.7. Suppose that r, p, , and a are as in Theorem 5.3. If PI(a) 
does not exist, then s” x~+-~~,,(x) dx exists and the inequality 
I -b(t) dt < (J”, G(t) dt)-’ a 
holds for a < x < co. 
THEOREM 5.8. Suppose that r, p, , and a are as in Theorem 5.3, and 
J,“p,(t) dt -+ co as x -+ 00. Then Eq. (5.6,) is disconjugate for large x zf and 
only if there exists a point b in X such that for arbitrary c in (b, co), the functional 
determined by 
f 1 [(I P’(x)I~/P~W) - +) I ~(x)l”l dx 
is positive definite on the class of functions 7 in P+l)[b, c] with #n-1)(x) a.c. on 
[b, c] and +1(x) in L,[b, c] while +-l)(b) = 0, (a = l,..., n). 
Theorems 5.3 and 5.4 follow from Theorems 4.1 and 4.2, respectively. 
Theorem 5.4 was essentially given by Hunt, [6, p. 9591. Theorem 5.5 follows 
from Theorem 4.3, whereas Theorem 5.6 follows from Theorem 3.4 of 
Ref. [l]. The original form of Theorem 5.6, which is due to Hunt [6, 
Theorem 5.11, assumed that m was n + 1. Theorem 5.7, which is a generaliza- 
tion of Theorem 4.2 of Hunt [6] is a consequence of Theorem 4.4. The final 
result, which is a partial dual to Theorem 4.1 of Reid [9, p. 1041, results from 
the Corollary to Theorem 3.4. 
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