Numerical experiments are also given to support the theoretical analysis.
INTRODUCTION
The motivation of this study is the computation of the absolutely continuous invariant measures for nonsingular transformations on measure spaces. For the application of such invariant measures, see Lasota and Mackey [lo] . It is well-known that the absolutely continuous invariant measure can be obtained by computing the invariant density function for the Frobenius-
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In previous works [3, 4, 6, 7, 9, 121 , various approximation methods were studied. In [2] , optimal error estimates were given for the Markov finite approximation.
However, one may not be able to obtain arbitrary higher order accuracy with Markov finite approximation even when the degree of the piecewise polynomials used in the finite dimensional spaces is taken to be arbitrarily large. Here, we formulate a general theory for the convergence of projection methods with spaces of piecewise polynomial of arbitrary order, defined for arbitrary meshes.
First of all, we present a general theory that explores the similarity with the standard convergence framework for the approximation of operator equations, especially the approximation of differential operators. The operators being considered here are not necessarily compact or quasi-compact as defined in [S] . Nevertheless, we show that, essentially, stability and consistency imply convergence of the approximation. Using the idea introduced in [2] , one may also prove some error estimates. For the application to the Frobenius-Perron operator, the main result is to prove some stability results using a special pair of bases for the piecewise polynomial space. The results are obtained in L'(0, 1) and the BV space, i.e., the space of functions having bounded total variations.
The paper is organized as follows. Section 2 contains general discussion of the convergence of the approximation for a class of linear operators. In Section 3, we provide a framework for the error estimates. Then, we recall the application to the Frobenius-Perron operator and its invariant density function in Section 4. The projection methods for the approximation of invariant density functions are also introduced. Stability results are proved in Section 5, together with consistency. Then, convergence and error estimates are given. Finally, numerical results and conclusion remarks are presented in Section 6.
STABILITY AND CONSISTENCY IMPLY CONVERGENCE
In this section, we present a general convergence theory concerning the approximation of the fmed point of an operator P defined on a complex Banach space B. Let B, be a Banach space that is dense in B and the injection I: B, 4 B is compact. Let V,, c B, be a sequence of finite dimensional spaces. Q,, denotes a projection operator from B into V,,.
PROPOSITION. Assume that P and Q,, satisfy the following conditions.
1) For any x E B
IIP~IIB G IITIIB. 9) P, = Qn P has a nonzero fixed point fn E V,. REMARK 1. Note that, while 9) provides the existence of the approximation, 3) is the stability and 4) is the consistency, which are the basic assumptions of the projection approximation. We show that, essentially, the convergence is implied. REMARK 2. Under the above assumptions, one can show that P is quasi-compact as an operator from B, to B,. For more discussions on quasi-compact operators, see [5] . However, the operator P, in general, is not compact or even quasi-compact as an operator from B into B. Therefore, the above assumptions only gives the pointwise convergence of P,, to P in B. In this case, standard techniques in spectral approximation theory, such as those in [I], may not be easily applied to give the convergence and error estimates in B.
First of all, we have Lemma 1. 
Under conditions
1)-g>, for n > 0, if there exists a Pnf,, = fn and b(f,,) = 1, then, {fn) has a convergent that converges to a nonzero fixed point f of P with
ERROR ESTIMATES
In order to obtain error estimates, we make one additional assumption:
10) 1 is a simple eigenvalue of P. Moreover, there exists a unique fxed point f of P such that f E B, and b(f > = 1. Now, a few properties of the spectrum of the Frobenius-Perron operator and its approximations are in order. Let c = {A E @I A # 1, A is an eigenvalue of P, for some n > 1).
We have.
LEMMA 3. A = 1 is not an accumulation point of cr.
Again, the proof of the above lemma is similar to the proof of Lemma 2. Note that if we define the set 6 by Now, let where Cl(u) is the closure of the set u, likewise, CZ( 6) is the closure of the set 6. By the assumption on S and previous lemmas, d > 0. Let I-be a circle on the complex plane with center z = 1 and contained in the region We see that R does not contain any eigenvalues of P,, and the operators {P,, -=I: V,, -V,,, n > l} are invertible for =. E a.
We may then consider the finite dimensional resolvent operator
R(z, P,,) = (zZ -P,,)-'.

Let
The following lemma can be easily proven. See, e.g., [5, 141.
LEMMA 5.
Range(E(P,,)) = Null(P,, -I>.
It follows from the above lemma that, for any element g,, E V,,, E( P,)g,, is a projection of the element g,, onto the eigenspace of P,, with respect to the eigenvalue A = 1.
The fixed points f of P and fn of P,, satisfy the following.
THEOREM 2.
For large n, E(P,,)Q,f = fn.
PROOF. Similar to [2] , one can use the uniqueness of the fixed point of P,, to show that E(P,,) Qnf= anfn
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for some constant a,. Now, apply assumptions 7) and 8) and we get a,, = 1.
n From the above discussion, we see that to estimate Ilf -frills is equivalent to estimating Ilf -E(P,,)Q,fll~. We first prove the following result.
LEMMA 6. Let C be a given constant, then there exists a constant p > 0 such that for any n > 0 and any u, E V,, with IIubllB = 1 and lIu,llB, Q C,
vz E n. 
(3)
All the terms on the right hand side of the above inequality go to zero as nk + m. We conclude that the limit point g of {g,,} must be an eigenfunction of P and h E R is the corresponding eigenvahre. But 0 cannot contain any eigenvalue of P. This is a contradiction.
n As a consequence, we have the optimal order error estimate.
THEOREM 3. Let p be as in the above lemma, then
Ilf -E( P,)Q,fll~ L .(I + %)llf-q.,fl..
The proof is, again, similar to the argument used in [2] . 
and
Psf(x) =fW (6)
The above equation holds for f E L'(O, 1). Here, the notation L'(0, 11, for the convenience of obtaining error estimates, is assumed to be the space of absolutely integrable complex-valued functions defined on [0, 11. As frequently assumed in the literature, we let S be a piecewise C2 transformation and stretching, i.e., inf) S'(x)1 > 1. It is also assumed that 
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Vf E L'(O, 1).
We have the following Lemma. For a pair of conjugate bases, we have the following representation: Let { A'}$ be the conjugate basis of (ai};. Then
Now, let us consider the projection methods defined on the piecewise polynomial spaces. Let q, = {xi, i = 1,2,
. , n} be a partition of the unit interval [O,l] , i.e., 0 = xi <x2 Q ,. . , < x,_~ <x, = 1. Define Zj = [xj, x~+~], h = max{rj+i -3~~12 <j < n -1) and A", = {flfl!.
E Vk(Zj), j = 1,2,. . . , n -l.}. so, 
xj-l
Therefore,
This gives the second inequality in the lemma.
We conclude this section by quoting a basic approximation result conceming the consistence of the projection method.
LEMMA 11. For any g E L'(0, 1) and its projection gi in A",, lim llg -g,kll = 0.
h-0
APPLICATION TO THE FROBENIUS-PERRON OPERATOR
For the convergence using the above framework, we need the following basic facts, which may be obtained using the idea of 
Qnkfllmw
Under regularity assumptions, one may obtain convergence rates in terms of n. The above corollary implies an optimal convergence rate. Moreover, one can also estimate the error if k is varying, that is, a spectral type elements are used in the finite dimensional space.
NUMERICAL RESULTS AND CONCLUSION
In this last section, we present numerical results for some mappings from Gaussian quadrature formulas using three nodes were used on each subinterval to evaluate the integrals for the matrix in each scheme. The order of each matrix is kn X kn for k = 0, 1, or 2, respectively. The QR decomposition subroutine was used together with backward substitution to solve the linear fmed point problem. In order to estimate the convergence of the approximate density f, to f*, we used the I,'-norm llfn -f* 11 = 1,' Ifn -f* 1 dx for each method. Also we used the Gaussian quadrature formula on each subinterval to calculate this norm. In the following we present numerical experiments in order from example 1 to example 5. Since the invariant density of S, is constant, all the methods work very well even for small n, and the largest error is less than lo-'. Table 1, Table  2, and Table 3 give the computational results with S,, S,, and S,, respectively. In these tables, the first column is the number of subintervals, and the remaining columns give the corresponding errors for the piecewise constant, piecewise linear, and piecewise quadratic projection methods in succession. The symbol * in the tables indicates that the dimension of the matrix is out of the limited virtual storage range. 
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