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 In everyday life, we receive affective information from a multisensory 
environment. What we see and what we hear jointly influence how we feel, think and act. 
Outstanding questions still remain about the essential behavioral and neural mechanism 
underlying how we combine visual and auditory affective signals. In this dissertation, I 
report a series of behavioral, EEG and fMRI experiments addressing this question. I 
found behaviorally there are congruency, visual dominance, and negativity dominance 
effects. Using ERPs, I showed that these behavioral effects can map onto different time 
course in audiovisual affective processing. Time-frequency analyses of EEG data showed 
that there are early sub-additive evoked theta, long-lasting supra-additive induced delta 
and beta activities. Meta-analysis of previous neuroimaging studies revealed the role of 
superior temporal cortex, amygdala, and thalamus in audiovisual affective processing. In 
an fMRI study, brain areas associated with audiovisual affective congruence and valence 
processing were identified, wherein superior temporal and anterior cingulate cortices 
have roles in both processes. Representational similarity analyses revealed modality-
general brain areas that are sensitive to valence from both visual and auditory modalities; 
and modality-specific brain areas that are sensitive to either visual or auditory emotions. 
Together these convergent findings advance our understanding of behavioral and neural 
effects of audiovisual affective processing.
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Our emotional responses inform us of our relationship with the environment from 
time to time and guide our thoughts and action. We try to understand how others feel and 
talk about emotions of others and speculate about the underlying reasons for their 
feelings. The information we receive everyday produces emotional experiences, telling us 
what we know about the world. This information occurs in multisensory context, 
especially what we see and what we hear. The overarching goal of the present work is to 
investigate how audiovisual emotional signals jointly influence our affective experiences. 
To introduce this work, several topics will first be discussed: Theoretical perspectives of 
emotion, the extant literature on audiovisual affective processing, and the research gap in 
audiovisual affective processing. Build on this background, the current dissertation aims 
to further our knowledge of how audiovisual affective signals are processed. 
1.1 THEORETICAL PERSPECTIVES OF EMOTION 
 The basic emotion theory assumes that discrete emotions such as happiness, 
anger, fear, surprise, sadness and disgust are universal signals with distinctive 
physiology, behavior, emotional experiences and brain correlates (Ekman, 1999; Ekman 
& Cordaro, 2011; Panksepp, 2011). According to this account, stimulus triggers an 
emotional state, which in turn causes a coordinated change in behavior, experience and 
physiological responses. Each discrete emotion has its distinctive patterns of reactions 
which shared among all instances of the same emotion. Therefore, emotion processing is 
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automatic and largely unaffected by the context. In contrast, the constructionist theory 
proposes that discrete emotions are not universal and distinctive signals, instead, 
emotions are constructed out of basic psychological ingredients: core affect and 
conceptual categorization (Barrett, 2006a, 2006b, 2014). The core affect states are 
positive or negative feelings (i.e., valence) with a certain level of arousal. The core affect 
ingredient combines with the other ingredient called conceptual categorization (i.e., 
meaning-making process), producing emotional experiences. Perception of core affect is 
automatic, effortless and largely unaffected by context. It can exist alone without 
conceptual categorization and be reported as a feeling. Building on perception of core 
affect, discrete emotion perception is further constructed by conceptual categorization 
(Barrett, 2005).  
 Accumulating evidence has shown that discrete emotions are not immune to 
effects of stimulus-based context (Aviezer, Bentin, Dudarev, & Hassin, 2011; Aviezer et 
al., 2008; Aviezer, Trope, & Todorov, 2012; Barrett, Mesquita, & Gendron, 2011), 
perceiver’s conceptual knowledge (Barrett & Kensinger, 2010; Brooks & Freeman, 2018) 
or culture backgrounds (Jack, Blais, Scheepers, Schyns, & Caldara, 2009; Jack, Garrod, 
Yu, Caldara, & Schyns, 2012), and are not biologically distinct (Laurier, Lartillot, Eerola, 
& Toiviainen, 2009; Lindquist & Barrett, 2012; Lindquist, Wager, Kober, Bliss-Moreau, 
& Barrett, 2012). This evidence provides support for the constructionist theory and 
highlight at least two important points in understanding emotion: First, context (e.g., 
stimulus-based multisensory context) is routinely and automatically encoded in emotion 
perception; second, core affect plays a fundamental role in understanding emotion. The 
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current dissertation aims to better understand the cognitive and neural mechanisms of 
core affect states in an audiovisual context.  
1.2 THE EXTANT LITERATURE ON AUDIOVISUAL AFFECTIVE 
PROCESSING 
Previous studies have examined how visual and auditory signals can jointly 
influence emotion perception, and have found that audiovisual emotionally congruent 
condition (e.g., happy face with happy voice) can enhance emotion perception compared 
to emotion presented in a single modality (Klasen, Chen, & Mathiak, 2012). For example, 
in one study, a series of faces and voices consisting of angry, disgust, sad, happy, 
surprise, and neutral, were used and three conditions were included: unimodal (prosody, 
semantics or face), bimodal (face + prosody, prosody + semantic), and multimodal (face 
+ prosody + semantics). Participants were randomly assigned to one of the three 
conditions and they were instructed to categorize the expressed emotion as one of the six 
alternatives. There was no time limit to respond. They found a significant higher accuracy 
of emotion categorization for both multimodal condition compared to unimodal 
condition, and bimodal condition compared to unimodal condition (Paulmann & Pell, 
2011).  
In addition to the audiovisual advantage effect, evidence also suggests that 
multisensory context is routinely processed by showing crossmodal influences even 
under explicit instruction to ignore information presented in the other modality. For 
example, De Gelder and Vroomen (2000) conducted a series of three experiments to 
examine the behavioral effects of audiovisual affective processing. They created a 
morphed continuum of a still face varying emotional expression with 11 steps from happy 
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to sad. They either presented the face taken from the morphed continuum alone or 
together with a sentence pronounced in either a happy or sad tone. The participants were 
asked to indicate whether they felt the person was happy or sad (Experiment 1) or to 
judge the emotion conveyed by the face while ignoring the simultaneous voice 
(Experiment 2). The findings of Experiment 1 showed that the identification of emotion 
was influenced by affective information from both faces and voices. Experiment 2 
showed that identification of the emotion in a face was biased in the direction of the 
simultaneously presented affective information of voice though participants were 
instructed to ignore the voices. In both experiments, they also found that congruent 
audiovisual trials led to faster responses compared to either incongruent or unimodal 
visual trials. In the third experiment, they further examined whether similar effects 
existed when the face was the task-irrelevant modality. They created a happy-fearful 
continuum for voices and paired them with happy or fearful faces. Participants were 
asked to judge the emotion conveyed by voices as happy or fearful while ignoring the 
faces. They found influences of emotion in the faces on the judgement of the emotion in 
the voices. This study demonstrated the mandatory nature of multisensory effects in 
emotion processing. 
These behavioral effects have been replicated in other studies (see Klasen et al., 
2012 for a review) and demonstrated an audiovisual processing advantage and 
crossmodal effects independent of attentional resources. Studies have also used event-
related potentials (ERP) method to time course of audiovisual affective processing and 
generally support an early effect of audiovisual affective processing. For example, one 
study used a measure of mismatch negativity (MMN), wherein participants were 
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presented with an angry voice with a congruent face in the standard condition; whereas, 
the angry voice was presented with a sad voice in the deviant condition. The authors 
hypothesized that if audiovisual processing is reflected by the effect of facial expressions 
on processing of voices, this would be shown in the auditory ERP components. They 
found that the deviant condition evoked an MMN around 170 ms. These findings support 
an early interaction of face and voice affective information. Other studies focused on 
other ERP components (e.g., N1 or P2) have shown reduced amplitudes or shorter 
latencies of early components for congruent compared with unimodal or incongruent 
condition (Balconi & Carrera, 2011; Gerdes et al., 2013; Jessen & Kotz, 2011; Kokinous, 
Kotz, Tavano, & Schröger, 2014; Kokinous, Tavano, Kotz, & Schröger, 2017; Paulmann, 
Jessen, & Kotz, 2009; Pourtois, De Gelder, Vroomen, Rossion, & Crommelinck, 2000). 
For example, Jessen and Kotz (2011) investigated the temporal stages of audiovisual 
affective processing using emotional dynamic body and voice. They found that N100 
amplitudes were reduced in the audiovisual congruent condition compared to auditory 
only condition. These findings support that audiovisual affective processing might occur 
at early temporal stage before either visual or auditory input has been fully processed 
independently. 
A few studies investigated the neural oscillations of the audiovisual affective 
processing (Balconi & Vanutelli, 2016; Baumgartner, Esslen, & Jäncke, 2006; Hagan et 
al., 2009; Hagan, Woods, Johnson, Green, & Young, 2013; Jessen & Kotz, 2011). For 
example, Baumgartner, T et al. (2006) found desynchronizations of alpha power at 
occipital area for congruent audiovisual affective signals compared to unimodal signals. 
They found largest alpha power for auditory conditions, intermediate for visual 
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conditions, and lowest power for audiovisual congruent conditions. Using MEG, Chen et 
al. (2010) found decreased occipital alpha activity in the congruent compared to unimodal 
auditory condition. Oscillations in some other bands have also been found. For example, 
in two studies, desynchronization of beta-band oscillations were found when comparing 
audiovisual congruent with auditory only condition (Jessen & Kotz, 2011; Jessen, 
Obleser, & Kotz, 2012). Increased theta activities were found in another study for 
congruent versus unimodal visual conditions (Balconi & Vanutelli, 2016). Some studies 
found supra-additive broadband activation for audiovisual congruent compared to the 
sum of unimodal conditions (Hagan et al., 2009; Hagan et al., 2013). These findings 
demonstrated associations between frequency bands (e.g., delta, theta, alpha and beta) 
and audiovisual affective processing.  
A number of studies have used fMRI, PET and MEG to spatially localize the 
processing center of audiovisual affective processing in the brain. There are mainly three 
analysis approaches have been used: conjunction, interaction and congruency. According 
to the conjunction approach, brain areas of audiovisual integration of emotion can be 
quantified by (Audiovisual > Visual) ∩ (Audiovisual > Auditory). For example, using 
this approach, one study presented participants with a series of emotional dynamic faces 
and voices under three conditions: visual, auditory and audiovisual. Participants were 
asked to judge stimuli according to the expressed emotional category using facial 
expression or vocal prosody cues. The conjunction analysis revealed activity in bilateral 
pSTG, right thalamus, right hippocampus, bilateral temporal pole and right posterior 
cingulum (Kreifelts, Ethofer, Grodd, Erb, & Wildgruber, 2007). Some other studies have 
used the same approach and found activation in thalamus, pSTS/G, amygdala and other 
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brain areas (Eldar, Ganor, Admon, Bleich, & Hendler, 2007; Ethofer et al., 2013; Klasen, 
Kenworthy, Mathiak, Kircher, & Mathiak, 2011; Robins, Hunyadi, & Schultz, 2009). 
The interaction approach quantifies the brain areas involved in audiovisual 
integration of emotion as Audiovisual > (Visual + Auditory). For example, one study 
paired fearful faces with nonverbal vocal cues of fear while MEG was recorded (Hagan et 
al., 2009). Participants were instructed to attend to face and voice and report when the 
letter B or R appeared at the center of the screen. The interaction analysis revealed supra-
additive responses in the right posterior STS in the first 250 ms. The involvement of 
some other brain regions including thalamus, insula, and fusiform gyrus etc. have also 
been found using the interaction approach (Hagan et al., 2009; Hagan et al., 2013; Park et 
al., 2010).  
Congruency approach quantifies brain regions involved in audiovisual affective 
processing as Audiovisual Congruent > Audiovisual Incongruent. For example, one study 
examined the neural correlates of audiovisual affective processing using fMRI by pairing 
faces and music stimuli in emotionally congruent or incongruent ways (Jeong et al., 
2011). The ROI analyses showed a greater activation for congruent compared with 
incongruent condition at STG by the congruency analyses. The role of STG, amygdala, 
fusiform gyrus, ventral posterior cingulate cortex and middle temporal gyrus etc. have 
been found in other studies (Dolan, Morris, & de Gelder, 2001; Jansma, Roebroeck, & 
Münte, 2014; Klasen et al., 2011). 
1.3 RESEARCH GAP IN AUDIOVISUAL AFFECTIVE PROCESSING 
Previous studies mainly focus on how discrete emotions are jointly combined. 
Two main questions have been addressed. First, whether and how congruent discrete 
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emotional signals (e.g., sad face with sad voice) can facilitate emotion perception 
compared to unimodal signals (i.e., face or voice alone)? Second, whether and how the 
emotion of one modality can influence perception of the emotional signal in the other 
modality independent of attentional resources.  
Behaviorally, previous literature has shown that (1) congruent discrete emotional 
signals enhance emotion perception; (2) emotion of one modality can influence 
perception of the emotional signal in the other modality independent of attentional 
resources. Electrophysiologically, it has been demonstrated that (1) the audiovisual 
affective processing effects might occur at early temporal stage before visual or auditory 
input has been fully processed; (2) neural oscillations in delta, theta, alpha and beta 
frequency bands might be associated with audiovisual affective processing. 
Neuroimaging studies have shown a series of possible brain areas involved in audiovisual 
affective processing, such as pSTG/S, thalamus, amygdala, fusiform gyrus etc. 
However, previous literature has mainly focused on discrete emotional signals. It 
is still unclear how core affective states from visual and auditory modalities are combined 
in creating affective experiences. Accumulating evidence has shown that discrete 
emotions are not universal or biological distinctive and require conceptual knowledge of 
individuals. In contrast, core affect (especially valence) is universal and is a basic 
ingredient of making discrete emotion (Barrett, 2006c, 2014). Thus, understanding how 
visual and auditory affective signals are combined from a core affect perspective is 
helpful to isolate the essential behavioral and neural mechanism underlying audiovisual 
affective processing.  
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This dissertation aims to examine how valence states from visual and auditory 
modality are combined. There are several specific questions. First, how audiovisual 
valence states are combined behaviorally? Although a few studies have examined the role 
of valence in audiovisual processing (Brouwer, Van Wouwe, Mühl, Van Erp, & Toet, 
2013; Ellis & Simons, 2005; Gerdes et al., 2013; Spreckelmeyer, Kutas, Urbach, 
Altenmüller, & Münte, 2006), there are limitations of examining valence without 
balancing arousal, or lacking unimodal conditions. This dissertation would examine 
whether congruent valence states can enhance affective experiences by varying valence 
while balancing arousal. In addition, I further asked a question about whether equal 
weights are given to visual and auditory channel in affective processing? Previous 
literature on audiovisual affective processing using discrete emotions has examined 
modality dominance effect by directly comparing incongruent trials (i.e., visual-
positive/auditory-negative trials versus visual-negative/auditory positive trials). Some 
studies found participants mainly categorized emotional expression based on faces rather 
than voices, suggesting a visual dominance effect (Collignon et al., 2008); whereas, other 
studies found participants’ emotion categorization responses were biased toward auditory 
modality (Piwek, Pollick, & Petrini, 2015). However, this measure of modality 
dominance is confounded by the range of valence differences for the two modalities. 
Examining weights rather than values by accounting for unimodal differences can avoid 
this problem. Furthermore, whether there is a negativity dominance effect in audiovisual 
processing? Previous studies showed that negative information is more salient and potent 
than positive information using unimodal stimuli (Baumeister, Bratslavsky, Finkenauer, 
& Vohs, 2001; Rozin & Royzman, 2001). However, it is unclear whether negative 
 
10 
information is weighted more heavily than positive information in creating joint 
audiovisual affective combinations. One study provide some evidence for negativity 
dominance in audiovisual affective processing but this effect was not explicitly tested 
(Gerdes et al., 2013). 
Second, this dissertation aims to explore the time course of audiovisual affective 
processing by examining the relationship of the ERP components with three behavioral 
effect described above: congruency, visual dominance and negativity dominance effects. 
Previous studies have found an early ERP effect when comparing congruent discrete 
emotional signals to unimodal conditions. However, it is not clear whether similar effect 
exists when focusing on valence. Besides, the corresponding temporal stages of visual 
dominance and negativity dominance effects are still unresolved. 
Third, what are the underlying neural oscillations of audiovisual affective 
processing? Some previous studies examined this question by comparing audiovisual 
with either visual or auditory condition (Balconi & Vanutelli, 2016; Baumgartner, T et 
al., 2006). However, this approach likely reflects neural activity associated with a 
unimodal condition. To overcome this problem, several studies have used supra-additive 
criterion: Audiovisual – (Visual + Auditory) (Chen et al., 2010; Hagan et al., 2009; 
Hagan et al., 2013; Jessen & Kotz, 2011). Among these studies, the majority applied the 
supra-additive criterion all averaged across different emotions without testing how each 
kind of affective content might modulate the neural oscillations associated with 
audiovisual integration differently. One study presented the participants with fear or 
neutral congruent face and voice stimuli or unimodal stimuli while MEG activity being 
recorded. They found significant broadband (3-80 Hz) supra-additive responses 
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(Audiovisual > Visual + Auditory) in the posterior superior temporal sulcus in the first 
250 ms for the fearful but not neutral stimuli (Hagan et al., 2009). This study provides the 
first evidence for the possible interactive effects of the audiovisual integration process 
and the affective content of a stimulus on brain activation. However, this study used 
discrete emotions and does not include positive valence. Thus, it is unclear what the 
underlying neural oscillations are for audiovisual valence processing. 
Fourth, where in the brain does audiovisual affective processing occur? Although 
many previous studies have examined the localization of audiovisual affective 
processing, there are two unresolved questions. First, different brain areas have been 
identified across studies, it is unclear what the consistent brain activations associated with 
audiovisual affective processing are. One possible reason of the discrepancy is because 
previous studies used discrete emotions that are not universal and biological distinct. 
Second, related to the first question, it is unclear where in the brain are important for 
audiovisual processing of core affect. Related to this, the neural systems involved in 
valence processing across visual and auditory modalities are still unclear. A fundamental 
question is whether there is a common hedonic system for valence processing 
independent of modality, or there are distinct neural systems for visual and auditory 
specific valence processing. 
1.4 SUMMARY OF FOLLOWING CHAPTERS 
This thesis includes six empirical chapters (Chapters 2-7), all addressing topics in 
behavioral and neural mechanisms of audiovisual affective processing. Four of these 
chapters (Chapters 2, 3, 5, and 6) are already published (Gao, Weber, & Shinkareva, 
2019; Gao, Weber, Wedell, & Shinkareva, 2020; Gao, Wedell, Green, et al., 2018; Gao, 
 
12 
Wedell, Kim, Weber, & Shinkareva, 2018) with one chapter (Chapter 4) under review 
(Gao, Xie, Green et al., under review).  
In Chapter 2, I aimed to examine how audiovisual valence states are combined 
behaviorally. I examined valence with arousal balanced. Responses to both unimodal and 
multimodal conditions were observed and information integration model was used to 
provide a comprehensive test of behavioral effects of audiovisual affective integration. 
The dynamic naturalistic stimuli were used to achieve a high ecological validity, in which 
music and videos drawn from three levels of valence were paired. Our data showed that 
stimulus combinations of the same extreme valence resulted in more extreme state ratings 
than component stimuli presented in isolation. Negative stimuli tend to dominate positive 
stimuli when they are combined together. Visual valence had a greater effect on 
combined ratings than auditory valence.  
Chapter 3 examined the time course of auditory, visual and audiovisual affective 
processing using event-related potentials (ERPs). This is the first study to examine the 
corresponding temporal stages of congruency, visual dominance and negativity 
dominance effects in audiovisual valence processing. Stimuli consisted of naturalistic 
silent videos, instrumental music clips, or combination of the two, with valence varied at 
three levels for each modality and arousal matched across valence conditions. We found 
valence effects in early components for both visual and auditory modalities, but only for 
the visual condition in a late positive potential. The ERP results for multimodal 
presentations showed effects for both visual valence and auditory valence in three 
components, early N200, P300 and LPP. A modeling analysis of the N200 component 
suggested its role in the visual dominance effect, which was further supported by a 
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correlation between behavioral visual dominance scores and the early ERP components. 
Significant congruency comparisons were also found for N200 amplitudes, suggesting 
that congruency effects may occur early. Consistent differences between negative and 
positive valence were found for both visual and auditory modalities in the P300 at 
anterior electrode clusters, suggesting a potential source for the negativity dominance 
effect observed behaviorally. The separation between negative and positive valence also 
occurred at LPP for the visual modality. Significant auditory valence modulation was 
found for the LPP, implying an integration effect in which valence sensitivity of the LPP 
emerged for the audiovisual condition. These results provide a basis for mapping out the 
temporal dynamics of audiovisual affective processing. 
In Chapter 4, we examined underlying neural oscillations supporting audiovisual 
affective processing by investigating the same data from the ERP study. I examined total, 
evoked, and induced power synchronizations in delta, theta, alpha, and beta frequency 
bands given that previous EEG studies have suggested that neural oscillations in these 
bands are likely to be involved in the neural mechanisms of audiovisual affective 
processing. We applied a data-driven method with a multiple comparison correction for 
each frequency band to achieve the specificity of time-electrode locations. I found early 
evoked sub-additive theta and sustained induced supra-additive delta and beta activities 
are linked to audiovisual integration of affect regardless of affective content. These 
results suggest that early evoked theta and sustained induced delta and beta are important 
oscillatory activities underlying audiovisual integration of affect.  
In Chapter 5, we examined the neural substrates of audiovisual integration of 
emotion using a quantitative coordinate-based meta-analysis, combining data from 306 
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participants across 18 neuroimaging studies. The meta-analysis identified a core 
audiovisual affective processing network including the right posterior superior temporal 
gyrus (pSTG/STS), left anterior superior temporal gyrus (aSTG/STS), right amygdala, 
and thalamus. These results support the involvement of STG/STS but not sensory-
specific brain regions in audiovisual affective processing, consistent with the supramodal 
hypothesis. To further characterize these identified regions with regard to their 
connectivity and function, I conducted meta-analytic connectivity modeling and 
automated meta-analyses. Across both studies, results showed co-activation profiles of 
the identified brain regions and their associations with emotion and audiovisual 
processes. These findings revealed the brain basis of audiovisual affective processing and 
can help guide future research in further examining its neural correlates.  
In Chapter 6, I used fMRI to examine brain areas sensitive to congruence of 
audiovisual valence and their overlap with areas sensitive to valence. Twenty-one 
participants watched audiovisual clips with either congruent or incongruent valence 
across visual and auditory modalities. I showed that affective congruence versus 
incongruence across visual and auditory modalities is identifiable on a trial-by-trial basis 
across participants. Representations of affective congruence were widely distributed with 
some overlap with the areas sensitive to valence. Regions of overlap included bilateral 
superior temporal cortex and right pregenual anterior cingulate. The overlap between the 
regions identified here and in the emotion congruence literature lends support to the idea 
that valence may be a key determinant of affective congruency processing across a 
variety of discrete emotions. 
 
15 
In Chapter 7, I address whether there is a common hedonic system for valence 
processing independent of modality, or there are distinct neural systems for visual and 
auditory specific valence processing. I used representational similarity analyses combined 
with functional magnetic resonance imaging to identify modality general and specific 
brain areas involved in valence processing across visual and auditory modalities. I found 
a network of modality general brain areas including STC, mPFC, IFC, precuneus, 
precentral, postcentral, supramarginal, middle cingulate and paracentral lobule cortices. 
Perceptual cortices are weighted in valence processing in corresponding modalities, and a 
common set of brain areas including STC, precuneus and precentral cortices are also 
involved in modality-specific processes. The individualized neural representations of 
valence showed a similar set of brain regions including STC, mPFC, supramarginal, 
middle cingulate, precuneus, superior occipital, cuneus, precentral, postcentral and 
paracentral lobule cortices, which confirmed the findings of modality general and specific 
representations. Together, these findings suggest that the brain might have a core set of 
brain regions for valence processing independent of modalities. These core valence 





BEHAVIORAL EFFECTS OF AUDIOVISUAL AFFECTIVE 
PROCESSING1 
2.1    INTRODUCTION 
In everyday life affective information is gleaned through multiple sensory modalities, 
especially by what we see and what we hear. An important issue to resolve is how 
affective information is integrated across these visual and auditory modalities. Much of 
the research on multimodal integration of affect has focused on perception of discrete 
emotional expressions. For example, emotional perception of face-voice pairs (Blankertz, 
Lemm, Treder, Haufe, & Müller, 2011; Collignon et al., 2008; De Gelder & Vroomen, 
2000; Föcker, Gondan, & Röder, 2011; Jeong et al., 2011; Paulmann & Pell, 2011; 
Pourtois et al., 2000; Takagi, Hiramatsu, Tabei, & Tanaka, 2015; Vroomen, Driver, & De 
Gelder, 2001). Several of these studies examined whether affect portrayed in voices 
facilitates or impedes perception of emotional expressions in faces, depending on whether 
or not the voice emotion is congruent with the face emotion.  
While these studies examine how people perceive specific emotions from social 
cues, such as facial and vocal expressions, they do not directly address the question of 
                                                          
1 Gao, C., Wedell, W. H., Kim, J., Weber, C. E., & Shinkareva, S. V. 2018. Cognition and 




how the affective state arising from multimodal stimuli reflects the integration of the 
affective information from each modality. For example, imagine watching a cow running 
on a farm while listening to either Beethoven’s Ode to Joy or the sound of an emergency 
siren. Clearly the affective experience would differ, but in what respects? How would 
affective signals from visual and auditory modalities combine?  In the current 
experiments, we sought to better understand the affective experience resulting from the 
combination of audiovisual affective information. 
We ground our research in core affect theory, which posits two fundamental 
dimensions underlying emotional and affective experiences, valence (feeling positive or 
negative) and arousal (feeling lethargic or energized). Rather than focusing on how 
discrete emotions such as anger and joy combine, we characterize affective states more 
broadly in terms of these dimensions. The affective dimensions of valence and arousal 
can be seen as key components of emotion states as well as directing responses to the 
environment (Geuter, Qi, Welsh, Wager, & Lindquist, 2018; Russell, 2003). These two 
affective dimensions have also been found to be linked to neural patterns of activity. 
There is a long-standing debate about the relative primacy of discrete emotion categories 
and core affect that this study will not address. Our approach is consistent with the idea 
that core affect is a first order state underlying emotional experiences and that specific 
emotions are derived from these dimensions (Russell, 2005) along with other relevant 
dimensions. The core affect dimensions of valence and arousal have been widely 
validated (Lindquist, 2013; Russell, 2003) and this approach is particularly well suited to 
our investigation.   
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While many studies have tested for the effects on emotion perception of one 
modality on the other, relatively few studies have investigated how audiovisual 
integration might influence affective experience depending on whether the valence in one 
modality matches the valence in the other (Balconi & Vanutelli, 2016; Baumgartner, T et 
al., 2006; Ellis & Simons, 2005; Gerdes et al., 2013; Spreckelmeyer et al., 2006). The 
focus of the current studies is on the integrated general affective state resulting from 
experiencing affective information that is congruent or incongruent across modalities 
(visual and auditory). Rather than examining how the perception of affect or emotion 
from one modality is influenced by affective information from another modality, we 
consider how these combine in an overall experience. 
Valence and arousal are typically viewed as independent dimensions, with some 
researchers having shown distinct brain responses for each (Brovelli et al., 2004; Houston 
et al., 2016). However, in many databases, positive and negative stimuli are rated as more 
arousing than neutral stimuli (Kuppens, Tuerlinckx, Russell, & Barrett, 2013). Many 
studies have selected different valenced stimuli without balancing arousal. Thus, even 
though the underlying dimensions may be independent, the selected values may have 
confounded the interpretation of the results. Furthermore, although there are some studies 
on audiovisual integration of valence, far fewer have investigated the role of arousal 
(Ellis & Simons, 2005; Maiworm, Bellantoni, Spence, & Röder, 2012). The present 
studies investigate the audiovisual integration of affect for valence and arousal 




2.1.1 Congruency effect, modality dominance, and interaction between modality and 
affective values 
     Based on the literature, we are particularly interested in three basic phenomena: the 
congruency effect, modality dominance, and the interaction between modality and 
affective values. First, it has been demonstrated that congruent emotional signals often 
lead to enhanced perceptual processing of the emotional category compared to unimodal 
conditions (De Gelder & Vroomen, 2000; Paulmann & Pell, 2011), which is referred to 
as the congruency effect. In addition to binary emotional categorization, Baumgartner, 
Lutz, Schmidt, and Jäncke (2006) investigated how musical stimuli enhance the affective 
experience of pictures by presenting happy, fearful and sad pictures either alone or 
combined with congruent emotional musical excerpts. Ratings of the emotional 
experience were markedly increased in the combined condition relative to the picture-
only condition, a congruency effect. However, to our knowledge, no studies have 
examined congruency effects for arousal integration. Some studies (e.g., Ellis & Simons, 
2005) investigated arousal integration without including unimodal components, thus they 
were not able to examine congruency effects. 
Second, it may be that one modality dominates over another in an affectively 
incongruent situation. Only a few studies have explicitly examined modality dominance 
in audiovisual integration of emotion and the findings are mixed (Collignon et al., 2008; 
Pavlović & Marković, 2011). Collignon and colleagues investigated audiovisual 
integration of emotion using dynamic visual and vocal clips. Participants were required to 
categorize fear and disgust expressions displayed auditorily, visually, or using congruent 
or incongruent audiovisual stimuli. They found visual information dominates auditory 
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information in the perception of emotion. However, visual dominance in audiovisual 
integration does not always occur. Petrini, McAleer, and Pollick (2010) examined how 
the emotional valence of music (excerpts produced by a drummer or a saxophonist) and 
gesture (movements recorded from the drummer or saxophonist) are integrated during 
emotion perception. Participants were presented with audio-only, visual-only, and 
congruent or incongruent multimodal stimuli. They found that music dominated gesture 
in the perception of affect. Thus, modality dominance may be task or context specific and 
it may differ across core affect dimensions. 
 Third, an interaction between modality and affective values would be predicted by 
the many studies that have shown negative stimuli tend to dominate positive stimuli when 
the two are combined together to form a single affective impression (Baumeister et al., 
2001; Rozin & Royzman, 2001). This principle, which is called negativity dominance (or 
negativity weighting), postulates that in most situations, negative affect is more salient 
and potent than positive affect. The negativity dominance could be interpreted from an 
evolutionary perspective, in which assigning greater weight or attention to negative 
stimuli in the environment promotes survival, as negative stimuli may indicate a threat. 
Although we expect this type of value-based weighting in processing valence, it is 
unclear whether any similar differential weighting of values will occur in processing 
arousal. 
2.1.2 Audiovisual integration of affect from information integration framework 
An algebraic framework for evaluating how information is combined is elegantly laid 
out in information integration theory, which has been well established in the areas of 
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learning, perception, judgment, decision making, personality impressions, and attitude 
change (Anderson, 1981). There are several advantages of using information integration 
modeling to characterize audiovisual integration of affect. First, modeling component and 
combined ratings provides for a test of whether the integration process is additive or 
averaging in nature. While averaging models are typical, one might expect that in the 
case of arousal ratings, sources of arousal may add rather than average. The difference 
between additive and averaging models can be illustrated by an example. Two pounds of 
apples plus four pounds of apples are six pounds, an additive model. In contrast, 
combining equal parts of water at different temperatures (two degrees and four degrees) 
results in an intermediate temperature (three degrees), an averaging model.  
Second, the information integration framework can be used to predict congruency 
effects based on the fact that the weighting of the initial state decreases as more 
components are added. The initial state serves as an anchor that is adjusted towards the 
affective value of each component. Therefore the initial state will have less influence 
when experiencing negative affect from two modes (e.g., visual and audio) than from one 
mode (e.g., visual), producing a congruency effect.  
Third, the model could account for modality dominance using a modality weight 
parameter. The weight for a modality (e.g., visual or auditory components) represents the 
degree of influence of this modality to the overall judgment.  
Fourth, the model can account for interaction effects using differential weights. For 
differential weight models, in contrast to constant weight models, stimulus weights 
depend on stimulus values. If weights decrease linearly with value, then an interaction 
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will result in which negative information from one mode reduces the influence of positive 
or neutral information from the other mode.  
In our study, stimuli were presented under three experimental conditions: auditory 
only, visual only, and audiovisual combined. The factorial combination of values for 
audiovisual conditions along with the inclusion of ratings for unimodal presentations 
provide the basis for strong tests between competing models of information integration. 
In conducting these tests, models can be nested to provide tests of adding a new 
parameter. Furthermore, the ability of the model to account for effects can be tested by 
analyzing residuals from the model.  
Our studies contribute to the literature on audiovisual integration of affect in several 
ways. First, we controlled for arousal while investigating valence effects in Experiment 1 
and controlled for valence while investigating arousal effects in Experiment 2. Second, 
we observed responses to both unimodal and multimodal conditions to disentangle 
valuation effects from weighting effects. Third, the dynamic naturalistic stimuli used in 
our study have high ecological validity. Fourth, we model the data to provide a 
comprehensive explanation of the observed effects, which enables characterizing the 
nature of affective integration. 
2.2    EXPERIMENT 1 
Experiment 1 examined audiovisual integration of valence while equating arousal 
levels across valence conditions. Based on prior research, we propose three basic 
hypotheses. First, congruency will occur and can be successfully modeled within 
information integration theory as resulting from the weighting of an initial affective state 
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using the averaging framework. Second, visual modality dominance will occur for 
valence integration (Collignon et al., 2008; Spreckelmeyer et al., 2006), and this can be 
modeled by a significantly higher weighting given to the visual modality than to the 
auditory modality. Third, as a common and powerful phenomenon, negativity dominance 
(Baumeister et al., 2001; Rozin & Royzman, 2001) will occur regardless of modality, and 
this will be successfully modeled by a function that attributes greater weight to negative 
values. Taken together, we expect that all three hypothesized relationships will be 
accounted for parsimoniously by our model.  
2.2.1 Method 
2.2.1.1 Participants 
Thirty-four volunteers (age 19-27 years; 23 females) were recruited from the 
University of South Carolina and participated in exchange for course credit. All had 
normal or corrected-to-normal vision and did not report hearing problems. This study was 
approved by the University of South Carolina Institutional Review Board and all 
participants gave their voluntary written informed consent prior to the experiment. 
2.2.1.2 Stimuli 
The stimuli consisted of 300 presentations of unimodal or multimodal 4s clips (See 
Tables 1 and 2 for detailed descriptions) selected from prior norming studies. For the 
unimodal conditions, there were 60 music clips and 60 video clips that varied on valence 
(negative, neutral, and positive) and were equated on arousal. The 20 exemplars for each 
valence level were drawn from 10 unique video or music pieces sampled at two different 
nonoverlapping segments. For the multimodal conditions, each video exemplar at a given 
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valence level was uniquely paired with a music exemplar at each of three valence levels, 
for a total of 180 combinations (20 exemplars × 3 video valence levels × 3 music valence 
levels).  
Video stimuli were collected from Internet sources (Youtube, 
https://www.youtube.com/, and Vimeo, https://vimeo.com). Music stimuli were collected 
from one database comprised of original soundtracks. The 320 by 240 pixel video stimuli 
had a 4:3 width-height ratio, and were presented on a 17-inch computer monitor screen 
with resolution of 1440 by 900. The music clips were primarily orchestral and devoid of 
vocals, rhythmic, and electronic instrumentation.  
2.2.1.3 Design 
Mode of presentation was manipulated within-subjects at three levels: video only, 
music only, and audiovisual combined. The audiovisual condition was created from a 3 × 
3 (video valence × music valence) within subjects factorial design. Participants made 
judgments on each trial using a 9 × 9 grid with the horizontal axis reflecting valence, 
varying from negative to positive, and the vertical axis reflecting arousal, varying from 
low to high as used in prior research (Kim, Shinkareva, & Wedell, 2017). The dependent 
variables were the ratings for the two dimensions of the affective grid, with primary 
interest being valence ratings on a nine-point scale. 
2.2.1.4 Procedure 
All instructions and visual stimuli were presented on a computer screen using E-Prime 
software (Psychology Software Tools, Inc., Pittsburgh, Version 2.0). Participants were 
instructed to make judgments that described how they felt on the two-dimensional grid, 
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and were given instructions and examples of how to use it, followed by four practice 
trials. This was followed by the 300 experimental trials presented in random order for 
each participant. Trials were self-paced. A trial began with the participant clicking a 
mouse button. This was followed by a 500ms presentation of a blank screen, which was 
then followed by either a music clip, silent video, or a combination of music and video 
presented for 4s. The response grid then appeared with the mouse pointer located in the 
center of the grid. Participants moved the cursor to the desired response position within 
the grid and clicked the mouse button to record the response (Figure 2.1). 
 
Figure 2.1 Experimental procedure for Experiments 1 and 2: Three different types of 
trials (video only, music only, and audiovisual combined) are shown. 
2.2.1.5 Data analyses 
Paired t-tests and repeated measure analyses of variance (ANOVAs) were used to 
analyze the data. Furthermore, a nonlinear regression model of information integration 
was fit. An alpha level of .05 was used for all statistical tests. Significance testing for 
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ANOVAs used the Greenhouse-Geisser correction for non-sphericity. Significance 
testing for pairwise comparisons used a Bonferroni correction.  
2.2.2 Results 
2.2.2.1 Unimodal ratings 
First we examined if valence was well differentiated between valence categories and 
matched across the modalities. These results provide a manipulation check for the 
experimental design and served as scale value estimates of components in modeling the 
data. To confirm the differences in valence ratings for each of the valence categories, a 
modality (video, music) × valence (positive, neutral, negative) two-way ANOVA was 
conducted on valence ratings for unimodal stimuli, averaging across the 20 exemplars in 
each valence category. As expected, the main effect of valence was significant, F(2, 66) = 
470.42, p < .001, 𝜂𝑝
2 = 0.93. All Bonferroni-corrected pairwise comparisons were 
significant (ps < .001; MPositive = 7.11, MNeutral = 4.83, MNegative = 2.75). The main effect of 
modality was not significant, F(1, 33) = 0.92, p > .05, MVideo = 4.86, and MMusic = 4.93. A 
small but significant two-way interaction was found, F(2, 66) = 4.40, p < .05, 𝜂𝑝
2 = 0.12. 
Pairwise comparisons across modalities for the same valence level were conducted to 
determine how valence differed across the two conditions. Positive and neutral videos 
(MPositive = 7.04, MNeutral = 4.94) did not differ significantly on valence from 
corresponding music conditions (MPositive = 7.18, MNeutral = 4.72), but the valence of 
negative videos (MNegative = 2.61) was significantly lower than the valence of negative 
music (MNegative = 2.90). With the exception of this small difference, valence was well 




Figure 2.2 Valence ratings with standard error bars for three valence levels of visual and 
auditory unimodal stimuli. Valence conditions were well differentiated, with comparable 
ratings for videos and music.  
2.2.2.2 Multimodal valence ratings 
A 3 (video valence) × 3 (music valence) repeated measures ANOVA was conducted 
on mean valence ratings 3. There was a significant main effect of video valence, F(2, 66) 
= 253.56, p < .001, 𝜂𝑝
2 = 0.89, and a significant main effect of music valence, F(2, 66) = 
175.88, p < .001, 𝜂𝑝
2 = 0.84. Pairwise comparisons of valence for each main effect were 
significant (ps < .001, Bonferroni corrected). In addition, there was a significant 
interaction between video valence and music valence, F(4, 132) = 34.65, p < .001, 𝜂𝑝
2 = 
0.51. A polynomial decomposition of the interaction term revealed two significant trends. 
The linear × linear component was significant, F(1, 33) = 63.84, p < .001, 𝜂𝑝
2 = 0.66, 
accounting for 93.2% of the interaction sums of squares. The linear × quadratic 
component was also significant, F(1, 33) = 10.57, p < .01, 𝜂𝑝
2 = 0.24. The interaction 
reflected negativity dominance: When a combination included a negative valence 




Figure 2.3 (A) Model fit to valence ratings for audiovisual presentations: Means, standard 
errors, and the predicted values from the five-parameter model are shown. (B) Inferred 
weighting functions for the five-parameter differential weight averaging model. The 
visual component carried more weight than the auditory component, and negative values 
carried more weight than neutral or positive values.  
2.2.2.3 Modeling multimodal valence ratings 
We used information integration theory (Anderson, 1981)to model how valence 
information from the two modalities was combined to form an integrated impression. 
First, we tested whether an additive model or averaging model was most appropriate. The 
difference between the two models is that the averaging model assumes that weights sum 
to 1.00, so that the weight given to unimodal information is greater than the weight for 
that information when combined with other modalities. This means the slope of the rating 
function will be significantly steeper for unimodal stimuli than for multimodal stimuli. 
The additive model assumes weights do not change with additional information and so 
slopes would be the same for unimodal and corresponding multimodal conditions. 
To test between additive and averaging models, the slope of the rating functions in 
the multimodal condition was compared to the corresponding slope in the unimodal video 
or music condition. Regression analyses of valence on design values (-1 for negative, 0 
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for neutral or 1 for positive) were conducted for unimodal and multimodal presentations. 
The slope for the unimodal video condition (2.21) was significantly greater than that of 
the multimodal condition (1.45), t(178) = 14.38, p < .001, consistent with an averaging 
model. Likewise, the slope for the unimodal music condition (2.14) was significantly 
higher than for the multimodal condition (1.21), t(178) = 15.26, p < .001, consistent with 
an averaging model. Therefore, an averaging model was adopted. 
Because we observed an interaction between video valence and music valence (p < 
.001), the parallelism assumption for constant weight averaging models does not hold. 
Instead, we fit the data using a differential weight averaging model in which stimulus 
weights depend on stimulus values. In doing so, we explored models in which weights 
varied as a first order polynomial (linear) or second order polynomial (linear and 
quadratic) as a function of valence. The data consisted of the mean ratings across subjects 
for each of the 180 multimodal stimulus trials. The model we fit to the data was as 
follows: 
 
Rij = (S0+wviSi+wmjSj)/(1.00+wvi+wmj),      (1) 
 
where the rating of video i and music j combination (Rij) is a function of the initial state 
(S0) arbitrarily weighted 1.00, the scale value for the video (Si) weighted by wvi and the 
scale value for the music (Sj) weighted by wmj. Scale values were assumed to be a linear 
function of the unimodal component ratings (Ri and Rj) and therefore these component 
ratings were substituted into Equation 1 for Si and Sj, respectively. In the 7 parameter 
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2,       (2) 
and 
wmj = am+bmRj+cm(Rj-5)
2,        (3) 
 
where a, b and c represent constants and are fit separately to the two modalities. In 
reduced versions of the models, parameters of equations (2) and (3) were either equated 
or set to 0.00 to examine if simpler models could explain the pattern of data, testing 
nested models based on the change in R2. 
 The final model that fit the data best was a 5-parameter model with S0 = 5.78; av = 
3.43; am = 2.96; b = 0.36; c = 0.13. The 7-parameter model, with two linear and two 
quadratic components, did not significantly improve fit, F(2, 173) = 1.83, p > .05, and the 
4-parameter model without a quadratic component fit significantly worse, F(1, 175) = 
19.54, p < .001. Figure 2.3 B shows the weighting functions for wvi and wmj. Consistent 
with the observed interaction, negative valence components received greater weight than 
neutral and positive components, which received similar weight. The greater weight for 
videos compared to music reflects a slight but significant tendency to weight video 
valence more than corresponding music valence. To verify that the model explains the 
significant effects in the data, model estimates were subtracted from ratings for each 
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exemplar and the residuals submitted to a 3 × 3 ANOVA. Neither the main effects nor the 
interaction were statistically significant, ps > .05. Taken together, our results are well 
explained by a 5-parameter differential weight averaging model, which showed greater 
weight for visual modality and negative valence. 
2.2.2.4 Congruency effects 
The congruency effect can be defined as the enhancement of valence for congruent 
multimodal stimuli relative to the average of their unimodal constituents. This effect is 
consistent with averaging models. Positive videos with positive music were rated 
significantly more positive than the average of positive videos or music only, t(33) = 
4.63, p < .001; t(33) = 3.58, p < .01 respectively. Similarly, negative videos with negative 
music were rated significantly more negative than the average of negative videos or 
negative music only, t(33) = 4.16, p < .001; t(33) = 5.87, p < .001 (Figure 2.4). To test 
whether the differential weight averaging model accounts for these effects, we subtracted 
model predictions for the unimodal and multimodal conditions from the actual ratings 
and conducted the same t-tests. Both results were then nonsignificant (ps > .1), indicating 




Figure 2.4 Difference of mean valence ratings in Experiment 1 for congruent multimodal 
stimuli compared with unimodal (visual or auditory) components (***p < .001, **p < 
.01). The model results supported the congruency effect. Unimodal conditions are VP 
(video positive) and VN (video negative). Multimodal conditions are VPMP (video 
positive, music positive), and VNMN (video negative, music negative). 
2.2.3 Discussion 
Our results demonstrated congruency, visual dominance and negativity dominance 
effects for audiovisual integration of valence. The ANOVA for combined ratings showed 
that the valence information in one modality was influenced by valence in the other 
modality. Our data were well explained by a 5-parameter differential weight averaging 
model, in which valence values from each unimodal component were averaged together. 
The model also showed a greater weight for the visual component than the auditory 
component, supporting the visual dominance hypothesis. In addition, stimulus weights 
varied depending on stimulus valence, which reflected the dominance of negative values. 
Although congruency effects were not explicitly modeled, the model predicted these as 
shown in Figure 2.4. Congruency effects are explained by the averaging model in which 
the initial state receives less relative weight as more information is available. The model 
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predictions provided a comprehensive explanation of the pattern of significance across t-
tests and ANOVAs, as analyses of residuals resulted in no effects remaining significant. 
2.3    EXPERIMENT 2 
Experiment 2 investigated audiovisual integration of arousal while equating for 
valence. The procedure was essentially the same as in Experiment 1, except that arousal 
was manipulated at three levels (low, moderate and high) for music and videos while 
equating for valence.  Again, we were concerned with three possible effects. The first 
was whether there would be a consistent congruency effect for arousal ratings. While 
averaging models predict congruency, it should only occur when the initial state is more 
moderate than extreme states. The overall response is a weighted average of the values of 
the initial state, visual component and auditory component. If the initial state is extreme, 
combining a mildly extreme component with the highly extreme initial state decreases 
response strength, because the weighting of the initial state decreases as more 
components are added. Thus, if the initial arousal state is very low, we should only find 
congruency effects for combinations of high arousal stimuli. Second, we examined 
whether the visual or auditory channel plays a more important role in the audiovisual 
integration of arousal. Given lack of prior research, we did not make any specific 
directional predictions for this effect. Third, we investigated whether weights depend on 
arousal values for multimodal integration of arousal, as would be reflected in a video 
arousal × music arousal interaction. While negativity weighting is well documented, we 






Thirty-four students 1 (age 19-29 years; 30 females) were recruited from the 
University of South Carolina in exchange for course credit in the same way as 
Experiment 1. None of these participants took part in Experiment 1. 
2.3.1.2 Stimuli 
The stimuli consisted of 300 unimodal or multimodal 4s clips (See Tables 1 and 2 for 
detailed descriptions) selected from prior norming studies. For the unimodal condition, 
we used 60 video clips and 60 music clips the ratings for which differed on arousal (low, 
moderate, and high) while being equated on valence. The 20 exemplars at each arousal 
level were drawn from 10 unique video or music pieces sampled at two different 
nonoverlapping segments. For the multimodal condition, each video exemplar at a given 
arousal level was uniquely paired with a music exemplar at each of three arousal levels, 
for a total of 180 combinations (20 exemplars × 3 video arousal levels × 3 music arousal 
levels). Thus, the stimuli were similar but were not identical to stimuli used in 
Experiment 1.  
2.3.1.3 Design 
The experimental design was parallel to that of Experiment 1. Mode of presentation 
was manipulated within-subjects at three levels: video only, music only, and audiovisual 
combined. The audiovisual conditions were created from a 3 × 3 (video arousal × music 
arousal) within-subject factorial design. Participants made judgments on each trial using a 
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9 × 9 grid (see Figure 2.1). The dependent variable of primary interest was the arousal 
rating on a nine-point scale.  
2.3.1.4 Procedure and Data analysis 
The procedure and data analysis approach for Experiment 2 were the same as that of 
Experiment 1. 
2.3.2 Results 
2.3.2.1 Unimodal ratings 
First, we examined if arousal was well differentiated between arousal categories and 
matched across the modalities. These analyses provided a manipulation check for the 
experimental design, and served as scale value estimates in modeling the data. To 
confirm the differences in arousal ratings for each of the arousal categories, a modality 
(video, music) × arousal (high, moderate, low) two-way ANOVA was conducted across 
participants for unimodal stimuli. As expected, the main effect of arousal was significant, 
F(2, 66) = 128.45, p < .001, 𝜂𝑝
2 = 0.80. All pairwise comparisons were significant (ps < 
.05, Bonferroni corrected; MHigh = 5.82, MModerate = 4.46, MLow = 3.24). The main effect of 
modality was also significant, F(1, 33) = 4.74, p < .05, 𝜂𝑝
2 = 0.126, MVideo = 4.26, MMusic 
= 4.76. The two-way interaction between modality and arousal was non-significant, F(2, 
66) = 0.33, p > .05. Taken together, different arousal categories were well differentiated, 
which verified the manipulation of arousal for the selected stimuli in each modality 4 
(Figure 2.5). The main effect of modality reflected higher arousal for music than pictures, 
which is taken into account when modeling the data and does not confound the 




Figure 2.5 Arousal ratings (with standard error bars) for three arousal levels of visual and 
auditory unimodal stimuli. Arousal conditions are well differentiated, and arousal ratings 
for music are higher than for video. 
2.3.2.2 Multimodal arousal ratings 
A 3 × 3 repeated measures ANOVA was conducted on mean arousal ratings with 
video arousal (high, moderate, low) and music arousal (high, moderate, low) as within-
subject factors 3. The ANOVA revealed a significant main effect of video arousal, F(2, 
66) = 54.83, p < .001, 𝜂𝑝
2 = 0.62, and a significant main effect of music arousal, F(2, 66) 
= 66.08, p < .001, 𝜂𝑝
2 = 0.67. Pairwise comparisons of arousal for each main effect 
indicated that there were significant differences between high, moderate and low 
conditions (ps < .001, Bonferroni corrected). Importantly, there was no significant 
interaction between video arousal and music arousal, F(4, 132) = 1.45, p > .05 (Figure 




Figure 2.6 (A) Model fit to arousal ratings for audiovisual presentations; means, standard 
errors, and the predicted values from the three-parameter model are shown. (B) Inferred 
weighting functions for the three-parameter constant weight averaging model. The 
auditory component carried more weight than the visual component, and there were no 
differences of weight along different arousal values. 
2.3.2.3 Modeling multimodal arousal ratings 
As in Experiment 1, we implemented the information integration framework to model 
how arousal information from the auditory and visual components was combined to form 
an integrated impression. As in Experiment 1, we tested whether an additive model or 
averaging model is most appropriate based on the slope of the rating functions in the 
multimodal condition compared to the corresponding slopes in the unimodal video or 
music condition using regression analyses. The slope for the unimodal condition (1.34) 
was significantly greater than for the multimodal condition (0.74), t(178) = 11.80, p < 
.001, consistent with an averaging model. Likewise, The slope for the unimodal condition 
(1.24) was significantly higher than for the multimodal condition (0.87), t(178) = 9.54, p 
< .001, consistent with an averaging model. Therefore, an averaging model was adopted. 
 We fit the data using a constant weight averaging model because of observed 
parallelism and non-significant interaction. The model we fit to the data was the same as 
 
38 
Equation 1. By comparing the R² between different models, the final model that fit the 
data best was a 3-parameter model with S0 = 1.667, wv = 1.493, and wm = 1.984. The 3-
parameter model fit significantly better than the 2-parameter model with equal weights 
for the visual and auditory modalities, F(1, 177) = 9.38, p < .01. Thus, the greater weight 
for music compared to videos reflects a slight but significant tendency to weight music 
arousal higher than corresponding video arousal (Figure 2.6 B). To verify that the model 
explains the significant effects in the data, model estimates were subtracted from ratings 
for each exemplar and the residuals submitted to a 3 × 3 ANOVA. Neither main effect 
was statistically significant, ps > .05. Taken together, our findings were well explained by 
a 3-parameter constant weight averaging model, which showed constant weight along 
arousal values and greater weight for the auditory component. 
2.3.2.4 Congruency effects 
Consistent with the congruency effect, high arousal videos with high arousal music 
were rated significantly more arousing than the average of high arousal videos only, t(33) 
= 5.74, p < .001, or music only, t(33) = 3.50, p < .01. However, low arousal videos with 
low arousal music were rated as significantly more arousing than the average of low 
arousal videos only, t(33) = 4.21, p < .001, but were not rated significantly different from 
the average of low arousal music only, t(33) = 0.49, p > .05 (Figure 2.7). To test whether 
the constant weight averaging model accounts for these effects, we subtracted model 
predictions for the unimodal and multimodal conditions from the actual ratings and 
conducted the same t-tests. Both results were now nonsignificant (ps > .05), indicating 




Figure 2.7 Experiment 2. Difference of mean arousal ratings in Experiment 2 for 
congruent multimodal stimuli compared with unimodal (visual or auditory) components 
(*** p < .001, ** p < .01, n.s., non-significant). The model results partially supported the 
congruency effect, with congruent effect showed for high arousal but not low arousal. 
Unimodal conditions are VH (video high), VL (video low). Multimodal conditions are 
VHMH (video high, music high), VLML (video low, music low).  
2.3.3 Discussion 
As in Experiment 1, an averaging model fit the data best. Furthermore, congruency 
effects were well explained by the model. Whereas valence integration incorporated 
differential weighting in which negative affect carried more weight, arousal integration 
was consistent with a constant weight model in which arousal values from one mode had 
the same influence on ratings regardless of the arousal values from the other modality. 
Furthermore, whereas congruency effects were found for both extreme valence pairings, 
they were only found for combinations of high arousal values. This asymmetry was 
successfully modeled and attributed to a low initial state value. This pattern of results is 
consistent with the idea that the initial affective state should be relatively neutral with 
regard to valence (middle of the scale) and relatively low with regard to arousal (bottom 
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of the scale). The consequence of low arousal as an initial state is that this should 
eliminate (or reverse) the congruency effect for combining low arousal stimuli. Finally, 
the model fit indicated greater weight for the auditory than the visual component, 
supporting an auditory dominance effect for arousal. The differences in the integration 
along the dimensions of valence and arousal support the idea of the relative independence 
of these two affective dimensions.  
2.4 GENERAL DISCUSSION 
The main objective of this work was to identify the multisensory nature of affective 
processing for the dimensions of valence and arousal. Experiment 1 showed that the 
model that best explained the audiovisual integration of valence was a 5-parameter 
differential weight averaging model, which explained three effects: congruency, visual 
dominance and negativity dominance. In contrast, Experiment 2 showed that a 3-
parameter constant weight averaging model explained the audiovisual integration of 
arousal best. This model accounted for the congruency effect occurring only for high 
arousal combinations due to the very low initial state for arousal. The model also 
accounted for auditory dominance. 
2.4.1 Congruency 
For Experiment 1, our findings align with studies showing that congruent conditions 
tend to enhance valence compared to unimodal presentations (Baumgartner, T et al., 
2006; Gerdes et al., 2013). Within the information integration framework, congruency 
effects follow from an averaging model in which initial states receive some weight. Thus, 
as more information is added, the relative weight of the initial state is diminished. Other 
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studies have focused on the effect of congruent crossmodal information on perceptual 
processing within another mode. In these cases, it has been speculated that information 
from one mode enhances the salience of congruent features in the other mode (Gerdes et 
al., 2013; Spreckelmeyer et al., 2006). This assumption is in line with findings from EEG 
studies of audiovisual integration of emotion, which showed modulating effects of 
congruent versus unimodal conditions on the early ERP components related to stimulus 
perception and attention (Balconi & Vanutelli, 2016; Gerdes et al., 2013; Jessen & Kotz, 
2011; Kokinous et al., 2014). The congruency effects in these cases when processing 
along one modality may then differ from the congruency effects in our experiments in 
which the participants were responding to the combined stimuli. 
In contrast to Experiment 1, congruency effects were asymmetric for multimodal 
integration of arousal: They were found for high arousal combinations but not for low 
arousal combinations 5. This was modeled by an extremely low initial state of arousal. 
Arousal reflects the degree of activation, which may be related to the degree of attention, 
behavioral engagement, intensity of feeling or physiological activity (Lindquist, Satpute, 
& Gendron, 2015). The asymmetric congruency effects observed are consistent with the 
conceptualization of arousal as unipolar in nature (Kuppens et al., 2013) rather than 
bipolar so that the initial state is at a low level rather than an intermediate level, as in the 
case of valence. 
2.4.2 Modality dominance 
Modality dominance in audiovisual integration of emotion has been debated in recent 
years, with a focus on emotion perception tasks. Both visual dominance (Collignon et al., 
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2008) and auditory dominance (Petrini et al., 2010) have been shown. However, there is a 
possibility that the modality dominance effects in their studies can be attributed to 
unimodal differences rather than the nature of audiovisual integration. For example, the 
fact that emotion categorization was mainly based on visual modality might be due to 
visual expressions of fear selected in the experiment begin stronger than auditory 
expressions of fear, i.e., due to values and not weights. We utilized modeling methods to 
account for any unimodal differences in values and showed that there is a small but 
significantly higher weighting for the visual modality than the auditory modality when 
integrating valence. Nonetheless, the variable nature of modality dominance across 
studies is consistent with the idea that modality dominance is flexibly context dependent 
and is affected by many factors, such as differences in whether visual information is 
temporally unfolding or not, in attention induced by the task or in the reliability of each 
modality.  
Our results showed auditory dominance for arousal integration, which is consistent 
with prior findings of higher physiological responses to arousal for music compared to 
pictures (Kim & Wedell, 2016) and results observed for emotion perception in musical 
performance (Vines, Krumhansl, Wanderley, Dalca, & Levitin, 2011). Although one 
study reported an opposite effect (Ellis & Simons, 2005), modality was confounded with 
which stimulus was in the background or foreground, and thus it is difficult to interpret 





2.4.3 Interaction between modality and affect 
As expected, our results also provided evidence for a negativity dominance effect. 
Surprisingly, although negativity dominance has been demonstrated in many areas 
(Baumeister et al., 2001; Tversky & Kahneman, 1991), fewer studies have addressed this 
question for audiovisual integration of affect. Consistent with our findings, Gerdes et al. 
(2013) found a significant interaction between picture category (positive, neutral or 
negative) and sound category (positive, neutral or negative) on valence ratings. In 
contrast, Spreckelmeyer et al. (2006) found no interaction between modality and valence 
when the task involved ignoring the other modality (participants evaluated the affect in 
one of the modalities, while that in the other was ignored). The divergence between these 
studies which influenced negativity dominance could be due to different stimuli and 
tasks.  
In contrast, we found no interaction between modality and affective values for 
multimodal integration of arousal. This dissociation provides further evidence of the 
independent nature of these two dimensions underlying core affect. Given there is a 
paucity of studies investigating multimodal integration of arousal, further investigations 
are needed. 
2.4.4 Modeling multisensory nature of affect 
 The information integration theory provided a framework for theory development 
in many areas of psychology, from judgment-decision and cognitive development to 
language processing (Anderson, 2014). We applied it for integration of affective 
information across modalities. Algebraic rules, such as averaging, multiplying, adding 
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could be tested in this framework. Research in multisensory integration (e.g., 
Stekelenburg & Vroomen, 2007), audiovisual speech perception (e.g., Peelle & Sommers, 
2015), and audiovisual integration of emotional perception. Ethofer, Pourtois, and 
Wildgruber (2006) investigates the mechanism of integration by assuming that bimodal 
response differs (supra-additive or sub-additive) from the sum of the two unimodal 
responses, which is attributed to integration between the two modalities. Neuroimaging 
studies have utilized conjunction or subtraction analyses to reveal the supramodal 
integration brain area based on this hypothesis (Ethofer, T. et al., 2006). However, the 
specific nature of integration has not been empirically validated. Future research might 
apply this framework to neuroimaging data to provide greater insights into the nature of 
audiovisual integration. 
Using single component ratings as scale value estimates, we fit models for 
audiovisual integration of valence and arousal. Notably, most prior studies investigated 
audiovisual integration of affect via evidence of interactions between different modalities 
for the audiovisual condition only, without considering the contribution of unimodal 
conditions to understanding audiovisual affective experiences (Gerdes, Wieser, & Alpers, 
2014; Klasen et al., 2012). We believe that modeling responses to both unimodal and 
multimodal trials is critical to developing a strong foundation for explaining basic 




TEMPORAL DYNAMICS OF AUDIOVISUAL AFFECTIVE 
PROCESSING2 
3.1    INTRODUCTION 
In everyday life our affective experiences are influenced by information from 
multiple channels, especially vision and audition. Many studies have investigated 
multisensory perception of discrete emotions using, for example, face-voice pairs. These 
studies have shown that congruent emotional signals are often associated with increased 
accuracy and faster responses compared to incongruent or unimodal signals (De Gelder & 
Vroomen, 2000; Föcker et al., 2011; Jeong et al., 2011; Müller et al., 2011; Paulmann & 
Pell, 2011; Pourtois et al., 2000; Takagi et al., 2015; Vroomen et al., 2001). These results 
imply that emotion related signals combine across modalities to facilitate the perceptual 
identification of discrete emotions. Although numerous studies have examined 
multimodal processing of specific emotional expressions, only a few have investigated 
how overall affective experiences, defined in terms of valence and arousal, are combined 
across visual and auditory modalities (Baumgartner, T et al., 2006; Christensen, Gaigg, 
Gomila, Oke, & Calvomerino, 2014; Ellis & Simons, 2005; Gao, Wedell, Kim, et al., 
2018; Gerdes et al., 2013; Spreckelmeyer et al., 2006). In a recent behavioral study, Gao 
                                                          
2 Gao, C., Wedell, D. H., Green, J. J., Jia, X., Mao, X., Guo, C., & Shinkareva, S. V. 2018. 




and colleagues (2018) examined how audiovisual affective values are integrated into an 
overall affective experience using silent videos combined with music stimuli. Utilizing a 
mathematical modeling approach, they demonstrated three key effects. First, there was a 
visual dominance effect in which visual valence had greater influence on combined 
affective experience than auditory valence. Second, there was a congruency effect in 
which congruent affective signals (positive videos with positive music or negative videos 
with negative music) produced more extreme valence ratings than either source alone. 
Third, there was strong negativity dominance in which negative aspects of stimuli 
outweighed positive aspects when the two were combined together to form a single 
affective impression. 
 Functional magnetic resonance imaging (fMRI) studies have provided important 
insights about the neural mechanisms of audiovisual affective processing (Campanella & 
Belin, 2007; Ethofer, Thomas et al., 2006; Ethofer et al., 2013; Jessen & Kotz, 2015; 
Klasen et al., 2012; Kreifelts et al., 2007; Kreifelts, Ethofer, Shiozawa, Grodd, & 
Wildgruber, 2009; Müller, Cieslik, Turetsky, & Eickhoff, 2012; Müller et al., 2011; 
Watson et al., 2014). However, given that affect-related processes may take place within 
a few hundred milliseconds, event-related potentials (ERPs) provide a useful way to test 
hypotheses about how affective processing unfolds over time for both unimodal and 
multimodal affective stimuli. ERP studies of multisensory perception of emotion have 
demonstrated that affective processing of visual and auditory combinations for faces and 
voices starts early in the processing stream (de Gelder, Böcker, Tuomainen, Hensen, & 
Vroomen, 1999; Jessen & Kotz, 2011; Liu et al., 2012; Paulmann et al., 2009; Pourtois et 
al., 2000; Pourtois, Debatisse, Despland, & Gelder, 2002; Zinchenko, Kanske, 
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Obermeier, Schröger, & Kotz, 2015). For example, incongruent face-voice pairs (e.g., 
angry voice, sad face) elicited a mismatch negativity when compared to congruent face-
voice pairs (e.g., angry voice, angry face), with this effect occurring less than 200 ms 
after stimulus onset (de Gelder et al., 1999). Studies that have investigated audiovisual 
affective experiences using picture-music (Gerdes et al., 2013) or picture-sound pairs 
(Balconi & Vanutelli, 2016; Spreckelmeyer et al., 2006) have also provided evidence that 
audiovisual affective processing impacts early ERP components. 
 Although prior ERP studies have provided valuable insights into the temporal 
audiovisual processing of affect, several questions remain unanswered. First, how do 
ERP correlates that are sensitive to valence for audiovisual stimuli relate to those for 
auditory and visual stimuli presented alone? Previous research has documented early 
ERP effects for both visual and auditory stimuli, although distinct early components were 
identified in different studies depending on specific experimental procedures and stimuli 
(Olofsson, Nordin, Sequeira, & Polich, 2008). A late component, designated the late 
positive potential (LPP), has been consistently linked to affective processing using visual 
stimuli such as pictures, words, and faces (Bayer & Schacht, 2014). However, there have 
been mixed findings for affective sensitivity to auditory stimuli in the LPP, with some 
studies reporting this effect (Paulmann, Bleichner, & Kotz, 2013) and others failing to 
find it (Gerdes et al., 2013; Jessen & Kotz, 2011). One aim of our investigation was to 
determine if valence operates differently in unimodal and multimodal contexts within the 
LPP, which would constitute evidence for non-additive multimodal integration. Studies 
comparing unimodal and multimodal conditions to examine audiovisual affect integration 
have focused on early components in which audiovisual interactions were quantified as 
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the difference between the audiovisual activity and the summed activity for the unimodal 
auditory and visual stimuli (Fort & Giard, 2004). However, because it is difficult to 
isolate common neural activity from unique neural activity, this subtraction technique can 
possibly lead to spurious interaction effects (Fort & Giard, 2004; Stekelenburg & 
Vroomen, 2007). ERPs consist of a series of components, each indicating the extent to 
which corresponding cognitive processes are engaged. Thus, the direct subtraction of 
non-aligned early components in an arbitrary time window might potentially create some 
spurious effects. Our primary focus in the present study was on affective sensitivity of the 
LPP for the unimodal and audiovisual conditions.  
Second, how do ERP components for audiovisual processing relate to the 
behaviorally observed effects of visual dominance and negativity dominance? Visual 
dominance occurs when affective experiences are biased in favor of the visual stimuli 
when the visual and auditory affective information mismatch. One way to demonstrate 
visual dominance behaviorally is to directly compare incongruent trials (i.e., visual-
positive/auditory-negative trials versus visual-negative/auditory-positive trials). 
However, Gao, Wedell, Kim, et al. (2018) noted that this measure may be confounded by 
the range of valence differences for the two modalities. To avoid this problem, they tested 
for modality dominance using modeling methods to account for unimodal differences in 
valence values and found a visual dominance effect. Visual information has been shown 
to be more important in audiovisual affective processing (Klasen, Kreifelts, Chen, 
Seubert, & Mathiak, 2014) using both face-voice stimuli (Collignon et al., 2008) and 
video-music stimuli (Gao, Wedell, Kim, et al., 2018), though some counter evidence 
exists (Petrini et al., 2010). To our knowledge, none of the prior ERP studies have 
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explicitly investigated modality dominance in audiovisual affective processing, although 
some studies presented valuable insights (Spreckelmeyer et al., 2006). Our experimental 
design provides opportunities to determine when visual dominance occurs in the affective 
processing stream. 
With respect to the negativity dominance effect, numerous ERP studies using 
unimodal visual stimuli have shown that negative information is weighted more heavily 
than positive information, which has been linked with distinct early components (Huang 
& Luo, 2006; Smith, Cacioppo, Larsen, & Chartrand, 2003) as well as the later LPP 
component (Hilgard, Weinberg, Hajcak Proudfit, & Bartholow, 2014; Huang & Luo, 
2006; Ito, Larsen, Smith, & Cacioppo, 1998; Smith et al., 2003). For example, one ERP 
study found a larger amplitude LPP for negative compared to positive pictures (Ito et al., 
1998), suggesting a link between the LPP and negativity bias in affective processing. A 
similar pattern of LPP differences for negative and positive stimuli has also been found in 
other ERP studies (Hilgard et al., 2014; Huang & Luo, 2006). One recent study has also 
provided support for negativity dominance using auditory stimuli (Pell et al., 2015), in 
which a stronger LPP was found for angry compared to happy vocalizations. Though 
most studies focused on the negativity dominance effect for unimodal (especially visual) 
stimuli, Gerdes et al. (2013) provided some evidence for negativity dominance in 
audiovisual affective processing. Our study further examines the neural correlates of 
negativity dominance for audiovisual conditions. 
Finally, how do ERP data relate to the congruency effect? Direct comparison of the 
ERP amplitudes across different modalities requires a close correspondence between 
unimodal visual, auditory, and audiovisual components. Given the differences in 
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waveforms observed for auditory and visual affective stimuli in prior research, we do not 
anticipate a close correspondence will be the case (Balconi & Lucchiari, 2007; Bayer & 
Schacht, 2014; Olofsson et al., 2008). Instead, in the current study, we will focus on 
audiovisual conditions and compare the amplitudes for conditions where both modalities 
are positive or negative with conditions in which one of these extremes in one modality is 
paired with neutral valence in the other modality. Congruity predicts greater amplitudes 
when extreme valence in one modality matches that in the other, enhancing valence 
processing.  
In summary, the aims of the current study were to examine temporal stages of 
audiovisual affective processing and test for neural correlates of audiovisual integration. 
In particular, we were interested in interactive effects that can be inferred by comparison 
of the valence sensitivity of common neural activity (i.e., the LPP) for visual, auditory, 
and audiovisual stimuli. Furthermore, we were interested in how ERP data may relate to 
three established behavioral results of multimodal combination of valence: visual 
dominance, congruency, and negativity dominance effects. Our experimental design and 
choice of materials offer several advantages. First, we used dynamic stimuli (naturalistic 
videos and instrumental music) to create a similar temporal unfolding of valence for both 
modalities. The video and music stimuli we used have been shown to successfully induce 
emotional experiences (Gao, Wedell, Kim, et al., 2018; Kim et al., 2017). Although 
naturalistic videos and music might have high ecological validity independently, in 
combination they might have lower ecological validity compared to processing emotions 
from facial, vocal and bodily expressions (Jessen & Kotz, 2011). However, one 
advantage of using music as the auditory affective stimuli is that it carries little semantic 
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content and so can be combined with the video affective stimuli with minimal semantic 
conflict. Also, an advantage of using videos rather than pictures is that, like music, they 
unfold over time. Second, we include three modality conditions that allow for comparison 
of responses to auditory, visual, and audiovisual stimuli. Third, for each modality, 
valence was manipulated at three levels (negative, neutral and positive), matched across 
modalities and matched on arousal. The nine multimodal conditions were then generated 
by the 3 × 3 factorial combination of valence for each modality. This design supports 
mathematical modeling for behavioral effects (Gao, Wedell, Kim, et al., 2018). The 
neutral conditions enabled us to explore both signed valence (negative versus positive) 
and unsigned valence (negative and positive versus neutral) comparisons (Kim et al., 
2017). This distinction becomes important when testing for specific effects of affective 
integration, such as negativity dominance, which is represented by a signed valence 
comparison reflecting differences in amplitudes for positive and negative stimuli. 
Based on existing behavioral and electrophysiological studies, we had several 
predictions regarding the audiovisual integration of affective information. First, we 
predicted the behavioral affective ratings would replicate the previously observed 
integration effects of visual dominance, congruency and negativity dominance effects 
(Gao, Wedell, Kim, et al., 2018). Second, we predicted early ERP differences (ranging 
from 150 to 350 ms) related to valence for all three modality conditions (unimodal visual, 
unimodal auditory, and audiovisual) and a replication of the very robust valence effects 
on the LPP for the visual modality (Hajcak, Weinberg, MacNamara, & Foti, 2012). It is 
unclear whether the LPP will be significantly modulated by auditory valence when 
presented in the unimodal auditory condition (Jessen & Kotz, 2011; Paulmann et al., 
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2013), or whether the LPP effects will be enhanced for auditory valence in the 
audiovisual condition. Third, we predicted that the behavioral integration effects would 
be related to specific patterns of ERP activity. Given the strong signed valence effects 
consistently observed for the LPP (Foti, Hajcak, & Dien, 2009; Hilgard et al., 2014; 
Huang & Luo, 2006), we hypothesized that the LPP would be sensitive to visual and 
auditory signed valence in the audiovisual condition, thus supporting of negativity 
dominance. There is also evidence that negative information attracts more attention early 
in the processing stream (Huang & Luo, 2006; Smith et al., 2003), so we also anticipated 
signed valence effects for the early ERP components. Studies of visual dominance that 
are not specific to affect have attributed this effect  to early processing (Koppen & 
Spence, 2007; Posner, Nissen, & Klein, 1976; Sinnett, Spence, & Soto-Faraco, 2007), so 
we hypothesized greater weight of visual valence than auditory valence for early ERP 
components. Given the evidence that audiovisual integration of affect occurs in early 
temporal stages (Klasen et al., 2012), we expected that the congruency effect would be 
linked to early ERP components. 
3.2    METHOD 
3.2.1 Participants 
 Participants were 24 (age 20-27 years; 11 males) healthy, right-handed, native 
speakers of Chinese recruited from Capital Normal University. All participants had 
normal or corrected-to-normal vision and did not report hearing problems. Participants 
were paid for their time and gave written informed consent as approved by the 
Institutional Review Board at the Capital Normal University. Data for all 24 participants 
were used for behavioral analyses, however, EEG data for two participants were 
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discarded due to excessive artifacts. Thus, the EEG analyses reflect data from 22 
participants (age 20-27 years, 10 males). 
3.2.2 Stimuli and procedure 
 The stimuli consisted of 450 three second clips (90 video only, 90 music only, and 
270 audiovisual), varying on valence and matched on arousal. The unimodal stimuli were 
normed on an independent sample of participants and were carefully selected to be 
equated on valence ratings, while controlling for arousal between videos and music. For 
videos, the semantic features (human, animal, and scene) were balanced between three 
valence categories (10 videos of each semantic category for each valence condition). 
Instrumental music without any vocal sounds was used to avoid semantic information 
from lyrics. For the unimodal video and unimodal music conditions there were 30 
exemplars for each of the three valence levels (positive, neutral, negative). These 30 
exemplars were drawn from 15 unique video or music pieces sampled at two different 
non-overlapping segments. Multimodal stimuli consisted of 270 pairings of the video and 
music exemplars (30 exemplars × 3 video valence levels × 3 music valence levels). The 
pairings between video and music exemplars were random for each audiovisual 
condition. 
Presentation modality was manipulated within-subjects at three levels: video only, 
music only, and audiovisual. For each participant the 450 trials were randomly distributed 
over 30 blocks with one stimulus for each of the 15 conditions per block: unimodal video 
positive (vp) neutral (vx) and negative (vn), unimodal music positive (mp), neutral (mx) 
and negative (mn), and 9 factorial combinations of video valence with music valence 
(vpmp, vpmx, vpmn, vxmp, vxmx, vxmn, vnmp, vnmx and vnmn). Participants pressed a button 
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to begin the next block, allowing them to take a self-paced rest break when needed. The 
order of trials within each block was random. A fixation cross was presented in the center 
of the screen during each jittered inter-trial interval of 1500-2000 ms. Each stimulus was 
then presented for 3000 ms and was followed by self-paced 9-point rating scales for 
valence and arousal (Figure 3.1). Visual stimuli were presented on a 17-inch computer 
monitor, covering approximately 3.4° and 2.6° of horizontal and vertical visual angles, 
respectively. The 320 by 240 pixel video stimuli had a 4:3 width-height ratio. Auditory 
stimuli were presented at a comfortable volume level through a pair of headphones. 
 
Figure 3.1. Experimental procedure: Three different types of trials (video only, music 
only, and audiovisual combined) are shown. 
3.2.3 Behavioral analyses 
 We used information integration theory (Anderson, 1981) to model how valence 
information from the two modalities was combined to form an integrated impression. A 





   Rij = (S0+wviSi+wmjSj)/(1.00+wvi+wmj),    
 (1) 
where the rating of video i and music j combination (Rij) is a function of an initial state 
(S0) arbitrarily weighted 1.00, the scale value for the video (Si) weighted by wvi and the 
scale value for the music (Sj) weighted by wmj. Scale values were assumed to be a linear 
function of the unimodal component ratings (Ri and Rj) and therefore these component 
ratings on a 9-point scale were substituted into Equation 1 for Si and Sj, respectively. To 
efficiently parameterize the data, the weighting functions for each mode were fit by a 
quadratic polynomial function: 
wvi = av + bv(Si - 5)+ cv(Si - 5)²    and wmj = am + bm(Sj - 5)+ cm(Sj - 5)²,  
 (2) 
with scale values centered on the neutral value, 5. A series of nested models was tested to 
evaluate what model best accounted for the data, using change in R² to test for 
significance of added parameters. 
 A 3 (video valence) × 3 (music valence) repeated measures ANOVA was also 
conducted on mean valence ratings for multimodal stimuli. To test whether main and 
interaction effects were explained by the model, residuals from the model were submitted 
to the ANOVA. 
3.2.4 EEG recording and preprocessing 
Continuous EEG (range 0.05-100 Hz; sampling rate 500 Hz) was recorded from 
62 Ag/AgCl electrodes embedded in an elastic cap (Neuroscan QuickCaps) from standard 
and extended 10-20 locations (Picton et al., 2000) at FP1, FPz, FP2, AF3, AF4, F7, F5, 
F3, F1, Fz, F2, F4, F6, F8, FT7, FC5, FC3, FC1, FCZ, FC2, FC4, FC6 FT8 T7, C5, C3, 
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C1, CZ, C2, C4, C6, T8, TP7, CP5, CP3, CP1, CPZ, CP2, CP4, CP6, TP8, P7, P5, P3, 
P1, Pz, P2, P4, P6, P8, PO7, PO5, PO3, POz, PO4, PO6, PO8, CB1, O1, Oz, O2, CB2, as 
well as from electrodes placed on the left and right mastoids. EEG was recorded 
referenced to the left mastoid and later digitally re-referenced offline to the averaged 
activity over left and right mastoids. Vertical eye movements and blinks were recorded 
from a pair of electrodes placed above and below the left eye, and horizontal eye 
movements were recorded from a pair of electrodes placed at the outer canthus of each 
eye. Impedances at each electrode site were kept below 5 kΩ and signals were amplified 
with a NeuroScan SynAmps system (NeuroScan Inc. Sterling, Virginia, USA). 
EEG preprocessing, artifact detection and rejection, and ERP averaging were 
carried out using the EEGLAB (Delorme & Makeig, 2004) and ERPLAB (Lopez-
Calderon & Luck, 2014) MATLAB toolboxes. Topographic maps were made in Fieldtrip 
(Oostenveld, Fries, Maris, & Schoffelen, 2011). Recordings were digitally filtered with a 
Butterworth infinite impulse response filter with a bandpass of 0.05-30 Hz (-3 dB point; -
12 dB/octave) and then segmented into 1200-ms epochs beginning 200 ms prior to 
stimulus onset. Waveforms were corrected relative to the 200-ms pre-stimulus baseline 
period. Artifact detection was carried out in two stages. In stage one, a moving window 
peak-to-peak amplitude method was applied (Luck, 2014), with a window width of 200 
ms and a window step of 100 ms; epochs in which the voltage exceeded an absolute 
threshold of ±100 µV were excluded from analysis. In stage two, all epochs were 
manually inspected for ocular, motor and other artifacts. Only artifact-free epochs were 
used for further analysis. Participants for whom more than 30% of trials were rejected 
because of artifacts (N = 2) were excluded from further analysis. Among the final set of 
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participants (N = 22), artifacts led to the rejection of an average of 10% of trials (range 
1% - 26%). The mean (±SD) numbers of trials per condition for the ERPs were 27.1 
(±2.29) for vp, 27.4 (±1.89) for vx, 27.6 (±2.26) for vn, 25.6 (±3.98) for mp, 25.2 (±3.96) 
for mx, 26.4 (±3.63) for mn, 27.3 (±2.88) for vpmp, 27.3 (±1.99) for vpmx, 27.3 (±2.21) for 
vpmn, 27.0 (±3.02) for vxmp, 27.6 (±2.26) for vxmx, 26.9 (±2.39) for vxmn, 27.0 (±2.79) for 
vnmp, 26.4 (±2.90) for vnmx, and 26.8 (±2.87) for vnmn. 
3.2.5 EEG analyses 
 First, we report ERP analyses for the unimodal conditions to assess the nature of 
valence effects when affective stimuli were presented in a single modality. For visual 
stimuli, early components have been reported to be sensitive to valence as well as the 
later LPP component, which has been reported to have a very strong link to valence in the 
visual modality (Hajcak et al., 2012; Olofsson et al., 2008). For auditory stimuli, early 
components have also been reported to be sensitive to valence, with little evidence for a 
late LPP component (Jessen & Kotz, 2011). Second, we report analyses for the 
audiovisual conditions to consider how early and later components are sensitive to 
valence for each modality.  
Based on prior work on ERPs of emotion (Hajcak et al., 2012), ERPs were 
averaged over electrodes to form two clusters: anterior (F5, F3, F1, Fz, F2, F4, F6; FC5, 
FC3, FC1, FCz, FC2, FC4, FC6) and posterior (C5, C3, C1, Cz, C2, C4, C6; CP5, CP3, 
CP1, CPz, CP2, CP4, CP6; P5, P3, P1, Pz, P2, P4, P6; PO5, PO3, POz, PO4, PO6). To 
examine sensitivity of the ERP components to signed valence (positive versus negative) 
and unsigned valence (positive and negative versus neutral), we used planned 
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comparisons with two orthogonal contrasts for positive, neutral and negative valence: 
signed valence (1, 0, -1) and unsigned valence (1, -2, 1). 
3.2.6 ERP analyses for unimodal conditions 
For unimodal visual stimuli, based on visual inspection and prior literature 
(Hajcak et al., 2012; Olofsson et al., 2008), mean amplitudes were measured in four time 
windows: 100-150 ms (N125), 150-200 ms (P170), 220-320 ms (N250), and 500-900 ms 
(LPP). For unimodal auditory stimuli, based on visual inspection and prior literature 
(Hajcak et al., 2012), mean amplitudes were measured in three time windows: 100-200 
ms (N150), 200-300 ms (P250), and 500-900 ms (LPP). We focused on the LPP effects 
for comparison across different modalities and include early effects for completeness. For 
each ERP component, separate 3 × 2 repeated-measures ANOVAs were conducted with 
factors for valence (positive, neutral and negative) and electrode cluster (anterior, 
posterior) and with tests of orthogonal planned comparisons of valence for the valence 
factor. 
3.2.7 ERP analyses for audiovisual conditions 
For audiovisual trials, three components of primary interest were included to 
evaluate affective responses, N200, P300, and LPP (Hajcak et al., 2012). Therefore, 
based on a priori hypotheses about relevant components and visual inspection of data, 
mean amplitudes were measured in three time intervals (150-250 ms, 250-350 ms, and 
500-900 ms) for each of the two clusters. The audiovisual trials were of primary interest 
as they reflect how valence from one modality is processed as a function of valence from 
the other modality. For each ERP component, separate 3 × 3 × 2 repeated-measures 
ANOVAs were conducted with factors for visual valence (positive, neutral and negative), 
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auditory valence (positive, neutral and negative) and electrode cluster (anterior, 
posterior). Orthogonal planned comparisons for valence were conducted for each of the 
first two factors. To assess congruency effects, we compared the ERP amplitudes for 
vpmp condition (congruent positive) to the average of vpmx and vxmp conditions (positive 
combined with neutral). Likewise, we also compared vnmn condition (congruent negative) 
to the average of vnmx and vxmn conditions (negative combined with neutral). These 
comparisons were conducted for each electrode cluster and each time window. 
To supplement the ANOVAs on audiovisual conditions, we modeled the mean 
amplitudes for each component using nonlinear regression on the mean responses as 
follows:  
 Aijk = ak + bkm(gikmDim + hjkmDjm),                                   (3) 
where the ERP amplitudes (Aijk) evoked by video i and music j combination from cluster 
k are a function of an intercept ak reflecting the mean responding for that cluster, design 
values for the video (Dim) weighted by gikm and the design values for the music (Djm) 
weighted by hjkm. Design values either coded signed valence (1, 0, -1) or unsigned 
valence (1, 0, 1) for positive, neutral and negative valence in each mode. The weighting 
of signed or unsigned valence parameter is represented as bkm. We used results of planned 
comparisons from the ANOVA to initially parameterize gikm and hjkm as 0 (no effect), 1 (a 
significant effect) or -1 (a significant effect in the opposite direction). As in the 
behavioral modeling analyses, we tested nested models based on the change in R2. The 
modeling analyses were conducted for each time window (ERP component), respectively. 
 To examine whether differential neural processing modulated the behavioral 
visual dominance effects, negativity dominance effects, and affective sensitivity, we 
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calculated Pearson’s correlation coefficients between the behavioral measures and visual 
signed/unsigned valence effect for each of the three ERP components. The behavioral 
visual dominance score was quantified as: 
VDOM = (vpm∙ – vnm∙)/ ((vpm∙ – vnm∙) + (v∙mp – v∙mn)),                                  
(4) 
where the visual dominance score (VDOM) is a function of vpm∙, reflecting mean ratings 
of visual-positive with auditory-combined; vnm∙, reflecting mean ratings of visual-
negative with auditory-combined; v∙mp, reflecting mean ratings of auditory-positive with 
visual-combined; and v∙mn, reflecting mean ratings of auditory-negative with visual-
combined. The VDOM scores could vary from 1 (complete visual dominance) to 0 
(complete music dominance), with .5 representing equal weight. 
The behavioral negativity dominance score was quantified as: 
NDOM = (.5(vpmn + vnmp) - vpmp)/ (vnmn – vpmp),                                  
(5) 
where the negativity dominance score (NDOM) is a function of vpmn reflecting mean 
ratings of video-positive/music-negative trials, vnmp reflecting mean ratings of video-
negative/music-positive trials, vpmp reflecting mean ratings of video-positive/music-
positive trials, and vnmn reflecting mean ratings of video-negative/music-negative trials. 
The NDOM scores could vary from 1 (complete negativity dominance) to 0 (complete 




A measure of total affective sensitivity based on the difference between the 
positive-video/positive-music and negative-video/negative-music conditions was also 
computed: 
AFFECT = vpmp – vnmn .                                     
(6)  
These AFFECT scores could vary from 8 (always rating vpmp 9 and vnmn 1) to 
-8 (using the reverse rating scheme) with 0 indicating that extreme positive 
and negative stimuli were not discriminated. 
3.3    RESULTS 
3.3.1 Behavioral results 
 A 2 (modality) × 3 (valence) repeated measures ANOVA conducted on mean 
valence ratings for video only and music only trials showed that valence was well 
differentiated between valence categories (Figure 3.2), F(2, 46) = 237.12, p < .001, 𝜂𝑝
2 
= .91. A small but significant modality effect reflected slightly more positive valence 
ratings for music than videos, F(1, 23) = 4.55, p = .044, 𝜂𝑝
2 = .17. There was also an 
interaction, F(2, 46) = 3.86, p = .042, 𝜂𝑝
2 = .14. Simple effects showed that negative and 
positive valence differed from neutral for both videos and music (ps < .001). However, 
the valence differences tend to be greater for the music than videos. Additional analyses 
were also conducted to examine possible differences associated with self-identified sex 




Figure 3.2. Participants’ mean valence ratings for three valence levels of visual and 
auditory unimodal stimuli are shown with standard error bars. Valence conditions were 
well differentiated.  
A 3 (video valence) × 3 (music valence) repeated measures ANOVA conducted 
on mean valence ratings for multimodal stimuli revealed a main effect of video valence, 
F(2, 46) = 114.33, p < .001, 𝜂𝑝
2 = .83, and a main effect of music valence, F(2, 46) = 
80.16, p < .001, 𝜂𝑝
2 = .78. Pairwise comparisons of valence for each main effect were 
significant (ps < .001). In addition, there was an interaction between video valence and 
music valence, F(4, 92) = 19.00, p < .001, 𝜂𝑝
2 = .45. This interaction reflects negativity 
dominance: When a combination included a negative valence stimulus, there was a 
reduced influence of the other stimulus (Figure 3.3A). Two t-tests were conducted to test 
for congruency effects. For positive valence, the mean for vpmp audiovisual trials (M = 
6.75) was greater than the average of corresponding unimodal vp and mp trials (M = 6.10), 
t(23) = 7.12, p < .001, Cohen’s d =  1.45. For negative valence, the mean for vnmn 
audiovisual trials (M = 2.44) was lower than the average of corresponding unimodal vn 
and mn trials (M = 3.23), t(23) = 12.14, p < .001, Cohen’s d = 2.48. Additional analyses 
were also conducted to examine possible differences associated with self-identified sex 
 
63 
(male or female) and no significant effects were found (ps > .05). The 270 means for 
audiovisual stimuli (30 × 3 × 3) were fit using nonlinear regression minimizing least 
squares error fit to different versions of Equation 1. The final model that fit the data best 
was a 5-parameter differential weight averaging model in which stimulus weights depend 
on stimulus values. The fitted parameters for this model were S0 = 4.980, av = 1.004, am = 
0.631, b = -0.101, and c = 0.077. Figure 3.3B shows the weighting functions for wvi and 
wmj. Consistent with the observed interaction, negative valence components carried 
greater weight than neutral and positive components, and there was a greater weight for 
videos compared to music (i.e., av > am). Furthermore, none of the results for the 
ANOVA conducted on the residuals were significant, supportive of the model’s 
explanation of the data. In addition, residuals were substituted in for the tests for 
congruency and once again these tests were rendered nonsignificant, supportive of the 
model’s explanation of these effects. These findings replicate Gao et al. (2017) results for 
a different participant group and suggest that audiovisual integration of affect may be 
consistent across American and Chinese cultures. 
 
Figure 3.3. (A) Model fit to valence ratings for audiovisual presentations: Means, 
standard errors, and the predicted values from the five-parameter model are shown. (B) 
Inferred weighting functions for the five-parameter differential weight averaging model. 
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The visual component carried more weight than the auditory component, and negative 
values carried more weight than neutral or positive values. 
3.3.2 ERP data 
For all ANOVAs on ERP components, the main effect of electrode cluster was 
significant and reflects the more positive mean amplitude for the posterior cluster. 
Because this difference is not of particular interest, we do not report these details for each 
analysis. The ANOVA results for unimodal and multimodal analyses are reported below 
and summarized in Table 3.1. For audiovisual conditions the ANOVAs are supplemented 
by two additional analyses, which use Equation 3 to model the relevant 18 means using 
nonlinear regression and thus characterize the results in terms of signed and unsigned 
valence along with relative weight of each modality. The second analysis focuses on 
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3.3.2.1 ERPs for unimodal visual stimuli 
N125 (100-150 ms). For the N125 component, there was a main effect of video 
valence, F(2, 42) = 3.29, p = 0.047, 𝜂𝑝
2 = .14. Planned comparisons showed that this 
effect was due to an unsigned valence effect, F(1, 21) = 5.95, p = .02, 𝜂𝑝
2 = .22, and not 
to a signed valence effect, F(1, 21) = .93, p = .35. A video valence by electrode cluster 
interaction was also found, F(2, 42) = 3.69, p = .03, 𝜂𝑝
2 = .15. This effect was primarily 
explained by an unsigned video valence effect for the anterior cluster (p = .019) but not 
for the posterior cluster (p = .08). No signed valence effects (p > .05) were found for 
either anterior or posterior cluster (Figure 3.4, Panel A). 
P170 (150-200 ms). For the P170 component, there was a main effect of video 
valence, F(2, 42) = 9.40, p < 0.001, 𝜂𝑝
2 = .31. Planned comparisons showed that this 
effect was due to an unsigned valence effect, F(1, 21) = 19.91, p < .001, 𝜂𝑝
2 = .49, and 
not to a signed valence effect, F(1, 21) = .02, p = .89. Thus, ERPs for this component can 




Figure 3.4. ERP waveforms averaged spatially by region (anterior, posterior) in response 
to (A) positive, neutral and negative unimodal videos, and (B) positive, neutral and 
negative unimodal music. The dashed box indicates the latency interval for components 
of interest. 
N250 (220-320 ms). For the N250 component, there was a main effect of video 
valence, F(2, 42) = 17.29, p < .001, 𝜂𝑝
2 = .45. Planned comparisons showed that this 
effect was due to both a signed valence effect, F(1, 21) = 15.40, p < .001, 𝜂𝑝
2 = .42, and 
an unsigned valence effect, F(1, 21) = 18.73, p < .001, 𝜂𝑝
2 = .47. A video valence by 
electrode cluster interaction was also found, F(2, 42) = 5.09, p = .01, 𝜂𝑝
2 = .20. This 
effect was primarily explained by a stronger sensitivity to signed video valence for the 
anterior cluster (p < .001) than for the posterior cluster (p = .02). The unsigned valence 
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effects were significant (ps < .001) for both anterior and posterior clusters (Figure 3.4, 
Panel A). 
LPP (500-900 ms). For the LPP component, there was a main effect of video 
valence, F(2, 42) = 9.39, p < .001, 𝜂𝑝
2 = .31. Planned comparisons showed that this 
effect was due to an unsigned valence effect, F(1, 21) = 29.38, p < .001, 𝜂𝑝
2 = .58, and 
not a signed valence effect, F(1, 21) = 0.68, p = .42. A video valence by electrode cluster 
interaction was also found, F(2, 42) = 6.12, p = .005, 𝜂𝑝
2 = .23. Follow-up analyses 
showed that there was no unsigned valence by electrode cluster interaction, F(1, 21) = 
2.07, p = .165. Consistent with this, strong unsigned valence effects of similar magnitude 
were found for both anterior [F(1, 21) = 28.11, p < .001, 𝜂𝑝
2 = .57] and posterior [F(1, 
21) = 20.86, p < .001, 𝜂𝑝
2 = .50] clusters. Rather, the interaction was driven by a signed 
valence by electrode cluster interaction [F(1, 21) = 11.79, p = .002, 𝜂𝑝
2 = .36], reflecting 
a stronger sensitivity to signed valence at the posterior cluster compared with the anterior 
cluster (Figure 3.4, Panel A). 
3.3.2.2 ERPs for Unimodal Auditory Stimuli 
N150 (100-200 ms). For the N150 component, the main effect of music valence 
was not significant, F(2, 42) = 3.16, p = .053; however, planned contrasts revealed an 
unsigned valence effect, F(1, 21) = 4.46, p = .047, 𝜂𝑝
2 = .18, but no signed valence 
effect, F(1, 21) = 1.33, p = .26. Thus, ERPs for this component can best be characterized 
by sensitivity to unsigned valence (Figure 3.4, Panel B). 
P250 (200-300 ms). For the P250 component, there was a main effect of music 
valence, F(2, 42) = 14.63, p < .001, 𝜂𝑝
2 = .41. Planned comparisons showed that this 
effect was due to both signed valence, F(1, 21) = 16.78, p < .001, 𝜂𝑝
2 = .44, and unsigned 
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valence, F(1, 21) = 11.20, p = .003, 𝜂𝑝
2 = .35. A music valence by electrode cluster 
interaction was also found, F(2, 42) = 5.98, p = .005, 𝜂𝑝
2 = .22. This effect was explained 
by a shift from sensitivity to both signed and unsigned music valence (ps < .001) for the 
anterior cluster to sensitivity to only signed valence (p < .001) in the posterior cluster 
(Figure 3.4, Panel B). 
LPP (500-900 ms). The main effect of music valence was not significant, F(2, 42) 
= .70, p = .50. None of the planned comparisons were significant (ps > .30), and so there 
was no differentiation of music valence in the 500-900 ms window (Figure 3.4, Panel B) 
3. 
3.3.2.3 ERPs for Multimodal Audiovisual Stimuli 
 N200 component (150-250 ms). For the N200 component, there was a main effect 
of video valence, F(2, 42) = 11.17, p < .001, 𝜂𝑝
2 = .35. Planned comparisons showed that 
this effect was due to unsigned valence, F(1, 21) = 16.22, p < .001, 𝜂𝑝
2 = .44, and not to 
signed valence, F(1, 21) = 1.62, p = .220. Although the main effect of music valence was 
not significant, F(2, 42) = 2.34, p = .108, planned contrasts revealed an unsigned valence 
effect, F(1, 21) = 4.98, p = .037, 𝜂𝑝
2 = .19, but no signed valence effect, F(1, 21) = 0.07, 
p = .794. Thus, ERPs for this component can best be characterized by sensitivity to 
unsigned valence for both video and music, with the effect appearing larger for visual 
than for auditory valence (Figure 3.5). This is also illustrated in Panel A of Figure 3.6, 
with the U-shaped functions reflecting video unsigned valence and the separation of the 
                                                          
3 To account for possible influences of stimuli features, item-level nuisance regressors (i.e., 
saturation, pitch and mode) were added to a regression model in which the EEG signal 
(accepted trials) was the dependent variable. Comparable pattern of results was found for 
ERPs of unimodal visual and auditory stimuli. 
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neutral music means from the positive and negative music means reflecting music 
unsigned valence. The topographic maps are shown in Panel A of Figure 3.7. 
 
Figure 3.5. ERP waveforms averaged spatially by region (anterior, posterior) in response 
to audiovisual stimuli: (A) for videos collapsed across positive, neutral and negative 
music; (B) for music collapsed across positive, neutral and negative videos. Dashed 




Figure 3.6. Model fit (symbols) to the data (lines) for mean ERP amplitudes averaged by 
electrode cluster (anterior, posterior) for all audiovisual conditions for (A) N200 (150-
250ms), (B) P300 (250-350ms), and (C) LPP (500-900ms). 
 
Figure 3.7. Topographic maps of N200 (Panel A), P300 (Panel B), and LPP components 
(Panel C) for specified contrasts on audiovisual trials. 
 A complementary modeling analysis of the 18 means using Equation 3 for this 
component produced similar results. Based on the planned comparisons from ANOVA, 
values for g and h were initially set to 0 for all signed valence conditions and set to 1 for 
all unsigned valence conditions. The final four parameter model (R2 =.995) fit the 
weighting of unsigned valence, bu = 0.94, a modality weighting value that differed for 
visual (g = 1.0) and auditory (h = 0.40) modalities, and a separate intercept for each 
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cluster (aanterior = -6.94, aposterior = -1.22). All components in this model were significant 
and freeing additional parameters did not lead to a significantly better fit. None of 
ANOVA results conducted on the residuals were significant, supporting the model’s 
explanation of the data. The math modeling analysis adds to the ANOVA by indicating 
that video valence was weighted significantly more than auditory valence for this 
component. The fit of this model to the data is shown in Panel A of Figure 3.6.  
 Consistent with the unsigned valence effects supported above, tests of the 
congruency effect were significant for both positive and negative stimuli. The mean of 
the vpmp conditions (M = -2.93) was greater than the mean of the positive vpmx and vxmp 
conditions (M = -3.53), t(21) = 2.09, p = .049, Cohen’s d =  .45. Similarly, the mean of 
vnmn conditions (M = -2.70) was greater than the mean of the negative vnmx and vxmn 
conditions (M = -3.47), t(21) = 2.20, p = .039, Cohen’s d =  .47. These results are also 
consistent with the unsigned valence effects found in the ANOVA and modeling analyses 
that reflect the lower response when a neutral stimulus is added to a signed stimulus. 
 P300 component (250-350 ms). For the P300 component, there was a main effect 
of video valence, F(2, 42) = 4.00, p = .026, 𝜂𝑝
2 = .16. Planned comparisons showed that 
this effect was due to signed valence, F(1, 21) = 6.13, p = .022, 𝜂𝑝
2 = .23, and not to 
unsigned valence, F(1, 21) = 3.10, p = .090. There was a main effect of music valence, 
F(2, 42) = 10.68, p = .001, 𝜂𝑝
2 = .34. Planned comparisons showed that this effect was 
due to both signed, F(1, 21) = 12.23, p = .002, 𝜂𝑝
2 = .37, and unsigned valence, F(1, 21) 
= 7.19, p = .014, 𝜂𝑝
2 = .26. A video valence by electrode cluster interaction was also 
found, F(2, 42) = 8.14, p = .001, 𝜂𝑝
2 = .28. This effect was primarily explained by a shift 




2 = .38] to sensitivity to unsigned valence for the posterior cluster [F(1, 21) = 
6.15, p = .022, 𝜂𝑝
2 = .23]. Thus, the ERPs for this component are more complex than for 
the earlier component, sensitive to both signed and unsigned valence (Figure 3.5). As also 
illustrated in Panel B of Figure 3.6, the video interaction effect reflects the positive slope 
of the function for the anterior cluster shifting to the U-shape of these functions for the 
posterior cluster. The music effects were characterized by the separation of the negative 
valence function from the positive and neutral functions for both electrode clusters. The 
topographic maps are shown in Panel B of Figure 3.7. 
A complementary modeling analysis of the 18 means using Equation 3 for this 
component produced similar results. Based on the planned comparisons from ANOVA, 
values for g were initially set to 0 for anterior unsigned valence and posterior signed 
valence conditions, and set to 1 for anterior signed valence and posterior unsigned 
valence conditions. The values for h were set to 1 for signed valence and -1 for unsigned 
valence conditions. The final four parameter model (R2 =.988) fit the weighting of 
unsigned valence, bu = 0.51, the weighting of signed valence, bs = 0.49, and a separate 
intercept for each cluster (aanterior = -1.27, aposterior = 3.81). All components in this model 
were significant and freeing additional parameters did not lead to a significantly better fit. 
None of results for ANOVA conducted on the residuals were significant, supportive of 
the model’s explanation of the data. The fit of this model to the data is shown in Panel B 
of Figure 3.6. 
The mean of the vpmp conditions (M = 1.67) did not differ significantly from the 
mean of the positive vpmx and vxmp conditions (M = 1.35). The mean of vnmn conditions 
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(M = 0.03) did not differ significantly from the mean of negative vnmx and vxmn 
conditions (M = 0.68). Hence there were no congruency effects. 
  LPP component (500-900 ms). For the LPP component, there was a main effect 
of video valence, F(2, 42) = 9.21, p < .001, 𝜂𝑝
2 = .31.  Planned comparisons showed that 
this effect was due to both signed valence, F(1, 21) = 5.70, p = .026, 𝜂𝑝
2 = .21, and 
unsigned valence, F(1, 21) = 11.97, p = .002. There was a main effect of music valence, 
F(2, 42) = 6.20, p = .009, 𝜂𝑝
2 = .23. Planned comparisons showed that this effect was due 
to unsigned valence, F(1, 21) = 15.17, p < .001, 𝜂𝑝
2 = .42, and not to signed valence, F(1, 
21) = 0.71, p = .410. A video valence by electrode cluster interaction was also found, 
F(2, 42) = 5.26, p = .009, 𝜂𝑝
2 = .20. This effect was explained by a shift from sensitivity 
to unsigned video valence for the anterior cluster [F(1, 21) = 8.74, p = .008, 𝜂𝑝
2 = .29] to 
sensitivity to both signed and unsigned valence in the posterior cluster [F(1, 21) = 13.41, 
p = .001, 𝜂𝑝
2 = .39; F(1, 21) = 15.17, p < .001, 𝜂𝑝
2 = .42]. Thus, ERPs for this 
component can best be characterized by sensitivity to unsigned valence for both video 
and music along with sensitivity to signed valence for videos (Figure 3.5). As also shown 
in Panel C of Figure 3.6, the functions exhibit both a negative slope and a U-shaped form, 
indicative of both signed and unsigned video valence. Alternatively, music valence 
effects are characterized by the separation of the neutral music conditions from positive 
and negative music conditions, an unsigned valence effect. The topographic maps are 
shown at Panel C of Figure 3.7. 
A complementary modeling analysis of the 18 means using Equation 3 for this 
component produced similar results. Based on the planned comparisons from ANOVA, 
values for g were initially set to 0 for the anterior signed valence condition, and set to 1 
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for the other conditions. The values for h were set to 0 for all signed valence conditions, 
and set to 1 for all unsigned valence conditions. The final four parameter model (R2 
=.985) fit a separate intercept for each cluster (aanterior = -2.09, aposterior = 2.59), the 
weighting of unsigned valence, bu = 0.96, and the weighting of signed valence, bs = -
0.56. All components in this model were significant and freeing additional parameters did 
not lead to a significantly better fit. None of the ANOVA results conducted on the 
residuals were significant, supportive of the model’s explanation of the data. The fit of 
this model to the data is shown in Panel C of Figure 3.6. 
A test of the congruency effect was significant for positive stimuli. The mean of 
the vpmp conditions (M = 1.92) was greater than the mean of vpmx and vxmp conditions 
(M = 0.88), t(21) = 2.31, p = .031, Cohen’s d =  .49. However, the congruency effect was 
not significant for negative stimuli, t(21) = 1.53, p = .140. The mean of vnmn conditions 
(M = 2.18) did not significantly differ from the mean of negative vnmx and vxmn 
conditions (M = 1.46). 
Linking ERP and behavior data. Three basic indices of behavioral responses 
were computed for each individual and correlated with signed and unsigned valence 
contrasts for each component for each location. VDOM scores reflected the relative 
difference in valence ratings associated with video valence as compared to music 
valence. This behavioral measure correlated with anterior N200 signed valence effect (r = 
0.47, p = 0.028), anterior P300 unsigned valence effect (r = 0.49, p=0.021), and anterior 
LPP unsigned valence effect (r = 0.42, p = 0.049). A regression model that included the 
VDOM scores as the dependent variable and all three ERP measures as predictors was 
significant, F(3, 18) = 4.06, R² = .403, p = .023, but none of three coefficients was 
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significant. A model with VDOM scores as the dependent variable and the two early ERP 
components as predictors was significant, F(2, 19) = 5.98, R² = .386, p = .010, with both 
coefficients significant. Hence, the two early components both contribute to predicting 
modality dominance. Panel A of Figure 3.8 plots the behavioral visual dominance scores 
as a function of model predictions of visual dominance scores based on these two early 
ERP components, r = 0.62, p = 0.002. 
 
Figure 3.8. Panel A shows the correlation between behavioral visual dominance scores 
and ERP predicted visual dominance estimates from modeling analyses. Panel B shows 
the correlation between anterior signed N200 and behavioral predicted ERP estimates of 
N200. 
NDOM scores indexing negativity dominance for each participant from ratings 
were not significantly correlated with any of the ERP component scores. Finally, 
AFFECT scores correlated with the anterior N200 signed valence effect (r = -.628, p = 
0.002). To examine the independent contributions of the VDOM scores and AFFECT 
scores on the anterior N200 signed valence effect, a regression model with anterior N200 
signed valence effect as the dependent variable and the two behavioral measures as 
predictors was conducted. The overall model was significant, F(2, 19) =10.88, R² = .534, 
p < .001, as was each of the two components. There was a positive linear relationship (r = 
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0.73, p < 0.001) between ERP amplitudes of anterior signed N200 and model predictions 
of anterior signed N200 based on the two behavioral measures (Figure 3.8, Panel B). 
Although NDOM scores were not correlated with the anterior N200 signed valence 
effect, entering them into the regression equation resulted in a significant increment in 
model fit, R² = .650, with all three predictors significant. Given the zero-order correlation 
was nonsignificant, this result must be interpreted with caution, but it does suggest a 
possible early ERP link with negativity dominance.  
3.4    DISCUSSION 
The main objective of the present study was to use ERP to explore the time course of 
audiovisual affective processing and the relationship of the ERP components with three 
established affective integration phenomena: visual dominance, congruency and 
negativity dominance effects. For visual dominance, there was evidence for an early 
effect at N200, with greater effects of unsigned valence for visual than auditory 
modalities. Further evidence of visual dominance at N200 was provided by its correlation 
with a behavioral measure of visual dominance. For congruency, there was also evidence 
for the early occurrence of these effects at N200. For negativity dominance, there was 
evidence for occurrences at P300 and LPP. The differences between amplitudes for 
negative and positive valence at P300 for both visual and auditory modalities provide 
support for differential processing of negative and positive valence. This difference was 
also found at LPP for the visual but not for the auditory modality. Finally, there was 
evidence for an interactive effect at LPP. ERP findings showed significant effects of 
valence on the LPP for unimodal visual but not unimodal auditory stimuli. However, 
significant sensitivity of auditory affective information was found in the LPP component 
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for audiovisual trials, which implies an interactive integration effect of elaborative 
processing applied to auditory valence in the context of audiovisual valence processing.  
3.4.1 Visual dominance 
 The visual dominance effect observed in behavioral responses was characterized 
by a small but significantly higher weighting for the visual modality compared to the 
auditory modality (Figure 3.3, Panel B). The finding of visual dominance in behavioral 
responses for audiovisual affective processing is consistent with other studies using 
different experimental stimuli and procedures (Collignon et al., 2008; Spreckelmeyer et 
al., 2006; Takagi et al., 2015). As an extension of prior findings, we controlled for the 
differences in affective values across modalities by using the modeling approach to 
compare the weight of visual and auditory modalities in audiovisual affective processing. 
Most prior studies have examined the modality dominance effect in emotion perception 
by examining emotion categorization performance for incongruent trials (Collignon et al., 
2008; Takagi et al., 2015). Our measure of modality dominance applies to audiovisual 
integration of affective experiences along a continuous dimension rather than discrete 
categories. Although we carefully selected video and music stimuli to be equated on 
valence, the valence rating differences in the current study tend to be greater for the 
music than videos. Modelling the behavioral data accounts for these differences. Of note, 
the nature of this interaction works against observing visual dominance in audiovisual 
trials.  
We found that the N200 component was significantly more responsive to visual 
affective information than auditory affective information (Figure 3.6, Panel A) as 
described by modeling analyses. This finding is in accordance with the modeling of the 
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behavioral visual dominance effect and is supported by a correlation between the early 
N200 unsigned valence and our behavioral visual dominance scores (Figure 3.8). Prior 
studies have suggested an early processing stage for audiovisual affective processing 
using various stimuli, for example, face-voice pairs (de Gelder et al., 1999), picture-
sound pairs (Balconi & Vanutelli, 2016; Gerdes et al., 2013), picture-music pairs 
(Spreckelmeyer et al., 2006) and body-voice pairs (Jessen & Kotz, 2011). Our study adds 
to the literature by providing two lines of evidence in support of an early occurring visual 
dominance effect in affective processing. Note, we believe the observed visual 
dominance effect cannot be solely explained by different availability of auditory versus 
visual signals of valence because early valence differences were found for unimodal 
music (N150) and videos (N125) in the current study.  
One explanation of the visual dominance effect in audiovisual affective 
processing is that it may be fully or partially attributable to a general visual dominance 
effect that is not specific to emotion (Klasen et al., 2014). It has been shown that when 
presented with audiovisual stimuli, people are inclined to rely on visual rather than 
auditory information (Colavita, 1974; Koppen & Spence, 2007; Robinson, Chandra, & 
Sinnett, 2016). Several theoretical explanations have been proposed to account for the 
general visual dominance effect. One interpretation of the visual dominance effect is an 
attention bias toward the visual channel to compensate for the poor alerting capability of 
visual signals (Posner et al., 1976). This attention bias has been demonstrated in studies 
modulating the size of the visual dominance effect by manipulating attention (Koppen & 
Spence, 2007; Sinnett et al., 2007). Studies have shown that both positive and negative 
stimuli have an advantage for capturing attention so that an enhanced amplitude of N200 
 
80 
for both positive and negative compared to neutral stimuli may reflect differences of 
attention allocation (Bradley, Codispoti, Cuthbert, & Lang, 2001; Hajcak et al., 2012; 
Schupp et al., 2007). Thus, the stronger sensitivity of N200 for visual modality compared 
to auditory modality in our study can be explained by the attention bias account and the 
visual dominance effect in audiovisual affective processing might be partially attributable 
to a general visual dominance effect (Klasen et al., 2014). However, compared to the 
visual dominance effect in the audiovisual integration of valence, an auditory dominance 
effect was found for audiovisual integration of arousal when using the same type of 
experimental paradigm and stimuli (Gao, Wedell, Kim, et al., 2018), suggesting the 
visual dominance effect in the audiovisual integration of emotion cannot be fully 
explained by a general visual dominance effect. To examine to what extent visual 
dominance in audiovisual affective processing is due to a general visual dominance 
effect, one needs to manipulate emotional information (e.g., valence versus arousal) to 
see how emotional information modulates the general visual dominance effect.  
3.4.2 Congruency 
The behavioral congruency effect reflected enhanced affective experiences for 
congruent audiovisual combinations compared to unimodal constituents. Enhanced 
processing of congruent information from multiple modalities provides benefits for 
organism survival and is compatible with the redundant signal effect (Pourtois & Dhar, 
2013). Our study, combined with prior studies of audiovisual emotion perception (De 
Gelder & Vroomen, 2000; Paulmann & Pell, 2011), supports a systematic congruency 
effect across different stimulus types and tasks. By comparing the ERP amplitudes for 
congruent positive versus positive combined with neutral, and congruent negative versus 
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negative combined with neutral, we found greater N200 amplitudes for both congruent 
positive and congruent negative stimulus pairs. These findings suggest that congruency 
effects occurred at an early stage and boosted valence processing, consistent with 
previous findings (Klasen et al., 2012). 
3.4.3 Negativity dominance 
Behavioral responses in our study replicated the negativity dominance effect 
(Figure 3.3, Panel B) from our previous study (Gao, Wedell, Kim, et al., 2018). 
Negativity dominance has been extensively studied using visual stimuli (Hilgard et al., 
2014; Huang & Luo, 2006; Ito et al., 1998; Smith et al., 2003; Taylor, 1991), but has 
received less attention in audiovisual affective processing. A significant interaction 
between picture and sound valence for behavioral ratings has been shown by Gerdes et al. 
(2013), indicating that it is more difficult to alter negative valence in one modality by 
valence in the other modality. In contrast, another study (Spreckelmeyer et al., 2006) 
found no interaction between picture and voice valence when participants were instructed 
to ignore affect in the other modality. This difference between studies may be attributable 
to different stimuli or tasks.  
Differential processing of positive and negative stimuli was observed for the P300 
for the anterior electrode cluster, and the same pattern of effects was found for the visual 
and auditory modalities (See Figure 3.7 Panel B). The P300 has been shown to be 
sensitive to both the top-down imperatives of task demands (Duncan‐Johnson & 
Donchin, 1977) and intrinsic motivational properties of stimuli (Hajcak et al., 2012) 
using different experimental paradigms. The P300 in affective processing can be 
interpreted within the framework of motivational attention: negative visual stimuli can 
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capture attention more compared to positive visual stimuli (Hajcak et al., 2012). On the 
other hand, instead of emphasizing the special role of negative stimuli in attention 
capture, appraisal theories posit that there is a general mental process of appraisal in 
which stimuli are rapidly evaluated with respect to goals, expectations, agency, and 
control (Moors, Ellsworth, Scherer, & Frijda, 2013). The motivational saliency of 
negative compared to positive stimuli due to biological relevance might be reflected in 
the modulation of P300 effects. The consistent differences in ERPs for positive and 
negative conditions across visual and auditory modalities could be interpreted as 
supporting negativity dominance.   
We also found an enhanced LPP amplitude for negative compared to positive 
visual stimuli at the posterior cluster, which is consistent with prior studies (Hilgard et 
al., 2014; Huang & Luo, 2006; Ito et al., 1998). The modulation effects at a late 
processing stage suggests that negativity dominance in the current study might be 
partially due to an enhanced processing of negative information in the evaluation phase 
(Hilgard et al., 2014; Huang & Luo, 2006; Smith et al., 2003). However, negativity 
dominance effects were not found for the auditory affective manipulation. Prior studies 
have shown that ERP correlates of signed valence effect might change depending on the 
type of stimuli. Negativity dominance at LPP is typically observed for pictures and faces 
but not words, a difference that might be related to arousal levels for different types of 
stimuli (Bayer & Schacht, 2014). Our study did not find evidence of negativity 
dominance for auditory stimuli at LPP even when controlling for arousal. 
There have been discrepant findings of negativity dominance using ERPs. Though 
some ERP studies provide support for the existence of negativity dominance (Huang & 
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Luo, 2006; Ito et al., 1998; Smith et al., 2003), some studies have suggested that the 
negativity dominance effects might be due to semantic categories under positive and 
negative valence condition (Weinberg & Hajcak, 2010). For example, erotic stimuli were 
shown to elicit the largest ERP response while exciting stimuli (e.g., sports) were shown 
to elicit responses slightly larger than the neutral stimuli (Schupp et al., 2004; Weinberg 
& Hajcak, 2010). Therefore, negativity dominance effects might be due to exclusion of 
erotic stimuli and inclusion of exciting stimuli. In the current study, we carefully selected 
stimuli to control possible confounds. For example, the semantic features of the video 
stimuli were balanced between valence categories (i.e., 10 stimuli for each semantic 
category for each valence condition); different valence categories have similar arousal 
ratings (i.e., VP = 5.38, V0 = 5.20, VN = 5.82; MP = 5.62, M0 = 5.33, MN = 5.50); positive 
and negative stimuli were approximately equidistant from the neutral stimuli in valence 
(i.e., VP = 7.54, V0 = 5.04, VN = 2.56; MP = 7.43, M0 = 5.06, MN = 2.43). Therefore, the 
negativity dominance effects found in our study were not likely due to stimuli selection 
effects. At the same time, as no single study can control for all stimuli features, a 
possibility remains that the negativity dominance effects were due to properties of the 
stimuli. 
3.4.4 Enhanced elaborative processing from audiovisual affect integration 
 One of the most intriguing findings from our study was the emergence of the LPP 
sensitivity to music valence only when music was combined with video in the 
audiovisual condition. For video valence, there were consistent effects at LPP regardless 
of whether video was presented alone or combined with music. However, for music 
valence, there was no LPP effects for auditory presentations alone, but strong LPP effects 
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emerged when music was combined with videos. Studies have shown an association 
between the magnitude of the LPP and motivational salience of stimulus categories, with 
the LPP amplitude increasing for stimuli with high biological relevance (Hajcak et al., 
2012). Some have indicated that early components reflect obligatory attentional capture, 
while the later processing evident in the LPP may be associated with more flexible, 
sustained, and elaborative processing (Hajcak et al., 2012). For example, some studies 
have shown that early components (< 300ms) might index relatively gross discrimination 
between affective and non-affective stimuli. The LPP, on the other hand, differentiates 
among more specific stimulus content within the broad categories of positive, neutral and 
negative valence (Hajcak et al., 2012; Weinberg & Hajcak, 2010). In line with Jessen and 
Kotz (2011), the LPP was not sensitive to affective manipulation for the unimodal 
auditory stimuli (See Figure 3.4, Panel B). Emergence of the LPP link to auditory valence 
in audiovisual conditions is not easily explained by the number of unimodal and 
multimodal trials because using an oddball paradigm, valence differences have been 
shown to be larger for less frequent trials (Hilgard et al., 2014), which would work 
against this effect. Therefore, the significant LPP effects for the auditory affective 
manipulation in audiovisual combinations appear to be the result of combining auditory 
affective information with the processing of visual information. This interesting result 
provides evidence that interactive integration effects occur at LPP. This finding suggests 
that combining affective signals across modalities produces a pattern of valence-based 
activation that does not fit an additive model. Instead, resources used in the elaborative 
processing of visual valence appear to be redirected to the processing of auditory valence 




EEG OSCILLATIONS LINKED TO AUDIOVISUAL AFFECTIVE 
PROCESSING4 
4.1    INTRODUCTION 
Our emotional experience is often influenced by information in multiple modalities, 
especially what we see and hear. Previous studies have demonstrated a typical effect of 
audiovisual affective processing, such that congruent audiovisual affective signals, 
compared to affective signals presented in a single modality, will lead to heightened 
emotional perception and experience (Klasen et al., 2012; Kreifelts, Wildgruber, & Ethofer, 
2013). This effect implies that the brain can combine multisensory affective information 
(Gao et al., 2019); however, it remains unclear when and how this information is processed, 
and whether the underlying neural mechanism is different depending on valence?  
EEG oscillations in different frequency bands have been associated with a variety 
of perceptual, sensorimotor and cognitive functions and may be part of the neural 
mechanisms for audiovisual integration (Senkowski, Schneider, Foxe, & Engel, 2008). A 
number of studies have investigated how neural oscillations in different frequency bands, 
primarily delta (1-3 Hz), theta (4-7 Hz), alpha (8-13 Hz), and beta (15-25 Hz), support 
integration of audiovisual affective signals (Table 4.1). Some of these studies have 
                                                          




compared time-frequency activity for audiovisual stimulation with a unimodal visual or 
unimodal auditory condition (Balconi & Vanutelli, 2016; Baumgartner, T et al., 2006; 
Jessen, 2012). However, this approach is limited as the results are confounded by the 
activity of the non-subtracted unimodal condition. For instance, audiovisual > visual 
comparison might isolate activity related to both audiovisual integration as well as neural 
activity related purely to auditory processing. To better isolate multisensory integration 
brain areas, some researchers have applied the supra-additive criterion (Audiovisual > 
Auditory + Visual), which compares the congruent audiovisual condition to the sum of 
unimodal conditions (Calvert, Campbell, & Brammer, 2000; Calvert, Hansen, Iversen, & 
Brammer, 2001; Calvert & Thesen, 2004; Ethofer, T. et al., 2006). Using this approach, 
several studies have examined the neural oscillations underlying audiovisual integration of 











Table 4.1. Studies investigating neural oscillations underlying audiovisual integration of 
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Note. AV refers to audiovisual, V refers to unimodal visual, and A refers to unimodal 
auditory. 
Although these studies provide valuable insights into the neural oscillations 
associated with audiovisual affective processing, two important aspects remain unclear. 
First, does oscillatory activity underlying audiovisual affective processing vary depending 
on valence? The majority of previous studies that have applied the supra-additive criterion 
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have averaged across different emotions. For example, one study found stronger alpha and 
beta desynchronization (i.e., more attenuated alpha and beta power) in the audiovisual than 
the sum of unimodal conditions by collapsing across fearful, angry and neutral emotions 
(Jessen & Kotz, 2011). Moreover, studies that have not averaged across emotion conditions 
have often confounded valence with arousal. One study presented the participants with 
fearful or neutral congruent face and voice stimuli or unimodal stimuli and recorded the 
MEG signals. They found significant broadband (3-80 Hz) supra-additive responses in the 
posterior superior temporal sulcus in the first 250 ms for the fearful but not neutral stimuli 
(Hagan et al., 2009). This study suggests an interactive effect of the audiovisual integration 
process and the affective content of the stimuli. But because the negative stimuli differed 
in both valence and arousal from the neutral stimuli, it is remains unclear under which 
conditions such interactive effects arise (Russell, 2003). To address these issues, the current 
study focuses on how valence content, including positive, neutral and negative affective 
content, modulate neural oscillations underlying audiovisual integration while controlling 
for arousal.  
Second, it remains unclear what the differential effects of evoked and induced 
oscillations are for audiovisual integration of affect. Evoked activity reflects phase-
dependent brain responses that are time-locked to the onset of a presented stimulus; 
whereas, induced activity reflects oscillations that are elicited by the presented stimulus 
but are phase-independent and thus are removed through the standard averaging process. 
Previous studies have mainly focused on either total power, the composite of evoked and 
induced activity, or evoked power (e.g., Balconi & Vanutelli, 2016; Baumgartner, T et 
al., 2006). Examining induced activity is especially important when naturalistic dynamic 
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stimuli are used because stimulus information is temporally unfolding but is not 
necessarily phase-locked to the onset of stimulus.  
Here, we address this unanswered question by investigating data from a recent 
published study (Gao, Wedell, Green, et al., 2018). In this study, participants were 
presented with positive, neutral or negative naturalistic videos (e.g., people dancing) and 
positive, neutral or negative instrumental music clips. While this previous work focused 
on the time course of auditory, visual and audiovisual affective processing using event-
related potentials (ERPs), the current study focused on evoked and induced EEG power 
changes in different frequency bands. As ERPs are only related to the evoked oscillatory 
activity and do not provide specific frequency-band information, the current analyses 
provide a complementary investigation based on the previous report. We examined power 
synchronizations in delta, theta, alpha, and beta frequency bands because previous EEG 
studies have suggested that neural oscillations in these bands are involved in audiovisual 
affective processing (Table 4.1). We examined supra-additive analyses for positive, 
neutral, and negative conditions (e.g., Audiovisual Positive > Auditory Positive + Visual 
Positive). We applied a data-driven method with a multiple comparison correction to 
achieve the specificity of time-frequency-electrode locations. Our results provide a 
comprehensive test of total, evoked, and induced oscillatory activities underlying 
audiovisual affective processing, and whether these activities change depending on 
valence.   
4.2    METHOD 





Twenty-four healthy, right-handed, paid volunteers (age 20-27 years; 11 males) 
participated in the study. One participant was excluded due to a small number of trials for 
one of the conditions after artifact removal. All participants were native speakers of 
Chinese recruited from Capital Normal University. Participants had normal or corrected-
to-normal vision and did not report hearing problems. The study was conducted in 
accordance with the Institutional Review Board at the Capital Normal University, and all 
participants provided written informed consent. 
4.2.2 Stimuli 
 Participants were presented with a total of 450 three-second clips that consisted of 
90 video only, 90 music only, and 270 audiovisual clips. There were 30 exemplars for 
each of the three valence levels (positive, neutral, and negative) for the unimodal 
conditions. The audiovisual stimuli consisted of 270 pairings of the video and music 
exemplars (30 exemplars × 3 video valence levels × 3 music valence levels). Stimuli 
varied on valence and were matched on arousal (Table 2). The unimodal positive and 
negative stimuli were approximately equidistant from the neutral stimuli in valence based 
on ratings from a norming sample. Semantic features (human, animal, and scene) were 
balanced between three valence categories for videos. For a more detailed description of 







Table 4.2. Valence and arousal ratings of the video and music stimuli.  
Stimuli  Positive Neutral Negative 
Video Valence 7.54 (0.40) 5.04 (0.36) 2.56 (0.56) 
 Arousal 5.38 (1.34) 5.20 (1.09) 5.82 (0.78) 
Music Valence 7.43 (0.30) 5.06 (0.34) 2.43 (0.32) 
 Arousal 5.62 (1.13) 5.33 (1.21) 5.50 (1.55) 
Note. Means on a 9-point scale with standard deviations in parentheses. 
4.2.3 Procedure 
 Participants performed 450 trials distributed over 30 runs with one stimulus for 
each of the 15 conditions per run: unimodal video positive (Vp), neutral (Vx) and negative 
(Vn); unimodal music positive (Ap), neutral (Ax) and negative (An); and nine factorial 
combinations of video valence with music valence, of which three congruent conditions 
were the focus of the current study (VpAp, VxAx and VnAn). Following a 3000 ms 
presentation of the stimulus, participants were instructed to give valence and arousal 
ratings on self-paced 9-point rating scales. A fixation cross was presented for a jittered 
interval of 1500-2000 ms between trials, and participants had a self-paced rest break 
between runs when needed. 
4.2.4 EEG collection and preprocessing 
 Continuous EEG was from 62 scalp recording channels with standard and 
extended 10–20 locations as well as from electrodes placed on the left and right mastoids 
with a sampling rate of 500 Hz, online band-passed from 0.05 to 100 Hz. EEG was 
recorded referenced to the left mastoid and re-referenced off-line to the averaged activity 
over left and right mastoids. A pair of electrodes were placed above and below the left 
eye to monitor blinks and vertical eye movements, and a pair of electrodes were placed at 
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the outer canthus of each eye to detect horizontal eye movements. Electrode impedances 
were kept below 5 kΩ and signals were amplified with a NeuroScan SynAmps system 
(NeuroScan Inc. Sterling, Virginia, USA).  
 The preprocessing of the EEG data was performed using the EEGLAB (Delorme 
& Makeig, 2004) and ERPLAB (Lopez-Calderon & Luck, 2014) MATLAB toolboxes. 
Recordings were bandpass filtered at 0.05-30 Hz using a Butterworth infinite impulse 
response filter. EEG epochs were extracted from 800 ms before stimulus onset to 3000 
ms post. All epochs were baseline corrected to the 800 ms pre-stimulus period. Trials 
with blinks were excluded from analysis using an automated ERPLAB screening 
algorithm. Epochs containing any remaining artifacts (e.g., horizontal eye movements, 
muscle artifacts) were detected using a moving window peak-to-peak amplitude method 
(Luck, 2014) with a window width of 200 ms, a window step of 100 ms and an absolute 
threshold of ±100 µV. 
4.2.5 Time-frequency analyses 
 Time-frequency representations (TFRs) of power were computed using Fast 
Fourier Transform (FFT) implemented in Fieldtrip (Oostenveld et al., 2011). A single 
‘Hanning’ taper was multiplied with the data before the FFT to reduce spectral leakage. A 
sliding window of 500 ms was used with an overlap of 90% between successive time 
windows to improve temporal resolution and mitigate the loss of signal due to tapering. 
Data were padded by zeroes on either side to avoid edge effects. Power values computed 
on 0-2700 ms segment from the stimulus onsets were normalized to the average pre-
stimulus baseline. We used a decibel (dB) transform for normalization [dB power = 10 × 
log 10 (power/baseline)] to minimize the dominance of low frequency EEG power given 
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that power generally follows a “1/f” pattern. The baseline power was computed as from -
550 to -250 ms pre-stimulus, given that temporal smoothing inherent in time-frequency 
analysis method results in leakage of early post-stimulus activity into the estimate of the 
baseline activity if a baseline period ends at the onsets of each stimulus.  
Total power was computed in dB relative to baseline by decomposing the EEG 
signal into frequency representation on each trial as described above. To obtain induced 
power, we computed the ERP (the time-domain trial average), and then subtracted the 
ERP from the time-domain EEG signal on each trial. This was done for each condition, 
electrode, and subject. After this single-trial subtraction of the ERP, the power spectrum 
data were obtained using the same procedure as total power. Evoked power was 
computed by subtracting the induced from the total power. 
 Supra-additive effects were computed in which neural activities of audiovisual 
stimuli were compared with the algebraic sum of those for two unimodal stimuli 
[audiovisual - (visual only + auditory only)]. These effects can be interpreted as 
integration effects between visual and auditory modalities. First, we performed two-sided 
comparisons for the positive [VpAp – (Vp + Ap)], neutral [VxAx – (Vx + Ax)], and negative 
[VnAn – (Vn + An)] conditions, respectively. Second, to examine if there is an interaction 
between valence and supra-additive responses, a valence (positive, neutral, and negative) 
and modality (audiovisual, visual only + auditory only) ANOVA was performed. All of 
the analyses were performed for total, evoked, and induced power separately, using a 
false discovery rate (FDR) correction (Benjamini & Yekutieli, 2001) to adjust for 




4.2.6 STATIS analyses 
 STATIS, a generalization of principal components analysis, was used to examine 
the representation of affective conditions from the power synchronizations (Abdi, 2007; 
Abdi, Williams, Valentin, & Bennani‐Dosse, 2012; Lavit, Escoufier, Sabatier, & 
Traissac, 1994; Shinkareva, Malave, Just, & Mitchell, 2012). This analysis was 
performed only on clusters identified in time-frequency analysis based on supra-additive 
criteria. In this analysis, each participant’s power synchronization data for each condition 
(VpAp, Vp + Ap, VxAx, Vx + Ax, VnAn, Vn + An) was used to create a condition-by-
condition cross-product matrix. To capture the common neural representations across 
individuals, a compromise cross-product matrix was created, which is a weighted average 
of the individual cross-product matrices. The weights were chosen so that the 
compromise matrix provided the best representation of the whole set of individual 
matrices. This compromise matrix was then analyzed by principal components analysis.  
4.3    RESULTS 
4.3.1 Time-frequency analyses: Total power 
The time-frequency analyses of total power showed three effects related to 
audiovisual integration of affect. First, there was a supra-additive delta response (1-3 Hz) 
most pronounced from approximately 0.5 to 2 s over all sensors regardless of valence. 
Second, in the theta band (4-7 Hz), there was a sub-additive response most pronounced 
from approximately 0.1 to 0.4 s over frontal-central sensors. Third, beta activity (15-25 




Figure 4.1. Power synchronizations of A) total, B) evoked and C) induced activity for 
audiovisual versus sum of unimodal conditions for positive, neutral and negative trials. 
Note the oscillations for evoked power are sub-additive in theta and the oscillations for 
induced power are supra-additive in delta and beta. 
4.3.2 Time-frequency analyses: Evoked and induced power 
 The time-frequency analyses for evoked power revealed significant sub-additive 
theta activities (Figure 4.1B), while the analyses for induced power showed supra-




Figure 4.2. Time-frequency plots and topographic maps for A) sub-additive evoked theta 
(4-7 Hz) and B) supra-additive induced delta (1-3 Hz) and beta (15-25 Hz) activities for 
positive, neutral and negative conditions, respectively (from left to right). The time-
frequency plots used the mean of frontal-central electrodes for the sub-additive evoked 
theta while using the mean of all electrodes for the supra-additive induced delta and beta.   
 Interestingly, the evoked theta de-synchronization occurred early in the time 
window, i.e., shortly after the stimulus onset (Figure 4.2A and 4.3A). The induced supra-
additive delta synchronization effect increased since the onset of each stimulus, became 
strongest in the middle and decreased towards the end of the epoch across all valence 
conditions (Figure 4.2B and 4.3B). The induced supra-additive beta synchronization 
gradually increased since the onset of each stimulus towards the end across all valence 




Figure 4.3. Waveforms of power synchronizations (mean waveforms with standard error 
intervals), effects across individuals (red dashed line showed the mean oscillations), and 
STATIS results with conditions in the space defined by the first two principal 
components of the compromise matrix (AV - audiovisual; U - unimodal combined; P - 
positive, X stands for neural and N stands for negative) were shown for A) sub-additive 
theta activity at frontal-central electrodes, B) supra-additive delta activity at all 
electrodes, and C) supra-additive beta activity at all electrodes. 
4.3.3 Time-frequency analyses: Valence by modality interaction 
 The valence (positive, neutral, and negative) by modality (audiovisual, visual only 
+ auditory only) ANOVA for total, evoked and induced power activities did not identify 
any significant clusters. Although there seems to be valence differences on early evoked 
theta activity (Figure 4.3A), the effect did not survive multiple comparisons correction. 
4.3.4 STATIS analyses 
 STATIS analyses were conducted separately for the evoked theta activity from 
100 to 400 ms at the frontal-central electrodes and the induced delta and beta activities 
from 500 to 2500 ms at all electrodes. For the early evoked theta activity, the compromise 
matrix explained 84.6% of the variability in the set of individual cross-product matrices, 
suggesting the agreement among participants was large enough to warrant an analysis of 
the compromise matrix. The first component in the analysis explained 90.4% of the total 
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variance and clearly differentiated between audiovisual and unimodal conditions, as well 
as between valence conditions (Figure 4.3A). The rest of components were not easily 
interpretable. 
 For the induced delta activity, the compromise matrix explained 91.8% of the 
variability in the set of individual cross-product matrices, suggesting the agreement 
among participants was large enough to warrant an analysis of the compromise matrix. 
The first component in the analysis explained 85.0% of the total variance and clearly 
separated between audiovisual and unimodal conditions (Figure 4.3B). The rest of 
components were not easily interpretable.  
For the induced beta activity, the compromise matrix explained 91.9% of the 
variability in the set of individual cross-product matrices, suggesting the agreement 
among participants was large enough to warrant an analysis of the compromise matrix. 
The first component in the analysis explained 85.9% of the total variance and clearly 
separated between audiovisual and unimodal conditions (Figure 4.3C). The rest of 
components were not easily interpretable. 
4.4    DISCUSSION 
The current study aimed to examine the neural oscillations related to audiovisual 
affective processing. Audiovisual affective stimuli resulted in sub-additive evoked theta 
and supra-additive induced delta and beta compared to the additive combination of visual 
and auditory stimuli. The interaction analyses between modality and valence were not 
significant, suggesting a common neural mechanism underlying audiovisual processing 
of positive, neutral or negative valence content. STATIS analyses suggest that evoked 
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theta, induced delta and beta were all sensitive to modality manipulations. Apart from 
this, evoked theta activity was also sensitive to valence manipulations. In sum, these 
results suggest that evoked theta and induced delta and beta activities in different 
temporal stages are associated with integration of audiovisual affective signals. 
We found a supra-additive induced delta activity spread over all sensors 
regardless of different affective content. The delta activity has been associated with the 
brain reward system and salience detection (for a review, see Knyazev, 2007). Studies 
have shown that in a typical P300 paradigm, an enhanced delta activity is associated with 
the motivational relevance of the task or the salience of the target stimulus. In our study, 
the supra-additive response was low at the onset of the stimulus and came to strongest in 
the middle before decreasing to a low level at the end of the presentation. This delta 
activity was consistent across individuals and was similar across different valence levels. 
The STATIS analyses supported that there was a separation between the induced delta 
activity underlying audiovisual and unimodal conditions. Therefore, the supra-additive 
delta activity can possibly be interpreted as enhanced processing of motivationally salient 
audiovisual stimuli compared to unimodal stimuli. Notably, the delta activity was induced 
but not evoked, suggesting that the enhanced processing may be a dynamic process that is 
not time-locked to the onset of the stimulus. 
We found an early sub-additive frontal-central theta activity regardless of 
different affective content. This result was supported by the STATIS analyses showing 
different effects of modalities on early frontal-central theta activity. Previous literature 
has demonstrated that sub-additive responses can also account for multisensory 
integration, especially when the unimodal stimulus is more salient (Gu, Angelaki, & 
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DeAngelis, 2008; Morgan, DeAngelis, & Angelaki, 2008; Stanford, Quessy, & Stein, 
2005; Stanford & Stein, 2007). Thus, it is important to note that supra-additivity is not the 
only hallmark of multisensory integration (Angelaki, Gu, & DeAngelis, 2009). It has also 
been shown that there is a link between the sub-additive frontal-central theta activities 
and enhanced perceptual processing in multisensory integration. For example, Keil, 
Müller, Ihssen, and Weisz (2011) found a reduced frontal theta activity for perception of 
the McGurk illusion compared to non-fusion trials, indicating that multisensory 
integration led to enhanced perceptual processing. Similar findings of reduced central 
theta activity in McGurk illusion were also found elsewhere (Morís Fernández, Torralba, 
& Soto‐Faraco, 2018). In our findings, the sub-additive theta occurred in an early 
temporal stage. These results are consistent with the perceptual processing interpretation.  
Besides the evoked theta and induced delta activities, there was also evidence of a 
supra-additive induced beta activity. The role of beta activity in multisensory processing 
has been demonstrated. In a simple reaction time task, one study found faster reaction 
times for audiovisual congruent trials compared to unimodal trials. Enhanced beta 
activity was observed, which also predicted the shortening of reaction times observed for 
audiovisual stimuli (Senkowski, Molholm, Gomez-Ramirez, & Foxe, 2005). In our study, 
the enhanced beta activity might reflect greater embodied simulation when visual and 
auditory signals are combined (Niedenthal, Barsalou, Winkielman, Krauth-Gruber, & 
Ric, 2005; Spunt & Adolphs, 2017). More generally, beta activity has been widely 
associated with sensory-motor processing (Brovelli et al., 2004).  
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We did not find significant interactions between modality and valence on any 
oscillatory activities. Nevertheless, a close look at the early sub-additive theta activity 
showed a valence difference, which was in agreement with the STATIS analyses. This 
valence difference of the theta activity is consistent with previous studies showing the 
role of theta activity in discrimination of emotional stimuli (e.g., Aftanas, Varlamov, 
Pavlov, Makhnev, & Reva, 2001).  However, given that no oscillatory activities for the 
interaction between modality and valence survived multiple comparison correction, our 
data mainly support the commonalities of neural mechanisms across different valence 
content. 
 In conclusion, the present study found audiovisual affective processing is mainly 
related to an early evoked theta activity, and later induced delta and beta activities, 
regardless of the affective content. These activities may support the mechanisms 
associated with perceptual, motivational and sensory-motor processes, respectively. No 
evidence for the modulation effects of affective content on oscillatory activities was 
found, suggesting that audiovisual integration of different affective content might involve 




META-ANALYSIS OF NEUROIMAGING STUDIES ON 
AUDIOVISUAL AFFECTIVE PROCESSING5 
5.1    INTRODUCTION 
Our everyday surroundings besiege us with signals from multiple channels, especially 
what we see and what we hear. The audiovisual signals are combined into unified 
percepts through a process known as audiovisual integration (Stein et al., 2010). 
Audiovisual processing is a general overarching term that does not necessarily specify the 
exact nature of the interaction between modalities (Stein et al., 2010). Following Stein et 
al. (2010), given that there is no single definition of audiovisual integration, the current 
study focuses on the brain activations attributable to audiovisual processing. 
 The signals that we are routinely exposed to in everyday life also carry affective 
content. For example, we can better tell if someone is happy by simultaneously 
perceiving their facial and vocal expressions. Audiovisual affective processing describes 
emotional processing involving both visual and auditory stimuli (Stein et al., 2010). It has 
been widely demonstrated that simultaneous presentation of congruent affective 
information from visual and auditory modalities facilitates emotion recognition (e.g., 
Collignon et al., 2008; De Gelder & Vroomen, 2000; Föcker et al., 2011; Jessen & Kotz, 
                                                          
5 Gao, C., Weber, C., & Shinkareva, S. V. 2019. Cortex, 120: 66-77. Reprinted here with 
permission of publisher. © 2019 Elsevier 
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2011; Paulmann & Pell, 2011; Takagi et al., 2015; Van den Stock, Grèzes, & de Gelder, 
2008) and enhances emotional experiences (e.g., Baumgartner, T et al., 2006; Christensen 
et al., 2014; Gao, Wedell, Green, et al., 2018; Gao, Wedell, Kim, et al., 2018; Gerdes et 
al., 2013). Moreover, it has been shown that emotion recognition (e.g., de Gelder et al., 
1999; Dolan et al., 2001; Hietanen, Leppänen, Illi, & Surakka, 2004; Stienen, Tanaka, & 
de Gelder, 2011; Thompson, Russo, & Quinto, 2008; Van den Stock, Peretz, Grezes, & 
de Gelder, 2009; Vroomen et al., 2001) and affective evaluation (e.g., Ellis & Simons, 
2005; Pehrs et al., 2013; Spreckelmeyer et al., 2006) of either visual or auditory stimuli 
can be influenced by simultaneously presented affective information from the other 
modality, even without attending to it. Thus, the behavioral effects that simultaneously 
seeing and hearing emotional signals can either facilitate or interfere with one another 
have been robustly replicated. 
 Numerous neuroimaging studies examined neural correlates of audiovisual 
affective processing. These studies varied in approach, reflecting challenges in 
operationalizing this construct. The major analysis approaches were conjunction, 
interaction, and congruency, with the limitations of these approaches long recognized 
(see Brefczynski-Lewis, Lowitszch, Parsons, Lemieux, & Puce, 2009; Calvert & Thesen, 
2004, p497-499; Campanella & Belin, 2007; De Gelder & Bertelson, 2003; Ethofer, 
Thomas et al., 2006; Joassin, Maurage, & Campanella, 2011; Klasen et al., 2011; 
Kreifelts et al., 2013 for related discussions). Conjunction analyses localize audiovisual 
affective processing as a conjunction between a contrast of audiovisual versus visual 
condition, and a contrast of audiovisual versus auditory condition: (Audiovisual > Visual) 
∩ (Audiovisual > Auditory) (e.g., Ethofer et al., 2013; Klasen et al., 2011; Kreifelts et al., 
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2007; Pourtois, de Gelder, Bol, & Crommelinck, 2005). However, this approach can 
additionally identify areas responsive to both unimodal visual and auditory stimuli that 
are not involved in audiovisual integration. Interaction analyses localize audiovisual 
affective processing as a contrast of audiovisual versus a combination of visual and 
auditory conditions: Audiovisual > (Visual + Auditory) (e.g., Hagan et al., 2009; Hagan 
et al., 2013; Park et al., 2010). One limitation of this approach is that the brain activation 
obtained by supra-additivity could be driven by deactivations in one or both of the 
unimodal conditions. Congruency analyses localize audiovisual affective processing as a 
contrast between audiovisual congruent and audiovisual incongruent conditions: 
Audiovisual Congruent > Audiovisual Incongruent (e.g., Blankertz et al., 2011; Dolan et 
al., 2001; Jeong et al., 2011). However, this approach does not consider comparison 
between audiovisual and unimodal stimuli. Although the congruency approach can help 
reveal neural mechanism of audiovisual affective processing, this approach is 
conceptually different from the conjunction and interaction approaches discussed above. 
 Supramodal brain regions have been implicated in audiovisual affective 
processing, which we refer to as the supramodal hypothesis. The role of superior 
temporal gyrus/sulcus (STG/STS) has been highlighted as a supramodal (or heteromodal) 
zone (e.g., Ethofer et al., 2013; Hagan et al., 2009; Hagan et al., 2013; Jeong et al., 2011; 
Klasen et al., 2011; Kreifelts et al., 2007; Pehrs et al., 2013; Robins et al., 2009). These 
findings are in line with the neuroimaging studies regarding STG/STS as a supramodal 
brain region for general audiovisual processing (Beauchamp, Lee, Argall, & Martin, 
2004; Beauchamp, Nath, & Pasalar, 2010; Calvert et al., 2000; Calvert et al., 2001). 
Though activation in superior temporal cortex is consistently found across audiovisual 
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affective processing studies, the specific location within STG/STS varies. Some studies 
found activation in posterior STG/STS (pSTG/STS) (Davies-Thompson et al., 2018; 
Ethofer et al., 2013; Kreifelts et al., 2007), whereas some other studies found activation 
in anterior STG/STS (aSTG/STS) (e.g., Pehrs et al., 2013; Robins et al., 2009). These 
findings are also consistent with research on general audiovisual processing, in which 
most studies on audiovisual integration have supported pSTG/STS as the integration 
center (Beauchamp et al., 2004; Calvert et al., 2000; Calvert et al., 2001; Peelle & 
Sommers, 2015), but there is evidence that aSTG/STS might also be a crossmodal 
binding site (Bruce, Desimone, & Gross, 1981; Ghazanfar & Schroeder, 2006; Van 
Atteveldt, Formisano, Goebel, & Blomert, 2004). Therefore, similarly to the research 
findings on general audiovisual processing, both posterior and anterior STG/STS may 
process audiovisual affective signals. 
 In contrast to the hypothesis that audiovisual affective processing takes place in 
supramodal brain regions (i.e., STG/STS), some evidence suggests that audiovisual 
affective processing may take place at early sensory-specific brain regions. First, sensory-
specific cortices have been associated with general audiovisual processing (Calvert et al., 
1997; Driver & Noesselt, 2008; Falchier, Clavagnier, Barone, & Kennedy, 2002; Giard & 
Peronnet, 1999). For example, in an MEG study, Möttönen, Schürmann, and Sams (2004) 
showed that bilateral auditory cortices were involved in audiovisual speech processing 
around 150-200 ms preceding that in the STS. Second, sensory-specific secondary 
cortices (e.g., fusiform gyrus) have also been identified as potential neural substrates for 
audiovisual affective processing (e.g., Dolan et al., 2001; Jansma et al., 2014; Park et al., 
2010; Pourtois et al., 2005; Robins et al., 2009). Third, electrophysiological studies have 
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shown reduced amplitudes or shorter latencies of early components (e.g., N1 or P2) for 
affectively congruent audiovisual conditions compared with unimodal conditions and for 
affectively congruent audiovisual conditions compared with incongruent ones (e.g., De 
Gelder, Pourtois, & Weiskrantz, 2002; Jessen & Kotz, 2011; Kokinous et al., 2014; 
Paulmann et al., 2009; Pourtois et al., 2000), suggesting audiovisual affective interactions 
occur early at the perceptual level. Taken together, these studies support the role of 
sensory-specific brain regions in audiovisual affective processing. Thus, although the 
involvement of both supramodal and sensory-specific brain regions has been 
acknowledged in the literature (Driver & Noesselt, 2008; Ghazanfar & Schroeder, 2006), 
whether audiovisual affective processing occurs at supramodal brain regions, sensory-
specific brain regions, or both is still an open question. 
 To answer these outstanding questions about the neural correlates of audiovisual 
affective processing, we used a coordinate-based activation likelihood estimation (ALE) 
meta-analysis to identify the neural substrates in audiovisual affective processing. We 
summarized over 20 years of human neuroimaging studies on audiovisual affective 
processing and used the ALE method to identify consistent activation across related 
experiments, despite differences in operationalizing audiovisual affective processing 
across studies. By using the meta-analytic connectivity modeling (MACM) (Eickhoff et 
al., 2009; Robinson, Laird, Glahn, Lovallo, & Fox, 2010) and automated meta-analysis 
implemented in Neurosynth (Yarkoni, Poldrack, Nichols, Van Essen, & Wager, 2011), 
we aimed to support our interpretation of the meta-analysis results characterizing 
identified regions with regard to its co-occurring networks and function. Given that no 
previous meta-analyses have been conducted to examine the neural correlates of 
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audiovisual affective processing, the current study can delineate brain areas that are 
consistently involved and test whether audiovisual affective processing is represented in 
supramodal or sensory-specific brain regions. 
5.2    METHOD 
5.2.1 Literature search and study selection  
 Systematic literature searches across PubMed (http://www.pubmed.org) and 
Google Scholar (https://scholar.google.com) were conducted using different 
combinations of search strings (“fMRI”, “PET”, “MEG”, “visual”, “auditory”, 
“audiovisual”, “integration”, “emotion”, “affect”, “face”, and “voice”) for studies 
published between 1995 and January 2019. In addition, forward and reverse citation 
searches were performed for all of the identified studies to ensure inclusion of all relevant 
studies. After removing duplicates, this search yielded a total of 248 studies.  
 Identified studies were then screened on the basis of the following selection 
criteria. First, only studies with healthy adult participants that used fMRI, PET or MEG 
were included. Second, only studies that examined the neural correlates of audiovisual 
affective processing were included (excluding congruency analyses, which differ 
conceptually). For example, studies that only examined unimodal emotional conditions or 
audiovisual neutral conditions were excluded. Third, only studies that reported results of 
whole-brain group analyses, rather than analyses based on pre-defined regions of interests 
were included. This criterion was necessary to meet the assumption that each voxel has 
the same chance of activation a priori when running the meta-analysis (Eickhoff, Bzdok, 
Laird, Kurth, & Fox, 2012). Fourth, only studies that reported their results in a standard 
reference space (Talairach or Montreal Neurological Institute, MNI) were included. 
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These criteria resulted in a total of 306 participants across 18 studies eligible for inclusion 
in the meta-analysis (see Table 5.1 for a detailed list of included experiments, and Figure 
5.1 for an illustration of literature search and study selection). Studies from the same 
research groups did not report using the same participants across studies. 
 
Figure 5.1. Literature search and study selection flowchart. 
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AV = Audiovisual, F = Fixation, V = Visual, A = Auditory, C = Congruent, IC = 
Incongruent. Note that for presentation purposes, a simplified format of the contrast 
analyses was used for some of the studies.  
5.2.2 Activation likelihood estimation 
Coordinate-based meta-analysis was conducted with the revised ALE algorithm 
(Eickhoff et al., 2012; Eickhoff et al., 2009; Turkeltaub et al., 2012), implemented in 
GingerALE 2.3.6 (BrainMap, http://brainmap.org/ale/). Before analysis, coordinates 
reported in Talairach space were transformed into MNI coordinates using a linear 
transformation (Lancaster et al., 2007), in order to work in a common stereotactic space. 
Each reported location was treated as the center of a 3D Gaussian probability density 
distribution. The uncertainty associated with localization of each location was modelled 
by the full-width at half-maximum of the Gaussian function that was determined by the 
number of participants in each study (Eickhoff et al., 2009). After that, a Modeled 
Activation (MA) map was created for each experiment in which each voxel was given a 
MA score that reflected the probability of an activation at that location (Turkeltaub et al., 
2012). A 3D ALE map was created by taking the union across all of the MA maps. The 
voxel-specific ALE scores in the ALE map reflect the consistency of the activation 
locations. A voxel-wise p map was then created by comparing the ALE scores to an 
empirically derived null-distribution. This null distribution was achieved by sampling a 
voxel at random from each of the MA maps and taking the union of these values in the 
same manner as the true analysis. The p value of an ALE score at each voxel was then 
calculated as the proportion of equal or higher values under the null-distribution. The 
resulting non-parametric p map was then submitted to a cluster-level family-wise error 
(FWE) correction with a cluster level threshold of p < 0.05 and a cluster-forming 
threshold at voxel-level p < 0.001 (Eickhoff et al., 2016). First, the p map was corrected 
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with a cluster-forming threshold of p < 0.001. Second, the sizes of supra-threshold 
clusters were compared to a null-distribution of cluster-sizes derived by simulating 5000 
datasets of randomly distributed foci. Clusters were considered significant if they 
survived a threshold of p < 0.05 with FWE correction for multiple comparisons.  
5.2.3 Meta-analytic connectivity modeling  
To examine the co-activation profiles of targeted brain regions in audiovisual 
affective processing, MACM was performed (Eickhoff et al., 2009; Robinson et al., 
2010). The MACM analysis was carried out in three steps. First, seed regions were 
defined based on the results of the coordinate-based meta-analysis. Second, all 
experiments that activated the seed regions were identified by searching across the entire 
BrainMap database (Kurth, Zilles, Fox, Laird, & Eickhoff, 2010) using Sleuth 2.4 
(BrainMap, http://brainmap.org/sleuth/). Only activation studies reporting group analyses 
of functional mapping experiments with healthy participants were included. Third, 
quantitative ALE meta-analysis was performed with the revised ALE algorithm to 
identify brain regions that were consistently co-activated with the seed regions (Eickhoff 
et al., 2012; Eickhoff et al., 2009; Turkeltaub et al., 2012). The resulting ALE maps were 
thresholded using the false discovery rate (FDR) at a significance level of p < 0.001 
(Robinson et al., 2010).  
5.2.4 Automated meta-analyses using Neurosynth 
To further corroborate our interpretation of the identified brain regions, automated 
meta-analyses were conducted using Neurosynth (Yarkoni et al., 2011). Neurosynth is a 
database containing fMRI activation coordinates from 14,371 studies (as of 01/2019). 
The database provides a metric for the likelihood of the association between voxel 
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activation and pre-specified search terms (http://neurosynth.org/). The meta-analytic 
maps are association test maps that reflect the presence of a non-zero association between 
the term use and voxel activation. The maps were generated by extracting information 
from published neuroimaging papers and comparing the coordinates reported for studies 
with and without the term of interest. The generated images were then thresholded using 
a (default) FDR criterion of 0.01 to correct for multiple comparisons. 
In addition, we used the Neurosynth database to meta-analytically decode the 
functional role of the identified neural pattern from the ALE analysis. Using the 
Neurosynth Decode tool implemented in Python 
(https://github.com/neurosynth/neurosynth), we computed the voxel-wise Pearson 
correlation coefficients between the unthresholded ALE map and each of the 3,159 term-
based association test z-statistic maps of Neurosynth. Similarly, we also computed the 
voxel-wise Pearson correlation coefficients between the unthresholded ALE map and 
each of the 200 topic-based association test z-statistic maps of Neurosynth (Jimura & 
Poldrack, 2012; Jung, Kim, Kim, Im, & Lee, 2012). 
5.3    RESULTS 
The meta-analysis included 306 participants and 233 foci across 18 experiments. 
Fourteen (78%) of the 18 studies were based on fMRI, three (16%) on MEG and one 
(6%) on PET (Table 5.1). The meta-analysis revealed consistent brain activations in a 
broad network (Figure 5.2, Table 5.2), including right pSTG/STS, left aSTG/STS, right 




Figure 5.2. Audiovisual affective processing network identified by ALE meta-analysis. 
The ALE maps were overlaid onto an anatomical MNI template 
(Colin27_T1_seg_MNI.nii, www.brainmap.org/ale) and visualized using Surf Ice 
(https://www.nitrc.org/projects/surfice/) and MRIcron 
(http://people.cas.sc.edu/rorden/mricron/index.html). pSTG/STS: posterior superior 
temporal gyrus/sulcus; aSTG/STS: anterior superior temporal gyrus/sulcus. 
Table 5.2. General audiovisual affective processing network identified by ALE meta-
analysis: Brain regions showing significant convergence across included studies 
examining neural correlates of audiovisual affective processing.  
   MNI  
Region Hemisphere x y z 
Cluster 1 (k = 2496)     




 R 62 -50 6 
Cluster 2 (k = 1408)     
Thalamus R 12 -26 -4 
Cluster 3 (k = 1248)     
Amygdala R 28 -4 -20 
Cluster 4 (k = 1048)     
aSTG L -48 14 -26 
Cluster 5 (k = 968)     
Thalamus L -10 -30 -4 
Note. pSTG/STS: posterior superior temporal gyrus/sulcus; aSTG/STS: anterior superior 




 Using the thresholded meta-analysis map as a mask, five seed regions were 
defined: right pSTG/STS, left aSTG/STS, right amygdala, left thalamus, and right 
thalamus (Figure 5.3). For right pSTG/STS, the co-activation profile was based on 140 
experiments with a total of 1,950 participants and 2,992 foci and included right 
pSTG/STS, left pSTG/STS, bilateral precentral gyrus, left medial frontal gyrus, bilateral 
anterior insula, right superior parietal lobule, and right amygdala, among other regions. 
For left aSTG/STS, the co-activation profile was based on 32 experiments with a total of 
499 participants and 464 foci and included only left aSTG/STS. For right amygdala, the 
co-activation profile was based on 128 experiments with a total of 2,086 participants and 
2,048 foci and included only bilateral amygdala. For left thalamus, the co-activation 
profile was based on 69 experiments with a total of 1,028 participants and 1,585 foci and 
included bilateral thalamus, left medial frontal gyrus, right claustrum, right caudate, left 
precentral gyrus and right superior parietal lobule. For right thalamus, the co-activation 
profile was based on 73 experiments with a total of 1,116 participants and 1884 foci and 
included bilateral thalamus, right clastrum, left insula, left medial frontal gyrus, right 




Figure 5.3. The co-activation profiles of identified brain regions from ALE meta-
analysis: (A) right posterior superior temporal gyrus/sulcus (pSTG/STS); (B) left anterior 
superior temporal gyrus/sulcus (aSTG/STS); (C) right amygdala; (D) left thalamus; (E) 
right thalamus. Each ROI’s co-activation profile is shown in Green, each ROI used for 
MACM analyses is shown in Red, and the overlapping region between each ROI and its 
co-activation profile is shown in Yellow. 
The meta-analytic maps from Neurosynth are association test maps showing brain 
regions that are preferentially related to the pre-specified search terms “audiovisual” (118 
studies) or “emotion” (1037 studies). Among these brain regions, posterior STG/STS was 
most strongly related to the term “audiovisual”, and amygdala was most strongly related 
to the term “emotion” (Figure 5.4). 
 
Figure 5.4. The meta-analytic maps showed brain regions that are preferentially related to 
the pre-specified search terms (A) “audiovisual” and (B) “emotion”. The meta-analytic 
maps were overlaid onto an anatomical MNI template (Colin27_T1_seg_MNI.nii, 
www.brainmap.org/ale) and visualized using Surf Ice (https://www.nitrc.org/projects/surfice/). 
 The decoding analysis performed on the uncorrected ALE map showed the 
highest similarity with 20 terms: temporal sulcus (r = 0.30), STS (r = 0.28), facial 
(r=0.27), sulcus STS (r=0.25), temporal (r=0.25), neutral (r=0.25), amygdala (r = 0.24), 
superior temporal (r = 0.24), expression (r  = 0.23), emotions (r = 0.23), audiovisual (r = 
0.23), emotion (r = 0.23), amygdala hippocampus (r = 0.23), emotional (r = 0.22), facial 
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expression (r = 0.22), faces (r = 0.22), face (r = 0.22), facial expressions (r = 0.22), pSTS 
(r = 0.22), and voice (r = 0.21).  
The decoding analysis performed on the uncorrected ALE map showed the 
highest similarity with 20 topics: 12_emotional_faces_facial (r=0.2803), 
43_emotional_neutral_processing (r=0.1805), 145_face_faces_recognition (r=0.1718), 
195_voice_voice_vocal (r=0.1404), 72_auditory_visual_sensory (r=0.1353), 
82_category_categories_tool (r=0.1316), 121_speech_auditory_sounds (r=0.1271), 
99_social_participants_interactions (r=0.1233), 28_empathy_perspective_person 
(r=0.1161), 199_prosody_prosodic_processing (r=0.1060), 
182_mental_mind_mentalizing (r=0.1059), 151_context_scenes_scene (r=0.1022), 
58_anxiety_threat_disorders (r=0.0987), 68_experience_subjective_physical (r=0.0987), 
188_response_responses_hemodynamic (r=0.0976), 
33_sentences_language_comphrehension (r=0.0944), 21_evidence_provide_behavioral 
(r=0.0936), 167_disgust_fear_inducing (r=0.0928), 
8_incongruent_congruent_congruency (r=0.0901), 10_infant_prc_mother (r=0.0890). 
Therefore, on the basis of the two decoding analyses, there is some evidence that our 
pattern of activation from the ALE meta-analysis is more consistent with audiovisual and 
emotion processes than other kind of processes. 
5.4    DISCUSSION 
 The main goal of the current study was to determine the neural substrates of 
audiovisual affective processing by conducting a coordinate-based quantitative ALE 
meta-analysis. Despite differences in operationalizing audiovisual affective processing 
across studies, the meta-analysis identified several brain regions associated with 
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audiovisual affective processing: right pSTG/STS, left aSTG/STS, right amygdala, and 
bilateral thalamus. The MACM analysis and automated meta-analysis provided further 
insight into their functions. These results revealed the brain basis of audiovisual affective 
processing and provide support for the involvement of supramodal brain regions in 
audiovisual affective processing.  
 We evaluated the supramodal versus sensory-specific hypotheses based on the 
neuroimaging literature. The results are consistent with the supramodal hypothesis. 
Although STG/STS has been previously linked to audiovisual integration of emotion, it is 
unclear whether aSTG, pSTG/STS or both are involved (Ethofer et al., 2013; Klasen et 
al., 2011; Kreifelts et al., 2007; Pehrs et al., 2013; Robins et al., 2009). Some studies have 
suggested that aSTG/STS and pSTG/STS might be involved in audiovisual processing to 
different degrees: pSTG/STS is mainly associated with audiovisual integration, whereas 
aSTG/STS is mainly associated with auditory processing (Beauchamp et al., 2004; Hein 
& Knight, 2008; Obleser et al., 2006). One interesting study has also suggested that 
neural representations of audiovisual integration, voice sensitivity, and face sensitivity 
are located in different parts of the STG/STS with maximum voice sensitivity situated in 
the mid-STG/STS, face sensitivity in the posterior portion of pSTG/STS, and audiovisual 
integration in the anterior portion of pSTG/STS (Kreifelts et al., 2009). Our automated 
meta-analysis results also provide more support for the involvement of posterior but not 
anterior STG/STS in general audiovisual processing (Figure 5.4), which suggests that 
most previous studies on general audiovisual processing support pSTG/STS as the 
processing center. These findings are consistent with the fact that pSTG/STS lies between 
primary auditory and visual cortices, which makes it a convenient audiovisual binding 
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site. Nonetheless, the role of aSTG/STS in audiovisual processing is still not clear. In 
addition, our MACM findings (Figure 5.3) showed that the co-activation profile for 
pSTG/STS included the amygdala and anterior insula. This suggests an emotion-
cognition interaction process, given the widely documented role of STG/STS in 
audiovisual processing (e.g., Beauchamp et al., 2004), and the role of the amygdala and 
insula in emotion processing (e.g., Lindquist et al., 2012). This mixed empirical evidence 
suggests that the functional role of aSTG/STS and pSTG/STS in audiovisual affective 
processing needs further evaluation. 
In contrast, we found no neuroimaging support for the sensory-specific 
hypothesis. First, the sensory-specific hypothesis for audiovisual integration of emotion 
was partially developed based on electrophysiological findings that audiovisual affective 
interactions can occur as early as 100 ms post-stimulus (e.g., De Gelder et al., 2002; 
Jessen & Kotz, 2011; Kokinous et al., 2014; Pourtois et al., 2000), but this does not 
provide direct evidence for activation of sensory-specific brain regions. Second, 
intriguingly, functional neuroimaging studies that implicated the fusiform gyrus as a 
potential sensory-specific region for audiovisual affective processing all used face stimuli 
(Dolan et al., 2001; Jansma et al., 2014; Park et al., 2010; Pourtois et al., 2005; Robins et 
al., 2009). One possibility is that the fusiform gyrus activation in audiovisual affective 
processing is primarily driven by face processing (Bernstein & Yovel, 2015; Downing, 
Chan, Peelen, Dodds, & Kanwisher, 2006; Duchaine & Yovel, 2015; Haxby & Gobbini, 
2011; Müller, Höhner, & Eickhoff, 2018). Of note, two neuroimaging studies on 
audiovisual affective processing that used congruency analysis for regions of interest 
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(and thus were not included in the meta-analysis) showed brain activation in sensory-
specific cortices (i.e., fusiform gyrus) (Dolan et al., 2001; Jeong et al., 2011). 
 The meta-analysis results highlighted the role of the amygdala in audiovisual 
affective processing. Previous neuroimaging studies have reported that the amygdala 
might be a potential supramodal region for audiovisual affective processing (e.g., Dolan 
et al., 2001; Jansma et al., 2014; Klasen et al., 2011; Kreifelts, Ethofer, Huberle, Grodd, 
& Wildgruber, 2010), though some other studies failed to find similar activations (e.g., 
Kreifelts et al., 2007; Petrini, Crabbe, Sheridan, & Pollick, 2011; Pourtois et al., 2005). 
Our meta-analysis suggests that, overall, the amygdala is involved in audiovisual 
affective processing. The amygdala plays an important role in emotional processes using 
either visual or auditory stimuli (Fecteau, Belin, Joanette, & Armony, 2007; Morris, 
Scott, & Dolan, 1999; Pessoa & Adolphs, 2010; Phelps & LeDoux, 2005). Although 
many early neuroimaging studies have implicated the amygdala in fear processing, recent 
evidence suggests that the amygdala is activated by other emotion categories such as 
anger, disgust, happiness, and sadness (for a review, see Lindquist et al., 2012), and it has 
been linked to valence-specific processing (Morrison & Salzman, 2010; O’Neill, Gore, & 
Salzman, 2018). As illustrated by our automated meta-analysis of 1,037 studies (Figure 
5.4), the amygdala is the most important brain region preferentially related to the pre-
specified search term “emotion”, highlighting the link between the two. In addition, 
neuroimaging studies using connectivity approaches have shown a feed-forward 
connection from sensory-specific brain regions (e.g., fusiform gyrus) to the amygdala 
(Jansma et al., 2014; Müller et al., 2012; Pehrs et al., 2013). For example, to investigate 
the neural network involved in audiovisual integration of emotion, Jansma et al. (2014) 
 
121 
used the Granger causality approach to examine audiovisual affective processing using 
face and voice stimuli, and illustrated connectivity from the fusiform gyrus to the 
amygdala. Some studies also showed that STG/STS might not only integrate affective 
information from sensory-specific brain areas but also gate the feed-forward connection 
from the fusiform gyrus to the amygdala (Müller et al., 2012; Pehrs et al., 2013).   
 Our meta-analysis results also highlighted the role of the thalamus in audiovisual 
affective processing. Many studies have shown that audiovisual processing might occur 
in the thalamus (Cappe, Morel, Barone, & Rouiller, 2009; Komura, Tamura, Uwano, 
Nishijo, & Ono, 2005). Research has suggested that the thalamic nuclei of various 
sensory systems such as visual, auditory, somatosensory, and gustatory send information 
to the primary sensory cortex, with the sensory cortex also sending feedback to the 
thalamus (Sherman & Guillery, 2001). Thus the audiovisual integration may derive from 
the “cortico-thalamic-cortical” route, serving as a potential neural mechanism for early 
and fast audiovisual processing (Rouiller & Welker, 2000; Sherman & Guillery, 2002). 
One interesting study by Kreifelts et al. (2007) examined the neural correlates of 
audiovisual affective processing using emotional faces and voices as stimuli. Using a 
psychophysiological interaction analyses approach, they found enhanced connectivity 
between the STG, fusiform gyrus, and thalamus during audiovisual stimulation compared 
to unimodal conditions (Kreifelts et al., 2007). One possible interpretation offered by the 
authors was that the thalamus serves as a brain region for early integration processes. 
Therefore, our meta-analysis results potentially provide support for both early integration 
(via the thalamus) and late integration (via the pSTG/STS and the amygdala). This 
interpretation is consistent both with theories of multi-stage audiovisual processing  
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(Calvert & Thesen, 2004; Peelle & Sommers, 2015) and with the electrophysiological 
studies that show early audiovisual interactions.   
One interesting question is whether the mechanism of audiovisual integration is 
general or if it differs for specialized processing. Thalamus and pSTG have been 
repeatedly implicated in audiovisual processing regardless of stimulus type (Beauchamp, 
2005, 2016; Calvert & Thesen, 2004; Driver & Noesselt, 2008; Ghazanfar & Schroeder, 
2006; Hein & Knight, 2008; Kilian-Hütten, Formisano, & Vroomen, 2017; Koelewijn, 
Bronkhorst, & Theeuwes, 2010; Macaluso & Driver, 2005; Peelle & Sommers, 2015; 
Stein & Stanford, 2008; Talsma, Senkowski, Soto-Faraco, & Woldorff, 2010). Additional 
brain regions may be involved in specialized audiovisual processing. For example, 
speech perception studies have implicated motor regions in audiovisual speech 
processing, in which the motor system might decode and integrate lip movements with 
auditory signals (Fridriksson et al., 2008; Möttönen & Watkins, 2009; Park, Kayser, 
Thut, & Gross, 2016). To explore the commonalities and differences for general and 
affective audiovisual processing, we conducted an auxiliary analysis that contrasted our 
results with a general audiovisual processing dataset. Our findings highlight pSTG/S and 
part of the red nucleus (in the thalamus cluster found in the main results) in general 
audiovisual processing, and underscore that the amygdala and part of the red nucleus are 
specific to audiovisual affective processing. Therefore, audiovisual integration likely 
involves both general (e.g., the involvement of pSTG, thalamus etc.) and specific (e.g., 
motor system, amygdala etc.) neural mechanisms.  
Meta-analysis results should be interpreted within the context of their limitations. 
First, though MEG studies have frequently been included in neuroimaging meta-analyses 
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(Lopez, Blanke, & Mast, 2012; Sörös, Inamoto, & Martin, 2009), MEG has relatively low 
spatial resolution compared to fMRI and PET which may impact the results. However, 
there is evidence from simulation studies (Attal & Schwartz, 2013; Mills, Lalancette, 
Moses, Taylor, & Quraan, 2012), as well as empirical data from patients (Pizzo et al., 
2019) that MEG can capture subcortical activity from hippocampus, amygdala, and 
thalamus. There are also numerous studies that have reported subcortical activities 
detected using MEG (Garrido, Barnes, Kumaran, Maguire, & Dolan, 2015; Garvert, 
Friston, Dolan, & Garrido, 2014; Ruzich, Crespo‐García, Dalal, & Schneiderman, 
2019). To validate our findings, the meta-analysis was conducted using exactly the same 
procedure excluding the three MEG studies, resulting in 251 participants and 190 foci 
across 15 experiments. The meta-analysis revealed similar regions as in the reported 
analyses. This supports the stability of our findings irrespective of including MEG 
studies. Second, the majority of included studies used the conjunction approach to 
localize brain areas of audiovisual affective processing, therefore, our meta-analysis 
results may be largely driven by this contrast. As noted in the Introduction, a major 
shortcoming of this approach is that it might identify brain areas responsive to unimodal 
stimuli but not audiovisual integration if responses to audiovisual stimuli are simply the 
linear sum of responses to auditory and visual stimuli (Calvert & Thesen, 2004). Third, 
there is a many-to-many mapping between regions and functions (Pessoa, 2014), thus it is 
likely that the connectivity of each identified brain region with other regions could 
support multiple functions and might alter depending on different task contexts (Adolphs, 
2017; Burch et al., 2016). Future studies should examine the co-activation profiles of the 
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identified brain regions to better understand how different brain areas function as a 
network to support the audiovisual affective processing. 
 The current meta-analysis makes a key contribution toward understanding the 
neural substrates of audiovisual affective processing. Integrating audiovisual emotional 
signals is fundamental for our daily life. We identified regions associated with 
audiovisual affective processing, implicating a core network that includes STG/STS, 
amygdala, and thalamus. These results provide support that audiovisual affective 
processing is represented in supramodal brain regions. The findings reported here can 
serve as regions of interest for targeted future experiments and may provide beneficial 




DECODING AUDIOVISUAL AFFECTIVE CONGRUENCE FROM 
FMRI DATA6 
6.1    INTRODUCTION 
Emotional experiences are triggered by signals from multiple sensory modalities 
that can be either affectively congruent or incongruent. Imagine watching a scene in a 
horror movie played to scary music, so that information from both vision and audition is 
combined, making the experience scarier than that elicited by the music or film alone. 
The same scene played to happy music may produce a very different affective experience 
and interpretation. Sensitivity to the emotional content of real-life situations is vitally 
important for success in environments in which visual and auditory information together 
influence our mental states (De Gelder & Bertelson, 2003). This raises the question of 
which brain regions are involved in distinguishing between affectively congruent and 
incongruent content across different modalities and how these regions relate to those 
linked to general affective processing.  
Although previous research has shown that congruent affective information from 
visual and auditory channels enhances emotional experiences compared to incongruent 
affective information (Baumgartner, T et al., 2006; Christensen et al., 2014; Gao, Wedell, 
                                                          
6  Gao, C., Weber, C. E., Wedell, D. H., & Shinkareva, S. V. Journal of Cognitive 
Neuroscience, 32(7): 1251-1262. Reprinted here with permission of publisher. © 2020  
The MIT Press 
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Green, et al., 2018; Gao, Wedell, Kim, et al., 2018; Gerdes et al., 2013), the neural 
correlates underlying this phenomenon have received far less attention. Several 
functional magnetic resonance imaging (fMRI) studies have manipulated congruence of 
discrete emotions between audiovisual channels (Dolan et al., 2001; Jansma et al., 2014; 
Jeong et al., 2011; Klasen et al., 2011; Müller et al., 2011; Pehrs et al., 2013; Petrini et 
al., 2011; Watson et al., 2013). Brain regions including superior temporal cortex, 
amygdala, posterior/middle cingulate cortex, superior frontal cortex, insula, thalamus, 
and others showed activity modulated by congruence of discrete emotions. For example, 
one fMRI study presented happy or sad faces paired with happy or sad music (Jeong et 
al., 2011). Participants were instructed to experience the stimuli without attending 
exclusively to one modality. They found that superior temporal gyrus and fusiform gyrus 
are differentially activated by affective congruence across audiovisual modalities. In 
another fMRI study, happy, neutral, and fearful faces were combined with happy, neutral, 
and fearful sounds (Müller et al., 2011). Participants were instructed to rate the valence of 
the facial expressions as quickly and accurately as possible while ignoring the sounds. 
For affectively incongruent minus affectively congruent conditions, there were 
activations in middle cingulate cortex, right superior frontal gyrus, right supplementary 
motor area, and right temporoparietal junction but there were no significant differences 
for affectively congruent minus affectively incongruent conditions. These studies have 
provided valuable contributions to the neural correlates of emotional congruence across 
audiovisual modalities but do not speak directly to congruence along affective 
dimensions rather than discrete categories.  
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Valence (positive or negative) and arousal (exciting or calming) are two 
dimensions characterizing emotional information that have been widely validated and can 
be seen as key components of emotional states (Lindquist, 2013; Russell, 2003). 
Although there are large individual differences of people’s ability to differentiate 
different discrete emotions, almost everyone can tell the difference between the positive 
affective state and a negative affective state. Therefore, valence, and to a less extent 
arousal, may be considered the basic building blocks of emotion (Barrett, 2006c). Recent 
evidence also suggests that there is no one-to-one mapping between a given brain region 
and a given emotion category. Instead, emotions and affective dimensions are represented 
in distributed neural systems (Lindquist et al., 2012; Satpute & Lindquist, 2019). Within 
this framework, it is important to examine the nature of congruent and incongruent 
valence representations in the brain.  
Based on the existing literature, there are two outstanding questions that need to 
be addressed. First, how is valence congruence across visual and auditory modalities 
represented in brain activity? Prior research has focused primarily on brain areas involved 
in integration of discrete emotions. Rather than using discrete emotions, the present study 
manipulated valence congruence across visual and auditory modalities. This is useful for 
understanding core neural mechanisms shared across emotions, given that accumulating 
evidence has indicated that there are no specific and consistent neural markers for each 
discrete emotion (Lindquist & Barrett, 2012). Moreover, the majority of previous studies 
examining the neural correlates of audiovisual affective congruence focused on emotion 
perception with exclusive attention to a single modality using faces and voices as stimuli; 
whereas, the overall experience created by affective congruence or incongruence in 
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complex situations has received far less attention. Affective experiences are mostly 
multisensory in nature and typically processed without attentional instructions, conditions 
that are currently understudied in the literature. We address this gap by focusing on how 
affective valence information from different visual and auditory modalities combines in 
an overall experience rather than investigating how emotion perception from one 
modality is influenced by emotion information from another modality.  
A second key question we explore is how neural representations of valence 
congruence are related to neural representations of valence in general. Accumulating 
evidence suggests that valence congruence might modulate valence-related brain systems 
(Dolan et al., 2001; Jansma et al., 2014; Klasen et al., 2011). Affectively congruent 
conditions may enhance valence-related brain activations compared to affectively 
incongruent conditions. For example, Dolan et al. (2001) used happy and fearful faces 
and voices as stimuli and contrasted emotionally congruent conditions to emotionally 
incongruent conditions. They found stronger activation for congruent conditions in the 
amygdala, a fear- and valence-related brain region. Moreover, recent studies decoding 
neural representations of emotion using multivariate pattern analysis (MVPA) also found 
distributed neural systems that partially overlap with brain areas involved in integrating 
audiovisual affective signals (e.g., Kim et al., 2017). Although this evidence is suggestive 
of affective congruence modulating valence-related brain regions, this relationship has 
not been examined directly. Examining the relationship between valence congruence and 
valence processing in general will provide a more complete picture of how crossmodal 
affective integration is achieved. 
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To investigate these questions, we measured brain activity in participants while 
they viewed naturalistic video clips and listened to instrumental music. Videos have an 
advantage in ecological validity by unfolding temporally compared to static pictures and 
faces, as do auditory stimuli. Furthermore, instrumental music carries little semantic 
content and so can be combined with videos with minimal semantic conflict. We created 
valence congruent or incongruent audiovisual stimuli while matching arousal at a 
moderate level.  
Most previous studies examining affective congruence across audiovisual 
modalities have used a univariate approach, which focuses on differences in each voxel in 
isolation (e.g., Jeong et al., 2011). We used an MVPA approach to determine whether 
audiovisual affective congruence can be identified from distributed patterns of neural 
activity and to localize these patterns. First, we tested whether affective congruence 
across visual and auditory modalities can be identified on a trial-by-trial basis across 
participants and sought to identify the brain areas sensitive to affective congruence. 
Second, we identified areas sensitive to valence, enabling us to compare the neural 
representation of affective congruence to that of valence.  
6.2   METHOD 
6.2.1 Participants 
 Twenty-one healthy, right-handed adult volunteers (14 females; mean age, 22 
years; age range, 19-30 years) participated in the experiment. Participants reported no 
history of psychiatric or neurological disorders and no central nervous system 
medications. All had normal or corrected-to-normal vision and reported normal hearing. 
Participants were not screened for drug use and were prescreened to ensure the fit with a 
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32-channel coil. They gave written informed consent in accordance with the Institutional 
Review Board at the University of South Carolina.  
6.2.2 Stimuli 
 Stimuli consisted of three-second audiovisual clips that were created from video 
and music components that were selected based on valence and arousal ratings from a 
previously developed and validated in-house affective stimuli set. The validation 
procedure is described in detail in Kim et al., 2017. This stimuli set has been successfully 
used to induce affective experiences in previous studies (Gao, Wedell, Green, et al., 
2018; Gao, Wedell, Kim, et al., 2018; Kim et al., 2017). Visual components of the stimuli 
selected for the current study consisted of 18 positive and 18 negative naturalistic video 
clips with balanced semantic content (human or animal) between the two valence 
categories. Auditory components consisted of 18 positive and 18 negative instrumental 
music clips without any vocal sounds to avoid semantic information from lyrics. 
Components were matched on arousal (Table 6.1). Visual and auditory exemplars from 
the valence categories were randomly paired to create audiovisual stimuli that either 
matched or mismatched on valence, with each stimulus used once in congruent and once 
in incongruent pairings to create 18 unique sets for each of the four experimental 
conditions (2 visual valence × 2 auditory valence), with two repetitions each for a total of 
144 trials. An additional six unique sets for each of the four experimental conditions were 
used for catch trials. The catch trials were included to maintain the participants’ attention 





Table 6.1. Mean valence and arousal ratings from prior norming studies. Means and 
standard deviations are shown. 
Experiment Condition 
 Vp Vn Ap An 
Valence 7.5 (0.40) 2.6 (0.65) 7.1 (0.35) 2.8 (0.53) 
Arousal 6.4 (0.47) 6.6 (0.42) 6.6 (0.50) 7.0 (0.58) 
Notes: Vp (Visual positive), Vn (Visual negative), Ap (Auditory positive), An (Auditory 
negative). 
6.2.3 Procedure 
fMRI was used to measure brain activity while participants viewed audiovisual 
clips presented using E-Prime software (Psychology Software Tools, Sharpsburg, PA). 
All video stimuli were 320 × 240 pixels and were presented in 32-bit color. The sound 
was delivered via Nordic Neuro Headphones. The experimental design crossed visual 
valence (positive, negative) with auditory valence (positive, negative), producing four 
audiovisual conditions: two congruent, visual positive with auditory positive (VpAp) and 
visual negative with auditory negative (VnAn); and two incongruent, visual positive with 
auditory negative (VpAn) and visual negative with auditory positive (VnAp). In the 
scanner, participants were presented with 144 experimental trials and 24 catch trials 
distributed over three sessions. There were 12 experimental and 2 catch trials for each of 
the 4 conditions per session (12 experimental trials × 4 conditions × 3 sessions = 144 
trials; 2 catch trials × 4 conditions × 3 sessions = 24 trials). Audiovisual pairings with the 
same exemplars were restricted to the same session (i.e., cross-validation fold) to 
generalize the identification of audiovisual affective representation across stimuli. In 
addition to breaks between sessions for the participants to relax, there was also a 12 s 
break in the middle of each session. During the experimental trials, an audiovisual 
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stimulus was presented for 3 s followed by a white fixation cross presented in the center 
of a black screen for 7 s (Figure 6.1A). During the catch trials, an audiovisual stimulus 
was presented for 3 s followed by a 3 s cue (“How do you feel?”). The cue signaled the 
participants to evaluate how they felt by pressing one of two response keys with right 
index finger indicating feeling “positive” and right middle finger indicating feeling 
“negative.” Participants were instructed to respond as quickly as possible and during the 
3 s presentation of the cue. The mean accuracy of valence judgments was 90.1% (range: 
67% - 100%), suggesting participants were alert in the scanner throughout the 
experiment. The order of all trials within each session was random and the order of the 
three sessions was counterbalanced across participants. Prior to scanning, participants 
completed a practice session outside the scanner using different stimuli from those in the 
main experiment. 
 
Figure 6.1. Schematic illustration of trial timing for A) fMRI experiment and B) post-




6.2.4 MRI acquisition 
 Data were acquired using a 3 Tesla Siemens Prisma Fit scanner with a 32-channel 
coil (Siemens, Erlangen, Germany) at the McCausland Center for Brain Imaging at the 
University of South Carolina. Functional MRI data were acquired using a multiband 
gradient-echo echo planar imaging (EPI) sequence using T2* weighted blood oxygenation 
level dependent (BOLD) contrast (multiband acceleration factor = 4), with the following 
parameters: TR = 1000 ms, TE = 35 ms, flip angle = 62°, FOV = 210 × 210 mm, in-plane 
resolution = 70 × 70 pixels, slice thickness = 2.73 mm, gap = 0.27 mm, voxel size = 3 × 3 
× 2.7 mm, number of slices = 40, order of slice acquisition = interleaved ascending, slice 
orientation = axial. Functional MRI data were acquired in three sessions and within each 
session, 590 images were collected. Functional scans with reversed phase-encoding were 
collected after the first session, resulting in 20 pairs of field map images with distortions 
going in opposite directions (anterior-posterior, posterior-anterior). These scans were 
used for distortion corrections. Anatomical MRI data were acquired using a high-
resolution T1-weighted sequence with the following parameters: TR = 2250 ms, TE = 
4.11 ms, flip angle = 9°, FOV = 256 × 256 mm, in-plane resolution = 256 × 256 pixels, 
voxel size = 1 × 1 × 1 mm. The total scanning time was approximately 50 min. 
6.2.5 Post-scan behavioral assessments 
 After the scanning session, outside of the scanner participants were asked to rate 
valence and arousal for the same stimuli used in the fMRI experiment along with their 
components as a manipulation check. The ratings were made using a 9 × 9 grid with the 
horizontal axis reflecting valence, varying from negative to positive, and the vertical axis 
reflecting arousal, varying from low to high. Participants viewed the 72 audiovisual clips 
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used in the main experiment (18 exemplars × 2 visual valence × 2 auditory valence) 
along with 18 unimodal components for each of four conditions: visual positive (Vp); 
visual negative (Vn); auditory positive (Ap), and auditory negative (An). A trial began 
with the participant clicking a mouse button, followed by a 500 ms presentation of a 
blank screen, which was then followed by either a visual, auditory, or audiovisual clip 
presented for 3 s (Figure 6.1B). The order of all 144 trials was random. 
6.2.6 Data Analysis 
fMRI data preprocessing. The neuroimaging data were preprocessed using SPM 12 
(Statistical Parametric Mapping 12, https://www.fil.ion.ucl.ac.uk/spm) in Matlab (Matlab, 
2015b; The Mathworks Inc, Natick, Massachusetts) and FSL 5.0 (FMRIB Software 
Library 5.0, https://fsl.fmrib.ox.ac.uk/fsl/fslwiki). The preprocessing procedure included 
realignment of all functional scans to the mean functional scan using a rigid body 
transformation implemented in SPM, field inhomogeneity correction with FSL’s TOPUP 
tool, co-registering the mean functional image to the T1 anatomical image with SPM, 
normalization to the standard SPM 12 EPI template (MNI stereotactic space), and 
resampling to a 3 mm isotropic voxel size.  
Multivariate pattern analyses. In addition to standard preprocessing as reported above, 
we used GLMdenoise toolbox version 1.4 (http://kendrickkay.net/GLMdenoise/) as a de-
noising step (Kay, Rokem, Winawer, Dougherty, & Wandell, 2013), which has been 
demonstrated to improve MVPA performance for fMRI data (Charest, Kriegeskorte, & 
Kay, 2018). For each participant, a general linear model (GLM) was fit at each voxel by 
convolving the stimuli onsets with a canonical hemodynamic response function. A 
temporal derivative of the hemodynamic response function was included and 
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orthogonalized with respect to the original regressor to account for the misspecification 
of the hemodynamic timing (Pernet, 2014). Six head motion parameters (three 
translations, three rotations) from realignment were included as nuisance regressors. 
Low-frequency noise was removed by applying a high-pass filter of 128 s and temporal 
autocorrelations were accounted for with a first-order autoregressive model AR (1). The 
estimated parameter values from GLM for each trial were then standardized across voxels 
to have zero mean and unit variance. Thus, the final input for the multivariate analyses 
for each voxel for each participant contained 144 values (6 exemplars × 2 repetitions × 4 
conditions × 3 sessions). 
Classification analyses. Two-way classifications were performed to identify congruence 
(congruent: VpAp + VnAn versus incongruent: VpAn + VnAp) and valence (positive: VpAp 
versus negative: VnAn). Classifications were performed with leave-one-participant-out 
cross-validation. In this procedure, the Gaussian Naïve Bayes classifier was trained on 
data from all but one participant and then tested by predicting each trial for the left-out 
participant. Within each cross-validation fold, a univariate t-test feature selection was 
used on the training set, selecting features based on absolute t-values. For simplicity, we 
chose to use the top 400 voxels (Shinkareva, Malave, Mason, Mitchell, & Just, 2011; 
Wang, Baucom, & Shinkareva, 2013). The average classification accuracy across all 
cross-validation runs was reported. Statistical significance was evaluated with 
permutation tests, wherein obtained accuracy was compared to an empirically generated 
null distribution, formed by 1,000 classification accuracies obtained from the same 




Searchlight analyses. Multivariate searchlight analyses were performed to identify the 
brain areas that have a distinct spatial pattern of activity for congruence and, separately, 
valence (Kriegeskorte, Goebel, & Bandettini, 2006). Searchlight analyses were conducted 
using the Searchmight toolbox (Pereira & Botvinick, 2011). For each participant and each 
voxel, data were extracted from a 5 × 5 × 5 voxel neighborhood centered at a given 
voxel. For each searchlight, two-way classifications were performed to identify valence 
as well as congruence. Classifications were performed with leave-one-session-out cross-
validation. In this procedure, the Gaussian Naïve Bayes classifier was trained on data 
from two sessions and then tested on data from the left-out session, which ensured 
independence between training and testing datasets given the temporal separation 
between sessions. Notably, training and test sets did not contain the same exemplars. 
Classification performance was computed based on the average classification accuracy 
across the three cross-validation folds. The individual accuracy maps for positive versus 
negative or congruent versus incongruent were then subjected to a group-level random 
effects analysis after subtracting 50% (chance level accuracy). Significance was tested 
using non-parametric permutation tests implemented in the Statistical non-Parametric 
Mapping toolbox (SnPM 13; http://warwick.ac.uk/snpm), wherein a cluster-forming 
threshold of p < .001 (Woo, Krishnan, & Wager, 2014) and 0.05 FWE control of cluster 
size was used via 5,000 permutations in conjunction with cluster size > 20 to exclude 
small clusters that are difficult to interpret (Christophel, Hebart, & Haynes, 2012). 
Conjunction analysis. Whole brain conjunction analysis (Nichols, Brett, Andersson, 
Wager, & Poline, 2005) was performed to identify overlap between multivariate 
representations of valence congruence across visual and auditory modalities and valence. 
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The conjunction null hypothesis was tested in SPM toolbox using a FWE correction 
found by random field theory with a cluster-forming threshold of p < .001 and 0.05 FWE 
control of cluster size.  
Behavioral data analyses. For the post-scan behavioral assessments, paired t-tests and 
repeated-measures analyses of variance (ANOVAs) were used to analyze the data. To 
confirm the differences in valence ratings for each of the valence categories, a modality 
(visual, auditory) × valence (positive, negative) two-way ANOVA was conducted on 
mean valence ratings for unimodal trials. To confirm the audiovisual interaction effects, a 
visual valence (positive, negative) × auditory valence (positive, negative) two-way 
ANOVA was conducted on mean valence ratings for audiovisual trials. Follow-up tests 
used a Bonferroni correction for multiple comparisons. 
6.3   RESULTS 
6.3.1 Congruence 
Identification of affective congruence across participants. The classifiers were trained on 
data from all but one participant to identify each trial as affectively congruent or 
incongruent in the left-out participant. The average classification accuracy across 
participants was 62.4% (p < .05), with the accuracies ranging from 52.8% to 72.2%.  
Representation of affective congruence. The multivariate searchlight analyses identified 
several regions sensitive to affective congruence: left inferior parietal lobule, triangular 
and opercular parts of inferior frontal gyrus and insula; right superior parietal and 
postcentral gyri, pregenual anterior cingulate and middle cingulate cortices, and 
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precuneus; bilateral superior temporal and supramarginal gyri, and rolandic operculum 
(Figure 6.2A and Table 6.2).  
 
 
Figure 6.2. A) Multivariate searchlight results for identifying affectively congruent from 
affectively incongruent audiovisual trials. B) Multivariate searchlight results for 
identifying affectively positive from affectively negative audiovisual trials. C) 
Conjunction analysis showing overlap between multivariate representations of valence 
congruence across visual and auditory modalities and valence. IFG: Inferior frontal 
gyrus; STC: superior temporal cortex; IP: inferior parietal; SP: superior parietal; Precu: 











Table 6.2. Summary of multivariate searchlight results identifying brain regions that 
differentiate affectively congruent versus incongruent audiovisual trials. 
  Peak coordinates (MNI)  
Region Cluster 
size 
X (mm)  Y (mm) Z (mm) Z 





 27 -49 56 
 
3.61 
R. Pregenual Anterior 
Cingulate 



















 15 -52 44 4.03 
L. Superior Temporal/ 
Rolandic 
Operculum/Supramarginal 










  -54 -34 26 3.43 
L. Inferior Parietal 28 -42 -43 41 4.13 
  -36 -55 41 3.67 
L. Insula/Triangular part 
of Inferior Frontal 
Gyrus/Opercular part of 
Inferior Frontal Gyrus  





 -45 23 8 
 
3.70 
  -48 17 14 3.67 
L. 
Supramarginal/Postcentral 
















 42 -31 17 
 
3.24 
The results are based on a permutation test with a cluster-forming threshold of p < .001 
and 0.05 FWE control of cluster size via 5,000 permutations in conjunction with cluster 
size > 20. Anatomical location labeling is based on the AAL3 atlas 
(http://www.gin.cnrs.fr/en/tools/aal/). L, left hemisphere; R, right hemisphere.  
6.3.2 Valence 
Identification of valence across participants. The classifiers were trained on data from all 
but one participant to identify each trial as positive or negative in the left-out participant. 
The average classification accuracy across participants was 73.7% (p < .05), with the 
accuracies ranging from 55.6% to 81.9%.  
Representation of valence. The multivariate searchlight analyses identified several 
regions sensitive to valence information: left paracentral lobule, middle cingulate cortex, 
supramarginal gyrus, precuneus, and cuneus; right rolandic operculum, superior medial 
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frontal, superior frontal, middle frontal, precentral and postcentral gyri, and pregenual 
anterior cingulate cortex; and bilateral superior temporal cortex (Figure 6.2B and Table 
6.3).  
Table 6.3. Summary of multivariate searchlight results identifying brain regions that 
differentiate positive versus negative audiovisual trials. 













R. Superior Temporal 
/Rolandic Operculum  





 57 -28 11 
 
3.81 
 42 -28 20 3.64 
R. Pregenual Anterior 
Cingulate/Superior Medial 
Frontal 





 15 41 17 
 
3.67 
L. Paracentral Lobule/Middle 
Cingulate 








 -3 -43 50 3.80 
L. Superior 
Temporal/Supramarginal 





 -51 -28 11 
 
3.53 
  -51 -31 26 3.42 
R. Superior Frontal/Middle 
Frontal 
22 24 23 47 3.84 
  33 14 44 3.18 





  54 -4 26 
 
3.80 
  42 -10 32 3.21 





  -12 -76 35 
 
3.64 
  -6 -64 29 3.40 
The results are based on a permutation test with a cluster-forming threshold of p < 0.001 
and 0.05 FWE control of cluster size via 5,000 permutations in conjunction with cluster 
size > 20. Anatomical location labeling is based on the AAL3 atlas 
(http://www.gin.cnrs.fr/en/tools/aal/). L, left hemisphere; R, right hemisphere.  
6.3.3 Overlap of congruence and valence representations 
Conjunction analysis identified overlap between multivariate representations of valence 
congruence across visual and auditory modalities and valence in left supramarginal gyrus, 
right pregenual anterior cingulate cortex, and bilateral superior temporal gyri (Figure 
6.2C and Table 6.4). 
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Table 6.4. Summary of conjunction analysis results identifying brain regions associated 
with representations of both valence congruence across visual and auditory modalities 
and valence. 















 51 -25 17 
 
3.32 
L. Superior Temporal/ 
Supramarginal 
19 -51 -34 17 
 
4.16 




R. Pregenual Anterior 
Cingulate 




  6 47 26 3.34 
The results are based on a FWE correction found by random field theory with a cluster-
forming threshold of p < 0.001 and 0.05 FWE control of cluster size. Anatomical location 
labeling is based on the AAL3 atlas (http://www.gin.cnrs.fr/en/tools/aal/). L, left 
hemisphere; R, right hemisphere.  
6.3.4 Post-scan behavioral assessment 
For the post-scan behavioral assessments, the modality (visual, auditory) × 
valence (positive, negative) two-way repeated measures ANOVA conducted on mean 
valence ratings for unimodal trials showed positive valence was differentiated from 
negative valence as an experimental manipulation check, F (1, 20) = 474.9, p < 0.001, 𝜂2 
= 0.86 (Table 6.5). The modality main effect was not significant, F (1, 20) = 0.18, p = 
0.68. The modality × valence interaction was significant, F (1, 20) = 6.43, p = 0.02, 𝜂2 = 
0.07. Follow-up tests of valence differences conducted for each modality were both 
significant (ps < .001), with a larger difference for visual stimuli. Furthermore, post-scan 








Table 6.5. Post-scan mean valence ratings, with standard errors in parentheses. 
Experiment Condition 
Unimodal Vp Vn Ap An 
Valence 7.2 (0.17) 2.9 (0.20) 6.8 (0.14) 3.4 (0.20) 
Audiovisual VpAp VpAn VnAp VnAn 
Valence 7.4 (0.01) 5.2 (0.01) 3.8 (0.01) 2.6 (0.01) 
Notes: Vp (Visual positive), Vn (Visual negative), Ap (Auditory positive), An (Auditory 
negative); VpAp (Visual positive-Auditory positive), VpAn (Visual positive-Auditory 
negative), VnAp (Visual negative-Auditory positive), VnAn (Visual negative-Auditory 
negative). 
The visual valence (positive, negative) × auditory valence (positive, negative) 
two-way repeated measures ANOVA conducted on mean valence ratings for audiovisual 
stimuli showed a main effect of visual valence, F (1, 20) = 161.2, p < 0.001, 𝜂2 = 0.82, a 
main effect of auditory valence, F (1, 20) = 72.0, p < 0.001, 𝜂2 = 0.58, and an interaction 
between visual valence and auditory valence, F (1, 20) = 25.5, p < 0.001, 𝜂2 = 0.09 
(Table 6.5). This interaction reflects a negativity bias in which negatively valenced 
stimuli carry greater weight. Follow-up tests of auditory valence differences conducted 
for each visual valence condition were both significant (ps < .001), with a smaller 
difference for the negative than the positive videos, suggesting the negative videos are 
more difficult to alter. Finally, to examine whether there is an enhancement effect for 
congruent audiovisual stimuli relative to the average of their unimodal components, we 
compared the average of single modality ratings to the congruent multimodal pairings. 
The rating of VpAp was more extreme than the average of the Vp and Ap stimuli, t (20) = 
2.3, p = 0.04, Cohen’s d = 0.49 (7.4 > 7.0) and the rating of VnAn was more extreme than 
the average of the Vn and An stimuli, t (20) = 6.0, p < 0.001, Cohen’s d = 1.3 (2.6 < 3.1). 
 
143 
We also compared the congruent audiovisual pairings to each of their unimodal 
components. There was no significant difference between rating of VpAp and Vp, t (20) = 
0.73, p = 0.5. The rating of VpAp was more extreme than Ap, t (20) = 2.8, p = 0.01, 
Cohen’s d = 0.61 (7.4 > 6.8). The rating of VnAn was more extreme than Vn, t (20) = 2.9, 
p = 0.01, Cohen’s d = 0.63 (2.6 < 2.9). The rating of VnAn was more extreme than An, t 
(20) = 5.1, p < 0.001, Cohen’s d = 1.1 (2.6 < 3.4).  
6.4   DISCUSSION 
The main objective of the present study was to determine brain regions sensitive 
to the distinction between affective congruence and incongruence across visual and 
auditory modalities. First, we identified regions sensitive to valence congruence. Second, 
we found that whole brain activity patterns for decoding valence are also generalizable 
across participants. Third, we found the patterns of affective congruence overlap with the 
patterns of valence in bilateral superior temporal cortex and right pregenual anterior 
cingulate. These findings add to a neural account of affective congruence effects and 
contribute to our understanding about how different brain regions support our ability to 
have complex affective evaluations and experiences. 
Our cross-participant classification results provide evidence that fine-grained 
patterns of neural activity for distinguishing affective congruence and affective valence 
are generalizable across participants (see also Baucom, Wedell, Wang, Blitzer, & 
Shinkareva, 2012). In everyday life, people evaluate emotional scenes by integrating 
information from multiple modalities, most frequently vision and audition, and 
differentially respond to affectively congruent and incongruent content. Our study 
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demonstrates that the underlying neural patterns of activation reflecting this cognitive 
process are shared across participants. 
Previous studies have examined congruence for discrete emotions. Our study 
extends these findings to the dimensional representation of affective valence under 
conditions in which attention is not directed to one modality or the other. We will discuss 
key regions in the distributed neural system supporting the distinction between affective 
congruence and incongruence: left inferior frontal gyrus, bilateral superior temporal, right 
pregenual anterior cingulate, and right superior and inferior parietal cortices. 
Similar to studies of affective congruence for discrete emotions using prosody and 
content in spoken sentences, we have identified inferior frontal gyrus (Mitchell, 2006; 
Schirmer, Zysset, Kotz, & von Cramon, 2004; Wittfoth et al., 2009).  Previous studies 
have suggested that inferior frontal cortex is associated with domain-general conflict 
resolution and cognitive control processes (Derrfuss, Brass, Neumann, & von Cramon, 
2005; Nelson, Reuter-Lorenz, Persson, Sylvester, & Jonides, 2009; Novick, Trueswell, & 
Thompson-Schill, 2005; Novick, Trueswell, & Thompson‐Schill, 2010). For example, 
one study found that interference resolution during retrieval from working memory and 
from semantic memory can be mapped to a common brain area: inferior frontal gyrus 
(Nelson et al., 2009). Our results imply that the domain-general role of inferior frontal 
gyrus in conflict resolution can generalize to crossmodal valence processing and the 
inferior frontal gyrus contains information to distinguish affectively congruent and 
incongruent signals outside of discrete emotions.  
We have also identified the involvement of bilateral superior temporal cortex in 
distinguishing affective congruence from incongruence. A previous study has implicated 
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the role of superior temporal cortex in affective congruence. Wittfoth et al. (2009) paired 
emotional prosody with semantic content and implicated superior temporal cortex in an 
affective incongruent versus affective congruent comparison. Another study found 
superior temporal gyrus activation for a congruent versus incongruent comparison when 
affective congruence of discrete emotions was manipulated across visual and auditory 
modalities using face-voice stimuli (Jeong et al., 2011). Thus, there appears to be strong 
evidence that superior temporal cortex plays an important role in evaluating emotional 
content across visual and auditory modalities. 
Pregenual anterior cingulate cortex was also found in distinguishing affective 
congruence from incongruence. The conflict monitoring hypothesis posited that the 
anterior cingulate cortex functions to detect occurrence of conflicts (Botvinick, Cohen, & 
Carter, 2004). Our results are consistent with prior findings that implicated anterior 
cingulate cortex with resolution of emotional conflict (Egner, Etkin, Gale, & Hirsch, 
2007; Etkin, Egner, Peraza, Kandel, & Hirsch, 2006) and extend these results to affective 
congruence detection in audiovisual settings. 
 Superior and inferior parietal cortices have also been found in distinguishing 
affective congruence from incongruence. Superior parietal cortex has been associated 
with multiple cognitive processes, including attention (Corbetta, Shulman, Miezin, & 
Petersen, 1995), spatial perception (Weiss, Marshall, Zilles, & Fink, 2003), episodic 
memory (Vilberg & Rugg, 2008), and visual-motor integration (Culham & Valyear, 
2006). The activation of superior parietal cortex in distinguishing affective congruence 
from incongruence in our study could be related to attention and episodic memory 
interpretations, in which distinguishing congruent versus incongruent might involve 
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different attentional allocation and memory retrieval processes. Inferior parietal cortex 
(i.e., angular gyrus) has been associated with semantic processing (Binder, Desai, Graves, 
& Conant, 2009). Therefore, the activation of superior and inferior parietal cortices may 
reflect a composite of cognitive processes such as memory retrieval and attentional 
allocation in distinguishing affective congruence from incongruence. 
Our results distinguishing affectively congruent and incongruent content across 
visual and auditory modalities may be compared to multisensory integration processes in 
general. Previous studies have manipulated crossmodal congruence to identify neural 
correlates of audiovisual integration. For instance, when sensory cues from more than one 
modality occur simultaneously from the same spatial location, electrophysiological 
studies of animals show an enhanced firing rate of multisensory cells in the superior 
colliculus; whereas, a response depression is found when cues are asynchronous or 
spatially disparate (Kadunce, Vaughan, Wallace, Benedek, & Stein, 1997; Wallace, 
Wilkinson, & Stein, 1996). Similar findings have been shown for human participants 
using fMRI (Calvert et al., 2000; Calvert et al., 2001). One study investigated audiovisual 
integration of speech by instructing participants to hear speech while watching silent 
mouth and lip movements (Calvert et al., 2001). They found greater engagement of 
superior temporal gyrus for the congruent audiovisual inputs than for the incongruent 
audiovisual inputs. However, these findings do not necessarily generalize to affective 
processing. A recent meta-analysis summarized neuroimaging studies on audiovisual 
affective processing and found a series of brain areas involved in integrating visual and 
auditory affective signals, including right posterior superior temporal gyrus, left anterior 
superior temporal gyrus, right amygdala, and thalamus (Gao et al., 2019). The combined 
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evidence implicates the superior temporal cortex in both general audiovisual integration 
and audiovisual integration of affect.  
Notably, our design allowed us to determine regions sensitive to processing 
positive versus negative valence. We found several regions in an affective network whose 
activity patterns were sensitive to valence. Our results are consistent with previous 
studies decoding affective dimensions and discrete emotions, which showed activity 
patterns in superior temporal cortex (Ethofer, Van De Ville, Scherer, & Vuilleumier, 
2009; Kim et al., 2017; Kim, Wang, Wedell, & Shinkareva, 2016; Kotz, Kalberlah, 
Bahlmann, Friederici, & Haynes, 2013; Peelen, Atkinson, & Vuilleumier, 2010; Said, 
Moore, Engell, Todorov, & Haxby, 2010; Sitaram et al., 2011), anterior cingulate (Kotz 
et al., 2013; Saarimäki et al., 2018; Sitaram et al., 2011), middle cingulate (Chikazoe, 
Lee, Kriegeskorte, & Anderson, 2014), precentral (Saarimäki et al., 2018; Saarimäki et 
al., 2015), postcentral (Kim et al., 2017; Kragel & LaBar, 2016; Saarimäki et al., 2015), 
superior frontal (Sitaram et al., 2011), middle frontal (Kim et al., 2017; Kotz et al., 2013; 
Sitaram et al., 2011), and precuneus (Kim et al., 2017; Kim et al., 2016; Saarimäki et al., 
2015; Sitaram et al., 2011). Our findings are also consistent with contemporary views that 
affective dimensions and emotion categories are represented across distributed neural 
systems (Satpute & Lindquist, 2019).  
We found an overlap between regions sensitive to affective congruence and 
valence representations. Brain regions that were sensitive to both congruence and valence 
included bilateral superior temporal and right pregenual anterior cingulate cortices.  This 
result highlights the multiple roles of superior temporal cortex in multisensory affective 
processing. As a multisensory integration center, superior temporal cortex integrates 
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information from visual and auditory modalities (Driver & Noesselt, 2008; Gao et al., 
2019). Superior temporal cortex also codes affective information, wherein neural activity 
of affective processing is modulated by congruency manipulation. Moreover, our results 
also showed the activation of pregenual anterior cingulate in both valence congruence 
and valence processing. The pregenual anterior cingulate cortex is associated with 
valuation processes (Amemori & Graybiel, 2012; Bartra, McGuire, & Kable, 2013; 
Dixon, Thiruchselvam, Todd, & Christoff, 2017) and is activated when individuals attend 
internally to their subjective feelings (Kulkarni, Bentley, Elliott, Youell, & Jones, 2005). 
Our results suggest that pregenual anterior cingulate is important for multisensory 
affective processing which involves an evaluation of interoceptive feelings. Taken 
together, our results lend support to the idea that valence may be a key determinant of 
affective congruence processing across a variety of discrete emotions. 
Although Dolan et al. (2001) found amygdala was modulated by congruency of 
discrete emotions when using face-voce stimuli, we did not find amygdala activation in 
our study. Previous literature has documented that the role of amygdala is strong in facial 
expression processing but weak in processing of vocal expressions (see Schirmer & 
Adolphs, 2017 for a review). The absence of amygdala in our findings might be due to 
different stimuli types.  
An alternative explanation of the overlap of these regions is that the comparison 
between affectively congruent and affectively incongruent conditions overlaps with a 
comparison between valenced and neutral conditions. According to the averaging model, 
combining positive and negative valence can result in an intermediate valence level: 
neutral (Gao, Wedell, Green, et al., 2018; Gao, Wedell, Kim, et al., 2018). This 
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interpretation is in line with our post-scanner ratings showing that affectively incongruent 
ratings are intermediate compared to its visual or auditory component ratings.  
Our post-scanner ratings also showed that combinations of the same extreme 
valence led to more extreme state ratings than component stimuli presented in isolation 
(see also Gao, Wedell, Green, et al., 2018; Gao, Wedell, Kim, et al., 2018). These results 
support the hypothesis that affective congruence can influence valence-related neural 
systems. Previous studies have demonstrated that audiovisual congruence can influence 
perception, speech, and emotional processes. For example, participants’ perceptions of a 
speech signal can be changed depending on the combination of visual and auditory 
signals (e.g., McGurk & MacDonald, 1976), wherein brain areas related to speech 
perception are influenced (Beauchamp, 2016). Evidence from affective processing also 
showed modulation of congruence on valence-related brain areas (Dolan et al., 2001; 
Klasen et al., 2011). Combined with these previous findings, the present study is 
consistent with the idea that processing related to affective congruence may influence the 
behavioral and neural measures associated with valence processing.  
One caveat in interpreting these results is that MVPA analyses are non-
directional. Therefore, it is unclear whether activation in identified regions is stronger for 
the congruent or incongruent conditions or how these activation patterns relate to 
behavioral ratings. Also, our behavioral analyses of post-scan ratings indicated that there 
is a significant difference of arousal ratings between congruent and incongruent 
conditions. Therefore, although we tried to control arousal and the arousal difference is 
not large (Mcongruent = 6.41, Mincongruent = 6.07), we cannot fully rule out the possible 
influences of arousal. 
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In conclusion, we were able to identify individual trials as affectively congruent 
or incongruent across participants based on whole brain activity patterns. We showed that 
widely distributed brain areas contain information for distinguishing affectively 
congruent from incongruent affective content. We also found the neural systems related 
to affective congruence overlap with the neural representations associated with valence 
processing. Taken together, these results provide insights into the neural mechanisms for 





REPRESENTATIONAL SIMILARITY OF AUDIOVISUAL VALENCE7  
7.1    INTRODUCTION 
The ability to feel pleasure or displeasure tells us who we are, and what we do in 
the sensory world. For example, a sight of a cockroach gives us negative feelings and 
prompts us to do something to deal with this displeasure. Valence, positive or negative, is 
a building block of affective experience (Russell, 2003). Whether there is a common 
hedonic system for valence processing independent of modality, or there are distinct 
neural systems for different modalities is still not well understood. Does the displeasure 
evoked by a sight of a cockroach share a common neural representation with a sound of a 
gunshot?  
 It is traditionally assumed that valence is represented in a modality-general way 
(Kober et al., 2008), in which a common hedonic system encodes valence independent of 
modality. Brain regions including superior temporal cortex (STC), medial prefrontal 
cortex (mPFC), inferior frontal cortex (IFC), as well as limbic regions have been 
associated with affective processing regardless of stimulus modality (Duchaine & Yovel, 
2015; Frühholz & Grandjean, 2013b; Frühholz, Trost, & Kotz, 2016; Kringelbach, 2005; 
Öngür & Price, 2000; Said et al., 2010; Satpute & Lindquist, 2019; Schirmer & Adolphs, 
2017; Wildgruber, Ethofer, Grandjean, & Kreifelts, 2009). In particular, limbic regions 
                                                          
7 Gao, C. & Shinkareva, S. V. submitted. 
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such as pregenual anterior cingulate cortex (pgACC) (Dixon et al., 2017; Kim et al., 
2020), orbitofrontal cortex (OFC) and thalamus  (Kober et al., 2008; Lewis, Critchley, 
Rotshtein, & Dolan, 2007; Lindquist, Satpute, Wager, Weber, & Barrett, 2015; Wilson-
Mendenhall, Barrett, & Barsalou, 2013) have been associated with valence processing.  
A few studies examined the modality-general hypotheses by directly comparing 
valence processing across modalities within the same group of participants (Chikazoe et 
al., 2014; Dalenberg, Weitkamp, Renken, & ter Horst, 2018; Kim et al., 2017; Peelen et 
al., 2010; Skerry & Saxe, 2014). For example, Kim et al. (2017) presented participants 
with positive, neutral or negative video and music clips, and identified modality-general 
valence representations using whole-brain crossmodal classification. The role of mPFC 
has been demonstrated to be an important modality-general brain region consistently 
identified across these studies. In addition to mPFC, supramodal representations of affect 
in STC have been shown for face, body and voice (Peelen et al., 2010), as well as video 
and music (Kim et al., 2017).  
 Accumulating evidence suggests that valence processing also involves modality-
specific representations (Miskovic & Anderson, 2018; Shinkareva et al., 2014). Some 
studies showed that valence can be coded in perceptual cortices corresponding to sensory 
modality of the stimuli (Chikazoe et al., 2014; Dima, Perry, Messaritaki, Zhang, & Singh, 
2018; Ethofer et al., 2009; Harry, Williams, Davis, & Kim, 2013; Kotz et al., 2013; 
Sachs, Habibi, Damasio, & Kaplan, 2018). For example, one study found ventral 
temporal and anterior insula cortices support valence processing specific to vision and 
taste (Chikazoe et al., 2014). For valence processing across visual and auditory 
modalities, if modality-specific neural representations exist and are coded in sensory 
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cortices, primary visual cortex (V1) would be associated with visual-specific valence 
processing while primary auditory cortex (A1) or STC would be associated with 
auditory-specific processing. STC is a heterogeneous region that has been linked to both 
modality-specific and modality-general processing (Ethofer et al., 2013; Peelen et al., 
2010; Schirmer & Adolphs, 2017; Schirmer & Kotz, 2006). Beyond perceptual cortices, 
high-order cortex has also been shown to contain modality-specific representations. For 
example, different prefrontal cortex (PFC) circuits in valence processing have been 
shown for visual or olfactory modalities (Dalenberg et al., 2018).  
 Thus, both modality-general and modality-specific valence representations have 
been identified in the literature (Figure 7.1). Yet, there is no consensus on what brain 
regions are commonly involved in valence processing independent of modality, and what 
brain regions for valence processing are sensory specific. For example, is sensory-
specific valence processing constrained to sensory cortices? Moreover, these questions 
have not been examined within a single study. A notable exception is Chikazoe et al. 
(2014), who showed both modality-general and modality-specific representations for 
vision and taste. However, the modality-general regions identified in Chikazoe et al. 
(2014) study differ from those identified in other studies (Kim et al., 2017; Peelen et al., 
2010), which may be due to different modalities involved (i.e., vision and taste versus 
vision and audition). 
 
Figure 7.1. Valence processing across visual and auditory modalities.  
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 In the present study, we used representational similarity analyses (RSA) to 
examine the modality-general and modality-specific representations. This approach has 
advantages of capturing fine-grained activity patterns compared to univariate approach 
and characterizing the representational geometry of activity patterns compared to 
multivariate classification approach (Kriegeskorte, Mur, & Bandettini, 2008). We 
presented participants with audiovisual clips that were either congruent or incongruent on 
valence across visual and auditory modalities. This design allowed us to identify brain 
regions sensitive to valence manipulations in visual, auditory, or audiovisual conditions.  
First, we used region-of-interest (ROI) analyses to test valence representation in 
theoretically motivated brain regions: STC, pgACC, OFC, thalamus, V1, and A1. 
Second, we used whole-brain searchlight approach to identify brain regions sensitive to 
modality-general or modality-specific representations. Third, we identified 
representations of valence in the brain using individualized behavioral valence ratings for 
each participant. Combing these analyses, we were able to examine modality-general and 
modality-specific representations of valence from visual and auditory modalities within 
the same study. 
7.2    METHOD 
The description of method is similar to Chapter 6. 
7.2.1 Participants 
The present investigation was based on fMRI data described in (Gao et al., 2020). 
Participants were 21 (14 women, mean age = 22 years, age range = 19-30 years) healthy, 
right-handed adult volunteers with no history of psychiatric or neurological disorders and 
no central nervous system medications. Participants were prescreened to ensure the fit 
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with a 32-channel coil, had normal or corrected-to-normal vision and reported normal 
hearing. All participants gave written informed consent approved by the institutional 
review board at the University of South Carolina. 
7.2.2 Experimental stimuli and task 
 The stimuli set included 3 s audiovisual clips created from pairing visual and 
auditory components that were either matched or mismatched on valence and were 
equated on arousal. Visual components of the stimuli were 18 positive and 18 negative 
naturalistic video clips, with balanced semantic content (human or animal) between the 
two valence categories. Auditory components were 18 positive and 18 negative 
instrumental music clips, without any vocal sounds to avoid semantic information from 
lyrics. The stimuli were selected from a previously validated affective stimuli set, and 
have been successfully used to induced affective experiences in previous studies (Gao, 
Wedell, Green, et al., 2018; Gao, Wedell, Kim, et al., 2018; Kim et al., 2017).  
 The experimental design included four audiovisual conditions by crossing visual 
valence (positive, negative) with auditory valence (positive, negative): visual positive 
with auditory positive (VpAp); visual positive with auditory negative (VpAn); visual 
negative with auditory positive (VnAp); and visual negative with auditory negative (VnAn) 
(Figure 7.2A). For each of the four conditions, the audiovisual clips were created by 
randomly pairing visual and auditory exemplars, with each stimulus used twice: once in 
congruent and once in incongruent pairings. This produced 18 unique exemplars for each 
of the four conditions. An additional six exemplars per condition were used for catch 
trials to maintain participants’ attention throughout the experiment. Catch trials were not 




Figure 7.2. A) Experimental conditions and B) Experimental procedure. An example 
audio trial was shown for the post-scan experiment. 
 Before scanning, participants practiced the task outside of the scanner with stimuli 
different from those in the main experiment. In the scanner, the audiovisual clips were 
back projected on a screen that was visible via a mirror attached to the head coil. All 
video stimuli were 320 × 240 pixels and were presented in 32-bit color. The sound was 
delivered via Nordic Neuro Headphones. There were two repetitions of 72 exemplars, 
resulting in 144 experimental trials (18 exemplars × 2 repetitions × 4 conditions). 
Experimental trials were presented over three sessions. To ensure the independence of 
cross-validation folds, stimuli associated with the same exemplar (visual or auditory) 
were constrained to the same session. Additionally, 24 catch trials (6 exemplars × 4 
conditions) were distributed evenly over the three sessions. During the experimental 
trials, an audiovisual stimulus was presented for 3 s followed by a white fixation cross 
presented in the center of a black screen for 7 s (Figure 7.2B). During the catch trials, an 
audiovisual stimulus was presented for 3 s followed by a 3-s cue (“How do you feel?”). 
Participants were instructed to evaluate how they felt during the presentation of the cue 
by pressing one of two response keys with right index finger indicating feeling “positive” 
and right middle finger indicating feeling “negative”. There was a 12-s break in the 
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middle of each session. The order of trials within each session was randomized and the 
order of the three sessions was counterbalanced across participants.  
 After the scanning, participants performed a behavioral task outside of the 
scanner. Participants rated the 72 audiovisual clips used in the main experiment along 
with their visual and audio components. A trial began with a participant clicking a mouse 
button, followed by a 500-ms blank screen, which was then followed by a 3-s stimulus. 
Then participants rated valence and arousal on a 9 × 9 rating grid with the horizontal axis 
reflecting valence, varying from negative to positive, and the vertical axis reflecting 
arousal, varying from low to high (Figure 7.2B). The order of the trials was randomized. 
7.2.3 fMRI data acquisition and preprocessing 
 Images were acquired on a 3-T Siemens Prisma Fit scanner with a 32-channel coil 
at the McCausland Center for Brain Imaging at the University of South Carolina. 
Multiband gradient-echo EPI images were collected using T2*-weighted BOLD contrast 
(multiband acceleration factor = 4): TR = 1000 ms, TE = 35 ms, flip angle = 62°, FOV = 
210 × 210 mm, in-plane resolution = 70 × 70 pixels, slice thickness = 2.73 mm, gap = 
0.27 mm, voxel size = 3 × 3 × 2.7 mm, number of slices = 40, order of slice acquisition = 
interleaved ascending, slice orientation = axial. Twenty pairs of Fieldmap images with 
distortions going in opposite directions (anterior-posterior, posterior-anterior) were also 
collected for distortion corrections. High-resolution anatomical images were also 
collected with a T1-weighted sequence: TR = 2250 ms, TE = 4.11 ms, flip angle = 9°, 
FOV = 256 × 256 mm, in-plane resolution = 256 × 256 pixels, voxel size = 1 × 1 × 1 
mm. The total scanning time was about 50 min. 
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 Images were preprocessed using SPM 12 (Statistical Parameter Mapping 12, 
https://www.fil.ion.ucl.ac.uk/spm) in MATLAB (Matlab, 2015b; The MathWorks, Inc.) 
and FSL 5.0 (FMRIB Software Library 5.0, https://fsl.fmrib.ox.ac.uk/fsl/fslwiki). The 
data were pre-processed by realigning all functional scans to the mean functional scan 
using a rigid body transformation implemented in SPM, correcting field inhomogeneity 
with FSL’s TOPUP tool, co-registering the mean functional image to the T1 anatomical 
image with SPM, normalizing to the standard SPM 12 EPI template, and resampling to a 
3-mm isotropic voxel size. An additional de-noising step was performed using 
GLMdenoise toolbox Version 1.4 (kendrickkay.net/GLMdenoise/), which has been 
demonstrated to improve MVPA performance for fMRI data (Charest et al., 2018; Kay et 
al., 2013). A general linear model was then fit at each voxel by convolving the stimuli 
onsets with a canonical hemodynamic response function for each participant with six 
head motion parameters from realignment included as covariates. A temporal derivative 
of the hemodynamic response function was included and orthogonalized with respect to 
the original regressor to account for the misspecification of the hemodynamic timing 
(Pernet, 2014). A high-pass filter of 128 sec was applied to remove low-frequency noise 
and a first-order autoregressive model AR (1) was used to account for temporal 
autocorrelations. The estimated parameter values from general linear model for each trial 
were then standardized across voxels to have zero mean and unit variance. The final input 
for the multivariate RSA analyses for each voxel for each participant contained 144 





7.2.4 Data analysis 
We used RSA approach to compare dissimilarities of valence representations across 
conditions derived from either conceptual models or behavioral data, with dissimilarities 
of valence representations across conditions derived from fMRI data. For each of the 
conceptual and empirical models, the lower triangular parts of RDMs were vectorized (28 
values) and correlated with vectorized lower-triangular parts of brain-based RDMs to 
examine valence representations. We describe the construction of RDMs below. 
7.2.4.1 Conceptual valence models 
 The conceptual representational dissimilarity matrices (RDMs) highlight the 
difference between conditions along a feature of interest. An element of a conceptual 
RDM is zero if a pair of conditions belongs to the same category (minimum dissimilarity) 
and one if it does not (maximum dissimilarity). The dimension of each RDM is 8 × 8, 
with rows corresponding to the four conditions with two repetitions each. Three RDMs 
were created based on different hypotheses of valence representations: modality-general 
model, visual-specific model and auditory-specific model.  
Modality-general RDM highlights the differences between valence conditions 
independent of modality. For example, a cell in the RDM corresponding to VpAp and 
VpAn pair has a value of one because modality-general model would detect valence 
difference in the auditory channel (Figure 7.3A). Likewise, a cell in the RDM 
corresponding to VpAp and VnAp pair also has a value of one because modality-general 
model would detect valence difference in the visual channel. A cell in the RDM 
corresponding to VnAp and VpAn pair has a value of zero because modality-general model 
cannot determine which modality the valence difference can be attributed to.  
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Visual-specific RDM highlights the difference of valence, specific to visual 
modality. Thus, a cell in the RDM corresponding to VnAp and VpAp pair has a value of 
one because of the valence difference in visual modality; whereas, a cell in the RDM 
corresponding to VpAn and VpAp pair has a value of zero because visual-specific model is 
not sensitive to valence difference in the auditory modality (Figure 7.3A). Similarly, 
auditory-specific RDM highlights the difference of valence, specific to auditory modality.  
 
Figure 7.3. Representational similarity models and analysis procedure. A) Conceptual 
modality-general, visual-specific, auditory-specific models, and empirical valence model 
derived from participants’ individualized valence ratings. For simplicity, 4 × 4 matrices 
without repetitions were shown. Mean empirical valence model is shown for illustration 
only; individualized valence models derived from valence ratings for each participant 
were used for data analysis. B) Representational similarity analysis procedure. For 
simplicity, 4 × 4 matrices without repetitions were shown. Actual analyses used 8 × 8 
matrices. 
7.2.4.2 Empirical valence model 
 Individualized valence representations were captured by the empirical valence 
model that derives valence differences between conditions from each participant’s post-
scan behavioral ratings data. For each participant, and each pair of conditions, pairwise 
Euclidean distances between 18 observations were computed and averaged, resulting in 
an 8 × 8 RDM, with rows corresponding to pairwise combinations of the four conditions 
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with two repetitions each. Euclidean distance measure was used because all stimuli were 
rated on the same scale.  
7.2.4.3 ROI-based RSA 
 Six ROIs, STC, pgACC, OFC, thalamus, V1, and A1, were generated from the 
Anatomical Automatic Labeling (AAL) system version 3 (www.gin.cnrs.fr/en/tools/aal/). 
Brain-based RDMs were constructed using values within each ROI for each participant 
using linear discriminate t-value (LD-t), a version of cross-validated Mahalanobis 
distance (Nili et al., 2014; Walther et al., 2016). LD-t values were obtained through 
leave-one-session-out cross-validation using code from the RSA toolbox (Nili et al., 
2014). In this procedure, a training set matrix of residuals was obtained by fitting fMRI 
data from all but one session using 8 predictors (4 conditions with two repetitions). A 
shrinkage estimate of the residual covariance matrix was then used to compute the Fisher 
linear discriminant. The testing set was then projected onto the discriminant, and the t-
value was computed. The 8 × 8 brain-based LD-t dissimilarity matrix was then averaged 
across the three cross-validation folds. The averaged LD-t dissimilarity matrix was 
computed for each ROI and for each participant. 
 We then compared each of the four models with brain-based RDMs for each of 
the ROIs using Kendall’s Tau-a rank correlation coefficient. The rank correlation 
coefficient was used due to possible violations of linearity assumption (Nili et al., 2014). 
Each model was evaluated with a one-sided signed-rank test across participants for each 
ROI, with multiple comparisons accounted for by controlling the false-discovery rate 




7.2.4.4 Searchlight-based RSA 
 Data-driven whole-brain searchlight RSA were performed to identify brain 
regions associated with modality-general, modality-specific and individualized valence 
representations. For each participant and each voxel, data were extracted from a 5 × 5 × 5 
voxel neighborhood centered at a given voxel using the Searchmight toolbox (Pereira & 
Botvinick, 2011). Brain-based RDMs were computed in each searchlight using the same 
approach described in the ROI-based RSA. Conceptual and empirical models were also 
compared to brain-based RDMs using the same approach. The resulting Kendall’s Tau-a 
correlation coefficients were converted to Pearson’s r using r = sin (.5*𝜋*Tau) 
conversion (Walker, 2003) followed by a Fisher-z transformation: z = 0.5*log[(1 + r)/(1 - 
r)]. These values were assigned to a center voxel at each searchlight to create a whole-
brain similarity map. The individual similarity maps were then subjected to a group-level 
random effects analysis. Statistical significance was evaluated using nonparametric 
permutation test implemented in the Statistical non-Parametric Mapping toolbox (SnPM 
13; warwick.ac.uk.snpm). Family-wise error control of .05 at a voxel level was used with 
5,000 permutations in conjunction with cluster size > 50. 
7.3    RESULTS 
7.3.1 Representation of conceptual valence models: ROI-based RSA 
 Our results showed that STC was associated with the modality-general and 




Figure 7.4. ROI-based RSA results. The Kendall’s Tau-a corrections between each 
reference RDM with brain-based RDMs are shown for six ROIs in descending order. 
Significance tests were performed using one-sided signed-rank tests across participants 
with control of the false-discovery rate at 0.05. Error bars denote the standard errors of 
the mean based on the variation across participants.  
7.3.2 Representation of conceptual valence models: Searchlight-based RSA 
 Whole brain RSA for modality-general model identified bilateral STC, left middle 
temporal, bilateral superior frontal, left inferior frontal, right middle cingulate, left 
supramarginal, left insula, left precentral, bilateral paracentral lobule, right postcentral 




Figure 7.5. Searchlight-based RSA results for A) modality-general, visual-specific and 
auditory-specific models and B) individualized valence representations based on 
behavioral valence ratings. 
Table 7.1. Modality-general valence brain regions identified by the searchlight 
representational similarity analysis. 
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The results are based on a permutation test with 0.05 FWE control via 5,000 permutations 
in conjunction with cluster size > 50. Anatomical location labeling of peak coordinates is 
based on the AAL3 atlas (http://www.gin.cnrs.fr/en/tools/aal/). L, left hemisphere; R, 
right hemisphere.  
Whole brain searchlight RSA for visual-specific model identified left middle 
occipital, left precuneus, left middle cingulate, left precentral, left superior temporal, left 
middle temporal, right supramarginal, and right superior medial frontal cortices (Figure 
7.5A and Table 7.2). 
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Table 7.2. Visual-specific valence brain regions identified by the searchlight 
representational similarity analysis. 
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The results are based on a permutation test with 0.05 FWE control via 5,000 permutations 
in conjunction with cluster size > 50. Anatomical location labeling of peak coordinates is 
based on the AAL3 atlas (http://www.gin.cnrs.fr/en/tools/aal/). L, left hemisphere; R, 
right hemisphere.  
Whole brain searchlight RSA for auditory-specific model identified right pgACC, 
right inferior frontal, bilateral superior temporal, left insula, left precuneus, and left 








Table 7.3. Auditory-specific valence brain regions identified by the searchlight 
representational similarity analysis. 
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The results are based on a permutation test with 0.05 FWE control via 5,000 permutations 
in conjunction with cluster size > 50. Anatomical location labeling of peak coordinates is 
based on the AAL3 atlas (http://www.gin.cnrs.fr/en/tools/aal/). L, left hemisphere; R, 
right hemisphere. 
7.3.3 Representation of empirical valence model: ROI-based RSA 
No correlations between the empirical valence model and neural dissimilarities in 
ROIs survived after multiple comparison correction (Figure 7.4).  
7.3.4 Representation of empirical valence model: Searchlight-based RSA 
 The searchlight RSA for empirical valence model identified left superior medial 
frontal, right superior occipital, bilateral precuneus, bilateral supramarginal, bilateral 
superior temporal, left precentral, left paracentral lobule, left postcentral, right cuneus, 
left middle cingulate, and left inferior parietal cortices (Figure 7.5B and Table 7.4).  
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Table 7.4. Valence representations based on individualized behavioral ratings identified 
by the searchlight representational similarity analysis. 
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The results are based on a permutation test with 0.05 FWE control via 5,000 permutations 
in conjunction with cluster size > 50. Anatomical location labeling of peak coordinates is 
based on the AAL3 atlas (http://www.gin.cnrs.fr/en/tools/aal/). L, left hemisphere; R, 
right hemisphere.  
7.4    DISCUSSION 
The current study used RSA to examine modality-general and modality-specific 
representations of valence. We found evidence for both representations using 
theoretically motivated region of interest as well as whole-brain searchlight analyses. 
Modality-general regions included those that are typically identified in affective 
processing: STC, mPFC, IFC, precuneus, precentral, postcentral, supramarginal, 
paracentral lobule and middle cingulate cortices. The modality-specific regions included 
both perceptual cortices and higher-order brain areas: V1, STC, mPFC, middle cingulate, 
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supramarginal, precentral, precuneus and middle occipital cortices for visual-specific 
valence processing; and STC, IFC, insula, pgACC, precuneus and precentral cortices for 
auditory-specific processing. Valence representations derived from individualized 
behavioral valence ratings identified a similar set of brain regions. We discuss each of the 
representations below. 
 In line with prior literature, STC was sensitive to valence independent of modality 
(Kim et al., 2017; Peelen et al., 2010; Schirmer & Adolphs, 2017). It has also been linked 
to emotion categorization for both facial and vocal expressions (Lee & Siegle, 2012; 
Spunt & Adolphs, 2017; Wildgruber et al., 2009; Young, Frühholz, & Schweinberger, 
2020). Interestingly, STC was not identified in previous modality-general representations 
studies that used either visual and olfactory (Dalenberg et al., 2018), or visual and 
gustatory modalities (Chikazoe et al., 2014). Given that STC is an audiovisual integration 
center (Driver & Noesselt, 2008; Gao et al., 2019), it is possible that the STC is specific 
for valence processing across visual and auditory channels.  
 Another supramodal valence processing brain region is middle/dorsal portion of 
mPFC, consistent with previous studies (Peelen et al., 2010; Skerry & Saxe, 2014). It has 
been identified as an important brain region for valence processing in meta-analysis 
studies (Kober et al., 2008; Lindquist, Satpute, Wager, et al., 2015), and is associated 
with high-level cognitive processes such as appraisal and evaluation of other’s mental 
states (Dixon et al., 2017; Zaki, Weber, Bolger, & Ochsner, 2009). Orbitofrontal portion 
of mPFC has been reported in other modality-general representation studies (Chikazoe et 
al., 2014).  
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 In addition to STC and mPFC, we identified other regions for modality-general 
representation. IFC has also been associated with emotion processing, primarily in 
auditory modality, and may be involved in a high-level cognitive evaluation process 
(Duchaine & Yovel, 2015; Ethofer et al., 2012; Frühholz & Grandjean, 2013b; Frühholz 
et al., 2016; Schirmer & Kotz, 2006). The engagement of precentral and postcentral 
cortices may reflect embodied simulation processes, wherein perceivers simulate the 
states of another being by representing the corresponding valence states (Niedenthal, 
Mermillod, Maringer, & Hess, 2010; Spunt & Adolphs, 2017). Precuneus has been 
associated with emotion processing (Kim et al., 2017; Saarimäki et al., 2018; Saarimäki 
et al., 2015), is an important node in theory-of-mind network (Saxe & Kanwisher, 2003) 
and may be involved in conceptualization (Lindquist & Barrett, 2012). 
 We identified modality-specific representations in perceptual cortices: V1 for 
visual-specific valence and STC for auditory-specific valence. The neural representations 
in V1 and other occipital cortices for visual-specific valence processing are consistent 
with previous literature (Chikazoe et al., 2014; Kragel, Reddan, LaBar, & Wager, 2019). 
The neural representations in STC for auditory-specific valence processing are consistent 
with the involvement of middle portion of STC in processing of affective vocal 
expressions (Ethofer et al., 2013). These results suggest the involvement of perceptual 
cortices in valence representation.  
 Brain regions sensitive to valence representations derived from individualized 
behavioral ratings were consistent with the findings of modality-general and modality-
specific representations. Thus, these results further suggest that there might be a set of 
common and distinct brain areas contributing to valence processing in visual and auditory 
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modalities, consistent with previous models of emotion processing (Adolphs, 2009; 
Frühholz & Grandjean, 2013a; Frühholz et al., 2016; Schirmer & Adolphs, 2017; 
Schirmer & Kotz, 2006; Spunt & Adolphs, 2017; Wildgruber et al., 2009). In conclusion, 
our findings demonstrate both modality-general and modality-specific representations of 






The present dissertation examined how valence states from visual and auditory 
modality are combined. This contrasts with prior research that mainly focus on discrete 
emotional signals without isolating essential effects of valence while balancing arousal. 
We set out to address the following questions: (1) how audiovisual valence states are 
combined behaviorally? (Chapter 2); (2) what is the time course of audiovisual affective 
processing in terms of the behavioral effects of congruency, visual dominance and 
negativity dominance? (Chapter 3); (3) what are the underlying neural oscillations of 
audiovisual affective processing? (Chapter 4); (4) where in the brain does audiovisual 
affective processing occur? (Chapter 5 and 6); (5) whether there are distinct neural 
systems for visual and auditory specific valence processing? (Chapter 7). To answer these 
questions, I used behavioral (Chapter 2), ERP (Chapter 3), EEG time-frequency (Chapter 
4), meta-analysis (Chapter 5), and fMRI approaches (Chapter 6 and 7) with valence 
manipulated and arousal balanced. 
8.1    SUMMARY OF NOVEL FINDINGS 
 The findings presented in Chapter 2 (published in Gao, Wedell, Kim, et al., 2018) 
demonstrated a congruency effect in which stimulus combinations of the same extreme 
valence resulted in more extreme valence ratings than component stimuli presented in 
isolation; a visual dominance effect in which visual valence had a significantly greater 
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effect on combined ratings than auditory valence; a negativity dominance effect in which 
negative valence had a greater weight than positive valence. These results are important 
in that they demonstrate the way valence from visual and auditory modalities is combined 
by varying valence while balancing arousal. Besides, it assessed modality dominance 
effect by examining weights rather than values, avoiding the alternative explanation of 
the range of valence differences for two modalities. Furthermore, it also contributes to 
previous literature in demonstrating a negativity dominance effect in audiovisual 
affective processing, given that the majority of previous findings in negativity dominance 
focus on stimuli in a single modality.  
 Chapter 3 (published in Gao, Wedell, Green, et al., 2018) examined the time 
course of audiovisual affective processing. It showed that congruency effect was 
associated with N200 amplitudes. Visual dominance effect was associated with N200 
amplitudes. Negativity dominance effect was associated with P300 and LPP amplitudes. 
There was also an emergence of the LPP sensitivity to auditory valence only when music 
was combined with video in the audiovisual condition, suggesting interactive integration 
effects occur at LPP. These findings for the first time showed that visual dominance and 
congruency effects may arise during early processing stages, whereas negativity 
dominance effects largely occur at late processing stages. There was also an interactive 
effect of elaborative processing of affect, wherein the LPP was only sensitive to 
manipulations of auditory valence when combined with visual information. These 
findings provided a basis for mapping out the temporal dynamics underlying several 
audiovisual affective integration effects.  
 
173 
 Chapter 4 (Gao et al., under review) examined the underlying neural oscillations 
of audiovisual affective processing. It showed early evoked sub-additive theta and 
sustained induced supra-additive delta and beta activities are linked to audiovisual 
integration of affect regardless of affective content. These results suggest that early 
evoked theta and sustained induced delta and beta are important oscillatory activities 
underlying audiovisual integration of affect. These findings are important in that they 
firstly tested the effects of valence content on audiovisual integration. It also examined 
the total, evoked, and induced power oscillations separately, which is especially 
important when naturalistic dynamic stimuli are used because stimulus information is 
temporally unfolding but is not necessarily phase-locked to the onset of the stimulus. 
Indeed, the results showed the effects of induced delta and beta in audiovisual integration 
of affect. 
 Chapter 5 (published in Gao et al., 2019) examined the neural correlates of 
audiovisual affective processing by summarizing over 20 years of human neuroimaging 
studies on audiovisual affective processing and used the activation likelihood estimation 
meta-analysis to identify consistent activation across related experiments. The results 
showed a core audiovisual affective processing network including right posterior superior 
temporal gyrus, left anterior superior temporal gyrus, right amygdala, and thalamus. 
These findings are important in that no previous meta-analyses have been conducted to 
examine the neural correlates of audiovisual affective processing and the current study 
delineate brain areas that are consistently involved.  
 Chapter 6 (published in Gao et al., 2020) examined brain areas sensitive to 
congruence of audiovisual valence and their overlap with areas sensitive to valence. It 
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showed that widely distributed brain areas contain information for distinguishing 
affectively congruent from incongruent affective content. We also found that superior 
temporal cortex and pgACC play roles in both affective congruence and valence 
processing itself. These results are important in that they provide insights into the neural 
mechanisms for distinguishing congruent from incongruent affective content across 
visual and auditory modalities. It also compared the roles of brain areas in valence 
processing and audiovisual processes, which provided demonstration of multiple roles of 
certain brain regions in audiovisual affective processing.  
 Chapter 7 further examined the neural representation of valence across visual and 
auditory modalities. It showed that there were both modality-general brain areas and 
modality-specific brain areas. Notably, some brain areas served for both modality-general 
and modality-specific processes. Perceptual cortices play an important role in 
representing valence signals from the corresponding modality. These results 
demonstrated a core set of brain regions are important for valence processing independent 
of modalities. These core valence regions, along with perceptual cortices can be 
differentially engaged in visual or auditory specific valence processes.  
8.2    FUTURE DIRECTIONS 
 These studies reported in the present dissertation highlight how we process 
affective signals in a multisensory environment. Our results indicated that people can 
combine affective signals from what they see and hear effortlessly. The combination of 
audiovisual signals greatly enhances our affective experiences. The integration of 
affective signals can occur early in the temporal processing stream and last long during 
stimulus presentation. This process is likely supported by a core network that includes 
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early sensory processing, quick and dirty processing, detailed perceptual processing, 
integration and categorization, embodied simulation and evaluation and conceptualization 
(Figure 8.1).  
 
Figure 8.1. Model of audiovisual affective processing that needs to be further tested. V1 
refers to primary visual cortex; A1 refers to primary auditory cortex; FFA refers fusiform 
face area; STC refers to superior temporal cortex; Tha refers to thalamus; Amg refers to 
amygdala; Prec refers to precentral; Postc refers postcentral; IFC refers to inferior frontal 
cortex; mPFC refers to medial prefrontal cortex; ACC refers anterior cingulate; Precu 
refers to precuneus. 
 Although the studies reported in my dissertation provide valuable insights into the 
behavioral and neural correlates of audiovisual affective processing, there are a number 
of questions in the descriptive model that need to be addressed. First, the role of 
particular brain regions and how the important nodes in the network connect with other 
brain regions in audiovisual affective processing is not fully tested. I am particularly 
interested in the role of pregenual anterior cingulate cortex. This brain area was identified 
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to be involved in both audiovisual processing and valence processing in the fMRI study 
reported in chapter 6. It is unclear how would this brain region interact with other brain 
regions in processing audiovisual affective signals. To address this question, one can take 
task-related functional connectivity approach using this brain region as the seed to test 
how whole brain connectivity changes depending on different audiovisual affective 
processing conditions. 
 Second, what is the role of thalamus and amygdala in audiovisual affective 
processing? Previous literature has shown that amygdala might be a brain area associated 
with quick and dirty processing of salient and high arousal affective signals (Adolphs, 
2002; Pessoa & Adolphs, 2010). Thalamus is also an early processing node for 
audiovisual integration (Driver & Noesselt, 2008). In the studies reported in the 
dissertation, we did not identify these two brain regions (i.e., the quick and dirty 
processing module). One hypothesis is that we controlled for arousal, and therefore the 
stimuli are not salient enough to evoke quick and dirty processing. Alternatively, there is 
also literature showing amygdala is more often involved in processing facial expressions 
than auditory expressions (Schirmer & Adolphs, 2017). To test this hypothesis, further 
studies should manipulated arousal levels and examine the brain activities of amygdala 
and thalamus in audiovisual affective processing. 
Third, the literature in audiovisual affective processing has not disentangle the 
affective and visual/auditory perceptual properties. This problem is especially very 
important for neuroimaging studies because the identified neural effects can be due to 
difference of perceptual properties but not affect itself. However, the perceptual 
properties of different affective stimuli are complex and difficult to control. For example, 
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happy faces might share diagnostic visual features that can be used to categorize them 
based on image features alone. One possible solution for this is to use a cognitive training 
approach wherein participants learn a series of visual and auditory stimuli paired with 
positive or negative stimuli. The learned stimuli can then be used to test emotional 
processing. In this way, the effects of perceptual properties can be fully disentangled. 
This approach is important for identifying the modality-specific brain areas, which is 
often difficult to conclude whether perceptual or affective properties have an effect. 
Lastly, it is unclear how emotional content modulates integration of audiovisual 
speech signals. Previous literature including the present dissertation mainly focused on 
combining audiovisual affective signals in a direct task. However, in a lot of situations, 
affective signals are implicitly processed. For example, when we are talking with 
someone, we try to understand what that person is saying while implicitly processing 
affective information. How does emotion influence audiovisual integration of speech 
signals? Would our ability to integrate visual and auditory signals differ depending on it 
is a happy conversation or a sad conversation? To test this, one can present different 
emotional speech signals from visual and auditory modalities, and then test the 
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