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Let 0 < p < w and let A:(X) denote the space of X-valued harmonic functions on 
the half-space with boundary values almost everywhere and Poisson maximal func- 
tion in L,(R”), and nr,(X) the closure of the X-valued analytic polynomials on the 
disc under the norm given by supQI,< , ii/;lj,,. It is shown that if O<.p,, p, < co, 
0 < 8 < 1, and l/p = (1 -0)/p, + O/p,, then (Rk(X,). ni,(X,)), = Ai( With the 
restriction p > 1 we prove (fib6(X,), fli,(X,)),, = !?:(,I’,.). A counterexample for 
the case p= 1 is given for the case of real interpolation. It is also proved that 
(!?,,,,(X,), fi,,,(X,)), is, in general, smaller than fi,,(X,). Finally BMO(X) is also 
considered as the end point for interpolation. (I? 1991 Academic PISS, IIIC 
0. INTRODUCTION 
The first results on interpolation of Hardy spaces of analytic functions 
on the disc go back to the 1950s. In [SZ] R. Salem and A. Zygmund 
showed, using interpolation methods, the boundedness of certain bilinear 
forms acting on Hardy spaces, and in [CZ] A. P. Calderon and 
A. Zygmund obtained some results on interpolation of HP(D), 0 < p < co, 
based on result for Lp (1 < p < co ), using factorization and the bounded- 
ness of the Riesz projection for 1 < p < 00. Later real variable techniques 
were applied in the study of Hardy spaces (see [FS, CW] ). Then thools 
like maximal functions and atomic decompositions turned out to be 
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decisive in solving questions on real and complex interpolation of Hardy 
spaces. The final solution was not attained until the 1980s. This was 
achieved combining the efforts of several people. Let us mention, among 
others, C. Fefferman, N. M. Riviere, and Y. Sagher for results concerning 
real interpolation (cf. [RS, FRS]) and also names such as C. Fefferman 
and E. Stein, A. P. Calderon and A. Torchinsky, S. Janson and P. Jones for 
most results on complex interpolation (cf. [FS, CT, Jl, JJ]). 
Let us denote by Ht = H#[W”), 0 < p < co, the space of harmonic func- 
tions on rW;+’ whose Poisson maximal functions belong to Lp([Wn). We 
shall use the notation H, = H,(D) for the space of analytic functions f on 
the disc D such that 
llfllff,= sup IlfAILp(l)-% 
O<r<l 
where T is the circle andf,(t) =f(re”). We also write BMO = BMO( W) for 
the usual space of functions with bounded mean oscillation. If (X0, Xi), 
stands for the space obtained by the complex method of interpolation, we 
can summarize the results on complex interpolation as follows. 
ForO<p,,p,dcc, 0~0~1, and l/p=(l-B)/p,+0/p, 
W;, H;,), = H; (see [CT, JJ]) (0.1) 
(Hpo, HP, 10 = HP (see [CZ, 511). (0.2) 
Also BMO was considered as an end point and the complete answer was 
given in [JJ] (see also [FS] for 1 <p. < co) 
(H;, BMO),= Hi, $= y. (0.3) 
For real interpolation we refer the reader to [RS, FRS]. 
(H;“, H;,)o,p = H;. (0.4) 
The notation (X0, X,),,, stands for the space obtained for the real 
method of interpolation and it should be mentioned that also results for 
(H;, H&q with q # p can be found in those previous papers, 
It is well known that complex and real methods are very much 
connected. We refer the reader to [M, CMS] to get approaches to the 
complex interpolation results from the real interpolation ones, which allow 
us to get (0.1) from (0.4). 
While interpolation theory for vector-valued LP-spaces has been 
developed and lots of applications can be found in classical books of 
interpolation (for instance [BL, T]), not much is known for vector-valued 
HP-spaces. The purpose of this paper is to deal with real and complex 
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interpolation for vector-valued Hardy spaces. We shall try to extend (0.1) 
to (0.4) when functions are allowed to take values in two different Banach 
spaces. 
Contrary to the classical case, different definitions of Hardy spaces lead 
to essentially different spaces when we allow our functions to take values 
in a general Banach space (see [B2]). Therefore we must set very precisely 
the Hardy space we shall be considering. We shall be working with rW’!++ ’ 
when dealing with harmonic functions and the unit disc D for the case of 
analytic ones. Given a complex Banach space X we denote by Hi(X) = 
Hz(X, R”) and H,(X) = H,,(X, D) the natural extensions to the corre- 
sponding ones we have already mentioned in this introduction where we 
simply replace the absolute value by the norm in the space. It is known 
that in the vector-valued setting, functions in these spaces need not have 
boundary values almost everywhere. Hence we use the notation R;(X) and 
if,(X) for the closed subspaces of the previous ones where the functions 
have boundary limits (see Section 3 for concrete definitions of such spaces). 
The paper is divided into six sections. The first two are devoted to 
recalling definitions and basic results on interpolation theory and vector- 
valued Hardy spaces, respectively. In Section 3 we deal with complex 
interpolation. The main result that we achieve there can be stated as 
follows:ForO<p,,p,dccj,O<fI<l,and l/p=(l-B)/p,+B/p,, 
(~;,,bG,~ q,wh = y(m 
where X, denotes (X0, X,),. 
The proof uses atomic decompositions for functions in vector-valued 
HP-spaces together with arguments in [JJ]. A similar approach was used 
in [Bl] for the simpler case 1 d pO, p, d co. 
The case BMO(X) as end point is considered in Section 4, proving the 
following results: For 0 < p0 < co, 0 < 8 < 1, and l/p = (1 -8)/p,, 
Section 5 is concerned with spaces of analytic functions on the disc. In 
this case the inclusion (H,,(X,), H,,,(X,)), c H&X,) remains valid in the 
vector-valued case but we show with an example due to G. Pisier that it 
is not equality in general. However, there are cases where the extension of 
(0.2) holds for functions with values in Banach spaces, namely when either 
both spaces have the UMD property or both spaces coincide. The last sec- 
tion is devoted to real interpolation. We prove that the analogous equation 
to (0.4) holds only when p > 1 and give a counterexample for p = 1. We 
also consider BMO as an end point and the case of analytic functions 
obtaining similar results to those for complex interpolation. 
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Let us finally remark that we do not consider Hardy spaces of vector- 
valued martingales in this paper, but similar results for these spaces can 
also be obtained. If (Q, 9, P) is a probability space and sfi is a sequence 
of a-fields with a(U Fn) = 9, we consider the space of X-valued mar- 
tingales f= (f,) adecuated to (Q, 8, Fn, P) satisfying 
Ilf II MHp,X) = IISUPII L(w) II II t,cnt < 32. 
n 
We denote by MH,(X) the completion of &(A’, Q) under this norm. 
MBMO(X) will be the set of functions in L,(X, 52) such that 
Ilf II MBMO(X) = sup IIUIIf- w I R)II I EAL*(R,. 
II 
Similar ideas to the ones used in this paper for harmonic functions, but 
simpler, give the following results. 
If (Rn) is “regular” in the sense of [G] and if 0 < p0 < co, 0 < p, d co, 
0<8<1, l/p=(l-B)/p,+B/p,, and l/q=(l -8)/p, then 
Let us finish the introduction by mentioning some conventions that will 
be used throughout the paper. (A’,, X,) denotes always an interpolation 
couple of complex or real Banach spaces and C stands for a positive 
constant which may depend on n, pO, p,, . . . . but never on the functions 
considered and which may be different at each occurrence. 
1. BASIC FACTS ON INTERPOLATION 
Here we simply recall some basic facts on interpolation that will be used 
in the sequel. Some general references for interpolation theory are [C, LP, 
BL, T]. Since our main interest consists of interpolating R:(X) for 0 < 
p < co by the complex method then we have to deal with some extension 
of Calderon’s method to the context of quasi-Banach spaces. The difficulty 
arises from the failure of the maximum principle when functions are 
allowed to take values in a quasi-Banach space. We refer the reader to 
[CMS, JJ] for such extension to the quasi-Banach setting. Throughout this 
section (A,, A i) denotes an interpolation couple of complex or real quasi- 
Banach spaces. 
Denote by S = (z E @ : 0 < Re z < 1 > and A(S) the space of complex- 
valued functions which are analytic on S and bounded and continuous on 
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S. Given an interpolation couple of complex quasi-Banach spaces (A,, A, ) 
we define 
~(Ao,A,)= f Qkfkl 
1 
a,EA"nA,,f,EA(S),mEN . 
k=l 1 
We set on this space the norm 
lIfII.,=maxCw Ilf(i~)ll,+ sup Ilftl +ic~ll.,} 
ncR at&i 
and for each aEA,nA, we define for 0<6< 1 
I/~l/,=~~f{Ilfll,:f~~;(~~,~,~~~~f~~)=~}. 
We denote by (A,, A,),= A, the completion of A,n A, with respect to 
this quasi-norm. 
It is well known that this space coincides with the one defined by 
Calderon [C] when A, and A, are Banach spaces. A very useful fact 
shown by Calderon and which remains true for quasi-Banach spaces (cf. 
[CMS]) is the following: For f in P(A,, A,) and 0 < 19 < 1 
Log Ilf(~)lls~ i JIL Log Ilf(j+ i0)ll,4, pj(e, [T) dg, (1.1) ,=o m-115 
where P,(B, a) and P,(B, a) stand for the Poisson kernel associated to S. 
Let us now recall the K-method for real interpolation. For each t > 0 and 
x in A,, + A, we define the functional 
K(t,x)=K(t,x,Ao,A,) 
=inf{ ll~&~+ t IIxIII~,: X=X,+X,, x,~Aj,j=O, 1). 
For each 0 < q < so, 0 < 8 < 1 we consider 
(A,, A,),,,=A,.,= XEA,+A,: IIx~I~,~= !^o: (trRK(t,x))y~)“4< a} 
(A,, A,),,, = AB,== {xEA,+A,: lixllo,z=supt~*K(t,x)<co}. 1>0 
We refer the reader to [LP, S] for the following equivalent formulation. 
IfO<p,,p,<cO and l/q=(l-B)/p,+B/p, 
i( 
f. Ile~““xo,ll~ 
> 
(1 ~ @VP0 
IlxlIo,,~inf 
7z 
(1.2) 
where the intimum is taken over all decompositions x = xon + x,,,. 
336 BLASCO AND XU 
The next theorem summarizes the basic results on interpolation of 
vector-valued Lp-spaces. Let (52, p) be a measure space and for 0 < p G cc 
we write L,(X) =L,(X, a) for the space of measurable functions with 
values in a real or complex quasi-Banach space X such that Ilf(o)l\ belongs 
to L,(Q). 
THEOREM A. Let O<p,<cc, O<p,dco, 0~8~1, l/p=(l-0)/p,+ 
ehh I 
(L,,(~O)~ &(A 1 )A? = L,(A,) (1.3) 
(L,,(AO)> &,(A I)h,q = LJA0.q). (1.4) 
The reader is referred to [BL] or [T] for a proof in the case of Banach 
spaces and 1 <po, p, d CE and to [Xl, S] for proofs of (1.3) and (1.4) in 
the quasi-Banach context, respectively. Let us finally mention that no 
reasonable generalization of (1.4) for different values of p can be expected 
(see [Cw]). 
2. BASIC FACTS ON VECTOR-VALUED HARDY SPACES 
Let X be a real or complex Banach space and denote by RT” the set 
{(x, t) : x E R”, t > 0). To each measurable function f: l&Y:+ ’ -+ X we can 
associate the maximal function 
f*(x) = sup Ilfk t)ll 
r>o 
(x E KY). 
For O< p$ co we denote by Hi(X)= Ht(X, W) the space of harmonic 
functions from rWT+ ’ into X with f* belonging to L,,( KY’). The norm in this 
space is given by 
Ilf II H;(X) = llf*ll L&R”)’ 
For complex Banach X spaces and 0 < p Q 00 we define H,(X) = 
H,(X, D) the space of analytic functions S from the disc C into X such that 
Ilf II HP(X) = sup ( 12” jjf(re’“)ll p t)‘” 
O<,<l 0 
(with the obvious modification for p = co). 
These spaces become Banach spaces for 1 < p ,< 00 and quasi-Banach for 
O<p<l. 
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One of the main differences when working with vector-valued Hardy 
spaces comes from the fact that functions in H;(X) and H,(X) need not 
have boundary values even when 1 < p < co. On the other hand we can still 
represent each function in those spaces in terms of a vector-valued distribu- 
tion. Let 9’ = Y(W) be the Schwartz class and denote by Y”(X) = 
Y”(X, W) the class of linear continuous maps from 9’ into X. The elements 
in Y’(X) are called X-valued tempered distributions. The following known 
result for the classical case (cf. [FS, GR]) goes over the vector-valued case. 
PROPOSITION 2.1. Let 0 < p < 00 and f E Hi(X). There exists the limit 
lim,,,f( ., t) in the sense qfdistrihutions in Y’(X). 
Sketch cf Proof: The case 0 < p d 1 can be done similarly to the scalar- 
valued case (see [ FS, p. 1741). For p > 1 we look at 
T,(4) = j-J-(X, t) d(x) dx (t>O) 
as a uniformly bounded family of operators from LJW) into X (where 
l/p + l/p’ = 1). Since 9(L,,,( W), X**) is a dual space (namely it is iden- 
tified to the dual of LJW) 6 X*) we can find a subnet converging to 0 
and an operator T in 9(L,,(W’), X**) such that (T,(4), 5) converges to 
(T(d), 5) for all 4 in L,.(W) and 4 in X*. Composing with functionals 
and using the scalar-valued result, it is easy to realize that T,(b) = 
T(d * P,), where P, stands for the Poisson Kernel in lR:+ ‘, which shows 
that in fact the range of T is in X, and then T, converges to T, as t --f 0, 
in the strong topology of %‘(L,,(lW), X) and therefore in Y’(X). 1 
Remark 2.1. A similar result can be obtained for the unit disc by means 
of the conformal transformation of Iw’, into D. 
Some distributions in Proposition 2.1 can came from functions. For 
instance, assume 1 d p 6 GO and take f in L,(X, W), if we consider the 
Poisson integral off, that is, Pf(x, t) = P, *f(x) where P, is the Poisson 
kernel in rW;+ ‘, then we get a harmonic function in Hi(X) whose 
associated distribution is represented by the functionf: 
It is well known that for harmonic functions g and for 1 < p d co we 
have 
IIg*IILpdcpsuP IId., m”(X). 
r>o (2.1) 
Therefore (2.1) allows us to identify L,(X), 1 <p< co, with a closed 
subspace of H:(X) given by Poisson integrals of functions in L,(X). Let 
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us denote by B:(X) such a subspace. Identifying the functions f with its 
Poisson integral Pf we can write 
Ilf /I U(X) G Ilf II H/d(X) d c, Ilf II U(X). (2.2) 
For 0~ p< 1 define R;(X) as the closed subspace generated by 
Hi(X)nL,(X) (where we are identifying the function in L,(X) with the 
distribution in Hi(X) which defines). 
The situation for the disc is very similar. We assume now that X is a 
complex Banach space. Let 1 < p < cc and let f be a function in L&X, U) 
with f(n) = 0 for n < 0, we define the analytic function 
Pf(r@) = P, *f(e), 
where P, denotes the Poisson Kernel on the disc. 
Denoting by 
we now have that for 1 6 p < co 
Ilf II &(X,‘) = IlPf IIHp,XV 
For 0 < p < 1 we use the notation fiJX) for the closure of the polyno- 
mials in H,(X). 
The coincidence of j?:(X) with Hi(X) and fiJX) with H,(X) depends 
on some geometric properties of the Banach space X. It is known that 
B:(X) = Hi(X) for some 0 c p < 00 (and equivalently for all 0 < p < cc ) if 
and only if X has the Radon-Nikodym property, and that the coincidence 
fip(X) = H,(X) is equivalent to the analytic Radon-Nikodym property on 
the space X. 
Let us now characterize fiJX) in a very useful way in terms of special 
“building blocks” called atoms. The reader is referred to [CW] or [GR] 
for general theory on atomic decompositions in the scalar-valued case. We 
say that a function a: R” -+ X is a p-atom (0 < p d 1) if 
(i) supp a c Q, Q being a cube in Iw”, 
(ii) II4 L,Cx, < [Ql -1/P (where 1 .I stands for the Lebesgue measure) 
(iii) jrwn x”a(x) dx = 0 for a E N”, /a/ =Ci=, a,< [41/p- 113, and 
xa = xE1xQ.. . xx. 
1 2 “. 
Let us define 
H;‘(X) = 1 &a, : i = (Ak)k 3 0 E lp, ak are X-valued p-atoms, k k 0 
kT0 > 
(where the series converges in Y(X)). 
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For each f in H;‘(X) we define 
where the inlimum is taken over all possible representations off in terms 
of p-atoms. (ff~‘(X), II /I,qX) ) is a Banach space for p = 1 and a quasi- 
Banach for O<p< 1. 
It is very easy to show that all X-valued p-atoms belong to a fixed closed 
ball in A:(X), which allows us to write that H%‘(X) c !?:(A’) (with con- 
tinuity). The reverse inclusion is also true and it follows with the obvious 
modifications to the scalar-valued case (see [Co, L, LU] for a proof). 
Hence we can state the following theorem which implies that A:(X) = 
H;‘(X) with equivalent norms. 
THEOREM B. Let 0 < p < 1 and f e n;(X). There exists a sequence of 
X-valued p-atoms (a,),,, and a sequence 2 = (A,),,, E Ip such that 
f=C k20 J&a,. Moreouer (ILaO I&lpP G C, Ilf IIH;cXJ. 
3. COMPLEX INTERPOLATION BETWEEN i;ri,,(X,) AND i?i,(X,) 
Since we shall be dealing with complex interpolation in this and the next 
two sections, we consider complex Banach spaces X0 and X, , (A’,, Xi) 
stands for an interpolation couple, X, = (x0, A’,),, and 11 /lo, 11 1 i, and 11 /I B 
denote the norms in X0, Xi, and A’,, respectively. The main result of this 
section is the following 
THEOREM 3.1. Let O<p,,p,<co, 0<0<1, and l/p=(l-0)/p,+ 
UP,, then 
(q&m q,@-1 ))e = qKd. (3.1) 
Remark 3.1. This is clearly true for 1 < pO, p1 < cc because of (2.2) and 
(1.3). The case p0 = 1 and 1 < p d co was proved in [Bl 1. The proof will 
be based on the atomic decomposition provided by Theorem B and some 
ideas in [JJ]. 
Proof of Theorem 3.1. Let us show first the easy part 
(qg&h fq@30 = qw?). 
From density arguments it suflices to see that iff belongs to fii,(X,,) and 
fib (Xi) with norm in (fii,(X,), Ri,(A’,)),, I/f /lo< 1, then f belongs to 
@?X,) and lIfIIH~~xn~ G 1. 
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Given ,f under the above assumptions and E>O we can find F in 
.9(iii0(X0), fiil(X,)) such that F(B)= f and l/Fll,F 6 1 +a. Now for each 
(x, t) E by+ ’ we have F((x, t), e)=,f(x, t) and F((x, r), .)EY(X~, X,), and 
therefore from (1.1) we get 
Log sup Ilf(4 t)ll b 
r>o 
Log sup lIF((x, t), j+ io)ll; I’,(& C) da. 
t>o 
Using Holder and Jensen’s inequalities and denoting by 8, = 1 - 0 and 
0, = e we can write 
Log sup IIF((x, t), j+ WI/’ ,>O 
x %,-‘P,(O, 0) da dx 1 >I 
lj, IP, 
Qfj 
a 
{j FJ 1 
VP, 
sup IIF((x, t),j+io)llp,dx 8,:‘Pi(8,0)da 
,=o -cc W” I>0 
d (sup IIf’W)ll~~~x,,, )I-‘(sup IIF(1 + ~~)/l,;~w,,)” 
otlR aeA 
d IIFII.~ G 1 + c. 
The second inclusion is much more delicate. From Remark 3.1 we may 
assume that 0 < p < 1. We shall see that there is a constant such that 
for any f in i7i(X,) and Ilf IIH;CXOj 6 1 there is a function F in 
9(n$,(Xo), fii,(X, )) with IIFII, 6 C and IIf- F(‘(e)ll,;,,, d l/2. Then a 
usual reiteration argument finishes the proof by showing that f belongs to 
(am,, fi;,(X,)), and its norm llflls d C. 
Since X0 n X1 is dense in X, and simple functions with values in X, are 
dense in ii:( we can assume that f’is a simple function with values in 
X0 n X, . From Theorem B we would have an atomic decomposition for & 
but we are going to be more explicit and to recall a procedure to get one. 
Denoting by G(f) the Fefferman-Stein’s grand maximal function, and 
considering R, = {G(f) > 2k} (k E Z), we find a Whitney decomposition 
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ofRk, say {Ql>, such that Q: are cubes verifying R, = U {Q: : j > 1) and 
0; = 9/8Q,” c Rk. Moreover IICja, xoj L,(R”j d C. 
Adecuated to this decomposition into cubes we can find a family of 
X,-valued functions {a:} having the properties 
.f= C C a: (3.2) 
ksE ,>I 
supp a; c Ql, 0: being a cube in R” (3.3) 
C Ila~(x)lls G C2k~~k(~), x E ix”+ (3.4) 
[ xaaf(x) dZj_% 
JR” 
for NEN”, Ial= i tlk<N=N(po,pr), (3.5) 
k=l 
where N=max([n(l/p,- l)], [n(l/p, - l)]). 
In fact a,k are obtained from the function f as 
a,“=(f-PF)+ C [(f-Pr+‘)~r+‘-P:,+l]P~+‘, (3.6) 
i2 I 
where Pj and P” are polynomials with coefficients in X, and q5; are C” 
functions with values in IR and supported in Q/“. (We refer the reader to 
[L] or [LU] for a proof in the scalar-valued case that goes over the vec- 
tor-valued setting with the obvious modifications.) By construction, since f 
is X0 n X,-valued, so P; and Pf are. According to (3.2) and (3.6) there 
exist k,, k, in Z with k, <k, and for each k, 6 k < k, there exists J, in iV 
such that for each k, < k < k, and 1 < j 6 Jk we can find NF E N verifying 
that if we take 
b,k=(f-PP/k)qp 2 [(,f-pk+1)~~+‘-p~+l]pji+’ (3.7 
i= 1 
(3.8 ) 
then 
f,= z $ b; 
k=k” i=l 
Ilf-f, II H;(X) G l/4. 
Note that bf still have properties (3.3) to (3.5) for k, < k < k, and 1 < 
j,< Jk and they are defined by finite sums. Observing that f is a 
X0 n X,-valued simple function, P>, Pf are polynomials and q$, 4; are 
compactly supported C” functions, one can easily find simple functions c/” 
with values in X0 n X, and supported in Qf such that 
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For such functions we can get H,k~F(L,(Xo, QT), L,(X,, 0:)) 
verifying that for all XE@, H:(x, tY)=cr and IIHf(x, .)II,Fcxo,x,,d 
lI+Ne + l/2. 
Consider now Gr = HJ” + (bi - c: ). 
Obviously GF E P(L,(X,, QI), L,(X,, Qr)) and for all x E Qf, 
GfYx, e) =bJk and IIG)(x, NFo.,,, d Il~~b%+ W. 
According to (3.4) one has 
IV+ .)II,~,.,,, d C~‘?R,(X)> x E KY. (3.9) 
The next step consists of modifying a bit Gr to get a right order of 
vanishing moments. To do so we need the following procedure. Given a 
Banach space X, an integer m E kJ, a bounded measurable set E in I&!” with 
positive measure, and a measurable function g defined on E with values in 
X, we shall denote Q(g) = Q(g, E, m) the unique polynomial with values in 
X satisfying 
j x”Qk)b) dx = jE x%(x) dx for @EN”, lcll <m. 
E 
Let us state the following lemma whose proof depends only on an 
argument on finite dimensional Hilbert spaces and can be adapted to the 
vector-valued setting (cf. [ FRS], L] ). 
LEMMA 3.1. Let x,, E I, I being the unit cube in R”. If 
II{, (X-XX g(x) dxll d 1 for bl <m, then IIQkHl.,.~x,I~ < C. 
For each z E .!? we consider P:( ., z) = Q(GT( ., z), QT, N). Now 
Lemma 3.1, together with elementary arguments of dilations and transla- 
tions and (3.9), gives us the estimates 
llP:(., ia)ll L,,xo 0~) d ak ’ I (CJGR) (3.10) 
iiq-, 1 +w.x(*,.,+C2k i (CTf R). (3.11) 
Define now the functions 
F;(z) = G,k(z) - P,“( ., z) x0;. 
Note that we still have F,~ER(L,(X~, Q,“), L,(X,, 0;)) and from 
(3.10), (3.11), and (3.9) we have 
IIF:k ~)II.,,x,, x,) G C%,(x), XEW. (3.12) 
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Finally observe that Pf( ., 8) = 0 and then from the definition of Pr( ., z) 
we can also write 
F;(d) = b; (3.13) 
s x"F;(x,z)dx=O for cc~N”,\crJfN,z~S. (3.14) R” 
Denoting by a(z) = (1 - p/p,)(z/Q - 1 ), we build up the function 
F(z) = 2 2 2k”“‘F;(z). 
ko ,=I 
Note that FE 9(&&(X,), ii:,( and F(B) =fi. Let us finally estimate 
the norm liFll,r. Consider 
then (3.12) and (3.14) show thatf,k(io) arep,-atoms with values in X,,, and 
therefore Theorem B gives that 
(The reader is referred to [CR] to see how the space I?: can also be 
defined in terms of G(f) instead off*.) 
Therefore we have shown that 
sup IIfIio)ll H&Y()) Gc. 
rrtu? 
If 0 < p, d 1, a similar argument would give 
Assume now that p, > 1. According to (3.12) we have 
llF(x, 1 + icr)ll, < cz 2 2kP’P’Xn;(X) d c 1 2kP’P’X&(X). 
ko j=l kcZ 
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For p, < cc we can now compute the norm in L,,(X, ) and get 
which implies supa E R llF( 1 + ia) 11 Hh (X,, < C. 
Hence the proof is completed &ce IIFIIF < C and llF(0) - fllH;(Xn) = 
Ilf-.fi II f&r”) 6 l/4. I 
The case p, = 00 was obtained in [Bl] using Wolff’s reiteration theorem 
[W]. Now in the quasi-Banach case we do not have it at our disposal, and 
we shall use the argument in the previous and ideas in [JJ] to get this 
extreme case. 
THEOREM 3.2. Let 0 < p0 < co, 0 < 0 < 1, and l/p = (1-0)/p,. Then 
(~~,~wJ, ifD-, ))e = qY&). (3.15) 
Sketch of Proof: The easy part is very similar and we omit it. To do the 
harder inclusion, we follow the same steps as before and get fi = 
Et:, cy:, bJ” where b; are defined by (3.7). Now we use Lemma 5.1 in [JJ] 
to select a subfamily {QjljeJ of {QF: 1 <j<JJkko<k<kI) and certain 
functions b, obtained as sums of functions in { bf : 1 < j < Jk, k0 d k d k, } 
which take’values in A’,, n X, and are supported in Qi and satisfy 
fi = 1 bj. 
For each Jo J there is m(j) E N such that 
CjtJ2Pm(‘) IQjl d cp. 
If Qk c Q, and k #j then m(k) > m(j), Qk # Q,, and 
,kx, IQkl G2 lQ,l. 
llb;,l :,,,,, d C2mci). 
s x”bj(x) dx = 0 for @EN”, JuJ dN,= [n(l/p,-l)]. R-4” 
If A c J then for every x there exists j(x) E A such that 
C IIbj(x)ll B G C,,~““‘““X~,,,,(X). 
jeA 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
(3.20) 
(3.21) 
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As in [JJ] we consider 
J(Qji)={Q~~5Q;~lQ,l~lQ,I} and E,= XEQ,: 
i 
C XQ,,(X)BJ. , 
QkeJ(Q,) I 
where iv will be chosen later. It is not hard to see that IE, 1 < (C/I.) ]Qj 1. 
Hence IE, I < (l/2) I Q, I for ;1 large enough. 
Now consider Pj being the X0 n X,-valued polynomial satisfying 
c x”P;(x) dx = c x”b,(x) dx for ZEN”, IcrlbN,. a,- I?, 8,- 4 
It can be shown that 
(3.22) 
Write now hj = (bj - P,) x0, bj (Jo J) and J; = C,EJ b,. 
Taking I large enough one gets llf, -f 11 z HqXor< l/4 (cf. [JJ]). Now we 
can repeat the arguments used in Theorem 3.1 
by .fi. 
by replacing 6: by bj andf, 
Finally properties (3.16) to (3.21) allow us to find F in 
P(Ri&X,), Ah,(X1)) and F(B) = fi and /lFII.F d C. 
Therefore the proof is completed since 
Ilf- W%;,x,,, d llf-f; /I+) + Ilf; -fk,;~x,~~ d l/2. 
and the iteration argument can still be applied. 1 
4. VECTOR-VALUED BMO AS AN END POINT FOR INTERPOLATION 
We denote by BMO(X) = BMO(X, KY) the set of locally integrable 
X-valued functions satisfying 
Ilf II ~+lrritx,=s;~&/o Ilfb-fell dx<m> 
where the supremum is taken over all cubes Q in R” and fQ stands for the 
average Saf(x) WQI. 
BMO(X) (modulo constant functions) is a Banach space and it has an 
equivalent norm given as 
IIf(all dx. 
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It is quite easy to notice that 
112 Ilf II BMO(X) d llfll h4cqX) d llfll EMO(X). (4.1) 
Following Fefferman and Stein [FS] we consider the “sharp function” 
f # defined by 
(x E W). 
Hence (4.1) says that f~ BMO(X) if and only iff” E L,(R”). We shall 
need in the sequel the following generalizations of the “sharp function” and 
the Hardy-Littlewood maximal function Mf: 
For 0 <r < co and fE L;,,(X, KY’) let us define 
fr#(x)=su~ inf 
XSQ UGX 
Ilf(Y)II’ 4 
> 
llr 
(x E KY). 
It is elementary to show that for 0 < r < cc one has 
I/r 
IIf -fQIir dy <Cffz(x). (4.2) 
The following easy observations allow us to get results for values of 
0 < r < 00 from the case r = 1. Given f and writing g(x) for Ilf(x)ll’ then 
m(x) = (Mrf(x))’ and g#(x) G (f,“(x))‘. (4.3) 
The next result is an extension of the Hardy-Littlewood maximal theorem 
and Theorem 5 in [FS] to any value 0 < r < CD. 
LEMMA 4.1. Let Ocr-ccn. 
Ifr<pGa then II~,fll~,~~llfll~,cx~. (4.4) 
Ifr<~< 00 and rdpoGp then I/ M,f IILpd C If," /ILp forfEL,,(W. 
(4.5) 
Proof: Condition (4.4) is obvious from (4.3) and the classical result. 
Condition (4.5) was proved in [H] for X= C by modifying the original 
proof in [FS], but we shall show here that it certainly follows from the 
case r = 1. Note that if r > 1 then using (4.4) and the case r = 1 we get 
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For Y < 1 put g(x) = lif(x)li’ and use (4.3) together with the case r = 1 to 
get 
Now we are ready to state the analogue to (0.2) in the vector-valued 
case. 
THEOREM 4.1. Let 0<8< l,O<p,< co, and l/p=(l -O)/pO. Then 
(L,,WO)? BMW---l)), = L,Ve) (4.6) 
(~;,wo)~ BMO(Xl)), = &we). (4.7) 
Remark 4.1. This was shown in [Bl ] for 1 < p0 < 00 under some addi- 
tional assumptions coming from the use of duality in the proof. Here we 
present a different approach and extend the result to all values 0 < p0 < co. 
Proof of Theorem 4.1. Using (1.3) and the fact L,(X,) c BMO(X,) we 
have L,(X,) = (L,,(~o)~ BMO(X,)),. 
For the other inclusion take r0 and r, verifying r,, < p0 and 0 < r0 < 1 < 
rl<co. Write l/r=(l-e)/r,+B/r,, which obviously gives r < p. Let us 
take f E L,,(X,) A BMO(X,) with norm in (Lp,(X,,), BMO(X;)),, 11 f 11 0 < 1, 
and choose F in 9(L,,(X,), BMO(X,)) with F(B) = f and I/F(l, < 2. For 
each cube Q and z in S we define 
G,(z)=F(z)-hJQF(x,z)dx, 
Since F(x, .)E~(X,,X,) and F(x, e)=f(x), then G,(x, .)E~(X~,X,) 
and GQ(x, 0) = f(x) - fe. To simplify the notation we write f rTk to denote 
the function f p when taking values in X, for k = 0, 1, 8. 
From ( 1.1) we can write 
Log IIG,(x, j+ io)llj P,(e, CJ) da. 
The analogous argument to the one used in Theorem 3.1 in its easy part 
shows that if we denote 610 = 1 - 8 and 8, = 8 
5 
580’102’2.7 
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From (4.3) and using r. < p. we have 
< c sup (F( 1 + ic#, ,(x))” 
nsR 
(1 > 
(1 f~)/PO 
X = (F(io);,,(x))“~ (l-0))’ P,(0, 0) da . 
-% 
From this inequality we get 
On the other hand it is well known that for r1 > 1 
lIF(1 + ia):,, L,(Rnj 6 C IIF(l + id)llBMO(X,). 
Using now that g,“(x) < M, g(x) and (4.4) then 
ll~(~~)~,oll Lpo(Rn) d C IlM,,Qio)II L,,(Rn) GC lI~(~~)IILp,(xo). 
Therefore using (4.8), (4.9), and (4.5) in Lemma 4.1, we get 
(4.8) 
(4.9) 
Ilf II Lp(x,,) G C sup II~(i~)llL,,(~,, w IIF(1 + ifl)llBMO(Xo). CTeR rreR 
Consequently llfll Lp(xo) G C IIFII Lp G 2C. 
Now a density argument finishes the proof of (4.6). 
Let us now prove (4.7). From Theorem 3.1, 
y$GJ = cq$Gd, L(X,)), = (ff;owo)~ BMWXl)h+ 
For the reverse inclusion let us take t > 0 and consider T,: f +f*P!. 
This is a bounded operator with norm < 1 from Rt,,(X,) into L,,,(X,) and 
from BMO(X,) into itself. Hence (4.6) and Theorem 2 in [CMS] give 
Ilf * P,ll Lp(X”) G c IV-II (~~o(xo).BMO(X,))R 
Hence (2.1) implies for 1 < p 
llfll F$X”, G c llfll (R;o(xo),BMO(X,))fI. 
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To prove the case 0 < p < 1 we may use the reiteration theorem for com- 
plex interpolation (cf. [BL, Theorem 4.6.11) (in fact the inclusion we need 
is the easy one and it is true also for quasi-Banach spaces). Choose O< 
8,<1 withq=p,(l-tI,))‘>l,andwritefi=00;’. 
(q&&,~ BMWX,))nC (&&KJ~ (~;,cx”,~ BMWX,)h,)p (4.10) 
Combining this with (4.6) for q > 1, (3.1) and reiteration again we get 
(q”wd BMWX, ))fl= ~fq$w~ fi$h,)), 
= fqwo, X0,)/l) = fq‘w. I 
5. COMPLEX INTERPOLATION FOR VECTOR-VALUED ANALYTIC HP-Sp~c~s 
In this section we shall work with the unit disc D instead of rWT+’ and 
we shall study the analogous results to Theorems 3.1, 3.2, and 4.1 for 
i’i,(X). We shall denote by BMO,(X) = BMO,(X, T) the space of functions 
in L,(X, T) with f(n) = 0 for n < 0 and 
llf II 
1 
BMO(X) = s”,p j-j s IV(x) -hII dx < 03, J 
where J stands for intervals in T and I I will be the normalized Lebesgue 
measure on T. 
We refer the reader to [Jl, 521 for interpolation results for the complex 
method in the scalar-valued case. We shall see that the situation differs very 
much from the setting of harmonic functions when the functions are allowed 
to take values in Banach spaces. First of all let us state the inclusions which 
always remain valid. 
PROPOSITION 5.1. Let O<f9<1,O<p,<co, O<p,<co, l/p= 
(~-WP~+%~, andllq=(l-Wpo. 
(~pO(&)’ ~,,Gwo = ~,(&). (5.1) 
(~po(-m BMWX, )I0 = ~,bG). (5.2) 
Proof For f~ R,,(X,,) n i?,l(X,), consider fr(t) =f(rel) for 0 <r < 1 
and r E [0,27r). Since f, E L,,(X,,) n L,,(X,), then from (1.3) we have 
Il.fll Lp(Xo) d Iu-II (I.,,(xoLLp,(xl)h d Ilf II (+po),ci,,(xlHo~ 
This gives that f E fip(Xe) and llfll R,,(~~) G Il./II (R~,(~~),~~ (x,))o. 
We leave the proof of (5.2) to the reader. It uses similar arguments to 
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those in Theorem 4.1 where we replace the use of (2.1) for the following 
maximal inequality 
5 2= sup lIf,(t)ll p dt d C, llfll H,(X) (O<pdm) 0 o<r<1 
which follows easily from the subharmonicity of g(z) = l/f(z)ilP when f is 
analytic. 1 
The following result exhibits the difference with the case of harmonic 
functions. 
PROPOSITION 5.2. There exists an interpolation couple (X0, X,) of com- 
plex Banach spaces verifving that for any values 0 < 8 < 1, 0 < pO < 00, 
O<p,dm, writing l/p=(l-Q)/p,+B/p, and l/q=(l-0)/p, wehave 
(~p,(~o)~ &qw, ))o z Ei,&) (5.3) 
(&,WoL BMO,(X, ))e + f&,(&J (5.4) 
Proof: We shall use the following example constructed by G. Pisier to 
show that the finite cotype does not pass to interpolation spaces by the 
complex method. Let X,, = L,(B) and X, = c,(Z). (The injection given by 
the sequence of Fourier coefficients makes them an interpolation couple.) 
LEMMA 5.1. (G. Pisier). For 0 < 8 < 1, X, contains cO. 
In fact f,Jt) = cos 3kt, for k E N and t E [0, 2n), defines a sequence in X, 
equivalent to the canonical basis of c0 (see [D] for a proof). 
We use this example to verify (5.3). Fix 0 < 0 < 1, 0 < p0 < co, and 0 < 
p, d co. Due to a certain factorization property that L, enjoys we have the 
following fact whose proof can be found in [HP]: - - - 
(*) There exists C = C,, > 0 such that for any sequence 
0 d r0 < r, < < 1 and any function f E i?JX,) 
where s = max(2, p,,) and f,~ 1 = 0. 
irk > kzO with 
(5.5) 
This means that for any sequence rn increasing to 1 the operator T: f -+ 
(fr,-f,,m,)kaO is bounded from fiEO(XO) into f,JL,,,(X,)). On the other 
hand T is obviously bounded from H,,(X, ) into I,( L,,(X, )). Assume for a 
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moment that (5.3) is an equality, then an interpolation argument would 
give 
where l/s, = (1 - 0)/s and C, is a constant independent of (r,) and f: But 
note that (5.6) implies that X, has cotype s0 with 2 <so < cc which would 
contradict Lemma 5.1. 
Very little modification is needed to show (5.4). Simply mention that 
John-Nirenberg’s Lemma assures that T is also bounded from BMO,(X,) 
into /,(L,,,(X,)) if p, > 1, and therefore equality in (5.4) would give 
!, > 
Ilsrc 
,5, IIf,, -frkJ~p,x,,, G CfJ llfllA,(x,,)~ (5.7) 
where l/s,=(l-8)/s, l/p=(l-B)/p,+Q/p,, and l/q=(l-0)/p,, which 
is still enough to imply that X, would have cotype < co. 
Clearly Proposition 5.2 depends very heavily on the special properties of 
the interpolation couple (L,, c,), and one should expect that there are 
cases where the natural extensions remain valid. In fact Jones’ proof [Jl] 
can be adapted to the case where X,, = X, = X to get a vector-valued ver- 
sion of (0.2). Here we present a different approach which shows that the 
vector-valued case follows from the scalar one. We would like to thank 
Gilles Pisier who kindly communicated this argument to us. 
PROPOSITION 5.3. Let 0<0<1, O<p,<co, O<p,<co, l/p= 
(1 -WP,+WP,, and 1 /q = (1 - 0)/p, and X a complex Banach space. 
(~p,m &,W))o = 17,(X). (5.8) 
(&,Wh BMO,(X)), = R,W). (5.9) 
Proof. Let us first notice that (5.9) follows from (5.2) and the case 
p, = co in (5.8). Therefore according to (5.1) it suffices to show 
Take an X-valued polynomialfwith llfll Hp,Xj d 1, and consider the outer 
function 4 satisfying Id( = Ilf(e”)li + 1 for all t E [0, 27~). Denoting by 
g = 4 ~ 'f, we have f = dg with g E A,(X) and 4 E H,, n H,, and verifying 
llgll H,(X) G 1 and I1411Hp~x~ 1 < C. From the scalar-valued case there exists 
@EF(H~,, H,,) with G(0) = 4 and l/@l/,F d 2C. Define now F= g@ and 
observe that F;ES(~~JX), fip,(X)), F(B) =f, and llFll,F d 2C. A density 
argument completes the proof. a 
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There are also conditions on X0 and X, which allow us to have the 
vector-valued extension for couples of different Banach spaces, namely the 
UMD property. 
Let us recall that one of the most useful characterizations of the UMD 
property refers to the boundedness of the vector-valued Hilbert transform 
(cf. [Bo, Bu]), namely 
(* *) X is a UMD space if and only if the Riesz projection is bounded 
on L,(X, U) for some (and equivalently for all) values 1 < p < co. 
In fact it can be also formulated in terms of the boundedness of the Riesz 
projection from A:(X) into fiJX) for all values of p, 0 < p < a (cf. 
[Bu2, B23). Using these observations together with the analogous results 
for the disc in Theorem 3.1 one can get a proof of the next result, but we 
present here an elementary argument which does not use the very technical 
and delicate result in (3.1). 
PROPOSITION 5.4. Let X,, and X, he UMD complex Banach spaces and 
let 0<8<1, O<p,,p,<cc, and l/p=(l-B)/p,+B/p,. Then 
Proof: We simply have to show fiP(X,) c (fiPO(X,), fiP,(X,)),. 
From UMD assumption and L,-results, this is clear for 1 < pO, p1 < 03. 
We shall use factorization to decrease the index 1. Let us take an integer 
k such that kp,, kp, > 1, and assume that f is a polynomial with values in 
x8 and llfll HpCX) d 1. Given F > 0, let us consider now the outer function 4 
satisfying Id(e”)I = Ilf(e”)llo +E for all t E [0, 271). As above we consider 
g = I$ - 'f which implies g6 R,(X) and Ilg(lHXCXJ < 1. We write then 
f=fif2...fk where f,=gqd"" and f2= . . . = fk = dllk. Obviously we get 
fi E R,JX,) and fLe H,, for 2 <j< k. Using that kp,, kp, > 1 we can find 
F, E F(j7kP0(xg), Hk,,,(XX)) and Fj~ 9(H,,, Hk,,,) for 2 <j< k, verifying 
F,(e) =.r; and ll~~ll~~~c(llf~II~~+~~~ 1 <j<k. 
Finally take F= F, F2 . . . Fk. This gives a function FE F(i-i,,(X,), fip,(X,)) 
withF(W=f and IIFIl,GFI:=I IIFjII~GCCkFI~=, (ilf l/kp+E). 
We finish the proof by letting E go to zero and using nF= I l/f, 11 kp = 
llf II ffp(h) 
Remark 5.1. Standard techniques involving singular integrals show 
that the UMD property for X also implies the boundedness of the Riesz 
projection from BMO(X, U) into BMO,(X, 8). Unfortunately the previous 
argument does not work for BMO since the product of BMO functions 
need not be a BMO-function, but using (4.7) in Theorem 4.1 (its version 
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for the disc) we can also establish that if X0 and X, are UMD complex 
Banach spaces, 0~8~1, O<p,<co, and l/p=(l-8)/p, then 
(~p,wo)> BMO,u-,))o = fipm?). (5.11) 
Remark 5.2. In the particular case of L,,-spaces one can also extend 
(0.2) quite easily. Assume X0 = L,,(Q, p) and X, = L,,(Q, 11) for some 
measure space (Q, 11). 
For l~q,,q,~ooO~B~l,O~p,,p,~~, l/p=(l-8)/po+8/p,,and 
l/q=(l -O)/qO+O/q, we have 
(HPO(L/“)’ Hp,W,,)), = HP&). (5.12) 
First of all let us mention that H,(L,) = R&L,) for 0 < p, q < co, which 
allows us to write (5.12) without “-” (this is a well known result and says 
that L, has the analytic Radon-Nikodym property). Secondly let us point 
out that (5.12) is not a simple consequence of Proposition 5.4 since we are 
including the case q. = 1, and L1 (Sz, p) fails UMD property. The proof of 
(5.12) is done in two steps. First one shows 
(HY”(LYO)’ H,,W,,h = Hq(Lq) (5.13) 
which follows from Fubini’s theorem, (0.3), and (1.3), and then one uses a 
factorization argument like that in Proposition 5.4 to extend to the other 
values of p0 and p, . 
Remark 5.3. In fact (5.12) can be extended to all values 0 <q,,, q, < GO 
and even for the non-commutative L,-spaces. The general result can be 
stated as follows (we refer to [Xl] for a proof). 
If L,(A4, r) denotes a non-commutative L,-space associated to a 
semi-finite von Neumann algebra (M, r) and we take 0 <: .Q< 1, 
O-vo~~l~qo~~l-~ ~/P=U-WP,+%,, and llq=(l-Wqo+~lq,~ 
then 
Wp,(L,,(M T))Y Hp,W,,(M T))h = H,(L,(M, T)). (5.14) 
6. REAL INTERPOLATION OF VECTOR-VALUED HP-Sp~c~s 
Throughout this section (X0, Xi) will stand for an interpolation couple 
of real or complex Banach spaces and we shall write X0,. for (X0, Xi),, p 
when 0 < 8 < 1, and 0 < p d co. Since XH,p is not a Banach space for 
0 < p < 1, and we shall deal with X,, p valued harmonic functions then it is 
natural to work only with 1 < p < co. 
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We shall show that surprisingly we can not even extend (0.4) for vector- 
valued harmonic functions unless we restrict ourselves to values p > 1. Let 
us begin with the following elementary fact. 
PROPOSITION 6.1. Let 0~8~1, O<p,,p,dco, and l/p=(l-8)/p,+ 
8/p, such that p 2 1. Then 
c&JKJ~ ~~,(-we,, = qx&,,). (6.1) 
Proof: Givenfin (Ai,( gi,(X,)),, with norm < 1, and using (1.2) 
we find g, E fiiO(X,) and h, E ai, such that f = g, + h, (n E Z) and 
(6.2) 
Since f(x, t) = g,(x, t) + h,(x, t) E X0 + X, for (x, t) E KY++ ’ and n E Z, 
then 
Using Holder’s inequality and (6.2), we get 11 f IIR;cXJ 6 C, which proves 
(6.1). I 
Obviously (6.1) becomes equality when 1 < pO, p1 < co. It was also 
shown in [Bl] that this also happens for p0 = 1 and 1 < pI d co. We shall 
prove that the result can be extended to other values of pO, pi but only if 
the value p given by l/p = (1 - 8)/p, + 8/p, happens to be bigger than 1. 
PROPOSITION 6.2. Let 0 < t3 < 1, 0 < pO, p, Q co, and l/p = (1 - 0)/p, + 
9jp, such that p > 1. Then 
vq&w~ qgme,. = qx&,,). (6.3) 
Proof Let us first state the following lemma which, in principle, is 
weaker than (6.3) but that will imply it. 
LEMMA 6.1. Under the conditions of Proposition 6.2, we have 
qY&l,,) = (fq,(&)> qpde,,. (6.4) 
Before proving the lemma, let us use it to finish the proof of Proposi- 
tion 6.2. Since p > 1, we can find 0 < B0 < 8 < 0, such that l/q, = 
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(l-6,)/p,,+8,/pl with q,>l (j=O,l). Take p such that f3=(1-fi)0,+ 
/IO,. Using the reiteration theorem (see [BL, p. 671) and (6.4), we get 
= ((qom fq,W,NQ”. x3 uq&Gi)~ fypa)Q,. cc)p.p 
= (qp,,, q”)’ q,wQ,,,,H~,p = qu&,,,,> XH,,q,)ll,p) = Q-G,,) 
which together with (6.1) shows (6.3). 1 
Proof of Lemma 6.1. We need only to consider the case 0 < p. < 1. 
In this case we would have p, > 1. Let f belong to fi$X,,,) with 
Ilfll i$(Xo,,) --. < 1. Without lost of generality we assume f is a simple 
function with values in X0 A X,. We shall use an argument like that one 
used in Theorem 3.1 to show that there exists a function g in 
(fi~,,(xd fi~l(x,))Q., such that 
11 gll ~~~omL+w~,, ’ <C and llf - gll R;(xo,J G l/2. 
for some absolute constant C. An iteration argument will then complete the 
proof. We shall do only the case p, < co. The proof of the case p1 = so 
needs simply some modifications. 
Keeping all the notations in the proof of Theorem 3.1, we consider the 
function f, associated to ,f defined by (3.8). Let t >O and cc = 
( l/O)(p/po - 1). By elementary properties of X,,, and the special form of 
the functions hf defined by (3.7), we find .easily functions c;, d: with values 
in X0 and X, , respectively, supported in Qt, such that for all x E 0: 
b;(x) = c,;(x) + d;(x), 
Ilgx)llo 6 C(fWH llqx)ll Q,P, 
and 
Hence 
llc,“ll &(,yo, &) d C(t21k)fl 2k = Cte2kplpQ (6.5) 
)IdrII.Zcx,,a:,~C(t2crk)-(‘--8)2k=Ct--(’--1))2kp’pl. (6.6) 
Let Q(c,“) = Q(cf, Qf, N) and Q(d,“) = Q(d,“, Q/“, N) be the polynomials 
associated with CT and df, respectively, by Lemma 3.1. Then we have 
6,” = c; - Q(c;) + d; - Q(d;) 
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and by (6.5) (6.6), and Lemma 3.1, 
Ilecc:)IIL,(XO, Qf:, G ct”2kp’Po 
llQ(d;)ll L,(x, Qk)< =Ct-“-qk”lp’. ’ I 
Writing now 
g,= 2 ‘f c;-Q(c;) and h,= : ; d.;-Q(d;) 
k=ko j=l k=ko /=I 
(6.7) 
(6.8) 
then g, E Ri,(x,), Ai, and fi = g, + h,. 
Using (6.5t(6.8) and some estimates in the proof of Theorem 3.1, we 
easily get 
II &?I I $&x$) G CtH and lIhll~;,,x,~~Ct-(’ “) 
which proves that K(t, f,, EiO(XO), flz,(x,)) d Ct”, or in other words that 
h E (fi~oWo), fl$G ha and llfll (A~~(~~),(~~,(~,)),,,~ d C. I 
The restriction p > 1 might look due to the method of proof but the next 
remark shows that this is not the case. 
Remark 6.1. Let O<O<l, O<p,,p,dco, and (l-0)/p,,+B/p,=l. 
Let X,=L,(O, l), X, =L,(O, 1). Then 
(q&&,~ q&Y, ))8,1 z yY&, I). (6.9) 
The proof of (6.9) is based on the following characterization of super- 
reflexivity. 
THEOREM C (cf. [X2]). Let X be a Banach space. X is superreflexive if 
and only if for some 0 < p < co (and equivalently for all 0 < p < 00) there 
exist two constants 0< C, q < a3 such that ,for every function f E 
fi;(X, R”,“‘) d an every sequence t, > t, > > 0, t, + 0, we have 
(, > 
I/Y 
& Ilf,~-fiii~,IIyLp(x.iw”~ d c Il.fllA~~xP 
wheref,(x)=f(x,t),~EWundf~,=O. 
Theorem C was proved in [X2] only for the case of the disc, but with 
some modifications the argument is also valid for the above situation. 
Let us now fix a decreasing sequence (t,) converging to zero. It follows 
from Theorem C that 
(, 
114 
,F,, Ilf,, -frkJ4Lpo(xo, R”) 
> 
G c llf Ile;p,, (6.10) 
for some 0 < C, q < cc (in fact q can be shown to be max(p,, 2)). 
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Clearly, we also have 
(6.11) 
If (6.9) were equality, an interpolation argument and Theorem C would 
imply that X,,, would be superreflexive, but X,, , = (L,, L, )0,, = L, l for 
l/r = (1 - 0)/2 + 0/l, which is not even reflexive. 1 
Remark 6.2. Propositions 6.1 and 6.2 have analogous formulations 
when taking BMO(X,) as an end point. 
For 0<0< 1, O<p,< r3, and l/p=(l -Q)/pO then 
(fq”VO)? BMWX, )hp = fg-G,J. (6.12) 
with equality for p > 1 and, in general, strict inclusion for p = 1. 
However, when we replace fiiO(X,) by L,,(X,) in (6.12) we get equality 
for all values of p. 
PROPOSITION 6.3. Let 0 < 0 < 1, 0 < p0 < CD, and l/p = (1 -0)/p,. Then 
(L,,(XO)> BMO(X,)h?.p = L,(XfL,). (6.13) 
Proof The inclusion L,(X,, p) c (L,,(X,), BMO(X,))O, p is trivial. The 
other one can be done using Lemma 4.1 and some arguments in the proofs 
of Theorem 4.1 and Proposition 6.1, and the details are left to the 
reader. 1 
Remark 6.3. For the case of analytic functions (the Banach spaces 
considered being now assumed over the complex field), we only have 
the analogue to Proposition 6.1. that is, if 0 < po, p, < co, 0 < 8 < 1, and 
l/p=(l -WP,+%,, then 
The example presented in Proposition 5.2 works also in this real inter- 
polation case since we also have that for any value of 0, 0 < 6 < 1, and any 
value of p, 0 < p < co, Co is contained in A’,, p when X0 = L,(T) and c,(Z). 
(This fact follows from the relation between the real and complex methods 
of interpolation and Lemma 5.1.) Therefore we can state that the equality 
in (6.14) does not hold for general spaces and for any value 0 < p < co. 
A Final Remark: The Case (HiO(Xo), Ifi,(X 
In a recent paper by D. J. H. Garling and S. J. Montgomery-Smith (see 
[GM]) the following result is obtained. 
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THEOREM D. Let 0 < p < co and 0 < 0 < 1. There exists a couple of 
Banach spaces (A’,, X,) such that X0 and X, are isometric to 1, and 
(x0, x,10 and (x0, xIb., contains a complemented subspace isomorphic 
to co. 
As a consequence the RNP does not pass to intermediate spaces by the 
complex or the real method of interpolation. 
Using the known fact that X having RNP is equivalent to Hz(X) = 
A:(X) for any value 0 < p d 00, together with the results obtained for 
spaces i??:(X), one can easily conclude the following: For 0 < p,,, p1 d CD, 
0~8~ 1, and l/p=(l -Q)/p0+8/p,, there exists a couple of Banach 
spaces (X,, X,) such that 
and 
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