Entropy maximization subject to known expected values is extended to the case where the random variables involved may take on positive infinite values. As a result, an arbitrary probability distribution on a finite set may be realized as a canonical distribution. The Rényi entropy of the distribution arises as a natural by-product of this realization. Starting with the uniform distribution on a proper subset of a set, the canonical distribution of equilibrium statistical mechanics may be used to exhibit an elementary phase transition, characterized by discontinuity of the partition function.
Introduction.
Since their use by Gibbs in the formulation of statistical mechanics [1] , canonical distributions (2.7) have found wide application through the Principle of Maximum Entropy [2] - [6] . According to this principle, canonical distributions are assigned as the most random distributions -i.e. maximizing the information-theoretic entropy (2.6) -subject to knowledge of the expected value(s) of one or more real valued functions on the underlying space.
The present paper addresses two leading issues connected with canonical distributions:
what special properties do they have, and can they be used to exhibit phase transitions?
The first issue is effectively raised by Tribus [3, p. 124]:
The [canonical] distribution ... has many interesting statistical properties which were first explored by E.T. Jaynes. It seems fair to state at this writing that not all of the important properties have yet been found.
The second issue arises from Grandy's observation [6, p.320]:
The major impression one has at this point is that the apparently nonanalytic behavior of thermodynamic functions near a phase transition is exceedingly difficult to extract from the equations of conventional equilibrium statistical mechanics.
The current paper deals with both these issues by a subtle twist on the Principle of Maximum Entropy: admitting maximization of entropy subject to knowledge of the expected value of an extended-real valued function. It should be noted that the entropy itself is such an expected value, under any distribution admitting zero probabilities.
Canonical distributions are described in Section 2. For simplicity, attention is restricted to finite probability spaces and specification of a single expected value. The classic notation of statistical mechanics is used, e.g. in the choice of sign conventions and in the focus on the the particles boil over, and uniformly occupy the whole space X. Cooling again to finite temperatures, the particles condense back into the pan.
The canonical distribution.
Let X be a finite, non-empty set, and let
be an extended-real valued function on the set X. A probability distribution on X is a
The expected value of (2.1) under the distribution (2.2) is the extended real
On the other hand, the sum (2.4) is infinite whenever it includes an infinite summand.
For a probability distribution (2.2), the function value p(x) gives the probability of a point x in X. This probability may be zero. The reciprocal p(x) −1 , which may be infinite,
gives the betting odds "p(x) −1 to one" for the point x. Define the log odds function
Then the expected value of the log odds function is the (information-theoretic) entropy
For a function (2.1) with at least one finite value, and for a non-negative real number β, the canonical distribution
with parameter β is the probability distribution given by
with partition function or Zustandsumme
If β is zero, (2.9) reduces to the cardinality |X| of the set X, and (2.7) reduces to the uniform distribution on X. Otherwise, if E(x) is infinite, then both e −βE(x) and q(x) reduce to zero. Define (2.10)
Since 
is logarithmically convex.
Proof. For β > 0 (2.11) yields (2.14) 
Entropy maximization.
Consider a function (2.1) with at least one finite value, and a parameter β. The expected value of (2.1) under the canonical distribution (2.7) is
It will be shown that, amongst all distributions (2.2) satisfying (2.4) with ε given by (3.1), the entropy (2.6) is maximized only by the canonical distribution.
Proposition 3.1 [11] . Let p and q be probability distributions on X. Then
and Division by p(x) shows that (3.2) is equivalent to
Proof. If p(x) = 0, (3.2) reduces to 0 ≤ q(x). Equality holds iff q(x)
Consider the auxiliary function 
Theorem 3.2 [11] . Consider the problem of maximizing the entropy (2.6) subject to the constraints (2.2)-(2.4), with ε given by (3.1) . Then the maximization is given by a unique distribution, the canonical (2.7).
Proof. Consider a distribution p satisfying the constraints, and let the canonical distribution be q. By (3.2), one has
By (3.3), equality holds in (3.6) iff p = q. Now (3.6) may be rewritten via (2.8) as
Thus the maximum entropy is that of the canonical distribution, and the canonical distribution is the only one yielding this maximum. 
such that the canonical distribution with parameter β yields expected value ε and entropy
Proof. Corollary 2.2 shown that (3.7) has a unique solution. Equation Proof. Compare [6, §2C] .
Every distribution is canonical.
Let (2.2) be an arbitrary distribution on X. It is readily shown that there is a function (2.1) and a parameter β such that (2.2) is canonical. 
for the parameter β = 1 [7] , [5, p.95] , [8] .
An elementary phase transition.
To obtain an elementary model of a phase transition, the method of Theorem 4.1 may be applied to a uniform distribution on a subset of a finite set. Let the cardinality of the set X be N , and let the cardinality of a proper, non-empty subset Y be n. Consider the uniform distribution
on Y , with corresponding log odds function
For the function (5.2), the partition function (2.9) is discontinuous. Indeed, At finite temperatures, the particles are confined to a uniform distribution within the pan Y . Under the phase transition at infinite temperature, the particles then literally boil over and uniformly occupy the whole space X.
