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Abstrat
We study perturbations of the Erdös-Renyi model for whih the
statistial weight of a graph depends on the abundane of ertain ge-
ometrial patterns. Using the formal orrespondane with an exatly
solvable eetive model, we show the existene of a perolation tran-
sition in the thermodynamial limit and derive perturbatively the ex-
pression of the threshold. The free energy and the moments of the
degree distribution are also omputed perturbatively in that limit and
the perolation riterion is ompared with the Molloy-Reed riterion.
1 Introdution
Random graphs were introdued more than forty years ago by mathemati-
ians and have proved sine then to be a very useful and versatile onept.
The most studied example is the Erdös-Renyi model [5℄, where the edges are
independent. Balaned with the simpliity of its denition, the rihness and
deepness of mathematial results are really fasinating.
On the other hand, it is lear that the Erdös-Renyi model is a poor
idealization of real networks, those whih pop out naturally in soiology,
biology, ommuniation sienes,... For instane, the degree distribution (i.e.
the statistis of the number of edges inident at a vertex) of most of the
real life examples exhibits statistial, sale-free, properties very far from the
poissonian behavior predited by the Erdös-Renyi model [1℄,[4℄.
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Many random graph models are now on the market, some onsruted ad
ho to reprodue ertain desired features needed to t real data, some on-
struted aording to general priniples. Belonging to the seond ategory,
the Molloy-Reed model [6℄ onentrates, inside the spae of all labeled graphs
with uniform probability, on the subspae of graphs with an arbitrarily given
degree distribution. Within this model, many relevant quantities an be om-
puted analytially, and there is a general perolation riterion given in terms
of umulants of the edge degree distribution.
Our aim is to study another family of random graphs for whih expliit
omputations are also possible. The idea is roughly as follows. Suppose
that to eah graph G one assigns a weight u(G). From the weight u one
an onstrut another weight w(G) =
∑
G′⊂G u(G) where the sum is over
graphs G′ with the same vertex set as G and edge set inluded in that of
G. Conversely, from any weight funtion w one an extrat a unique weight
funtion u, but the expression of u in terms of w involves minus signs.
We shall introdue a model for whih the weight u is a ounting funtion
for ertain strutures on graphs. This weight u has two further properties :
rst it is permutation invariant, i.e. the weight of a graph does not depend on
the labelling of its verties, and seond it fators over onneted omponents,
i.e the weight for a graph with several onneted omponents is the prod-
ut of the weight of eah omponent. Note that by standard ombinatorial
arguments, these three properties are inherited by the weight w.
Then we study the thermodynami nite onnetivity limit, when the size
of the system (i.e. the number of verties of the graph) beomes large but
the average number of neighbors of any given vertex has a xed nite value.
In this regime, the relevant features of the weights u and w are enoded in
tree generating funtions u and w respetively.
The idea is that beause u ounts less objets than w (whih is not true
for arbitrary w beause then u does not have a simple ombinatorial in-
terpretation in general), the generating funtion u has better onvergene
properties than the orresponding generating funtion w. We shall make the
(ruial) assumption that the rst singularity in the generating funtion of
w an be obtained from the funtional relation that ties it to the generat-
ing funtion of u, without having to know the singularities of the generating
funtion for u itself. This is ertainly true, as we shall reall later, for the
Erdös-Renyi model. It is also true order by order in perturbation theory
around the Erdös-Renyi model for the models we introdue. We shall have
little to say analytially on non perturbative properties, but the numerial
simulations are enouraging.
Under this assumption we are able to give expressions for the free en-
ergy, the size distribution of onneted omponents and for the perolation
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riterion and size of the giant omponent when it exists. The expressions are
not very expliit, beause they involve the funtion u, whih is very ompli-
ated in terms of the original parameters of the model. So on the one hand
we show how to perform expliit perturbative omputations of the physial
quantities and on the other hand we introdue an eetive model for whih
the relationship between u and u is diretly omputable,
Our motivations are the following. First the models we study form a natu-
ral and reasonnably manageable family of random graph models. Our point is
to emphasize the onnetion with quantum eld theory. We do not laim that
the relation is very deep, but many random graph phenomena have quantum
eld theory ounterparts, and quantum eld theory gives a very onvenient
language and insight. Seond, one of the interests of studying models with
non trivial degree orrelations is that attaks (see e.g. [7℄,[8℄) automatially
indue suh features, even if they were absent to begin with. Third, at a
more basi level, we an ontrast with the Molloy-Reed model. This is use-
ful for the purpose of general omparison, but espeially beause heuristi
arguments, always based on non expliit assumptions, allow to reover the
Molloy-Reed perolation riterion whitout using the partiular hypothesis of
the Molloy-Reed model, thereby suggesting that the Molloy-Reed perolation
riterion has a muh wider range of validity. This is probably wrong, and
the model solved in this paper is denitely not in this range.
2 The model
After realling the elementary graph theoreti denitions, we present our
basi assumptions. We use the framework of statistial mehanis, i.e. we
assign to eah labelled graph of size N a weight (real positive number),
whih we use as an unnormalized probability distribution. For the Erdös-
Renyi model, the weight is simply pE(G)(1−p)N(N−1)2 −E(G) where E(G) is the
number of edges of G. We shall hoose a weight funtion that depends on
more detailed loal features of the graph, namely the abundane of ertain
geometri motives.
2.1 A few denitions and notations
Simple unoriented graphs, onneted graphs, trees. A (simple un-
oriented) graph G is a ouple (V,E) where V 6= ∅ is the vertex set and
E ⊂ {{i, j}; i, j ∈ V, i 6= j} is the edge set. If V = {1, · · · , N} for some
integer N , then G is alled a labelled graph. The set of labelled graphs of
size N is denoted GN .
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If G is a graph, we denote by V (G) the vertex set of G or the ardinal of
this vertex set, depending on the ontext, i.e whether a set or a number is
expeted at that plae
1
. Similarly, E(G) will denote either the edge set of
G or the ardinal of this edge set.
A onneted omponent of G is a minimal graph (V ′, E ′) with V ′ ⊂ V suh
that if (i, j) ∈ V ′ × V and {i, j} ∈ E then j ∈ V ′ and {i, j} ∈ E ′.
A onneted graph is a graph whih has only one onneted omponent.
A iruit of G of size s is a sequene (i1, · · · , is) of distint verties with s ≥ 3
suh that {i1, i2}, · · · , {is−1, is} and {is, i1} are edges.
A tree is a onneted graph without iruits, and the set of labelled trees of
size N is denoted by TN .
If {i, j} is an edge of G, we say that i and j ∈ V are neighbours in G. The
number of neighbours of a given vertex i ∈ V in a graph G, also alled the
degree of G at vertex i, is denoted li(G), or li when there is no ambiguity. It
is the number of elements of E in whih i appears.
Adjaeny matrix of a graph, operations on matries. The adja-
eny matrix A(G) (or simply A) of a labelled graph G ∈ GN is the N by
N matrix dened by Ai,j = 1 if {i, j} is an edge of G, Ai,j = 0 else. Note
that the set of adjaeny matries is the set of symmetri 0, 1 matries with
vanishing diagonal elements.
The sum of all elements of any matrix M will be written ‖M‖ ≡ ∑i,j Mi,j.
If M is the adjaeny matrix A(G) of a graph G, then it is lear that 1
2
‖M‖
is E(G), the number of edges of G.
The sum of all diagonal elements of a square matrix M is the trae of M ,
written Tr(M). Note that 1
2
Tr(A(G)2) is again equal to E(G).
2.2 Probability distribution, partition funtion
To emphasize the similarities between the random graph model studied in this
paper and quantum eld theory, we split the weight of graphs in a produt of
a free part and an interating part. The free weight is w0(G) ≡ qE(G) where
q ∈]0,+∞[. For later onveniene, we also introdue p = q/(1 + q) ∈]0, 1[.
The interating part is wI(G) ≡ eSI(G), where
SI(G) ≡
∑
k
tk
2k
TrA(G)k +
∑
k
sk
2
‖A(G)k‖.
1
This should ause no onfusion, though from a fundamental point of view, a number
is a set as well.
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The full weight is w(G) ≡ w0(G)wI(G). The normalization fator inluded
in the denition of the partition funtion
ZN ≡ (1− p)
N(N−1)
2
∑
G∈GN
w(G)
is hosen in suh a way that ZN an be expressed as an average over Erdös-
Renyi weights :
ZN =
〈
eSI(G)
〉
ER(p)
,
where ER(p) assigns probability pE(1 − p)N(N−1)2 −E to any graph on N ver-
ties with E edges. We view w0 as desribing a gas of independent edges (the
Erdös-Renyi model), and SI as desribing the interations between edges, the
tk's and sk's being arbitrary real parameters that regulate the abundane of
ertain loal geometri features of G. Note that if G is made of several on-
neted omponents, G1, · · · , Gl, SI(G) = SI(G1) + · · · + SI(Gl), so that wI
fators as a produt over onneted omponents. This is also true of w0. This
multipliativity of the weight plays a ruial role to simplify the analysis be-
low. Another striking feature is that w(G) is invariant under permutations
of the vertex set. Many other interations with this property ould be in-
orporated, for instane by inluding produts of traes and norms into the
interation, however these would break the multipliativity property. The
simple multipliative model does not seem to be exatly solvable, and we
have to rely on perturbation theory to make expliit omputations. Even the
trival ase when all parameters exept, say, s3 vanish is already ompliated
enough. This is why we insist on keeping the two properties : multipliativity
and permutation invariane.
The above model is perfetly well dened for all parameter values as long
as N is nite. However, we shall be interested in taking a large N limit suh
that the average degree is a xed number (so that the number of edges is
proportional to N). This will impose some onstraints, see below.
3 Two ombinatorial formulæ for the partition
funtion
In this setion, we shall derive two formulæ related to exponentiation in
ombinatoris.
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3.1 Conneted omponents
Suppose we onsider the grand anonial partition funtion
Ξ =
∑
G
w(G)
V (G)!
zV (G)
as a power series in z : this is a formal sum over all graphs of any size, from
whih ZN an be reovered as
ZN = (1− p)
N(N−1)
2 N !
∮
dz
zN+1
Ξ(z)
where for the time being, the symbol
∮
dz
zN+1
is not viewed as a real ontour
integral, but simply as the operation of taking the term of order N in the
z expansion of a formal power series. If G has l onneted omponents
G1, · · · , Gl, we observe that
w(G)
V (G)!
zV (G) =
1(∑l
k=1 V (Gk)
)
!
l∏
k=1
qE(Gk)wI(Gk)z
V (Gk).
Summing over G is the same as summing over the onneted omponents.
Up to now the verties of the Gk were labelled as subgraphs of G. Thanks to
permutation invariane, one an instead sum over abstrat nite sequenes
of l = 1, 2, · · · labelled onneted graphs but weight the terms in the sum by
a ombinatorial fator
1
l!
(∑l
k=1 V (Gk)
)
!∏
k V (Gk)!
to take into aount all possibilities to order them and to label the union
of their vertex sets from 1 to
∑
k V (Gk). Then Ξ = e
W
where W =∑c
G
w(G)
V (G)!
zV (G) ≡ ∑n Wnn! zn is dened exatly as Ξ exept that the sum is
only over onneted graphs (this is what is meant by the symbol
∑c
G). The
main formula of this setion, the rst exponential formula, relates ZN and
W (z) as
ZN = (1− p)
N(N−1)
2 N !
∮
dz
zN+1
eW (z). (1)
3.2 Reorganization of the perturbative expansion
The ase when tk = sk = 0 for all k orresponds to the Erdös-Renyi model.
The probability of a graph only depends on the number of its edges, and
many quantities suh as degree distributions, omponent distributions and
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perolation threshold take a simple form. When one or more of the tk's and
sk's are not vanishing, the ner struture of the graph beomes relevant, and
this will be the ase of interest in this paper.
Let us x G and start from the expansion of eSI(G) in powers of tk's and
sk's. This gives a linear ombination of terms of the form:∏
k
((
TrA(G)k
)mk ‖A(G)k‖nk) .
If we expand eah matrix produt, suh a term beomes a sum of produts
of matrix elements of A(G) of generi form A(G)i1j1A(G)i2j2 · · ·A(G)injn and
we may assume that i1 6= j1, · · · , in 6= jn beause otherwise the produt
is 0 for any (simple graph) adjaeny matrix. On the other hand, to any
sequene i1j1 · · · injn with i1 6= j1, · · · , in 6= jn, we may assoiate a graph
H with vertex set [1, N ] and edge set {{i1, j1}, · · · , {in, jn}}. The produt
A(G)i1j1A(G)i2j2 · · ·A(G)injn vanishes unless all edges of H are edges of G,
in whih ase it has value 1.
With this observation in mind, we dene eSI (G) by keeping, in the ex-
pansion of eSI(G), only those terms A(G)i1j1A(G)i2j2 · · ·A(G)injn suh that
{{i1, j1}, · · · , {in, jn}} exhausts the edge set of G (maybe with repetitions).
Then by denition,
eSI (G) =
∑
H,E(H)⊂E(G)
eSI(H),
where the sum is over all graphs on the same vertex set as G whose edge
set is a subset of that of G. The reiproal formula is given by eSI (H) =∑
G,E(G)⊂E(H)(−)E(H)−E(G)eSI(G) and the multipliative property of eSI (G) en-
sures that eSI(H) is also multipliative : if H has l onneted omponents
H1, · · · , Hl,
eSI(H) = eSI(H1) · · · eSI(Hl).
Now
ZN =
∑
G∈GN
(1− p)N(N−1)2 −E(G)pE(G)eSI(G)
=
∑
G∈GN
∑
H,E(H)⊂E(G)
(1− p)N(N−1)2 −E(G)pE(G)eSI(H)
=
∑
H∈GN
∑
G,E(G)⊃E(H)
(1− p)N(N−1)2 −E(G)pE(G)eSI(H).
For xed H ,
∑
G,E(G)⊃E(H)(1− p)
N(N−1)
2
−E(G)pE(G) = pE(H), and we nd that
ZN =
∑
H∈GN
pE(H)eSI(H).
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Dening
u(H) = pE(H)eSI (H) U =
∑c
H
u(H)
V (H)!
zV (H) ≡∑n Unn! zn,
we an repeat the steps leading from multipliativity and permutation in-
variane to eq.(1) to obtain the seond exponential formula
ZN = N !
∮
dz
zN+1
eU(z). (2)
3.3 Consequenes of the exponential formulæ
The two expressions obtained for the partition funtion, one in terms ofW (z)
and the other in terms of U(z), show that for every nonnegative integer N
(1− p)−N(N−1)2
∮
dz
zN+1
eU(z) =
∮
dz
zN+1
eW (z).
It is onvenient to eliminateN by the following trik : putting 1−p = e−β,
(1 − p)−N(N−1)2 takes the form of a gaussian integral 1√
2πβ
∫ +∞
−∞ e
− y2
2β
+yN−βN
2
.
From the hange of variable x = zey−
β
2
, it follows that
eW (z) =
1√
2piβ
∫ +∞
−∞
e−
y2
2β
+U(zey−
β
2 )dy. (3)
There is no good reason why e−
y2
2β
+U(zey−
β
2 )
should be integrable in y along
the full real axis. However, if one expands this funtion in powers of z,
term by term integration is ok, and for the time being, eq.(3) is a shorthand
notation for the fat that this term by term integration leads to the formal
power series of eW (z).
4 Pratial perturbative expansion
Our aim is to organize the perturbative expansion to make expliit ompu-
tations. We would like to make a systemati enumeration of the terms that
appear in perturbation theory.
A typial term in the perturbative expansion is of the form Ai1j1 · · ·Ainjn
to whih we assoiate the sequene i1j1 · · · injn i.e. a word written using
the alphabet [1, N ]. For a graph G with adjaeny matrix Aij , the produt
Ai1j1Ai2j2 · · ·Ainjn is 1 if {i1, j1}, · · · , {in, jn} are amongst the edges of G and
0 else. If l is the number of distint edges among these n 2-sets, the average
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is simply the sum of the Erdös-Renyi weights of all graphs ontaining these
l edges. This is known to yield 〈Ai1j1Ai2j2 · · ·Ainjn〉ER(p) = pl. This average
is invariant under permutations of [1, N ], all verties play the same role in
TrA(G)k and ‖A(G)k‖. So we regroup the words i1j1 · · · injn in lasses under
the ation of the permutation group, ompute the size of eah lass and nd
a representative in eah lass. Then we enumerate the representatives and
take multipliities into aount.
The idea is the following : suppose that you have a nite word written
using any alphabet (i.e. any set of symbols) on, say, N letters. To eah letter
that appears in the word, assoiate an integer as follows : assign 1 to the
rst letter of the word, then assign 2 to the next new (i.e distint from the
rst) letter appearing in the word, then 3 to the next new (i.e distint from
the rst and the seond) and so on until all letters appearing in the word
have been assigned a number, the highest one being, say, v (v is the number
of distint letters used to ompose the word, whih may well be stritly
smaller than the length of the word, beause the same letter an appear
more than one). Replaing eah letter of the word by its number leads to a
new word, the alphabet being [1, v] ⊂ [1, N ] this time. The words obtained
by this proedure are haraterized by the fat that 1 appears before 2 whih
appears before 3 and so on. Say that two words in the original alphabet are
equivalent if they yield the same numerial word by the above proedure.
Then eah lass ontains
N !
(N−v)! words.
In our ase, the original alphabet is already [1, N ], and we are led to the
onept of normalized sequenes, an elaboration of a proedure introdued
in a slightly simpler ontext in [3℄.
4.1 Normalized sequenes
For an arbitrary sequene i1j1i2j2 · · · injn (with alphabet [1, N ]) suh that
i1 6= j1, · · · , in 6= jn, we dene v = #{i1, j1, · · · , in, jn}, the number of distint
verties in the sequene, and l = #{{i1, j1}, {i2, j2}, · · · , {in, jn}},the number
of distint edges in the sequene.
We shall say that a sequene i1j1i2j2 · · · injn is normalized with respet
to
∏
k
(
TrA(G)k
)mk∏
k ‖A(G)k‖nk or more simply with respet to (mk, nk)
if
• n =∑k k(mk + nk).
• In this sequene, 1 omes before 2, whih omes before 3,... whih
omes before v.
• i1 6= j1, · · · , in 6= jn.
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• The sequene has a orret struture as regards Tr and ‖ ‖. That
is, to TrA(G)p (mk = δp,k, nk = 0) and ‖A(G)p‖ (mk = 0, nk = δp,k)
orrespond the onstraints j1 = i2, · · · , jp−1 = ip, with the additional
onstraint jp = i1 for TrA(G)
p
. If more than one term of (mk, nk)
is nonzero, then we hoose an arbitrary ordering : inreasing k's, all
traes oming before norms. This allows to deompose the sequene in
subsequenes, whih orrespond either to a trae or a norm, and are
aordingly onstrained. For instane, when m3 = 1 and n1 = 1, n3 = 1
are the only nonvanishing elements of (mk, nk), the sequene has a
orret struture if it is of the form i1j1i2j2i3j3 i4j4 i5j5i6j6i7j7 where
j1 = i2, j2 = i3, j3 = i1 and j5 = i6, j6 = i7 (to ‖A(G)‖ orrespond no
onstraint of struture).
We write Mv,l,(mk,nk) for the number of normalized sequenes with v ver-
ties and l edges. By our previous remarks, the lass ontaining a normalized
sequene has
N !
(N−v)! members, eah of whih leads to the same average. Hene
〈∏
k
((
TrA(G)k
)mk ‖A(G)k‖nk)
〉
ER(p)
=
∑
v,l
N !
(N − v)!p
lMv,l,(mk,nk). (4)
In doing expliit omputations, whih an be painful, there is a useful
hek of the formula, namely a sum rule orresponding to p = 1, in whih
ase only the omplete graph ontributes, and there is no average to ompute.
It is staightforward to hek that if G is the omplete graph on N verties,
TrA(G)k = (N − 1)k + (−)k(N − 1) ‖A(G)k‖ = N(N − 1)k.
Hene∑
v,l
N !
(N − v)!Mv,l,(mk ,nk) =
∏
k
(
(N − 1)k + (−)k(N − 1))mk (N(N − 1)k)nk .
4.2 Graphial expansion
Although the interpretation in terms of normalized sequenes is adequate
for the purpose of numerial omputations, there is another useful graphial
representation of the perturbation series whih we present briey now.
Expanding TrAk =
∑
i1,···,ik Ai1,i2Ai2,i3 · · ·Aik,i1 we represent eah term as a
olouring of a labelled yle on k verties with N olours, vertex j arry-
ing olor ij for j = 1, · · · , k. In the same way, we represent eah term in
‖Ak‖ = ∑i1,···,ik+1 Ai1,i2Ai2,i3 · · ·Aik,ik+1 as a olouring of a labelled segment
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on k+1 verties with N olours, vertex j arrying olor ij for j = 1, · · · , k+1.
The expansion of eSI in powers of tk's and sk's, is then represented as a sum
over olorings, with N olours, of labelled graphs whose onneted ompo-
nents are yles and segments. Pik one term, all it Γ, in this sum. Eah
yle of length k yields a fator tk/(2k), eah segment on k+1 verties yields
a fator sk/2, there is a fator 1/mk! if there are mk yles of length k, and
a fator 1/nk! if there are nk segments on k + 1 verties.
The probabilisti average of Γ (over the set of inidene matries) is zero if
some edge of Γ has it's two extremities of the same olour. If not, let e(Γ)
be the number of distint pairs of olors that appear as extremities of edges
of Γ. The probabilisti average over the set of inidene matries multiplies
the former weight of Γ by pe(Γ).
Let v(Γ) be the number of distint olours in the olouring of Γ. Say
that terms Γ and Γ′ are equivalent if there is a permutation of [1, N ] (the
set of olours) that maps Γ to Γ′. The equivalene lass of Γ is made of
N !/(N − v(Γ))! graphs with the same weight. The equivalene lass of Γ has
a graphial representation : starting from Γ, draw a dashed line between two
verties if and only if they arry the same olor. Then remove the olors.
In this way, obtain a graph with two kind of edges, solid and dashed. The
graphs that appear in this operation have two properties. First, the solid
omponents are yles and segments, and the dashed omponents are om-
plete graphs. Seond, two verties annot be adjaent for solid and dashed
edges at the same time. In lak of a better denomination, we all graphs
satisfying these two onditions (labelled) admissible graphs. The notion of
onnetivity for admissible graphs treats solid and dashed edges on the same
footing.
Instead of working with labelled admissible graphs, we may use unlabelled
admissible graphs. Then the ombinatorial fators (2k for a k-yle, 2 for a
k + 1-segment, a fatorial for permutations of omponents of the same type
and size) whih take into aount only solid edges, are replaed by the order
of the symmetry group of the admissible graph, the group of permutations
of verties that preserve solid and dashed edges.
Let H be an admissible graph. Two verties being delared equivalent if
they are onneted by a dashed line, let v(H) be the number of equivalene
lasses of verties. Two edges being delared equivalent if their extremities
are equivalent as verties, let e(H) be the number of equivalene lasses of
edges. Furthermore, we denote by s(H) the order of the symmetry group of
the graph. Then
ZN =
∑
H
1
s(H)
pe(H)
N !
(N − v(H))!
∏
k
t
mk(H)
k s
nk(H)
k ,
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e=6 e=5
v=5
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v=4
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v=4
e=5
v=4
e=3
v=3
s=12 s=2
s=2
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s=4 s=2
Figure 1: Graphial enumeration/interpretation of the ontribution of TrA6
to the partition funtion. On the left are drawn all possible identiations,
shematized by omplete dashed graphs. On the right identiation has been
arried out. The numbers of symmetries, verties and edges are given for eah
graph.
where the sum is over unlabelled admissible graphs H , mk(H) is the number
of solid k-yles and nk(H) the number of solid segments on k + 1 verties.
See gure 1 for the example of TrA6.
4.3 Exponentiation
Computations on a sheet of paper are more eonomial using admissible
graphs, but systemati mahine enumeration is best arried out using nor-
malized sequenes.
If is not diult to onvine oneself that the notion of onnetedness of nor-
malized sequenes or of admissible graphs is the same, and oinides with
the notion of onnetedness used to establish eq.(2). We infer that
U(z) = z +
∑c
H
1
s(H)
pe(H)zv(H)
∏
k t
mk(H)
k s
nk(H)
k ,
where
∑c
H is the sum over unlabelled onneted admissible graphs or equiv-
alently that
U(z) = z +
∑
v,l,{m•,n•}
zvpl
t˜m•• s˜
n••
m•!n•!
Mcv,l,{m•,n•},
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where t˜m•• s˜
n•• ≡
∏
k
(
tk
2k
)mk ( sk
2
)nk
and Mcv,l,(mk ,nk) is the number of normal-
ized onneted sequenes.
5 Finite onnetivity large N behaviour
Our aim is to use the identities eqs.(1,2) and their onsequene eq.(3) to
derive mean eld type identities valid in the limit N → ∞, pN, tk, sk being
N independant, or more generally having nite limits for large N . It is
ustomary to dene α ≡ limN→∞ pN .
5.1 Caveat
In this regime, when tk = sk = 0 for all k's (the Erdös-Renyi model), the
event that a graph ontains a omponent with muh more edges than ver-
ties has a vanishingly small probability, and the onneted omponents look
loally like trees. This is alled the dilute regime. In partiular, the omplete
graph (a ariature of a non dilute graph) has a negligible weight in the dilute
regime.
We are looking for an analogous regime for the perturbed Erdös-Renyi
model. However, in that ase, the omplete graph has weight
w = qN(N−1)/2e
∑
k
tk
2k
((N−1)k+(−)k(N−1))+∑k sk2 N(N−1)k .
Compare this to a union of isolated verties (a ariature of a dilute graph),
whih has weight w = 1. Consider for instane, the ase when there is
only one nonvanishing perturbation parameter, say s3. The two weights are
equal if qes3(N−1) = 1. That this rude balane gives the orret qualitative
frontier between a dilute regime and a dense regime is onrmed by numerial
simulations.
If p ≡ α/N and s3 < 0, the omplete graph is indeed strongly suppressed
(in fat muh more drastially than for the pure Erdös-Renyi model). How-
ever, if s3 > 0, the weight of the omplete graph submerges the weight of
dilute ongurations.
To summarize, the following disussion makes sense only if SI does not
beome positive and large (≫ N2) for non dilute ongurations. An easy
way to ensure that is to take the sign of all perturbations negative. Another
possibility would be to take only a nite number of nonzero perturbations,
and then impose that the dominant one be negative.
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5.2 Main equations
With these observations in mind, we start from
ZN = N !
∮
dy
yN+1
eU(y)
= (1− p)N(N−1)2 N !
∮
dx
xN+1
eW (x)
and
eW (x) =
1√
2piβ
∫ +∞
−∞
e−
z2
2β
+U(xez−
β
2 )dz.
Reall that p = q/(1 + q) = 1 − e−β. We x p = pN ≡ α/N where α is
a onstant, and make hanges of variables y → y/p, x → x/q in the above
integrals. In the expansions
U(y/p) =
∑c
H
(
α
N
)E(H)−V (H)
eSI (H) y
V (H)
V (H)!
and
W (x/q) =
∑c
H
(
α
N−α
)E(H)−V (H)
eSI(H) x
V (H)
V (H)!
the sum is over onneted graphs, and by Euler formula, E − V = L − 1
where L ≥ 0 is the number of loops. Hene we may write formaly
U(y/p) =
N
α
u(y) + o(N) W (x/q) =
N
α
w(x) + o(N),
where u(y) =
∑
T e
SI(T ) y
V (T )
V (T )!
and w(x) =
∑
T e
SI(T ) x
V (T )
V (T )!
are sums over trees
(onneted graphs with L = 0). If we use a naïve version of the saddle point
approximation and write ZN = e
NF+o(N)
, we nd
F = −1 − log y
∗
α
+
1
α
u(y∗) (5)
F = −α
2
− 1− log x
∗
α
+
1
α
w(x∗) (6)
w(x) = − zˆ
2
2
+ u(xezˆ), (7)
where the x∗, y∗ and zˆ are appropriate saddle point values :
α = x∗w′(x∗) = y∗u′(y∗) zˆ = xezˆu′(xezˆ).
We end this setion with the following remarks. The average number of
edges is more or less the variable onjugate to p. More preisely, the average
number of edges is
q
∂
∂q
log
(
(1− p)−N(N−1)/2ZN
)
.
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We infer that in the thermodynami regime with N → ∞ and pN = α/N ,
the average number of neighbors of a given point (i.e. 2/N times the average
number of edges) is
c = α + 2α
∂F
∂α
(8)
For the pure Erdös-Renyi model, the weights form a probability distribution,
ZN = 1, F = 0, and c = α. In the perturbed models, α is not so easily
measured on the graph, and only the parameter c has diret physial meaning.
From the point of view of quantum eld theory, it is natural to view α as
the bare onnetivity and c as the physial onnetivity. For eah oupling
onstant tk or sk, it would be desirable to nd analogous physial quantities
that rst, one an ompute diretly on a random graph without knowing a
priori the sampling measure and that seond one an redue tk or sk to rst
order in perturbation theory. This is very ambiguous and we have not found
an elegant way to selet suh physial observables systematially.
5.3 Disussion
We have seen before that a dilute regime for the perturbed Erdös-Renyi
model with xed values of the tk's and sk's annot exist if SI beomes large
positive for graphs with many loops. Here we disuss a related limitation
even if one onsiders only loopless graphs.
Instead of onsidering the omplete graph, look at the star shaped tree on
n verties, whose adjaeny matrix we denote by S, with a enter onneted
to the n − 1 other verties. From TrS = 0, ‖S‖ = TrS2 = 2(n − 1),
‖S2‖ = n(n − 1) and S3 = (n − 1)S, it is easy to ompute reursively that
TrS2k+1 = 0 and ‖S2k+1‖ = 2(n−1)k+1 for k ≥ 0, and that TrS2k = 2(n−1)k
and ‖S2k‖ = n(n − 1)k for k ≥ 1. As an example, onsider again the ase
when there is only one nonvanishing perturbation parameter, say s3. The
ontribution of star shaped trees tow is
∑
n
1
(n−1)!e
s3(n−1)2xn. As all trees give
a positive ontribution to w, no ompensation is possible and we onlude
that if s3 > 0, the series for w has a vanishing radius of onvergene. So it
is meaningless to deform ontours, and eq.(6) is meaningless as well. Then
so is eq.(5) beause analytiity of u(y) at small y implies analytiity of w(x)
at small x via eq.(7). On the other hand, if s3 < 0, the star-shaped trees of
large size are very strongly suppressed. Let us note however as shown in the
next setion that, in the realm of formal power series, eq.(7) desribes the
orret ombinatorial relationship between u and w even if both series have
a vanishing radius of onvergene.
More generally, if SI(T )/V (T ) is bounded above (an easy way to ensure
that is to take the sign of all perturbations negative, another possibility would
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be to take only a nite number of nonzero perturbations, and then impose
that the dominant one be negative) , w is analyti near the origin. Indeed, if
SI(T )/V (T ) ≤ τ for all trees, using the fat that there are nn−2 labelled trees
on n verties, we see that 0 < wn
n!
≤ nn−2
n!
eτn, leading to a nonzero radius of
onvergene.
For instane, when the sign of every perturbation is negative, the radius
of onvergene is a noninreasing funtion of the tk's and sk's : it gets larger
and larger as the tk's and sk's get more negative. To see that it remains nite,
onsider the linear graph on n verties, whose adjaeny matrix we denote
by L. For this graph, for xed k and large n, TrLk and ‖Lk‖ grow at most
linearly with n : they ount k steps walks, and if the starting point is given, at
eah step there are at most two hoies, so there is the obvious upper bound
n2k. There are n!/2 ways to label the linear graph (the symmetry group is
of order 2). So the ontribution of the linear trees to w dereases at most
geometrially with the size. As all trees give a nonnegative ontribution, w
has its rst singularity on the real positive axis, and at a nite distane.
In the situation when w has a nite radius of onvergene, we onlude
that there is a forest-like regime for the perturbed Erdös-Renyi model that
extends the forest-like regime of the pure Erdös-Renyi model, and that it
is desribed by the equations eqs.(5,6,7), at least in the small α phase. We
shall elaborate on this point in the sequel.
5.4 Combinatorial remarks
As we have seen before, the above formulæ for the free energy rely on ruial
assumptions. What we would like to show in this subsetion, before embark-
ing on a detailed disussion of analyti features of these equations, is that the
ombinatoris embodied in eq.(7) is orret. Suppose that we forget about
the random graph model for a moment, and onsider instead a random forest
model, w being the generating funtion for random weighted trees.
Expand the funtion u(xez) in powers of z : u(xez) =
∑
l
zl
l!
(
x d
dx
)l
u(x).
It is well-known from quantum eld theory that the formal expansion of∫
dze
1
~
(
− z2
2
+u(xez)
)
is a weighted sum of all onneted Feynmann graphs. The weight of a Feyn-
mann graph is omputed as follows : eah edge gives a fator ~ (propagator),
eah vertex of degree l gives a fator ~−1
(
x d
dx
)l
u(x) and nally one divides
by the order of the symmetry group of the graph. The logarithm is given
by the same sum, but restrited to onneted graphs. For onneted graphs,
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the power of ~ is the number of loops minus 1, so the dominant ontribution
in the small ~ limit restrits the sum to onneted loopless graphs, i.e. trees.
On the other hand, the small ~ limit is given by the saddle point approxima-
tion, i.e. eq.(7). So w is a sum over all trees, eah vertex of degree l giving
a fator
(
x d
dx
)l
u(x).
But u(x) itself is a tree generating funtion, so
(
x d
dx
)l
u(x) is the gener-
ating funtion for trees with l marked verties (a vertex an be marked more
than one). So eq.(7) means that to onstrut w, one takes arbitrary trees,
(all them naked trees) and then blows up every vertex of degree l into a
new tree with l marked verties from whih naked edges emerge. Note that
a naked vertex an be blown up in a trivial tree, orresponding to the term
x in u(x) = x+ · · ·.
As we have emphasized before, if T is a tree, eah term t in the expansion
of eSI(T ) in terms of matrix elements of the adjaeny matrix A of T denes a
subgraph of T i.e. a forest with the same vertex set as T , edge {i, j} ∈ E(T )
being present in the forest if and only if the term t ontains the fator Aij or
Aji. But the onneted omponents of the forest being given, one reonstruts
w by onneting the dierent omponents with appropriate edges. This is
exatly the proedure desribed by eq.(7) if w is the generating funtion for
eSI (T ) and u the one for eSI(T ).
5.5 Eetive model
If we have the original model in mind, eah uk is itself a highly nontrivial
kind of partition funtion. However, if we take eah uk as an independent
parameter, we an make a rather general analysis. In fat, there is a simple
model for whih the uk's are the fundamental mirosopi parameters in the
sense that they appear diretly in the denition of the weights. We all this
model an eetive model for the following reasons.
In quantum eld theory, the term eetive often means that one re-
nounes to deal with all observables of a system and only onentrates on
ertain degrees of freedom, so that the other ones an be averaged. For in-
stane, to ompute the long distane behaviour, one rst averages over the
short distane utuations. We are going to do something analogous here :
we renoune to observe the loal struture of onneted omponents and are
only interested in the distribution of their size. So instead of keeping trak
of the weight of eah detailed onneted omponent, we an as well give all
omponents of a given size the same weight, namely the average weight given
by the original model for omponents of that size.
Now, to the preise denition. Choose parameters c1, c2, · · · and dene
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an eetive weight u(eff)(H) = pE(H)ck for any onneted graph H of size
k, and assume multipliativity, so that for an arbitrary graph u(eff)(H) =
pE(H)
∏
k c
nk(H)
k where nk(H) is the number of omponents of size k of H .
If we trade ck for λ
kck, we multiply the weight u
(eff)(H) by a trivial fator
λV (H) so we shall assume that the ck's are normalized by c1 = 1 (the speial
ase c1 = 0 would need a separate treatment). Dene the orresponding
eetive weight w(eff)(G) = qE(G)
∑
H,E(H)⊂E(G) u
(eff)(H)p−E(H), where the
sum is over all graphs on the same vertex set as G whose edge set is a
subset of that of G. Note that ontrary to the weight u(eff), the weight
w(eff)(G) does in general depend on the detailed struture of the graph,
and not only on the sizes of onneted omponents. Our interest however
is in the distribution of sizes of onneted omponent of graphs of large
size N → ∞ sampled using the weight w(eff). Following the same steps
as for the original model, we nd that this distribution an be obtained in
the thermodynami limit from tree generating funtions u
(eff)
and w
(eff)
satisfying the very same oupled equations eqs.(5,6,7) as the original u and
w. The oeients of u
(eff)
are very simple in terms of c1, c2, · · · beause all
omponents of the same size have the same weight, and by Caley's theorem
there are kk−2 trees on k verties. Hene u(eff) =
∑
k≥1
kk−2
k!
cky
k
. Hene if
one sets ck = k
2−k∑
T∈Tk e
SI(T )
where the sum is over trees of size k, the
eetive model has the same omponent size distribution as the original one.
For all these reasons, we shall remove in the sequel the supersript
(eff)
from u
(eff)
and w
(eff)
, even if we sometimes keep the distintion between the
weights u and w and the eetive weights u(eff) and w(eff). Aordingly, we
shall analyse eqs.(5,6,7), whih involve only the omponent size distribution,
without making expliitly the distintion between the original model and the
eetive model.
5.6 Conneted omponents and perolation
We return to the nite N arbitrary p ase to start the argument. As Wk is,
modulo an overall multipliative fator, the total weight of onneted graphs
of size k, we infer from eq.(1) that the mean number of onneted omponents
on k verties is
Nk =
Wk
ZN
∂ZN
∂Wk
=
N !
k!(N − k)!Wk
ZN−k
ZN
(1− p)N(N−1)−(N−k)(N−k−1)2 .
Taking into aount that when pN = α, p(N − k) = α(1 − k/N), we nd
that in the dilute regime, for xed k and N → ∞, ZN−k
ZN
∼ e−k(F+α∂F∂α ) and
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(1− p)N(N−1)−(N−k)(N−k−1)2 ∼ e−kα so that
Nk/N ∼ wk
k!
αk−1e−k(α+F+α
∂F
∂α ).
As expeted, in this regime only trees ontribute thermodynamially to the
nite omponents.
From these equations for the abundane of onneted omponent of eah
size, we an easily derive a perolation riterion. Indeed, by onstrution,∑
k kNk/N = 1, but what about the approximate sum∑
k
k
wk
k!
αk−1e−k(α+F+α
∂F
∂α ) ?
For eah xed k and N → ∞, the kth term is a good approximation to
kNk/N , but there is problem of inversion of limits. Physially, the approxi-
mate sum ounts the fration of points in omponents of nite size, so it is
≤ 1.
If we assume that u is analyti at small y, then F is analyti and small at
small α and w is analyti and small at small x. Moreover, x∗ is an inreasing
funtion of α at small α. From eq.(6), we infer that F + α∂F
∂α
= −α −
log x
∗
α
or equivalently, αe−α−F−α
∂F
∂α = x∗. Then
∑
k k
wk
k!
αk−1e−k(α+F+α
∂F
∂α ) =
x∗
α
w
′(x∗) = 1 for small enough α. However, it may happen that as a funtion
of α, x∗ = αe−α−F−α
∂F
∂α
is non monotoni. There may be a value αc suh
that x∗ inreases in the interval [0, αc] but then starts to derease, so that
x∗(α) ≤ x∗(αc) in some interval stritly ontaining [0, αc]. One ould build
models where x∗(α) has several osillations, but in the sequel, we onentrate
on the rst. For a given α, denote by α¯ ≤ αc the small solution to the
equation x∗(α) = x∗(α¯). Then we obtain the more general result that nite
omponents oupy a fration
x∗
α
w
′(x∗) = α¯
α
≤ 1 of the sites in the system.
If α > αc, something else than nite omponents, in fat on general grounds
one single giant omponent, oupies a fration 1 − α¯
α
verties. Thus, the
perolation riterion is that αe−α−F−α
∂F
∂α
is maximum at α = αc. So the
transition point is when
α + 2α
∂F
∂α
+ α2
∂2F
∂α2
= 1 (9)
The rst two terms yield simply the true average onnetivity c = α+2α∂F
∂α
, it
would be nie to have a diret physial interpretation of the third term α2 ∂
2F
∂α2
.
This perolation riterion is expressed solely in terms of the free energy as a
funtion of α. But it an also be related to analyti properties of w. Indeed,
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the relevant saddle point equation is α = x∗w′(x∗). As α approahes αc, x∗
reahes a maximum, so that the x∗ derivative of x∗w′(x∗) has to get large,
diverging at α = αc. If αc is nite, this means that w and w
′
are nite at
α = αc, but w
′′
is innite. If the oeients of w are non negative
2
, this
means that x∗(αc) is the radius of onvergene of w. From x∗(αc), we reover
αc itself by the general saddle point equation α = x
∗
w
′(x∗).
Suppose now (we shall soon argue that this is true in many ases inluding
interesting ones) that even if x∗(αc) is the radius of onvergene of w, the
funtion u is not singular at y∗(αc). Hene u allows to ompute the free
energy F and show that it is analyti in some interval stritly ontaining αc.
From that point of view, we observe that the saddle point equations imply
that x∗ = y∗e−α = y∗e−y
∗
u
′(y∗)
from whih the perolation riterion, i.e. the
determination of the maximum of x∗ beomes
y∗
∂α
∂y∗
= y∗u′(y∗) + y∗2u′′(y∗) = 1. (10)
In the same spirit, the true average onnetivity an be expressed as c =
y∗u′(y∗) + 2− 2 u(y∗)
y∗u′(y∗)
.
In general, if u has nonegative oeients and eq.(10) has a solution
stritly within the dis of onvergene, one an go through the above argu-
ment in the reverse order to prove the existene of a perolation transition
with the announed harateristis. This is the ase for instane if u is an en-
tire funtion with nonnegative oeients, or more generally if u is funtion
with nonnegative oeients suh that u
′′
is unbounded when the argument
approahes the radius of onvergene. It is worth to observe that if the y
expansion of u has nonnegative oeients, then the same is true of the
x expansion of w. Indeed, from eq.(7) and the orresponding saddle point
equation we infer that xw′(x) = zˆ. Hene as funtions of x, w and zˆ have
the same singular points, and
w
′(x) = exw
′(x)
u
′(xexw
′(x)).
Expand both sides of this identity to see that w1 = 1 and that wk+1 − uk+1
is a polynomial in u1 = 1, u2, · · · , uk,w1 = 1,w2, · · · ,wk with nonnegative
oeients.
In the ase of our original model, the situation is more triky. We know by
onstrution that the x expansion of w has nonnegative oeients, but to
ensure the existene of a dilute regime, the same annot be true in general of
u. In the sequel, we shall see that in perturbation theory at any nite order,
2
This should be the ase in statistial mehanis, and it is true by onstrution for our
initial model as long as the parameters are real.
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we are in the following situation : the oeients of u may be negative, but
nevertheless u
′(y) is analyti (in fat a polynomial) and positive in a interval
stritly ontaining 0 and a solution of eq.(10). Then our previous arguments
an be made rigorous and there is a (perturbative) perolation transition
with the announed harateristis. We do not know if this argument an
be extended outside the realm of perturbation theory. The numerial sim-
ulations are enouraging, but the behaviour of some perturbative series is
puzzling. Before disussing that, let us onsider three simple but signiant
examples.
6 Three easy examples
6.1 The ase of the Erdös-Renyi model
Let us reover the Erdös-Renyi model in this framework. In that ase, by
onstrution, U(y) = u(y) = y and y∗ = α. Eq.(5) leads to F = 0 for all val-
ues of α (no surprise, for the Erdös-Renyi model the weights are normalized
as a probability distribution). Then eq.(7) leads to zˆ = xezˆ, and from the
Lagrange inversion formula,
zˆ =
∑
k
kk−1
k!
xk w =
∑
k
kk−2
k!
xk
whih are the lassial (rooted and non rooted) tree generating funtions (in
fat, this gives a proof of Caley's formula for the number of trees). Note that
if we use naively eq.(6), we an dedue that F = 0 only for α ≤ 1.
The number of onneted omponents of size k is Nn ∼ N kk−2k! αk−1e−kα,
whih is well-known to be true for xed k and large N , for any value of α.
Notie again that the use of u plays a ruial role in our approah. Using only
w, we would get the omponent distribution only for α ≤ 1. In fat, for the
orresponding random forest model (whih is thermodynamially equivalent
to the random graph model for α ≤ 1) limN→∞Nn/N is kk−2k! αk−1e−kα for
α ≤ 1 but is nonanalyti at α = 1, whih is the perolation transition.
The total number of points belonging to omponents of size k is ∼
N k
k−1
k!
αk−1e−kα.
For α ≤ 1,∑k kk−1k! αke−kα = α, but for α > 1,∑k kk−1k! αke−kα = α¯, where
α¯ is the smallest solution to αe−α = α¯e−α¯. The giant omponent oupies
∼ N(1− α¯/α) sites.
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6.2 The nested Erdös-Renyi model
As another example, suppose that u(eff)(H) = pE(H) for all graphs, i.e that
ck = 1, k ≥ 1. Then w(eff)(G) = qE(G)
∑
H,E(H)⊂E(G) 1 = (2q)
E(H)
. Both
weights desribe the Erdös-Renyi model, but with dierent values for the
probability of an edge. Going to the large N nite onnetivity limit, we nd
u =
∑
k≥1
kk−2
k!
yk, and from our previous analysis of the Erdös-Renyi model,
we nd that yu′(y) =
∑
k≥1
kk−1
k!
yk is the Lambert funtion L(y), the solution
of L(y)e−L(y) = y analyti lose to 0 and vanishing at 0. Hene zˆ = L(xezˆ),
so that zˆe−zˆ = xezˆ . Hene 2zˆ = L(2x). Moreover, from u(y) = L(y)− L(y)2
2
we nd 2w(eff)(x) = L(2x)− L(2x)2
2
. So we reover the doubling of the edge
probability when passing from the u(eff) weight to the w(eff). The u(eff)
perolation transition is at α = 1 but the w(eff) perolation transition ours
at α = 1/2. Note that the equation y∗u′(y∗) = L(y) = α annot be solved for
α ≥ 1, but that the free energy F = α/2 and the true onnetivity c = 2α
have an analyti ontinuation for larger α's. That this analyti ontinuation
is the true value of F annot in priniple be deided from our arguments
(we would have to do one more step of the same onstrution to view the
u(eff) weight itself as a omposite weight). But this does not prevent us
from nding and analysing orretly the w(eff) transition, beause it ours
stritly before the u(eff) transition.
6.3 The mathing model
When uk = 0 for k ≥ 2 we reover the Erdös-Renyi model, so let us try the
next degree of diulty, when uk = 0 for k ≥ 3 but u2 is a free parameter.
Thus w(eff)(G) is the generating funtion for a gas of disjoint egdes on G,
that is, the generating funtion for (all, non neessarily maximal) mathings
on G. This is a rather natural weight from the point of view of ombinatoris.
It is plain that the detailed struture of G is relevant, and not simply the
size of its onneted omponents. On the other hand, the u(eff) weight is
nonzero only for a nite number of onneted graphs, so that the funtion
U (eff) is simply U (eff) = z + qu2
z2
2
and ZN = N !
∮
dz
zN+1
ez+qu2
z2
2
. In suh a
simple ase, the saddle point approximation applies without subtleties, and
we retrieve, in the large N nite onnetivity limit, the expeted equations.
The funtion w(x) does not seem to be an elementary funtion. The small
x and the perturbative small u2 expansions are straightforward but beome
quikly ugly. However from u = y + u2
y2
2
, we an easily nd the perolation
riterion. Parametrizing u2 =
1−yc
2y2c
(with yc ∈]0, 1] for positive u2) and using
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eq.(10), one nds that at the perolation threshold :
y∗ = yc αc =
1 + yc
2
cperc =
1 + yc
2
+
1− yc
1 + yc
.
So αc dereases from 1 to 1/2 when u2 grows, but the physial average on-
netivity cperc inreases from 1 to 3/2. The speial ase u2 = 1 is of speial
ombinatorial signiane, beause the weight w(eff)(G) ounts the number
of ongurations of non adjaent edges on G. Then yc = 1/2, αc = 3/4 and
cperc = 13/12. Consequently, xc =
1
2
e−3/4, from whih we an derive a result
of diret ombinatorial signiane :
1
N !
∑
T∈TN
# matchings of T ∼ Cst
(
2e3/4
)N
N5/2
,
to be ompared with
1
N !
∑
T∈TN 1 =
NN−2
N !
∼ 1√
2π
eN
N5/2
. Hene, if we put the
uniform probability law on labelled trees of size N , the average number of
mathings on a random tree of size N behaves like Cst
(
16
e
)N/4
.
7 Bak to the original model
7.1 Finite orders in perturbation theory
Remember that we established in setion 4.3 that
U(z) = z +
∑c
H
1
s(H)
pe(H)zv(H)
∏
k t
mk(H)
k s
nk(H)
k ,
where
∑c
H is the sum over unlabelled onneted admissible graphs (we ould
equivalently reason in terms of normalized onneted sequenes). Consider
the oeient of
∏
k t
mk
k s
nk
k : it is the sum over admissible graphs with mk
solid k-yles and nk solid segments on k + 1 verties. There is only a nite
number of ways to join these xed solid omponents with any number of
omplete dashed graphs. So the oeient of
∏
k t
mk
k s
nk
k is a polynomial in p
and z. A fortiori, if we restrit to admissible graphs H suh that v = l + 1,
whih are the ones ontributing to u, the sum is nite, and the oeent of∏
k t
mk
k s
nk
k in the perturbative expansion of u(y) is a polynomial in y.
Note that u(y) = y+O(y2), so yu′(y) = y+O(y2) and yu′(y)+y2u′′(y) =
y + O(y2), where the O(y2) vanish to zeroth order in perturbation theory.
Hene to any nite order in perturbation theory, yu′(y) is analyti and in-
reasing up in a large value of y, but yu′(y) + y2u′′(y) = 1, the signal of the
perolation transition, ours at a value of y of order 1. Hene generially
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to any nite order in perturbation theory our initial model exhibits a pero-
lation transition desribed by our previous results. In the following we shall
make expliit perturbative omputations of the free energy, the perolation
threshold, et, for the speial ase tk = 0, sk = 2µδk,3. To ompare with
the predition of the Molloy-Reed riterion, we need rst to show how to
ompute it in perturbation theory for our model.
7.2 Moments of the degree distribution, Molloy-Reed's
riterion
By degree distribution of a given labelled graph G on N verties is meant the
sequene (n0(G), n1(G), · · · , nN−1(G)) where ni(G) is the number of verties
in G with exatly i neighbours. For xed N , the Molloy-Reed model onen-
trates on the set of all those labelled graphs with a xed degree distribution
(n0, n1, · · ·) and gives them uniform probability, see [6℄. This represents a mi-
roanonial point of view in the sense that the degree distribution is xed
and an not utuate. For a grand anonial presentation of the same idea,
see [2℄. If, for large N , (n0/N, n1/N, · · ·) onverges (in a sense made preise
by Molloy and Reed) to a probability distribution (f0, f1, · · ·), a limiting ran-
dom graph model is obtained, whih depends only on (f0, f1, · · ·) and not on
the details of the approximating sequene (n0/N, n1/N, · · ·). We now reall
the perolation riterion for the Molloy-Reed model with arbitrary degree
distribution.
For a given graph G, dene k(q)(G) as the following average over verties of
G :
k(q)(G) ≡ 1
N
N∑
i=1
li(G)
q.
For instane, when q = 1, Nk(G) = 2E(G).
The statistial average 〈kq〉 ≡ 1∑
G w(G)
∑
G w(G)k
(q)(G) is alled the q-th
moment of the degree distribution. Note that in the Molloy-Reed model, all
graphs have the same degree distribution, so that 〈kq〉 = k(q)(G) for all G in
the relevant statistial ensemble.
The Molloy-Reed perolation riterion states that the Molloy-Reed random
graph has a giant omponent if and only if the two rst moments of the
degree distribution verify 〈k2 − 2k〉 > 0. For the Erdös-Renyi model, 〈k〉 =
α, 〈k2〉 = α(α+ 1), leading to the perolation threshold α = 1.
Our present purpose is to ompute in perturbation theory the rst moments
of the degree distribution for our model. In priniple, it is possible to ompute
24
〈kq〉 for any q ≥ 1. In the denition
〈kq〉 = 1
NZN
∑
G∈GN
eSI(G)w0(G)
∑
i,j1,···,jq
aij1 · · ·aijq
of the q-th moment, eSI (G)
∑
i,j1,···,jq aij1 · · · aijq may be viewed as the x deriva-
tive taken at x = 0 of exp
(
S
(q)
I (G, x)
)
≡ exp
(
SI(G) + x
∑
i,j1,···,jq aij1 · · · aijq
)
.
Seen as a new term of interation, this exponential is still multipliative and
permutation invariant. We thus follow the steps whih led us to eq.(2) (see
se. 3.2) to prove that 〈kq〉 is the derivative taken at x = 0 of (N−1)!
ZN
∮
dz
zN+1
eU
(q)(z) =
1
N
Z
(q)
N
ZN
, where Z
(q)
N is the partition funtion of the model obtained from the
original model by replaing SI by S
(q)
I . In the large N limit, we proeed just
as in se. 5.2 to show that Z
(q)
N = e
NFq+o(N)
, Fq being the new free energy :
Fq = −1 − log y
⋆
q
α
+ 1
α
u
(q)(y⋆q ). In this expression, u
(q)
is the tree generating
funtion for the new model and y⋆q is the orresponding saddle point.
We now take the derivative and put x = 0 to yield
〈kq〉 = 1
α
∑
T
∑
i,j1,···,jq
eSI(T )aij1 · · · aijq
yV (T )
V (T )!
Just as we did in the original model, we an use normalized sequenes
(or admissible graphs) to give a ombinatorial interpretation of the over-
lined term. A sequene i1j1 · · · injn is said to be normalized with respet to
{mk, nk}, q if
• n = q +∑k k (mk + nk),
• 1 omes before 2, whih omes before 3,... whih omes before the
number v of distint elements among the sequene,
• i1 6= j1, · · · , in 6= jn,
• it has a orret struture. That is, the sequene of the 2(n − q) rst
terms has a orret struture as regards Tr and ‖ ‖ and, moreover,
in = in−1 = · · · = in−q+1.
We put Mv,l,(mk,nk),q for the number of suh sequenes. Finally, the q-th
moment of the degree distribution is
〈kq〉 = y
⋆
α
+
1
α
∑
v,{m•,n•}
t˜m•• s˜
n••
m•!n•!
Mtv,(mk ,nk),qy⋆v (11)
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s=1
s=2s=2
s=2
v=3
e=1
e=2e=3
v=4
e=3
v=3 v=2
Figure 2: Graphial representation for the oeients of s3.
In partiular, the Molloy-Reed's riterion an, in priniple, be omputed
by means of this formula : it involves normalized sequenes (of type (mk, nk))
to whih are onatenated subsequenes of 2 elements for 〈k〉 or 3 elements
for 〈k2〉.
We now study a simple example in whih all quantities mentioned above
an be expliitly (although perturbatively) omputed.
7.3 Perturbation theory : the example tk = 0, sk = 2µδk,3
This is the simplest non-trivial ase for whih sk 6= 0. The weight of a graph
G is
w(G) = pE(G)(1− p)−E(G)eµ
∑
ijkl aijajkakl .
Aording to our previous disussion, we assume that µ < 0. To get the
perolation riterion, we use the general theory exposed in the preeding
setion. We set Mtn,m ≡Mcn,n−1,m. The denition of y∗ is y∗u′(y∗) = α, i.e.
y∗ +
∑
n,m
ny∗n
µm
m!
Mtn,m = α.
In fat, we were not able to nd an expression of Mtn,m valid for all
n,m, and we rely on a diret enumeration, up to order 6, of the normalized
sequenes, see table [1℄ for the rst ve orders. At this moment, a fully
automated enumeration algorithm starting from srath and working in a
reasonnable time would need too muh memory. To have some ontrol over
possible errors oming from human input, we have heked our results with
two independent algorithms. On a 2.5 Ghz proessor, the omputation of the
fth order takes about 5 minutes, but the sixth order takes about 8 hours :
the growth in omplexity is extremely rapid, at least fatorial.
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n\m 1 2 3 4 5
2 1 2 4 8 16
3 2 28 248 2032 16352
4 1 86 2236 44024 789616
5 108 7720 316784 10603040
6 66 14120 1152952 66713920
7 16 15424 2558624 248562304
8 10284 3781264 619455952
9 3888 3851664 1101864640
10 640 2698504 1444605680
11 1249712 1410932864
12 345600 1019814768
13 43264 531798240
14 189678720
15 41472000
16 4194304
Table 1: Mtn,m for m = 1, · · · , 5.
Up to third order in µ, y⋆ takes the following form:
y⋆ = α− 2α2(α + 1)(2α+ 1)µ+ 2α2(−1− 17α− 56α2 − 57α3 − 15α4
+4α5)µ2 − 4
3
α2(1 + 81α + 788α2 + 2485α3 + 3303α4 + 1808α5
+159α6 − 126α7 + 8α8)µ3 + · · ·
The perolation riterion states that there exists a giant onneted om-
ponent if y∗u′(y∗) + y∗2u′′(y∗) > 1 and that, on the ontrary, all onneted
omponents are of nite size if y∗u′(y∗) + y∗2u′′(y∗) < 1. With u(y) =
y +
∑
n,mMtn,m µ
m
m!
yn, the boundary between the perolating region and the
non perolating region is a urve in the (α, µ) plane, of equation :
α− 1 +
∑
n,m
n(n− 1)y∗nµ
m
m!
Mtn,m = 0 (12)
We an solve this equation for α as a perturbative series in µ. Up to order
5, this yields
αperc = 1−26µ+336µ2− 9500
3
µ3+
49718
3
µ4− 991328
5
µ5− 41436164
15
µ6+ · · ·
(13)
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n\m 1 2 3 4 5
2 2 4 8 16 32
3 12 120 1008 8160 65472
4 18 692 14952 276560 4836768
5 8 1600 80800 2902784 91337088
6 1844 225648 14935280 779078400
7 1080 375408 45982304 3849121728
8 256 392360 93526304 12533947744
9 255312 131789760 28896796992
10 95040 130610064 49053023200
11 15488 89956640 62460050560
12 41178240 59854882464
13 11291904 42704264192
14 1404928 22060944640
15 7812720000
16 1698693120
17 171051008
Table 2: Enumeration of the sequenes appearing in 〈k〉.
Putting α = αperc in formula (8) we nd that, at the perolation threshold,
the mean number of neighbours of a given vertex is
cperc = 1− 10µ− 50µ2− 652
3
µ3− 19786
3
µ4− 3498268
15
µ5− 67025012
9
µ6 + · · ·
(14)
In the preeding setion, we saw how to infer the moments of the degree
distribution from enumeration of the appropriate normalized sequenes. Ta-
bles [2℄ and [3℄ show the result of these enumerations for 〈k〉 and 〈k2〉.
We ompute 〈k〉 (either by means of formula (8) or using the enumeration
[2℄ together with eq.(11)) and 〈k2〉 as perturbative series in µ, and then solve
the equation 〈k2 − 2k〉 = 0 in α to nd
αMR = 1− 24µ+ 274µ2 − 7324
3
µ3 +
28708
3
µ4 − 577988
3
µ5 + · · · ,
whih does not oinide with αperc.
8 Disussion and perspetives
In this paper, we have studied a lass of perturbations of the Erdös-Renyi
model whih introdue orrelations between the edges : the weight of a graph
depends on the abundane of ertain geometri features.
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n\m 1 2 3 4 5
2 2 4 8 16 32
3 20 184 1520 12256 98240
4 44 1336 27440 500320 8725184
5 38 3812 171208 5937552 184842528
6 12 5676 546752 33681040 1713610432
7 4804 1060024 113992144 9088370528
8 2212 1341416 257520720 31755109024
9 432 1127280 410985696 79109699392
10 611232 474725904 146874463968
11 194480 397440176 207952308800
12 27648 236315376 226475616384
13 94941392 189140564736
14 23156224 119320803648
15 2592000 55138687200
16 17635164160
17 3491452928
18 322486272
Table 3: Enumeration of the sequenes appearing in 〈k2〉.
To solve this model, we have introdued an auxiliary model whose tree
generating funtion u was expeted to present better onvergene properties
than the original one w. The free energy F in the large N limit has been
determined and a perolation transition has been established by means of an
eetive model : the perolation riterion is given by an equation, either on
F or on u. We also have formulæ for the degree distributions.
On the basis of these general results we give expliit formulæ for the above
quantities in the partiular ase where all parameters but one vanish. These
perturbative results raise some ruial questions. Indeed, we hope that the
thermodynamial model makes sense for µ < 0 but that µ > 0 has to be
disarded beause it gives too muh weight to strongly onneted ongura-
tions and annot be treated like a diluted, tree-like, regime. In fat, up to
sixth order, it is not so lear that the series for αperc is atually onvergent
for negative µ, beause its general term inreases very fast. However, as sug-
gested by the fth and sixth terms, we hope that the following terms may
all be negative, the series hene being possibly summable when µ < 0. This
interpretation is supported by the form of the perturbative expansion (14) of
the physial onnetivity parameter cperc, whih seems muh better behaved,
with negative oeients for orders >0.
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We also have omputed the Molloy-Reed riterion, whih does not give
an appropriate desription of the perolation transition in this model. The µ
expansion of αMR seems to present the same pathology as αperc. A possibility
is that this series is indeed divergent for negative µ : the equation 〈k2 − 2k〉
may not admit any solution in α as soon as µ < 0. Another possibility is that,
just as for αperc the series may stop to alternate at higher orders. Anyway, it
would be desirable to determine a lass of models for whih the Molloy-Reed
riterion is valid, and we believe that a minimal requirement may be a kind
of loality. Indeed, the Molloy-Reed riterion onentrates on the rst two
moments of the degree distribution, whih are loal quantities in the sense
that k(q)(G) an be omputed as soon as the immediate environment of eah
vertex is known, independently of how the verties are onneted to eah
other. Even in the simple model that we used to illustrate perturbation the-
ory, this information is not suient to ompute the weight of a graph : one
must also know the immediate environment of the rst neighbours of eah
vertex.
Finally, we also believe that a more thorough understanding of degree orre-
lations indued by attaks deserves a systemati treatment.
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