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We study equilibration of an isolated quantum system by mapping it onto a network of classical oscillators
in Hilbert space. By choosing a suitable basis for this mapping, the degree of locality of the quantum system
reflects in the sparseness of the network. We derive a Lieb-Robinson bound on the speed of propagation across
the classical network, which allows us to estimate the timescale at which the quantum system equilibrates. The
bound contains a parameter that quantifies the degree of locality of the Hamiltonian and the observable. Locality
was disregarded in earlier studies of equilibration times, and is believed to be a key ingredient for making contact
with the majority of physically realistic models. The more local the Hamiltonian and observables, the longer
the equilibration timescale predicted by the bound.
Equilibration is one of the key concepts in thermodynamics.
In the quest to derive, or at least justify, the macroscopic laws
of thermodynamics from microscopic theories, much progress
has been made on the quantum mechanical side over the last
decade or two. For a variety of settings, rigorous proofs have
been given, establishing conditions under which an isolated
quantum mechanical system on a sufficiently large Hilbert
space will approach equilibrium [1–9]. Key for the progress
in the field was to identify suitable definitions of equilibra-
tion in a probabilistic sense: it is neither realistic to expect
nor required that the density operator of the system converges
to an equilibrium state; instead, equilibration happens on the
level of observables, in the sense that expectation values of a
suitable class of observables, including the physically realistic
ones, approach their equilibrium values and stay close to them
for most later times.
The aforementioned results are an important step towards
a microscopic justification of thermodynamics. However, for
explaining why equilibration and equilibrium are so ubiqui-
tously observed in nature, one would need to show not only
that equilibration takes place but also that it does so on a phys-
ically realistic timescale: neither too long for equilibrium ever
to be attained nor too short for the equilibration process to
be observed. The quest to provide a microscopic justification
of physically realistic equilibration timescales is arguably the
most important open question in the field [10, 11]. A key char-
acteristic that determines whether a timescale can be consid-
ered realistic is its scaling with the Hilbert space dimension,
because timescales that grow or decrease with the full dimen-
sion of the Hilbert space will result in either unrealistically
long or short equilibration times [12].
General upper bounds on the equilibration timescale have
been obtained [5], but the predicted timescales are unrealisti-
cally long. In fact, for a given quantum system, one can con-
struct observables that equilibrate only after extremely long
times [13, 14]. Such behavior, however, is untypical in a well-
defined probabilistic sense. On the other hand, it has also been
shown that typical observables and/or Hamiltonians [13–17],
or typical nonequilibrium initial states [18], equilibrate on un-
realistically short timescales. It was conjectured that physi-
cally relevant systems are not typical in the sense of random
matrix theory, and that locality of observables and Hamiltoni-
ans needs to be taken into account in order to derive realistic
equilibration timescales [13].
An example of a local Hamiltonian H is a lattice model
with only nearest-neighbor interactions, and an example of a
local observable O is the total magnetization of a spin lattice
model, given as the sum (over the entire lattice) of single-site
spin operators. The simultaneous locality of H and O implies
that there is a basis with respect to which the matrix represen-
tations of the two operators are simultaneously sparse. Sim-
ilarly, by a theorem of Arad et al. [19], H is approximately
sparse (up to exponentially small corrections) in the eigenba-
sis of the O, and vice versa.
In this Letter, we make use of this sparseness to derive an
estimate of the equilibration times of isolated, local quantum
systems. The key idea is to rewrite the quantum mechani-
cal time evolution governed by the Schro¨dinger equation as
a network of coupled classical oscillators in Hilbert space, in
which each node of the oscillator represents an eigenstate of
the observableO, as illustrated in Fig 1 (left). Equilibration of
the quantum system occurs when an excitation of an oscilla-
tor corresponding to a nonequilibrium value of O propagates
to an equilibrium node. We estimate the propagation speed
through the network by means of a classical Lieb-Robinson
bound, which in turn gives access to the equilibration time of
the quantum system. Our main result is a bound on the equi-
libration time that, for sufficiently local interactions, scales
logarithmically with the system size, and hence doubly loga-
rithmic with the Hilbert space dimension, as shown in Fig 1
(right). Unlike, and complementary to, previously published
upper bounds, our Lieb-Robinson approach provides a lower
bound on the equilibration time. Moreover, the bound in-
creases with increasing locality of the Hamiltonian and ob-
servable, leading to physically more realistic estimates.
Setting.—We consider a quantum system on the sites N
of a finite lattice or graph of size L = |N |, with a finite-
dimensional Hilbert space Hi attached to each site i ∈ N .
The total Hilbert spaceH is the tensor product space of all the
Hi. The dynamics of an isolated quantum system is generated
by a time-independent Hamiltonian H =
∑
X hX acting on
H , where the summation is over subsets X of N , and hX
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FIG. 1. Left: Visualization of a typical weighted graph Hjk for a
local Hamiltonian. The top nodes (red) correspond to nonequilib-
rium states, and the bottom nodes (blue) are equilibrium states. The
thickness of the edges is determined by |Hjk|. Right: Scaling of the
equilibration timescale t∗jk from Eq. (9) with system size L for par-
ticularly local and nonlocal choices of the parameters g = ‖H‖/L
and g = ‖H‖(L− 1)/L, respectively.
acts nontrivially only on the sites in X . Following Arad et al.
[19], we quantify the locality of H through the parameter
g = max
i∈N
∥∥∥∑
X3i
hX
∥∥∥. (1)
Note that this rather weak definition of locality does not re-
strict interactions to only neighboring sites. We consider a
κ-local observable
O =
∑
X∈Nκ
ωX , (2)
i.e., the summation in (2) extends only over the subsetsNκ =
{X ∈ N : |X| 6 κ} containing, at most, κ sites, and ωX acts
nontrivially only on the sites in X . Without loss of generality
we assume ‖O‖ = 1.
According to the Schro¨dinger equation, the time evolution
of a normalized initial state |ψ(0)〉 ∈H is given by |ψ(t)〉 =
exp(−iHt)|ψ(0)〉. The longtime average of an observable O
can be written as
〈O〉eq ≡ lim
t→∞
1
t
∫ t
0
〈ψ(τ)|O|ψ(τ)〉dτ =
∑
k
|ck|2〈Ek|O|Ek〉,
(3)
where ck = 〈Ek|ψ(0)〉 are the overlaps of the initial state
with the energy eigenstates |Ek〉. We define Heq as the sub-
space ofH spanned by those eigenstates |Ok〉 ofO for which
the eigenvalues satisfy |Ok − 〈O〉eq| 6  for some small pos-
itive . Following Goldstein et al. [13], we define equilib-
rium with respect to the observable O as all the states in H
which are sufficiently close to Heq. A nonequilibrium sub-
spaceHneq can be defined in an analogous way and, from typ-
icality arguments, it follows that dimHeq  dimHneq [13].
According to these definitions, for a system to be in equilib-
rium with respect to the observable O it is not sufficient that
〈O〉 ≈ 〈O〉eq, but it is additionally required that the variance
be small, 〈(O − 〈O〉eq)2〉 ≈ 0.
To analyze the dynamics that drives the system from non-
equilibrium to equilibrium, we choose a representation in the
eigenbasis {|Ok〉} of the observable O. With the definitions
xj(t) = 〈Oj |ψ(t)〉, Hjk = 〈Oj |H|Ok〉, (4)
we integrate the Schro¨dinger equation x˙j(t) =
−i∑kHjkxk(t) to obtain
eiHjjtxj(t) = xj(0)− i
∑
k 6=j
Hjk
∫ t
0
eiHjjτxk(τ)dτ. (5)
We interpret this equation as a network of oscillators xj(t),
where the diagonal matrix elements Hjj fix the frequencies,
and the off-diagonal elements Hjk determine the couplings
between the oscillators.
The picture of coupled oscillators conveys an intuitive un-
derstanding of equilibration: Preparing the system in an initial
state where oscillators corresponding to equilibrium observ-
able eigenstates have negligible amplitudes xj(t), oscillations
need to travel through the network in order to excite equilib-
rium oscillators. The locality of the quantum system imposes
a locality structure on such a network of classical oscillators.
This is in line with Refs. [10, 19], where it was shown that a
local observable is a banded matrix in the energy eigenbasis
of a local Hamiltonian when the eigenstates are sorted in as-
cending order. An analogous result holds for the matrix repre-
sentation of the Hamiltonian in the eigenbasis of the observ-
able, which implies an approximate locality structure of the
oscillator network, with coupling strengths Hjk being zero or
exponentially suppressed if |Ok −Oj | is large. Figure 1 (left)
illustrates that in order for the nonequilibrium state to excite
the equilibrium states, excitations first need to travel through
intermediate states.
Bounds on propagation.—The speed at which oscillations
propagate through the network is therefore crucial for deter-
mining the timescale on which the quantum system equili-
brates. To study the propagation speed we define
Λjk(t) ≡
∣∣∣∣ ∂xj(t)∂xk(0)
∣∣∣∣, (6)
which quantifies the effect of a perturbation of the amplitude
xk at time 0 on the amplitude xj at a later time t. Upper
bounds Bjk > Λjk are known for fairly general Hamiltonian
systems as classical analogs of Lieb-Robinson bounds [20–
24]. For network nodes j and k separated by a large graph
distance, Λjk is small at early times, but will usually become
non-negligible at later times. This onset of non-negligible Λjk
values gives rise to a causal structure in the plane of time t and
the graph distance on the network. Whether this causal struc-
ture has the shape of a light cone, or a generalization thereof,
depends on the locality of the couplings [24]. In this way, the
locality of the quantum system enters into our analysis.
Here we derive, by different techniques, a bound on Λjk
not as a function of the graph distance, but of the distance
|Oj − Ok| in observable eigenvalues, which is related to the
distance from equilibrium if |Oj〉 is an equilibrium state. The
3time evolution equation xj(t) =
∑
k(e
−iHt)jkxk(0) allows
us to rewrite and upper bound Eq. (6) as
Λjk(t) =
∣∣∣(e−iHt)
jk
∣∣∣ 6 ∞∑
n=0
tn
n!
∣∣(Hn)jk∣∣. (7)
We further bound the right-hand side of Eq. (7) by combina-
torial techniques, which are detailed towards the end of this
Letter and in the Supplemental Material, to obtain our main
result
lnΛjk(t) 6 Bjk(t) ≡
(‖H‖ − κgr) t− 12 |Ok −Oj |
(
ln
|Ok −Oj |
2κgrt
− 1
)
for t 6 t?jk
0 for t > t?jk
(8)
with
t?jk =
1
2 |Ok −Oj |
W
(
‖H‖−κgr
eκgr
)
‖H‖ − κgr . (9)
Here, r ≡ ∑X ‖ωX‖ is an upper bound on the norm of the
κ-local observable O defined in Eq. (2), and W denotes the
Lambert function defined via W (zez) = z [25].
Equation (8) gives an upper bound on how strongly the pop-
ulation of the observable eigenstate |Ok〉, encoded in the vari-
able xk, can influence the population of |Oj〉 at a later time
t; see Fig. 2 for an illustration. The influence of xk on xj is
small initially, and it grows with increasing t. The larger the
difference |Ok − Oj |, the longer it takes for Λjk to become
non-negligible. Thinking of Ok as belonging to the nonequi-
librium subspace Hneq and of Oj as belonging to Heq, the
time t∗jk in Eq. (9) gives a lower bound on the equilibration
timescale because it separates the light-cone-shaped causal re-
gion where Bjk = 0 from the region where Bjk < 0. In the
latter region, the influence of Hneq on Heq is negligible and
the system cannot have equilibrated yet. We therefore take t∗jk
as a lower estimate of the equilibration timescale, teq ≥ t∗jk.
The slope of the light cone can be read off from Eq. (9) and es-
timates the speed of oscillations propagating through the net-
work.
The bound Bjk(t) and the timescale t∗jk depend on the
product of parameters κgr, where κ and r are affected by the
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FIG. 2. Contour plots of Lieb-Robinson bound Bjk(t) in Eq. (8) for
parameter values L = 10 and ‖H‖ = ‖O‖ = k = r = 1. We use
g = ‖H‖/L (left) for a strongly local system and g = ‖H‖(L −
1)/L (right) for a nonlocal system. The time t∗jk in Eq. (9), which
defines a light cone, is shown as a solid red line.
locality of the observable O, and g is affected by the locality
of H . To illustrate this dependence, we fix ‖H‖ = k = r = 1
and consider the maximum distance |Ok − Oj | = 2 away
from equilibrium. For a strongly local Hamiltonian with only
nearest-neighbor pair interactions we have g ∼ ‖H‖/L, im-
plying
t∗jk =
L
L− 1W (
L− 1
e
) ∼ ln(L) (10)
in the large-system limit. In the absence of any locality, we
can assume g ∼ ‖H‖(L− 1)/L, which results in the scaling
t∗jk = W
(
1
e(L− 1)
)
L ∼ 1
e
; (11)
see Fig. 1 for an illustration. This dependence of equilibration
times on locality is in qualitative agreement with findings for
specific models [26–29]. Unlike other Lieb-Robinson bounds,
the right-hand side of Eq. (8) is not uniform in the system size
L but grows with L through ‖H‖, and it possibly also grows
through system-size dependencies of κ, g, and r.
Transverse-field Ising model.—When drawing conclusions
based on a bound, it is instructive to investigate the tightness
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FIG. 3. Comparison of our bounds with exact results for the
transverse-field Ising model (12) on L = 8 lattice sites. Left: The
bound Bjk (solid line) compared to Λjk (dashed line) as a function
of time for α = 10. Right: Comparison of the timescale t∗jk and the
estimated equilibration time teq, determined according to the proto-
col described in the main text, as a function of α. Error bars indicate
standard errors resulting from averaging over 10 randomly chosen
nonequilibrium initial states.
4of the bound by comparing to exact results. We consider the
Hamiltonian
H =
L−1∑
i=1
L∑
j=i+1
hij +
Γ
Z
L∑
i=1
σzi (12)
of a spin chain with open boundary conditions and pair inter-
actions
hij =
1
Z
J
|i− j|ασ
z
i σ
z
j , (13)
where σzi and σ
x
i denote the z and x components of a Pauli
spin operator acting on lattice site i. We consider a coupling
coefficient of J = 1 and set the external field to Γ = 5. The
coupling strength decays with the distance |i − j| between
lattice sites like a power law with exponent α. The larger
α, the more local the interactions and the smaller the locality
parameter g. The normalization constant Z is chosen such
that ‖H‖ = 1. This guarantees that, upon variation of α, the
speed of equilibration is affected only by a change of locality
but not trivially by a change of the norm of H .
We study equilibration of the magnetization
M =
1
L
L∑
i=1
σzi , (14)
for which the locality parameters take on the values κ = 1 and
r = 1. The eigenstates |Mj〉 of M are products of eigenstates
of σz , with eigenvalues Mj ∈ {−L,−L + 2, . . . , L − 2, L}.
For almost all initial states, the equilibrium eigenstates of M
correspond to eigenvalues Mj ≈ 0. Figure 3 (left) compares
numerical results for the time evolution of Λjk, which is ob-
tained by exact diagonalization for a chain of L = 8 spins,
to the bound Bjk (8). As is common for Lieb-Robinson-type
bounds, Bjk overestimates Λjk substantially. The functional
form of the initial increase of the exact Λjk, however, is well
captured byBjk. The timescale t∗jk marks the end of the rapid
increase of Λjk(t), confirming the use of t∗jk as a lower bound
on teq.
To further compare t∗jk and teq, we estimate teq for 10
random initial states with fixed amplitude |xk(0)|2 = 0.8,
where |Mk〉 is the nonequilibrium eigenstate with eigenvalue
Mk = 1 maximizing the distance to the equilibrium value
Mj ≈ 0. The estimation of teq is done by finding the earli-
est time where the variance 〈ψ(t)|(M − 〈M〉eq)2|ψ(t)〉 drops
below 10% of its longtime average, which is a procedure that
captures the essence of our definition of equilibrium further
above. In Fig. 3 (right), we compare t∗jk and the numerically
estimated teq for various α. For a better comparison of the
functional dependencies, teq has been rescaled by a factor of
0.13. The results confirm teq > t∗jk for all α, as well as the ex-
pected increase of the equilibration timescale with increasing
α. Moreover, the estimate t∗jk captures the functional form of
the α dependence of teq remarkably well.
We also compared our bounds to the exact dynamics of dis-
ordered systems and systems with nonalgebraic decay of cou-
pling strength (not shown). In all examples, the validity of the
boundsBjk and t∗jk is confirmed, the initial increase ofBjk(t)
captures the functional form of Λjk(t) to the same extent as
in Fig. 3, and (except for specific choices of the parameters)
the α dependence of t∗jk agrees qualitatively with that of the
measured teq.
Sketch of the proof of Eq. (8).—Starting from the bound on
the right-hand side of Eq. (7), we adapt a strategy used by
Arad et al. [19] and de Oliveira et al. [10] to derive a bound
on the matrix elements of a local observable in the eigen-
basis of a local Hamiltonian. Introducing the auxiliary vari-
able s > 0, we use e−sOesO = 1 and write the Hamilto-
nian as (Hn)jk = 〈Oj |esOHn e−sO|Ok〉 e−s|ok−oj |. Using
Hadamard’s formula
esOHn e−sO =
∞∑
l=0
sl
l!
K
(n)
l (15)
with the l-nested commutator K(n)l = [O, . . . , [O,H
n] · · · ],
we obtain
Λjk(t) 6 e−s|ok−oj |
∞∑
n=0
tn
n!
∞∑
l=0
sl
l!
‖K(n)l ‖. (16)
Writing the Hamiltonian and the observable as sums over local
terms, most of the local commutators in K(n)l vanish and, by
making use of combinatorial techniques detailed in the Sup-
plemental Material, we obtain
‖K(n)l ‖ 6
min(l,n)∑
j=1
{
l
j
}
n!
(n− j)! (2‖O‖)
l (kgr)j ‖H‖n−j ,
(17)
where {lj} denotes Stirling numbers of the second kind. After
some algebra detailed in the Supplemental Material, we obtain
lnΛjk(t) 6 (‖H‖ − kgr) t+ kgrt e2s‖O‖ − s|ok − oj |.
(18)
Minimizing the right-hand side of Eq. (18) over s > 0 we
arrive at our main result (8).
Conclusions.—By rewriting a quantum system as a classi-
cal network on Hilbert space, we derived a Lieb-Robinson-
type upper bound on the spreading of a perturbation across
Hilbert space. Based on this rigorous result (8), we provided a
lower estimate of the equilibration time of the corresponding
quantum system. On the technical side, the progress reported
in our work is the result of a twofold change of viewpoint:
firstly the mentioned interpretation of a quantum system as
a classical network in Hilbert space, to which classical Lieb-
Robinson techniques may be applied; and secondly, different
from existing results in the literature, the focus on a lower
bound on the equilibration time.
On the conceptual side, the main novelty of our work is that
the degree of locality of the Hamiltonian and observable en-
ters the bound (8). Quantified through the parameters κ, g,
and r, locality is believed to be a key player, which is crucial
in determining the equilibration time of a quantum system. In
5the language of a classical network in Hilbert space, local-
ity implies sparseness of the network, which in turn reduces
the speed at which a perturbation can travel across the net-
work. Indeed, in the case of pronounced locality, our bound
predicts that the timescale t∗jk in Eq. (9) scales doubly log-
arithmic with the dimension of the Hilbert space. Our results
are confirmed by exact diagonalization for small system sizes,
where t∗jk is not only found to lower bound the observed equi-
libration times but also qualitatively captures some of their
functional dependencies. The rather weak notion of locality
(1) that we made use of must be considered as a first step to-
wards physically realistic estimates. Refinements that employ
locality in a stronger sense are a promising direction for future
research.
Despite these evident successes, it is worth emphasizing
that the generality of our results necessarily implies that the
bounds, albeit valid, cannot be tight in all cases. Although the
actual equilibration time of the quantum system is expected to
depend on the specific observable and initial state considered,
the choice of the observable enters in our bound only through
the locality parameters κ and r, and the choice of the initial
state enters only through |Ok−Oj |. Considering two specific
nodes xi and xj of the classical network such that Oi = Oj ,
it may be the case that one of the two is less strongly con-
nected to the rest of the network, and accordingly equilibrates
more slowly, whereas our bound estimates the corresponding
equilibration timescales of xi and xj to be identical.
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I. UPPER BOUND ONK(n)l
In this section we show by combinatorial methods how the norm of the l-nested n-commutator
K
(n)
l = [O, . . . , [O,H
n] · · · ] (1)
can be upperbounded by Eq. (17) of the main text by making use of the locality of the observable O and the Hamiltonian H . In a
first step, we reduce the n-commutator K(n)l to a combination of 1-commutators K
(1)
l = Kl and K0 = H . We can then further
use the upper bound ‖Kl‖ ≤ 2l‖O‖lkgr derived in Sec. II of this Supplemental Material.
The reduction of the n-commutator to 1-commutators rests on the expansion
K
(n)
1 = [O,H
n] = [O,H]Hn−1 +H[O,H]Hn−2 + · · ·+Hn−1[O,H]
= K1H
n−1 +HK1Hn−2 + · · ·+Hn−1K1.
(2)
For the 2-nested commutator we obtain
K
(n)
2 = [O, [O,H
n]] = [O,K
(n)
1 ]
= K2K
n−1
0 +K1K1K
n−2
0 + · · ·+K1Kn−20 K1
+K1K1K
n−2
0 +K0K2K
n−2
0 + · · ·+K0K1Kn−30 K1
+ . . .
+K1K
n−2
0 K1 +K0K1K
n−3
0 K1 + · · ·+Kn−10 K2,
(3)
where each line on the right-hand side of (3) corresponds to one of the terms in the second line of (2). If we denote by Kl(j) a
commutator at position j in one of the products in (3), we employ a combinatorial picture and interpret Kl(j) as placing l balls
into the jth box, and the factors K0(j) = H as empty boxes. We illustrate the correspondence of the above expansion to this
combinatorial problem in Fig. 1 for n = 4.
Importantly, both the boxes and the balls need to be considered distinct. The boxes are distinct because the operators are
noncommuting. The balls need to be considered distinct due to the recursive structure of the K(n)l : If we label the balls by l
depending on the recursion level in which they are placed, we see that, for instance, the term K1K1Kn−20 of K
(n)
2 above can
arise either by putting the l = 1 ball into the j = 2 box and the l = 2 ball into the j = 1 box, or the other way around. The order
at which balls are put into boxes does not matter; see Fig. 2 for an illustration.
Hence, the first combinatorial problem we encounter is concerned with the number of ways in which l distinct balls can be
placed into n distinct boxes, where the order of balls does not matter. For deriving an upper bound on K(n)l , we will introduce
an additional constraint into the first combinatorial problem, which leads to a second combinatorial problem, which we are able
to solve. A key observation is that, when upperbounding the norm of the terms in (3), we can write for example
‖K1HK2Hn−3‖ ≤ ‖K2‖ ‖K1‖ ‖H‖n−2. (4)
Applied to all terms in (3) we obtain
‖K(n)l ‖ ≤
min(l,n)∑
j=1
∑
{li|j}
a{li|j}‖Kl1‖ ‖Kl2‖ · · · ‖Klj‖ ‖H‖n−j , (5)
∗ danielnickelsen@sun.ac.za
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2FIG. 1. The first combinatorial problem. Shown is a graphical representation of the expansion of K(4)2 as an example for (3). The distinct balls
are enumerated according to l = 1 and l = 2.
where the second sum is over all integer partitions of l into j parts (i.e., all sets of j nonnegative integers {li} satisfying
l1 + l2 + · · · + lj = l) and the first sum is over all possible numbers of non-empty boxes, which is limited by min(l, n) from
above. Since the factors in each term now commute, terms that were distinct before are now identical, and we need to account
for the multiplicities of those terms. In (5), we denoted these multiplicities by a{li|j}, to be determined later.
At this point we substitute the upper bound (21), derived in Sec. II of this Supplemental Material, into (5) to obtain∑
{li|j}
a{li|j}‖Kl1‖ ‖Kl2‖ · · · ‖Klj‖ ‖H‖n−j ≤ pj(n, l)(2‖O‖)l(kgr)j‖H‖n−j . (6)
The terms on the right-hand side of (6) do not anymore depend on the individual partitions {li|j}, but only on the number of
terms that correspond to j non-empty boxes. The second combinatorial problem hence asks for the number of ways in which
l distinct balls can be placed into n distinct boxes under the constraint that only j of the n boxes are used. The answer to this
problem determines the factor pj(n, l) ≡
∑
{li|j} a{li|j} in (6), which can be derived in two steps.
First we use that the Stirling number of second kind determines the number of ways in which l distinct balls can be placed
into j ≤ n identical boxes, under the additional requirement that no box remains empty (and the order of balls do not matter),
S(l, j) ≡
{
l
j
}
=
1
j!
j∑
k=0
(−1)j−k
(
j
k
)
kl. (7)
In the second step, we need to factor in the extra configurations due to n − j empty boxes and having distinct boxes instead of
identical boxes. In Fig. 3 we illustrate the situation for l = 6 balls and n = 4 boxes for different numbers j of non-empty boxes.
To account for the extra configurations, we need to swap the boxes for each j in all possible ways. The number of permutations
over all n boxes, including the empty ones, is n!/(n− j)!, which solves our second combinatorial problem
pj(n, l) =
{
l
j
}
n!
(n− j)! . (8)
FIG. 2. Illustration of the configurations that need to be considered distinct in order to correctly count the terms in K(n)l , here for K
(4)
3 . The
configurations in the top and bottom rows are distinct due to the balls being distinct, whereas the configurations in the columns are identical
since the order of balls does not matter. The balls are labelled according to l = 1, l = 2 and l = 3.
3FIG. 3. The second combinatorial problem. Each row considers the number of ways to place l = 6 distinct balls into j ≤ n = 4 identical
boxes, under the additional constraint that no box remains empty (permutations due to distinct balls are not shown; order of balls do not
matter, c.f. Fig. 2). The number of configurations of each j is given by the Stirling number of the second kind, S(l, j) in (7), the number of
permutations due to all n distinct boxes, including the n− j empty boxes, is given by the factor n!/(n− j)!.
Our reasoning is confirmed by the sum rule for l ≤ n,
l∑
j=1
{
l
j
}
n!
(n− j)! = n
l, (9)
which agrees with the total number of terms in the expansion of K(n)l in the first combinatorial problem.
Plugging (6) and (8) into (5) we arrive at the bound
‖K(n)l ‖ ≤ (2‖O‖)l
min(l,n)∑
j=1
{
l
j
}
n!
(n− j)! (kgr)
j‖H‖n−j . (10)
Inserting (10) into Eq. (16) of the main text, we can write
Λjk(t) ≤
∞∑
n=0
tn
n!
∣∣(Hn)jk∣∣ ≤ ∞∑
n=0
tn
n!
e−s|oj−ok|
∞∑
l=0
sl
l!
‖K(n)l ‖ (11a)
≤ e−s|oj−ok|
∞∑
n=0
tn
n!
∞∑
l=0
sl
l!
(2‖O‖)l
min(l,n)∑
j=1
{
l
j
}
n!
(n− j)! (kgr)
j‖H‖n−j (11b)
= e−s|oj−ok|
∞∑
n=0
tn
∞∑
l=0
(2s‖O‖)l
l!
min(l,n)∑
j=1
{
l
j
} ‖H‖n−j
(n− j)! (kgr)
j . (11c)
Next we exchange the order of the sums and split the n-sum into contributions for n ≤ l and n > l, respectively, leading to
∞∑
n=0
tn
∞∑
l=0
(2s‖O‖)l
l!
min(l,n)∑
j=1
{
l
j
} ‖H‖n−j
(n− j)! (kgr)
j =
∞∑
l=0
(2s‖O‖)l
l!
[
Σ1(l) + Σ2(l)
]
(12)
with
Σ1 =
l∑
n=0
tn
n∑
j=1
{
l
j
} ‖H‖n−j
(n− j)! (kgr)
j =
l∑
j=1
{
l
j
}
(kgr)j
l∑
n=j
tn
‖H‖n−j
(n− j)! (13)
and
Σ2 =
∞∑
n=l+1
tn
l∑
j=1
{
l
j
} ‖H‖n−j
(n− j)! (kgr)
j =
l∑
j=1
{
l
j
}
(kgr)j
∞∑
n=l+1
tn
‖H‖n−j
(n− j)! . (14)
4We can then recombine Σ1 and Σ2 and simplify to
∞∑
l=0
(2s‖O‖)l
l!
[
Σ1(l) + Σ2(l)
]
=
∞∑
l=0
(2s‖O‖)l
l!
l∑
j=1
{
l
j
}
(kgr)j
∞∑
n=j
tn
‖H‖n−j
(n− j)! (15a)
=
∞∑
l=0
(2s‖O‖)l
l!
l∑
j=1
{
l
j
}
(kgr)je‖H‖ttj (15b)
= e‖H‖t
∞∑
l=0
(2s‖O‖)l
l!
l∑
j=1
{
l
j
}
zj = e‖H‖t
∞∑
l=0
(2s‖O‖)l
l!
Bl(z) (15c)
= e‖H‖t exp
[(
e2s‖O‖ − 1
)
z
]
(15d)
with z = kgrt. Bl(z) in (15c) denotes the Bell polynomials, whose exponential generating function is known and leads to (15d).
Plugging (12) and (15d) into (11c) we obtain Eq. (18) of the main text.
II. UPPER BOUND ONKl
In this section we adapt a strategy from Refs. [1, 2] to obtain, for local observables and Hamiltonians, an upper bound on the
l-nested commutator
Kl = [O, . . . , [O,H] · · · ]. (16)
We estimate ‖Kl‖ in terms of ‖K1‖ by writing
‖Kl‖ ≤ ‖[O, . . . , [O,H] · · · ]‖ ≤ 2l−1‖O‖l−1‖K1‖. (17)
Making use of the decompositions of Hamiltonian and observable as sums of local terms as introduced in the main text, the
1-nested commutator becomes
K1 =
∑
X,Y
[ωY , hX ]. (18)
At the expense of doublecounting of some terms, we can rewrite the summations in (18) as
‖K1‖ ≤
∥∥∥∑
Y
∑
i∈Y
∑
X3i
[ωY , hX ]
∥∥∥, (19)
where X 3 i denotes all subsets X ∈ N that contain i. For a κ-local observable as introduced in Eq. (2) of the main text, we
can upperbound
‖K1‖ ≤
∑
y
k
∥∥∥∑
x3i
[ωy, hx]
∥∥∥ ≤∑
y
2k‖ωy‖
∥∥∥∑
x3i
hx
∥∥∥ ≤ 2‖O‖kgr (20)
with g and r as defined in the main text. Inserting (20) into (17) we obtain the bound
‖Kl‖ ≤ 2l‖O‖lkgr (21)
for the l-nested commutator.
The above strategy of proof could also be applied directly to the l-nested commutator (16), without resorting to (17), by
iteratively counting the number of nonvanishing terms in [O,K1], [O,K2], . . . , [O,Kl−1]. Surprisingly, because of excessive
multiple-counting of terms, the resulting bound is less tight than (21) and entails divergences in the subsequent calculations.
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