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“A	   science	   of	   the	  mind	  must	   reduce	  …	   complexities	   (of	   behavior)	   to	   their	   elements.	   A	   science	   of	   the	  
brain	  must	  point	  out	  the	   functions	  of	   its	  elements.	  A	  science	  of	  the	  relations	  of	  mind	  and	  brain	  must	  






LIST	  OF	  ABBREVIATIONS	  
ACC	   	   Anterior	  cingulate	  cortex	  
BOLD	   	   Blood	  oxygen	  level-­‐dependent	  
dAN	   	   Dorsal	  attention	  network	   	   	  
DMN	   	   Default	  mode	  network	  
DTI	   	   Diffusion	  tensor	  imaging	   	   	   	   	   	   	  
EEG	   	   Electroencephalography	  
EC	   	   Eyes	  closed	  
EO	   	   Eyes	  open	  
ERP	   	   Event-­‐related	  potential	  
FM	   	   Frontal-­‐midline	  
fMRI	   	   Functional	  magnetic	  resonance	  imaging	   	  
GFS	   	   Global	  field	  synchronization	  
Hz	   	   Hertz	  
ICA	   	   Independent	  component	  analysis	  
IPL	   	   Inferior	  parietal	  lobule	  
LFP	   	   Local	  field	  potential	  
lWMN	  	  	   Left	  working	  memory	  network	  
MEG	   	   Magnetoencephalography	  
mPFC	   	   Medial	  prefrontal	  cortex	  
MRI	   	   Magnetic	  resonance	  imaging	  
PCC	   	   Posterior	  cingulate	  cortex	  
PET	   	   Positron	  emission	  tomography	  
PrC	   	   Precuneus	  
rWMN	  	   Right	  working	  memory	  network	   	  
ROI	   	   Region	  of	  interest	  
RSN	   	   Resting	  state	  network	  
tDCS	   	   Transcranial	  direct	  current	  stimulation	  	  
TCN	   	   Temporally	  coherent	  network	   	  
TMS	   	   Transcranial	  magnetic	  stimulation	  	   	   	   	  
WM	   	   Working	  memory	   	   	  
	  





A	   primary	   goal	   of	   neuroscience	   research	   on	   psychiatric	   disorders	   such	   as	  
schizophrenia	   is	   to	   enhance	   the	   current	   understanding	   of	   underlying	   biological	  
mechanisms	  in	  order	  to	  develop	  novel	  interventions.	  
	   Human	   brain	   functions	   are	   maintained	   through	   activity	   of	   large-­‐scale	   brain	  
networks.	  Accordingly,	  deficient	  perceptual	  and	  cognitive	  processing	  can	  be	  caused	  by	  
failures	   of	   functional	   integration	   within	   networks,	   as	   reflected	   by	   the	   disconnection	  
hypothesis	  of	  schizophrenia.	  Various	  neuroimaging	  techniques	  can	  be	  applied	  to	  study	  
functional	   brain	   networks,	   each	   having	   different	   strengths.	   Frequently	   used	  
complementary	   methods	   are	   the	   electroencephalography	   (EEG)	   and	   functional	  
magnetic	  resonance	  imaging	  (fMRI),	  which	  were	  shown	  to	  have	  a	  common	  basis.	  Given	  
the	   feasibility	  of	   combined	  EEG	  and	   fMRI	  measurement,	  EEG	  signatures	  of	   functional	  
networks	   have	   been	   described,	   providing	   complimentary	   information	   about	   the	  
functional	   state	   of	   networks.	   Both	   at	   rest	   and	   during	   task	   completion,	   many	  
independent	   EEG	   and	   fMRI	   studies	   confirmed	   deficient	   network	   connectivity	   in	  
schizophrenia.	   However,	   a	   rather	   diffuse	   picture	   with	   hyper-­‐	   and	   hypo-­‐	   activations	  
within	  and	  between	  specific	  networks	  was	  reported.	  Furthermore,	  the	  theory	  of	  state	  
dependent	   information	   processing	   argues	   that	   spontaneous	   and	   prestimulus	   brain	  
activity	   interacts	   with	   upcoming	   task-­‐related	   processes.	   Consequently,	   observed	  
network	  deficits	  that	  vary	  according	  to	  task	  conditions	  could	  be	  caused	  by	  differences	  
in	  resting	  or	  prestimulus	  state	  in	  schizophrenia.	  
	   Based	   on	   that	   background,	   the	   present	   thesis	   aimed	   to	   increase	   the	  
understanding	  of	  aberrant	  functional	  networks	  in	  schizophrenia	  by	  using	  simultaneous	  
EEG-­‐fMRI	  under	  different	   conditions.	  One	   study	   investigated	   integrative	  mechanisms	  
of	   networks	   during	   eyes-­‐open	   (EO)	   resting	   state	   using	   a	   common-­‐phase	  
synchronization	  measure	   in	  an	  EEG-­‐informed	   fMRI	  analysis	   (study	  3).	  The	  other	   two	  
studies	  (studies	  1&2)	  used	  an	   fMRI-­‐informed	  EEG	  analysis:	  The	  second	  study	  was	  an	  
extension	  of	  the	  first,	  which	  was	  performed	  in	  healthy	  subjects	  only.	  Hence,	  the	  same	  
methodologies	   and	   analyses	   were	   applied	   in	   both	   studies,	   but	   in	   the	   second	   study	  
schizophrenia	  patients	  were	  compared	   to	  healthy	  controls.	  The	  associations	  between	  
four	   temporally	   coherent	   networks	   (TCNs)	   –	   the	   default	   mode	   network	   (DMN),	   the	  
dorsal	   attention	  network	   (dAN),	   left	   and	   right	  working	  memory	  networks	   (WMNs)	  –	  
and	  power	  of	  three	  EEG	  frequency	  bands	  (theta,	  alpha,	  and	  beta	  band)	  during	  a	  verbal	  




	   Both	  resting	  state	  and	  task-­‐related	  studies	  performed	  in	  schizophrenia	  patients	  
(studies	  2&3)	  revealed	  altered	  activation	  strength,	  functional	  states	  and	  interaction	  of	  
TCNs,	  especially	  of	  the	  DMN.	  During	  rest	  (study	  3),	  the	  DMN	  was	  differently	  integrated	  
through	   common-­‐phase	   synchronization	   in	   the	   delta	   (0.5	   –	   3.5Hz)	   and	   beta	   (13	   –	  
30Hz)	  band.	  At	  prestimulus	  states	  of	  a	  verbal	  WM	  task,	  however,	  study	  2	  did	  not	  reveal	  
differences	  in	  the	  activation	  level	  of	  the	  DMN	  between	  groups.	  Furthermore,	  from	  pre-­‐
to-­‐post	  stimulus,	  the	  association	  of	  the	  DMN	  with	  frontal-­‐midline	  (FM)	  theta	  (3	  –	  7Hz)	  
band	  was	   altered,	   and	   a	   reduced	   suppression	   of	   the	  DMN	  during	  WM	   retention	  was	  
detected.	   Schizophrenia	   patients	   also	   demonstrated	   abnormal	   interactions	   between	  
networks:	   the	   DMN	   and	   dAN	   showed	   a	   reduced	   anti-­‐correlation	   and	   the	   WMNs	  
demonstrated	  an	  absent	  lateralization	  effect	  (study	  2).	  
	   The	  view	  that	  schizophrenia	  patients	  display	  TCN	  deficiencies	   is	  supported	  by	  
the	   results	   of	   the	   present	   thesis.	   Especially	   the	  DMN	   and	   its	   interaction	   to	   the	   task-­‐
positive	   dAN	   showed	   specific	   alterations	   at	   different	   mental	   states	   and	   their	  
interaction	   (during	   rest	   and	   from	   pre-­‐to-­‐post	   stimulus).	   Those	   alterations	   might	   at	  
least	   partly	   explain	   observed	   symptomatology	   as	   attentional	   orientation	   deficits	   in	  
patients.	   To	   conclude,	   functional	   networks	   as	   the	   DMN	   might	   represent	   promising	  
targets	   for	   novel	   treatment	   options	   such	   as	   neurofeedback	   or	   transcranial	   direct	  
current	  stimulation	  (tDCS).	  





Human	  brain	  functions	  and	  cognition	  rely	  on	  activity	  within	  large-­‐scale	  and	  distributed	  
brain	   networks	   (McIntosh	   1999,	   McIntosh	   2000).	   A	   network	   consists	   of	   integrated	  
distributed	   regions	   that	   facilitate	   specific	   perceptual	   or	   cognitive	   operations.	   Hence,	  
the	  resulting	  mental	  operation	  underlying	  a	  network	  reflects	  an	  integration	  of	  all	  those	  
single	  operations	  from	  included	  regions.	  Aberrant	  perceptual	  and	  cognitive	  states	  can	  
thus	  be	   attributed	   to	   functional	   integration	   failures	  within	  brain	  networks.	  This	   idea	  
was	   translated	   to	  psychiatry	  with	   the	  description	  of	  schizophrenia	  as	  a	  disconnection	  
syndrome	   (Friston	   and	   Frith	   1995).	   When	   complementary	   neuroimaging	   techniques	  
such	   as	   functional	   magnetic	   resonance	   imaging	   (fMRI)	   and	   electroencephalography	  
(EEG)	   are	   independently	   used,	   different	   network	   properties	   are	   revealed	   without	  
knowing	  whether	  they	  both	  originate	  from	  the	  same	  network:	  Using	  fMRI,	  functionally	  
co-­‐activated	   regions	   can	   be	   identified	  with	   high	   spatial	   resolution,	  whereas	   the	   high	  
temporal	   resolution	   of	   the	   EEG	   can	   provide	   information	   regarding	   frequency,	  
amplitude	  and	  phase	  synchronization	  of	  oscillating	  neuronal	  populations	  measured	  on	  
the	   scalp.	   Examining	   the	   brain’s	   intrinsic	   functional	   activity	   provides	   additional	  
information	  to	  the	  study	  of	  task-­‐related	  activity	  to	  characterize	  human	  brain	  functions	  
and	   to	   detect	   biological	   markers	   of	   neurological	   and	   psychiatric	   diseases	   (Fox	   and	  
Raichle	   2007).	   Additionally,	   according	   to	   the	   framework	   of	   state	   dependent	  
information	   processing,	   the	   brains	   intrinsic	   state	   interacts	  with	   the	   typical	   response	  
patterns	  elicited	  by	   internal	  (e.g.	  memories,	   thoughts,	  and	  emotions)	  or	  external	  (e.g.	  
sensory	  information,	  task	  performance)	  stimuli.	  Consequently,	  inter-­‐trial	  variability	  in	  
healthy	  subjects,	  as	  well	  as	  altered	  activation	  patterns	  found	  in	  patients,	  is	  potentially	  
explainable	  by	  differences	  in	  the	  brain’s	  prestimulus	  or	  resting	  state.	  
	   The	   present	   thesis	   aimed	   to	   elucidate	   functional	   large-­‐scale	   networks	   in	  
schizophrenia	  patients	  from	  different	  angles:	  during	  rest	  and	  within	  task-­‐related	  states	  
from	  pre-­‐to-­‐post	  stimulus,	  as	  well	  using	  the	  combined	  measurement	  of	  EEG	  and	  fMRI.	  
The	   thesis	   is	   structured	   into	   four	   chapters.	   The	   first	   chapter	   covers	   the	   theoretical	  
background	  including	  schizophrenia,	  cerebral	  networks,	  the	  disconnection	  hypothesis	  
of	   schizophrenia,	   as	   well	   as	   the	   hallmark	   theory	   of	   state	   dependent	   information	  
processing.	   The	   second	   chapter,	   Empirical	   contribution,	   contains	   the	   results	   of	   the	  
three	   studies	   conducted	   within	   this	   project:	   The	   first	   study	   “Pre-­‐stimulus	   BOLD-­‐
network	  activation	  modulates	  EEG	  spectral	  activity	  during	  working	  memory	  retention”,	  




Working	  Memory	  Dysfunctions	   in	   Patients	  with	   Schizophrenia”,	   and	   the	   third	   entitled	  
“Delta	  EEG	  synchronization	  linked	  to	  DMN	  activity	  in	  schizophrenia”.	  The	   third	  chapter	  
concludes	  with	   a	   discussion	   of	   the	   overall	   findings	  within	   the	   context	   of	   the	   current	  
status.	   And	   finally,	   some	   future	   directions	   for	   research	   are	   presented	   in	   the	   chapter	  
Perspectives.	  	  
1.1 Schizophrenia	  	  
1.1.1 Epidemiology	  and	  phenomenology	  
Every	  year,	   it	   is	  estimated	  that	  roughly	  1%	  of	  the	  worldwide	  population	  is	  diagnosed	  
with	   schizophrenia	   and	   that	   two	   third	   of	   those	   people	   developing	   schizophrenia	  
require	   professional	   assistance	   within	   a	   few	   years	   after	   illness	   onset	   (Andreasen	  
2000).	  The	  heterogeneity	  of	   this	   severe	  mental	   illness	   is	   illustrated	  by	   the	  variety	  of	  
characteristic	  symptoms	  covering	  a	  broad	  range	  of	  human	  functions	  including:	  Reality	  
distortions	   as	   seen	   in	  delusions	   and	  hallucinations,	  disorganized	   communication	  and	  
behavior,	   reduced	   volition	   and	   motivation,	   abnormal	   motor	   behavior	   and	   affective	  
experience,	  cognitive	  impairments,	  as	  well	  as	  social	  withdrawal.	  Psychotic	  episodes	  are	  
usually	  preceded	  by	  a	  prodromal	  phase	  or	  so-­‐called	  at-­‐risk	  mental	  state	  and	  typically	  
occur	   for	   the	   first	   time	   in	   late	   adolescence	   or	   early	   adulthood	  with	  men	   tending	   to	  
experience	   earlier	   onsets	   (around	   21	   years	   of	   age)	   and	  more	   severe	   illness	   courses	  
than	  women	  (around	  27	  years	  of	  age;	  Lieberman,	  Perkins	  et	  al.	  2001,	  Saha,	  Chant	  et	  al.	  
2005,	  McGrath,	  Saha	  et	  al.	  2008,	  Addington	  and	  Heinssen	  2012).	  The	  mortality	  risk	  for	  
schizophrenia	  patients	  is	  two	  to	  three	  times	  higher	  than	  that	  of	  the	  general	  population:	  
Suicide	   is	   one	   cause,	   but	   multiple	   medical	   comorbidities	   (partly	   representing	   side	  
effects	   from	   medication)	   including	   cardiovascular	   disease,	   obesity,	   diabetes,	   and	  
substance	  abuse	  also	  contribute	   (Auquier,	  Lancon	  et	  al.	  2006).	  This	   indicates	   that,	   in	  
general,	  mental	  health	  care	  systems	  need	  to	  be	  optimized	  in	  terms	  of	  rehabilitation	  of	  
affected	   individuals	   (Saha,	  Chant	   et	   al.	   2005).	  Despite	   lower	  prevalence	   compared	   to	  
other	   mental	   illnesses	   (e.g.	   depression	   with	   worldwide	   yearly	   prevalence	   of	   3%;	  
Moussavi,	   Chatterji	   et	   al.	   2007),	   schizophrenia	   bears	   enormous	   health,	   social,	   and	  
economic	   burden	   for	   patients,	   their	   families,	   as	   well	   as	   caregivers	   and	   the	   wider	  
society	  (Global	  Burden	  of	  Disease	  Study	  2015,	  Chong,	  Teoh	  et	  al.	  2016).	  
	   To	  date,	  current	  diagnostic	  systems	  have	  not	  improved	  the	  understanding	  of	  the	  
etiology	   and	   pathophysiologic	   mechanisms	   of	   schizophrenia.	   Typically,	   diagnosis	   is	  




American	  Psychiatric	  Association)	  or	  the	  International	  Classification	  of	  Diseases	  (ICD;	  
World	   Health	   Organization,	   WHO).	   These	   systems	   date	   back	   to	   early	   classification	  
attempts	  by	  Emil	  Kraeplin	   (1887),	  Eugen	  Bleuler	   (1911)	   and	  Kurt	   Schneider	   (1939).	  
The	   division	   into	   first	   and	   second	   rank	   symptoms	   as	   defined	   by	   Kurt	   Schneider	  
particularly	   influenced	   these	  diagnostic	   systems.	  First	   rank	   symptoms,	   considered	  as	  
especially	   representative	   for	   the	   disease,	   mainly	   included	   auditory	   hallucinations,	  
passivity	  experiences,	  thought	  withdrawal,	  thought	  insertion,	  thought	  broadcasting,	  or	  
diffusion	  and	  delusional	  perception.	  In	  contrast	  to	  Kraeplin	  and	  Bleuler,	  Schneider	  did	  
not	  attempt	  to	  link	  symptoms	  with	  neurophysiological	  correlates.	  
However,	  there	  is	  strong	  evidence	  that	  biological	  causes	  underlie	  schizophrenia.	  
First,	  besides	  small	  but	  important	  environmental	  effects	  (around	  11%),	  there	  is	  a	  high	  
heritability	   of	   the	   disease,	   estimated	   around	   81%	   (Sullivan,	   Kendler	   et	   al.	   2003).	  
Second,	   evidence	   comes	   from	   the	   fact	   that	   patients	   respond	   to	   pharmacological	  
treatment,	  and	  that	  it	  is	  possible	  to	  induce	  psychotic-­‐like	  symptoms	  in	  healthy	  subjects	  
by	  ketamine	  intake	  (Kleinloog,	  Uit	  den	  Boogaard	  et	  al.	  2015).	  
1.1.2 From	  the	  perspective	  of	  biological	  psychiatry	  
As	   other	   fields	   of	   medicine	   demonstrated	   improved	   diagnosis,	   treatment	   prediction	  
and	  prognosis	  of	  certain	  diseases	  by	  means	  of	  precise	  biological	  tests,	  similar	  attempts	  
were	  undertaken	  in	  psychiatry	  (Kapur	  2011).	  Over	  a	  century	  of	  biological	  research	  has	  
been	  conducted	   in	   the	   field	  of	  schizophrenia,	  yet	   the	  knowledge	  about	   its	  underlying	  
neuropathology	   has	   remained	   diffuse.	   Despite	   the	   early	   conviction	   of	   Kraeplin	   and	  
Bleuler	  that	  schizophrenia	  could	  be	  linked	  to	  an	  organic	  brain	  disorder,	  the	  interest	  of	  
biological	   research	  diminished	  due	   to	   conflicting	   results,	   as	   reflected	   for	   example	  by	  
the	   statement	   of	   Plum	   in	   1972	   that	   “schizophrenia	   is	   the	   graveyard	   of	  
neuropathologists”	  (Plum	  1972).	  Thanks	  to	  advances	  in	  neuroimaging	  techniques	  such	  
as	   computer	   tomography	   (CT)	   and	  magnetic	   resonance	   imaging	   (MRI)	   in	   the	  1970’s,	  
some	   encouraging	   reports	   initiated	   a	   new	   interest	   in	   the	   biology	   of	   schizophrenia.	  
Shenton	   et	   al	   (2001)	   reviewed	   fMRI	   studies	   from	   the	   years	   1988	   until	   2000	   and	  
summarized	   more	   definite	   brain	   abnormalities	   reported	   across	   studies.	   These	  
abnormalities	   included	  mainly	   ventricular	   enlargement,	   reduced	   grey	  matter	   volume	  
of	   medial	   temporal	   lobe	   structures	   (including	   the	   amygdala,	   hippocampus,	  
parahippocampal	   gyrus	   and	   neocortical	   temporal	   lobe	   regions),	   and	   grey	   and	  white	  




and	  parietal	   lobe	  abnormalities,	  and	  mixed	  evidence	  of	  subcortical	  regions	  (e.g.	  basal	  
ganglia	  and	  the	  thalamus)	  was	  reported	  (Shenton,	  Dickey	  et	  al.	  2001).	  An	  even	  though	  
a	   tremendous	   number	   of	   studies	   applying	   varied	   neuroimaging	   techniques	   found	  
biological	   abnormalities	   in	   all	   major	   mental	   disorders,	   it	   has	   not	   yet	   lead	   to	   useful	  
clinical	  tests	  for	  their	  diagnosis	  and	  treatment	  (Kapur,	  Phillips	  et	  al.	  2012).	  According	  
to	  Linden	  (2013),	  this	  lack	  of	  viable	  biomarkers	  despite	  the	  availability	  of	  sophisticated	  
methods	  can	  be	  ascribed,	  among	  others,	  to	  the	  following	  two	  essential	  problems:	  First,	  
the	  diagnosis	  and	  classification	  of	  diseases	  (DSM	  or	  ICD;	  Chapter	  1.1.1)	  is	  still	  based	  on	  
the	   collection	   of	   reported	   symptoms	   and	   observed	   behaviors,	   not	   biomarkers	   and	  
etiology.	   Second,	   our	   understanding	   of	   mechanisms	   underlying	   effective	   biological	  
treatments	   such	   as	   psychotropic	   drugs	   or	   brain	   stimulation	   is	   still	   scarce	   (Linden	  
2013).	  
Nevertheless,	   candidate	  endophenotypes	   for	  schizophrenia	  have	  been	  extracted	   from	  
structural	  brain	  imaging,	  EEG,	  sensorimotor	  integration,	  eye	  movements	  and	  cognitive	  
performance	   (Allen,	  Griss	  et	  al.	  2009).	  A	  promising	  approach	   to	  gain	   further	   insights	  
into	  potential	  biomarkers	  and	  possible	  treatment	  targets	  is	  through	  the	  study	  of	  large-­‐
scale	   neuronal	   networks:	   First,	   observed	   deficits	   as	   described	   earlier	   are	   diffuse,	  
affecting	   different	   brain	   circuitries	   involving	   executive	   function,	   language,	   emotion,	  
and	  motor	  domains.	  Second,	  attempts	  to	  use	  specific	  individual	  brain	  regions	  to	  explain	  
the	   disorder	   failed.	   Third,	   the	   investigation	   of	   cerebral	   networks	   is	   enabled	   due	   to	  
major	  advances	  in	  neuroimaging	  techniques	  since	  the	  last	  25	  years.	  
1.2 Cerebral	  networks	  
In	   this	   chapter,	   essential	   terms	   and	   concepts	   regarding	   brain	   networks	   will	   be	  
specified,	  followed	  by	  short	  descriptions	  of	  two	  widely	  applied	  methodologies	  used	  to	  
characterize	  brain	  networks.	  
	   The	   structural	   and	   dynamic	   properties	   of	   complex	   networks	   have	   received	  
increased	  attention	  in	  various	  disciplines,	  ranging	  from	  systems	  neuroscience,	  physics,	  
economics,	   to	   informatics	   and	   social	   sciences	   in	   recent	   years	   (e.g.	   Strogatz	   2001,	  
Sporns,	  Chialvo	  et	  al.	  2004,	  Newman	  2006).	  In	  systems	  neuroscience,	  the	  study	  of	  brain	  
networks	  is	  conceptually	  divided	  into	  three	  main	  categories:	  Structural,	  functional,	  and	  
effective	   connectivity.	   Structural	   connectivity	   refers	   to	   the	   anatomical	   skeleton	   of	  
networks,	  the	  actual	  physical	  connections	  between	  neurons	  or	  population	  or	  neurons.	  




defined	   as	   brain	   regions	   being	   simultaneously	   activated	   and	   therefore	   forming	   a	  
functional	   entity.	   The	   last	   category,	   effective	   connectivity,	   investigates	   temporally	  
delayed	   activation	   between	   regions	   and	   thus	   reveals	   directional	   information	   of	  
functional	   causality	   between	   regions.	   These	   categories	   are	   not	   independent	   of	   each	  
other,	   as	   patterns	   of	   functional	   or	   effective	   connectivity	   are	   circumscribed	   by	  
structural	   connectivity,	   whereas	   anatomical	   substrates	   undergo	   plastic	   changes	  
depending	  on	  functional	  interactions	  (Sporns,	  Chialvo	  et	  al.	  2004).	  	  
	   This	   thesis	   focused	   on	   functionally	   connected	   large-­‐scale	   networks.	   In	   this	  
regard,	   the	   differentiation	   into	   functional	   segregation	   and	   integration	   needs	   to	   be	  
clarified.	   In	   the	   19th	   century,	   there	   were	   the	   two	   dominating	   perspectives	   of	  
localizationism	  (functional	  segregation)	  versus	  connectionism	  (functional	  integration)	  
of	  brain	  functioning	  (Friston	  2011).	  Functional	  segregation	  reflects	  the	  idea	  of	  mapping	  
certain	   mental	   functions	   onto	   circumscribed	   brain	   areas.	   But	   as	   Logothetis	   (2008)	  
nicely	  pointed	  out,	  despite	  the	  modular	  architecture	  of	  the	  brain,	  we	  will	  never	  be	  able	  
to	  link	  modules	  of	  the	  mind	  to	  brain	  structures	  due	  to	  the	  fact	  that	  a	  “unified	  mind	  has	  
no	   such	   separable	   elements”	   (Logothetis	   2008).	   Functional	   integration,	   on	   the	   other	  
hand,	   represents	   the	   interaction	   of	   those	   functionally	   specialized	   systems	   (i.e.,	  
populations	   of	   neurons,	   cortical	   areas	   and	   sub-­‐areas)	   needed	   for	   the	   integration	   of	  
sensorimotor	   information,	   and	   cognition	   (representing	   large-­‐scale	   networks;	   Friston	  
2002).	  Thus,	  both	  functional	  segregation	  and	  integration	  are	  mutually	  dependent.	  
	   In	   the	   following,	   broadly	   applied	  methods	   in	   cognitive	   neuroscience,	   EEG	   and	  
fMRI,	  and	  the	  features	  of	  brain	  networks	  they	  describe	  are	  presented.	  
1.2.1 Electroencephalography	  (EEG)	  
Since	   the	   German	   psychiatrist	   Hans	   Berger	   invented	   the	   EEG	   and	   reported	   the	   first	  
study	  in	  1929,	  it	  has	  found	  broad	  scientific	  applications	  both	  in	  basic	  and	  also	  clinical	  
research.	  The	  EEG	   is	  a	  direct	  measure	  of	  synchronous,	  cortical	  neuronal	  activity.	  The	  
firing	  of	  neurons	  is	  based	  on	  postsynaptic	  potentials,	   leading	  to	  electric	  bipolar	  fields	  
surrounding	  the	  cell	  membranes.	  Local	  field	  potentials	  (LFPs)	  are	  bioelectric	  potentials	  
measured	  from	  the	  extracellular	  neuronal	  space	  generated	  by	  synchronous	  excitation	  
of	   several	   hundreds	   of	   neurons	   (Nicholson	   1973)	   that	   reflect	   integrative	   dendritic	  
events	  and	  neuronal	   input	  rather	   than	  output	  signals.	  The	  EEG	  measures	   the	  electric	  
bipolar	   field	   resulting	   mainly	   from	   instantaneous	   LFPs	   produced	   by	   synchronously	  




human	  scalp.	  The	  EEG	  is	  well	  suited	  to	  study	  human	  information	  processing	  due	  to	  its	  
high	   temporal	  resolution	  (the	  minimal	  duration	  of	  a	  stimulus	   for	  visual	  perception	   is	  
around	  80-­‐120msec;	   Efron	  1970).	  However,	   its	   ability	   to	   spatially	   localize	   the	   active	  
neuronal	  populations	  (i.e.,	  generators)	  accounting	  for	  the	  measured	  signal	  is	  restricted	  
due	  to	  a	  combination	  of	  volume	  conduction	  and	  additivity	  of	  sources,	  which	  lead	  to	  the	  
so-­‐called	   inverse	   problem	   of	   the	   EEG.	   Volume	   conduction	   represents	   the	   tissue	  
properties	  that	  allow	  a	  flow	  of	  electric	  currents.	  In	  the	  case	  of	  EEG,	  these	  currents	  are	  
elicited	  by	  LFPs	  in	  the	  brain,	  and	  flow	  through	  the	  brain	  volume	  to	  the	  sensors	  on	  the	  
scalp.	  Volume	  conduction	  depends	  on	  physiological	   factors	  such	  as	  human	  skin,	   skull,	  
and	  cerebral	  spinal	  fluid	  that	  all	  differently	  modulate	  the	  current	  flow	  that	  is	  measured	  
on	  the	  scalp.	  Furthermore,	  there	  is	  the	  problem	  of	  additivity	  of	  sources,	  which	  means	  
that	   any	   measured	   electric	   field	   on	   the	   scalp	   reflects	   the	   sum	   of	   all	   electric	   fields	  
produced	  by	   instantaneously	  active	  sources.	  As	   there	  are	  uncountable	  possibilities	   in	  
source	   constellations	   producing	   the	   same	   electric	   field	   on	   the	   scalp,	   it	   becomes	  
impossible	   to	   uniquely	   identify	   the	   different	   generators	   involved	   in	   the	   finally	  
measured	  signal	  without	  additional	  a	  priori	  assumptions	  (Pascual-­‐Marqui,	  Sekihara	  et	  
al.	  2009).	  
	   The	   recorded	  EEG	  signal	   is	   characterized	  by	  voltage	  differences	  between	  each	  
electrode	   and	   the	   measuring	   reference.	   Resulting	   oscillations	   can	   be	   divided	   into	  
different	  frequency	  bands	  (delta	  ≅	  0.5	  –	  4Hz,	  theta	  ≅	  4	  –	  8Hz,	  alpha	  ≅	  8	  –	  13Hz,	  beta	  ≅	  
13	   –	   30Hz,	   and	   gamma	  ≅	  30	   –	   70Hz),	  which	   have	   been	   linked	   to	   relevant	   functions	  
such	   as	   vigilance,	   arousal,	   and	   specific	   mental	   operations.	   Currently,	   many	   different	  
approaches	   and	   analysis	   techniques	   are	   available	   and	  may	  be	   combined	   to	   interpret	  
the	  EEG	  signal.	  These	  approaches	  can	  be	  categorized	  into	  the	  temporal	  and	  the	  spatial	  
domain.	   The	   temporal	   domain	   involves	   the	   investigation	   of	   the	   waveforms	   of	  
oscillations	  with	  amplitude	  or	  power	  of	  frequencies	  or	  event-­‐related	  potentials	  (ERPs),	  
as	   well	   as	   phase-­‐synchronization.	   The	   spatial	   domain	   involves	   the	   analysis	   of	   scalp	  
topographies	  such	  as	  the	  so-­‐called	  microstate	  analysis	  (Koenig	  and	  Wakermann	  2009).	  
	   EEG	   is	   the	   method	   of	   choice	   for	   the	   study	   of	   sleep	   stages	   and	   epilepsy,	   but	  
typical	  markers	  have	  also	  been	  found	  in	  other	  neurologic	  and	  psychiatric	  diseases.	  In	  
schizophrenia,	  EEG	  indices	  both	  during	  resting-­‐state	  as	  well	  as	  during	  a	  broad	  range	  of	  
perceptual	  and	  higher	  cognitive	  tasks	  were	  found:	  During	  rest,	  there	  is	  solid	  evidence	  
for	  increased	  power	  in	  slower	  frequencies	  such	  as	  delta	  and	  theta	  bands	  and	  to	  some	  




Stability	  of	  phase	  
relationship Lag	  sensitive Amplitude	  matters Basis	  of	  calculation Conceptual	  background
ERD	  /	  ERS no no yes single	  electrode activation	  /	  deactivaton	  of	  "networks"
PLI	  /	  ITPC	  /	  
Coherence
yes only	  variance	  
of	  lag
no
pair	  of	  electrodes	  /	  
processes	  (problematic	  
to	  separate)
timely	  ordered	  interaction	  
of	  regions,	  potentially	  
sequential,	  causal
GFS yes yes	  (zero-­‐lag) no global	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (across	  electrodes)
simultaneity	  of	  activation	  /	  
non	  causal	  integration	  /	  
"binding"	  /	  common	  
excitability
USAGE	  OF	  THE	  TERM	  SYNCHRONIZATION
Arfken	   et	   al.	   2008,	   Galderisi,	   Mucci	   et	   al.	   2009,	   Siekmeier	   and	   Stufflebeam	   2010).	  
Furthermore,	  reductions	  in	  ERPs	  such	  as	  the	  N100	  (Rosburg,	  Boutros	  et	  al.	  2008),	  and	  
the	   highly	   replicable	   P300	   component	   (Ford	   1999)	   have	   been	   reported.	   Regarding	  
spatial	   analysis,	   differences	   in	  microstates,	   a	   concept	   introduced	   by	   Lehmann	   et	   al	  
(Lehmann	   1971,	   Lehmann,	   Ozaki	   et	   al.	   1987)	   between	   patients	   and	   controls	   were	  
found.	   Microstates	   represent	   quasi-­‐stable	   topographies	   lasting	   about	   80	   –	   120msec	  
and	   were	   consistently	   clustered	   into	   four	   typical	   scalp	   distributions	   of	   the	   electric	  
fields	   labeled	   A,	   B,	   C,	   and	   D	   (Koenig,	   Prichep	   et	   al.	   2002).	   It	   was	   found	   that	   certain	  
mental	   operations	   were	   related	   to	   specific	   microstates	   (Lehmann,	   Strik	   et	   al.	   1998,	  
Milz,	   Faber	   et	   al.	   2016)	   and	   that	   there	  was	   a	   lawful	   evolution	   of	  microstates	   across	  
developmental	   stages	   supporting	   the	   view	   that	   they	   represent	   “building	   blocks	   of	  
human	  information	  processing”	  (Koenig,	  Prichep	  et	  al.	  2002).	  In	  schizophrenia,	  a	  recent	  
meta-­‐analysis	   proved	   evidence	   of	   a	   shortened	   duration	   of	   microstates	   D,	   while	   C	  
occurred	  more	  frequently	  (Rieger,	  Diaz	  Hernandez	  et	  al.	  2016).	  
	   To	   measure	   large-­‐scale	   networks,	   there	   are	   theoretically	   two	   methods	   using	  
EEG:	   First,	   the	   microstate	   analysis	   from	   the	   spatial	   domain	   and	   second,	   phase-­‐
synchronization	   measures	   from	   the	   time	   domain.	   Given	   that	   the	   excellent	   temporal	  
resolution	  of	  the	  EEG	  allows	  for	  analyses	  of	  the	  timing	  of	  interactions,	  we	  approached	  
the	  study	  of	  networks	  by	  phase-­‐synchronization	  outlined	  in	  the	  following	  chapter.	  
1.2.1.1 Synchronization	  as	  binding	  mechanism	  
In	  neuroscience,	  synchronization	  measures	  how	  the	  phases	  of	  different	  oscillations	  are	  
systematically	  related	  or	  not,	  and	  informs	  about	  the	  temporal	  relation	  of	  ongoing	  brain	  
signal.	   This	   relation	   is	   thought	   to	   imply	   the	   presence	   of	   functional	   interactions.	   It	  
should	   be	   noted	   that	   several	   synchronization	  measures	   exist	  within	   the	   field,	  which	  
originate	  from	  different	  conceptual	  backgrounds	  and	  thus	  inform	  about	  other	  aspects	  
of	   network	   activities.	   Table	   1	   provides	   an	   overview	   of	   these	   categories	   pointing	   out	  




Table	  1:	  Overview	  of	  different	  synchronization	  measures.	  ERD	  =	  Event	  related	  desynchronization,	  
ERS	  =	  Event	  related	  synchronization;	  PLI	  =	  Phase	  locking	  index;	  ITPC	  =	  Inter-­‐trial	  phase	  coherence;	  GFS	  =	  
Global	  field	  synchronization	  
	   The	  historically	  oldest	  concepts	  are	  the	  event	  related	  synchronization	  (ERS)	  and	  
event	   related	   desynchronization	   (ERD),	   which	   reflect	   an	   increase	   or	   decrease,	  
respectively,	   of	   signal	   amplitude	   in	   a	   given	   frequency.	   Examples	   for	   this	   type	   of	  
synchronization	  are	  the	  well-­‐known	  alpha	  ERD	  in	  occipital	  areas	  in	  response	  to	  visual	  
stimulation	  or	   the	  mu	   rhythm	  suppression	   contralateral	   to	   somatomotor	   stimulation	  
(Pfurtscheller	  and	  Lopes	  da	  Silva	  1999).	  Typically,	  the	  phase	  locking	  index	  (PLI),	  inter-­‐
trial	   phase	   coherence	   (ITPC)	   and	   other	   coherence	  measures	   investigate	  whether	   the	  
phase	  difference	  between	   two	  signals	  x	   and	  y	   of	   a	  dominant	  oscillatory	  or	   frequency	  
signal,	  independent	  of	  signal	  amplitude,	  is	  constant	  over	  a	  limited	  time	  (usually	  around	  
hundreds	  of	  milliseconds;	  Varela,	  Lachaux	  et	  al.	  2001).	  On	  the	  one	  hand,	  those	  indices	  
do	  not	  consider	  the	  magnitude	  of	  the	  phase	  angle	  difference,	  and	  consider	  only	  if	  it	  is	  
stable	   across	   electrodes	   (PLI)	   or	   trials	   (ITPC).	   On	   the	   other	   hand,	   they	   may	   inform	  
about	  causality	   if	   it	   is	  possible	   to	  argue	  which	  part	  of	  a	  signal	  pair	   leads	  (cause)	  and	  
which	   part	   follows	   (effect).	   The	   last	   category,	   GFS,	   is	   non-­‐causal,	   but	   indicates	  
simultaneity	   of	   activation	   as	   it	   considers	   no	   lag	   between	   phases,	   and	   is	   also	   called	  
common-­‐phase	  synchronization.	  
	   Common-­‐phase	  synchronization	  was	  proposed	  as	  a	  main	  candidate	  mechanism	  
to	   integrate	   spatially	  distributed	  brain	  areas	   into	   transiently	   stable	  networks	   (Singer	  
1999,	  Singer	  2001,	  Varela,	  Lachaux	  et	  al.	  2001).	  The	  so-­‐called	  binding	  problem	  –	  how	  
single	   features	   of	   an	   object	   are	   bound	   together	   into	   a	   unitary	   percept	   –	   was	   first	  
addressed	   in	   studies	   of	   visual	   perception.	   Most	   investigations	   in	   visual	   binding	  
confirmed	   the	   relevance	   of	   gamma	   band	   synchronization	   both	   in	   animal	   (e.g.	   Gray,	  
Konig	   et	   al.	   1989,	   Gray	   and	   Singer	   1989)	   and	   human	   studies	   (e.g.	   Tallon-­‐Baudry,	  
Bertrand	   et	   al.	   1997,	   Rodriguez,	   George	   et	   al.	   1999,	   Lachaux,	   George	   et	   al.	   2005,	  
Uhlhaas,	   Roux	   et	   al.	   2009,	   Kottlow,	   Jann	   et	   al.	   2012),	   albeit	   applying	   different	  
synchronization	  measures.	  According	  to	  the	  review	  of	  Uhlhaas	  and	  Singer	  (2006),	  beta	  
and	   gamma	   band	   synchronization	   of	   neuronal	   oscillations	   facilitate	   many	   different	  
cognitive	   functions	   such	  as	  perceptual	   awareness	   and	  grouping,	   attention-­‐dependent	  
stimulus	   selection,	   routing	   of	   signals	   across	   distributed	   cortical	   networks,	   sensory-­‐
motor	   integration	  and	  working	  memory	  (Uhlhaas	  and	  Singer	  2006).	  The	  relevance	  of	  
binding	  processes	  for	  efficient	  cognitive	  processes	  is	  demonstrated	  by	  psychiatric	  and	  




Parkinson’s	  disease,	   schizophrenia,	   autism,	   epilepsy,	   or	  Alzheimer’s	  disease	   (Uhlhaas	  
and	  Singer	  2006,	  Burwick	  2014).	  	  
	   For	   the	   purposes	   of	   this	   thesis,	   we	   were	   interested	   in	   instantaneous	  
synchronization	   to	   measure	   functional	   connectivity,	   and	   therefore	   used	   the	   GFS	  
measure,	  introduced	  by	  Koenig	  et	  al,	  indicating	  the	  degree	  of	  zero-­‐lag	  synchronization	  
across	  all	  electrodes	  with	  a	  single	  value	  ranging	  from	  0	  (no	  synchronization)	  to	  1	  (total	  
synchronization;	   Koenig,	   Lehmann	   et	   al.	   2001).	   Given	   that	   by	   definition	   functional	  
networks	  inherently	  consist	  of	  several	  distributed	  active	  sources,	  EEG	  cannot	  describe	  
their	   anatomical	   substrates	   unambiguously	   due	   to	   the	   additivity	   of	   active	   sources	  
(Chapter	   1.2.1).	   However,	   fMRI,	   as	   presented	   in	   the	   following	   chapter,	   provides	  
detailed	  spatial	  information	  (in	  the	  range	  of	  a	  few	  millimeters)	  of	  functional	  networks.	  
1.2.2 Functional	  Magnetic	  Resonance	  Imaging	  (fMRI)	  
Regional	   brain	   activation	   changes	   are	   measured	   in	   fMRI	   by	   means	   of	   the	   blood	  
oxygenation	   level-­‐dependent	   (BOLD)	   signal	   (Ogawa,	  Lee	  et	  al.	  1990).	  The	  underlying	  
principle	  is	  that	  neural	  activation	  leads	  to	  increased	  energy	  consumption	  and	  therefore	  
more	  arterial	  blood	  flows	  into	  the	  specific	  area.	  As	  deoxygenated	  blood	  has	  a	  different	  
magnetic	   moment	   as	   oxygenated	   (paramagnetic	   versus	   magnetic),	   the	   relative	  
preponderance	   of	   one	   over	   the	   other	   leads	   to	   different	   signal	   properties	   measured	  
using	  MRI.	  Consequently,	  the	  BOLD	  signal	  reflects	  a	  mixture	  of	  the	  cerebral	  blood	  flow	  
(CBF),	  cerebral	  blood	  volume	  (CBV)	  and	  the	  oxygen	  consumption	  rate	  (CMRO2),	  which	  
are	  all	  mutually	  dependent	  (Obata,	  Liu	  et	  al.	  2004).	  As	  opposed	  to	  EEG,	  the	  BOLD	  signal	  
used	   in	   fMRI	   studies	   thus	   reflects	   an	   indirect	   measure	   of	   neuronal	   activity.	  
Furthermore,	  the	  BOLD	  signal	  has	  a	  low	  temporal	  resolution	  due	  to	  the	  hemodynamic	  
response	  function:	  It	  displays	  a	  sometimes	  reported	  initial	  dip,	  followed	  by	  a	  positive	  
peak	   within	   4	   –	   6	   seconds	   after	   stimulus	   onset	   and	   dropping	   again,	   revealing	   an	  
undershoot	  possibly	   lasting	  around	  30	  seconds	  (Buxton,	  Uludag	  et	  al.	  2004).	  Usually,	  
measures	   of	   correlation,	   coherence,	   and	   higher-­‐order	   relations	   are	   used	   to	   identify	  
network	  activations	   in	   fMRI	  data,	   as	   the	  underlying	  assumption	   is	   that	   the	  units	  of	  a	  
functional	  network	  are	  activated	   simultaneously.	   Several	   analysis	   techniques	  exist	   to	  
extract	   networks	   and	   they	   can	   be	   categorized	   into	   data-­‐driven	   or	   hypothesis-­‐driven	  
approaches.	  To	  the	  former	  category	  belongs	  the	  widely	  used	  independent	  component	  
analysis	  (ICA),	  whereas	  seed-­‐based	  or	  region	  of	  interest	  (ROI)	  analyses	  are	  hypothesis-­‐




psychophysiological	  interactions	  (PPIs),	  or	  structural	  equation	  modeling	  (SEM)	  mainly	  
belong	   to	   effective	   connectivity	   analysis,	   but	   as	   there	   are	   several	   implementation	  
techniques	  clear	  classifications	  in	  terms	  of	  functional	  or	  effective	  connectivity	  are	  not	  
possible.	   In	   general,	   it	   is	   important	   to	   note	   that	   functional	   in	   contrast	   to	   effective	  
connectivity	   is	   a	   descriptive	   analysis	   without	   any	   information	   about	   direction	   of	  
information	  flow.	  
1.2.2.1 Resting	  state	  networks	  (RSNs)	  
Scarce	   attention	  was	   directed	   to	   intrinsic	   resting	   activity	   of	   the	   brain	   applying	   fMRI	  
and	  positron	  emission	  tomography	  (PET),	  until	  Biswal	  et	  al	  (1995)	  reported	  coherent	  
slow	   frequency	   fluctuations	   (<	   1Hz)	   of	   regions	   forming	   the	   somatomotor	   network	  
usually	  seen	  during	  active	  finger	  tapping,	  while	  subjects	  were	  resting	  (Biswal,	  Yetkin	  et	  
al.	  1995).	  Thereupon,	  many	  studies	  extended	  this	   finding	  to	  other	   functional	  systems	  
such	   as	   the	   visual,	   auditory,	   language,	   episodic	   memory,	   the	   dorsal	   attention	   and	  
central	  executive	  system	  among	  others	  (Lowe,	  Mock	  et	  al.	  1998,	  Cordes,	  Haughton	  et	  al.	  
2000,	  Beckmann	  and	  Smith	  2004,	  Hampson,	  Olson	  et	  al.	  2004,	  Damoiseaux,	  Rombouts	  
et	  al.	  2006,	  De	  Luca,	  Beckmann	  et	  al.	  2006,	  Fox,	  Corbetta	  et	  al.	  2006,	  Hunter,	  Eickhoff	  et	  
al.	   2006,	   Nir,	   Hasson	   et	   al.	   2006,	   Fox	   and	   Raichle	   2007,	   Seeley,	  Menon	   et	   al.	   2007).	  
Another	  line	  of	  PET	  studies	  indicated	  decreased	  blood	  flow	  in	  widespread	  regions	  even	  
when	  contrasting	  task	  conditions	  against	  a	  passive	  control	  state	  such	  as	   lying	  quietly	  
with	  eyes	  closed	  (EC)	  or	  passively	  viewing	  a	  stimulus.	  Shulman	  et	  al	  (1997)	  aimed	  to	  
determine	   some	   consistency	   across	   those	   experiments.	   They	   concluded	   that	   those	  
decreases	  in	  blood	  flow	  were	  largely	  task	  independent	  and	  varied	  little	  in	  their	  location	  
across	  a	  variety	  of	  different	  tasks	  (Shulman,	  Fiez	  et	  al.	  1997).	  Based	  on	  that	  finding,	  the	  
paper	  entitled	  “A	  default	  mode	  of	  brain	  function”	  claimed	  that	  the	  brain	  might	  be	  in	  an	  
organized	  mode	  of	  brain	  functions	  at	  baseline	  including	  areas	  whose	  activities	  are	  shut	  
down	   during	   attention-­‐demanding,	   goal-­‐directed	   activities	   (Raichle,	   MacLeod	   et	   al.	  
2001).	  Those	  areas	  mainly	  include	  the	  medial	  prefrontal	  cortex	  (mPFC),	  the	  precuneus	  
(PrC),	   the	   anterior	   and	   posterior	   cingulate	   cortex	   (ACC,	   PCC),	   as	  well	   as	   the	   inferior	  
parietal	   lobule	   (IPL)	   and	  were	   later	   known	   as	   the	   default	  mode	   network	   (DMN;	   see	  
Figure	  1).	  The	  DMN	   is	   assumed	   to	  maintain	   self-­‐referential	   processing,	   including	   the	  
retrieval	  and	  manipulation	  of	  episodic	  and	  semantic	  memories	   (Greicius,	  Krasnow	  et	  
al.	   2003).	  As	   reviewed	  by	  Broyd	   et	   al	   (2009),	   the	  DMN	  was	   shown	   to	  persist	   during	  




sedation,	   and	   it	   is	   attenuated	   but	   not	   completely	   shut	   down	   during	   task	   situations	  
(Broyd,	   Demanuele	   et	   al.	   2009).	   Disruptions	  within	   the	   DMN	   in	   different	   neurologic	  
and	   psychiatric	   disorders	   such	   as	   Alzheimer’s	   disease,	   autism,	   depression,	   ADHD,	  
chronic	   pain,	   and	   schizophrenia	   have	   been	   reported,	   suggesting	   a	   need	   to	   further	  
understand	   the	   functional	   significance	   of	   the	   DMN	   (Greicius	   and	   Menon	   2004,	  
Kennedy,	  Redcay	  et	  al.	  2006,	  Bluhm,	  Miller	  et	  al.	  2007,	  Buckner,	  Andrews-­‐Hanna	  et	  al.	  
2008,	  Greicius	  2008).	  
	  
	  
Figure	  1:	  Often	  reported	  DMN	  hub	  regions.	  Dark	  green:	  mPFC	  =	  medial	  prefrontal	  cortex;	  light	  blue:	  	  
IPL	  =	  inferior	  parietal	  lobule;	  dark	  blue:	  PrC	  =	  Precuneus;	  violet:	  PCC	  =	  posterior	  cingulate	  cortex.	  
Templates	  used	  from	  the	  FIND	  Lab	  at	  Stanford	  University	  of	  the	  group	  headed	  by	  Michael	  Grecius.	  The	  
toolbox	  XjView,	  a	  viewing	  program	  for	  SPM	  based	  on	  Matlab,	  was	  used	  for	  visualization	  
(http://www.alivelearn.net/xjview8/)	  
	   While	  the	  DMN	  has	  probably	  received	  the	  most	  attention,	  it	  is	  part	  of	  roughly	  a	  
dozen	   so-­‐called	   resting	   state	   networks	   (RSNs)	   that	   have	   been	   identified.	   The	  
terminology	  of	  RSNs	  refers	  to	  the	  resting	  state,	  however,	  those	  networks	  are	  also	  found	  
during	   task	  situations.	  This	   fact	   led	   to	  alternative	   terms	  such	  as	   temporally	  coherent	  
networks	  (TCNs;	  Calhoun,	  Kiehl	  et	  al.	  2008)	  that	  describe	  both	  resting-­‐	  as	  well	  as	  task-­‐
related	  functional	  networks	  (from	  now	  on,	  the	  term	  TCN	  will	  be	  used	  in	  this	  thesis).	  	  
Due	   to	   the	  methodological	   complementarity	   of	   EEG	   and	   fMRI	   outlined	   earlier	  
(Chapters	   1.2.1,	   1.2.2),	   different	   features	   of	   TCNs	   are	   revealed	   by	   each	  method	   and	  
while	  one	  technique	  can	  point	  out	  a	  connection	  between	  two	  brain	  regions,	  the	  other	  




all	   possible	   combinations	   of	   how	   EEG	   and	   fMRI	   capture	   connectivity	   between	   two	  
fictive	  sources).	  Hence,	  there	  is	  a	  lack	  of	  knowledge	  how	  they	  are	  related	  to	  each	  other.	  
To	  investigate	  their	  relationship,	  multimodal	  neuroimaging	  approaches	  are	  required.	  	  
	  
Figure	  2:	  a)	  Possibilities	  of	  connectivity	  measured	  by	  means	  of	  EEG	  phase-­‐synchronization	  and	  
fMRI	  BOLD	  analyses	  between	  b)	  two	  fictive	  sources	  in	  the	  brain.	  Source	  models	  were	  created	  using	  
BESA	  Simulator	  (http://www.besa.de/downloads/tools/dipole-­‐simulator/)	  
1.2.3 Multimodal	  neuroimaging	  	  
According	   to	   Biessmann	   et	   al	   (Biessmann,	   Plis	   et	   al.	   2011),	   some	   of	   the	   main	  
advantages	   of	  multimodal	   imaging	   are	   summarized	   as	   follows:	   First,	   conjoint	   effects	  
using	   complementary	   information	   gathered	   from	   multiple	   data	   sources	   can	   be	  
revealed.	  Second,	  the	  understanding	  of	  neural	  activity	  measured	  by	  one	  single	  modality	  
can	  be	  improved	  by	  multimodal	  methods.	  Finally,	  by	  means	  of	  multimodal	  imaging,	  the	  
knowledge	   about	   pathophysiological	   processes	   in	   neurologic	   and	   psychiatric	  
conditions,	   neurovascular	   and	   neurodegenerative	   diseases	   can	   be	   deepened	   and	  
potentially	  used	  for	  diagnostic	  purposes.	  The	  simultaneous	  use	  of	  EEG	  and	  fMRI	  is	  one	  
of	  the	  most	  common	  combinations	  enabling	  high	  spatiotemporal	  resolution.	  Using	  this	  
combination	  of	   techniques,	   it	  was	  possible	   to	  assess	   the	   relationship	  between	  neural	  
and	  hemodynamic	  activity,	  the	  so-­‐called	  neurovascular	  coupling.	  Experimental	  studies	  
showed	  that	  the	  hemodynamic	  response	  is	  highly	  correlated	  with	  LFPs,	  suggesting	  that	  
the	   BOLD	   signal	   reflects	   input	   synaptic	   activity	   and	   local	   processing	   in	   a	   given	   area	  
rather	   than	  the	  output	  spiking	  activity	   (Lauritzen	  2001,	  Logothetis,	  Pauls	  et	  al.	  2001,	  




insights,	   the	   exact	   nature	   of	   the	   neurovascular	   coupling	   remains	   unclear	   (Logothetis	  
2008)	  and	  further	  investigations	  are	  still	  necessary	  in	  multimodal	  imaging.	  
1.2.3.1 Combined	  EEG-­‐fMRI	  
Initially,	   the	  development	  of	  EEG-­‐fMRI	  acquisition	  was	  driven	  by	  a	  clinical	   interest	   in	  
relating	  epileptic	  discharges	  measured	  via	   surface	  EEG	  with	   the	   fMRI-­‐BOLD	  signal	   to	  
detect	   origins	   of	   the	   spikes	   with	   a	   high	   spatiotemporal	   resolution	   (Rosenkranz	   and	  
Lemieux	   2010).	   Since	   the	   first	   reported	   EEG-­‐fMRI	   study	   dating	   back	   to	   1993	   (Ives,	  
Warach	  et	  al.	  1993),	  this	  approach	  has	  been	  widely	  applied	  in	  basic	  as	  well	  as	  clinical	  
research	  (Jann,	  Wiest	  et	  al.	  2008,	  Scheidegger,	  Wiest	  et	  al.	  2013,	  Wiest,	  Estermann	  et	  al.	  
2013).	  	  
	   Most	   studies	   interested	   to	   find	   the	  hemodynamic	   counterparts	  of	  EEG	  activity	  
(EEG-­‐informed	  fMRI	  analyses)	  used	  amplitude	  (Feige,	  Scheffler	  et	  al.	  2005,	  de	  Munck,	  
Goncalves	  et	  al.	  2007),	  or	  power	  (Goldman,	  Stern	  et	  al.	  2002,	  Laufs,	  Kleinschmidt	  et	  al.	  
2003,	  Laufs,	  Krakow	  et	  al.	  2003,	  Moosmann,	  Ritter	  et	  al.	  2003)	  in	  the	  alpha	  frequency	  
range.	  Consistently,	   negative	   correlations	  between	  alpha	  band	  and	  activity	   in	   fronto-­‐
parietal	   and	   occipital	   areas,	   and	   some	   positive	   associations	   between	   the	   thalamus	  
(thought	  as	  generator	  of	  alpha	  oscillations,	  e.g.	  da	  Silva,	  van	  Lierop	  et	  al.	  1973)	  and	  the	  
insula	  were	  reported	  (e.g.	  Goldman,	  Stern	  et	  al.	  2002,	  de	  Munck,	  Goncalves	  et	  al.	  2007,	  
Tyvaert,	  Levan	  et	  al.	  2008).	  Studies	  including	  additional	  frequency	  bands	  found	  mainly	  
alpha	  and	  beta	  band	  to	  be	  positively	  linked	  to	  the	  DMN	  (Laufs,	  Kleinschmidt	  et	  al.	  2003,	  
Mantini,	  Perrucci	  et	  al.	  2007,	   Jann,	  Dierks	  et	  al.	  2009,	   Jann,	  Kottlow	  et	  al.	  2010),	   and	  
negatively	   to	   the	   dAN	   (Laufs,	   Krakow	   et	   al.	   2003,	   Mantini,	   Perrucci	   et	   al.	   2007).	  
Furthermore,	   reports	   about	   inverse	   relations	   of	   the	   DMN	  with	   frontal-­‐midline	   (FM)	  
theta	  band	  during	  rest	  (Scheeringa,	  Bastiaansen	  et	  al.	  2008,	  Jann,	  Kottlow	  et	  al.	  2010)	  
and	  working	  memory	  (WM)	  tasks	  (Meltzer,	  Negishi	  et	  al.	  2007,	  Michels,	  Bucher	  et	  al.	  
2010,	  Kottlow,	  Schlaepfer	  et	  al.	  2015)	  were	  reported.	   Jann	  et	  al	  (2010)	  were	  the	  first	  
who	  related	  fluctuations	  of	  EEG	  spectral	  power	  at	  each	  electrode	  to	  fluctuations	  of	  ten	  
TCNs	   and	   found	   typical	   topographic	   EEG	   signatures	   for	   each	   TCN.	   As	   a	   general	  
observation,	  they	  reported	  a	  dissociation	  between	  lower	  sensory	  and	  higher	  cognitive	  
TCNs:	   On	   the	   one	   side,	   mainly	   positive	   relations	   of	   higher	   cognitive	   TCNs	   including	  
self-­‐referential	   processing	   (DMN),	   attention	   (frontoparietal	   control	   network,	   frontal	  
attention	  network)	  and	  WM	  (left	  and	  right	  WMN)	  to	  alpha	  and	  beta	  band	  were	  found.	  




somatomotor	   processing	   were	   characterized	   by	   lower	   delta	   and	   theta	   band	   power	  
increases	  (Jann,	  Kottlow	  et	  al.	  2010).	  	  
	   Regarding	  measures	  of	  EEG	  synchronization,	  two	  studies	  performed	  voxelwise	  
correlations	   of	   GFS	   values	   with	   fMRI-­‐BOLD	   fluctuations.	   Kottlow	   et	   al	   (2012)	   found	  
increased	   GFS	   gamma	   band	   during	   moments	   of	   perceiving	   a	   schematic	   face	   (as	  
opposed	   to	   moments	   where	   pieces	   of	   the	   face	   where	   randomly	   moving).	   Those	  
increments	  were	   related	   to	   the	  bilateral	  middle	   fusiform	  gyrus	   and	   left	   PrC	   (regions	  
relevant	  for	  face	  perception	  and	  visual	  processing	  in	  general;	  Kottlow,	  Jann	  et	  al.	  2012).	  
Another	  study	  relating	  GFS	  alpha	  band	  to	  BOLD	  fluctuations	  found	  overlapping	  areas	  of	  
lower	  GFS	   alpha	   (8.5	   –	   10.5Hz)	  with	   the	   dAN,	  whereas	   upper	   alpha	   (10.5	   –	   12.5Hz)	  
coincided	  with	  the	  DMN	  (Jann,	  Dierks	  et	  al.	  2009).	  
	   In	  schizophrenia,	  six	  studies	  have	  so	  far	  simultaneously	  acquired	  EEG-­‐fMRI,	  five	  
of	  which	  did	  so	  during	  tasks	  and	  only	  one	  during	  rest.	  During	  resting	  state,	  Razavi	  et	  al	  
(2013)	  found	  the	  DMN	  and	  left	  WMN	  to	  be	  coupled	  with	  lower	  frequencies	  in	  patients	  
with	  schizophrenia	  than	  in	  healthy	  controls	  (Razavi,	  Jann	  et	  al.	  2013).	  Regarding	  task-­‐
related	   studies,	   one	   explored	   auditory	   evoked	   gamma	   band	   response	   (aeGBR)	   in	  
subjects	  at	  high	  risk	  for	  psychosis	  and	  found	  reduction	  of	  the	  aeGBR	  related	  network	  
compared	   to	   controls	   (Leicht,	  Vauth	  et	  al.	  2016).	  Another	   study	   investigated	  sensory	  
gating	  using	  a	   somatosensory	  P50	  suppression	  paradigm	  and	   found	   that	  of	  all	  of	   the	  
structures	   involved	   in	   the	   P50	   suppression,	   only	   the	   hippocampus	   and	   thalamus	  
showed	   altered	   sensory	   processing	   in	   schizophrenia	   patients	   (Bak,	   Rostrup	   et	   al.	  
2014).	  Foucher	  et	  al	  (2011)	  investigated	  if	  hypoactive	  regions	  observed	  in	  a	  WM	  task	  
were	  sensitive	  to	  arousal	  as	  indicated	  by	  EEG	  low	  frequencies	  in	  patients.	  The	  results	  
indicated	   that	   first,	  most	   of	   the	   regions	   that	  were	  hypoactive	  during	   the	  WM	   task	   in	  
patients	   were	   part	   of	   regions	   modulated	   by	   arousal.	   Second,	   this	   modulation	   was	  
reduced	   in	   patients	   compared	   to	   controls.	   However,	   other	   task-­‐related	   and	   arousal	  
sensitive	  regions	  did	  not	  show	  to	  be	  hypoactive	  in	  patients	  and	  patients	  did	  not	  show	  a	  
general	  arousal	  deficit	  (Foucher,	  Luck	  et	  al.	  2011).	  Two	  papers	  used	  an	  oddball	  task	  as	  
an	  experimental	  manipulation.	  The	  first	  explored	  differences	  in	  neuronal	  correlates	  of	  
the	   N200	   elicited	   by	   deviant	   stimuli	   using	   an	   EEG-­‐informed	   fMRI	   analysis.	   They	  
reported	   about	   patients	   displaying	   differences	   in	   amplitude	   and	   temporal	   evolution	  
pattern	  of	  the	  N200	  response	  (Calhoun,	  Wu	  et	  al.	  2010).	  The	  other	  group	  investigated	  
the	   effect	   of	   nicotine	   on	   the	   P300	   and	   its	   BOLD	   correlates	   and	   found	   an	   increase	   in	  




between	   healthy	   controls	   and	   schizophrenia	   patients	   (Mobascher,	   Warbrick	   et	   al.	  
2012).	  	  
1.3 Schizophrenia	  as	  disconnection	  syndrome	  
With	  the	  conceptual	  emergence	  of	  functional	  connectivity	  in	  neuroscience	  (e.g.	  Friston,	  
Frith	   et	   al.	   1993),	   the	   idea	   of	   altered	   large-­‐scale	   networks	   was	   introduced	   to	  
psychiatry.	   Schizophrenia	   was	   referred	   to	   as	   a	   “disconnection	   syndrome”	   causing	  
failures	  of	   functional	   integration	  observed	  both	  on	  the	  physiological,	  anatomical	   level	  
of	  the	  brain	  as	  well	  as	  regarding	  sensorimotor	  and	  cognitive	  functioning	  (Friston	  and	  
Frith	   1995,	   Friston	   1996,	   Friston	   1998,	   Friston	   1999,	   Friston	   2002).	   A	   long	   list	   of	  
studies	  both	  in	  functional	  and	  structural	  network	  connectivity	  proved	  evidence	  for	  this	  
hypothesis	   (for	   reviews	   see	   Stephan,	   Friston	   et	   al.	   2009,	   Pettersson-­‐Yeo,	   Allen	   et	   al.	  
2011).	  Among	  functional	  connectivity	  studies,	  activation	  strength,	  spatial	  and	  temporal	  
characteristics	  of	  TCNs	  during	  resting	  state	  (Liang,	  Zhou	  et	  al.	  2006,	  Bluhm,	  Miller	  et	  al.	  
2007,	  Zhou,	  Liang	  et	  al.	  2007,	   Jafri,	  Pearlson	  et	  al.	  2008,	  Camchong,	  MacDonald	  et	  al.	  
2011,	  Littow,	  Huossa	  et	  al.	  2015)	  as	  well	  as	  during	  different	  tasks	  (Garrity,	  Pearlson	  et	  
al.	  2007,	  Pomarol-­‐Clotet,	  Salvador	  et	  al.	  2008,	  Metzak,	  Riley	  et	  al.	  2012,	  Brandt,	  Eichele	  
et	   al.	   2014)	   were	   found	   to	   be	   affected	   by	   schizophrenia.	   Additionally,	   alterations	   of	  
DMN	  connectivity	  were	  found	  to	  correlate	  with	  symptom	  severity	  (Bluhm,	  Miller	  et	  al.	  
2007,	  Garrity,	  Pearlson	  et	  al.	  2007,	  Camchong,	  MacDonald	  et	  al.	  2011).	  	  
	   From	  the	  perspective	  of	  EEG	  synchronization	  linking	  single	  neuronal	  units	  into	  
functional	   networks,	   findings	   of	   changed	   phase	   synchronization	   might	   reflect	  
dysfunctional	  network	  coupling	  in	  patients.	  The	  review	  of	  Uhlhaas	  and	  Singer	  (2010)	  
reported	   on	   reductions	   of	   evoked	   and	   induced	   beta	   and	   gamma	   band	   phase	   locking	  
across	   electrodes	   and	   trials	   in	   a	   variety	   of	   sensory	   and	   higher	   cognitive	   tasks	   in	  
patients	  with	  schizophrenia	  (Uhlhaas	  and	  Singer	  2010).	  Among	  others,	  reduced	  gamma	  
band	  amplitude	  and	  phase	   locking	   in	  visual	  processing	   (Spencer,	  Nestor	  et	  al.	  2004),	  
and	   reduced	   beta	   and	   gamma	   band	   phase	   locking	   in	   auditory	   processing	   (Hirano,	  
Hirano	   et	   al.	   2008,	   Mulert,	   Kirsch	   et	   al.	   2011)	   were	   reported	   in	   schizophrenia.	  
Furthermore,	  two	  studies	  using	  the	  GFS	  measure	  were	  performed	  in	  resting	  state	  data:	  
The	   first	   found	   reduced	   GFS	   theta	   band	   in	   medication	   naïve,	   first	   episode	   patients	  
during	  rest	   (Koenig,	  Lehmann	  et	  al.	  2001).	  The	  second	  study	   investigated	  GFS	  values	  
before	  and	  after	  medical	  treatment.	  They	  reported	  on	  a	  normalization	  of	  reduced	  GFS	  




state-­‐related	  phenomenon.	  On	   the	  other	  hand,	   increased	  GFS	  gamma	  band	   remained	  
stable	  upon	  treatment	  and	  thus	  may	  refer	  to	  a	  trait	  like	  phenomenon	  (Kikuchi,	  Koenig	  
et	  al.	  2007).	  
	   To	   sum	   up,	   there	   is	   evidence	   that	   patients	   with	   schizophrenia	   suffer	   from	  
altered	  connectivity	  within	  and	  between	  fMRI-­‐BOLD	  TCNs,	  also	  visible	  in	  measures	  of	  
EEG	  phase	  synchronization,	  during	  rest	  and	  task	  situations.	  The	  statement	  of	  Fox	  et	  al	  
(2006)	  that	  “the	  brain's	  intrinsic	  spontaneous	  activity	  may	  provide	  the	  context	  in	  which	  
perception	   and	   behavior	   occur,	   shaping	   the	   manner	   in	   which	   we	   respond	   to	   external	  
events”	   reflects	   that	   rest	   and	   task-­‐related	   brain	   activity	   are	   interdependent	   and	   is	  
addressed	  in	  the	  theory	  of	  state	  dependent	  information	  processing	  (Fox,	  Snyder	  et	  al.	  
2006).	  I	  will	  thus	  elaborate	  on	  that	  paradigm	  shift	  in	  the	  following	  chapter.	  	  	  
1.4 State	  dependent	  information	  processing	  
In	   1988,	   Llinas	   proposed	   that	   intrinsic	   neuronal	   activation	   of	   the	  mammalian	   brain	  
forms	   a	   functionally	   coordinated	   system	   to	   which	   sensory	   input	   is	   brought	   into	  
context.	  He	  also	  proposed	   that	  certain	  neurologic	  and	  psychiatric	  disorders	  might	  be	  
related	   to	   alterations	   in	   this	   system	   (Llinas	   1988).	   The	   theory	   of	   state	   dependent	  
information	  processing	   (in	   short:	   state	  dependency)	   represents	  an	   important	   shift	   in	  
the	   focus	   of	   research,	   namely	   from	   research	   on	   isolated	   stimulus-­‐related	   activation	  
(against	   an	   assumingly	   unrelated	   “noise”	   of	   background	   activity)	   to	   the	   linking	   of	  
resting	  or	  prestimulus	  state	  to	  stimulus-­‐evoked	  activity	  of	  the	  system.	  
	   Within	  the	  context	  of	  state	  dependency,	  inter-­‐trial	  variability	  in	  healthy	  subjects	  
can	  be	   explained.	   Studies	   in	  healthy	   subjects	   found	   the	   level	   of	   prestimulus	  occipital	  
alpha	  power	  (as	  index	  of	  cortical	  excitability)	  accounted	  for	  the	  detection	  probability	  of	  
visual	   stimuli	   presented	   at	   the	   detection	   threshold	   (for	   a	   review	   about	   visual	  
processing	   see	   Britz	   and	   Michel	   2011).	   Findings	   in	   other	   domains	   confirmed	   that	  
variability	  of	  brain	  activity	  at	  rest	  or	  prestimulus	  predicts	  task-­‐related	  responses	  and	  
behavior:	  Such	  examples	  are	  found	  for	  somatosensory	  processing	  (Linkenkaer-­‐Hansen,	  
Nikulin	   et	   al.	   2004,	   Fox,	   Snyder	   et	   al.	   2006,	   Rossiter,	  Worthen	   et	   al.	   2013),	  memory	  
processing	  (Wagner,	  Schacter	  et	  al.	  1998,	  Otten,	  Quayle	  et	  al.	  2006,	  Sala-­‐Llonch,	  Pena-­‐
Gomez	   et	   al.	   2012,	   Haque,	   Wittig	   et	   al.	   2015),	   and	   decision	   making	   (Pessoa	   and	  
Padmala	   2005).	   Regarding	   TCNs,	   there	   is	   a	   parametric	   modulation	   of	   the	   DMN	  
depending	   on	   the	   amount	   of	   task	   difficulty	   (McKiernan,	   Kaufman	   et	   al.	   2003,	  




2015).	  Reduced	  task-­‐related	  DMN	  deactivation	  supposedly	  causing	  lapses	  of	  attention	  
proved	   to	   be	  behaviorally	   relevant	   as	   an	   index	  of	   longer	   and	  more	   variable	   reaction	  
times	   (Drummond,	   Bischoff-­‐Grethe	   et	   al.	   2005,	   Weissman,	   Roberts	   et	   al.	   2006)	   and	  
impaired	   task	   performance	   (Daselaar,	   Prince	   et	   al.	   2004,	   Weissman,	   Roberts	   et	   al.	  
2006,	   Li,	   Yan	   et	   al.	   2007,	   Eichele,	  Debener	   et	   al.	   2008,	  Anticevic,	   Repovs	   et	   al.	   2010,	  
Soravia,	   Witmer	   et	   al.	   2016).	   TCNs	   overlap	   with	   specific	   neuroanatomical	   systems	  
(Damoiseaux,	  Rombouts	  et	  al.	  2006)	  related	  to	  specific	  cognitive	  functions.	  As	  they	  co-­‐
exist,	   systems	   maintaining	   opposing	   functions	   should	   be	   inversely	   related	   to	   one	  
another.	  Indeed,	  anti-­‐correlations	  between	  the	  DMN	  and	  task-­‐positive	  networks,	  such	  
as	   the	   dAN	   (Corbetta	   and	   Shulman	   2002)	   recruited	   when	   attention	   is	   externally	  
oriented,	   were	   detected	   (McKiernan,	   Kaufman	   et	   al.	   2003,	   Fox,	   Snyder	   et	   al.	   2005,	  
Fransson	  2005,	  Kim	  2015)	  and	   the	  strength	  of	   this	  anti-­‐correlation	  was	  shown	  to	  be	  
behaviorally	   relevant	   too	   (Kelly,	   Uddin	   et	   al.	   2008).	   Some	   EEG-­‐fMRI	   studies	  
investigated	  the	  electrophysiological	  fingerprints	  of	  the	  DMN	  and	  revealed	  an	  inverse	  
correlation	  between	  the	  DMN	  and	  frontal-­‐midline	  (FM)	  EEG	  theta	  power	  during	  resting	  
state	   (Scheeringa,	   Bastiaansen	   et	   al.	   2008),	   but	   also	   the	   retention	   period	   of	   a	   verbal	  
WM	  task	  (Michels,	  Bucher	  et	  al.	  2010).	  
	   The	   relationship	  between	   intrinsic	   brain	   activity	   and	   task-­‐related	   response	  or	  
behavior	   is	   bidirectional;	   momentary	   thoughts,	   feelings,	   and	   action	   patterns	   can	  
influence	   activation	   patterns	   in	   neural	   circuitry	   (Seeley,	   Menon	   et	   al.	   2007).	   In	   that	  
sense,	  altered	  task-­‐related	  brain	  responses	  in	  psychiatric	  patients	  can	  be	  explained	  by	  
changes	  in	  spontaneous	  neuronal	  activity.	  Regarding	  TCNs,	  disruptions	  of	  the	  balance	  
between	  DMN	  and	  task	  demand	  were	  found	  in	  patients	  with	  schizophrenia	  (Pomarol-­‐
Clotet,	  Salvador	  et	  al.	  2008,	  Kim,	  Manoach	  et	  al.	  2009,	  Whitfield-­‐Gabrieli,	  Thermenos	  et	  
al.	   2009),	   youth	   at	   high-­‐risk	   for	   psychosis	   and	   early	   psychosis	   (Fryer,	   Woods	   et	   al.	  
2013)	  as	  well	  as	  in	  unaffected	  siblings	  of	  patients	  (de	  Leeuw,	  Kahn	  et	  al.	  2013).	  As	  this	  
relationship	  was	  shown	  to	  be	  behaviorally	  meaningful,	  it	  was	  discussed	  as	  a	  potential	  
marker	  for	  efficient	  cognitive	  processing	  (Kelly,	  Uddin	  et	  al.	  2008,	  De	  Pisapia,	  Turatto	  
et	  al.	  2012).	  On	  the	  grounds	  that	  schizophrenia	  patients	  display	  a	  variety	  of	  alterations	  
in	  TCNs	  at	  rest	  as	  well	  as	  during	  tasks,	  such	  task-­‐related	  differences	  could	  be	  at	   least	  
partly	  explained	  by	  changes	  in	  TCNs	  at	  rest	  or	  prestimulus	  states	  within	  the	  context	  of	  
state	  dependency.	  According	  to	  this	  reasoning,	  the	  objectives	  of	  the	  current	  project	  will	  





There	  were	   3	   objectives	   for	   this	   work:	   First,	   schizophrenia	   can	   be	   characterized	   by	  
disruptions	   of	   large-­‐scale	   neuronal	   networks	   observed	   both	   during	   rest	   and	   task	  
conditions.	   Thus,	  multimodal	   neuroimaging	   such	   as	   combined	  EEG-­‐fMRI	   can	   unravel	  
complementary	  aspects	  of	  those	  networks,	  a	  methodology	  scarcely	  used	  in	  this	  field	  so	  
far.	   Second,	   instantaneous	   resting	  brain	   activity	   can	   reveal	   significant	   changes	  of	   the	  
brain’s	   functional	   state	   that	   may	   predict,	   and	   thus	   potentially	   cause	   task-­‐related	  
alterations	  and	   thereby	  describe	  biological	  mechanisms	  of	  psychiatric	  disorders.	  And	  
third,	  the	  interaction	  of	  prestimulus	  and	  task-­‐related	  changes	  has	  to	  be	  assessed	  due	  to	  
their	  interdependence	  as	  pointed	  out	  in	  the	  theory	  of	  state	  dependency.	  Consequently,	  
by	   investigating	   functional	  networks	   in	   schizophrenia	  using	   combined	  EEG-­‐fMRI	   and	  
considering	  the	  resting,	  and	  pre-­‐to-­‐post	  stimulus	  states	  we	  intended	  to	  provide	  further	  
insights	  into	  deficits	  of	  functional	  integration	  of	  networks	  in	  this	  severe	  mental	  illness.	  
	   On	   this	   account,	  we	  performed	   three	   studies.	  The	   first	   study	   included	  healthy	  
subjects	   to	   establish	   a	   frame	   of	   reference	   for	   the	   second	   study.	   There,	  we	   looked	   at	  
prestimulus	  and	  task-­‐related	  network	  activations	  using	  a	  verbal	  WM	  task.	  In	  the	  third	  
study,	   the	   focus	   was	   on	   resting	   state	   data	   and	   we	   used	   the	   GFS	   measure	   to	   reveal	  
neuronal	   correlates	   underlying	   this	   network	   integration	   mechanism.	   The	   particular	  
objectives	  and	  hypotheses	  of	  these	  three	  studies	  are	  outlined	  below.	  
	   Study	   1:	   Using	   an	   fMRI-­‐informed	   EEG	   analysis,	   this	   study	   investigated	  within	  
the	  framework	  of	  state	  dependency	  the	  relationship	  of	  four	  TCNs	  (the	  DMN,	  dAN,	  left	  
and	  right	  WMNs)	  at	  prestimulus	  with	  three	  EEG	  frequency	  bands	  power	  (theta,	  alpha,	  
and	   beta	   band)	   during	   the	   retention	   period	   of	   a	   verbal	  WM	   task.	   Based	   on	   previous	  
EEG-­‐fMRI	   studies	   using	   WM	   paradigms,	   we	   expected	   to	   find	   reliable	  
electrophysiological	   signatures	   of	   TCNs,	   even	   in	   a	   timely	   shifted	   manner.	   The	   same	  
paradigm	   was	   used	   as	   in	   the	   study	   of	   Michels	   et	   al	   (2010)	   who	   looked	   at	   similar	  
associations,	   but	   extracted	   markers	   of	   the	   EEG	   and	   fMRI	   both	   during	   the	   retention	  
period	  of	   the	  WM	  task	  (Michels,	  Bucher	  et	  al.	  2010).	  My	  contribution	  as	  co-­‐author	  of	  
that	  paper	  was	   the	  collection	  of	  a	  part	  of	   the	  data	   (N	  =	  12	  of	  24	   total)	  as	  well	  as	   the	  
preprocessing.	  Furthermore,	  I	  wrote	  part	  of	  the	  methodology,	  helped	  in	  the	  discussion	  
of	  the	  results	  and	  revised	  the	  manuscript.	  
Study	  2:	  As	   this	   study	   represented	   an	   extension	  of	   study	  1,	  we	  used	   identical	  
methodology	  and	  analyses	  but	   comparing	  healthy	  controls	   to	   schizophrenia	  patients.	  




and	   more	   importantly,	   we	   wanted	   to	   discover	   possible	   abnormalities	   in	   these	  
associations	   in	   schizophrenia	   patients.	   As	   both	   deviations	   during	   resting	   state	   in	  
spectral	  EEG	  as	  well	  as	  alterations	  in	  fMRI-­‐BOLD	  TCN	  dynamics	  are	  well	  established	  in	  
schizophrenia	  (see	  Chapters	  1.2.1,	  1.3),	  we	  expected	  their	  relationship,	  even	  at	  pre-­‐to-­‐
post	   stimulus,	   to	   differ	   from	   controls.	   Our	   hypothesis	   was	   that	   a	   dysfunctional	  
activation	   of	   WM	   functions	   in	   schizophrenia	   might	   follow	   from	   abnormalities	   in	  
prestimulus	   resting-­‐state	   activity.	   More	   specifically,	   we	   hypothesized	   the	   previously	  
reported	  and	  WM	  relevant	  inverse	  association	  between	  the	  DMN	  and	  FM	  theta	  band	  to	  
be	  reduced	  in	  patients.	  
	   Study	  3:	  In	  this	  study,	  we	  performed	  an	  EEG-­‐informed	  fMRI	  analysis	  to	  link	  EEG	  
common-­‐phase	  synchronization	  with	   fMRI-­‐BOLD	  correlates	   in	  schizophrenia	  patients	  
and	   healthy	   controls	   during	   EO	   resting	   state.	   We	   used	   the	   GFS	   measure	   for	   five	  
frequency	   bands	   (delta,	   theta,	   alpha1,	   alpha2,	   and	   beta	   band)	   as	   a	   parametric	  
modulator	   in	   the	   fMRI	   analysis.	   As	   schizophrenia	   is	   known	   to	   show	   disruptions	   in	  
functional	  networks,	  we	  hypothesized	  that	  schizophrenia	  patients	  would	  demonstrate	  
integration	  abnormalities	  in	  functional	  networks	  as	  represented	  by	  GFS.	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Working memory (WM) processes depend on our momentary mental state and therefore
exhibit considerable fluctuations. Here, we investigate the interplay of task-preparatory
and task-related brain activity as represented by pre-stimulus BOLD-fluctuations and
spectral EEG from the retention periods of a visual WM task. Visual WM is used
to maintain sensory information in the brain enabling the performance of cognitive
operations and is associated with mental health. We tested 22 subjects simultaneously
with EEG and fMRI while performing a visuo-verbal Sternberg task with two different
loads, allowing for the temporal separation of preparation, encoding, retention and
retrieval periods. Four temporally coherent networks (TCNs)—the default mode network
(DMN), the dorsal attention, the right and the left WM network—were extracted from the
continuous BOLD data by means of a group ICA. Subsequently, the modulatory effect of
these networks’ pre-stimulus activation upon retention-related EEG activity in the theta,
alpha, and beta frequencies was analyzed. The obtained results are informative in the
context of state-dependent information processing. We were able to replicate two well-
known load-dependent effects: the frontal-midline theta increase during the task and the
decrease of pre-stimulus DMN activity. As our main finding, these two measures seem to
depend on each other as the significant negative correlations at frontal-midline channels
suggested. Thus, suppressed pre-stimulus DMN levels facilitated later task related frontal
midline theta increases. In general, based on previous findings that neuronal coupling in
different frequency bands may underlie distinct functions in WM retention, our results
suggest that processes reflected by spectral oscillations during retention seem not only
to be “online” synchronized with activity in different attention-related networks but are
also modulated by activity in these networks during preparation intervals.
Keywords: state dependency, covariance mapping, working memory, BOLD-ICA, frontal-midline theta, temporally
coherent brain networks, pre-stimulus state
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Introduction
Resting state brain activity undergoes spontaneous fluctuations,
and so does brain activity in response to environmental infor-
mation. The paradigm of state dependent information process-
ing aims at understanding our experiences and actions not only
as a function of a perceived input but as an interaction of an
input with the momentary state of the organism in general, and
the brain in particular. Thus, dysfunctional responses may be
understood as consequences of demand-inadequate pre-states
at the moment of perception. Based on that, treatment strate-
gies targeting those pre-states may be developed to enhance
functionality.
A particularly important component of brain functionality is
working memory (WM). It is a central requirement for many
cognitive processes and an indicator of mental health (Klimesch
et al., 2010; Van Snellenberg et al., 2015). In addition, the acti-
vation of WM related brain functions have well-known physi-
ological EEG signatures that make it possible to quantify their
recruitment as a function of pre-stimulus state. The present study
aimed at understanding the EEG signatures of the recruitment of
working-memory specific and other neuronal resources during a
WM task as a function of the brain state preceding stimulus pre-
sentation. Thereby, this pre-state was defined by the level of acti-
vation of well-known brain networks, measured with the BOLD
signal.
Numerous EEG studies on WM have used the Sternberg
task (for example Jensen and Tesche, 2002; Leiberg et al., 2006;
Michels et al., 2008, 2010, 2012; Maurer et al., 2015), since
this task can systematically be configured for different mem-
ory loads and is moreover able to temporally separate WM into
encoding, retention (maintenance) and recall phases of the WM
process. These studies found load-dependent increases of spec-
tral amplitude over broad frequency ranges. In the theta range,
increases were mostly observed over medial frontal electrodes
with a local maximum at the channel Afz and have been localized
to the medial prefrontal cortex and the anterior cingulate cor-
tex, regions forming part of a working memory network (WMN)
(Onton et al., 2005; Meltzer et al., 2007; Michels et al., 2008, 2010,
2012; Huang et al., 2013). This frontal-midline theta effects repre-
sent sustained increases in theta power during stimulus, retention
and probe phases of WM tasks and as such facilitate the mainte-
nance of information inWM through central executive functions
(Huang et al., 2013).
Further retention and load effects, however of a more pha-
sic nature (Huang et al., 2013), have been observed in the EEG
alpha range primarily over central-posterior sites (Michels et al.,
2010) and over right posterior areas (Scheeringa et al., 2009). The
local maxima were seen at channel Pz (Michels et al., 2008) and
O2, respectively (Michels et al., 2010), and were localized to the
right middle occipital gyrus with sLORETA (Michels et al., 2010).
The alpha retention effect has been associated with increased
Abbreviations: CBA, cardio ballistic artifact; dAN, dorsal attention network;
DMN, default mode network; ICA, independent component analysis; lWMN,
left WMN; RT, reaction time; rWMN, right WMN; TCT, Topographic consis-
tency tests; TCNs, temporally coherent networks; WM, working memory; WMN,
working memory network; 3T, 3 Tesla.
demands on storage and inhibition of irrelevant stimuli (Obleser
et al., 2012). The alpha load effect correlated in some studies with
WM performance (Manza et al., 2014).
Also in the beta range increases with retention and to a smaller
degree with load have been observed over occipital sites in a
visual verbal Sternberg task (Michels et al., 2010). Thereby, beta
WM load-effects seem to represent modality-dependent task rel-
evant stimulus features, as shown by Leiberg et al. (2006) in an
auditory WM Sternberg task.
Therefore, with the EEG data of our current study, we sought
to replicate these existing findings on EEG load-effects during
retention.
For BOLD-data, the literature reports several temporally
coherent networks (TCNs; Calhoun et al., 2008) to be associ-
ated with processes related to WM (Raichle et al., 2001; Greicius
et al., 2003; Dima et al., 2014; Kim, 2015). These networks consist
of the task negative default mode network (DMN), and task-
positive networks, among others the dorsal attention network
(dAN), and the left and the right WM network. Increased con-
nectivity between two nodes of the DMN, the posterior cingu-
late cortex and the medial prefrontal cortex, has been found to
correlate with better WM performance (Hampson et al., 2006).
The DMN also showed a load-dependent effect in earlier studies,
reflected by a suppression of DMN activity during the prepara-
tion for high-load compared with low-load trials (Esposito et al.,
2006). The dAN includes the frontal eye field, the superior pari-
etal lobule, the inferior frontal junction, the medial inferior pari-
etal sulcus, the medial dorsal superior frontal gyrus and others
(Kim, 2015; Zhang et al., 2015). In contrast to the DMN acti-
vating to internally allocated attention, the dAN activates during
externally allocated attention. WM processes have been associ-
ated with DMN and dAN activity in terms of a double dissocia-
tion: while DMN activity is suppressed during task preparation
and execution but increases after the task, the opposite holds true
for the dAN (Kim, 2015). However, no load-effects associated
with the dAN are reported. Further, WM tasks were consistently
found to engage a distributed network of areas together forming
a WMN. This network contains regions as the dorsolateral pre-
frontal cortex, the anterior cingulate cortex, a posterior portion of
the inferior parietal lobule (Dima et al., 2014; Koshino et al., 2014)
and according to some studies the pre-supplementary motor area
(Van Snellenberg et al., 2015). The WMN can be further divided
into a right and a left lateralized prefronto-parietal network, the
lWMN, and the rWMN (Jann et al., 2010; Visintin et al., 2015).
The lWMN was found to be activated already in task prepara-
tion, whereas bothWMNs are active during the execution ofWM
tasks (Visintin et al., 2015). Right-hemispheric dominance has
been associated with verbal WM load (Dima et al., 2014).
When analyzed simultaneously, combined EEG-fMRI studies
have shown a link between the TCNs and EEG spectral activity
for resting state (Jann et al., 2010) as well as for task conditions
(Scheeringa et al., 2009; Michels et al., 2010). During rest as well
as during task, the correlations of BOLD and theta power resulted
in negative values in areas of the DMN (Meltzer et al., 2007;
Scheeringa et al., 2008, 2009; Jann et al., 2010; Michels et al., 2010,
2012). Between load-dependent posterior alpha increases and
BOLD, negative correlations during WM retention were found
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in the parietal-occipital midline (Meltzer et al., 2007) as well as in
the primary visual cortex and the middle temporal gyrus (Tulad-
har et al., 2007). Resting state beta power showed only positive
correlations with BOLD responses during resting state in simul-
taneous EEG/fMRI studies (Michels et al., 2010), primarily in the
middle PFC and other regions of the DMN (Laufs et al., 2003).
None of these studies has investigated the effect of pre-
stimulus TCN activation upon EEG signatures of WM specific
recruitment of brain resources during retention. Thus, in this
study we followed a mainly exploratory approach. Neverthe-
less, one hypothesis can be derived from the literature: Based
on studies showing increased pre-stimulus DMN activity leading
to deteriorated task performance (Esposito et al., 2006; Li et al.,
2007), and the findings on load-dependent increases in theta-
power during WM tasks (Onton et al., 2005; Meltzer et al., 2007;
Michels et al., 2008, 2010, 2012; Huang et al., 2013), we expected
load-dependent decreases in pre-stimulus DMN activity to be




Data from a total of 24 subjects measured with simultaneous
EEG/fMRI during a visual Sternberg task in two different scan-
ners were taken for the BOLD- independent component analysis
(ICA) and EEG analyses. Subjects were recruited via university
message boards and had normal or corrected-to-normal vision,
met the standard fMRI inclusion criteria and gave their written
informed consent for participation in the study. None of the sub-
jects suffered from neurological or psychiatric disorders or used
psychoactive medication or drugs. The subjects refrained from
caffeine and nicotine for four minimum 2h before the measure-
ment. The study was approved by the local ethics committee of
Bern and Zurich, respectively. For the covariance mapping, two
subjects had to be excluded because of residual scan artifacts in
the EEG data, resulting in 22 subjects for the covariance mapping
analysis (age 27.68 years, SD 7.24; 12 f). Of these subjects, 10 had
been tested in a Siemens scanner at the Inselspital Bern, 12 in
a Philips scanner at the Psychiatric University Clinic Zurich by
using the same measurement parameters (see Sections MRI and
EEG Data).
Task
We used a modified Sternberg visual WM task adapted
from Michels et al. (2010) allowing for the temporal separa-
tion of preparation, encoding, retention and retrieval periods
(Sternberg, 1966). Similar versions have been used by Jensen
and Tesche (2002), Michels et al. (2008, 2012) and Maurer et al.
(2015). During the task, 64 trials (32 per condition) were pre-
sented, each consisting of the sequential presentation of a visual
stimulus (duration 2.5 s), a retention period (duration 3.5 s),
a visual probe (duration 2.0 s), and a fixation cross (random
duration between 1.8 and 2.5 s).
The trials were presented in four large blocks each com-
posed of two high- and two low-load sub-blocks. Each sub-block
contained four trials of the same load. Before and after each of the
four large blocks, a longer baseline condition of 24.5 s consisting
of a fixation cross was presented.
For the stimulus, either two (low load) or five (high load)
consonants were presented in an array of 3 × 3 items with
the remaining positions being plus signs (+). The positions of
the consonants excluding the center one were counterbalanced
across trials. The stimuli were presented in black font on a white
background surrounded by a red frame. Luminance was kept
constant. One trial included a stimulus array presented for 2.5 s,
followed by the retention period consisting of a centered fixa-
tion cross (+) for 3.5 s. The probe consisted of the same array
of crosses with the probe letter being presented always in the
middle and was presented for 2 s. The probe requested a Yes/No
response (forced choice) depending on whether the letter was
part of the stimulus set or not. Responses were given with the
index and middle finger of the right hand, and response button
assignment (“right/left”) was counterbalanced across subjects.
The inter-stimulus interval between trials consisted also of a fixa-
tion cross and was of a random duration in the range of 1.8–2.5 s
(mean 2 s) to minimize preparatory activity. A centered fixation
star (∗) was projected for 24.5 s as a baseline condition five times
interspersed. After every block, a short fixation identical to the
inter-stimulus interval appeared for 2.5 s. Full task performance
summed up to 13min. A schematic illustration of the task design
is given in Figure 1. To become familiar with the task, subjects
were given a short practice version of the task outside the scanner.
Subjects viewed the stimuli via goggles (VisualStimDigi-
tal MR-compatible video goggles; Resonance Technology Inc.,
Northridge, CA, USA) while lying inside the scanner. Responses
were made via a fiber-optics response button box. In Bern, an
in-house MR-compatible response box was used for the task,
in Zurich a 4 Button Curve Right Fiber Optic Response Pad
FIGURE 1 | In the Sternberg WM task, sets of either two or five
consonants were presented for 2.5 s (stimulus) and had to be retained
in memory for 3.5 s (retention). Subsequently, a probe letter was shown for
2 s (retrieval). Subjects indicated by button press whether the probe had been
part of the stimulus. As indicated by the arrow, we computed covariance
mappings between pre-stimulus percent TCN-activity fluctuations (period
marked in blue) and EEG spectral fluctuations from the last 2.5 s of the
retention period (period marked in yellow).
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(Current Designs, Inc., Philadelphia PA, USA). Stimulus deliv-
ery and response registration was controlled by Presentation
(Version 170011414, Neurobehavioral Systems Inc., Albany, CA,
USA) in Zurich, and by E-Prime (Version 2.0.10.553) in Bern.
Accuracy in terms of percent correct answers and reaction
time (RT) was computed from the responses in the low and high
WM load conditions, and the differences between the conditions
were tested using t-tests.
MRI Data
Data were acquired at two different measuring sites and with
different 3.0 Tesla (3T) scanners: measuring site (a) was at the
University Hospital of Psychiatry in Bern (3T Siemens Magne-
tom Trio MR Scanner; Siemens 12-channels head coil; Siemens,
Erlangen, Germany), measuring site (b) was at the University
Hospital of Psychiatry in Zurich (3T Philips Achieva whole-body
system; Philips SENSE Head coil 32-elements; Philips Medical
Systems, Best, the Netherlands).
The functional T2*-weighted MR images were acquired with
an echo planar imaging sequence. The characteristics of the
sequence were: 250 volumes for the resting state and 406 vol-
umes for the Sternberg WM task, 35 slices, voxel size of 3 × 3
× 3mm3, matrix size 64 × 64, FOV 192 × 192mm2, TR/TE
1960ms/30ms. This sequence was optimized for simultaneous
EEG/fMRI measurements and hold as similar as possible among
measuring sites.
Structural data was acquired with an T1-weighted ADNI-
sequence to minimize differences among measuring sites. The
ADNI sequence had the following parameters: 176 sagittal slices,
slice thickness 1.0mm, voxel size 1 × 1 × 1mm3, FOV 256 ×
256mm2, TR/TE 2300ms/2.98ms.
For the preprocessing of the functional MRI data, SPM8 (Wel-
come Department of Imaging Neuroscience, London, http://
www.fil.ion.ucl.ac.uk/spm) was used. After slice timing the data
was motion corrected to the mean image. The anatomical T1
was coregistered to themean image followed by the segmentation
into six tissue probability maps. Finally, data was normalized and
smoothed using a 6mm FHWMGaussian kernel.
ICA-approach
BOLD data was parceled into 20 independent components
by means of a group ICA implemented in the GIFT toolbox
(Calhoun et al., 2008). The independent components were visu-
ally compared to networks described in the literature and to
templates provided by the GIFT toolbox by means of a spa-
tial similarity tool in order to identify templates for the DMN
as a task negative network and the dAN, the lWMN, and the
rWMN as task positive networks, driven by our hypothesis intro-
duced above. The four selected templates were back-projected
onto the continuous BOLD data of each subject to obtain indi-
vidual time courses for each TCN and subject. These time courses
were deconvolved by the hemodynamic response function and
normalized (z-transformed, over time-points). The dynamics of
a TCN consist of the percent strength of the respective TCN
in the fMRI volume in the middle of each pre-stimulus period
(3500ms before retention onset) in each subject. TCN dynam-
ics were temporally correlated with EEG theta spectral power
from the retention intervals (trials of correct responses only).
This so-called covariance mapping yielded the spatial distribu-
tion of the theta EEG fluctuations during retention associated
with the dynamics of the respective TCN in the pre-stimulus
interval. In addition, in a time window from −4.3 to 5.5 s in ref-
erence to the retention periods, z-transformed TCN dynamics
were interpolated on a 0.1 s time-scale and averaged across trials
for each subject and load condition. These mean TCN dynam-
ics were then compared moment by moment against zero using
two-tailed single one-sample t-tests. Similarly, the load condi-
tions were compared using paired t-tests. Since the data-window
chosen had included a maximum of five MR volumes, these
tests were thresholded at a p-value<0.01, which corresponds to
a Bonferroni-correction with a factor 5.
EEG Data
At both measuring sites, continuous EEG was recorded simulta-
neously during fMRI-acquisition with a sampling rate of 5 kHz
synchronized to the scanner clock and TR to minimize gra-
dient residuals (Mandelkow et al., 2006) using MR-compatible
equipment (BrainAmp DC-amplifiers by Brain Products GmbH,
Gilching, Germany; EEG caps by EASYCAP GmbH, Herrsching,
Germany). Data was recorded with a 0.1Hz highpass and a
250Hz lowpass filter and a resolution of 0.5µV applied to
scalp channels. In addition to the scalp channels, an electro-
oculogram and an electrocardiogram have been measured. Elec-
trode impedances were kept below 20 k. The electrodes were
connected to BrainAmp MR-compatible amplifiers (Brain Prod-
ucts GmbH, Gilching). Fz was used as the recording reference,
and the EEG was band-pass filtered at 0.1–250Hz with a sam-
pling rate of 5 kHz. For patient safety, the EEG amplifiers were
battery powered and connected through optical wires to the data
acquisition PC.
The Zurich data set has been acquired with 60 scalp channels.
A lowpass filter of 1000Hz and a resolution of 10µV was applied
to the ECG channels. The scalp electrodes covered the 10–20-
system plus the channels OI1/2. O1’/2’ and Fp1’/2’ were placed
15%more laterally to Oz/FPz for a more even coverage. The Bern
data set has been acquired using 92 scalp channels at the position
of the international 10–10 system.
Artifact Correction and Other Preprocessing
For the joint analysis of both data sets, a common electrode sub-
set consisting of 66 channels (AF3, AF4, AFz, C1-6, CP1-6, CPz,
Cz, F3-8, Fz, Fc1-6, FCz, Fp1, Fp2, Fpz, FT7-10, Iz, O1, O2, Oz,
OI1, OI2, P3-8, Pz, PO1-4, PO7-10, T7, T8, TP7-10) has been
created for analyses. A resting state EEG with the eyes closed was
recorded outside the scanner and was later used for artifact cor-
rection. The start of each volumewas automaticallymarked in the
EEG data. The EEG data were preprocessed using Brain Vision
Analyzer 2.0.4.368 (Brain Products GmbH, Gilching). The aim
of the EEG data preprocessing was to remove scan and artifact
and cardio ballistic artifacts (CBA) as well as ocular movement
artifacts from the EEG. In a first step, a sliding average MR pulse
artifact was computed and subtracted from the individual pulse
artifacts for the removal of the scan artifact (Allen et al., 1998).
Then, the CBA was removed with a similar averaging method,
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described inMichels et al. (2010). In a second step, the correction
of residual scan and CB artifacts was done with a concatenated
ICA procedure previously applied by our group for resting state
and task data (Jann et al., 2010; Kottlow et al., 2012): An extended
ICA (Bell and Sejnowski, 1995; Lee et al., 1999a,b; Jung et al.,
2001) was used to decompose the measured signal into compo-
nents that appear to be brain activity and components that appear
to be artifacts (Jung et al., 2000a,b). To improve the decompo-
sition, the ICA was computed for a dataset that included both
the task EEG inside the scanner and the resting EEG outside
the scanner, providing a basis for learning the EEG uncontam-
inated from MR pulse artifacts. To maintain computational fea-
sibility, the EEG was filtered at 1–49Hz and down-sampled to a
sampling rate of 500Hz. For the objective identification of arti-
fact components, the loadings of all ICA factors were segmented
into 2-s epochs and frequency transformed. The average spec-
tral power across epochs of each factor was compared between
the measurement outside and inside the scanner. The factors in
which the power inside the scanner considerably exceeded the
power outside the scanner were identified as MR-related artifacts
and removed. Components representing ocular artifacts were
identified by their topographic signature. After removal of these
specific factors, the EEG obtained inside the scanner was recon-
structed from the remaining factors. Still residing artifacts were
manually marked, the ECG and EOG channels were removed
altogether from the EEG and the data were recomputed to aver-
age reference. For all further quantitative analyses the data were
down-sampled to 250Hz and divided into artifact free segments
containing the last 2.5 s of the retention period separately for the
correctly answered trials of each load condition. From this data,
the time-varying EEG frequency spectral amplitude was obtained
using a continuous complex Gabor transformation in the fre-
quency range from 2 to 20Hz, with an envelope that had its half-
max at about the latency of a full cycle of the oscillation. These
frequency transformed single trial epochs served as basis for all
subsequent analyses. For statistics, the values were pooled into
three frequency bands, namely Theta (3–7Hz), Alpha (8–12Hz),
and Beta (13–20Hz).
Replication of the Load Effect
For the replication of the load-dependent frontal-midline theta
effect reported in the literature (Michels et al., 2010), the sin-
gle epochs of each subject were averaged for each load condi-
tion across trials in 5 time bins of 0.5 s duration. In analogy to
Michels et al. (2010) a relative load effect computed as the ratio
of high load to low load. This relative load effect was compared
against the expected constant value of 1.0 using a one-factorial
within subject TANOVA for each of the time bin and frequency
band. Adjacent time bins where the TANOVA yielded signifi-
cant effects (p < 0.05) were averaged and displayed as t-maps.
The same was done in the alpha and beta frequency bands. Since
there were a-priori hypotheses about the existence and topogra-
phies of load effects, no corrections for multiple testing were
applied, but significant results were tested for compatibility with
previous studies based on t-tests at electrodes reported in these
studies.
Covariance Mapping
As schematically shown in Figure 1, we established the predic-
tive value of pre-stimulus TCN activation upon the EEG during
the retention period using a so-called covariance mapping, which
is based on a linear regression analysis of a predictor (in this
case pre-stimulus TCN activation) upon fluctuations of multi-
channel EEG patterns (in this case the spectral amplitudes during
the retention period). Computational details have been described
elsewhere (Koenig et al., 2008). Since these covariance maps were
established within subjects, we had to test for the stability of the
obtained results across subjects. This was done using a permu-
tation test (the so-called topographic consistency test, or TCT)
that tests whether in a series of EEG spatial distributions (in our
case the individual covariance maps) have something in com-
mon that is unlikely to have resulted by chance alone (Koenig
and Melie-García, 2010). These TCTs were applied to each TCN,
frequency band and load level. In order to minimize the num-
ber of tests, we collapsed the data within the entire time period.
Since there was no previous study that would provide empirical
hypotheses on the outcome of these tests, the resulting p-values
were thresholded according to a false discovery rate of 5%.
If, within a frequency band, a set of significant TCTs indi-
cated the presence of consistent covariance maps for more than
one TCN and/or load-level, we furthermore aimed to clarify if
these covariance maps had a spatial distribution that was partic-
ular or common for the different TCNs and/or load-levels. This
was achieved by computing TANOVAs including those covari-
ance maps that met the above TCT criterion, with TCN and/or
load as within subject factors. Significant effects of TCN and/or
load-level where further explored by computing t-maps for the
relevant contrasts. The labels of the electrodes with the high-
est/lowest t-values were retained and reported to describe the
obtained maps, but not used for statistical inference, since this
has already been established using the preceding tests.
Results
Accuracy
Accuracy as measured by percent correct answers did not differ
significantly between the two load conditions (p = 0.61). RT was
significantly higher for high load compared to low load condi-
tions (p < 0.01; mean RT low load 0.82 s (± 0.32), mean RT high
load 1.02 s (± 0.38).
EEG
As shown in Figure 2, the replication analysis yielded signifi-
cant load effects in all frequency bands. In the theta band, the
TANOVA yielded a significant load effect within the first second
of the analysis period (p always below 0.05). In the subsequent
post-hoc t-map analysis in the average of this period, the strongest
load effects were seen at frontal-midline electrodes, with a maxi-
mal t-value at electrode Fz (t = 3.44, p = 0.0025, df = 21). This
findings replicate earlier results for WM retention as described
by Michels et al. (2010). The same time windows also displayed
significant load effects in the alpha band (TANOVA p-values
always below 0.01), the corresponding t-map was dominated
by a midline parietal negativity (t-min = −4.98, p < 0.0001,
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FIGURE 2 | T-maps showing load-dependent effects for theta, alpha
and beta frequency bands. For the computation, the differences between
high- and low-load conditions were normalized by the low load and t-tests
against one were computed.
df= 21, at electrode Pz) and an occipital positivity which was
maximal at electrode O2 (t = 2.94, df = 21, p = 0.023). In
the beta band the first 1.5 s of the analysis period yielded signifi-
cant TANOVA results, the t-map of the contrast computed in this
interval showed a negativity with a central parietal midline min-
imum (t-min = −4.90, p < 0.0001, df = 21, at CPz) and a right
occipital maximum (t-max= 4.16, p < 0.0005, df= 21, at O2).
BOLD-TCN Activity during the Pre-Stimulus
Interval
The four TCNs as obtained by the group ICA of the continuous
BOLD data are shown in Figure 3. The peak MNI coordinates
and localized regions of the TCNs can be found in the supple-
mentary material. The most prominent regions however are the
bilateral precuneus, the posterior cingulate gyrus and the medial
frontal gyrus for the DMN, the superior parietal lobuli, the right
middle inferior gyrus including the frontal eye field, the right
inferior and superior frontal gyrus for the dAN and the mid-
dle frontal gyri including the dorsolateral prefrontal corteces and
the pre-supplementary motor areas, the inferior parietal lobuli as
well as the anterior cingulate cortex for the WMNs. Addition-
ally, in Figure 3 the TCN activity over the average task trial for
both loads is shown, including information when these dynam-
ics were significantly different from the mean. DMN activity was
significantly decreased during task preparation (pre-stimulus),
encoding (stimulus) and retention in high-load conditions. dAN
activity was significantly increased during task-preparation, and
decreased during the retention and probe period, these dynamics
were significantly larger in the high-load condition. The activity
pattern over the task for the lWMN and the rWMN were similar
to each other, and showed a significant increase of activation only
for the high-load condition during the retention (lWMN only)
and probe (lWMN and rWMN).
Covariance Mapping of Pre-stimulus TCN
Activity and Retention EEG Frequency Power
Covariance maps relating the pre-stimulus TCN percent activ-
ity fluctuations over trials with the dynamics of EEG spectral
wavelet activity of the retention period were computed separately
for bothWM loads and all four TCNs. This resulted in covariance
maps for each of the four pre-stimulus TCNs, each of the three
frequency band and both load conditions for each subject (totally
24). To test whether these covariancemaps were consistent across
subjects, TCTs were calculated for each category with the covari-
ance maps of all subjects, resulting in a total of 24 TCTs. Among
these, nine TCTs reached significance when permitting an over-
all false discovery rate of 5% (theta load 5: DMN, alpha load 2:
DMN, dAN, lWMN, rWMN, alpha load 5: dAN, beta load 2:
dAN, lMWN, rWMN).
Tests of the Obtained Covariance Maps for
Topographic Differences as Function of TCNs
and Load Levels
In the theta band, the TCT indicated significant covariance maps
only for the DMN, and only in the high-load condition. Since in
theta band no other TCN showed significant covariance maps, no
further analyses were conducted. The t-map (against zero) of the
theta-covariance maps of the DMN in the high-load condition
is shown in Figure 4, and had a negative maximum at electrode
AFz (t = −2.701).
In the alpha band, there were significant TCT results for all
TCNs in the low-load condition, and for the dAN the high-
load condition. To further assess if the covariance maps differed
between the four TCNs, a TANOVA across the four covariance
maps of the low-load condition was computed. This TANOVA
was significant (p = 0.0002). Since the covariance maps of
the left- and right WMN were visually very similar, we com-
pared them in a separate TANOVA, which was, as expected,
not significant (p = 0.400). On the other side, the TANOVA
comparing the DMN, the dAN, and the combined left- and right-
WMN remained significant (p = 0.0002) as well as other sub-
comparisons (DMN–dAN p = 0.0002, DMN–WM p = 0.0054,
dAN–WM p = 0.0096), such that we concluded that the covari-
ance maps of the DMN, the dAN and eitherWMNwith the alpha
band can be distinguished, whereas there is no evidence to distin-
guish the covariance maps of the lWM and the rWM with alpha.
In addition, since for the dAN, there were significant covariance
maps for the load and high-load conditions, these maps were also
compared; the result of this TANOVA indicated no evidence for
a difference (p = 0.894). Accordingly, t-maps were computed
for what the analyses indicated to be the smallest discrete fin-
gerprints of pre-stimulus TCN activation, which were found for
the DMN in the low-load condition (with a positive maximum at
electrode P7; t = 5.85), for the combined left- and rightWM also
in the low-load condition (positive maximum at Pz, t = 2.68),
and for the dAN, but combining the low and high load conditions
(negative maximum at P8, t = −4.76) (Figure 4).
The analysis of the beta-band yielded significant TCT results
for the three task-positive networks, but only in the low-load
condition. A subsequent TANOVA on these three covariance
maps indicated that these maps were significantly different
(p = 0.0146). The resulting t-maps are again shown in Figure 4.
Discussion
The present study investigated fMRI network dynamics and EEG
spectral changes during the execution of a WM task with two
load levels. Specifically, complementing earlier studies reporting
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FIGURE 3 | The four TCNs and their activity over the task for
high- and low-load conditions. The plots on the right show the
t-statistics (across subjects) of the z-transformed TCN percent activity
over the mean task conditions for low-load (blue) and high-load (red)
conditions and t-test between high- vs. low-load conditions. Y-axes
represent t-values and the gray bar represents the
significance-threshold. The x-axis represents the time in seconds: −4
to −2.2: pre-stimulus; −2.5 to 0: stimulus; 0 to 3.5: retention; 3.5 to
5.5: probe; 5.5 to 5.8 and −4 to −2.5: pre-stimulus. 0 marks the
beginning of the retention period.
load-dependent effects during WM retention in the EEG (Onton
et al., 2005; Meltzer et al., 2007; Michels et al., 2008, 2010, 2012;
Scheeringa et al., 2009; Huang et al., 2013) and during task prepa-
ration in the DMN (Esposito et al., 2006; Manelis and Reder,
2014), we investigated here the relationship among pre-stimulus
and task related brain activity.
As a first result, the data replicated a series of findings obtained
in similar studies and therefore validates both these results and
the findings obtained here. In particular, in the EEG, we found
an expected load effect during the retention period in the form
of an increase of frontal midline theta in the high-load condi-
tion, which is in agreement with a large body of literature linking
frontal midline theta to WM, and showing that this link is load
dependent (Onton et al., 2005; Meltzer et al., 2007; Michels et al.,
2008, 2010, 2012; Scheeringa et al., 2009; Huang et al., 2013).
As also previously reported (Michels et al., 2010), we further-
more found increased alpha and beta power in the high-load
condition, maximal at electrode O2. The interpretation of load-
related power increases in the alpha range is still under debate:
while some argue that this reflects a top-down suppression of
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FIGURE 4 | Result of the TCTs (p-values) for each frequency-band
and TCN, and t-maps of the significant covariance maps. Blue
indicates negative t-values representing negative correlations between the
pre-stimulus TCN activity and the retention frequency band power. Red
indicates positive t-values representing positive correlations. The figure
contains the results surviving the adjustment for a FDR of 5%.
irrelevant information during the task (Klimesch et al., 2010;
Huang et al., 2013; Roux and Uhlhaas, 2014), others explain
this effect with the active participation in attentional processes
through the retention of relevant items (Nenert et al., 2012;
Manza et al., 2014). Some assign both inhibition of task-irrelevant
cortical areas and an active role in conscious attention to the
alpha increase during WM (Palva and Palva, 2007). On the other
hand, we found load-related alpha and beta decreases at mid-
line centro-parietal electrodes, whereas the paper byMichels et al.
(2010) had shown this only for the beta band.
Also the results obtained in the analysis of the event-related
dynamics of the TCNs yielded effects that where in agreement
with previous studies: DMN activity showed a load-dependent
decrease already during task preparation, as previously shown by
Manelis and Reder (2014). Beyond that, the mean time courses of
the investigated task-positive TCNs over a trial also matched the
behavior of these networks described in the literature: the dynam-
ics of the dAN where opposite to the one of the DMN during
high-load conditions (Kim, 2015), both WMNs were active dur-
ing the executing of the WM task, that is the (late) retention and
probe phase (Visintin et al., 2015). However, contrary to the find-
ings of Visintin et al. (2015) in our data the lWMN was not yet
active in the pre-stimulus period. And both, not only the rWMN
(Dima et al., 2014) should a load-effect during the WM task.
Further, although many studies reported negative correlations
between the DMN and the WMN during resting state and task
performance there is evidence that during task preparation both
DMN core regions and WMN regions are co-activated (Koshino
et al., 2014). This is apparently the case in the low-load conditions
of our data.
The principal aim and novelty of our study was the attempt to
establish whether and how varying levels of pre-stimulus TCN
activation would affect the recruitment of neuronal resources
during task execution, as indexed by retention EEG spectral
amplitude. The study is thus endorsing the concept of state
dependent information processing. This concept assumes that
responses to environmental information depend on an interac-
tion of the input with the momentary brain state. Accordingly,
part of the variance observed in these responses, and eventually
also dysfunctional responses, may be explained by normal vari-
ance or abnormal features of the brain state before and at the time
of perception.
In our task design, task difficulty was varied pseudo-randomly
in blocks of four trials and was thus partly predictable for the
subject. Therefore, we could separate anticipatory and random
variations of brain state, whereas anticipatory effects were defined
as load-dependent mean pre-stimulus effects, while random vari-
ations were defined as trial by trial deviations of a TCN from a
mean.
As a first result, we found an inverse relation of pre-stimulus
DMN activation with frontal midline theta during the reten-
tion period, which is in-line with the well-known theta load
effect and the findings on pre-stimulus DMN fluctuations indica-
tive of WM functions (Esposito et al., 2006; Hampson et al.,
2006; Manelis and Reder, 2014). Previous studies have already
established a relation of frontal midline theta and simultaneous
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DMN activation during the retention period (Michels et al.,
2010). Our result extend this finding by showing that DMN
activation preceding task execution and quantified prior to any
percept to be kept in mind was already predictive for the later
recruitment ofWM resources. It is thus not that processes related
to DMN activation and processes related to WM processes are
merely anti-correlated, but that, in the high load condition, pre-
stimulus DMN activation “sets the stage” for later WM processes
to develop. When task demand was low, these WM processes
seemed to be unaffected by pre-stimulus DMN activation.
The predictive power of pre-stimulus DMN upon frontal
midline theta during retention in the high load condition sup-
ports other findings showing fluctuations of intrinsically orga-
nized brain dynamics have effects on cognitive processes and
can predict fluctuations in the performance of tasks requiring
executive control. A recent study from Nozawa et al. (2014) cor-
related fluctuations of pre-stimulus TCN activity with reactions
times from a color-word Stroop task and was able to show that
pre-stimulus DMN fluctuations predicted RT fluctuations, thus
constituting “cognitive readiness.” The pre-stimulus TCN-DMN
dynamics accordingly may represent a useful measure for antic-
ipatory and preparatory processes, which often cannot be con-
trolled in cognitive experiments. Interestingly, the topography
of the pre-stimulus DMN informed theta-band covariance map
was also similar to the one found by Jann et al. (2010) through
a covariance mapping of resting state DMN with resting state
theta power, in the absence of any explicit task. This suggests that
frontal midline theta is modulated by DMN activity under very
different conditions including rest. Still, the time-lagged relation-
ship between pre-stimulus and task seems not to be a general
mechanism, as in our study, the coupling was only significantly
present during high-load conditions.
In addition, in the low-load condition, the level of pre-
stimulus DMN activation was predictive for alpha increases,
which were widespread, but had occipital maxima. As reported
in the literature, occipital alpha typically showed positive cor-
relations with DMN activity under resting conditions (Nishida
et al., 2015). The result, in conjunction with the finding that the
low-load condition on average did not produce a significant sup-
pression of DMN activity, may thus suggest that DMN fluctu-
ations were relatively unaffected by the stimulus and may have
extended from the pre-stimulus period into the retention period,
such that the encountered alpha band effect in the retention
period and pre-stimulus DMN fluctuations represent common,
but temporally extended processes.
The task-positive networks had significant covariance maps
only in the alpha and beta band. Prestimulus dAN was predic-
tive for a widespread suppression of alpha in the retention period,
independent of load level. Since both load-levels also showed an
increase of dAN activity before the task, this might indicate that
a strong activation of attentional systems prior to stimulus pro-
cessing might also increase the amount of resources recruited
during the retention period, as indicated by alpha-suppression.
In addition, in the low-load condition, pre-stimulus activation
of left and right WM networks induced an increase of alpha at
midline parietal electrodes which was opposite to the alpha band
effect of high-load at these electrodes. One may thus speculate
that randomly occurring processes engaging WM functions in
the pre-stimulus period had a negative impact on task related
WM processes during retention.
In the beta band, we found, at least for task-positive networks,
a correspondence in significance and topography with the covari-
ance maps of the alpha band. As argued previously (Nishida et al.,
2015), in combined EEG-fMRI studies, alpha and low beta-band
fMRI correlates were often found to be similar, such that the
interpretation of these findings may follow those of the alpha
band.
In general, based on previous findings that neuronal coupling
in different frequency bands may underlie distinct functions in
WM retention (Palva et al., 2010) our results suggest that pro-
cesses reflected by spectral oscillations during retention seem not
only to be momentary EEG counterparts of activity in differ-
ent attention-related networks but are also affected by activity
in these areas during the pre-stimulus or preparation intervals.
Thus, the proper functioning of the brain already in the prepara-
tory state before a stimulus seems to be a necessary prerequi-
site for successful WM processing. Future research will have to
further investigate these mechanisms. However, the finding of
this interdependence may be important for the development of
treatment options in cases of WM deficits.
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Table	  S1:	  Regions	  of	  the	  identified	  four	  TCNs	  that	  formed	  the	  basis	  for	  the	  subsequent	  
analyses.	  The	  extraction	  of	  the	  max	  values	  and	  the	  labeling	  of	  the	  coordinates	  was	  done	  
with	  the	  “write	  Tailairach	  table”	  utility	  included	  in	  the	  gift	  toolbox.	  This	  procedure	  applies	  
a	  localization	  based	  on	  the	  Talairach	  Daemon.	  The	  threshold	  for	  the	  beta-­‐values	  was	  set	  at	  
3.5,	  distance	  between	  contiguous	  voxels	  was	  4mm.	  Only	  positive	  regions	  are	  listed.	  
	  
TCN Region Random effects: Max Value (x,y,z) 
DMN Precuneus 9.2	  (-­‐20,	  -­‐66,	  49)/11.6	  (30,	  -­‐72,	  35) 
 Superior	  Parietal	  Lobule 9.4	  (-­‐24,	  -­‐55,	  60)/11.4	  (22,	  -­‐59,	  56) 
 Middle	  Temporal	  Gyrus 8.6	  (-­‐34,	  -­‐76,	  24)/11.4	  (38,	  -­‐76,	  24) 
 Superior	  Occipital	  Gyrus 8.9	  (-­‐32,	  -­‐78,	  28)/10.8	  (38,	  -­‐76,	  28) 
 Angular	  Gyrus 6.3	  (-­‐34,	  -­‐74,	  31)/10.0	  (36,	  -­‐72,	  31) 
 Middle	  Occipital	  Gyrus 8.9	  (-­‐32,	  -­‐82,	  21)/9.3	  (34,	  -­‐81,	  21) 
 Inferior	  Parietal	  Lobule 6.4	  (-­‐34,	  -­‐50,	  56)/8.7	  (44,	  -­‐36,	  53) 
 Postcentral	  Gyrus 5.9	  (-­‐18,	  -­‐51,	  63)/8.2	  (44,	  -­‐34,	  50) 
 Cuneus 7.6	  (-­‐28,	  -­‐80,	  32)/7.5	  (30,	  -­‐80,	  32) 
 Middle	  Frontal	  Gyrus 4.6	  (-­‐26,	  3,	  55)/6.7	  (30,	  9,	  60) 
 Inferior	  Temporal	  Gyrus 6.5	  (-­‐53,	  -­‐64,	  -­‐2)/5.1	  (48,	  -­‐70,	  -­‐2) 
 Superior	  Frontal	  Gyrus 5.0	  (-­‐24,	  15,	  58)/6.4	  (26,	  7,	  55) 
 Inferior	  Frontal	  Gyrus 4.1	  (-­‐53,	  13,	  21)/5.6	  (48,	  9,	  22) 
 Paracentral	  Lobule 3.7	  (0,	  -­‐38,	  50)/5.4	  (4,	  -­‐46,	  59) 
 Superior	  Temporal	  Gyrus 3.9	  (-­‐46,	  6,	  -­‐5)/4.7	  (48,	  -­‐61,	  18) 
 Fusiform	  Gyrus 4.3	  (-­‐44,	  -­‐67,	  -­‐12)/4.5	  (48,	  -­‐57,	  -­‐12) 
 Precentral	  Gyrus 4.5	  (-­‐55,	  -­‐4,	  39)/4.0	  (59,	  -­‐17,	  40) 
 Culmen 4.4	  (-­‐16,	  -­‐37,	  -­‐12)/3.8	  (2,	  -­‐45,	  -­‐8) 
 Insula 4.2	  (-­‐42,	  4,	  -­‐4) 
 Cingulate	  Gyrus 4.0	  (6,	  -­‐37,	  41) 
 Medial	  Frontal	  Gyrus 3.9	  (-­‐20,	  3,	  51) 
 Inferior	  Occipital	  Gyrus	   3.9	  (-­‐42,	  -­‐70,	  -­‐3)	  
 Thalamus	   3.9	  (16,	  -­‐29,	  12)	  
dAN Precuneus 8.5	  (-­‐20,	  -­‐66,	  49)/11.0	  (30,	  -­‐72,	  35) 
 Middle Temporal Gyrus 8.4	  (-­‐30,	  -­‐75,	  20)/10.7	  (38,	  -­‐77,	  22) 
 Superior Occipital Gyrus 8.0	  (-­‐28,	  -­‐80,	  28)/10.4	  (38,	  -­‐76,	  26) 
 Superior Parietal Lobule 8.6	  (-­‐24,	  -­‐57,	  58)/10.2	  (24,	  -­‐57,	  58) 




 Middle Occitipital Gyrus 8.2	  (-­‐32,	  -­‐79,	  21)/7.8	  (36,	  -­‐83,	  19) 
 Cuneus 8.0	  (-­‐26,	  -­‐76,	  31)/7.9	  (32,	  -­‐80,	  33) 
 Inferior	  Parietal	  Lobule 6.7	  (-­‐30,	  -­‐50,	  54)/7.9	  (34,	  -­‐50,	  56) 
 Postcentral	  Gyrus 4.5	  (-­‐6,	  -­‐53,	  65)/7.3	  (44,	  -­‐34,	  50) 
 Middle	  Frontal	  Gyrus 5.5	  (26,	  0,	  48) 
 Inferior	  Frontal	  Gyrus 5.2	  (48,	  9,	  24) 
 Superior	  Frontal	  Gyrus	   5.1	  (26,	  7,	  55) 
 Inferior	  Temporal	  Gyrus	   4.5	  (-­‐53,	  -­‐58,	  -­‐4)/4.9	  (51,	  -­‐61,	  -­‐9) 
 Precentral	  Gyrus	   3.6	  (-­‐53,	  -­‐2,	  41)/4.2	  (59,	  -­‐17,	  41) 
 Fusiform	  Gyrus	   4.1	  (50,	  -­‐61,	  -­‐12) 
 Superior	  Temporal	  Gyrus	   3.9	  (48,	  -­‐61,	  18) 
rWMN Inferior	  Parietal	  Lobule 6.3	  (-­‐48,	  -­‐52,	  43)/16.6	  (46,	  -­‐54,	  47) 
 Superior	  Parietal	  Lobule 4.3	  (-­‐38,	  -­‐56,	  51)/16.4	  (42,	  -­‐58,	  49) 
 Supramarginal	  Gyrus 4.4	  (-­‐46,	  -­‐51,	  36)/14.7	  (51,	  -­‐49,	  37) 
 Middle	  Frontal	  Gyrus 4.9	  (-­‐44,	  50,	  -­‐1)/13.3	  (46,	  21,	  39) 
 Angular	  Gyrus 3.6	  (-­‐48,	  -­‐55,	  36)/12.6	  (48,	  -­‐55,	  36) 
 Precentral	  Gyrus 11.9	  (48,	  21,	  36) 
 Superior	  Frontal	  Gyrus 6.1	  (-­‐2,	  33,	  48)/11.7	  (36,	  22,	  49) 
 Medial	  Frontal	  Gyrus 7.1	  (-­‐2,	  35,	  42)/10.2	  (4,	  35,	  39) 
 Middle	  Temporal	  Gyrus 4.3	  (-­‐63,	  -­‐27,	  -­‐5)/9.9	  (63,	  -­‐26,	  -­‐7) 
 Postcentral	  Gyrus 9.3	  (55,	  -­‐36,	  50) 
 Inferior	  Frontal	  Gyrus 3.8	  (-­‐48,	  47,	  0)/9.3	  (40,	  54,	  1) 
 Precuneus 3.6	  (0,	  -­‐70,	  46)/8.9	  (36,	  -­‐66,	  42) 
 Superior	  Temporal	  Gyrus 7.9	  (48,	  -­‐48,	  21) 
 Cingulate	  Gyrus 3.6	  (-­‐2,	  -­‐26,	  31)/6.9	  (10,	  -­‐45,	  37) 
 Declive 6.6	  (-­‐10,	  -­‐79,	  -­‐20)/-­‐999.0	  (0,	  0,	  0) 
 Anterior	  Cingulate 5.6	  (8,	  41,	  13) 
 Inferior	  Temporal	  Gyrus 4.8	  (59,	  -­‐14,	  -­‐16) 
 Insula 4.1	  (48,	  -­‐40,	  20) 
 Uvula 3.9	  (-­‐14,	  -­‐71,	  -­‐23) 
 Cuneus 3.7	  (10,	  -­‐66,	  31) 
lWMN Inferior	  Parietal	  Lobule 14.9	  (-­‐38,	  -­‐62,	  44)/7.1	  (34,	  -­‐58,	  40) 




 Precuneus 13.0	  (-­‐34,	  -­‐64,	  40)/5.9	  (32,	  -­‐62,	  40) 
 Inferior	  Frontal	  Gyrus 11.5	  (-­‐46,	  43,	  5)/5.5	  (53,	  38,	  13) 
 Angular	  Gyrus 11.1	  (-­‐46,	  -­‐56,	  36)/5.4	  (34,	  -­‐58,	  36) 
 Supramarginal	  Gyrus 10.7	  (-­‐46,	  -­‐53,	  36)/5.1	  (38,	  -­‐49,	  37) 
 Middle	  Frontal	  Gyrus 10.6	  (-­‐46,	  44,	  -­‐4)/5.3	  (50,	  36,	  18) 
 Middle	  Temporal	  Gyrus 9.8	  (-­‐61,	  -­‐37,	  -­‐5)/5.1	  (65,	  -­‐35,	  -­‐5) 
 Superior	  Temporal	  Gyrus 9.1	  (-­‐46,	  -­‐57,	  29)/3.9	  (63,	  -­‐2,	  7) 
 Precentral	  Gyrus 8.0	  (-­‐44,	  17,	  34)/3.5	  (61,	  -­‐1,	  11) 
 Superior	  Frontal	  Gyrus 7.6	  (-­‐34,	  14,	  51) 
 Inferior	  Temporal	  Gyrus 7.1	  (-­‐51,	  -­‐53,	  -­‐11) 
 Medial	  Frontal	  Gyrus 6.6	  (-­‐4,	  29,	  41) 
 Fusiform	  Gyrus 6.4	  (-­‐48,	  -­‐55,	  -­‐11) 
 Uvula 5.3	  (32,	  -­‐63,	  -­‐24) 
 Cingulate	  Gyrus 5.0	  (-­‐2,	  -­‐33,	  33)/3.8	  (2,	  -­‐33,	  33) 
 Postcentral	  Gyrus	   4.7	  (-­‐51,	  -­‐31,	  49)/4.2	  (53,	  -­‐34,	  51) 
 Superior	  Occipital	  Gyrus	   4.5	  (-­‐38,	  -­‐74,	  28) 
 Culmen	   4.2	  (28,	  -­‐61,	  -­‐24) 
 Cuneus	   4.0	  (0,	  -­‐90,	  17) 
 Insula	   3.6	  (-­‐40,	  17,	  -­‐1)	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Patients with schizophrenia show abnormal dynamics and structure of temporally
 coherent networks (TCNs) assessed using fMRI, which undergo adaptive shifts in
preparation for a cognitively demanding task. During working memory (WM) tasks,
patients with schizophrenia show persistent deficits in TCNs as well as EEG indices of 
WM. Studying their temporal relationship during WM tasks might provide novel insights 
into WM performance deficits seen in schizophrenia. Simultaneous EEG-fMRI data
were acquired during the performance of a verbal Sternberg WM task with two load
levels (load 2 and load 5) in 17 patients with schizophrenia and 17 matched healthy
controls. Using covariance mapping, we investigated the relationship of the activity in
the TCNs before the memoranda were encoded and EEG spectral power during the
retention interval. We assessed four TCNs – default mode network (DMN), dorsal atten-
tion network (dAN), left and right working memory networks (WMNs) – and three EEG
bands – theta, alpha, and beta. In healthy controls, there was a load-dependent inverse 
relation between DMN and frontal midline theta power and an anti-correlation between 
DMN and dAN. Both effects were not significantly detectable in patients. In addition,
healthy controls showed a left-lateralized load-dependent recruitment of the WMNs.
Activation of the WMNs was bilateral in patients, suggesting more resources were
recruited for successful performance on the WM task. Our findings support the notion of 
schizophrenia patients showing deviations in their neurophysiological responses before 
the retention of relevant information in a verbal WM task. Thus, treatment strategies as 
neurofeedback  targeting prestates could be beneficial as task performance relies on the 
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inTrODUcTiOn
Deficits in working memory (WM)  –  defined as a system for 
temporary storage and manipulation of visual and phonological 
information (1) – represent a core feature in schizophrenia (2–5). 
There are studies discussing cognitive deficits in schizophrenia 
patients being mainly found in one specific domain, as for exam-
ple in verbal episodic memory (6). The most consistent finding 
across studies, however, seems to be a generalized impairment 
across neuropsychological measures including verbal and spatial 
WM tests (5, 7, 8). These WM deficits are highly treatment resist-
ant (9) and are indirectly related to poor functional outcome (10, 
11). Although earlier fMRI studies reported on the dorsolateral 
prefrontal cortex (dlPFC) as the critical brain structure contribut-
ing to faulty WM in schizophrenia (12–16), later studies found 
that larger functional networks were recruited for successful 
performance (17–19).
The concept of fMRI-BOLD temporally coherent networks 
(TCNs) refers to a set of brain regions being temporally coacti-
vated and describes both resting-state and task-related networks 
(20). Both resting-state networks (21–25) and task-related net-
works (18, 19, 26, 27) are affected by schizophrenia, as revealed 
by connectivity between or within the networks, their activation 
strength, or their spatial and temporal characteristics. Alterations 
in the most studied TCN, the default mode network (DMN), 
were related to severity of positive (26) and both positive and 
negative symptoms (22) during an oddball task and resting state, 
respectively. During WM tasks, the amount of DMN deactiva-
tion was linearly related to task demands (28), a balance that is 
behaviorally relevant in healthy subjects (29, 30). A disruption of 
the balance between DMN and task demands has been reported 
in patients with schizophrenia (31, 32), youth at high-risk for 
psychosis and early psychosis (33) as well as in unaffected siblings 
(34). According to the theory of state-dependent information 
processing (35), the brain’s state before a memory trial begins 
affects the subsequent neuronal response to internal or external 
stimuli such that greater DMN activation before stimulus presen-
tation was linked to more errors in a flanker task (36) as well as in 
a stop signal task (37).
Measuring EEG and fMRI simultaneously has become an 
established tool for basic as well as clinical research since the 
first pilot study proved its feasibility (38). With the combination 
of these complementary methods, well-localized hemodynamic 
activity from fMRI can be related to neural activity from the EEG 
(39). A combined EEG-fMRI study with healthy subjects revealed 
the DMN being negatively correlated with frontal theta power in a 
resting condition (40), consistent with enhanced frontal EEG theta 
power in tasks requiring WM and focused attention (41–44). The 
same inverse association between frontal theta power and DMN 
was observed during the retention period of a verbal Sternberg 
WM task (45). This was replicated and extended in a recent study 
using the same WM paradigm within the framework of state 
dependency: four prestimulus fMRI-BOLD TCNs modulated 
three EEG frequencies during the subsequent retention interval 
when memoranda had to be held in WM (46). Importantly, their 
analysis provided temporal information about the relationship: 
prestimulus DMN activity modulated poststimulus frontal theta 
power. There is evidence from EEG studies during WM tasks that 
in schizophrenia, frontal midline (FM) theta power is reduced 
(47, 48), but no study has investigated the temporal relationship 
between DMN activity and neural activity during retention as 
reflected in FM theta.
The role of EEG alpha power linked to WM is somewhat 
controversial with reports of both load-dependent increases and 
decreases at different scalp sites from posterior, central to parietal 
areas (44, 46, 49–51). Greater WM loads are related to increased 
EEG power in the beta band at occipital (45, 46) and temporal 
sites (52, 53).
During rest, several TCNs are linked to specific EEG fre-
quencies. A study of Jann and colleagues concluded that TCNs 
representing higher cognitive functions including self-referential, 
attention, and memory processes as the DMN and left and 
right working memory networks (WMNs) among others were 
positively related to higher frequencies (alpha and beta band) and 
had unique topographic frequency distributions (54). Applying 
the same method, a shift of the EEG spectral correlates of TCN 
fluctuations toward lower frequencies was detected for the DMN 
(from beta toward theta and alpha band) and the left WMN (from 
alpha and beta toward theta band) in schizophrenia patients 
(55). This finding further supports the notion that specific topo-
graphical associations of TCNs with frequencies are functionally 
relevant and aberrant in this patient population.
The goals of this study were to further extend previous results 
of Kottlow et al. (46) to schizophrenia. Exploring WM in a state-
dependent manner may yield novel insights into deviations of 
cognitive functioning in this severe mental illness. Therefore, we 
investigated the effect of four prestimulus TCNs – the DMN, the 
dorsal attention network (dAN), the left and right WMNs – upon 
three EEG frequency bands (theta, alpha, and beta) during WM 
retention in patients compared to controls. First of all, we aimed 
at replicating findings in healthy controls to the previous study. 
Second and more importantly, we wanted to know if we could 
find evidence for a putative link between the well-known resting-
state abnormalities, as seen both in spectral EEG deviations 
[e.g., Ref. (56)] and differences in fMRI-BOLD TCN dynamics 
[e.g., Ref. (32)], and the task-induced activation of WM-related 
brain functions, measured through changes in FM theta. In other 
words, we wanted to know if it is possible to find support for 
the hypothesis that a dysfunctional activation of WM functions 
in schizophrenia may follow from abnormalities in prestimulus 
resting-state activity. Thus, we expected the previously reported 
and WM relevant inverse association between the DMN and FM 
theta band to be reduced in patients.
MaTerials anD MeThODs
The preprocessing and analysis methods are identical to those 
used by Kottlow et al. (46). As the output data are multidimen-
sional including the different TCNs, frequency bands, number of 
electrodes, load levels, as well as the two groups, we had to deal 
with the problem of multiple testing. By means of two analysis 
methods that eliminate the problem of multiple testing across 
electrodes, namely, the topographic consistency test (TCT) and 
the topographic analysis of variance (TANOVA), we reduced 
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this problem (see Relative EEG Load Effects for further details). 
In addition, the findings of the mentioned paper were used to 
a priori limit the number of hypotheses that we considered.
subjects
We included 17 patients (14 males, 3 females; mean age: 
34.62 ± SD: 8.79 years) and 17 age and gender matched healthy 
control subjects (14 males, 3 females; mean age: 31.62  ±  SD: 
7.06 years) in the study. Data from nine of these controls were 
included in Kottlow et al. Healthy control subjects were recruited 
via word of mouth.
All subjects satisfied standard inclusion criteria for par-
ticipation in MRI studies, were right-handed, and had normal 
or corrected-to-normal vision. All refrained from caffeine and 
nicotine at least 4 h and alcohol 14 h prior to the experiment.
Patients were recruited at the University Hospital of Psychiatry 
in Bern, Switzerland. They were diagnosed according to the 
ICD-10 and DSM-IV either with schizophrenia (F20.0–F20.3; 
295.1–295.4/295.6; N = 9) or acute and transient psychotic dis-
order (F23.0–F23.2; 297.1/298.8; N = 8). Patients medicated with 
the atypical antipsychotic medication clozapine were excluded 
due to its adverse effects on the EEG (57). Other exclusion criteria 
included comorbidities for other psychiatric disorders, substance 
abuse (except for nicotine and caffeine), and neurological or other 
severe medical conditions. Sixteen of the 17 patients received 
antipsychotics (typical = 1; atypical = 15), 1 received antidepres-
sants, 2 received mood stabilizers, and 2 received tranquilizers. 
Healthy controls had no history of psychiatric and neurologic 
disorders and abuse or dependence on psychoactive medication 
or drugs other than nicotine and caffeine.
Study procedures were approved by the local ethics committee 
of the canton of Bern, Switzerland (KEK no. 192/05). All subjects 
gave their written informed consent prior to examination and 
were aware that they could drop out at any time point and without 
cause and for patients without treatment consequences. Patients 
indicating poor understanding of the study were excluded. 
Treating psychiatrists confirmed the patient’s ability to give 
informed consent. Participation was unpaid. The characteristics 
of the subjects and clinical variables are given in Table 1.
Task and Procedures
The study was conducted on 2 or 3 separate days. On the first day, 
the neurophysiological measurements were held between 8 a.m. 
and 12 a.m. at the Inselspital of Bern, Switzerland. Within a week, 
cognitive performance was assessed by means of four subtests of 
the Wechsler adult intelligence scale (WAIS III; similarities, digit 
span, the block design test, and the digit symbol-coding test). 
Additionally, a clinical-diagnostic interview was performed with 
patients during the same day as the cognitive assessment or on a 
third day close to the other assessment days.
The procedures for the neurophysiological measurements 
were as follows: first, the EEG cap was placed followed by 8 min 
resting-state acquisition consisting of alternating blocks of 2 min 
eyes open and closed outside of the scanner. Before going into 
the MR scanner, subjects performed a short practice version of 
the WM task. Subjects were placed carefully in the scanner for 
the simultaneous EEG-fMRI measurements consisting of another 
8 min resting state and then the performance of the WM task. 
After removal of the EEG cap, the anatomical sequences were 
executed.
In the scanner, stimuli were presented via goggles 
(VisualStimDigital MR-compatible video goggles; Resonance 
Technology Inc., Northridge, CA, USA). The visual angle of the 
stimuli was 60° with a resolution of 800 × 600 pixels and 60 Hz 
refresh rate. An in-house fabricated MR compatible response box 
was used. Stimuli were delivered and responses registered using 
E-Prime (Version 2.0.10.553, Psychology Software Tools, Inc.).
To assess verbal WM processes, a version of the Sternberg Item 
Recognition Paradigm [SIRP; Ref. (58)] adapted from Michels 
et al. (45) was used. This paradigm allows the temporal separa-
tion of the encoding of memory items (encoding phase), retaining 
them (retention period), and their retrieval (probe period). Either 
two (load 2) or five (load 5) consonants were presented in an array 
of 3 × 3 items with the remaining positions being plus signs (+). 
The positions of the consonants were counterbalanced across tri-
als, with the center one being excluded. This array was presented 
in black font on a white background surrounded by a red frame. 
One trial included a stimulus array presented for 2.5 s, followed 
by the retention period consisting of a centered fixation cross 
(+) for 3.5 s. Then, in the probe period, one consonant was pre-
sented in the center for 2 s. There was a variable duration (range: 
1.8–2.5 s, mean: 2 s) inter-stimulus interval (ISI) before the next 
trial with the centered fixation cross. Subjects had to indicate by 
bottom press whether the probe letter was presented before or 
not (the use of the right index and middle finger to indicate “yes” 
or “no” answers was counterbalanced between subjects). The task 
included 8 blocks per load condition comprising 4 trials each, 
resulting in 32 trials per load condition. Between blocks, the fixa-
tion cross was displayed for 2.5 s. Five times throughout the task, 
a centered fixation star (*) was projected during 24.5 s of rest. Task 
duration was 13 min. Figure 1 illustrates the experimental design 
for one trial, and Figure 2 the task design.
eeg acquisition and Preprocessing
The EEG was measured using a 96-channel MR compatible 
system from Brain Products (Gilching, Germany; Input range: 
16.3  mV, resolution: 16  bit). Ninety-two electrodes were 
mounted in an elastic cap according to the international 10–10 
system. Additionally, two channels each were used to measure 
the electrocardiogram (ECG; below the clavicles) and the elec-
trooculogram (EOG; below the eyes). Electrode Fz was used as 
recording reference. Three BrainAmp MR compatible amplifiers 
were connected to 32 channels each and connected to the acquisi-
tion computer via fiber cables for safety reasons. The EEG was 
online bandpass filtered between 0.1 and 250  Hz and sampled 
with 5  kHz. We aimed at keeping electrode impedances below 
20 kΩ while restricting the duration of entire EEG preparation to 
1 h in order to avoid tiring the subjects. Across subjects, 90% of 
all electrodes had impedances below 25 kΩ, 5% were higher than 
30 kΩ of which only 14.7% of subjects shared common electrodes 
and mean impedance was 17.5 kΩ. To avoid aliasing artifacts, the 
clock of the recording computer was synchronized to the clock of 
the MR system (10 kHz refresh rate), and each MR scan volume 
was automatically marked in the EEG data.
FigUre 2 | sternberg WM task: task design. Four blocks of each load 
(load 2 = L2, load 5 = L5) alternating among baseline conditions (*). Each 
block contains four trials per load and was followed by a fixation of 2.5 s 
added to the ISI (+).
FigUre 1 | sternberg WM task: experimental design of a single trial. 
Indicated with the blue arrow and the blue and yellow plains are the time 
points of fMRI (blue) and EEG (yellow) markers extracted for the covariance 
mapping (ISI, inter-stimulus interval, mean: 2 s).
TaBle 1 | Descriptive and clinical variables of subjects.
Patients (N = 17) controls (N = 17) T-tests
(m/f) % (m/f) %
Gender 14/3 82.4/17.6 14/3 82.4/17.6
Mean sD Mean sD p (df = 32)
Age (years) 34.62 8.79 31.62 7.09 0.281
WAIS III (t-values) 43.47 7.12 55.88 5.18 <0.001
Duration of illness (months) 66.66 67.86
Number of episodes 3.88 3.44
CPZE 344.17 236.28
DPZE 0.2 0.7
PANSS positive 12.65 4.47
PANSS negative 12.82 7.76
PANSS total 52.12 22.94
WAIS III, Wechsler adult intelligence scale (four subtests: similarities, digit span, the block design test, and the digit symbol-coding test); CPZE, chlorpromazine equivalence dosage; 
DPZE, diazepam equivalence dosage; PANSS, positive and negative syndrome scale.
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Preprocessing was performed using Vision Analyzer (Version 
2.0.4.368; Brain Products, Gilching, Germany). Methods used 
for artifact removal are in accordance with previously published 
papers (46, 54, 55, 59) and briefly summarized in the following 
section. The EEG was corrected for artifacts including scan-pulse 
and cardio-ballistic artifact, using average artifact subtraction 
with a sliding window (60). Thereafter, for each subject, EEG files 
from outside and inside of the scanner were down-sampled to 
500 Hz and concatenated. The resulting file was then bandpass fil-
tered (1–49 Hz and a notch filter) and bad channels were disabled 
(in controls: one subject had four disabled channels, one subject 
had two, two had one channel; in patients: one had five disabled 
channels, five had one channel). Using an ICA-based approach, 
the EEG was further cleaned from remaining cardio-ballistic, 
scan-pulse, and eye movement artifacts. Components loading 
for artifacts were identified using visual inspection of their tem-
poral dynamics, topographic maps, and the comparison of their 
power spectra inside versus outside of the scanner. The EEG of 
each subject was reconstructed from the remaining factors, and 
epochs containing residual scanner or movement artifacts were 
marked by visual inspection thereafter. Disabled channels were 
interpolated using a spherical spline interpolation. Furthermore, 
the ECG and EOG channels were removed, and the EEG was 
recalculated to average reference. Finally, the file was separated 
again into the resting state and verbal WM task.
Mri Data acquisition and Preprocessing
The recordings were performed in a 3-T Siemens Magnetom 
Trio MR Scanner (Siemens, Erlangen, Germany) with a 
12-channel head coil. The functional T2*-weighted MR images 
were acquired with an echo planar imaging (EPI) sequence. 
The characteristics of the sequence were 250 and 406 volumes 
for the resting state and the Sternberg WM task, respectively, 
35 slices, 3  mm  ×  3  mm  ×  3  mm, matrix size 64  ×  64, FOV 
192 mm × 192 mm, TR/TE = 1960 ms/30 ms.
The structural T1-weighted sequence (ADNI) had following 
parameters: 176 sagittal slices, slice thickness 1.0  mm, voxel 
size 1  mm  ×  1  mm  ×  1  mm, FOV 256  mm  ×  256  mm, TR/
TE = 2300 ms/2.98 ms.
Preprocessing of the functional MRI data was done in SPM8 
(Welcome Department of Imaging Neuroscience, London).1 
First, slice time correction was performed, and the data were 
1 http://www.fil.ion.ucl.ac.uk/spm
March 2016 | Volume 7 | Article 295
Baenninger et al. State-Dependent Working Memory in Schizophrenia
Frontiers in Psychiatry | www.frontiersin.org
motion corrected to the mean image. Then, the anatomical T1 
was coregistered to the mean image, followed by its segmentation 
into six tissue probability maps. Finally, the data were normalized 
and smoothed using an FWHM kernel of 6 mm × 6 mm × 6 mm.
Tcn extraction
To obtain the temporal dynamics of the TCNs from our fMRI 
data, we applied a spatial–temporal regression implemented 
in the GIFT toolbox (61).2 As templates to reconstruct single 
subject’s components, we applied the four components of interest 
(DMN, dAN, left and right WMNs) from the group-ICA on 24 
healthy subjects from the previous study (46). First, the fMRI-
BOLD time series of each subject were preprocessed applying the 
variance normalization option of the toolbox for comparability 
reasons. Then, the four components of interest were back pro-
jected onto the subject’s time series. The resulting time courses 
were z-transformed and represent the percent signal strength of 
each TCN at each volume acquired over whole WM task duration 
(406 volumes total) of each subject.
evolution of Tcns over average Task 
Trials
Based on previous findings, we expected the DMN and dAN 
to show opposing dynamics in healthy controls and that these 
dynamics would be relevant for performance (46, 62–65). To 
reveal whether differences in performance between patients and 
healthy controls could be related to the relative pre- or post-
stimulus network activations of the DMN and dAN, their mean 
dynamics where extracted from the time courses of these TCNs of 
the prestimulus period (−4.3 until −2.5 s before retention onset) 
and the retention period (0 until 3.5  s). These mean dynamics 
were then compared for each time point with a three-factorial 
ANOVA (2 × 2 × 2) with the factors network, load, and group. 
To check whether pre- to postdifferences could be ascribed only 
to the higher load condition (load 5), another ANOVA was per-
formed including the factors pre–post, network and group for 
load 5 only (2 × 2 × 2 factorial design). Furthermore, separate 
ANOVAs were conducted for the prestimulus and retention 
periods for each TCN for the factors of load and group (2 × 4 = 8 
ANOVAs with a 2 × 2 factorial design). Using in-house Matlab 
scripts, we additionally plotted the TCN dynamics. Therefore, 
in a time window from −4.3 to 5.5 in reference to the retention 
period each TCN time course was interpolated on a 0.1-s time 
scale using the Matlab spline interpolation and averaged across 
trials for each group and load condition. The five baseline periods 
were disregarded from that time window. Using t-test statistics, 
these averaged dynamics were compared every 0.1  s against 0 
within (two-tailed one-sample t-tests) and between (two-tailed 
unpaired samples t-tests) load levels and groups.
spectral Power Differences during resting 
state
To check for spectral power differences during the resting-state 
condition with eyes closed, the cleaned resting-state EEG file was 
2 http://mialab.mrn.org/software/gift/
segmented into the eyes closed condition only, resulting in 4 min of 
continuous EEG. Then, the EEG was segmented into equally sized 
segments (2.048 s) and a fast Fourier transformation (resolution: 
0.48828 Hz, hanning window: 10%) was performed. Afterwards, 
frequency bins were collapsed into the three frequency bands 
theta (3–7 Hz), alpha (8–12 Hz), and beta (13–20 Hz). For each 
subject, the average across all segments and the global spectral 
power across all channels were calculated. Finally, patients and 
controls were compared with frequency bin wise t-tests.
relative eeg load effects
Similar to Kottlow et al. (46), relative load effects defined as ratio 
of high versus low load were calculated. Therefore, the cleaned 
EEG data were segmented from 1 to 3.5 s within the retention 
period for correctly answered trials for each load separately. For 
each frequency band (theta, alpha, and beta), relative load effects 
were computed. Furthermore, the software package Ragu,3 which 
is based on randomization statistics was used to check the spatial 
stability of the load effects for each frequency across subjects per 
group with the TCT [for a detailed description of the methods, 
see Ref. (66)]. As this test is run across all electrodes at once, the 
problem of multiple testing is being reduced. Where significant 
TCTs resulted for the same frequency bands per group, topo-
graphic analyses of variance (TANOVAs) were run in Ragu to 
check for significant topographical differences between groups. 
With this analysis too, the problem of multiple tests is decreased 
due to the comparison of topographies as a whole, not single 
electrodes. Other comparisons are not meaningful due to the lack 
of consistency across subjects.
covariance Mapping
As the aim of the study was to explore state dependency within a 
WM task incorporating both fMRI and EEG measures at different 
time points, we used a method suitable for multivariate datasets, 
the so-called covariance mapping. Hereby, EEG scalp topogra-
phies representing the channel-wise covariance of a single EEG 
parameter (such as power at a specific frequency) with another 
continuous external variable (such as reaction times, but also a 
single fMRI parameter) are calculated [for further details, see Ref. 
(67)]. Positive covariance means both variables fluctuate in the 
same direction together whereas negative values point toward an 
inverse relationship between the two. We here examined the lagged 
coupling of the relative signal strengths from four fMRI TCNs at 
prestimulus with the amplitude of three EEG frequency bands 
during the retention period of a WM task. Therefore, the cleaned 
EEG data of the WM task were divided into segments containing 
the last 2.5 s of the WM retention period for correctly answered 
trials separately for each load condition and each subject. To 
extract spectral amplitude of frequencies, a continuous complex 
Gabor transformation spanning frequencies from 2 to 20  Hz 
with an envelope having its half maximum at the latency of a full 
cycle of the oscillation was applied. The single trial epochs were 
pooled into the previously used frequency bands theta (3–7 Hz), 
alpha (8–12  Hz), and beta (13–20  Hz). Covariance maps were 
3 http://www.thomaskoenig.ch/Ragu.htm
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calculated relating the level of every TCN before stimulus pres-
entation (−3.5 s before retention onset) with the EEG frequency 
band data (the last 2.5 s within the retention period) for both load 
levels and every subject separately. Thus, 24 covariance maps were 
obtained per subject (4 TCN × 3 Frequency bands × 2 loads).
The subsequent analyses were performed again with the soft-
ware package Ragu. First, TCTs were run on the covariance maps 
averaged over the whole time window (1.0–3.5 s within the reten-
tion period) for each TCN and frequency band across subjects 
per group. We further explored differences in covariance maps 
between groups if both groups showed significant TCTs for the 
same conditions according to the procedure for the relative load 
effects. For covariance maps that were significantly consistent 
within both groups, TANOVAs were computed to check whether 
the topographies of the covariance maps were significantly dif-
ferent between groups and load levels. Significant effects were 
then visualized using t-maps. To explore whether covariance 
maps were affected by medication (chlorpromazine equivalence 
dosage  =  CPZE), the severity of symptoms (PANSS positive, 
negative, and total scores), or cognitive performance (t-values of 
summed WAIS III subtests), for every TCN, we ran TANCOVAs 
with each of these variables as covariates.
Finally, based on the existing literature, we expected that con-
trol subjects would show a focal inverse relationship of theta at 
frontal electrodes [Fz: Ref. (40, 45) or AFz: Ref. (46)] with DMN 
activation in the prestimulus interval (46) selectively for the high-
load condition. We therefore tested in a FM theta analysis the 
covariance of these specific electrodes (Fz and AFz) for load and 
group differences.
Figure 3 provides an overview of all analyses steps applied on 
the EEG and fMRI data separately as well as their joint analyses.
resUlTs
Behavioral Data
For an overview of the results see Table  2. We performed two 
ANOVAs for reaction times and accuracies (2 × 2 factorial design 
with factors load and group). The ANOVA for reaction times 
resulted in a significant main effect load (p ≤ 0.001) and group 
(p = 0.023), but no significant interaction effect (p = 0.708). The 
ANOVA run for accuracies (percent correctly answered trials) 
yielded a significant main effect load (p = 0.001) and interaction 
of load by group (p  =  0.017), but scarcely no significant main 
effect group (p = 0.056). To further explore this result, independ-
ent sampled t-tests were run to check for differences in accuracy 
between groups for each load level separately. It resulted that the 
significant interaction from the ANOVA was driven by a signifi-
cant effect of load 5 only (load 2: t = 0.585, df = 32, p = 0.563; 
load 5: t = 2.588, df = 32, p = 0.014). The performance across both 
loads ranged in controls from 81.25 to 100% and in patients from 
62.5 to 100%, indicating that all subjects were able to perform the 
task above chance level.
evolution of Tcns
The mean activations of pre–post (prestimulus and reten-
tion period) for the DMN and dAN for both loads are shown 
in Figure  4. The three-factorial ANOVA for the prestimulus 
interval revealed a nearly significant interaction of TCN by group 
(p = 0.053), whereas no significant effect arose for the retention 
period. Further analysis indicated that healthy controls showed 
the anti-correlation of the two networks known in the literature 
(46, 62, 63, 68), the DMN was significantly lower than the overall 
mean level (one-sample t-test, p = 0.0058) as opposed to a signifi-
cantly enhanced dAN (one-sample t-test, p = 0.029). In patients, 
no systematic deviations from the mean could be observed. In 
addition, significant performance differences were limited to 
load 5. The respective ANOVA (2 × 2 × 2 factorial design with 
factors network, pre–post and group for load 5) supported this 
finding by a significant interaction effect of the factors pre–post 
and group (p  =  0.028). The ANOVAs run separately for each 
network at prestimulus and retention period with factors load 
and group revealed a significant main effect of load (p < 0.001) 
for the DMN and a main effect of group (p = 0.023) for the dAN 
at prestimulus period. In the retention period, a significant load 
effect (p = 0.013) and a group effect (p = 0.021) resulted for the 
WMN on the right.
The time resolved event-related TCN dynamics are repre-
sented in Figure 5. For healthy controls, the fluctuations of their 
four TCNs were comparable to those seen in the preceding study 
(46). Main findings were the significant load-dependent decrease 
of the DMN from prestimulus until the retention period, while 
the dAN displayed a different pattern with higher activation in 
the prestimulus period decreasing in the middle of the retention 
period thereafter. A stronger recruitment of the WMN on the left 
was present over the entire trial period in the more challenging 
condition. This was not the case for the WMN on the right, which 
was even suppressed during encoding of the memoranda and the 
first second of the retention period.
In patients, a reduced suppression of the DMN for trials at 
load 5 was seen. The group effect reached significance from the 
beginning until 2.2 s of the retention period (p-values: ≤0.048 
and ≥0.031). The evolution of the dAN was comparable to the 
one in control subjects apart from a reduced activation level 
for higher load trials during prestimulus as well as for lower 
load trials in the probe period (significant group effect from 
1.4  s until the end of the 2-s probe period, p-values: ≤0.049 
and ≥0.048). Comparing the evolution of left and right WMNs, 
patients did not show the lateralization effect seen in controls for 
the more difficult WM condition: their WMN on the left was not 
as activated as in controls (in spite of showing the same evolu-
tion pattern), whereas the WMN on the right grew stronger 
toward the end of the stimulus and over the whole retention 
period (group effect with maximum p-value of .02). Finally, 
there was a group by load interaction in the left WMN during 
stimulus period (p-values: ≤0.045 and ≥0.0162), which could 
be explained by controls having greater left WMN recruitment 
at load 5 and smaller at load 2 than patients during encoding 
the memoranda.
spectral Power Differences during resting 
state
Regarding the preprocessing of the EEG data via ICA, there was 
no significant difference in the number of removed components 
between groups (controls: mean  =  20.5, SD  =  2.7; patients: 
FigUre 3 | Flowchart of performed analyses. (a) Procedure of fMRI data only, (B) EEG data only, and (c) the procedure integrating fMRI and EEG.
TaBle 2 | Behavioral results of the WM task.
Patients (N = 17; 14 = m, 3 = f) controls (N = 17; 14 = m, 3 = f)
Mean sD             Mean      sD
RT all (ms) 1162.16 186.48 975.98 224.20
RT L2 (ms) 1018.7 196.4 852.07 205.28
RT L5 (ms) 1283.25 225.62 1099.02 267.03
Acc all (%) 89.43 9.6 94.76 4.97
Acc L2 (%) 94.12 8.26 95.59 6.26
Acc L5 (%) 84.93 13.18 93.93 5.68
Means and SDs of reaction times (RTs) and accuracies (Acc) for each load level (L2, L5) separately and merged (All) for each group.
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FigUre 5 | Mean evolution of Tcns over average trials. Upper plot shows the templates for each TCN from the study of Kottlow et al. with the three 
orthogonal slices through areas of maximum activation (only positive values; for detailed information about included regions, see Table S1 in Supplementary 
Material). Lower plots display the mean network evolutions over average trials for each load (thin line = load 2; thick line = load 5) and each group (black 
line = controls; red line = patients). Dashed lines indicate significance of the t-tests (two-sided, p = 0.05): (1) mean evolutions, (2) mean evolutions against 0, (3) load 
effect, (4) group effect (blue thin line = load 2; blue thick line = load 5), and (5) interaction of group by load. X-axis: time over trial [prestimulus: −4 to −2.5 s; stimulus 
(light gray block): −2.5 to 0 s; retention (dark gray block): 0–3.5 s; probe: 3.5–5.5 s], Y-axis: percent signal change of variance normalized, and z-transformed TCNs’ 
time courses.
FigUre 4 | Mean DMn and dan from pre- to poststimulus in the WM task. Mean DMN and dAN dynamics at prestimulus and retention intervals for each 
load and group. X-axis: time points (prestimulus and retention period), Y-axis: mean percent signal change of variance normalized, and z-transformed TCNs.
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FigUre 6 | relative load effects (load 5 versus load 2). T-maps with maximum and minimum t-values and their significance level (two-sided, p = 0.05) are 
indicated for those frequency bands and groups where the TCT reached significance.
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mean = 18.4, SD = 3.4 out of 64 components, t = 1.994, df = 32, 
p = 0.055).
The comparison of the power spectra between the groups 
resulted in a significant elevation of theta (4.7–6.6 Hz, t > 2.0369, 
p = 0.05, double-sided) as well as beta (15.1–16.5 and 18.1–20 Hz, 
t > 2.0369, p = 0.05, double-sided) band in patients compared to 
controls (Figure S1 in Supplementary Material).
relative eeg load effects
Topographic consistency tests were done in Ragu to check the 
stability of load effects for each frequency band and group (3 
frequency bands × 2 groups = 6 TCTs). In controls, all three TCTs 
of their load effects revealed significantly consistent topographies 
(p-values: theta =  0.0002, alpha =  0.0002, and beta =  0.0002). 
In patients, however, none of the load effects had significant 
topographic consistency (p-values: theta = 0.986, alpha = 0.983, 
and beta  =  0.995). Figure  6 shows that controls had positive 
load effects in all frequency bands that included frontal and left 
temporo-parietal sites and had a local maximum at the expected 
position Fz in the theta band (maximum t-value at P9 =  5.25, 
t-value at Fz = 3.33). No TANOVA could be performed, as there 
was no significant effect in patients to be compared to the topog-
raphy of controls.
covariance Maps
For the analysis of the covariance maps, the data of 16 patients 
and 16 matched controls were analyzed as 1 patient lacked enough 
clean EEG segments (16 good segments out of 64). Healthy 
controls showed a higher number of consistent covariance maps 
than patients over all TCNs and frequency bands (out of 24 
total TCTs, 8 were significant in patients and 9 in controls, see 
Figure 7). Highlighted in the figure are these maps, which were 
compared further between groups (being referred to cases 2b and 
2c in Figure  3C). Coupling between the DMN at prestimulus 
and theta frequency during retention in high-load trials was 
significantly different in the two groups representing case 3a in 
Figure 3C (TANOVA: p = 0.015; t-min = −3.9, p = 0.119 at TP7; 
t-max = 1.6, p = 0.00046 at PO8, see Figure 8). Patients showed in 
general a rather left lateralized and a much more extended inverse 
coupling than controls.
Looking at the dAN with theta band, patients’ covariance map 
of load 2 resembled controls map of load 5. Their topographies 
seemed visually similar with mainly negative covariance at fron-
tal, central, and parietal electrodes, which was further confirmed 
by the TANOVA not yielding a significant difference between the 
groups (TANOVA: p = 0.31, case 3b in Figure 3C.). For the dAN 
with alpha frequency, both load conditions had significant TCTs 
for both groups and they visually all looked very similar having 
extended negative couplings matching again Kottlow et al. (see 
Figure 7, case 3b in Figure 3C). We assessed load, group, and 
group by load interactions with the TANOVA and found no sig-
nificant effects, suggesting that there was no specific topographic 
coupling of the dAN with alpha for load or group. Finally, we 
found significant TCTs of the right WMN with alpha for patients 
at load 5 and controls at load 2. Similar to the dAN with theta, 
the TANOVA revealed no significant effects (TANOVA: p = 0.57, 
case 3b in Figure 3C), thus both covariance maps resembled each 
other. The maps demonstrated again mainly inverse but also some 
positive association at centro-parietal areas.
None of the computed TANCOVAs including covariates as 
medication, severity of symptoms, and cognitive performance 
was significant, and we therefore have no reason to believe that 
our covariance maps were influenced by any of these factors.
In controls, the planned FM theta analysis indicated the 
expected inverse relation of prestimulus DMN level with frontal 
theta specifically for the high-load condition. However, this effect 
was only significant in the mean of the first 1.5 s of the retention 
FigUre 8 | comparison of consistent covariance maps between groups. Where the TCTs were significant for both groups within the same TCNs and 
frequency bands, TANOVAs were run to check for significant spatial differences or similarities. Displayed in the figure are t-maps for each group and their difference 
(patients − controls) showing electrodes with maximum and minimum t-values, the significance levels (two-sided, p = 0.05) and the results of the TANOVAs.
FigUre 7 | Overview of significant TcTs of covariance maps. For each TCN (DMN, dAN, left and right WMNs), frequency band (theta, alpha, and beta), and 
load (L2, L5) per group (patients, controls). T-maps of significant TCTs (two-sided, p = 0.05) are indicated (blue = negative, red = positive covariance). Framed maps 
were further compared between groups.
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period. Namely, theta covariance during load 5 at Fz was more 
negative than 0 (t  =  −1.76, df  =  15, p  =  0.049, single-sided), 
and significantly more negative for the load 5 compared to the 
load 2 condition (t = −2.72, df = 15, p = 0.016). In patients, no 
consistent covariance was found during load 5 (t = 0.22, df = 15, 
p = 0.83), and no difference between loads was found (t = 0.73, 
df = 15, p = 0.48). The load-dependent effects in FM theta covari-
ance (load 5 − load 2) were significantly different between groups 
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(t  =  2.25, df  =  30, p  =  0.032). At electrode AFz, these effects 
were far weaker and not significant. We note that while in the 
mean, a negative covariance of prestimulus DMN activation and 
FM theta during retention was present over the entire analysis 
period, the effect was only significant in a time window before the 
analysis period we had initially chosen. Since this analysis period 
was primarily chosen based on previous literature that had not 
considered such pre- to poststimulus interactions, we reanalyzed 
the data of the study by Kottlow et al. (46) that first reported this 
type of interactions. The reanalysis of this data showed that the 
described effect could also be found in the early time period as 
reported here. We therefore felt it was more appropriate to adjust 
the analysis window rather than rejecting the result due to the 
difference in timing.
DiscUssiOn
To expand the current understanding of the neurophysiology 
underlying WM deficits in schizophrenia, we explored the 
modulatory effect of prestimulus fMRI-BOLD networks on 
EEG spectral power during the subsequent memory retention 
interval.
Overall, we found consistent and specific topographies of the 
relative EEG load effects as well as a coupling of prestimulus TCNs 
with EEG oscillatory frequencies during the retention period. We 
replicated earlier findings reported by Kottlow et al. (46). Namely, 
healthy subjects showed similar dynamics of the TCNs, and we 
mainly saw load effects pointing toward significant changes for 
more difficult trials. Thus, we can argue that the WM task of 
load 2 recruits few cognitive resources resulting in little change 
captured by the neurophysiological measures. Consequently, the 
prestimulus neurophysiological state of the brain relates to subse-
quent processing of information in a demand-dependent manner 
and may therefore support or interfere with cognitive functioning.
Regarding the patient data, our resting-state analysis repli-
cated established reports on increased power in slow frequencies 
as theta and also higher frequency beta band (55, 56, 69–72).
In general, subjects were significantly slower to respond to 
more difficult trials. In agreement with existing literature, patients 
had significantly prolonged reaction times for the execution of the 
WM task (14, 31, 33). Interestingly, there is a recent publication 
that could link reaction time to prestimulus theta band activity in 
an identical WM task in healthy subjects (73).
The accuracy level significantly dropped for the higher load 
level over all subjects and patients were significantly less accu-
rate in responding to load 5 trials compared to control subjects 
(84 versus 94%). However, the overall high behavioral accuracy 
(mean patients: 89.43%, mean controls: 94.76%) indicated that 
the higher load condition was still within the range of WM 
capacities in patients. According to studies including even 
higher load conditions in a similar WM paradigm (18, 33, 74), 
we would expect that just a small increment of the difficulty 
level would have led to further substantial drops in patients’ 
performance.
Our results in controls also demonstrated the known theta 
band load effects during the retention period and deviations 
in the patient data. In patients, no evidence for consistent 
load effects in any of the three investigated frequency bands 
was found. The lack of the classical theta band load effect in 
patients with schizophrenia is consistent with WM dysfunction 
reported in the literature. That alpha band was not affected by 
load in patients and may reflect counter-veiling roles of alpha 
oscillations to inhibit irrelevant brain regions while supporting 
demands on attention (75). Finally, beta band power seems to 
be less affected by load than alpha and theta. The increase in 
left parietal beta power is opposite to other studies that showed 
increased power in occipital (45, 46) and temporal regions (52, 
53). It is consistent, however, with an early report of beta power at 
parietal areas being involved in cognitive tasks (76). The analysis 
of the load effects therefore indicates that in patients there was 
substantially less load-dependent modulation of WM functions 
suggesting that independent of load, patients were closer to their 
WM capacity limits.
Healthy controls showed the expected anti-correlation of 
the DMN and dAN. This is in agreement with their attributed 
functional role of external versus internal orientation of 
attention, respectively (62, 63, 68). Furthermore, better perfor-
mance in cognitive tasks, indexed by shorter and less variable 
reaction times, was linked to higher anti-correlations of the 
DMN and dAN leading to the discussion of anti-correlation 
between dAN and DMN being a possible marker for efficient 
cognitive processing (64, 65). This finding could be refined by 
relating WM performance in healthy subjects to higher anti-
correlations of two hub regions of these networks, namely, the 
medial prefrontal cortex (mPFC) of the DMN and the dlPFC 
of the dAN at resting state (77). In addition, the significant 
prestimulus effects, namely, a reduction of the DMN and an 
increased activation of the dAN during the high-load condition 
imply that control subjects allocated their processing resources 
accordingly to task difficulty.
On the other hand, patient data gave evidence of a reduced 
anti-correlation of the DMN and dAN from prestimulus until the 
end of the WM retention at load 5, supporting the hypothesis 
of a deviant orientation of attention to internal versus external 
events. In particular, in patients, there was a reduced activation 
of the dAN during the prestimulus period and reduced suppres-
sion of the DMN during the retention period. Findings of altered 
activation of the dlPFC, a hub region of the dAN that is crucially 
involved in WM performance were frequently reported in schizo-
phrenia. However, depending on the study, both under- as well as 
over-activations of the dlPFC have been discovered (12–16). As 
reported in the introduction, deviations in the form of reduced 
DMN suppression during WM tasks in schizophrenia are also 
well established and could be extended to youth at high-risk as 
well as unaffected siblings (31–34). Consequently, these results 
suggest that in patients there is a less coherent pattern of task-
dependent preparatory processes.
Additionally, we found a missing lateralization effect regard-
ing the recruitment of WMNs at higher load in patients. In 
controls, we observed a higher involvement of the left WMN 
over the whole trial duration. Patients in contrast showed less 
activation of the left WMN and a significantly higher involve-
ment of right WMN during the retention period. In accordance 
with a study revealing relevance of left hemispheric WMN for 
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verbal compared to right for spatial WM tasks in healthy subjects 
and its absence in patients (78), this finding could be interpreted 
either as inefficient inhibition of the task-irrelevant hemisphere 
or might be a compensation effect. The interpretation of this 
finding is hampered by controversial reports about hemispheric 
dominance in the literature. Although some studies seem to 
support left-sided dominance for verbal and right for spatial and 
object information (79), others showed bilateral involvement of 
the dlPFC as part of the WMNs (80) or even right hemispheric 
dominance, but left-sided being more commonly reported (81). 
These differences might be related to specifics of the WM tasks as 
well as methodologies of TCN extractions and definitions. It thus 
remains a question for future research to address.
Coming to the central aim of the present study, namely, the 
interaction of prestimulus TCN dynamics with task-related EEG 
spectral changes, the previous findings could be at least partly 
accounted for by the results from the covariance analyses. These 
covariance analyses can be considered as a biological fingerprint 
of the mechanisms that link preparatory activity captured by sys-
tematic prestimulus dynamics of specific TCNs to poststimulus, 
content-related processes.
First, in controls, the activation level of prestimulus DMN was 
negatively related to FM EEG theta during WM retention in a 
load-dependent manner. In patients, we found no FM effect for 
more difficult trials. Based on a previous finding that the stronger 
the inverse relationship between DMN and FM theta the better 
WM performance (82), we argue that a decreased effect in patients 
impacts their WM performance. In controls, the covariance map 
of the DMN with theta band at higher WM load resembled the 
one from the preceding study of Kottlow et al. (46). Therefore, we 
can argue that their map gave evidence that there are mechanisms 
through which prestimulus task dependent and therefore adap-
tive changes of TCN dynamics enhance task execution. The fact 
that the covariance map of the DMN was significantly different in 
patients and did not resemble a reversed EEG load effect indicates 
that such pre- to poststimulus processes did not affect the same 
poststimulus processes as in controls. This is especially interest-
ing considering that the DMN activity did not differ significantly 
between groups in the prestimulus period, suggesting they were 
equally prepared for the task, but could not rally the necessary 
increase in theta band activity. During resting state, the study of 
Razavi et al. (55) found that for the DMN, the covariance maps 
of patients in the theta and alpha band were similar to the ones of 
controls in the beta band, indicating that the functional coupling 
of the DMN is changed in patients. Furthermore, as mentioned 
earlier there is the evidence of heightened theta power at rest in 
this patient population, which might partly explain the disclosed 
differences too. As our reported findings refer to task-related 
activations, it remains to be solved how the different coupling of 
the DMN with theta band can be explained. However, this find-
ing demonstrates a difference in the functional state of the DMN 
in schizophrenia patients and might explain alterations in their 
cognitive processing.
Second, besides the reduced activation of patients’ dAN before 
encoding memoranda of five items, the coupling of the dAN with 
theta at lower load resembled the one at higher load in controls. 
This may be explained by the hypothesis that the retention of 
five items for controls and two items for patients depended on 
similar prestimulus attentional processes. The absence of such a 
link in controls at load 2 may then indicate that such attentional 
processes were irrelevant, whereas patients at load 5 were at their 
capacity limits and we observed a ceiling effect. The results of 
their performance showed the same pattern with the accuracy for 
patients at lower load (94.12%) being close to the one for controls 
at higher load (93.93%). The finding is in line with the left-shifted 
inverted U-shaped relationship between dlPFC activation and 
WM load in schizophrenia (74, 83, 84): higher activation levels 
are found in the dlPFC in patients at lower WM loads as well 
as reduced activity with increasing error rates at higher memory 
loads. Consequently, the WM system of patients seems to reach 
its capacity limits earlier (12, 13, 18, 74). This effect has been 
found not only in the dlPFC but also in the right parietal and left 
cingulate regions (83).
To conclude, the reported findings favor the view that in 
patients with schizophrenia is not only the balance of up- and 
downregulation of functional brain networks altered but also 
the relationship between pre-encoding activation and EEG 
power later during the retention interval. Despite only includ-
ing trials with correct performance, we argue that the data 
presented here might at least partly explain well-known deficits 
in cognitive tasks such as WM. Furthermore, the findings of 
altered power spectra in patients during resting state indicates 
that these impairments might be of more generalized nature 
than only during a WM task as here investigated. Future stud-
ies should address the question of these impairments being 
rather state or trait markers. This work provides new insights 
regarding WM processing in schizophrenia and might motivate 
possible treatment strategies such as neurofeedback (85, 86) tar-
geting preparatory brain states as for example the dAN, which 
showed a lack of anticipatory activation patterns in patients as 
an important factor for cognitive functioning in this disorder. 
Still, the specificity of these findings to WM performance needs 
to be proven.
One limitation of the study is the restriction of data due to the 
lack of both consistent load effects and covariance maps across 
groups. However, this is a meaningful outcome as patients showed 
less topographic consistencies both of relative EEG load effects 
and of their coupling of TCNs with EEG driving frequencies than 
healthy controls. The few consistent covariance maps for TCNs 
with beta band for both groups were in line with the finding of 
weaker load-dependent beta band effects, which might implicate 
that beta band was not crucially involved for successful WM 
performance. Somehow conflicting was the result of the right 
WMN coupled with alpha band at load 5 in patients being similar 
to load 2 in controls. The topography of the covariance map is 
comparable to previous studies at rest and during WM, but we 
might only speculate about the possible reason for the finding of 
coupling at higher load with alpha in patients resembling the one 
at lower load in controls. Therefore, we suggest that this finding 
should be taken cautiously and needs further evaluations. Other 
aspects for further investigations is the sensitivity of the time 
windows being crucial for successful WM performance, as we 
found different time windows to be critically different between 
controls and patients with schizophrenia, and the extension of 
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the selection of TCN templates to be investigated. Finally, even 
though we took the medication dosage as covariate into account 
in our analyses, there is a study indicating that atypical medica-
tion other than clozapine, which has been excluded here, can lead 
to EEG abnormalities in patients and that these abnormalities are 
not correlated to the chlorpromazine equivalence dosage (87). 
However, the analyses of EEG correlates of TCN fluctuations and 
the analyses of the load effects are mathematically independent 
of constant changes in EEG spectral power. So, if one assumes 
that drug-induced EEG effects do not significantly interact with 
the experimental task, medication is not expected to play a 
significant role.
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1.1 Supplementary Tables 
Supplementary Table 1. Regions of the four template TCNs from Kottlow et al. Using the “write 
Talairach table” option based on the Talairach Daemon of the gift toolbox, max values and labeling 
of the coordinates were extracted. A threshold of 3.5 was applied for beta-values and the distance 
between contiguous voxels was set to 4mm. Only positive regions are listed. 
 
TCN Region Random effects: Max Value (x,y,z) 
DMN Precuneus 9.2 (-20, -66, 49) / 11.6 (30, -72, 35) 
  Superior Parietal Lobule 9.4 (-24, -55, 60) / 11.4 (22, -59, 56) 
  Middle Temporal Gyrus 8.6 (-34, -76, 24) / 11.4 (38, -76, 24) 
  Superior Occipital Gyrus 8.9 (-32, -78, 28) / 10.8 (38, -76, 28) 
  Angular Gyrus 6.3 (-34, -74, 31) / 10.0 (36, -72, 31) 
  Middle Occipital Gyrus 8.9 (-32, -82, 21) / 9.3 (34, -81, 21) 
  Inferior Parietal Lobule 6.4 (-34, -50, 56) / 8.7 (44, -36, 53) 
  Postcentral Gyrus 5.9 (-18, -51, 63) / 8.2 (44, -34, 50) 
  Cuneus 7.6 (-28, -80, 32) / 7.5 (30, -80, 32) 
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  Middle Frontal Gyrus 4.6 (-26, 3, 55) / 6.7 (30, 9, 60) 
  Inferior Temporal Gyrus 6.5 (-53, -64, -2) / 5.1 (48, -70, -2) 
  Superior Frontal Gyrus 5.0 (-24, 15, 58) / 6.4 (26, 7, 55) 
  Inferior Frontal Gyrus 4.1 (-53, 13, 21) / 5.6 (48, 9, 22) 
  Paracentral Lobule 3.7 (0, -38, 50) / 5.4 (4, -46, 59) 
  Superior Temporal Gyrus 3.9 (-46, 6, -5) / 4.7 (48, -61, 18) 
  Fusiform Gyrus 4.3 (-44, -67, -12) / 4.5 (48, -57, -12) 
  Precentral Gyrus 4.5 (-55, -4, 39) / 4.0 (59, -17, 40) 
  Culmen 4.4 (-16, -37, -12)/3.8 (2, -45, -8) 
  Insula 4.2 (-42, 4, -4) 
  Cingulate Gyrus 4.0 (6, -37, 41) 
  Medial Frontal Gyrus 3.9 (-20, 3, 51) 
  Inferior Occipital Gyrus 3.9 (-42, -70, -3) 
  Thalamus 3.9 (16, -29, 12) 
dAN Precuneus 8.5 (-20, -66, 49) / 11.0 (30, -72, 35) 
  Middle Temporal Gyrus 8.4 (-30, -75, 20) / 10.7 (38, -77, 22) 
  Superior Occipital Gyrus 8.0 (-28, -80, 28) / 10.4 (38, -76, 26) 
  Superior Parietal Lobule 8.6 (-24, -57, 58) / 10.2 (24, -57, 58) 
  Angular Gyrus 5.9 (-34, -76, 31) / 9.6 (38, -76, 30) 
  Middle Occitipital Gyrus 8.2 (-32, -79, 21) / 7.8 (36, -83, 19) 
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  Cuneus 8.0 (-26, -76, 31) / 7.9 (32, -80, 33) 
  Inferior Parietal Lobule 6.7 (-30, -50, 54) / 7.9 (34, -50, 56) 
  Postcentral Gyrus 4.5 (-6, -53, 65) / 7.3 (44, -34, 50) 
  Middle Frontal Gyrus 5.5 (26, 0, 48) 
  Inferior Frontal Gyrus 5.2 (48, 9, 24) 
  Superior Frontal Gyrus 5.1 (26, 7, 55) 
  Inferior Temporal Gyrus 4.5 (-53, -58, -4) / 4.9 (51, -61, -9) 
  Precentral Gyrus 3.6 (-53, -2, 41) / 4.2 (59, -17, 41) 
  Fusiform Gyrus 4.1 (50, -61, -12) 
  Superior Temporal Gyrus 3.9 (48, -61, 18) 
rWMN Inferior Parietal Lobule 6.3 (-48, -52, 43) / 16.6 (46, -54, 47) 
  Superior Parietal Lobule 4.3 (-38, -56, 51) / 16.4 (42, -58, 49) 
  Supramarginal Gyrus 4.4 (-46, -51, 36) / 14.7 (51, -49, 37) 
  Middle Frontal Gyrus 4.9 (-44, 50, -1) / 13.3 (46, 21, 39) 
  Angular Gyrus 3.6 (-48, -55, 36) / 12.6 (48, -55, 36) 
  Precentral Gyrus 11.9 (48, 21, 36) 
  Superior Frontal Gyrus 6.1 (-2, 33, 48) / 11.7 (36, 22, 49) 
  Medial Frontal Gyrus 7.1 (-2, 35, 42) / 10.2 (4, 35, 39) 
  Middle Temporal Gyrus 4.3 (-63, -27, -5) / 9.9 (63, -26, -7) 
  Postcentral Gyrus 9.3 (55, -36, 50) 
  Inferior Frontal Gyrus 3.8 (-48, 47, 0) / 9.3 (40, 54, 1) 
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  Precuneus 3.6 (0, -70, 46) / 8.9 (36, -66, 42) 
  Superior Temporal Gyrus 7.9 (48, -48, 21) 
  Cingulate Gyrus 3.6 (-2, -26, 31) / 6.9 (10, -45, 37) 
  Declive 6.6 (-10, -79, -20) / -999.0 (0, 0, 0) 
  Anterior Cingulate 5.6 (8, 41, 13) 
  Inferior Temporal Gyrus 4.8 (59, -14, -16) 
  Insula 4.1 (48, -40, 20) 
  Uvula 3.9 (-14, -71, -23) 
  Cuneus 3.7 (10, -66, 31) 
lWMN Inferior Parietal Lobule 14.9 (-38, -62, 44) / 7.1 (34, -58, 40) 
  Superior Parietal Lobule 14.6 (-36, -62, 49) / 6.3 (40, -58, 51) 
  Precuneus 13.0 (-34, -64, 40) / 5.9 (32, -62, 40) 
  Inferior Frontal Gyrus 11.5 (-46, 43, 5) / 5.5 (53, 38, 13) 
  Angular Gyrus 11.1 (-46, -56, 36) / 5.4 (34, -58, 36) 
  Supramarginal Gyrus 10.7 (-46, -53, 36) / 5.1 (38, -49, 37) 
  Middle Frontal Gyrus 10.6 (-46, 44, -4) / 5.3 (50, 36, 18) 
  Middle Temporal Gyrus 9.8 (-61, -37, -5) / 5.1 (65, -35, -5) 
  Superior Temporal Gyrus 9.1 (-46, -57, 29) / 3.9 (63, -2, 7) 
  Precentral Gyrus 8.0 (-44, 17, 34) / 3.5 (61, -1, 11) 
  Superior Frontal Gyrus 7.6 (-34, 14, 51) 
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  Inferior Temporal Gyrus 7.1 (-51, -53, -11) 
  Medial Frontal Gyrus 6.6 (-4, 29, 41) 
  Fusiform Gyrus 6.4 (-48, -55, -11) 
  Uvula 5.3 (32, -63, -24) 
  Cingulate Gyrus 5.0 (-2, -33, 33) / 3.8 (2, -33, 33) 
  Postcentral Gyrus 4.7 (-51, -31, 49) / 4.2 (53, -34, 51) 
  Superior Occipital Gyrus 4.5 (-38, -74, 28) 
  Culmen 4.2 (28, -61, -24) 
  Cuneus 4.0 (0, -90, 17) 
  Insula 3.6 (-40, 17, -1) 
 
 
Supplementary Figure 1: Difference of spectral power in three frequency bands (theta, alpha, 
beta) comparing patients with controls during the resting state condition with eyes closed. 
Indicated with the dashed black line is the critical threshold for the significant t-value (2.0369; df = 
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Common-phase synchronization of neuronal oscillations is a mechanism by which distributed brain regions can 
be integrated into transiently stable networks. Based on the hypothesis that schizophrenia is characterized by 
deficits in functional integration within neuronal networks, this study aimed to explore whether schizophrenia 
patients exhibit differences in brain regions involved in integrative mechanisms. With that objective, an EEG-
informed fMRI analysis on eyes-open resting state data of patients and healthy controls from two study sites was 
performed. Global field synchronization (GFS) was chosen as an EEG measure indicating common-phase 
synchronization across electrodes. Several brain clusters appeared to be differently coupled in patients 
compared to controls: The extrastriate visual cortex was inversely related to GFS alpha1 (8.5 – 10.5Hz) band in 
healthy controls, while patients had a tendency towards a positive relationship. Most extensive findings were that 
brain areas belonging to the default mode network (DMN) were negatively associated to GFS delta (1 – 3.5Hz) 
and beta (13 – 30Hz) bands in patients, whereas controls showed an opposite pattern in those regions. Taken 
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For the last decade, neuroimaging data have been accumulating to provide support for anatomical and 
functional disconnectivity in schizophrenia suggested by Friston and Frith (Friston and Frith 1995, Friston 1996, 
Friston 1998) (for comprehensive reviews see Stephan, Friston et al. 2009, Pettersson-Yeo, Allen et al. 2011). 
The term “disconnection” refers to a failure of functional integration within the brain, and “functional integration” 
refers to the interaction of functionally specialized systems (i.e., populations of neurons, cortical areas and sub-
areas; Friston 2002). Functional integration is necessary to adaptively integrate sensorimotor information for 
perception and cognition (Friston 2002). 
Studies of the human brain at rest increased dramatically after the discovery that anatomically separated, 
but functionally connected regions display a high level of correlated blood oxygen-level dependent (BOLD) signal 
activity during rest, in the absence of a task. A network of brain regions becomes co-active during rest and the 
assumption has been that it reflects focus on internal tasks such as daydreaming, imagining the future and 
reviewing the past (Greicius, Krasnow et al. 2003). As a result, it has been labeled the “default mode network” 
or DMN. We will use the term DMN here, while acknowledging that it reflects more than processes invoked 
during passive rest (Binder 2012).  
Patients with schizophrenia have been reported to have both hyper- as well as hypo- connectivity within 
the DMN, and between nodes of the DMN with other cortical and subcortical regions (for reviews see Fornito, 
Zalesky et al. 2012, Whitfield-Gabrieli and Ford 2012). The deviations seen in schizophrenia during rest are 
paralleled by EEG and MEG studies showing increased amplitudes in lower delta, theta, and higher beta 
frequencies, with decreased amplitude in alpha frequency during rest (Boutros, Arfken et al. 2008, Galderisi, 
Mucci et al. 2009, Siekmeier and Stufflebeam 2010).  
The simultaneous acquisition of EEG and fMRI provides a method to link these complementary 
neuroimaging methodologies. Consistent with alpha band amplitude reflecting a relaxed, alert “DMN-like” state, 
Jann et al (Jann, Kottlow et al. 2010) reported positive associations between DMN activity and alpha amplitude. 
Importantly, there is a negative relationship between alpha power and amplitude and sensory networks 
(Goldman, Stern et al. 2002, Laufs, Krakow et al. 2003, Mantini, Perrucci et al. 2007, Jann, Kottlow et al. 2010). 
Consistent with the suggestion that DMN reflects more than passive daydreaming and mind wandering (Binder 
2012), beta band amplitude and power correlated positively with activity in the DMN and negatively with sensory 
networks (Mantini, Perrucci et al. 2007, Jann, Kottlow et al. 2010). In accordance with the fact that alpha band 
power depends on thalamic activity (e.g. de Munck, Goncalves et al. 2007, Tyvaert, Levan et al. 2008) and is 
dampened during visual tasks (e.g. Toscani, Marzi et al. 2010), there is a positive correlation between amplitude 
and power in the alpha band and the BOLD response in the thalamus, along with negative correlations between 
alpha and the BOLD response in executive and visual areas of the brain  (e.g. Goldman, Stern et al. 2002, Laufs, 
Kleinschmidt et al. 2003, Laufs, Krakow et al. 2003, Moosmann, Ritter et al. 2003, Goncalves, de Munck et al. 
2006, de Munck, Goncalves et al. 2007, Jann, Kottlow et al. 2010). Thus, while there is a relationship between 
alpha power and DMN, it is not unique to either alpha or DMN. 
It is unknown how spatially distributed brain areas are integrated into transiently stable neural networks, 
although studies on visual perception suggest integration is instantiated through common-phase synchronization 
of neurons across areas of the brain (Singer 1999, Singer 2001, Kottlow, Jann et al. 2012). In their review of the 
literature, Uhlhaas and Singer (2010) noted that schizophrenia was associated with reduced phase locking of 
beta and gamma band oscillations across electrodes or trials, especially in patients with more severe positive 
symptoms, such as hallucinations (Uhlhaas and Singer 2010).  Global field synchronization (GFS), a 
multichannel EEG measure, has also been used to assess functional connectivity between brain processes in 
different frequency bands. In a study of medication naive, first episode patients with schizophrenia, GFS values 
in the theta band during rest were significantly decreased relative to healthy comparison subjects (Koenig et al., 




a loss of mutual interdependence of memory functions. Interestingly, another study linking alpha band GFS to 
fMRI-BOLD signal changes identified regions overlapping with the DMN (Jann et al., 2009). Here, we aimed to 
extend this important relationship between the EEG-based measure of GFS and fMRI-BOLD to understand 
schizophrenia in terms of abnormalities of integrative mechanisms that potentially underlie the formation of 
resting state networks (RSNs).  
2. Methods 
2.1 Participants 
 Data were collected at two sites: San Francisco Veterans Affairs Medical Center (SFVAMC) and 
University Hospital of Psychiatry and Psychotherapy of the University of Bern (PUK Bern), Switzerland.   
 At the SFVAMC, 20 patients with DSM-IV schizophrenia (N = 13 paranoid type (295.30), N = 4 
disorganized type (295.10), N = 2 undifferentiated type (295.90), N = 1 residual type (295.60)) and 5 
schizoaffective disorder (295.70; total N = 25; hereinafter referred to as schizophrenia, SZ, patients), and 20 
age- and gender-matched healthy comparison (HC) subjects were studied. SZ patients were referred by 
community outpatient clinicians, and both HC and SZ, were recruited by advertisements and word-of-mouth. At 
the PUK Bern, 17 psychotic patients and 17 age- and gender-matched HC were studied. Nine patients were 
diagnosed according to the ICD-10 with schizophrenia (N = 6 paranoid type (F20.0), N = 2 undifferentiated type 
(F20.3), and N = 1 catatonic type (F20.2), and 8 patients with brief psychotic disorder (F23). At both sites, 
exclusion criteria for HC included having any past or current history of psychiatric and neurologic disorder, or a 
first-degree relative with a psychotic disorder. For both groups, exclusion criteria were any past significant 
medical or neurological illness, head injury resulting in loss of consciousness, or substance abuse in the past 
three months. Additionally, HC had no history of substance dependence (except caffeine or nicotine), while SZ 
did not meet criteria for substance dependence within the past year. A trained research assistant, psychiatrist, 
or clinical psychologist conducted all interviews. Study procedures were approved by the University of California 
at San Francisco Institutional Review Board and SFVAMC as well as the local ethics committee of the canton 
of Bern, Switzerland (KEK no. 192/05) and all participants provided written informed consent. Clinical and 
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 Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD ANOVA 
Age (years) 37.2 14.2 42.3 13.1 31.5 7.2 34.3 8.4 34.6 11,7 39.1 12.0 
F (1.9) 
p = .168 
Education 
(years) 
15.9 2.3 14.0 2.0 15.4 2.1 12.2 2.6 15.6 2.2 13.2 2.4 
F (21.7) 
p < 0.001 
Sex (M / F) 16 / 4 23 / 2 13 / 4 14 / 3 29 / 8 37 / 5 
 Handedness 
(R / L / A) 






I Mean head 
displacement 
(mm) 
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD ANOVA 
0.08 0.05 0.11 0.06 0.04 0.12 0.049 0.035 0.06 0.04 0.08 0.06 
F (4.119) 















F  (.166) 
p = .687 PANSS 
positive 
17.8 5.8 13.3 4.8 16.0 5.8 
F (7.119) 
p = .011 PANSS 
negative 
18.7 6.3 13.0 7.7 16.4 7.4 
F (6.825) 
p = .013 
PANSS 
general 32.8 8.2 27.5 12.9 30.7 10.5 
F (2.647) 
p = .112 
PANSS total 69.3 15.0 53.8 22.6 63.0 19.6 
F (7.133) 
p = .011 
Table 1: Demographic, clinical and movement information of subjects from each measuring site separately and 
merged for healthy controls (HC) and schizophrenia patients (SZ). Sex (M= male, F = female); Handedness (R = 
right-handed, L = left-handed, A = ambidextrous), CPZE = Chlorpromazine equivalence dosage, PANSS = Positive and 
negative syndrome scale 
2.2 Procedures 
At the SFVAMC site, simultaneous EEG-fMRI data were acquired during rest. Participants were instructed 
to keep their eyes open (EO) and fixated on a white cross (+) in the center of a black screen for six minutes. An 
Avotec projector behind the scanner was used to project the stimulus on a screen attached inside of the magnet 
bore, and subjects viewed the screen through a mirror attached to the head coil.  
At the PUK Bern, simultaneous EEG-fMRI data were also acquired during rest. Unlike the SFVAMC site, 
EEG data were also collected outside the scanner for later artifact removal (see section 2.3). Both inside and 
outside the scanner, participants alternated between two minutes of EO and two minutes eyes closed (EC). 
During EO inside the scanner, they were instructed to fixate on a white cross on a black screen. During EC, the 
screen was fully black. Starting with EO, both conditions alternated twice for two minutes each, resulting in eight 
minutes total time. Three white flashes indicated a switch between conditions. The flashes were not too bright to 
disturb subjects during EO, but bright enough to be noticed in the EC condition. None of the participants reported 




video goggles; Resonance Technology Inc., Northridge, CA, USA), with a visual angle of 60°, a resolution of 
800x600 pixels and 60Hz refresh rate. To deliver stimulus material, E-Prime (Version 2.0.10.553, Psychology 
Software Tools, INC.) was used. 
At both sites, trained personnel rated the severity of schizophrenia symptoms using the Positive and 
Negative Syndrome Scale (PANSS; Kay, Fiszbein et al. 1987). 
2.3 EEG and fMRI Data Acquisition and Preprocessing 
At the SFVAMC, continuous EEG data were collected from 31 standard scalp sites (Fp1, Fp2, F3, F4, C3, 
C4, P3, P4, O1, O2, F7, F8, T7, T8, P7, P8, Fz, FCz, Cz, Pz, FC1, FC2, CP1, CP2, FC5, FC6, CP5, CP6, POz, 
TP9, TP10) and another electrode was placed on the lower back to monitor electrocardiograms (ECG). At the 
Inselspital of Bern, Switzerland, a 92-channel cap was used and two additional channels each served the 
recording of the electrooculogram (EOG; below the eyes) and the electrocardiogram (ECG; below the clavicles). 
Both sites mounted the sintered Ag/AgCl ring electrodes in an MR compatible electrode cap from Brain Products 
(Gilching, Germany; input range: 16.3mV, resolution: 16 bit) according to the 10-10 system and with a sampling 
rate of 5 kHz. Electrode impedances below 10 kOhm were targeted at the SFVAMC and below 20 kOhm at the 
Inselspital Bern, while restricting full EEG preparation to one hour avoiding possible tiring of participants, 
especially patients (SFVAMC: across all subjects, 89.0% of all electrodes had impedances below 25 kOhm, 10% 
were higher than 30 kOhm and mean impedance was 15.5 kOhm; PUK Bern: across subjects, 88.6% of all 
electrodes had impedances below 25 kOhm, 7% were higher than 30 kOhm and mean impedance was 17.5 
kOhm). The nonmagnetic EEG amplifiers were fixed behind the head coil and powered by a rechargeable power 
pack placed in the bore of the scanner and stabilized with sandbags. The subject’s head was immobilized using 
cushions. EEG data were transmitted via an MR-compatible fiber optic cable to a BrainAmp USB Adapter that 
synchronized the EEG acquisition clock to the MRI master clock via a SyncBox (Brain Products) before 
transferring data via USB to a laptop computer placed outside the scanner room. 
 To provide a better overview of EEG and fMRI acquisition parameters and preprocessing steps for each 
site, we assembled the information in table 2 (for a detailed EEG preprocessing description see supplemental 
materials). Both sites used Brain Vision Analyzer (Version 2.0.4.368, Brain Products, Gilching, Germany) for the 
preprocessing of the EEG data and SPM8 for the processing of the fMRI data (SPM8; Welcome Department of 
Imaging Neuroscience, London, http://www.fil.ion.ucl.ac.uk/spm). The SFVAMC additionally had EEG analyses 
performed in Matlab (Mathworks, Natick, MA). Mean motion for each subject for each condition was computed 








   
Measuring site 


















 ♯ channels 32 92 
Reference / ground 
electrodes 
FCz / AFz Fz / AFF2 
Online bandpass 
filter 











Template subtraction (sliding window: 21) 
Down-sampling 250Hz 500Hz 
Heart beat 
detection 
Filter ECG channel (1-20Hz) x 
Cardio ballistic 
artifact 
Template subtraction (sliding window: 21) 
Filters x Bandpass 1-49Hz, Notch filter 
Segmentation 2s-epochs on TR, export to Matlab x 
Removal of 
electromyography 
Canonical correlation analysis (CCA) in 
Matlab 
x 
Reference Average reference 
ICA EEGLAB: 32 components Vision Analyzer: 64 components 
Remaining artifacts 
single-epoch, single-channel artifacts 
were flagged with FASTER 
Manually marked as bad intervals 
Interpolation 
Flagged artifacts: EEGLAB spherical 
spline interpolation function in Matlab 


















 Scanner 3T Siemens Skyra 3T Siemens Magnetom Trio 
EPI Sequenzen 
TR = 2000ms, TE = 30ms, flip angle = 
77°, 30 slices in ascending order, 
3.4x3.4x4.0mm voxel size, 182 frames, 
6:08 min 
TR = 1960ms, TE = 30ms, flip angle = 
90°, 35 slices in interleaved order, 
3x3x3mm voxel size, 250 frames, 
8:17 min 
T1 
TR = 2300ms, TE = 2.98ms, flip angle = 
9°, 176 sagittal slices, 1x1x1.2mm voxel 
size, 1.2mm slice thickness 
TR = 2300ms, TE = 2.98ms, flip angle: 
9°, 176 sagittal slices, 1x1x1mm voxel 










Motion correction to mean image Slice time correction 
Slice time correction Motion correction to mean image 
Co-registration of T1 to the mean image 
Segmentation into 6 tissue probability maps 




Table 2: EEG and fMRI acquisition parameters and preprocessing for each measuring site. EPI = Echo planar 
imaging; TR = Repetition time; TE = Echo time 
 
2.4  Global field synchronization (GFS) of EEG 
Due to site differences in the electrode montages, the EEG data from Bern were reduced from 92 channels 
to the same 31-channels as used by the SFVAMC site (see section 2.3 above). The GFS values of the Bern 
data with 92 versus 31 channels were highly correlated (HC mean Pearson r = 0.96, SD = 0.019; SZ r = 0.95, 
SD = 0.05). Consequently, we would not expect different results if we would have used all 92 channels of the 
Bern dataset. The procedures for the computation of GFS are described in previous papers from the PUK Bern 
(Koenig, Lehmann et al. 2001, Jann, Dierks et al. 2009, Kottlow, Jann et al. 2012) and briefly described as 
follows: For each subject, EEG data were segmented into 2-second-epochs in relation to the scan markers of 
each volume (SFVAMC: TR = 2 s, segmentation onset = 0, length = 2 s, total of 181 segments; PUK Bern: TR 
= 1.96 s, segmentation onset = -0.048, length = 2.048, total of 249 segments). Then, each epoch was frequency 
transformed using a complex Fast Fourier Transformation (FFT; maximum resolution = 0.48828Hz, zero-
padding). The retained sine and cosine values for each electrode and frequency bin could be visualized in a two-
dimensional sine-cosine diagram with one point for each electrode at a given frequency. The resulting shape of 
clouds of all electrodes is an indicator of the amount of zero-lag phase synchronization across electrodes. More 
specifically, if the cloud is nearly circular, no predominant phase angle is present in the EEG, as opposed to an 
elongated cloud adverting a common phase across electrodes. The quantification of the shape is done by means 
of a two-dimensional principal component analysis (PCA): GFS is then defined as the ratio of (E1-E2) to (E1+E2) 
of the two eigenvalues (E1 and E2; see formula 1), with values ranging from 0 (absence of a common phase 
angle, minimal synchronization) to 1 (maximal phase synchronization; Koenig, Lehmann et al. 2001). For further 
analyses, the GFS values were averaged across epochs and frequencies for delta (1 – 3.5Hz), theta (4 – 7.5Hz), 
alpha1 (8.5 – 10.5Hz), alpha2 (10.5 – 12.5Hz), and beta (13 – 30Hz) band per subject. 
 








2.5 EEG-informed fMRI analysis 
To explore the anatomical correlates of GFS at different frequency bands (delta, theta, alpha1, alpha2, 
and beta) between groups, centered GFS values were used as parametric modulators for first-level fMRI 
analyses in SPM (SPM8; Welcome Department of Imaging Neuroscience, London, 
http://www.fil.ion.ucl.ac.uk/spm) using in-house Matlab scripts (Mathworks, Natick, MA) that removed the serial 
orthogonalization default setting in SPM (Wood, Nuerk et al. 2008). Serial orthogonalization was disabled 
because within subjects the different GFS frequency bands were not highly correlated with each other (overall 
mean Pearson r = 0.0532, min = 0.0211, max = 0.0828). First level analyses were run separately for SFVAMC 
and PUK Bern sites due to differences in the resting state acquisitions. In order to exclude bad intervals 
previously flagged in the EEG data, GFS values were set to zero (SFVAMC: Mean = 5.7, SD = 2.4 of 181 total 
trials, PUK Bern: Mean = 60.5, SD = 38.8 of 249 total trials; for EO trials: Mean = 25.5, SD = 15.5 of 123 total 
trials; for different approaches at each site see table 2) and values were centered at each frequency band to get 
the variance of the GFS predicting BOLD fluctuations. For the second-level analysis, only EO GFS-modulated 
betas were considered for the comparison of groups across both sites. To evaluate possible differences, the 
Formula 1: Computation of EEG Global Field Synchronization (GFS) 
according to Koenig et al. (2001). E (f) 1 and E (f) 2 are the eigenvalues 1 




measuring site (SFVAMC, PUK Bern) was included in the statistical model as a covariate for the within- and 
between-group analyses.  
 Our analysis strategy was to explore EEG-fMRI coupled clusters that showed between-group differences 
first, and then within-group effects. Our initial voxelwise, cluster-finding threshold was set to p = 0.01 (two-sided). 
3 Results 
3.1 EEG-informed fMRI analysis – 2nd level results – Group differences 
The EEG-informed fMRI analysis revealed brain clusters that were coupled significantly differently to three 
of the five GFS frequencies, namely in the delta (1 – 3.5Hz), alpha1 (8.5 – 10.5Hz), and beta (13 – 30Hz) band. 
3.1.1 Delta Band 
In the delta band, there were seven clusters that differed between groups (cluster 1: 5506 voxels, FWE 
p = < 0.001; cluster 2: 1762 voxels, FWE p = < 0.001; cluster 3: 1420 voxels, FWE p = < 0.001; cluster 4: 308 
voxels, FWE p = 0.004; cluster 5: 293 voxels, FWE p = 0.006; cluster 6: 232 voxels, FWE p = 0.022; cluster 7: 
220 voxels, FWE p = 0.029; figure 2). Some clusters included regions of the default mode network (DMN), like 
the precuneus, the posterior cingulate gyrus and the inferior parietal lobule. Other clusters included temporal, 
parietal, thalamic, cerebellar and limbic regions (for details of regions see supplemental materials, table 1). 
Looking at the mean beta weights extracted from the between-group clusters for each group, all clusters had 
negative weights in patients and positive weights in controls (figure 3). Within group analyses revealed two 




Figure 2: GFS Delta band: a) Horizontal b) sagittal view of significant negative clusters between groups (SZ – HC, 






Figure 3: Mean beta weights and standard errors (SE) of significant Delta band clusters for each group 
 
3.1.2 Alpha1 Band 
In the alpha1 band, there was one cluster that differed between groups, with controls showing negative 
coupling between GFS alpha1 and a cluster containing 434 voxels (FWE p = 0.004) in left hemispheric occipital, 
temporal and parietal areas such as the cuneus, precuneus, and Brodmann areas 7, 18, 19, 31 (see figure 4; for 
details of involved regions see supplemental materials table 1). Within the controls, there were two significant 
negative clusters overlapping with the cluster of the between-group contrast (figure 4). The mean beta weights 






Figure 4: GFS Alpha1 band: a) Horizontal b) sagittal view of significant negative cluster between groups (SZ – 
HC, yellow) and negative clusters in HC (dark blue; initial threshold p = 0.01, two-sided) 
 
 
Figure 5: Mean beta weights and standard errors (SE) of significant Alpha1 band cluster for each group 
 
3.1.3 Beta Band 
In the beta band, there was one 252-voxel cluster (FWE p = 0.0026), located mainly in the right 
hemispheric precuneus and cuneus that differed between groups (see figure 6; for details of regions see table 1 
in supplemental materials). The mean beta weights of that cluster revealed that this difference was explained by 
patients showing positive GFS beta – BOLD associations, while healthy controls had a negative coupling in that 






Figure 6: GFS Beta band: a) Horizontal b) sagittal view of significant positive cluster between groups (SZ – HC, 
initial threshold p = 0.01, two-sided) 
 
 
Figure 7: Mean beta weights and standard errors (SE) of significant Beta band cluster for each group 
3.2 Follow up analysis – Influence of power across all channels in significant GFS group clusters 
To further elucidate how the measure of GFS was related to amplitudes of the corresponding frequency 
bands, in follow-up analyses, we ran similar first- and second-level analyses, but used mean power across all 
channels, instead of synchrony (GFS), as parametric modulators. First, the mean power in the three frequency 
bands, which showed significant group effects in the GFS analysis (delta, alpha1, and beta), was calculated. 
Mean power and GFS measures within each frequency band were not correlated with each other (overall mean 
Pearson r = 0.2463, min = 0.0666, max = 0.4814), so we were able to include both as parametric modulators in 




were no overlapping voxels (initial threshold p = 0.01, two-sided; cluster size: 5) for GFS and global power for 
any of the frequency bands (delta, alpha1, and beta), indicating that these measures indeed capture different 
aspects of brain function. In addition, there were no significant clusters for global power surviving at the same 
initial height threshold as used in the main GFS analyses, so these data are not discussed further. 
3.3 Relationship between symptoms and brain clusters 
We ran ANCOVAs, with site as a covariate, to explore systematic relationships of symptom severity as 
measured by total scores of positive, negative and general symptoms from the PANSS in SZ on the mean EO 
GFS-modulator beta weights of the significant between-group brain clusters from the delta, alpha1 and beta 
bands. None of these tests reached significance (all p > 0.05, uncorrected). 
3.4 Relationship between movement parameters and brain clusters 
Because patients showed significantly stronger mean head displacements than healthy controls (see table 
1), we tested the relationship between the mean EO GFS-modulator beta weights of the significant brain clusters 
including the mean motion parameters as covariate of no interest. The group differences for each brain cluster 
were still highly significant when controlling for mean head displacements (all p-values < 0.001), thus our 
between-group results cannot be explained by group differences in head movement. 
4 Discussion 
The goals of this study were three-fold: To provide further evidence of a relationship between fluctuations 
in global common-phase neural oscillations and fluctuations in the BOLD response during rest, to determine the 
relationship between neural activity in specific frequency bands and BOLD activity in specific brain regions, and 
to ask how this relationship is affected by schizophrenia. Our EEG-informed fMRI analysis using the GFS values 
pooled into five frequency bands (delta, theta, alpha1, alpha2, and beta) revealed significant brain clusters that 
differed between groups in the delta, alpha1, and beta band.  
4.1 Delta Band   
The results in the delta band were the most extensive. They revealed seven clusters, including regions of 
the well-known default mode network (DMN): the precuneus, the posterior cingulate gyrus and the inferior 
parietal lobule. The results were driven by a negative relationship between GFS delta and regions of the DMN 
in the patients. The healthy controls had positive associations, but only with the right inferior parietal sulcus (rIPS) 
of the DMN. That is, when neuronal oscillations in the delta band were synchronized across the scalp, the DMN 
was less active in patients and more active in the healthy controls. Slow EEG oscillations have been linked to 
inhibitory processes of the brain (Contreras and Steriade 1995) and reduced states of alertness, such as 
drowsiness, sleep or sedation (Hlinka, Alexakis et al. 2010). Our results suggest that in schizophrenia patients, 
coordinated neuronal oscillations in the slow delta frequency are coupled with inhibited activity in the DMN. 
Synchronized delta activity might underlie known alterations of DMN connectivity as well as psychopathology in 
this patient population. Interestingly, the most preponderant abnormalities in quantitative EEG in schizophrenia 
are also found in slow rhythms (Boutros, Arfken et al. 2008, Galderisi, Mucci et al. 2009, Siekmeier and 
Stufflebeam 2010). Our findings may point to a missing link between the extensive literature on fMRI related 
DMN abnormalities and the equally well-replicated findings of increased slow EEG activity. Nevertheless, 
because both increased and decreased connectivity of the DMN are reported, the precise nature of the 
relationship between connectivity within the DMN and common-phase delta synchronization should be further 
investigated across rest and a variety of tasks.  
4.2 Alpha1 Band 
There was one cluster including extrastriate visual cortex showing a negative coupling between alpha1 in 
healthy controls, whereas no such modulation was seen in patients, resulting in the between-group effect. That 




cortex. Others have reported a negative relationship between alpha power and occipital brain activity, which has 
been discussed in terms of “idling” of the brain (Goldman, Stern et al. 2002, Laufs, Kleinschmidt et al. 2003, 
Laufs, Krakow et al. 2003, Moosmann, Ritter et al. 2003, Goncalves, de Munck et al. 2006, de Munck, Goncalves 
et al. 2007, Tyvaert, Levan et al. 2008, Jann, Dierks et al. 2009, Jann, Kottlow et al. 2010). Using the same 
measure of synchronization and definition of lower and upper alpha band that we used, Jann et al (2009) reported 
a positive relationship between GFS in lower alpha (8.5 – 10.5Hz) and the BOLD signal in brain areas 
corresponding to the dorsal attention network (dAN), whereas GFS in upper alpha (10.5 – 12.5Hz) was positively 
correlated to the DMN (Jann, Dierks et al. 2009) in healthy subjects. While the procedures of integrating the 
alpha band GFS with the fMRI BOLD data were similar, in our healthy controls, we did not see a relationship 
between GFS alpha1 and the dAN reported by Jann et al (2009). This might be explained by some important 
differences between the studies: First, in our study, subjects had their eyes open, whereas in Jann et al., eyes 
were closed. Second, the subjects in the Jann et al study were about 10 years younger than the healthy controls 
in our study.  
4.3 Beta Band 
The between-group effect found in the right precuneus originates from patients displaying a positive 
coupling between GFS in the beta band and activity in the precuneus, with healthy controls showing negative 
association. The precuneus, a “hub” region of the DMN, is engaged in visuospatial imagery, episodic memory, 
reflective, self-related processing, awareness and conscious information processing (Cavanna and Trimble 
2006, Zhang and Li 2012). As oscillations in the beta frequency range have been associated with polymodal 
sensory processing, sensory-motor coordination, the maintenance of limb positions, and working memory 
(Uhlhaas, Haenschel et al. 2008), the positive association between beta GFS and DMN activity in patients may 
reflect an imbalance between perception/cognition and mind wandering. Findings of decreased induced and 
evoked beta phase synchronization in circumscribed brain regions were positively correlated with positive 
symptoms (Uhlhaas and Singer 2010, Uhlhaas 2011), whereas deficits in the perception of Mooney faces in 
patients coincided with a reduction in global beta phase synchronization, suggesting impairment of large-scale 
synchronization (Uhlhaas and Singer 2006).   
 
4.4 Conclusion 
The associations between BOLD and global common-phase synchronization in low frequency delta, and 
also the higher frequencies in alpha1 and beta band, were altered in a variety of brain areas in schizophrenia 
patients, specifically in extrastriate visual areas for the alpha1 and DMN regions for the delta and beta frequency 
oscillations. The finding that patients and controls showed opposite patterns in their associations between GFS 
delta and beta band and the DMN, possibly reflects alterations in functional coupling between different nodes of 
the DMN. The reported results in this study reveal novel aspects of the deficient functional integration in 
schizophrenia patients suggested by Friston (2002). We argue that by using concurrent EEG and fMRI, links 
between psychopathology and physiological measures of network integration on different time scales can be 
established. This may provide a more extensive understanding of schizophrenia and other serious mental 
illnesses.   
 
4.5 Limitations 
The possible influence of antipsychotic medications on the neurobiological data always limits the interpretation 
of results, and it is not common practice to withdraw patients from medications for scientific studies. Although it 
is difficult to disentangle the effects of medication from the reasons a particular dose of medication was 
prescribed, we found no statistically significant relationship between chlorpromazine equivalents and the mean 
beta weights of the significant group clusters. Despite growing evidence that the EEG gamma band is affected 
in schizophrenia (e.g. Uhlhaas and Singer 2006, Uhlhaas and Singer 2010, McNally and McCarley 2016), its 




restrict us from measuring small amplitude (i.e., < 0.5 uV) signals like gamma band activity and the noisy 
environment (e.g., compressor pumps) may contaminate higher frequency bands in particular. 
It is difficult for us to compare our findings to others in the literature, as there are few similar studies. 
This may be for several reasons: First, there are many different methods used to combine neural signals 
derived from simultaneous EEG and fMRI measurements. Second, most studies that looked for relationships 
between EEG and fMRI used spectral amplitude of the EEG signal. Third, only two studies (studying healthy 
subjects only) used a common-phase synchronization measure, and it was sensitive to a different aspect of 
neuronal oscillatory activation (Jann, Dierks et al. 2009, Kottlow, Jann et al. 2012). Fourth, most studies used 
eyes-closed (EC) during the resting state, while our subjects had their eyes open (EO), which are two 
conditions associated with different mental states. The study of Wu and colleagues found that during EC, there 
were widespread alpha hemodynamic responses and high functional connectivity, whereas during EO these 
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Table 1: Significant between-group clusters in GFS delta, alpha1 and beta band 
Detailed procedure for EEG preprocessing at both sites: 
 
SFVAMC: 
1. Correction for MR gradient artifacts using artifact subtraction proposed by Allen et al. (Allen, Josephs et al. 
2000) as implemented in Brain Vision Analyzer. The correction involved subtracting an artifact template from 
the raw data, using a baseline-corrected sliding average of 21 consecutive volumes to generate the template. 
2. Down-sampling of EEG data to 250Hz. 
3. Removal of ballistocardiac artifact by subtracting a heartbeat template from the EEG, using a sliding average 
of 21 (±10 centered on a given pulse) heartbeat events as originally proposed (Allen, Polizzi et al. 1998) and 
done by others (Schulz, Regenbogen et al. 2015, Shams, Alain et al. 2015). Parameters of the semi-
automatic heartbeat detection in Brain Vision Analyzer were: high temporal correlation (r >.5) and above 
threshold amplitude (0.6-1.7) with trained research assistants adjusting templates, search windows, and 
manually identifying pulses as needed.  
6. Canonical correlation analysis (CCA) was used as a blind source separation technique to remove broadband 
or electromyography (EMG) noise from single trial data using a method similar to that used by others (De 
Clercq, Vergult et al. 2006, Ries, Janssen et al. 2013) with some important differences. The CCA de-noising 
procedure involves correlating time series data from all channels with the one-sample time-lagged series 
from all channels, which is the multivariate equivalent of auto-regressive time series correlation. Each set of 
canonical correlation coefficients (one for each electrode resulting in 31 for this study) has an associated 
time series (i.e., linear function of the coefficients and raw data called canonical variates). The Fast Fourier 
Transformed (FFT) power spectra of these canonical variate time series have been used to identify EMG 
components by taking the ratio of high (e.g., 15 to 30Hz) to low (e.g., <15Hz) power and removing 
components with ratios greater than a pre-determined limit (e.g., if high/low > 1/5 in (Ries, Janssen et al. 
2013). This is a very rough heuristic for determining if a canonical variate’s power spectrum has Power-law 
scaling (e.g., 1/fβ or fα, where -β=α) where log-transformed power decreases linearly with increasing log-
transformed frequency. Previous studies (Pereda, Gamundi et al. 1998, Freeman, Holmes et al. 2003) have 
suggested that the exponent, α, is less than -1 in human EEG, while white noise or EMG would have an 
exponent of approximately zero. Using simple linear regression, we estimated α by predicting log-power with 
log-frequency. For each trial and canonical variate, a bootstrap confidence interval was constructed for the 
estimated α by randomly sampling, without replacement, half of the frequency bins between 1-125Hz from 
the FFT one thousand times to avoid potential contamination by a few frequencies (i.e., 60Hz or alpha-band). 
If the interval contained values less than -1, the component was retained while all others were algebraically 
removed during back-projection to the original EEG epoch space.  
7. Single trial data were re-referenced to an average reference, and data were obtained for the prior reference 
channel, FCz. 
8. Outlier trials were rejected based on previously established criteria from FASTER (Nolan, Whelan et al. 2010, 
Ford, Palzes et al. 2014) 
9. Independent components analysis (ICA) was then performed on each subject in EEGLAB (Delorme and 
Makeig 2004), generating 32 independent components. 
10. Noise components were identified by FASTER criteria (Nolan, Whelan et al. 2010), and also spatial 
correlations of |r|>0.8 with eye blink and ballistocardiac artifact templates. The eyeblink template was created 
by averaging components resembling frontal-only activity, while the ballistocardiac template was created by 
setting midline electrodes to 0 and the two hemispheres with opposing signs, resembling a dipole effect (see 
figure 1). These noise components were then removed from the data during back-projection (in controls: 
mean = 7.1, SD =2.1; in patients: mean = 8.0, SD = 3.2 out of 32 components). 
 
 
Figure 1: Templates for removal of a) eyeblink and b) ballistocardiac artifacts using FASTER 
 
PUK Bern: 
The procedures used for artifact removal are based on previous literature (Jann, Dierks et al. 2009, Jann, Kottlow 
et al. 2010, Kottlow, Jann et al. 2012, Razavi, Jann et al. 2013, Kottlow, Schlaepfer et al. 2015) and briefly 
summarized here:  
1. By means of average artifact subtraction with a sliding window of 21 (Allen, Josephs et al. 2000), the EEG 
was corrected for MR related artifacts including scan-pulse and cardio-ballistic artifact. 
2. EEG files from outside and inside of the scanner were down-sampled to 500Hz and concatenated. 
3. Application of a bandpass filter (1 – 49Hz and a notch filter) to the concatenated file and disabling of bad 
channels. 
4. Further cleaning of the EEG from remaining scan-pulse, cardio-ballistic and eye movement artifacts using 
an ICA-based approach (number of ICA components removed in controls: mean = 20.5, SD = 2.7; in patients: 
mean = 18.4, SD = 3.4 out of 64 components). By visual inspection of the components’ temporal dynamics, 
topographic maps, and the comparison of their power spectra from inside versus outside of the scanner, 
components loading for artifacts were identified. Then, the EEG of each subject was reconstructed from the 
remaining factors. 
5. Manual marking of epochs containing residual scanner or movement artifacts and interpolating of disabled 
channels using a spherical spline interpolation. 

















Allen, P. J., O. Josephs and R. Turner (2000). "A method for removing imaging artifact from continuous EEG 
recorded during functional MRI." Neuroimage 12(2): 230-239. 
Allen, P. J., G. Polizzi, K. Krakow, D. R. Fish and L. Lemieux (1998). "Identification of EEG events in the MR 
scanner: the problem of pulse artifact and a method for its subtraction." Neuroimage 8(3): 229-239. 
De Clercq, W., A. Vergult, B. Vanrumste, W. Van Paesschen and S. Van Huffel (2006). "Canonical correlation 
analysis applied to remove muscle artifacts from the electroencephalogram." IEEE Trans Biomed Eng 
53(12 Pt 1): 2583-2587. 
Delorme, A. and S. Makeig (2004). "EEGLAB: an open source toolbox for analysis of single-trial EEG dynamics 
including independent component analysis." J Neurosci Methods 134(1): 9-21. 
Ford, J. M., V. A. Palzes, B. J. Roach and D. H. Mathalon (2014). "Did I do that? Abnormal predictive processes 
in schizophrenia when button pressing to deliver a tone." Schizophr Bull 40(4): 804-812. 
Freeman, W. J., M. D. Holmes, B. C. Burke and S. Vanhatalo (2003). "Spatial spectra of scalp EEG and EMG 
from awake humans." Clin Neurophysiol 114(6): 1053-1068. 
Jann, K., T. Dierks, C. Boesch, M. Kottlow, W. Strik and T. Koenig (2009). "BOLD correlates of EEG alpha phase-
locking and the fMRI default mode network." Neuroimage 45(3): 903-916. 
Jann, K., M. Kottlow, T. Dierks, C. Boesch and T. Koenig (2010). "Topographic electrophysiological signatures 
of FMRI Resting State Networks." PLoS One 5(9): e12945. 
Kottlow, M., K. Jann, T. Dierks and T. Koenig (2012). "Increased phase synchronization during continuous face 
integration measured simultaneously with EEG and fMRI." Clin Neurophysiol 123(8): 1536-1548. 
Kottlow, M., A. Schlaepfer, A. Baenninger, L. Michels, D. Brandeis and T. Koenig (2015). "Pre-stimulus BOLD-
network activation modulates EEG spectral activity during working memory retention." Front Behav 
Neurosci 9: 111. 
Nolan, H., R. Whelan and R. B. Reilly (2010). "FASTER: Fully Automated Statistical Thresholding for EEG artifact 
Rejection." J Neurosci Methods 192(1): 152-162. 
Pereda, E., A. Gamundi, R. Rial and J. Gonzalez (1998). "Non-linear behaviour of human EEG: fractal exponent 
versus correlation dimension in awake and sleep stages." Neurosci Lett 250(2): 91-94. 
Razavi, N., K. Jann, T. Koenig, M. Kottlow, M. Hauf, W. Strik and T. Dierks (2013). "Shifted coupling of EEG 
driving frequencies and fMRI resting state networks in schizophrenia spectrum disorders." PLoS One 
8(10): e76604. 
Ries, S., N. Janssen, B. Burle and F. X. Alario (2013). "Response-locked brain dynamics of word production." 
PLoS One 8(3): e58197. 
Schulz, M. A., C. Regenbogen, C. Moessnang, I. Neuner, A. Finkelmeyer, U. Habel and T. Kellermann (2015). 
"On utilizing uncertainty information in template-based EEG-fMRI ballistocardiogram artifact removal." 
Psychophysiology 52(6): 857-863. 
Shams, N., C. Alain and S. Strother (2015). "Comparison of BCG artifact removal methods for evoked responses 





3. GENERAL	  DISCUSSION	  
This	  project	   intended	   to	  provide	  novel	   insights	   into	   functional	  network	  properties	   in	  
schizophrenia	   patients	   as	   determined	   by	   simultaneous	   EEG-­‐fMRI	   measurements	  
during	   rest	   and	   from	   prestimulus	   to	   task-­‐related	   states	   in	   the	   framework	   of	   state	  
dependency.	  	  
In	   our	   second	   study,	   we	   could	   replicate	   findings	   in	   healthy	   controls	   from	   the	   first	  
study:	  Mainly,	  it	  could	  be	  shown	  that	  there	  are	  consistent	  relationships	  between	  TCNs	  
and	   EEG	   frequency	   bands,	   even	   in	   a	   timely	   lagged	   manner	   (especially	   the	   inverse	  
relationship	  between	  prestimulus	  DMN	  and	  FM	  theta	  power).	  Furthermore,	  EEG	  load	  
effects	  and	  the	  averaged	  fluctuations	  of	  TCNs	  seemed	  comparable	   in	  healthy	  controls	  
between	   both	   studies.	   Thus,	   it	   can	   be	   concluded	   that	   reliable	   findings	   in	   healthy	  
controls	  were	  detected	  to	  which	  data	  from	  patients	  with	  schizophrenia	  were	  put	  into	  
context.	   Both	   studies	   performed	   on	   patient’s	   data	   (studies	   2&3)	   gave	   evidence	   of	  
alterations	  in	  the	  activation	  level,	  functional	  state,	  and	  integrative	  mechanisms	  of	  TCNs	  
or	   brain	   regions	   comprised	   in	   typical	   TCNs.	   In	   the	   second	   study	   (based	   on	   study	   1	  
including	   healthy	   subjects	   only),	   participants	   performed	   a	   verbal	   WM	   task	   and	   we	  
examined	   the	   coupling	   between	   prestimulus	   TCNs	   and	   power	   of	   EEG	   frequencies	  
during	   the	   retention	   period.	   The	   third	   study	   explored	   brain	   regions	   involved	   in	  
common-­‐phase	  synchronization	  of	  oscillatory	  brain	  activity	  (assumed	  to	  be	  a	  binding	  
mechanism	   of	   TCNs)	   during	   eyes	   open	   (EO)	   resting	   state.	   In	   both	   studies,	  
unexpectedly,	   the	   results	   indicated	   that	  mainly	   the	   DMN	   appeared	   to	   be	   affected	   in	  
patients	  with	  schizophrenia,	  which	  will	  be	  discussed	  in	  the	  following.	  
3.1 The	  default	  mode	  network	  (DMN)	  from	  rest	  to	  task-­‐related	  
states	  
The	  DMN	   is	   the	  most	   investigated	   TCN	   and	   disruptions	   have	   already	   been	   linked	   to	  
different	   psychiatric	   and	   neurological	   disorders,	   as	   indicated	   in	   the	   introductory	  
chapter.	   In	   schizophrenia,	   despite	   numerous	   studies,	   the	   results	   remain	   ambiguous.	  
Both	  hyper-­‐	  and	  hypoconnectivity	  within	  the	  DMN	  and	  between	  nodes	  of	  the	  DMN	  to	  
other	   TCNs	   during	   rest	   as	   well	   as	   different	   cognitive	   tasks	   have	   been	   reported	   (for	  
reviews	  see	  Greicius	  2008,	  Broyd,	  Demanuele	  et	  al.	  2009,	  Fornito,	  Zalesky	  et	  al.	  2012,	  
Whitfield-­‐Gabrieli	  and	  Ford	  2012),	  and	  no	  useful	  predictor	  has	  been	  established	  so	  far.	  
We	  will	  use	  the	  term	  dysconnectivity	   instead	  of	  disconnectivity	  of	  networks	   from	  now	  




historically	  referred	  to	  disruptions	  in	  the	  sense	  of	  hypoconnectivity	  of	  networks.	  What	  
can	   be	   deduced	   from	   the	   conducted	   studies	   within	   this	   project	   in	   relation	   to	   the	  
current	  status	  of	  research?	  
a) Alteration	  of	  the	  functional	  state	  during	  rest	  
During	   EO	   resting	   state,	   regions	   of	   the	   DMN	   were	   differently	   integrated	   through	  
common-­‐phase	   synchronization	   as	   measured	   with	   GFS	   (study	   3).	   Most	   extensive	  
differences	  were	   found	   in	   the	  delta	  band	  with	  hub	   regions	  of	   the	  DMN	   including	   the	  
PrC,	  the	  PCC,	  and	  the	  IPL	  being	  negatively	  related	  in	  patients	  but	  positively	  in	  controls.	  
The	  opposite	  was	  found	  in	  the	  PrC	  in	  association	  with	  GFS	  beta	  band.	  	  
	   Further	   support	   for	   changed	   electrophysiological	   signatures	   of	   the	   DMN	   is	  
provided	   by	   the	   EEG-­‐fMRI	   study	   of	   Razavi	   et	   al	   (2013).	   They	   showed	   that	   patient’s	  
DMN	   was	   coupled	   to	   lower	   frequencies	   (theta	   and	   alpha	   band)	   than	   controls	   (beta	  
band)	   during	   EC	   resting	   state	   (Razavi,	   Jann	   et	   al.	   2013).	   Also,	   a	  
Magnetoencephalography	  (MEG)	  study	  during	  EO	  rest	  revealed	  increased	  involvement	  
of	  theta,	  alpha	  and	  beta	  band	  power	  in	  the	  PCC	  in	  schizophrenia	  patients	  compared	  to	  
controls	  using	  source	  analyses	  (Kim,	  Shin	  et	  al.	  2014).	  	  
b) No	  activation	  deficit	  in	  the	  DMN	  at	  prestimulus	  
Using	   an	   ICA	   approach	   on	   the	   fMRI-­‐BOLD	   data	   in	   our	   second	   study,	   no	   preparatory	  
deficit	  in	  DMN	  activity	  was	  seen,	  as	  activation	  levels	  were	  comparable	  between	  groups	  
at	  prestimulus.	  However,	  it	  is	  theoretically	  possible	  that	  hemodynamic	  fluctuations	  of	  
some	   regions	   are	   hyper-­‐	   and	   others	   hypoconnected	   within	   the	   DMN,	   but	   that	   the	  
network	   in	   its	   entirety	   is	   comparable	   to	   healthy	   controls	   due	   to	   an	   equalization	   of	  
effects.	  
c) Lack	  of	  task-­‐related	  suppression	  of	  the	  DMN	  
In	  line	  with	  previous	  reports	  of	  reduced	  task-­‐related	  DMN	  modulations	  in	  subjects	  at	  
high	   risk	   and	  with	   first	   episode	   psychosis	   (e.g.	   Pomarol-­‐Clotet,	   Salvador	   et	   al.	   2008,	  
Whitfield-­‐Gabrieli,	   Thermenos	   et	   al.	   2009,	   Fryer,	   Woods	   et	   al.	   2013),	   patients	   had	  
significantly	  less	  suppression	  of	  the	  DMN	  during	  the	  retention	  period	  of	  the	  WM	  task	  
compared	   to	   healthy	   controls	   (study	  2).	   It	  was	   shown	   that	   a	   reduced	   suppression	   is	  
related	   to	   impaired	   task	   performance	   as	   seen	   in	   prolonged	   reaction	   times	   or	   lower	  
accuracy	   rates	   in	   healthy	   controls	   (e.g.	   Drummond,	   Bischoff-­‐Grethe	   et	   al.	   2005,	  




2010)	  as	  well	  as	  schizophrenia	  patients	  (e.g.	  Whitfield-­‐Gabrieli,	  Thermenos	  et	  al.	  2009,	  
Zhou,	  Pu	  et	  al.	  2016).	  
d) Alterations	  of	  the	  coupling	  from	  pre-­‐to-­‐post	  stimulus	  
We	  additionally	  observed	  changes	  in	  the	  relationship	  between	  prestimulus	  DMN	  with	  
theta	  (especially	  FM	  theta)	  band	  power	  during	  the	  retention	  period	  of	  higher	  WM	  load	  
trials	   in	   patients,	   indicating	   that	   they	   could	   not	   rally	   task-­‐related	  memory	   functions	  
similarly	  as	  healthy	  controls	  (study	  2).	  
	   To	  some	  degree,	   the	   findings	  of	  a	  different	   functional	  state	  of	   the	  DMN	  during	  
rest	  (a)	  and	  from	  pre-­‐to-­‐post	  stimulus	  (d)	  in	  the	  WM	  task	  might	  be	  explained	  by	  long-­‐
lasting	  evidence	  of	  heightened	  power	  in	  lower	  EEG	  frequencies	  as	  delta	  and	  especially	  
theta	  band	  during	  resting	  state	  (e.g.	  Boutros,	  Arfken	  et	  al.	  2008,	  Galderisi,	  Mucci	  et	  al.	  
2009).	   Previous	   studies	   showed	   that	   in	   general,	   especially	   alpha	   and	   beta	   were	  
positively	   and	  FM	   theta	  band	  negatively	   related	   to	   the	  DMN	   in	  healthy	   controls	   (see	  
Chapter	   1.2.3.1).	   Derived	   from	   other	   studies	   (Mantini,	   Perrucci	   et	   al.	   2007,	   Jann,	  
Kottlow	  et	  al.	  2010),	  a	  specific	  TCN	  is	  not	  only	  related	  to	  a	  single	  frequency	  band,	  thus	  
subregions	  of	  a	  TCN	  can	  be	  modulated	  by	  different	  oscillatory	  frequencies	  at	  the	  time.	  
A	  further	  aspect	  increasing	  the	  complexity	  to	  relate	  DMN	  activity	  to	  mental	  disorders	  
in	  general	  is	  that	  particular	  DMN	  hub	  regions	  maintain	  different	  mental	  functions	  and	  
thus	  altered	  functional	  states	  of	  certain	  hubs	  can	  cause	  diverse	  functional	  impairments.	  
The	  mPFC	  for	  example	  is	  activated	  in	  tasks	  containing	  social	  cognition	  as	  well	  as	  self-­‐
referential	  processing	  (e.g.	  Gusnard,	  Akbudak	  et	  al.	  2001,	  Bzdok,	  Langner	  et	  al.	  2013).	  
The	   PCC	   was	   related	   to	   the	   retrieval	   of	   autobiographic	   episodic	   memory	   and	   self-­‐
referential	   tasks	   (e.g.	   Fink,	   Markowitsch	   et	   al.	   1996,	   Piefke,	   Weiss	   et	   al.	   2003,	  
D'Argembeau,	   Collette	   et	   al.	   2005)	   and	   the	   PrC	   to	   reflective,	   self-­‐related	   processing,	  
visuospatial	   imagery,	   episodic	   memory,	   awareness	   and	   conscious	   information	  
processing	  (Cavanna	  and	  Trimble	  2006,	  Zhang	  and	  Li	  2012).	  
e) Linking	  rest	  and	  pre-­‐to-­‐post	  stimulus	  findings	  
Despite	   the	   lack	  of	   fMRI-­‐BOLD	  differences	   in	   the	  DMN	  during	  the	  prestimulus	  period	  
(b),	   its	   functional	   state	   at	   rest	   (a)	   and	   from	   pre-­‐to-­‐post	   stimulus	   (d)	   was	   altered	   in	  
addition	   to	   a	   deficient	   task-­‐related	   suppression	   (c).	   Consequently,	   it	   seems	   that	   the	  
DMN	   cannot	   be	   modulated	   appropriately	   to	   task-­‐related	   requirements	   due	   to	   its	  




between	  hub	  regions	  within	  the	  DMN	  or	  between	  the	  DMN	  and	  task-­‐positive	  networks	  
as	  the	  dAN.	  	  
	   To	   sum	   up,	   the	   DMN	   seems	   to	   be	   a	   key	   TCN	   in	   the	   detection	   of	   possible	  
biological	  markers	  in	  various	  mental	  and	  neurologic	  disorders,	  but	  the	  specificity	  and	  
validity	  of	  DMN	  alterations	  in	  schizophrenia	  need	  to	  be	  further	  investigated.	  However,	  
Seeley	   et	   al	   showed	   that	   other	   TCNs	   as	   the	   saliency	   network	   (Seeley,	   Menon	   et	   al.	  
2007)	   were	   more	   sensitive	   to	   neurodegenerative	   diseases	   such	   as	   fronto-­‐temporal	  
dementia	  (Seeley,	  Allman	  et	  al.	  2007).	  It	  is	  perspicuous	  that	  TCNs	  facilitating	  functions	  
that	   are	   deficient	   in	   the	   patient	   population	   of	   interest	   would	   be	   predominantly	  
affected,	   leading	  to	  characteristic	  symptoms	  or	  cognitive	  deficits	  observed.	  Finally,	  as	  
presented	  in	  the	  introduction	  (see	  Chapters	  1.2.2.1,	  1.4),	  TCNs	  are	  interdependent	  and	  
thus,	  not	  only	  the	  DMN,	  but	  also	  other	  TCNs	  are	  of	  interest	  in	  gaining	  further	  insights	  
into	  schizophrenia.	  
3.2 Interplay	  of	  networks	  and	  modulation	  of	  EEG	  frequencies	  
For	  effective	  information	  processing,	  many	  different	  factors	  play	  together.	  First	  of	  all,	  
brain	  activation	  elicited	  by	  a	  task	  relies	  on	  the	  prestimulus	  or	  resting	  state	  as	  explained	  
by	   the	   theory	   of	   state	   dependency	   (Chapter	   1.4).	   Furthermore,	   TCNs	   are	  
interdependent	   and	   if	   one	   specific	  TCN	   is	   affected,	   it	   certainly	   has	   a	   further	   (causal)	  
effect	   on	   other	   TCNs.	   And	   finally,	   different	   EEG	   frequency	   bands	   modulate	   the	  
functional	   state	   of	   TCNs,	   may	   it	   be	   in	   either	   an	   inhibitory	   or	   excitatory	   way.	  
Consequently,	   how	   all	   those	   possible	   factors	   influence	   cognitive	   functions	   in	   the	  
healthy	   and	   diseased	   brain	   is	   complex,	   but	   we	   will	   shortly	   discuss	   what	   can	   be	  
abstracted	  from	  our	  performed	  studies.	  
a) Reduced	  anti-­‐correlation	  between	  the	  DMN	  and	  dAN	  
The	   second	   study	   demonstrated	   that	   the	   anti-­‐correlation	   between	   the	   functionally	  
opposed	   DMN	   and	   dAN	   was	   overall	   reduced	   at	   higher	   WM	   load	   in	   patients.	   Thus,	  
patients	   seem	   to	   have	   deficient	   orientation	   of	   attention	   to	   internal	   versus	   external	  
events.	  As	  this	  anti-­‐correlation	  has	  been	  linked	  to	  more	  efficient	  cognitive	  processing	  
as	   seen	   in	   shorter	   reaction	   times	   (RTs;	   e.g.	   Drummond,	   Bischoff-­‐Grethe	   et	   al.	   2005,	  
Weissman,	  Roberts	  et	  al.	  2006)	  and	  fewer	  error	  rates	  (e.g.	  Daselaar,	  Prince	  et	  al.	  2004,	  
Eichele,	  Debener	  et	  al.	  2008,	  Anticevic,	  Repovs	  et	  al.	  2010),	  this	  reduction	  could	  partly	  
account	   for	   the	   increased	   RTs	   seen	   in	   patients	   when	   performing	   the	   task	   and	  




coupling	  of	  prestimulus	  DMN	  with	  EEG	  theta	  power	  (see	  3.1	  d))	  during	  high	  load	  WM	  
retention,	  but	  also	  a	  cross-­‐load	  similarity	  in	  the	  dAN	  with	  theta	  power	  for	  lower	  load	  in	  
patients	  compared	  to	  higher	  load	  in	  healthy	  controls.	  This	  implies	  a	  disturbance	  of	  the	  
functional	   states	   of	   both	  TCNs,	  which	   could	   explain	   their	   reduced	   anti-­‐correlation	   to	  
some	  degree.	  	  
b) Missing	  lateralization	  effect	  of	  WMNs	  	  
Furthermore,	  in	  healthy	  controls	  there	  was	  a	  lateralization	  towards	  the	  left	  WMN	  over	  
whole	   trial	   durations	   for	   the	   WM	   task,	   whereas	   this	   lateralization	   was	   missing	   in	  
patients,	  besides	  an	  even	  higher	  involvement	  of	  the	  right	  WMN.	  As	  the	  WM	  task	  was	  of	  
a	   verbal	   nature	   and	   it	   has	   been	   shown	   that	   left	   hemispheric	   WMN	   is	   recruited	   for	  
verbal	  as	  compared	   to	   the	  right	  WMN	  in	  spatial	  WM	  tasks	  (Walter,	  Wunderlich	  et	  al.	  
2003),	  there	  is	  a	  twofold	  interpretation	  of	  these	  results:	  Either,	  patients	  were	  unable	  to	  
inhibit	   the	   task-­‐irrelevant	   right	   hemisphere	   or	   it	   is	   a	   compensation	   effect	   as	   they	  
needed	  more	  resources	  to	  be	  able	  to	  perform	  the	  WM	  task.	  Overall,	  our	  results	  support	  
the	  hypothesis	   that	  patients	  were	  still	  within,	  but	  close	   to	   the	   limit	  of	   their	  cognitive	  
capacities.	  	  
3.3 Remaining	  questions	  and	  limitations	  
Some	  explanations	  for	  observed	  discrepancies	  of	  DMN	  functional	  connectivity	  between	  
studies	   could	   be	   the	   following:	   First,	   different	   methodologies	   were	   used	   to	   explore	  
functional	  connectivity.	  The	  two	  main	  categories	  are	  either	  seed-­‐based	  or	  ROI	  analyses	  
versus	   ICA.	   Using	   either	   approach,	   there	   are	   differences	   in	   their	   statistical	  
implementations,	   as	   for	   example	   the	   a	   priori	   selection	   of	   the	   ROI	   within	   DMN	   hub	  
regions	   or	   the	   amount	   of	   components	   chosen	   to	   run	   the	   ICA.	   Second,	   the	   variety	   of	  
paradigms	  including	  simple	  perceptual	   to	  higher	  cognitive	  tasks	  as	  well	  as	  EO	  versus	  
EC	  resting	  state	  might	  account	  for	  different	  findings.	  And	  third,	  different	  subgroups	  of	  
schizophrenia	   patients	   were	   studied	   including	   first-­‐degree	   relatives,	   first	   episode	  
psychosis,	   and	   chronic	   schizophrenia	   patients,	   which	   further	   complicates	   the	  
comparability	  of	  studies.	  	  
	   An	  important	  limitation	  of	  the	  studies	  presented	  in	  this	  thesis	  is	  the	  following:	  
The	   comparableness	   of	   the	   findings	   between	   the	   studies	   including	   patient’s	   data	   is	  
restricted,	   as	   we	   used	   different	   methodologies	   (EEG-­‐informed	   fMRI	   versus	   fMRI-­‐
informed	   EEG	   analysis)	   during	   different	   conditions	   (rest,	   task-­‐related	   states),	   which	  




incorporate	  different	  network	  properties	  during	  rest	  as	  well	  as	  in	  interaction	  with	  task	  
states	  could	  further	  help	  to	  strengthen	  the	  importance	  of	  the	  presented	  findings.	  
	   Another	  question	  that	  remains	  to	  be	  solved	  is	  if	  deviations	  of	  TCN	  captured	  by	  
means	   of	   EEG	   and	   fMRI	   are	   disorder–specific	   and	   if	   they	   could	   be	   used	   to	   classify	  
patients	   based	   on	   the	   pattern	   of	   present	   alterations.	   Encouraging	   findings	   in	  
Alzheimer’s	   disease,	   which	   received	   the	   most	   attention	   from	   investigations,	   exist	  
where	   healthy	   controls	   and	  Alzheimer	   patients	   could	   be	   classified	  with	   high	   level	   of	  
sensitivity	   (85%)	   and	   specificity	   (77%)	   in	   reference	   to	   a	   DMN	   template	   (Greicius,	  
Srivastava	   et	   al.	   2004).	  Also,	  whether	  deficits	   represent	   state	   or	   trait	  markers	   of	   the	  
disorder	  have	  to	  be	  resolved.	  However,	  parametrical	  reductions	  of	  task-­‐induced	  DMN	  
suppression	  was	  reported	  as	  a	  continuum	  from	  unaffected	  siblings,	  youth	  at	  high-­‐risk	  
for	   psychosis	   to	   first	   episode	   psychosis	   (Pomarol-­‐Clotet,	   Salvador	   et	   al.	   2008,	   de	  
Leeuw,	  Kahn	  et	  al.	  2013,	  Fryer,	  Woods	  et	  al.	  2013),	  arguing	  for	  DMN	  activity	  reflecting	  
an	   endophenotype.	   There	   is	   a	   lack	   of	   data	   in	   acute	   patients,	   but	   the	   performance	   of	  
tasks	  and	  especially	  MRI	  acquisitions	  are	  hardly	  feasible	  in	  this	  patient	  group:	  First,	  the	  
understanding	   of	   the	   study	   and	   task	   has	   to	   be	   affirmed.	   Second,	   subjects	   need	   to	   be	  
able	   to	   lie	   still	   and	   quietly	   in	   the	   scanner	   for	   a	   longer	   period	   of	   time	   in	   addition	   to	  
further	   time	   requirements	   for	   preparation.	   Hence,	   a	   minimum	   of	   attentional	   and	  
cognitive	   resources	   is	   already	   required.	   Also,	   despite	   the	   known	   advantages	   of	  
simultaneous	  EEG	  and	  fMRI	  measurements	  and	  their	  common	  neuronal	  basis	  (Chapter	  
1.2.3),	   there	   is	   still	   a	   lack	   of	   understanding	   the	   exact	   nature	   of	   the	   neurovascular	  
coupling	   and	   further	   studies	   are	   needed.	   As	   a	   final	   remark,	   the	   results	   from	   our	  
presented	   functional	   connectivity	   studies	  within	   this	   thesis	  project	  are	  of	  descriptive	  
character	  and	  do	  not	  give	  any	  causal	  explanations	  (further	  discussed	  Perspectives).	  
3.4 Concluding	  remarks	  
Our	   results	   point	   towards	   a	   multitude	   of	   changed	   indices	   of	   functional	   networks,	  
especially	  the	  DMN,	  at	  rest	  and	  from	  pre-­‐to-­‐post	  stimulus	  states	  in	  WM	  processes	  (an	  
overview	  of	  the	  discussed	  findings	  is	  presented	  in	  Table	  2).	  Taken	  together,	  the	  resting	  
and	  prestimulus	  states	  provide	  important	  information	  to	  understand	  the	  baseline	  state	  
of	   the	  brain	  and	  how	  they	  relate	   to	  subsequent	   information	  processing	   in	  a	  demand-­‐
dependent	   manner.	   The	   observed	   changes	   in	   patients	   might	   partly	   explain	   their	  
experienced	   symptomatology	   as	   well	   as	   detrimental	   performance	   in	   cognitive	   tasks	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  (a)	  Reduced	  anti-­‐correlation	  between	  DMN	  &	  dAN
(b)	  Missing	  lateralization	  effect	  in	  WMNs
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  STATE
as	   the	   reduced	   anti-­‐correlation	   between	   them	   might	   explain	   a	   problematic	   balance	  
between	   internal	   versus	   externally	   oriented	   attention.	   It	   seems	   promising	   to	   further	  
explore	   TCNs	   as	   possible	   biomarkers	   and	   targets	   for	   treatments	   as	   will	   be	   further	  
elaborated	  in	  the	  consecutive	  chapter	  Perspectives.	  	  
	  
Table	  2:	  Overview	  of	  main	  findings	  from	  studies	  including	  patient’s	  data	  (studies	  2&3)	  
4. PERSPECTIVES	  
4.1 The	  search	  for	  valid	  biomarkers	  
As	   long	   as	   the	   diagnosis	   of	   schizophrenia	   is	   based	   on	   the	   collection	   of	   a	   bundle	   of	  
descriptive	  symptoms,	  finding	  viable	  biomarker	  remains	  difficult.	  As	  mentioned	  in	  the	  
introduction,	  it	  is	  still	  ambiguous	  how	  results	  of	  altered	  functional	  TCNs	  can	  be	  related	  
to	   the	   etiology,	   pathophysiological	   mechanisms	   and	   the	   finally	   observed	   clinical	  
symptoms	  in	  schizophrenia.	  Additionally,	  the	  complexity	  of	  the	  brain	  makes	  it	  hard	  to	  
understand	  all	  processes	  that	  are	  relevant	  for	  schizophrenia	  and	  therefore,	  methods	  of	  
systems	  science	  could	  be	  helpful	  tools	  to	  overcome	  this	  limitation	  (Tretter	  and	  Scherer	  
2006).	  Functional	   connectivity	  alone	  cannot	   reveal	   causes	  of	  TCN	  dysconnectivity,	  as	  
the	   direction	   of	   information	   flow	   remains	   hidden.	   Hence,	   effective	   connectivity	  
analyses	  are	  beneficial	  to	  overcome	  this	  gap,	  given	  the	  interactions	  are	  causal.	  	  
	   In	  an	  exemplary	  study,	  looking	  at	  the	  fronto-­‐parietal	  (FP)	  network,	  Schmidt	  et	  al	  
(2014)	   pointed	   out	   what	   connectivity	   changes	   were	   found	   for	   different	  
endophenotypes	   of	   psychosis	   (looking	   at	   psychosis	   as	   a	   continuum).	   The	   authors	  
further	   suggested	  modeling	   approaches,	  which	   could	   help	   to	   increase	   the	   specificity	  
and	  validity	  of	  an	  early	  diagnosis	  and	  prevention	  of	  onset	  of	   illness.	  They	  mentioned	  
two	  approaches	  that	  should	  be	  used	  complementary:	  First,	  graph	  theory	  could	  help	  to	  




patterns.	  As	  a	  second	  step,	  those	  results	  could	  inform	  constrained	  models	  of	  effective	  
connectivity	  such	  as	  in	  dynamic	  causal	  modeling	  (DCM;	  Schmidt,	  Diwadkar	  et	  al.	  2014).	  
Another	  analysis	  technique	  that	  could	  help	  to	  classify	  disease	  mechanisms	  in	  individual	  
patients	   is	   the	   so-­‐called	   generative	   embedding	   based	   again	   on	   DCM	   introduced	   by	  
Brodersen	   et	   al	   (Brodersen,	   Haiss	   et	   al.	   2011).	   Applying	   this	   method	   to	   data	   from	  
schizophrenia	  patients,	  they	  could	  determine	  three	  clinically	  distinct	  subgroups	  based	  
on	   neurophysiological	   patterns	   that	   differed	   significantly	   in	   their	   negative	   symptom	  
severity	  (Brodersen,	  Deserno	  et	  al.	  2014).	  
	   Besides	   exploring	   functionally	   connected	   brain	   networks,	   we	   further	   need	   to	  
elucidate	   the	   relationship	  between	   structural	   and	   functional	   connectivity	   as	   they	  are	  
interrelated	  (see	  Chapter	  1.2).	  
4.2 Linking	  structure	  and	  function	  of	  the	  brain	  
It	   was	   proven	   that	   typical	   TCNs	   such	   as	   the	   DMN	   show	   underlying	   structural	  
connectivity	  as	  measured	  by	  means	  of	  diffusion	  tensor	  imaging	  (DTI;	  Greicius,	  Supekar	  
et	  al.	  2009,	  van	  den	  Heuvel,	  Mandl	  et	  al.	  2009).	  Anatomical	  connections	  are	  necessary	  
to	   give	   raise	   to	   functionally	   co-­‐activated	   regions,	   but	   regions	   being	   functionally	   co-­‐
activated	  do	  not	  necessarily	  need	  to	  be	  directly	  connected	  to	  each	  other.	  As	  Stephan	  et	  
al	  (2009)	  commented,	  the	  link	  between	  dysconnectivity	  of	  networks	  could	  result	  either	  
from	   aberrant	   synaptic	   plasticity,	   aberrant	   wiring	   of	   connections	   or	   both	   (Stephan,	  
Friston	  et	  al.	  2009).	  
	   Therefore,	   analyses	   incorporating	   structural	   and	   functional	   data	   to	   check	  
whether	  abnormalities	  are	  overlapping	  between	  both	  modalities	  or	  not	  are	  promising.	  
Within	  the	  DMN,	  several	  studies	   found	  overlapping	  abnormalities	  between	  structural	  
and	  functional	  indices	  in	  schizophrenia	  patients.	  Pomarol-­‐Clotet	  et	  al	  (2010)	  showed	  in	  
chronic	   patients	   that	   a	   predominant	   reduction	   of	   grey	  matter	   volume	   in	   the	  medial	  
frontal	   cortex	   coincided	   with	   failures	   to	   deactivate	   the	   DMN	   during	   an	   n-­‐back	   task	  
(Pomarol-­‐Clotet,	   Canales-­‐Rodriguez	   et	   al.	   2010).	   Another	   study	   reported	   on	   reduced	  
task-­‐induced	  deactivations	  of	  anterior	  and	  posterior	  midline	  nodes	  of	  the	  DMN	  besides	  
structural	   data	   overlapping	   with	   decreased	   grey	   matter	   volume	   in	   these	   areas	  
(Salgado-­‐Pineda,	  Fakra	  et	  al.	  2011).	  It	  has	  to	  be	  mentioned	  that	  those	  studies	  included	  
grey	  matter	   volume,	  which	   is	   not	   a	   direct	  measure	   of	   axonal	   connections	   and	   hence	  
structural	   connectivity.	   To	   this	   end,	   DTI	  measures	   are	   needed,	   as	   they	   inform	   about	  




reduced	  functionally	  connected	  DMN	  in	  anterior	  nodes	  (mPFC,	  ACC)	  was	  paralleled	  by	  
less	   white	   matter	   subjacent	   to	   this	   area	   (Camchong,	   MacDonald	   et	   al.	   2011).	  
Consequently,	   there	   is	   prove	   of	   common	   abnormalities	   in	   structural	   and	   functional	  
imaging	  data,	  but	  there	  are	  also	  studies	  revealing	  the	  opposite,	  again	  using	  measures	  of	  
grey	  matter	  volume	  in	  combination	  with	  fMRI	  (Calhoun,	  Adali	  et	  al.	  2006,	  Lui,	  Deng	  et	  
al.	  2009).	  An	  interesting	  data-­‐driven	  method	  calculating	  whole-­‐brain	  inter-­‐correlations	  
between	  structural	  and	   functional	  MRI	  data	  concluded	  that	   the	   linkage	  between	  grey	  
matter	  and	  functional	  activations	  was	  reduced	  in	  schizophrenia	  patients	  compared	  to	  
healthy	  controls	  (Michael,	  Baum	  et	  al.	  2010).	  The	  continuation	  of	   joint	  functional	  and	  
structural	  data	  analyses	  (especially	  using	  DTI	  and	  fMRI	  connectivity	  measures)	  could	  
help	  to	  detect	  hidden	  traits	  in	  complex	  disorders	  such	  as	  schizophrenia.	  Furthermore,	  
they	  could	  provide	  information	  to	  further	  confine	  the	  interpretation	  of	  dysconnectivity	  
reported	  in	  fMRI	  studies.	  
4.3 Possible	  therapeutic	  interventions	  	  
The	  main	  objective	  of	  investigations	  in	  psychiatric	  disorders	  in	  addition	  to	  increasing	  
understanding	  of	  their	  neurophysiological	  basis,	  is	  to	  develop	  new	  or	  improve	  existing	  
treatment	  options.	  In	  schizophrenia,	  roughly	  30%	  of	  patients	  are	  not	  responding	  well	  
to	  typical	  conventional	  and	  atypical	  antipsychotic	  medication	  (Lieberman,	  Stroup	  et	  al.	  
2005,	  Harvey	   and	  Rosenthal	   2016)	   and	   show	   severe	   side	   effects,	   reducing	  quality	   of	  
life	  and	  potentially	  increase	  the	  mortality	  risk	  (Chapter	  1.1.1).	  
	   There	   are	   suggestions	   that	   pharmacological	   agents	   targeting	   specific	   network	  
hubs	  could	  be	  used	  to	  normalize	  activation	  patterns	  within	  TCNs.	  Those	  agents	  would	  
be	  assumed	  to	  have	  a	  more	  specific	  effect	  on	  symptoms	  related	  to	  activation	  changes	  in	  
the	  respective	  TCN	  (e.g.	  Gebicke-­‐Haerter	  2016).	  Still,	  effective	  non-­‐invasive	  approaches	  
would	  be	  preferable	  over	  medication.	  
	   Among	  non-­‐invasive	  techniques,	  neurofeedback	  represents	  a	  possible	  treatment	  
option	   where	   subject	   learn	   usually	   via	   visual	   or	   auditory	   feedback	   to	   self-­‐regulate	  
brain	  states.	  A	  recent	  study	  from	  our	  group	  suggested	  the	  feasibility	  of	  EEG	  microstate	  
D	  neurofeedback	   in	  healthy	  participants	  (Diaz	  Hernandez,	  Rieger	  et	  al.	  2016).	  As	  this	  
microstate	   is	   shortened	   in	   schizophrenia	   patients,	   especially	   during	   auditory	   verbal	  
hallucinations	  (Kindler,	  Hubl	  et	  al.	  2011),	  it	  seems	  to	  be	  appropriate	  trying	  to	  translate	  
it	   to	   patients.	   Other	   non-­‐invasive	   brain	   stimulation	   techniques	   such	   as	   transcranial	  




used	  to	  target	  specific	  hub	  regions	  within	  TCNs	  (e.g.	  the	  DMN	  or	  dAN).	  	  Regions	  shown	  
to	  be	   either	   hyper-­‐	   or	   hypoactive	  would	  be	   stimulated	   in	   an	   inhibitory	   or	   excitatory	  
way,	  respectively,	  to	  reestablish	  the	  balance	  within	  and	  between	  specific	  TCNs.	  Palm	  et	  
al	   (2016)	   recently	   presented	   findings	   of	   a	   tDCS	   protocol	   applied	   on	   the	   prefrontal	  
cortex	  causing	  a	  reduction	  of	  symptomatology	  (especially	  negative	  symptoms)	  as	  well	  
changes	   in	   functional	  connectivity	  within	   frontal-­‐thalamic-­‐temporo-­‐parietal	  networks	  
(Palm,	  Keeser	  et	  al.	  2016).	  	  
	   As	   described	   by	  Mantini	   et	   al	   (2007),	  we	  might	   think	   of	   TCNs	   representing	   a	  
“finite	   set	   of	   spatiotemporal	   basis	   functions	   from	   which	   task-­‐networks	   are	   then	  
dynamically	   assembled	   and	   modulated	   during	   different	   behavioral	   states”	   (Mantini,	  
Perrucci	   et	   al.	   2007).	   Consequently,	   by	   modulating	   the	   activation	   level	   and/or	  
functional	   state	   of	   a	   particular	   TCN,	   it	  most	   certainly	  will	   influence	   the	   efficiency	   of	  
other	   TCNs	   (especially	   regarding	   TCNs	   that	   are	   anti-­‐correlated	   to	   each	   other	   as	   the	  
DMN	  and	  any	  task-­‐positive	  network	  including	  the	  dAN).	  Based	  on	  the	  presented	  results	  
of	  altered	  TCNs,	  mainly	   the	  DMN	  and	  dAN,	  during	  rest	  and	   from	  pre-­‐to-­‐post	   states,	   I	  
would	   recommend	   continuing	   the	   exploration	   of	   TCNs,	   especially	   the	   DMN,	   to	   gain	  
reliable	  and	  possibly	  valid	  biomarkers	  for	  this	  severe	  mental	  illness.	  If	  this	  point	  will	  be	  
achieved,	  it	  seems	  promising	  to	  try	  to	  normalize	  the	  activation	  patterns	  and	  functional	  
states	  of	   the	  DMN,	   as	   this	  network	   represents	   a	  basic,	   intrinsic	   function	  of	   the	  brain	  
that	  further	  influences	  the	  activation	  patterns	  when	  confronted	  with	  task	  situations.	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