Rankin and Selberg [R] , [SI] proved that the convolution L-function (in the case of equal weights k = I) a(n)b{n)
L(sJ®g) = J2
n=l converges absolutely for complex s with Re(s) > 1, has a meromorphic continuation in s with at most a simple pole at s = 1, and satisfies a functional equation s -> 1 -s. This result was later generalized [L] to more general situations, and in particular, to arbitrary pairs of weights k, £. The proof of the meromorphic continuation and the functional equation of £( 5 5 / ® g) was obtained by expressing L(s, / 0 g) as an inner product of / • g with a nonholomorphic Eisenstein series. We shall give a new proof of this result which does not use Eisenstein series at all, but instead expresses the Rankin-Selberg convolution L-function as an inner product of / with a holomorphic kernel function which depends on g and s. The main result of the paper is the Fourier expansion of the kernel function (when D is squarefree) which is given in Theorem 6.5. In the case where e is a quadratic Dirichlet character (mod .D), a simpler and more explicit version of this result is given in Theorem 9.1. The functional equation of the kernel is stated and proved in various important cases in sections §10, §11.
In the special case that g is a theta function attached to the imaginary quadratic extension Q(y/-D), the value of the holomorphic kernel function (or its derivative) at 5 = | coincides with the kernel function computed by Gross and Zagier [G-Z] in their celebrated formula relating the derivative of an L-function of an elliptic curve with the height of a certain Heegner point. Thus, our method simultaneously gives a new simplified proof of the L-value computation in the Gross-Zagier formula together with a new proof of the meromorphic continuation and functional equation of the RankinSelberg convolution. The original method of Gross-Zagier used non-holomorphic Eisenstein series defined on a smaller group. The kernel was then obtained by a trace map and a holomorphic projection. In our method, all calculations are done directly on 5jk(ro(iV)) and it is not necessary to go outside the holomorphic space with different level and then project back in later.
Poincare Series. For 7 = (
converges absolutely and. uniformly to an automorphic form of weight k on ro(iV). This series was first introduced by Selberg [S2] and shown to have a meromorphic continuation to the entire complex s-plane. We define the holomorphic Poincare series
by analytic continuation.
Fourier Expansion:
The Fourier coefficients p m (n) of 00 n=l are given by the formula (see [Sa] ),
where (5 m5n (Kronecker's delta function) is 1 if m = n and zero otherwise; 5(m,n;c) is the Kloosterman sum Petersson Formula By unfolding the integral, one can show that for any cusp form where a is the inverse of a (mod c). If we apply this functional equation to the formula for T m (s), given in (3.5), we obtain where
is the classical Ramanujan sum, and
is a hypergeometric function.
Formula for S(s,B):
The formula *(«'*) = 77^ E* -2s C(2s) d|B was first given by Ramanujan [Ra] . When B = 0,
Formula for / §(#): We will show in Proposition 8.3 that
where F(a,j3,7;2;) denotes the Gauss hypergeometric function defined for \z\ < 1 by the absolutely convergent series 7-1 7(7 + 1)-1-2
and for all values of z by analytic continuation. Combining these formulas we obtain: PROPOSITION 3.6. Define 7(5) = T^r^p^-Then we have
and a-*(n) = n"^-^r f j n cf /or positive integers n and complex v.
Note that Proposition (3.6) (for the group T = ro(l)) is also easily obtained by the standard Rankin-Selberg method. By unfolding the Poincare series P m instead of the Eisenstein series E(z,s) we obtain
where e r (s,y) denotes the coefRcient of e 27rirx in the Fourier expansion of E(z,s). The formula for these Fourier coefficients is well-known: e r (s,y) is the product of (Ti_2s(\ r I) anc i a simple analytic function of \r\y for r ^ 0, and a linear combination of ((2s)y s and C(2s -l)?/ 1-8 for r = 0. Substituting this into the above unfolding identity immediately gives (3.6).
REMARKS. The expression for 7(5)1/(5, Pm®g) (on the right hand side in Proposition (3.6)) is absolutely convergent for all s and each term is invariant under s ->> 1 -s except the first two, which are interchanged, so one immediately deduces the meromorphic continuation and functional equation. It follows that L(s,Pm®g) is holomorphic everywhere except for a simple pole at 5 = 1 with residue proportional to 6(m). The classical results of Rankin [R] and Selberg [Si] are immediately recovered.
The classical Rankin-Selberg proof is simpler than our new method if / and g are the same level and if g is a cusp form. Otherwise, unfolding P m will force one to take the trace of gE first, and it will be necessary to truncate Tr(gE) in order to make the integral convergent. This is more complicated than our new method given here and is very close to the original Gross-Zagier method. Our method was discovered by trying to simplify the proof of the Gross-Zagier formula. In that case g is a theta function (not a cusp form) of different level than / and our method avoids taking the trace and doing a holomorphic projection.
The formula (3.6) may yield new applications. For example, the rapid convergence of this formula, and the fact that that it is true also for s outside the region of convergence of the original Dirichlet series L(s,f®g), might make it suitable for certain theoretical or computational applications. Also, the fact that F(l -5, s, k] x) becomes a polynomial for integral values of s might be useful for obtaining new results, or new proofs of known results, about special values of L(s, / 0 g) at such arguments. It would also be of interest to see if our new method can be used to obtain higher convolutions of Rankin-Selberg type.
Functional Equation for
Lg (s, £) . In this section we derive the functional equation for oo n=l where g G Mi(ro(D),e) . Here, we assume that £ is a fixed positive integer and that e is a Dirichlet character of (Z/DZ) X .
Let 7 = ( , ) be a matrix with real entries and positive determinant. Given, F(z) a holomorphic function on the upper half plane, define
which satisfies F\ I . = F\ ,.
I'yl'y' I'yy'
Assume now that D is square free. Let e = rLijD e p ^e ^^i e decomposition of e. Set Since (5,5') = 1 it follows that there exist x^y G Z such that xd -yd' -1. Define a matrix u^ by the formula _ (x y\ fS 0> and a zs the inverse of a (mod c).
Proof. Since (c, S) = 1, there exists a matrix 7 = I 1 G SL(Z) with £|d. The functional equation
and Proposition (4.2) immediately follow. is a generalized Ramanujan sum. We evaluate it in the next lemma using the notation e x = exp(x). Proof. Let c = n*=i PT ^e ^ihe prime decomposition of c with n^ > 0. ii-^^-ioo naturally appears. This integral is evaluated in Proposition 8.3. Further, the Kloosterman sums then turn into generalized Ramanujan sums (here B E Z,s € C with i?e(5) > 1)
Generalized Ramanujan
These sums are evaluated by Lemma 5.3 in Proposition 7.1. This is the key idea for obtaining the final formula for the holomorphic kernel as given in Theorem 6.5 which is the main Theorem of this paper. a(a + l)(a + 2)/908 + l)03 + 2) 3 7(7 + l)(7 + 2) -1-2-3 Z denote the hypergeometric function. It is well known that the hypergeometric function F satisfies the following identities:
Evaluation of S d is J B). As before, we work with a fixed decomposition D = S-S' of the square-free integer D and e is a Dirichlet character (mod D).
We use these identities to prove the following: .iti ^i^.,.!-,^-* ,
For 0 < x < 1, we compute the integral by shifting the line of integration to the left.
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The integrand has poles at w = -^^ -n with n = 0,l,2, Consequently In the remaining case when x -1, we require the following lemma.
LEMMA 8.5. wuho-K r(c)r(c-q-6) F(a,6,c,l)= r(c _ a)r(c _ 6) .
Proof. Using the identity r^rd,)
and the Tayler expansion of (1 -tz) a at z = 0, we obtain:
This gives the formula in lemma 8.5 after setting z -1. The formula for / s (l) in Proposition 8.3 follows by applying lemma 8.5 to the case of the first formula for I 8 (x) when 0 < x < 1. This completes the proof of Proposition 8.3. The functional equation immediately follows. In the case x > 1, the proof is even easier since the gamma factors cancel out. REMARK. In the case that g is a theta series attached to an imaginary quadratic field, and m is prime to iV, Gross and Zagier [G-Z] have computed the value (when e(N) = 1) and the derivative (when e(N) = -1) of <f) Sj g(m) . It is not difficult to see that our results coincide with those of Gross-Zagier in this case. Our results go beyond [G-Z] in that we give the whole kernel (not only the special value or derivatives) in terms of divisor functions and hypergeometric functions.
