This paper investigates the integrated optimization of production, distribution and inventory decisions related to supplying multiple retailers from a central production facility. A single-item uncapacitated lot-sizing problem is defined for optimizing production decisions and inventory management. The optimization of daily distribution is modeled as a traveling salesman problem or a vehicle routing problem depending on the number of vehicles. A two-phase iterative method, from which several heuristics are derived, is proposed that iteratively focuses on lot-sizing and distribution decisions. Computational results show that our best heuristic outperforms existing methods.
Introduction
Challenges related to integrating decisions usually taken independently have always drawn the attention of the operations research community. This is for example the case when customer demands and inventory levels are taken into account in vehicle routing, leading to the stream of research named "inventory routing" (see for instance the recent survey of [3] ). Going one step further, the integration of production planning and vehicle routing decisions was introduced in [13] . The problem of simultaneously optimizing production, distribution and inventory decisions in a supply chain where retailers are supplied from a central production facility has been called Production Routing Problem (see [21] , [1] and [2] ). The Production Routing Problem combines lot-sizing decisions, inventory management and routing. Given the complexity of the resulting problem, research has been focused mainly on heuristic algorithms (e.g. [13] , [14] , [10] , [11] , [7] , [6] and [1] ). For a detailed survey on heuristic algorithms, the reader is refereed to [1] . Few exact algorithms have 1 also been proposed for the solution of the Production Routing Problem. The first exact approach has been proposed in [17] and is based on a Lagrangian relaxation of the problem. A similar relaxation has been used later in [22] to solve the problem with the order-up-to level policy, i.e., each time a retailer is visited, the quantity delivered is such that the inventory level reaches the inventory capacity of the retailer. In [21] and [8] the problem with the maximum level policy is studied, i.e., the quantity delivered to each retailers is such that the inventory capacity is not exceeded. In [21] the authors propose a branch-and-cut algorithm while in [8] a branch-and-price is developed. Finally, two branch-and-cut approaches are proposed in [4] and [2] .
Note that the only exact approaches that solve the problem with multiple vehicles are the ones in [8] and [2] .
In this paper, we introduce a new heuristic algorithm for the Production Routing Problem with maximum level policy. We propose a simple iterative approach where production planning and routing subproblems are solved in sequence. This approach originates from previous iterative approaches developed in [15] for lot-sizing and scheduling, and in [12] for the multi-item production routing problem. In the latter, a classical production planning problem is solved in Phase 1, and vehicle routes are determined in Phase 2. On the basis of the quantities actually distributed in Phase 2, demands are updated and the production planning problem is solved again to start the next iteration.
Here, we consider the single-item Production Routing Problem. In the iterative approach, vehicle capacity constraints are considered in the first phase, called lot-sizing phase. This phase provides decisions on customers that should be served on each day. The second phase, called routing phase, then aims at optimizing routes. We take account of routing information in the first phase by introducing a visiting cost for customers. This cost is updated at each iteration according to the results of the second phase. In order to prevent from a quick convergence to a local optimum, two diversification mechanisms are used.
Following the literature, cases with a single vehicle or multiple vehicles are investigated. In the multiple vehicle case, two variants of the approach are proposed, depending on whether the individual capacity of vehicles is modeled or not in the lot-sizing phase. Numerical results on benchmark instances show that our heuristic outperforms previous heuristics, thus demonstrating that it is both simple and competitive.
The paper is organized as follows. The problem is formalized in Section 2. Our two-phase iterative approach is described in Section 3. Section 4 is devoted to computational experiments. Conclusions and perspectives are provided in Section 5.
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The Production Routing Problem
In this section, we introduce the Production Routing Problem addresed in this paper, denoted PRP, and present a Mixed Integer Linear Programming formulation. We consider a set M = {1, . . . , M} of retailers and a single product sold by these retailers along a discrete time horizon T = {1, . . . , T }. The demand of a retailer i ∈ M at time period t ∈ T is denoted by d it . Retailers are restocked from a common production facility. Products are then kept in retail stores, with an inventory limit U i and at a unitary holding cost h i , that depend on the retailer.
The production facility is identified with index 0. No capacity limit is assumed on production but a maximal inventory level U 0 is defined. Unitary inventory costs at the facility are denoted by h 0 . A fixed production cost f and a variable cost p, proportional to the number of produced items, are considered. A fleet V = {1, . . . ,V } of homogeneous vehicles with capacity C is available for the distribution. Travel costs c i j are defined between every pair (i, j) of locations A = M ∪ {0} × M ∪ {0}. No limit is imposed on the tour duration of vehicles.
The goal is to simultaneously minimize production, inventory and routing costs so that demands of retailers and inventory limits at the production facility and retailers are satisfied. The problem can be formulated as a mixed integer linear program with the following decision variables:
• x vit : quantity shipped from the production facility to retailer i at period t using vehicle v,
• y t : quantity produced at the production facility at period t,
• γ vit : binary variable which is equal to 1 if x vit > 0, and 0 otherwise, • δ t : binary variable which is equal to 1 if y t > 0, and 0 otherwise, • I 0t : inventory level at the production facility at the end of period t, • I it : inventory level at retailer i at the end of period t,
• u vi jt : binary variable which is equal to 1 if vehicle v travels from location i to location j at period t, and 0 otherwise.
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The PRP can be formulated as follows:
subject to
The objective function (1) minimizes the sum of production, inventory and distribution costs. Constraints (2) and (3) are the inventory balance equations at retailers and at the production facility, respectively. Upper bounds on inventory levels are guaranteed through constraints (4) . Constraints (5) define the vehicle capacity.
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The binary variables indicating when production and distribution occur are linked to the production and distribution variables through constraints (6) and (7) . Constraints (8)- (12) Note that this formulation is analogous to the one proposed in [1] , where production capacity is also considered, and the one in [4] where there is no constraint on the maximum inventory level at the production plant.
Finding a good feasible solution to the PRP is a challenging task since it integrates two well-known and hard combinatorial problems, namely lot sizing and vehicle routing. One way to deal with such a complex problem is to decompose it into smaller problems of reduced complexity for which optimal or near-optimal solutions can be determined. The key idea of the methods proposed in this paper is thus to separate the problem into two sub-problems which are solved iteratively.
A two-phase iterative approach
We When the iterative procedure is finished, a diversification mechanism is performed and the whole scheme is repeated until a stopping criterion is met. The general scheme of the IM method can be found in Algorithm 1, where sol stores the best solution found so far. Details on the two phases and on the diversification mechanism are given in subsequent subsections 3.1, 3.2 and 3.3, respectively.
Visiting costs SC vit play a central role in this approach as they create a connection between the first and Algorithm 1 General scheme of the two-phase iterative approach 1: sol ← / 0 2: Initialize SC vit for each i ∈ M , v ∈ V and t ∈ T 3: repeat 4:
Solve the Lot-sizing Problem (SC vit ) and get γ vit for each i ∈ M , v ∈ V and t ∈ T
6:
Solve the Routing Problem (γ vit )
7:
Update sol if necessary 8: Update SC vit
9:
until a stopping criterion is met 10: Diversify 11: until a stopping criterion is met second phase. The value of SC vit is initially set to c 0i + c i0 . This forces the solution of the lot-sizing phase to serve less frequently the retailers that are far from the production plant and, thus, for which the corresponding transportation cost is high. However, the initial value of SC vit does not take into account the clustering of retailers: there is no measure of the proximity of retailers visited at a certain period, so retailers that are very far from each other may be clustered together and served at the same period. This of course has a very bad impact on the transportation cost. Thus, in subsequent iterations, the values of SC vit are updated using the information provided by the solution of the routing phase so that solutions of the lot-sizing phase are driven to better solutions in terms of retailer clustering.
Allocating retailers to vehicles in Phase 1 can be questioned, except for instances with a single vehicle.
Indeed, one could prefer to simply select which retailers to visit at each period during Phase 1, and to determine on which vehicle during Phase 2. This is the object of the variant approach described in Subsection 3.5.
The lot-sizing phase
This section describes the mathematical model used in the first phase of IM. SC vit represents the cost of visiting retailer i at period t with vehicle v. As already mentioned, the lot-sizing phase decides when and how much to produce, when to visit retailers and how much to deliver. The objective is to minimize production and inventory costs as well as costs related to inserting retailers into vehicle routes. The lot-sizing model for 6 the first phase of IM is:
Note that all decisions related to quantities and assignment to vehicles, in particular the quantities that have to be delivered to retailers at every period by a given vehicle, are taken in (18)- (29). These quantities satisfy the vehicle capacity constraints (22) , and thus the second phase only needs to determine how to route the retailers served by each vehicle.
Lot-sizing problem (18)- (29) is N P-Hard, mainly because the classical single-item capacitated lotsizing problem is N P-Hard ( [16, 9] ). If we consider the special case without vehicle capacity constraints, without inventory constraints at the facility and retailers and where inventory costs of the facility are set to a sufficiently large value to force the model to transport all quantities each time production is started, we obtain the classical joint replenishment problem [5] , which is still N P-Hard.
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We solve problem (18)-(29) using a standard mathematical programming solver. Though it is N PHard, good solutions can be obtained relatively efficiently.
Note that we also tested the facility location formulation for this problem. Generally, this formulation provides a strong lower bound for capacitated lot-sizing problems. Contrary to the previous formulation, the production variables are defined on the basis of the production period, the delivery period and the consumption period. This formulation has more production variables (O(T 3 ) vs. O(T )), but generally provides better lower bounds. However, in our case, computational times increased significantly.
The routing phase
In this subsection, we describe the routing phase of method IM. It consists in computing vehicle routes at each period. Since Phase 1 allocates retailers to vehicles and takes account of vehicle capacities, the problem to solve for each vehicle and each period is a standard TSP.
At each iteration, many TSP (up to V × T ) need to be solved. Furthermore, in view of the size of benchmark instances, one can expect state-of-the-art heuristics to find excellent solutions quickly. For these reasons, we use the LKH implementation [19] of the Lin-Kernighan heuristic [20] for this phase.
Update of visiting costs
For all v ∈ V and t ∈ T , let S vt be the set of retailers i ∈ M for which γ vit = 1. Let r vt be the route of vehicle v at period t, obtained from Phase 2. Route r vt is, hopefully, an optimal or near-optimal solution of the TSP defined on set S vt ∪ {0}.
For v ∈ V , t ∈ T and i ∈ S vt , let us denote i − the predecessor of vertex i in route r vt and i + its successor.
For v ∈ V , t ∈ T and i / ∈ S vt , let ∆ vit be the cheapest insertion cost for inserting i in route r vt .
The procedure for updating visiting costs SC vit is described in Algorithm 2.
As noted earlier, updating the parameters SC vit is crucial in order to improve the clustering of retailers for the subsequent iterations. The rule we adopt has two main advantages. First, it is very simple. Second, it captures, for each retailer, the complementarity with the other retailers served in the same route (in this case, end for 9: end for if SC vit is large, the retailer will probably be removed from the route at the next iteration of the lot-sizing phase) and to the retailers served in different routes (in this case, if SC vit is small, the retailer will probably be inserted in the route at the next iteration of the lot-sizing phase). Also, this updating rule for SC vit helps in clustering retailers which are close, but it does not fix any grouping of retailers and this helps diversification between successive solutions of the lot-sizing phase.
Diversification mechanisms
We propose two mechanisms to diversify the search: a multi-start procedure and a second procedure called "update diversification mechanism". Different variants of the IM algorithm are defined depending on which of these two mechanisms is applied and with which parameter for the stopping criterion. These variants are detailed with the experiments (Section 4). In all cases, the diversification mechanism reinitializes visiting costs SC vit and restarts the iterative procedure.
The multi-start procedure restarts the iterative process with randomly generated values for SC vit . For each v ∈ V , i ∈ M , t ∈ T , a random number ρ vit is drawn in range [0.5, 1.5]. and visiting cost SC vit is set to
The update diversification mechanism updates costs SC vit according to the best known solution. The goal is to help the heuristic moving to parts of the solution space that were not explored recently. SC vit are updated using the following rule: for all retailers and according the best known solution, multiply SC vit by the number of retailers that are served at period t plus one. This mechanism favors the ejection of retailers from periods where the number of visits is high to periods where the number of visits is low. 
Variant with aggregated capacity constraints
In the case of instances with more than one vehicle (V ≥ 2), we now investigate a variant of IM where decisions on the allocation of retailers to vehicles are transfered to the routing phase. We call IM-VRP this variant. From now on, when V ≥ 2, the initial method (IM) will be called IM-MultiTSP in order to better emphasize the difference between IM-MultiTSP and IM-VRP.
In IM-VRP, we replace visiting costs SC vit with visiting costs SC it that evaluate the cost induced by the visit of retailer i at period t. Apart from this change, and subsequent adaptations of the different steps of the algorithm, the approach is not modified. We now detail how the different steps are impacted.
As in IM-MultiTSP, the lot-sizing phase decides when and how much to produce, when to visit retailers and how much to deliver. However, there is no assignment of retailers to vehicles. The lot-sizing model for the first phase of IM-VRP is:
I 0t = I 0,t−1 + y t − x it ∀t ∈ T (32)
I 0t , y t ≥ 0 ∀t ∈ T (37)
Compared to model (18)- (29), vehicle index v is removed from the x and γ variables. All decisions related to quantities that are delivered to retailers at every period are still taken in this phase. Constraints (34) imply that these quantities satisfy the total capacity of all available vehicles at a given period. Again, lot-sizing problem (30)- (40) is N P-Hard and is solved with a standard mathematical programming solver.
The routing phase of IM-VRP consists in solving a Vehicle Routing Problem (VRP) at each period.
Indeed, quantities required by the retailers are known from Phase 1. For the sake of limiting computing time, the VRP is solved with a heuristic approach. We use the VRPH package [18] , with parameters set for using a combination of tabu search and the record-to-record travel algorithm. As constraints (34) only impose that the total demand is not more than the available capacity of the fleet, it is possible that the algorithm does not find any feasible solution or even that no feasible solution exists. Indeed, as split delivery is forbidden, it might happen that the different items to be transported cannot be packed in the vehicles. In this situation, the general scheme of the IM approach is modified: one directly moves to the diversification phase.
Except when the above special situation occurs, visiting costs are updated as described in Algorithm 3.
In this algorithm, we note S t the set of retailers served at period t (t ∈ T ). Other notation are the same as in 
end if 8: end for 9: end for Finally, the update diversification mechanism is modified as follows: for all retailers and according the best known solution, multiply SC vit by the number of retailers that are served at period t plus one. 
Test instances
We report computational tests on the 3×480 instances proposed in [4] . These instances are classified in 3 sets (A1, A2 and A3) and are characterized by 6 time periods and 14, 50 and 100 retailers, respectively, with constant demand, no production capacity and no plant inventory capacity, but with initial inventory at the plant and retailers. The set of instances A1 has a single capacitated vehicle and sets A2 and A3 have an unlimited number of capacitated vehicles. Table I Each set of 480 instances is divided into four classes with different parameter settings. The first class corresponds to the standard instances. The second class is characterized by high production unit costs and the third class by large transportation costs. The last class has no retailer inventory costs. Each class is composed of 24 groups of 5 instances. More details are given in Table II 
Algorithms and implementation
We compare our methods with the local search heuristic (H) proposed in [4] and the Adaptive Large Neighborhood Search (ALNS) proposed in [1] with the tunings that provide the best results (1,000 iterations). We also compare our heuristics with the optimal solutions obtained with the branch-and-cut method (BC) proposed in [4] . BC is only designed for the set of instances A1, and provides optimal solutions for almost all instances. The results of [4] for algorithm H are obtained on a 2.40 GHz CPU PC while the ones of ALNS in [1] are obtained on a 2.10 GHz CPU PC.
Single-vehicle instances (A1)
Since the first class of instances (A1) has only one vehicle, we only consider the IM algorithm here. We tested different variants of IM. In all cases, in addition to the stopping criteria cited below, the method stops after a total number of 100 two-phase iterations. These variants are:
• IM: Iterative method without diversification; the method stops after 10 iterations without improvement;
• IM-DIV: IM completed with the update diversification mechanism;
• IM-MS: IM in a multi-start scheme; 100 restarts are carried out;
• IM-DIV-MS: IM-DIV in a multi-start scheme, with 20 restarts.
Multiple vehicle instances (A2 and A3)
For the multi-vehicle instances (A2 and A3), we compared IM-MultiTSP and IM-VRP to H and ANLS. The update diversification mechanism is called after 5 iterations of the Iterative Method without improvements.
13
Both heuristics are stopped after a total of 20 iterations. The first phases of our algorithms are solved with a time limit of 10 seconds for IM-MultiTSP and 5 seconds for IM-VRP.
Computational results on single-vehicle instances (A1)
On set A1, the BC algorithm proposed in [4] provides optimal solutions for 467 out of the 480 instances. Table III summarizes the gaps with respect to the optimal solution for these 467 instances. Results are presented per class of instances and for each heuristic.
3,52% 0,54% 0,71% 3,43% 7,60% Class IV 0,38% 0,24% 0,03% 0,06% 0,91% 0,85% All 1,82% 1,22% 0,17% 0,23% 1,71% 2,66% Table III : Average gaps with respect to the optimal solutions for 467 instances of set A1.
Tables IV and V consider the whole set of 480 instances. Table IV provides average CPU times for the different methods. Table V summarizes the number of optimal or best known solutions found by each heuristic and for each class of instances. Detailed results for the instances for which the optimal solution is not known are provided in the appendix. Table V : Number of optimal or best known solutions for instances of set A1.
Classes IM IM-DIV IM-MS IM-DIV-MS H ALNS
14 Tables III and IV show that our iterative approach is competitive with respect to previous heuristic approaches proposed in the literature. IM has the smallest CPU time of our different variants (less than 2 seconds). It can be compared to H which has a negligible CPU time. Note that IM provides better average gaps than ALNS and equivalent average gaps to H over all classes of instances. If the update diversification mechanism is allowed, the average CPU time is slightly larger than the one of ALNS. However, IM-DIV provides better solutions than ANLS and H.
To almost close the gap with optimal solutions, more computing time is needed. Parameters of IM-MS and IM-DIV-MS were set to attain computing times comparable to BC on average (≈ 200 seconds, see [4] ). The average gaps provided by IM-MS and IM-DIV-MS are almost zero (≈ 0.2%), with rather similar results for both methods. While BC performs slightly better on average, and has the advantage of proving optimality, it has two important inconvenients: its highly varying and unpredictable computing times (with some instances for which no solution is found in 2 hours) and inability to tackle larger instances.
Computational results on multiple vehicle instances (A2 and A3)
In this section, we summarize all experiments on the sets of instances A2 and A3. We first compare IM-VRP, IM-MultiTSP, H and ALNS. Table VI (respectively Table IX) shows average gaps with respect to the best known solution for each heuristic and for each class of instances of A2 (respectively A3). Table VII (respectively Table X ) shows average CPU times for each heuristic and for each class of instances of A2
(respectively A3). Finally, Table VIII (respectively Table XI Table IX : Average gaps with respect to the best known solutions for instances of set A3.
Results are similar for instances of set A3. Tables IX and X illustrate 
Conclusions and perspectives
In this paper, we propose a simple two-phase iterative scheme to solve the PRP. In the first phase, a lotsizing problem is solved with approximate routing costs. The first phase decides when and how much to produce at each period, when to visit retailers and how much to deliver at each visit. The second phase takes routing decisions. We developed two variants of the approach. One of the main perspectives of this work is to consider capacity constraints and setup times at the production plant. The lot-sizing problem with these two characteristic is strongly N P-hard and needs to be solved using heuristics. The multi-item version of the production routing problem is also an interesting perspective since several additional aspects should be considered (multiple production and inventory capacity constraints, multiple transportation modes, etc.).
Appendices
A Detailed results
Tables XII-XIV show detailed results for instance sets A1, A2 and A3. In these tables, best known values are reported. For set A1, only instances for which the optimal solution is not known are included. Values in bold indicate that best known value was improved with one of our methods. These tables are not presented for the purpose of comparison with previous methods (aggregated results are given in Section 4 for this), but rather to serve as a reference for future comparisons.
For each set of instances (A1-A3) the 480 instances are grouped in 96 groups, each group contains 5
instances numbered from 1 to 5. Table XII provides detailed results for the instances from A1 for which the optimal solution is not known. In Table XII , columns N, I and Class represent respectively the instance group, the instance number, and the instance class. * means that the BC method found the same value. Tables XIII and XIV provide detailed results for the instances from A2 and A3 respectively. N and I represent respectively the instance group and the instance number. 
