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TAME QUIVERS AND AFFINE ENVELOPING ALGEBRAS
YONG JIANG AND JIE SHENG
Abstract. Let g be an affine Kac-Moody algebra with symmetric Cartan
datum, n+ be the maximal nilpotent subalgebra of g. By the Hall algebra
approach, we construct integral bases of the Z-form of the enveloping algebra
U(n+). In particular, the representation theory of tame quivers is essentially
used in this paper.
1. Introduction
1.1. There are remarkable connections between the representation theory of quiv-
ers and Lie theory. For a complex semisimple Lie algebra g, let Q be the quiver
given by orienting the Dynkin diagram of g. In [Gab], P. Gabriel discovered that
the set of isomorphic classes of indecomposable representations of Q is in one-to-one
correspondence with the set of positive roots of g. A direct construction of the Lie
algebra g using the representations of quivers was given by C. M. Ringel. Roughly
speaking, he defined the Hall algebra H(Q) using representations of Q over a finite
field and then proved that H(Q) is isomorphic to the positive part of the quantum
group U+v (g), see [R1] [R3]. This result was generalized to the case of Kac-Moody
algebra in [Gr], where it was showed that the composition subalgebra C(Q) provides
a realization of U+v (g). Thus when v specializes to 1, the Hall algebra degenerates
to the enveloping algebra U(n+), where n+ is the maximal nilpotent subalgebra of
g, see [R2].
In [L1], G. Lusztig gave a geometric definition of H(Q), which is a modified ver-
sion of A. Schofield [S]. Namely, he used the constructible functions on varieties of
C(Q)-modules. The Euler characteristics appeared in the definition of multiplica-
tion. Similar as in the quantum case, the composition algebra C(Q) is isomorphic
to the enveloping algebra U(n+) (see Theorem 3.1). In the finite and affine case, a
Chevalley basis of n+ was reconstructed by the approach of Hall algebra in [FMV]
(see Proposition 8.3). Thus the structure constants of this basis, which is the Euler
characteristics of certain varieties, is given by the cocycles.
1.2. For any complex simisimple Lie algebra g, Kostant defined a Z-subalgebra
UZ of the universal enveloping algebra U(g) using divided powers of the Chevalley
basis, which is the well-known Kostant Z-form [Ko]. Then he constructed a Z-
basis of UZ. These results were generalized to the affine Kac-Moody algebra by H.
Garland, in [Gal]. He defined the root vectors using the loop algebra structure of
the affine Kac-Moody algebra. The Z-form is defined as the Z-subalgebra generated
by the divided powers of all real root vectors. And he also construct a Z-basis of
UZ. Given an order on the set of positive roots. The basis elements given in [Gal]
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are ordered monomials of the following generators: the divided powers of real root
vectors and certain functions of imaginary root vectors. The method in [Gal] is
not representation-theoretic and the proof of the integrality of the basis is difficult,
using some complicated combinatorial identities.
1.3. In this paper, we will construct Z-bases of UZ(n
+) for affine Kac-Moody al-
gebras by the Hall algebra approach. The representation theory of tame quivers,
especially the structure of the Auslander-Reiten-quiver is essentially used in our
method. The AR-quiver ΓQ, whose vertices are isomorphic classes of indecompos-
able CQ-modules and arrows are irreducible morphisms, gives a nice description
of the category of CQ-modules. In [FMV], one can already see that the real root
vectors not only come from the preprojective or preinjective components of ΓQ but
also come from the non-homogeneous tubes in the regular component. Further-
more, the behaviors of the imaginary root vectors arising from homogeneous tubes
and non-homogeneous tubes are quite different.
Therefore, we construct basis elements from the components of the AR-quiver
respectively. More precisely, the basis elements we construct arise from the prepro-
jective component, the preinjective component, each non-homogeneous tube and
an embedding of the module category of the Kronecker quiver respectively. Then
the ordered monomials of those basis elements form the desired integral basis. In
particular, the order is given by the structure of the AR-quiver. In this way, we
generalize the main results of Frenkel, Malkin and Vybornov in [FMV] to the en-
veloping algebra level.
1.4. One key to prove the integrality of our bases is that the Euler characteristics
are always integers. Thus when we evaluated the product of two characteristic
functions of certain constructible sets at any point, we get an integer (see 3.4 for
details). However, this is not enough since not every basis element can be made
as a single characteristic function. Moreover, the supports of two basis elements
may have common points. So we have to find good constructible functions to be
the basis elements. The most difficult part is the choice in the homogeneous tubes,
where our idea comes from both representation theory and the theory of symmetric
functions (see 6.5).
1.5. Let’s say something about the quantum case. There are several results in
constructing Z[v, v−1]-bases of the integral form of U+v using the Hall algebra.
Ringel has construct an integral PBW-basis of U+v in the case of finite type [R4].
Later a Q(v)-basis of type A
(1)
1 was given in [Z] and it was improved to be a
Z[v, v−1]-basis in [C]. For the affine case, in [LXZ], a PBW-basis of U+v was given
as a step to construct the canonical basis by an algebraic method. The method in
the present paper obviously stems from that of [LXZ]. However, the basis given
there is a Q[v, v−1]-basis. Although it has been proved in [LXZ] that this basis
has a nice connection with the canonical basis, it seems difficult to prove that it is
actually a Z[v, v−1]-basis only using algebraic methods.
1.6. The paper is organized as follows: In Section 2, we make necessary notations
and recall some basic definitions. In Section 3, we recall the definition of Hall
algebra. For convenience, we use the geometric version, following Lusztig [L1]. We
also calculate the product of characteristic functions in two easy cases. A brief
review of the representation theory of tame quivers is given in Section 4, for the
TAME QUIVERS AND AFFINE ENVELOPING ALGEBRAS 3
details one can see [DR]. In Section 5 we focus on the preprojective and preinjective
modules. We define two subalgebras C(Q)prep, C(Q)prei and construct Z-bases of
them respectively. The arguments in this section are similar to the quantum case,
see [R4] which considered the case of finite type. Moreover, the results in this section
are valid for arbitrary quiver without oriented cycles, not only tame. Sections 6
and 7 are devoted to the construction of basis elements arising from the regular
components. In Section 6, we consider the Kronecker quiver K and construct a Z-
basis of CZ(K). The most important part of this section is the construction of basis
elements from the regular components. In Section 7, we consider the cyclic quiver
Cr and construct a Z-basis of CZ(Cr). This provides the basis elements arising
from the non-homogeneous tubes. The method we used in this section comes from
[DDX]. Finally, in Section 8, we combine the results from Section 5 to 7 to obtain
integral bases of CZ(Q).
2. Notations and preliminaries
2.1. Cartan datum. Following Lusztig [L2], a Cartan datum is a pair (I, (−,−))
consisting of a finite set I and a bilinear form (−,−) : Z[I] × Z[I] → Z which
satisfies the following conditions:
(i, i) = 2, for all i ∈ I;
(i, j) ≤ 0, for all i 6= j;
(i, j) = 0 if and only if (j, i) = 0.
Note that if we set aij = (i, j) then the matrix A = (aij) is a generalized Cartan
matrix.
A Cartan datum is said to be irreducible if the corresponding Cartan matrix
cannot be made block-diagonal by simultaneous permutations of rows and columns.
It is said to be symmetric if (i, j) = (j, i) for all i, j ∈ I. In this paper we always
assume that the Cartan datum is irreducible and symmetric.
A Cartan datum is said to be of finite type (resp. affine) if the corresponding
Cartan matrix is positive definite (resp. positive semi-definite). A Cartan datum
is said to be simply-laced if (i, j) ∈ {0,−1} for all i, j ∈ I.
2.2. Kac-Moody algebras and their enveloping algebras. For a given Car-
tan datum there is the corresponding Kac-Moody algebra g. g has the triangular
decomposition g ≃ n+ ⊕ h ⊕ n− with n+, n− the maximal nilpotent subalgebras
and h the Cartan subalgebra. The universal enveloping algebra U = U(g) is the
C-algebra generated by {ei, fi, hi|i ∈ I} with the following relations:
[hi, hj ] = 0, for all i, j ∈ I;
[ei, fj] = δijhi, for all i, j ∈ I;
[hi, ej ] = (i, j)ej, for all i, j ∈ I;
[hi, fj ] = −(i, j)fj , for all i, j ∈ I;
1−(i,j)∑
k=0
(−1)k
(
1− (i, j)
k
)
eki eje
1−(i,j)−k
i = 0, for i 6= j;
1−(i,j)∑
k=0
(−1)k
(
1− (i, j)
k
)
fki fjf
1−(i,j)−k
i = 0, for i 6= j.
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Let U+ (resp. U−, U0) be the subalgebra of U generated by {ei}i∈I (resp.
{fi}i∈I , {hi}i∈I). We know that U ≃ U+ ⊗ U0 ⊗ U−. Actually U+ (resp. U−)
is the universal enveloping algebra of n+ (resp. n−). The Kostant Z-form UZ is
defined as the Z-subalgebra of U generated by e
(n)
i and f
(n)
i , for all i ∈ I and n ∈ N,
where e
(n)
i = e
n
i /n!, f
(n)
i = f
n
i /n! are called divided powers. Let U
+
Z
= U+ ∩ UZ
(resp. U−
Z
= U− ∩ UZ) be the Z-subalgebra of U generated by e
(n)
i (resp. f
(n)
i ) .
2.3. Quivers and their representations. A quiver is an oriented graph Q =
(I,Ω, s, t) where I is the set of vertices, Ω is the set of arrows, s, t are two maps
from Ω to I denoting the starting and terminal vertex respectively. In this paper
we consider quivers without loops (i.e. arrows from one vertex to itself).
A quiver is called of finite type (tame) if the corresponding Cartan datum is of
finite type (resp. affine). Thus the underlying graph of a tame quiver is of type
A
(1)
n , D
(1)
n , E
(1)
6 , E
(1)
7 or E
(1)
8 .
A representation of Q over C is an I-graded C-vector space V = ⊕i∈IVi with
a collection of linear maps x = (xh)h∈Ω ∈ ⊕h∈ΩHomC(Vs(h), Vt(h)). A morphism
from a representation (V, x) to another representation (V ′, x′) is an I-graded C-
linear map φ : V → V ′ such that x′hφs(h) = φt(h)xh for any h ∈ Ω.
The dimension vector of a representation M = (V, x) is defined as a vector
dimM =
∑
i∈I(dimCVi)i ∈ N[I]. A representation (V, x) is called finite dimensional
if Vi is finite dimensional for all i.
A representation (V, x) of Q is called nilpotent if there exists N ∈ N such that
xhN · · ·xh1 = 0 for any sequence h1, · · · , hN ∈ Ω with t(hi) = s(hi+1).
Denote by rep(Q) the category of finite dimensional representations of Q. We
know that rep(Q) is equivalent to modCQ, the category of finite dimensional left
CQ-modules, where CQ is the path algebra of Q. By this reason we will use CQ-
modules or representations of Q freely in the sequel, and we will just write modules
or representations for short when Q is fixed. Denote by rep0(Q) the full subcategory
of rep(Q) consisting of all nilpotent representations. Note that if Q has no oriented
cycles, we have rep(Q) = rep0(Q).
The isomorphic classes of simple objects in rep0(Q) are in one-to-one correspon-
dence with the vertices of Q. Namely, for each i ∈ I, set Vi = C, Vj = 0 for j 6= i
and x = 0. Then the module (V, x) is simple, denoted by Si.
2.4. Euler forms. Let (I, (−,−)) be a Cartan datum, we have the correspond-
ing Dynkin diagram, which is an unoriented graph. Giving any orientation of the
graph we obtain a quiver Q. Q is said to be a quiver corresponding to (I, (−,−)).
Conversely, the Cartan datum (I, (−,−)) can be recovered from any quiver corre-
sponding to it.
More precisely, we define a bilinear form 〈−,−〉 : Z[I] × Z[I] → Z given by
〈i, j〉 = δij − ♯{h ∈ Ω|s(h) = i, t(h) = j}, where δij is the Kronecker symbol and
♯ denote the number of elements in a set. This form is called the Euler form. We
know that for any M,N ∈ rep(Q),
〈dimM, dimN〉 = dimCHom(M,N)− dimCExt
1(M,N).
The symmetric Euler form is defined as (α, β) = 〈α, β〉 + 〈β, α〉, for any α, β ∈
Z[I]. Then (I, (−,−)) is a Cartan datum, the corresponding Dynkin diagram of
which is just the underlying graph of Q.
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In the sequel, we will write g(Q) for the Kac-Moody algebra g with Cartan da-
tum corresponding to Q.
3. The Hall algebra
3.1. Constructible functions. Let X be an algebraic variety over C. A subset
of X is called locally closed if it is the intersection of an open and a closed subset.
A constructible set in X is a union of finite many locally closed subset of X . A
function f : X → C is called constructible if f(X) is a finite set and f−1(m)
is a constructible subset of X for all m ∈ C. We denote by M(X) the set of all
constructible functions on X with values in C. M(X) is naturally a C-vector space.
Let G be an algebraic group acting on X . We denote by M(X)G the subspace of
M(X) consisting of all G-invariant constructible functions.
Let φ : X → Y be a morphism of algebraic varieties. We can define two linear
maps φ∗ :M(Y )→M(X) and φ! :M(X)→M(Y ) as follows:
φ∗(g)(x) = g(φ(x))
for any g ∈ M(Y ) and x ∈ X .
φ!(f)(y) =
∑
a∈C
aχ(φ−1(y) ∩ f−1(a))
for any f ∈ M(X) and y ∈ Y , where χ denotes the Euler characteristic with
compact support.
3.2. Varieties of representations. Given a quiver Q and a fixed dimension vec-
tor α =
∑
i∈I αii ∈ N[I], denote by Eα the set of all representations of Q with
dimension vector α. i.e.
Eα =
∏
h∈Ω
HomC(C
αs(h) ,Cαt(h))
Hence Eα is a affine space, in particular, an affine algebraic variety. Let Gα =∏
i∈I GL(αi,C). The group Gα acts on Eα by g(xh) = gt(h)xhg
−1
s(h), for any g =
(gi)i∈I , x = (xh)h∈Ω. Let E
nil
α be the subset of all nilpotent representations in Eα.
It is easy to see that Enilα is a closed subvariety of Eα. The group Gα also acts on
Enilα .
3.3. The Hall algebra. To simplify the notations, we writeM(Enilα )
Gα asHα(Q).
Let H(Q) = ⊕α∈N[I]Hα(Q).
Lusztig [L1] has defined a bilinear map
∗ : Hα(Q)×Hβ(Q)→ Hγ(Q).
for any α, β, γ ∈ N[I] such that α+ β = γ. Then an N[I]-graded multiplication can
be endowed with H(Q).
The map ∗ is defined as follows: Consider the following diagram:
Enilα ×E
nil
β
p1
←− E′
p2
−→ E′′
p3
−→ Enilγ
where the notations are as follows:
E′ is the variety of all pairs (W,x) consisting of x ∈ Enilγ and an x-stable I-graded
subspace of Cγ such that dimW = β;
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E′′ is the variety of all quadruples (x,W,Rα, Rβ), where (x,W ) ∈ E′, Rβ is an
isomorphism Cβ ≃W , Rα is an isomorphism Cα ≃ Cγ/W ;
p1(x,W,R
α, Rβ) = (xα, xβ), where xhR
α
s(h) = R
α
t(h)x
α
h and xhR
β
s(h) = R
β
t(h)x
β
h ;
p2(x,W,R
α, Rβ) = (x,W ); p3(x,W ) = x.
Note that p1 is smooth with connected fibres, p2 is a principal Gα ×Gβ-bundle
and p3 is proper.
Now we can define a convolution product of constructible functions
For fα ∈ Hα(Q), fβ ∈ Hβ(Q), we let f1 be a constructible function on Enilα ×E
nil
β
given by f1(x1, x2) = fα(x1)fβ(x2) for any x1 ∈ Enilα , x2 ∈ E
nil
β . Then there is a
unique function f2 ∈M(E′′) such that p∗1f1 = p
∗
2f2. We define fα ∗ fβ as (p3)!(f2).
The C-space H(Q) equipped with the multiplication ∗ is an N[I]-graded asso-
ciative C-algebra, called the Hall algebra. In the sequel we will omit the operator
∗.
3.4. Characteristic functions. For a fixed dimension vector α and aGα-invariant
constructible subset O of Enilα , we have the characteristic function of O, which is
defined as the function taking the value 1 on O and 0 elsewhere. We denote the
function by 1O. It is obvious that 1O ∈ Hα(Q).
For any M ∈ Enilα , the Gα-orbit of M is denoted by OM . In particular, OM is
a constructible subset of Enilα . In this case we just write 1M instead of 1OM .
Let M ∈ Enilα , N ∈ E
nil
β . The definition of the multiplication yields
1M1N (L) = χ(F(M,N ;L)), for any L ∈ E
nil
α+β,
where F(M,N ;L) is the variety of all submodules L′ of L such that L′ ≃ N and
L/L′ ≃M .
In general, let O1 (resp. O2) be a Gα (resp. Gβ)-invariant constructible subset
of Enilα (resp. E
nil
β ), we have
1O11O2(M) = χ(F(O1,O2;M)), for any M ∈ E
nil
α+β ,
where F(O1,O2;M) is the variety of all submodules M ′ of M such that M ′ ∈ O2
and M/M ′ ∈ O1.
3.5. The composition algebra. For any i ∈ I, the simple module Si is the unique
module with dimension vector i. We write the characteristic function 1Si simply
as 1i.
Let C(Q) be the C-subalgebra of H(Q) generated by 1i, for all i ∈ I. C(Q) is
called the composition algebra. The following theorem is well-known (for example,
see [L1]):
Theorem 3.1. For any quiver Q without loops, the composition algebra C(Q) is
isomorphic to the positive part of the enveloping algebra U+ = U+(g(Q)). This
isomorphism is given by 1i 7→ ei for any i ∈ I.
We can also define the Z-form of the composition algebra (or the integral compo-
sition algebra) CZ(Q), which is the Z-subalgebra of H(Q) generated by the divided
powers 1
(n)
i , for all i ∈ I and n ∈ N.
The following corollary can be seen immediately from the theorem.
Corollary 3.2. The integral composition algebra CZ(Q) is isomorphic to U
+
Z
.
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3.6. Some calculations. In general, the calculation of the Euler Characteristic of
a variety is difficult. In this subsection, we give two formulas dealing with special
cases which we will use later.
For any M ∈ rep(Q), we denote by tM the direct sum of t copies of M . A
module M ∈ rep(Q) is called exceptional if Ext1(M,M) = 0.
Lemma 3.3. For any exceptional module M we have
1tM = 1
(t)
M .
Proof. Since M has no self-extensions, we have by definition
1tM = 1M1M · · ·1M = χ(F)1tM
where F is the variety of all filtrations
tM =M0 ⊃M1 ⊃ · · · ⊃Mt = 0
with factors isomorphic to M .
It is easy to see that χ(F) is equal to the Euler characteristic of the variety of
complete flags in Ct. Hence χ(F) = t! and the lemma holds. 
Lemma 3.4. For any M1, · · · ,Mt ∈ rep(Q) such that Hom(Mi,Mj) = 0 and
Ext1(Mj ,Mi) = 0 for all i > j. Then we have
1M = 1M11M2 · · ·1Mt
where M = ⊕ti=1Mi.
Proof. It is sufficient to prove the case t = 2. The general case follows by induction.
So let Hom(M2,M1) = 0 and Ext
1(M1,M2) = 0, we need to prove 1M1⊕M2 =
1M11M2 . Since Ext
1(M1,M2) = 0, we have
1M11M2 = χ(G)1M1⊕M2
where
G = {N ⊂M1 ⊕M2|N ≃M2 and M1 ⊕M2/N ≃M1}.
As Hom(M2,M1) = 0, we know that G is a single point and hence χ(G) = 1. 
4. Representation of tame quivers
In this section, we give a brief review of the representation theory of tame quiv-
ers. And in the first three subsections the results are valid for any quiver without
oriented cycles, not only tame. For details one can see [DR], for example.
4.1. The classification of indecomposable modules. Let Q be a quiver with-
out oriented cycles (not necessarily be tame). Denote by ind(Q) the set of isomor-
phic classes of indecomposable modules. For M ∈ rep(Q), denote its isomorphic
class by [M ].
The objects in ind(Q) can be classified as follows: M ∈ ind(Q) is called prepro-
jective (resp. preinjective) if there exists a positive integer n such that τnM = 0
(resp. τ−nM = 0) where τ denotes the Auslander-Reiten translation. And M
is called regular if for any n ∈ Z, τnM 6= 0. We say a decomposable module is
preprojective, preinjective or regular if each indecomposable summand is.
Let Prep(Q), Prei(Q) and Reg(Q) denote the full subcategory of rep(Q) con-
sisting of preprojective, preinjective and regular modules respectively. These three
subcategories are extension-closed. Moreover, we have the following results:
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Proposition 4.1. For any P ∈ Prep(Q),R ∈ Reg(Q) and I ∈ Prei(Q), we have
Hom(I, P ) = Ext1(P, I) = 0;
Hom(I, R) = Ext1(R, I) = 0;
Hom(R,P ) = Ext1(P,R) = 0.
Roughly speaking, the Auslander-Reiten-quiver (AR-quiver, for short) of rep(Q)
is the quiver whose vertices are objects in ind(Q) and arrows are the irreducible mor-
phisms between modules. We denote it by ΓQ. Thus in the language of Auslander-
Reiten theory, ΓQ can be divided into three components, called the preprojective,
regular and preinjective components respectively.
We remark that if Q is of finite type, there is no regular component in ΓQ and
the preprojective component coincides with the preinjective component.
4.2. Root system and indecomposable modules. We denote by ∆ the root
system of g(Q). For each i ∈ I, we identified it with the simple root αi. Thus the
positive root lattice can be identified with N[I]. And the set of positive roots is
∆+ = ∆ ∩ N[I].
The set of real roots and imaginary roots are denoted by ∆re and ∆im respec-
tively. Set ∆re+ = ∆
re ∩∆+, ∆im+ = ∆
im ∩∆+.
The following theorem is due to Kac, which is a generalization of Gabriel’s
theorem.
Theorem 4.2. (1). For any [M ] ∈ ind(Q), dimM ∈ ∆+.
(2). For any α ∈ ∆re+ , there is a unique [M ] ∈ ind(Q) with dimM = α.
(3). For any α ∈ ∆im+ , there are infinitely many [M ] ∈ ind(Q) with dimM = α.
For any α ∈ ∆re+ , we denote the unique (up to isomorphism) indecomposable
module with dimension vector α by M(α).
Denote by ∆prep+ (resp. ∆
prei
+ , ∆
reg
+ ) the set of all positive roots which are
dimension vectors of preprojective (resp. preinjective, regular) modules. It is known
that ∆prep+ ∪∆
prei
+ ⊂ ∆
re
+ , ∆
im
+ ⊂ ∆
reg
+ but in general they are not equal.
4.3. The preprojective and preinjective modules. To describe ind(Q), we
need to describe the preprojective, preinjective and the regular component respec-
tively. The case of the preprojective or preinjective is easy. In fact it is similar to
the case of finite type. We just recall the following representation-directed property:
Lemma 4.3. (1). ∆prep+ can be totally ordered as
∆prep+ = {α1 ≺ α2 ≺ · · · ≺ αm ≺ · · · }
such that
Hom(M(αi),M(αj)) = 0, for all i > j;
Ext1(M(αi),M(αj)) = 0, for all i ≤ j.
(2). ∆prei+ can be totally ordered as
∆prei+ = {· · · ≺ βn ≺ · · · ≺ β2 ≺ β1}
such that
Hom(M(βi),M(βj)) = 0, for all i < j;
Ext1(M(βi),M(βj)) = 0, for all i ≥ j.
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4.4. The Jordan quiver. The description of the regular component is more com-
plicated. We need some preparations in this and the next subsection.
Let C1 be the quiver with only one vertex and a loop arrow. This is the so-called
Jordan quiver. Now a module in rep0(C1) is just a pair (V, x) where V is a C-space
and x is a nilpotent linear transformation on V .
The simple module is denoted by S. Any indecomposable module in rep0(C1)
with dimension n is isomorphic to S[n] = (Cn, Jn), where Jn is the n × n Jordan
block with 0’s in the diagonal. And τS[n] = S[n] for any n. The AR-quiver of
rep0(C1) is called a homogeneous tube.
4.5. The cyclic quiver. In this subsection we fix r ∈ N, r ≥ 2. Let Cr = (I,Ω, s, t)
be a cyclic quiver with r vertices, i.e. I = Z/rZ = {1, 2, · · · , r}, Ω = {ρi|1 ≤ i ≤ n}
where s(ρi) = i, t(ρi) = i + 1 for all i. Note that underline graph of this quiver is
of type A
(1)
r−1, but it has an oriented cycle. So we consider the category rep0(Cr).
For any i ∈ I and l ≥ 1, there is a unique (up to isomorphism) indecomposable
module in rep0(Cr) with top Si and length l, denoted by Si[l]. And it is known
that the set of isomorphic classes of indecomposable modules in rep0(Cr) is just
{Si[l]|1 ≤ i ≤ r, l ≥ 1}. Moreover we have τSi[l] = Si+1[l]. hence τrSi[l] = Si[l]
for all i, l. For this reason, the AR-quiver ΓCr is called a non-homogeneous tube or
more precisely, a tube of rank r (So a homogeneous tube actually means a tube of
rank 1).
Let δ = (1, 1, · · · , 1) be the minimal imaginary root. We know that dimSi[nr] =
nδ for any i ∈ I and n ≥ 1. And dimSi[l] ∈ ∆re+ for any i ∈ I and r ∤ l.
Denote by I(Cr) the set of isomorphic classes of all modules in rep0(Cr). Let Π
be the set of r-tuples of partitions π = (π(1), π(2), · · · , π(r)) with each components
π(i) = (π
(i)
1 ≥ π
(i)
2 ≥ · · · ) being a partition of a positive integer. For each π ∈ Π,
we have a module
M(π) =
⊕
i∈I,j≥1
Si[π
(i)
j ].
In this way we obtain a bijection between Π and I(Cr).
4.6. Tame quivers and the regular modules. In this subsection let Q =
(I,Ω, s, t) be a tame quiver without oriented cycles. Now we can describe the
subcategory Reg(Q). The following lemma shows that the regular component of
ΓQ is a collection of tubes indexed by P
1 = P1(C). Moreover, there are only finite
many non-homogeneous tubes and all the others are homogeneous.
Lemma 4.4.
Reg(Q) ≃ (
s∐
j=1
Tj)
∐
(
∐
x∈P1\J
Tx)
as coproduct of abelian categories, where J is a subset of P1 containing s elements,
each Tx is isomorphic to rep0(C1) and each Ti is isomorphic to rep0(Cri) for some
ri > 1.
According to the lemma, For each x ∈ P1, let Fx : rep0(C1)
∼
−→ Tx, Fj :
rep0(Crj )
∼
−→ Tj be the isomorphic functors respectively, for each x ∈ P1 − J and
1 ≤ j ≤ s. For any x and l ≥ 1, set Sx,l = Fx(S[l]) (see 4.4). For any 1 ≤ j ≤ s,
1 ≤ i ≤ ri and l ≥ 1, set Sj,i,l = Fj(Si[l]) (see 4.5).
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The modules Sx,1 and Sj,i,1 are called quasi-simple for any x, j and i. The
module Sx,l (resp. Sj,i,l) is the unique (up to isomorphism) module with quasi-top
Sx,1 (resp. Sj,i,1) and quasi-length l. Here the word quasi- means with respect to
the subcategory Tx or Ti. Note that for all x and i, Tx and Ti are extension-closed
abelian subcategories of rep(Q).
We know that for an affine Cartan datum, ∆im+ = (N−{0})δ where δ is the min-
imal imaginary root. The following lemma describes all indecomposable modules
with dimension vector nδ and also tells us the difference between ∆im+ and ∆
reg
+ .
Lemma 4.5. (1). For any n ≥ 1, the set of isomorphic classes of indecomposable
modules with dimension vector nδ is the following
{[Sx,n]|x ∈ P
1 \ J} ∪ {[Sj,i,nrj ]|1 ≤ j ≤ s, 1 ≤ i ≤ rj}
(2). dimSj,i,l ∈ ∆
re
+ for any 1 ≤ j ≤ s, 1 ≤ i ≤ rj and rj ∤ l.
In fact for each tame quiver Q, the number of non-homogeneous tubes and the
rank of each tube can be determined precisely. Anyway we don’t need the details
in this paper. But we need to mention one particular case: the Kronecker quiver
K, which is the quiver with two vertices and two arrows pointing from one vertex
to the other. In this case all tubes are homogeneous. Later (in section 6) we will
discuss the composition algebra C(K) in details.
At the end of this subsection, we recall a well-known result (see [CB], for exam-
ple):
Lemma 4.6. We have:
1 +
s∑
j=1
(rj − 1) = |I| − 1
and this number is equal to the multiplicity of any imaginary root.
5. Bases arising from preprojective and preinjective components
In this section we assume that Q = (I,Ω, s, t) is a quiver without oriented cycles
(not necessarily be tame). We will discuss two subalgebras of the composition
algebra C(Q).
5.1. The subalgebra C(Q)prep and C(Q)prei. Let C(Q)prep (resp. C(Q)prei) be
the subalgebra of H(Q) generated by 1P for all P ∈ Prep(Q) (resp. 1I for all I ∈
Prei(Q)). In this section we will prove that 1P and 1I are actually in CZ(Q). Thus
C(Q)prep and C(Q)prei are subalgebras of the composition algebra C(Q). Moreover,
we can define CZ(Q)prep (resp. CZ(Q)prei) to be the Z-subalgebra of CZ(Q) generated
by 1P for all P ∈ Prep(Q) (resp. 1I for all I ∈ Prei(Q)). At the end of this section
we will construct Z-bases of these two subalgebras.
5.2. Reflection functors. To prove 1P and 1I lie in the composition algebra we
need to use some tools in representation theory.
Let i be a sink of Q, i.e. there are no arrows starting from i. We define σiQ to
be the quiver obtained from Q by reversing all the arrows connected to i. Following
[BGP] we can define the reflection functors :
σ+i : rep(Q)→ rep(σiQ)
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The action of the functor σ+i on objects is defined by σ
+
i (V, x) = (V
′, x′) where
V ′k = Vk if k 6= i,
V ′i = ker(⊕t(h)=ixh : ⊕t(h)=iVs(h) → Vi),
x′h = xh if t(h) 6= i,
x′h is the compositionV
′
i → ⊕t(h′)=iVs(h′) → Vs(h) if t(h) = i.
The action of σ+i on morphisms is the natural one.
Let rep(Q)[i] be the subcategory of rep(Q) consisting of all modules which do
not have Si as direct summands. Note that since i is a sink, Si is a simple projective
module. Hence rep(Q)[i] is closed under extensions. Then we can define H(Q)[i] to
be the subalgebra of H(Q) generated by all constructible functions whose support
are contained in rep(Q)[i]. The functor σ+i induces an algebra homomorphism
σi : H(Q)[i]→ H(σiQ)[i]
defined by
σi(1M ) = 1σ+
i
M , for any M ∈ rep(Q)[i]
Let C(Q)[i] = H(Q)[i] ∩ C(Q), CZ(Q)[i] = H(Q)[i] ∩ CZ(Q). Note that C(Q) and
C(σiQ) (hence CZ(Q) and CZ(σiQ)) are canonically isomorphic by fixing the Cheval-
ley generators which correspond to the simple modules of rep(Q) and rep(σiQ)
respectively.
We know that (see [BGP]) σ+i restricts to an equivalence of categories:
σ+i : rep(Q)[i]
∼
−→ rep(σiQ)[i].
Hence it induces an isomorphism of algebras:
σi : C(Q)[i]
∼
−→ C(Q)[i].
Dually for any source i ∈ I we can define the reflection functor σ−i . We have
similar results as above.
5.3. Automorphisms of enveloping algebra. Recall for any i ∈ I we have the
following automorphism of the enveloping algebra U (see [Ka]):
ri = exp(adei) exp(ad(−fi)) exp(adei) : U
∼
−→ U.
And we have
ri(ei) = −fi
ri(fi) = −ei
ri(ej) = (adei)
(−aij)(ej), fori 6= j
ri(fj) = (−adfi)
(−aij)(fj), fori 6= j.
Thus ri is also an automorphism of UZ.
Lemma 5.1. σi restricting to CZ(Q)[i] is a Z-automorphism which equals to the
restriction of ri.
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Proof. We need a result proved in [XZZ] in which the reflection functors are gen-
eralized to the root category. It is proved that the reflection functor σi induces an
automorphism of the whole Kac-Moody algebra g(Q) (and hence an automorphism
of the enveloping algebra U(g)) and this automorphism is just the same as ri.
In our case we goes back to the positive part U+. When we restrict both auto-
morphisms to CZ(Q)[i] ⊂ U
+
Z
, we get the result in the lemma. 
5.4. Admissible sequences. Let i1, · · · , im be an admissible source sequence of
Q, i.e. i1 is a source of Q and for any 1 < t ≤ m, the vertex it is a source for
σit−1 · · ·σi1Q.
Let M ∈ Prei(Q) be indecomposable, then there exists an admissible source
sequence i1, · · · , im of Q such that
M = σ+i1 · · ·σ
+
im−1
(Sim)
where Sim is the simple C(σim−1 · · ·σi1Q)-module corresponding to the vertex i.
(See [BGP])
Lemma 5.2. Let M ∈ Prei(Q) be indecomposable. Then there exists an admissible
source sequence i1, · · · , im of Q such that
1M = ri1 · · · rim−11im
Proof. It is clear by the definition of σi and lemma 5.1. 
The similar results can be proved for indecomposable preprojective modules
using admissible sink sequences and σ−i instead.
Thus by the above lemma we can see that for any indecomposable M ∈ Prei(Q)
or Prep(Q), the corresponding 1M ∈ CZ(Q).
5.5. Z-Bases of CZ(Q)prei and CZ(Q)prep. We will use the notations in 4.3. Let
I be any preinjective CQ-module, then it can be decomposed into a direct sum of
indecomposable preinjective modules.
Lemma 5.3. For any I ∈ Prei(Q), if it decomposes as
I =
m⊕
k=1
bikM(βik)
where βim ≺ · · · ≺ βi2 ≺ βi1 ∈ ∆
prei
+ and bik 6= 0. Then we have
1I = 1
(bim )
M(βim )
· · ·1
(bi2 )
M(βi2 )
1
(bi1)
M(βi1)
Proof. The key is the representation-directed property (see 4.3). Then the result is
clear by Lemma 3.3 and Lemma 3.4. 
From this lemma we can see that 1I ∈ CZ(Q) for all I ∈ Prei(Q), which we have
claimed in the beginning of this section. Now we can give a Z-basis of CZ(Q)prei.
Proposition 5.4. The set {1I |I ∈ Prei(Q)} is a Z-basis of CZ(Q)prei (hence also
a C-basis of C(Q)prei).
Proof. Since the subcategory Prei(Q) is extension-closed, we have for any I1, I2 ∈
Prei(Q),
1I11I2 =
∑
I∈Prei(Q);dimI=dimI1+dimI2
χ(F(I1, I2; I))1I
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where the right hand side is a finite sum because the number of non-isomorphic
modules in Prei(Q) with fixed dimension vector is finite.
Now our proposition follows as the Euler characteristic is always an integer. 
Similarly, we have the following results for preprojective modules.
Lemma 5.5. For any P ∈ Prep(Q), if it decomposes as
P =
m⊕
k=1
aikM(αik)
where αi1 ≺ αi2 ≺ · · · ≺ αim ∈ ∆
prep
+ and aik 6= 0. Then we have
1P = 1
(ai1 )
M(αi1 )
1
(ai2)
M(αi2 )
· · ·1
(aim )
M(αim )
Proposition 5.6. The set {1P |P ∈ Prep(Q)} is a Z-basis of CZ(Q)prep (hence a
C-basis of C(Q)prep).
5.6. Remarks. (1). The arguments in this section are essentially the same as
in the case of finite type. In fact when Q is of finite type, we have C(Q)prep =
C(Q)prei = C(Q). Thus a Z-basis of CZ(Q) has been given.
(2). The proofs of many results in this section is similar to the quantum case.
For example, see [R3] (which discussed the case of finite type).
6. Integral basis: The case of the Kronecker quiver
In this section we consider the simplest tame quiver, namely the Kronecker
quiver K = (I,Ω, s, t) where I = {1, 2}, Ω = {ρ1, ρ2}, s(ρ1) = s(ρ2) = 1 and
t(ρ1) = t(ρ2) = 2. Note that this quiver is the only non-simply-laced tame quiver.
6.1. Some notations. For convenience in this section we will identify N2 with
N[I] and write the dimension vectors as (a, b) ∈ N2. The set of positive roots are
∆+ = {(n, n+ 1), (m+ 1,m), (l+ 1, l + 1)|n,m, l ∈ N}.
And we have ∆prep+ = {(m+ 1,m)|m ∈ N}, ∆
prei
+ = {(n, n+ 1)|n ∈ N}, ∆
reg
+ =
{(l+1, l+1)|l ∈ N} respectively. Note that the minimal imaginary root δ = (1, 1).
Hence in this case ∆reg+ = ∆
im
+ .
The order on ∆prei+ given by the representation-directed property (lemma 4.3) is
· · · ≺ (n, n+ 1) ≺ · · · ≺ (1, 2) ≺ (0, 1),
and the order on ∆prep+ is
(1, 0) ≺ (2, 1) ≺ · · · ≺ (m+ 1,m) ≺ · · · .
Recall 4.6 that Reg(K) ≃
∐
x∈P1 Tx, where Tx ≃ rep0(C1) for all x.
6.2. A basis of n+(K). In this section, for simplicity we will denote by 1α the
characteristic function 1M(α) for any α ∈ ∆
re
+ . Since dimS1 = (1, 0), dimS2 = (0, 1),
we write 11 = 1(1,0), 12 = 1(0,1).
Following [FMV], for any n ≥ 1, the set of all indecomposable regular modules
with dimension vector nδ is a constructible subset of Enδ (see 3.2). Let Pnδ be the
characteristic function of this set. Hence Pnδ ∈ H(Q).
The following results have been proved in [FMV]:
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Proposition 6.1. The set
{1(m,m+1),1(n+1,n), Pkδ |m,n ≥ 0; k ≥ 1}
is a basis of the maximal nilpotent subalgebra n+(K) of the Lie algebra g(K).
Moreover, the structure constants with respect to the basis are clear:
[Pmδ, Pnδ] = 0;
[1(n,n+1),1(m,m+1)] = 0;
[1(n+1,n),1(m+1,m)] = 0;
[Pnδ,1(m+1,m)] = 21(m+n+1,m+n);
[1(m,m+1), Pnδ] = 21(m+n,m+n+1);
[1(m,m+1),1(n+1,n)] = P(m+n+1)δ;
for any m,n ∈ N.
Since 1(m,m+1),1(n+1,n) ∈ CZ(K) (see section 5.4), by the last formula in the
above proposition we can see that Pnδ ∈ CZ(K) for any n ≥ 1.
6.3. The function Hnδ. For n ≥ 1, the set of all regular modules (may be decom-
posable) with dimension vector nδ is also a constructible subset. Let Hnδ be the
characteristic function of this set. For convenience we also set H0δ = 1.
Lemma 6.2.
1
(n)
2 1
(n+1)
1 = 1(n+1,n) +
n∑
l=1
1(n+1−l,n−l)Hlδ +
∑
P,I,l
1PHlδ1I ;
1
(n+1)
2 1
(n)
1 = 1(n,n+1) +
n∑
l=1
Hlδ1(n−l,n+1−l) +
∑
P,I,l
1PHlδ1I ;
1
(n)
2 1
(n)
1 = Hnδ +
∑
P,I,l
1PHlδ1I ,
where in the formulas the last terms sum over all non-zero P ∈ Prep(Q), I ∈
Prei(Q) and 1 < l < n−1 such that dimP+dimI+(l, l) = (n+1, n), (n, n+1), (n, n)
respectively.
Proof. We just prove (1), the proofs for (2) and (3) are similar.
By lemma 3.3 we know that
1
(n)
2 1
(n+1)
1 = 1nS21(n+1)S1 .
Note that Ext1(S2, S1) 6= 0 and Ext
1(S1, S2) = 0. So each module with di-
mension vector (n + 1, n) is in the support of 1nS21(n+1)S1 . Thus the support of
1nS21(n+1)S1 contains infinitely many orbits of non-isomorphic modules. But for
any such module M we have
1nS21(n+1)S1(M) = χ(F(nS2, (n+ 1)S1;M)) = 1,
since Hom(S1, S2) = 0.
Note that each module can be decomposed into a direct sum of preprojective,
regular and preinjective modules. Then using lemma 3.4 and the definition of Hnδ
we get the formula (1). 
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Corollary 6.3. Hnδ ∈ CZ(K), for any n ≥ 1.
Proof. The left hand sides of the formulas in the above lemma are in CZ(K). Also
we know that for any P ∈ Prep(K), I ∈ Prei(K), 1P ,1I ∈ CZ(K). Then the
corollary follows easily by induction on n. 
By concrete calculations we can find the relation between Hnδ and Pnδ:
Lemma 6.4. For any n ∈ N, n ≥ 1,
Hnδ =
1
n
n−1∑
l=0
HlδP(n−l)δ
Proof. By Lemma 6.2 we have
1(n−1,n)11 = 1
(n)
2 1
(n−1)
1 11 − (
n−1∑
l=1
Hlδ1(n−l−1,n−l) +
∑
P,l,I
1PHlδ1I)11
= n1
(n)
2 1
(n)
1 −
n−1∑
l=1
Hlδ1(n−l−1,n−l)11 −
∑
P,l,I
1PHlδ1I11
= nHnδ +X,
where
X = n
∑
P,l,I
1PHlδ1I −
n−1∑
l=1
Hlδ1(n−l−1,n−l)11 −
∑
P,l,I
1PHlδ1I11.
and in the above formula the last term sums over all non-zero preprojective and
preinective modules P, I and 1 < l < n−1 such that dimP+dimI+(l, l) = (n−1, n).
Then by Proposition 6.1 we have
Pnδ = 1(n−1,n)11 − 111(n−1,n) = nHnδ +X − 111(n−1,n).
Now we only need to prove
X − 111(n−1,n) = −
n−1∑
l=1
HlδP(n−l)δ.
In fact, in the above formula, the left hand side is
n
∑
P,l,I
1PHlδ1I −
n−1∑
l=1
Hlδ1(n−l−1,n−l)11 −
∑
P,l,I
1PHlδ1I11 − 111(n−1,n)
= −
n−1∑
l=1
Hlδ(1(n−l−1,n−l)11 − 111(n−l−1,n−l)) + Y
= −
n−1∑
l=1
HlδP(n−l)δ + Y,
where
Y = n
∑
P,l,I
1PHlδ1I −
∑
P,l,I
1PHlδ1I11 − 111(n−1,n) −
n−1∑
l=1
Hlδ111(n−l−1,n−l).
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Thus it remains to prove Y = 0. If Y 6= 0, it is easy to see that any module M
in the support of Y must have a non-zero preinjective summand. But on the other
hand,
Y =
n−1∑
l=0
HlδP(n−l)δ − nHnδ
whose support contains only regular modules, which is a contradiction. 
From this lemma we also know that HnδHmδ = HmδHnδ for any n,m ∈ N.
6.4. The subalgebra CZ(K)reg. Let CZ(K)reg (resp. C(K)reg) be the Z-subalgebra
(resp. C-subalgebra) of C(Q) generated by {Hnδ|n ∈ N}.
For a positive integer n, let P(n) be the set of all partitions of n. For any
λ ∈ P(n) we also denote by λ ⊢ n and write |λ| = n. For n = 0, we set P(0) = {0}.
For any ω = (ω1 ≥ ω2 ≥ · · · ≥ ωt) ⊢ n, we define
Hωδ = Hω1δHω2δ · · ·Hωtδ.
The following lemma is obvious.
Lemma 6.5.
C(K)reg ≃ C[Hδ, H2δ, · · · , Hnδ, · · · ],
CZ(K)
reg ≃ Z[Hδ, H2δ, · · · , Hnδ, · · · ].
And the set {Hωδ|ω ⊢ n, n ∈ N} is a Z-basis of CZ(K)reg and a C-basis of
C(K)reg.
From this lemma we know that C(K)reg (resp. CZ(K)reg) is naturally N-graded,
namely
C(K)reg = ⊕n∈NC(K)
reg
n ; CZ(K)
reg = ⊕n∈NCZ(K)
reg
n ,
where C(K)regn (resp. CZ(K)
reg
n ) is the C-subspace (resp. free Z-submodule) gen-
erated by {Hωδ|ω ⊢ n}. Equivalently, C(K)regn (resp. CZ(K)
reg
n ) is the C-subspace
(resp. free Z-submodule) generated by constructible functions in C(K)reg whose
supports are contained in Enδ.
Then we know that the dimension of C(K)regn (or the rank of CZ(K)
reg
n ) is |{ω|ω ⊢
n}|, which is a finite number.
6.5. The functions Mωδ and Enδ. For any n ≥ 1 and ω = (ω1 ≥ ω2 ≥ · · · ≥
ωt) ⊢ n, let Sω be the constructible subset of Enδ consisting of regular modules
R ≃ R1 ⊕ R2 ⊕ · · · ⊕ Rs with dimRi = ωi and Ri indecomposable for all i. We
define Mωδ to be the characteristic function of the set Sω . We also set M0δ = 1.
By definition we have
Lemma 6.6. For any n ∈ N,
Hnδ =
∑
ω⊢n
Mωδ.
We will prove that the set {Mωδ|ω ⊢ n, n ∈ N} is also a Z-basis of CZ(K)reg.
The idea comes from the theory of symmetric functions. Let’s recall some no-
tations and results in [M]. Let Λ be the ring of symmetric functions in countably
many independent variables with coefficients in Z. For n ∈ N, n ≥ 1, denote by
hn (resp. en) the nth complete symmetric function (resp. elementary symmetric
function). We know that
Λ ≃ Z[h1, h2, · · · , hn, · · · ] ≃ Z[e1, e2 · · · , en, · · · ]
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Now we come back to CZ(K)reg. We use the notations in 4.6. For each x ∈ P1,
denote by hn,x the characteristic function of all modules in Tx with dimension vector
nδ, and let en,x be the characteristic function of the module nSx,1. Note that Sx,1
is the unique quasi-simple module in Tx. Let H(Tx) be the subalgebra of H(Q)
generated by all characteristic functions 1M with M ∈ Tx. The following lemma
also comes from [M]:
Lemma 6.7. For any x ∈ P1, there exists an isomorphism
ψx : H(Tx)
∼
−→ Λ
where ψx(hn,x) = hn and ψx(en,x) = en for any n ≥ 1.
For any n ≥ 1, let Enδ be the characteristic function of the set S(1n) where
(1n) = (1, 1, · · · , 1) ⊢ n. So Enδ = M(1n)δ. For convenience, set E0δ = 1. We also
define Eωδ = Eω1δEω2δ · · ·Eωtδ for ω = (ω1 ≥ ω2 ≥ · · · ≥ ωt) ⊢ n.
Lemma 6.8. The set {Eωδ|ω ⊢ n, n ∈ N} is a Z-basis of CZ(K)reg and a C-basis
of C(K)reg.
Proof. First it is easy to see that the elements in the set {Eωδ|ω ⊢ n, n ∈ N} are
Z-linear independent.
Let E(t) = 1+
∑
n≥1Enδt
n, H(t) = 1+
∑
n≥1Hnδt
n be the generating functions.
Also for each x ∈ P1 let Ex(t) = 1 +
∑
n≥1 en,xt
n and Hx(t) = 1 +
∑
n≥1 hn,xt
n.
By the definitions we can see that
E(t) =
∏
x∈P1
Ex(t), H(t) =
∏
x∈P1
Hx(t).
By Lemma 6.7 and results in [M] (section I.2), we have Hx(t)Ex(−t) = 1 for any
x ∈ P1. Thus
H(t)E(−t) = 1.
Equivalently, we have
n∑
k=0
(−1)kEkδH(n−k)δ = 0
for all n ≥ 1.
Now by induction we can see that for any n, Hnδ is in the Z-span of {Eωδ|ω ⊢ n}
and vice versa. Since the set {Hωδ|ω ⊢ n} is a Z-basis of CZ(K)regn , we see that
{Eωδ|ω ⊢ n} is also a Z-basis of CZ(K)regn . Hence the lemma holds. 
For any partition λ ⊢ n, let λ′ be the conjugate of λ. By definition λ′ ⊢ n and the
Young diagram of λ′ is the transpose of the one of λ. Recall that for any positive
integer n, the dominance order on the set P(n) is defined as follows: λ ≤ µ if and
only if λ1 + · · ·+ λi ≤ µ1 + · · ·+ µi for all i ≥ 1.
Lemma 6.9. For any ω = (ω1 ≥ ω2 ≥ · · · ≥ ωt) ⊢ n, we have
Eωδ =Mω′δ +
∑
µ<λ′
aω′µMµδ,
where aω′µ ∈ Z.
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Proof. Note that Mωδ ∈ C(K)regn for any fixed ω ⊢ n. Further, {Mωδ|ω ⊢ n} is a
linearly independent set. Hence it is a C-basis of C(K)regn . So Eωδ is a C-linear
combination of Mµδ, µ ⊢ n.
By definition
Eωδ = Eω1δEω2δ · · ·Eωtδ.
For any N ∈ Reg(K), Let F(ω;N) be the set of all fitrations
0 = Nt ⊂ Nt−1 ⊂ · · · ⊂ N0 = N
such that Ni−1/Ni is isomorphic to a direct sum of ωi quasi-simples. So we have
Eωδ(N) = χ(F(ω;N)).
Suppose that ω′ = (ω′1, ω
′
2, · · · , ω
′
t′). It is not difficult to see that N is in the
support of Eω if and only if N ∈ Sµ for some µ ≤ ω′. Thus
Eωδ =
∑
µ≤ω′
aω′µMµδ.
Choosing any Nµ ∈ Sµ, we have
Eωδ(Nµ) = χ(F(ω;Nµ)) = aω′µ ∈ Z.
Now it remains to prove aω′ω′ = 1. This is equivalent to prove that for any
Nω′ ∈ Sω′ , χ(F(ω;Nω′) = 1. But the only filtration of Nω′ in F(ω;Nω′) is
0 = qradλt(N) ⊂ · · · ⊂ qrad1(N) ⊂ qrad0(N) = N,
where qrad denote the quasi-radical i.e. the radical in the subcategory Reg(K).
Hence F(ω;Nω′) is a single point and we are done. 
Finally we can prove the following:
Lemma 6.10. The set {Mωδ|ω ⊢ n, n ∈ N} is a Z-basis of CZ(K)
reg and a C-basis
of C(K)reg.
Proof. For any fixed n ∈ N, {Eωδ|ω ⊢ n} is a Z-basis of CZ(K)regn . By the lemma
above the transition matrix from {Mωδ|ω ⊢ n)} to {Eωδ|ω ⊢ n} is upper triangular
with 1’s in the diagonal. Thus for {Mωδ|ω ⊢ n)} is also a Z-basis of CZ(K)regn . So
{Mωδ|ω ⊢ n, n ∈ N} is a Z-basis of CZ(K)reg. 
6.6. Integral bases of CZ(K). The main result of this section is the following:
Proposition 6.11. The set
{1PMωδ1I |P ∈ Prep(K), I ∈ Prei(K), ω ⊢ n, n ∈ N}
is a Z-basis of the algebra CZ(K).
Proof. First we prove that the above set is a C-basis of the algebra C(K).
By Proposition 6.1 and the PBW-basis theorem. the set
{1PPωδ1I |P ∈ Prep(K), I ∈ Prei(K), ω ⊢ n, n ∈ N}
is a C-basis of C(K), where Pωδ = Pω1δ · · ·Pωtδ. But from lemma 6.4 we can see
that {Pωδ|ω ⊢ n, n ∈ N} and {Hωδ|ω ⊢ n, n ∈ N} can be C-expressed each other
(actually the coefficients are in Q). So the following set
{1PHωδ1I |P ∈ Prep(K), I ∈ Prei(K), ω ⊢ n, n ∈ N}
is a C-basis of C(K).
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By Lemma 6.5 and Lemma 6.10 we can see that the set in the proposition is also
a C-basis of C(K).
Now consider the Z-subalgebra of C(K) generated by
{1P ,Mωδ,1I |P ∈ Prep(K), I ∈ Prei(K), ω ⊢ n, n ∈ N}.
We claim that this Z-subalgebra is CZ(K). First, by Lemma 5.3 and Lemma
5.5 the divided powers 1
(l)
1 and 1
(m)
2 , for any l,m ∈ N, are contained in the above
generators. Second, from results in section 5.5 and 6.3 we know that the generators
above are all in CZ(K). Thus our claim holds.
It remains to prove that any product of the generators is in the Z-span of the
elements in the set. For the case 1P1P ′ with P, P
′ ∈ Prep(K) and 1I1I′ with
I, I ′ ∈ Prei(K), we have already done in 5.5. And Lemma 6.10 shows that for any
λ ⊢ n, µ ⊢ m, MλδMµδ also has the desired property.
For any P ∈ Prep(K), I ∈ Prei(K), since the set is a C-basis of C(K), we have
1I1P =
∑
P ′,ω,I′
aP ′,ω,I′1P ′Mωδ1I′ ,
where aP ′,ω,I′ ∈ C and
dimP ′ + |ω|δ + dimI ′ = dimP + dimI
.
We need to prove all the coefficients aP ′,ω,I′ are integers. For any P
′, ω, I ′, the
function 1P ′Mωδ1I′ is the characteristic function of the following set (recall the
definition of Sω in 6.4):
{M ≃ P ′ ⊕R⊕ I ′|R ∈ Sω}
Denote the set by SP ′,ω,I′ . It is easy to see that SP ′,ω,I′ ∩ SP ′′,µ,I′′ 6= ∅ if and
only if P ′ = P ′′, ω = µ, and I ′ = I ′′.
Thus for any fixed P ′, ω, I ′, and any module NP ′,ω,I′ ∈ SP ′,ω,I′ we have
1I1P (NP ′,ω,I′) = aP ′,ω,I′.
But on the other hand by the definition of the multiplication in the Hall algebra,
1I1P (NP ′,ω,I′) = χ(F(I, P ;NP ′,ω,I′)).
Hence aP ′,ω,I′ = χ(F(I, P ;NP ′,ω,I′)) ∈ Z.
Next we consider Mωδ1P for any λ ⊢ n and P ∈ Prep(K). Since preinjective
modules do not occur in the direct summands of the extension of a regular module
by a preprojective module, so first we have
Mωδ1P =
∑
P ′,µ
bP ′,µ1P ′Mµδ,
where bP ′,µ ∈ C and dimP ′ + |µ|δ = dimP + nδ.
For any module N , let F(ω, P ;N) be the set consisting of all submodules L of
N such that L ≃ P and N/L ∈ Sω. For any P ′ and µ, let SP ′,µ be the set of all
modules N such that N ≃ P ′ ⊕R, R ∈ Sµ.
By the same argument as in the case 1I1P we can see that
bP ′,µ = χ(F(ω, P ;NP ′,µ)) ∈ Z,
where NP ′,µ is a module in SP ′,µ.
The case 1IMωδ is completely similar.
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Thus the set
{1PMωδ1I |P ∈ Prep(K), I ∈ Prei(K), ω ⊢ n, n ∈ N}
is a Z-basis of CZ(K). 
Corollary 6.12. The following two sets
{1PHωδ1I |P ∈ Prep(K), I ∈ Prei(K), ω ⊢ n, n ∈ N},
{1PEωδ1I |P ∈ Prep(K), I ∈ Prei(K), ω ⊢ n, n ∈ N}
are also Z-bases of the algebra CZ(K).
Proof. Note that the elements in the above two sets are different from the one in
Proposition 6.11 only in the regular part. However, they can be Z-linear expressed
by each other, see Lemma 6.5, 6.8 and 6.10. So the corollary holds. 
The results above immediately implies that the algebra CZ(K) has an integral
triangular decomposition:
Corollary 6.13.
CZ(K) ≃ CZ(K)
prep ⊗ CZ(K)
reg ⊗ CZ(K)
prei.
6.7. Remarks. (1). The proofs of lemma 6.2, 6.4 are similar to the quantum case
[Z]. However, in our case the calculation is easier and we have avoid using some
complicated combinatorial formulas in [Z].
(2). The relation between Pkδ and Hkδ given by lemma 6.4 is equivalent to the
following: ∑
i≥0
Hiδt
i = exp(
∑
j≥1
Pjδ
j
tj).
This relation also appeared in the basis elements corresponding to imaginary roots
in [Gal]. However, the bases we constructed in 6.6 are all different from [Gal].
7. Integral basis: The case of cyclic quivers
In this section we consider the cyclic quiver Cr. We will construct a Z-basis of
the integral composition algebra CZ(Cr). We use the notations in 4.5.
7.1. Generic extensions. Given any two modules M,N in rep0(Cr), there exists
a unique (up to isomorphism) extension L of M by N with maximal dimCOL (or
equivalently, minimal dimCEnd(L)), see [M]. This extension module L is called the
generic extension of M by N , denoted by L = M ⋄N . We can define [M ] ⋄ [N ] =
[M ⋄ N ] then it is known that the operator ⋄ is associative and (I(Cr), ⋄) is a
monoid with identity [0].
An n-tuple of partitions π = (π(1), π(2), · · · , π(n)) in Π is called aperiodic or
separated if for each l ≥ 1 there is some i = i(l) ∈ I such that π
(i)
j 6= l for all
j ≥ 1. We denote by Πa the set of aperiodic n-tuples of partitions. A module M
in rep0(Cr) is called aperiodic if M ≃ M(π) for some π ∈ Π
a. For any dimension
vector α ∈ N[I], set Πα = {λ ∈ Π|dimM(λ) = α} and Πaα = Π
a ∩ Πα.
Let W be the set of all words on the alphabet I. For each ω = i1i2 · · · im ∈ W ,
set
M(ω) = Si1 ⋄ Si2 ⋄ · · · ⋄ Sim ,
Then there is a unique π ∈ Π such that M(π) ≃M(ω) and we set ℘(ω) = π. It has
been proved that π = ℘(ω) ∈ Πa and ℘ induces a surjection ℘ :W ։ Πa.
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7.2. Distinguished words. For ω ∈ W , we write ω in tight form: ω = je11 j
e2
2 · · · j
et
t
with jr 6= jr+1 for all r. A word ω is called distinguished if M(℘(ω)) has a unique
filtration
M(℘(ω)) =M0 ⊃M1 ⊃ · · · ⊃Mt−1 ⊃Mt = 0
with Mr−1/Mr ≃ erSr.
For λ ∈ Π and ω = je11 j
e2
2 · · · j
et
t ∈ W , let χ˜
λ
ω denote the Euler characteristic of
the variety consisting of all filtrations of M(λ):
M(λ) =M0 ⊃M1 ⊃ · · · ⊃Mt−1 ⊃Mt = 0
with Mr−1/Mr ≃ erSr. Thus if ω is distinguished then χ˜
℘(ω)
ω = 1.
The following proposition has been proved in [DDX]:
Proposition 7.1. For any π ∈ Πa, there exists a distinguished word
ωpi = j
e1
1 j
e2
2 · · · j
et
t ∈ ℘
−1(π).
For each π ∈ Πaα, we fix a distinguished word ωpi ∈ ℘
−1(π). The set D = {ωpi|π ∈
Πa} is called a section of distinguished words of ℘ over Πa.
7.3. Monomial bases. For λ ∈ Π and ω = i1i2 · · · im ∈ W , we denote by χλω the
Euler characteristic of the variety consisting of all filtrations of M(λ)
M(λ) =M0 ⊃M1 ⊃ · · · ⊃Mm = 0
with Mr−1/Mr ≃ Sir .
For each word ω = i1i2 · · · im ∈ W we define
mω = 1i11i2 · · ·1im .
The following results is proved in [DD]
Proposition 7.2. Fix s distinguished section D = {ωpi ∈ ℘−1(π)|π ∈ Πa} over Πa.
The set {mpi|π ∈ Πa} is a C-basis of C(Cr).
Note that the proof in [DD] has used results in the quantum case. However, a
self-contained proof in our case can be easily given by a similar method, which we
omitted here.
7.4. A geometric order on Π. We can define an order on the set Π as follows:
For λ, µ ∈ Π, set λ ≤ µ if and only if OM(λ) ⊂ OM(µ). Of course this order can be
endowed in I(Cr) by setting M(λ) ≤M(µ) if and only if λ ≤ µ.
The following lemma asserts that the order is compatible with the generic ex-
tension, see [DD].
Lemma 7.3. M ′ ≤M , N ′ ≤ N implies M ′ ⋄N ′ ≤M ⋄N .
Lemma 7.4. For each ω = i1i2 · · · im ∈ W, we have
mω =
∑
λ≤℘(ω)
χλω1M(λ)
Proof. By the definition of mω, we just need to prove that χ
λ
ω 6= 0 implies λ ≤ ℘(ω).
We prove by induction on m.
If m = 1, there is nothing to prove. So let m > 1 and set ω′ = i2 · · · im. Then
M(ω) = Si1 ⋄ (Si2 ⋄ · · · ⋄ Sim) = Si1 ⋄M(ω
′).
22 YONG JIANG AND JIE SHENG
Since χλω 6= 0, M(λ) has a submodule M
′ with M(λ)/M ′ ≃ Si1 and M
′ has a
composition series of type ω′.
By the inductive hypothesis, we have M ′ ≤M(ω′). Hence
M(λ) ≤ Si1 ⋄M
′ ≤ Si1 ⋄M(ω
′) =M(ω) =M(℘(ω)).
That is, λ ≤ ℘(ω). 
7.5. A Z-basis of CZ(Cr). For each ω = j
e1
1 j
e2
2 · · · j
et
t ∈ W in tight form, define
m(ω) = 1
(e1)
j1
1
(e2)
j2
· · ·1
(et)
jt
.
Then we have
m(ω) =
∑
λ≤℘(ω)
χ˜λω1M(λ).
In particular, for a distinguished word ωpi ∈ ℘−1(π) with π ∈ Πa, since χ˜piωpi = 1,
we have
m(ωpi) = 1M(pi) +
∑
λ<pi
χ˜λωpi1M(λ).
Lemma 7.5. Let P(Cr) be the C-subspace of H(Cr) spanned by all 1M(λ) with
λ ∈ Π \Πa. Then as a vector space, H(Cr) = C(Cr)⊕ P(Cr).
Proof. Since H(Cr) and C(Cr) are N[I]-graded, it suffices to prove that for each
α ∈ N[I], H(Cr)α = C(Cr)α ⊕P(Cr)α, where P(Cr)α is the C-subspace of H(Cr)α
spanned by all 1M(λ) with λ ∈ Πα \Π
a
α.
Now we show C(Cr)α∩P(Cr)α = {0}. Once this is done, a dimension comparison
forces H(Cr)α = C(Cr)α ⊕ P(Cr)α.
Take an x ∈ C(Cr)α ∩ P(Cr)α and suppose x 6= 0. Then we can write
x =
∑
pi∈Πaα
apimωpi
for some api ∈ C. Let µ ∈ Πaα be maximal such that aµ 6= 0. We can rewrite x =∑
λ∈Πα
bλ1M(λ). By the maximality of µ, we have bµ = aµχ
µ
ωµ
, which contradicts
the fact that x ∈ P(Cr)α. 
Now we fix a section of distinguished words D = {ωpi|π ∈ Π
a}, define inductively
the elements Epi as follows:
For any α ∈ N[I] and π ∈ Πaα, if π is minimal, let
Epi = m
(ωpi) ∈ CZ(Cr)α.
In general, assume that Eλ ∈ CZ(Cr)α has been defined for all λ ∈ Πaα with
λ < π, then we define
Epi = m
(ωpi) −
∑
λ<pi,λ∈Πaα
χ˜λωpiEλ ∈ CZ(Cr)α.
Lemma 7.6. Let {ωpi|π ∈ Πa} be a given distinguished section. For each π ∈ Πaα,
we have
Epi = 1M(pi) +
∑
λ∈Πα\Πaα,λ<pi
gpiλ1M(λ)
for some gpiλ ∈ Z, and
m(ωpi) = Epi +
∑
λ<pi,λ∈Πaα
χ˜λωpiEλ
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Proof. The second formula follows immediately from the definition. The first as-
sertion follows from induction and Lemma 7.5. 
Proposition 7.7. For each distinguished section D = {ωpi|π ∈ Πa} of ℘ over Πa,
the set {Epi|π ∈ Π
a} is a Z-basis of CZ(Cr).
Proof. We have known that the elements in the set are Z-linearly independent. So
it suffices to prove that for any α ∈ N[I], the Z-module CZ(Cr)α is spanned by
{Eλ|λ ∈ Πaα}.
Let Wα = {ω ∈ W|dimM(℘(ω)) = α}. It is clear that CZ(Cr)α is spanned by
m(pi), π ∈ Wα. Thus it remains to prove that each m(pi) is a Z-linear combination
of Epi , π ∈ Πaα.
Take arbitrary ω ∈ Wα, and set π = ℘(ω) ∈ Πaα. We have
m(pi) =
∑
λ≤pi
χ˜λω1M(λ),
hence
m(pi) −
∑
λ∈Πaα,λ≤pi
χ˜λω =
∑
λ∈Πα\Πaα
apiλ1M(λ),
for some apiλ ∈ Z.
The left hand side in the above formula is in CZ(Cr)α. Hence by Lemma 7.5, it
must be zero. That yields
m(ω) =
∑
λ∈Πaα,λ≤pi
χ˜λωEλ.

7.6. Connection with a basis of n+(Cr). We investigate the relation between
the Z-basis we constructed in Proposition 7.7 and the basis of n+(Cr) constructed
in [FMV]:
Proposition 7.8. The union of the following two sets
{1Si[l]|1 ≤ i ≤ r, r ∤ l}
{1Si[nr] − 1Si+1[nr]|n ≥ 1, 1 ≤ i ≤ r − 1}
is a basis of n+(Cr).
Note that in the proposition the elements in the first set are the real root vectors
while those in the second are imaginary root vectors.
Lemma 7.9. (1). For fixed i, l with 1 ≤ i ≤ r, r ∤ l, we have
1Si[l] = Epi,
where π ∈ Πa and M(π) = Si[l].
(2). For fixed i, n with n ≥ 1, 1 ≤ i ≤ r − 1, we have
1Si[nr] − 1Si+1[nr] = Epi1 − Epi2 ,
where π1, π2 ∈ Πa and M(π1) = Si[nr], M(π2) = Si+1[nr].
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Proof. We just prove (1), the proof of (2) is completely similar.
By lemma 7.6,
Epi = 1Si[l] +
∑
λ∈Πα\Πaα,λ<pi
gpiλ1M(λ)
We have known that 1Si[l] ∈ n
+(Cr) ⊂ C(Cr). But the second term in the
formula above is in P(Cr). Thus by Lemma 7.5 it must be zero. 
8. Integral bases: The general affine case
Now we consider general tame quivers. In this section let Q = (I,Ω, s, t) be a
tame quiver without oriented cycles. We will use the notations in 4.6.
8.1. Embedding of the module category of Kronecker quiver. Let K be the
Kronecker quiver (see 4.6 and section 6). If Q 6= K, the main difference between
rep(K) and rep(Q) is that the regular component of rep(K) only consists of homo-
geneous tubes, while rep(Q) has s non-homogeneous tubes. A well-known result in
representation theory of tame quivers is that rep(K) can be embedded into rep(Q).
To make it more precise, we need more notations. In the rest of this section δ
denotes the minimal imaginary root of Q, and the minimal imaginary root of K is
denoted by δK . For the modules in rep(K) and in rep(Q) we distinguish them by
putting different superscripts K and Q respectively.
Lemma 8.1. There exists a fully faithful, exact functor F : rep(K) →֒ repQ which
satisfies
(1). F (PK) ∈ Prep(Q), F (IK) ∈ Prei(Q) for all PK ∈ Prep(K), IK ∈ Prei(K).
(2). F (SKx,l) = S
Q
x,l for all x ∈ P
1 \ J and l ≥ 1.
(3). For each 1 ≤ j ≤ s there exists 1 ≤ kj ≤ rj such that F (SKj,l) = S
Q
j,kj ,lrj
for
all l ≥ 1.
The embedding functor F : rep(K) →֒ repQ gives rise to an injective morphism
between the corresponding Hall algebras H(K) →֒ H(Q), which we still denoted by
F . Namely F (1MK ) = 1F (MK) for any M
K ∈ rep(K).
Note that by (1) in the above lemma, F (SKi ) ∈ Prep(Q) or Prei(Q) for each
simple module SK in rep(K). Hence F (1SK ) ∈ CZ(Q).
So we have proved the following:
Lemma 8.2. F : H(K) →֒ H(Q) restricts to an injective morphism F : C(K) →֒
C(Q) and also F : CZ(K) →֒ CZ(Q).
Recall that the sets {MωδK |ω ⊢ n, n ∈ N}, {HωδK |ω ⊢ n, n ∈ N}, {EωδK |ω ⊢
n, n ∈ N} are Z-bases of CZ(K)reg (Proposition 6.11, Corollary 6.12). Set Mωδ =
F (MωδK ), Hωδ = F (HωδK ) and Eωδ = F (EωδK ) for all ω ⊢ n, n ∈ N. We also define
Pnδ to be F (PnδK ) for any n ∈ N. By the above lemma, Mωδ, Hωδ, Eωδ ∈ CZ(Q).
8.2. A basis of n+(Q). In [FMV], a basis of n+(Q) has been given:
Proposition 8.3. The union of the following sets
{1P ,1I |P ∈ Prep(Q), I ∈ Prei(Q) and P, I indecomposable},
{1Sj,i,l |1 ≤ j ≤ s, 1 ≤ i ≤ rj , rj ∤ l},
{1Sj,i,krj − 1Sj,i+1,krj |1 ≤ j ≤ s, 1 ≤ i ≤ rj − 1, k ≥ 1},
{Pnδ|n ≥ 1};
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forms a Z-basis of n+(Q).
Note that in this proposition, 1P , 1I and 1Sj,i,l correspond to the real root
vectors while 1Sj,i,krj −1Sj,i+1,krj and Pnδ correspond to the imaginary root vectors.
One can check the multiplicity, recall Lemma 4.6.
8.3. Basis elements arising from non-homogeneous tubes. For any non-
homogeneous tube Tj (1 ≤ j ≤ s), which is an extension-closed abelian subcategory
of rep(Q) (see 4.6), we can define the following subalgebras ofH(Q): H(Tj) is the C-
subalgebra generated by all constructible functions whose supports are contained in
Tj . C(Tj) is the C-subalgebra of generated by 1Sj,i,1 for all 1 ≤ i ≤ rj . And CZ(Tj)
is defined to be the Z-subalgebra of H(Tj) generated by 1
(t)
Sj,i,1
for all 1 ≤ i ≤ rj
and t ≥ 1.
we have the following result:
Lemma 8.4. For any 1 ≤ j ≤ s, the subalgebra C(Tj) is contained in C(Q). And
CZ(Tj) is a Z-subalgebra of CZ(Q).
Proof. We claim that 1Sj,i,1 ∈ CZ(Q) for all 1 ≤ i ≤ rj .
By Proposition 8.3 we see that 1Sj,i,1 is a real root vector of the Lie algebra
g(Q), thus it can be obtained from 1i for some i by a series of automorphisms rk
(see 5.3). This forces 1Sj,i,1 ∈ CZ(Q).
The lemma follows immediately. 
Note that for any homogeneous tube Tx, x ∈ P1\J , we can define the subalgebras
H(Tx), C(Tx) similarly. But C(Tx) does not contained in C(Q) any more.
Recall 4.6 that we have the isomorphic functor Fj : rep0(Crj )
∼
−→ Tj . This
induces an isomorphism of the corresponding Hall algebra H(Crj ) ≃ H(Tj), which
we still denoted by Fj . Obviously Fj restricts to an isomorphism CZ(Crj ) ≃ CZ(Tj).
We have to introduce more notations to distinguish objects in various rep0(Crj )
and H(Crj ). Let Π
a
j denote the set of aperiodic rj-tuples of partitions. So for
π ∈ Πaj , M(π) ∈ rep0(Crj ), let M(π)j = Fj(M(π)) ∈ Tj .
By Proposition 7.7 the set {Epi|π ∈ Πaj } is a Z-basis of CZ(Crj ). For 1 ≤ j ≤ s
and π ∈ Πaj , let Epi,j = Fj(Epi). Thus for any j, {Epi,j|π ∈ Π
a
j } is a Z-basis of
CZ(Tj).
8.4. Main result: Z-bases of CZ(Q). Now we can state the main result in this
paper. Let J be the set of quadruples c = (Pc, Ic, πc, ωc) where Pc ∈ Prep(Q),
Ic ∈ Prei(Q), πc = (πc1, πc2, · · · , πcs), each πcj ∈ Π
a
j and ωc ⊢ n, n ∈ N.
For each c ∈ J we define
Bc = 1PcEpic1,1Epic2,2 · · ·Epics,sMωcδ1Ic ,
Theorem 8.5. The set {Bc|c ∈ J } is a Z-basis of CZ(Q).
Note that for any c ∈ J , the modules in the support of Bc have the same
dimension vectors. So we define
dimBc = dimPc +
s∑
j=1
dimM(πcj)j + |ωc|δ + dimIc.
Once this theorem is proved, we have the following corollary. The proof is similar
to Corollary 6.12
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Corollary 8.6. The following two sets
{B′
c
= 1PcEpic1,1Epic2,2 · · ·Epics,sHωcδ1Ic |c ∈ J }
{B′′
c
= 1PcEpic1,1Epic2,2 · · ·Epics,sEωcδ1Ic |c ∈ J }
are also Z-basis of CZ(Q).
Define C(Q)reg (resp. CZ(Q)reg) to be the C-subalgebra (resp. Z-subalgebra)
generated by {Epi,j |π ∈ Πaj , 1 ≤ j ≤ s} and {Mωδ|ω ⊢ n, n ∈ N}. As in Corollary
6.13, we have a triangular decomposition of the integral composition algebra CZ(Q):
Corollary 8.7.
CZ(Q) ≃ CZ(Q)
Prep ⊗ CZ(Q)
Reg ⊗ CZ(Q)
Prei.
The rest of the paper is devoted to the proof of Theorem 8.5.
8.5. A C-basis of C(Q). In this subsection we prove the set {Bc|c ∈ J } is a C-
basis of C(Q), which is the first step to prove Theorem 8.5. We need the following
lemma:
Lemma 8.8. (1). Fixed 1 ≤ j ≤ s, for any 1 ≤ i ≤ rj and rj ∤ l we have
1Sj,i,l = Epi,j
where π ∈ Πaj such that M(π)j = Sj,i,l.
(2). Fixed 1 ≤ j ≤ s, for any 1 ≤ i ≤ rj − 1, n ≥ 1 we have
1Sj,i,nrj − 1Sj,i+1,nrj = Epi1,j − Epi2,j
where π1, π2 ∈ Πaj such that M(π1)j = Sj,i,nrj , M(π2)j = Sj,i+1,nrj .
Proof. It follows immediately from Lemma 7.9. 
By the PBW-theorem, the monomials in a fixed order on the basis elements of
n+(Q) given in Proposition 8.3 form a C-basis of C(Q).
Note that C(Q) is N[I]-graded: C(Q) = ⊕α∈N[I]C(Q)α, where C(Q)α is the sub-
space spanned by constructible functions in C(Q) whose supports are in Eα. The
PBW-basis elements are of course homogeneous. By construction Bc is also homo-
geneous for any c ∈ J .
Now by the results in 5.5, 6.6 and lemma 8.8, we can see that for any α ∈ N[I],
the basis of C(Q)α can be expressed by {Bc|c ∈ J }. Moreover, by definition the
elements in {Bc|c ∈ J } is C-linear independent. Hence {Bc|c ∈ J } is a C-basis of
C(Q).
8.6. Commutation relations. We have known that the elements in the set {Bc|c ∈
J } are all in CZ(Q). And the divided powers of 1S for any simple module S are in
the set {Bc|c ∈ J }. Thus the Z-subalgebra generated by {Bc|c ∈ J } is equal to
CZ(Q).
Therefore, to prove Theorem 8.5 we have to check the product of any two ele-
ments in {Bc|c ∈ J } is still a Z-combination of elements in {Bc|c ∈ J }. So the
procedure is similar to the proof of Proposition 6.11. However, it is more compli-
cated here since we have basis elements Epi,j arising from non-homogeneous tubes,
moreover, the support ofMωδ contains modules not only in the homogeneous tubes
but also non-homogeneous tubes.
For the case 1P1P ′ and 1I1I′ with P, P
′ ∈ Prep(Q); I, I ′ ∈ Prei(Q), we have
done in 5.5. And we have the case MλδMωδ for any λ ⊢ n), ω ⊢ m done in 6.4.
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Consider Epi1,jEpi2,k for any 1 ≤ j, k ≤ s, π1 ∈ Π
a
j , π2 ∈ Π
a
k. Since there are no
non-trivial extensions between different tubes, Epi1,jEpi2,k = Epi2,kEpi1,j for j 6= k.
When j = k, we know that Epi1,jEpi2,j must be a Z-combination of {Epi,j |j ∈ Π
a
j },
see 7.5.
Lemma 8.9. For any fixed 1 ≤ j ≤ s, π ∈ Πaj and P ∈ Prep(Q),
Epi,j1P =
∑
P ′∈Prep(Q),pi′∈Πa
j
aP ′,pi′,j1P ′Epi′,j
where dimM(π′)j + dimP
′ = dimP + dimM(π)j and aP ′,pi′,j ∈ Z.
Proof. For any module M in the support of Epi,j1P , the direct summand ofM only
contains preprojective modules and regular modules in Tzj . So
Epi,j1P =
∑
P ′∈Prep(Q),pi′∈Πa
j
aP ′,pi′,j1P ′Epi′,j
for some aP ′,pi′,j ∈ C. And by a comparison of the dimension vectors in both sides,
we have dimM(π′)j + dimP
′ = dimP + dimM(π)j .
By Lemma 7.6, we have
Epi′,j = 1M(pi′)j +
∑
λ∈Πj\Πaj ,λ<pi
′
gpi
′
λ,j1M(λ)j
with gpi
′
λ,j ∈ Z.
For any fixed P ′ and π′, let MP ′,pi′,j = P
′ ⊕M(π′)j . We can see that MP ′,pi′,j
is not contained in the support of any other 1P ′′Epi′′,j . Thus
Epi,j1P (MP ′,pi′,j) = aP ′,pi′,j1P ′Epi′,j(MP ′,pi′,j) = aP ′,pi′,j,
Again by Lemma 7.6,
Epi,j = 1M(pi)j +
∑
λ∈Πj\Πaj ,λ<pi
gpiλ,j1M(λ)j
with gpiλ,j ∈ Z.
This yields
aP ′,pi′,j = χ(F(M(π)j , P ;MP ′,pi′,j)) +
∑
λ∈Πj\Πaj ,λ<pi
gpiλ,jχ(F(M(λ)j , P ;MP ′,pi′,j)).
Hence aP ′,pi′,j ∈ Z. 
Similarly we can prove
Lemma 8.10. For any fixed 1 ≤ j ≤ s, π ∈ Πaj and I ∈ Prei(Q),
1IEpi,j =
∑
pi′,I′
bpi′,I′,jEpi′,j1I′
where dimM(π′)j + dimI
′ = dimI + dimM(π)j and bpi′,I′,j ∈ Z.
For λ = (λ1 ≥ λ2 ≥ · · · ≥ λt) ⊢ n, denote by Sλ the set of all regular modules
M ≃ ⊕ti=1Ri ∈ rep(Q) such thatRi indecomposable homogeneous and dimRi = λiδ
(note that this definition coincides with the one in 6.4 when Q = K).
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Lemma 8.11. For any fixed 1 ≤ j ≤ s, π ∈ Πaj and ω ⊢ n, n ∈ N,
MωδEpi,j =
∑
pi′∈Πa
j
,λ⊢k
cpi′,λ,jEpi′,jMλδ
where dimM(π′)j + kδ = nδ + dimM(π)j and cpi′,λ,j ∈ Z.
Proof. Since there are no non-trivial extensions between different tubes, MωδEpi,j
has the desired expression with cpi′,λ,j ∈ C.
We prove cpi′,λ,j ∈ Z by inverse induction.
We can find a positive integerm such that for any k > m and any λ ⊢ k, π′ ∈ Πaj ,
the coefficient cpi′,λ,j = 0. Now fix π
′ ∈ Πaj and λ ⊢ m, let Npi′,j,λ be a module
isomorphic to the direct sum of M(π′)j and R where R ∈ Sλ. It is not difficult to
see that Npi′,j,λ is not contained in the support of Epi′′,jMλ′δ unless π
′′ = π′ and
λ′ = λ.
Hence we have
MωδEpi,j(Npi′,j,λ) = cpi′,λ,jEpi′,jMλδ(Npi′,j,λ) = cpi′,λ,j
Since
Epi,j = 1M(pi)j +
∑
λ∈Πj\Πaj ,λ<pi
gpiλ,j1M(λ)j
with gpiλ,j ∈ Z, we have
cpi′,λ,j = χ(F(ω,M(π)j ;Npi′,j,λ)) +
∑
λ∈Πj\Πaj ,λ<pi
gpiλ,jχ(F(ω,M(λ)j ;Npi′,j,λ)) ∈ Z.
Now we assume that cpi′,λ ∈ Z for all π′ ∈ Πaj and λ ⊢ k, n + 1 ≤ k ≤ m.
Consider λ′ ⊢ n and π′ ∈ Πa. Again we choose a module Npi′,j,λ′ ≃ M(π′)j ⊕ R
where R ∈ Sλ′ . We can see that Npi′,j,λ′ is in the support of Epi′′,jMλ′′δ only if
π′′ = π′ and λ′′ = λ′ or λ′′ ⊢ k for some k > n.
Hence we have
MωδEpi,j(Npi′,j,λ′)
= cpi′,λ′,jEpi′,jMλ′δ(Nρ′,j,λ′) +
∑
pi′′∈Πa
j
,|λ′′|>|λ′|
cpi′′,λ′′,jEpi′′,jMλ′′δ(Npi′,j,λ′)
= cpi′,λ′,j +
∑
pi′′∈Πa
j
,|λ′′|>|λ′|
cpi′′,λ′′,jEpi′′,jMλ′′δ(Npi′,j,λ′)
On the other hand, MωδEpi,j(Npi′,j,λ′) and Epi′′,jMλ′′δ(Npi′,j,λ′) are all in the
Z-form.
By the inductive hypothesis, cpi′′,λ′′,j ∈ Z for all |λ′′| > |λ′| and π′′ ∈ Πaj . Thus
we know that cpi′,λ′,j ∈ Z.
Finally, by induction we can see all the coefficients cpi′,λ,j ∈ Z. 
Let J (Iˆ) (resp. J (Pˆ )) be the subset of J consisting of c = (Pc, 0, πc, ωc) (resp.
c = (0, Ic, πc, ωc)).
Let Sc be the set of all modules N ≃ Pc ⊕M(πc1)1 ⊕ · · · ⊕M(πcs)s ⊕ R ⊕ Ic,
where R ∈ Sωc and all direct summands of R are in the homogeneous tubes.
Lemma 8.12. For any ω ⊢ n, n ∈ N and P ∈ Prep(Q), we have
Mωδ1P =
∑
c∈J (Iˆ)
dcBc
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with dimBc = nδ + dimP and dc ∈ Z.
Proof. The extension of a regular module by a preprojective contains no direct
summands of preinjective modules. Note that the support of Mωδ contains not
only modules in the homogeneous tubes but also non-homogeneous tubes. So the
terms Epicj ,j (1 ≤ j ≤ s) occur in the right hand side. Hence c ∈ J (Iˆ).
We can prove dc ∈ Z by completely similar arguments as in the proof of Lemma
8.11. 
By similar methods we can prove:
Lemma 8.13. For any ω ⊢ n, n ∈ N and I ∈ Prei(Q), we have
1IMωδ =
∑
e
c∈J (Pˆ )
ecBc
with dimBc = dimI + nδ and ec ∈ Z.
Lemma 8.14. For any P ∈ Prep(Q) and I ∈ Prei(Q), we have
1I1P =
∑
c∈J
fcBc
with dimBc = dimI + dimP and fc ∈ Z.
Now by all the lemmas above, we see that any monomial of {Bc|c ∈ J } is still
in the Z-span of the set {Bc|c ∈ J }. Therefore {Bc|c ∈ J } is a Z-basis of CZ(Q).
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