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Estimation bay´ esienne approximative par ´ echantillonnage
pr´ ef´ erentiel
A. Guillin∗ , J. M. Marin† , et C. P. Robert‡
R´ esum´ e
En estimation bay´ esienne, lorsque le calcul explicite de la loi a posteriori du vecteur des pa-
ram` etres ` a estimer est impossible, les m´ ethodes de Monte Carlo par chaˆ ınes de Markov (MCMC)
[Robert and Casella, 1999] permettent th´ eoriquement de fournir un ´ echantillon approximative-
ment distribu´ e suivant cette loi. Il est alors possible d’utiliser ce dernier aﬁn d’estimer l’esp´ erance
math´ ematique a posteriori de n’importe quelle fonction du vecteur param´ etrique. Depuis le
d´ ebut des ann´ ees 90, ces m´ ethodes sont tr` es utilis´ ees et leurs bonnes performances sont mises en
exergue. Cet engouement a peu ` a peu marginalis´ e l’utilisation des m´ ethodes d’´ echantillonnage
pr´ ef´ erentiel [Rubinstein, 1981, Ripley, 1987] qui leur sont ant´ erieures. Dans cet article, nous
montrons qu’il est possible d’am´ eliorer le sch´ ema d’´ echantillonnage pr´ ef´ erentiel classique en
lui introduisant une dimension temporelle assurant son adaptativit´ e. Il s’agit de l’algorithme
Population Monte Carlo (PMC) propos´ e par Capp´ e et al. [2003]. Nous illustrons les bonnes
propri´ et´ es d’un tel sch´ ema sur un mod´ ele ARMA ` a changement de r´ egime markovien latent
[Hamilton, 1988, 1989] pour lequel les m´ ethodes MCMC g´ en´ eriques ne fournissent pas toujours
des approximations satisfaisantes.
Mots cl´ es : Statistique bay´ esienne, m´ ethodes MCMC, fonction d’importance, adaptativit´ e,
sch´ ema PMC, chaˆ ınes de Markov cach´ ees, mod` eles auto-r´ egressifs ` a sauts
1 Introduction
Nous consid´ erons un vecteur al´ eatoire y ayant pour densit´ e de probabilit´ e f(y|θ) o` u θ est le
vecteur des param` etres inconnus. En statistique bay´ esienne, θ est consid´ er´ e comme un vecteur
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1al´ eatoire de densit´ e π(θ), loi a priori sur θ. L’estimation bay´ esienne est bas´ ee sur le calcul de la loi
a posteriori de θ, loi conditionnelle de θ sachant y dont la densit´ e est not´ ee π(θ|y). La majorit´ e des
estimateurs bay´ esiens sont de la forme Eπ(h(θ)) o` u Eπ est l’op´ erateur d’esp´ erance math´ ematique
pour la loi π(θ|y).
Dans de nombreux cas, le calcul explicite de π(θ|y) est impossible, et celui de Eπ(h(θ)), mˆ eme
si π(θ|y) est connue, peut s’av´ erer tr` es diﬃcile. Ainsi, de nombreuses m´ ethodes d’approximation
sont propos´ ees dans la litt´ erature. Nous nous int´ eressons ici aux m´ ethodes stochastiques. Il s’agit
de d´ eterminer une approximation de
Ih = Eπ(h(θ)) =
Z
h(θ)π(θ|y)dθ. (1)








iid ∼ π(θ|y). D’apr` es la loi forte des grands nombres, lorsque n tend vers l’inﬁni, c Ih
converge presque sˆ urement vers Ih.
Lorsque π(θ|y) est inconnue ou trop complexe pour ˆ etre simul´ ee directement, les m´ ethodes de Monte











o` u θ(t) est une chaˆ ıne de Markov ayant pour distribution stationnaire π(θ|y). La convergence de c Ih
vers Ih est assur´ ee par l’ergodicit´ e de la chaˆ ıne de Markov θ(t).
Les m´ ethodes d’´ echantillonnage pr´ ef´ erentiel (ou d’importance), qui sont ´ egalement des m´ ethodes























iid ∼ ρ(θ). Cet estimateur est convergent pour tout choix de ρ(θ) tel que :







2Depuis le d´ ebut des ann´ ees 90, les m´ ethodes MCMC ont ´ et´ e tr` es utilis´ ees et ont permis des
avanc´ ees notables dans le traitement bay´ esien de nouveaux mod` eles; c’est notamment le cas de
nombreux mod` eles ` a donn´ ees manquantes. L’algorithme de Metropolis–Hasting et l’´ echantillonneur
de Gibbs sont les sch´ emas de construction des chaˆ ınes ergodiques les plus r´ epandus [Robert and
Casella, 1999]. De par leur caract` ere “universel” et leur relative facilit´ e d’impl´ ementation, ces
algorithmes sont couramment utilis´ es comme outils d’approximation stochastique et sont pr´ ef´ er´ es
aux m´ ethodes d’´ echantillonnage pr´ ef´ erentiel. Cependant, la convergence de la chaˆ ıne de Markov vers
la loi stationaire π(θ|y) peut s’av´ erer tr` es lente et surtout impossible ` a quantiﬁer th´ eoriquement,
rendant la qualit´ e de l’approximation incertaine. C’est notamment le cas lorsque la dimension de
π(θ|y) est grande ou lorsque la variable y n’est que partiellement observ´ ee, comme dans l’exemple
suivant du mod` ele auto-r´ egressif ` a changement de r´ egime markovien. Aussi, dans certains cas,
exhib´ es d` es le d´ ebut de l’utilisation des m´ ethodes MCMC, le temps de convergence n’est pas
compatible avec les exigences de production, ce qui invalide l’emploi de ces m´ ethodes. D’un autre
cˆ ot´ e, le nombre de simulations n´ ecessaires ` a l’obtention d’une bonne approximation de Ih par
´ echantillonnage pr´ ef´ erentiel d´ epend du choix de la distribution d’importance ρ. La recherche d’une
bonne fonction d’importance est diﬃcile et lorsque cette derni` ere n’est pas adapt´ ee, l’eﬃcacit´ e de







C’est ainsi qu’en tirant proﬁt de l’exp´ erience acquise lors du d´ eveloppement des m´ ethodes
MCMC tout en supprimant la diﬃcult´ e fondamentale d’´ evaluation de la convergence, Capp´ e et al.
[2003] ont propos´ e de g´ en´ eraliser la technique de l’´ echantillonnage pr´ ef´ erentiel. Ils sugg` erent d’in-
troduire une dimension it´ erative ` a la production d’´ echantillons pr´ ef´ erentiels, de mani` ere ` a adapter
la forme de la densit´ e d’importance ρ en fonction de la loi cible π(θ|y). Cette adaptation ` a la loi
π(θ|y) est implant´ ee de mani` ere s´ equentielle : ` a l’it´ eration t de l’algorithme, nt r´ ealisations sont
simul´ ees ` a partir d’une fonction d’importance d´ ependant des nt−1 r´ ealisations de l’it´ eration t − 1.
De mani` ere ` a montrer les probl` emes et avantages que pr´ esentent ces diﬀ´ erentes m´ ethodes de
Monte Carlo, la section 3 traite le cas d’un mod` ele auto-r´ egressif ` a changement de r´ egime marko-
vien non observ´ e. Il s’av` ere ainsi qu’une m´ ethode MCMC comme l’´ echantillonneur de Gibbs peut
n´ ecessiter un tr` es grand nombre de simulations avant de cerner les vrais valeurs des param` etres
alors que la m´ ethode par ´ echantillonnage pr´ ef´ erentiel adaptatif ou Population Monte Carlo (PMC),
que nous pr´ esentons plus avant dans la section 2, ne requiert que peu de simulations.
32 L’approche Population Monte Carlo
Nous pr´ esentons ici en d´ etail l’approche PMC propos´ ee initialement par Capp´ e et al. [2003]
pour traiter le probl` eme de reconstruction de signal (observ´ e bruit´ e) dans un canal ionique. Tr` es
r´ ecemment, Celeux et al. [2003] ont ´ egalement mis ` a proﬁt cette m´ ethode pour ´ etudier des mod` eles
` a donn´ ees manquantes comme la volatilit´ e stochastique.
2.1 Principes
Fondamentalement, l’approche PMC consiste en l’it´ eration de deux ´ etapes : tout d’abord, on
simule une population de n variables al´ eatoires (parfois dites particules) suivant une loi choisie a
priori (soit fonction des anciennes particules, soit selon une m´ ethode choisie ind´ ependamment),
puis on calcule les poids de chaque particule suivant (4) et on retire un ´ echantillon dans la po-
pulation g´ en´ er´ ee proportionnellement aux poids calcul´ es. La repr´ esentation algorithmique suivante
correspond ` a ces deux ´ etapes :
Algorithme 1 : Sch´ ema PMC G´ en´ eral









• ´ etape t (t = 1,...,T) :
a) Pour i = 1,...,M :
G´ en´ erer θ
(i)
































b) R´ e-´ echantillonner les θ
(i)
t en utilisant les poids ω
(i)
t .
c) Construire qi(t+1) ` a partir de l’´ echantillon courant
Apr` es avoir it´ er´ e T fois l’algorithme pr´ ec´ edent, un estimateur approximativement non biais´ e de
















Pour chaque it´ eration t, lorsque que le nombre de simulations, M, augmente, la qualit´ e de
l’estimateur pr´ ec´ edent s’am´ eliore. De mani` ere ´ evidente, d’apr` es la loi forte des grands nombres,











converge presque sˆ urement vers Eπ(h(θ)) quel que soit t. Par contre, ` a M ﬁx´ e, lorsque T tend vers













vers Eπ(h(θ)) requiert de nombreuses hypoth` eses sur les distributions d’importance qit et n’est pas
´ etudi´ ee ici.
2.2 Calibration
Le choix du temps d’arrˆ et T de l’algorithme est un probl` eme important qui est en cours d’´ etude.
A ce stade, on privil´ egie une approche empirique. Cette derni` ere consiste ` a ´ etudier au cours des
it´ erations le comportement de l’estimateur pr´ ec´ edent et lorsque ce dernier est stabilis´ e, on arrˆ ete
le sch´ ema. Notons qu’il est possible d’augmenter M au cours des it´ erations et de donner ainsi un
poids plus important aux derni` eres it´ erations. Par ailleurs, l’approximation ˆ IT
h est valide quelque
soit T car elle proc` ede des mˆ emes arguments que les m´ ethodes de Monte Carlo usuelles et non pas
de r´ esultats de convergence comme les m´ ethodes MCMC [Capp´ e et al., 2003]. Ceci est vrai malgr´ e
la d´ ependance non-markovienne au pass´ e r´ esultant de la construction de la fonction d’importance
et de la s´ election des particules en fonction de leur poids d’importance.
L’adaptativit´ e de cet algorithme est ce qui justiﬁe son caract` ere it´ eratif : sans modiﬁcation
de la fonction d’importance entre deux it´ erations, il est ineﬃcace d’employer PMC car les ´ etapes
de r´ e-´ echantillonnage appauvrissent l’´ echantillon ainsi cr´ e´ e et g´ en´ erent des correlations entre les
points de l’´ echantillon qui augmentent la variance de ˆ IT
h . Comme nous pouvons le remarquer dans
l’´ ecriture algorithmique ci-dessus, la m´ ethode autorise´ egalement un choix de fonctions d’importance
qui d´ epend de l’indice i dans l’´ echantillon produit. Cette propri´ et´ e conduit ` a pouvoir utiliser des
approximations par noyau de la loi cible, comme dans Warnes [2001]. La loi qit correspond alors ` a la
s´ election (uniforme ou pond´ er´ ee) d’une particule de la g´ en´ eration pr´ ec´ edente, ξi, et ` a la g´ en´ eration
d’une loi normale (ou autre) centr´ ee en ξi. Voir Capp´ e et al. [2003] pour une illustration de cette
approche dans le contexte des m´ elanges.
52.3 Donn´ ees manquantes
Le sch´ ema PMC tr` es g´ en´ eral propos´ e ci-dessus peut ˆ etre avantageusement mis en oeuvre dans
le cas des mod` eles ` a structure latente [Little and Rubin, 1987, Tanner and Wong, 1987, Tanner,




o` u z repr´ esente le vecteur des donn´ ees non observ´ ees. De tels mod` eles ont ´ et´ e ` a l’origine de nombreux
d´ eveloppements m´ ethodologiques en statistique math´ ematique. On pense notamment ` a l’algorithme
EM [Dempster et al., 1977, Mac Lachlan and Krishnan, 1997] et ` a l’´ echantillonneur de Gibbs,
[Tanner and Wong, 1987, Gelfand and Smith, 1990].
Supposons que les distributions de z|y,θ et θ|y,z soient connues. Une version sp´ eciﬁque de l’al-
gorithme PMC g´ en´ eral peut s’inspirer de l’´ echantillonneur de Gibbs en simulant z et θ suivant leurs
lois conditionnelles respectives. On peut utiliser comme fonction d’importance qit la distribution



















































ce qui apporte la justiﬁcation de l’algorithme suivant :
Algorithme 2 : Sch´ ema PMC pour les mod` eles ` a structure latente









• ´ etape t (t = 1,...,T) :
a) Pour i = 1,...,M :


































































en utilisant les poids ω
(i)
t .
Il apparait alors l´ egitime de confronter l’approche de l’´ echantillonneur de Gibbs ` a l’approche
PMC. C’est l’objet de la section suivante.
63 Mod` ele ARMA ` a changement de r´ egime markovien
Dans cette section, nous comparons les comportements respectifs des sch´ emas d’approximation
MCMC et PMC pour l’estimation bay´ esienne des param` etres d’un mod` ele ARMA ` a changement
de r´ egime markovien latent. L’´ etude des propri´ et´ es de tels mod` eles a ´ et´ e initi´ ee par Hamilton
[1988]. L’id´ ee consiste ` a ajouter un niveau d’incertitude suppl´ ementaire aux mod` eles ARMA aﬁn
d’autoriser le traitement des s´ eries chronologiques localement stationnaires. Ces nouveaux mod` eles
sont en fait des mod` eles ARMA dont les valeurs des param` etres peuvent changer suivant un pro-
cessus stochastique markovien non observ´ e. Ils sont tr` es utililes en ´ economie et en traitement du
signal o` u l’hypoth` ese de stationnarit´ e n’est en g´ en´ eral pas v´ eriﬁ´ ee. Le lecteur peut se r´ ef´ erer ` a
Mac Culloch and Tsay [1994] pour l’´ etude d’exemples pratiques. Citons ´ egalement Essebbar [2003]
pour l’utilisation de ce type de mod` ele ` a la mod´ elisation des ﬂux touristiques avec conjoncture non
observ´ ee.
Le probl` eme de l’inf´ erence bay´ esienne pour de tels mod` eles a ´ et´ e ´ etudi´ e par Albert and Chib
[1993], Chib and Greenberg [1994] et Billio et al. [1999]. Ces diﬀ´ erents auteurs proposent principa-
lement d’utiliser les m´ ethodes MCMC aﬁn d’obtenir un ´ echantillon approximativement distribu´ e
suivant la loi a posteriori des param` etres.
3.1 Pr´ esentation du mod` ele
Nous limitons notre ´ etude au mod` ele AR d’ordre 1 (AR(1)) ` a sauts de moyenne markoviens. Il
s’agit d’un processus stochastique dont la fonction d’autocovariance est celle d’un processus AR(1)
et dont l’esp´ erance math´ ematique peut prendre un nombre ﬁni de valeurs diﬀ´ erentes en fonction
de l’´ evolution d’une chaˆ ıne de Markov non observ´ ee. Nous consid´ erons ici le cas de deux esp´ erances
math´ ematiques diﬀ´ erentes. On peut aisement g´ en´ eraliser cette ´ etude ` a un nombre quelconque connu
d’esp´ erances. Nous supposons ainsi que nous observons une r´ ealisation des variables al´ eatoires














7o` u (αt)t≥0 est une chaˆ ıne de Markov ` a deux ´ etats {0,1} ayant pour ´ etat initial α0 = 0 et pour
matrice de transition 2
4 p0 1 − p0
1 − p1 p1
3
5.
Les param` etres σ > 0, φ ∈] − 1,1[, (m0,m1) ∈
©
(m0,m1) ∈ R2|m0 < m1
ª
et (p0,p1) ∈]0,1[2
sont inconnus. Notons que la contrainte m0 < m1 est impos´ ee pour assurer l’identiﬁabilit´ e. Nous
les consid´ erons comme des variables al´ eatoires et utilisons les lois a priori ind´ ependantes peu infor-
matives suivantes :







π (p0,p1) = I]−1,1[ (p0)I]−1,1[ (p1)
o` u ζ > 0 est un hyper-param` etre connu et N]0,+∞[
¡
0,ζ2¢
est une loi normale tronqu´ ee sur ]0,+∞[
centr´ ee et de variance ζ2. L’aspect non informatif de cet ensemble de lois a priori est due aux
mod´ elisations par mesures σ-ﬁnies des param` etres m0 + m1 et σ.
Le calcul explicite de la loi de probabilit´ e a posteriori associ´ ee est impossible. Il s’agit donc d’un
context naturel pour l’emploi des sch´ emas d’approximation MCMC et PMC.
L’approche MCMC retenue est celle de l’´ echantillonneur de Gibbs, voir Robert and Casella
[1999], fond´ e sur la connaissance des densit´ ees conditionnelles des param` etres connaissant les autres,
qu’il est donc n´ ecessaire d’´ evaluer. On peut montrer aisement que la loi conditionnelle de φ sachant

















Aussi, la loi conditionnelle de σ2 sachant toutes les autres variables al´ eatoires est une loi Inverse
















8Les lois conditionnelles de p0 et p1 sont les lois Betas suivantes :
p0|... ∼ B(n00 + 1,n01 + 1), p1|... ∼ B(n11 + 1,n10 + 1).








La loi conditionnelle de m0 est une loi normale tronqu´ ee sur ] − ∞,m1[ de moyenne
(1 − φ)(c00 − φs00) + φ(n01m1 − c01 + φs01) + φn10m1 + c10 − φs10 + ζ2σ2m1
n00 (1 − φ2) + n01φ2 + n10 + ζ2σ2
et de variance
σ2
n00 (1 − φ2) + n01φ2 + n10 + ζ2σ2.
De mˆ eme, la loi conditionnelle de m1 est une loi normale tronqu´ ee sur ]m0,+∞[ de moyenne
(1 − φ)(c11 − φs11) + φ(n10m0 − c10 + φs10) + φn01m0 + c01 − φs01 + ζ2σ2m0
n11 (1 − φ2) + n10φ2 + n01 + ζ2σ2
et de variance
σ2
n00 (1 − φ2) + n01φ2 + n10 + ζ2σ2.
Par ailleurs, pour tout t ∈ {2,...,n − 1} et pour k ∈ {0,1}

















Ik (1 − αt−1)
¢
× (pkIk (αt+1) + (1 − pk)Ik (1 − αt+1)).
Aussi, pour k ∈ {0,1}
P(α1 = k|...) ∝ exp
³
−0.5/σ2 (y1 − mk)




pk × (pkIk (α2) + (1 − pk)Ik (1 − α2)).
Enﬁn, pour k ∈ {0,1}
P(αn = k|...) ∝ exp
³
−0.5/σ2 ¡










Ik (1 − αn−1)
¢
.
En utilisant toutes ces lois conditionnelles, il est donc possible de mettre en oeuvre l’´ echantillonneur
de Gibbs et le sch´ ema PMC tirant proﬁt de la structure latente.
93.2 Pr´ esentation des r´ esultats
Deux jeux de donn´ ees simul´ ees ont ´ et´ e utilis´ es pour mettre en avant l’eﬃcacit´ e de l’approche
PMC. Le premier, nomm´ e (J1), est constitu´ e d’une s´ erie de 500 r´ ealisations d’un processus AR(1)
` a sauts pour lequel σ2 = 0.01, φ = 0.1, m0 = 0, m1 = 1, p0 = 0.9 et p1 = 0.75. La Figure 1
pr´ esente les donn´ ees simul´ ees (J1) ainsi que la chaˆ ıne de Markov cach´ ee (αt). La variance σ2 et
l’autocorr´ elation φ ´ etant faibles, ce mod` ele AR(1) ` a sauts est assez proche d’un simple mod` ele de
changement de moyenne.Aussi, il semble relativement ais´ e de fournir de bonnes estimations des
param` etres, tout au moins en ce qui concerne les deux moyennes m0 et m1.










Fig. 1 – Repr´ esentation graphique des donn´ ees simul´ ees (J1)
Dans un premier temps, nous avons utilis´ e l’´ echantillonneur de Gibbs aﬁn d’obtenir un ´ echantil-
lon approximativement distribu´ e suivant la loi a posteriori des param` etres. La Figure 2 pr´ esente
l’´ evolution au cours des it´ erations des allocations de l’´ echantillonneur de Gibbs pour les diﬀ´ erents
param` etres. La lecture de ce graphique nous laisse penser qu’il est n´ ecessaire d’attendre environ
10000 it´ erations avant que la chaˆ ıne de Markov g´ en´ er´ ee ne converge vers sa mesure stationnaire, i.e.
la loi a posteriori des param` etres. Une s´ erie d’histogrammes de diﬀ´ erents ´ echantillons simul´ es au-
del` a de la 10000i` eme it´ eration conﬁrme ce sentiment. La mesure stationnaire est bien atteinte ` a l’issu
de 10000 it´ erations. Ce temps de chauﬀe peut paraˆ ıtre relativement long dans la mesure o` u, comme
nous l’avons mentionn´ e ci-dessus, l’exemple trait´ e semble facile. Cependant, ` a l’instar de ce que nous
avons observ´ e dans le cas d’un m´ elange de deux normales [Celeux et al., 2003], les 6000 premi` eres
simulations Gibbs peuvent stagner sur un mode local invisible de la distribution a posteriori. Il
existe en eﬀet une forme de compensation entre les distributions a posteriori des param` etres φ et
σ2. La Figure 3 pr´ esente, pour chaque param` etre, l’´ evolution de la moyenne empirique cumul´ ee pour
les 10000 derni` eres simulations Gibbs, ces quantit´ es estiment les diﬀ´ erentes moyennes a posteriori,
r` egle bay´ esienne d’estimation que nous avons choisie. Le temps de chauﬀe ´ etant pass´ e, on observe
10tr` es clairemment une stabilisation rapide et les estimations sont excellentes.




















































































Fig. 2 – ´ Evolution au cours des it´ erations des diﬀ´ erentes allocations de l’´ echantillonneur de Gibbs
pour les donn´ ees (J1)
Nous allons maintenant comparer ces diﬀ´ erents r´ esultats avec ceux obtenus en utilisant le sch´ ema
PMC. Un point important dans la comparaison des deux approches est qu’elles visent ´ evidemment
toutes deux ` a fournir des approximations de la mˆ eme loi a posteriori. En principe, un nombre
suﬃsant d’it´ erations devrait produire des r´ esultats similaires. Nous avons it´ er´ e 10 fois le sch´ ema
PMC en simulant 500 ´ echantillons pour chaque it´ eration. La Figure 4 pr´ esente apr` es 10 it´ erations
de l’algorithme PMC, les histogrammes pond´ er´ es des simulations pour chaque param` etre. Ces
histogrammes sont des estimations des lois a posteriori des param` etres, ils sont tr` es similaires ` a
ceux obtenus en utilisant l’´ echantillonneur de Gibbs apr` es le temps de chauﬀe. La Figure 5 pr´ esente
l’´ evolution au cours des 5 derni` eres it´ erations des moyennes empiriques pond´ er´ ees cumul´ ees des
´ echantillons PMC. Ces quantit´ es estiment les diﬀ´ erentes moyennes a posteriori. On constate que
ces estimations sont tr` es stables et sont tr` es similaires ` a celles obtenues en utilisant l’´ echantillonneur
de Gibbs. En d´ eﬁnitive, pour un nombre de simulations moindre, nous avons obtenu d’excellentes
approximations avec le sch´ ema PMC.
Le deuxi` eme jeu de donn´ ees, nomm´ e (J2), est constitu´ e d’une s´ erie de 500 r´ ealisations d’un




























































































































































Fig. 3 – ´ Evolution au cours des it´ erations des estimateurs Gibbs des moyennes a posteriori pour
























































































































Fig. 4 – Apr` es 10 it´ erations de l’algorithme, histogrammes pond´ er´ es des ´ echantillons PMC pour
les donn´ ees simul´ ees (J1)




























































































































































Fig. 5 – ´ Evolution au cours des it´ erations des estimateurs PMC des moyennes a posteriori pour les
donn´ ees simul´ ees (J1)
processus AR(1) ` a sauts pour lequel σ2 = 0.01, φ = 0.8, m0 = 0, m1 = 0.2, p0 = 0.9 et p1 = 0.8.
La Figure 6 pr´ esente les donn´ ees simul´ ees (J2) ainsi que la chaˆ ıne de Markov cach´ ee (αt). L’auto-
corr´ elation φ ´ etant importante et les moyennes m0 et m1 tr` es proches, il semble ici relativement
diﬃcile de fournir de bonnes estimations des param` etres.





















Fig. 6 – Repr´ esentation graphique des donn´ ees simul´ ees (J2)
` A travers la Figure 7, on constate qu’apr` es 100000 it´ erations de l’´ echantillonneur de Gibbs, la
chaˆ ıne de Markov g´ en´ er´ ee a beaucoup de mal ` a cerner les valeurs de certains param` etres, le mixage
n’est pas bon. La Figure 8 met quant ` a elle en ´ evidence les r´ esultats obtenus avec l’approche PMC
apr` es seulement 10 it´ erations et 1000 simulations par it´ eration. Ils sont excellents, les vrais valeurs
13des param` etres sont parfaitement cern´ ees.






















































































































Fig. 7 – ´ Evolution au cours des it´ erations des diﬀ´ erentes allocations de l’´ echantillonneur de Gibbs
pour les donn´ ees simul´ ees (J2)
4 Conclusion
Dans cet article, nous avons montr´ e que le sch´ ema PMC pouvait ˆ etre une alternative cr´ edible aux
m´ ethodes MCMC. Pour ce faire, nous avons utilis´ e le mod` ele AR(1) ` a sauts de moyenne markovien
latents, pour lequel les m´ ethodes de MCMC ne fournissent pas des approximations satisfaisantes.
Pour un tel mod` ele, en utilisant deux jeux de donn´ ees simul´ ees, nous avons constat´ e, qu’apr` es un
nombre de simulations relativement r´ eduit, le sch´ ema PMC fournit d’excellentes approximations
des esp´ erances a posteriori des param` etres. Il est clair que la nature it´ erative du sch´ ema PMC fait
disparaˆ ıtre la d´ ependance naturelle du sch´ ema d’´ echantillonnage pr´ ef´ erentiel classique ` a la fonction
d’importance.
Un point encore mal compris est le temps d’arrˆ et de l’algorithme PMC. ` A ce stade et faute de
mieux, on privil´ egie une approche empirique. Une ´ etude th´ eorique permettant de d´ eterminer un
























































































































Fig. 8 – Apr` es 10 it´ erations de l’algorithme, histogrammes pond´ er´ es des ´ echantillons PMC pour
les donn´ ees simul´ ees (J2)
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