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a b s t r a c t
We study the structure of the error when simulating relative periodic solutions of
Hamiltonian systems with symmetries. We identify the mechanisms for which the
preservation, in the numerical integration, of theHamiltonian and the invariants associated
to the symmetry group, implies a better time behavior of the error. A second consequence
is amore correct simulation of the parameters that characterize the relative periodic orbit.
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1. Introduction
The aim of this paper is the analysis of long time numerical simulations of relative periodic solutions for canonical
autonomous Hamiltonian systems
u˙ = J∇H(u), u ∈ Ω, J =

0 −In
In 0

, (1)
where Ω is a domain of R2n, In is the identity matrix of order n and H : Ω → R is the Hamiltonian and ∇H denotes
the gradient of H . The so-called geometric numerical integration is devoted to the construction and analysis of numerical
methods specially designed to preserve physical properties of the system under consideration (see [1] and references
therein for a modest representation of the literature on it). In this context, the paper studies the time behavior of
numerical approximations to Hamiltonian relative periodic solutions. These solutions may appear in Hamiltonian systems
(1) admitting a group of transformations as a symmetry group [2]. This means, roughly speaking, that any element of the
group takes solutions into other solutions. This symmetry group may have an influence on the dynamics of the system
by identifying points that belong to the same group orbit and then considering the system for these group orbits. In this
situation, solutions of the original system that project to special solutions of this reduced system are of interest in some
applications. The literature pays specific attention to the relative equilibrium solutions (or RE, solutions that project to
equilibria of the reduced system) and relative periodic solutions (or RPO, associated to periodic solutions of the reduced
system), see [3,4]. The long time simulation of RE has been studied in several papers [5–7]. They show the influence of the
numerical preservation of invariant quantities of the system in the time propagation of the errors and the simulation of the
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parameters that characterize the RE. In this paper, we analyze the structure of this error when simulating RPO, studying
the role of the reduction by group orbits and the periodicity in the reduced system in order to obtain a better long time
simulation. We also establish the differences with respect to the numerical integration of RE.
The paper is structured as follows. The framework of Hamiltonian RPO is explained in Section 2. For simplicity, we
will consider Hamiltonian one-parameter symmetry groups; the extension to the Abelian, Hamiltonian multi-parameter
case is direct [5]. The mechanism of reduction by symmetries and the generation of RPO are described. In Section 3, the
asymptotic behavior of numerical approximations to RPO is analyzed and invariant preserving conditions for a better long
time simulation are obtained. This section also contains some numerical illustrations of the results.
2. Hamiltonian relative periodic orbits (RPO)
We will describe the generation of Hamiltonian relative periodic solutions in a similar framework to that of [5,7]. We
suppose that (1) admits a first integral I : Ω → R, different from the Hamiltonian H and which is not a distinguished
function [2]. Thus, the Hamiltonian vector field g = J∇I is the infinitesimal generator of a one-parameter symmetry group
of (1), G = {Gs = σs,g : s ∈ R}, where, σs,g = exp(sg) denotes the flow associated to g . For simplicity, it is assumed that
the domain of the flow ϕt of (1) and the diffeomorphisms σs,g is the wholeΩ . The condition for G to be a symmetry group
can be established by using three equivalent conditions [5]:
(i) ϕt(Gs(u)) = Gs(ϕt(u)), s, t ∈ R, u ∈ Ω .
(ii) {I,H}(u) = ∇IT (u)(J∇H)(u) = 0, u ∈ Ω .
(iii) [J∇I, J∇H](u) = (J∇I)′(u)(J∇H)(u)− (J∇H)′(u)(J∇I)(u) = 0, u ∈ Ω .
That is, the commutativity between the flow of the system and the elements of the group, the null Poisson bracket of the
first integrals and the null Lie bracket of the corresponding vector fields. From now on, the prime denotes the corresponding
Jacobian matrix.
2.1. Reduced system and RPOs
The generation of RPO is closely related to the action of the symmetry group G on the system. A solution u(t) = ϕt(u0)
of (1) is a relative periodic solution or a relative periodic orbit (RPO) if there exists a positive T0 > 0 (the relative period)
such that the solution at t = T0 lies in the group orbit of the initial condition, that is
ϕT0(u0) = σ(u0), (2)
for some element σ ∈ G, called phase-shift symmetry or drift symmetry [3]. Now, the symmetry group property implies
that the solution must satisfy the condition of relative periodicity
ϕt+T0(u0) = σ(ϕt(u0)), t ∈ R.
The Hamiltonian reduction [8,2,3] of (1) provided by the presence of the symmetry group G can be used in the search of
RPO. This reduction of the system requires first foliating the phase spaceΩ with level sets of the invariant I . On each level
set, the corresponding system has one fewer variable. Now, a second step identifies, on each level set, points that belong
to the same group orbit, implying a reduction of one more variable. Thus, this reduced system is the Hamiltonian system
for the group orbits in the corresponding level set. See e.g. [5] for a more detailed description of the process, including local
coordinates and multi-parameter symmetry groups.
In a similar way that relative equilibrium solutions of (1) are related to the equilibria of the reduced system [8], the
reduction connects relative periodic orbits with periodic solutions of the reduced system. This can be briefly described as
follows (see [9] and references therein for details). Note first that the phase shift σ of (2) can be written as
σT0,λ0,ξ (u) = exp(Tξ)u, ξ = λ0J∇I, (3)
for some parameter λ0. Then
Φt(u0) = exp(−tξ)(ϕt(u0)), (4)
is a solution of
u˙ = J (∇H(u)− λ0∇I(u)) , u ∈ Ω, u(0) = u0, (5)
and it is T -periodic. Thus, every RPO is associated to a periodic solution of the Hamiltonian system (5). Thus, (4) can be
interpreted as a change of variable to a frame moving uniformly with velocity ξ , where the relative period motion is
transformed to a periodic motion. Inversely, it can be seen, by using the process of reconstruction [3], that any periodic
solution of the reduced system corresponds to a RPO of the original one.
2.2. An example
The literature on the relative periodic solutions is very extensive. It includes many physical applications, such as rigid
bodies, Celestial Mechanics, Molecular systems, Continuum Mechanics or Optics (for instance, the introduction of [10]
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Fig. 1. Phase portrait of a reduced system of the Manev problem. Note the cycles around an equilibrium (relative equilibrium of the original system). The
presence of RPO near stable RE is very typical, see [10].
includes an important number of references about it). As a modest example, we consider here the so-called Manev problem
(for a description and references, see e.g. [9]), which is a two-body problem (alternative to the classical Kepler problem)
with a Hamiltonian of the form
H(p, q) = 1
2m
|p|2 − V (q), V (q) = A|q| +
B
|q|2 ,
where A, B are positive constants, (p, q) = (p1, p2, q1, q2) and m = M/(M + 1), M being the mass of the (fixed) body
and assuming that the other mass is one. Apart from the Hamiltonian, the corresponding system (1) admits, as the Kepler
problem, the angular momentum I(p, q) = p1q2 − p2q1, as a second invariant. This is associated to the symmetry group of
the system, consisting of rotations. In polar coordinates, the reduced Hamiltonian on the level set {I(p, q) = µ} has the form
Hµ(pr , r) = p
2
r
2m
− Vµ(r), Vµ(r) = Ar +
µ2 − 2mB
2mr2
.
It can be seen that when µ2 − 2mB > 0, bounded motions occur in the reduced system. In particular, for values of the
energy H ∈ (Hc, 0), with Hc = −mA2/2(µ2 − 2mB), the motion in the corresponding reduced phase space is periodic. This
is illustrated in Fig. 1, which shows the phase portrait of one of these reduced systems. Thus, the system describes periodic
orbits that lift to relative periodic motions in the original phase space. The details can be seen in e.g. [9], where the phase
shift symmetry and the relative period are also computed
σ = ei1ϕ, ϕ = 2πµ
µ2 − 2mB , T =
A
√
mπ√
2|H|3/2 . (6)
The form of one relative periodic solution in the configuration space and its projection on the corresponding level set of I
(the periodic orbit in the reduced phase space) can be seen in Fig. 2.
3. Numerical behavior in RPO simulations
In this section we will discuss the time propagation, at leading order approximation, of the errors when simulating
relative periodic solutions. Assume that a one-step method of order r ≥ 1
un+1 = ψh(un), n = 0, 1, . . . , (7)
for a mapping ψh : Ω → Ω and stepsize h, is used to approximate an RPO u(t) = ϕt(u0, T0, λ0) of (1), satisfying (2) with
initial data u0 = u0(µ0,H0), relative period T0 = T0(µ0,H0) and phase shift σ of the form (3) for some λ0 = λ0(µ0,H0). The
values of the momentum and the Hamiltonian at the initial data are denoted, respectively, byµ0,H0. The hypotheses on (7)
are standard, including local and global error expansions at the solution and invariance of the functionψh by the symmetry
group G, see [5]. As for the global error expansion, this is written in the form
un − u(tn) = hre(tn)+ hrQ (tn, h), (8)
where e is the solution of the variational problem [11]:
e˙(t) = JH ′′(u(t)) · e(t)− l(u(t)), e(0) = 0, (9)
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Fig. 2. (a) RPO for the Manev problem and for several times: µ = 1,m = 1, A = 1, B = 1/8. (b) Projection of the RPO on the level set {I = µ}: periodic
orbit of the reduced phase space.
Q is a remainder that, for fixed t , tends to zero as h → 0 and l is the leading term of the asymptotic expansion of the local
error. On the other hand, the hypothesis that the mapping ψh is invariant by the symmetry group implies that [5]
l(Gs(u)) = G′s(u)l(u), s ∈ R, u ∈ Ω. (10)
3.1. Main result
Here we state the main result of the paper. The proof requires several steps.
Theorem 1. Under previous conditions and assuming the hypotheses of Lemmas 1–4, the numerical approximation to the relative
periodic orbit u(t) = ϕt(u0, T0, λ0, σ0) at times tN = NT0 can be written as
uN = GtN λ˜(ΦNT˜ (u˜))+ hrΓ (tN)+ hrq(h, tn), (11)
whereΦt is given by (4) and
λ˜ = λ

µ0 − 12

tN
T0
+ 1

hrθ1,H0 − 12

tN
T0
+ 1

hrθ

+ α1h
r
T0
, (12)
T˜ = T

µ0 + 12

tN
T0
+ 1

hrθ1,H0 + 12

tN
T0
+ 1

hrθ

+ αh
r
T0
, (13)
u˜ = u

µ0 + tNT0 h
rθ1,H0 + tNT0 h
rθ

, (14)
for some constants α1, θ1, α, θ . If the method satisfies the orthogonality conditions
∇H(σ0(u0))T e(T0) = ∇I(σ0(u0))T e(T0) = 0, (15)
then θ1 = θ = 0. In particular, (15) holds if the method (7) preserves both quantities, that is, H(ψh(u0)) = H(u0), I(ψh(u0)) =
I(u0).
Furthermore, Γ is a function that, if the RPO is linearly stable (as periodic solution of the reduced system) and G consists of
isometries, is bounded for t ≥ 0. The function q is a remainder that, for fixed t, tends to zero as h → 0.
Proof. Step 1. Global error. We note first that, using (10) and the change of variables
e(t) = exp(tξ)′ (Φt(u0))∆(t), (16)
then (9) can be transformed into
∆˙(t, ϵ) = J(H ′′ − λI ′′)(Φt(u0)) ·∆(t)− l(Φt(u0)), ∆(0) = 0, (17)
where Φt(u0) is given by (4). Eq. (16) can be seen as a linearization of (5) at the periodic function Φt(u0) with a
nonhomogeneous term. Thus, in order to study the time behavior of∆(t), it is sufficient to analyze its values at multiples of
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the period T0. If∆(N) = ∆(NT0) for some integer N ≥ 1, then [12]
∆(N) =

N−1
i=1
M i

∆(1), ∆(1) = ∆(T ) =
 T
0
M(T , s)l(Φs(u0))ds, (18)
where M(t, s) = Φ ′t−s(Φs(u0)) and the monodromy matrixM has the form
M = M˜(T0, 0) = Φ ′T0(u0) = (σ ′(u0))−1ϕ′T0(u0). (19)
Then, (16) and (18) imply
e(N) = e(NT0) = exp(NT0ξ)′ (u0)∆(N). (20)
Therefore, the solution of the variational problem, at the RPO (9) evaluated at multiples of the relative period is a product of
two terms growing with time: The Jacobian matrix exp(NT0ξ)′ (u0) and the solution of (17) at tN = NT0.
Step 2. Structure of the monodromy matrix. The study of M can be made with the following technical results, see [10] and
references therein for the details.
Lemma 1. The vectors g1(u0) = J∇I(u0), g2(u0) = J(∇H(u0)− λ0∇I(u0)) are eigenvectors of M with eigenvalue 1.
Note also that if the RPO is proper, that is, u0 is not a relative equilibrium, then these vectors are independent.
Let V be now the unique M-invariant supplementary subspace of the generalized eigenspace of M associated to the
eigenvalue 1,
R2n = Kerg(M − I)⊕ V . (21)
Observe, on the other hand, that since ϕt(u0) projects to a periodic solutionΦt(u0) of the reduced system, we may consider
the corresponding monodromy matrix MR of its linearization at the periodic solution. Here we assume that the RPO is
nondegenerate as periodic solution of the reduced system, in the sense that the algebraic multiplicity of one as eigenvalue
ofMR is two [12]. Then, taking local coordinates, we have [10].
Lemma 2. If W is the (unique) supplementary subspace satisfying
R2n−2 = Kerg(MR − I)⊕W ,
then the eigenvalues and Jordan structure of the restriction M|V coincide with those of MR|W .
Now, the following result is a consequence of a more general persistence theorem proved in [10]. It establishes that, near
a RPO, a continuum of relative periodic orbits can be defined, with the family parameterized by the values of the invariants.
Lemma 3. Under the above conditions, assume that P = {g(ϕt(u0)), g ∈ G, t ∈ R} is nondegenerate as a periodic solu-
tion of the reduced system. Let µ0 = I(u0) and H0 = H(u0). Then, for (µ,H) close to (µ0,H0), there is a RPO P(µ,H)= {g(ϕt(u(µ,H))), g ∈ G, t ∈ R}, with ϕT (µ,H)(u(µ,H)) = σ(µ,H)(u(µ,H)), for smooth σ(µ,H), T (µ,H), u(µ,H)
satisfying
u0 = u(µ0,H0), T0 = T (µ0,H0),
I(u(µ,H)) = µ, H(u(µ,H)) = H,
σ (µ,H) = exp (λ(µ,H)J∇I(u(µ,H))) , λ0 = λ(µ0,H0).
Finally, Lemmas 1–3 complete the description of the structure ofM [10] (see also [5] to compare with the case of relative
equilibria).
Lemma 4. With the notation and hypotheses of Lemmas 1–3, we assume that the matrix
D =

∂λ
∂µ

µ0,H0
∂λ
∂H

µ0,H0
− ∂T
∂µ

µ0,H0
− ∂T
∂H

µ0,H0
 ,
is nonsingular. Then dimKer(M − I) = 2, dimKer(M − I)2 \ Ker(M − I) = 2 and the vectors {g1(u0), g2(u0), g3(u0), g4(u0)},
with g1, g2 given in Lemma 1 and
g3(u0) = ∂u
∂µ

µ0,H0
, g4(u0) = ∂u
∂H

µ0,H0
,
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form a basis of kerg(M − I) satisfying
(M − I)g3 = T0 ∂λ
∂µ

µ0,H0
g1(u0)− ∂T
∂µ

µ0,H0
g2(u0),
(M − I)g4 = T0 ∂λ
∂H

µ0,H0
g1(u0)− ∂T
∂H

µ0,H0
g2(u0),
and the biorthogonality conditions
∇I(u0)Tg3 = 1, ∇I(u0)Tg4 = 0, ∇H(u0)Tg3 = 0, ∇H(u0)Tg4 = 1. (22)
Step 3. Application to the global error expansion. Proof of Theorem 1. Now, we apply these results to the linearized problem
(18) and incorporate the conclusions to the global error expansion to prove Theorem 1. Following (21) and Lemma 4, we
first decompose the term∆(1) in (18) in the form
∆(1) = ∆(T0) = α1g1(u0)+ αg2(u0)+ θ1g3(u0)+ θg4(u0)+∆V , (23)
with∆V ∈ V and where (22) implies
θ = ∇H(u0)T∆(1), θ1 = ∇I(u0)T∆(1). (24)
The substitution of (23) in (18) and the previous results lead to
∆(N) = N (α1g1(u0)+ αg2(u0))+ θ1

Ng3(u0)+ N(N − 1)2 (M − I)g3(u0)

+ θ

Ng4(u0)+ N(N − 1)2 (M − I)g4(u0)

+

N−1
i=1
M i

∆V . (25)
We denote G′tNλ0 = exp(NT0ξ)′ (u0). Using (20) and (25), we write
ϕtN (u0)+ hre(tN) = ϕtN (u0)+ G′tNλ0∆(N) = GtNλ0

ΦtN (u0)
+ G′tNλ0

∆(N) −

N−1
i=1
M i

∆V

+G′tNλ0

N−1
i=1
M i

∆V . (26)
Now, (23) and (4) prove that the first two terms differ from the term
GtN λ˜(ΦNT˜ (u˜)),
with λ˜, T˜ , u˜ given respectively by (12)–(14), in o(hr) terms, that can be included in the remainder of (8). This leads to (11) if
we take
Γ (tN) = G′tNλ0

N−1
i=1
M i

∆V .
Note then that if the group consists of isometries, then ∥G′tNλ0∥ = 1. Furthermore, if the RPO is linearly stable, as periodic
solution of the reduced system, then the other Floquet multipliers have modulus one and are simple; thus, the component
of ∆(N) in the supplementary subspace V is bounded in time. This implies the bounded behavior in time of Γ (tN). The rest
of the theorem comes from (24) and the fact that the preservation of the invariants implies (15) is standard, see e.g. [5]. 
Remarks.
1. From (11)–(14), we observe that, in a leading term approximation (order O(hr)) and at multiple values of the relative
period, the numerical solution consists of three terms. The first one is a modified relative periodic orbit, with initial
condition and relative period given, respectively, by (14) and (13). This factor is transformed by the element of the group
with a new phase shift given by (12). Note that the difference with respect to the exact relative periodic solution at
tN = NT0 grows, in general, quadratically with time, due to the terms tN λ˜,NT˜ . If the method satisfies both orthogonality
conditions (15), this growth is reduced to linear. In particular, this holds if the integrator preserves I and H . This could
be compared with the case of approximations to relative equilibria [7,6,5], where the preservation of only one of the
invariants is sufficient to obtain linear error growth.
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Fig. 3. Error vs. time for theManev problem: [SD] (solid lines), [SDI] (dashed lines) and [SDIH] (dotted lines). The stepsizes are h = 2E−03, 1E−03, 5E−04.
2. The second term in (11) consists of the differential of the group at the RPO and of the component of the error in the
direction determined by the eigenvalues of the linearization which are different from one. As mentioned in the proof, if
the RPO is linearly stable, then this element is bounded and the growth of the second term is controlled by the behavior
of the group. In the typical case of isometries (as in the example of Section 2.2), then the complementary term does not
grow with time and the time behavior is that of the modified RPO and the remainder.
3. Finally, this remainder includes o(hr) terms, whose behavior is not uniform. This may affect the numerical solution, in
the sense that, depending on N and h, it may limit the dominance of the behavior of the modified RPO in (11).
3.2. A numerical illustration
We illustrate the previous results with a numerical example. The test problemwill be the Manev problem, introduced in
Section 2.2. Our goal is to observe the influence, in the numerical simulation of a RPO, of the preservation of the invariant
quantities of the problem, by illustrating the results of Theorem 1. To this end, wewill consider three numerical integrators:
the first one is the simply diagonally implicit Runge–Kutta method of order three and tableau
3+√3
6
3+√3
6 0
3−√3
6
−√3
3
3+√3
6
1
2
1
2
(27)
which will be denoted as [SD]. This is taken as an example of a nonconservative integrator, since it does not preserve any of
the two invariants of the problem. This scheme has been modified to preserve the momentum I . Among all the techniques
presented in the literature, to do this we have selected the so-called projection technique (see [11,1] and references therein).
The resulting method is denoted by [SDI]. We have also considered the corresponding scheme, obtained with the same
technique but designed to preserve H . This method, denoted as [SDH], gives similar results to those of [SDI] and they will
not be shown here (see comments in Section 3.2.2). Finally, a thirdmethod, [SDIH], is designed as the previous one, but with
the projection technique ensuring the preservation of both quantities, momentum I and Hamiltonian H .
We have simulated the evolution of a RPO with parameters m = 1, A = 1, B = 1/8, µ0 = 1,H0 = −1/2. The relative
period and the phase shift are given by (6). The simulation is performed up to a final time of two hundred times the relative
period tN = 200T0.
3.2.1. Error growth
A first point to show the influence of the preservation of the invariants is given in Fig. 3. This shows, in logarithmic scale,
the global error between the numerical solution and the RPO, at multiples times of the relative period, as a function of time
and for different values of the stepsize.We observe that for the nonconservative [SD] (solid lines) and themethod [SDI], that
only preserves themomentum (dashed lines), the slopes of the lines show that the growth of the error is quadraticwith time.
This is improved by [SDIH], that preserves both I andH (dotted lines) and gives linear error growth. This illustrates formulas
(11) and (15) and may be compared with the behavior when simulating relative equilibria [5]. It is therefore necessary to
preserve both quantities to improve the time behavior of the error.
3.2.2. Simulation of the parameters
The illustration of formulas (12) and (13) is given by Fig. 4. On the left, we measure (again in logarithmic scale) the
time behavior of the error in the relative period, provided by the three methods (with the same values and rules as those
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Fig. 4. Manev problem. Left: error in relative period vs. time. Up: [SD] (solid lines), [SDI] (dashed lines) with h = 2E − 03, 1E − 03, 5E − 04 (log scale);
down: [SDIH] with h = 2E − 03. Right: error in the phase shift vs. time. Up: [SD] (solid lines), with h = 2E − 03, 1E − 03, 5E − 04 (log scale); down: [SDI]
with h = 2E − 03.
of Fig. 3). The figure on the right corresponds to the behavior of the error in the phase shift. In both cases the benefits
of the preservation of both invariants are again observed, providing, for moderately long times, a better simulation of the
parameters that characterize the relative periodic orbit. Thus, the numerical solution behaves essentially as a RPO with
perturbed relative period and phase shift. The perturbation in the relative period grows linearly with time, with respect to
the original parameters, in the case of nonconservative methods (like [SD]) or that preserve I , like [SDI] (Fig. 4, left and up).
The simulation of the parameters is more correct when the scheme conserves the Hamiltonian, since the relative period
only depends on H , see (6). This is also confirmed by the results of [SDIH] (left, down) or [SDH] (not shown here). On the
contrary, since the phase shift in (6) only depends on µ, the linear in time perturbation provided by [SD] (Fig. 4, right and
up) is improved by the good simulation of [SDI] (right, down) and [SDIH] (not shown here), because both preserve the
momentum.
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