We propose a fully-dynamic distributed algorithm for the all-pairs shortest paths problem on general networks with positive real edge weights. If ∆ σ is the number of pairs of nodes changing the distance after a single edge modification σ (insert, delete, weight decrease, or weight increase) then the message complexity of the proposed algorithm is O(n∆ σ ) in the worst case, where n is the number of nodes of the network. If ∆ σ = o(n 2 ), this is better than recomputing everything from scratch after each edge modification. Up to now only a result of Ramarao and Venkatesan was known, stating that the problem of updating shortest paths in a dynamic distributed environment is as hard as that of computing shortest paths.
Introduction
The importance of finding shortest paths in graphs is motivated by the numerous theoretical and practical applications known in various fields as, for instance, in combinatorial optimization and in communication networks (e.g., see [1, 13] ). We consider the distributed version of the all-pairs shortest paths problem. Finding efficient solutions for this problem is crucial when processors in a network need to route messages with the minimum cost.
Actually, in many practical applications it is required to manage networks that dynamically change over the time, in the sense that communication links can go up and down during the lifetime of the network. For this reason, the problem of updating shortest paths in a dynamic distributed environment arises naturally in practical applications. For instance, the OSPF protocol, widely used in the Internet (e.g., see [11, 16] ), basically updates the routing tables of the nodes after a change to the network by using a distributed version of Dijkstra's algorithm. In this and many other crucial applications the worst case complexity of the adopted protocols is never better than recomputing the shortest paths from scratch. Therefore, it is important to find distributed algorithms for shortest paths that do not recompute everything from scratch after each change to the network, because this could result very expensive in practice.
If the topology of a network is represented as a graph, where nodes represent processors and edges represent links between processors, then the typical update operations on a dynamic network can be modeled as insertions and deletions of edges and update operations on the weights of edges. When arbitrary sequences of the above operations are allowed, we refer to the fully dynamic problem; if only insert and weight decrease (delete and weight increase) operations are allowed, then we refer to the incremental (decremental) problem.
Previous works and motivations. Many solutions have been proposed in the literature to find and update shortest paths in the sequential case on graphs with non-negative real edge weights (e.g., see [1, 13] for a wide variety). The state of the art is that no efficient fully dynamic solution is known for general graphs that is faster than recomputing everything from scratch after each update, both for single-source and all-pairs shortest paths. Actually, only output bounded fully dynamic solutions are known on general graphs [6, 14] .
Some attempts have been made also in the distributed case [4, 7, 9, 12, 15] . In this field the efficiency of an algorithm is evaluated in terms of message, time and space complexity as follows. The message complexity of a distributed algorithm is the total number of messages sent over the edges. We assume that each message contains O(log n + R) bits, where R is the number of bits available to represent a real edge weight, and n is the number of nodes in the network. In practical applications messages of this kind are considered of "constant" size. The time complexity is the total (normalized) time elapsed from a change. The space complexity is the space usage per node.
In [7] , an algorithm is given for computing all-pairs shortest paths requiring O(n 2 ) messages, each of size n. In [9] , an efficient incremental solution has been proposed for the distributed all-pairs shortest paths problem, requiring O(n log(nW )) amortized number of messages over a sequence of edge insertions and edge weight decreases. Here, W is the largest positive integer edge weight. In [4] , Awerbuch et al. propose a general technique that allows to update the all-pairs shortest paths in a distributed network in Θ(n) amortized number of messages and O(n) time, by using O(n 2 ) space per node. In [15] , Ramarao and Venkatesan propose algorithms for both finding and updating shortest paths distributively. They propose a distributed algorithm for finding a shortest paths tree of a network with positive real edge weights requiring Θ(n 2 ) messages, O(n 2 ) time, and O(n) space per node. Using this algorithm as a subroutine, they give a solution for the all-pairs shortest paths problem that requires O(n 3 ) messages and time. Furthermore, when only insertions of edges and edge weight decreases are allowed, they propose a distributed algorithm requiring O(n 2 ) messages and time for updating all-pairs shortest paths. Finally, they give algorithms that update single-source (all-pairs) shortest paths in a fully dynamic setting in Θ(n 2 ) (O(n 3 )) messages and time, and show that, in the worst case, the problem of updating shortest paths is as difficult as that of computing shortest paths.
The results of Ramarao and Venkatesan have a remarkable consequence. They suggest that two main directions should be investigated in order to devise efficient fully dynamic algorithms for updating all-pairs shortest paths in a distributed network: i) to study the trade-off between the message, time and space complexity for each kind of dynamic change; ii) to devise algorithms that are efficient in different complexity models (with respect to worst case and amortized analyses).
Concerning the first direction, in [9] an efficient incremental solution has been provided, and the difficulty of dealing with edge deletions has been addressed. This difficulty arises also in the sequential case (see for example [3] ).
In this paper, the second direction is investigated. Concerning the choice of a different complexity model, we observed that the output complexity [5, 6, 13] was a good candidate. In fact, the output complexity has been shown to be a robust measure of performance for dynamic algorithms in the sequential case [2, 5, 6, 13, 14] . This notion applies when the algorithms operate within a framework where explicit updates are required on a given data structure. In such a framework, output complexity allows to evaluate the cost of dynamic algorithms in terms of the intrinsic cost of the problem on hand, i.e., in terms of the number of updates to the output information of the problem that are needed after 2 any input update. Here we show the merits of this model also in the field of distributed computation, and show that in several cases it is possible to improve over the results of Ramarao and Venkatesan [15] .
Results of the paper. The novelty of this paper consists of a new efficient and practical solution for the fully dynamic distributed all-pairs shortest paths problem. To the best of our knowledge, the proposed algorithm represents the first solution for this problem, whose message complexity in several cases compares favorably with respect to recomputing everything from scratch after each edge modification. This result is achieved by explicitly devising an algorithm whose main purpose is to minimize the cost of each output update determined by an input modification.
We use the following complexity model. Given an input change σ and a source node s, let δ σ,s be the set of nodes changing either the distance or the parent in the shortest paths tree rooted at s as a consequence of σ. Furthermore, let δ σ = ∪ s∈V δ σ,s and ∆ σ = s∈V |δ σ,s |. We evaluate the message and time complexity of our algorithm as a function of ∆ σ . Intuitively, this parameter represents a lower bound to the number of messages of constant size to be sent over the network after the input change σ. In fact, if the distance from u to v changes due to σ, then at least u and v have to be informed about the change.
We design an algorithm that updates only the distances and the shortest paths that actually change after an edge modification. In particular, if maxdeg is the maximum degree of the nodes in the network, then we propose a fully dynamic algorithm for the distributed all-pairs shortest paths problem requiring in the worst case: O(maxdeg · ∆ σ ) messages and O(∆ σ ) time for insert and weight decrease operations; O(max{|δ σ |, maxdeg} · ∆ σ ) messages and time for delete and weight increase operations. The space complexity is O(n) per node.
, then the given bounds compare favourably with respect to [15] . Some of the ideas the proposed algorithm is based on are borrowed from [6, 13] , while others are new. In particular, we borrowed from [6, 13] : a) the idea of evaluating the cost of shortest paths algorithms in the output complexity model; b) the idea of separating the algorithm for weight increase and delete operations into two activities: i) finding the nodes affected by the operation: ii) determining new distances and parents for these nodes. Except for the above similarities, we use different algorithmic techniques and data structures with respect to [6, 13] .
The paper is organized as follows. In Section 2 we introduce the notation and describe the data structures used throughout the paper. In Sections 3 and 4 we describe the algorithms for weight decrease and weight increase operations, respectively, and prove their correctness and complexity. Finally, in Section 5 we provide some concluding remarks.
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We consider point-to-point communication networks. In these networks, a processor can generate a single message at a time and send it to all its neighbors in one time step. Messages are delivered to their respective destinations within a finite delay, but they might be delivered out of order; that is, the edges are non-FIFO. The distributed algorithms presented in this paper allow communications only between neighbors. We assume an asynchronous message passing system; that is, a sender of a message does not wait for the receiver to be ready to receive the message.
We represent a computer network, where computers are connected by communication links, by an undirected weighted graph G = (V, E, w), where V is a finite set of n nodes, one for each computer; E is a finite set of m edges, one for each link; and w is a weight function from E to positive real numbers. An edge (u, v) is an unordered pair of nodes u and v; u and v are neighbors, and the weight of (u, v) is denoted as w (u, v) . (u, v) , is the minimum weight of all possible paths connecting u to v in G. A shortest path from u to v is defined as any path p such that weight(p) = d (u, v) . If s ∈ V is an arbitrary source node, we denote as T s a shortest paths tree of G rooted at s; for any u ∈ V , T s (u) denotes the subtree of T s rooted at u. Every u ∈ V has one parent (except for s), and a set of children in T s . We assume that each node u knows: i) the identities of all nodes, 1, 2, . . . , n; ii) the identity of each node in N (u); iii) for each u i ∈ N (u), the edge connecting u to u i and the weight w(u, u i ).
We maintain the following data structures. A routing table RT [·, ·], needed to store the information on the all-pairs shortest paths. Each node u in G, maintains only the set of records RT [u, ·] , one record RT [u, v] for each possible destination v ∈ V \ {u}. Each record has two fields: RT [u, v] .weight, and RT [u, v] .via, which denote respectively, the distance between u and v, and the neighbor of u in the path used to determine the weight. In the paper, each subcomponent of the routing table RT [u, v] .field is also denoted as field (u, v) . The space required to store the routing table is clearly O(n) per node. Notice that, the procedures implicitly maintain a shortest paths tree T s for each source s; T s is the tree induced by the set of edges (u, via(u, s)), for each node u reachable from s.
We assume that, when a modification occurs concerning an edge (u, v) in a dynamic network, only nodes u and v are able to detect the change. Furthermore, we do not allow changes to the network that occur during the execution of the proposed algorithm. Finally, for each v ∈ V , d (s, v) denotes the distance from s to v in the graph G obtained from G after an edge modification. In general, in the remainder of the paper, we denote by γ any parameter γ after an edge modification.
We describe the procedures for handling weight decrease and weight increase operations on the edges of a graph; the extension to insert and delete operations, respectively, is straightforward. After an edge modification, for each source s, the proposed procedures correctly update weight(v, s) as d (v, s), and via(v, s) as the neighbor of v in the path used to determine weight(v, s) in G . Both for weight decrease and for weight increase operations, we describe the behavior of the algorithm with respect to a fixed source s. To obtain the algorithm for updating all-pairs shortest paths, it is sufficient to apply the algorithm with respect to all the possible sources.
It is worth noting that, the procedures proposed to update the shortest paths with respect to a fixed source s, do not represent a space efficient fully dynamic distributed solution for the single-source shortest paths problem. In fact, in order to be run, they need to know the information on the all-pairs shortest paths before the edge modification. The proposed solution is based on the following lemma. 
Proof. Let us suppose that y ∈ δ σ,s and that d(x, s) < d(y, s).
Since v ∈ δ σ,s , any shortest path from s to v in G passes through edge (x, y). It follows that there exists in G a shortest path P from s to v having the form P = (s, . . . , x, y, . . . v). This implies that the subpath of P connecting v to y is a shortest path, and the lemma follows. 
end Figure 1 : The decreasing algorithm of node v.
to all its neighbors (that says to the receiver that it has to start the decrease algorithm because the distance from s to v has been improved). This is needed because v does not know its children in T y (since y is arbitrary, maintaining this information would require O(n 2 ) space per node). Only when a node, that has received the message start-decrease(u, s, weight(u, s)), performs line 1, it figures out whether it is child of a node in T y .
Notice that the algorithm of Figure 1 is performed by every node v distinct from y. The algorithm for y is slightly different, as follows:
1. y starts the algorithm when it receives the message start-decrease(u, s, weight(u, s)) from node u ≡ x. This message is sent to y as soon as x detects the weight decrease on edge (x, y);
2. y does not perform the test of line 1;
3. the weight w(v, u) at lines 3 and 5 coincides with w (x, y).
Theorem 3.2 For each node v ∈ T s the algorithm of Figure 1 correcly computes weight(v, s) and via(v, s) after a weight decrease operation on edge (x, y).
Proof. By Lemma 3.1, a new shortest path from s to a node v in G can be found as the chaining of a shortest path from s to x, edge (x, y), and a shortest path from y to v. The algorithm in Figure 1 , for any source node s, enforces the following properties:
• the update of a node v is attempted if and only if the message start-decrease(u, s, weight(u, s)) comes from the parent of v in T y (see line 1);
• a node v may update its distance from s only if its parent in T y has been updated (see line 7).
Therefore, for each source s, the computation of the new distances proceeds by visiting the shortest paths tree T y and, for each visited node v, the search is pruned if and only if the test at line 3 returns a negative answer. 
The time complexity of the algorithm can be derived from the above analysis by eliminating the factor maxdeg from the message complexity. In fact, a node v can send RT [v, s] to all its neighbors in one time step. The space complexity is clearly O(n) per node. 2
Increasing the weight of an edge
As in the case of weight decrease operations, we describe the behavior of the algorithm with respect to a fixed source s. Suppose that a weight increase σ is performed on edge (x, y), that is, w (x, y) = w(x, y) + , > 0. If (x, y) ∈ T (s), then nothing has to be done; in fact, the shortest paths from s to the other nodes are not affected by the change. Otherwise, in order to distinguish the set of required updates determined by σ, we associate a color, denoted as color(q, s), to each node q with respect to s (as in [6] ), as follows:
• color(q, s) = white if q changes neither the distance from s nor the parent in T s (i.e., q is white if weight (q, s) = weight(q, s) and via (q, s) = via(q, s));
• color(q, s) = pink if q preserves its distance from s, but it must replace the old parent in T s (i.e., q is pink if weight (q, s) = weight(q, s) and via (q, s) = via(q, s));
• color(q, s) = red if q increases the distance from s (i.e., weight (q, s) > weight(q, s)).
According to this coloring, the nodes in δ σ,s are exactly the red and pink nodes. For each red or pink node v, we introduce the following notation:
Remark 4.1 If we assume that d(s, x) < d(s, y) then the following facts hold:
• ap s (v) denotes the set of alternative parents of v with respect to s, that is, a neighbor
• 
In Figure 2 we show the concepts introduced so far. In particular, as a consequence of the increase of the weight of edge (x, (v), s) .
The algorithm that we propose for handling a weight increase operation on edge (x, y) consists of the following three phases:
1. Coloring: the red and pink nodes with respect to s are found; this phase terminates when y is aware that all the nodes in T s (y) have been colored. We remark that the coloring phase does not perform any update to RT [·, s] (and, as a consequence, to T s (y)). In particular, a pink node v updates via(v, s) during the boundarization phase, whereas a red node v updates both weight(v, s) and via(v, s) during the recomputing phase.
We now provide three algorithms, each corresponding to a phase, and for each algorithm we also give a detailed description. Each algorithm is locally executed when a node receives a specific message. The table in Figure 3 summarizes the messages used by the algorithms. 
Coloring phase
This is the first phase of the algorithm. At the beginning all nodes in T s (y) are assumed white with respect to s, while at the end of the phase each of such nodes has decided its own color. The pink and red nodes are found starting from y and performing a pruned search of T s (y). The coloring phase of a generic node v = y is given in Figure 4 ; the behaviour of y is sligthly different and is discussed later. Here we just point out that the coloring starts when x and y detect the weight change on edge (x, y): x sends start-coloring(x, s) to y, and y sends start-coloring(y, s) to x. Now we describe in detail the coloring phase of v = y. When v receives the message start-coloring(z, s) it understands that has to decide its color. The behavior of v depends on its current color. Three cases may arise:
The red node v receives the message start-coloring(z, s).
send to z the message end-coloring(v, s); HALT
The non-red node v receives the message start-coloring(z, s). 
if color(v, s)

v is red:
In this case, v performs a different procedure: it simply communicates to z the end of its coloring phase (see line 1 for red nodes). This is done to guarantee that Assumption A2 holds.
Notice that, according to this strategy, at the end of the coloring phase node y is aware that each node in T s (y) has been correctly colored according to the weight increase operation performed on edge (x, y). As remarked above, the algorithm of Figure 4 is performed by every node distinct from y, while the algorithm for y is slightly different. In particular, at line 20, y does not send end-coloring(y, s) to z ≡ x; instead, y starts the boundarization phase by broadcasting the value through T s (y). Figure 5 and is described below. The behaviour of y is slightly different and is described later. When a pink node v receives the message start-boundarization(via(v, s), s, ), it understands that the coloring phase is terminated; at this point v needs only to choose arbitrarily via (v, s) among the nodes in ap s (v), and to set its color to white (lines 2-5). At this point task (i) above has been accomplished.
Boundarization phase
When a red node v receives the message start-boundarization (via(v, s) , s, ) it needs to understand whether it is boundary or not. According to Definition 4.1, v has to know which is the shortest between the old path from v to s (whose weight is now increased by (line 8) (v, s) . At this point task (ii) has been accomplished for node v. As a consequence, at the end of the boundarization phase, the set B s (y), containing all the boundary nodes for s, has been computed and stored in y.
Notice that, the algorithm of Figure 5 is performed by every node distinct from y. The algorithm for y is slightly different. In particular, at line 34, y does not send end-boundarization(y, s, B s (y)) to via(y, s) ≡ x. Instead, y uses this information to start the recomputing phase by broadcasting through T s (y) the set B s (y) to each red node.
Recomputing phase
In this phase, each red node v computes weight (v, s) and via (v, s). The recomputing phase of a red node v is shown in Figure 6 , and described in what follows. Let us suppose that v The red node v receives start-recomputing (via(v, y), s, B s (y) ). send start-recomputing(v, s, B s (y) First of all, by using the information contained in red-children s (v), v propagates B s (y) to the red nodes in T s (v).
for each
Then, if v is not boundary, by Lemma 4.2, two cases may arise concerning the shortest path from s to v in G : (a) it coincides with the shortest path from v to s in G (whose weight is increased by ); (b) it contains a boundary node. Otherwise, (c) the shortest path from s to v in G contains a boundary node.
In any case, v needs to know which is the boundary node giving the shortest connection to s. 
Correctness and complexity
In this section we prove the correctness of the algorithm for weight increase operations and its message complexity. The proof of correctness is provided in terms of the correctness of each phase of the algorithm, namely Coloring (Lemmas 4.3 and 4.4), Boundarization (Lemma 4.6), Recomputing (Lemma 4.7).
Lemma 4.3 The coloring phase is deadlock free.
Proof. When a node v performs the coloring phase (see Figure 4) , it waits for the end of the coloring phase of all its neighbors at line 18. According to Assumptions A1 and A2, during the execution of line 18, node v can answer immediately to requests of its neighbors asking for weight (v, s) and color(v, s) (coming from line 7) and to the color notification of some neighbor (coming from line 17).
Let us assume there is a deadlock, that is, there exists a cycle In the following we show that if the coloring phase starts, all nodes are correctly colored. The proof proceeds by induction as follows. We first prove that y is correctly colored; then we prove that an arbitrary node v is correctly colored, by assuming that all the nodes whose distance from s is smaller than v's distance are correctly colored. • v is pink: by claim C2 above and by inductive hypothesis, there exists an alternative parent z of v that has been correctly colored nonred; hence, the pink color of v is correct;
• v is red: by claim C3 above ap s (v) is empty; this implies that all the alternative parents of v have been colored red. By inductive hypothesis the color of these nodes is correct, and hence the red color of v is correct.
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Lemma 4.5 The boundarization and recomputing phases are deadlock free.
As consequence of claim C1 and by construction of red-children and pink-children (see Figure 5 at lines 10, 11, 21, and 23), the set RP E = ∪ v : v is red or pink (RE(v) ∪ P E(v)) induces a tree rooted at y. With the only exception in line 14 of Figure 5 (but in this case the request is immediately answered), all the communications among nodes are done along the edges of this tree (see Figure 5 at lines 28, 31, and 34, and Figure 6 at line 1), hence no circular waiting is possible and then no deadlock can arise. 2 Lemma 4.6 The boundarization phase is correct.
Proof. First of all, we have to prove that for each pink node v, via(v, s) is correctly computed. Each pink node receives the message start-boundarization propagated from y to all the nodes belonging to the tree induced by set RP E defined in Lemma 4.5 (see Figure 5 , line 28). Then each pink node v perform lines 2-5 and correctly set color(v, s) and via(v, s) by choosing a node in ap s (v), which is not empty (see Claim C2).
To complete the proof we have to show that the set B s (y) is correctly computed, that is, it contains all the boundary nodes in T s (y). By contradiction, let us suppose the information of a boundary node b is not in B s (y). As the pink nodes, all the red ones receive the message start-boundarization. (v) are not permanent data structures. As soon as the computation related to a source s has been terminated, and the one for another source s starts, for each node v, the children of v with respect to s are stored in place of the children of v with respoect to s. We evaluate the message complexity of the algorithm phase by phase.
Coloring:
We first compute the number of messages sent and received by a single node v during the execution of the algorithm of Figure 4 , and then we sum up over all possible red and pink nodes. The worst case, in terms of message complexity, occurs when a white node v that starts the coloring phase receiving the message start-coloring(z, s), fulfills the following conditions: Recomputing: During this phase, node y broadcasts the set B s (y) to the red nodes through the edges of the portion of T s (y) spanning the red nodes. Since B s (y) has size |δ σ,s |, and it is sent over at most |δ σ,s | edges, then then the total number of messages of constant size sent during the recomputing phase is O(|δ σ,s | 2 ).
The total message complexity of the algorithm is O(maxdeg · |δ σ,s | + |δ σ,s | 2 ), that is, the sum of the message complexities of the three phases. In order to evaluate the message complexity of the proposed algorithm in the case of all-pairs shortest paths, it is sufficient to sum up the message complexity of the three phases over all possible sources in δ σ . This 20 gives the following bound:
The time complexity of the algorithm is bounded by the above message complexity. 2
Concluding remarks
We have proposed a fully-dynamic distributed algorithm for the all-pairs shortest paths problem on general networks with positive real edge weights. If ∆ σ is the number of pairs of nodes changing the distance after a single edge modification σ (insert, delete, weight decrease, or weight increase) then the message complexity of the proposed algorithm is O(n∆ σ ) in the worst case. If ∆ σ = o(n 2 ), this is better than recomputing everything from scratch after each edge modification.
A problem harder than the one considered in this paper, having strong impact in practical applications, is the problem of updating shortest paths when multiple edge changes occur simultaneously in the network. Several solutions of this problem rely on the classical Ford-Bellman method, originally introduced in the Arpanet [10] . For example, in [8] Humblet proposes a different solution, based on Dijkstra's algorithm for shortest paths, that overcomes some drawbacks of previous protocols. An interesting further research is to apply the new ideas proposed in this paper, both from an algorithmic and a computational complexity point of view, to this more difficult problem.
