In this paper we develop techniques for determining the dimension of linear systems of divisors based at a collection of general fat points in P n by partitioning the monomial basis for H 0 (O P n (d)). The methods we develop can be viewed as extensions of those developed by Dumnicki. We apply these techniques to produce new lower bounds on multi-point Seshadri constants of P 2 and to provide a new proof of a known result confirming the perfect-power cases of Iarrobino's analogue to Nagata's Conjecture in higher dimension.
Let K be a field of characteristic 0. Given general points p 1 , . . . , p r in P n = KP n , some m = (m 1 , . . . , m r ) ∈ N r , and d ≥ 1, we are interested in determining whether there exists a degree-d hypersurface with multiplicity at least m i at p i for all i. It is an open problem to formulate a general, definitive, and computationally succinct method for answering this question.
Let V n (d) be the vector space of homogeneous degree-d polynomials in n+1 variables, and, let V n (d, m) be the subspace consisting of polynomials which vanish with the prescribed multiplicities at general points. Then we may approach the problem by seeking conditions which determine when the data of (n, d, m) is special ; that is, when it fails to satisfy
Determining these conditions is an area of active research, with many partial results, conjectures, and computational techniques. For n = 2, Nagata studied the homogeneous case of m = (m, . . . , m) in [14] in order to produce a counterexample to Hilbert's 14th Problem. In that paper, he formulated the conjecture bearing his name, which states that if r > 9, d 2 ≤ rm 2 , then V 2 (d, (m, . . . , m)) = 0, and proved the case where r is a perfect square. The HarbourneHirschowitz Conjecture [9, 12] generalizes Nagata's by proposing specific criteria for (2, d, m) to be special (see [15] for a nice explanation). Papers by Dumnicki and Jarnicki prove the Harbourne-Hirschowitz Conjecture for homogeneous multiplicities m ≤ 42 in [3] , and the general case with all multiplicities no more than 11 in [6] . The 2-dimensional case is of particular interest because of its connection to multi-point Seshadri constants of P 2 and the problem of determining the ample cone for rational surfaces (see for example [1] ).
For n ≥ 3, there are some related conjectures, including one from Iarrobino proposing a higher dimensional analogue of Nagata's Conjecture in [13] , which we address in Section 5. In any dimension, the problem of determining speciality is also applicable to Hermite interpolation (see for example [4] ).
Given any particular set of data (n, d, m), there is a definitive "brute force" matrix rank computation for determining dim V n (d, m), which we summarize in Section 1. In [3, 4] , Dumnicki introduces the idea of taking nested subsets of the monomial basis of V n (d), which we index by a set D(d), to recursively reduce this computation to finding the ranks of smaller matrices, many of which are shown to be nonsingular a fortiori by combinatorial arguments.
In Sections 2 and 3, we prove Theorems 2.4 and 3.4, which show that these procedures can be generalized by instead considering a larger class of partitions of D(d).
In Section 4 we describe some constructions for these partitions, expand on Dumnicki's combinatorial criteria for nonsingularity, and thereby produce new algorithms for determining speciality. Our two main theoretical tools here for constructing partitions of the correct kind are Theorem 4.8 and Lemma 4.10. The former constructs partitions using monomial orderings on V n (d), and the latter describes a useful class of partitions which satisfy the combinatorial conditions.
In Section 5 we apply these methods towards producing new bounds on multi-point Seshadri constants of P 2 (summarized in Figure 5 .2), and recovering a theorem of Evain from [8] which proves the perfect-power cases of Iarrobino's Conjecture, generalizing the known perfect-square cases of Nagata's Conjecture to higher dimensions.
The Linear Algebra Set-Up
We will work over a field K of characteristic 0. Given m ≥ 0, n ≥ 1, d ≥ 1, there exists a natural sheaf homomorphism To aid notation, if a = (a 0 , . . . , a n ) ∈ N n+1 , we define |a| = a 0 + · · · + a n , D(d) = a ∈ N n+1 |a| = d , and X a = X 
For any p ∈ P n , there is a natural evaluation map
where J m p (d) is the jet space over p-that is, the fiber of
, and define Π to be the sheaf homomorphism
Therefore we have
To keep track of the fact that the sum is direct, we put an additional index on the indeterminates of polynomials in
We then define
Then γ can then be represented by the matrix M = M (m) defined by
To aid notation, we let
U i so that the rows of M are indexed by U . In particular, we can say
Basically, M multiplies the coefficient vector of a polynomial in V n (d) on the right, and yields a collection of polynomials, which are indexed by U , in the variables {P i,j }.
For any r-tuple of points p 1 , . . . , p r ∈ P n , we have an evaluation map ν p1,...,pr :
whose components are the evaluation maps
. . , m r p r )) to be the kernel of ν p1,...,pr γ-the space of sections of O P n (d) vanishing with multiplicity at least m i at p i for each i. If the points p i are taken to be general, we suppress them in the notation as
We let V If we de-homogenize the system-say, by setting the X i coordinate to 1-then the n = 2 case is Dumnicki's Proposition 9 in [3] . The proof here is essentially the same.
Proof. Since ν p1,...,pr is a homomorphism, it suffices to prove that rk γ D ≤ rk(ν p1,...,pr γ D ).
The rank of γ D is the size of the largest minor of M = M D (m) which is not identically zero as a polynomial-call this polynomial µ. The evaluation of µ at general nonzero pointsp 1 , . . . ,p r ∈ K n+1 is then also nonzero. LetM be the matrix with scalar entries obtained by evaluating each entry of M at the pointsp 1 , . . . ,p r . Letting p i be the point in P n over whichp i lies, we can (non-canonically) identify
We then see that the corresponding minor ofM is exactly µ(p 1 , . . . ,p r ), which is known to be nonzero, and soM has at least the same rank as M .
We will use the word triple to refer to the data of (n, D, m) with the understanding that n ≥ 1, D ⊆ D n (d) for some d ≥ 1, and m ∈ N r for some r ≥ 1. A triple is special if it is not non-special. If n and m are understood, we may call D special or non-special as well.
Notice that this definition specializes to the one given in the introduction when
We point out that the definition splits depending on the sign of #D − #U . In particular 1. if #D < #U , then we say (n, D, m) is over-determined, and it is non-special if and only if V 
Another characterization of speciality for under-or well-defined triples is that a triple is non-special exactly when there are points p i general enough so that the codimension of the lefthand side is equal to the sum of the codimensions of the spaces being intersected on the righthand side.
Partitions of Monomials
Here we present a generalization of Dumnicki and Jarnicki's notion of "reduction" from [3, 5, 6] . The content of this generalization is that instead of reducing one point at a time, we may reduce by several at once. Our notation will also differ slightly from the papers cited because we do not de-homogenize our polynomials by choosing an affine chart. Instead we opt to preserve the symmetry afforded by working over all of P n , which will be put to use in Section 4.
As a bit of notation, if A is any matrix with rows indexed by I and columns indexed by J, we will write (I ′ , J ′ ) to denote the sub-matrix with rows in I ′ ⊆ I and columns in J ′ ⊆ J. As a convention, we will set det(∅, ∅) = 1.
Lemma 2.1 (A Generalized Laplace Rule (GLR)). Let A be any square matrix with rows indexed by (an ordered set) I and columns indexed by (an ordered set) J, and let (I 1 , . . . , I s ) be a partition of I. Let P be the set of partitions (J 1 , . . . , J s ) of J with
Proof. Recursively use the Generalized Laplace Rule for s = 2.
Given a triple (n, D, m), define U , U i , and M = M D (m) as above. Then let (U ′ , D ′ ) be some square sub-matrix of M , and define U
In this situation, we will refer to the summand associated to E in (2.2) as σ(E). For any E ∈ P(U ′ , D ′ ), we can compute directly from (1.1) that, for some scalar κ,
In particular, (2.3) is either zero or has one term as a polynomial. Hence σ(E) is some scalar multiple of the monomial
Notice that the b i depend only on the choice of U ′ ⊆ U , and not on the partition E.
Definition 2.2. Given a triple (n, D, m) and a square sub-matrix (
is a maximal square sub-matrix of M , then we call E a fully exceptional partition.
In the case where U ′ ⊆ U r , so that E = (∅, . . . , ∅, E r ), we call the partition (or just E r ) a reduction.
. One fact to keep in mind is that if #E i = #F i , then a i (E) = a i (F) if and only if the centroid of the points in E i is the same as the centroid of the points in F i . This is a visual trick which may be helpful for looking at examples.
We now state the first main theoretical result. 
In particular, if
We list some special cases in the following corollary. We will use the abbreviated notation
Example 2.6. Here we apply Corollary 2.5.2 to show that no degree 7 curve in P 2 has multiplicity 3 at each of 6 general points. That is, we show V 2 (7, 3 ×6 ) = 0. We claim that Figure 2 .1 illustrates a fully exceptional partition, call it E, of D (7). That σ(E) = 0 follows from Corollary 4.15 below. That no other partition F has a i (E) = a i (F) for 1 ≤ i ≤ 6 can be checked exhaustively, or eyeballed by observing that no other partition F has the same sextuple of centroids of its parts as E.
(Begin by noticing that there are only 3 possible sets of 6 points with the same centroid as E 1 . For each of these, there are 6 or 7 possible sets of 6 points with disjoint from the first with the same centroid as E 2 . Among the 20 cases you end up with, only 3 allow for a set of 6 points disjoint from the first two sets with the same centroid as E 3 . Finally, among these 3 possibilities, only one admits a set of 6 point disjoint from the other sets with the same centroid as E 4 , and that is the case that is shown. By symmetry, we have shown uniqueness.)
Proof of Theorem 2.4. We start by noting that it suffices to prove
Then let P be the set of partitions (
Again applying the GLR, we have
Combining these, we get
We claim that the only summand of (2.6) containing nonzero terms divisible by σ(E) is the one corresponding to (
Furthermore we note that this summand is nonzero by the assumption that (D ′′ , U ′′ ) is nonsingular and that σ(E) = 0. If the claim is true, these terms cannot cancel with terms from other summands, and so the determinant in (2.6) is nonzero as a polynomial. That is, rk
To prove the claim, first notice that det(U ′′ , C ′′ ) is a polynomial in {P i,j |i > k} and det(U ′ , C ′ ) is a polynomial in {P i,j |i ≤ k}. Hence a nonzero summand of (2.6) contains terms divisible by σ(E) if and only if
And, by the exceptionality of E, this product is a nonzero multiple of σ(E) if and only if C ′ = D ′ and F = E.
Generalized Reduction Algorithms
In order to obtain sharper results, we can make a slight generalization to Theorem 2.4.
, and (n, G, m) admits an exceptional partition with respect to some
Then applying Theorem 2.4, and noting that It is a slightly annoying point that we allow for the possibility that G properly contains D. It is not even obvious that this allowance provides any additional information because we are essentially adding points to D only to throw them away again. However, Example 3.2 shows that the generalization is nontrivial.
Example 3.2. In Figure 3 .1, we illustrate a reduction
In particular, D ′′ , which is also illustrated, has #D ′ = #D ′′ , the same centroid as D ′ , and (U ′′ , D ′′ ) nonsingular for suitably chosen U ′′ . These facts can be proved using Corollary 4.4 below.
Pushing this generalization further, we may want to use Corollary 3.1 recursively, which leads us to the following definition. 
In the case where s = r (so that each exceptional partition is a reduction), we simply call this a reduction algorithm.
If #D 0 = edim(n, D, m), then we call the (generalized) reduction algorithm full.
, where D 0 is as in Definition 3.3. In particular, a triple which admits a full generalized reduction algorithm is non-special.
Remark 3.5. This is a generalization of Dumnicki and Jarnicki's notion of "reduction algorithm" from [6] . Our primary innovation here is the case where s < r. That is, instead of reducing one point at a time, we may reduce by several points at once.
Generalized reduction algorithms also generalize applications of Dumnicki's "diagramcutting" method from [3] for showing non-speciality.
The fully exceptional partition given in Example 2.6 above is a demonstration of why this is a nontrivial generalization; it cannot be produced one point at a time by a reduction algorithm. To see this, notice that no single part of the partition has a centroid which cannot arise at the centroid of another non-special collection of six points. That being said, the triple in question, (2, D (7) The author is not aware of a triple for which a full generalized reduction algorithm exists but a full reduction algorithm does not. In fact, it is apparently unknown if any non-special triples exist which do not admit full reduction algorithms (see Conjecture 19 in [6] ).
Proof of Theorem 3.4. By Corollary 3.1, we know that for 1
which proves the theorem.
We note that a generalized reduction algorithm gives rise to a partition of D D 0 . As demonstrated by Example 3.2, the partition is not necessarily exceptional if G i properly contains D i for some i. However if G i = D i for all i, the resulting partition is necessarily exceptional.
This fact implies that the generalization afforded by Theorem 3.4 is only useful for proving non-speciality of over-determined triples. For an under-or well-determined
Now that we have established Theorem 3.4, we can focus on techniques for producing exceptional partitions and reductions. Section 4 describes some criteria for σ(E) = 0 and constructions for reduction algorithms, and Section 5 will use these constructionsas well as some ad hoc methods-to build full generalized reduction algorithms for some interesting examples.
Constructions
Let be any monomial ordering on K[X 0 , . . . , X n ]. Notice induces an ordering on N n+1 , which we will also call , via
Definition 4.1. Suppose E, F ∈ E(D, c) with E = {a 1 , . . . , a c } and F = {b 1 , . . . , b c } with a i ≺ a i+1 and b i ≺ b i+1 for 1 ≤ i < c. Then we define the -lexicographic ordering on E(D, c), for which we will abuse notation and also call , by E ≺ F ⇐⇒ there exists k ≥ 1 so that a k ≺ b k , and a i = b i for all i < k. Proof. This is probably standard, and the proof works for the lexicographic ordering of finite subsets of any well-ordered set. In any event, if F ⊆ E(D, c), then take the minimal element a 1 appearing in any E ∈ F , and let F 1 ⊆ F be the collection of all E ∈ F containing a 1 . Then recursively take the minimal element a i+1 different from a 1 , . . . , a i appearing in any E ∈ F i , and let F i+1 be the collection of E ∈ F i containing a i+1 . Then F c will contain only the minimal element E of F .
Notice, E F does not imply a∈E a b∈F b. For example, using the standard lexicographic ordering on Proof. See Lemma 8 in [4] .
Consider PS as the projective space of lines in S through the origin, and define W S (m − 1, E) to be the subspace of H 0 (O PS (m − 1)) of sections vanishing at all of the points over E. When S is all of Q n+1 (the case we will consider most often), we simply write W n (m − 1, E). Notice that we can identify W n (m − 1, E) with the subspace of homogeneous degree-(m−1) polynomials in Q[A 0 , . . . , A n ] which vanish at every point of E. Hence we can rephrase Lemma 4.3 as saying E with #E = m+n−1 n is special if and only if W n (m − 1, E) = 0. In fact, a closer inspection of the proof we cited in [4] gives us the following. 
In particular, if a well-or under-defined triple (n, F, (m)) is non-special and E ⊆ F , then (n, E, (m)) is non-special.
Also, the following lemma is elementary, but we will use it frequently.
Proof. Notice that W n (m − 1, E ∪ {a}) is the vanishing of a single (possibly zero) linear condition on W n (m − 1, E). Hence, adding a point either reduces the dimension by one or leaves it the same. (7) for which (2, E, (3)) is special. The filled dots represent the points in E.
The following proposition seems innocuous at first, but in light of examples like (4.1), it should actually be somewhat surprising, and the proof is slightly technical. , m) ; that is, F ′ is special. By Corollary 4.4 and Lemma 4.5 we have,
Again using Lemma 4.5, we have
and so the middle dimension must be M − c. Thus F ∪ {a i } is special. Let F ′′ be any minimal (with respect to containment) subset of F with the property that F ′′ ∪ {a i } is special. Note that F ′′ cannot contain only b j with j < i, else
(Remember E is non-special, and by Corollary 4.4, its subsets are as well). Hence (F ′′ {b j }) ∪ {a i } is non-special for some j ≥ i, which implies b j ≻ a i . Consider the following set of properties that some subsetF ⊆ F may have:
We claim that if G satisfies (4.2), then for any b k ∈ F G with k = j, G ∪ {b k } satisfies the properties of (4.2) as well. Noticing that F ′′ satisfies (4.2), this will allow us to apply the claim recursively, adding the points of F F ′′ one at a time, and at the end conclude that (F {b j }) ∪ {a i } is non-special and hence in F (D, c, m). But (F {b j }) ∪ {a i } has a sum strictly less than that of F , contradicting the minimality assumption and proving the theorem.
To prove the claim, suppose G satisfies (4.2). Start by letting b k ∈ F G, k = j. We then have F ′′ ⊆ G ⊆ F , and since F ′′ ⊆ G and F ′′ is minimal, we also have G ∪ {a i } special. So we have only to prove that (G {b j }) ∪ {a i , b k } is non-special. If it were special, then we would have, from two applications of Lemma 4.5,
Since the right-hand sides would then equal, we would be able restrict each space to the set of polynomials vanishing at b j and obtain
However, we know G ∪ {b k } is non-special (it is a subset of F ), and we know G ∪ {a i } is special (it contains (G {b j }) ∪ {a i } which is special by assumption). Hence the dimensions of the two spaces in (4.3) are not equal, and we have a contradiction. Therefore we must have had (G {b j }) ∪ {a i , b k } non-special.
As a corollary of this proposition, we obtain the following theorem, which will be one of our main tools for constructing reductions. In fact, we can think of the reductions constructed by Dumnicki in [3] (by diagram-cutting) and [6] (see Remark 4.19) as applications of Theorem 4.8. 
. , ∅, E).
One useful feature of Theorem 4.8 is that once we know F (D, c, m r ) is non-empty, we may choose any monomial ordering and obtain a reduction. In particular, if we are building a reduction algorithm, we may use a different monomial ordering in each step. We can capitalize on this idea with the following algorithm aimed at proving non-speciality.
Algorithm 4.9.
INPUT: A triple (n, D, m), and an ordered r-tuple of monomial orderings ( 1 , . . . , r ).
OUTPUT: A lower bound on dim V n D (m) and either "non-special" or "undecided". ALGORITHM: Define D r = D. Recursively take the largest c i ≤ mi+n−1 n for which F i = F (D i , c i , m i ) is non-empty, let E i be the minimial element of F i , and define
Notice that Algorithm 4.9 will either prove the non-speciality a triple, or it will come out inconclusive-it cannot prove speciality.
One of the drawbacks of applying Algorithm 4.9 is that computing the minimal element of F i may be quite difficult. In particular, the somewhat naïve approach of using Corollary 4.4 to test each element of E(D i , c i ) (in the order determined by the well-ordering) for speciality until the minimal E i ∈ F i is found (or until F i is found to be empty) may be very computation-heavy.
However, the following generalization of a lemma of Dumnicki allows us to obviate the linear algebra test for speciality for a large class of examples.
Lemma 4.10. Suppose (n, E, (m)) is an over-or well-determined triple. For some k ≤ m, let H 1 , . . . , H k be distinct dimension-n subspaces of Q n+1 which intersectD(d) in parallel hypersurfaces ofD(d). Let E ′ = E ∩ (H 1 ∪ · · · ∪ H k ).
Suppose
Then (n, E, (m)) is special.
2. Suppose that E = E ′ , and that for i = 1, . . . , k
Proof.
First notice that since #E ≤
m+n−1 n , the assumption implies k < m. Now, there exists a nontrivial f ∈ W n (k, E ′ ) vanishing on H 1 ∪ · · · ∪ H k . Hence f vanishes on E ′ , which implies by Corollary 4.4 that (n, E ′ , (m)) is special. Then since E ⊇ E ′ , E must be special as well. . In this case, we necessarily have equality in (4.4) for all i.
Suppose, by way of contradiction, there exists a nontrivial f ∈ W n (m − 1, E), and let S be its vanishing set. Let 1 ≤ i < m and assume S ⊃ H j for all j < i (vacuously if i = 1). Then S consists of the union of all H j with j < i together with a degree m − i + 1 hypersurface. Therefore, since the H j are disjoint, either S ∩ H i has degree m − i + 1 or it is all of H i . However, by our assumption, (4.5) reduces to W Hi (m − i + 1, E ∩ H i ) = 0, so we see that the former possibility is prohibited. Hence S ⊃ H i . Therefore, by induction S contains H 1 , . . . , H m−1 , but since S has degree m − 1, their union must be all of S. But S was also supposed to contain the single point in H m , and hence we have a contradiction.
Example 4.11. In Figure 4 .2, we illustrate a subset E of D(7). Notice that #E ′ = 19 but (6)) is special. One powerful aspect of Lemma 4.10 to notice is that using Condition 2, we can use our knowledge of non-speciality in low dimensions to determine non-speciality in higher dimensions. This arises from the fact that we can re-phrase (4.5) as
First we notice that the case n = 1 is trivial: (1, E, (m)) is always non-special. This follows directly from Corollary 4.4. From here, we apply Lemma 4.10 in two ways: first by applying Condition 2 to construct a large class of non-special (n, E, (m)) for general n; then by describing the case where n = 2 as thoroughly as possible so that we can apply it to specific examples effectively. Proposition 4.14. Any subset E of a scrambled n-simplex of size m has the property that (n, E, (m)) is non-special.
Proof. Use Condition 2 of Lemma 4.10 and induction on n.
We now specialize to the case of n = 2. In this case, we define a row in D ⊆ D(d) to be the (possibly empty) intersection of D with a dimension-2 subspace of Q 3 .
Proposition 4.15. Suppose (2, E, (m)) is an over-or well-determined triple.
1. If there are k < m parallel rows R 1 , . . . , R k so that
2. If E is contained in the union of m parallel rows R 1 , . . . , R m , so that #R i ∩ E ≤ i for all i, then (2, E, (m)) is non-special.
Apply Condition 1 of Lemma 4.10.
2. This condition is equivalent to saying E is a subset of a scrambled 2-simplex of size m. Apply Proposition 4.14.
Our goal now is to apply Proposition 4.15 in such a way as to completely avoid the (possibly computation-heavy) linear algebra test of Corollary 4.4. Roughly speaking, for a given monomial ordering , our strategy for n = 2 will be to take the largest c we can think of for which we can determine the minimal element of F (D, c, m) using only Proposition 4.15. That is, take the largest c for which we can show that the minimal E ∈ E(D, c) satisfying Condition 2 in Corollary 4.15 is greater only than elements of E(D, c) which satisfy Condition 1. This will show a fortiori that E is minimal in
Let be a lexicographic (resp. reverse lexicographic) monomial ordering on K[X 0 , X 1 , X 2 ], say with the convention that X i0 ≺ X i1 ≺ X i2 . Now we define a -row in D to be a row of the form R(k) = {(a 0 , a 1 , a 2 ) ∈ D|a i0 = k}. Then we can define an ordering of -rows
Now for any two -rows
We can now present a generalization of Dumnicki and Jarnicki's notion of "weak m-reduction" from [6] . Let Ω 1 = {1, . . . , m}. Recursively define for 1 ≤ j ≤ k, (7), where is the reverse lexicographic ordering with X 1 ≺ X 0 ≺ X 2 . Here is the step-by-step construction:
i The following Lemma justifies the re-use of the word "reduction".
Remark 4.19. In [6] , only one monomial ordering is considered. The details of the proof of the corresponding lemma from that paper are given in [4] . The "bean-counting" aspect of our proof is mostly the same, but in the end we appeal to Theorem 4.8 to prove that we end up with a reduction.
Proof. First, we prove the case where is a lexicographic monomial order, and then note how the proof must be modified to cover the reverse lexicographic case. We use the notation of Definition 4.16. We assume without loss of generality that is such that
We note that #R
The first inequality is true because Ω j must contain one of u j , u j + 1, . . . , u j + j − 1. Define
Since the u ′ j are by definition distinct integers no more than m, we know that E is a subset of a scrambled 2-simplex of size m. Hence E ∈ F (G, #E, m).
Suppose that F with #F = #E has F ≺ E. Assume E = {a 1 , . . . , a c } with a i ≺ a i+1 and F = {b 1 , . . . , b c } with
This shows that F ∩ R 
Hence by Proposition 4.15, Condition 1, F is in fact special, showing that E is in fact minimal in F (G, #E, m). Therefore we may apply Theorem 4.8, and so E is a reduction.
In the reverse lexicographic case, we do not necessarily have #R ′ i ≥ i. This requires us to choose G more carefully, but the steps are the same as in the lexicographic case. With different notation, Dumnicki proves this case in [4] . Notice that E = D ′ ∪ (G D) is a scrambled 2-simplex of size 5. Hence E ∈ F (G, 15, 5).
There are only two possible F ⊆ G with #F = 15 and F ≺ E; call them F 1 and F 2 , as illustrated. In both cases,
, which necessarily means that previous rows of F i must have contained 3, 4, and 5 elements-this is clearly the case. And because of this fact,
∈ F (G, 15, 5) for i = 1, 2 by Proposition 4.15. Therefore E is a reduction of G.
In light of Lemma 4.18, we are justified in writing the following algorithm. INPUT: d ∈ N, m ∈ N r , an ordered r-tuple of lexicographic or reverse lexicographic monomial orderings ( 1 , . . . , r ).
OUTPUT: A lower bound on dim V 2 (d, m), and either "non-special" or "undecided". ALGORITHM:
, then output "non-special". Otherwise, output "undecided". We also note that Lemma 4.10 can be used to produce higher-dimensional analogues of Definition 4.16 leading to higher-dimensional analogues of 4.21.
Finally, we remark this algorithm could likely be improved by incorporating other techniques such as Cremona transformations, as in the algorithms developed in [6] . We forgo the use of other methods for simplicity and to highlight the power of Lemma 4.18 on its own (see for example the results in Section 5.1).
Notice that there are 12 possible monomial orderings that we can use for each i in the input of the above algorithm. This means there are 12 r possible r-tuples of monomial ordering we could potentially test.
We will use the notation lex(i 0 , i 1 , i 2 ) to denote the lexicographic ordering with X i0 ≺ X i1 ≺ X i2 . We also denote by rlex(i 0 , i 1 , i 2 ) the reverse lexicographic ordering with X i2 ≺ X i1 ≺ X i0 . 
Application of Algorithms
We will apply Theorem 3.4 to examples stemming from two different areas of study. First, we produce new bounds on the multi-point Seshadri constants of P 2 . Second, we recover a result from Evain [8] which generalizes the known cases of Nagata's Conjecture to higher dimensions, proving the emptiness n, D(d), m ×s n when d ≤ ms (with a few well-known exceptions).
Bounding multi-point Seshadri constants of P
2 .
Definition 5.1 (See for example [1] ). Let (X, L) be a smooth polarized variety, p 1 , . . . , p r ∈ X. Then we define the multi-point Seshadri constant of L at p 1 , . . . , p r to be
If the points are taken to be very general and (X, L) is understood, we simply write ǫ(r).
Applying this to the polarized variety (P 2 , O P 2 (1)), we can equate curves with nonzero sections of O P 2 (d) for some d, up to nonzero scalar multiples. Then we can write
In this language, Nagata's Conjecture states that for r ≥ 9, ǫ(r) = 1 √ r
. That ǫ(r) is no more than 1 √ r can be proved from first principles (see for example [1, 15] ), but only for r a perfect square has equality been shown-in fact by Nagata in [14] . . Furthermore, they show that to rule out any one of the rational values, it suffices to show the non-speciality of a finite number of "candidate" triples (we are using the word "triple" differently here than in [11] ). Hence, if enough candidate triples are shown to be non-special, one can produce a lower bound arbitrarily close to the conjectured value of
. If a candidate triple is special, then it is a counter-example to Nagata's Conjecture. While the above example was computed by hand, we used a Mathematica program to systematically perform Algorithm 4.21 on a number of candidate triples using a random collection of r-tuples of monomial orderings. We summarize our results in Figure 5 .2. As a measure of how close a bound e is to the conjectured value 1 √ r of ǫ(r), we use the f -value of our bound (as in [11] ) defined by
A larger f -value corresponds to a better bound. In most cases tested, we were able to quickly produce the best known bounds on ǫ(r).
Non-speciality of n, D(d), m ×s n
Here we indicate how our methods may be used to recover a theorem of Evain confirming and strengthening certain cases of Iarrobino's Conjecture from [13] . Iarrobino's conjecture states that, apart from a few known counter-examples, if d n < rm n , then (n, D(d), m ×r ) is non-special. Notice that the 2-dimensional case is Nagata's Conjecture. Theorem 5.3, originally proved by Evain in [8] , confirms the conjecture, in fact with weak inequality, for the case where r = s n for some s ∈ N. is non-special. In particular, the linear series of degree-d hypersurfaces in P n based at s n general points with multiplicity at least m is empty.
We start with the case where d is strictly less than ms, and then sketch how to extend this to to the case of equality-first in some base cases, and then by induction on n. These hyperplanes will partition D(d) into s n parts as E = (E 1 , . . . , E s n ). Because µ is irrational, no integral points will lie on the hyperplanes. And because µ < m and the arrangement of the hyperplanes, each E i is a subset of a scrambled n-simplex of size m. And finally, one can use a simple recursive argument to show that E is (fully) exceptional. ). E i is denoted by an i for i = 1, . . . , 9 and A, . . . , G for 10, . . . , 16 respectively.
Example 5.5. In Figure 5 .3, we demonstrate Proposition 5.4 for the triple (2, D(11), 3 ×16 ) by exhibiting the prescribed exceptional partition.
Intuitively, the addition of δ in the proof is designed to eliminate the possibility that points of D(d) lie on the hyperplanes-to avoid "borderline" points. When d = ms, we have no "buffer", so adding δ > 0 may give us parts of our partition which are too big and therefore not a subset of a scrambled n-simplex of size m. So when d = ms, we use almost the same construction for our partitions, but we make careful choices about where to send the borderline points (compare Examples 5.5 and 5.7). In the cases excluded by Theorem 5.3, it is not possible to make these choices and end up with an exceptional partition, but in all other cases it is. We do this explicitly for our base cases, which sets us up for induction on n. Sketch of Proof. For the case of n = 2, s ≥ 4, we show that one is able to reduce to Proposition 5.4. We construct the partition in two steps. The first 6s − 9 parts form a "border" around D(sm), whose complement is a translation of D(sm − 3m − 3). Then the remaining (s − 3) 2 parts can then by constructed using Proposition 5.4 since sm − 3m − 3 < (s − 3)m. Rather than giving all of the details, we refer the reader to Example 5.7 for an illustration.
For the other two cases, explicit descriptions of E are also possible. Example 5.7. In Figure 5 .4 we demonstrate the first part of Lemma 5.6 by illustrating the first step in the prescribed full generalized reduction algorithm for 2, D(15), 3 ×25 . We see that the partition is exceptional because no other sextuple of points has the same centroid as E 1 , no pair of disjoint sextuples of points F 2 , F 3 with σ(F 2 ), σ(F 3 ) = 0, have the same centroids as E 2 and E 3 respectively, etc. The remaining points form a translation of D(3), and by Proposition 5.4, there exists an exceptional partition of (2, D(3), (3 ×4 )). Notice that the key to making this construction work is that s ≥ 4 so that we can reduce to Proposition 5.4.
Finally we prove the inductive step, which gives rise to the theorem.
Sketch of Proof of Theorem 5.3. The case of d < sm already being covered, we fix m and s, let d = sm, and induct on n. Given the base cases from Lemma 5.6, this will prove the theorem. We again construct the partition E in two steps. The first s n − (s − 1) n parts will partition Let π be the projection of D n (sm) onto D ′ via (a 0 , . . . , a n ) → (a 0 , . . . , a n−1 , 0). Let E 
