Abstract
Introduction
Support vector machines (SVMs) proposed by Vapnik, is a novel method for machine learning ([1]， [2] ， [3] ， [4] ). Due to its excellent learning capability, It has become a hot spot of the machine learning field and applied successfully to many application fields. But as an immature novel technique, it still needs further improvements; when it is concerned to solve the problem with fuzzy information( [9] , [10] , [11] ). for instance, the output ( 1, , ) Machine Based on the Weighted Margin（ NFSVM） [13] and Possibilistic Support Vector Machine(PSVM) [14] . In NFSVM, the training points' fuzzy informations are represented by fuzzy member and fuzzy margin thus the fuzzy classification problem is transformed to a quadratic programming problem. In PSVM, the training points' fuzzy informations are represented by possibilistic member and possibilistic margin thus the fuzzy classification problem is also transformed to a quadratic programming problem. But the value of the final obtained classification functions (the output of the testing points) for both of the two techniques are still 1 or -1 (positive class or negative class).
In this paper, we study the fuzzy classification problem , in which the training points include the full fuzzy information, i.e., the input of the training points is the membership grades of the positive and negative class, the sum of which is 1. In this technique, both of the training points' output and the value of the constructed fuzzy optimal classification function are triangle fuzzy numbers. This technique is similar to the above three techniques for using the optimization method to solve the fuzzy classification problem in which the training points include fuzzy information. But the difference is that, in this method, the fuzzy optimization method is used to solve the fuzzy classification problem in which the training points include fuzzy information so that the fuzzy information in the training points are included naturally in the fuzzy programming and the obtained fuzzy optimal classification function is still fuzzy. That is to say, given an arbitrary testing point input, substitute it to the fuzzy optimal classification function, and the output are triangle fuzzy numbers. Thus the testing points and the training points are matched in the form and reach agreement in the logic. While the other three techniques are based on ordinary optimization method to solve the fuzzy classification problem with the training points including fuzzy information; thus the final obtained classification function is determinate (without fuzzy feature), which leads to the output of the testing points are determinate ,i.e., positive class or negative class, and not matched to form of the training points' output (fuzzy membership grades); so that the error would occur when the training points are used as testing points to make the LOO error estimation [4] .
Fuzzy Support Vector Classification
A kind of special triangle fuzzy number is introduced as an extension of positive class symbol 1 or negative class symbol -1 .when the input of a training point is positive class membership
, we define the corresponding output as the following triangle fuzzy number
Similarly, when the input of a training point is negative class membership grade
, the corresponding output triangle fuzzy number is 2 2
Thus we can use ) , ( y x to represent a training point's input x and the output ỹ , where ỹ is a triangle fuzzy number as shown in（1）or（2）. Also the following Corresponding relationship can be obtained. ,
.
if x is positive if x is negative
also can be used to represent a training point's input x and the output  .
Based on the above triangle fuzzy numbers, given the training set of classification is
is a triangle fuzzy number as shown in (1) or (2) 
Definition 1 Suppose a fuzzy training set as shown in (6) or (7), given a confidence level 
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Pos  is a feasibility estimate of the fuzzy event [5] . Then fuzzy training set (6) or (7)is considered to be fuzzy linearly separable, and the corresponding fuzzy classification problem be fuzzy linearly separable. Theorem 1. Inequality (8) in Definition 1 is equivalent to the following real inequalities: ( (1 ) )(( ) ) 1, 1, , , (1 ) ) ( (1 ) ) 0, ( (1 ) )( (1 ) )( )
Programming （10）is a convex quadratic programming. After getting its optimal solution
, we can get the certain optimal classification hyperplane (see [4] ) :
( (1 ) ) ( ( (1 ) )( ) ( (1 ) )( ))
For the Fuzzy Support Vector classification, however, we expect to obtain an fuzzy optimal classification function whose value is a triangular fuzzy number j ỹ as shown in (1) and (2), which can be achieved through
and the following function (12):
, 
Conclusion
From the above discussion, we can achieve the following algorithm. （ 1 ） Given a fuzzy training set (4) 
