This paper proposes a new method for tumor classification using gene expression data, which mainly contains three steps. Firstly, the original DNA microarray gene expression data are selected using t-statistics. Secondly, the selected genes are modeled by Independent Component Analysis (ICA). Finally, Support Vector Machine (SVM) is used to classify the modeling data. To show the validity of the proposed method, we apply it to classify two DNA microarray data sets involving various human normal and tumor tissue samples. The experimental results show that the method is efficient and feasible.
Introduction
In the past several years, DNA microarray technology has attracted tremendous interest in both the scientific community and industry. Generally, microarray expression experiments allow the recording of expression levels of thousands of genes simultaneously. These experiments primarily consist of either monitoring each gene multiple times under various conditions, 18, 21 or alternately evaluating each gene in a single environment but in different types of tissues, especially cancerous tissues. 1, 10, 27, 28 Those of the first type have allowed for the identification of functionally related genes due to common expression patterns, 6, 18 while the latter experiments have shown promise in classifying tissue types.
1,10
With the wealth of gene expression data from microarray being produced, more and more new prediction, classification and clustering techniques are being used for the analysis of data. Up to now, several studies have recently reported the application of microarray gene expression data analysis for molecular classification of cancer. 1, 5, 9 And, the analysis of differential gene expression data has been used to distinguish between different subtypes of lung adenocarcinoma 4 and colorectal neoplasm. 19 Also, the work that predicts clinical outcomes in breast cancer 23, 26 and lymphoma 18 from gene expression data has been proven to be successful.
In spite of the harvests achieved till now, one of the challenges of bioinformatics is to develop new efficient ways to analyze global gene expression data. A rigorous approach to gene expression data analysis must involve an up-front characterization of the structure of the data. In addition to a broader utility in analysis method, principal component analysis (PCA) 2, 22, 25 can be a valuable tool in obtaining such a characterization. In gene expression data analysis applications, PCA is a popular unsupervised statistical method for finding useful eigenassay or eigengene. 2 One goal for the PCA technique is to find a "better" set of eigenassay so that in this new basis the snapshot coordinates (the PCA coefficients) are uncorrelated, i.e. they cannot be linearly predicted from each other. One character of the PCA technique is that only second-order statistical information is used. However, in the task such as classification, much of the important information may be contained in the high-order relationships among samples. And thus, it is important to investigate whether generalizations of PCA, which are sensitive to high-order relationships, not just second-order relationships, are advantageous or not. Usually, independent component analysis (ICA) 3,29 is one of such generalizations. A number of algorithms for performing ICA have been proposed. See Ref. 15 for the details of reviews. Here, we shall employ FastICA, which has been proposed by Hyvärinen 14 and proven successful in many applications. We performed ICA on the gene expression data set preprocessed by tstatistics, the outputs of ICA were then classified using support vector machine (SVM). To validate the efficiency, the proposed method is applied to two different DNA microarray data sets including colon cancer data 1 and acute leukemia data. 10 Finally, the prediction results show that our method is efficient and feasible. This paper is organized as follows. Section 2 briefly discusses the linear ICA model, the gene selection strategy based on the t-statistics and the feature extraction method using ICA. The predication results for applying the proposed method to the DNA microarray data sets are given in Sec. 3. Some conclusive remarks and future works are included in Sec. 4.
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Methods
Independent Component Analysis
ICA is a useful extension of PCA that has been developed in context with blind separation of independent sources from their linear mixtures.
7 Such blind separation techniques have been used, for example, in various applications of auditory signal separation, medical signal processing, and so on. Roughly speaking, rather than requiring that the coefficients of a linear expansion of the data vectors be uncorrelated as in PCA, in ICA these coefficients must be mutually independent (or as independent as possible). This implies that higher order statistics are needed in determining the ICA expansion.
Considering an n × p data matrix X, whose rows r i (i = 1, . . . , n) correspond to observational variables and whose columns c j (j = 1, . . . , p) are the individuals of the corresponding variables, the ICA model of X can be written as:
Without loss of generality, A is an n × n mixing matrix, and S is an n × p source matrix subject to the condition that the rows of S are as statistically independent as possible. Those new variables contained in the rows of S are called as "independent components", i.e. the observational variables are linear mixtures of independent components. The statistical independence between variables can be quantified by mutual information I = H(s k )−H(S), where H(s k ) is the marginal entropy of the variable s k , and H(S) is the joint entropy. Estimating the independent components can be accomplished by finding the right linear combinations of the observational variables, since we can invert the mixing as:
There are a number of algorithms for performing ICA. 7, 15, 29, 30 In this paper, we shall employ the FastICA algorithm, which was proposed by Hyväinen, 14 to address the problems of tumor classification. In this algorithm, the mutual information is approximated by a "contrast function":
where G is any nonquadratic function and v is a normally distributed variable. Please refer to further literature.
14 Like PCA, ICA can remove all linear correlations. By introducing a nonorthogonal basis, it also takes into account higher-order dependencies in the data. Particularly, ICA is in a sense superior to PCA, which are just sensitive to secondorder relationships of the data. And, the ICA model usually leaves some freedom of scaling and sorting by convention, the independent components are generally scaled to unit deviation, while their signs and orders can be chosen arbitrarily.
ICA models of gene expression data
Now let the n × p matrix X denote the gene expression data (generally speaking, n p), x ij is the expression level of the jth gene in the ith assay. r i (a p-dimensional vector), the ith row of X, denotes the snapshot of the ith assay. Alternatively, c j (an n-dimensional vector), the jth column of X, is the expression profile of the jth gene. We suppose that the data have already been preprocessed and normalized, i.e. every gene expression profile has mean zero and standard deviation one.
Regardless of which algorithm is used to compute ICA, we can apply ICA to model gene expression data as shown in Fig. 1 . In this model, the snapshots r i in X are considered to be a linear mixture of statistically independent basis snapshots (eigenassay) S combined by an unknown mixing matrix A. The ICA algorithm learns the weight matrix W, which is used to recover a set of independent eigenassays in the rows of U. In this architecture, the snapshots are variables and the gene expression profile values provide observations for these variables. Essentially, this method coincides with the traditional ICA like the model of cocktail problem.
7 Projecting the input snapshots onto the learned weight vectors produces the independent basis snapshots. As a result, the corresponding mixing and unmixing models can be represented as follows:
In this approach, ICA is used to find a matrix W such that the rows of U are as statistically independent as possible. The independent eigenassays estimated by the rows of U are then used to represent the snapshots. The representation of the snapshots consists of their corresponding coordinates with respect to the eigenassays defined by the rows of U, as shown in Fig. 2 . These coordinates are Fig. 1 . The gene expression data synthesis model. To find a set of independent basis snapshots (eigenassay), the snapshots in X are considered to be a linear combination of statistically independent basis snapshots (eigenassay, the rows in S), where W is the unmixing matrix and
is an unknown mixing matrix. The independent eigenassay is estimated as the output U of the learned ICA. contained in the rows of mixing matrix A = W −1 . Clearly, every coordinate a j (row of A) is an n-dimensional vector while the snapshot r i is a p-dimensional vector. In general, the number of genes in a single assay is in the thousands while the number of assay is up to hundreds. So the above procedure can be used to compress the gene expression data.
Gene selection
Although the procedure outlined above can handle a large number (thousands) of genes, only a subset of genes is of interest in practice. Hence, it is necessary for one to look for an efficient method for selecting the genes. For two-class prediction problem, the selection and ranking of the genes can be made based on the simple t-statistics:
This method allows to find the individual gene expression profiles that help to discriminate between two classes by calculating for each gene expression profile g j a score based on the mean µ (respectively σ 2 j ) of each class of samples. In this study, we ranked the genes by their scores and retained a set of the top 500, 1000 and 2000 genes of the two data sets for ICA, respectively.
Classifiers
After processing the gene expression data using t-statistics and ICA, the final step is to classify the data set. There have been many methods for performing the classification tasks so far, such as radial basis function neural network (RBFNN), 24 and successively extended by a number of other researchers. This model, which is of remarkably robust performance with respect to sparse and noisy data, is becoming a system of choice in a number of applications from text categorization to protein function prediction. When used for classification, SVM can separate a given set of binary labeled training data with a hyperplane that is maximally distant from them (the maximal margin hyperplane). For the cases in which no linear separation is possible, they can work in combination with the technique of "kernels", which automatically realizes a nonlinear mapping to a feature space. Generally, the hyperplane founded by the SVM in feature space corresponds to a nonlinear decision boundary in the original space.
Without loss of generality, let the ith input sample
n ) be the realization of the random vector β. And this input sample is labeled by the random variable γ ∈ (−1, 1). Assume that φ : U ⇒ V is a mapping from the input space U to a feature space V , and that we have a set of samples θ of m labeled data points:
The SVM learning algorithm is to find a hyperplane (ω, b) such that the quantity:
is maximized, where · denote an inner product, the vector ω has the same dimensionality as V , ω 2 is held a constant, b is a real number and γ is called the margin.
The quantity ( ω, φ(β i ) − b) corresponds to the distance between the point β i and the decision boundary. When multiplied by the label γ i , it gives a positive value for all correct classifications and a negative value for all the incorrect ones. The minimum of this quantity over all the data is positive if the data is linearly separable, which is called as the margin. Given a new data sample β to be classified, a label is assigned according to its relationship to the decision boundary, and the corresponding decision function is:
Experimental Results
In this section, we shall demonstrate the efficiency and effectiveness of the proposed methodology described above by classifying two data sets with various human tumor samples.
Datasets
In this study, two cancer classification problems are considered. For this purpose, there are two publically available microarray datasets used. They are colon cancer data 1 and acute leukemia data 10 respectively. In these datasets, all data samples have already been assigned to a training set or test set. An overview of the characteristics of all the datasets can be found in Table 1 . 
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Experiments
We respectively chose 500, 1000 and 2000 genes using the t-statistics described in Sec. 2.3 for analyses. ICA model was first used on the chosen data sets to extract independent eigenassays, then the SVM was applied to classify the samples using their representations corresponding to independent eigenassays. In this paper, we employ the FastICA algorithm and SVM with polynomial kernels to address the problems.
To state the procedure more clearly, we use the above method to process the colon data for an example. The original training data X tn and test data sets X tt are 2000 × 40 and 2000 × 22 matrix respectively (i.e. every set of 62 samples has 2000 genes). By retaining the 500 (or 1000, 2000, respectively) top genes based on the scores achieved by Eq. (6) from only the training data set, X tn and X tt are turned into 500 × 40 and 500 × 22 matrixes, respectively.
To use ICA, we transpose X tn and X tt so that they are 40 × 500 and 22 × 500 matrixes. The samples (snapshots) are now in the rows of X tn and X tt . To simplify the computation, we normalized the expression values for each of the genes such that each sample has zero mean and unit variance. We performed ICA on X tn to produce two matrixes U and A tn such that
Hence, the rows of A tn contain the coefficients (representations) of the linear combination of statistically independent sources (rows of U) that comprise X tn . For test set X tt , we can achieve their representations by the following equation:
After achieving the representations of the training and test data, we then use A tn and their corresponding label to train SVM, and finally use A tt and their corresponding label to assess the performance.
Processing of another dataset is in principle similar to the ones described above. To obtain reliable experimental results showing comparability and repeatability of the different numerical experiments, this study not only uses the original division of each data set in training and test set, but also reshuffles all datasets randomly. In other words, all numerical experiments are performed with 20 random splitting of the two original datasets. And, they are also stratified, which means that each randomized training and test set contains the same amount of samples of each class compared to the original training and test set.
The classification results for tumor and normal tissues using our proposed method (Method 10) are displayed in Tables 2 and 3 . For each classification problem, the results represent the statistical means and standard deviations on the original data set and 20 randomizations as described above. Since the random splits for training and test set are disjoint, the results given in Tables 2 and 3 are unbiased and can in general also be too optimistic. To show the efficiency and feasibility of the method proposed in this paper, the results using other nine methods are also listed in Tables 2 and 3 for comparison. These nine methods can be subdivided in two steps: dimensionality reduction and classification. For dimensionality reduction, classical PCA as well as kernel PCA (with linear or RBF kernel) are used. Fisher discriminant analysis (FDA) and least squares support vector machine (LS-SVM) are then used for classification. Note that these methods and results were reported in literature, 17 where the divisional method of each training and test data set is the same as ours.
From Tables 2 and 3 depicted above we can see clearly that our proposed method is indeed efficient and feasible. In the next section, we will analyze the experimental results of the two data sets synthetically. Tables 2 and 3 , and also in Figs. 5 and 6.
Comparison for different methods
From these results we can see that the mean accuracy on test set of the method proposed in this paper is highest yet its standard deviation is lowest, which implies that the method is relatively steady, and the improvement is remarkable. Also, such improvement is embodied in every dataset, as shown in Tables 2 and 3 .
To roundly assess the performance of all the ten methods, we have also compared the mean accuracies and their standard deviations on the two training sets. The 
The effect of gene numbers used in ICA
From Tables 2 and 3 , we can see that with the decrease of genes used in ICA, the accuracy of Leukemia data will increase but its standard deviation will decrease, which means that the result will become better and better. Yet, this tendency is not embodied in the colon dataset. In other words, we have not found in the experiment that there is a certain relationship between the accuracy and the number of genes used in ICA. In addition, it can be also observed in experiments that the change of accuracy and its standard deviation for our proposed approach is not remarkable when the number of genes changed is within a relatively larger range, which means that the method proposed in this paper is relatively robust.
Conclusions
In this paper, we have presented independent component analysis methods for the classification of tumors based on microarray gene expression data. The methodologies involve dimension reduction of high-dimensional gene expression data using t-statistics and ICA, followed by the classification applying SVM. We have also illustrated the efficiency and effectiveness of the methods in predicting normal and tumor samples from two human tissues.
Since independent component analysis is a statistics based method, so the number of genes used in this model should not be too small, otherwise, the results using few genes for classification may be much accurate. On the other hand, the tumor is generally determined by many genes as well as the interactions among them. Considering the biological significance, we think that the classification using a relatively large number of genes may be more reasonable.
In the future, we will study the application of other ICA models, e.g. nonlinear ICA models, 29 in the tumor classification, and investigate to use the method proposed in this paper on the application of more gene data sets.
