In this paper we explore some class of non-selfadjoint operators acting in a complex separable Hilbert space. We consider perturbation of a non-selfadjoint operator by a socalled "lower term" which is also a non-selfadjoint operator. Our considerations founded on known spectral properties of the real component of a non-selfadjoint operator. Using a technic of the sesquilinear forms theory we establish a compactness property of the resolvent, obtain an asymptotic equivalence between a real component of the resolvent and a resolvent of the real component of the non-selfadjoint operator. We conduct a classification of nonselfadjoin operators by belonging of their resolvent to the Schatten-von Neumann class and formulate the sufficient condition for completeness of root vectors. Finally we obtain an asymptotic formula for the eigenvalues.
Introduction
Remarkable that initially perturbation theory of selfadjoint operators was born in the works of M. Keldysh [21] - [23] and had been motivated by the works of such famous scientists as T. Carleman [13] and Ya. Tamarkin [52] . Over time, many papers have been published within the framework of this theory, such as F. Browder [10] - [12] , M. Livshits [37] , B. Mukminov [47] , I. Glazman [14] , M. Krein [36] , B. Lidsky [38] - [40] , A. Marcus [41] - [42] , V. Matsaev [43] - [45] , S. Agmon [2] - [3] , V. Katznelson [20] . Nowadays' there exists a huge amount of theoretical results [51] which can be used for studying certain non-selfadjoint operators represented by the sum of some selfadjoint or normal operator and the operator-perturbation. But one thing is clear, for using this results we must have some decomposition of the initial operator on the sum of a main part so-called non-perturbing operator and a lower term operator-perturbation. Remarkable that the main part must be an operator of a special type mainly a selfadjoint or normal operator. If we consider the case when in our decomposition the main part neither selfadjoint nor normal and we can not approach a required decomposition in an obvious way, then we can use other technique based on the property of the real component of the initial operator. This is a subject of the further consideration.
Denote positive real constants by C, C i , i ∈ N 0 . We mean that value of C can be different in various formulas but the values of C i , i ∈ N 0 are certain. Denote by B(H) the set of linear bounded operators acting in a Hilbert space H and having as a domain of definition whole space H. Everywhere further we consider linear densely defined operators acting in a separable complex Hilbert space H. Symbols D(L), R(L) denote respectively a domain of definition and a range of the operator L. Symbol P(L) denotes a resolvent set of the operator L. Symbol R L (ζ), R L := R L (0), ζ ∈ P (L) denotes a resolvent of operator L. Define s -numbers of a compact operator L as: s i (L) = λ i (N), i = 1, 2, ... , r(N), where λ i (N) are eigenvalues of the operator N := (L * L) 1/2 , r(N) = dim R(N). If r(N) < ∞, we suppose s i = 0, i = r(N) + 1, 2, ... . Following to terminology of [15] , we use a term "algebraic multiplicity" meaning by this the dimension of the root vectors subspace corresponding to the certain eigenvalue. The sum of all algebraic multiplicities of an operator L we denote by ν(L). We use the following definition of a Schatten-von Neumann's class S p (H) of compact operators
The set of compact operators we denote by S ∞ (H). Following to the definition given in [51] , denote by µ(L) an order of the operator L with a compact resolvent, if we have an estimate λ n (R L ) ≤ C n −µ , n ∈ N, 0 ≤ µ ≤ ∞. The case µ = ∞ corresponds to the case when the operator R L is Volterra's operator. Denote by L R := (L + L * ) /2, L I := (L − L * ) /2i respectively so-called a real and imaginary component of the operator L. We use a notationL for a closure of the operator L. According to terminology of T. Kato [19] , we use the term "numerical range" of an operator L and denotation Θ(L), meaning by this a range of the quadratic form (Lf, f ) H , f ∈ D(L), f H = 1. When we use a symbol Θ(L), we mean a closure of the set Θ(L). We use the definition of a sectorial property given in [19, p.280] in accordance with which an operator L is sectorial if its numerical range belongs to the closed sector L γ := {ζ : | arg(ζ − γ)| ≤ θ < π/2} with a vertex γ and a semi-angle θ. We say that an operator has a canonical sectorial property if Im γ = 0, γ > 0, in this case we call L 0 canonical sector. Using terminology of [19] , we say that an operator L is strictly accretive if the following relation holds Re(Lf, f )
Using the definition of [19, p.279] we call an operator L m-accretive if the next relations holds
L is sectorial and L + β is m-accretive for some constant β. We call an operator L symmetric if one is densely defined and the next relation holds (Lf, g)
Applicable to a symmetric operator, we use a term "positive operator" meaning by this that values of the quadratic form of the operator is nonnegative. Following the notations of [19] , we consider a sesquilinear form (in further form) t[f, g] defined on a linear manifold of a Hilbert space H, with corresponding quadratic form t[f, f ] := t[f ]. The real and imaginary component of the sesquilinear form t we denote respectively by Re t = (t + t * )/2, Im t = (t − t * )/2i, where
According to these definitions we have
. A closure of a sesquilinear form t we denote byt. Analogously to the case of operators, we define a numerical range Θ(t) of the sesquilinear form t[u, v] as a range of the corresponding quadratic
We call a sesquilinear form t sectorial if its numerical range belongs to the sector with the vertex γ situated at the real axis and the semi-angle 0 ≤ θ < π/2. Let t is a closed sectorial form, a linear manifold 
It is well-known due to the theorem 1.27 [19, p.318 ] that the form k is closable. Let t =k and let T t be associated (theorem 2.7 [19, p.323] ) with the form t m-sectorial operator. Then in accordance with the definition [19, p.325 ] the operator T t is called Friedrichs extension of L.
Everywhere further if it is not stated otherwise, we use the notations accepted in the literature [15] , [19] , [50] . Consider the pair of complex separable Hilbert spaces H, H + with the assumptions
This denotation means that H + is dense in H as a set of the elements and we have a bounded embedding provided by the inequality
moreover any set bounded in the sense of the norm H + is compact in the sense of the norm H.
Denote by H L , · L respectively the energetic space generated by the operator L and the norm in this space (more detailed [53] , [46] ). We consider the non-selfadjoint operators which can be represented by the sum W = T +A with the certain assumptions relative to a main part -operator T and a lower term -operator A, both of these operators act in H. We assume that there exists a linear manifold M ⊂ H + dense in H + on which the operators T, A are well defined with their adjoint operators. In further we suppose that the following conditions are fulfilled 
Main results
In this section we formulate abstract theorems which are generalizations of some particular results obtained by the author. Firstly we generalize the proposition establishing the sectorial property of the operator acting in a separable Hilbert space. Proof. Due to the first inequalities of (i),(ii) and the estimate (2) we can conclude that the operator W is strictly accretive i.e.
In consequence of the theorem 3.4 [19] the operator W is closable. Let us prove that the operator W is canonical sectorial. For this purpose using the conditions (3) consider the estimate
Obviously, we can extend the last relation by the following
and we can conclude that D(W ) ⊂ H + . On the another hand for the imaginary part of the form, we have the estimate
Using calculations and the second inequality (i), applying Jung's inequality, we get
where f = u + i v. Due to the Cauchy Schwartz inequality, second inequality (ii), for arbitrary positive ε, we have
Finally, we have the following estimate
Thus we can conclude that for arbitrary k > 0 the next inequality holds
Using the continuity property of an inner product, we can extend the last inequality for the operatorW . Respectively choosing the value of the parameter k, we get
The last inequality implies that the numerical range of the operatorW belongs to the sector L γ with the vertex situated at the point γ and a semi-angle θ = arctan(1/k). Solving the quadratic equation obtained from (2) relative to ε, we get a positive root ξ corresponding to value γ = 0 and the following description for the coordinate of the sector vertex
From this description follows that the operatorW has a canonical sectorial property. We can obtain some useful formula. Consider in detail the canonical case when γ = 0. In this case due to (2) , (10), we get
Finally, we should notice that the proof corresponding to the case of the operatorW + immediately follows from formal adjointness of the operator and the continuity property of an inner product which we have to apply on the step of the inequality (5). The proof of this lemma is complete.
Lemma 2. The operatorsW ,W
+ are m-accretive, their resolvent sets contain a half-plane {ζ :
Proof. Let us prove the theorem for the case corresponding to the operatorW . Due to lemma 1 we know that the operatorW is canonical sectorial i.e. the numerical range ofW belongs to the sector L 0 . In consequence of theorem 3.2 [19, p .268] we come to conclusion that R(W − ζ) is closed space for any ζ ∈ C \ L 0 and the next relation holds 
Let us prove fulfilment of the first relation of (13) . For this purpose assume that ζ 0 ∈ C \ L 0 , Reζ 0 < 0. In consequence of the strictly accretive property (4), we have
Since the operatorW − ζ 0 has a closed range R(W − ζ 0 ), then
Note that the intersection of the sets M and R(W −ζ 0 ) ⊥ is empty, because if we assume otherwise, then applying the inequality (14) for any element u ∈ M ∩ R(W − ζ 0 ) ⊥ , we get
hence u = 0. Thus the intersection of the sets M and
Since M is the dense set in H + then in consequence of (2) M is a dense set in H. Hence R(W − ζ 0 ) ⊥ = 0. It implies that def(W − ζ 0 ) = 0 and if we take into consideration (12), then we come to conclusion that def(W − ζ) = 0, ζ ∈ C \ L 0 . Hence def(W + ζ) = 0, Reζ > 0 and proof of the first relation of (13) is complete. For the proof of the second relation (13), we have to notice that
Due to the first relation of (13), we have known that the resolvent is well define, hence we have
To proof the inclusion P(W ) ⊃ {ζ : ζ ∈ C, Re ζ < C 0 } it is sufficient to use (6) and theorem 3.2 [19, p.268] . Proof for the case corresponding toW is complete. Proof for the case corresponding toW + is absolutely analogously.
Lemma 3.
The operator H is strictly accretive, m-accretive, selfadjoint.
Proof. Consider operator H. It is obvious that W R is a symmetric operator. Due to the continuity property of an inner product we can conclude that H is a symmetric too. Hence the numerical range of the operator H belongs to the real axis. Using (5), we get
Having used the inequality (2), continuity property of an inner product, we obtain
It implies that H is strictly accretive. Having made the same reasoning as in the proof of lemma 2 and applying theorem 3.2 [19, p.268], we come to conclusion that H is m-accretive, particularly we have been getting the relation def(H − ζ) = 0, Imζ = 0. In consequence of theorem 3.16 [19, p.271 ] the operator H is selfadjoint.
The next theorem establishes belonging of the operatorW to the class of operators with a compact resolvent. Proof. Firstly note that due to lemma 3 the operator H is selfadjoint. We have to prove that the operator H has a compact resolvent. Using (15), we obtain an estimate for the energetic norm generated by the operator H
Since H + ֒→֒→ H, then we can conclude that each set bounded in the sense of the energetic norm generated by the operator H is compact in the sense of the norm H. Hence according to the well-known theorem [46, p. 216], we conclude that H has a discrete spectrum. In consequence of the well-known theorem (theorem 5 [46, p.222] ) the selfadjoint, strictly accretive operator with a discrete spectrum has a compact inverse operator. Thus having applied lemma 3, theorem 6.29 [19, p. 187], we obtain that H has a compact resolvent defined on the resolvent set.
For further reasoning, we need some technique of the sesquilinear forms theory stated in [19] . Consider the sesquilinear forms
Remind that due to the inequality (5), we had made a conclusion that D(W ) ⊂ H + , also absolutely analogously we can conclude that D(H) ⊂ H + . By virtue of lemmas 1, 3, we can conclude that the sesquilinear forms t, h are sectorial. Applying theorem 1.27 [19, p .318], we get that these forms are closable. Consider the real component Ret, it is clear that one is a sum of two closed sectorial forms. Hence in consequence of theorem 1.31 [19, p.319 ] the form Ret is closed. Let us show thath = Ret. For this purpose firstly note that this equality is true on the elements of the linear manifold M ⊂ H + . It follows from the next obvious relations, where
Due to the estimates obtained from the conditions (3), we have
where
and the sesquilinear forms Ret,h are closed forms, then using (17) it is easy to see that 
where S := I + B 2 , B ∈ B(H) a selfadjoint operator defined by the operator W.
Proof. By virtue of lemmas 1, 2 the operatorsW ,W + are canonical sectorial, m-accretive. As it was shown in the proof of theorem 1 H = ReW . Hence in accordance with theorem 3.2 [19, p.337] there exists the selfadjoint operators B 1,2 := {B 1,2 ∈ B(H), B 1,2 ≤ tan θ}, so that
If we take into consideration that the set of linear operators acting in a Hilbert space generates a ring (algebraic structure), then the following linear transformations are valid
Let us show that B 1 = −B 2 . In accordance with lemma 3 the operator H is m-accretive, hence we have (H + ζ) −1 ∈ B(H), Re ζ > 0. Using this fact, we get
Applying the inequality (15), by easy calculations we obtain
Taking into consideration this inequality, we can rewrite (2) as 
Since in accordance with theorem 3.35 [19, p. 281] the set D(H) is a core of the operator H 1 2 , then we can extend (2) as follows
Hence nul H 1 2 = 0. Having used this fact in conjunction with (20) , we obtain
Now we want to show that the set M is a core of the operator H 
For achieving of our aim, it is sufficient to show the following
Since in accordance with the definition the set M is a core of H, then we can extend the second relation (17) as
Applying (25), we can write
From the lower estimate and the fact that D(H) is a core of H (24), we have that the sum of the operators B 1 + B 2 equals zero on the dense set of H. Since these operators are defined and bounded on H, we conclude that B 1 = −B 2 . In further, we will use a denotation B 1 := B.
Note that due to lemma 2 there exist the operators RW , RW + . Using property of the operator B, we get (
It implies that the operators I ± iB are invertible. Using the facts proven above R(H 
We have to show that R * W = RW + . For this purpose for all ϕ, ψ ∈ H, consider the following
On the other hand if ψ ∈ D(R * W ), then there exists ψ * ∈ H, so that (RW ϕ, ψ) H = (ϕ, ψ * ) H , ∀ϕ ∈ H. Consequently the next equality holds (ϕ, ψ * −RW + ψ) H = 0, ∀ϕ ∈ H. It implies that R * W = RW + and we have
Using (28), (29), we obtain
Since we have the obvious identity (I + B 2 ) = (I + iB)(I − iB) = (I − iB)(I + iB), then by direct calculation we can get (I + iB)
Applying this relation in (30) , we obtain 2 . Note that due to obvious inequalities Sf H ≥ (Sf, f ) H ≥ f H , f ∈ H the operator S −1 is bounded on the set R(S).
Let us obtain a lower estimate. It is easy to see that (
At the same time since the operator B is bounded, then S is bounded and we have
Applying these estimates consistently, we have
Now if we note that due to theorem 1 the operators V and R H are compact, then applying lemma 1.1 [15, p.45], we obtain
The proof is complete.
The following series of theorems are formulated in terms of the operator H order µ := µ(H) and devoted to Schatten-von Neumann's classification of the resolvent of the operatorW . Accordingly with this we have to make some remark. Remark 1. It was proved in the theorem 1 the operator H has a discrete spectrum and a compact resolvent. It implies that the operator R H has an infinite set of the eigenvalues. Hence in accordance with the given definition the operator H has a finite order. Note that an order of the operator H in most particular cases can be obtained in an easy way due to the results represented for example in [49] , [4] , [5] , [17] .
Theorem 3. The condition µp > 2 is sufficient for the inclusion RW ∈ S p , 1 ≤ p < ∞, where µ is the order of the operator H. Moreover under the assumptions λ n (R H ) ≥ C n −µ , n ∈ N, the condition µp > 1 is necessary for the inclusion RW ∈ S p , 1 ≤ p < ∞. has an infinite set of the eigenvalues. Using a strictly accretive property of the operatorW , we get 
Remaind that in accordance with the definition s i (RW ) := λ i (F 
In accordance with what was said above, using (33), we get
The last inequality completes the proof of sufficiency.
Necessity. We have to make some remarks. It is obviously that V is compact as a sum of compact operators. Let us show that operator V has a complete orthonormal system of the eigenfunctions. Applying the formula (32), we get
Let us show that D(V −1 ) ⊂ D(H). For this purpose note that in accordance with a construction of the operator V the set D(V −1 ) consists of the elements f + g, where f ∈ D(W ), g ∈ D(W + ). On the other hand, using the representation (19) we haveW = H + iH
2 ) and we obtain D(V −1 ) ⊂ D(H). In view of the above, we get
We can obtain the following facts from the relation (34):
is selfadjoint (densely defined), it follows from the selfadjointness property of the operator V and theorem 3 [1, p.136] ;the operator V −1 is strictly accretive, it follows from (25), (23) . Using well-known facts of the energetic spaces theory [46] , we can extend the previous relation as
Since as it was proved in theorem 5.3 [33] the operator H has a discrete spectrum, then all sets bounded in the sense of the norm H H are compact in the sense of the norm H (see theorem 4 [46, p.220] ). Hence due to the inequality (35) , all sets bounded in the sense of the norm H V −1 are compact in the sense of the norm H. According to theorem 3 [46, p.216] , it implies that the operator V −1 has a discrete spectrum i.e. an infinite set of eigenvalues λ 1 ≤ λ 2 ≤ ... ≤ λ i ≤ ..., λ i → ∞, i → ∞ and a complete orthonormal system of eigenvectors. If we note that the operators V, V −1 has the same eigenvectors, we get that the operator V has a complete orthonormal system of eigenvectors. It is a well-known fact that any complete orthonormal system is a basis in a separable Hilbert space. Hence the system of the eigenvectors of the operator V is a basis in the space H. Now assume that {ϕ i } ∞ 1 a complete orthonormal set of the eigenvectors of the operator V and RW ∈ S p , then by virtue of the inequalities (7.9) [15, p.123], theorem 2, we get
However, we can improve theorem 3 in the sufficient part if we consider the so-called nuclear case. 
where {ϕ i } ∞ 1 an orthonormal basis of the eigenvectors of the operator V in H space. Due to theorem 2, we get
By virtue of the sectorial property (see lemma1), we have |Im(RW
Consequently the following series converges i.e.
Hence in accordance with the definition [15, p.125 ] the operator RW has a finite matrix trace. Applying theorem 8.1 [15, p. 127], we get that RW ∈ S 1 .
The question on completeness of the eigenvectors of non-selfadjoint operators is of particular interest. We have not solved this problem for the considered operator in this work. However we obtain some less significant results. The following theorem establishes a completeness property of root vectors of the operator RW with some assumptions relative to the order of the real component and the semi-angle of the operatorW . Theorem 5. Let the condition θ < πµ/2 is fulfilled, then the system of root vectors of the operator RW is complete in H, where θ is a semi-angle of the canonical sector of the operatorW and µ is the order of the operator H.
Proof. Applying lemma 1, we have
Hence the set Θ(RW ) belongs to the sector L 0 . Moreover the eigenvalues of the operator RW depends on the eigenvalues of the operatorW due to the transformation of the complex plane 
It is easy to see that W RW coincides with some closed sector of the complex plane with the vertex situated at the point zero. Let us denote the angle of this sector by ϑ(RW ). It is obvious that
Let us show that we have a strict inequality 0 < ϑ(RW ).
If we assume that ϑ(RW ) = 0, then we have e −iargz = ς, ∀z ∈ W RW \ 0, where ς is a constant independent on z. As a consequence of this fact, we have Im Θ(ςRW ) = 0. Hence the operator ςRW is symmetric (see problem 3.9 [19, p.269] ) and in consequence of the fact D(ςRW ) = H one is selfadjoint. On the other hand in accordance with the relation R * W = RW + proven above (proof of the theorem 2), we have (ςRW f, g) H = (f,ςRW + g) H , f, g ∈ H. Hence ςRW =ςRW + . In particularly for all real functions f ∈ H, we have Re ς RW f = Re ς RW + f or RW f = RW + f, but it can not be. We have come to contradiction, hence 0 < ϑ(RW ). Let us use theorem 6.2 [15, p.305] in accordance with which, we have the following. If the next two conditions (a) and (b) are fulfilled, then the set of root functions of the operator RW is complete in the space H.
It follows from the sectorial property of the operator RW that 0 ≤ θ < π/2, hence 0 < ϑ(RW ) < π. It implies that there exists 1 < d < ∞ such that ϑ(RW ) = π/d and the condition (a) is fulfilled. In the condition (b) let us choose a certain value β = π/2 and notice that e iπ/2 RW I = (RW ) R =: V. Since the operator V is selfadjoint, then s i (V ) = λ i (V ), i ∈ N. In consequence of theorem 2, we have
Hence for achieving of fulfillment of the condition (b) it is sufficient to show that d > µ −1 . Using the conditions ϑ(RW ) ≤ 2θ, θ < π/n, we have d = π/ϑ(RW ) ≥ π/2θ > µ −1 . Hence we obtain
Since the both of the conditions (a),(b) have been fulfilled, then having applied theorem 6.2 [15, p.305] we complete the proof of this theorem.
The proven theorem 3 devoted to the description of s-numbers behavior but the questions related with an asymptotic of the eigenvalues RW are still relevant in our work. It is well known that there is a relationship between s-numbers of the imaginary component and the eigenvalues of any bounded operator with a compact imaginary component [15] . Analogously we can get the asymptotic formula for the eigenvalues of the operator RW by using obtained results for s-numbers of the real component. This idea is realized in the following theorem.
Moreover if ν(RW ) = ∞ and the order µ(H) = 0, then the following asymptotic formula holds
Proof. According to theorem 6.1 [15, p.81 ] for all bounded linear operator L with a compact imaginary component, we have
where ν I (L) ≤ ∞ is the sum of all algebraic multiplicities corresponding to non-real eigenvalues of the operator L. By easy calculations, we can verify that
In consequence of the sectorial property (36), we have Re λ m (RW ) > 0, m = 1, 2, ..., ν (RW ) . Hence according to (40) , we get ν I (iRW ) = ν (RW ) . In view of the above and applying the formula (39) to the operator iRW , we obtain
By virtue of the sectorial property proven in theorem 1, we have
Hence, we get
Using (41), (2) we obtain
Applying the upper estimate (18), we complete the proof of the first part of this theorem.
Let us prove the second part. It should be noted that for value of an order µ > 0 and for an arbitrary positive number ε > 0 we can choose the value of p so that µp > 1, p −1 > µ − ε. Hence using theorem 2, we get a convergence of the series in the left side of the inequality (38) . It implies that
Also it is obviously that under the made assumptions, we have
From what follows the asymptotic formula proposed in the second part of this theorem.
3 Applications 1. The eigenvalues problem is still relevant for differential operators of the second order with fractional derivatives in lower terms. Many papers devoted to this question, for instance the papers [48] , [6] - [9] , [30] . More precisely in [6] a spectrum problem for differential operator of the second order with Riemman-Liuvile's fractional derivative in lower terms was considered, it was proved that the resolvent of this operator belongs to a Hilbert-Shmidt class. In the paper [7] the problem of completeness of the eigenfunctions system was researched, also a similar problem was considered in the paper [9] . We would like to research the multidimensional case which can be reduced to the cases considered in the works listed above. For this purpose we deal with an extension of Kiprianov's fractional differentiation operator considered in detail in the works [24] - [27] . Assume that Ω is a convex domain of n-dimensional Euclidian space with a sufficient smooth boundary, L 2 (Ω) is a complex Lebesgue space of summable with square functions, H 2 (Ω), H 1 (Ω) are complex Sobolev spaces, D i f are generalized derivatives of the function f with respect to coordinate variable with the index 1 ≤ i ≤ n. Consider a sum of an uniformly elliptic operator in the divergent form and an extension of Kiprianov's fractional differentiation operator of the order 0 < α < 1 (see lemma 2.5 [33] ).
(Ω), with the following assumptions relative to the real-valued coefficients
In the paper [33] was proved that the operator L + is formal adjoint relative to L. According to the results of [34] , we have [19, p.165] ). Consider the operator L R , having made absolutely analogously reasoning as in the previous case, we can conclude that the operator L R is closed. Applying reasoning of the theorem 4.3 [33] , we obtain that L R is a selfadjoint and strictly accretive. Remaind that for using results obtained in [51] we must have some decomposition of the initial operator L on the sum of a main part the so-called non-perturbing operator and an operator-perturbation.
The main part must be the operator of the special type either selfadjoint or normal operator. If we consider the case when in our decomposition the main part neither selfadjoint nor normal and we can not approach the required decomposition in an obvious way, then we can use another technique. Note that the uniformly elliptic operator of the second order interpreted as the main part of the operator L is neither selfadjoint no normal without additional assumptions relative to the coefficients. Before demonstrating significance of the method obtained in this paper for the case corresponding to the concrete operator L, it should be noted that the search for a convenient decomposition of L by the sum of the selfadjoint operator and the operator-perturbation does not seem to be a good way. As a justification for these words, we consider one of possible decompositions of L. Consider a separable Hilbert space H and a selfadjoint strictly accretive operator T acting in H.
Definition 1.
Following to the definition [51] we call a quadratic form a :
). If infimum of constants b equals zero, then this type of subordination is called a complete T -subordination.
Note that for the sake of the simplicity, we restrict the class of the operator T given in the definition [51, p.117] . Let us consider one of possible decompositions of the operator L. We can represent the operator L as L = 2L R − L + and let us denote T := 2L R , A := −L + . Due to the sectorial property proven in theorem 4.2 [33] for the operator L + , we have
and θ is a semi-angle of the canonical sector corresponding to the operator L + . Due to theorem 4.3 [33] the operator T is m-accretive, hence in consequence of theorem 3.35 [19, p.281 ] D(T ) is a core of the operator T . It implies that we can extend the relation (46) as follows
where a is the quadratic form generated by A, and
H . If we consider the case 0 < θ < π/3, then it is obviously that there exist such constants b < 1 and M > 0, that the following inequality holds
In accordance with [51] it means T -subordination of the operator A in the sense of forms. Assume that the imfimum of constants b equals zero. Using the equality (46) for ε < 1/2, we get
Using the strictly accretive property of the operator L (4.9) [33] , we can obtain the estimate
Hence we get existence of some positive constant C such that for arbitrary f ∈ H 1 0 (Ω) the next inequality is fulfilled f H 1 0 ≤ C f L 2 , but as well-known it can not be! It implies that we have not got a complete T -subordination of the operator A in the sense of forms and theorem 8.4 [51] does not work. This rather particular example did not aim to show the inability of using remarkable methods considered in [51] , but only creates prerequisite for maybe some valuableness of the another approach connected with using spectral properties of the real component of the initial operator. On the other hand, suppose that H := L 2 (Ω),
(Ω), then due to Rellich-Kondrashov's theorem the condition (1) is fulfilled, due to the results of [33] the conditions (3) are fulfilled. Applying the results of [33] we can conclude that the operator L R has a non-zero order. Hence we can apply abstract results of this paper for the concrete operator L. 2. Before the main considerations we have to make some preliminaries. Denote I = (a, b) ⊂ R. We deal with the differential operator acting in a complex space and defined by the following expression
, k ∈ N, with the complex-valued coefficients c j (x) ∈ C (j) (Ī), sign(Rec j ) = (−1) j , j = 1, 2, ..., k. It is easy to see that
On the other hand
In further we need to use the strictly accretive property of fractional differentiation operators of the order 0 < α < 1 established in [28] , [29] Re(D and the method described in [30] , we come to conclusion that the operatorG R has a non-zero order. Hence we can successfully apply abstract results of this work to the concrete operator G.
