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The transjugular intrahepatic portosystemic shunt (TIPS) is a treatment for cirrhotic patients with portal hypertension. A sub-
group of patients dies in the ﬁrst 6 months and another subgroup lives a long period of time. Nowadays, no risk factors have been
identiﬁed in order to determine how long a patient will survive. An empirical study for predicting the survival rate within the ﬁrst 6
months after TIPS placement is conducted using a clinical database with 107 cases and 77 variables. Applications of Bayesian clas-
siﬁcation models, based on Bayesian networks, to medical problems have become popular in the last years. Feature subset selection
is useful due to the heterogeneity of the medical databases where not all the variables are required to perform the classiﬁcation. In
this paper, ﬁlter and wrapper approaches based on the feature subset selection are adapted to induce Bayesian classiﬁers (naive
Bayes, selective naive Bayes, semi naive Bayes, tree augmented naive Bayes, and k-dependence Bayesian classiﬁer) and are applied
to distinguish between the two subgroups of cirrhotic patients. The estimated accuracies obtained tally with the results of previous
studies. Moreover, the medical signiﬁcance of the subset of variables selected by the classiﬁers along with the comprehensibility of
Bayesian models is greatly appreciated by physicians.
 2005 Elsevier Inc. All rights reserved.
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During the last few decades, researchers in artiﬁcial
intelligence have developed new machine learning meth-
ods that construct predictive models from data, obtain-
ing promising results in many clinical areas [1–4].
Due to the heterogeneity of medical variables [5] (col-
lected via several methods), some variables could be irrel-
evant or redundant. The predictive accuracy of supervised
classiﬁcation models are not monotonic regarding the
inclusion of features [6]. Irrelevant and redundant vari-
ables would reduce predictive performance.1532-0464/$ - see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2005.05.004
* Corresponding author. Fax: +34 943015590.
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URL: http://www.sc.ehu.es/ccwbayes/members/rosa (R. Blanco).In medical domains, several variables are based on
invasive tests. These medical techniques could be painful
for patients and the test result could only conﬁrm an
expected diagnosis. Moreover, not all the tests have
the same economical cost. Thus, some of them are so
painful and expensive that they are only carried out
when strictly required.
In other cases, the relation between the number of
instances and the number of variables is unbalanced,
i.e., the number of examples are insuﬃcient in compar-
ison with the number of variables. Any classiﬁer built
under these conditions tends to overﬁt the input data-
base, that is, the classiﬁer correctly labels nearly all the
examples seen but misclassiﬁes many of the unseen
examples. In spite of the undetectable misclassiﬁcation
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of unseen instances is too large. A tool for dimensional-
ity reduction could improve the classiﬁcation results.
In an eﬀort to solve these problems (decreased accura-
cy, extra cost, and overﬁtting), feature subset selection
(FSS) aims to ﬁnd the best subset of variables with the
best accuracy for a given classiﬁcation task. FSS has
been tackled with success in several medical areas [7,8]
with an increase in accuracy and a decrease in acquisition
cost due to the reduction of the medical tests. A classiﬁ-
cation model with a small number of variables may be
used more quickly and easily, with a rise in the interpret-
ability and understanding of the classiﬁcation models.
In the western world, 90% of the cases of portal
hypertension are caused by cirrhosis of the liver. Portal
hypertension has serious consequences, i.e., gastro-
esophageal varices, hepatic encephalopathy, hypersplen-
ism, and ascites. The bleeding originated by gastro-
esophageal varices is a signiﬁcant cause of mortality
(approximately 30–50% at the ﬁrst bleeding) [9,10].
The transjugular intrahepatic portosystemic shunt
(TIPS) is a non-surgical method resulting in decompres-
sion of the portal system. A prosthesis is placed between
the portal and the suprahepatic veins by means of an
angiographic method. In spite of the number of studies
carried out, the relationship between TIPS and the sur-
vival of treated patients is almost unknown.
Our medical staﬀ identiﬁed a subgroup of patients
who died within 6 months after TIPS placement whereas
the rest of patients lived on for long periods. No risk fac-
tors have been determined to distinguish between the
two subgroups.
The choice of a 6-month period is based on critical rea-
sons.Medical factors like stenosis of the shunt and reblee-
ding would complicate the analysis. Moreover, the
medical study does not show important variations in
mortality after the ﬁrst 6 months after TIPS placement.
Traditionally, Pughs modiﬁcation of the Child–Tur-
cotte classiﬁcation (referred to as the Child–Pugh classi-
ﬁcation) has been used to assess risk in patients
undergoing portosystemic shunt surgery [11]. Despite
its traditional use to asses the seriousness of liver dis-
ease, it has inherent problems when applied to patients
undergoing TIPS. It cannot be used to predict the sur-
vival of the patients within a certain period of time. Sev-
eral diﬃculties and inaccuracies when using Childs
classiﬁcation have been detailed in [12].
Based on a dataset of patients collected at the Univer-
sity Clinic of Navarra, Spain, this study sets out to predict
survival within 6 months after TIPS placement coupled
with a reduction in the number of features required.
For this purpose, several machine learningmethods relat-
ed to Bayesian networks (naive Bayes, selective naive
Bayes, semi naive Bayes, tree augmented naive Bayes,
and k-dependence Bayesian classiﬁer) are adapted to per-
form a FSS process and applied to the patients database,which contains structured and standardized medical his-
tories, clinical examinations, and complementary tests.
This paper is organized as follows. The data is de-
scribed in Section 2. In Section 3, the Bayesian classiﬁers
performed to carry out the study are presented, includ-
ing both ﬁlter and wrapper approaches. The experimen-
tal results of the study are reported in Section 4. Finally,
a brief set of conclusions and future work in this area are
described in Section 5.2. Patients: cases and variables
From May 1991 to September 1998, 134 patients suf-
fering from liver cirrhosis underwent TIPS placement at
the University Clinic of Navarra, Spain. In all the cases,
the diagnosis of cirrhosis was based on liver histology.
However, only 127 patients were included in the study
due to medical reasons.
The indications for TIPS placement were prophylaxis
of rebleeding (68 patients), refractory ascites (28 pa-
tients), prophylaxis of bleeding (11 patients), acute
bleeding refractory to endoscopic and medical therapy
(10 patients), portal vein thrombosis (9 patients), and
Budd–Chiari syndrome (1 patient).
The prospective study includes 107 patients because
20 patients underwent liver transplants within the ﬁrst
6 months after TIPS placement. Bearing in mind that
the aim of the study is to predict survival within the ﬁrst
6 months after TIPS placement, the follow-up of these
patients was rejected on the day of the transplant. The
inclusion of patients who underwent liver transplants
inﬂuence the results. The survival prediction of the
Bayesian classiﬁcation models might be modiﬁed by
the surgical mortality related to transplantation. On
the other hand, transplant patients may live longer than
patients who do not undergo TIPS. According to a
study [13], survival in patients who undergo transplanta-
tion is signiﬁcantly improved compared with those who
do not undergo transplantation.
Patients who are recipients of transplantation con-
tribute data that is considered correctly censored in sur-
vival analysis. Building a model to predict survival in 6
months after TIPS placement, these cases have to be re-
moved to avoid biases. In order to predict patients who
will undergo liver transplant, a study of factors such as
the availability of a matching donor, the position in the
queue for transplantation, and the probability that the
patient will beneﬁt from the transplant, is needed. Be-
sides, such a study would require a large number of
transplanted patients.
The database contains 77 clinical ﬁndings—see Table
1—for each patient. These 77 attributes were measured
before TIPS placement. A new binary variable called vi-
tal-status is created. It reﬂects whether or not the pa-
tients died within the ﬁrst 6 months after the
Table 1
Attributes of the database
History ﬁnding attributes:
Age Gender Height
Weight Etiology of cirrhosis Indication of TIPS
Bleeding origin Number of bleedings Prophylactic therapy with propranolol
Previous sclerotherapy Restriction of proteins Number of hepatic encephalopathies
Type of hepatic encephalopathy Ascites intensity Number of paracenteses
Volume of paracenteses Dose of furosemide Dose of spironolactone
Spontaneous bacterial peritonitis Kidney failure Organic nephropathy
Diabetes mellitus
Laboratory ﬁnding attributes:
Hemoglobin Hematocrit White blood cell count
Serum sodium Urine sodium Serum potassium
Urine potassium Plasma osmolarity Urine osmolarity
Urea Plasma creatinine Urine creatinine
Creatinine clearance Fractional sodium excretion Diuresis
GOT GPT GGT
Alkaline phosphatase Serum total bilirubin (mg/dl) Serum conjugated bilirubin (mg/dl)
Serum albumin (g/dl) Platelets Prothrombin time (%)
Partial thrombin time PRA Proteins
FNG Aldosterone ADH
Dopamine Norepinephrine Epinephrine
Gammaglobulin
CHILD score
PUGH score
Doppler sonography:
Portal size Portal ﬂow velocity Portal ﬂow right
Portal ﬂow left Spleen length (cm)
Endoscopy:
Size of oesophageal varices Gastric varices Portal gastropathy
Acute hemorrhage
Hemodynamic parameters:
Arterial pressure (mm Hg) Heart rate (beats/min) Cardiac output (L/min)
Free hepatic venous pressure Wedged hepatic venous pressure Hepatic venous pressure gradient (HVPG)
Central venous pressure Portal pressure Portosystemic venous pressure gradient
Angiography:
Portal thrombosis
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spond to both classes of the problem. Within the ﬁrst
6 months after TIPS placement, 33 patients died and
74 survived for a longer period, thus reﬂecting that the
utility and consequences of TIPS were not the same
for all the patients. Hence, the objective of the study is
to build Bayesian classiﬁcation models that discriminate
between these two subgroups of patients.
The study was approved by the Local Ethics Com-
mittee and informed oral consent was obtained from
all patients.3. Feature selection in Bayesian classiﬁers
3.1. Preliminaries
The main goal of a supervised classiﬁcation algorithm
is to build a classiﬁcation model using a dataset. Theclassiﬁcation model can be seen as a function, c, that as-
signs class values, {1, 2, . . . , r0}, to an instance vector,
x = (x1, x2, . . . , xn), that is
c : ðx1; . . . ; xnÞ ! f1; 2; . . . ; r0g.
In the case of 0/1 loss function, the Bayesian classiﬁer
assigns the most a posteriori probable class to a given in-
stance, that is
cðxÞ ¼ argmax
c
pðcjx1; . . . ; xnÞ.
Using the Bayes formula [14], p (c|x1, . . . , xn) can be cal-
culated as follows:
pðcjx1; . . . ; xnÞ ¼ pðc; x1; . . . ; xnÞpðx1; . . . ; xnÞ ¼
pðcÞpðx1; . . . ; xnjcÞ
pðx1; . . . ; xnÞ .
As we assume the equiprobability of all the instances,
then:
pðcjx1; . . . ; xnÞ / pðcÞpðx1; . . . ; xnjcÞ.
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networks [15–18] could provide interpretability and sim-
plicity to the supervised classiﬁcation task. Medical
researchers are usually unfamiliar with supervised classi-
ﬁcation techniques. The graphical representation of
Bayesian classiﬁers is intuitive, allowing them to under-
stand the underlying probabilistic classiﬁcation process.
A model hierarchy of increasing complexity can be
established for the Bayesian classiﬁers, where the naive
Bayes is at the bottom and a general Bayesian network
is at the top of this hierarchy. The restrictions imposed
on naive Bayes, selective naive Bayes, semi naive Bayes,
tree augmented naive Bayes, and k-dependence Bayesian
classiﬁer are due to the type of relations between vari-
ables that they consider. In spite of their limitations,
Bayesian classiﬁers provide a set of properties that can
be appreciated by medical staﬀ. Their graphical struc-
ture facilitates the interpretability and understanding
by clinicians, reﬂecting probabilistic relationships be-
tween domain variables. The conditioned and marginal
probabilities of the model can be of interest to physi-
cians who want to better understand the uncertainty
of the studied medical domain. Another interesting
characteristic of these classiﬁers is that, when computa-
tional time is a critical factor, these Bayesian classiﬁers
may be quickly learned from a database by means of
the original inductors. Furthermore, once the Bayesian
classiﬁcation model is induced, it is quickly able to ob-
tain a prediction for an unseen example.Fig. 1. General schemes for classiﬁer inductionIn FSS, the aim of the search process was to maxi-
mize the accuracy of the classiﬁer. The functions known
as ﬁlter functions carry out this goal by looking only at
the intrinsic characteristic of the data and measuring the
power to discriminate among the classes. The induction
process based on these ﬁlter functions is usually called
the ﬁlter approach. However [6], reports that FSS should
depend not only on the features and the concept to
learn, but also on the classiﬁer. Thus, the wrapper ap-
proach has been developed: when a feature subset is
selected by the search algorithm, its estimated accura-
cy—estimated using the supervised classiﬁcation mod-
el—is considered to guide the search process. The
previous ideas borrowed from FSS are adapted in this
paper to the induction of Bayesian classiﬁcation models.
Fig. 1 shows the diﬀerences between the wrapper and ﬁl-
ter approaches for Bayesian classiﬁers induction.
When the ﬁlter approach is considered, a function
independent of the characteristics of the classiﬁer must
be set. The mutual information of two variables is a ﬁlter
function deﬁned as IðX ; Y Þ ¼Px;y pðx; yÞ log pðx;yÞpðxÞpðyÞ,
where the statistics are computed from the data. It can
be described as the reduction in uncertainty about one
variable due to the knowledge of the other variable.
The mutual information between a predictive variable
X and the class C, I (X, C), that is, the reduction in
uncertainty about C due to the knowledge of the predic-
tive variable X is largely applied for classiﬁcation pur-
poses. It is known that 2N I (X, C) (where N is the: Filter (A) and Wrapper (B) approaches.
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v2ðri1Þðr01Þ distribution, where ri is the number of values
of the Xi variable and r0 is the number of values of the
class.
This result can be applied to run a FSS. However, in
this paper, it is adapted to guide the induction of diﬀer-
ent types of Bayesian classiﬁers with an implicit feature
selection. Thus, only the variables which meet the crite-
rion with a certain level of signiﬁcance, a, are taken into
account for the induction of the Bayesian classiﬁer. The
aim of the search process is to maximize the accuracy of
the Bayesian classiﬁcation models indirectly by means of
the percentile of the v2ðri1Þðr01Þ;1a test.
When a wrapper approach is considered in the con-
struction of the classiﬁer, the estimated accuracy of the
seen instances is the function which guides the search
process.
3.2. Naive Bayes
Naive Bayes [19] is a Bayesian supervised classiﬁca-
tion algorithm built from the assumption of conditional
independence of the predictive variables given the class.
Although this assumption is violated in numerous occa-
sions in real domains, this fact does not degrade the per-
formance of the paradigm in many situations [20,21].
Making this assumption, the prediction of the class for
an unseen instance is simpliﬁed. In Fig. 2, a graphical
representation of the structure of a naive Bayes is
shown.
The naive Bayes classiﬁer uses the Bayes theorem to
predict the category for each unseen instance. To classi-
fy a new patient represented by x = (x1, x2, . . . , xn), in
our two-category problem—survive or not more than
6 months—C = {c0, c1}, where c0 states that the patient
does not survive more than 6 months after TIPS place-
ment and c1 implies that the patient does, the naive
Bayes classiﬁer uses the following formula:
c ¼ arg max
c2fc0;c1g
pðC ¼ cÞ
Yn
i¼1
pðX i ¼ xijC ¼ cÞ;
where p (Xi = xi|C = c) represents the conditional proba-
bility of Xi = xi given that C = c, when all features have
discrete values.
The naive Bayes classiﬁer has a large tradition of
application in medical areas. Immediately after its pre-Fig. 2. Representation of the naive Bayes classiﬁer. pðcjx1; . . . ; xnÞ
/ pðcÞQni¼1pðxijcÞ.sentation in the 60s, Bailey [22] proposes the use of this
classiﬁer to carry out medical diagnosis tasks. During
the 70s and 80s, the naive Bayes became popular in med-
ical applications. Nordyke et al. [23] presents the use of
naive Bayes to automated diagnosis of thyroid dysfunc-
tion. Russek et al. [24] solves a classiﬁcation task related
to heart disease. An interesting study proposed by Kon-
onenko [25] compares the result of naive Bayes, a tree
inductor called Assistant and four medical specialists
in four medical domains: location of primary tumors,
persistent breast cancer, thyroid diseases, and rheuma-
tism domain.
3.3. Selective naive Bayes
In all problem domains, irrelevant features would de-
grade the predictive accuracy of learning algorithms.
Variables in which the information contribution is over-
lapped or repeated would act in the same way. Due to
the assumption of the independence of the variables giv-
en the class, algorithms such as naive Bayes are robust
with respect to irrelevant variables but very sensitive
to correlated variables.
Accuracy would be improved if the learning algo-
rithm only used adequate variables [26], that is, not
redundant variables that decrease the accuracy of the
classiﬁer. For this purpose, a variable selection process
is required. FSS would be used to ﬁnd a feature subset
that maximized the predictive accuracy of the classiﬁca-
tion model built over this subset. From this point of
view, FSS would be faced as a search problem where
each point of the search space represents a variable sub-
set [26].
This combination of FSS and naive Bayes is known
as selective naive Bayes [26]. A Bayes classiﬁcation mod-
el whose structure is similar to a naive Bayes is built, but
not all the predictive variables are used by the classiﬁer.
Fig. 3 presents a selective naive Bayes structure.
When the ﬁlter method is used, bearing in mind the
result referred to 2N I (Xi, C), a v2ðri1Þðr01Þ;1a test is per-
formed. The selective naive Bayes model is built with the
predictive variables which pass the test. Fig. 4 shows the
pseudo-code for this approach.
The forward sequential selection wrapper ap-
proach—see Fig. 5—starts with an empty set of vari-
ables. At each step the method adds the most accurateFig. 3. Representation of the selective naive Bayes classiﬁer for a
domain with six predictive variables. p (c|x1, x2, x3, x4, x5, x6) 
p (c)p (x1|c)p (x3|c)p (x4|c).
Fig. 4. Pseudo-code for the ﬁlter approach to selective naive Bayes.
Fig. 5. Pseudo-code for the wrapper approach to selective naive Bayes [26].
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stops when non-improvement is reached.
3.4. Semi naive Bayes
The selective naive Bayes algorithm is able to detect
irrelevant and redundant variables, but it cannot notice
dependencies between predictive variables. Further-
more, there are some well-known databases where the
naive Bayes obtains a poor performance [27], perhaps
because of its inability to discover any relationship be-
tween variables. A possible explanation of this matter
is that the assumption of conditional independence is
violated. To tackle this issue, the semi naive Bayes modelFig. 6. Representation of the semi naive Bayes classiﬁer for a domain
with eight predictive variables. p (x1, x2, x3, x4, x5, x6, x7, x8) 
p (c)p (x3, x6|c)p (x4, x5|c)p (x2, x8|c).
Fig. 7. Pseudo-code for the[28] was proposed. By means of the constructive induc-
tion concept, a model with naive Bayes structure is built
via wrapper greedy approach. The semi naive Bayes
joins predictive variables in a super-variable via carte-
sian product, that is, a super-variable consisting of a
cartesian product of a subset of variables. Fig. 6 shows
the structure of a semi naive Bayes classiﬁcation model.
The induction of a semi naive Bayes classiﬁer can be
seen as a typical local search process where the objective
function is accuracy. Starting with an empty structure
and until non-improvement in the objective function is
reached, at each step of the induction process the algo-
rithm considers the best option between:
• adding a new variable Xnew conditionally indepen-
dent of the structure
• replacing a variable Xi by joining of Xi to a new var-
iable Xnew, resulting in Xjoin = (Xi, Xnew)
Fig. 7 shows the Forward Sequential Selection and
Joining (FSSJ) algorithm proposed by Pazzani [27].
An analogous backward version, called Backward
Sequential Elimination and Joining (BSEJ) was also
proposed by the same author.FSSJ algorithm [27].
Fig. 8. Pseudo-code for the ﬁlter approach to semi naive Bayes.
Fig. 9. Representation of the tree augmented naive Bayes classiﬁer
with four predictive variables. p (c|x1, x2, x3, x4)  p (c)p (x1|x2, c)
p (x2|c)p (x3|x2, c)p (x4|x3, c).
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classiﬁer is adapted to perform the search by means of
the ﬁlter approach presented before. Therefore, the
FSSJ schema is followed, but the best option is the
one with the highest statistical signiﬁcance for the
v2ðri1Þðr01Þ;1a test. It must be noted that, in the case
of super-variables, the degrees of freedom of the per-
formed test change. To summarize, when a new variable
is considered to be part of the classiﬁer, the Xmax with
the largest level of signiﬁcance for 2N I (Xi, C) is select-
ed. On the other hand, when a joining step is consid-
ered, the Xjoin with the largest level of signiﬁcance for
2N I ((Xi, Xnew), C), where Xjoin = (Xi, Xnew), is selected.
Fig. 8 shows the pseudo-code for this approach to semi
naive Bayes.Fig. 10. Pseudo-code for the3.5. Tree augmented naive Bayes
The tree augmented naive Bayes (TAN) [29] builds a
classiﬁer where a probabilistic tree-like structure, built
among the predictive variables, is extended with a naive
Bayes structure. Fig. 9 displays an example of a TAN
classiﬁer structure.
The method proposed by Friedman et al. [29] forces
to construct a connected tree structure with all the vari-
ables of the problem domain. In our proposed ﬁlter ap-
proach, not all the variables are taken into account to
build the classiﬁcation model. Moreover, a forest struc-
ture is allowed: several tree structures can connect diﬀer-
ent and disjoint subsets of predictive variables.
In order to carry out the proposed ﬁlter approach—see
Fig. 10—the subset of domain variables which pass the
v2ðri1Þðr01Þ;1a test are selected to perform the Chow–Liu
algorithm [30]. Then, the edges that pass the
v2ðri1Þðr01Þ;1a test are added to the undirected graph.
The non-existence of a statistician with a known distribu-
tion to ﬁx the signiﬁcance of 2N I (Xi, Xj|C) (whereXi and
Xjare the variables related to thearc)meansaproblem.To
solve this, in our approach it is required that 2Nc I (Xi,
Xj|C = c) (Nc is the number of cases where C = c) passes
the v2ðri1Þðrj1Þ;1a test to some value c of the class variable.ﬁlter approach to TAN.
Fig. 11. Pseudo-code for the wrapper approach to TAN.
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proposed by Keogh and Pazzani [31]. In order to reduce
the search space, their approach starts with a naive
Bayes structure, and a legal arc (restricting the number
of parents: the class and another predictive variable) is
added at each step until not accuracy improvement is
attained.
In this paper, a diﬀerent novel wrapper greedy ap-
proach is presented. As in the proposed ﬁlter approxi-
mation, a forest structure can be obtained and not all
the predictive variables must be involved in a single tree
structure. Fig. 11 presents the novel wrapper algorithm
suggested to obtain a TAN.Fig. 12. Representation of a structure for a k-dependence Bayesian
classiﬁer with ﬁve predictive variables and k = 2. p (c|x1, x2, x3, x4,
x5, x6)  p(c)p (x1|x3, c)p (x2|x1, x5, c)p (x3|c)p (x4|x1, x3, c)p (x5|x1, x4, c).
Fig. 13. Pseudo-code for theThe new wrapper TAN method can be seen as the
semi naive Bayes wrapper approach where the joining
of two variables are swapped to include an arc between
two variables. This means that, starting with an empty
set of variables, after the addition of two variables in a
greedy way, the algorithm decides whether to add a
new variable or to create an arc between two variables
in the model.
3.6. k-Dependence Bayesian classiﬁer
The tree augmented naive Bayes classiﬁcation model
is limited by the number of parents of the predictive
variables. A predictive variable can have a maximum
of two parents: the class and another predictive variable.
The k-dependence Bayesian classiﬁer (kDB) [32] tries to
avoid this restriction by allowing a predictive variable to
have up to k parents besides the class. In Fig. 12 a kDB
structure can be seen.
The most restrictive condition of a kDB structure is
the number of parents of a variable: a number of k must
be ﬁxed. A way to automatically identify a good value
for k for each variable of a given problem is desirable.
The proposed ﬁlter approach for kDB is analogous toﬁlter approach to kDB.
Fig. 14. Pseudo-code for the wrapper approach to kDB.
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ber of parents for each variable. Furthermore, several
kDB structures can connect diﬀerent and disjointed sub-
sets of variables. The original algorithm is applied over
the subset of predictive variables which pass the
v2ðri1Þðr01Þ;1a test. In the same way, only the arcs whose
2NC I (Xi, Xj|C = c) pass the v2ðri1Þðrj1Þ;1a test to some
value c of the class variable are added to the ﬁnal model.
Fig. 13 displays the ﬁlter approach to kDB classiﬁer.
The original kDB algorithm is based on the calcula-
tion of mutual information and conditional mutual
information statistics. Therefore, it can be regarded as
a ﬁlter approach. A kDB wrapper approach tries to
identify the most accurate subset of variables and arcs,
where k is the maximum number of parents of a predic-
tive variable. Fig. 14 shows the proposed wrapper ap-
proach to obtain a kDb structure.
The wrapper kDB procedure is similar to the wrapper
TAN approach, but when the addition of an arc is con-
sidered, the kDB restrictions must not be violated.Table 2
Average results: estimated accuracy and number of features of the
induced classiﬁer
Accuracy No. features No. evaluations
Naive Bayes 88.78 ± 3.06 77
TAN 88.78 ± 3.06 77
kDB 88.78 ± 3.06 77
Selective NBfs 93.46 ± 2.40 11
Semi NBfs 93.46 ± 2.40 11
TANfs 93.46 ± 2.40 11
kDBfs 93.46 ± 2.40 11
Selective NBws 92.52 ± 2.55 3 302
Semi NBws 93.46 ± 2.40 5 1111
TANws 90.65 ± 2.82 4 395
kDBws 92.52 ± 2.55 4 3954. Experimental results
The aim of this work is to reach the highest accuracy
with a feature reduction when identifying the subgroup
of surviving patients 6 months after TIPS placement,
coupled with the reliability and satisfaction of the med-
ical staﬀ with the Bayesian classiﬁcation models. We fo-
cus our empirical study on the accuracy of the proposed
Bayesian classiﬁcation models. However, the number of
selected features and, in the case of the wrapper
approaches, the number of evaluations required are also
reported. The ROC curves of the proposed classiﬁers are
presented. In order to validate the Bayesian classiﬁca-
tion models a leave-one-out cross-validation [33] are per-
formed. When a wrapper approach is used, a 5-fold
cross-validation is performed as the internal accuracy
estimation which guides the search for the best model.
The parameters of all proposed Bayesian classiﬁca-
tion models are estimated applying the Laplace correc-tion [34] to their maximum likelihood parameter
estimations. The a parameter of the proposed ﬁlter
approaches is ﬁxed at a = 0.01.
The study database contains missing data and contin-
uous variables. The presented Bayesian classiﬁers are
implemented to manage complete discrete data. There-
fore, the imputation of the missing values is carried
out replacing the missing value by the mean (when the
variable is continuous) or the mode (when the variable
is discrete), conditioned to the value of the class. Contin-
uous variables of the dataset are discretized by means of
the Equal Frequency [35] algorithm into two intervals.
The Elvira software [36] is used in the implementation
of the presented Bayesian classiﬁcation models. The cit-
ed imputation and discretization algorithms are includ-
ed in the Elvira package.
Table 2 shows the estimated average accuracy (and its
standard deviation) and the number of features of the
induced classiﬁer for the Bayesian classiﬁers are present-
ed. In the case of the wrapper approaches, the number
of evaluations due to the computational cost is also dis-
played. The results support the fact that not all the fea-
tures are needed to learn an accurate classiﬁcation
model, that is, the feature reduction increases the
accuracy.
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behavior of the diﬀerent Bayesian classiﬁcation models,
the Mann–Whitney test [37] is performed. In spite of the
fact that no statistically signiﬁcant diﬀerences were ob-
served, the ﬁlter approaches of all the Bayesian classiﬁ-
cation models improve the estimated accuracy with
respect to original methods and wrapper approaches
(except semi naive Bayes classiﬁer). Achieved estimated
accuracies are competitive with previous studies
[13,38,39] and are considered acceptable by physicians.
Results from this analys is involving leave-one-out
cross-validation are optimistic. However, the purpose
is to compare Bayesian classiﬁcation models, so their
performance ranks will be preserved even in the presence
of overﬁtting.
In order to select a classiﬁer, researchers must take
into account not only the estimation of accuracy, but
also the time complexity or the number of features
included in the models.Fig. 15. ROC curves for the proposed Bayesian classiﬁcation models compar
approaches.A Receiver Operating Characteristic (ROC) analysis
[40] is related to cost-beneﬁt analysis of diagnosis deci-
sion making. Widely used in biomedical applications,
ROC analysis provides tools to select classiﬁers indepen-
dently from the cost context or the class distribution. A
ROC curve supplies a concise graphic depiction of the
overall performance of a classiﬁer plotting the true posi-
tive rate against the false positive rate for the diﬀerent
possible cut-points.
Fig. 15 shows the ROC curves for the proposed
Bayesian classiﬁcation models comparing each classiﬁer
without feature selection to the corresponding ﬁlter and
wrapper approaches. Looking at the curves ﬁgures of
the ROC, it must be noted that the ﬁlter approaches
of all the proposed Bayesian classiﬁcation models reach
slightly higher sensibility and speciﬁcity than wrapper
approaches and the classiﬁers without feature selection.
Besides the accuracy and the ROC curves, the cali-
bration concept could be taken into account to select aing the models without FSS with the corresponding ﬁlter and wrapper
386 R. Blanco et al. / Journal of Biomedical Informatics 38 (2005) 376–388classiﬁcation model. The calibration score describes how
close the estimates of the model are to the true underly-
ing probabilities [41]. As the true probability is un-
known, we cannot directly calculate a calibration score.
The Brier score [42], following the formulation in
[43], is deﬁned as:
bsðDÞ ¼ 1
N
XN
l¼1
Xr0
k¼1
ðpðC ¼ ckjX ¼ xlÞ  dl;kÞ2;
where
dl;k ¼
1 cl ¼ ck
0 otherwise

denotes whether cl, the real value of the class in the in-
stance xl equals ck, the estimated value of the class.Table 3
Average Brier score and its standard deviation for the proposed
Bayesian classiﬁers
Brier score
Naive Bayes 0.1016 ± 0.281
TAN 0.1034 ± 0.288
kDB 0.0990 ± 0.280
Selective NBfs 0.0529 ± 0.193
Semi NBfs 0.0553 ± 0.189
TANfs 0.0532 ± 0.198
kDBfs 0.0536 ± 0.196
Selective NBws 0.0705 ± 0.185
Semi NBws 0.0597 ± 0.149
TANws 0.0834 ± 0.211
kDBws 0.0780 ± 0.206
Table 4
List of variables included in the Bayesian classiﬁers
Filter Se
History ﬁnding attributes:
Etiology of cirrhosis
Indication of TIPS ·
Spontaneous bacterial peritonitis ·
Laboratory ﬁnding attributes:
Plasma osmolarity · ·
Creatinine clearance ·
Serum albumin (g/dl) ·
Aldosterone ·
ADH ·
Epinephrine
PUGH score ·
Doppler sonography:
Portal ﬂow left ·
Portal ﬂow velocity
Spleen length (cm) ·
Hemodynamic parameters:
Arterial pressure (mm Hg) ·
Heart rate · ·
Hepatic venous pressure gradient (HVPG)The Brier score could be seen as the squares error of
the class prediction for each instance.
The Brier scoring measure of each ﬁnal classiﬁcation
model is used to estimate the classiﬁer calibration. It is
also calculated by means of a leave-one-out cross-valida-
tion. Table 3 shows the average Brier score (and stan-
dard deviation) for the proposed Bayesian
classiﬁcation models. Looking at the Brier score values,
the ﬁlter approaches of the Bayesian classiﬁers can be
considered the most calibrated models.
Table 4 shows the variables included in the ﬁnal
Bayesian classiﬁcation model built over the entire data-
set. Note that the proposed ﬁlter methods select the
same 11 variables.
Although wrapper approaches are time-consuming
algorithms, the achieved dimensionality reduction is sig-
niﬁcant in contrast to original algorithms and ﬁlter
approaches. Physicians note that the dimensionality
reduction aﬀects data acquisition, reducing the extra
costs of the medical tests (limiting the number of tests,
the cost is automatically reduced) and the number of
invasive medical techniques (endoscopy, angiography,
and hemodynamic test in the majority of the Bayesian
classiﬁer models), which are not required. Most of the
selected variables are related to the patients history
and laboratory ﬁndings. While this subgroup of vari-
ables (history and laboratory ﬁndings) are easily ob-
tained without any signiﬁcant inconvenience for
patients, the inconveniences for patients increase with
the rest of the medical tests, particularly with the hemo-
dynamic test, where a catheter is introduced to examine
the state of the vein. In spite of the requirement of al NBws Semi NBws TANws kDBws
·
· · ·
· · ·
·
·
· · ·
·
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iable, it is only introduced by the kDBws classiﬁer.
Comparing this analysis with a previous study of the
same database presented in [39], the variables selected by
the Bayesian classiﬁers are not exactly the same subset
of features. However, the selected medical variables pre-
sented in this study are interrelated with the selected
variables in [39].
Physicians acknowledge that subjective variables
(where the value of the variable is determined by the
medical staﬀ) were not selected in the wrapper Bayesian
classiﬁcation models. This means that the ﬁnal results of
the Bayesian classiﬁers are not inﬂuence by physicians
point of view unlike the traditionally used Child–Pugh
score, which is a collection of ﬁve variables, where two
of them are based on medical opinion.
In relation to the set of a posteriori probability distri-
butions, the conditional probabilities related to Bayes-
ian classiﬁcation models roughly assert the previous
medical knowledge about cirrhosis.
When the Bayesian classiﬁers are presented to the
medical staﬀ, physicians notice an improvement in com-
prehensibility and simplicity among the models induced
by ﬁlter and wrapper approaches with respect to the ori-
ginal models induced by the whole set of variables. In
other words, the dimensionality reduction, carried out
in the ﬁlter and wrapper approaches, reduces the com-
plexity of the ﬁnal classiﬁers. This fact provides a useful
classiﬁcation tool that can be easily used in medical
practice.5. Conclusions and future work
A set of ﬁlter and wrapper approaches, which per-
form a feature selection process, to building Bayesian
classiﬁcation models are presented. As far as we know,
a subset of these models is novel approaches. A real
medical problem is tackled with the proposed Bayesian
classiﬁcation inducers. The ﬁlter and wrapper approach-
es to selective naive Bayes, semi naive Bayes, tree aug-
mented naive Bayes, and k-dependence Bayesian
classiﬁer are proposed to estimate the survival of cir-
rhotic patients after TIPS placement.
The purpose of this work is not to formalize the
framework for variable selection procedures, but rather
to compare performance of FSS methods in diﬀerent
models that predict survival with IPS.
Although the wrapper approaches attain a larger
dimensionality reduction (from 77 original variables,
only 3 are required to build a model for some of the
Bayesian classiﬁers considered), the average accuracy
of the ﬁlter approaches is slightly better in general.
These accuracy results are supported by the ROC
curves, where the ﬁlter approaches show a higher sensi-
bility and speciﬁcity.The dimensionality reduction provides the medical
staﬀ with simpler and comprehensible models that can
be used in everyday practice. Physicians note that this
dimensionality reduction decreases the economical costs
and, to the patients further advantage, several medical
tests are not required. Moreover, physicians note the
non-occurrence of subjective variables (those variables
whose value is determined by the physicians) in the ﬁnal
classiﬁers.
In the future, to avoid the local optima of the greedy
wrapper search the use of evolutionary computation
(speciﬁcally the estimation of distribution algorithms) in
combination with wrapper approaches is planned.
Principled comparisons of sensitivity of diﬀerent
types of models to the curse of dimensionality are rare.
The purpose of this article is to deﬁne which methods
seem to be best for the data set at hand. Other methods
such as support vector machines may be evaluated in fu-
ture work.
The Brier score can help to choose the best classiﬁer.
It seems to be related to the accuracy of the Bayesian
classiﬁer. When this score is applied, the objective is to
minimize the Brier score instead of maximize the accura-
cy. Furthermore, a multiobjective search can be per-
formed where other measures (like conditional log-
likelihood or penalized log-likelihood) can be included.Acknowledgments
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