Abstract. In this paper, we present first results of our investigation regarding symbolic pseudo-differential calculi on nilpotent Lie groups. On any graded Lie group, we define classes of symbols using difference operators. The operators are obtained from these symbols via the natural quantisation given by the representation theory. They form an algebra of operators which shares many properties with the usual Hörmander calculus.
Introduction
In the last five decades pseudo-differential operators have become a standard tool in the study of partial differential equations. It is natural to try to define analogues of the Euclidean pseudo-differential calculus in other settings. On one hand, while it is always possible to obtain a local calculus on any (connected) manifold, the question becomes much harder for global calculi. If, in addition, one requires a notion of symbol, the quasi inherent context is the one of Lie groups of type I where a Plancherel-Fourier analysis is available. On the other hand, from the viewpoint of what can actually be done at the level of operators, the investigation should start in the context of Lie groups with polynomial volume-growth where analysis of integral operators is quite well understood. Therefore the natural setting to start developing global pseudo-differential calculi is nilpotent or compact Lie groups, together with their semi-direct products.
The genesis of this idea began quite some time ago; if a starting line had to be drawn, it would be in the seventies with the work of Elias Stein and his collaborators Folland, Rotschild, etc. (see e.g. [9, 18] ), and continued, in the next decade, with the work of Beals and Greiner amongst many others. Their motivation came from the study of differential operators on CR or contact manifolds, modelling locally the operators on homogeneous left-invariant convolution operators on nilpotent groups (cf [17] ). In 'practice' and from this motivation, only nilpotent Lie groups endowed with some compatible structure of dilations, i.e. homogeneous groups and, more particularly, graded Lie groups, are considered. The latter is also the setting of our present investigation.
Since the seventies, several global calculi of operators on homogeneous Lie groups have appeared. However they were often calculi of left-invariant operators with the following notable exceptions to the authors' knowledge. Beside Dynin's construction of certain operators on the Heisenberg group in [6, 11] , a non-invariant pseudodifferential calculus on any homogeneous group was developed in [3] but this is not symbolic since the operator classes are defined via properties of the kernel. In the revised version of [22] , Taylor describes several (non-invariant) operator calculi and, in a different direction, he also explains a way to develop symbolic calculi: using the representations of the group, he defines a general quantization and the natural symbols on any unimodular type I group (by quantization, we mean a procedure which associates an operator to a symbol). He illustrates this on the Heisenberg group and obtains there several important applications for, e.g., the study of hypoellipticity. He uses the fact that, because of the properties of the Schrödinger representations of the Heisenberg group, a symbol is a family of operators in the Euclidean space, themselves given by symbols via the Weyl quantization. Recently, the attempt at defining suitable classes of Shubin type for these Weyl-symbols led to another version of the calculus on the Heisenberg group in [1] 1 . Recently as well, using the global quantization procedure noted in [22] , the second author and Turunen developed a global symbolic calculus on any compact Lie group in [19] . They successfully defined symbol classes so that the quantization procedure makes sense and the resulting operators form an algebra of operators with properties 'close enough' to the one enjoyed by the Euclidean Hörmander calculus (in fact, in a later work with Wirth [21] , they showed that the calculus in [19] leads to the usual Hörmander operator classes on R n extended to compact connected manifolds). Their approach is valid for any compact Lie group whereas the calculus of [1] is very specific to the Heisenberg group. The crucial and new ingredient in the definition of symbol classes in [19] was defining difference operators in order to replace the Euclidean derivatives in the Fourier variables. These difference operators allow expressing the pseudo-differential behaviour directly on the group.
In our present investigations, we build upon this notion to study operators in the nilpotent setting. However it is not possible to extend readily the results of the compact case developed in [19] to the nilpotent context. Some technical difficulties appear because, for example, the dual of G is no longer discrete and the unitary irreducible representations are almost all infinite dimensional. More problematically there is no Laplace-Beltrami operator and one expects to replace it by a sub-Laplacian on stratified Lie groups or, more generally, by a positive Rockland operator R on graded Lie groups; such operators are not central. Hence new technical ideas are needed to develop a pseudo-differential calculi on graded Lie groups using the natural quantization together with the notion of difference operators from [19] .
The results that we have obtained in our investigation of this question so far were presented in the talk given by the first author at the conference Fourier analysis and pseudo-differential operators, Aalto University, 25-30 June, 2012. As a consequence from Results (R2), (R5) and (R6), if ρ = 0, any pseudodifferential operator is continuous on the Sobolev spaces with the loss of derivatives being controlled by the order. All those properties justify, from our viewpoint, the choice of vocabulary of pseudo-differential calculi.
Since the conference in Aalto University of June 2012, these results, together with their complete proof and other progress made by the authors on the subject have started to be collected in the monograph [8] , see also [7] .
In this paper, due to the lack of space, we will state and prove the following parts of Results (1-7). Result (R1) is proved in Subsection 4.1. The proof of Result (R2) is given in Subsection 4.4 but relies on Result (R4) which is stated in Subsection 4.2 and only partially proved. In Subsection 3.5, Result (R3) is stated and proved while (R6) is stated in greater generality but not proved in this paper. The precise statements and proofs of Results (R5) and (R7) can be found in [8] .
The paper is organised as follows. In Section 2, we explain the precise setting of our investigation for the group, the Sobolev spaces involved here and the group Fourier transform. In Section 3, we precise our definition of quantization and symbol classes. In Section 4, we give the properties of the symbols and of the corresponding kernels and operators stated above.
Convention: All along the paper, C denotes a constant which may vary from line to line. We denote by ⌈r⌉ the smallest integer which is strictly greater than the real r.
Preliminaries
In this section, we set some notation and recall some known properties regarding the groups under investigation, the Taylor expansion in this context and representation theory.
The group G.
Here we recall briefly the definition of graded nilpotent Lie groups and their natural homogeneous structure. A complete description of the notions of graded and homogeneous nilpotent Lie group may be found in [12, Chapter 1] .
We will be concerned with graded Lie groups G which means that G is a connected and simply connected Lie group whose Lie Lie algebra g admits an Ngradation g = ⊕ ∞ ℓ=1 g ℓ where the g ℓ , ℓ = 1, 2, . . . are vector subspaces of g, almost all equal to {0} and satisfying [g ℓ , g ℓ ′ ] ⊂ g ℓ+ℓ ′ for any ℓ, ℓ ′ ∈ N. This implies that the group G is nilpotent. Examples of such groups are the Heisenberg group and more generally any stratified groups (which by definition correspond to the case g 1 generating the full Lie algebra g).
Let {X 1 , . . . X n1 } be a basis of g 1 (this basis is possibly reduced to {0}), let {X n1+1 , . . . , X n1+n2 } a basis of g 2 and so on, so that we obtain a basis X 1 , . . . , X n of g adapted to the gradation. Via the exponential mapping exp G : g → G, we identify the points (x 1 , . . . , x n ) ∈ R n with the points x = exp G (x 1 X 1 + · · · + x n X n ) in G. Consequently we allow ourselves to denote by C(G), D(G) and S(G) etc... the spaces of continuous functions, of smooth and compactly supported functions or of Schwartz functions on G identified with R n . This basis also leads to a corresponding Lebesgue measure on g and the Haar measure dx on the group G.
The coordinate function x = (x 1 , . . . , x n ) ∈ G → x j ∈ R is denoted by x j . More generally we define for every multi-index α ∈ N n 0 ,
For any r > 0, we define the linear mapping D r : g → g by D r X = r ℓ X for every X ∈ g ℓ , ℓ ∈ N. Then the Lie algebra g is endowed with the family of dilations {D r , r > 0} and becomes a homogeneous Lie algebra in the sense of [12] . The weights of the dilations are the integers υ 1 , . . . , υ n given by D r X j = r υj X j , j = 1, . . . , n. The associated group dilations are defined by
In a canonical way this leads to the notions of homogeneity for functions and operators. For instance the degree of homogeneity of x α and X α , viewed respectively as a function and a differential operator on G, is [α] = j υ j α j . Indeed, let us recall that a vector of g defines a left-invariant vector field on G and more generally that the universal enveloping Lie algebra of g is isomorphic with the left-invariant differential operators; we keep the same notation for the vectors and the corresponding operators.
Recall that a homogeneous norm on G is a continuous function |·| : G → [0, +∞) homogeneous of degree 1 on G which vanishes only at 0. Any homogeneous norm satisfies a triangular inequality up to a constant. Any two homogeneous norms are equivalent. For example (2.1)
with ν o a common multiple to the weights υ 1 , . . . , υ n .
Various aspects of analysis on G can be developed in a comparable way with the Euclidean setting [4] , sometimes replacing the topological dimension
of the group G by its homogeneous dimension
2.1.1. Taylor expansions on G. In the setting of graded Lie groups one can obtain the left or right mean value theorem and left or right Taylor expansions adapted to the homogeneous structure [12, Theorem 1.42] . Let us give the statement for left invariance. We will need the following definition: the (left) Taylor polynomial of homogeneous degree M of a function f ∈ C M+1 (G) at a point x ∈ G is by definition
We also define the remainder to be
x,M (z). Proposition 2.1 (Mean value and Taylor expansion [12] ). Let us fix a homogeneous norm | · | on G.
(1) (Mean value property) There exist positive group constants C 0 and b such that for any function f ∈ C 1 (G), we have
(2) (Taylor expansion) For each M ∈ N 0 there exist positive group constants C M such that for any function f ∈ C M+1 (G), we have
where
The control can be improved in the stratified case (again see [12] ) but we present here the more general case of the graded groups.
Remark 2.2. Proposition 2.1 extends easily to functions which are vector valued in a Banach space, replacing the modulus by operator norms.
The Taylor polynomials can be described in the following way. Let (q α ) α∈N n be the basis of polynomials obtained from by the duality X, p := Xp(0) where X ∈ U(g) and p is a polynomial. This means that the q α 's are the polynomials satisfying
We can then write the Taylor polynomial as
We will need the following properties of the polynomials (q α ) defined via (2.2):
=d is a basis of the space of homogeneous polynomials of degree d.
• For any α 1 , α 2 ∈ N n 0 , the polynomial q α1 q α2 can be written as a linear combination of q α with
• For any α ∈ N n 0 and x, y ∈ G, q α (xy) =
where the coefficients c α1,α2 are real and, moreover,
Proof. Clearly (q α ) [α] =d is the dual basis of (X β ) [β] =d . The first point follows. The second point is a direct consequence of the first together with the homogeneity of q α1 q α2 . The third point is a consequence of the homogeneity in x and in y and of the Baker-Campbell-Hausdorff formula.
2.2.
The unitary dual and the group Fourier transform. We denote by G the unitary dual of the group G, that is, the set of (strongly continuous) unitary irreducible representations modulo unitary equivalence. We will often identify a unitary irreducible representation π of G and its equivalence class; we denote the representation Hilbert space by H π and the subspace of smooth vectors by H ∞ π . The group Fourier transform of a function f ∈ L 1 (G) at π ∈ G is the bounded operator f (π) (sometimes this will be also denoted by π(f ) for longer expressions) on H π given by
One can readily see the equality
The group Fourier transform of a vector X ∈ g at π ∈ G is the operator
this yields the definition of the group Fourier transform of any element of U(g). With this notation we have for any
with the convention for α = 0 that π(X 0 ) = π(I) = I = π(X) 0 .
The properties above help in the systematic computations of certain expressions; for example we see π({Xf 1 } * f 2 ) = π(f 2 )π(X)π(f 1 ) = π(Xf 2 )π(f 1 ) and this is coherent with the direct and more tedious computation {Xf 1 } * f 2 = f 1 * {Xf 2 }.
2.3.
A positive Rockland operator R. We choose R a positive (left) Rockland operator of homogeneous degree ν. Let us recall that being a Rockland operator means that R is a differential operator on G which is left-invariant and homogeneous of degree ν and such that for every non-trivial irreducible representation π of G, the operator π(R) is injective on smooth vectors (see Section 2.2 for the definition of π(R)); being positive means
Here as usual
In the stratified case, we choose R = −L where L is the sub-Laplacian
(and so ν = 2). In the graded case, if ν o is any common multiple of the weights υ 1 , . . . , υ n , then By the celebrated result of Helffer and Nourrigat [14] , any Rockland operator is hypoelliptic and satisfies subelliptic estimates. Furthermore, by [12, ch. 4 .B], any positive Rockland operator R, as a differential operator defined on D(G), admits an essentially self-adjoint extension on L 2 (G) for which we keep the same notation R. Let E denote its spectral measure. For any measurable function φ on [0, ∞), we define the operator
which is invariant under left-translation. If it maps continuously S(G) → S ′ (G) (for example if φ is bounded), by the Schwartz kernel theorem, it is a convolution operator with kernel
Recall that the group convolution is defined via
The above hypotheses ensure the following Marcinkiewicz-type properties proved by A. Hulanicki [15] .
By this we mean that if the supremum in the right hand side is finite, then the distribution x α X β φ(R)δ o coincides with an integrable function and the inequality holds.
Remark 2.5. Consequently if φ ∈ S(R) is Schwartz, then the kernel φ(R)δ o is also Schwartz on G, i.e. φ(R)δ o ∈ S(G).
The proof of Proposition 2.4 relies on using the R-heat kernel h t , defined as the kernel of exp(−tR) for each t > 0. In [12] , it is proved that the function h = h 1 is Schwartz and that
. As in the Euclidean or stratified cases (see [10] ), we can define Bessel potentials associated with a positive Rockland operator R of degree ν via the integral
Indeed for a ∈ C with Re a > 0, this integral converges absolutely for x = 0 and defines the Bessel potential B a ∈ C ∞ (G\{0}) which satisfies:
Using the properties of semigroup of e −tR , one obtains that B a L 2 (G) is square integrable if Re a > Q/2. The Bessel potential is the convolution kernel of the
−a/ν , so that we have
2.4. Sobolev spaces. For a ≥ 0 and R a positive Rockland operator, we define the R-Sobolev spaces as the domain of (Id + R)
. It is easy to see that for any a ∈ R, the Sobolev space L 2 a (G) is a Hilbert space for the norm
Adapting the stratified case [10] (see [8] ), one obtains:
Proposition 2.6 (Sobolev spaces). Let R be a positive Rockland operator of homogeneous degree ν R .
(
We have the usual property of interpolation for Sobolev spaces: let T be a linear mapping from L
Consequently, the Sobolev spaces do not depend on the choice of operators R as in the statement above. Such operators always exist (see (2. 3)) and we fix one of them until the end of the paper.
From the interpolation property of Sobolev spaces (cf Proposition 2.6), we have:
Lemma 2.7. Let κ ∈ S ′ (G) and a ∈ R. Let {γ n , n ∈ Z} be a sequence of real numbers which tends to ±∞ as n → ±∞. Assume that for any n ∈ Z, the operator
As in the Euclidean and stratified cases [10] , we can prove the following Sobolev inequalities:
Sketch of the proof. It suffices to write
The Plancherel Theorem and the von Neumann algebras
About representation theory and the Plancherel theorem, we refer the reader to Dixmier's standard textbook [5] , especially §18.8.
Recall that a bounded operator A on a Hilbert space H is in the Hilbert-Schmidt class whenever
is a Hilbert-Schmidt operator, and the Plancherel formula holds,
where µ is the Plancherel measure on G. The group Fourier transform extends unitarily to L 2 (G) and a square integrable function f ∈ L 2 (G) gives rise to a µ-square-integrable field of Hilbert-Schmidt operators { f (π)}. Conversely, a µ-square-integrable field of Hilbert-Schmidt operators {σ π } defines a square integrable function f with
Endowed with the operator norm and composition of operators, π } is unique up to a µ-negligible set.
Let L ∞ ( G) denote the space of µ-measurable fields of uniformly bounded operators on G, modulo equivalence with respect to the Plancherel formula µ. As is usual, we will identify such fields with their classes in
, then there exists a unique σ ∈ L ∞ ( G) as above. Note that by the Schwartz kernel theorem, the operator T is of convolution type with kernel κ ∈ D ′ (G),
) and we abuse the notation by setting σ
We denote by K(G) the set of such distributions κ. It is a von Neumann algebra isomorphic to L L (L 2 (G)) when equipped with the * -product κ → κ * where κ * (x) =κ(x −1 ), and the operator norm
Note that when we equip L ∞ ( G) with the operation σ → σ * and the norm
where · op denotes the operator norm and the supremum is in fact the essential supremum with respect to the Plancherel measure µ, L ∞ ( G) becomes a von Neumann algebra isomorphic with L L (L 2 (G)) and K(G). More precisely the group Fourier transform defined on K(G) gives the isomorphism between K(G) and L ∞ ( G).
Throughout this paper, if κ ∈ D
′ (G), T κ denotes the convolution operator
and we keep the same notation for any of its continuous extensions
by the Plancherel theorem, and is less than κ L 1 (G) . For any a, b ∈ R, it is easy to see that T κ admits a continuous extension L 
Quantization and symbols classes
As recalled in Introduction, there exists a natural quantization which is valid on any Lie group of type I. We will present it in this section after defining symbols for which this quantization makes sense and produces operators D(G) → D ′ (G) with G graded Lie groups. Moreover, the resulting operators admit integral representations with right convolution kernels and these kernels play a major role in every subsequent proof. We will also define symbol classes and give some examples of symbols.
3.1. The symbols and their kernels. A symbol is a family of operators σ = {σ(x, π), x ∈ G, π ∈ G} satisfying:
(1) for each x ∈ G, {σ(x, π), π ∈ G} is a µ-measurable field of operators H ∞ π → H π , (2) there exist γ 1 , γ 2 ∈ R such that for any x ∈ G,
for any π ∈ G and any u, v ∈ H π , the scalar function x → (σ(x, π)u, v) Hπ is smooth over G.
Consequently at each x ∈ G and π ∈ G, the operator σ(x, π) is densely defined on H π ; it is also the case for X β x σ(x, π) for any β ∈ N n 0 . The second condition implies that for each x ∈ G, the µ-measurable field (3.1) correspond to a distribution κ x,γ1,γ2 ∈ K(G) which depends smoothly on x; hence σ corresponds to a distribution κ(x, ·) = κ x := (Id + R) −γ1 (I +R) −γ2 κ x,γ1,γ2 , which we call its kernel. By injectivity of π on K(G), π(X β x κ x ) = X β x σ(x, π). Examples of symbols are the symbols within the classes S m ρ,δ defined later on. More concrete examples of symbols which do not depend on x ∈ G are π(X) α , α ∈ N n 0 or the multipliers in π(R), that is, φ(π(R)) with φ ∈ L ∞ (R) (for example). Indeed for any π ∈ G the operator π(R) is essentially self-adjoint [16] and we denote by E π its spectral projection, hence giving a meaning to φ(π(R)). The relation between the spectral projections E and E π of R and π(R) is
It is known [16] that the spectrum of π(R) consists of discrete eigenvalues in (0, ∞). This may add a further justification to using the word quantization.
3.2.
The quantization mapping σ → Op(σ). Our quantization is analogous to the usual Kohn-Nirenberg quantization in the Euclidean setting, and has already been noticed by Taylor [22] , used indirectly on the Heisenberg group [22, 1] and explicitly on compact Lie groups [19] . It associates an operator T = Op(σ) to a symbol σ in the following way (with the same notation as in Subsection 3.1). For any f ∈ D(G) and x ∈ G,
is finite and we can set
We have obtained a continuous linear operator T : D(G) → D ′ (G)
. By the Schwartz kernel theorem, T = Op(σ) has an integral kernel in the distributional sense. However since σ is a symbol, we obtain directly, still in the distributional sense, the following integral representation in terms of the kernel κ defined in Subsection 3.1,
For example, the symbol σ given by the identity operator on each space H π is associated with the identity operator on G; its kernel is the Dirac measure at 0 denoted by δ 0 (independent of the point x ∈ G). More generally, for any α ∈ N n 0 , the symbol π(X) α is associated with the operator X α with kernel (−1) |α| X α δ 0 defined in the sense of distributions via
It is easy to see that the quantization mapping σ → T = Op(σ) is 1-1 and linear. Before defining symbol classes, we need to define difference operators.
3.3. Difference operators. Difference operators were defined on compact Lie groups in [19] , as acting on Fourier coefficients. Its adaptation to our setting leads us to define difference operators on L ∞ ( G) viewed as fields. More precisely for any q ∈ C ∞ (G), we set
This defines an operator ∆ q with domain Dom (∆ q ) := F G {f ∈ K(G), qf ∈ K(G)}, and more generally π(Id + R) −γ1 π(I +R) −γ2 Dom (∆ q ) for any γ 1 , γ 2 ∈ R. Note that in general, it is not possible to define an operator ∆ q on each H π ; this can be seen quite easily by considering the multiplication by the central variable on the Heisenberg group for example.
The difference operators are 
and we get the Leibniz formula:
The idea of difference operators appear naturally when considering operators on the torus T n . In this case one recovers forward and backward difference operators on the lattice Z n . Difference operators were systematically defined and studied on compact Lie groups in [19] . On the Heisenberg group, expressions of a related nature were used to describe the Schwartz space in [13] and with a hypothesis of unitary invariance in [2] .
3.4.
The symbol classes S m ρ,δ . Definition 3.1. Let m, ρ, δ ∈ R with 1 ≥ ρ ≥ δ ≥ 0 and δ = 1. A symbol σ is a symbol of order m and of type (ρ, δ) whenever, for each α, β ∈ N n 0 and γ ∈ R, the field {π(Id + R)
(The supremum over π is in fact the essential supremum with respect to the Plancherel measure µ.)
The symbol class S m ρ,δ is the set of symbol of order m and of type (ρ, δ). We also define S −∞ ρ,δ = ∩ m∈R S m ρ,δ the class of smoothing symbols. Let us make some comments on this definition:
(1) In the abelian case, that is, R n endowed with the addition law and R = −L, L being the Laplace operator, S m ρ,δ boils down to the usual Hörmander class. In the case of compact Lie groups with R = −L, L being the LaplaceBeltrami operator, a similar definition leads to the one considered in [19] since the operator π(Id + R) is scalar. However here, in the case of nonabelian graded groups, the operator R can not have a scalar Fourier transform. ( 2) The presence of the parameter γ is required to prove that the space of symbols ∪ m∈R S m ρ,δ form an algebra of operators later on.
(3) The conditions on α and β are of countable nature and it is also the case for γ. Indeed, by Lemma 2.7, it suffices to prove the property above for one sequence {γ n , n ∈ Z} with γ n −→ n→±∞ ±∞. 
Proof. For any α ∈ N n 0 , in the sense of distributions,
with α = β o , then it is equal to X βo−α f up to some constant c α,βo ∈ R. Moreover, in the latter case, we get
An example of smoothing operator is given by convolution with a Schwartz function:
Proof. For any κ ∈ S(G) and a ≥ 0, we have (
We have also the same property forR by adapting the proof above. Let m ∈ R. For any γ ∈ R and α ∈ N n 0 such that γ and [α] − m + γ are of the same sign, we have
It is now clear that T κ ∈ Ψ m and that any semi-norm T Ψ m ,a,b,c is controlled by some Schwartz semi-norm of κ.
By Lemma 3.3 and Remark 2.5, if φ ∈ S(R) then φ(R) ∈ Ψ −∞ . This last consequence could also be obtained via the next example.
The R-multipliers in the following class of functions yields operators in the calculus. We consider the space M m of smooth functions φ on [0, ∞) satisfying for every k ∈ N 0 : 
,k , with k and C independent of φ.
The proof of Proposition 3.4 can be found in [8] . It is based on Proposition 2.4 and the Cotlar-Stein Lemma.
Some properties of symbols, kernels and operators
In this section, we give more explicitly the properties (R1), (R2) and (R4) given in Introduction. 
with kernelq αo κ x and,
* is in S m ρ,δ with kernel κ * x : y →κ x (y −1 ) and,
ρ,δ and σ 2 ∈ S m2 ρ,δ with respective kernels κ 1x and κ 2x . Then σ(x, π) := σ 1 (x, π)σ 2 (x, π) defines the symbol σ in S m ρ,δ , m = m 1 + m 2 , with kernel κ 2x * κ 1x ; furthermore
where the constant C = C a,b,c > 0 does not depend on σ.
Indeed from the Leibniz rule for ∆ α and X β , the operator
whose operator norm is less than
Consequently, the collection of symbols ∪ m∈R S Let σ ∈ S m ρ,δ and κ x the associated kernel. Then for each x ∈ G, the distribution κ x coincides with a smooth function in G\{0}. Furthermore, (x, y) → κ(x, y) is a smooth function on G × (G\{0}), and we have:
(1) There exists C > 0 and a, b, c ∈ N 0 such that for any y ∈ G with |y| < 1,
(2) For any M ∈ N 0 , there exists C > 0 and a, b, c ∈ N 0 such that for any y ∈ G with |y| ≥ 1,
For example our operators of order 0 have singularities of the type |y| −Q with Q homogeneous dimension strictly greater than the topological dimension. Hence the calculus developed here can not coincide with the Hörmander calculus on R n (abelian). This contrasts with the compact case: it was shown in [21] that the calculus developed in [19] on compact Lie groups leads to the usual Hörmander operator classes on R n extended to compact connected manifolds.
Before discussing the proof of Proposition 4.1, let us prove the following couple of easy lemmata. Lemma 4.2. If σ ∈ S m ρ,δ and a ∈ R with m+ a < −Q/2, then the distribution (Id + R) a ν κ x coincides with a square integrable function for each fixed x; Furthermore, there exists a constant C = C a,m > 0, independent of σ, such that we have
Proof of Lemma 4.2. By the Plancherel formula and properties of Hilbert-Schmidt operators,
which is finite by the properties of Bessel potentials (see Subsection 2.3). 
and we conclude by Lemma 4.2.
Consequently, for any σ ∈ S m ρ,δ with kernel κ x , we can apply Lemma 4.3 to the symbol
The kernel is given byXβX β X The estimate (4.1) proves the second point in Proposition 4.1 and is a weaker version of the first. We will not show this first point because of its argument's length. The complete proof can be found in [8] .
4.3.
A pseudo-differential operator as a limit of 'nice' operators. The definition of symbols presented above leads to kernels κ x in the distributional sense and it is often needed to assume that the kernels are 'nice' functions. In this subsection we explain how we proceed to do so.
We fix a non-negative function
νo ) where | · | νo is the homogeneous norm defined in (2.1) for ν o the smallest common multiple of the υ j . Cleary χ ǫ ∈ D(G).
We denote by |π| a 'norm' on G, for example the distance between the co-adjoint orbits of π and 1.
By definition, the H π 's, π ∈ G, form a field of Hilbert spaces for the Plancherel measure. So we can choose a generating sequence of vectors on H π depending measurably on π. We denote by proj ǫ the orthogonal projection on the ⌈ǫ −1 ⌉-th first vectors of this sequence.
Let σ ∈ S m ρ,δ . We consider for any ǫ ∈ (0, 1), the operator σ ǫ (x, π) := χ ǫ (x)1 |π|≤ǫ σ(x, π)proj ǫ .
Clearly σ ǫ ∈ S 
which is smooth in x and y and compactly supported in x. From Proposition 4.1, κ ǫ,x decays rapidly at infinity in y uniformly in x. Furthermore, point-wise for x ∈ G and y ∈ G\{0}, or in the sense of S ′ (G)-distribution for each x ∈ G, we have the convergence κ ǫ,x (y) −→ ǫ→0 κ x (y).
Let T ǫ = Op(σ ǫ ) be the corresponding operators. For any f ∈ S(G),
In the proofs of the rest of the paper, we will assume that the kernels of the operators are sufficiently regular and compactly supported in y so that all the performed operations, e.g. composition of operators, convolution of kernels, group Fourier transform of kernels etc... make sense. This can be made rigorous via the procedure described above since we will always obtain controls in S Let us start with some formal considerations. Denoting σ j and κ j the symbol and kernel of T j for j = 1, 2, it is not difficult to compute the following expression for the composition
Thus the kernel of T is
Using the Taylor expansion for κ 2 in its first variable, we have
Denoting σ the group Fourier transform of κ, we have
From Subsection 4.1, we know that
Hence the main problem is to control the remainder coming from the use of the Taylor expansion; this is the object of the following lemma.
Lemma 4.5. We keep the notation defined just above and set and computable integers a 1 , b 1 , c 1 , a 2 , b 2 , c 2 (independent of σ 1 and σ 2 ) such that we have
ρ,δ ,a2,b2,c2 . Proof of Lemma 4.5. Proceeding as in the proof of (3.3), we have:
where the sign
β2 is the group Fourier transform of the function of y given bỹ
After some manipulations involving integration by parts and Leibniz rules, we ob- for some (computable) integers a 1 , b 1 , c 1 .
We choose M the smallest integer which is a linear combination over N 0 of the weights υ 1 , . . . , υ n such that all the operator norm of (4. Hence the main problem is as above to control the remainder coming from the use of the Taylor expansion. The proof proceeds in a similar way and is left to the reader. Finally, we note that the proof of Theorem 4.4 can be adapted to provide the treatment of the remainder also for composition of operators on compact Lie groups in [19, Theorem 10.7.8] .
