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On the Siegel-Weil Theorem for Loop
Groups (I)
Howard Garland and Yongchang Zhu∗
1 Introduction
The notion of an snt-module and our extension (1.14) of the Siegel-Weil
Theorem (also see Theorem 8.1, §8) grew out of our work on the Siegel-
Weil Theorem for arithmetic quotients of loop groups, which we prove in
Part II of this paper ([3]). In fact (1.14) is a vital step in our proof of the
Siegel-Weil theorem in the loop case, and as far as we know, it also seems to
be a new result for automorphic forms on certain, finite-dimensional, non-
reductive groups. At the same time, the theory of automorphic forms on
arithmetic quotients of loop groups, specifically a loop version of Godement’s
criterion (Theorem 5.3, Part II [3]) is used to prove the convergence theorem
(Theorem 3.3) we need for the Eisenstein series Et defined in (3.10). At the
moment, even though the statement of Theorem 3.3 only involves finite-
dimensional groups, the proof using loop groups is the only one we have!
To state our main result of this part, we first recall the Siegel-Weil the-
orem proved in [7].
Let F be a number field, A be the ring of adeles of F , and M be a
symplectic space over F with symplectic pairing 〈, 〉. Let (V, ( , )) be a
finite dimensional vector space over F with the non-degenerate, symmetric,
bilinear form ( , ). The space M ⊗F V has the symplectic form given by
〈u1 ⊗ v1, u2 ⊗ v2〉 = 〈u1, u2〉(v1, v2).
The group SpM and the orthogonal group G of V form a dual pair in the
symplectic group Sp2N of M ⊗F V (where 2N = dimM dimV ). Let
M =M− ⊕M+ (1.1)
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be a direct sum of Lagrangian subspaces of M , then
M ⊗ V =M− ⊗ V ⊕M+ ⊗ V
is a direct sum of Lagrangian subspaces of M ⊗ V . The Hilbert space
L2((M− ⊗ V )A) is an irreducible unitary representation of the metaplectic
group Ŝp2N (A), which is called the Weil representation. The dense subspace
S((M− ⊗ V )A)), formed by the Schwartz-Bruhat functions on (M− ⊗ V )A,
is invariant under the action of Ŝp2N (A). The theta functional
θ : S((M− ⊗ V )A)→ C
given by
θ(φ) =
∑
r∈M−⊗V
φ(r)
is Sp2N (F )-invariant.
The group Ŝp2N (A) contains the commuting pair of groups ŜpM (A) and
G(A), where ŜpM (A) is the preimage of SpM (A) in Ŝp2N (A).
For a given φ ∈ S((M− ⊗ V )A), there are two simple ways to construct
a function on SpM (F )\ŜpM (A): one is
I(φ, g)
def
=
∫
G(F )\G(A)
θ(π(g, h)φ)dh, g ∈ ŜpM (A), (1.2)
where π is the Weil representation and dh is the Haar measure on G(A) such
that the volume of G(F )\G(A) is 1. For the second way, we first consider
the function g 7→ (π(g)φ)(0), which is P (A)-invariant (where P is the Siegel
parabolic subgroup of SpM that fixes M+). We then form the Eisenstein
series
E(φ, g)
def
=
∑
r∈P (F )\SpM (F )
(rg · φ)(0). (1.3)
This gives a function on SpM (F )\ŜpM (A). When dimV > dimM+2, both
(1.2) and (1.3) converge, and the the Siegel-Weil formula asserts that the
above two constructions are equal, i.e.
I(φ, g) = E(φ, g). (1.4)
Weil [7] proved such an identity in more generality for dual pairs constructed
from semisimple algebras with involutions. Generalizations of this formula
to non-convergent cases can be found in [5].
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Put I(φ)
def
= I(φ, e) and E(φ)
def
= E(φ, e), we have
I(φ) = E(φ) (1.5)
Since I(φ, g) = I(g · φ) and E(φ, g) = E(g · φ), we see that (1.4) and (1.5)
are equivalent.
Since the cosets P (F )\SpM (F ) are in one-to-one correspondence with
the set Gr(M) of Lagrangian subspaces of M , via the map Pg 7→ M+g
(we assume the symplectic group acts on M from the right). The Eisen-
stein series (1.3) can also be written as a summation over Gr(M) as follows.
Let π− : M → M− denote the projection with respect to the decompo-
sition (1.1). For r ∈ P (F )\SpM (F ), let U = M+r . Then the symplec-
tic pairing π−(U) × M+ → F factors through a non-degenerate pairing
π−(U)×M+/(M+ ∩ U)→ F . For each v ∈ π−(U), let v˜ ∈ U be a lifting of
v, write v˜ = v˜− + v˜+ according the decomposition (1.1), then the map
ρ : π−(U)→M+/(M+ ∩ U), v 7→ v˜+ +M+ ∩ U (1.6)
is well-defined. One can prove that
π(r)φ(0) =
∫
(pi−(U)⊗V )A
ψ(
1
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〈x, ρx〉)φ(x)dx
def
= E(φ,U), (1.7)
where ψ is the additive character of A/F used in the definition of the Weil
representation, and the measure on the right hand side is the Haar measure
on (π−(U) ⊗ V )A normalized by the condition that the covolume of the
lattice π−(U)⊗ V is 1. So the Eisenstein series (1.3) can be written as
E(φ) =
∑
U∈Gr(M)
E(φ,U).
In our generalization of the Siegel-Weil formula (1.5), we assume the
symplectic space M has an additional structure, which we call an snt-
module. The groups involved are no longer reductive groups (examples:
Spn(F [t]/(t
k)) and G(F [t]/(tk))) . To state our generalization, we define
Definition 1.1 By a symplectic, nilpotent t-module (=snt-module) M , we
mean an F [t]-module which is finite-dimensional when considered as a vector
space over F, and which is equipped a symplectic form 〈 , 〉 such that the
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following conditions are satisfied
(i) there exists a positive integer N > 0 such that
tN · ξ = 0, for all ξ ∈M.
(ii). The operator t is self-dual, i.e.
〈tξ, η〉 = 〈ξ, tη〉 (1.8)
Since tN = 0 on M , we may regard M as an F [[t]]-module. We give a
simple example of an snt-module. Consider F [[t]]-module
Hk = F [[t]]/(t
k)⊕ F [[t]]/(tk), (1.9)
with a symplectic form 〈, 〉 defined by the conditions
(i). Each of the two summands is isotropic.
(ii).
〈(ti, 0), (0, tj)〉 =
{
0, i+ j 6= k − 1
1, i+ j = k − 1
, where i, j = 0, 1, ...., k − 1.
We shall prove later (see Lemma 2.2) that every snt-module is a direct sum
of the above examples. For a given snt-module M , g ∈ GL(M) is called an
snt-module automorphism if g preserves both the F [[t]]-module structure
and the symplectic structure. We denote by
Sp(M, t)
the group of all snt-automorphisms on M .
For a given snt-module M and a space V with non-degenerate, bilinear,
symmetric form ( , ), then the space
M ⊗F V =M ⊗F [[t]] V [[t]] (1.10)
has a natural snt-module structure, where V [[t]] = V ⊗F F [[t]]. And the
symplectic form is defined using the first tensor product:
〈x1 ⊗ v1, x2 ⊗ v2〉 = 〈x1, x2〉(v1, v2)
and the F [[t]]-module structure is defined using the second tensor product.
Let Sp2N (2N = dimMdimV ) denote the symplectic group of the sym-
plectic space M ⊗F V , the group Sp(M, t) is a subgroup of Sp2N . The
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orthogonal group G(F ) acts on M ⊗F V preserving the snt-module struc-
ture. But a larger group G(F [[t]]) acts on (1.10): for x⊗ v ∈M ⊗F [[t]]V [[t]],
g ∈ G(F [[t]]),
(x⊗ v) · g = x⊗ (v · g).
It is easy to see that the action preserves both the symplectic structure and
the F [[t]]-module structure, so we also have a group morphism
G(F [[t]]) → Sp2N .
We denote Gq(F [[t]]) the image. The subgroups Sp(M, t) and Gq(F [[t]])
in Sp(M ⊗ V, t) obviously commute. Our generalization of the Siegel-Weil
formula is concerned with the commuting pair (Sp(M, t), Gq(F [[t]])), which
are not reductive groups in general. Let
Gr(M, t)
denote the set of all F [[t]]-stable Lagrangian subspaces of M , so Gr(M, t) ⊂
Gr(M).
We take a direct sum decomposition M = M− ⊕M+ such that M− ∈
Gr(M),M+ ∈ Gr(M, t). As before L
2((M− ⊗ V )A) is a representation of
Ŝp2N (A), with the theta functional
θ : S((M− ⊗ V )A)→ C, φ 7→ θ(φ) =
∑
r∈M−⊗V
φ(r).
For a subspace U ∈ Gr(M), let E(φ,U) be as in (1.7), and we define
Et(φ)
def
=
∑
W∈Gr(M,t)
E(φ,W ). (1.11)
And we define
It(φ)
def
=
∫
Gq(F [[t]])\Gq(A[[t]])
θ(h · φ)dh, (1.12)
where dh denotes the Haar measure on Gq(A[[t]]) such that the volume of
Gq(F [[t]])\Gq(A[[t]]) is 1.
By Lemma 2.2, M is isomorphic to a direct sum of n copies of Hk’s:
M ∼= Hk1 ⊕ · · · ⊕Hkn (1.13)
assume dimV > 6n+2, and the quadratic form ( ) on V is F -anisotropic or
dimV − r > 12dimM + 1, where r is the dimension of a maximal isotropic
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subspace of V , then we have the following generalization of the Siegel-Weil
formula (Theorem 7.3, Theorem 8.1) :
Et(φ) = It(φ). (1.14)
The condition dimV > 6n + 2 is for the convergence of Et(φ), and the
condition that (V, (, )) is F -anisotropic or dimV − r > 12dimM + 1 is for
convergence of It(φ). This formula reduces to the classical formula (1.5)
when k1 = · · · = kn = 1.
In general, the Sp(M, t)-action on Gr(M, t) is not transitive, but there
are only finitely many orbits, so the sum Et(φ) =
∑
E(U, φ) is a sum of
Eisenstein series induced from several ”parabolic” subgroups (rather than
only one), and each corresponds to a Sp(M, t)-orbit in Gr(M, t).
In the case that M is a direct sum of n-copies of the snt-module Hk,
then Sp(M, t) = Sp2n(F [t]/(t
k)) and Gq(F [[t]]) = G(F [t]/(tk)). The for-
mula (1.14) means that the Siegel-Weil formula holds for symplectic and
orthogonal groups over F [t]/(tk). It is implies that the Siegel-Weil formula
holds for symplectic and orthogonal groups over F [t]/(p(t)) for arbitrary
polynomial p(t).
We now give an explicit example of our formula. Let F = Q, and the
snt - module M be
M = Q[t]/(t2)⊕Q/(t2) (1.15)
with the snt-module structure given as in (1.9). And we take a positive
definite even unimodular lattice L of rank N with the bilinear form given
by (, ), and let V = QL. It is well-known that N is divisible by 8. Let
L1, . . . , Lg be the list of the positive definite even unimodular lattices of
rank N (up to isomorphism), let ()j denote the the pairing of Lj, and |Autj |
be the order of automorphism group of Lj . We denote 1 ⊕ 0 and 0 ⊕ 1 in
(1.15) by e1 and e2 respectively, then e1, te1, e2, te2 is a Q-basis of M . Let
M− = Qe1 + Qte1 and M+ = Qte2 +Qe2. It is clear that M− and M+ are
Lagrangian subspaces of M and
M =M− ⊕M+.
We have the Weil representation of Sp4N (A) on
S((M− ⊗ V )A).
Take φ = Πvφv ∈ S((M− ⊗ V )A) as follows: for a finite place p of Q, φp is
the characteristic function of e1 ⊗ LZp + te1 ⊗ LZp (where Zp denotes the
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ring of p-adic integers and LZp = L⊗ Zp); for the real place ∞ of Q,
φ∞(e1 ⊗ v1 + te1 ⊗ v2) = e
piiτ1(v1,v1)+pii
−1
τ2
(v2,v2),
where τ1, τ2 are complex numbers in the upper half plane. With the above
choice of φ, our new Siegel-Weil formula (1.14) becomes
1 +
1
2
∑
a≥1,b∈Z:(a,b)=1
∑
m,n∈Z:(m,n)=1
(am2τ1 + an
2τ2 + b)
−N
2
= C
g∑
j=1
1
|Autj |
∑
u,v∈Lj ,u,v colinear
epiiτ1(u,u)+piiτ2(v,v) (1.16)
where (m,n) = 1 ( (a, b) = 1) means m,n (resp. a, b) are relatively prime,
and u, v colinear means the Q-span of u, v is at most 1-dimensional. And
the constant C is given by (1.18) below.
We compare (1.16) with the classical Siegel-Weil formula
1
2
∑
m,n∈Z,(m,n)=1
(mτ + n)−
N
2 = C
g∑
j=1
1
|Autj|
∑
u∈Lj
epiiτ(u,u)j (1.17)
This formula expresses the N2 -th Eisenstein series of SL(2,Z) as a sum of
Theta series. The constant term in q-expansion of both sides gives the
density formula
1 = C
g∑
j=1
1
|Autj|
, (1.18)
which determines C.
If we take more general test function φ, our Siegel-Weil formula (1.14) is
1 +
1
2
∑
a≥1,b∈Z:(a,b)=1
∑
m,n∈Z:(m,n)=1
(am2τ11 + 2amnτ12 + an
2τ22 + b)
−N
2
= C
g∑
j=1
1
|Autj |
∑
u,v∈Lj ,u,v colinear
epii(τ11(u,u)+2τ12(u,v)+τ22(v,v)), (1.19)
where C is determined by (1.18).
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The paper is organized as follows: In §2 we study the structure of an
snt-module M (Lemma 2.2) and the structure of the corresponding group
Sp(M, t) of snt-automorphisms of M (Cor. 2.6). In §3 we recall basic facts
about the Weil representation and study the Eisenstein series Et(φ) for the
Weil representation associated to an snt-module. In particular, we state
the convergence theorem (Theorem 3.3) for such Eisenstein series. As we
already stated, the proof depends on the convergence theorem for Eisenstein
series on loop groups, and will be given in Part II of this paper ([3]). We
also state a consequence, Theorem 3.4, of Theorem 3.3 together with Prop.
1 and Prop. 2 of [7].
In §4 we extend a result in Weil [7] and obtain Theorem 4.7, which
identifies certain abstract measures associated with the map TW (see (3.13)
for the definition of TW ) with certain gauge measures in the sense of [7]. In
§5 we obtain Theorems 5.4 and 5.8. In particular, we identify the space of
G(F [[t]]) - orbits in M ⊗ V with the set of pairs (W, i) with W ∈ Gr(M , t)
(the t - Grassmannian), i ∈ S2t (W ) such that U(i)F is non-empty ( U(i)F is
defined in §5, just before the statement of Theorem 5.8).
In §6 we discuss θ - series and finally, we prove Theorems 7.3 and 8.1,
our versions of the Siegel-Weil theorem for snt-modules.
2 The structure of symplectic, nilpotent t-modules.
In this section, we prove some results about the structure of symplectic,
nilpotent t-modules (snt-modules) defined in Section 1 (Definition 1.1).
Lemma 2.1 Let M be an snt-module. For all ξ ∈M , k ∈ Z>0, we have
〈ξ, tkξ〉 = 0.
Proof. We have for all ξ ∈M , k ∈ Z≥0,
〈ξ, tk · ξ〉 = −〈tk · ξ, ξ〉,
since 〈·, ·〉 is skew symmetric. On the other hand
〈ξ, tk · ξ〉 = 〈tk · ξ, ξ〉
by (1.8). Hence
〈ξ, tk · ξ〉 = 0,

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Lemma 2.2 Every snt-module M is isomorphic to a direct sum
M ∼= Hk1 ⊕ ....⊕Hkn
k1 ≥ k2 ≥ .... ≥ kn. Where Hk is given as (1.9). Moreover, n and the ki
are uniquely determined by M .
Proof. The uniqueness is clear from the theory of elementary divisors. For
ξ ∈ M , we define the order of ξ to be the smallest positive integer k, such
that tk · ξ = 0. Pick ξ ∈M of maximal order (N say). Then the vectors
ξ, t · ξ, ...., tN−1 · ξ
are linearly independent over F. To see this, we consider F [[t]]-submodule
F [[t]]ξ. Since F [[t]] is a PID, F [[t]]ξ is isomorphic to F [[t]]/(tk). It is clear
that k = N .
Since 〈 , 〉 is non-degenerate, we can find η ∈M , so that
〈tN−1 · ξ, η〉 = 1, 〈tj · ξ, η〉 = 0, j = 0, 1, ..., N − 2
But then,
〈ξ, tN−1 · η〉 = 〈tN−1 · ξ, η〉 = 1
Hence
tN−1 · η 6= 0,
and so
η, t · η, ...., tN−1 · η
are linearly independent (by the above argument) and
tN · η = 0
(since N was assumed the maximal order of any element of M). But then if
C1 = F -span of ξ, t · ξ, ...., t
N−1 · ξ,
C2 = F -span of η, t · η, ...., t
N−1 · η,
we see that
H = C1 ⊕ C2
with symplectic structure given by the restriction of 〈, 〉 on M is isomor-
phic to the snt-module HN , with C1, C2 corresponding to the two direct
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summands F [[t]]/(tN ). Since 〈, 〉 restricted to H is non-degenerate, M de-
composes as a direct sum of snt-modules
M ∼= H ⊕H⊥,
and applying the induction hypothesis to H⊥, we obtain the lemma. 
For an snt-module M , so M is in particular a symplectic space. As in
Section 1, we let Gr(M) denote the set of all Lagrangian subspaces, and
Gr(M, t) denote the set of Lagrangian subspaces which are stable under
the action of F [[t]], so Gr(M, t) ⊂ Gr(M). We call elements in Gr(M, t)
t-Lagrangian subspaces. We have:
Lemma 2.3 If U ⊂M is a F [[t]]-stable, isotropic and it is not properly con-
tained in any other F [[t]]-stable, isotropic subspaces, then U is t-Lagrangian,
i.e. U ∈ Gr(M, t).
Proof. Assume U is not maximal isotropic. Then there exists v ∈M , v /∈ U,
such that
〈v, u〉 = 0, all u ∈ U.
But then for all u ∈ U, i ∈ Z≥0
〈ti · v, u〉 = 〈v, ti · u〉 = 0,
since ti · u ∈ U.
Hence, the space SpanF [[t]]{v, U} is F [[t]]-stable, isotropic and contains
M properly. This contradicts the maximality of M . 
As in Section 1, we let Sp(M, t) be the subgroup of all σ ∈ Sp(M) such
that σ is an F [[t]]-module automorphism. For a finite dimensional F [[t]]-
module U , a subset of non-zero elements e1, . . . , en is called a quasi-basis of
U if every element in U can be written as an F [[t]]-linear combination of
ei’s and a1e1 + · · · + anen = 0 implies that all aiei = 0. For example, for
U = F [[t]]/(tk1)⊕ · · · ⊕ F [[t]]/(tkn),
the set (n elements) (1, 0, . . . , 0), (0, 1, . . . , 0), . . . (0, . . . , 1) is a quasi-basis.
If U has a quasi-basis consisting of n-elements, then the F -vector space
U¯
def
= U/tU is n-dimensional. If we have two such F [[t]]-modules U1 and U2,
and T : U1 → U2 is a morphism, then T induces a F -linear map T¯ : U¯1 → U¯2.
An snt-module M with decomposition as Lemma 2.2 is called homo-
geneous if k1 = k2 = .... = kn = k. In this case the group Sp(M, t) is
determined by
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Lemma 2.4 Let M be a homogeneous snt-module as in (1.13) with k1 =
· · · = kn = k. Then Sp(M, t) is isomorphic to Sp2n(F [[t]]/(t
k)). In partic-
ular, its reduction mod t defines a surjective group homomorphism
π0 : Sp(M, t)→ Sp2n(F ),
Proof. We first consider the free F [[t]]/(tk)-module (F [[t]]/(tk))2n. It has as
standard F [[t]]/(tk)-valued symplectic form 〈 , 〉∧. We define an F -valued
symplectic form 〈 , 〉 on (F [[t]]/(tk))2n by
〈a, b〉 = coefficient of tk−1 in 〈a, b〉∧.
With this 〈 , 〉, (F [[t]]/(tk))2n is an snt-module, which is clearly isomorphic
to M in the lemma. It follows from the construction that Sp2n(F [[t]]/(t
k))
preserves the snt-module structure, so we have
Sp2r(F [[t]]/(t
k)) ⊂ Sp(M, t).
For the converse inclusion is also clear. 
For a homogeneous snt-module M as in Lemma 2.4 , M¯ = M/tM has
a symplectic structure defined as follows, if a¯, b¯ ∈ M¯ , let a, b ∈ M be their
liftings, then
〈a¯, b¯〉
def
= 〈a, tk−1b〉. (2.1)
Now we turn to the case of general (possibly non-homogeneous) snt-
modules M , with direct sum decomposition as in Lemma 2.2. For fixed k,
we let
M(k) = ⊕ki=kHki ,
so
M =M(l1)⊕ ...⊕M(ls), l1 > l2 > .... > ls, (2.2)
with each M(li) a homogeneous snt-submodule. The M(li)’s are mutually
orthogonal with respect to 〈, 〉.
Now if σ ∈ Sp(M, t), then σ (acting on the right, recall) has a block
decomposition with respect to (2.2),
σ =

 σ11....σ1s........
σs1....σ
s
s

 (2.3)
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where σij :M(li)→M(lj), and for ξ = (ξ1, ...., ξs) ∈M (ξi ∈M(li))
ξσ = (ξ1, ...., ξs)

 σ11 ....σ1s........
σs1....σ
s
s

 .
We have also the decomposition M¯ = M/tM induced from the decom-
position (2.2),
M¯ = M¯(l1)⊕ ...⊕ M¯(ls), l1 > l2 > .... > ls, (2.4)
So σ¯ : X¯ → X¯ has a block decomposition:
σ¯ =

 σ¯11....σ¯1s........
σ¯s1....σ¯
s
s

 (2.5)
Lemma 2.5 The matrix σ¯ is block-upper triangular, i.e.
σ¯ji = 0 for i < j (2.6)
and the diagonal block σ¯ii is in Sp(X¯(li)) (recall X¯(li) has the symplectic
structure defined by (2.1)).
Proof. For i < j, vj ∈ M(lj), we have t
ljvj = 0 and σ
j
i is t-linear, this
implies that ti(vjσ
j
i ) = 0, then
vjσ
j
i ∈ t
li−ljM(li) (2.7)
This implies that σ¯ji = 0. For a, b ∈M(li), we have
〈tli−1a, b〉 = 〈tli−1aσ, bσ〉 =
s∑
j=1
〈tli−1aσij , bσ
i
j〉, (2.8)
if j < i, by (2.7) we have
tli−1aσij ∈ t
li−1tlj−liM(lj) = t
lj−1M(lj)
and
bσij ∈ t
lj−liM(lj)
it implies that
〈tli−1aσij, bσ
i
j〉 = 0.
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For j > i, then li − 1 ≥ lj , we have
tli−1aσij ∈ t
li−1M(lj) = 0.
So (2.8) gives that
〈tli−1a, b〉 = 〈tli−1aσii , bσ
i
i〉,
by the definition (2.1) of the symplectic form on M¯(li), we prove that σ¯
i
i is
a symplectic isomorphism of M¯(li). 
Corollary 2.6 Let M be an snt-module as in (2.2), then Sp(M, t) is the
semi-direct product
Sp(M, t) = N ⋉H,
where N is the unipotent radical of Sp(M, t) and
H ∼= Πsi=1Sp2ri(F ),
where ri is the number Hli ’s in the decomposition of M(li).
Next we discuss the classification of t-Lagrangian subspaces. First for
the snt-module (1.9), let e1, e2 denote (1, 0), (0, 1) respectively. For each
0 ≤ i ≤ k − 1, let Li be the F -subspace with basis
tie1, t
i+1e1, . . . , t
k−1e1, t
k−ie2, t
k−i+1e2, . . . , t
k−1e2.
It is clear that Li is a t-Lagrangian subspace. For an snt-module M with
decomposition as in Lemma 2.2, let Lij ⊂ Hkj be the subspace described as
above, it is clear that
Li1 ⊕ · · · ⊕ Lin (2.9)
is an t-Lagrangian subspace of M . We have
Proposition 2.7 Let M be a snt-module with decomposition as in Lemma
2.2, then every t-Lagrangian subspace can be tranformed by some g ∈ Sp(M, t)
to an t-Lagrangian subspace as in (2.9).
This proposition will not be used later, we skip its proof.
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3 The Weil representation and t-Eisenstein series.
In this section, we first recall some basic facts about the Weil representation
associated to a symplectic space over F , then we study the Eisenstein series
Et(φ) (1.11) for the Weil representations associated to an snt-module.
We shall fix a non-trivial additive character ψ : A → S1 that is trivial
on F . Let F 2N be the standard symplectic space over F , and C = C−⊕C+
be a direct sum into Lagrangian subspaces; then a two-fold cover, denoted
by Ŝp2N (A), of the adelic group Sp2N (A) acts on L
2(C−,A). The subspace
S(C−,A), formed by the Schwartz-Bruhat functions is invariant under this
action. We recall now the action formula. For g ∈ Sp2N (A), let[
αg βg
γg δg
]
(3.1)
be the block decomposition of g with respect to the decomposition
A2N = C−,A ⊕ C+,A.
In this paper, we always assume the action of Sp2N on F
2N (as well as other
symplectic group actions on symplectic spaces) is from the right. So γg in
(3.1) is a map from C+ → C−. Let g˜ ∈ Ŝp2N (A) be a lifting of g. For
φ ∈ S(C−,A), (g˜ · φ)(x) equals to
λ
∫
Im γg
Sg(x+ x
∗)φ(xαg + x
∗γg)d(x
∗γg), (3.2)
where λ ∈ C∗ is a certain scalar depending only on g˜, d(x∗γg) is a Haar
measure on Im γg and
Sg(x+ x
∗) = ψ
(
1
2
〈xαg, xβg〉+
1
2
〈x∗γg, x
∗δg〉+ 〈x
∗γg, xβg〉
)
;
it is easy to see that 〈x∗γg, x
∗δg〉 depends only on x
∗γg (not on the choice
of x∗), therefore Sg(x+ x
∗) is a function of x and x∗γg. Since g˜ is unitary,
λ can be determined up to a factor in S1.
Let P be the subgroup of Sp2N that consists of elements that maps
C+ to itself. An element g is in P (A) iff γg = 0. Then there is a lifting
P (A) ⊂ Ŝp2N (A) so that for g ∈ P (A) and φ ∈ S(C−,A),
(g · φ)(x) = |det(αg)|
1
2
A
ψ(
1
2
〈xαg, xβg〉)φ(xαg), (3.3)
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where the factor |det(αg)|
1
2
A
guarantees the unitarity of the operator g. There
is also a lifting
Sp2N (F ) ⊂ Ŝp2N (A)
such that theta functional
θ : S(C−,A)→ C
given by
θ(φ) =
∑
r∈C−
φ(r)
is invariant under Sp2N (F ). The action of Sp2N (F ) is given by (3.2) with
λ = 1 and the Haar measure is given by the condition that the covolume of
(Im γg)(F ) is 1.
For a given snt-module M with
M = Hk1 ⊕ · · · ⊕Hkn (3.4)
with Hki is as in (1.9), and a space V with non-degenerate, bilinear, sym-
metric form ( , ). Let G denote the orthogonal group of V . Recall that
M ⊗F V =M ⊗F [[t]] V [[t]] (3.5)
has a natural snt-module structure (Section 1). Let Sp2N (where 2N =
dimMdimV ) denote the symplectic group of the symplectic space M ⊗F V .
The group Sp(M, t) is a subgroup of Sp2N . The group G(F [[t]]) acts on
M ⊗F [[t]] V [[t]] in the second factor, so we have a group morphism
G(F [[t]])→ Sp(M ⊗ V, t).
Suppose l = max(k1, . . . , kn); then the image G
q(F [[t]]) of the above ho-
momorphism is isomorphic to G(F [[t]]/(tl)). We have a commuting pair
(Sp(M, t), G(F [[t]]/(tl))) in Sp(M ⊗F V, t).
Suppose we have a direct sum decomposition
M =M− ⊕M+ (3.6)
such that M+,M− ∈ Gr(M, t). We put
X
def
= M− ⊗ V.
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The space L2(XA) is a representation of metaplectic group Ŝp2N (A), and
we have the theta functional
θ : S(XA)→ C, φ 7→ θ(φ) =
∑
r∈X
φ(r). (3.7)
Recall the Eisenstein series (1.3), (1.7) for φ ∈ S(XA) is given by
E(φ) =
∑
U∈Gr(M)
E(φ,U) =
∑
U∈Gr(M)
∫
(pi−(U)⊗V )A
ψ(
1
2
〈x, ρx〉)φ(x)dx.
Let π− :M →M− be the projection map with respect to (3.6). It gives
a map
Gr(M)→ Gr(M−) : U 7→ π−(U). (3.8)
We wish to describe the inverse image of a given W ∈ Gr(M−). Let
W⊥ = {x ∈M+ | 〈W,x〉 = 0}.
If U ∈ Gr(M) satisfying π−(U) =W , then it is easy to see that
W⊥ =M+ ∩ U.
The symplectic pairing W × M+ → F factors through a non-degenerate
pairing
〈 〉 :W ×M+/W
⊥ → F.
We may identify W ∗ with M+/W
⊥ using this pairing. Recall we have the
map
ρU : W →M+/W
⊥
as defined in (1.6). It is easy to prove that ρU is self-dual. We have
Lemma 3.1 For a given W ∈ Gr(M−), the map
U 7→ ρU
is a bijection from the set of U ∈ Gr(M) such that π−(U) = W to the set
self-dual linear maps from W to W ∗ =M+/W
⊥
Proof. It is clear that the map U 7→ ρU is one-to-one. If ρ : W → W
∗ =
M+/W
⊥ is self-dual, then
U
def
= {w + ρ(w) +W⊥ |w ∈W} (3.9)
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is a Lagrangian subspace of M , and ρU = ρ. So the map in the lemma is
also onto. 
Recall the t-Eisenstein series defined in (1.11) is a sub-series of E(φ)
given by
Et(φ) =
∑
U∈Gr(X,t)
E(φ,U). (3.10)
Since M− and M+ are F [[t]]-submodules of M , the projection map
π− : M →M−
is an F [[t]]-module homomorphism. For each U ∈ Gr(M, t), π−(U) is an
F [[t]]-submodule of M−. Denote Gr(M−, t) the set of F [[t]]-submodules of
M−, so we have map
P : Gr(M, t)→ Gr(M−, t) : U 7→ π−(U). (3.11)
For a W ∈ Gr(M−, t), we wish to describe the inverse image
PW
def
= P−1(W ).
For any U ∈ PW , i.e. U ∈ Gr(M, t) and π−(U) = W , we have the linear
map
ρU : W →M+/W
⊥,
as defined in (1.6). As before ρU is self-dual. We now prove ρU is F [t]-
linear. If w ∈W , since π(U) =W , there is w′ ∈W+ such that w + w
′ ∈ U .
By our definition of ρU , ρU (w) = w
′ mod(W⊥). Since U is t-Lagrangian,
tw + tw′ ∈ U , this implies ρU (tw) = tw
′ mod(W⊥).
Lemma 3.2 For each U ∈ PW ,
ρU :W →M+/W
⊥ =M+/(M+ ∩ U)
is F [[t]]-linear and self-dual. Conversely for each ρ : W → M+/W
⊥ that
is F [[t]]-linear and self-dual, there is a unique U ∈ PW such that ρU = ρ.
Therefore U 7→ ρU is a bijection from PW to FW , the space of all ρ : W →
U+/W
⊥ that is self-dual and F [[t]]-linear .
This lemma is an t-analog of Lemma 3.1. Suppose ρ is F [[t]]-linear and
self-dual, then U given as (3.9) is the unique t-Lagrangian subspace such
that ρU = ρ.
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We set
EtW (φ) =
∑
U∈PW
E(φ,U),
By Lemma 3.2, we have
EtW (φ) =
∑
ρ∈FW
∫
(W⊗V )A
φ(x)ψ(
1
2
〈x, ρ(x)〉)dx, (3.12)
where dx denotes the Haar measure on (W ⊗ V )A such that the covolume
of W ⊗ V is 1. We have
Et(φ) =
∑
W∈Gr(M−,t)
EtW (φ).
For an F [[t]]-submodule W ⊂M−, we let
S2t (W ) ⊂W ⊗F [[t]] W
denote the F [[t]]-submodule of symmetric tensors. We define
TW : W ⊗F V =W ⊗F [[t]] V [[t]]→ S
2
t (W )
by
TW :
s∑
i=1
wi ⊗ vi 7→
s∑
i,j=1
(vi, vj)wi ⊗wj , (3.13)
where wi ∈ W, vi ∈ V , i = 1, ...., s, and where wi ⊗ wj denotes the tensor
product of wi, wj in S
2
t (W ). Of course TW can be extended to an adelic map
TW : (W ⊗F V )A → S
2
t (W )A,
and for r ∈ S2t (W )A, we set
Ur = {x ∈ (W ⊗F V )A |TW (x) = r}.
We now consider EtW (φ) as defined in (3.12). In that expression we consider
ρ ∈ FW . We have a pairing
S2t (W )× FW → F, (
∑
wi ⊗ ui, ρ) =
∑
〈wi, ρ(ui)〉, (3.14)
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which is clearly non-degenerate. And we have
〈w, ρ(w)〉 = (TW (w), ρ), w ∈ (W ⊗ V )A.
We may then rewrite the right hand side of (3.12) as
∑
ρ∈FW
∫
(W⊗V )A
φ(x)ψ(
1
2
(TW (x), ρ))dx. (3.15)
The following result is a corollary of convergence of Eisenstein series on
loop groups, it will be proved in part II.
Theorem 3.3 Let M be an snt-module as in (3.4), where Hk is as in (1.9).
If dimV > 6n+2, then the series (3.10) converges absolutely and the conver-
gence is uniform for φ varying over a compact subsets in S(XA). It follows
that the series (3.12)= (3.15) converges absolutely and the convergence is
uniform for φ varying over a compact subset of S((W ⊗ V )A).
We can apply Proposition 1 and Proposition 2 of [7]. Using Weil’s no-
tation as in [7]:
X = (W ⊗ V )A, G = S
2
t (W )A, Γ = S
2
t (W ), f = TW . (3.16)
and G∗ = (FW )A, Γ∗ = FW , where we regard G
∗ = (FW )A as Pontryagin
dual of G by the pairing
S2t (W )A × (FW )A → S
1, {a, ρ} = ψ(
1
2
(a, ρ)).
We have
F ∗φ (g
∗) =
∫
(W⊗V )A
φ(x)ψ(
1
2
{TW (x), g
∗})dx =
∫
X
φ(x){f(x), g∗}dx.
Theorem 3.3 implies that the condition of Proposition 2 in [7] is satisfied;
that is ∑
r∗∈Γ∗
|F ∗Φ(g
∗ + γ∗)|
converges and the convergence is uniform as (φ, g∗) varies over a compact
subset of S(X) × G∗. By using of Proposition 1 and Proposition 2 [7], we
obtain
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Theorem 3.4 Suppose dimV > 6n+2. To every r ∈ S2t (W )A, there corre-
sponds a unique positive measure µr on (W⊗V )A whose support is contained
in Ur, so that for every function φ on (W ⊗ V )A which is continuous with
compact support, the function Fφ(r) =
∫
φdµr is continuous and satisfies∫
Fφ(r)dr =
∫
φ(x)dx
where dr, dx are fixed Haar measures on S2t (W )A, (W ⊗F V )A, respectively.
Moreover, the µr’s are tempered measures and for φ ∈ S((W ⊗ V )A), Fφ is
continuous, is an element of L1(S2t (W )A), and is the Fourier transform of
the function F ∗φ (·) on S
2
t (W
∗)A given by
F ∗φ(ρ) =
∫
(W⊗V )A
φ(x)ψ(
1
2
(TW (x), ρ))dx.
Finally,
EtW (φ) =
∑
r∈S2t (W )
∫
(W⊗V )A
φdµr, (3.17)
the series on the right being absolutely convergent.
Since the convergence of the right hand side of (3.17) is uniform as φ
varies on a compact subset of S((W ⊗V )A), EtW is a tempered measure on
(W ⊗ V )A. The formula (3.17) can be restated as:
Corollary 3.5 We have the identity of the tempered distributions:
EtW =
∑
r∈S2t (W )
µr. (3.18)
4 An extension of Weil’s abstract lemma
In this section we study the measure dµr in Theorem 3.4. We begin with a
statement of Proposition 1 in [7] (page 6)
Lemma 4.1 Let X and G be two locally compact, abelian groups with fixed
Haar measures dx, dg respectively. Let
f : X → G
be a continuous map such that
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(A) For any Φ ∈ S(X), the function F ∗Φ on G
∗ defined by
F ∗Φ(g
∗) =
∫
X
Φ(x){f(x), g∗}dx, (4.1)
(where dx { , } denotes the pairing between G and G∗) is integrable
on G∗ and the integral
∫
|F ∗Φ|dg
∗ (where (dg∗ is Haar measure on G∗)
dual to dg) converges uniformly on every compact subset of S(X).
Then one can find a uniquely determined family of positive measures {µg}g∈G,
on X, where support(µg) ⊆ f
−1({g}), and so that for every continuous func-
tion with compact support Φ on X, the function FΦ on G defined by
FΦ(g) =
∫
Φdµg, (4.2)
is continuous and satisfies ∫
FΦdg =
∫
Φdx. (4.3)
Moreover, the measures µg are tempered measures and for Φ ∈ S(X), FΦ is
continuous, belongs to L1(G), satisfies (4.3), and is the Fourier transform
of F ∗Φ.
We call (X,G, f) as in Lemma 4.1, an admissible triple.
Let M,M−,M+, V be as in Section 3. And as Section 3, W denotes a
F [[t]]-submodule of M−. For a fixed place v of F , we set
Xv = (W ⊗ V )Fv , Gv = S
2
t (W )Fv ,
and let Tv : Xv → Gv be the Fv-linear extension of TW defined in (3.13).
The dual group G∗v of Gv is identified with (FW )Fv .
Lemma 4.2 If dimV > 6n+2, then above triple (Xv, Gv , Tv) is an admis-
sible triple, equivalently,
F ∗Φ(g
∗) =
∫
X
Φ(x){f(x), g∗}dx,
satisfies condition (A) in Lemma 4.1.
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This lemma is an analog of Proposition 5 in [7] (page 45). We expect
that the condition dimV > 6n+ 2 can be replaced by the weaker condition
dimV > 6n + 1. For our purpose, the condition in the lemma is enough.
Proof. For simplicity, we write X,G, T for Xv, Gv , Tv. Let XA = (W ⊗V )A,
GA = S
2
t (W )A, and TA : XA → GA be TW ⊗A then we have
XA = X ×X
c, GA = G×G
c
where Xc is the restricted product of (W ⊗ V )Fw ’s for w 6= v, G
c is the
restricted product of S2t (W )Fw ’s for w 6= v. And TA = T × Tc, where
Tc : X
c → Gc is defined similarly as T . Let C be a compact subset of S(X).
We choose a function φ0 ∈ S(X
c) such that∫
Xc
φ0(xc)dxc 6= 0.
Then F ∗φ0(g
∗
c ) given by
F ∗φ0(g
∗
c ) =
∫
Xc
φ0(xc){Tc(xc), g
∗
c}dxc,
satisfies that F ∗φ0(0) 6= 0. Since F
∗
φ0
(g∗c ) is continuous, we have∫
Gc
|Fφ0(g
∗
c )|dg
∗
c =M 6= 0.
For each function φ(x) ∈ S(X) , φ(x)φ0(xc) is in S(XA). Since C is a
compact subset of S(X), Cφ0 is a compact subset of S(XA). By Theorem
3.3, and the Proposition 2 in [7], we know that XA, GA, TA is an admissible
triple. We consider the function∫
X
∫
Xc
φ(x)φ0(xc){T (x), g
∗}{Tc(xc), g
∗
c}dxdxc = Fφ(g
∗)Fφ0(g
∗
c ).
Since Cφ0 is compact, the integral∫
G∗×G∗c
|Fφ(g
∗)Fφ0(g
∗
c )|dg
∗dg∗c
converges uniformly as φ varies over C. By the Fubuni theorem, we have∫
G∗×G∗c
|Fφ(g
∗)Fφ0(g
∗
c )|dg
∗dg∗c
=
∫
G∗
|Fφ(g
∗)|dg∗
∫
G∗c
|Fφ0(g
∗
c )|dg¯
∗
c
=M
∫
G∗
|Fφ(g
∗)|dg∗.
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This implies that ∫
G∗
|Fφ(g
∗)|dg∗
converges uniformly as φ varies on C. .
Since W is a finite dimensional over F and tNW = 0 for N large, W is
isomorphic to
F [t]/(tk1)e1 ⊕ · · · ⊕ F [t]/(t
km)em
as a F [[t]]-module, where e1, . . . , em is a quasi-basis of W . Let W¯ denote
the quotient W/tW , we have
W¯ ∼= F e¯1 ⊕ · · · ⊕ F e¯m,
where e¯i is the projection of ei. Let G¯v denote S
2(W¯Fv), where S
2(W¯Fv)
is the subspace of the symmetric tensors in W¯Fv ⊗ W¯Fv . For simplicity, we
shall write G,X, G¯ for Gv ,Xv, G¯v . We have T¯ given by
T¯ : X¯
def
= (W¯ ⊗ V )v → G¯
def
= S2(Wv),
∑
i
ui ⊗ vi 7→
∑
i,j
(vi, vj)ui ⊗ uj.
The condition dimV > 6n+2 implies in particular dimV > 6n+2 ≥ 6m+2;
this implies that the condition for Proposition 5 in [7] (page 45) is satisfied,
so (X¯, G¯, T¯ ) is an admissible triple. The canonical map W → W¯ induces
surjective linear maps
πX : X → X¯, πG : G→ G¯.
We have the commutative diagram
X
piX−→ X¯
↓ T ↓ T¯
G
piG−→ G¯
(4.4)
Let f : X → G¯ denote πG ◦ T = T¯ ◦ πX .
Lemma 4.3 For x ∈ X, the following conditions are equivalent
(1). T is submersive at x.
(2). f is submersive at x.
(3). T¯ is submersive at πX(x).
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Proof. Since πX is linear and surjective, it is submmersive at every point. It
follows that (2) and (3) are equivalent. Since πG is linear and surjective, it
is submmersive at every point, it follows that (1) implies (3). The fact that
(3) implies (1) follows directly from Lemma 5.7 in Section 5.
Lemma 4.4 The map f : X → G¯ satisfies the condition (A) in Lemma 4.1,
so (X, G¯, f) is an admissible triple.
Proof. We use the following diagram to prove the lemma:
X
piX−→ X¯
f ց ↓ T¯
G¯
Let K denote the kernel of πX . We have a map from S(X) → S(X¯) given
by
Φ 7→ Φ¯(x¯) =
∫
K
Φ(k + x¯)dk, (4.5)
where k denotes the Haar measure on K. It is clear that this map is con-
tinuous. Consider
F ∗Φ(g¯
∗) =
∫
X
Φ(x) < f(x), g¯∗ > dx
In the right hand side, we integrate over K first, and notice that
< f(x), g¯∗ >=< T¯ (x¯), g¯∗ >
where x¯ = πX(x), we get
F ∗Φ(g¯
∗) =
∫
X¯
Φ¯(x¯) < T¯ (x¯), g¯∗ > dx¯,
since (X¯, G¯, T¯ ) is an admissible triple, the right hand side is in L1(G¯). And
if Φ runs through a compact subset of S(X), then Φ¯ which is related to Φ by
(4.5) runs through a corresponding compact subset of S(X¯), so the integral∫
|F ∗Φ(g¯
∗)|dg¯∗
converges uniformly. This proves the lemma. 
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By Lemma 4.1, we have a family of measures {µg¯}g¯∈G¯ on X, with
support(µg¯) ⊂ f
−1(g¯), such that for every Φ ∈ Cc(X),
∫
Φdµg¯ is continuous
function of g¯ and ∫
G¯
(∫
Φdµg¯
)
dg¯ =
∫
X
Φdx. (4.6)
On the other hand, apply Lemma 4.1 to the admissible triple (G¯, X¯, T¯ ), we
have a family of measures {µT¯g¯ }g¯∈G¯ on X¯, with support(µ
T¯
g¯ ) ⊂ T¯
−1(g¯), and
∫
G¯
(∫
Φ¯dµT¯g¯
)
dg¯ =
∫
X¯
Φ¯dx¯. (4.7)
Suppose that Φ and Φ¯ are related by (4.5) and the Haar measures dg, dg¯, dk
are compatible so that the right hand sides of (4.6) and (4.7) are equal. We
then have ∫
G¯
(∫
Φdµg¯
)
dg¯ =
∫
G¯
(∫
Φ¯dµT¯g¯
)
dg¯ (4.8)
We claim that the truth of (4.8) for all Φ ∈ Cc(X) implies that∫
Φdµg¯ =
∫
Φ¯dµT¯g¯ . (4.9)
To prove this, take arbitrary h(g¯) ∈ Cc(G¯), let f
∗h = h ◦ f , replace Φ in
(4.8) by f∗hΦ. We get∫
G¯
h(g¯)
(∫
Φdµg¯
)
dg¯ =
∫
G¯
h(g¯)
(∫
Φ¯dµT¯g¯
)
dg¯.
The above is true for all h(g¯) ∈ Cc(G¯), and
∫
Φdµg¯,
∫
Φ¯dµT¯g¯ are continuous
functions of g¯, so we have (4.9). We rewrite (4.9) as∫
Φdµg¯ =
∫
(
∫
K
Φ(k + x¯)dk)dµT¯g¯ (4.10)
Recall Lemma 17 [7] (page 52), the support of µT¯g¯ is on the T¯
−1(g¯)re (the
regular points (= submerssive points) in T¯−1(g¯)). By (4.10), the support
of µg¯ is in π
−1
X T¯
−1(g¯)re, which is precisely the set of the regular points in
f−1(g¯) by Lemma 4.3. We have proved
Lemma 4.5 The measure µg¯ is supported on f
−1(g¯)re, the subset of regular
points of f−1(g¯).
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We consider the diagram
X
↓ T ց f
G
piG−→ G¯
For the admissible triple (X,G, T ), Lemma 4.1 implies that we have a family
of measures µg (g ∈ G) supported on T
−1(g) such that for Φ ∈ Cc(X),
FΦ(g)
def
=
∫
Φdµg ∈ C(G) , we have∫
G
FΦ(g)dg =
∫
X
Φ(x)dx (4.11)
We take a subspace of G that maps isomorphically onto G¯, we denote this
space by G¯, so we have the identification G = K× G¯, where K is the kernal
of πG. Since Φ has compact support, FΦ has compact support, and it is
continuous, so we have
g¯ →
∫
K
FΦ(g¯ + k)dk
is in C(G¯). The left hand side of (4.11) can be written as∫
G¯
∫
K
FΦ(g¯ + k)dkdg¯,
so we have ∫
G¯
∫
K
FΦ(g¯ + k)dkdg¯ =
∫
X
Φ(x)dx (4.12)
On the other hand, use the triple (X, G¯, f), we have by (4.6∫
G¯
(
∫
Φdµg¯)dg¯ =
∫
X
Φ(x)dx (4.13)
Comparing (4.12) and (4.13), we get∫
G¯
∫
K
FΦ(g¯ + k)dkdg¯ =
∫
G¯
(
∫
Φdµg¯)dg¯. (4.14)
Take an arbitrary h ∈ Cc(G¯), let f
∗h = h ◦ f ∈ C(X), and replacing Φ in
(4.14) by f∗hΦ, we get∫
G¯
h(g¯)
∫
K
FΦ(g¯ + k)dkdg¯ =
∫
G¯
h(g¯)(
∫
Φdµg¯)dg¯.
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This is true for arbitrary h ∈ Cc(G¯), and both
∫
K FΦ(g¯ + k)dk and
∫
Φdµg¯
are continuous functions, so we have∫
K
FΦ(g¯ + k)dk =
∫
Φdµg¯.
But the measure µg¯ is supported on f
−1(g¯)re, so it is a gauge measure (see
section 5 of [7] for the definition of ”gauge” measure),
f−1(g¯) = T−1(π−1G (g¯)) = T
−1
X (g +K)
Note that
f−1(g¯)re = ∪k∈KT
−1(g + k)re
For each given g¯, T−1(g¯ + k)re is non-singular subvariety of X, we have a
gauge form dδk on it, we have∫
Φdµg¯ =
∫
K
∫
T−1(g¯+k)
Φdδkdk
we obtain ∫
K
FΦ(g¯ + k)dk =
∫
K
∫
T−1(g¯ + k)Φ(x)dδkdk. (4.15)
The above holds for arbitrary Φ ∈ Cc(X), use the same method we used
to deduce (4.9) from (4.8), we deduce from (4.15) that
FΦ(g¯ + k) =
∫
T−1(g¯ + k)reΦdδk
So we have proved
Lemma 4.6 The measure µg,v for the triple (Xv , Gv , Tv) is supported on
T−1v (g)re and is the gauge measure.
Lets recall the meaning of ”gauge” measure ( [7], section 5). In the
situation as Lemma 4.6. We first take an invariant top form η on G and
an invariant top form ω on X. Let X ′ be the open set of X that consists
of all the points where T is submersive. Near each point x ∈ X ′, there is a
form θx such that θ ∧ T
∗η = ω. For each y ∈ G, the local forms θ, restrict
to T−1(y)re = T
−1(y) ∩X ′, give a top form θy on T
−1(y)re, which defines a
measure which is equal to µ in Lemma 4.6.
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Now we consider the global situation. Let X,G, TW as in (3.16). For
each r ∈ S2t (W ), we consider the inverse image T
−1
W (r). Notice that T is
submersive at a generic point, the space X ′ formed by the points at which f
is submersive is F -open in X. We take a top form η over G and a top form
ω on X, we assume that the Tamagawa measures on G(A) (XA resp.) with
respect to η (resp ω ) are the Haar measure normalized by the condition
that the covolume of G(F ) (X(F )) is 1. The space X ′ can be covered by
F -open subsets Uλ such that, there is a form θλ rational over F satisfying
θ ∧ f∗ = ω. For each i ∈ G(F ), then the θ’s restrict on f−1(i) ∩X ′ to get
a top form θi on f
−1(i) ∩X ′. By Lemma 4.6, dµi,v is given by |θi|v. Using
a similar argument as in [7], Section 42, we can prove that 1 is a system of
convergence factor of |θi|A. And we have
Theorem 4.7 For each r ∈ S2t (W ), the measure µr in (3.17) is supported
in T−1W (r)re and it is the same as |θr|A, the measure define by the form θr.
5 Classification of orbits of orthogonal groups
As in Section 3, we denoteM an snt-module with decompositionM =M−⊕
M+ into t-Lagrangian subspaces and V a finite dimensional vector space
over F with a non-degenerate, bilinear symmetric form (, ). The orthogonal
group G(F [[t]]) acts on M⊗V , leaving the subspaceM−⊗V invariant. The
purpose of this section to give a complete set of invariants of G(F [[t]])-orbits
in M− ⊗ V (see Theorem 5.4 below).
Definition 5.1 Let W be a finitely generated F [[t]]-module. A submodule
L ⊂ W is called a primitive submodule if one of the following equivalent
conditions is satisfied:
(1). there is a complement F [[t]]-submodule L′, i.e. W = L⊕ L′.
(2). the natural map L/tL → W/tW induced form the embedding L →֒ M
is injective.
Examples. (1) Let W = F [[t]]/(tk1) ⊕ · · · ⊕ F [[t]]/(tkm), For any l ≤ m,
L = F [[t]]/(tk1)⊕ · · · ⊕ F [[t]]/(tkl) is a primitive submodule of M .
(2). Let F [[t]]m be a free F [[t]]-module of rank m, then F [[t]]l (consists of
elements with last (m− l)-components 0 is a primitive submodule. (3). {0}
is a primitive submodule for any M .
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Let W be a finitely generated F [[t]]-module, e1, . . . , em is called a quasi-
basis of W if every ei 6= 0, every element x ∈ W can be written as a F [[t]]-
linear combination of e1, . . . , em, and a1e1 + · · · + amem = 0 (ai ∈ F [[t]])
implies that all aiei = 0. If W is a finite dimensional F [[t]]-module, the
”quasi-basis” defined above is the same notion as defined in Section 2. If
W is a free F [[t]]-module, then a quasi-basis of W is the same as a basis
of W . In the example (1) above, there is a quasi-basis of m elements. It
is clear that e1, . . . , em is a quasi-basis of W if and only if the images of
e1, . . . , em in W/tW form an F -basis of vector space W/tW . Therefore any
two quasi-bases have the same number of elements. The cardinality of a
quasi-basis is called the rank of W .
Every
x =
∑
i
ui ⊗ vi ∈M− ⊗ V =M− ⊗F [[t]] V [[t]]
gives rise to an F [[t]]-linear map
fx : V [[t]]→M−, fx(v) =
∑
i
(vi, v)ui. (5.1)
We denote by Im fx the image of fx, which is an F [[t]]-submodule of M−.
Let e1, . . . , em be a quasi-basis of Im fx, then
Im fx ∼= F [[t]]/(t
k1)e1 ⊕ · · · ⊕ F [[t]]/(t
km)em, (5.2)
where ki is the smallest positive integer such that t
kiei = 0.
Lemma 5.2 Let e1, . . . , em be a quasi-basis of Im fx, and suppose v1, . . . , vm ∈
V [[t]] satisfy fx(vi) = ei (i = 1, . . . ,m), then SpanF [[t]]{v1, . . . , vm} is a
primitive submodule of V [[t]] and v1, . . . , vm is a basis of SpanF [[t]]{v1, . . . , vm}.
Proof. Set L = SpanF [[t]]{v1, . . . , vm}, then fx|L : L → Im fx induces a
linear isomorphism:
f¯x : L/tL→ Im fx/t(Im fx).
This implies in particular, dimL/tL = m, so the map L/tL→ V [[t]]/tV [[t]]
induced from L ⊂ V [[t]] is injective, so L is primitive submodule of V [[t]].
The other conclusions are clear. 
The bilinear form (, ) on V can be extended to a F [[t]]-valued bilinear
form on V [[t]] = V ⊗F F [[t]]. This F [[t]]-valued bilinear form on V [[t]] is
non-degenerate. It is easy to prove
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Lemma 5.3 Let e1, . . . , em be a quasi-basis of Im fx, then there are elements
w1, . . . , wm ∈ V [[t]] such that
(1) SpanF [[t]]{w1, . . . , wm} is a primitive submodule of V [[t]] and w1, . . . , wm
is basis of SpanF [[t]]{w1, . . . , wm}.
(2)
x = e1 ⊗ w1 + · · ·+ em ⊗ wm.
Proof. Choose vi ∈ V [[t]] ( i = 1, . . . ,m) such that fx(vi) = ei. By Lemma
5.2, SpanF [[t]]{v1, . . . , vm} is a primitive submodule of V [[t]] and v1, . . . , vm
is a basis. It is clear that
V [[t]] = SpanF [[t]]{v1, . . . , vm} ⊕ ker(fx).
Let vm+1, . . . , vN be a basis of ker(fx). Then v1, . . . , vN is basis of V [[t]].
Now let w1, . . . , wN be the dual basis if v1, . . . , vN , i.e., (vi, wj) = δij . This
is clear that v =
∑m
i=1 ei ⊗ wi. 
From Lemma 5.3, we see that x ∈ Im fx ⊗F [[t]] V [[t]]. We define a map
T : Im fx ⊗F [[t]] V [[t]]→ S
2
t (Im fx),
N∑
i
ui ⊗ vi 7→
N∑
i,j=1
(vi, vj)ui ⊗ uj .
Where S2t (Im fx) denote the subspace of symmetric tensors in Im fx ⊗F [[t]]
Im fx. We remark that though Im fx is a submodule of M−, but the natural
map S2t (Im fx)→ S
2
t (M−) is in general not an embedding.
Theorem 5.4 Two elements x, y ∈M−⊗V are in the same G(F [[t]])-orbit
iff Im fx = Im fy and T (x) = T (y) .
We need some preparations for proving the theorem.
We recall a special case of Witt’s theorem (see [4] ):
Theorem 5.5 If L1, L2 ⊆ V [[t]] are two primitive submodules of V [[t]] and
if σ : L1 → L2 is an isometry, then σ can be extended to an isometry in
G(F [[t]]).
It is clear that if x, y are in the same G(F [[t]])-orbit, then Im fx = Im fy
and T (x) = T (y). Conversely, if Im fx = Im fy
def
= W and T (x) = T (y). Let
e1, ...., em be a quasi-basis for W , and W be as (5.2). We may assume that
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k1 ≥ k2 ≥ · · · ≥ km. Then S
2
t (W ) has a quasi-basis eij
def
= ei ⊗ ej + ej ⊗ ei
(1 ≤ i ≤ j ≤ m), and
S2t (W ) =
∑
1≤i≤j≤m
F [[t]]/(tkj )eij .
By lemma 5.3, we may write
x = e1 ⊗ a1 + · · · + em ⊗ am, y = e1 ⊗ b1 + · · ·+ em ⊗ bm
with {a1, . . . , am} and {b1, . . . , bm} satisfy condition (1) in Lemma 5.3. Then
T (x) = T (y) implies that
(ai, aj) = (bi, bj) mod t
min(ki,kj). (5.3)
Lemma 5.6 Let L1 and L2 be two primitive submodules of V [[t]] with bases
a1, . . . , am and b1, . . . , bm. Let 1 ≥ k1 ≥ · · · ≥ km. If (5.3) holds, then the
set b1, . . . , bm can be altered to another set b˜1, . . . , b˜m such that
b˜i = bi mod t
ki , for 1 ≤ i ≤ m, (5.4)
and
(b˜i, b˜i) = (ai, aj) for 1 ≤ i, j ≤ m, (5.5)
and the F [[t]]-span of b˜1, . . . , b˜m is a primitive submodule of V [[t]] with
b˜1, . . . , b˜m as a basis.
Suppose the truth of Lemma 5.6, then Theorem 5.4 can be proved as
follows. The equation (5.4) implies that
y =
∑
ei ⊗ bi =
∑
ei ⊗ b˜i.
The equation (5.5) implies that the map σ : L1 → L2 give by ai 7→ b˜i is an
isometry, by Theorem 5.5, σ can be extended to g ∈ G(F [[t]]). then
y · g = (
∑
ei ⊗ b˜i) · g =
∑
ei ⊗ σ(b˜i) =
∑
ei ⊗ ai = x.
It remains to prove Lemma 5.6.
Proof of Lemma 5.6. We use induction on m. For case m = 1, we first take
c ∈ V [[t]] such that (b1, c) = 1, we want to find b˜1 = b1 + t
k1h(t)c where
h(t) = h0 + h1t+ h2t
2 + · · · ∈ F [[t]] such that We have
(a1, a1) = (b˜1, b˜1)
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which is equivalent to
(a1, a1)− (b1, b1) = 2t
k1h(t) + t2k1h(t)2(c, c). (5.6)
Since (a1, a1) = (b1, b1) mod t
k1 , we see that 5.6 holds mod tk1 for arbitrary
h(t). Compare the coefficient of tk1 , we solve for h0, after h0, we compare
coefficient of tk1+1, we solve h1. It is clear that the similar process can be
continued to solve all hi. Assume the Lemma holds for m − 1, so we can
find b˜1, . . . , b˜m−1 such that
b˜i ∼= bi mod t
ki , for 1 ≤ i ≤ m− 1, (5.7)
and
(b˜i, b˜i) = (ai, aj) for 1 ≤ i, j ≤ m− 1. (5.8)
We may assume bi = b˜i for i = 1, . . . ,m − 1. Since ( ) on V [[t]] is non-
degenerate, we can find c1, c2, . . . , cm ∈ V [[t]] such that
(bi, cj) = δi,j. (5.9)
We want to find h1(t), . . . , hm(t) ∈ F [[t]] such that
b˜m = bm + t
km (h1(t)c1 + · · ·+ hm(t)cm)
satisfies the following m equations
(b˜i, b˜m) = (ai, am), i = 1, . . . ,m (5.10)
Let hi(t) =
∑∞
s=0 hi,st
s. The equations (5.10) already hold mod tkm. Com-
pare the coefficient of tkm of (5.10), we get a linear system with m-variables
h1,0, . . . , hm,0 andm equations, this system has non-zero determinant, thanks
to (5.9), we can solve for h1,0, . . . , hm,0. Then we compare coefficient of
tkm+1 of (5.10), we get a linear system with m equations and m variables
h1,1, . . . , hm,1, and again because of (5.9), the system has a solution. It is
clear that this process can be continued to solve for all hi,s’s. 
Lemma 5.7 Let v be a place of F , W be a F [[t]]-submodule of M−, let
Wv =W ⊗ Fv, Vv = V ⊗ Fv. The map T :Wv ⊗ Vv → S
2
t (Wv) given by
T (
∑
i
ui ⊗ vi) =
∑
i,j
(vi, vj)ui ⊗ uj
is submersive at x0 ∈Wv ⊗ Vv iff Im fx0 =Wv
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Proof. For simplicity, we denote Wv, Vv, Fv by W,V, F respectively. Let
a1, . . . , am be a quasi-basis of the F [[t]]-module Im fx0 . By Lemma 5.3, x0
can be written as
x0 =
∑
i
ai ⊗ bi = a1 ⊗ b1 + · · ·+ am ⊗ bm
where b1, . . . , bm is a basis of Span{b1, . . . , bm} and Span{b1, . . . , bm} is a
primitive F [[t]]-submodule of V [[t]]. We first find a formula for the tangent
map
dTx0 : Tx0 =W ⊗F [[t]] V [[t]]→ Ty0 = S
2
t (W )
where y0 = T (x0). Take a line x(ǫ) =
∑
i ai ⊗ bi + ǫ
∑
j uj ⊗ vj passing
through x0 in the direction
∑
j uj ⊗ vj, Then
T (x(ǫ)) =
∑
(bi, bj)ai⊗aj+ǫ
∑
(bi, vj)(ai⊗uj+uj⊗ai)+ǫ
2
∑
(vi, vj)ui⊗uj.
So we have
dTx0(
∑
j
uj ⊗ vj) =
∑
(bi, vj)(ai ⊗ uj + uj ⊗ ai). (5.11)
From this formula, we see that dTx0 is F [[t]]-linear. If Im fx0 6= W , then
Im dTx0 ⊂ Im fx0 ⊗W + Im fx0 ⊗W , dTx0 is not surjective, i.e. T is not
submersive at x0. If Im fx0 = W , since ( ) on V [[t]] is non-degenerate, for
each 1 ≤ k ≤ m, we can find v ∈ V [[t]] such that (bi, v) = δi,k, then
dTx0(al ⊗ v) = al ⊗ ak + ak ⊗ al. So all al ⊗ ak + ak ⊗ al are in Im fx0 . So
dTx0 is surjective and T is submersive at x0. 
For an F [[t]]-submoduleW ofM−, TW :W⊗V → S
2
t (W ) as in Section 3.
For i ∈ S2t (W ), We denote by U(i) the variety of elements in T
−1
W (i) where
TW is submerssive. Of course the set of F -points U(i)F may be empty. By
Lemma 5.7, Theorem 5.4 can be reformulated as
Theorem 5.8 The G(F [[t]])-orbits in M−⊗V are in one-to-one correspon-
dence with the set of pairs (W, i) with W ∈ Gr(M−, t), i ∈ S
2
t (W ) such that
U(i)F is not empty. The correspondence is the following, for x ∈ M− ⊗ V ,
its orbit corresponds to the pair (W, i), where W = Im fx, and i = TW (x).
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6 Theta series.
We continue with the snt-module M with decomposition M = M− ⊕M+
and V a finite dimensional vector space with a non-degenerate, bilinear
symmetric form ( , ) as in Section 3. For each φ ∈ S(XA) = S((M− ⊗
V )A), the theta functional θ(φ) is defined by (3.7). Recall G
q(A[[t]]) acts
on S(XA), the action formula is given as follows. An element g ∈ G
q(A[[t]])
has the block decomposition [
αg βg
γg δg
]
with respect the decomposition
(M ⊗ V )A = (M− ⊗ V )A ⊕ (M+ ⊗ V )A.
Since Gq(A[[t]]) preserves (M±⊗V )A, so we have βg = 0 and γg = 0 . Then
the action of g on S((M− ⊗ V )A) is given by
(g · φ)(x) = φ(xαg) = φ(xg) (6.1)
If g ∈ Gq(F [[t]]), it is clear that
θ(g · φ) = θ(φ).
So θ(g · φ) is a continuous function on Gq(F [[t]])\Gq(A[[t]]). Let dg be the
Haar measure on Gq(A[[t]]) such that the volume of Gq(F [[t]])\Gq(A[[t]]) is
1.
Lemma 6.1 If (V, ( , )) is anisotropic over F or dimV − r > 12dimM + 1,
where r is the dimension of a maximal isotropic subspace of V , then the
integral
It(φ)
def
=
∫
Gq(F [[t]])\Gq(A[[t]])
θ(g · φ)dg (6.2)
converges
Proof. If (V, ( , )) is anisotropic over F , then Gq(F [[t]])\Gq(A[[t]]) is com-
pact, so (6.2) converges. Let U be the unipotent radical of Gq, then Gq =
G⋉ U . Let D be a compact fundamental domain of U(F )\U(A). Then
(6.2) =
∫
G(F )\Gq(A)
∫
a∈D
∑
r∈M−⊗V
φ(rag)dadg =
∫
G(F )\Gq(A)
θ(g · φ¯)dg,
(6.3)
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where φ¯(x) =
∫
D φ(xa)da. Since D is compact, φ¯ ∈ S((M− ⊗ V )A). By
the convergence criterion in Proposition 8 [7], the right hand side of (6.3)
converges under the condition dimV − r > 12dimM + 1. 
We can write the integral (6.2) as a sum of orbital integrals. Let O be a
set of representatives of G(F [[t]])-orbit in M− ⊗ V . For each ξ ∈ O, let Gξ
denote its isotropy subgroup in Gq(F [[t]]). Then the integral (6.2) can be
written as ∫
Gq(F [[t]])\Gq(A[[t]])
∑
ξ∈O
∑
τ∈Gξ\Gq(F [[t]])
φ(ξτg)dg, (6.4)
which can be further written as
∑
ξ∈O
vol(Gξ\Gξ,A)
∫
Gξ,A\Gq(A[[t]])
φ(ξg)dg (6.5)
and we have thereby expressed It(φ) as
It(φ) =
∑
ξ∈O
vol(Gξ\Gξ,A)
∫
Gξ,A\Gq(A[[t]])
φ(ξg)dg. (6.6)
7 Siegel-Weil formula
We assume in this section M and V satisfies the conditions that dimV >
6n + 2, where n is the number of Hk’s in the decomposition of M as in
(3.4) and V satisfies the conditions in Lemma 6.1. By Theorem 3.3, the t-
Eisenstein series φ ∈ S((M− ⊗ V )A) 7→ Et(φ) is a tempered distribution on
(M−⊗V )A. And for each W ∈ Gr(M−, t), we have a tempered distribution
φ 7→ EtW (φ), given by (3.12). We have
Et =
∑
W∈Gr(M−,t)
EtW .
By Theorem 4.7,
EtW =
∑
i∈St2(W )
µi.
We denote µi by EtW,i. Therefore we have
Et =
∑
W∈Gr(M−,t)
∑
i∈St2(W )
µW,i. (7.1)
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Moreover the measure EtW,i = µi is the gauge measure as described in
Theorem 4.7, which implies in particular µi is 0 if U(i)A in empty.
On the other hand,
φ ∈ S((M− ⊗ V )A) 7→ It(φ)
given in (6.2) is a tempered distribution and it has a decomposition given
by (6.6). By Theorem 5.8, each orbit corresponds uniquely to a pair (W, i)
where W ∈ Gr(U−, t) and i ∈ St
2(W ). So we may write
It =
∑
W,i
IW,i
where
IW,i(φ) = vol(Gξ\Gξ,A)
∫
Gξ,A\Gq(A[[t]])
φ(ξg)dg.
where (W, i) corresponds to the orbit containing ξ, i.e., Im fξ = W and
TW (ξ) = i. If U(i) is empty, (W, i) doesn’t corresponds to any orbit, in this
case we define
IW,i
def
= 0.
We shall prove that Et = It, and actually we shall prove more: EtW,i = ItW,i
for any pair (W, i) . We use the induction on dimM . The case dimM = 2
is the classical result in [7].
Our proof is entirely parallel to that of [7]. To start with, we introduce
some notations. Let π : Ŝp2N (A) → Sp2N (A) denote the double cover
(recall 2N = dimMdimV ). Let Ŝp(M, t)A denote π
−1(Sp(M, t)A). We let
M(k) = ⊕ki=kHki ,
so
M =M(l1)⊕ · · · ⊕M(ls), l1 > · · · > ls.
Recall Corollary 2.6, Sp(M, t) = N ⋉H, where N is the unipotent radical,
and
H = Πsi=1Sp2ri(F ),
where ri is the number Hki ’s in the decomposition of Mli . Since M has
decomposition (3.4), M− has decomposition
M− = F [t]/(t
k1)⊕ · · · ⊕ F [t]/(tkn). (7.2)
Let T be a maximal torus of H, we may take T such that T preserves M±
and preserves each component in (7.2). Then T = Gnm, where the i-th Gm
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acts on the i-th component in (7.2). We have TA = I
n
F , where IF denotes
the idele group of F . Let T ′
A
be the subset of TA formed by
T ′A = {(t1, . . . , tn) | |t1|A ≥ · · · ≥ |tr1 |A ≥ 1, . . . , |tn−rs+11|A ≥ · · · ≥ |tn|A ≥ 1}.
Since N is unipotent, the space N(F )\N(A) is compact. By the reduction
theory for the semi-simple group H, there exists a compact C ⊂ Sp(M, t)A
such that
Sp(M, t)A = Sp(M, t)FT
′
AC. (7.3)
Since T preserves M+, we may regard TA as a subgroup of Ŝp(M, t)A, the
decomposition (7.3) implies that
Ŝp(M, t)A = Sp(M, t)FT
′
AC. (7.4)
for some compact subset C ⊂ Ŝp(M, t)A.
As in [7], for each τ ∈ R>0, we let aτ ∈ IF denote the idele such that
(aτ )v = τ for each infinite place v and (aτ )v = 1 for each finite place. We
let Θ(T ) denote the set of all (aτ1 , . . . , aτn), and set Θ(T )
′ = Θ(T ) ∩ T ′
A
.
Lemma 7.1 If Eˆ is a positive tempered measure on XA = (M−⊗V )A, and
is a sum of positive measures µˆi supported on U(i)A (i ∈ S
2
t (M−) ), and is
TF -invariant, and there is a place v of F and a subgroup G
′
v of G
q(Fv [[t]])
that acts transitively on U(i)v such that Eˆ is invariant under G
′
v. Then the
function S 7→ Eˆ(Sφ) is bounded on T ′
A
, uniformly for φ in a compact subset
in S(XA).
This lemma is a generalization of Lemma 23 in [7]. Our proof below
closely follows that of [7].
Proof. Let e1, . . . , en be a quasi-basis of M−:
M− = F [t]/(t
k1)e1 ⊕ · · · ⊕ F [t]/(t
kn)en.
Then ei⊗ej+ej⊗ei is a quasi-basis of St
2(M−). For each α ∈ {0, 1, . . . , n},
let S2t (M−)
(α) be the set that consists of elements∑
i,j>α
kij(ei ⊗ ej + ej ⊗ ei)
such that
kα+1,j(eα+1 ⊗ ej + ej ⊗ eα+1) 6= 0
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for at least one j ≥ α+ 1. We set
S2t (M−)
(n) = {0}
by convention. It is clear that S2t (M−) is a disjoint union of S
2
t (M−)
(α). Let
Eˆα be the sum of µˆi for i ∈ S
2
t (M−)
(α). It is clear that
Eˆ = Eˆ0 + Eˆ1 + · · ·+ Eˆn
and Eˆα satisfies all the conditions in the lemma. it is enough to prove the
result for each Eˆα.
Now we fix 0 ≤ α ≤ n. Let q be the constant which is 1 if v is infinite
and is equal to the cardinality of the residue field if v is a finite place. As
in [7], there is a compact subset C ⊂ IF (where IF is the idele group of F ),
such that every t ∈ IF with 1 ≤ |t| ≤ S (where S is a fixed constant ) can
be written as rc with r ∈ F , c ∈ C. We denote Cn the subset of TA formed
by elements (c1, . . . , cn) with all ci ∈ C, and let
Θ′α = {(aτ1 , . . . , aτn) | τ1 = · · · = τα+1 ≥ · · · ≥ τn ≥ 1}.
We will apply Lemma 6 of [7] to the space XF . We consider XF as
a product space Πn−αi=1 X
(i)
F , where X
(1)
F is the F [[t]]-submodule generated
by e1 ⊗ V, . . . , eα+1 ⊗ V , and for n − α ≥ i ≥ 2, X
(i)
F is F [[t]]ei+α, YF ⊂
M−⊗F [[t]]M− is the submodule over F [[t]] spanned by ei⊗ej with j ≤ α+1
. And p : XF → YF is given by
p(
j=1∑
i=1
ei ⊗ vi) =
n∑
i=1
α+1∑
j=1
(vi, vj)ei ⊗ ej .
Apply Lemma 6 of [7], there is φ0 ∈ S(XA) such that
|((θc) · φ)(x)| ≤ φ0(x) (7.5)
for all x ∈ XA with T (x) ∈ St(M−)
(α), all θ ∈ Θ′α, c ∈ C
n, and φ ∈ C0.
It can be proved ([7] page 71) that each element t = (t1, . . . , tn) ∈ T
′
A
can be written as
t = ryθc
where r ∈ TF , y = (y1, . . . , yn) ∈ Tv with all |yi|v ≥ 1 and yα+1 = · · · =
yn = 1, θ ∈ Θ
′
α and c ∈ C
n. Since Eˆα is invariant under TF , we have
|Eˆα(t · φ)| ≤ Eˆα(y · φ0).
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We may assume that φ0 = φvφ
′ where φv ∈ S(Xv), φ
′ ∈ S(Π′w 6=vXw). By
Lemma 22 [7], we have
Eˆα(y · φ0) =
∑
i∈St2(M−)(α)
ci(φ
′)
∫
U(i)v
y · φv|θi|v.
From this, we obtain that
Eˆα(y · φ0) = Π
n
i=1|yi|
k1+···+ki−1+(n−m/2−i+2)ki
v Eˆα(φ0)
since ki ≤ kj for i ≤ j, and m > 6n+ 2, we see that the exponent of |yi|v is
≤ 0, and since |yi|v ≥ 1, so have
Eˆα(y · φ0) ≤ Eˆα(φ0).
This proves the lemma. 
The following theorem is a generalization of Theorem 4 in [7].
Theorem 7.2 Suppose dimV > 6n+2. If there is a place v of F such that
U(0)v is not empty, and a subgroup G
′
v of G
q(Fv [[t]]) acts transitively on
U(i)v for every i ∈ S
2
t (M−). And if E
′ is a positive tempered measure on
XA invariant under Sp(M, t) and G
′
v and E
′−Et is supported on the union
of U(i)A for i ∈ S
2
t (M−) . Then E
′ = Et.
Sketch of Proof. Using Lemma 7.1 and 7.4, it is easy to see that the function
Ŝp(M, t)A → C given by S 7→ (E
′ − Et)(Sφ) is bounded on Ŝp(M, t)A
uniformly for φ in every compact subset of S(XA). The remainder of the
proof is similar to that of Theorem 4 in [7]. 
Now we can prove the main theorem of this work:
Theorem 7.3 Suppose dimV > 6n+2 and V is anisotropic or dimV −r >
1
2dimM + 1, where r is the dimension of a maximal isotropic subspace of
V , then
Et = It.
The condition on V in the Theorem is for the convergence of It (see 6.1).
The proof uses the induction on dimM . The induction assumption implies
that E′ = It satisfies the conditions of Theorem 7.2, therefore Et = It.
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8 Corollaries of Siegel-Weil formula
In this section we prove a slightly more general form of the Siegel-Weil
formula (Theorem 8.1) for snt-modules that will be used in part II. LetM,V
be as in Section 3. Let
M =M− ⊕M+ (8.1)
be a direct sum such thatM+ ∈ Gr(M, t), M− ∈ Gr(M) but not necessarily
in Gr(M, t). Let X = M− ⊗ V . The space L
2(XA) is a representation of
the metaplectic group Ŝp2N (A) (2N = dimMdimV ) with the usual theta
functional
θ : S(XA)→ C, φ 7→ θ(φ) =
∑
r∈X
φ(r).
Recall the Eisenstein series (1.3), (1.7) for φ ∈ S(XA) is given by
E(φ) =
∑
U∈Gr(M)
E(φ,U) =
∑
U∈Gr(M)
∫
(pi−(U)⊗V )A
ψ(
1
2
〈x, ρx〉)φ(x)dx.
The t-Eisenstein series defined in (1.11) is a subseries given by
Et(φ) =
∑
U∈Gr(X,t)
E(φ,U). (8.2)
Though M− is not an F [[t]]-submodule of M , it has F [[t]]-module structure
via the isomorphism M− = M/M+. In the case that M− is an F [[t]]-
submodule, the two F [[t]]-module structures on U− clearly coincide. The
projection map
π− : M →M/M+ =M−
is an F [[t]]-module homomorphism. For each U ∈ Gr(M, t), π−(U) is an
F [[t]]-submodule of M−. Denote Gr(M−, t) the set of F [[t]]-submodules of
M−, so we have a map
P : Gr(M, t)→ Gr(M−, t) : U 7→ π−(U). (8.3)
For W ∈ Gr(M−, t), we set
EtW (φ) =
∑
U∈Gr(M,t):pi−(U)=W
E(φ,U).
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We recall the action formula of Gq(A[[t]]) on S((M−⊗V )A). An element
g ∈ Gq(A[[t]]) has the block decomposition[
αg βg
γg δg
]
with respect the decomposition
XA = (M− ⊗ V )A ⊕ (M+ ⊗ V )A.
Since Gq(A[[t]]) preserves (M+ ⊗ V )A, so we have γg = 0. Since M− is not
an F [[t]]-submodule in general, βg may not be 0. Then the action of g on
S((X ⊗ V )A) is given by
(g · φ)(x) = ψ(
1
2
〈xαg, xβg〉)φ(xαg) (8.4)
If g ∈ Gq(F [[t]]) and ξ ∈ V , then
1
2
〈ξαg, ξβg〉 ∈ F,
and so ψ(12 〈ξαg, ξβg〉) = 1 and
(g · φ)(ξ) = φ(ξαg).
Therefore, we have
θ(g · φ) = θ(φ), for g ∈ Gq(F [[t]]). (8.5)
The function θ(g · φ) (as a function on Gq(A[[t]]) is actually a function on
Gq(F [[t]])\Gq(A[[t]]). Assume (V, ( , )) satisfies the conditions in Lemma
6.1, then we can form the convergent integral
It(φ)
def
=
∫
Gq(F [[t]])\Gq(A[[t]])
θ(g · φ)dg, (8.6)
the convergence can be proved in the same way as Lemma 6.1.
We wish to write the integral (8.6) as a sum of orbital integrals. We
introduce the set
Ω = S1 × (M− ⊗ V )A,
on which Gq(A[[t]]) acts as
(s, x) · g = (sψ(
1
2
〈xαg, xβg〉), xαg). (8.7)
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One can then check directly that (8.7) does define a group action; i.e., that
((s, x)g1)g2 = (s, x)g1g2, g1, g2 ∈ G
q(A[[t]]).
On the other hand, if
φ ∈ S((U− ⊗ V )A),
we can extend φ to Ω by
ϕ(s, x) = sϕ(x), x ∈ (U− ⊗ V )A, s ∈ S
1.
And note that we can rewrite the integral (8.6) as
∫
Gq(F [[t]])\Gq(A[[t]])

 ∑
ξ∈U−⊗V
φ((1, ξ) · g)

 dg. (8.8)
We note that the subset
(1, U− ⊗ V ) ⊂ Ω
is invariant under Gq(F [[t]]). We let O ⊂ (1, U− ⊗ V ) be a family of orbit
representatives for the action of Gq(F [[t]]). Of course O can be identified
with a subset of U− ⊗F V ((1, ξ) 7→ ξ, ξ ∈ U− ⊗ V ), and as such, it is a
family of orbit representatives for the action
ξ 7−→ ξαg, g ∈ G
q(F [[t]])
of Gq(F [[t]]) on U− ⊗ V . We may rewrite (8.8) as∫
Gq(F [[t]])\Gq(A[[t]])
∑
ξ∈O
∑
τ∈Gξ\Gq(F [[t]])
ϕ((1, ξ)τg)dg. (8.9)
Using the fact that Gξ,A is unimodular, we can prove (8.9) is equal to
It(φ) =
∑
ξ∈O
vol(Gξ\Gξ,A)
∫
Gξ,A\Gq(A[[t]])
φ((1, ξ)g2)dg2, (8.10)
by a similar argument as in [7] (page 16). We have thereby expressed the
It(φ) as a sum of orbital integrals. For each orbit O, we have a corresponding
W ∈ Gr(M−, t) (see Theorem 5.8). Let ItW (φ) be the subseries of (8.10)
that is over all ξ corresponding to W . Then we have
It(φ) =
∑
W∈Gr(M−,t)
ItW (φ).
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Theorem 8.1 Suppose dimV > 6n+ 2 and (V, ( , )) satisfies the condition
in Lemma 6.1. Let M = M− ⊕M+ be a decomposition such that M− ∈
Gr(M) and M+ ∈ Gr(M, t). Put X = M− ⊗ V . We can define tempered
distributions Et and It on XA as in (8.2) and (8.6). Then
Et = It. (8.11)
And for each W ∈ Gr(M−, t), we have
EtW = ItW . (8.12)
Notice that we didn’t assume M− ∈ Gr(M, t), but this theorem can be
reduced to Theorem 7.3. Let
M = M¯− ⊕ M¯+
be a decomposition of t-Lagrangian subspaces. Both L2((M− ⊗ V )A) and
L2((M¯−⊗V )A) are models of the Weil representation of Ŝp2N (A). We shall
define an intertwining operator
T : L2((M− ⊗ V )A)→ L
2((M¯− ⊗ V )A)
such that T sends S((M− ⊗ V )A) to S((M¯− ⊗ V )A), and
Et(φ) = Et(Tφ), It(φ) = It(Tφ).
By Theorem 7.3, Et(Tφ) = It(Tφ), so we have , Et(φ) = It(φ). The more
detailed proof follows.
Proof. Recall for the symplectic spaceM⊗V , we have the associated Heisen-
berg group
H = (M ⊗ V )A × S
1
with the product given by
(a1, s1)(a2, s2) = (a1 + a2, s1s2ψ(
1
2
〈a1, a2〉).
Since M+ is a Lagrangian subspace, A
def
= (M+ ⊗ V )A × S
1 is a maximal
abelian subgroup of H. And
χ : (M+ ⊗ V )A × S
1 → S1, (a, s) 7→ s
is a 1-dimensional representation. The induced representation
IndHAχ
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consists of functions f on H such that f(ax) = χ(a)f(x) for all a ∈ A and
the restriction f on (M−⊗V )A is in L
2((M−⊗V )A). LetM = M¯−⊕M¯+ be
a direct sum of t-Lagrangian subspaces. Similarly, for the maximal abelian
subgroup (M¯− ⊗ V )A × S
1, and the character
χ¯ : (M¯− ⊗ V )A × S
1 → S1, (a¯, s) 7→ s
we have the induced representation
IndHA¯ χ¯.
The representation space IndHAχ ( Ind
H
A¯
χ¯, resp.) can be identified with
L2((M− ⊗ V )A) ( L
2((M¯− ⊗ V )A), resp.) by the restricting a function on
H to (M¯− ⊗ V )A ((M¯− ⊗ V )A, reps.). The space of smooth vectors are
S(M− ⊗ V )A) and S((M¯− ⊗ V )A), respectively. Let h ∈ Sp(M) be an
element such that
M−h = M¯−, M+h = M¯+.
We define
T : S(M− ⊗ V )A)→ S((M¯− ⊗ V )A)
by
(Tf)(x) = (h · f)(xh−1).
It is easy to check that T is an isomorphism of H-representations. There
are two actions of Ŝp2N (A) on S((M¯− ⊗ V )A) (or on L
2(M¯− ⊗ V )A)): the
Weil representation action which we denote by π(g), and π′(g) = Tπ(g)T−1
(where π(g) denote the Weil representation action on S(M− ⊗ V )A). They
both satisfy that, for every α ∈ H :
π(g−1)π(α)π(g) = π(α · g)
π′(g−1)π(α)π′(g) = π(α · g)
So π′(g) = cgπ(g) for some scalar cg. It is clear that cg1g2 = cg1cg2 . Since
Sp2N (F ) is a perfect group, we have cg = 1 for all g ∈ Sp2N (F ). This implies
that cg = 1 for all g ∈ Ŝp2N (A). It then follows that T is an isomorphism of
the Weil representations. We define as usual the theta function functionals
θ : S((M− ⊗ V )A)→ C, θ¯ : S((M¯− ⊗ V )A)→ C.
We have
θ¯(Tf) =
∑
r∈M¯−
(Tf)(r) =
∑
r∈M¯−
(h·f)(rh−1) =
∑
r∈M−
(h·f)(r) = θ(h·f) = θ(f).
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And
It(Tf) =
∫
Gq(F [[t]]\Gq(A[[t]]
θ(g · Tf)dg
=
∫
Gq(F [[t]]\Gq(A[[t]]
θ¯(T (g · f))dg
=
∫
Gq(F [[t]]\Gq(A[[t]]
θ((g · f))dg
= It(f).
Let P ⊂ Sp(M) be the parabolic subgroup that consists of all g ∈ Sp(M)
such that M+g = M+, similarly, let P¯ ⊂ Sp(M) be the parabolic subgroup
that consists of all g ∈ Sp(M) such that M¯+g = M¯+. And let S denote the
set of all g ∈ P\Sp(M) such thatM+g is a t-Lagrangian subspace. Similarly
let S¯ denote the set of all g ∈ P¯\Sp(M) such that M¯+g is a t-Lagrangian
subspace. Since M+h = M¯+, the map Lh : S¯ → S, g 7→ hg is a bijection.
Et(Tf) =
∑
g∈S¯
(g · Tf)(0)
=
∑
g∈S¯
(Tgf)(0)
=
∑
g∈S¯
(hgf)(0)
=
∑
g∈S
(gf)(0)
= Et(f).
This proves Et(φ) = It(φ). To prove EtW (φ) = ItW (φ) for every W ∈
Gr(M−, t), we first note for every W ∈ Gr(M−, t), W +M+ is an F [[t]]-
submodule of M . Let
W⊥ = {v ∈M+ | 〈v,W 〉 = 0}.
It is easy to see that W⊥ is the radical of the restriction of 〈 , 〉 on W +M+.
Therefore
MW
def
= (W +M+)/W
⊥
is an snt-module. And
MW =W ⊕M+/W
⊥
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is a decomposition into Lagrangian subspaces, and M+/W
⊥ ∈ Gr(MW , t).
We consider S((W ⊗V )A), and apply (8.11) to the pair (Sp(MW , t), G), we
have ∑
W ′∈Gr(M−,t):W ′⊂W
EtW ′(φ) =
∑
W ′∈Gr(M−,t):W ′⊂W
ItW ′(φ).
The above equality holds for all W ∈ Gr(M−, t), which implies EtW (φ) =
ItW (φ). 
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