ABSTRACT A delay dynamic coupled fault diagnosis (DDCFD) model is a kind of effective fault diagnosis model based on probability graph for complex systems. Previous research assumes that its structure and parameters are all known before application. Since the initial model is always constructed by experts, it is possible that it is inconsistent with practical systems, which may impact the diagnostic accuracy. In order to improve the model by applying the practical data, this paper develops a machine learning method for the DDCFD model. A parameter learning method and three structure learning methods are studied. Using this approach, prior knowledge and test data can be combined together to get a better diagnostic model. The methods are tested and compared on simulated examples and an application case. The result indicates that diagnostic accuracy can be improved by means of parameter learning compared to the initial model, and it can be further improved by structure learning. The score-based algorithm is the best choice for learning the structure of the DDCFD model.
The model-based method is a kind of important diagnostic method that has been applied a lot to complex systems. As a real-world system may have uncertain information such as measurement noise [1] , it is required that the diagnostic model used can deal with interfering factors. The probabilistic graphical model is such a model that has a great uncertain knowledge representation ability. It is one of a small handful of frameworks that support representation, inference, and learning simultaneously for a broad range of problems [2] . One of the most widely used probabilistic graphical models in fault diagnosis is Bayesian networks [3] [4] [5] . However, the traditional model mainly considers relationships between faults and tests, which is not enough in practical application. Indeed, a fault is dynamic in real-world systems. Fault states at different time epochs may be closely related, and that's why faults can be divided into permanent fault, intermittent fault and so on. Furthermore, different faults may couple together. Test delay and fault propagation delay may exist in a system. In order to deal with this kind of complex fault diagnosis problem, dynamic fault diagnosis based on probability graph has been widely studied in the literature. Different models such as hidden Markov model (HMM) [6] , dynamic multiple fault diagnosis (DMFD) model [7] [8] [9] , factorial hidden Markov model (FHMM) [10] , coupled factorial hidden Markov model (CFHMM) [11] , [12] , dynamic set-covering model [13] are proposed. In our previous research, a DDCFD model where fault propagation/transmission and delays with imperfect test outcomes are represented is developed [14] . The test shows that it has a better performance than the previous ones. However, the difficulty of constructing the probabilistic graphical model for dynamic fault diagnosis limits its application because a lot of parameters need to be assigned. Ideally, the model can be learned automatically from historical data. However, it is possible that not enough data can be collected to cover all the possible faults, especially for newly developed equipment. At present, a feasible method is constructing an original model by experts according to the knowledge of a system and then optimizing it to get a better diagnostic result based on experiment data or application data. This is also an advantage of the probabilistic graphical model compared to data-driven methods, i.e., the prior knowledge and historical data can be combined together conveniently.
Indeed, many scholars have realized the importance to improve a diagnostic model in the application phase. For example, Wilmering [15] pointed out that maturation is a vital part of the health monitoring and fault diagnosis system, and the work should begin from the design stage and throughout all the life cycle. In their further study they proposed a knowledge discovery method based on ontologies to support diagnostic maturation and other methods for Timed Failure Propagation Graphs (TFPG) model and D-matrix model [16] [17] [18] . Chen et al. [19] studied application of machine learning in fault diagnosis system, where a rulebased diagnostic method and a model-based method are combined together. Przytula et al. [20] presented a diagnostic Bayesian networks (BN) evaluation method that can point out some kind of drawbacks of the model, which is useful in guiding the improvement of the model.
In data-based fault diagnosis methods, model training is a necessary stage before application. A good review in this area was carried out by Wang et al. [21] on multivariate statistical process monitoring (MSPM) methods, where many datadriven methods are discussed. In this paper, we are going to study the learning algorithm for the DDCFD model. The most possible model that we can use for reference is Bayesian networks as they all belong to the directed acyclic graph and can be used to fault diagnosis. For the Bayesian networks, maximum likelihood estimation is the most widely used method for parameter learning. Study in the literature mainly focuses on structure learning because it is much more difficult. Generally, there are three principal approaches for Bayesian networks structure learning: constraint-based, score-based and the one combining the two strategies together, which is also called hybrid methods [22] . The constraint-based method learns graphical models by performing conditional independence tests, which is relatively easy to carry out. A popular one is the Peter Clark (PC) algorithm. Recently, Córdoba et al. [23] applied Bayesian optimization to choose significance level and the statistical test in the PC algorithm for learning Gaussian Bayesian networks.
A score-based method finds a BN structure that optimizes a score function for given data. Since existing exact algorithms have worst-case time complexity exponential in the tree-width of the graph, Nie et al. [24] presented a novel method of score-based BN structure learning algorithm with bounded tree-width, which can be applied to the application that requires fast inference. Similarly, Scanagatta et al. [25] presented a method adopting a score-based approach for learning tree width-bounded Bayesian networks from data sets containing thousands of variables, which is considered to be better than previous algorithms. In order to apply multiple domain experts' knowledge in Bayesian networks learning, Amirkhani et al. [26] introduced two new scoring functions for the score-based method, where knowledge uncertainty from experts is considered. They indicated that experts' opinions for constraint-based structure learning can be exploited in the future [26] . Chen et al. [27] proposed an optimal structure learning method considering ancestral constraints based on non-decomposable scores, called the EC tree.
In hybrid methods, a constraint-based method is applied to reduce the search space. A typical one is the maxmin hill climbing method (MMHC), which can generate a good result for Bayesian networks structure learning [28] . Recently, the MMHC algorithm was developed to deal with the causal structure learning problem in presence of latent variables. The comparison result showed that the it often provides improved performances than the FCI and cFCI, two well-known constraint-based approaches for causal-network reconstruction [29] . Liu et al. [30] proposed a separation and union Bayesian networks learning algorithm, which is also a hybrid algorithm. However, a recent study shows that hybrid methods are not necessarily more accurate than constraintbased algorithms and score-based algorithms, which means that the learning method should be properly chosen for a specific model to obtain a good result [31] .
In addition to the learning algorithms mentioned above, the recent development in this area includes learning of Bayesian networks with continuous variables or from complex datasets. For example, Dojer [32] designed a general method of adapting discrete scores to continuous data, and then the Bayesian networks can be learned from mixed data directly. Cinicioglu and Shenoy [33] developed a new heuristic on how to build BN from sparse datasets. Yang et al. [34] developed a relational continuous-time Bayesian networks (RCTBNs) model that can faithfully model continuous time, and proposed a non-parametric learning algorithm for learning these models. Unlike the normal Bayesian networks representing dependencies between individual variables, Parviainen and Kaski [35] studied the Bayesian networks for variable groups and proposed a learning algorithm for it. Andrews et al. [36] proposed two novel scoring methods for learning Bayesian networks in the presence of both continuous and discrete variables, that is, mixed variables.
Overall, the previous research provides a good reference for diagnostic model maturation. However, they are not suitable to the DDCFD model as the model structure is different from the past. The previous research on dynamic fault diagnosis based on the probability graph mainly focuses on the inference algorithm and assume that the model is known in application. In other words, how to construct the DDCFD model and optimize it has not been investigated. Further research needs to be carried out to solve the model learning and optimization problem. The learning method developed can also be used to other models such as the DMFD model [7] [8] [9] and the CFHMM model [11] , [12] because they can be viewed as special cases of the DDCFD model.
B. SCOPE AND ORGANIZATION OF THE PAPER
In this paper, we propose a DDCFD model optimization method by means of parameter learning and structure learning. Mathematical formulation and the calculation procedure are presented in detail. Simulations and an application case are studied to test and compare the methods. The result shows that the learning algorithm is effective to realize DDCFD model optimization and can increase fault diagnosis accuracy based on this model.
The remainder of the paper is organized as follows. In section II, the DDCFD model to construct and optimize is introduced. In section III, a parameter learning method including maximum likelihood estimation and Bayesian estimation is presented. In section IV, structure learning algorithms are proposed. A constraint-based algorithm, a scorebased algorithm and a hybrid one are presented. The formulation and calculation process are discussed in detail. In section V, the methods proposed in this paper are simulated and compared on systems of different scales. In section VI, an application case to a diesel engine is studied. Both the simulation result and the application result show that the learning methods we proposed are effective, and the scorebased algorithm is the best one for the model structure learning. In section VII, the paper is concluded.
II. THE FAULT DIAGNOSIS MODEL TO OPTIMIZE
DDCFD model is an efficient dynamic fault model that is newly developed from the DMFD model [7] [8] [9] and the CFHMM model [11] , [12] . It can denote more relationships and thus has a better performance than the previous ones [14] . Consequently, it is chosen to be the objective to learn and optimize in this paper. The details of the model and the inference algorithm based on it can be found in [14] . For reading convenience, a short introduction is given here. The structure of a DDCFD model is shown in Fig. 1 .
Like the normal Bayesian networks, the DDCFD model consists of a set of nodes and dependency relationships between them. A node denoted by a circle is a fault node, which has two states (1 and 0) that mean the fault exists or not. The fault nodes of the same component at different epochs form a Markov chain. For example, k denotes the time epoch in Fig. 1 . x 2 (k) denotes the fault state of component 2 at time k, where x 2 (k) = 1 denotes the fault exists at time k, and x 2 (k) = 0, otherwise. Similarly, a node denoted by a rectangle is a test node set, which also has two states (pass and fail, denoted by the value 0, 1 respectively).
Directed edges denote dependency relationships between two nodes. Those between fault nodes represent fault propagation. And the ones between a fault node and a test node denote the detection relationships from the test to the fault. A value is associated with each edge to denote strength of the 
can denote a test set, and then each test will have a separate fault detection probability.
Fault diagnosis based on the DDCFD model is a process of calculating the state of
It is usually formulated as an optimization problem, i.e., finding fault states that best explain the test result. The inference algorithm can be found in [14] .
According to the structure of the DDCFD model, it is evident that a good diagnostic result can only be obtained under the condition that dependency relationships and the strength associated with them are consistent with practical systems. Consequently, optimization of the DDCFD model is divided into two aspects in this paper. One is parameter learning, which means that only the strength of dependency relationships will change during the learning process. The other is structure learning, which indicates that both the edges and the values associated with them will change in this process. Formulations of the two model learning methods will be discussed in section III and section IV respectively.
III. LEARNING MODEL PARAMETERS
In this section, a parameter learning method for the DDCFD model is studied. It is presented from two aspects according to whether prior knowledge is taken into account. Specifically, in section III-A, parameters are learned based on the maximum likelihood estimation method. In section III-B, a Bayesian estimation method is studied, where prior knowledge is formulated by means of virtual samples.
A. MAXIMUM LIKELIHOOD ESTIMATION FOR THE PARAMETERS 1) Parameters to learn
In the DDCFD model, the parameters can be divided into four parts. Let θ = {Pt, Pa, Pd, Pf } denote the parameter set. The meaning of them can be explained as follows. VOLUME 6, 2018 Fault transition and coupling probability Pt = {pt irτ | i, (1) and m is the total number of faults, T denotes the longest coupling delay. x i (k) = 1 means that the fault x i (k) exists in the system, and x i (k) = 0 means not. x r (k − τ ) = 1 has a similar meaning. pt irτ can be explained as the occurrence probability of a fault state given the fact that another fault state exists in the system. For formulation convenience, it is noted as θ t irτ . Fault appearance probability Pa = {pa 1 , pa 2 , · · · , pa m }, where
pa i denotes fault occurrence probability of the component x i given that all the other components related to x i are normal in the previous epochs. In (2) , π(x i (k)) denotes the parent nodes of x i (k), i.e., there is an edge from the node in
Fault detection probability of the tests
n is the number of tests. N is the longest test delay in the system. Like the value of a fault state, o v (k) = 1 means the test result of o v at time epoch k is fail, and o v (k) = 0 means the result is pass. Equation (3) can be explained as the detection probability between test o v (k) and fault state
In real-world systems, a test may be still fail even the system is normal, which is called false alarm. This false alarm can happen because of unreliable sensors, the environment and so on. In the DDCFD model, it is noted as Pf = {pf v | v = 1, 2, · · · , n}, where
is defined similarly to the fault, and it denote parent nodes of o v (k) in the model.
In summary, θ = {Pt, Pa, Pd, Pf } discussed above is the parameter set that we are going to learn, which will be used in the next section.
2) LEARNING ALGORITHM
Let D = {D 1 , D 2, · · · , D y } denote the sample data containing y independent samples. Each sample includes a serious of fault states and test results. Then, the likelihood function can be defined as
As the states in the DDCFD model evolve with time, the inference algorithm is designed based on a sliding window in the fault diagnosis process. The rectangle shown in Fig. 2 is an example of the sliding window with a length of W = 2. In the fault diagnosis process, fault states are calculated using the test data in the window, and the process iterates as the window slides with time epoch. In order to obtain a good learning effect, the learning unit should be in accordance with the sliding window. Since there are four kinds of parameters in the DDCFD model, i.e., θ = {Pt, Pa, Pd, Pf }, we define four functions to calculate the number of samples corresponding to each kind of the parameter. For the fault transition probability Pt, we define,
where k is the time epoch in the sample D l . For notation convenience, we define
which can be explained as the total number of samples in D =
Similarly, for Pa, Pd and Pf ,
where π(x i (k)) and π(o v (k) have the same meaning as we used in (2) and (4).
Substituting (1)- (4), (7), (9), (11) and (13) into (5), the likelihood function can be written as (14) where R i and T ir denote the index set of the components related to x i and the corresponding transition delay. I v and J vi denote the index set of the components that can be detected by o v and the corresponding test delay. According to the theory of maximum likelihood estimation, parameters
B. BAYESIAN ESTIMATION FOR THE PARAMETERS
The maximum likelihood estimation method discussed in section III-A cannot use the prior knowledge. However, an initial model is usually constructed by experts in practical application. This is a powerful approach before enough data are obtained. 
and
, respectively. Using a similar theory of Beta distribution in Bayesian networks learning [37] , parameters of the DDCFD model can be learned viâ
In fact, equations (19)- (22) 
IV. LEARNING MODEL STRUCTURE
In section III, we assume that the structure of the DDCFD model does not change in the learning process. However, in real-world systems, it is possible that some dependency relationships are missed or mistakenly set in the initial model. In this circumstance, it is very hard to get a satisfying result only by parameter learning. Consequently, in this section, we study the structure learning algorithm for the DDCFD model to solve this problem. A constraint-based algorithm, a score-based algorithm and a hybrid method combining the previous two algorithms together are investigated.
A. PROCEDURE OF THE STRUCTURE LEARNING ALGORITHM
In this section, we propose a hybrid method to deal with the DDCFD structure learning problem based on the MMHC algorithm for Bayesian networks [28] . Since this method is a hybrid algorithm, part of it can be taken out alone to become separate structure learning algorithms, i.e., a constraint-based method and a score-based method. For convenience, we first present the method as a hybrid method, and then discuss how VOLUME 6, 2018 to obtain the constraint-based algorithm and the score-based algorithm by removing part of the procedure.
Main steps of the hybrid structure learning method for the DDCFD model include: S1: determine all possible related nodes of each fault and test node, which will be presented in section B; S2: calculate a filtered related node set of each node using a constraint-based algorithm, as discussed in section C; S3: calculate the model structure using a search-and-score algorithm. The scoring method will be presented in section D. Details of the algorithm will be given in section E.
S4: determine the parameters using the parameter learning algorithm proposed in section III.
B. DETERMINE ALL THE RELATED NODES
In the DDCFD model, the relationships (i.e., directed edges) can be divided into two types, i.e., dependency relationships between faults and those between faults and tests. In consideration of the sliding window in the diagnosis process, all the useful relationships should be within a sliding window. Specifically, for a fault x i (k), its possible related nodes given the sliding window can be denoted as
where W denotes the sliding window length. Similarly, the related nodes of a test node is
Take the model shown in Fig. 2 for example, all the possible related nodes of O(k) are {x 1 
C. CALCULATE THE FILTERED NODE SET
In section B, we have discussed how to determine all the possible related node set of each test and fault node. In this section, a constraint-based method is proposed to filter the possible related node set, where the nodes having a weak dependency value with the target node will be removed. For a specific node x, the calculation process of its filtered related node set is shown in Fig. 3 .
First, the samples are pretreated using the method shown in section 1). Then, its related set R x is initialized to empty. Update R x by adding the nodes that are not independent to x via association value calculation discussed in section 2). At last, R x is revised by cross validation with other nodes. Details of the procedure will be discussed in section 3). fault x i (k) exists and s i (k) = 0 means not. L is the length of the sample. Similarly, let S o = {t j (k) | 1 ≤ j ≤ n, 1 ≤ k ≤ L} denote samples of the tests, where t j (k) ∈ {0, 1}, t j (k) = 1 means the test result of o j (k) is fail, and t j (k) = 0 otherwise.
1) REARRANGE THE SAMPLE
As the inference window of the DDCFD model is time sliding, the samples should be rearranged before the learning process according to the structure of related node set described in (23) and (24) . Specifically, S x can be written out explicitly using a matrix:
Each column of the matrix shown in (25) represents the sample state in a sliding window. The first m rows are the target fault nodes of which we are going to calculate the related nodes.
In the same vein, S o can be written as
Like the matrix shown in (25) , each column of the matrix shown in (26) represents the fault states and the test states within a window. The first n rows are the target test nodes of which we are going to calculate the related nodes.
In order to better explain (25) and (26), an example is given here. We assume that the system has 3 components and the 2 tests, i.e., m = 3, n = 2. The sliding window length is W = 2 and the sample size is L = 4. Then, the sample can be written as
According to (25) and (26), S xr and S or can be written as
After (25) and (26) are obtained, the dependency values between different possible nodes will be calculated in the next section. In the calculation process, each row in (25) and (26) is considered to be a variable.
2) CALCULATE THE ASSOCIATE VALUE BETWEEN THE NODES
In the algorithm to calculate the related nodes, one important step is to calculate the conditional association value between the possible related nodes and to evaluate whether they are independent of each other. Here, the chi-squared test is applied [38] , [39] .
As our test is a conditional independence test, the sample data should be divided into several groups according to conditional values. Specifically, let A(x, y | Z ) denote the associate value between x and y given the set Z . Since all variables in the DDCFD model are binary, the sample of x and y can be divided into 2 |Z | groups according to the value of Z , where |Z | denotes the cardinality of Z . If x and y are independent of each other given Z , they should be independent when Z takes different values. According to the properties of chi-squared distribution, the χ 2 statistic can be calculated by
where χ 2 i denotes the χ 2 statistic of x and y when Z takes the i th value of all its possible 2 |Z | values. χ 2 i can be calculated easily based on the χ 2 test theory [38] . In the calculation process, each variable of x, y and the ones in Z corresponds to a row in (25) or (26) . Since all the values of x and y are binary, the degree of freedom of χ 2 i is (2−1)·(2−1) = 1. According to (30) , the degree of freedom of χ 2 should be 2 |Z | . Note that if the training sample does not satisfy the requirement of the chi-squared test (too few samples, for example) when Z takes some values, the statistic and degree of freedom should not be taken into account.
After the statistic χ 2 and the degree of freedom are determined, the P-value can be calculated. According to the chisquared test theory [39] , a smaller P-value indicates a closer association relationship. Consequently, the association value between the two variables is denotes by the negative P-value in this paper. Furthermore, the significance level is generally set to 0.05, which means that the variables are considered to be independent if the P-value is larger than 0.05 or, in other words, the association value is less than -0.05.
3) FILTERED RELATED NODES CALCULATION
In section 2), we have discussed how to calculate the association value between two variables given a set of conditional variables. In this section, how two calculate the filtered related nodes is presented, which will provide a search space for the structure learning algorithm. Here, we propose a method based on the one used to Bayesian networks in [28] . In general, the calculation process includes two stages: node adding and node removing process. The details are as follows:
1. For a target node x, set its related node set R x = ∅. 2. Calculate a node y that has the maximum association value with x given R x . If the association value A(x, y | R x ) is not less than -0.05, set R x = R x ∪ {y}. Repeat this step until no node can be added to R x . 3. For each node r ∈ R x , if A(x, r | R x \{r}) < −0.05, R x = R x \{r}. Repeat this step until the size of R x cannot be reduced. 4. For each node r ∈ R x , if x / ∈ R r , remove r from R x , i.e., R x = R x \{r}. Repeat this calculation for all the target nodes. Here R r denotes the related nodes of r calculated by means of the previous three steps. 5 . Output R x as the filtered related node set of x.
D. SCORE OF THE DDCFD MODEL
After the filtered node set is calculated in the previous section, the next step is to determine the structure of the DDCFD model based on the search-and-score method. In this process, how to evaluate a model is the base. In this section, we propose a scoring method for the DDCFD model based on BIC (Bayesian information criterion) score.
BIC score was first derived by Schwarz in 1978 [37] , which has been widely used to evaluate the quality of a Bayesian network. As the DDCFD model is also a probability model like the Bayesian networks, it is reasonable to develop the BIC score to evaluate the DDCFD model. Formally, the BIC score of the DDCFD model can be written as
where D is the set of samples, G is a structure of DDCFD model,θ G is the estimated parameter, d denotes the number of independent parameters in the graph, M denotes the number of the samples. In (31), log P(D | G,θ G ) can be calculated in the parameter estimation process according to (5) . d can be calculated as the cardinality of θ = {Pt, Pa, Pd, Pf }. Specifically,
where R i , T ir , I v and J vi are the same as those used in (14) . Like the BIC score of the Bayesian networks, the first term in (31) means the degree of fitting between the model and the sample, and the second term is the punishment to the complexity of the model. Furthermore, (31) is decomposable, which will reduce the computation expense in the optimization process.
E. STRUCTURE LEARNING ALGORITHM
The candidate related node set and the model evaluation method calculated in the previous sections set a foundation for the hybrid structure learning algorithm. Steps of the algorithm are shown in Fig. 4 . In this algorithm, the scoring method presented in section IV-D is applied to evaluate the quality of the model obtained. The hill climbing method is used as the search strategy. The filtered node set discussed in section IV-C provides a search space. The searching operators mainly include adding an edge and removing an edge. Note that the edge reversal operation is not taken into account because the edge direction has a clear meaning in the DDCFD model. Reversing it will make the model unexplainable. For example, the test edge is from a fault node to a test node, which has a clear meaning that the fault state is the cause of the test result. It will become unreasonable if it is reversed. For the constraint-based algorithm, only step 1-step 3 are needed. Since the structure of the DDCFD model is fixed, a model can be easily constructed after step 3. As the complexity of the model cannot be evaluated in this algorithm, the detection relationship between a test and a fault is omitted to reduce the complexity of the model if the detection probability, i.e., the one shown in (3), is less than a threshold (0.5 is taken in this paper). This is reasonable because this kind of test is too unreliable to be used in practice.
Similarly, the score-based algorithm can be obtained by removing step 3 from Fig. 4 . Comparison of these three algorithms will be carried out in the next section.
V. SIMULATION EXPERIMENT
In this section, the approach proposed in this paper is simulated in MATLAB. The PC used is Intel i7 2.4GHz CPU, 8GB RAM. The simulation process is as follows.
First of all, we generate an initial DDCFD model randomly using the method shown in [14] , which is noted as M1. Simulated fault states and test result are generated based on this model at the same time. Then, we generate a model with drawbacks by removing several dependency relationships from M1, and name it as M2. After this, a model named M3 is obtained by using the parameter learning algorithm proposed in section III on M2. In a similar way, models M4, M5 and M6 can be obtained using the constraint-based algorithm, score-based algorithm and the hybrid algorithm, respectively. After this, fault diagnosis is carried out based on all the six models applying the partial-sampling algorithm proposed in [14] . Diagnostic results are compared between the models M1-M6 to test the effectiveness of the method proposed in this paper. The simulation is carried out on systems of different scales, as shown in Table 1 . The other parameters except for those in this table are set as follows: W = 5, T = 4, N = 4, pt = 0.7 ∼ 0.9, pd = 0.8 ∼ 0.95, pa = 0.0035 ∼ 0.0045, pf = 0 ∼ 0.05. m and n are the fault number and test number, respectively. Diagnostic time is obtained by using the inference algorithm. Learning time is the computational consumption of the model learning algorithm proposed in this paper. The result is averaged over 50 Monte Carlo runs. The length of a sample is 1000. Three parameters, i.e., CI , FI and TCI , are used to evaluate the model quality. Specifically, CI is the correct fault isolation probability defined by CI = correctly isolated fault states number total fault states number (33) FI denotes the probability of the falsely isolated normal states, which is defined as FI = falsely isolated to fault states number total normal states number (34) It is evident that an ideal model is the one with a high CI and a low FI . However, it is possible that CI and FI increase or decrease simultaneously in the learning process, which means that a comprehensive parameter is needed. TCI is such a parameter defined by TCI = correctly isolated states number total states number (35) TCI may be considered to be an evaluation index combining CI and FI . A good model will have a higher TCI .
From the result shown in Table 1 we can see that all the systems of different scales have a similar tendency, which means that our algorithm has a stable performance. The diagnostic accuracy of M2 is the worst among all the systems (lowest CI , highest FI , lowest TCI ). This is because the model is obtained by removing some dependency relationships from the original model M1, whereas the simulated test result is generated based on M1. The result becomes better after parameter learning, i.e., using M3. But it is still not as good as M1.
For the structure learning algorithm, the score-based algorithm (M5) has the best result (highest CI , lowest FI , highest TCI , lowest calculation expense), which is very close or even better than the original model(M1). The result of the hybrid algorithm (M6) is close to the score-based algorithm, but the calculation time is longer. The constraint-based algorithm (M4) generates the worst result, which means that it is not suitable to the DDCFD model structure learning.
From the view of time, the difference of diagnostic time between all the models is very small. This is because the scale of the model before and after learning is the same. The parameter learning time is very short as the computation is relatively simple. In comparison, the structure learning algorithm needs much longer computation time, which is normal because it is much more complicated than the parameter learning algorithm. This is acceptable because the learning process is usually carried out offline in practice.
According to the simulation result shown in Table 1 , it is evident that the score-based algorithm is the best choice for the DDCFD model learning. Actually, robustness the algorithm is also very good. Simulation results in all the 50 Monte Carlo runs of the system with m = 20, n = 20 using the score-based algorithm are shown in Fig.5-Fig.7 . The results of other system scales are similar. In these figures, the horizontal axis denotes the simulation case and the vertical axis means the evaluation index (CI , FI or TCI ).
The results in Fig. 5 and Fig. 6 show that M3 and M5 are generally better than M2 in all the simulations (higher CI , lower FI ). But CI and FI do not become better simultaneously from M2 to M5. As we have mentioned above, TCI is needed to evaluate the quality of the model in this circumstance. From the result shown in Fig. 7 , we can see that TCI increases gradually from M2, M3 to M5, which means that the model quality of M5 is better that M3. However, it should be noted that the diagnostic algorithm of DDCFD model is based on the MCMC (Markov Chain Monte Carlo) method, which indicates that the result may even change slightly in different calculations based on the same model and data in a case. The statistical parameters over a number of cases are our foremost concern, as shown in Table 1 .
VI. REAL-WORLD CASE
In this section, the method proposed in this paper is applied to a diesel engine combustion system. The experiment is carried out on the data obtained from a six-cylinder diesel engine, as shown in Fig. 8 . The test-bed mainly includes a diesel engine, a dynamometer, sensors, control and test systems.
In order to test the diesel combustion process, an online pressure sensor is installed to each cylinder, as shown in Fig. 9 .
The following steps are used to construct the initial diagnosis model. First, we construct a testability model of the diesel engine using TEAMS [40] , where the testability and reachability can be analyzed in this system. The model is shown in Fig. 10 . A rectangle in it represents a failure mode and a circle represents a test. There are 11 faults and 15 tests in this model, as shown in Table 2 and Table 3 . After this step, which faults can be detected by a specific test can be calculated, as shown in Table 4 . In this table, element 1 means that the corresponding test in the row can detect the fault in the column, and 0 means that the test cannot indicate the fault. Then, a DDCFD model can be constructed based Fault diagnosis is carried out using the obtained models. The result is shown in Table 5 . Like the notations in Table 1 , M1 denotes the initial model constructed by experts. M3 is the model after parameter learning. M4-M6 are the models obtained by the constraint-based, score-based and hybrid structure learning algorithm. CI , FI and TCI are defined in (33) , (34) and (35) respectively.
The result presented in Table 5 shows a similar characteristic to that of Table 1 . TCI of M3 is higher than M1, which means that the diagnostic accuracy is increased by parameter learning. From CI and FI we can see that the increase mainly depends on the decrease of FI . The diagnostic accuracy of M5 is the best. Both CI and FI are better than M3. M4 generates the worse result, which once again shows that VOLUME 6, 2018 it is not suitable to the DDCFD model learning. There is no obvious difference of inference time among these models. In conclusion, the effectiveness of the proposed method is further validated by this application example.
VII. CONCLUSIONS
In previous methods, the DDCFD model is mainly constructed based on expert knowledge, which may have strong subjectivity. In this paper, we developed a machine learning method for optimization and maturation of the DDCFD model. The method consists of two parts: parameter learning and structure learning. In the parameter learning, a maximum likelihood estimation method and a Bayesian estimation method are proposed. Among them the second one can use both the prior knowledge and the practical data. In the structure learning, a model scoring method is proposed. A constraint-based method, a score-based method and a hybrid method are studied. These methods are tested on simulated systems with difference scales. An application case of a diesel engine is studied. Both the simulation result and the application example show that the diagnostic accuracy is increased by parameter learning and structure learning compared to the initial model. The score-based algorithm is the best structure learning algorithm for the DDCFD model. The method proposed in this paper can be used to improve the diagnostic accuracy based on the DDCFD model. From the result we can see that CI and FI cannot be controlled separately in the learning process, which is an interesting research issue in the future. Furthermore, improving the inference efficiency and learning efficiency can also be researched. 
