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ABSTRACT
As the accuracy of tile technique of long-baseline radio inLerferometry
improves, the errors contributed by the extended structure of natural sources
will become increasingly important. ro begin a study of such structure effects,
this report presents a theoretical framework, proposes an effective-position
approach to structure corrections based on brightness distribution measurements#
and analyzes examples of analytical and measured brightness distributions. Other
topics include the effect of the frequency dependence of a brightness distribution
on bandwidth synthesis (BWS) delay, the determination of tile absolute location of
a measured brightnes.- distribution, and structure effects in dual-frequency cali-
bration of charged-particle delay c;. 'Por the 10 measured distributions analyzed
in this report, it is found that the structure effect in BWS delay at X-band (3.6
cm) can reach 30 cm but typically falls in the range of 0-5 cm. The largest BWS
delay effects occur at points in, the u-v plane with very small fringe visibility.
'ro provide a possible method for reducing and estimating structure effects in BWS
delay, a limit approach is investigated through a general analysis and through a
stud,. , of particular analytical sources. A trial limit equation, that is dependent
on visibility is successfully tested against tile 10 measured brightness distribu-
tions (seven sources). if the validity of this particular equation for all upper
limit cnn be established for nearly all sources, the structure effect in BWS
delay could be greatly reduced without supplementary measurements of brightness
distributions, perhaps to the 2 cm level (lo) on intercontinental baselines and
to less than a centimeter on regional baselines.
I. INTRODUCTION
As the accuracy of the technique of long-baseline radio interferometry
improves, the effects of source structure will become more Important in measure-
ments of baseline, source positions, and other quantities, A crude method for
demonstrating the magfiitude of structure effects is to note that changes in source
position due to structure are expected to be'of the order of the fringe spacing,
which is given In radians by the ratio X/B where X is the observing wavelength
and B is the baseline length. Since the partial of delay with respect to source
position is of the order of B in meters/radian, the corresponding effect on delay
will be of the order of (X/B)B - X. Thus, for observations at X-band (X - 3.6 cm)
some sources will contribute unacceptable structure errors if centimeter-level
accuracy is desired.
In addition to the geophysical applications of VLDI, differential VLBI mea-
surements can be used to measure the separation between close pairs of radio
sources (natural-natural and natural-spacecraft). Source structure efforts will
be even more significant in this application since error sources other than
source structure are expected to contribute a total error of only 10-3 to 10-5
areseconds in position on intercontinental baselines. This potential accuracy
is to be compared with the estimated structure error (X/B), which Is equal- to about
lo-3 arcseconds at X-band with B - 6000 loi. Thus for differential measurements to
reach their full potential, source structure effects must be treated very care-
fully.
To begin the investigation of source structure effects, this report presents
a theoretical framework, proposes an effective-position approach to structure
corrections based. on brightness distribution measurements, analyzes a few examples
of analytical and measured brightness distributions, and develops a limit formula
for reducing and estimating structure effects in bandwidth synthesis (BWS) delay.
The report is organized in the following way. Tile next section, Sectio^.i 11,
rederives the cross-correlation function by beginning with a description of the
noise wave emitted by a natural source, and tracing the signal through the
instrumentation and cross-correlation process. The derivation is repeated in
detail to make this report self-contained and to emphasize the relation of the
parameters of the brightness distribution to the parameters of the cross-correlation
function. That relation is needed to demonstrate clearly how the absolute location
of an independently measured brightness distribution can be determined through
standard VLBI measurements. Section Ill reformulates the brightness transform to
cast it in a form more suitable for the analysis of the effect of structure on
V IM observables. Section IV discusses the determination of structure effects in
VLB1 observables (BI45 delay, delay rate, phase delay) and introduces the concept
of effective position., Sections V and VI consider the structure effects associated
with bandwidth synthesis (BWS) delay and with delay rate, respectively. Section
VII combines the results of Sections V and VI to derive the gffective position
associated with B14S delay and delay rate. Section VIII considers the structure
effects associated with the phase-delay observable. Section IX shows how to
correct delay and delay rate for structure effects and in the proppGs demonstrates
a technique for determining the absolute location for the origin of the coordinates
with which the brightness distribution is specified. Section X considers differ-
ential measurements of the 'relative positions of two natural sources and notes
that such measurements might be used as a direct and accurate test of the proce-
dures used to correct structure effects. The subsequent four sections present
1
wexamples of brightness distributions to illustrate the general analysis. Speci-
fically, Sections XI, XII and XIII treat the analytical e.camples of a symmetric
distribution, a double-point source and an N-point source (with emphasis on triple
point), respectively, while Section XIV presents results '.or actual natural.
sources. Finally, Section XV derives and tests a limit formula for structure
effects in BWS delay,
II. THE CROSS-CORRELATION FUNCTION
This section presents a derivation of the cross-correlation function for an
extended natural, source that is completely incoh!rent. The derivation begins
with a description of the noise wave emitted by the source and traces the signal
through the instrumentation anc cross-correlation process. Considerable detail
is included so that the parameters of the brightness distribution are precisely
defined in relation to the cross-correlation Function. Such care is required to
show that it is possible to use the standard multiparameter fits to delay to
uetermine the absolute Location of the unknown origin of an independently
measured brightness distribution. As the following derivation shows, a distinc-
tion must be made between the actual effective position, the origin of structure
coordinates and an assigned reference position (see Section IV).
The radio noise generated by a very distant extended natural source can be
expressed as a superposition of plane waves integrated over possible wave direc-
tions and frequencies:
W	 A -^
E(x, ffi f f 
A(k,w)eisa(t-k•x/c)
t)	 dwdn + c.c.	 (1)
k 0
where E(x,t) is the electric field at point x and time t,A(k,w) is the random
Fourier amplitude at frequency co for the wave portion received from direction
k, and the letters c.c. denote complex conjugate. The wave is assumed to be
linearly polarized for simplicity. All quantities are measured with respect to
a quasi.-inertial geocentric frame with axes defined by true equatorial. coordinates
of date. The wave direction k, which includes annual aberration, must be ex-
pressed as a function of two parameters. In terms of right ascension and de-
clination, the wave direction is given
k - -(cos d cos a, cos d sin a, sin d)
	
(2)
where a,d are apparent ri.gh l".; ascension and declination relative to true
equatorial coordinates of date. The quantity dQ represents a differential
solid single for integration over the possible wave directions and is given by
cos ddadd in the case of right ascension and declination. The term k in the
argument of the Fourier amplitude stands for the two direction parameters.
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The electric field detected at antenna 3 is given by
E (t)	 E(xi (t), t)	 (3)
_	 f A(k,w)e	 dw $l + c.e.	 (4)
k 0
where(t) is the location of antenna j at time t. The voltage signal recorded
at ante%ina j is given by the expression (Ref. l)
„	 iw[t-k- (t)/o)l-V ► (t)
V  (t)	 A(k,w)Gi e	 dwdn + 0. C. + nj (t)	 (5)1 f
k 0
where G is the effective system bandpass biter and n is random instrumental
noise. The phase. *j represents all instrumental phase effects and includes the
heterodyne phase, cable delays and bandpass phase shifts. For simplicity, we
will neglect transmission media effects since they will only add more terms to
the phase and mill be of no significance in the derivation of the cross-correlation
function. We have assumed that the antenna pattern is large compared to the
source size and can therefore be neglected.
In the following, we will neglect two-level sampling and treat only the analog
signals. As is well-known, the digital result is the same as the analog result
in the case of weak signals, except for a loss of 2/w in SNR. Further, we will
neglect clock sync hron --ation errors and will not treat delay offsetting of both
signals. These considerations modify the phase only slightly, can be readily
analyzed and corrected with adequate a priori information, and have no ultimate
effect on the brightness transform derivation.
In the cross-correlation procedure, the signals from the two antennas are
offset by a model delay and multiplied together, which gives
CO
v (t)vi (t + Tm) -
 ff
(k,w) A (k^^w')G ici ei^ dwd0dw'dQ'
 ff
k' 0
	
k G
+
 f r
00
	
	 CO	 i¢
A(k,w)A(k',W')G iGj e dwdWw'dQ'
 f f
k' 0 k 0
+ c. c. + noise terms
(6)
3
where
(W-W')t + w l k'-x' (t + 'r 
M
)/e- - wk- x i (O/c +	 (t + IM) - *i (t) - W I T...	 (7)
and s in a similar expression that will not be needed, To obtain Lbe mean
value for the voltage product, one can compute the ensemble average;
<Vi(t)V 
i 
(t + T 
m )>
fff f f	 < A(k, W) A W I W, > CIGi J^dwdsldw'dil'
k' 0 k 0
(8)
+ f f f 	 <A(k,w)A(kI,w')> G i0i e'^CdWSMWdSl l
kI 0 k 0
+	 C. co
Since the instrumental noise i ,; uncorrelated between antennas and is uncor-
relnted with the radio noise, all terms involving the additive instrumental noise
have averaged to zero. We will assume that the source Ja completely incoherent
so that the source signal from one part of the source (k)Js completely uncor-
relatedwith the signal from another part of the source (k'). Further, we will
assume that a signal component emitted at one frequency (w) is completely un-
correlated with a signal component emitted at another frequency (W). These
assumptions can be represented mathematically by a condition on the ensemble
average of the component product:
D(k^,W)6(k^ - 1^;^'MW - Wt)
	
(9)
where D is the brightness distribution at freuency w and 6 (z) represents a
Dirac delta function. (The delta function 6(^ - i l ) must be parameterized in a
manner consistent with the differential solid angle dO, but this detail will be
transparent to us).
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Since the signal to real, we know
A(k, w) • A (k, - w)
	
(10)
fi,o that
A	 A	 .4	 A
<A(k,w) A(kl,wl)> 
W 
'j D(k,w) $(k - k 1 ) S(W + W I )	 (11)2
0 for W* W , :> 0	 (12)
Mien these conditions are substituted in Eq. (8) we obtain
<V (OV (t + T )>	
2 f f
1)(k,w) G G e	 dwdn + c. a.	 (13)
k 0
where the phase is given by
f	
Wk 
, 
B 
r
/c - V t (t) +	 (t + T	 WT 111	 (14)
for which the retarded baseline is defined by
+ T 
M)	 (15)
The second term in I-:q. (8) has dropped out since w -w' is not covered in the
region of integration.
ro cast this result in more familiar form, we must define special direction
parameters for k. The most common approach is to define two new coordinates to
replace right ascension and declination (a, 6), where the now coordinates are a
linear representation of small angular displacements relative to some point near
or within the source. These coordinates will be called structure coordinates and
are defined by the expressions
(Ot - a r ) cos 6r
	
(16)
6	
r	
(17)
5
- 
L!
dw + c. c. (22)
00
fR(u,v,w)GiGle
0
<V I (OV 
i 
(t + T
where (a r b,) 
is the location of the origin of structure eoordirates in terms
of right as Ansion and declination. Usually when VLSI measurements of structure
are made, it is necessary to make some relatively arbitrary assignment of the
origin of structure coordinates (e.g., the center of the brightest component).
Further $ the absolute location of this origin Is not accurately known in (a, 6)
coordinates. For the moment we will proceed as though this origin uncertainty
did not exist and will leave discussion of its determination for Section IX.
With the definition of structure coordinates in Eqs. (16) and (17), the differ-
ential solid angle becomes
do w cos 6r da d6	 (18)
" dody	 (19)
provided the displacements (0, y) from the origin are small,
Up to this point, no precise definition of source location has been made,
since the preceding definition only established a local coordinate frame, In
Eq. (13), the positional effects of the source enter the expression as an inte-
gral over wave direction and no particular direction is the source "position."
To proceed with the analysis, it is useful to pick some reference direction so
that a small an;le approximation can be made for the wave direction ^. Slippose
some adopted point (00 , yo) within the source has been chosen as a reference
point with a reference dizection given by
M
0	 00 10
If the distribution is sufficiently narrow, we can approximate the wave direction
by
A
Ikk k0
 
+	 + lk
Dy  
1 0 (Y 
-'
Yn)
 
^ QV 	 (21)
where the partials aire evaluated at (0 , yo), it is, important to note at this
point that the assignment of a particu2ar point in the source as a reference
point is quite arbitrary. Further, it should be emphasized that the point
(00,YO) is not necessarily the same point as the origin of structure coordinates(Or,Yr) as is often implicitly assumed. Using the last relation, we obtain for
the cross-correlation function:
(20)
6
t
where the phase Is given by
$a n A0  
0 B r
	
i(t) +	 (t + Tin	 W T in	 (23)
In this expression, the brightness transform Is defined as
R(u,v,w) 
^ I 
CO	
D(O,y,w) e -2nifu(0-0 
0)+V(Y-YO)l 
d MY 	 (24)
C1*
where
U	
^k
80 1
0 	
B 
r 
/A	 (25)
A
3k
•
^y	
(26)
Note that the limits of the (0, y) integration have been extended to infinity
under the assumption that the narrowness of the brightness distribution
terminates the integration.
Using the standard definition of the geometric delay, we can write
A	 -* (	 +
k	 B	 k
L
0	 r - 0	
1	 (27)
O _^^)
A
where T is the geometric delay for the direction k 
0 
and where v is the velocity
of statLn J. The phase of the cross-correlation function becomas
^a = W 
(T 
9 — 
T 
In ) — YO + ^ i 
(t + T 
In )	
(28)
In the standard VLSI measurements, the first term WT 
9 
is the quantity of interest
and the others are removed in processing (by phase calibration, etc.) to the
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extent alloyed by the accuracy of the calibration techniques and a priori know-
ledge. (Had we been more thorough and considered clock synchronization., an
additional unknown, T would have been added to ^
	
Such a term isp €^esent in
actual. VLBI experiments and its measurement is of nterest to time-and-frequency
specialists.) After such corrections, the measurement of delay is still corrupted
by the implicit phase of the complex brightness transform R in Eq. (22). It is
the purpose of this report to investigate this phase effect of structure.
III. REFORMULATION OF THE BRIGHTNESS TRANSFORM
This section reformulates the standard brightness transform in Eq. (24) to
place it in a form more suitable for subsequent analysis. We will neglect the
fact that the fringes are actually integrated over a narrow bandwidth (see Eq. 22)
and will place the observing frequency w at the center of the channel passband
(2 MHz for the BLKO system). This will be a good approximation as long as the
brightness distribution changes very slowly as a function of frequency over the
channel. passband. Note that a frequency change of 2 IlHz would be only a change
of one part in a thousand at S-band (2.3 GHz). Given the earlier definitions in
Eqs. (16) and (17), one can easily show that the vectors -300 and -A/ay are
orthogonal unit vectors in the direction of i.ncreasiTL right ascension and
declination, respectively, and form a set of basis vectors inthe plane of the
sky at the source. We will' call these unit vectors i and i, respectively, and
will make them the basis vectors for the ($, y) coordinates. Note that the basis
vectors at the origin (a , S ) used to define (0, y) coordinates in Eqs. (16) and
(17) will not necessarily ber exactly the same as those at (So , Y ). However, we
will assume that these two points are very close and the slight Sifferences in
basis vectors are negligible. The brightness transform now becomes
s •^0/c 	 ,^	 s•^/c
R = e
	 1?(l',^a,t)e	 dQ	 (29)
where dP is the area differential. and
$1, + Y3
	
(30)
00i + Y0j
	
(31)
A	 A
B si + Byj	 (32)
A time variable has been added to the argument of the brightness distribution to
allow for time variability. The vector 1 is obtained by projecting 1^ onto the
plane of the sky. (Though it is not necessary to do so, we h!3ve dropped the out-
of-plane component of I to emphasize that the only in-plane component is important
as a result of the dot product with ^ - Y .) We have extracted the multiplicative
phasor from the integral since it does not depend on the integration variables.
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4.
B
s
I 
el-
The phase change (structure phase) cor
ness transf orm will be given by
-1¢ B = tan (-2s /uc) rt wns • rp/c lJaj
where
Z  =ffD(^, w,t) cos (WIs ` ^/c)dS2
	
(34)
2r 5fD(p,w, t) sin(As • /c)dS2
	
(35)
The integer-cycle ambiguity problem encountered in the computation of structure
phase involves some subleties that should be mentioned. As discussed in the
next section, the observables of BWS delay and delay rate are approximately given
by derivatives of phase and therefore their structure corrections are unaffected
by any constant offsets in structure phase caused by ambiguities. However, when
fringe phase (phase delay) is the observable, ambiguities are more of a problem.
If one attempts to define a unique value for structure phase for each value of
(u, v), one will find it is not always possible due to the fact that the integer
part of structure phase can depend on the path followed in the u-v plane to reach
a given value of (u, v), provided one requires continuity in $B along each (u, v)
track. This apparent problem is really of no consequence. For purposes of cor-
recting fringe phase in the usual VLBI applications (see Section IX and X), it is
not necessary to specify the integer part of structure phase since only the
fractional part is needed to remove structure effects. After the subtraction of
a fractional structure phase, only the corrected fringe phase has to be subjected
to an ambiguity resolution process such as bandwidth synthesis. For this reason,
example computations in general u-v plots will constrain structure phase to the
range 10.5 cycle. However, for display of results along a given u-v track, inte-
ger cycles can be added to maintain continuity in structure phase. (If continuity
is maintained in both correctedand uncorrected fringe phase along a u-v track, as
is usually the case, then the procedure for structure corrections outlined above
will implicitly enforce continuity on structure phase along the track.)
IV. VLBI OBSERVABLES AND EFFECTIVE POSITION
With regard to geophysical/astrometric measurements, the primary observable
in VLBI is fringe phase. As indicated in Section II, all terms, but WTg, a clock
term, and structure phase are removed from the phase (Eq. 28) to the accuracy
allowed by phase calibration, model restoration, etc. For simplicity, we will
assume that all of these terms have been exactly removed so that fringe phase will
be equal to a geometric delay term plus structure phase
9
OT - m(T9 + TC) + OB	 (36)
where we have now included the clock term T . As indicated in Section 11, T is
the geometric delay relative to the adopted creference point % in the source8and
^B is the structure phase given by Eq. (33).
Three observable types are derived from fringe phase, each in a different
way. In each case, the brightness .Cransiorm will make a contribution, but the
calculation of the contribution must be made for each observable using the par-
ticular operation that is applied to fringe phase to obtain that observable.
The three observables usually analyzed ininterferometry work are BWS delay,
phase delay and phase-delay rate. Though it can be Formulated as a finite
difference or as a fitted phase slope, the BWS delay is approximately equal to
the partial derivative of fringe phase with respect to frequency. (For extremely
wide spanned bandwidths, the derivative might be an inadequate approximation to
the actual. BWS delay. We will not analyze that problem in this report.) Phase-
delay rate is essentially equal to the partial of fringe phase with respect to
time, while phase delay is essentially the direct observation of Fringe phase.
Accordingly, the computation of the effect of source structure must be calculated
as 
AT - 
BOB 	
for BWS delay	 (37)B	 Ow
a^^
A;¢ - 1 o	 for (phase) delay rate	 (38)
ATE = m
	
for phase delay	 (39)
where 0B is computed from Eq. (33).
In general., for all three observables, the size of these contributions will
change with baseline orientation and length so that one value for the structure
effect cannot be quoted, even for a given baseline for a given clay of observations.
Further, the contribution to BWS delay will not necessarily be the same as that
for phase delay. Note that the 'structure effect depends on the reference point
P0 , which up to this point has not been precisely defined. A direct apprach
to removing this arbitrariness would be, to assign a particular value for ^0 (e.g.,
the ordinary centroid) and then directly compute with Eqs. (37)-(39) the }
structure effects for each observable as a function of hour angle, leaving Ppp
fixed . If these corrections are appl^ed to the observables, the source would
effectively become a point source at P0 . A second, indirect but equivalent approach
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is more useful when detailed specification of source position is desired. In
this approach, the effective location of the source is explicitly computed
as a function of baseline orientation and length so that deviations from a constant
position are directly determined. To correct the observables, a reference
position must be chosen and the difference in effective position and reference
position b3nnnuted. The observable correction is then computed as the product of
this differe ;^ce vector and the appropriate sensitivity partials relating observable
to position. After all observations have been so corrected, the source effec-
tively becomes a point source at the reference position.
The effective position of a source can be determined as follows For a given
observation. The effect of structure on our usual observables is given in Eqs.
(37), (38) and (39). If a value of PO is chosen that makes the structure effect
zero for a given observable, then tl , s observable based on Eq. (36) will come
purely from a delay that is equal to the geometric delay produced by a point
source at ^ 0 . Thus the effective position will be the value of PO that satisfies
the following conditions;
a^B
aw = 
0	 (40)
a^B
at - 0	 (41)
^B = 0	
(42)
In general, the same value of PO will not satisfy all three of these equations
simultaneously. More exactly, one effective position can be found for the BWS
delay and delay rate but that position will not be suitable for phase. For a
general distribution, the next few sections derive expressions for the structure
effects in Eqs. (37), (38) and (39) and for effective position.
V. STRUCTURE EFFECT ON BWS DELAY
As indicated by Eq. (37), the effect of structure on BWS delay can be obtained
by taking the frequency partial of the structure phase in Eq. (33), which gives
az	 az
c	 s
AT = zs aw - Z
c aw + 4 P /c
B	 Z 2 + Z 2	 s^ 0
s	 c
(43)
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Based on Eqs. (34) and (35), the partials of Z become
)-	 D	
"1'/c)IC) d	 (44)P^B	 P D cos(w'B . P/O + 2— sin(w'B)',. -
aw	 c	 S .
with a similar expression for Z c .
If these partials are substituted into Eq. (43), we obtain
A•r	 > R
 
/c - D AL /c + B	 'P 0 /a	 (45)
where At
	
	
daccounts for the frequency dependence of the brightness distribution an
is given' y
AL	 c s	 s c	 (46)W	 z 2 +z 2
s	 c
where
xc-
Cos(wB
	
k/C)dp
	
B 
f 
aiw	
(47)
with a similar expression for Is . Further, the "centroid" of the resolved
distribution is defined by the following weighted average:
<P>	
z 
C 
2 <P> 
c 
+ z 
S 
2 
<P> s
	 (48)R	 z 2 + 7.. 2
cs
for which the "centroids" of the quadrature components of the resolved distri-
bkttion are given ,ay
	
0P	 P
	
'	 D	 W, t) Cos (W'Bs • P/c)dQ (49a)
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, w, t) s in (0 Pa	 'sp, D (P'	"'^ - `/oal	 (49b)
A special case is Instructive. Suppose the brightness distribution is of
the Corte
D (!^ ,  W, t) - f (W) D 0 (r" t )
	
(50)
lit this case, one can easily show from Eq. (46) that At is zero so that tile
frequency dependence of tile distribution has no effect on the BWS delay. (This
result call also be obtained by considering the original brightness transform in
Eq. (29). Note that a change in frequency for D would only change the multipli-
cative amplitude factor f(to) and would therefore have no effect oil phase.) Thus,
if the brightness distribution retains the same shape but only changes in ampli-
tude as a function of frequency, the BWS delay is the same as it would have been
had the distribution had no frequency dependence. In general, since most sources
change shape gradually as a function of frequency, the At W term might be very
small for many sources. More work with actual distributions is required to
assess this point quantitatively. To begin to estimate this effect, Section X11
develops a model for a frequency-dependent double-point source.
Vt. STRUCTIME tFFECT ON PHASE-DELAY RATE
The derivation of the structure effect on delay rate observable closely
follows that for the BWS delay. In analogy with the 1314S delay case, the partial
with respect to time in Eq. (38) leads to the result
A; 	 1(
0Z	 M
Z'	
C	
Z	
s
s T	
2 T
t	 ) 
+ B$ • P /C	 (51)
Z 
2 
+ Z	
0
s	 c
Based oil Eq. (35), the partial of Z. will ht- given by
0Z 
s P 	 /)Pc + 
	
sin 	 B. - _)/c)] dS1	 (52)^-f [a •
 
• *' 1) co sc o  (w	 'D	 P
a t	 C S
and a similar expression for BZ 
r_ 
/3t. These partials can be substituted into
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Eq. (51) to give
Br	 (53)A;^	
>R - 
c AL +t	 0c
where the centroid <P^ is given by Eq. (48), and where ALt accounts for time
dependence of the brightness distribution and is given by
	
Z 
c 
it 
0	
Z 
S lICAL t	 2	 2	 (54)
for which
lis	 s in (WA	 P/c)&Z	 (55)
w1i 
sl 
f
with a similar expression for Ii 
c .
For most sources, the brightness distribution will change very little
over an observation (ev 3 minutes) so that for these sources the term AL t can be
neglected. Further, in analogy witi-i the derivation for the 11WS delay, one can
consider a source for which the total power changes as a function of time but
the shape remains the same;
D(l),w,-t) - f(t)D 0 0, W)
	
(56)
For such a source, one can easily show the effect of the time dependence Oil
effective position is zero (AL t - 0 
In Eq. 53). Thus, although such a model is
generally unrealistic, it does show that, if the time dependence conics from
total power change rather than shape changes, the, effect on BWS delay rate will
be zero,
VII. EFFECTIVE POSITION FOR BWS DELAY AND DELAY RATE
In general multiparameter fits, BWS delay and delay rate are usually
analyzed together, so it makes sense 1.o specify an effective position that
is suitable for both, As explained in Section IV, conditions on effective
position are obtained by setting Eqs. (45) and (53) equal to zero and solving
for i^o , which gives
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rF,
I	 I3s a P O s us <?)It + A%.3	 (57)i
for BW5 delay and
 
1
k, • PO 0 k • <P >K + ALt 	(58)
for delay rate, where Z is a unit vector in the direction of B	 The first term
in each of those two equations is the "centroid" of the resolved distribution,
lahile the second term comes from the frequency dependenqr^ a and time dependence of
the brightness distribution, respectively. As long; as Ws is not parallel to t^s,
which is nearly always the ease, the conditions in Eqs. (57) and (58) unambig-
uously provide the effective position, however, in the general case, this
app>ronelt ,' .ill produce coordinate distances specified along, the nonorthogonal axes
given by A and 1s . To obtain coordinates along the (Gi, y) axes, one will have
to apply trio transformation demonstrated graphically in Figure 1. As uhown, the
effective position is	 ven by the intersection of two lines that orthogonally'
intersect the (Bs and , 	 saxes at the coordinate values in Eqs. (57) and (58),
respectively. We will not present the trivial linear equations that express
(R, Y) coordinates in terms of 	 'ids) coordinates since it adds little insight
and much algebraic litter.
ror many sources, it will probably be possible to make an approximation
that greatly simplifies this calculation of effective position. With sources
for which the t ilie and frequency variability are negligible (ALt " L^,j - 0), the
effective position will be given by
This can be easily seen by considering Eqs. (57) and (58) with AI4t and ALw set
equal to zero. Thus, in this important case, the effective positron becomes the
centroid of the resolved distribution.
A Special case is worth giving as an example. For sources that are compact
relative to fringe spacing (i.e., }3,/X 4 0), one can easily show that:., the
centroid of the: resolved distribution becomes
^I'>IZ ^i'^^ rp f9 (P'Wjt)dQ
M (P,w,t) d$l
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Further, one can show ATE a AL - O when E /X a 0. Thus, if the source is very
compact, the effective pssitioA becomes tha ordinary centroid of the distribution.
VIII. MECTIVE POSITION FOR PHASE DELAY
The effective position for the phase observable. can be obtained from Eqs.
(33) and (42), which Sivas the condition
bs ICU ^ 2rr fps tan l (Zc
s1	 (bl)
where Z and Z are given by Eqs. (34) and (35). Once the brightness distribu-
tion , is cs ecided I z and 2 c can be readily determined, thereby yielding a value
for Bs • fa. Tlris, ^or the brightness transform to make no contribution to phase
delay, the component of effective position along T must be made equal to the
expression in Eq. (61). In general, the effective sposition along B wild, not
be the same for the phasL-delay observable as it is for the BWS defy observable.
As in the case of BWS delay, however, the phase delay places no requirement on
the position component in the direction orthogonal. to 	 The next section will
discuss the correction of phase delay for structure effects.
As was done in the last section for the effective ;position for BWS delay
and delay rate, one can consider the special case of zero baseline. 'For zero
baseline one can easily show that Eq. (61) becomes
E s	YO 	 bs
	 (y2)
where (1^>C is given by Eq. (60). 'Thus, as for the other observables, the
ordinary centroid will again give the effective position when source extent is
much smaller than the fringe spacing.
IX. STRUCTURE CORRECTIONS AND THE ORIGIN OF STRUCTURE COORDINATES
When source structure measurements are made, the origin of the r.a. and
declination coordinates (structure coordinates) over which the brightness is
distributed is not accurately known relative to absolute coordinates, even though
the relative location of features in the distribution can. be accurately specified'..
This section shows that, if the brightness distribution is "perfectly" determined
in this relative sense, the absolute location of the origin of structure
coordinates can be determined, in principle, to the accuracy allowed by the
errors in measured delay and delay rate, as propagated through a standard multi-
parameter fit to determine baselines, source locations, etc. An important
17
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rlimitation will be the error in aligning the S-band and X-band distributions
and the resulting delay error due to S/X calibration of charged particle delays.
In the process of explaining the determination of the origin of structure
coordinates, this section also shows how brightness distribution measurements
can be used to correct for the effect of structure, on delay and delay rate. We
will assume that the extent of the source is sufficiently limited and that the
origin of structure coordinates is fairly close to the center of the source so
that second order effects for partials w.r.t. position, etc., can be neglected.
yurther, it will be assumed that BWS delay and phase delay rate are the observ-
ables. The case of phase delay is discussed at the end of the section.
Since origin determination is closely associated with position determination,
we will choose to use the concept of effective position to justify the procedure
for absolute determination of the origin of structure coordinates. Although
we will do so in this report, it will be shown that effective position does not
necessarily have to be determined explicitly in practice.
We will first consider the case in which charged particle delays are
negligible. As shown in Section 1V, the fringes can be formulated so that the
brightness transform makes no contribution to the observables of BWS delay and
delay rate. This is accomplished by setting the reference position P equal to
the effective position discussed in Section VII. when this is dome, the resulting
observables of BWS delay and delay rate, which are cl^oined through the differ-
entiation of Eq. (36) with respect to frequency and t1fne, will, be given theoreti-
cally by
	
TDWS M T  + T 	 (63)
	
rt^ . Tg + T c
	(64)
where. `eg is the at4ndard geometric delay for the effective position. Explicit
structure contributions (^^ B/aw anS^ %/at) have disappeared as a consequence
of setting the reference position P c^ equal to the effective position. The most
:important aspect of this result is that both observables are the observables
that would be generated by a point source at the effective position.
At this point, the absolute location of the effective position is unknown
but, given the brightness distribution, the location of effective position can be
calculated accurately relative to the origin of structure coordinates (or any
tether point in structure coordinates), as described in Section VII. If one wishes
to apply a differential correction to the observables that will shift the effective
position to another point in the source, he can do so by computing and applying
a correction equal to the product of the vector difference in position (computed
in structure coordinates) and the sensitivity partials relating observable to
position. When such differential corrections are applied to the total. observables
in Eqs. (63) and (64), the new geometric delay and geometric delay rate will
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pertain to a point source placed at the, new reference position. The absolute
coordinates of the new point will still be unknown while its position relative
to structure coordinates will be accurately known.
The absolute coordinates of the new reference position can be determined
as follows. Typically, a measurement session will involve several observations
of a given sourca, for which the effective position changes from observation to
observation, For each observntion, the observables will be corrected for the
displacement (the solution to Eqs. 57 and 58) of effective position from the new
reference position. We will assume for each source that the new reference posi-
tion is placed at the structure-coordinate origin, although another point could
be chosen. When the observables are passed through the usual multi.parameter
fit for source location, baseline, etc., the solve-for source position fsr each
corrected source will be the absolute location of its origin of structure
coordinates. The brightness distribution for each source has now been placed
absolutely on the celestial sphere to the accuracy allowed by the errors in the
observables as propagated through the multi,parameter fit and by the errors in
the measured brightness distribution. if the data covers a long time span so
that the brightness distribution of a given source changes significantly and must
be r,emeasured, then one must face the problem of determining the origins of two
or more sets of structure coordinates for one source. Two choices present them-
selves. One can either solve for a separate position (origin) each time a new
distribution is introduced, or all origins for a source can be forced into
agreement by prominent feature alignment. The choice of an approach depends on
experimental goals and the nature of the source.
The preceding discussion was presented to demonstrate through position
analysis how the origin of structure coordinates can be absolutely determined.
As one might guess, it is not necessary to compute effective position explicitly
but only structure delay (and delay rate) relative to the origin. of structure
coordinates (Eqs. 43 and 51 with Vp . 0). Following the procedure outlined
above, one would need the sensitivity relation given by
AT M -Bg A5/c
	
(65)
4.
where AS is the shift in position for the source. Note that if the effective
position described in Section VII is substituted inplace of AK as prescribed,
the resulting delay will be given by Eq. (45) with p . 0, by design of the
effective position. A similar argument can be made for delay rate. Thus, if
one computes the structure delay (and delay rate) directly from the derivatives
of .structure phase (Eq. 33) with 1 = 0, the resulting delay (delay rate) is the
correction needed to make the observable equal to that generated by a point
source at the origin of structure coordinates.
e procedure becomes somewhat
same. If observations were
supply accurate values for
L
When charged particle delays are considered, th
complicated, even though the basis concepu^ are tLe
made at one frequency and outside calibrations could
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charged partial* dalars, the procedure would be the same as that: explained
above. however, if we assume dual frequency (SIX) calibrations of those
delays, we miat complicate the procedure. with two brightness distributions,
one from each frequency. The main problem is that each distribution will have
its own unknown origin unless steps have somehow been takeit to align them or to
determine their relative placement. At this time, a method has not been veri-
fied that will accurately align origins in the general case. We cannot use the
preceding approach separately for S -band and X-band since the charged particle
delays will corrupt the determination of absolute position. Though ih may not
be very satisfactory, one solution is to use the two measured brightness dis-
tributions to align prominent features via a translation of the S-band distri-
bution. The accuracy requirements on such a translation will. be very stringent
but, due to the nature of S IX calibrations, it will be reduced by a factor of
13 relative to the standard error requirement. For example, a 1-cm error in delay
on a 6000-inn baseline would be produced by a misalignment error of 13*0.0003"/cm *'
1 am - 0 1.'004. Determination of whether enough sources can be treated by the
"prominent-feature" approach will require a study of actual SIX structures.
'f ',io ce are apparen tly a number of sources for which tilis would be a feasible
approach (e.g., Ref. 2).
Once the origin of the distribution at S-band has been made consistent with
that at X-band, whatever the approach, the next step would be to correct each
observable for the displacement of effective position from the origin of struc-
ture coordinates, as described above. The S-band and X-band observables would,
of course, be corrected according to their respective brightness distributions.
Due to differences in structure, the two bands will typically have different
corrections. This procedure would, in effect, make the source a point source
at both S-band and X-band
'
with a location equal to the (presently unknown)
position of the origin of structure coordinates at X-band. After the completion
of this procedure for all sources, the next step would be to perform SIX cali-
bration for each observable type by means of the standard linear combination of
S- and X-band observables. Such a calibration would now be valid since the S ­
and X-band positions have now been made coincident for all observations, pro-
vided the aforementioned alignment of origins has been accurately carried out.
The corrected observables (the output of he SIX linear combinations) would then
be simultaneously subjected to a multiparameter fit for baseline, source position,
etc. The resulting solution gives for each source the absolute location of the
( S IX common) origin of structure coordinates. As a result of this procedure,
the S- and X-band distributions have both been accurately placed in an absolute
sense on the celestial sphere for all sources.
The preceding discussion assumed that BWS delay and delay rate were the
observables. If absolute phase delay is the observable, the concepts are
largely the same but the equatl.ons change. In analogy with the other observables,
the phase delay will be corrected by ^B in Eq. (33) with f0 - 0. Unlike the
structure corrections for the other observables, structure phase is afflicted
with integer-cycle ambiguities. The method for handling these ambiguities
consists of the following steps. First, the fractional part of h is computed
through Eq. (33) and subtracted from fringe phase, which itself still possesses
an absolute ambiguity. This ambiguity in corrected fringe phase would
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then be removed by the BWS technique in which. an
 iterative process successively
removes the ambiguities in (structure-corrected) BWS delays for ever-wider
channel separations until RF phase is reached. For the BWS procedure to succeed,
the structure-corrected BWS delays and phase delay must all be equal to the
same delay, except for ambiguities and measurement uncertainties. Therefore,
to equalize the geometric component, structure effects in BWS delays must be
computed and removed relative to the same assigned soux,ce position as is phase.
(The computation of structure effects in Section IV approximates a finite
difference with a derivative. For very widely spaced channels, that approxima-
tion might fail. It is beyond the scope of this report to treat the differential
analysis.) After absolute removal of integer-cycle ambiguities through the BWS
technique, the resulting phase delay will be equal to the geometric delay that
would be generated by a point source at the origin of structure coordinates.
SIX corrections also closely follow the preceding discussion for BWS delay and
delay rate.
Associated with the preceding consideration of structure effects is the
issue of assigning a nominal location to a source. Once milliaresecond accuracies
are reached, two numbers will no longer be sufficient to specify the location
of a complicated source. That is, the effective location will vary as a function
of baseline: length and orientation. As suggested above, source geometry has been
completely specified once one has been supplied the brightness distribution and
the absolute location of the origin of structure coordinates. Since the origin
can be arbitrarily shifted to any place in the brightness distribution, one
should attempt to make the two required numbers specifying the origin have as
much utility as possible. One can make the point that the "compact component"
should be made the origin since long-baseline solutions will apply to the compact
component and will give the most accurate positions that are is be compared.
However, in the most accurate measurements, the "compact component" position can
be strongly dependent on the geometry of resolution and therefore only has
meaning i = t terms of a specific geometry. One attractive possibility is the
ordinary eentroid, since it gives the Lverage location in the conventional sense
and is the correct effective position for the zero-baseline case. Further, it
requires no specification of baseline orientation to give it meaning. It is
definitely better than an arbitrary assignment, since effective positions computed
in structure coordinates would then automatically be given in terms of deviations
from the zero-baseline case.
X. DIFFERENTIAL POSITION MEASUREMENTS
One application of differential VLBI is the measurement of the relative
positions of two natural sources. By forming the difference of the observables
for closely spaced sources, one can remove many errors, thereby allowing very
accurate determination of differential positions. The resulting differential
observables are fit with a delay model possessing only differential right ascen-
sion and declination as solve-for parameters and perhaps a constant "clock"'
term (.for the phase-delay case).
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As indicated earlier, source structure effects can be quite large and must
be corrected in some cases. The correction procedure would be like that described
in the last section, but now two distributions would require correct ons, one for
each source. Thus, two structure corrections would be applied to each differ-
ential observable, where each correction is computed relative to some assigned
reference position. In effect, this turns each source into a point source located
at its respective reference position. When all observations have been corrected
and then subjected to a multiparameter fit, the resulting differential coordinates
will refer to the difference in the two adopted reference positions.
At this point we are no longer dependent on a particular observation.and
geometry for a specification of the relative location of the sources. Since we
now have a complete description (i.e., the two distributions along with an ac-
curate measure of the separation of their origins), we can now select whatever
measure of separation we choose. This report will not propose a "best" definition
of that measure since more consideration of the problem is required. one possi-
bility would be to use the "compact-romponent centroid" for a reference geometry
of resolution, where the same geometry would be applied to successive experiments.
In this way, changes in resolution geometry would be eliminated as a source of
error. However, changes in the compact components could still contribute sub-
stantial errors to the measured change in differential effective position between
experiments. Such effects would have to be corrected through comparisons of the
full distributions, perhaps by prominent compact-feature alignment between the
brightness distributions of successive experiments.
A few words are necessary to explain the treatment of integer-cycle ambigui-
ties in structure phase and fringe phase in the case of differential measurements.
To obtain the final observable, it is only necessary to compute the fractional
part of $ in Eq. (33) and subtract it from fringe phase. (However, one can
restore ;integer-cycles to structure phase in a relative sense by requiring con-
tinuity along a u-v track.) The ambiguities still present in corrected fringe
phase can be removed in one of three ways, depending on the type of experiment.
In single-channel measurements with poor a priori values for baseline, etc.,
ambiguities can only be removed in a relative sense by requiring continuity be-
tween observations. The unknown overall bias created by unresolved ambiguities
would be modeled and solved-for in parameter estimation. In single--channel ex-
periments with sufficiently accurate a priori information, ambiguities can be
removed absolutely by comparing each measured value with differential phase
predicted on the basis of a priori information. In multiple-channel experiments
with suitably placed channels and phase calibration, ambiguities can be removed
through the BWS procedure. For the last two absolute schemes, there would be no
need to solve for a bias term provided adequate differential cancellation of
instrumental effects, etc., has occurred.
Due to small observable errors and geometric considerations, differential
measurements will provide a good direct test of the theory of structure effects.
Measurements of delay, for example, are directly proportional to the displacement
of effective position in the direction B for each observations. Because of
this, delay residuals and their reduction through the application of structure
corrections can readily be interpreted geometrically in terms of effective position.
22
.	 y
r^
T
XT. THE SYk1 ETRIC BRIGHTNESS DISTRIBUTION
For a symmetric distribution, one can easily show that the structure phase
is some value of nv, provided the center of symmetry is taken as the origin of
structure coordinates. By definition the distribution is symmetric if
D(a,y ,w, t) - U(-S,-Y,w,t)	 (66)
If in Eq. (24) we place s0' y0 at the origin of structure coordinates
(SO y0 = 0) and take the complex conjugate, we obtain
*	 ('	 2Wi(us+vy)	
Y
	
R (u, v,w,t) a J D(Sf y ,w,t)e	 dsc^	 (67)
By a change of integration variables given by
	
a' = -0
	
(68)
	y' = -Y	 (69)
and by the use of the symmetry relation in Eq. (66), we obtain
R*(upvowpt) 
= f D(OlvyI'W,t)e=27ri(uV+vY') d$ i dy l	 (70)
which is the complex conjugate of Eq. (67). Thus, when the reference position is
placed at the center of symmetry of a symmetric source, the brightness transform
R is equal to its complex conjugate. This shows that, for a symmetric distribu-
tion, the transform is real and the structure phase is therefore equal to nor.
In the limit of zero baseline length (u = v = 0), the brightness transform becomes
the total power of the source, which is a positive real, number. In this limit,
the transform phase¢ will be defined to be zero. Since the transform phase of
a symmetric distribution can only be equal to the aforementioned discrete
values of n7r, it is clear that if phase changes, it must change in jumps. However,
for a well-behaved brightness distribution, the brightness transform will be a
continuous function along a (u-v) track and consequently the transform phase can
only change at those u-v values for which the transform (fringe) amplitude is
zero. The transform phase will be constant along tracks away from those u-v values
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and, if it changes, the change must occur in the form of a discontinuous jump
at a null amplitude point. We will see an example of such behavior in the follow-
ing section. Since BWS delay and delay rate are derivatives of phase, the effect
of a symmetric distribution on these observables will be zero except at points
of zero amplitude, where the effect can be infinite (d-function response). For
the more realistic case of a nearly symmetric distribution, the structure effect
on SWS delay can be quite large near (u,v) points of nearly null amplitudes and
quite small away from such points. It follows from the preceding discussion
that, if the brightness transform of a symmetric distribution possesses no
finite (u,v) points of null amplitude, then the transform phase is zero for all
(u,v) .
XII. THE DOUBLE-POINT SOURCE
The next example will be a time-invariant source consisting of two close
point sources whose strengths and spectral indices can be varied. The brightness
distribution will be described by
k1	 2
D(P.,w) = r1 (WO)
W	
d( - P1) 
+ r2 
	
)a(P + P)	 (71)
 ww0
where we have chosen the midpoint between sources as the origin of structure
coordinates, and where k is the spectral index of source A. The factors r
can be used to vary the strength of the sources, while w 0 is a normalizing
reference frequency. For this distribution the brightness transform in Eq. (29)
becomes
i
R = I R) e B	 (72)
eiwBs PO/c	 a-iwBS P,^/c. +	 eiwB	s1/c
g1	 g2	 (73)
k^
where g. = r ^	 (74)
C0
Fringe visibility can be easily computed from this expression by taking the
RSS of the real and imaginary parts and dividing by the total flux,g 1 + 92 1 which
gives
1/2
v= v 2 + (1 - v 2 ) cost (A	 P /c)	 (75)
s	 m	 m	 s	 1
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where the minimum fringa visibility is given by
91 - 92
91 + g2
(Note that v can be either positive or negative so that, strictly speaking, the
absolute va u,me of v is the minimum fringe visibility.) Further, one can easily
solve for structuremphase to obtain
-1 [V111 tan ( 3 s	 /cJ + wli s - 1- 0/c	 (77)^B	 tan	 WB	 P
It is convenient to rewrite this equation in the form
^B 
= _ tali i' [v,,, tan(0/2)] + e/2	 (78)
where
0 - 2vS B /A	 (79)
0.
The quantity S B is the component of the vector SS = 2P 3. containing the two
sources projected onto the baseline vector and is given by
S 
B = as • B s
	
(80)
The quantity A is the interferometer resolution (spacing of fringes on the sky)
and is given by
A	
2n c	 (81)
w B
s
(82)
B
a
We have chosen this representation because it conveniently makes ,0 (in cycles)
equal to the projected separation of the source divided by the interferometer
resolution. Further, in Eq. (78) we have set ^O = ^ 1 so that the phase that will
be plotted will be referenced to the location of point 1. With this choice of
(76)
reference point, the phase oscillates about zero, remaining between +ff/2, pro-
vided source 1 is the stronger source. Figure 2 shows the behavior of OB for
various values of the strength ratio 92/91 . This phase behavior can be a sily
understood by plotting the phasors in Eq. (73) in the complex plane with 0	 1,
as schematically shown in Figure 3. For 9 2 /g near 1.0 (i.e., equal strengths),
the phase forms a sawtooth pattern as a function of S B/A with jumps of 7r whenever
the projected source separation is an integer multiple of one-half of the fringe
spacing. In terms of phasors in Fig. 3a, such jumps occur whenever the second
phasor has a phase of nfr so that the sum amplitude is nearly zero and the sum
vector moves rapidly from the :first to the fourth quadrant as a function of the
phase of the source - 2 phasor. When the strength of source 2 is very weak
compared to source 1(9 2/91 < -^ 1) 1 the phase oscillates by a small amount about
zero, as shown for 9 2/g 1 = 0.1 in Fig. 2 and illustrated with phasors in Fig. 3b.
Effective position for phase-delay, relative to the origin of structure
coordinates, can easily be obtained by setting Eq. (77) equal to zero and solving
for P0:
.2	 -0 ^
	 A tan
-1
 vl tan(^tSB /A)	 (83)S	 ,r S	 r
where S is the separation of .the two sources (S = 21P i ). Thus the component
of effective position along B is a fairly complicated function of resolution
geometry and source characteristics. Numerical examples of effective position
are given in Fig. 4 under the assumptions that the baseline vector ^ points along
the vector connecting the sources (S =S) and that structure phase issa continuous
function of SA that equals zero when the baseline length equals zero. As in-
dicated. in Eq. (83), the results are given in rig. 4 in units of source separation
so that deviations from the position of the stronger source (#l) are to be com-
pared
	 trr,! source separation shown in the figure. Note that the effective
posi,tio':i u,"Ivies from source 1 by less than one-half of the source separation
and decreases as the strength of source 2 decreases. The decrease in the oscil-
lation of effective position with increasing S/A is a result of increasing
sensitivity of phase to position change (e.g., 3^/H becomes larger as baseline
length increases). Though the effective positions shown here for phase delay are
not as constant as one would like, they are much more stable than the effective
positions that will be derived for BWS delay later in this section.
The effect of structure on BWS delay can be obtained by differentiating Eq.
(77), with respect to w, which gives
	
SOB	 _+A,r =8w = Tp + Tp + Bs P0 /a	 (84)
where
26
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r ^^
r!
	(k 2	 k) (1 - v 2)
T D w	 1 + h 2	
tan (27rBs • PI/X)
	 (85)
v	 B Bs	+T p 
n - ] + h2 c sec
t (21rB s P1 /7^)	 (86)
h vm tan (2?rBs PIA)	 (87)
The first term T
D 
comes from the frequency dependence of the brightness distri-
buton while the second term T canes from the frequency dependence of u, v
in the transform or, in other words, from the frequency dependence of the sky
fringes. Note that, as one would expect, the first term is zero when k 1 . k.2.
(When k1 - k2, the shape of the distribution does not change with frequency so
that the BWS delay effect due to frequency dependence is zero, as explained in
Section V.) Further, the second term T is zero if g 1 - g2, except at singular
	
points. (When g 1
 - 9 2 , the distribution is 	 symmetric about the origin of struc-ture coordinates.. As explained in Section XI, such symmetry Leads to zero effect
on BWS delay, except for possible singular points.)
The effective position associated with the BWS delay can be obtained by
finding the value of B0_,.that makes the delay in Eq. (84) zero, The value of the
component of PO along Bs that will do this given by
A
Bs PQ =
1	 X (k1-
k 2 )  (1-vm)	 .,	 2	 -r
1+h2 Bs	 47r	
tan (27rBs P1/a) + v  Bs P1 sec (27rB s • PIW
(88)
More will be said about this result for effective position after the delay rate
has been analyzed below.
.f
Before proceeding to the delay rate observable, numerical examples will be
presented for the two delay terms in Eq. (84) that give the effect of double-point
structure on BWS delay. The first term in Eq. (84), the one due to the Frequency
30
dependence of the point strengths, can be vewritten as
2
T	
(k2 - k1.) 
	
v  )
	 tan (0 /2)	 (89)D	
2w	 ] + vm2 tail 2 (0/2)
where 0 was defined above as the ratio of projected source separation and
resolution. Since this function is periodic and antisymmetric about 0 . 0, 
'
one
plot of T  for 0 < 0/2 < it/2 suffices for all 0. Figure 5 plots T  as a function
of 0 for various values of relative source strength g /g l ,
 with the spectral.
index difference equal. (k - k1) to 1.0. Since the e?feet is proportional to
k2
 -k the delay for otIer values of k2 - kl can be obtained by multiplying the
results from Fig. S by k 2
 -k 1 . The delay effect is zero for 0 - 0 (or 2nv) andpasses through a maximum toward it (or (2n + 1)7r).. Note that the largest values
(e.g., > 0.2 nsec) are obtained when the source strengths are nearly equal. (0.95
< 92/gl < 1.0) and the spectral index difference is large (k - kl > 1.0). Animportant quantity is the duration of the delay "pulse" as a 2function of time
(through 0) on an intercontinental baseline. For a 6000-km baseline observing a
source with separation of 0 1.1001 at X-band, 0 can vary by no more than 0.005
cycles in 1 minute. Thus, in this case, only a fraction of the "pulse" width
will be traversed in a 3-,minute observation, when 92/91 < 0.95.
A general expression can be easily computed for the maximum value of T O as
a function of 0. Such a maximum occurs whenever
tan(0/2) - ±y	 (90)
m
at which point the maximum of TD is
T	 m+kl_ k2 (1 _ vm2)
	
Dlmax
	
4w	 vm	 (91)
This function is plotted in Fig. 6 at 8.5 GHz as a function of the spectral index
difference (kl k2) and of the strength ratio (9 2/91). Note that the delay
effect can become infinite as the strengths converge (92 -)- gl). The reason for
this singularity can be seen in Fig. 3a. For 92 z gl and 6 _^ (2n + 1)7r, the
brightness transform is the sum of two phasors of nearly equal length pointing
in nearly opposite directions Consequently, the amplitude of the sum phasor is
very small compared to the amplitude of the component phasors, and a slight
change in the amplitude of the component phasors (i.e., of the point strengths
gl and g ) as a function of frequency (as in the partial B¢ /0w) can cause large
changes in the phase of the sum phasox. As we shall see, sKilar singular be-
havior is exhibited by the second term T  in Eq. (84) as a consequence of the
31
a
m
V
WD
O
^t N r-4
_	 W
J z
LM ^ r '^-^
•LL.00 Dp LA 00 ONO O O
-	 GC's O O O OOU- U- aC J
W
NW
I"O N
LM a
FaO O
O
W
1J
,9
O
OJ
i
O
l!1 td
0
v
P
o DCQ Aa
W
,,
u
F^ d
^V w
"9 0N O +^
a
A
n
T
160 a^A
<md
d
bo
W
AIIIIGISIA 30NINA
0	 co	 is	 sr	 cv
Ul%8	 LA	 t,1
38sd '^1d13a
32
WON- -...,
n
N
C
CG
W	 a
Z	 Q	 c
CC W	
.-^
Lau
= Z^ N
...o
EON
R,, v
a
Ln
W W
ZoG
^
JW
S
W m
o
4]
H
O
jJ
M
O
P;
rl
O
A
td
W
O
U
X X
LA. LAw d
w
W
A
A
a
rA
.p
d
u
00
P4
hPhase changes in the component phasors. The special case suggests that if a
given source exhibits very small fringe amplitude relative to the amplitude for
other (u,v) points, theac that source should be investigated for undesirable
behavior in structure phase at that ,amplitude minimum. For the particular case
of a double point source with k2 - kl - 1.0, the maximum value of the structure
delay term TD reaches 0.18 nsce (5.5 cm) at x-band when 82/91 . 0.95 (or
visibility * 0.026).
To summarize the results for this delay term, the frequency dependence of
structure can theoretically cause significant delay errors in the case of special
double-point sourcos, if they are not corrected. However, these worst-case
sources would probably be unusual since they would have to possess both nearly
equal point strengths and a large spectral index difference. Given adequate
structure measurements as a function of frequency, corrections can be applied to
the delay observables to remove this effect adequately.
For the same example of a double point source, the second structures effect
(T ) on BWS delay is caused by the frequency dependence of the sky fri.ages, given
bypBq. (86). This term can be rewritten as
,^ vm	 0/2 	 m
T o
	w Cos 
2 (0/2) + vm2sin2(@/2) + w 
2	 (92)
where v and 0 are defined above and where the second term has been included
in order to reference the delay to the brightness centroid given by
	
la
C M vml l
	
(93)
Though such a subtraction is not necessary, it removes a distracting linear
drift (with respect to 0) from the delay and comes close to referencing the
structure delay to an "average" or "typical" source position. This is equivalent
to assuming that the last term in Eq. (84) has been combined with T where we
have made the definition PO $% Pc . Figure 7 plots T' over a range p of 0 at
8.5 Gliz for few values of the strength ratio g2 /g P Relative maxima occur near
0 = (2n+1)v, with the maximum values increasing wi h increasing 0 A fairly good
approximation for these maxima can be obtained by setting 0 - (2n + 1)7r, which
gives
^(l - v 2 )	 0
T' 	 -	 m	 n	 (94)
p max
	
w m
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where
- . 
S^	 2n +	 n w 0, ± 1, + 2, , .. 	 (95)21T	 a )
	
2
n
Thus the maxima increase to magnitude as the source strengths converge (for
the reasons discussed above) and as the separation/resolution ratio increases.
Figure 8 plots T 0
1
at 8.5 GHz as a function of S B /p and 9 2/91 . ForP max
92/91 - 0.95 and separation/resolution = 0.5, the maximum delay effect is about
l nsec. For a wide range of strength ratio and S B/Q, the effect is greater than
30 psec (1 cm). Thus, it appears that, for many sources that are nearly double
point, this structure effect can be very significant and must be corrected if
accuracies at the centimeter level are required. The problem at its worst levels
would be alleviated, of course, by avoiding observations in the regions of rela-
tively small fringe amplitude.
Given the preceding analysis for a double-point source, one can compare the
magnitude of the delay effect due to the .frequency dependence of the distribution
('rD ) with that due to the frequency dependence of the sky fringes (T ). A
comparison of Eqs. (91) and (94) indicates that T is about an order pof magnitude
larger than TH . This result suggests that one me pasureinent of the brightness
distribution at the observing frequency will be adequate to remove most of the
structure delay and that a second brightness measurement to determine frequency
dependence will be necessary only for the most accurate applications, if at all.
In the same example of a double-point source, the effect of structure on
delay rate can be obtained by taking the partial of Bin Eq. (77) with respect
to time:
.,
AT _ - 1 +mh2
	
s	
sec2(2^tls	 1/a) + BS	PO/c	 (96)
where we have assumed the brightness distribution is independent of time. Since
the delay rate observable is much less important than the BWS delay as a conse-
quence of larger measurement errors, we will not present numerical examples of
delay rate. however, comparison of Eqs. (86) and . (96) will reveal that, with
respect to occurrence of maxima., the behavior of T will be similar to the BWS
delay. When converted to equivalent baseline errot, the sizes of these maxima
are of the same order of magnitude as the maxima in T  in Fig. 7.
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a
By setting the derivative in Eq. (96) equal to zero and solving for P0,
we obtain another condition on a component of P0:
.s	 -.	 sec2 (27TBs • P1A)
Bs P
O m vm
	 1+h2	 Bs P1
Both BWS delay and delay rate are normally used together, in which case Eq.
and Eq. (y7) can be used to determine uniquely the effective position P0. j
explained in preceding sections for a general distribution, that procedure
usually somewhat involved if the frequency dependence of the brightness disc
bution is not negligible (TD - 0). When such dependence is negligible, the
effective position has been shown to be equal to the centroid of the resolvi
distribution. In the present example, this centroid is easily obtained by
inspecting Eq. (97) and the second term in Eq. (88) which, along with Eq. (87),
gives
<>R =
	
2	 vm 1 2	 2	 (98)
cos OAS P1A) + v  sin (274sPl/x)
As emphasized after Eq. (71), this position calculation is referenced to the
midpoint between point sources. As one would expect, the centroid lies on the
line connecting the two sources, but is a rather complicated function of the
source strengths and resolution geometry. Three special cases are of interest.
For various values of the minimum fringe visibility, it is easily shown that
<P = 0 where g l
 = 9 2 1v  = 0 and e # ( 2m + 1)w]	 (99)
<P> = P1 when g l >> 92 (vm = 1)	 (100)
<P> = —P1 when g  << 9 2 (vm = -1)	 (101)
<> _ PC when Ps = 0	 (102)
as one would guess.
To compute numerical examples of the effective position, it is convenient
to rewrite the components of Eq. (98) in the form
38
J
<0>	 ym	 1
S	 2 cos 2 (0/2) + vm2 sin 2 (0/2)
<Y> 
	 0
(103x)
(103b)
where S and 0 have been defined above. Without loss of generality, we have
placed P along the $-axis and have expressed results in units of S, the distance
between sources. In this form, the result depends only on the strength ratio
(g 2 /gl) and on the ratio of projected separation to resolution. (0). Figure 9
plots effective position as a :function of 0 for a few values of the strength
ratio. As can be seen, the effective position is a periodic function of separa-
tion/resolution that goes through a maximum whenever separation/resolution
- (2n + 1)/2 cycles. The function becomes singular at the same points if the
point strengths are equal, for the reasons discussed earlier,. Even when g2/g1
0.5, the effective position can move outside, the region between sources
to the extent that it is separated from the stronger (closer) source by a distance
equal to the source separation. Thus, the movement of the effective position is
generally much more damaging in the case of BWS delay and delay rate than it is
in the case of phase-delay (Fig. 4). This result suggests that, with respect to
structure effect, the phase delay will tend to be superior to the BWS delay.
Due to the importance of null points and minimum amplitudes, it is useful
to demonstrate their location in the u-v plane for a double-point source. As
can be readily discerned from Eq. (75), minimum amplitude will occur on lines
for which ^ s A satisfies
% . 
P =
 2n 2S1	 (104)
4.
where S is the spacing in radians between point sources (S = 21P 1 1). Figure 10
schematically plots these lines of minimum amplitude in the u-v plane. As in-
dicated by Eq. (104), the lines are perpendicular to P i and have a spacing of
S 1 , with the first lines separated from the origin by (2S)- l . It is clear
from this result that, for a double point source, a long u-v track will usually
cross a line of minimum amplitude if ^ /a is greater than (2S)` 1. Thus for nearly
equal Point sources, it will not be unusual in such cases to apply fairly large
structure corrections to BWS delay for some observations.
39
a
SOURCE SEPARATION AS
0	 •-- CENTROIDS
0.2-•	 •
0.4-•	 •
d	 oo 	20 xSEPARATION
0,6- •	
0.8-•
H 10- •
^Q
00
1.2	 •	 u	 - .- -	 --	 -- —a
C
1.4	 •	
d	
•
20 x
SEPARATION
1.6-•	 •
1.8- •
	 	 9S • SKY-PROJECTED BASELINE VECTOR
Q RESOLUTION
2.0- •	
2.2
SOURCE 2
	 SOURCE 1
Figure 9. Effective Position for a Frequency-Independent Double-Point
Source: BWS Delay and Phase-Delay Rate
40
r^, l
a^
u
1400W
Ai
4
0
w
a^
0
A
cd
H
0
44
Wb
4J
a
GO
HW
a
w0
y
G!
a
0
a^
Na
00
w
XIII. THE N-POINT SOURCE
This section analyzes the structural effects of a frequency-indel
source consisting of N-point sources of arbitrary strength and posittc
special case of a triple point source is consilered in some detail.
The brightness distribution for an N-point source can be written. as
NA(Y) - E gk 6(^ ^k)
k- 1
where gk and 1} are the strength and position of point source k. For this
distribution, the brightness transform in Eq. (29) is given 'by
iw^s	
Egk e
Po, /c N
R ^ e	
-iwBs Pk/c
k=l
(105)
(106)
for which the structure phase becomes
r
B	 tan-^(-Z s /Zc ) + wBs
	 P 0 /c	 (107)
where
Zc 
= Egk cos ek	(108)
k	 1
Z = Eg
. 
sin ek	 (109)
k
r-
0  = wBs • Pk/c	 (110)
t
42
The fringe visibility becomes
2
	
)2 ] l/2
vs rgk cos 0k
 + :Sk sin 0k(111)k
The BWS delay due to structure is obtained through the use of Eq. (45) with
ALw = 0, which gives
ATB . -C o>>' - 
P 
J - %/c	 (112)
where the effective position is given by
>N -
 2 1 2 E(Z c cos 0k + Zs sin 0k) gk k
	
(113)
Z  + Zs k
Thus the effective position is equal to a linear combination of the point-source
position vectors fk where the coefficients are complicated functions of source
and resolution geometry. For the special case of N colinear point sources, this
result shows that the effective position lies on the line ,joining the sources, as
one would expect. The special case of two point sources can be used as a check
by showing Eq. (113) reduces to Eq. (98) for N 2.
Unlike sources for which N is greater than 3, a triple point source can be
characterized by a sufficiently small number of variables to allow a reasonably
general display of results. As indicated in Eq. (106), the brightness transform
for a triple point source will consist of the following sum of three phasors:
R = 1 + g2 a-102 + 93 a-i83
	
(114)
where, for simplicity, we have used the atrength and position of point source 1
as reference by setting gl = 1 and PO = Pl. Without loss of generality, we will
assume point source l is the strongest source. Thus, four variables can be used
to parametrize a triple point source: 92, 93 1 0 21 8 3 . Figure lla schematicallyillustrates the formation of the brightness transform from the three phasors.
A;, the baseline changes for a given source, the directions of the phasors (i.e.,
9 and 0 ) will change while, of course, their lengths (i.e., point strengths)
remain constant. The resulting length (amplitude) and orientation of the sum
-phasor will change as a function of 8 2 and-6 3 . This parameterization in terms
r `"
h, -I'.
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Of ( 020 0 3) will be general in that the resulting phase and delay equations
will be valid for any values of source positions and baseline. To use the
result, one merely makes the conversion
l3
02 w 2n ^ T"2
	
(1.15)
B
03 ., 2n a • «P5	 (116)
where Is/X and (P2, P3) are the given values for the baseline vector (i.e., u,
v) and the source positions, respectively.
Since large delay effects occur where the amplitude of the brightness trans-
form approaches zero, we will first determine where points of zero amplitude
occur. Zero amplitude occurs whenever the phasors sum to zero as shown in rid;.
Ilbi For given values of paint strength Cg2,
 
93 there are unique values of(0 2 , 4 3 ) for which such closure will occur. one can easily show that those values
are given by
2	 2
VU	
- g
Q 2 - -hcosrl 
>3 2g 2 ,. l	
+ 2mvr
2
^	
2	 2
03 = + cos-1 2 2g 
3
3 	+ 2nrr
m = 0, + 1, +2, ...	 (117)
n - 0, + I t ±2,	 (118)
where the leading plus (minus) sign in the second equation is used if the leading
minus (plus) sign is used in Eq. (117). Such null points can occur only if the
two weakest point sources have a combined strength at least as strong as the
strongest source (.e., 9 2 + 93 a 1). Figure 12 schematically demonstrates how
the locations of these null points can be calculated in the u-v plane. In the
plane of the sky at the source, draw two new axes in the directions of point
sources (2, 3) starting at point source 1 (i.e., along ^2 ,	 ). Then for point
source 2, draw perpendiculars to the ^axis that intersect That axis at distances
from the u, v origin equal to
Bs	 l	 ^Z (m)
P
	 I
°}	
21Tm
	 0, ± 1, ± 2 1 .	 (119)
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Nutt, draw similar lines perpendicular to the ^ axis, based on W3, etc. Tito
Intersections of these two sets of perpendiculais arc the location of the null
points in the u-v plane. As can be aeon, the null points occur at discrete
points on a regular lattice. For simplicity, the figure shows only the null
points associated with the leading plus sign in gq. (117). The other set of null
points that comes from the leading minus sign is also latticelike but is generally
not coincident with the first set.
Tito null.-,point behavior of a triple-point source is to be contrasted with
the result for a double-point source for which the zero amplitudes £all on li nes
in the u-v plane (see Fig. 10). 	 For a double-point source, the u-v points of
minimum amplitude depend only on the source separation vector and not on point
strengths. An the other hand, for a triple-point
 
source (and for N > 3), the
locations of zero amplitude can depend on both the locations And the strengths
of the point sources. For a triple
-
point source, the first null points to occur
as baseline length Ba increases will satisfy the inequality:
Ba ^ 0.3	 (120)
m^
where IP I is either JP2 j or I'l.111
To obtain fairly general results for structure effects for a triple point
source, we will parameterize amplitude and phase as suggested by Eq. (114):
IR1 2 = (1+$2 cos 0 2 + 83 cos 6 3 ) 2 + (92 sin 0 2 + g3 sin 0 3) 
2
	 (121)
-92 sin 02 - 93 sin 63
tan $
	 1+g2 cos 0 2 + 93 cos 03	
(1:22)
where gk < 1. The BWS delay can be obtained as a function of the same Four
parameters by either numerically or analytically differentiating Eq. (122) with
respect to w. For plots, the following numerical computation has been performed:
AT	 ^ $ ^:O
B(62'3) _ O B (62 '03)	
(123)1	 0m	 ew
where
0,	 (1 + e) 0k	 (124)
47
``I!
and a is a very small number. An analytic expression for AT can also be
readily derived in terms of (S2, g , q 2 , 4 ) ^ but that rusuli will not be pre
anted hare. clue to its uninformative compl9xity, Due to the definition given to
'r	 and f 1 in forming ^h , this DWS delay will be relative to the strongest -point
sgurce. To change the reference point for bWS delay to the brightness cancroid,
w,	 one must :et % in Eq. (106) equal to the cancroid given by
	
a	 ^r
r	 g2 P2 + 93 P3
rc 1 + g,
	
(125)
The phase shift due to this change in F^ becomes
c w Bs• P /C	 (126)
9202 + 9303	
(127)1+92+g3
Since (0 2, 4 3 ) are proportional to w, the BWS delay due to ¢ c will be given by
	
Si c 	 1 9202 + 9303
AT
 le	 8W	 w 
1+g2 + 93	 (120)
Thus the total structure delay becomes
A'cS Ox AT  + AT le(129)
whys n referenced to the brightness centroid, where AT  and AT,, are obtained
from Eqs. (123) and (12$)
Before proceeding to example plots, it is useful to derive an expression
for the extrema in BWS delay as a function of 0 2 and 8 3 . As discussed above,
when gl + S 2 > 1
1 
the amplitude will go to zero for some values of (0 2 ,8 3 ), and
the BWS delay will be infinite at those points. For g + g < 1, the.
BWS delay does not became infinite but peaks for certa n va saes of (0 2 ,0 ). The
extrema in US delay at those points can be computed as follows. A consideration
of phasors shows that, when 9 2
 + 9 3
 < 1 1 the most rapid change in ^b as a func-
tion of a2 , 0 3 occurs when ,
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e
►^ 	 82	 (2m + 1)^r	 m - 0, + 1, #2, ...	 (130)
--
0 3 z (2n + 1) 7r	 n - 0, + 1, +2, ...	 (131)
The extrema of BWS delay will occur near these points. To obtain approximate
values of those extrema, Eq. (129) can be analytically evaluated as a function
Of 02, 0 3 ) and computed for the specific values of ( 0 2 , 03 ) in Eqs. (130) and
(131). Such a calculation gives
2^r g2 (2m + 1) + 93 (2n + 1)
ATB (m,n) ^ 7 -
	 2	 (132)1 - ( 9 2 + g3)
where it is understood that g2 + g3 < 1. Figure 13 plots AT B as a function of
(82 , g3) at X-band for the first extremum, m = n = 0. From this example plot,
one sees that ATB 0.26 nsec for the particular case g = g 2 = 0.4. As we
saw for the case of a double-point source, structure effects can also be con-
siderable for triple-point sources.
For examples, Figs. 14 through 22 display amplitude, phase and BWS delay as
a function of (0 , 0 ) for two cases of (g , g, ). The axes (p = 0 /2w and
q = 0 3 /2Tt) are in units 	 of cycles rather than radians and are equal to the pro-
jections of the two separation vectors in the direction of the sky-projected
baueline vector, with both in units of resolution (i.e., B	 P /A). Interpre-
tation of these plots in terms of phasor sums such as those in kFig. 11 will be
left to the reader. To help clarify results, contour and surface plots of BWS
delay are both shown. Even though the conversion of (0 , 0 3) to (u, v) might
complicate geometric interpretation of these results, the values for the extrema
in BWS delay show% in the plots will not change with variable transformation or
with changes in (P 2 , P3 ). 	 Thus, given only point strengths (9 2 , g3 ), one can.
readily determine for a triple-point source the extremal BWS delays (relative
to the brightness centroid) either by inspecting plots such as Fig. 14 or by
evaluating Eq. (132).
As shown in Figs. 14 and 15, the structure delay for the case g	 0.2 and
g = 0.4 passes through an extremum in delay whenever p and q are boh multiples
o? 1/2, as explained earlier. The first extremum at p = q = 0.5 has a magnitude
of about 0.1 nsec. A check on results for g 2 + g < 1 is supplied uy a compari-
son of the extremal values predicted by Eqs. (130J - (132) with the results
numerically computed to obtain these figures. The extrema in delay correspond
to minima in fringe visibility shown in Fig. 16. These minima are all equal to
about 0.25. Structure phase for this example is given in Fig. 17 and ranges
between + 0.1 cycles.
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The second example is the case 92 . 0,4 and g3 . 0.8. The delay values
for this case are plotted in Figs. 18, 19 and 20. These Figures are all plots
of the same function and are ;riven together to help clarify the rather complicated
behavior of delay. The surface plots in Figs. 18 and 19 are truncated above 1
nsec to remove infinite spikes. When 82 + g S > 1 0 the amplitude will alwaysbe zero for some baseline vectors, as explained earlier. Null amplitudes in this
example occur at adjacent pairs of points that are regularly placed in the p-q
plane, as shown in Figure 21. Each pain corresponds to the + signs in Eqs. (117)
and (118). For each null point, the delay approaches plus infinity on one side
of the point and minus infinity on the other, as shown in "figs. 19 and 20. Struc-
ture phase for this example is shown in Fig. 22. The heavy jagged Lines in that
figure indicate an integer-cycle jump in phase from -0.5 cycle to 0.5 cycle.
This discontinuous behavior has no ultimate significance and exists in this form
due to the decision to keep phase between +0.5 cycle, as discussed earlier. ,
Given that BWS delay is the partial of phase with respect to frequency, it is an
interesting exercise to predict the plotted delay behavior on the basis of the
structure phase plotted in Fig. 22.
This example suggests that, if a source can be exactly represented by a
triple-point source, it will be necessary to avoid certain critical values of
baseline vector (provided the point sources are sufficiently far apart). Since
the fringe visibility becomes Very small at these points, it would be possible
to alleviate this problem by placing a lower limit on allowed values of fringe
visibility.
With regard to observed sources, it is unrealistic to assume that a real
source can be exactly modeled with three point sources. Actual distributions
possess extended components rather than "point" components and/or have additional
weaker components or background features. These characteristics make the truly
singular behavior of discrete-point sources an unusual occurrence. Nevertheless,
real sources can possess regions in which the fringe visibility becomes very
small and the structure delay passes through extrema of considerable magnitude.
Examples of real sources are given in the next section.
XIV. EXAMPLES OF MEASURED BRIGHTNESS DISTRIBUTIONS
The preceding sections have treated the analytical cases of a symmetric
source, a double-point source and a triple- point source. Although analytical
examples are instructive, only a thorough study of many actual source distributions
can give a complete picture of source structure effects. To begin such an in-
vestigation, this section reports on an analysis of ten brightness distributions
measured by the CIT VLSI group. For each distribution, fringe visibility, fringe
phase,, BWS delay and effective position have been computed as a function of the
sky-projected baseline vector (u, v), with the last three effects specified rela-
tive to the ordinary centroid. Although instructive, this set of sources is not
necessarily a typical set since sources specifically selected for structure
investigations are often chosen on the basis of unusual characteristics. Another
potential difficulty is that the u-v coverage in these measurements is not as
complete is some u-v regions as one would like. In such cases, computed structure
60
of facts must be used with caution, particularly BWS delays.
The brightness distt -itions resulting from interforometry measurements can
b  represented in a number of forms, As indicated in Appendix A, one representa-
tion is a set of delta functions placed on a regular grid. For this representation,
the derivation for an N-point source in Section X111 (see Eqs 105-113) can be
directly applied but the equations for phase, delay, amplitude and effective
position should first be expressed as a function of the usual (uo v) coordinates.
This Is easily accomplished by rewriting Fq, (110) in the form
0k P 2,a(u6k + Vyk)
	
(133)
where (8	
th
k' Yk) are the plane-of-tho-sky coordinates of the k	 oint, expressedin radians. A similar expression can be written for the wB	 0 /a term in Eq.(107). rurther, the delay expression (Eq. 112) can be rawr1t;en as
4'r	 I	 "R5
B 
= ^ 
f I
u (
	
N - 
001 + v (<Y>N YO 	 (134)
where
PO
	
(00 1YO )	 (135)
> N
<0>
NP
 <Y>
N
	(136)
4-
%he vector PO is the reference position while <P > is the eff ective position of
the source, where both positions are Axpressed relative to structure coordinates.
In this work, the reference position !FO will be set equal to the ordinary centroid,
as computed on the basis of the measured distribution. The quantity f Is the
observing frequency in hertz. Once a given source has been specified by a flux
array 1(9k,3k,Yk), k - 1,N), the aforementioned equations can be used to computephase, amplitude, delay and effective position. In the present computations of
BWS delay and effective position, the frequency dependence of the distributions
will be neglected.
Table 1 summarizes the 10 brightness distributions measured by the Caltech
group (Refs. 2 and 3) and gives the source name, date of the measurement, observ-
ing frequency, maximum values of u and v, total flux, ^nterferometer stations, and
a quantity k s to be explained below. Because the total number of plots is excessive,
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i
complete results for only one of the measured distributions will be presented
here. Brightness contours for the example distribution (9 in Table 1) are given
in Fig. 23, The structure effects for this distribution are given in Figs. 24a-e
in the form of contour plots as a function of u,v. In the plots, u is defined to
be positive to the east and v positive to the north. Since the u -v coverage
associated with a given distribution should not extend beyond the maximum allowed
by baseline length considerations, each contour plot is marked with an approximate
boundary outside of which the results are deleted. Ore important point concerning
this analysis is that the BWS delay has been computed on the basis of an "artifi-
cial" frequency of 8.3 GHz (see f in Eq . . 134). In effect, thi.b assignment of f
pretends that, for BWS delay computation, the distribution was measured for the
specified u-v values at 8.3 GHz (a w 3.6 cm), even though it was not. The reason
for this assignment is that most of our work will be carried out at X-band and it
is therefore important to obtain BWS delay results at that frequency. To obtain
the BWS delay at the actual frequency, one can easily scale the results by f-1
(or by ,1) as in Eq. (134). All of the other plotted quantities require no expli-
cit frequency assignment i.ncomputation, although they actually pertain, of course,
to the observing wavelength given in Table 1 for distribution 9.
The results for the 10 distributions were fairly complex but some general
descriptive statements can be made. The magnitudes of the structure delays (the
BWS delays computed for X-band) relative to the centroi.d were as large as a
nanosecond but typically were less than 150 psect The largest delays ( h 1 nsec)
occurred in very localized regions in the u-v plane where very small fringe visi-
bilities (• 0.03) occurred. On average, structure delay increased as the fringe
visibility decreased.
With regard to effective position for B14S delay and phase-delay rate, the
position of some sources changed as a function of u,v by as much as 10-30 maresec
while other sources remain fixed to within a few milliareseconds. Thus, in
applications that require position determination at 10 maresec level, one must
be careful in selecting sources and/or in correcting for source structure. For
the specific case. of AVLBI applications, a final assessment cannot be made until
intercontinental str""ctura mensurements (preferably at S-band and X-band) are
available. As i.ndtrnted in Table 1, the distributions analyzed here were produced
by transcontinental baselines and therefore have inadequate resolution for inter-
continental applications.
The process of calibrating source positions for short-baseline measurements
through the use of positions obtained on long baselines can also be investigated
on the basis of the effective position plots. A more direct approach, however,
is to study the structure delay plots along the anticipated a-v tracks for the
proposed baselines. In general, the bounds on str>cture delay discussed above
also apply to this calibration process.
XV. AN UPPER LIMIT FOR THE SOURCE STRUCTURE EFFECT IN BWS DELAY
The preceding section has shown that source struct""r.e can sometimes contri-
bute errors in BWS delays in the 10-30 cm range. Thus, if centimeter-level
63
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baseline measurements are a goal, some method must be devised for reducing or
calibrating structure effects. A possible method is calibration through the use
of measured brightness distributions, as discussed in the preceding sections.
The primary difficulty with this approach is that an individual VLBI structure
measurement is currently an expensive and time-consuming process. The prospect
of working with very large catalogues, possible containing many time-varying
members, makes the calibration approach even less inviting. It is therefore
worthwhile to investigate alternate methods for overcoming structure problems.
Another approach is suggested by the general tendency of, B14S structure delay
to increase with decreasing fringe visibility. Suppose a general formula could
be established that, purely on the basis of the value of fringe visibility, sets
an upper limit on structure effects in BWS delay. Then, if the limit turned out
to be sufficiently small for some upper range of visibility values, the larger,
unacceptable structure delays could be eliminated by merely deleting observations
with the smaller visibility values. Such an approach is attractive since fringe
visibility can often be obtained along with each VLBI observation. Thus, if the
visibility determinations were accurate enough, the experiment would not depend
on outside measurements for structure corrections. One important point that
can be made is that the proposed upper limit would not have to be an absolute
limit, valid for every source. For example, it would be useful to establish,
if possible, an approximate 3a statistical limit so that: structure effects could
be treated like other errors. Another example would be a limit that was valid
for all sources except for infrequent pathological cases. In fits with redundant
observations, the pathological cases could be discovered and deleted through
residual analysis.
To begin development of a limit approach, this section derives and tests a
limit formula for BWS delay due to structure. First, a fairly general analysis
is used to derive an expression for an upper limit on structure delay. Next,
special analytical sources are used to generate another expression for the upper
limit. These theoretical results are compared with results from 10 measured
distributions.
The general derivation of a delay limit proceeds as follows. Since the
results for a double-point source suggest that possible frequency dependence in
a given brightness distribution will produce a fairly small delay effect relative
to that produced by the frequency dependence of the sky fringes, we will ignore
the former dependence in the following derivation. As shown in Fig, 25, plot a
given value of the brightness transform R in the complex plane along with a vector
indicating the change in R produced by a change in frequency Aw. The quantities
Z and Z S are the real and Imaginary components of R defined in Section 111. The
associated BWS structure delay will be given by
ATB
	
"
A wB
	 (137)
where A4j 
B 
is the change in phase of the brightness transform. Among the possible
directions for AR, the maximum value for AT occurs when AR is perpendicular to R.B
70
Figure 25. Schematic Illustration of the Change in Structure
Phase with Frequency
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Thus, an upper limit for AT  is given by
Oz /0w) 2 + Oz /Dw)z
1/2
ATE ^	
c 
z 
2 
+7 2 
s	 (138)
c	 8
where the inequality holds if AR is perpendicular to R. This expression can be
further reduced for a frequency independent N-point source. For such a source,
the frequency derivatives can be obtained from Eqs. (108) and (109), which give
Oz	
I
awC Q - w I: V  sin 0 k	 (139)
8z8 	 1
8w	 w	 gk8k cos 0k	 (140)
where we have used the fact that 0k is proportional to w. If we momentarily
neglect w, the numerator in Eq. (138) becomes
2	 2	 1/2
Numerator =	 [(21 9k0k cos 6k 	+ Egkek sin 8 k 	(141)k
This expression can be viewed as the length of a vector formed by summing N
vectors of length g ale C1 . The length of the sum vector can be no greater than
the sum of the lengths of the component vectors. Thus Eq. (138) becomes
Egklokl
AT  <
Z	
(142)
w	 2+ Z 
2
l/2
c	 s
For most real sources at larger u-v values, this limit will be much larger than
the actual structure delay since the point-source vectors will add destructively
to a large extent.
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Up to thin; point, the derivation has involved no approximations and placed
no restrictions on the structure of the sources. Unfortunately, it now becomes
necessary to make assumptions since it is possible to concoct a source that will
generate any arbitrary set of 0  values. Assume a valid limit can be obtainedby pulling outside of the sum a factor 2ffk that represents an upper limit for
the overall effective value of the 0  terme. This operation fives
ks 9k
ATb ----2	 (143)
	
c	 s
which can be rewritten as
cAT S ks v__	
(144)
s
where we have expressed the results in dimensions of length And have used the
definition of fringe visibility:
cz 2 + z 2 > lrz
v ,^
	 c	 s
.	 (145)s	
E gk
This result indicated that the upper limit for structure delay varies in inverse
proportion to fringe visibility and in direct proportion to observing wavelength.
However, the limit is not of quantitative value unless an estimate for k  is
obtained.
The results for measured brightness distributions in Section XIV can be used
to make an estimate of k. The simplest procedure is to determine for each dis,-
tribution the value of its that makes the limit equation an absolute limit. This
can be carried out by comp uting for each u-v point the value of k required to
make the limit equation give_ the BWS delay obtained at that point s fromthe bright-
ness distribution. The resulting k values can be searched over the allowed
region of the u-v plane to find a maximum value for * each distribution. The
results are given in Table 1, which shows that the maximum values for k  fell in
the range of 0.11 to 0.31.
Four interesting features became evident in the analysis of this particular
limit equation. First, the u-v points at wnich the limit value was reached were
usually not at Fringe visi.bi,l.ity minima although they were associated with the
l - v 2
c<<B	 svs (1406)
lower range of visibility values. Second, these points occurred near the a-v
boundary for eight our of the 10 brightness distributions while even larger (but
necessarily disallowed) values occurred outside that boundary. This result suggests
that some of the largest allowed values (see Table 1) mny be merely an artifact of
"boundary effects." More information is required: to test this passibility. Third,
for the important visibility values in the range 0.1 - 0 2, as well, as for larger
visibility values, the actual BWS delays were almost all less than about half the
values predicted by the limit equation with k a - 0.25. Thus, for these sources,
the RMS delay error at a given visibility value was much less than the limit value,
perhaps 1/3 as large. Fourth, for a-v points near zero, the delay effects were a
very small fraction of the value predicted by Eq. 144. This result is not unexpect-
ed since the BWS delay is actually zero at u - v x 0, while the limit formula gives
ksA. This last feature suggests that a better limit equation should be found.
Another limit formula can be obtained from an apparently unrelated result for
a double-point source. At the first fringe visibility minimum, the DWS delay
effect (see Eq. 94) can be written as
where the strict definition of v in this case is the value of the fringe visibility
at the minimum,. Although Eq. (IN was not derived as a limit, we will test it as
a limit by letting vs be any given value of visibility. In comparing the two
limits in Eqs. (144) and (146), we find they are approximately the same at small.
visibilities (v :5Q.2) if we set k - 0.25. Since this is the approximate value
for ks obtained sabove through comparisons with measured distributions, we see that
Eq. (146) is approximately valid as a limit at small visibilities for those dis-
tributions. As visibility approaches 1.0 near u = v - 0, Eq. (146) correctly
approaches zero, unlike Eq. (144). As discussed in Appendix B, one can be even
more thorough and show that Eq. (146) sets a valid (though loose) upper limit for
a range of small a-v values. The encouraging results for these two regimes
support the use of Eq. (146) as a possible limit formula.
Although it is not conclusive, more support for Eq. (146) as a limit formula
can be gained from theoretical considerations. first, the limit in Eq. (146)
actually applies to a class of sources. for example, the result in Eq. (132) for
a particular class of triple-point source can be reformulated at the first
visibility minimum (m = n = 0) so that it matches Eq. (146) Further, although
is will not be shown here, a particular class of N-point sources can also conform
to this equation. Second, despite the fact it is based on special cases, Eq. (146)
provides a more general limit than is immediately obvious. For both of the limit
steps (i.e., Eqs. 138 and 142) established in the preceding derivation, these
special cases require the equal. sign. That is, AR is perpendicular to R for Eq.
(138) and, for Eq. (142), all phasors resulting from the frequency derivative of
the point-source phasors (i.e., w-1
	
ilk
akgke ) add coherently. Thus, the full vector
strength of the derivative phasors is realized, as represented in the numerator of
Eq. (142). Although there are these vector advantages, one can point out that the
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derivative amplitudes are limited since the Ok values never excee
special cases. Thus for laarger u-v values where tlae 8k^ values _..^ J..
the limit might ,fail. Whether failure occurs vary often with real sources
be tested with many measured brightness distributions. One factor working
failure for many sources is the likelihood that increases in the Ok values
be counteracted by rather severe deviations from the coherent addition of
derivatives.
must
against
will
phasor
At least two categories of distributions can be specified that would violate
tine limit formula. The first category consists of sources with a large, strong
diffuse component displaced by a considerable distance from a weaker compact com-
ponent. In this case, rile effective position would move from the centroi.d of both
components to the center of the compact component as baseline length increased.
If tlae separation of components were great enough, large changes in structure delay
could occur. The second category includes any source. with two components that
are separated by a distance much larger than the extent of either component. As
baseline length increased, such a source could be modeled approximately as a
double-point source until one of the components began to resolve out. Since many
"sky fringes" could be placed between the components_, the relative maxima for BWS
delay in Eq. (94) might be present for several values of n. Since the limit form-
ula is based oil 	 first and smallest relative maximum (n - 0) , the larger maxima
would Exceed the limit Formula. As men tioned earlier, the existence: of such non-
conforming sources noes not necessarily invalid,:.°:a the limit approach. As long
as tine limit formula only fails for a small percentage of sources, it still would
be of great value in reducing and estimating structure effects in BWS delay for
the other sources. As an example of the limit approach, suppose one set a lower
limit of 0.2 on allowed fringe visibilities. Then the maximum structure delay
predicted by tine limit equation would be about 4.5 cm at X-band, as shown in Fig-
ure 2G. Many observations would have visibilities larger than 0.2 and would
therefore have smaller structure delay limits. Further, as discussed above,
actual structure delays for the analyzed sources were almost always much less
than the limit, with the RiS value being about 1/3 the limit at a given value of
visibility. If we hypothesize on the basis of this preliminary statistical infor-
mation that the maximum delay of 4.5 cm is an approximate estimate of tine 3-a
delay for all observations, then the 1-a structure delay for all observations
would be about 1.5 cm. This calculation suggests one might be able to reduce the
1-a structure delay to about 1.$ cm simply by deleting observations with fringe
visibilities less than 0.2. For shorter regional baselines, one would be able to
place a higher cutoff on allowed visibility values and therefore could reduce
structure delays even more. For example, with visibilities greater than 0.5, th e
trial limit formula and the same statistical assumptions indicate a 1-0 structure
delay of about 0.5 cm at X-band.
As mentioned in Section XIV, in some applications the source positions
obtained from long baseline measurements are used as a priori for short baseline
measurements. One important feature of such position calibrations is that any
structure errors in delay encountered on long baselines will be reduced in effect
by about the ratio of baseline lengths. This feature allows relaxation of the
structure delay requirement that one must place on the long-baseline behavior of
sources to be calibrated for use with regional baselines. For example, if 1-a
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structure delays equal to about 5 cm corrupt the source positions determined on a
6000-km baseline, those position errors would show up as about a 0.5-cm error
(l-a) in the calibrated delays on a 604-km baseline. Since the preceding calcula-
tion indicates that a 1-a structure delay less than 5 cm at X-band on a long base-
line should not be difficult to realize, position calibration errors due to long-
baseline structure can probably be restricted to 0.5 cm or less for regional
baselines. The other structure error in such calibrations, that due to variations
in effective position on the regional baselines themselves, might be reduced to
about 0.5 cm by a visibility cutoff, as discussed above.
The preceding examples of the limit approach are based on the analysis of
only a few sources and must therefore be treated with caution. To conclusively
test the validity of Eq. (146) of any other limit formula, many more measured
distributions must be analyzed using more sophisticated techniques. Improvements
in the analysis would include computation of the following quantities for each
distribution; (ra) the RMS structure delay for u-v points with visibilities greater
than a variable lower cutoff, (b) the number of u-v points with visibilities
falling within separate visibility inter' lals (e.g., with 0.1 spacing) and (c) the
maximum And RMS structure delay for each of these bins. The results could be
used to improve the limit equation by empirically determining a new multiplicative
function of visibility to better account for the general dependence of the limit
on visibility. Further, such an analysis would allow a delay value from the limit
equation to be more reliably connected with a typical or RMS value for delay at a
given visibility.
XVI. SUMMARY AND CONCLUSIONS
This report investigates structure effects in VLB I measurements and includes
(a) a theoretical background, (b) an approach to structure corrections based on
measured brightness distributions, (c) two analytical examples of sources, (d)
the results of an analysis of measured brightness distributions, and (e) a limit
:formula for reducing and estimating BWS structure delay. In the theoretical
derivation, the concept of effective position is formally introduced. It is shown
that, for a given observation of any source, the source can be analytically and
conceptually replaced by a point source located at the formal effective position.
When BWS delay and delay rate are the observables, one unique effective position,
valid _0or both observables, can be specified for each observation.. For a given
source, structure corrections are carried out by applying to each observable the
correction that results from moving the effective position for that observation
to an assigned reference position (e.g., the origin of structure coordinates).
One insight offered by this approach is that the unknown origin of structure
coordinates for an independently measured brightness distribution can be absolutely
placed on the celestial sphere by means of standard VLBI measurements and multi-
parameter fits.
An analysis of the examples of a double-point source and a triple-point
source shows that the largest and most troublesome corrections to BWS delay (>1
nsec at X-band) and delay rate will occur in regions of the u-v plane near points
of zero or nearly zero fringe visibility (<0.03). Near these points, structure
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phase undergoes rapid variations as a function of (u,v) and the BWS delay
correction can even (theoretically) approach infinity. In the example of a
double-point source, the first line of zero amplitude in the u-v plane can be
crossed only when the sky-projected baseline length satisfies Bs/X > 0.5/S,
where S is the point-source separation. For a triple-point source, the first
null point can be reached only when Bs/a O5W 0.3/Sk, where Sk is the separation of
point source 2 or 3 from the strongest point source. The analyses for double-
point and triple-point sources also show that their effective positions (for BWS
delay) can lie far outside the extent of the source near u-v points with very
smal,. Fringe visibilities. In general, similar behavior in effective position
will probably be observed in the u-v regions near local deep minima in amplitude
for most sources possessing such minima. With regard to possible frequency
dependence of brightness distributions, it is shown that a source consisting of
two points with dissimilar spectral indices can require non-negligible additional
corrections to BWS delay at X-band (~15. 0 psec - 4.5 cm) near points of very small
fringe visibility (-0.03) if the difference in the two spectral, indices is large
(Ak m 1.0). However, this effect is about an order of magnitude smaller than the
delay effect due to the frequency dependence of the sky fringes mentioned above.
For larger, more common values of fringe visibility (>0.2), the delay effect
will be less than 1 cm. This result suggests that it may be possible in general
to neglect calibration of this particular structure effect whenever the goal for
total delay error is greater than 1-2 cm. Since this hypothesis is based on
results for a double=point source, the frequency dependence of many actual ds-
tributions should be analyzed to see if the hypothesis is generally valid. Such
a study has not been carried out to date.
To begin a study of structure effects for real. sources, 10 brightness distri-
butions measured by the Caltech group have been analyzed. Again, the largest BWS
delay effect (-1 n.sec = 30 cm at X-band) occurred at points in the u-v plane where
fringe visibility fell to very small. values (^-0.03). More typically, BWS struc-
ture delay fell. in the range of 1-10 cm. These results indicate that some method
must be developed for handling source structure when delay accuracies of a few
centimeters are desired. Effective position (for BWS delay) in some cases varied
by as much as 10-30 maresec, which indicates that, in applications concerned with
0.01 1 " position measurements, one must be careful in selecting sources and/or
correcting for structure effects.
Since struc ttare effects can be quite large, this report has begun an investi-
gation of a limit approach to source structure effects in BWS delay. A trial
limit formula (Eq. 146) has been constructed that might correctly set an upper
limit on BWS structure delay. Theoretical considerations show that the formula
sets a valid (tho-,igh loose) upper limit for all sources as u and v approach zero.
At present, the formula has been compared with too few real sources to establish
its general. validity. However, the seven real sources analyzed at this time sug-
gest that the limit is approximately valid and that it is approximately equal to
three times the RMS structure delay at a given visibility. If these results turn
out to be valid for nearly all real sources over all u-v values, then the limit
approach might be of great value in both reducing and estimating structure effects
in BWS delay. For example, in the last section, rough calculations based on
these results indicated that the 1-v structure delay at X-band might be reduced
r
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to about 1.5 am by avoiding observations with visibilities less than 0.2 (e.g.,
on intercontinental baselines) and to about 0.5 am by avoiding observations with
visibilities less than 0.5 (e.g., on regional baselines). The structure delays
calculated in these two examplei; are less than the total error budgets for 13WS
delay in some VLBI projects. Thus some Projects might avoid, at least temporarily,
the large potential burden imposed by the present difficulty in obtaining VLB1
brightness distributions.
A final word of caution would be that the limit approach in its present form
has not yet been verified. It may turn out that, at the large u-v values associ-
ated with intercontinental baselines, too few natural sources possess sufficiently
large fringe visibilities in the required u-v regions. Fixrther, the measured dis-
tributions considered here are too few in number and too iimited in u-v coverage
and observing frequency to provide a general verification. The u-v coverage is
too limited because (a) the absence of short baselines (< 300 km) can allow
important large-scale structure to be resolved out and missed and (b) the absence
of intercontinental baselines can allow important small-scale structure to remain
unresolved. Finally, in the present limit approach, there are two statistical
assumptions that must still be generally verified: (a) that structure delays as
an ensemble can be statistically modeled and (b) that the limit equation is equal
to about three times the MIS structure delay at a given visibility. In the last
section, two categories of sources were specified that would violate the trial
limit formula. rIore survey data is required to determine whether the percentage
of sources that fall in those categories, or other disallowed categories, is too
large for the limit approach in its present form to be valid. Even if the present
approach is invalid it should be possible to construct another visibility-dependent
limit that is valid for nearly all sources. I-low useful the final form will be in
overcoming source structure problems remains to be determined. As a possible
refinement to the limit approach, future studies should determine whether the
nature of visibility signatures along a few u-v tracks can help eliminate unde-
sirable sou-aes. For example, one might show that sources with fairly smooth,
constant signatures generally have smaller structure delays than those with widely
varying signatures. To answer these questions, we plan to investigate additional
sources in the near future and apply more detailed and sophisticated analysis,
with the hope that the present limit approach, or some refined version, can be
generally verified.
III
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APPENDIX A. THE MEASUREMENT OF BRIGHTNESS DISTRIBUTIONS
The determination of a brightness distribution for a given source by VLBI
involves the measurement of fringe amplitude and fringe phase for that source
for many baselinea, with the various baselines preferably spanning a wide range
of lengths. Measured amplitudes and phases (actually closure phase) are passed
through an inversion procedure to determine the brightness distribution. For
this inversion, the CIT group used the "hybrid-map" approach (Ref. 4).
In VLBI measurements, the spatial resolution can be no better than about
a/B, where X is the observing wavelength and B is the maximum length among the
baseline vectors. Consequently, without loss of information, a measured distri-
bution can be described by specifying a .flux strength at each point on a grid in
the plane of the sky where the dimensions of each square are set equal to a
fraction of the best resolution. The output of the hybrid-map procedure specifies
only the nonzero values and consists of a sequence of three numbers - a flux
strength followed by two coordinates specifying the relevant grid point. Since
the grid representation is unrealistically discontinuous and possesses more
resolution than the interferometer merits,, the final hybrid map For display is
computed by convolving the grid distribution with a Gaussian restoring beam whose
dimensions are approximately equal to the measurement resolution. This operation
smooths out the distribution so that the fine detail is more consistent with
the resolution limits of the interferometer. Since it gives a more accurate
visual impression, the smoothed distribution will be shown for each source in
this report.
In the analysis to obtain structure phase, etc., one has the choice of
working with the grid distribution or the smoothed distribution. An important
fact concerning this choice is the theorem that the Fourier transform of a con-
volution is equal to the product of the Fourier transforms of the two convolved
functions. Since the Fourier transform of the Gaussian restoring beam has zero
phase, the structure phase values resulting from the two representations will be
identical, as will the BWS delay and effective position. With regard to amplitude,
the transform of the grid distribution will possess amplitudes that closely
approximate the measured values along the u-v tracks of the interferometer.
However, the transform of the smoothed distribution will possess amplitudes that
are smaller than the measured values along the u-v tracks for the longest base-
lines of the interferometer. Since one would want the transform amplitudes to
equal the measured values, the grid distribution will be analyzed in this report.
Since sampling in the (u,v) plane is always incomplete, a measured bright-
ness distribution is only approximately equal to the true distribution. Sampling
in the (u,v) plane is sometimes incomplete in a local. region. One example occurs
near u = v = 0, which can cause large-scale structure to be missed. As mentioned
above, sampling is always incomplete above the maximum (u,v) values, which means
that the most compact components will not be evident. This report will not con-
sider such deficiencies but will merely use the measured distributions to.mechan-
ically compute structure effects for (u,v) points below the maximum values.
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The problem of incomplete sampling in the a-v plane might be alleviated
in some cases by the inclusion of four observables not currently used in structure
measurements: DWS structure delay (40W), phase rate (40 t) and the fre-
quency and time derivative of fringe visibility (a y s/aw, ays/at). The phase
derivatives would be separately summed around each baseline triangle to reveal
structure information,-while the visibility derivatives could be obtained for
each baseline. Measurement of the two derivatives with respect to frequency
would require multichannel observations, such as those described in the text for
bandwidth synthesis.
To demonstrate how these new observables might complement the standard
observables of visibility and phase, first consider the phase derivatives and
rewrite BWS structure delay in the form
"B	 a^B au	 a B av
^TB aw - au aw + av aw	 (Al)
B
1V^B . ^	 (A2)
and phase-delay rate in the f orm
D '^B	 N au	 N Dv	 (A3)
at	 au 3t	 av at
.=rB
V B 	 a	 (A4 )
where V denotes the gradient with respect to --v coordinates. In the equations,
we have only considered the time and frequency dependence due to the sky fringes
and have neglected the time and frequency dependence of the brightness distri-
bution. As discussed in the text, results for a double-point source suggest that
the variation of the sky fringes with frequency might produce an effect in the
derivative that is about an order of magnitude greater than that due to frequency
dependence of the brightness distribution (compare Eq. (91) with Eq. (94) and
see p. 78). A study of a variety of real sources will be required to resolve
this issue. On the other hand, the effect of the time dependence of the bright-
ness distribution on phase rate is expected to be negligible. With regard to
the utility of these observables, the phase rate observable might help to
extrapolate into data gaps along a u-v track or might improve sampling in regions
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of rapidly varying phase. The BWS delay observable might help to extrapolate
into unsampled regions between tracks in the u -v plane since it is sensitive to
the change in phase in the direction of such regions. The primary question is
whether the accuracy of these closure observables, particularly BWS structure
delay, will be sufficient to provide significant new information. Study of that
issue is beyond the scope of this report.
With regard to the visibility derivatives, one can substitute vs for ^B in
the above equations and show that the gradient of visibility in u-v coordinates
could be determined by measuring % /aw and %/at. We again assume that the
time and frequency dependence due to the sky fringes greatly exceeds the time
and frequency dependence of the brightness distribution. This is expected to be
a valid assumption for the derivative with respect to time. Results for a
frequency-dependent double-point source suggest that the frequency dependence of
a source will contribute a much smaller effect to the visibility derivative than
the sky-fringe effect, provided differences in spectral indices of the components
of the source are less than about 0.3. Again, more work is required to resolve
this question for real. sources. The extrapolation benefits described above for
the phase derivatives also pertain to the visibility derivatives. To obtain
accurate measurements of Dvs/aw, one would have to make accurate relative cali-
brations of the visibilities measured across the RP band. Again, it is beyond
the scope of this report to estimate possible accuracies for the observables.
One strong indication of the positive contribution that could be made by
accurate determination of the derivatives of visibility and phase is provided by
ordinary sampling theory. If one attempts to obtain a complete measure of a
function on the basis of a uniform sample rate, then the measurement of both the
value and the derivative of the function at each sample point will allow a re-
duction of the minimum, sample rate to 1/2 the sample rate required for value-only
sampling. That is, the sample rate can be reduced from the Nyquist rate
(RN = 2 x highest frequency) to RN/2. Thus, accurate measurements of the deriva-
tives of visibility and phase would substantially increase the effectiveness of
a given set of inadequate u-v tracks if the contribution due to the frequency
dependence of the distribution were sufficiently small for the source being
measured.
_— . _^ ^.L...	 &
APPENDIX B. FRINGE VISIBILITY, BWS DELAY AND PHASE FOP, SMALL U-V VALUES
For small u v values, the Q k values in Eq. (110) become small and the fringe
visibility in Eq. (111) can be shown to approach
v s2 Rt ] - < 8k >	 CBl)
wher e
2	 Egk Sk2
< 6 k >	
Eg	
(B2)
k
We have assumed that the ek values (which are expressed in radians) are evaluated
relative to the ordinary centroid so that
gkek = d
	
(B3)
Thus, for small u-v values, the fringe visibility decreases by an amount equal to
the RMS spread of angles of the point-source phasors. Further, one can show that
the BWS delay derived from Eqs. (112) and (113) can be reduced to the ,form
cAT - ^^r < e 3 >	 04)
where < ek > is given by an expression similar to Eq. (B2) and where the reference
position is again the ordinary centroid.
The BWS delay result in Eq. (B4) can bc. used to test the limit formula in
Eq. (146) for small uv values. Although it was not derived for small 0k, Eq.
(146) is used in limit applications by merely substituting a given value of
visibility. Thus, that limit can be connected with the 6 k values through the
use of Eq. (BI). This operation gives
cAT 4 < ek >	 (B 5)
Due to the factor of n and due to the fact that the 8 k values are all assumed to
be a small fraction of a radian, one can readily see that the actual delay given
by Eq. (B4) will be much smaller than the limit predicted by Eq. 146 (i.e., Eq.
B5). Thus, at small u-v values, Eq. (146) is a valid upper limit for BWS delays.
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Since this limit is not as tight as one might desire, the form of Eq. (B4)
suggests a new limit formula that might be tested for small u-v values:
b
	
CAT ^ ^- ( 1 - v 2)	 v z 0.9	 06)47T	 IS	 s
where the constant b is to be eiripirically determined. but should be greater than
1.0. This form will be tested along with other limit formulas in future work,
Finally, a similar derivation can be carried out for phase in Eq. (107) to
give
L,B	 6 < 03 ti. (in radians)	 (S7)
This result suggests a limit formula for phase delay that should '^e tested for
small a-v values:
If
	
coT 11x (1 - vs 2 )	 vs z 0.9	 (B8)
where b was defined above. Since the delay in Eq. (B8) is 1/3 as Large as the
delay in Eq. (B6), this result for phase delay is another indication that phase
delay can be less susceptible to structure than BWS delay.
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