is an important objective in uplink wireless communications due to the limited capacity of batteries in user equipment (UE). In this letter, we propose a scheduling metric to balance the tradeoff between EE and fairness. We consider the scenario in which the access point (AP) serves a subset of UEs when available resources cannot support all of the UEs' quality-of-service (QoS) requirements. Based on the scheduling metric, we propose a suboptimal joint scheduling and resource allocation algorithm that maximizes the system EE. Simulation results show that the proposed algorithm can achieve a good tradeoff between the system EE and fairness.
I. INTRODUCTION

W
ITH the growing popularity of green communications, EE is becoming increasingly important [1] . The booming demand for wireless applications and the relatively low battery capacity in UE puts a premium on achieving high EE. Previous work on energy-efficient resource allocation in OFDMA systems has mainly focused on downlink scenarios [2] . In general, uplink energy-efficient resource allocation is less tractable due to constraints on individual UEs and the discrete nature of subchannel assignment. In [3] , link adaptation and resource allocation schemes for uplink OFDMA systems have been designed using a time-averaged bit-per-Joule metric to maximize the arithmetic average of the EE of all users. In [4] , an uplink allocation algorithm is described to maximize the minimum EE among all users. In [5] , efficient suboptimal algorithms are proposed to maximize the total EE of all UEs under individual power and rate constraints for the UEs. The work in [3] - [5] assumes that an outage occurs when the QoS constraints cannot be satisfied.
In this letter, we address the joint scheduling and resource allocation problem, considering the EE in the uplink of multiuser OFDMA networks. We address a practical scenario: when the limited resources cannot support all the QoS requirements of the UEs, the AP rejects some requests and guarantees service to the remaining UEs. Most previous scheduling algorithms are designed based on spectral efficiency (SE) [6] ; we aim at improving the system EE. In this work, we formulate a system EE maximization problem with limits on the total power of a UE and with QoS requirements. The EE of a UE is described as the achieved throughput per unit energy consumption. We define the system EE as the arithmetic average of the EE of all UEs, and the QoS constraint as the required minimum data rate. We propose a scheduling metric to determine the subset of active UEs, considering EE and fairness. Then, we present a joint energy-efficient scheduling and resource allocation algorithm to address the problem with an acceptable complexity.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider an uplink OFDMA system where a set of UEs, K = {1, . . . , K}, attempts to access a single AP. The bandwidth B is divided into a set of subchannels, N = {1, . . . , N}, each with bandwidth W = B/N. Based on the channel state information (CSI) of all the UEs, the AP assigns subchannels and powers. Let p k,n denote the transmit power on subchannel n for UE k, and h k,n the corresponding channel coefficient, modelled as a zero-mean complex Gaussian random variable with a variance that incorporates the distance-based path-loss component. Then, the maximum achievable data rate, r k,n , of the k th UE on the n th subchannel is r k,n = W log 2 (1 + p k,n g k,n ), where g k,n |h k,n | 2 N o W , and N o is the one-sided noise power spectral density.
We define the EE of the k th UE as the delivered bits per unit energy (in bits/Joule)
where R k denotes the data rate of the k th UE, and ρ k,n ∈ {1, 0} indicates whether or not subchannel n is assigned to UE k. The power consumption P k consists of the power consumed in transmission plus the circuit power consumption P k,c . The multiplier ζ represents the inverse of the power amplifier efficiency; we assume ζ is constant and the same for all UEs. The resource allocation problem that maximizes the EE of the overall network is
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The objective function (2a) is based on the summation of the EE of all UEs, rather than the ratio of the total network throughput to the total network power consumption. This is because, in the uplink scenario we are considering, the powers of the different UEs cannot be shared and neither can their throughput and EE [7] , [8] . By using this metric, we can also guarantee a minimum individual EE because independent UEs will maximize their own data rate given certain resources. Constraint (2b) implies that the total transmit power of the k th UE cannot exceed its maximum P k,max . Constraint (2c) guarantees the QoS for each UE. We denote R k,min as the minimum rate requirement for the service requested by the k th UE. Constraint (2d) indicates that each subchannel must be assigned to only one UE to avoid interference among UEs.
III. JOINT ENERGY-EFFICIENT SCHEDULING AND RESOURCE ALLOCATION
Problem (2) is NP-hard, with non-linear constraints. In [5] , we focused on the feasible case and presented allocation algorithms assuming that the QoS constraints have been satisfied. Here, we consider the situation where only a subset of UEs is served when available resources cannot support all UEs.
A. Scheduling Metric
When the available radio resources are insufficient to satisfy all of the UEs' QoS constraints, the AP rejects UEs based on a scheduling metric. Here, a scheduling metric is proposed that balances EE and fairness by controlling a weight α ∈ [0, 1]; for a given α, the rejected UE k * is
where predetermined weights, β k , provide the level of priority among UEs. UEs that have higher priorities, e.g., urgent data services, are given larger weights. EE k [t] denotes the instantaneous EE achievable in the current scheduling time slot, and
is the historical average EE based on the allocation results of previous time slots,
where T c is the window size.
To obtain insight on α, we assume fixed priority weights
, which means that the AP tends to reject the UE with the minimum EE for the present time slot. In this case, the average EE part is ignored, and the AP greedily serves the UEs having the best channels. Increasing α leads to more fairness in the allocation. When α = 1/2, the instantaneous and average EE are equally weighted; this is similar to the conventional proportional fair (PF) scheduler [9] , but EE is used instead of SE. For α = 1, the average EE is the determining factor in choosing UEs. In this case, fairness is considered more heavily and all UEs achieve the same EE in the long term.
B. Joint Energy-Efficient Scheduling and Resource Allocation
For each UE, given the available subchannels, the optimal power allocation that maximizes the set of EE k can be obtained using bisection-based power adaptation (BPA) [4] . In the multiuser case, the objective function is expressed as the sum of quasi-concave functions, which is generally not quasi-concave. Hence, it is difficult to find a global optimum solution for (2) . To reduce the complexity, we propose an efficient joint scheduling and allocation algorithm (given in Table I ) to iteratively assign the subchannels.
1) Rate Achievement: Initially, we assume that all UEs are active. For the active UEs, the AP assigns resources (e.g., subchannels and powers) to support as many UEs as possible while satisfying their minimum rate requirements. At each iteration, a UE is randomly selected and the subchannel having the highest gain is assigned to that UE. This process repeats until all of the UEs in the active UE set achieve the minimum rate (Lines 1 to 11); otherwise, user scheduling is performed. 2) Scheduling: When the resources are insufficient to support the active UEs, the scheduler at the AP will reject some requests so that the remaining UEs can satisfy their QoS requirements. The subchannels that were assigned to the rejected UE in the rate achievement stage would return to the available subchannel set for the remaining UEs. The scheduling algorithm is detailed in Lines 12 to 20. 3) EE Maximization: After scheduling, all active UEs will have met their minimum data rate with the assigned subchannels and an affordable transmit power. Next, the residual subchannels are assigned to maximize the system EE. First, the EE increment brought by the additional subchannel for each UE is calculated using BPA. Then, the AP selects the UE and subchannel pair whose EE is increased the most. The iteration repeats until all subchannels are assigned. EE Maximization is detailed in Lines 21 to 28. With the subchannel assignment obtained above, we can find the corresponding EE-optimal power allocation using BPA. If scheduling is not required, i.e., the resources are sufficient for all UEs, the assignment complexity is O(
where N 1 is the number of subchannels assigned in the rate achievement, and N 2 is the number assigned in the EE maximization. N BPA = KN(1/δ 2 ) is the number of iterations of the BPA algorithm [4] . If the scheduling is performed, nearly all the subchannels would be used to meet the minimum data rate for UEs. The complexity is then approximately O(K U KNN BPA ), where K U is number of UEs that cannot be supported.
IV. RESULTS
In this section, the performance of the proposed algorithm is presented. We consider an OFDMA network where the UEs are uniformly distributed in a circle of radius 150 m with an AP at the center. We assume that the location of the UEs changes every 10 scheduling time slots, and the window size T c is 5 time slots. The total bandwidth, 20 MHz, is equally divided into 64 non-overlapping subchannels. The maximum transmit power, P k,max , is 100 mW for each UE. The drain efficiency of power amplifier is assumed to be 38%. Because an accurate upper bound has not been obtained due to its complexity, we use the classic Proportional Fair (PF) algorithm [10] and the Maxmin algorithm from [4] as benchmarks. The PF algoirthm is widely used in practical systems, such as WiMax and LTE, due to its balanced performance. In [10] , the PF algorithm is designed based on spectral efficiency and assigns subcarriers to the UE which maximizes the system PF value. In [4] , the Maxmin algorithm assigns subcarriers to the UE having the minimum EE. In [4] , the specific user rejection algorithms are not provided in case that the AP cannot serve all active users simultaneously. Thus, for a fair comparison, our proposed user rejection metric in (3) with α = 1/2 is applied for the Maxmin algorithm in [4] . Fig. 1 depicts the system EE as a function of the number of UEs for different values of α in (3), considering various QoS constraints. There are two types of minimum rate constraints; high with R k,min = 6 Mbps, ensuring streaming service, and low with R k,min = 4 Mbps, ensuring data transfer. We assume the same number of UEs with different QoS constraints, equal priority weights, and fixed and constant circuit power P k,c = 100 mW for all UEs. For small K, EE increases since serving more UEs brings more benefits when the resources are sufficient; however, as K increases, the EE decreases. This is because, for large K, a large portion of resources are already used for satisfying the rate constraints. So, not many resources are left to maximize EE. We also show the performance of the proposed allocation algorithm when there is no maximum transmit power constraint, denoted as "woP k,max ." 
, where x k = R k − R min expresses a surplus rate to user k [11] . The fairness here is given in terms of data rate. We can see that a larger α provides better fairness at the cost of system EE. When the scheduling algorithm is executed, the fairness of the proposed algorithm is better than the PF algorithm. Since circuit powers are likely to be different among UEs, we present, in Fig. 3 , the system EE as a function of the number of users when the UEs have different values P k,c . We assume that the QoS constraints of all UEs are the same, R k,min = 6 Mbps. In each scheduling time slot, P k,c is uniformly distributed in the set {100, 200, 300} mW. We can see that the maximum achievable EE is less than that in Fig. 1 , due to the larger circuit power. We can also see that the EE of the proposed algorithm is better than the other algorithms. In Fig. 4 , we depict the probability of active UEs as a function of distance to show an alternative view of fairness. We assume there are 32 UEs in the network; and, the distance between the UE and the AP is fixed. For α = 0, the AP prefers to serve the UEs near the AP. As α increases, fairness plays a more important role in the selection of UEs to serve. Hence, as observed for α = 1 in the figure, more UEs that are located further from the AP can be served. As a result, the system would sacrifice the UEs at the center, having better channel conditions, to serve the ones at the cell edge. Generally, the proposed algorithm with small α serves more UEs for short to medium distances than PF. However, Maxmin follows a similar trend as the proposed algorithm, except for short distances.
We present Fig. 5 to show the effects of the priority weighting. We assume there are 32 UEs in two groups, denoted as Group 1 and Group 2. The distance from Group 1 to the AP is two times the distance of Group 2 to the AP, i.e.,d 1 = 2d 2 ; so, Group 1 has a larger path loss. We evaluate the EE and priority by comparing two cases: equal weighting, and unequal weighting, where the priority of Group 1 is higher. The system EE is higher for the equal weighting case, and the performance gap between Group 1 and Group 2 is larger. However, the case with unequal weights provides more resources to Group 1, especially when the average distance is large. 
V. CONCLUSION
In this letter, we consider the scenario in which the AP serves a subset of UEs when available resources cannot support the QoS requirements of all of the UEs. Based on a scheduling metric, we balance EE and fairness; we proposed a suboptimal joint scheduling and resource allocation algorithm that maximizes the system EE. Simulation results showed that, compared with a PF algorithm using data rate as the metric, the proposed algorithms are more energy efficient.
