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Abstract
Mixtures of skew-t distributions offer a flexible choice for model-based clustering. A
mixture model of this sort can be implemented using a variety of formulations of the
skew-t distribution. Herein we develop a mixture of skew-t factor analyzers model
for clustering of high-dimensional data using a flexible formulation of the skew-t dis-
tribution. Methodological details of our approach, which represents an extension of
the mixture of factor analyzers model to a flexible skew-t distribution, are outlined
and details of parameter estimation are provided. Clustering results are illustrated
and compared to an alternative formulation of the mixture of skew-t factor analyzers
model as well as the mixture of factor analyzers model.
Keywords: Clustering; factor analyzers; mixture models; skew-t.
1 Introduction
Mixture models have become an increasingly popular tool for clustering since they were used
by Wolfe (1965), and the term model-based clustering is commonly used to describe the appli-
cation of mixture models for clustering. Fraley and Raftery (2002), Bouveyron and Brunet-Saumard
(2014), and McNicholas (2016b) provide reviews of work in model-based clustering and
McNicholas (2016a) deals with the subject in a monograph. Although much of the work on
model-based clustering has been based on Gaussian mixtures, recent years have seen exten-
sive work on non-Gaussian mixture model-based approaches. In fact, there has been a veri-
table explosion of such work over the past few years. Much of this work has focused on non-
elliptical mixtures, including mixtures of skew-normal distributions (e.g., Lin, Lee, and Hsieh,
2007; Lin, McLachlan, and Lee, 2016), mixtures of skew-t distributions (e.g., Lin, 2010;
Vrbik and McNicholas, 2012, 2014), mixtures of skew-t-normal distributions (Lin et al., 2014),
mixtures of normal-inverse-Gaussian distributions (Karlis and Santourian, 2009; Subedi and McNicholas,
2014; O’Hagan et al., 2016), mixtures of variance-gamma distributions (McNicholas et al.,
2017), mixtures of shifted asymmetric Laplace distributions (Franczak et al., 2014), mixtures
of multiple scaled distributions (Tortora et al., 2014; Wraith and Forbes, 2015), and mixtures
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of generalized hyperbolic distributions (Browne and McNicholas, 2015; Morris and McNicholas,
2016).
There are several forms of the skew-normal and skew-t distributions, some of which are
discussed by Lee and McLachlan (2014). To date, three forms have been studied for model-
based clustering. The first, which Lee and McLachlan (2014) refer to as “restricted”, is that
developed by Azzalini and Dalla Valle (1996), and the second, which Lee and McLachlan
(2014) refer to as “unrestricted”, is that of Sahu et al. (2003). For the reasons outlined
by Azzalini et al. (2016), we do not use the names “restricted” and “unrestricted” herein;
however, we note that an alternative perspective is presented by McLachlan and Lee (2016).
Hereafter, we will refer to the form of Azzalini and Dalla Valle (1996) as classical, and to that
of Sahu et al. (2003) simply as SDB, from the authors’ initials. The third form that has been
studied for model-based clustering is a special and limiting case of the generalized hyperbolic
distribution (see Murray et al., 2014a,b). Note that the classical and SDB formulations
have corresponding skew-normal formulations (Azzalini and Capitanio, 2014); however, the
generalized hyperbolic formulation does not.
Montanari and Viroli (2010a) develop a heteroscedastic factor mixture analysis model
and Montanari and Viroli (2010b) use a skew-normal factor analysis model. Murray et al.
(2014a) use the generalized hyperbolic formulation of the skew-t distribution to develop a
mixture of skew-t factor analyzers model. Lin et al. (2015) use the classical formulation of
the skew-t distribution to develop a skew-t factor analysis model. Lin et al. (2016) use the
classical formulation of the skew-normal distribution to develop a skew-normal factor ana-
lyzers model; mixtures thereof are used for clustering. Of course, development of a mixture
of skew-t factor analyzers would follow similarly via the classical formulation. However, the
SDB formulation has yet to be used in the development of a (mixture of) factor analyzers
model; herein, we extend the mixture of factor analyzers (MFA) model to the SDB skew-t
distribution and investigate whether it is worthy of addition to the model-based clustering
“toolbox”.
The SDB skew-t distribution was used by Lin (2010) in a mixture modelling frame-
work, exploiting a variant of the expectation-maximization (EM) algorithm (Dempster et al.,
1977) for parameter estimation. However, this model requires a Monte Carlo estimation
step which, as noted by Lee and McLachlan (2014), is computationally expensive. In an
effort to improve computational efficiency of the integral estimation in the E-step for the
SDB skew-t mixture model, Lee and McLachlan (2014) write the integrals in the form of
a truncated multivariate-t distribution. This is subsequently written as a non-truncated
t-distribution and pre-exisiting statistical packages can be used for computation. Herein we
extend the MFA model (Ghahramani and Hinton, 1997; McLachlan and Peel, 2000) using
the SDB skew-t distribution.
Besides skew-normal and skew-t distributions, the MFA model has been extended to
other mixture models that parameterize component skewness. Examples include mixtures
of generalized hyperbolic factor analyzers (Tortora et al., 2016) and mixtures of variance-
gamma factor analyzers (McNicholas et al., 2017).
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2 Background
2.1 Mixtures of SDB Skew-t Distributions
The density of a finite mixture model is given by
f(x | θg) =
G∑
g=1
πgfg(x | θg), (1)
where πg > 0 is a mixing proportion such that
∑G
g=1 πg = 1, and fg(x | θg) is the gth com-
ponent density with parameters θg. The density of the SDB multivariate skew-t distribution
is given by
b(x | µg,Σg, νg,∆g) = 2
ptp(x;µg,Σg, νg)
× Tp
(
∆gΣ
−1
g (x− µg)
√(
νg + p
νg + d(x | µg,Σg)
)
; 0, Ip −∆gΣ
−1
g ∆g, νg + p
)
,
(2)
where∆g = diag(δg) is the skewness, d(x | µg,Σg) = (x−µg)
′Σ−1g (x−µg), tp(·) is the density
of a p-dimensional t-distributed random variable, and Tp(·) is the cumulative distribution
function. Using b(x | µg,Σg, νg,∆g) in (2) as the component density in (1), i.e., setting fg(x |
θg) = b(x | µg,Σg, νg,∆g) in (1), leads to a mixture of SDB distributions. A mixture model
of this form has previously been used for clustering by Lin (2010) and Lee and McLachlan
(2014).
2.2 Mixtures of Factor Analyzers
The factor analysis model (Spearman, 1904) assumes that the variation in p observed vari-
ables can be explained by q unobserved or latent variables where q < p. Consider independent
p-dimensional random variables X1, . . . ,Xn. We may write the factor analysis model as
Xi = µ+ΛUi + ǫi,
where µ is the mean, Λ is a p × q matrix of factor loadings, Ui is a q-dimensional vector
of latent factors such that Ui ∼ N (0, Iq) independently, and ǫi ∼ N (0,Ψ) independently
and independent of Ui, where Ψ is a p× p diagonal matrix with positive entries. It follows
that the marginal distribution of Xi is multivariate Gaussian with mean µ and covariance
matrix ΛΛ′ +Ψ.
The MFA model (Ghahramani and Hinton, 1997; McLachlan and Peel, 2000) has density
of the form
f(x | µg,Λg,Ψg) =
G∑
g=1
πgφ(x | µg,ΛgΛ
′
g +Ψg), (3)
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where φ(x | µg,ΛgΛ
′
g + Ψg) is the density of a multivariate Gaussian random variable
with mean µg and covariance matrix Σg. The MFA model is effective for modelling high-
dimensional data and has been extended in various ways (e.g., McLachlan et al., 2007;
McNicholas and Murphy, 2008, 2010; Baek et al., 2010; Andrews and McNicholas, 2011a,b;
Steane et al., 2011; Baek and McLachlan, 2011; Murray et al., 2014a,b).
2.3 The Expectation-Maximization Algorithm
The expectation-maximization (EM) algorithm (Dempster et al., 1977) is an iterative algo-
rithm for finding maximum likelihood estimates when data are incomplete or are treated as
such. The EM algorithm has been widely used for parameter estimation in mixture model
based-clustering. The EM algorithm alternates between two steps, an expectation (E) step
and a maximization (M) step. In the E-step, the expected value of the complete-data log-
likelihood is computed, i.e., updated, conditional on the current parameter estimates. In
the M-step, this expected value is maximized with respect to the model parameters, i.e., the
parameter estimates are updated. McLachlan and Krishnan (2008) give a detailed review of
EM algorithms and their application to mixture models.
To formulate clustering problems in the complete-data framework, we introduce indicator
variables Zig, where zig = 1 if xi is in component g and zig = 0 otherwise. The complete-
data are then given by the observed x1, . . . ,xn together with the missing z1, . . . , zn, where
zi = (zi1, . . . , ziG) for i = 1, . . . , n. For the MSDBFA models, there is another source of miss-
ing data, i.e., the latent variables (see Section 3.2). These latent variables join the observed
data and the missing labels to form the complete-data for the MSDBFA models. We fit our
MSDBFA models using an alternating expectation-conditional maximization (AECM) algo-
rithm (Meng and van Dyk, 1997), which allows different complete-data at each conditional
maximization (CM) step. Details are given in Section 3.2.
2.4 Parsimonious Mixtures of Skew-t Factor Analyzers
Murray et al. (2014a) introduced a family of mixtures of skew-t factor analyzers for clustering
high-dimensional data. They use a formulation of the skew-t distribution that arises as a spe-
cial and limiting case of the generalized hyperbolic distribution (see Browne and McNicholas,
2015), and they use constraints on the components covariance matrices analogous to those
used by McNicholas and Murphy (2008) in the Gaussian framework. The resulting family
of models is referred to as the parsimonious mixtures of skew-t factor analyzers (PMSTFA)
family. The AECM algorithm is used for model fitting and extensive details are given by
Murray et al. (2014a). Note that to make the analyses in Section 4 direct comparisons, we
use only the PMSTFA model with unconstrained scale matrix, i.e., Σg = ΛgΛ
′
g +Ψg, and
this model is referred to herein as the MSTFA model. Of course, the MSFTA model is a
skew-t analogue of the MFA model and uses the generalized hyperbolic formulation of the
skew-t distribution. The mixture of skew-t distributions introduced in Section 3 uses the
SDB formulation of the skew-t distribution.
4
3 Methodology
3.1 The MSDBFA Model
We can write a random variable X arising from the SDB skew-t distribution, see (2), as
X = µ+∆|V∗|+R∗,
where ∆ = diag(δ) is a skewness parameter and[
V∗
R∗
]
∼ t2p
([
0
0
]
,
[
Ip 0
0 Ξ
]
, ν
)
(4)
with Ξ = Σ−∆2. It follows that X = µ+ (R | V > 0), with[
V
R
]
∼ t2p
([
0
0
]
,
[
Ip ∆
∆ Σ
]
, ν
)
. (5)
By introducing a latent variableW ∼ gamma(ν/2, ν/2), it follows thatV | w ∼ HNp((1/w)Ip),
where HNp(·) denotes the half-normal distribution, and
X | v, w ∼ N
(
µ+∆v,
1
w
Σ
)
.
Thus, we can write
X = µ+∆|V|+
1
W
R, (6)
where R ∼ N (0,Σ). Recall that the factor analysis model is written as
R = ΛU + ǫ, (7)
where U ∼ N (0, Iq) and ǫ ∼ N (0,Ψ). Substituting (7) into (6) gives
X = µ+∆|V|+
1
W
(ΛU+ ǫ).
It follows that X | v, w ∼ N (µ +∆|v|, (1/w)(ΛΛ′ + Ψ)). Therefore, the density of our
mixture of SDB skew-t factor analyzers (MSDBFA) model can be written
f(x | ϑ) =
G∑
g=1
πgb(x | µg,ΛgΛ
′
g +Ψg, νg,∆g)
=
G∑
g=1
πgγ(wig | νg/2, νg/2)h(vig | (1/wig)Ip)φ(uig | 0, Iq)
× φ(x | µg +∆gvig, (1/wig)(ΛgΛ
′
g +Ψg)),
where γ(·) denotes the density of a gamma distribution, φ(·) denotes the density of a Gaussian
distribution, h(·) denotes the density of a half-normal distribution, and ϑ denotes all model
parameters.
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3.2 Parameter Estimation
At each iteration of the AECM algorithm, the expected-value of the complete-data log-
likelihood is computed. The complete-data log-likelihood for the MSDBFA model is
lc(ϑ | x,w,v, z) =
n∑
i=1
G∑
g=1
zig log
[
πgγ(wig | νg/2, νg/2)h(vig | (1/wig)Ip)
× φ(uig | 0, Iq)φ(x | µg +∆gvig, (1/wig)(ΛgΛ
′
g +Ψg))
]
, (8)
The E-steps of our AECM algorithm require the following expected values:
E[Zig|xi] =
πgb(xi | µg,ΛgΛ
′
g +Ψg, νg,∆g)∑G
h=1 πhb(xi | µh,ΛhΛ
′
h +Ψh, νh,∆h)
=: zˆig,
E[Wig | xi, zig = 1] =: e1,ig, E[WigVig | xi, zig = 1] =: e2,ig,
E[WigVigV
′
ig | xi, zig = 1] =: E3,ig, E[logWig | xi, zig = 1] =: e4,ig.
We employ the integral approximation method of Lee and McLachlan (2014), which we
believe offers advantages in terms of accuracy and computation time in evaluating these
intractable expectations when compared to the Monte Carlo EM algorithm of Lin (2010).
At the first stage of our AECM algorithm, our incomplete-data include the labels zig, the
latent variables wig, and the latent vig. The location µg and the skewness ∆g are updated
via
µg =
∑n
i=1 [ei,igxi −∆ge2,ig]∑n
i=1 ei,ig
,
∆g =
[
(ΛgΛg +Ψ)
−1 ⊙
n∑
i=1
E3,ig
]
−1
diag
{
(ΛgΛg +Ψ)
−1
n∑
i=1
(
xi − µg
)
e′2,ig
}
,
respectively, where ⊙ is the Hadamard product, and the equation
log (νg/2)− ψ (νg/2)−
1
n
n∑
i=1
(e1,ig − e4,ig) + 1 = 0
is solved numerically to obtain the update for νg. The “sample covariance” matrix Sg is
updated by
Sg =
1
n
N∑
i=1
[
∆gE3,ig∆
′
g −
(
xi − µg
)
e′2,ig∆g +
(
xi − µg
) (
xi − µg
)
′
e1,ig −∆ge2,ig
(
xi − µg
)
′
]
.
At the second stage of our AECM algorithm, the incomplete-data include the labels zig,
the latent wig, the latent vig, and the latent factors uig. In this step, the factor loading
matrix Λg and the error variance matrix Ψg are updated via
Λg = Sgβ
′
gΘ
−1
g and Ψg = diag{Sg −ΛgβgSg},
6
respectively, where βg = Λ
′
g(ΛgΛ
′
g + Ψg)
−1 and Θg = Ip − βgΛg + βgSgβ
′
g. Unsurpris-
ingly, these updates are analogous to those for the MFA model; see McNicholas and Murphy
(2008), who use similar notation.
3.3 Initialization and Convergence
In the illustrations herein (Section 4), k-means starting values are used for the MSDBFA
model as well as all other approaches. Convergence of our EM algorithm is determined
using a criterion based on the Aitken acceleration (Aitken, 1926). The Aitken acceleration
at iteration k is
a(k) =
l(k+1) − l(k)
l(k) − l(k−1)
, (9)
where l(k) is the (observed) log-likelihood at iteration k. The quantity in (9) can be used to
derive an asymptotic estimate (i.e., an estimate of the value after very many iterations) of
the log-likelihood at iteration k + 1:
l(k+1)
∞
= l(k) +
1
1− a(k)
(l(k+1) − l(k))
(see Bo¨hning et al., 1994; Lindsay, 1995). Following McNicholas et al. (2010), we stop our
EM algorithms when
l(k+1)
∞
− l(k) < ǫ, (10)
provided this difference is positive. In the analyses in Section 4, we use the stopping rule
(10) with ǫ = 0.01.
3.4 Dimension Reduction
The number of free parameters in the mixture of SBD skew-t distributions is given by
(G− 1) +G(2p+ 1) +Gp(p+ 1)/2. In all, Gp(p+ 1)/2 of these free parameters come from
the component scale matrices Σ1, . . . ,ΣG. In terms of the number of free parameters, the
effect of the MSDBFA model is to reduce the Gp(p+1)/2 free parameters in the component
scale matrices to G[p(q +1)− q(q− 1)/2]. In turn, the impact on the overall number of free
parameters is that it reduces from quadratic to linear in p (Figure 1). Note that Figure 1
is based on a two-component mixture of SDB skew-t distributions and two-component MS-
DBFA models; however, changing the number of components only has the effect of changing
the values on the y-axis.
Finally, it is important to note that the MSDBFA model is not just useful in situations
where p is considered large. The MSDBFA model can be useful even when p is not large
because the presence of variables that are not helpful in discriminating groups — sometimes
called discriminative variables — can have a negative effect on clustering, or classification,
performance. This topic is discussed in detail by McNicholas (2016a, Sec. 4.1), who points
out that approaches like the MSDBFA model are implicit dimension reduction in contrast
to variable selection methods, which are explicit.
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Figure 1: A curve depicting the number of free parameters against the number of variables p
for the two-component mixture of SDB skew-t distributions, with lines depicting the number
of free parameters for the two-component MSDBFA model with q = 1, . . . , 4.
4 Illustrations
4.1 Model Selection and Performance Assessment
The Bayesian Information Criterion (BIC; Schwarz, 1978) can be used to select the best
model in terms of the number of groups G and the number of latent factors q. The adjusted
Rand index (ARI; Hubert and Arabie, 1985) is used to assess clustering performance relative
to the true labels. The ARI is a measure of class agreement between the true class labels
and the estimated group memberships. The ARI is 1 for perfect classification, has expected
value 0 under random classification, and values less than 0 indicate classification results that
are worse than we would expect under random classification.
4.2 Seeds Data
We also consider the seeds data set (Charytanowicz et al., 2010) available via the UCI Ma-
chine Learning Repository. The data set contains measurements on kernels from three va-
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rieties of wheat: Kama, Rosa, and Canadian. In all, there are 210 seeds. There are seven
measurements but one of them (compactness) is just a function of two others (area and
perimeter) via C = 4πA/P 2. Therefore, the compactness variable is removed. Looking at a
pairs plot of the data (Figure 2), it is clear that area and perimeter are very highly correlated
and so area is removed; accordingly, five measurements are considered (perimeter, length,
width, asymmetry coefficient, and length of kernel groove). From Figure 2, it is clear that
classes are asymmetric for some of the variables, e.g., kernel width.
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Figure 2: Pairs plot for the seeds data, with the variable compactness excluded, where
colour denotes wheat variety.
The MFAmodel is fitted using the pgmm package (McNicholas et al., 2015) for R (R Core Team,
2016). The MSDBFA and MSTFA models are fitting using code written in R. Note that
when fitting a factor analysis model, the number of model parameters in Σ is only reduced
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when the relationship
(p− q)2 > (p+ q) (11)
is satisfied (see Lawley and Maxwell, 1971). To meet this requirement, the MSDBFA,
MSTFA, and MFA models were fit for G = 3 and q = 1, 2. Table 1 reports the results
from the best models as chosen by the BIC. The MSDBFA model (ARI = 0.87) obtains
slightly superior clustering results compared to the MFA model (ARI = 0.84) and performs
better than the MSTFA model (ARI = 0.53). Note that the greater BIC value for the
MSTFA models illustrates that the model with the best BIC does not necessarily give the
best clustering performance.
Table 1: Clustering results — ARI and misclassification rate (MR) — for the best three-
component MSDBFA, MSTFA, and MFA models fit to the seeds data.
G q BIC ARI MR
MSDBFA 3 1 −1348.96 0.87 0.043
MSTFA 3 1 −1268.72 0.53 0.267
MFA 3 1 −1417.25 0.84 0.057
4.3 Italian Wine Data
Forina et al. (1986) recorded chemical and physical properties of three types of wine (Barolo,
Grignolino, Barbera) from the Piedmont region of Italy. The gclus package (Hurley, 2004)
contains 13 variables from the original study (Table 2).
Table 2: Thirteen chemical and physical properties of Italian wines available in gclus.
Alcohol Malic acid Hue
Magnesium Ash Alcalinity of ash
Proline OD280/OD315 of diluted wines Total phenols
Nonflavonoid phenols Flavonoids Proanthocyanins
Color Intensity
The MSDBFA and MFA models were fitted to the wine data for G = 1, . . . , 4 and
q = 1, 2, 3. Table 3 reports the results from the best models as chosen by the BIC. The
clustering performance of the MSDBFA model (ARI = 0.98) is better than for the MFA
model (ARI = 0.91) and the MSTFA model (ARI = 0.74); in fact, the MSDBFA model
misclassifies only one observation (Table 4).
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Table 3: Clustering results — ARI and misclassification rate (MR) — for the best MSDBFA,
MSTFA, and MFA models fit to the wine data.
G q BIC ARI MR
MSDBFA 3 1 −4908.28 0.98 0.006
MSTFA 3 1 −5352.83 0.74 0.090
MFA 3 1 −5345.56 0.93 0.023
Table 4: Predicted classifications (A, B, C) cross-tabulated against true classes for the best
MSDBFA model fitted to the wine data, as selected by the BIC.
A B C
Barolo 50 0 0
Grignolino 1 70 0
Barbera 0 0 48
5 Discussion
The MFA model has been extended to SDB skew-t mixtures. Model development and
parameter estimation have been outlined. Two illustrations were presented, using real data,
and show that the MSDBFA model can outperform the MSTFA and MFA models. In one
case, i.e., the seeds data, the number of components G was fixed to the true number of
classes; however, G was selected using the BIC in the other, i.e., the wine data. Of course,
the fact that the MSDBFA model outperformed the MSTFA and MFA models herein does not
mean that it is a better model in general. Rather, we have shown that the MSDBFA model
can outperform these models and so it is a worthy addition to the model-based clustering
“toolkit”.
More should be said about the computational challenges to be addressed in fitting the
MSDBFA model. Namely, the EM algorithm requires computing several p-dimensional inte-
grals on each iteration of the algorithm. As p becomes large, this task becomes increasingly
burdensome. Currently, we have implemented code for model fitting using the R software.
However, developing analogous C code, exploring different techniques for evaluating these
integrals, and using parallel computing are possible solutions to help address this computa-
tional challenge. This remains a problem for future work.
We note that the SDB formulation of the skew-t distribution is a special case of the so-
called canonical fundamental skew-t (CFUST) distribution, introduced by Arellano-Valle and Genton
(2005). Lee and McLachlan (2016) use a mixture of CFUST distributions. Future work will
focus on extending the MSDBFA model introduced herein to a mixture of CFUST factor
analyzers model. We also note the very recent work of Gallaugher and McNicholas (2017) on
a formulation of the matrix skew-t distribution using a matrix variate analogue of the gen-
eralized hyperbolic formulation of the skew-t distribution used by Murray et al. (2014a,b).
Future work will also consider matrix analogues of the SDB and canonical fundamental for-
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mulations of the skew-t distributions, as well as applying restrictions to the component scale
matrices in the MSDBFA model to develop a family of models analogous to the PMSTFA
family. The latter direction was not pursued herein because of the computational challenges
associated with running many MSDBFA models.
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