Background {#Sec1}
==========

The use of electroencephalogram (EEG) signals for measurements has become a growing interest in research for various applications such as brain-computer interface (Nicolas-Alonso and Gomez-Gil [@CR34]), human--machine interface (Ramli et al. [@CR39]), diagnosing and monitoring epilepsy (Acir [@CR1]), and tracking eye gaze (Adam et al. [@CR4]). Nowadays, the utilization of an advanced processing method makes the EEG signals has efficiently been used in a wide range of applications.

In general, a peak point is defined by a point that holds the highest value located at a specific time and location on EEG signals. A peak point can be observed in EEG signals because of the response of brain on human activities. Such responses of the brain on human activities that triggers a peak in EEG signals are eye movements, epilepsy, and event-related potentials. However, EEG signals are also very sensitive to noises that come from heart bit, EEG electrodes and some movements of the body. The presence of various noises in EEG signals generates a large number of false peaks in the signals and makes the classification of desired peak points difficult. Moreover, this problem could be worse because the amplitude of peaks of the signals is different from one subject to another, which can vary from 600 to 1100 µV (Iwasaki et al. [@CR25]), resulting a high variance value of peak features in data collection.

At present, researchers have used several combinations of peak features based on a time-domain characteristic of the peak in EEG signals (Dumpala et al. [@CR16]; Acir et al. [@CR3]; Acir and Guzelis [@CR2]; Liu et al. [@CR31]; Dingle et al. [@CR14]). Those peak features were obtained from different amplitudes, widths, and slopes. For instance, the peak-to-peak amplitude of the first and second half waves, peak width, ascending peak slopes at the first half wave, and descending peak slope at the second half wave, can be used as the peak features. The peak features are selected to make sure that only relevant features are used for classification. The combinations of the selected features, however, are problem dependent and only efficiently used for a specific application. Furthermore, to properly determine the best and generalized combination of peak features in EEG signals are still open problems for further research.

To avoid the slow learning speed and iteratively learning problems of conventional neural networks learning algorithm (i.e., gradient descent and Levenberg-Marquart), a neural network with random weights (NNRW) is employed as a classifier. The NNRW is a fast, simple, and non-iterative learning algorithm of a single layer feedforward neural network (SLFN). The NNRW was firstly introduced by Schmidt ([@CR43]). The network of NNRW consists of three layers that are input, hidden, and output layers. The learning concept of NNRW is that the input weights and the biases at the hidden layer in the network are chosen randomly with a specific interval, whereas the output weights are estimated by the Moore--Penrose generalized inverse method (Rao and Mit [@CR40]). The input weights are assigned randomly between −1 and 1. Also, the biases in the hidden layer are assigned randomly between 0 and 1. Both parameters follow the setup parameters that have been suggested by Cao et al. ([@CR12]). A similar concept of NNRW was further developed by Pao and Takefuji ([@CR35]), knowingly as random vector functional-link (RVFL) nets. Variations of extended RVFL were introduced to establish the theoretical results of the RVFL concept (Pao et al. [@CR36]; Igelnik and Pao [@CR24]).

Population-based metaheuristic optimization algorithms provide a satisfactory solution in a relatively shorter time. These algorithms are also efficient and effective to solve large and complex real-world problems and can be applied to solve almost any optimization problems (Xiong et al. [@CR45]). A variety population-based metaheuristic optimization algorithms have been invented, such as genetic algorithm (Hooker [@CR22]), simulated annealing (Johnson et al. [@CR26]), particle swarm optimization (Kennedy and Eberhart [@CR28]), ant colony optimization (Dorigo et al. [@CR15]), big bang-big crunch optimization (Erol and Eksin [@CR17]), intelligent water drops algorithm (Shah-Hosseini [@CR44]), honey bee mating optimization (Marinakis et al. [@CR32]), firefly algorithm (Yang [@CR48]), gravitational search algorithm (Rashedi et al. [@CR41]), harmonic search optimization (Yang [@CR46]), bat algorithm (Yang [@CR47]), and black hole algorithm (Hatamlou [@CR21]). So far, those optimization algorithms have been already applied as an effective technique for feature selection in various real-world applications such as power system (Ahila et al. [@CR5]), manufacturing (Zhang et al. [@CR49]), and medical (Bababdani and Mousavi [@CR9]; Adam et al. [@CR4]).

Recently, a new metaheuristic optimization algorithm has been introduced by Ibrahim et al. ([@CR23]) that is inspired by the state estimation process of Kalman filter. The new optimizer is namely as a simulated Kalman filter (SKF) algorithm. The principle of Kalman filter consists of the following main processes: states prediction, state measurement, and state estimation. In the SKF algorithm, each agent acts as an individual Kalman filter and holds a vector state. Through the prediction, measurement, and estimation state processes, new states are estimated and new locations of agents are updated. The processes are iteratively looped until it reaches the maximum iteration. Regarding the final experimental results by Ibrahim et al. ([@CR23]), the SKF algorithm has the capability to find efficiently the most optimal solution and the performance are comparable to gravitational search algorithm and black hole algorithm for unimodal optimization problems. The original SKF algorithm, however, cannot be used for solving discrete optimization problems. To solve this problem, Md Yusof et al. ([@CR33]) have introduced an angle modulated SKF (AMSKF) algorithm. Based on the capability of the AMSKF algorithm for solving discrete problems, AMSKF is employed as a feature selection method in this study.

The key contributions of this study are expressed as follows: (1) to employ a recently introduced population-based metaheuristic optimization algorithm for feature selection in EEG signals peak classification using AMSKF, (2) to firstly employ the NNRW into peak detection algorithm for classification and feature selection, (3) to propose a new generalized peak model for EEG signals peak classification based on the features selected by AMSKF, and (4) to apply the proposed method of AMSKF model on epileptic EEG signals. For the benchmarking purpose, four existing peak models are considered. The experimental results show the new combination of peak features that are produced by the proposed AMSKF technique performs better accuracy compared to the NNRW with conventional peak models.

Data descriptions {#Sec2}
=================

Eye event-related EEG data {#Sec3}
--------------------------

The peak candidate data of eye event-related were collected from three different event-related EEG signals that producing peaks. The first peak event-related is labelled as single eye blink signals. The second peak event-related is labelled as double eye blink signals. The third peak event-related is labelled as eye movement signals. The first and second peaks event-related of EEG signals recording were conducted using the g.USBamp biological signals acquisition system. While, the third peak event-related of EEG signals recording were conducted using the g.MOBIlab portable biological signals acquisition system. The scalp electrodes arrangement of the three different signals is placed using the 10--20 international electrode placement system. The sampling frequency for those signals was set to 256 Hz.

The single blink and double blink signals were recorded from F9 channel. The reference electrode was located on the ear. The ground electrode was located on channel AFz. In total, only three electrodes were used. The electrodes from the F9 channels are positioned for detecting EEG peaks associated with the brain response of commanded single and double eye blink. Single means the eye are blinking once while double means the eye are blinking twice. The eyes blink that produces some peaks in the signals on channel F9 is archived as raw data for analysis.

The eye movement signals were recorded from C3 and C4 channels. The channel CZ was used as a reference. The ground electrode was located on FPz channel. In total, only four electrodes were used. The electrodes from the C3 and C4 channels are positioned for detecting EEG peaks associated with the brain response of commanded horizontal eye gaze direction. The eye gaze directions that produce some peaks in the signals on channels C3 and C4 are archived as raw data for analysis.

Figure [1](#Fig1){ref-type="fig"}a--c shows three different EEG signals that were named as a single eye blink, double eye blink, and eye movement signals. The dotted red vertical lines show the actual peak point location, as manually assigned by a researcher. The descriptions of those EEG signals are tabulated in Table [1](#Tab1){ref-type="table"}. Fig. 1The example of recorded EEG signals: **a** single eye blink (tow peak points per signal), **b** double eye blink (eight peak points per signal), and **c** eye movement (one peak point per signal)Table 1Description of the eye event-related EEG signalsType of signalNo. of signalsNo. of sampling points per signalLength per signal (second)No. of peaks per signalClass distribution per signal (peak point/non-peak point)Total number of (candidate peaks/true peaks/false peaks)Single eye blink3025601022/25583238/60/3178Double eye blink520,4808088/204724662/40/4622Eye movement4025601011/25593881/40/3841Total EEG data11,781/140/11,461

The single eye blink signals have 30 signals, 10-s length per signal, 2560 sampling points per signal, and each signal containing two known peak points and various additional signal patterns. The additional signal patterns are the edge transitions which represent the eye movements. The known peak pattern in this signal represents a single eye blink. The peak pattern of a single eye blink is useful as an additional feature for controlling an electric wheelchair (Lin and Yang [@CR30]). The total training and testing sampling points are 38,400 and 38,400, respectively. From the total sampling points, 3238 sampling point locations are identified as the locations of peak candidates, 60 sampling point locations are identified as the locations of true peaks, and 3178 sampling point locations are identified as the locations of false peaks.

The double eye blink signals have five signals, 80-s length per signal, 20,480 sampling points per signal, and each signal containing eight known peak points and some additional signal patterns. The additional signal patterns are the edge transitions that represent the horizontal eye movements. The signals occasionally contain a peak of the single eye blink. The total training and testing sampling points are 51,200 and 51,200, respectively. From the total sampling points, 4662 sampling point locations are identified as the locations of peak candidates, 40 sampling point locations are identified as the locations of true peaks, and 4622 sampling point locations are identified as the locations of false peaks.

Figure [1](#Fig1){ref-type="fig"}c shows the eye movement signals. The eye movement signals have 40 signals of C3 and C4 channels, 10-s length per signal, 2560 sampling points per signal, and each signal containing one known actual peak point location. The known peak pattern in this signal represents the horizontal eye gaze direction, either to the left or the right. In total, the data collection of this signal has 40-s length and 102,400 sampling points. From 102,400 sampling points, 3881 candidate peak locations were recognized where the known actual peak point locations are 40 and the remaining sampling points are the known actual non-peak point location.

From the collected raw data of the three EEG signals, 11,781 peak candidate samples with their associated features were archived as EEG data for experiments. From 11,781 peak candidate samples, 140 were assigned as true peaks and the other 11,461 were assigned as false peaks.

Epileptic EEG data {#Sec4}
------------------

The second data used in this study is available and published in Bonn University EEG database (Andrzejak et al. [@CR7]). The EEG recording was prepared using standard 10--20 electrode placement system. The datasets have five different sets, which are named as set A, set B, set C, set D, and set E. Each set contains 100 EEG segments that were selected from continuous multi-channel EEG recordings after removing muscle activity or eye movement artifacts. Each EEG segment consists of 4097 sampling points and the duration is about 23.6 s. Sets A and B consist of EEG segments taken from surface EEG recording collected from five healthy subjects. Subjects were relaxed in an awaken state with eyes open (A) and eyes closed (B), respectively. Sets C, D, and E were taken from EEG archive of presurgical diagnosis. Segments in set D were recorded from the epileptogenic zone. Set C is recorded from hippocampal formation of opposite hemisphere of brain. Sets C and D contain only activity measured during epileptic-free intervals. Set E contains only epileptic events. Data is recorded within 128-channel amplifier system and digitized at 173.61 Hz sampling rate and 12 bit A/D resolution. To select the EEG signal of desired band a band-pass filter having a pass band of 0.53--40 Hz (12 dB/oct) was used. In this study, only set A and set E were used. Set A represents as non-epileptic peak events while set E denotes as epileptic peak events.

From the collected EEG raw data of the two sets EEG signals (set A and set E), 20,000 peak candidate samples with their associated features were archived as EEG data for experiments. From 20,000 peak candidate samples, 10,000 were assigned as epileptic peaks event from set E. The other 10,000 were assigned as non-epileptic peaks event from set A. 100 peak candidate samples were randomly selected from each segment of both set. The four-fold cross-validation process is used to produce four groups of EEG data. The class distribution of the peak candidate sample and event is summarized in Table [2](#Tab2){ref-type="table"}.Table 2Class distribution of the peak candidate sample and eventClassNo. of peak candidate samplesNo. of eventsPartition of EEG dataEpileptic10,000100Fourfold cross validationNon-epileptic10,000100Total20,000100

Methods {#Sec5}
=======

The methods for peak detection consist of three main processes: (1) feature extraction, (2) feature selection, and (3) classification. In feature extraction stage, three-points sliding window method (Dumpala et al. [@CR16]; Billauer [@CR11]) is employed to identify all possible peak candidates. The AMSKF feature selector is used to select the best combination of features for all possible peak candidates. All identified peak candidates with the selected associated features are then classified by the NNRW classifier. The choice of classification method was supported by two reasons: (1) the NNRW provides fast learning speed. (2) The fast learning speed capability in the proposed AMSKF technique can minimize the computational complexity.

Feature extraction {#Sec6}
------------------

So far, to the best of our knowledge, only four models in the time domain analysis have typically been used in various event-related signals for peak classification (e.g., Dumpala et al. [@CR16]; Acir and Guzelis [@CR2]; Liu et al. [@CR31]; Dingle et al. [@CR14]). In general, all existing peak models (i.e., Dumpala, Acir, Liu, and Dingle models) have their associated features. All 16 peak features of the existing models can be calculated using the defined eight parameter points as shown in Fig. [2](#Fig2){ref-type="fig"}.Fig. 2Eight point locations of a peak candidate
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After all eights parameter points are identified, 16 peak features are then calculated based on the listed equation in Table [3](#Tab3){ref-type="table"}. All peak features can be categorized into three groups, namely amplitude, width, and slope, resulting in five different amplitudes (i.e., *f*~1~, *f*~2~, *f*~3~, *f*~4~, *f*~5~), seven different widths (i.e., *f*~6~, *f*~7~, *f*~8~, *f*~9~, *f*~10~, *f*~11~, *f*~12~), and four different slopes (i.e., *f*~13~, *f*~14~, *f*~15~, *f*~16~). The descriptions of all the 16 features are also explained in Table [3](#Tab3){ref-type="table"}.Table 3Equations and descriptions of peak featuresPeak featureFeature nameEquationDescriptionAmplitudesPeak-to-peak amplitude of the first half wave$\documentclass[12pt]{minimal}
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Table [4](#Tab4){ref-type="table"} presents the list of different peak models with their associated features. The Dingle model is produced by four features: *f*~5~, *f*~6~, *f*~13~, and *f*~14~. The associated features of Dumpala model are denoted as *f*~1~, *f*~6~, *f*~13~, and *f*~14~. Acir model consists of six features: *f*~1~, *f*~2~, *f*~7~, *f*~8~, *f*~13~, and *f*~14~. The considerably more complex model of Liu et al. ([@CR31]) entails 11 features: *f*~1~, *f*~2~, *f*~3~, *f*~4~, *f*~6~, *f*~9~, *f*~12~, *f*~12~, *f*~14~, *f*~15~, and *f*~16~.Table 4List of different peak models with their associated featuresPeak modelsSet of featuresNumber of featuresDingle*f* ~5~, *f* ~6~, *f* ~13~, *f* ~14~4Dumpala*f* ~1~, *f* ~6~, *f* ~13~, *f* ~14~4Acir*f* ~1~, *f* ~2~, *f* ~7~, *f* ~8~, *f* ~13~, *f* ~14~6Liu*f* ~1~, *f* ~2~, *f* ~3~, *f* ~4~, *f* ~6~, *f* ~9~, *f* ~12~, *f* ~13~, *f* ~14~, *f* ~15~, *f* ~16~11

Neural network with random weights (NNRW) classifier {#Sec7}
----------------------------------------------------

The NNRW classifier has recently gained attention as a fast learning and generalized technique for classification (Cao et al. [@CR13]; Lang et al. [@CR29]). The fundamental aspect of this method is that the NNRW can be represented as a linear system (Schmidt [@CR43]). The linear system of NNRW is mathematically modeled as $\documentclass[12pt]{minimal}
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                \begin{document}$$g(x) = {1 \mathord{\left/ {\vphantom {1 {(1 + e^{ - x} )}}} \right. \kern-0pt} {(1 + e^{ - x} )}}$$\end{document}$ was used in this study as an activation function in the hidden layer for normalization while a linear function is located inside the neuron in the output layer.

To find the least square solution, *β* of the linear system, $\documentclass[12pt]{minimal}
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It is well known that the smallest norm least-squares solution of Eq. ([4](#Equ4){ref-type=""}) is$$\documentclass[12pt]{minimal}
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                \begin{document}$$\beta = (H^{\rm T} H)^{ - 1} H^{\rm T} T = H^{ + } T$$\end{document}$$where *H*^+^ is the Moore--Penrose pseudo-inverse of *H*. The summary of the training stages of the NNRW classifier is listed as follows:*Stage 1* Assign randomly the input weights, *a*~*i*~ and biases in the hidden neurons, *b*~*i*~.*Stage 2* Calculate the output matrix of the hidden layer, *H*.*Stage 3* Calculate the output weights, $\documentclass[12pt]{minimal}
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In the output layer, two neurons are used in the network to classify the output into two classes (output): class 1 and class 0. For two classes (*m* \> 1), the predicted class label is the *i*th number of the output neurons which the maximum value of output neuron. The predicted class label of a given unknown sample *x* is defined as follows.$$\documentclass[12pt]{minimal}
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                \begin{document}$$label(x) = \mathop {\arg \hbox{max} fc_{i} (x)}\limits_{{i \in \left\{ {1, \ldots ,m} \right\}}}$$\end{document}$$

The performance of the classifier is evaluated using a four-fold cross-validation process. The four-fold cross-validation accuracy of the classifier is computed using *Gmean* (Guo et al. [@CR20]). The *Gmean* is calculated as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$Gmean = \sqrt {TPR \times TNR}$$\end{document}$$where any true peak (*TP*) is the correctly detected apex point of a peak candidate, a true non-peak (*TN*) is any correctly detected non-peak point of a peak candidate, a false peak (*FP*) is an incorrectly designated non-peak point of a peak candidate, a false non-peak (*FN*) is any incorrectly detected true peak point of peak candidate, *TPR* is the true peak rate, and *TNR* is the true non-peak rate.

Simulated Kalman filter (SKF) for continuous optimization problems {#Sec8}
------------------------------------------------------------------

The SKF algorithm (Ibrahim et al. [@CR23]) was originally invented for solving continuous optimization problems. The algorithm follows several steps as shown in Fig. [3](#Fig3){ref-type="fig"}: (1) generate an initial population, (2) calculation of the fitness evaluation function for each agent, (3) update the best fitness value among agents at every iteration (X~best~) and the best solution compared to the current X~best~ (X~true~), (4) perform state prediction, measurement, and estimation, and (5) perform termination based on a stopping criterion.Fig. 3The simulated Kalman filter (SKF) algorithm

In the initialization step, several initial SKF parameters such as the initial value of error covariance estimate, *P*(0), the process noise value, *Q*, and the measurement noise value, *R*, are initialized. Further settings, such as, the number of *n* agents and a maximum number of iterations, $\documentclass[12pt]{minimal}
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Next, the fitness evaluation function is computed to obtain initial solutions for every agent. The best fitness value among each agent at every iteration *t*, X~best~(*t*) can be either in the maximization problem, $\documentclass[12pt]{minimal}
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                \begin{document}$$\min_{i \in \,1, \ldots ,n} fit\left( {(X(t)} \right).$$\end{document}$

The X~best~(*t*) value at every iteration *t* is compared and the best among the X~best~(*t*) value, which is *X*~true~ is updated. For a maximization problem, X~true~ is only updated when X~best~(*t*) at current iteration is greater than X~true~. Whereas, for a minimization problem, X~true~ is only updated when X~best~(*t*) at current iteration is lower than X~true~.

Referring to Fig. [4](#Fig4){ref-type="fig"}, the next following steps including the state prediction, measurement, and estimation. The state prediction follows the following equations:$$\documentclass[12pt]{minimal}
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                \begin{document}$$X_{i} \left( {t|t - 1} \right)$$\end{document}$ are the previous state and transition state, respectively. $\documentclass[12pt]{minimal}
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                \begin{document}$$P\left( {t - 1} \right)$$\end{document}$ are previous error covariant estimate and transition error covariant estimate, respectively.Fig. 4The angle modulated simulated Kalman filter (AMSKF) algorithm

In the state measurement step, the following equation, $\documentclass[12pt]{minimal}
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In Eq. ([12](#Equ12){ref-type=""}), the $\documentclass[12pt]{minimal}
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                \begin{document}$$\sin \left( {rand \times 2\pi } \right)$$\end{document}$ term offers the stochastic element of SKF algorithm which having a random probability distribution to the measurement value and $\documentclass[12pt]{minimal}
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Next, the Kalman gain, *K*(*t*), is computed based on the calculated value of the transition error covariant estimate, $\documentclass[12pt]{minimal}
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                \begin{document}$$P\left( {t|t - 1} \right)$$\end{document}$ and the measurement noise value, *R*. The equation of *K*(*t*) is given as follows.$$\documentclass[12pt]{minimal}
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Here, the equation for estimating the next state, $\documentclass[12pt]{minimal}
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                \begin{document}$$X_{i} (t)$$\end{document}$, is given in Eq. ([14](#Equ14){ref-type=""}) and the error covariant is updated based on Eq. ([15](#Equ15){ref-type=""}). Finally, the processes are iteratively looped until the maximum number of iteration is reached.$$\documentclass[12pt]{minimal}
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Angle modulated simulated Kalman filter (AMSKF) for discrete optimization problems {#Sec9}
----------------------------------------------------------------------------------

For solving discrete optimization problems, the angle modulated concept is embedded into SKF algorithm (Md Yusof et al. [@CR33]). Referring to Fig. [4](#Fig4){ref-type="fig"}, additional two steps of the angle modulated into SKF are described as follows. After the initialization step, the continuous signals, *g*(*x*) with four coefficient parameters (*a*, *b*, *c,* and *d*) are generated for each agent. So, the state of the *i*th agent in a population at iteration *t* is denoted as $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$g(x) = \sin \left( {2\pi (x - a) \times b \times \cos \left( {2\pi (x - a) \times c} \right)} \right) + d$$\end{document}$$

An example plot of function, *g*(*x*) for the case of *a* = 0, *b* = 1, *c* = 1, and *d* = 0 is given in Fig. [5](#Fig5){ref-type="fig"}. From the signals, the sampling time, *T*, is chosen to generate a bit string of length *n* in the next step. The bit 1 is generated when g(x) value is greater than 0 while, the bit 0 is generated when *g*(*x*) value is lower than 0. The length of the bit string depends on the given problem. For example, if the length of the full feature set is 100, so the length of the bit string is 100. The generated bit string of each agent is employed to calculate the fitness value for each agent. Then, AMSKF follows similar steps as SKF until it returns the final solution. Using the angle modulated approach, the AMSKF algorithm only tunes the four coefficient parameters for getting the best solution.Fig. 5An example of *g*(*x*) function with *a* = 0, *b* = 1, *c* = 1, and *d* = 0

The proposed AMSKF feature selection algorithm {#Sec10}
==============================================

The proposed feature selection algorithm for EEG signals peak detection is based on AMSKF algorithm. Also, the NNRW classifier is employed for peak classification. The combination of both methods is illustrated in the flowchart as shown in Fig. [6](#Fig6){ref-type="fig"}.Fig. 6Flowchart of the proposed AMSKF feature selection algorithm

From Fig. [6](#Fig6){ref-type="fig"}, the proposed AMSKF technique begins with initialization of a population and then calculation of a *g*(*x*) function. The maximum number of iteration was set to 500 and the number of agents was set to 10. The initial value of the error covariance estimate, *P*, process noise value, *Q*, and measurement noise value, *R*, are 10,000, 0.5, and 0.5, respectively. To employ AMSKF algorithm for feature selection in EEG peak classification, a total of 16-bit string is generated since the selection of one feature is determined by one-bit value. If AMSKF assigns bit value 1 to an *i*th feature, the *i*th feature is selected. Otherwise, the *i*th feature is not selected.

In the calculation process of the fitness evaluation function, the selected features are used to prepare the training and validation sets, as shown in Fig. [6](#Fig6){ref-type="fig"}. To calculate the fitness evaluation function, at first, the classifier has to be trained by the given training data. Then, the trained classifier is tested using the validation set. The detection performance of the training and validation sets are computed based on *Gmean* (Guo et al. [@CR20]). The *Gmean* of validation set is set as fitness value for AMSKF algorithm.

In Fig. [6](#Fig6){ref-type="fig"}, after fitness value is calculated, the process continues to the next following processes; update X~best~ (*t*) and X~true~, state measurement, state prediction, and state estimation. Next, new 16 bits solutions are determined and those processes are looped until maximum iteration is reached. Finally, the best peak model associated with the NNRW was obtained.

Experimental results and discussions {#Sec11}
====================================

In this section, three main experiments were conducted. The first experiment aimed to investigate the classification performance of the individual NNRW under various number of hidden neurons. This experiment was also evaluated the performance of the individual NNRW over the four existing peak models. The optimum number of hidden neurons was selected to perform the experiment of the proposed AMSKF technique. The second experiment was assigned to study the search capability of the proposed AMSKF technique to find the best combination of peak features. The first and second experiments were conducted on eye event-related EEG data. The third experiment was conducted to apply the best combination of peak features on epileptic EEG classification events application.

Performance of NNRW under various number of hidden neurons {#Sec12}
----------------------------------------------------------

One advantage of the NNRW classifier is that the learning algorithm is less difficult than other conventional neural network classifier (i.e., gradient descent, Levenberg-Marquart, and particle swarm optimization-based learning algorithms). So that, with an enormous number of hidden neurons is possible to perform using the NNRW classifier. However, the optimal number of neurons of the NNRW classifier is required to be firstly identified for offering better generalization ability of the NNRW classifier. To find the optimal number of hidden neuron, an experiment is executed by varying the number of hidden neuron from 100 to 1200 in steps of 100.

To prepare the experiment data of the individual NNRW classifier, the EEG dataset are randomly divided into four groups, equally distributes the two-class ratio, by four-fold cross-validation process. Every group alternately assigned as the testing set and the other three groups are combined to be a training set. The mean value of testing results from the four groups is calculated. This experiment is repeated 30 times, so that the mean of the training and testing results can be measured as shown in Table [5](#Tab5){ref-type="table"}.Table 5Classification accuracy results for NNRW classifier under different number of hidden neurons on eye event-related EEG dataPeak modelResultNo. of hidden neurons100200300400500600700800900100011001200DumpalaTrain5.1530.143.6153.3960.2666.5171.2775.5578.6380.8682.9684.54Test1.0915.7724.8331.7538.0942.1245.3148.1749.3751.4652.953.87AcirTrain37.6948.9553.3756.8759.8263.2766.4170.0673.6976.379.3881.73Test34.4644.0545.1146.6747.7448.5549.350.251.8652.1651.6752.91LiuTrain35.6148.5454.8360.3865.4169.0971.9473.9975.5277.1878.6280.16Test29.1838.7641.442.9745.2546.3448.0747.9448.8548.1948.5748.91DingleTrain06.191931.1341.8949.9157.0761.9668.1471.3975.1277.22Test01.556.4815.9721.9725.8132.3434.7838.3140.1343.6545.26

The variation of testing accuracy with respect to a different number of hidden neurons is graphically illustrated in Fig. [7](#Fig7){ref-type="fig"}. Referring to Fig. [3](#Fig3){ref-type="fig"}, the testing accuracy of all four peak models increased up to 1200 neurons. Three peak models (e.g., Dumpala, Acir, and Liu models) except Dingle model offer the optimal accuracy when the numbers of hidden neurons are between 900 and 1200. Hence, the number of hidden neurons for our experiment was set to 1000. The final results in Fig. [7](#Fig7){ref-type="fig"} indicate that the selection of the best combination features is necessary for providing the best and generalizes performance in EEG signals peak classification.Fig. 7Variation of testing accuracy of NNRW classifier with respect to number of hidden neurons on eye event-related EEG data

Experimental results for AMSKF feature selection algorithm {#Sec13}
----------------------------------------------------------

To prepare the experiment data of the proposed AMSKF feature selection algorithm, the four-fold cross-validation process is used to produce four groups of EEG data: each group consists of training and testing sets. Next, the training set is randomly divided into two: training and validation sets. Both datasets are equally distributed to the two-class ratio. The ratio size of training and validation was set to 0.5:0.5. The testing set is utilized as unseen EEG data. After all four groups are evaluated by the algorithm, the maximum value of testing results from the four groups is measured and the best peak model is recorded. This entire four-fold cross validation process is repeated 30 times to obtain the final statistical results (e.g., average, maximum, minimum, and standard deviation) for this experiment.

Table [6](#Tab6){ref-type="table"} shows the 30 independent runs experimental results of the proposed AMSKF feature selection algorithm using the EEG data that is collected from the three recorded EEG signals (i.e., single eye blink, double eye blink, and eye movement signals). Table [6](#Tab6){ref-type="table"} gives the best peak model with the highest training, validation, and testing accuracies for the NNRW classifier at every run. In this experiment, the best-generalized peak model is chosen based on the maximum accuracy of testing data over 30 runs.Table 6Best testing results over 30 runs using the proposed AMSKF feature selection algorithm on eye event-related EEG dataRunTraining (%)Validation (%)Testing (%)Best peak modelFeature subset length187.5263.8869.1913467891011121314151614290.1463.9262.89123456789151611*3*95.1261.3055.7812345678910111612*491.7761.6872.711278910111213141511*578.3365.9956.51131415164689.4471.3662.213673793.8167.5066.7812891011121314151611896.6167.1960.02159134994.6564.6466.5012141541092.2060.6857.87238910131471195.7466.5462.55111121541282.5765.3661.47121314151651392.2071.0664.641251314151671491.5071.1359.16361431589.4458.0660.60123781011131516101688.1965.6560.3212567891013141516121790.8370.2455.201221886.9267.3460.51125678910131415111995.2462.6361.98123442088.8068.9366.51123151652185.5466.9261.6691011121314151682294.1566.0257.851347911141682382.1262.3361.34121314151652495.5965.1462.3012391052583.6768.4062.371222692.0866.5461.7539151642780.1863.0161.9614151632894.1566.9552.961101112131462987.6060.4763.47121314151653089.9271.9462.34342The best-generalized peak model based on the maximum accuracy of testing data over 30 runs was marked with the italic font

In Table [6](#Tab6){ref-type="table"}, it is found that the feature set of the best peak model is *f*~1~, *f*~2~, *f*~7~, *f*~8~, *f*~9~, *f*~10~, *f*~11~, *f*~12~, *f*~13~, *f*~14~, and *f*~15~, with 72.7 % of testing accuracy. From those associated features, two of features are peak amplitudes (e.g., *f*~1~ and *f*~2~), six of features are peak widths (e.g., *f*~7~, *f*~8~, *f*~9~, *f*~10~, *f*~11~, and *f*~12~), and three of features are peak slopes (e.g., *f*~13~, *f*~14~, and *f*~15~). For overall of testing accuracy, the average, maximum, minimum, and STDEV over 30 runs are 61.7, 72.7, 53, and 4.1 %, respectively.

The results in Table [6](#Tab6){ref-type="table"} show that the higher value of fitness of validation set cannot produce the best classification accuracy of testing set as expected. Also, the feature set that contain lower feature subset length cannot give better performance. These results have exhibited that the peak event-related EEG signals are very problem dependant.

In this experiment, the proposed AMSKF algorithm was iteratively executed with maximum 500 iterations. To observe the result of convergence of the proposed AMSKF, one example is taken from this experiment, as illustrated in Fig. [8](#Fig8){ref-type="fig"}. From Fig. [8](#Fig8){ref-type="fig"}, it can be seen that the AMSKF algorithm can reach convergence within 20 iterations.Fig. 8Example of a convergence curve of AMSKF on eye event-related EEG data

To evaluate the effectiveness of the proposed algorithm and the selected best combination of features, some comparisons are performed regarding percentage of the testing classification accuracy between the results of the existing four peak detection models and with the proposed AMSKF model. The comparison results are comparatively presented in Table [7](#Tab7){ref-type="table"}. For a fair performance evaluation, the four existing peak models with their associated features are performed using the similar parameters setting of the NNRW of the proposed AMSKF technique.Table 7Comparison of the classification accuracy between the existing models and the best combination of features that produced by AMSKF technique on eye event-related EEG dataPeak modelFeature subset lengthSelected featuresTraining accuracy (%)Testing accuracy (%)Dumpala4*f* ~1~, *f* ~6~, *f* ~13~, *f* ~14~80.951.5Acir6*f* ~1~, *f* ~2~, *f* ~7~, *f* ~8~, *f* ~13~, *f* ~14~76.352.2Liu11*f* ~1~, *f* ~2~, *f* ~3~, *f* ~4~, *f* ~6~, *f* ~9~, *f* ~12~, *f* ~13~, *f* ~14~, *f* ~15~, *f* ~16~77.248.2Dingle4*f* ~5~, *f* ~6~, *f* ~13~, *f* ~14~71.440.1AMSKF (proposed work)11*f* ~1~, *f* ~2~, *f* ~7~, *f* ~8~, *f* ~9~, *f* ~10~, *f* ~11~, *f* ~12~, *f* ~13~, *f* ~14~, *f* ~15~91.872.7

The experimental results in Table [6](#Tab6){ref-type="table"} are obtained from the experiment in "[Performance of NNRW under various number of hidden neurons](#Sec12){ref-type="sec"}" section, with the hidden neuron of the NNRW is 1000. The performance of the best combination of features is taken from the maximum testing accuracy in Table [6](#Tab6){ref-type="table"}. As seen from Table [7](#Tab7){ref-type="table"}, the performance of the best combination of features that are produced by AMSKF algorithm exceeds the performance of the other existing four models.

In Table [7](#Tab7){ref-type="table"}, it can be seen that there is a large different value between training and testing accuracies. The proposed method of the AMSKF model has only achieved 73 % of testing accuracy. In this study, the ratio between true peak and false peak is 140:11,461. This means the dataset has extremely imbalanced dataset ratio. In this case, the conventional NNRW classifier may fail to offer high accuracy of performance for imbalanced dataset problem. Other contributing factor is the collected EEG data is affected by various noises and the peak features have a large different value from one subject to another subject. This factor is the cause to the high variation of peak features. The consequent of this factor is that the NNRW classifier may fail to correctly classify the true peak and false peak.

The results of the peak models are further analyzed by using nonparametric Friedman statistical analysis. The statistical analysis is required to demonstrate the significant difference in testing accuracy in terms of average value for the five models. The experiments are conducted based on statistical procedures designed especially for multiple *N* × *N* comparisons with five models executed in the KEEL data mining system (Alcala-Fdez et al. [@CR6]).

Table [8](#Tab8){ref-type="table"} shows the average ranking of Friedman's test of the Dumpala, Acir, Liu, Dingle, and AMSKF models. The statistical results show that the lowest average ranking is obtained by AMSKF model that represents ranking first among the five models for EEG data. While, the NNRW with Acir model ranking second, the NNRW with Dumpala model ranking third, the NNRW with Liu model ranking fourth, and the NNRW with Dingle model ranking fifth.Table 8The average ranking of the Dumpala, Acir, Liu, Dingle, and AMSKF, achieved by FriedmanPeak modelAverage rankingRankAMSKF (this work)1.11NNRW (Acir)2.5332NNRW (Dumpala)2.7333NNRW (Liu)3.7674NNRW (Dingle)4.8675Statistic95.6533*p* value6.693E−11

Next, *p* values for unadjusted values and adjusted p values for Nemenyi, Holm's, Shaffer, and Bergmann-Hommel test for *N* × *N* comparisons for all possible ten pairs of model with the peak models are presented in Table [9](#Tab9){ref-type="table"}. The *p* values below 0.05 represent that the particular peak model differ significantly in testing accuracy. The *p* values below 0.05 were marked with the italic font.Table 9Adjusted p value for *N* × *N* comparisons of peak models over 30runsPeak model versus peak modelpUnadjpNemepHolmpShafpBergDingle versus AMSKF*00000*Liu versus AMSKF*00000*Acir versus Dingle*00000*Dumpala versus Dingle*00.0000020.0000010.0000010.000001*Dumpala versus AMSKF*0.0000630.0006310.0003790.0003790.000252*Acir versus AMSKF*0.0004470.0044650.0022330.0017860.000893*Acir versus Liu*0.0025190.0251910.0100760.0100760.007557*Liu versus Dingle*0.007051*0.070507*0.0211520.0211520.014101*Dumpala versus Liu*0.011369*0.113693*0.0227390.0227390.014101*Dumpala versus Acir0.6242066.2420610.6242060.6242060.624206The p values below 0.05 were marked with the italic font

From Table [9](#Tab9){ref-type="table"}, it can be observed that *p* values for unadjusted values and adjusted p values for Holm's, Shaffer and Bergmann-Hommel offer for eliminating nine hypotheses. However, Nemenyi lets for eliminating only seven hypotheses. Based on unadjusted p values and adjusted p values for Nemenyi, Holm's, Shaffer, and Bergmann-Hommel test, the AMSKF model revealed significantly better performance than other models.

Application of the proposed AMSKF model to epileptic and non-epileptic EEG event classification {#Sec14}
-----------------------------------------------------------------------------------------------

Two EEG events have been assigned which are epileptic and non-epileptic events. 100 non-epileptic events are collected from set A while 100 epileptic peak events from set E. Each EEG event is a segment that consists of 4097 sampling points and the duration is about 23.6 s. The best combination of peak feature and the trained NNRW classifier with 500 hidden neurons are used to perform the classification. To distinguish between epileptic and non-epileptic events, the voting method is used. The epileptic event is recognized when more than 50 peaks are identified in within an event. Whereas, the non-epileptic event is recognized when lower than 50 peaks are identified.

Table [10](#Tab10){ref-type="table"} demonstrates the confusion matrix of epileptic and non-epileptic event classification using the proposed AMSKF model. It can be observed that the AMSKF model obtains 98 % of total accuracy, with 100 % of the non-epileptic event rate, and 96 % of the epileptic event rate. There are four misclassifications of epileptic event.Table 10Confusion matrix of epileptic and non-epileptic event classificationPeak modelOutput/desiredResult (non-epileptic event)Result (epileptic event)Total accuracy (%)AMSKFResult (non-epileptic event)100498Result (epileptic event)096

The performance comparisons have been done to observe the efficiency of the proposed method. Table [11](#Tab11){ref-type="table"} gives the classification accuracy of this study and the existing methods on Bonn University EEG database. Referring to Table [11](#Tab11){ref-type="table"}, the classification accuracy of this study using the NNRW method is lower than AIRS-PCA-FFT and Wavelet-ANFIS methods. However, the classification accuracy of the NNRW using AMSKF model is higher than other methods.Table 11Performance comparison of other methodsAuthor (year)MethodAccuracy (%)Proposed work (2016)AMSKF-NNRW98Polat and Gunes ([@CR37])AIRS-PCA-FFT100Guler and Ubeyli ([@CR18])Wavelet-ANFIS98.7Subasi ([@CR42])Wavelet-MLPNN93.6Subasi ([@CR42])Wavelet-ME95Kannathal et al. ([@CR27])ANFIS95Guler et al. ([@CR19])Recurrent neural networks96.8

An example of epileptic and non-epileptic events classification is illustrated in Fig. [9](#Fig9){ref-type="fig"}. As can be seen that, there are more than 50 peaks (red dotted) have been identified in epileptic segment (the right side) within the region from 4000 to 8000 sampling points. Figure [10](#Fig10){ref-type="fig"} shows an example of misclassification of epileptic event in record S083. The number of detected peaks obviously can be seen is lower than 50. Consequently, the actual epileptic event is classified as non-epileptic event.Fig. 9Example of epileptic event classification using record Z001 and S001Fig. 10Example of misclassification of epileptic event in record Z083 and S083

Conclusions and future works {#Sec15}
============================

In this study, a new generalized peak model for EEG signals peak classification has been identified using a novel AMSKF feature selection approach. The proposed algorithm considered 11,781 peak candidate samples of real EEG data, which were collected from 30 healthy subjects instructed to direct their single eye blink, double eye blink, and horizontal eye gaze. The detection performance of the NNRW with four different peak detection models and new AMSKF model are compared. In general, the experimental results showed that the accuracy of the NNRW with new AMSKF model is better than the NNRW with other models. The statistical analysis showed that the detection performance of the NNRW with the new AMSKF model is significantly better in terms of testing accuracy compared to other models.

A published EEG database from Bonn University was selected to evaluate the proposed method and at the same time applied the relevant combination of peak features for epileptic EEG signals application. From set A and set E of the published EEG database, 20,000 peak candidate samples consist of epileptic peak and non-epileptic peak points were archived as EEG data for analysis. The major finding of this chapter is that the proposed generalized AMSKF model and NNRW classifier perform at par than the existing methods.

This study may provide a significant contribution to medical diagnostic, human--machine interface (HMI), brain-computer interface (BCI), and harmonic detection in digital and audio signal processing as these applications share a common peak detection problem. For example, an EEG peak in response to a change of horizontal eye gaze direction might be useful for patients with locked-in syndrome or other disabilities for controlling the direction of computer cursor in BCI applications. (Belkacem et al. [@CR10]). This approach might also be translatable for EEG-based command of the movement of a robotic arm or wheelchair in HMI applications (Postelnicu et al. [@CR38]; Ramli et al. [@CR39]; Aziz et al. [@CR8]).
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