The weighted histogram analysis method (WHAM) is routinely used for computing free energies and expectations from multiple ensembles. Existing derivations of WHAM require observations to be discretized into a finite number of bins. Yet, WHAM formulas seem to hold even if the bin sizes are made arbitrarily small. The purpose of this article is to demonstrate both the validity and value of the multi-state Bennet acceptance ratio (MBAR) method seen as a binless extension of WHAM. We discuss two statistical arguments to derive the MBAR equations, in parallel to the self-consistency and maximum likelihood derivations already known for WHAM. We show that the binless method, like WHAM, can be used not only to estimate free energies and equilibrium expectations, but also to estimate equilibrium distributions. We also provide a number of useful results from the statistical literature, including the determination of MBAR estimators by minimization of a convex function. This leads to an approach to the computation of MBAR free energies by optimization algorithms, which can be more effective than existing algorithms. The advantages of MBAR are illustrated numerically for the calculation of absolute protein-ligand binding free energies by alchemical transformations with and without soft-core potentials. We show that binless statistical analysis can accurately treat sparsely distributed interaction energy samples as obtained from unmodified interaction potentials that cannot be properly analyzed using standard binning methods. This suggests that binless multi-state analysis of binding free energy simulations with unmodified potentials offers a straightforward alternative to the use of soft-core potentials for these alchemical transformations.
I. INTRODUCTION
The weighted histogram analysis method (WHAM) (Ref. 1) has emerged as an effective, general method for computing free energies and expectations from multiple ensembles, for example, at different temperatures or with different biasing potentials. 2, 3 There are a variety of ways to derive and understand WHAM, including the self-consistency approach 1, 4 and the maximum likelihood approach. 2, 5, 6 However, all existing derivations in the computational physics literature involve discretizing observations into a finite number of bins in order to construct proper histograms. On the other hand, it has been recognized that WHAM formulas remain mathematically defined even if the bin sizes are made arbitrarily small or equivalently if the actual data instead of their discretizations are used (e.g., Sec. 8. and methods leading to essentially the binless extension of WHAM. [7] [8] [9] [10] Shirts and Chodera 11 presented the binless method as the result of making the optimal choice among a large class of estimators, 10 and called it the multi-state Bennet acceptance ratio method (MBAR) by the fact that the method reduces to the optimal Bennet acceptance ratio (BAR) (Refs. 12 and 13) in the case of only two ensembles. In this article, we discuss two statistical arguments to derive MBAR equations, in parallel to the self-consistency and maximum likelihood derivations already known for WHAM. Disseminating these concepts to the chemical physics community is helpful to better appreciate the theoretical foundations of the method and to highlight the connections between MBAR and WHAM, building on the established familiarity and expertise of practitioners with the latter.
To understand from a theoretical perspective the binless formulation of WHAM, an important quantity to consider is the measure of states, a non-negative measure from which the density of states is defined as the (Radon-Nikodym) derivative with respect to the counting or Lebesgue measure.
14 From this perspective, the validity of MBAR as binless WHAM can be seen as follows. The measure of states can be consistently estimated in the sense that integrals of the density of states can be estimated with standard errors inversely proportional to the squared root of the sample size, even though the density of states, in general, cannot be pointwise estimated at the usual rate of standard errors. Examples of integrals include the partition function or the probability that the value of a system observable falls into a given bin.
We also provide a number of analytically and computationally useful results on MBAR from the statistical literature. The maximum likelihood derivation shows that the MBAR estimators can be obtained by minimizing a convex objective function, equivalent to solving a system of self-consistent equations. Various fast and reliable numerical algorithms have been developed for such optimization problems. For example, the trust region algorithm is globally convergent at the second order. 15 Computing MBAR estimates by these optimization algorithms can be more effective than by algorithms in current use; 11 relevant comparisons have recently been reported in the context of solving WHAM equations. 6 Statistical large-sample theory gives not only conditions under which the MBAR estimates are consistent and asymptotically normal but also formulas for asymptotic variance matrices, as the sample size grows to infinity. Although the theory can be applied to correlated data, 7 the variance formulas are much simplified if the observations from each ensemble are independent. 10, 16 These formulas can be used for variance estimation provided that observations are subsampled to be approximately independent. Alternatively, as also done here, block bootstrapping 17 can be used to estimate statistical uncertainties taking into account data correlations.
We illustrate the advantages of MBAR, based on the sampled values directly without binning, over conventional WHAM, with binning, on the calculation of absolute proteinligand binding free energies by alchemical transformations. These calculations take various forms 18 but they all consist of collecting samples from simulations distributed along a suitable thermodynamic path connecting the coupled and uncoupled states of the ligand-receptor complex. The path is parameterized by a progress parameter λ whereby, for example, λ = 0 corresponds to the uncoupled state and λ = 1 to the coupled state. The progress parameter λ, in turn, dials the parameters of a hybrid potential in such a way that at λ = 1 it represents the bound complex and at λ = 0 the ligand and receptor are not interacting. [19] [20] [21] [22] [23] In typical applications, the binding free energy is computed from the free energy differences between neighboring λ-states using only data collected at these states using pairwise exponential or more accurate BAR free energy estimators. 13, 24, 25 These and analogous binding free energy estimators are notoriously affected by end point numerical instabilities near λ = 0, when the ligand and the receptor are nearly uncoupled. Under these conditions conformations are generated in which receptor and ligand atoms interpenetrate each other yielding very large interaction energies. These cause instabilities which are difficult to overcome unless specialized soft core potentials are employed. 22, [26] [27] [28] Multi-state free energy estimation methods such as WHAM and MBAR (Refs. 3 and 11) are beginning to be employed in binding free energy calculations. The general idea behind these methods is to efficiently extract information from all of the intermediate states so as to achieve binding free energy estimates with smaller statistical variance. One example in this class of methods is the binding energy distribution analysis method (BEDAM), 29, 30 which is employed here. The method is based on the analysis of samples of the binding energy of the complex (defined as the change in the effective potential energy of the complex with implicit solvation for bringing receptor and ligand from infinite separation to the bound conformation) without internal conformational rearrangements. In BEDAM, the end point problem with unmodified potentials is manifested with the occurrence near λ = 0 of large binding energy values spread over an extremely wide range, which, as we will show, makes the application of binning-based methods such as WHAM unfeasible. Binless methods such as MBAR do not suffer from the same issues and are shown to be able to treat data sets of this kind. This observation opens the possibility that using binless multi-state inference methods such as MBAR in conjunction with standard functional forms for the interactions potentials could be as effective as using modified soft-core potentials to circumvent the end point problem of binding free energy calculations.
II. THEORY AND METHODS

A. Setup
Consider a generalized ensemble whose Boltzmann probability density function is
where u is a column vector of d generalized energy functions of the configuration x of the system, θ is a column vector, also of length d, of corresponding coefficients, and
is the generalized configurational partition function in physics or the normalizing constant in statistics. Throughout, a superscript T denotes transpose so that for two vectors a and b each of length d,
where a k and b k are vector elements, gives the inner product of a and b. The foregoing notation is suitable to accommodate various applications. For example, the canonical ensemble at inverse temperature β = 1/k B T and potential energy function U(x), is recovered by setting d = 1, θ = β, and u(x) = U(x) in Eq. (3) . Similarly, the isothermal grand-canonical ensemble for a neat substance is recovered with d = 2, θ = (β, βμ), and u(x) = (U(x), N), where μ is the chemical potential and N the number of particles, so that θ T u(x) = β(U (x) + μN ). (Note that in this case the system configuration x includes atomic coordinates as well as the number of particles N, and Eq. (2) includes a summation over N.) A variety of ensembles commonly used in molecular simulations can also be accommodated by this notation. For example, each replica of a temperature replica exchange simulation is a canonical ensemble at the corresponding temperature as described above.
Free energy perturbation and "umbrella sampling" setups are obtained by setting the potential energy vector as u(x) = (U 0 (x), ω 1 (x), . . . , ω d (x)), where U 0 (x) is the reference potential and ω k (x) is the perturbation or umbrella potential in window k, and by setting the coefficient vector in window k as θ k = (β, 0, . . . , 0, β, 0, . . . , 0), in which all elements are zero except for the first (corresponding to reference potential U 0 ) and the (k + 1)th element corresponding to the perturbation potential ω k (x). For the binding free energy application illustrated below, we adopt the latter setup but with a simplified notation afforded by the particular linear form, ω k (x) = λ k b(x), of the perturbation (see Sec. III).
The notation introduced above is also useful to obtain compact expressions for thermodynamic observables. For example, the distribution and expectation of some observable c(x) under Eq. (1) can be obtained in compact form (see, for example, Eq. (22)) by formally including c(x) as a component of the generalized energy vector u(x) with the corresponding coefficient in θ set to zero, so as to leave the physical system energy θ T u(x) unchanged. In the following, we will implicitly assume that the generalized energy vector u(x) includes components related to system observables.
Assume that simulations are conducted at m coefficient vectors θ j (j = 1, . . . , m) and with the same energy vector u(x). (Note that in this notation the dimensionality, d, of the θ and u vectors and the number of simulations, m, are, in general, distinct; for example, for temperature replica exchange d = 1 while m is the number of replicas.) Denoted by {x ji : i = 1, . . . , n j } the set of configurations of size n j obtained from the jth simulation, and denoted by u ji = u(x ji ) the corresponding generalized energy vectors, which, as discussed above, may also include system observables. The total sample size is n = m j =1 n j . Typically, the low-dimensional vectors u ji are stored, instead of the high-dimensional, full configurations x ji . For example, in the case of free energy perturbation calculations, u ji = (U 0 (x ji ), ω 1 (x ji ), . . . , ω d (x ji )) contains the value of the perturbation potential, ω j (x ji ), corresponding to the same window as the observed conformation, x ji , as well as values of the perturbation potential, ω k (x ji ), k = j , for all other windows for the same conformation. This specification of u(x) well captures the type of data manipulations needed in multi-state inference methods such as WHAM and, as will be seen, the binless extension of WHAM.
Under Eq. (1), the induced probability density function of u(x) at θ is of the form
where (u), formally defined as
is a generalized density of states, which does not depend on θ . The partition function Z θ can also be determined from (u) as
The density function (1) and relationship (2) are replaced by Eqs. (4) and (6), respectively, when the data are reduced from x ji to u ji (i = 1, . . . , n j ; j = 1, . . . , m).
B. From WHAM to binless WHAM
The WHAM, first proposed by Ferrenberg and Swendsen, 1 can be used to compute various quantities of interest. The method involves constructing a histogram, N j (u), from each sample {u ji : i = 1, . . . , n j }, where N j (u) indicates the number of observations falling into a bin about u, for example, an interval or a rectangle if u(x) is 1 or two-dimensional. Then (u) is estimated bŷ
where the partition function estimators (Ẑ θ 1 , . . . ,Ẑ θ m ) are defined by self-consistency according to Eq. (6)
where the summation u is taken over all possible bins centered at u of size u. 
Furthermore, let h(u) be a function of u, for example, a component of u, and denote by h θ the expectation of h(u) under Eq. (4), that is, the expectation of h(u(x)) under Eq. (1). From Eqs. (4) and (7), the WHAM estimateĥ θ for h θ iŝ
This estimator depends on (Ẑ θ ,Ẑ θ 1 , . . . ,Ẑ θ m ) up to a multiplicative constant, that is, only depends on the ratios
. It is interesting to note that the summation over bins in Eq. (10) can be equivalently expressed in terms of a weighted average over observationŝ
where u b ji is a representative generalized energy of the bin containing u ji , F ji is the "WHAM weight" of u ji that, by comparing Eqs. (10) and (11), is defined as
and
is the θ -independent component of the WHAM weight F ji (θ ) for each observation. Equation (11) states that the expectation value of any observable can be obtained by attaching a statistical weight F ji (θ ) to each observation u ji which depends on the bin to which it is assigned. An obvious simplification is to express the WHAM estimate of h θ and the WHAM weights [Eqs. (11) and (12)] in terms of the actual observations u ji rather than their closest bin representatives u b ji . This idea, which has been noted before without formal justification in the computational physics literature, 4, 31 leads naturally to a binless extension of WHAM. A closely related formalism has been developed in statistics for computing normalizing constants. [7] [8] [9] [10] Although this method can be derived by various statistical arguments, it is essentially an extension of WHAM without binning data. Below we give a formal derivation of the binless method by importance weighting and selfconsistency.
To understand binless WHAM, it is useful to introduce the concept of the measure G defined by
that is, G(A) = A (u) du for every measurable set A of u. Informally, Eq. (14) says that for an infinitesimal bin about u of size du, the weight assigned under G is (u) du. Thereafter G is called the measure of states. The concept of measure can be used to reformulate the ideas developed above. Denote by F θ the probability distribution of u(x) under (1), that is, the probability distribution with density function (4). Then, from Eqs. (4) and (14), F θ is related to G as
that is,
T u dG for every measurable set A of u. For an infinitesimal bin about u of size du, the probability assigned under F θ is the density function (4) times du and hence is Z 
See, for example, Ref. 14 for discussion of measure-theoretic concepts.
The pooled data {u ji : i = 1, . . . , n j , j = 1, . . . , m} can be regarded as an approximate sample from the mixture distribution, F * , whose components are (F θ 1 , . . . , F θ m ) with proportions (n 1 /n, . . . , n m /n). (Note that the pooled data are not strictly an independent and identically distributed sample from F * , which would involve randomly selecting a distribution F θ r with probability n r /n (r = 1, . . . , m), simulating one observation from F θ r and then repeating this process for n times. The numbers of observations from (F θ 1 , . . . , F θ m ) would be random, instead of being fixed at (n 1 , . . . , n m ). To highlight main ideas, this difference is ignored in the derivation below. The resulting estimators are, however, evaluated in Sec. II D without making this simplification.) Then, in analogy with Eq. (15), F * is related to G as
For an infinitesimal bin about u of size du, the probability assigned under F * is the expression in the curly bracket times the weight assigned under G. Dividing both sides of Eq. (17) by the quantity in the curly brackets gives
For an infinitesimal bin about u of size du, the weight assigned under G is the inverse of the quantity in the curly brackets times the probability assigned under F * .
Relationship (18) can be used for estimating G from the pooled data by importance weighting. Recall that the pooled data form an approximate sample from F * . Then F * can be estimated by the empirical distributionF * for which each observation u ji is assigned the probability n −1 . By Eq. (18), the resulting estimatorĜ is a discrete measure for which each observation u ji is assigned the weight
where (Ẑ θ 1 , . . . ,Ẑ θ m ) are defined by self-consistency according to Eq. (16)
Formulas (19) and (20) provide a binless extension of Eqs. (7) and (8) in WHAM. By again relationship (16) , the partition function Z θ at any other parameter value is estimated bŷ
The expectation h θ is by definition Z
T u dG and hence estimated by
Formulas (21) and (22) provide a binless extension of Eqs. (9) and (10) in WHAM. In addition, we see that the WHAM weights (13), identified heuristically earlier, coincide (except for the difference between u b ji vs. u ji ) with the discrete measure with weights (19) derived from the statistical theory sketched out above. Therefore, the binless formulation of WHAM, while it appears straightforward, is nevertheless rooted on fundamental statistical concepts.
It is worth emphasizing that the binless method, like WHAM, can be used not only to estimate partition functions Z θ and equilibrium expectations h θ , but also to estimate equilibrium distributions F θ . Recall that u(x) is in general a vector of multiple components and F θ is the joint distribution of those components under Eq. (1). By relationship (15) , F θ is estimated by a discrete distributionF θ on the pooled data with probabilitieŝ
In other words, F θ is approximated by attaching weight (23) to each observation u ji in the pooled data, where the weights sum up to 1 by Eq. (21) . As a result of this approximation, the marginal distribution of h(u(x)) under Eq. (1) is approximated by attaching the same weight (23) to h(u ji ) for each u ji in the pooled data. Then the expectation h θ is approximated as before (Eq. (22)) by a weighted average of the form
The above approximation to the marginal distribution of h(u(x)) under Eq. (1) can be visualized as a weighted histogram with suitable bins. The height of each bin is the sum of F θ (u ji ) such that h(u ji ) falls into the bin for u ji in the pooled data. The histogram can be normalized into a probability density plot, where the height of each bin is divided by the bin size. If θ = θ k for some k, this weighted histogram based on the pooled data provides a better approximation than the raw histogram of h(u ki ) based on the observations u ki from F θ k only. On the other hand, a comparison of these two histograms can be used to assess goodness of simulations. A substantial discrepancy between the two histograms suggest that the quality of simulations is questionable, that is, the simulated data are actually not distributed according to Eq. (4).
C. Maximum likelihood
We describe a derivation of binless WHAM by the method of nonparametric maximum likelihood taking G as an infinite-dimensional unknown parameter. 9 The likelihood of the jth sample from F θ j is by Eq. (15)
where G(u ji ) is the mass assigned to the singleton u ji under G, and Z θ j = e There are two steps to find the maximum likelihood estimatorĜ. First, it is sufficient to restrict our search to discrete measures supported on the set of pooled data {u ji : j = 1, . . . , n j , j = 1, . . . , m}. If a positive mass is assigned under G to any set outside the pooled data, then relocating the mass evenly to each observation in the pooled data only increases L. Second, for a discrete measure G, put
where
T r u ji w ji for r = 1, . . . , m. Taking the log of the likelihood gives
The term outside the curly brackets does not depend on w ji and can be ignored. Taking the partial derivative of log L with respect to w ji gives
or
which leads to the basic formulas (19) and (20) . Furthermore, substituting the expression of w ji into the term inside the curly bracket in Eq. (26) yields
n r log Z r , (29) which is a function of (Z 1 , . . . , Z m ) only. This function multiplied by −n −1 and then subtracted by log n gives the function κ below (Eq. (31)).
It is interesting that the maximum likelihood estimator G is always a discrete measure, even though the actual measure G is not. This discrete approximation of G byĜ serves precisely our computational purpose. A complication is that even though there is a general statistical theory to justify the method of maximum likelihood with a finite-dimensional unknown parameter, the validity of the estimators obtained by the method of nonparametric likelihood need to be established on a case-by-case basis. Fortunately, a statistical theory of binless WHAM has been rigorously developed in statistics, and is reviewed in Sec. II D.
The foregoing derivation takes the measure of states G as the underlying unknown parameter. Equivalently, the method of nonparametric maximum likelihood can be applied with a reparameterization taking F θ 0 as the unknown parameter for some fixed, reference value θ 0 . By Eq. (15), F θ is related to
By invariance of maximum likelihood under reparameterization, the resulting estimator of F θ 0 is the same as Eq. (23) with θ set to θ 0 . Furthermore, the formulas (20)- (22) remain the same as before. This derivation is essentially an extension of the derivation of WHAM by Bartels and Karplus, and Gallicchio et al.
2, 5
D. Statistical theory
As seen from Sec. II B, the estimators in binless WHAM are similar to those in WHAM, but based on the actual data without binning. While this construction seems heuristically easy, a central issue is to evaluate statistical and computational properties of binless WHAM. We point out a number of useful results which demonstrate the usefulness of the binless formulation of WHAM, by drawing on related statistical work. Although there are results applicable to correlated data, 7 we assume for simplicity that {u ji : i = 1, . . . , n j ; j = 1, . . . , m} are independent. 
Finally, if one of (log z 1 , . . . , log z m ) is fixed, for example log z 1 = 0, then κ is strictly convex. 16 The convexity can be directly shown by the fact that 
is convex, and consequently the log of this term is also convex in (log z 1 , . . . , log z m ). Therefore, log(Ẑ 
10, 16
The connectedness condition required for the general result of Gill et al. 16 
Similarly, the estimator of h θ is consistent and asymptotically normally distributed provided that the variance under F * of h(u) times the density ratio of F * over F * is finite
These conditions require that the mixture "umbrella" distribution F * should provide sufficient coverage of F θ , so that observations from F * can be weighted by the density ratio of F θ over F * to estimate F θ . Therefore, interpolation is in general valid, but extrapolation needs to be considered more carefully. 
where α( · ) is an arbitrary function, for example,
T u , 1). In general, the estimators (Ẑ θ 2 /Ẑ θ 1 , . . . ,Ẑ θ m /Ẑ θ 1 ) andẐ θ /Ẑ θ 1 jointly attain the smallest asymptotic variance matrix in the order on positivedefinite matrices among a class of extended bridge sampling estimators based on Eq. (36). 10, 11 Similarly, the estimator of h θ attains the smallest variance among corresponding extended bridge sampling estimators. For this reason, the binless method was called the multi-state Bennett acceptance ratio method (MBAR) by Shirts and Chodera. 
III. APPLICATION: ESTIMATION OF BINDING FREE ENERGIES
This section illustrates the application of the binless method using both the MBAR software (as developed by Shirts and Chodera 11 ) and our computational implementation based on Sec. II D (referred to as unbinned WHAM or UWHAM), to the estimation of protein-ligand binding free energies. As we will show, due to the wide range of values of the binding energies involved, it is difficult to apply the conventional WHAM binning method to this problem unless soft-core potentials are employed. In contrast, the binless approach yields consistent results in all cases.
The binding free energy measures the propensity of a receptor R to be associated in solution with a ligand L. The binding free energy is by definition the difference between the free energy of the receptor-ligand complex and the free energy of the dissociated receptor and ligand. In this work, binding free energies are estimated by simulation in the context of the BEDAM, 29 which, in the present formalism can be summarized as follows.
Working within the implicit solvent representation, the potential energy of a conformation x of the complex can be written as 18, 29 
where U R and U L are the potential energies of the dissociated receptor and ligand in solution and b(x) is the binding energy of conformation x of the complex, defined as the change in potential energy for bringing into contact the receptor and ligand from infinite separation without intramolecular conformational rearrangements. Based on the notation developed in Sec. II A, we recognize that the coupled (ligand and receptor fully interacting) and decoupled (non interacting ligand and receptor) ensembles can be cast in the form of the generalized ensemble representation of Eqs. (1)- (3) with a two-dimensional potential energy function vector u = (U 0 , b) where
is the reference potential energy function corresponding to the uncoupled state and b is the binding energy function. Using Eq. (37), the potential energy of the decoupled state corresponds to the coefficient vector θ dcpld = (β, 0) and the one for the coupled ensemble is θ cpld = (β, β). The binding free energy is then given by the ratio of the corresponding partition functions Z θ cpld and Z θ dcpld :
Note that the observable standard binding free energy also includes a standard state concentration-dependent term 18, 19, 29 which, being constant among the systems investigated, is included in the results 30 but not further discussed in this work.
A series of intermediate states k = 1, . . . , m are introduced with potential energies
where λ 1 = 0 corresponds to the decoupled state and λ m = 1 corresponds to the coupled state. The intermediate states with λ i between 0 and 1 serve as interpolating states in which receptor and ligand partially interact to connect, in a free energy sense, the two end states. 25 In general, as stated in Sec. II A, a (m + 1)-dimensional potential energy vector u = (U 0 (x), ω 1 (x), . . . , ω m (x)), with ω k (x) = λ k b(x), and corresponding (m + 1)-dimensional θ vectors are necessary to describe this collection of ensembles. However in this case, taking advantage of the particular linear expression of ω k (x), it is convenient to collapse the λ k dependence on the coefficient vector θ so as to lower the dimensionality of the generalized energy vector. By doing so, each of the states corresponds to a two-dimensional θ vector of the form θ k = (β, βλ k ) which multiplies the potential energy vector u = (U 0 , b) introduced above to yield, by means of Eq. (3) the potential energy functions in Eq. (40) .
The partition function of each state is computed from Eq. (22) setting Z θ dcpld = Z θ 1 = 1. Using Eq. (3) and the above, it is easy to see that the term (θ k − θ r ) T u ji in Eq. (20) in this case simplifies to 
where c is a constant that depends only on the observations of U 0 and does not affect the position of the minimum. Similarly, in the denominator of the WHAM equation (Eq. (8)), the (θ k − θ r ) T u term reduces to β(λ k − λ r )b, which depends only on the binned value b of the binding energy.
Furthermore expressing Eq. (8) aŝ
we see that the two-dimensional histogram N r (u) = N r (U 0 , b) can be replaced by the one-dimensional marginal histogram N r (b) = U 0 N r (U 0 , b) of the binding energy. Consequently, in both the WHAM and MBAR calculations that follow it has been sufficient to collect only the binding energy samples from the molecular simulations. Binding energies are collected from Hamiltonian replica exchange all-atom molecular dynamics simulations of the protein complexes as described 29, 30, 32 for a series of λ values from 0 (decoupled state) to 1 (coupled state). The binding energy data is then fed into Eq. (8), using binning, or Eq. (42), without binning, to compute the ratios of partition functions and ultimately the binding free energy from Eq. (39) . See below for a description of the biological systems and simulation settings.
A. WHAM estimates with binning
The distributions of binding energies depend critically on the λ value at which they are obtained. At λ = 1, when the ligand and the receptor fully interact, binding energies are typically centered around favorable (negative) values (see Fig. 1 ). In contrast at λ = 0, in the absence of receptor-ligand interactions, the ligand is likely to sample conformations with unfavorable clashes between receptor and ligand atoms, corresponding to large unfavorable (positive) values of the binding energy (see Fig. 2 ). In principle, because the LennardJones and Coulomb interatomic potentials tend to infinity at zero interatomic separation, there is no finite upper limit to the range of binding energies that can be observed. As shown here, this causes major difficulties for the binning of binding energy data to be used in conjunction with WHAM (Eq. (8)), since in this case the binding energy samples are spread out very sparsely in a region spanning many orders of magnitude which is impossible to bin reliably without using very wide bins leading to large integration errors.
Conventional wisdom dictates that the number of bins should be small enough so that each bin contains more than a few samples so as to minimize statistical noise in the resulting histograms. On the other hand, the binning resolution should be sufficiently fine so as to avoid significant integration errors when replacing the integral in Eq. (6) with the summation over bins in Eq. (8). It is not always clear how to balance these opposing requirements especially when, as in this case, the range of values to be binned is unbounded. Of course, as shown above, we now know that it is justifi- p 1 (b) , for the complex with ligand 6 with the unmodified potential. 30 The line represents the UWHAM estimate from the data collected from all λ-replicas. The crosses correspond to the probability density computed from the histogram of the binding energy data at only λ = 1. Good correspondence between the two densities is observed. 30 The line represents the UWHAM estimate from the data collected from all λ-replicas. The crosses correspond to the probability density computed from the histogram of the binding energy data at only λ = 0. There is good correspondence between the two densities in the range explored by the λ = 0 replica. The binding energy grid used for this plot has 200 bins, equally spaced (0.5 kcal/mol bin sizes) for negative binding energies and exponentially increasing spacing for positive values to up to 10 9 kcal/mol. Even though p 0 (u) is predicted to be maximal at approximately u = 20 kcal/mol, it is rare to observe binding energies in that range because of the small integrated cumulative probability at low binding energies (note the logarithmic layout of the binding energy axis). The UWHAM estimate instead extends to as low as −40 kcal/mol (the lowest observed sample at all λ's) with an estimated probability density on the order 10 −28 kcal/mol −1 (not shown for clarity).
able to increase the number of bins indefinitely, reaching the limit where the WHAM formula is indistinguishable from the MBAR formula, which is based on the sampled values directly without binning.
In Table I we report WHAM binding free energy estimates for the complex with ligand 2 (see below for a description of protein-ligand complexes) varying the number of bins. In these calculations a uniform grid spacing has been used in the favorable binding energy range and an exponentially increasing bin spacing for unfavorable binding energies. We see that the results change significantly as the grid resolution is increased. With fewer bins and coarser bin widths WHAM under-predicts binding affinities. As the number of bins is increased the estimate of the binding free energy gets closer to the limiting value of G b −2.2 kcal/mol obtained with, effectively, an unlimited number of bins (see results in Table III ). These results indicate that binning the unfavorable range of binding energies, even with a thousand bins, leads to large errors.
Data censoring bias
One simple way to circumvent the need for binning a very large range of binding energies is to terminate the binning at a large but finite grid value b c and assign all of the samples with values larger than the maximum to this last bin (data censoring). 29 This approach intuitively appears valid based on the argument that unfavorable binding energies much larger than thermal energy are equally unlikely to be sampled by the complex regardless of their specific value. However, as shown in Table II , this leads to significant bias in the binding free energy estimates. The estimates in Table II are obtained for ligand 2 with 250 bins and the binning limit, b c , indicated. The results show that using a small b c (but still much larger than binding energy values achievable at λ = 1 at standard temperature) leads to overestimation of binding affinities, and that the bias progressively shifts to less negative values as b c is increased -but overshoots the correct value because, with a fixed bin size, the bins became too coarse as the the energy limit of the last bin increases.
The origin of the data censoring bias can be understood in general terms by recognizing that it amounts to assuming that the potential energy of the system is bounded although no limit is actually present. In other words, the data is being analyzed with a statistical model inconsistent with the system that generated the data. To understand the effect in numerical terms consider the denominator in Eq. (43) 
Soft-core binding energy function
Another approach that we have explored in this work is to, in effect, prevent the generation of large binding energies by adopting a soft core potential in the simulations. Soft core potentials are commonly used to attempt to improve the convergence of free energy calculations. 26, 27, 33 In this work, a soft core potential is introduced in terms of a modified binding energy function b (x) of the form 30, 34 b
where b max is some large positive value, set in this work to either 10 3 kcal/mol (soft core) or 10 9 kcal/mol (referred to below as the "unmodified" binding energy function). The modified binding energy function b (x) serves the purpose of capping the maximum value of the binding energy while leaving unchanged the values of favorable binding energies. Here it is used throughout in the molecular simulations and the statistical analysis in place of the actual binding energy function. The potential energy of λ = 0 state is equal to u 0 (x) (see Eq. (40)) and is unaffected by the binding energy function. Furthermore, the λ = 1 state with the soft core binding energy function is virtually indistinguishable from the original one as large positive values of the binding energy are never sampled during the simulation. We conclude therefore that the free energy difference between the λ = 0 and λ = 1 states (that is the binding free energy) is not significantly affected by the introduction of the modified binding energy function. 28 Indeed, as shown below, we obtain statistically indistinguishable binding free energy estimates with the two binding energy functions, with any small difference possibly attributable to other factors, such as insufficient equilibration and convergence. Table III reports WHAM binding energy estimates obtained with the soft core binding energy function (Eq. (44)) with b max = 10 3 kcal/mol. These calculations employed a grid with 250 bins similar to the one used above for the unmodified binding energy function (Table I ) but extending only up to b = b max since no samples are present beyond this value. The limited extent of the range of binding energies makes it possible to select a sufficiently fine binning grid with a reasonable number of bins. Because the binding free energy estimates so obtained are in agreement with the MBAR/UWHAM estimates (see below) obtained with the unmodified potential function, we conclude that the soft core WHAM results indeed reflect the correct binding free energies for this system. Conversely, based on the results above, we conclude that application of WHAM to the data with the unmodified potential leads to incorrect results with any reasonable binning choice we attempted.
B. MBAR/UWHAM estimates without binning
As discussed in Sec. II, binless free energy estimation methods make it unnecessary to bin the data in order to compute free energies. Binding energy samples b ji , i = 1, . . . , n j , from each simulation at λ = λ j are simply fed into Eq. (20) , which is solved for the Z λ j 's by selfconsistency 11 (referred to as the MBAR implementation) or by minimization of Eq. (42) (referred here as the UWHAM implementation); see below for details on the numerical implementation. The resulting binding free energy estimates for the six protein-ligand systems are given in Table III . Identical results are obtained with either the MBAR or UWHAM implementations. Also reported in Table III are the results obtained with WHAM on the data with the soft core potential. We immediately notice that the MBAR/UWHAM results with the unmodified potential agree very closely with those using the soft core potential. The fact that we obtained consistent results from two independent sets of simulations, each providing very different binding energy datasets is a strong indication that both of these results reflect the actual binding free energies for these systems. This is a significant result because it shows that binless methods are capable of treating correctly the distribution at high binding energies even though this extends to extremely large values (10 9 kcal/mol) and it is extremely sparsely sampled. For example, for the complex with ligand 6 there is on average only one observation every 10 000 kcal/mol in the range between 10 6 and 10 7 kcal/mol, a regime in which, clearly, binning is not a feasible option. As discussed above, reliable WHAM results could be obtained only for the soft core data because of challenges with binning the unmodified binding energy data. The agreement between MBAR/UWHAM soft core and unmodified potential results and with the WHAM soft core results confirms the ability of the binless inference methods to handle non soft-core data reliably.
The MBAR results obtained are based on the same equation (Eq. (8)) derived here. 11 The only difference is the computational procedure to solve it. UWHAM uses a minimization procedure with the criterion function (Eq. (42)), whereas MBAR employs a self-consistent procedure optionally supplemented by Newton-Raphson iterations. Here we have used the simple self-consistent solution starting with the default initial guess Z λ k = 1 (the same initial guess used for UWHAM). In our experience, UWHAM has provided a converged solution in significantly less computational time than MBAR (seconds vs. minutes typically), a feature that has been particularly helpful in block-bootstrapping uncertainty calculations involving 100 independent free energy evaluations per ligand. MBAR and UWHAM yielded virtually identical results thereby validating numerically the new minimization procedure presented here.
The last two columns in Table III are the results based on subsampled data, 35 including the point estimates and ana- 
MBAR/UWHAM probability densities
The BEDAM binding free energy theory highlights the fundamental importance of probability densities p λ (b) of the binding free energy as a function of the progress parameter λ. For example we have shown 29 that the binding free energy (Eq. (39)) can be written as
where p 0 (b) is the probability density of the binding energies at λ = 0, that is in absence of ligand-receptor interactions. The probability density of binding energies p 1 (b) of the ligand-receptor coupled state is also of special interest. The mean of p 1 (b) is the average binding energy b 1 which measures the driving force toward binding provided by favorable ligand-receptor interactions. The difference between the binding free energy and the average binding energy is the binding reorganization free energy that measures energetic strain and entropic factors which oppose binding. In addition to thermodynamic decompositions of this kind, p 1 (b) also leads to conformational decompositions of the binding free energy. p 1 (b) can be interpreted as the contribution to the binding affinity of conformations with binding energy b and, consequently, distinct macrostates of the complex contribute to binding affinity proportionally to the integrated intensity of the corresponding components of p 1 (b). 18, 29 It is straightforward to estimate these probability densities by binning and WHAM using Eqs. (4) and (7), which for the present application can be condensed as
where p λ (b) is the estimate of the probability density in correspondence with a bin centered at b, with bin width b, and N r (b) is the number of observations in that bin from the simulation at λ = λ r . As presented above (see Eqs. (22) and (23)) the procedure to obtain probability densities and their moments (such as expectation values) is somewhat different when using binless methods. First each binding energy observation b ji is assigned a λ-dependent statistical weight given in this case by
The sum of statistical weights over the samples is automatically unitary. Expectation values are computed as weighted averages using the weights in Eq. (47). For example the average binding energy at λ is
Averages of other properties can be obtained similarly by replacing b ji in Eq. (48) with any property of the sampled conformation ji. As discussed in Sec. II, this expression can also be used to estimate probability densities, such as the binding energy densities p λ (b). These can be approximated by the relationship 
So the UWHAM calculation of p λ (b) basically consists of binning samples based on their binding energies and then creating a histogram in which the height of each bin is the sum of the weights F λ (b ji ) of the observations collected in that bin. Figures 1 and 2 illustrate the p 1 (b) and p 0 (b) probability densities obtained by UWHAM and Eq. (50) for the complex with ligand 6. 30 These are compared with the corresponding probability density estimates from the histograms of the data collected only at λ = 1 and λ = 0, respectively. There is good agreement between the two estimates in the region of binding energies well sampled at the respective λ values, further validating the UWHAM results. The tails of the probability densities are estimated much more accurately by UWHAM than by the direct histograms because these are rarely sampled by the simulations conducted only at a specific λ. The UWHAM probability densities are instead estimated from data obtained from simulations at multiple λ values between 0 and 1 which explore a much wider range of binding energies. Obtaining accurate tails of probability densities is very important in a variety of applications such as for example when employing Eq. (45) to estimate the binding free energy from p 0 (b) (see Fig. 2 ). Due to the exponential term in the integrand of Eq. (45), the p 0 (b) density in the range −40 < b < −10 kcal/mol dominates the estimate of the binding free energy and the data collected at λ = 0 constitute a very poor estimate of p 0 (b) in this region of binding energies (although this is difficult to see in Fig. 2 because of log-log representation).
C. Simulation setup and numerical analysis
BEDAM calculations 29 were performed for six complexes of FKBP with ligands 2, 3, 5, 6, 8, and 9 from Ref. 37 , from a ligand set which was the subject of previous binding free energy calculations. 30, 38, 39 Complexes were prepared as described 30 based on the crystal structures of ligands 8 and 9 (PDB ID's 1FKG and 1FKH, respectively). Two BEDAM calculations were conducted for each complex, both employing WHAM analysis has been performed employing Eqs. (43), (45), and (46) as described 2 on the collected binding energy data, b ji , using a binning grid starting at −40 kcal/mol (the lowest recorded binding energy value) to a set maximum (see Tables I and II) for the unmodified binding energy function or the to maximum allowed value (b max = 10 3 kcal/mol) for the soft core data. Grid spacing was set to 0.3 kcal/mol in the (−40, −10) binding energy range, increasing exponentially starting from this value at a rate adjusted to reach the variable maximum set value with the given number of bins.
UWHAM analysis was conducted on the same binding energy data to obtain the logarithm of the partition functions log Z λ k (relative to log Z 0 , which is set to 0) by minimization of the function κ(log z 1 , . . . , log z m ) in Eq. (42) with respect to log z k setting the free energy of the unbound state to zero (log z 1 = log Z 0 = 0). For the minimization, we used the trusted region algorithm 15 as implemented in the R statistical package "trust". 40 A similar procedure has been recently proposed in the context of WHAM. 6 The code for the UWHAM R module we employed and a set of use examples in R are available by the authors upon request. MBAR calculations were performed using the code kindly provided by Chodera and Shirts.
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Statistical uncertainties were computed using the block bootstrapping method. 17 Similarly to the traditional block averaging approach, 41 the method consists of dividing the sampled data in N b time-contiguous blocks (N b = 20 in this work). However, in this context blocks span all of the replicas; that is each block contains the data generated from all of the replicas in the same time window. Each block is then assigned an integer identifier and the list of block identifiers plays the same role of the data samples in the standard bootstrap method. Namely, a new block identifier list of length N b is created by sampling with repetition from the original list and a corresponding new binding energy dataset is generated by collating the data contained in the blocks of the new list. This is repeated a number of times (100 times in this case) and the statistical uncertainty of the binding free energy is estimated from the standard deviation of the free energy values from each bootstrap sample. The advantage of this bootstrap technique is that it accounts for time correlation of samples originating from each replica as well as cross-correlations between replicas due to λ exchanges.
IV. CONCLUSION
We demonstrate the statistical validity and usefulness of interpreting MBAR as a binless formulation of WHAM. Like WHAM, the binless formulation can be used not only to estimate free energies and equilibrium expectations, but also to estimate equilibrium distributions. This development allows practitioners to easily build on their current applications of WHAM, but without discretizing observations into bins, which may sometimes incur substantial biases. This is illustrated for alchemical absolute binding free energy calculations using the BEDAM technique. While UWHAM and MBAR 11 binless implementations yield equivalent results for either the unmodified and soft-core potentials, binning of the unmodified data leads to substantial biases which vary depending on the level of discretization. These results indicate that binless multi-state inference approaches are potentially a straightforward alternative to soft-core potentials for binding free energy alchemical calculations.
