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Zusammenfassung
Gegenstand der vorliegenden Dissertation ist das Verhalten sogenannter Selbstu¨berschneidungs-
lokalzeiten ‖`t‖pp einer zeitstetigen Irrfahrt (Sr)r auf dem d-dimensionalen Gitter Zd. Dabei ist
fu¨r p > 1 die Funktion `t definiert durch
`t(z) :=
∫ t
0
1l{Sr=z} dr
und bezeichnet die Aufenthaltsdauer der Irrfahrt bis zum Zeitpunkt t ∈ (0,∞) im Punkt
z ∈ Zd. Ziel ist es, ein Prinzip großer Abweichungen zu entwickeln, d.h. das Hauptaugenmerk
liegt auf dem asymptotischen Verhalten der Wahrscheinlichkeit, dass die Selbstu¨berschneidungs-
lokalzeiten von ihrem Erwartungswert in erheblichem Maße nach oben abweichen. Mit anderen
Worten; es soll das asymptotische Verhalten von
logP(‖`t‖pp ≥ rpt )
genau bestimmt werden, wobei rpt ∈ (0,∞) schneller als der Erwartungswert E[‖`t‖pp] gegen un-
endlich streben soll. Dieses Verhalten kann dabei durch t, rt und eine gewisse Variationsformel
beschrieben werden.
Es wird sich herausstellen, dass es zwei Fa¨lle zu betrachten gilt, in denen sich das probabi-
listisch beste Verhalten stark unterscheidet (vgl. Abschnitt 1.4); die genaue Position des Pha-
senu¨bergangs ha¨ngt dabei von den Parametern p und d ab.
Im Vorgriff auf die Resultate kann man festhalten, dass die no¨tigen Selbstu¨berschneidungen
in kleinen Dimensionen (im sogenannten subkritischen Fall) u¨ber einen großen Bereich erfol-
gen, aufgrund dessen bei der mathematischen Modellierung eine Reskalierung erforderlich ist.
In hohen Dimensionen (dem sogenannten superkritischen Fall) ist dies nicht no¨tig, da die erfor-
derlichen Selbstu¨berschneidungen innerhalb eines begrenzten Intervalles erfolgen.
Das Interesse an der Untersuchung entstand unter anderem aus der Verbindung zu Modellen
der statistischen Mechanik (parabolisches Anderson Modell) und zur Variationsanalysis. In der
Vergangenheit wurde eine Vielzahl an Methoden benutzt, um dieses Problem zu lo¨sen. In der
vorliegenden Dissertation soll die sogenannte Momentenmethode bestmo¨glich ausgereizt werden
und es wird gezeigt, welche Ergebnisse damit mo¨glich sind.
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Kapitel 1
Einfu¨hrung
Hauptgegenstand dieser Dissertation ist die Untersuchung des asymptotischen Verhaltens so-
genannter (p-facher) Selbstu¨berschneidungslokalzeiten von zufa¨lligen Irrfahrten auf Zd. Um es
etwas pra¨ziser zu formulieren sei an dieser Stelle erwa¨hnt, dass nicht das typische Verhalten die-
ser Gro¨ße im Fokus unseres Interesses stehen wird, sondern die Analyse von sogenannten großen
Abweichungen (eine kurze Einfu¨hrung dazu wird in Abschnitt 1.7 gegeben) dieser Lokalzeiten.
Dieses Thema wurde in den letzten Jahren und Jahrzehnten vielfa¨ltigst untersucht und es erwies
sich als eine reichhaltige Quelle fu¨r verschiedene neue Fragestellungen. Dabei spielten eine Viel-
zahl unterschiedlicher Parameter im Hinblick auf das Verhalten der Irrfahrt eine entscheidene
Rolle. Unter diesen Parametern findet man beispielsweise die Dimension d, die Vielfachheit p,
die Skala der Geschwindigkeit und nicht zuletzt die Art der Irrfahrt.
Daru¨ber hinaus sei vermerkt, dass die Lo¨sung diverser Fragestellungen technisch relativ aufwen-
dig ist, da die beteiligten Gro¨ßen gewisse grundlegende Eigenschaften (Stetigkeit, Beschra¨nkheit)
nur in unzureichendem Maße aufweisen. Aus diesem Grunde wurden in der Vergangenheit eine
Reihe unterschiedlicher Techniken zum Studium der Selbstu¨berscheidungslokalzeiten eingesetzt,
die sich in bestimmten Situationen als mehr oder weniger erfolgreich heraustellten. (siehe dazu
Abschnitt 1.3)
An dieser Stelle sei zudem ausdru¨cklich erwa¨hnt, dass Teile der vorliegenden Dissertation vorab
publiziert wurden. Dazu sei auf die Punblikationsliste im Anhang verwiesen.
Im weiteren Verlauf dieses Kapitels werden zuna¨chst die Selbstu¨berscheidungen eingefu¨hrt (Ab-
schnitt 1.1) und die Problemstellung genauer formuliert (Abschnitt 1.2). Im Anschluss daran
erfolgt die Einordnung in die vorhandene Literatur (Abschnitt 1.3) und die heuristische Argu-
mentation (Abschnitt 1.4), die eine intuitive Vorstellung u¨ber die zu erwartenden Ergebnisse
vermitteln soll. Diese Ergebnisse werden anschließend exakt formuliert (Abschnitt 1.5) und der
Beweis kurz skizziert (Abschnitt 1.6). Dabei wird auch auf den Vergleich zur Methode des
Dynkinschen Isomorphismus eingegangen, die nach dem derzeitigen Stand der Technik die weit-
reichendsten Resultate ermo¨glicht. Zum Ende dieses Kapitels wird schließlich in Abschnitt 1.7
eine kurze Einfu¨hrung in das Gebiet der großen Abweichungen aufgezeigt.
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1.1 Selbstu¨berschneidungslokalzeiten
In diesem Kapitel werden wir die sogenannten Selbstu¨berschneidungslokalzeiten einfu¨hren. Diese
Objekte stehen im Fokus dieser Dissertation und der Theoreme, die in den folgenden Kapiteln
bewiesen werden.
Es bezeichne (St)t∈[0,∞) eine einfache (Na¨chstnachbarschafts-) Irrfahrt (engl. random walk) in
stetiger Zeit auf dem Gitter Zd. Startpunkt sei dabei der Koordinatenursprung (S0 = 0) und
es bezeichne P das zugrundeliegende Wahrscheinlichkeitsmaß, bzw. E den dazugeho¨rigen Erwar-
tungswert. Um die Selbstu¨berschneidungslokalzeiten einzufu¨hren, seien zuna¨chst die Lokalzeiten
der Irrfahrt definiert.
Definition 1.1.1 (Lokalzeit einer Irrfahrt).
Fu¨r eine Irrfahrt (St)t in stetiger Zeit auf dem Gitter Zd und fu¨r jeden Punkt z ∈ Zd bezeichne
fu¨r alle t > 0
`t(z) =
∫ t
0
1l{Sr=z} dr (1.1.1)
die Lokalzeit der Irrfahrt im Punkt z zum Zeitpunkt t > 0.
Die Lokalzeit `t(z) gibt also an wie lange sich die Irrfahrt insgesamt bis zum Zeitpunkt t im
Punkte z ∈ Zd aufgehalten hat. Auf Basis der vorhergehenden Definition kann nun erkla¨rt
werden, was unter der Selbstu¨berschneidungslokalzeit zu verstehen ist.
Definition 1.1.2 (p-fache Selbstu¨berschneidungslokalzeit).
Es sei (St)t eine zeitstetige Irrfahrt auf dem Gitter Zd und p ∈ (1,∞) eine beliebige reelle Zahl
sowie t > 0. Die p-te Potenz der p-Norm der Lokalzeit
‖`t‖pp =
∑
z∈Zd
`t(z)
p (1.1.2)
sei als p-fache Selbstu¨berschneidungslokalzeit der Irrfahrt (St)t zum Zeitpunkt t > 0 bezeichnet.
Auf den ersten Blick scheint die p-Norm nichts mit dem (visuellen) Bild einer Selbstu¨ber-
schneidung zu tun zu haben. Jedoch wird folgende kleine Rechnung die Rechtfertigung fu¨r die
Begriffsbildung liefern. Falls p ∈ N eine natu¨rliche Zahl ist, so gilt:
‖`t‖pp =
∑
z∈Zd
`t(z)
p
=
∑
z∈Zd
(∫ t
0
1l{Sr=z} dr
)p
=
∑
z∈Zd
∫ t
0
. . .
∫ t
0
1l{Sr1=z} . . . 1l{Srp=z} dr1 . . . drp
=
∫ t
0
. . .
∫ t
0
∑
z∈Zd
1l{Sr1=z} . . . 1l{Srp=z} dr1 . . . drp
=
∫ t
0
dr1 . . .
∫ t
0
drp 1l{Sr1=···=Srp} (1.1.3)
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Es ist leicht erkennbar, dass im Falle einer zeitlich diskreten Irrfahrt das Funktional ‖`t‖pp die
Anzahl der Tupel (r1, . . . rp) angibt (geza¨hlt in ihrer jeweiligen Vielfachheit), fu¨r die die Irrfahrt
an demselben Gitterpunkt verweilt. Daher leitet sich die Bezeichnung p-fache Selbstu¨berschnei-
dungslokalzeit ab.
Einige Spezialfa¨lle ragen besonders hinaus. Fu¨r p = 0 (welches nicht in der obigen Definition
enthalten ist) bezeichnet das Funktional∑
z∈Zd
`t(z)
0 = #{z ∈ Zd; ∃r ∈ [0, t] mit Sr = z}
den sogenannten Range der Irrfahrt, also die Anzahl der Punkte z ∈ Zd, die bis zum Zeitpunkt
t von der Irrfahrt besucht worden sind. (Dabei sei 00 := 0 definiert.) Fu¨r p = 1 ergibt sich der
Trivialfall
‖`t‖1 =
∑
z∈Zd
`t(z) = t.
Auch wenn fu¨r nicht-ganzzahlige Werte von p keine anschauliche Interpretation gegeben werden
kann, so sind diese Fa¨lle dennoch von Interesse (siehe dazu beispielsweise [HKM06]).
Es stellt sich nun die Frage nach dem typischen Verhalten von ‖`t‖pp fu¨r t → ∞. In der Lite-
ratur zu diesem Thema findet sich kein expliziter Verweis fu¨r beliebige zeitstetige Irrfahrten,
jedoch besteht kein Zweifel daran, dass dies (vielleicht mit Ausnahme des Vorfaktors) dem
Verhalten einer zentrierten Irrfahrt in stetiger Zeit entspricht. Fu¨r den Erwartungswert der
Selbstu¨berscheidungslokalzeiten gilt in diesem Fall:
E[‖`t‖pp] ∼ Cd,pad,p(t), mit ad,p(t) =

t(p+1)/2 fu¨r d = 1,
t(log t)p−1 fu¨r d = 2,
t fu¨r d ≥ 3,
(1.1.4)
Dabei sei bt ∼ ct eine Schreibweise fu¨r limt→∞ btct = 1. Die Konstante Cd,p nimmt dimensions-
abha¨ngig folgende Werte an:
Cd,p =

σ1−p
∫
R L
p(1, x)dx if d = 1
Γ(p+1)
(2pi
√
det Σ)
p−1 fu¨r d = 2,
γ2
∑∞
j=1 j
p(1− γ)1−j fu¨r d ≥ 3,
(1.1.5)
Im Fall einer transienten Irrfahrt (d ≥ 3) bezeichnet γ = P(St 6= 0 fu¨r alle t ∈ (0,∞)) die
Nichtru¨ckkehrwahrscheinlichkeit der Irrfahrt Fu¨r d = 2 bezeichnet Σ die Kovarianzmatrix der
Irrfahrt und fu¨r d = 1 ist σ2 > 0 die Varianz der Irrfahrt sowie L(1, ·) die Lokalzeit einer
eindimensionalen Brownschen Bewegung bis zum Zeitpunkt t = 1. Diese Ergebnisse stammen
fu¨r d = 1 aus [Ch09, Kapitel 5.2], fu¨r d = 2 aus [Cˇe07] und fu¨r d ≥ 3 aus [BK09].
An dieser Stelle soll die kurze Einfu¨hrung der Selbstu¨berschneidungslokalzeiten beendet sein, da
es nun mo¨glich ist, die Problemstellung zu formulieren.
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1.2 Problemstellung
Ziel dieser Dissertation ist es, das (logarithmische) asymptotische Verhalten von
P
(‖1t `t‖p > rt) fu¨r t→∞
zu analysieren. Dabei soll die Skala (rt)t einerseits der Bedingung trt − E[‖`t‖p] → ∞ genu¨gen
und zum anderen soll wegen ‖`t‖p ≤ t (trivialerweise) rt < 1 gelten. Anders ko¨nnte man formu-
lieren, dass die Wahrscheinlichkeiten, dass der Pfad der Irrfahrt viele Selbstu¨berschneidungen
produziert studiert werden sollen sowie das typische Verhalten der Irrfahrt auf dem Ereignis
{‖1t `t‖p ≥ rt}.
Das Verhalten der Irrfahrt ha¨ngt zweifelsfrei von den bereits eingefu¨hrten Parametern d (Dimen-
sion) und p (Vielfachheit der U¨berschneidungen) ab und man kann generell feststellen, dass es
zwei konkurrierende Effekte gibt. Zum einen produziert eine starke Verklumpung der Irrfahrt in
einem begrenzten Gebiet eine hohe Anzahl von Selbstu¨berschneidungen, jedoch sind die proba-
bilistischen Kosten dafu¨r relativ hoch. Eine gleichma¨ßige Verteilung der Selbstu¨berschneidungen
u¨ber die gesamte Pfadla¨nge wirkt auf den ersten Blick im Hinblick auf die Wahrscheinlichkeiten
gu¨nstiger, jedoch entstehen durch ein derartiges Verhalten deutlich weniger U¨berschneidungen
im Vergleich zur ersten Strategie (die U¨berschneidungen werden mit ihrer Vielfachheit geza¨hlt).
Welche der beiden Verhaltensweisen dominiert ha¨ngt vom Zusammenspiel der Parameter d und
p ab und wird in Kapitel 2 bzw. Kapitel 3 na¨her beleuchtet.
Der obige Paragraph stellt einen Teil der Motivation der vorliegenden Arbeit dar. Es ist von int-
rinsischem Interesse, genau zu wissen, wie sich der Pfad verha¨lt. Dabei ist explizit nicht (nur) das
typische Verhalten gemeint, sondern es stellt sich die Frage, wie die Irrfahrt im atypischen Fall
typischerweise agiert. Mit anderen Worten, wie werden viele Selbstu¨berscheidungen (atypisches
Verhalten) am wahrscheinlichsten (d.h. typischerweise) produziert?
Eine weitere Quelle der Inspiration stellt u¨berdies das Buch [Ch09] dar, in dem vielfa¨ltige Re-
sultate bezu¨glich U¨berschneidungen von Irrfahrten zusammengetragen wurden.
Im folgenden Abschnitt soll nun zuna¨chst daran erinnert werden, welche Ergebnisse auf diesem
Feld bereits erzielt wurden und welche Methoden dabei Verwendung fanden.
1.3 Einordnung in die Literatur
Die Bedeutung von Selbstu¨berschneidungen von Irrfahrten begru¨ndet sich nicht nur in der Theo-
rie stochastischer Prozesse, sondern diese Objekte spielen in einer Reihe von anderen Gebieten
eine wichtige Rolle. Beispielhaft seien an dieser Stelle die Quantenfeldtheorie [V69], sogenannte
zufa¨llige Polymere in der Physik [F81] und Chemie [dG79] genannt. Daru¨ber hinaus tauchen
Selbstu¨berschneidungen beim Studium von (physikalisch motivierten) Modellen sogenannter
zufa¨lliger Pfade in einer zufa¨lligen Umgebung (random paths in random media) auf. Prominen-
te Beispiele dafu¨r sind das Parabolische Anderson Model [GK05], das eng verwandte Problem
von Irrfahrten in zufa¨lliger Szenerie [AC07] und das Problem der sogenannten Wiener-sausages.
Wa¨hrend ein zufa¨lliges Polymer versucht Selbstu¨berscheidungen zu vermeiden (self-repellent ran-
dom walk) induziert eine zufa¨llige Umgebung zumeist eine gewisse Selbstanziehung des Pfades,
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welches dem in dieser Dissertation behandelten Szenario entspricht.
Seit geraumer Zeit und insbesondere in den letzten Jahren kann man ein versta¨rktes Interesse
am extremen Verhalten von Selbstu¨berscheidungslokalzeiten und deren Verbindung zur Theorie
großer Abweichungen feststellen. Insbesondere sei an dieser Stelle auf das Buch [Ch09] verwiesen,
welches ein umfangreiches Kompendium bezu¨glich der Thematik verschiedentlicher Irrfahrten
und der gegenseitigen Anziehung eines oder mehrerer Pfade darstellt. Diese Objekte sind ei-
ne reichhaltige Quelle verschiedener Pha¨nomene, welche von der Dimension d, dem Parameter
p und der Skala der Abweichungen rt abha¨ngen. Insbesondere kann man einen interessanten
Phasenu¨bergang im Verhalten des Pfades der Irrfahrt beobachten, wenn man von subkritischen
Dimensionen (Kapitel 2) zu superkritischen Dimensionen (Kapitel 3) u¨bergeht: im ersten Fall
kann ein zeitlich homogenes Zusammenziehen der Irrfahrt beobachtet werden, wa¨hrend in letzte-
rem Fall innerhalb eines zeitlich eng begrenzten Intervalles ein extremes Verklumpungverhalten
beobachtet werden kann.
Der mathematisch korrekte Beweis gestaltet sich jedoch schwieriger als bislang formuliert. Grund-
sa¨tzlich gibt es drei wesentliche Hu¨rden, welche u¨berwunden werden mu¨ssen. Zum ersten erfor-
dern die meisten bekannten Prinzipien kompakte Teilmengen von Zd bzw. Rd. Das zweite Pro-
blem besteht ursa¨chlich darin, dass das Normfunktional f → ‖f‖p nicht beschra¨nkt ist (weder
fu¨r diskrete noch fu¨r stetige Definitionsbereiche von f). Und zum dritten ist das Normfunktional
auch nicht stetig (zumindest nicht in der Topologie der Prinzipien großer Abweichungen.)
Die untere Schranke zu beweisen ist relativ einfach. Durch die Einschra¨nkung auf solche Irr-
fahrten, die innerhalb einer gewissen Box bleiben (vgl. subkritischer Fall, Abschnitt 2.4.3), bzw.
geschicktes Abschneiden der Irrfahrt an einem Zeitpunkt t0 (vgl. superkritischer Fall, Abschnitt
3.2) kann die Problemstellung auf bekannte Prinzipien großer Abweichungen zuru¨ckgefu¨hrt wer-
den.
Fu¨r den Beweis der oberen Schranke besteht der Grundgedanke in der Periodisierung der Irr-
fahrt. D.h. man betrachtet anstelle der eigentlichen Irrfahrt lediglich deren Projektion auf einen
Torus (dadurch entstehen periodische Randbedingungen). Auf diese Art und Weise wird eine
Kompaktifizierung erreicht, jedoch entstehen dabei eine Vielzahl neuer U¨berschneidungen der
Irrfahrt. Die Gro¨ße der Box wird nun als t abha¨ngiger Parameter gestaltet um die Zahl der
neuentstandenen Selbstu¨berschneidungen auf einer geeigneten Skala gegenu¨ber den origina¨ren
Selbstu¨berschneidungen vernachla¨ssigbar klein zu gestalten. Fu¨r das Problem der oberen Schran-
ke (welches die Hauptarbeit darstellt) lohnt sich ein Blick auf die von anderen Autoren bereits
verwendeteten Techniken. An dieser Stelle sei auf den U¨bersichtsartikel [K10] hingewiesen, auf
dem die folgenden Bemerkungen basieren.
Bemerkung 1.3.1 (Bisektionsverfahren).
Le Gall nutzte in [Le86] eine urspru¨nglich von Varadhan (vgl. [V69]) eingefu¨hrte Technik, in-
dem er den Pfad der Irrfahrt fortwa¨hrend in gleich große Stu¨cke teilte und deren gegenseiti-
ge U¨berschneidungen kontrollierte. Ihm gelang es damit einen Zusammenhang zwischen den
Selbstu¨berschneidungen eines Pfades und den gegenseitigen U¨berschneidungen mehrerer Pfade
herzustellen. In erster Linie konnte diese Methode nur fu¨r p = 2 genutzt werden, jedoch gelang
es Asselah (vgl. [A10]) diese Technik fu¨r beliebige p ∈ (1,∞) zu erweitern. Eine seiner Voraus-
setzungen ist jedoch die Transienz der Irrfahrt, was dazu fu¨hrt, dass er sich auf Dimensionen
d ≥ 3 beschra¨nken muss.
Die Methode der sukzessiven Teilung des Pfades fu¨hrt dazu, dass die einzelnen Teilstu¨cke un-
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abha¨ngig voneinander sind (aufgrund der Markoveigenschaft), so dass fu¨r die obere Schranke
der Selbstu¨berschneidungen folgendes gilt: Die Gesamtzahl der Selbstu¨berschneidungen kann
abgescha¨tzt werden gegen die Summe der Selbstu¨berschneidungen der einzelnen Pfadstu¨cke und
deren gegenseitige U¨berschneidungen. Diese einzelnen Teile werden dann mit Hilfe verschiedener
Techniken kontrolliert. 3
Bemerkung 1.3.2 (Dreieckszerlegung).
Chen gelang eine umfangreiche Behandlung der beiden Fa¨lle d = 2 = p und d = 3, p = 2 (vgl.
[Ch09, Theorem 8.2.1 und 8.4.2]) und er konnte so das in dieser Dissertation aufgefu¨hrte Resultat
aus Theorem 2.2.1(ii) in diesen beiden Situationen sogar in allgemeinerer Form beweisen als dies
in der vorliegenden Arbeit der Fall ist. Die Strategie in seinem Beweis liegt darin, dass er zuna¨chst
eine Dreieckszerlegung der Anzahl der Selbstu¨berschneidungen vornimmt (welche jedoch nur
fu¨r p = 2 mo¨glich ist), anschließend mit Hilfe der Faltung eine Gla¨ttung (durch die bekannten
Gla¨ttungsoperatoren) erreicht wird und schließlich Argumente der Banachraumtheorie angefu¨hrt
werden ko¨nnen, welche dazu fu¨hren, dass eine Kompaktifizierung gelingt, die letztendlich die
Anwendung klassischer Argumente der Theorie der großen Abweichungen gestattet.
Auch diese Zerlegung geht zuru¨ck auf Le Gall [Le86] und wurde (wie in obiger Bemerkung
angefu¨hrt) von Asselah fu¨r p > 1 erweitert (vgl. dazu [AC07], [A08], und [A09]). 3
Bemerkung 1.3.3 (Dekomposition in Zyklen).
Asselah gelingt es in [A09] ein Prinzip großer Abweichungen in den Fa¨llen p = 2 und d ≥ 5
zu zeigen, jedoch nur fu¨r Abweichungen der Gro¨ßenordnung rt ∼ t−1/2. Er nutzt dabei die
Tatsache, dass das Auftauchen einer Selbstu¨berschneidung notwendigerweise bedingt, dass der
Pfad der Irrfahrt einen Zyklus beschreibt, d.h. dass Sr = 0 nach geeignetem Neustart beim
ersten Durchlauf durch den Gitterpunkt der Selbstu¨berschneidung gilt. Es ist anzumerken, dass
der Beitrag zur Selbstu¨berschneidung von einem extremen Verklumpungsverhalten innerhalb
eines beschra¨nkten Gebietes herru¨hrt. Es gelingt ihm, die Lokalzeiten einer Irrfahrt auf einem
beschra¨nkten Gebiet abzuscha¨tzen, sofern die Irrfahrt einen Zyklus durchla¨uft. (Mit anderen
Worten unter der Bedingung Sr = 0.) Auf diese Art und Weise kontrolliert er diejenigen Gebiete,
die den wesentlichen Beitrag zu den Selbstu¨berschneidungslokalzeiten liefern. 3
Bemerkung 1.3.4 (Dynkin’scher Isomorphismus).
Die nach dem heutigen Stand erfolgreichste Methode stellt die Nutzung des sogenannten Dyn-
kin’schen Isomorphismus dar. C. Laurent hat diese Idee von F. Castell weiterentwickelt und wir
werden diese in Abschnitt 1.6 na¨her beleuchten. 3
1.4 Heuristik
In diesem Abschnitt wird eine grobe heuristische Analyse der zugrundeliegenden Situation durch-
gefu¨hrt. Diese Analyse findet sich im U¨bersichtsartikel [K10] und erkla¨rt sehr gut, wie es zur
Unterteilung in einen subkritischen und einen superkritischen Fall kommt. Dabei wird explizit
auf exakte Formulierungen und technische Details verzichtet, um den Blick auf das Wesentliche
zu lenken.
Ausgangspunkt dieser Betrachtungen ist die Annahme, dass die optimale Strategie der Irrfahrt
hinreichend viele U¨berschneidungen zu produzieren (d.h. {‖`t‖ ≥ trt}) darin besteht, dass die
Irrfahrt bis zum Zeitpunkt nt innerhalb einer Box Bαt mit Radius αt verbleibt und darin die
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entsprechenden Selbstu¨berschneidungen entstehen. Dem Verhalten der Irrfahrt nach dem Zeit-
punkt nt wird keinerlei Bedeutung zugemessen, d.h. sa¨mtliche Selbstu¨berschneidungen, die im
Intervall (nt, t) auftreten, werden ignoriert. Mit anderen Worten, es gelte `t = `nt . Innerhalb
der Box [−αt;αt]d ist es am wahrscheinlichsten, dass sich die Irrfahrt relativ gleichma¨ßig u¨ber
die vorhandenen Gitterpunkte verteilt. Andere Strategien, die eine Verklumpung innerhalb die-
ser Box zum Ziele haben, verursachen im probabilistischen Sinn weitaus ho¨here Kosten. Daher
folgern wir dass sich die Irrfahrt ungefa¨hr ntα
−d
t Zeiteinheiten in jedem der α
d
t Gitterpunkte
aufha¨lt. Damit gilt:
‖`t‖pp ≈ ‖`nt‖pp =
∑
z∈Bαt
`nt(z)
p ≈
∑
z∈Bαt
(
ntα
−d
t
)p
= αdtn
p
tα
−dp
t = n
p
tα
d(1−p)
t
Daru¨ber hinaus ist nach der Annahme auch {‖`t‖ ≥ trt} erfu¨llt. Am wahrscheinlichsten dabei
ist wiederum dass ‖`t‖ ≈ trt gilt. Daher folgt:
(trt)
p ≈ nptαd(1−p)t =⇒ nt ≈ trtαd(p−1)/pt
Damit der Zeitpunkt nt nicht nach dem Zeitpunkt t liegt (dies wa¨re ein Widerspruch zur bishe-
rigen Situation) muss gelten, dass
αt ≤ r
p
d(1−p)
t
gilt. Daru¨ber hinaus ist bekannt, welche (logarithmische) Gro¨ßenordnung die Wahrscheinlichkeit
besitzt, dass eine Irrfahrt bis zum Zeitpunkt nt innerhalb einer Box mit Radius αt verbleibt.
(Man nutze dazu den zentralen Grenzwertsatz.) Es gilt:
− logP (St ∈ Bαt ∀t ∈ [0, nt]) ≈
nt
α2t
≈ trtα
d(p−1)−2p
p
t (1.4.1)
Ziel der Bemu¨hungen ist es, die Wahrscheinlichkeit zu maximieren (d.h. die linke Seite zu mini-
mieren). Der Exponent d(p−1)−2pp induziert dabei eine Fallunterscheidung:
1. Subkritischer Fall, d.h. d(p− 1) < 2p: nt ≈ t und αt ≈ r
p
d(1−p)
t
Hier sollte αt mo¨glichst groß gewa¨hlt werden, da der Exponent in (1.4.1) negativ ist.
Aufgrund der Nebenbedingung nt ≤ t ergibt sich die gro¨ßtmo¨gliche Wahl von αt.
2. Superkritischer Fall, d.h. d(p− 1) > 2p: nt ≈ trt und αt ≈ 1
Der positive Exponent aus (1.4.1) erzwingt ein mo¨glichst kleines αt, d.h. αt ≈ 1. Die erste
Relation ist wiederum eine direkte Folgerung.
Diese beiden Fa¨lle bestimmen daher die Struktur der vorliegenden Dissertation. In Kapitel 2
wird der subkritische Fall analysiert, wa¨hrend der superkritische Fall Gegenstand der Betrach-
tungen in Kapitel 3 ist.
Deutlich zu erkennen ist das unterschiedliche Verhalten der Irrfahrt um die no¨tigen Selbstu¨ber-
schneidungen zu erzeugen. Wa¨hrend im subkritischen Fall die Box Bαt in Abha¨ngigkeit von t
gro¨ßer werden muss, werden die Selbstu¨berscheidungen im superkritischen Fall in einer Box mit
konstantem Radius produziert. Dies entspricht dem Bild, dass der Pfad der Irrfahrt im ersten
Fall ein zeitlich und ra¨umlich homogenes Verhalten aufweist, wa¨hrend im superkritischen Fall
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eine Verklumpung innerhalb eines engen ra¨umlichen Intervalls zu beobachten ist (und das sons-
tige Verhalten der Irrfahrt fu¨r die Selbstu¨berschneidungen keine Rolle spielt).
Neben der heuristischen Begru¨ndung fu¨r die Zweiteilung der Antwort auf die urspru¨ngliche
Problemstellung ermo¨glicht uns diese Heuristik auch einen ersten Blick auf die zu erwartenden
Ergebnisse. Zweifelsohne kann nicht erwartet werden aus dieser Heuristik die Theoreme exakt
zu antizipieren (spa¨testens in der Frage der Konstanten scheitert der Versuch), jedoch ko¨nnen
zumindest die Gro¨ßenordnung abgescha¨tzt werden:
1. Subkritischer Fall: −1t logP (‖`t‖p ≥ trt) ≈ 1α2t ≈ r
2p
d(p−1)
t
2. Superkritischer Fall: −1t logP (‖`t‖p ≥ trt) ≈ 1α2t ≈ rt
Fu¨r den kritischen Fall (d(p − 1) = 2p) sei an dieser Stelle auf [Ca10] verwiesen. Interessanter-
weise zeigt sich, dass dabei ein a¨hnliches Verhalten wie im subkritischen Fall zu beobachten ist.
1.5 Formulierung der Hauptergebnisse
Im Vorgriff auf Kapitel 2 und Kapitel 3 werden wir bereits an dieser Stelle einen Teil der
Ergebnisse formulieren. Ziel der vorliegenden Dissertation ist es, die Momentenmethode so weit
wie mo¨glich auszureizen. Die nachfolgenden Ergebnisse stellen dabei das Maximum dar:
Theorem 1.5.1 (Große Abweichungen).
Es bezeichne (St)t>0 eine zeitstetige (Na¨chstnachbarschafts-)Irrfahrt auf dem Gitter Zd (mit
d ∈ N). Daru¨ber hinaus sei p > 1 und es bezeichne rt eine beliebige Skalenfunktion mit t(1−p)/p 
rt  1 fu¨r t→∞. Dann gilt:
1. Sofern im subkritischen Fall d(p− 1) < 2p zusa¨tzlich gilt, dass
(a) d(p− 1) < 2
(b)
(
log t
t
) d(p−1)
p(d+2)  rt fu¨r t→∞.
so folgt im Grenzwert t→∞, dass
1
t
logP
(∥∥`t/t∥∥p ≥ rt) ∼ −χd,pr 2pd(p−1)t
Dabei bezeichnet χd,p := inf
{
1
2 |||∇g|||22 : g ∈ L2p(Rd)∩L2(Rd)∩H1(Rd) : |||g|||2 = 1 = |||g|||2p
}
.
2. Sofern im superkritischen Fall d(p− 1) > 2p zusa¨tzlich gilt, dass
(a) p ∈ N
(b)
(
p log(trt)
t
) p−1
3p−1  rt fu¨r t→∞
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so folgt im Grenzwert t→∞, dass
1
t
logP [‖`t/t‖p ≥ rt] ∼ −rt inf
f :Zd→R
‖f‖2=1
{
〈f,−Af〉
‖f‖22p
}
Dabei bezeichne A den Generator der zugrundeliegenden Irrfahrt (St)t.
Bemerkung 1.5.2 (Die Geschwindigkeit rt).
Wa¨hrend im Kopf des Theoremes die natu¨rlich zu erwartenden Grenzen der Geschwindigkeit
vermerkt sind, sieht man deutlich, dass es in beiden Fa¨llen zusa¨tzliche Einschra¨nkungen an die
Skalenfunktion rt gibt. Diese entstehen nur aufgrund der Technik, die im Beweis der jeweiligen
oberen Schranke verwendet wurde. Dort liegt ebenso der Grund fu¨r die (unterschiedlichen)
weiteren Einschra¨nkungen hinsichtlich der Gu¨ltigkeit des Prinzips großer Abweichungen. 3
Bemerkung 1.5.3.
Im Beweis des superkritischen Falls ist es ein wenig bequemer anstelle von rt die leichte Modi-
fizierung r˜t := t
prpt zu verwenden. Dies stellt keinerlei inhaltliche A¨nderung dar, jedoch ist es
erforderlich die betroffenen Einschra¨nkungen umzurechnen. Theorem 1.5.1 nimmt dann folgende
Gestalt an (es sei dabei auf die Wiederholung der unvera¨nderten Passagen verzichtet und der
Vollsta¨ndigkeit halber sei der subkritische Fall ebenso transkribiert ):
Fu¨r r˜t mit t r˜t  tp fu¨r t→∞ gilt:
1. Sofern im subkritischen Fall d(p− 1) < 2p zusa¨tzlich gilt, dass
(b’) (log t)
d(p−1)
(d+2) t
2p+d
d+2  r˜t fu¨r t→∞.
so folgt im Grenzwert t→∞, dass
t
2p−dp+d
d(p−1) logP
(∥∥`t∥∥pp ≥ r˜t) ∼ −χd,pr˜ 2d(p−1)t
2. Sofern im superkritischen Fall d(p− 1) > 2p zusa¨tzlich gilt, dass
(b’) t
2p2
3p−1  r˜t
(
1
log(r˜t)
)p(p−1)
3p−1
fu¨r t→∞
so folgt im Grenzwert t→∞, dass
logP
[‖`t‖pp ≥ r˜t] ∼ −r˜1/pt inf
f :Zd→R
‖f‖2=1
{
〈f,−Af〉
‖f‖22p
}
3
1.6 Beweisu¨berblick und Vergleich zum Isomorphismus von Dyn-
kin
Wie bereits erwa¨hnt erfolgen die Beweise in der vorliegenden Arbeit mit Hilfe einer Methode
bezu¨glich der Momente der Selbstu¨berschneidungslokalzeiten. Der Nachweis der unteren Schran-
ke ist dabei mit Hilfe klassischer Argumente mo¨glich und stellt keine gro¨ßere Herausforderung
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dar. Entscheidend und das eigentliche Problem im Beweis des Prinzips großer Abweichungen
sind jeweils die oberen Schranken. Dabei wird in den beiden vorhandenen Fa¨llen (subkritisch
und superkritisch) aufgrund der jeweiligen Gegebenheiten unterschiedlich vorgegangen. Im Fol-
genden seien (unter Vorgriff auf die ausfu¨hrlichen Nachweise in Kapitel 2 und Kapitel 3) die
Beweisgedanken kurz skizziert.
Im superkritischen Fall ist der Beweis der oberen Schranke eng verbunden mit der Strategie
aus [HKM06]. Zuna¨chst wird die Wahrscheinlichkeit mittels der Markovungleichung durch die
entsprechenden Momente ersetzt:
P
[‖`t‖pp ≥ r˜t] ≤ r˜−kt E[‖`t‖kpp ]
Anschließend werden die Momente mittels kombinatorischer Methoden weiter umgeformt. Leider
ist dabei die Ganzzahligkeit des Exponenten kp erforderlich, welche nur durch die Einschra¨nkung
p ∈ N erzwungen werden kann. Einer der Hauptbeweggru¨nde fu¨r die Verwendung der kombi-
natorischen Vorgehensweise ist dabei das Umgehen von Argumenten, welche Kompaktheit be-
stimmter Mengen erfordern. Lediglich ein Teil der damit verbundenen Probleme kann dadurch
gelo¨st werden, dass die Irrfahrt in den Torus projiziert wird und auf diese Weise (unter Inkauf-
nahme eines gewissen Fehlers) das gesamte Geschehen auf eine bestimmte t-abha¨ngige Box be-
schra¨nkt werden kann. (Die t-Abha¨ngigkeit ist leider notwendig, da ansonsten zuviele ku¨nstliche,
urspru¨nglich nicht vorhandene Selbstu¨berschneidungen auftreten.) Im weiteren Verlauf des Be-
weises fu¨hrt die Kombinatorik zur Einfu¨hrung gewisser Paarmaße µ. Diese Objekte sind sehr
anschaulich, leider ist aber eine Abscha¨tzung der Anzahl einer bestimmten Sorte von Paarma-
ßen auch verantwortlich fu¨r die zusa¨tzliche Einschra¨nkung an r˜t. Schließlich erha¨lt man eine
wohlbekannte Variationsformel, welche im Wesentlichen dem gewu¨nschten Ergebnis entspricht.
Im subkritischen Fall gestaltet sich die Situation etwas anders. Herzstu¨ck ist die Nutzung einer
Abscha¨tzung fu¨r die gemeinsame Dichte der Lokalzeiten. Diese Strategie ist aus [BHK07] ent-
lehnt und aus der eben erwa¨hnten Abscha¨tzung kann unter Verwendung klassischer Resultate der
Theorie der großen Abweichungen ein LDP fu¨r die Lokalzeiten hergeleitet werden. Die dabei ent-
stehende Variationsformel ha¨ngt jedoch noch vom Parameter t ab und erzwingt weitere Schritte
hinsichtlich deren Asymptotik. Letztendlich ist diese Strategie jedoch erfolgreich und man erha¨lt
die gewu¨nschte (und erwartete) Variationsformel. Die zusa¨tzlichen Einschra¨nkungen kommen
aufgrund technischer Unwegbarkeiten zustande. Die Restriktion an rt hat ihre Gru¨nde in der
Kontrolle der Fehlerterme einer bestimmten Abscha¨tzung. Die zweite Restriktion d(p − 1) < 2
(anstelle von d(p − 1) < 2p) findet ihre Ursache darin, dass ein im L2 Sinne beschra¨nkter Feh-
lerterm im L2p Sinn kontrolliert werden muss.
An dieser Stelle sei nun im Vergleich die Beweismethode mittels des Dynkinschen Isomorphis-
mus erla¨utert. (Ein ausfu¨hrlicher U¨berblick u¨ber andere Beweismethoden ist im U¨bersichtsartikel
[K10] zusammengefasst.) Wa¨hrend die untere Schranke mittels klassischer Sa¨tze aus dem Bereich
der großen Abweichungen keine Probleme bereitet, stellt die obere Schranke das Hauptproblem
dar. Die Verwendung des sogenannten Dynkin’schen Isomorphismus ermo¨glicht dabei nach dem
derzeitigen Stand die weitreichendsten Resultate. Das erste Ergebnis konnte Castell in [Ca10]
fu¨r den kritischen Fall p(d−2) = d beweisen. Ihre Technik wurde spa¨ter von Laurent (vgl. [L10a]
und [L10b]) im sub- und im superkritschen Fall fu¨r eine sehr allgemeine Klasse von Irrfahrten
weiterentwickelt. Zuletzt konnte fu¨r den subkritischen Fall in [CLM12] das vermutlich allge-
meinste Resultat gezeigt werden. Dies geschah parallel zu den Arbeiten an dieser Dissertation,
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jedoch sind die verwendeten Methoden ga¨nzlich unterschiedlich.
Die Grundlage des Verfahrens findet sich in [D88] und stellt eine Verbindung zwischen der Ver-
teilung der Lokalzeiten einer symmetrischen und rekurrenten Irrfahrt, welche zu einem exponen-
tiell verteilten zufa¨lligen Zeitpunkt gestoppt wird und der Verteilung eines Gauß-Prozesses, bei
dem die zugeho¨rige Kovarianz dem Kern des zuvor erwa¨hnten Markov-Prozesses entspricht, her.
Zuna¨chst (vgl. [L10a, Lemma 3.2]) sei die Selbstu¨berscheidungslokalzeit ‖`t‖pp abgescha¨tzt gegen
die Selbstu¨berschneidungslokalzeit ‖`τ‖pp einer auf den Torus BR projizierten, zum Zeitpunkt τ
gestoppten Irrfahrt (τ ist dabei zum Parameter λ exponentalververteilt: τ ∼ Exp(λ)).
P(‖`t‖pp ≥ r˜t) ≤ ear˜
1/p
t P(‖`(R)τ ‖pp ≥ r˜t)
Anschließend sei Z := (Zx)x∈BR definiert als ein zentrierter Gaußprozess mit Kovarianzmatrix
GR,λ. Dabei bezeichne GR,λ die Greensche Funktion der zum Zeitpunkt τ gestoppten, auf den
Torus BR projizierten Irrfahrt. Mit Hilfe des Eisenbaumtheorems (vgl. [L10a, Thm.3.3]) ist nun
eine Abscha¨tzung von P(‖`(R)τ ‖pp ≥ r˜t) gegen die exponentielle Momente von ‖Z‖22p,R bzw. ge-
gen P(‖Z‖2p,R ≥ 2
√
2r˜
1/p
t ε) (fu¨r alle ε > 0) mo¨glich (vgl.[L10a, Lemma 3.4]). Fu¨r Z wiederum
gelingt es, geeignete Schranken fu¨r die exponentiellen Monemte bzw. die großen Abweichungen
zu finden. Dabei ko¨nnen bekannte Konzentrationsungleichungen verwendet werden, welche zei-
gen, dass das Verhalten von ‖Z‖2p−M (M bezeichne dabei den Median) identisch ist, mit dem
Verhalten einer Gaußschen Zufallsvariablen, deren Varianz gleich sup{〈f,GR,τf〉, ‖f‖2p = 1} ist.
Wenn nun R und t geeignet gekoppelt werden (Rd ∼ t) dann kann gezeigt werden, dass dieses
Supremum gegen die entsprechenden Variationsformeln (z. B. χd,p) konvergiert.
Einzelne der eben erwa¨hnten Abscha¨tzungen sind dabei pra¨ziser (scha¨rfer) als die in der vorlie-
genden Arbeit verwendeten Abscha¨tzungen. Ziel der Arbeit ist es jedoch gewesen, einen anderen
Weg zu beschreiten und mit kombinatorischen Mitteln das Problem der oberen Schranke zu
lo¨sen. Leider konnten die Resultate dabei nicht in voller Allgemeinheit bewiesen werden, so dass
abschließend festzuhalten ist, dass die Verwendung des Dynkinschen Isomorphismus nach dem
derzeitigen Stand der Forschung die beste Methode ist um mo¨glichst allgemeine Resultate fu¨r
die großen Abweichungen der Selbstu¨berschneidungslokalzeiten zu erhalten. 3
1.7 Große Abweichungen
In diesem Abschnitt sei eine kurze Einfu¨hrung in die Theorie der großen Abweichungen wie-
dergegeben. Aufgrund der Vielfa¨ltigkeit und Komplexita¨t der Materie sei diese Einfu¨hrung auf
die in dieser Dissertation relevanten Aspekte konzentriert. Fu¨r eine weitergehende Behandlung
dieser Thematik sei auf [DZ98] bzw. [Ch09] verwiesen.
Explizit sei an dieser Stelle erwa¨hnt, dass es sich bei dem vorliegenden Abschnitt um eine
wohlbekannte Herangehensweise handelt (wie sie beispielsweise Bestandteil der zuvor genannten
Quellen ist).
Wer den Begriff
”
große Abweichungen“ zum ersten Mal ho¨rt, stellt sich fu¨r gewo¨hnlich folgende
grundlegenden Fragen:
(1) Was weicht ab?
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(2) Wovon weicht es ab?
(3) Was genau bedeutet
”
groß“ bei diesen Abweichungen?
Ohne die Verwendung von exakten Definitionen und Verweisen lassen sich die Antworten auf
diese Fragen in erster Instanz folgendermaßen formulieren:
(1) Zufallgro¨ßen weichen von ihrem
(2) normalen Verhalten in der Art ab,
(3) dass die Wahrscheinlichkeit dieser Abweichungen gegen Null konvergiert.
Unter geeigneten Annahmen beschreiben die Gesetze der großen Zahlen und der zentrale Grenz-
wertsatz das typische Verhalten von Zufallsgro¨ßen. Unter gewissen Bedingungen gilt fu¨r die
Partialsummenfolge (Sn)n∈N einer Folge von unabha¨ngigen (reellwertigen) und identisch verteil-
ten Zufallgro¨ßen, dass fu¨r alle x ∈ R
P(|Sn − nE(Xi)| >
√
nx)→ 2
[
1− Φ(x/
√
Var(Xi))
]
fu¨r n→∞
P(|Sn − nE(Xi)| > nx)→ 0 fu¨r n→∞
Der
”
typische“ Wert von Sn ist also gleich dem Erwartungswert nE(Xi). Die ”mittelgroßen“ Ab-
weichungen (hier von Ordnung
√
n) werden durch den zentralen Grenzwertsatz beschrieben und
fu¨r
”
große“ Abweichungen (von Ordnung n) kann aus dem Gesetz der großen Zahlen lediglich
gefolgert werden, dass deren Wahrscheinlichkeit gegen Null konvergiert. Derartige Abweichun-
gen sind also sehr selten.
Die Theorie der großen Abweichungen bescha¨ftigt sich nun mit den Wahrscheinlichkeiten dieser
seltenen Ereignisse. Genauergesagt spielt die Asymptotik derartiger Wahrscheinlichkeiten die
herausragende Rolle in diesem Gebiet. Es geht dabei nicht um die Frage nach dem Grenzwert
dieser Wahrscheinlichkeiten (welcher wie eben erwa¨hnt gleich Null ist), sondern um die Fra-
ge nach der Konvergenzgeschwindigkeit. Um ein besseres Versta¨ndnis fu¨r obige Aussagen zu
entwickeln ist folgendes Standardbeispiel (siehe u.a. [DZ98], [Kl06]) von großer Hilfe.
Beispiel 1.7.1 (Normalverteilung).
Es sei (Xn)n eine Folge unabha¨ngiger, standardnormalverteilter (d.h. Xi ∼ N (0, 1)) Zufalls-
gro¨ßen. Daru¨ber hinaus bezeichne Sn die n-te Partialsumme dieser Folge:
Sn :=
n∑
i=1
Xi
Aus den Eigenschaften der Normalverteilung folgt an dieser Stelle sofort, dass Sn eine zu den
Parametern (0, n) normalverteilte Zufallgro¨ße ist. Aus dem Gesetz der großen Zahlen kann fu¨r
Abweichungen der Gro¨ßenordnung n gefolgert werden, dass fu¨r jedes ε > 0 gilt:
P(|Sn| > nε)→ 0 fu¨r n→∞.
Das Ereignis {|Sn| > nε} ist dabei in obigem Sinne ein seltenes Ereignis, bzw. Abweichungen der
Ordnung n werden als
”
große“ Abweichungen bezeichnet. Wie bereits erwa¨hnt liegt die zentrale
Frage nun nicht mehr im Bestimmen des Grenzwertes, sondern liegt darin, die Konvergenzge-
schwindigkeit zu ermitteln. Mit anderen Worten, es interessiert an dieser Stelle, wie schnell die
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Wahrscheinlichkeit des Ereignisses {|Sn| > nε} gegen Null strebt. Im Fall einer normalverteilten
Zufallgro¨ße ist dies recht einfach zu beantworten. Da Sn ∼ N (0, n), folgt sofort:
P(|Sn| > nε) = 1− 1√
2npi
∫ nε
−nε
e−
x2
2ndx
=
2√
2npi
∫ ∞
nε
e−
x2
2ndx
=
2√
2pi
∫ ∞
ε
√
n
e−
x2
2 dx
Dieses Integral besitzt bekanntermaßen keine explizit darstellbare Stammfunktion. Jedoch sind
beispielsweise Abscha¨tzungen des Gaußschen Fehlerintegrales bekannt, die fu¨r die hier no¨tigen
Zwecke vollkommen ausreichend sind. Wegen
∫∞
a e
−x2/2dx = [1 + o(a−1)] 1ae
−a2/2 fu¨r a → ∞
(siehe [Kl06, Lemma 22.2]) folgt sofort:
P(|Sn| > nε) =
√
2
ε
√
pin
[
1 + o(ε−1n−1/2)
]
e−
ε2n
2
lim
n→∞
1
n
logP(|Sn| > nε) = −ε
2
2
Dies bedeutet also, dass die Wahrscheinlichkeit des Ereignisses {|Sn| > nε} exponentiell ge-
gen Null abfa¨llt. Anders ko¨nnte man ebenso formulieren, dass die Zufallsvariable Sn nur mit
kleiner Wahrscheinlichkeit (von Gro¨ßenordnung e−nε2/2) um mindestens nε von Null (ihrem Er-
wartungswert) abweicht. Wir bezeichnen dabei die Funktion I : ε → ε2/2 als die zugeho¨rige
Ratenfunktion. 3
Bei erster Betrachtung dieser Zusammenha¨nge ko¨nnte man vermuten, dass sich obiges Beispiel
auf beliebige Zufallgro¨ßen Xi verallgemeinern la¨sst. Diese Vermutung erweist sich jedoch als
Trugschluss. Unter geeigneten Bedingungen an Xi ist es zwar korrekt, dass der Abfall der Wahr-
scheinlichkeit exponentiell erfolgt, jedoch ha¨ngt die exakte Rate des Abfalls (also die Raten-
funktion) von der jeweiligen Verteilung von Xi ab. Anhand der folgenden Bemerkung sei dieser
allgemeine Zusammenhang verdeutlicht. Diese Bemerkung (welche [K06] entnommen wurde)
leitet die obere Schranke fu¨r die großen Abweichungen obigen Typs her.
Bemerkung 1.7.2 (Obere Schranke).
Bezeichne (Xi)i eine Folge von unabha¨ngigen und identisch verteilten Zufallsgro¨ßen, deren mo-
mentenerzeugende Funktion ϕ(t) := E[etXi ] fu¨r alle t ∈ R endlich ist. Mit Hilfe der Markovschen
Ungleichung erhalten wir fu¨r t > 0 und x > 0:
P(Sn > nx) = P
(
etSn > etnx
) ≤ e−tnxE [etSn] = e−tnxϕ(t)n = e−n[tx−logϕ(t)]
Diese Abscha¨tzung kann nun umgestellt werden. Zudem ist es gestattet, das Infimum u¨ber alle
t > 0 zu bilden, da die linke Seite der Ungleichung nicht von t abha¨ngt (durch das negative
Vorzeichen wird aus dem Infimum ein Supremum). Damit erha¨lt man fu¨r alle x > 0:
lim sup
n→∞
1
n
logP(Sn > nx) ≤ − sup
t>0
[tx− logϕ(t)]
Es kann gezeigt werden, dass zum einen das Supremum auch u¨ber t ∈ R erstreckt werden
kann (siehe [K06, Lemma 1.4.1]) und dass diese obere Schranke auf der exponentiellen Skala
tatsa¨chlich auch eine untere Abscha¨tzung ist (vgl [K06, Satz 1.4.3]). Dies ist Inhalt des nachfol-
genden Satzes. 3
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Theorem 1.7.3 (Satz von Crame´r).
Es sei (Xi)i eine Folge von unabha¨ngigen, identisch verteilten und reellwertigen Zufallsgro¨ßen,
deren momentenerzeugende Funktion ϕ(t) := E[etX1 ] endlich ist. Es sei weiterhin
I(x) := sup
t∈R
(tx− logϕ(t))
die sogenannte Legendre-Transformierte von logϕ. Dann gilt fu¨r jedes x > E[X1]:
lim
n→∞
1
n
logP(Sn ≥ nx) = −I(x)
Es sei an dieser Stelle vermerkt, dass mehrere Versionen des Satzes von Crame´r existieren. Fu¨r
den Beweis (genauergesagt fu¨r den fehlenden Beweisteil hinsichtlich der unteren Schranke) sei
an dieser Stelle auf die Literatur ([Kl06, Satz 23.3.] oder [K06, Satz 1.4.3]) verwiesen.
Bislang haben wir lediglich Ereignisse der Form {Sn > nx} betrachtet. Der na¨chste Schritt be-
steht nun in der Verallgemeinerung und wir werden den formellen Rahmen pra¨sentieren, in dem
sich die Theorie der großen Abweichungen entwickelt. Um diesen Weg zu beschreiten betrachte
man folgende Interpretation des obigen Ereignisses. Genauergesagt handelt es sich um eine Folge
von Ereignissen:
P(Sn > nx) = P( 1nSn > x) = P(
1
nSn ∈ (x,∞)) = P{ 1
nSn
} ((x,∞))
Man erkennt klar, dass die bisherigen Schritte a¨quivalent als Aussage fu¨r eine Familie von Wahr-
scheinlichkeitsmaßen P{ 1
nSn
} formuliert werden ko¨nnen. Die notwendige Verallgemeinerung der
Ratenfunktion I liefert die folgende Definition:
Definition 1.7.4 (Ratenfunktion).
Eine Funktion I : R→ R+0 heißt Ratenfunktion, wenn sie halbstetig von unten ist, d.h. wenn fu¨r
alle a ∈ R¯ die Menge I−1 ([−∞, a]) abgeschlossen ist.
Damit stehen alle notwendigen Mittel bereit, um zu erkla¨ren, was unter einem Prinzip großer
Abweichungen zu verstehen ist.
Definition 1.7.5. Prinzip großer Abweichungen (Large Deviation Principle - LDP)
Sei I eine Ratenfunktion. Eine Familie von Wahrscheinlichkeitsmaßen (µε)ε>0 erfu¨llt ein Prinzip
großer Abweichungen (LDP) mit Ratenfunktion I, wenn gilt:
1. lim infε→0 ε logµε(O) ≥ − inf I(O) fu¨r jede offene Menge O ⊂ R
2. lim supε→0 ε logµε(A) ≤ − inf I(A) fu¨r jede abgeschlossene Menge A ⊂ R
Diese allgemeine Definition sei in der folgenden Bemerkung auf das bisherige Vorgehen angewen-
det und es wird gezeigt, dass die Folge P{ 1
nSn
} := P◦ ( 1nSn)−1 ein Prinzip großer Abweichungen
mit der bekannten Ratenfunktion I erfu¨llt. Genauergesagt wird gezeigt, dass die Gu¨ltigkeit des
LDP aus dem Satz von Crame´r folgt.
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Beispiel 1.7.6 (LDP fu¨r Beispiel 1.7.1).
Die Familie von Wahrscheinlichkeitsmaßen (µε)ε>0 ist im vorliegenden Fall lediglich eine abza¨hlbare
Folge von Wahrscheinlichkeitmaßen. Es sei ε = 1n und man erha¨lt die Folge
(µ1/n)n =
(
P{ 1
nSn
})
n
Die Ratenfunktion I ist bereits aus Beispiel 1.7.1 bekannt:
I(x) := x
2
2 ,
Der Satz von Crame´r besagt nun, dass fu¨r alle x > 0 gilt:
lim
n→∞
1
n logµ1/n([x,∞)) = −I(x) = −x
2
2
Aus Symmetriegru¨nden gilt dies natu¨rlich auch fu¨r x < 0 und die Menge (−∞, x]. Fu¨r die
offenen Intervalle (x,∞) bzw. (−∞, x) gilt dies in a¨hnlicher Weise, denn fu¨r x > 0 ergibt sich:
−I(x) = lim
n→∞
1
n logµ1/n([x,∞))
≥ lim
n→∞
1
n logµ1/n((x,∞))
≥ sup
ε>0
lim
n→∞
1
n logµ1/n([x+ ε,∞))
= − inf
ε>0
I(x+ ε)
= −I(x)
Analog zeigt man dies fu¨r x < 0 und Intervalle (−∞, x). Damit sind die Anforderungen aus
Definition 1.7.5 zumindest fu¨r die unbeschra¨nkten Intervalle obiger Bauart nachgewiesen. Mit
Hilfe von Standardargumenten (es sei an dieser Stelle auf [Kl06, Beispiel 23.10] verwiesen) erfolgt
der Beweis fu¨r beliebige offene bzw. abgeschlossene Mengen. Erwa¨hnt werden soll an dieser Stelle
jedoch noch die sogenannte Skala. Die Wahl von ε = 1/n fu¨hrt dazu, dass abschließend formuliert
werden kann:
Die Folge
(
P{ 1
nSn
})
n
genu¨gt einem Prinzip großer Abweichungen mit Ratenfunktion I und Skala
n. 3
Im Folgenden sei nun ein weiteres Theorem angefu¨hrt. Bemerkenswert am sogenannten Satz
von Ga¨rtner-Ellis (siehe beispielsweise [Ch09, Thm. 1.1.4]) ist vor allem, dass die Vorausset-
zung der unabha¨ngigen und identischen Verteilung aus dem Satz von Crame´r (Theorem 1.7.3)
fallengelassen werden kann. In diesem Sinne stellt das nachfolgende Theorem eine deutliche
Verallgemeinerung dar. Zuvor wird jedoch noch eine Definition (vgl [DZ98]) beno¨tigt.
Definition 1.7.7. (Exponentielle Straffheit, Gaˆteaux-differenzierbar)
• Eine Familie von Verteilungen (µε)ε>0 heißt exponentiell straff, falls es fu¨r alle l > 0 eine
kompakte Teilmenge Kl gibt, so dass gilt:
lim sup
ε→0
ε logµε(Ω \Kl) < −l.
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• Eine Funktion f : X → R heißt Gaˆteaux differenzierbar, falls fu¨r alle a, b ∈ X die Funktion
g(t) := f(a+ tb) bei t = 0 differenzierbar ist.
Nun kann der zuvor erwa¨hnte Satz formuliert werden.
Theorem 1.7.8 (Satz von Ga¨rtner-Ellis).
Es sei (Xi)i∈N eine beliebige Folge von Zufallsvariablen und (bn)n eine Folge positiver reeller
Zahlen mit bn →∞. Falls fu¨r jedes θ > 0 die logarithmische momentenerzeugende Funktion
Λ(θ) := lim
n→∞
1
bn
logE
[
eθbnXn
]
im eigentlichen oder uneigentlichen Sinne existiert und daru¨ber hinaus der Nullpunkt im Inneren
der Menge {θ ∈ R,Λ(θ) <∞} liegt, so gilt fu¨r jede abgeschlossene Menge F ⊂ R:
lim sup
n→∞
1
bn
logP{Xn ∈ F} ≤ − inf
λ∈F
sup
θ∈R
{θλ− Λ(θ)}.
Falls die Funktion Λ daru¨ber hinaus noch Gaˆteaux-differenzierbar und unterhalbstetig ist und
die Verteilungen der (Xn)n∈N exponentiell straff sind so gilt u¨berdies fu¨r alle offenen Mengen
G ⊂ R, dass
lim inf
n→∞
1
bn
logP{Xn ∈ G} ≥ − inf
λ∈G
sup
θ∈R
{θλ− Λ(θ)}.
Mit anderen Worten, (Xn)n∈N erfu¨llt in diesem Fall ein Prinzip großer Abweichungen auf der
Skala bn mit der Ratenfunktion Λ
∗(λ) = supθ∈R{θλ− Λ(θ)}.
Mit Hilfe der Kenntnis u¨ber die exponentiellen Momente (d.h. von Λ) ist es also mo¨glich, ein
Prinzip großer Abweichungen zu erhalten. Diese Strategie wird in Kapitel 2 angewendet. Der
Haupteil dieses Kapitels besteht darin, die Asymptotik der exponentiellen Momente exakt her-
zuleiten.
Eine natu¨rliche Frage ist nun die nach einer Umkehrung, d.h. kann aus der Existenz eines Prinzips
großer Abweichungen etwas u¨ber die exponentiellen Momente gesagt werden? Die Antwort liefert
das bekannte Lemma von Varadhan (vgl.[DZ98, Thm. 4.3.1]), welches an dieser Stelle aufgefu¨hrt
sei.
Theorem 1.7.9 (Varadhans Lemma).
Es sei (Zε)ε>0 eine Familie von X -wertigen Zufallsvariablen. Die zugeho¨rigen Wahrscheinlich-
keitsmaße seien mit (µε)ε>0 bezeichnet und mo¨gen einem Prinzip großer Abweichungen genu¨gen,
dessen Ratenfunktion I nur kompakte Niveaumengen besitzt (man bezeichnet dies auch als eine
gute Ratenfunktion). Desweiteren sei φ : X → R eine beliebige stetige Funktion und es sei eine
der beiden folgenden Bedingungen erfu¨llt:
• limM→∞ lim supε→0 ε log
[
eφ(Zε)/ε1lφ(Zε≥M)
]
= −∞
• ∃γ > 1 : lim supε→0 ε logE
[
eγφ(Zε)/ε
]
<∞
Dann gilt, dass
lim
ε→0
ε logE
[
eφ(Zε)/ε
]
= sup
x∈X
{φ(x)− I(x)}
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Dieses Theorem liefert erste Anhaltspunkte u¨ber die Gestalt der zu erwartenden Konstanten.
Beispielhaft sei dies in folgender Bemerkung demnonstriert.
Bemerkung 1.7.10 (Heuristische Herleitung der Konstanten).
Ziel dieser Bemerkung ist es, den letzten Satz fu¨r eine weitere (kleine) Heuristik zu nutzen.
Dafu¨r sei angenommen, dass `t/t ein Prinzip großer Abweichungen erfu¨lle. Es sei angemerkt,
dass `t/t ein Wahrscheinlichkeitsmaß ist und in obigem Satz sei ε := 1/t gewa¨hlt. Desweiteren
sei fu¨r alle θ > 0 die Funktion φ (wie in obigem Lemma verwendet) auf dem Raum aller
Wahrscheinlichkeitsmaße des Zd definiert durch:
φ :M1(Zd)→ R+
µ 7→ θ‖µ‖p
Varadhans Lemma liefert uns nun folgendes Ergebnis:
lim
t→∞
1
t
logE
[
eθ‖`t/t‖pt
]
= sup
µ∈M1(Zd)
{θ‖µ‖p − I(µ)}
Unter der Beru¨cksichtigung, dass die Ratenfunktion I dem Donsker-Varadhan Funktional ent-
spricht, erha¨lt man exakt Gleichung (2.2.1) aus Theorem 2.2.1. 3
An dieser Stelle soll die kurze Einfu¨hrung in das Gebiet der großen Abweichungen beendet sein.
Es sei nochmals darauf hingewiesen, dass diese Thematik sehr reichhaltig ist und der Abschnitt
speziell auf die Anforderungen dieser Dissertation zugeschnitten ist. Fu¨r weitere Informationen
sei beispielweise auf [Kl06] oder [Ch09] verwiesen.
Kapitel 2
Der subkritische Fall
Die Ergebnisse des vorliegenden Kapitels wurden vorab in [BK11] vero¨ffentlich.
2.1 Einfu¨hrung
In diesem Kapitel wird eine relativ neue Methode zur Untersuchung der Selbstu¨berschneidungen
von Lokalzeiten verwendet, welche es insbesondere ermo¨glicht eine obere Schranke in Form einer
bestimmten Variationsformel anzugeben. Diese Variationsformel beschreibt das optimale Verhal-
ten fu¨r die Irrfahrt unter der Zielsetzung, mo¨glichst viele Selbstu¨berschneidungen zu produzieren
und die probabilistischen Kosten dafu¨r so gering wie mo¨glich zu halten. Im subkritischen Fall
bedeutet dies, dass die Irrfahrt sich nur innerhalb einer bestimmten Box mit zeitabha¨ngigem
Radius bewegt und dabei (gleichfo¨rmig) die Selbstu¨berschneidungen produziert.
Die oben erwa¨hnte Methode ist eng verwandt mit der allgemein bekannten Theorie zu großen Ab-
weichungen, welche auf Donsker und Varadhan zuru¨ckgeht. Das gro¨ßte Hindernis, die bekannte
Vorgehensweise im Beweis der oberen Schranke anzuwenden liegt darin, dass bestimmte Objek-
te nicht notwendigerweise stetig sind. So einfach dies klingen mag, umso schwerer ist es, dieses
Problem zu u¨berwinden. In der vorliegenden Dissertation sei dazu ein Resultat aus [BHK07]
genutzt, in welchem eine explizite obere Schranke fu¨r die gemeinsame Dichte der Lokalzeiten
der Irrfahrt bewiesen wird. Anschließend liegt der gro¨ßte Teil der Schwierigkeiten darin, das
assymptotische Verhalten der so entstandenen Formel zu spezifizieren. Dies ist die wesentliche
Neuerung in [BK11] und diesem Kapitel.
2.2 Die Theoreme
In diesem Kapitel wird das Verhalten der Irrfahrt in dem Fall untersucht, in dem mo¨glichst
viele Selbstu¨berschneidungen produziert werden. Die Untersuchungen seien dabei zuna¨chst auf
den sogenannten subkritischen Fall beschra¨nkt, in welchem fu¨r die Dimension d und den Pa-
rameter p die Ungleichung d(p − 1) < 2p erfu¨llt ist (der superkritische Fall wird in Kapitel 3
behandelt). Bevor jedoch das eigentliche Resultat exakt wiedergeben wird, sei zuna¨chst (infor-
mell) das optimale Verhalten der Irrfahrt beschrieben (optimal im Sinne der probabilistischen
Kosten), welches zu dieser Menge an Selbstu¨berschneidungen fu¨hrt. Die Irrfahrt folgt dabei
der folgenden Strategie: sie bewegt sich innerhalb der Box mit dem Radius αt 
√
t wobei
die Gro¨ßenordnung der Lokalzeiten in jedem Punkt dieser Box von der Ordnung t/αdt ist (d.h.
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die Irrfahrt besucht gleichma¨ßig alle Punkte innerhalb der Box). Daru¨ber hinaus na¨hert sich
das Aussehen der reskalierten Irrfahrt einer bestimmten deterministischen Gestalt an, welche in
Form einer charakteristischen Variationsformel angegeben werden kann.
Das Ergebnis dieses Kapitels ist kein Beweis fu¨r dieses Bild (des Graphen) der Irrfahrt, sondern
es wird die exakte logarithmische Asymptotik (fu¨r t → ∞) der exponentiellen Momente von
θt‖`t‖p bewiesen. Dabei ist es mo¨glich, einen großen Spielraum fu¨r die Wahl von θt ∈ (0,∞)
zuzulassen. (Es sei an dieser Stelle bemerkt, dass es jedoch zwingend ist, dass θt von oben
beschra¨nkt ist.) Als Konsequenz des Verhaltens der exponentiellen Momente erha¨lt man ebenso
die genaue Asymptotik fu¨r die Wahrscheinlichkeit des Ereignisses {‖`t‖p > trt}, wobei eine große
Klasse von Skalen(-funktionen) rt ∈ [0, 1] zugelassen wird, welche die Bedingung ad,p(t)  trt
erfu¨llen.
Damit das Theorem formuliert werden kann, wird noch die Einfu¨hrung der folgenden Notation
beno¨tigt:
Fu¨r den bekannten Lebesgue Raum Lq(Rd) bezeichne ||| · |||q (fu¨r q ≥ 1) die herko¨mmliche Norm.
Weil das Zusammenspiel zwischen Funktionen von Zd und von Rd von herausragender Bedeutung
ist, wird ausnahmsweise (und nur in diesem Kapitel!) der Unterschied der beiden zugeho¨rigen
Normen auch formal in der Notation kenntlich gemacht.
Daru¨ber hinaus bezeichne H1(Rd) den bekannten Sobolev Raum und mitM1(X) sei die Menge
aller Wahrscheinlichkeitsmaße des metrischen Raumes X bezeichnet (bezogen auf die normale
Borelsche σ-Algebra.).
Mit diesen Vorbereitungen kann nun das Hauptresultat dieses Kapitels formuliert werden.
Theorem 2.2.1 (Exponentielle Momente).
Es seien d ∈ N und p > 1.
(i) Fu¨r alle θ > 0 gilt,
lim
t→∞
1
t
logE
(
eθ‖`t‖p
)
= ρ(d)d,p(θ), (2.2.1)
wobei
ρ(d)d,p(θ) = sup
{
θ‖µ‖p − J(µ) : µ ∈M1(Zd)
}
∈ (0, θ], (2.2.2)
und J(µ) = 12
∑
x∼y
(√
µ(x) −√µ(y))2 das bekannte Donsker-Varadhan Funktional be-
zeichnet.
(ii) Zu den bisherigen Voraussetzungen sei zusa¨tzlich angenommen, dass d(p − 1) < 2p gilt.
Es sei λ := 2p+d−dp2p ∈ (0, 1) definiert und bezeichne (θt)t>0 eine Funktion in (0,∞) welche
die Bedingung (
log t
t
) 2λ
d+2
 θt  1. (2.2.3)
erfu¨lle. Daru¨ber hinaus sei
ρ(c)p,d(θ) := sup
{
θ|||g2|||p − 1
2
|||∇g|||22 : g ∈ H1(Rd), |||g|||2 = 1
}
, θ > 0. (2.2.4)
definiert. Dann gilt, dass ρ(c)p,d(θ) ∈ (0,∞), und
(a)
1
t
logE
(
eθt‖`t‖p
)
≥ θ1/λt
(
ρ(c)d,p(1) + o(1)
)
, t→∞. (2.2.5)
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(b) Wenn anstelle der Bedingung d(p−1) < 2p sogar die sta¨rkere Voraussetzung d(p−1) <
2 erfu¨llt ist, dann gilt,
1
t
logE
(
eθt‖`t‖p
)
≤ θ1/λt
(
ρ(c)d,p(1) + o(1)
)
, t→∞. (2.2.6)
Es sei an dieser Stelle bemerkt, dass in der vorliegenden Arbeit die logarithmische Asymptotik
der exponentiellen Momente mit festen Parameter θ in beliebigen Dimensionen, fu¨r θ → 0 jedoch
nur in subkritischen Dimensionen (d < 2pp−1) bewiesen werden kann.
Wenige Monate nach der Publizierung einer ersten Version dieses Resultates gelang es C. Lau-
rent [L10b] eine Erweiterung des Theoremes 2.2.1(ii) zu beweisen. Insbesondere ermo¨glichte die
von ihm genutze Beweistechnik die Voraussetzung d(p − 1) < 2 durch die bestmo¨gliche (d.h.
schwa¨chste) Annahme d(p − 1) < 2p zu ersetzen. Daru¨ber hinaus konnte er das Resultat fu¨r
alle Skalenfunktionen t
1
p
−1  rt  1 und eine große Klasse von sogenannten stabilen Irrfahrten
nachweisen. Desweiteren wurde vor Kurzem eine weitere Verallgemeinerung fu¨r beliebige α sta-
bile Irrfahrten vero¨ffentlicht (vgl. [CLM12]). Dieser Artikel stellt (gro¨ßtenteils unter Verwendung
zuvor benutzter Techniken) das weitreichendste Resultat dar (insbesondere auch ohne die in der
vorliegenden Arbeit vorzunehmenden Einschra¨nkungen.).
Bevor eine Reihe weiterer Bemerkungen folgen wird (siehe Abschnitt 2.3) sei zuna¨chst das Prin-
zip großer Abweichungen fu¨r die Selbstu¨berschneidungenslokalzeiten ‖`t‖p explizit und in klas-
sischer Form formuliert. Der Nachweis, dass dieses tatsa¨chlich eine direkte Folgerung aus Theo-
rem 2.2.1(ii) ist, wird (im Geiste des bekannten Ga¨rtner-Ellis-Theorems, siehe [DZ98, Sect. 4.5])
in Abschnitt 2.4.1 vollzogen.
Theorem 2.2.2 (Große Abweichungen).
Es seien d ∈ N und p > 1 mit d(p − 1) < 2. Bezeichne (rt)t>0 eine beliebige Skalenfunktion,
welche der Bedingung (
log t
t
) d(p−1)
p(d+2)
 rt  1 fu¨r t→∞. (2.2.7)
genu¨ge. Unter diesen Voraussetzungen gilt im Grenzwert t→∞, dass
1
t
logP
(∥∥`t/t∥∥p ≥ rt) ∼ −χd,pr 2pd(p−1)t . (2.2.8)
Dabei ist
χd,p := inf
{1
2
|||∇g|||22 : g ∈ L2p(Rd) ∩ L2(Rd) ∩H1(Rd) : |||g|||2 = 1 = |||g|||2p
}
. (2.2.9)
Es ist klar, dass sich sowohl χd,p als auch rt direkt durch ρ
(c)
p,d(θ) bzw. θt darstellen lassen. Es sei
diesbezu¨glich auf Bemerkung 2.3.2 bzw. Abschnitt 2.4.1 verwiesen.
Neben zahlreichen Bemerkungen wird den Beweisen eine heuristische Herleitung von Theo-
rem 2.2.1 vorangestellt (siehe Abschnitt 2.4).
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2.3 Anmerkungen zu den Theoremen
Im vorliegenden Abschnitt werden diverse Anmerkungen zu den beiden Theoremen festgehal-
ten. Dabei wird insbesondere der Zusammenhang zwischen den verwendeten Gro¨ßen beleuch-
tet und die Restriktionen der Theoreme genauer erkla¨rt. Im Anschluß daran sei zum besseren
Versta¨ndnis von Theorem 2.2.1 eine heuristische Herleitung desselben notiert. Dabei wird ins-
besondere deutlich werden, warum beim Beweis der oberen Schranke klassische Resultate nicht
anwendbar sind.
2.3.1 Die Variationsformeln
Bemerkung 2.3.1 (Beziehung zwischen ρ(c)d,p und ρ
(d)
d,p(θ)).
Es sei an dieser Stelle festgehalten, dass das Donsker-Varadhan Funktional der Dirichletform
der Irrfahrt von
√
µ entspricht, d.h.
J(µ) =
1
2
‖∇(d)√µ‖22, µ ∈M1(Zd),
dabei bezeichne ∇(d) die diskrete Version des Gradienten. Damit kann man leicht erkennen,
dass ρ(c)p,d(θ) die stetige Version von ρ
(d)
d,p(θ) ist. Ein entscheidender Schritt im Beweis von Theo-
rem 2.2.1(ii) wird der Nachweis sein, dass die Asymptotik der diskreten Formel fu¨r θ → 0 auf
die stetige Version dieser Formel fu¨hrt. Mit anderen Worten, es gilt zu zeigen, dass
ρ(d)d,p(θ) ∼ θ1/λρ(c)d,p(1), θ ↓ 0. (2.3.1)
(Tatsa¨chlich wird nur eine Version dieser Aussage auf großen Boxen bewiesen, siehe dazu Lem-
ma 2.5.1.) Mit Kenntnis dieses Zusammenhanges kann jedoch (zumindest heuristisch) der U¨bergang
zwischen den beiden Fa¨llen in Theorem 2.2.1 erkla¨rt werden. Wenn in (i) θ ersetzt wird durch
θt → 0, dann erha¨lt man formal
1
t
logE
(
eθt‖`t‖p
)
∼ ρ(d)p,d(θt) ∼ θ1/λt ρ(c)d,p(1). (2.3.2)
Aus diesem Grunde zeigt uns Gleichung (2.3.1), dass die beiden Fa¨lle (i) und (ii) von Theo-
rem 2.2.1 konsistent sind. 3
Bemerkung 2.3.2 (U¨ber die Konstante ρ(c)d,p(θ)).
Es wird in dieser Bemerkung gezeigt, dass
ρ(c)p,d(θ) = θ
1/λλ
(
2p
d(p− 1)χd,p
)λ−1
λ
, θ ∈ (0,∞), (2.3.3)
wobei an dieser Stelle an die Definition von χd,p in (2.2.9) (siehe Theorem 2.2.2) erinnert sei:
χd,p = inf
{1
2
|||∇g|||22 : g ∈ L2p(Rd) ∩ L2(Rd) ∩H1(Rd). : |||g|||2 = 1 = |||g|||2p
}
. (2.3.4)
In [GKS07, Lemma 2.1] konnte gezeigt werden, dass χd,p genau dann positiv ist, wenn d(p−1) ≤
2p gilt, d.h. insbesondere im subkritischen Fall. Daru¨ber hinaus impliziert dies insbesondere, dass
fu¨r alle θ > 0 die Konstante ρ(c)p,d(θ) endlich und positiv ist. Aus dem letzten Faktum wiederum
kann man mit Hilfe von (2.3.1) ebenso schließen, dass fu¨r hinreichend kleine θ ∈ (0,∞) die
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Konstante ρ(d)p,d(θ) auch endlich und positiv sein muss. Daraus folgt jedoch (wegen der Monotonie)
dass diese Konstante fu¨r alle θ ∈ (0,∞) positiv sein muss. Die Endlichkeit folgt aus der Tatsache,
dass J(µ) ≥ 0 und ‖µ‖p ≤ 1 fu¨r alle µ ∈ M1(Zd). (Aus gleichem Grunde kann sie nicht gro¨ßer
sein als θ.)
Kommen wir nun zum Beweis von (2.3.3). In der Definition (2.2.4) von ρ(c)p,d(θ) ersetze man dazu
g (fu¨r beliebige β ∈ (0,∞)) durch βd/2g(β ·). Zweifelsohne ist βd/2g(β ·) ebenso L2-normiert und
man erha¨lt fu¨r jedes β > 0,
ρ(c)p,d(θ) = sup
g∈H1(Rd) : |||g|||2=1
{
θβ
d(p−1)
p |||g2|||p − 1
2
β2|||∇g|||22
}
.
An dieser Stelle besteht noch die Freiheit, β zu wa¨hlen. Das Optimum β∗ la¨sst sich durch eine
einfache Rechnung bestimmen:
0 =
d
dβ
[
θβ
d(p−1)
p |||g2|||p − 1
2
β2|||∇g|||22
]
= θ
d(p− 1)
p
(β∗)
d(p−1)−p
p |||g2|||p − (β∗)|||∇g|||22
⇒ (β∗)|||∇g|||22 = θ
d(p− 1)
p
(β∗)
d(p−1)−p
p |||g2|||p
⇒ (β∗) 2p−dp+dp = θd(p− 1)
p
|||g2|||p
|||∇g|||22
Es ist λ = 2p+d−dp2p und man erha¨lt daher fu¨r das Optimum
β∗ =
(
θ
d(p− 1)
p
|||g2|||p
|||∇g|||22
)1/(2λ)
,
Eingesetzt in ρ(c)p,d(θ) ergibt sich damit
ρ(c)p,d(θ) = θ
1/λλ sup
g∈H1(Rd) : |||g|||2=1
(
2p
d(p− 1)
[
1
2 |||∇g|||22
|||g|||2/(1−λ)2p
])λ−1
λ
.
Man beachte, dass der Term in den eckigen Klammern invariant gegenu¨ber der Transformation
g 7→ βd/2g(β ·) ist. Diese Transformation erha¨lt daru¨ber hinaus die L2-Norm. Aus diesem Grunde
kann die Bedingung |||g|||2p = 1 jederzeit hinzugefu¨gt werden (da durch vorhergehende Transfor-
mation die L2p-Norm adjustiert werden kann). Mit Verweis auf Gleichung (2.2.9) erkennt man,
dass der Beweis von (2.3.3) damit beendet ist. 3
Bemerkung 2.3.3 (Beziehung zur Gagliardo-Nirenberg Konstante).
In den Dimensionen d ≥ 2 kann die Konstante χd,p aus Gleichung (2.2.9) durch die sogenannte
Gagliardo-Nirenberg Konstante, Kd,p, dargestellt werden. Dazu sei d ≥ 2 und p < dd−2 . In
der sogenannten Gagliardo-Nirenberg Ungleichung ist Kd,p dann definiert als die kleinste aller
Konstanten C > 0 mit
|||ψ|||2p ≤ C|||∇ψ|||
d(p−1)
2p
2 |||ψ|||
1− d(p−1)
2p
2 , mit ψ ∈ H1(Rd). (2.3.5)
Diese Ungleichung zog das Interesse von Physikern und Mathematikern auf sich, da sie enge
Verbindungen zur Nash Ungleichung und zur logarithmischen Sobolov Ungleichungen aufweist.
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Daru¨ber hinaus spielt sie in den Arbeiten von Chen [Ch04] zu U¨berschneidungen von Irrfahrten
und zu Selbstu¨berschneidungen von Brownschen Bewegungen eine wichtige Rolle. Der interes-
sierte Leser sei fu¨r weitere Details an dieser Stelle auf [Ch04, Abschnitt 2] verwiesen.
Mit dieser Definition von Kd,p folgt mittels Gleichung (2.3.5) sofort, dass
Kd,p = sup
ψ∈H1(Rd)
ψ 6=0
|||ψ|||2p
|||∇ψ|||
d(p−1)
2p
2 |||ψ|||
1− d(p−1)
2p
2
=
(
inf
ψ∈H1(Rd)
|||ψ|||2=1
|||ψ|||−
4q
d
2p |||∇ψ|||22
)− d
4q
. (2.3.6)
Auch an dieser Stelle erkennt man, dass fu¨r alle β > 0 der Term, auf den sich das Infimum
bezieht unter der Transformation, die ψ durch ψβ(·) = β d2ψ(·β) ersetzt, invariant ist. Analog
der obigen Vorgehensweise in Bemerkung 2.3.2 kann daher die Bedingung |||ψ|||2p = 1 hinzugefu¨gt
werden und man erha¨lt
Kd,p = χ
− d
4q
d,p .
Insbesondere haben also die Variationsformeln fu¨r Kd,p (siehe (2.3.6)) und fu¨r χd,p (siehe (2.2.9))
diesselben Maximierer bzw. Minimierer. Es ist bekannt, dass (2.3.6) einen Maximierer besitzt,
welcher eine glatte, positive und rotationssymetrische Funktion ist (siehe [We83]). Fu¨r Aussagen
zur Eindeutigkeit sei auf [MS81] verwiesen. 3
2.3.2 Weitere Bemerkungen zu den Theoremen
Bemerkung 2.3.4 (Der kritische Fall).
Natu¨rlicherweise stellt man sich die Frage, welche Form (2.2.8) im kritischen Fall p = dd−2 an-
nimmt. Es sei an Bemerkung 2.3.2 erinnert und man erkennt, dass die rechte Seite der Gleichung
in diesem Fall gleich −χd,d/(d−2)rt ist. Gema¨ß [GKS07, Lemma 2.1] ist dies ein relativ kompli-
zierter und nichttrivialer Ausdruck.
In Dimension 3 und ho¨her ist bekannt (siehe [Ca10, Theorem 2]), dass Gleichung (2.2.8) weiter-
hin, fu¨r alle t
1
p
−1  rt  1 gilt, wobei jedoch χd,d/(d−2) durch sup{‖∇(d)f‖22 : f ∈ `2p(Zd), ‖f‖2p =
1} ersetzt werden muss. Letzteres ist wiederum eine diskrete Version von χd,d/(d−2).
Dieses zeigt interessantweise, dass in der kritischen Dimension d = 2pp−1 ein vo¨llig anderes Verhal-
ten vorherrscht, welches sich nicht als
”
Grenzverhalten“ der hier betrachteten Fa¨lle interpretieren
la¨sst. 3
Bemerkung 2.3.5 (Einschra¨nkungen von rt).
Die Einschra¨nkungen in Gleichung (2.2.7) des Theorems 2.2.1(ii) haben rein technische Gru¨nde.
Die Restriktionen sind notwendig, damit die Fehlerterme in [BHK07, Theorem 2.1, Prop. 3.6] hin-
reichend klein bleiben, was wiederum ein zentraler Bestandteil des Beweises der oberen Schranke
ist (siehe Gleichung (2.5.3)). Der Beweis der unteren Schranke von (2.2.5) beno¨tigt diese Ein-
schra¨nkung nicht und gilt daher in allgemeinerer Form. 3
Bemerkung 2.3.6 (Einschra¨nkung der zula¨ssigen Dimensionen).
Bedauerlicherweise kann die verwendete Beweismethode nicht auf alle Werte von p und d in
subkritischen Dimensionen ausgedehnt werden. Grund hierfu¨r ist, dass im Beweis der Formel
(2.3.1) eine bestimmte Treppenfunktion durch einen Polygonzug im L2p-Sinne approximiert
werden muss. Der dabei entstehende Fehler ist von der Gro¨ßenordnung des Gradienten des
Polygonzuges. Diesen Fehler im L2-Sinne zu kontrollieren ist nur mo¨glich, indem er gegen den
entsprechenden Energieterm abgescha¨tzt wird. Die dadurch entstehende Notwendigkeit der Kon-
trolle im L2p-Sinn wiederum stellt ein Problem dar, welches nicht in vollem Umfang u¨berwunden
werden konnte. (Siehe dazu Gleichung (2.5.21).) 3
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2.3.3 Heuristische Herleitung von Theorem 2.2.1
In diesem Abschnitt wird eine heuristische Herleitung von Theorem 2.2.1(ii) angefu¨hrt, welche
auf der Theorie der großen Abweichungen beruht.
Zuna¨chst sei an die Abku¨rzung λ = (2p − dp + d)/2p ∈ (0, 1) erinnert. Fu¨r eine spa¨ter zu
spezifizierende Skala αt → ∞, sei die Funktion Lt : Rd → [0,∞) definiert als die skalierte und
normierte Version der Lokalzeiten `t, d.h.,
Lt(x) =
αdt
t
`t
(bxαtc), for x ∈ Rd. (2.3.7)
Die Funktion Lt ist eine zufa¨llige Treppenfunktion und Teil der Menge
F =
{
f ∈ L1(Rd) : f ≥ 0,
∫
Rd
f(x) dx = 1
}
(2.3.8)
aller Wahrscheinlichkeitsdichten auf Rd. Analog dem bekannten Satz von Donsker und Varadhan
u¨ber große Abweichungen folgt, falls αt der Bedingung 1  αdt  ad,0(t) genu¨gt (siehe dazu
(1.1.4)), dass die Verteilungen von Lt ein (schwaches) Prinzip großer Abweichungen in der schwa-
chen L1-Topologie auf F mit der Geschwindigkeit tα−2t und der Ratenfunktion I : F → [0,∞]
erfu¨llen. Die Ratenfunktion ist dabei gegeben durch
I(f) =
{
1
2
∥∥∇√f∥∥2
2
falls
√
f ∈ H1(Rd),
∞ sonst. (2.3.9)
Grob formuliert sagt dieses Prinzip großer Abweichungen aus, dass
P(Lt ∈ · ) = exp
{
− t
α2t
[
inf
f∈ ·
I(f) + o(1)
]}
, (2.3.10)
wobei die Konvergenz bzgl. der schwachen Topologie gemeint ist. Fu¨r einen Spezialfall wurde
dieses Prinzip in [DV79] bewiesen, der Beweis im allgemeinen Fall erfolgte in [HKM06, Prop. 3.4].
Um Theorem 2.2.1(ii) gema¨ß (2.3.10) heuristisch herleiten zu ko¨nnen, halten wir fest, dass
θt‖`t‖p = θt
( ∑
z∈Zd
`t(z)
p
)1/p
= tθtα
−d
t
( ∑
z∈Zd
Lt
(
z
αt
)p)1/p
= tθtα
d(1−p)
p
t |||Lt|||p.
An dieser Stelle sei αt = θ
−1/(2λ)
t gewa¨hlt und man erha¨lt somit
θt‖`t‖p = t
α2t
|||Lt|||p und tθ1/λt =
t
α2t
. (2.3.11)
Man erkennt, dass die Skala t/α2t des Prinzips großer Abweichungen mit der logarithmischen
Skala tθ
1/λ
t des zu betrachtenden Erwartungswertes in Theorem 2.2.1(ii) u¨bereinstimmt. Die
formale Anwendung von Varadhans Lemma fu¨hrt zu
E
(
eθt‖`t‖p
)
= E
(
exp
{ t
α2t
|||Lt|||p
})
= exp
{ t
α2t
(ρ˜+ o(1))
}
,
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wobei
ρ˜ = sup
{
|||f |||p − I(f) : f ∈ F
}
= sup
{|||g2|||p − 1
2
|||∇g|||22 : g ∈ L2(Rd) ∩ L2p(Rd) ∩H1(Rd), |||g|||2 = 1
}
= ρ(c)d,p(1).
(2.3.12)
Damit ist die heuristische Herleitung von Theorem 2.2.1(ii) beendet. In analoger Weise erha¨lt
man ebenso Theorem 2.2.1(i). (Vergleiche dazu die Argumentation aus [GM98].)
Durch diese informelle Betrachtungsweise erkennt man, dass der Hauptbeitrag zu den expo-
nentiellen Momenten in Theorem 2.2.1(ii) von denjengigen Realisierungen der Irrfahrt komm-
men sollten, bei denen die reskalierten Lokalzeiten Lt wie die Minimierer der Variationsformel
ρ(c)d,p(1) aussehen. Insbesondere sollte sich also die Irrfahrt innerhalb eines Box mit Durchmesser
αt  t1/d bewegen und die Lokalzeit in jedem Punkt sollte von der Gro¨ßenordnung t/αdt  1
sein. Mit anderen Worten, die beste Strategie fu¨r die Irrfahrt ist ein u¨ber die gesamte Zeit
gleichma¨ßig verteiltes Zusammenziehen. (Durch dieses Zusammenziehen werden letztendlich die
Selbstu¨berschneidungen produziert.) Die Interpretation von Theorem 2.2.1(i) ist analog, jedoch
ist hierbei der Durchmesser der zu betrachtenden Region von endlicher Gro¨ßenordnung bzgl. t.
Aus diesem Grunde ist das in der Variationsformel ρ(d)d,p(1) entstehende Bild diskret und nicht
stetig.
Beim Versuch, die obige heuristische Argumentation in einen mathematisch exakten Beweis zu
u¨berfu¨hren sto¨ßt man vor allem auf folgende schwerwiegende Probleme:
(1) das Prinzip großer Abweichungen ist nur fu¨r kompakte Untermengen von Rd gu¨ltig
(2) das Funktional Lt 7→ |||Lt|||p ist unbeschra¨nkt und
(3) dieses Funktional ist auch nicht stetig
Punkt (1) zu u¨berwinden stellt keine große Probleme dar, jedoch ist es außerordentlich schwierig
die Punkte (2) und (3) zu u¨berwinden.
2.4 Beweis der Theoreme
Dieses Kapitel widmet sich dem Beweis der beiden Theoreme. Zur besseren U¨bersicht sei zuna¨chst
kurz die Reihenfolge erla¨utert.
Im ersten Abschnitt 2.4.1 wird gezeigt, dass Theorem 2.2.2 eine direkte Folgerung aus Theo-
rem 2.2.1(ii) darstellt. Anschließend wird in Abschnitt 2.4.2 Theorem 2.2.1(i) (d.h. die Gleichung
(2.2.1)) bewiesen. Darauf folgend wird in Abschnitt 2.4.3 der Beweis der unteren Schranke (2.2.5)
von Theorem 2.2.1(ii) gefu¨hrt.
Der mit Abstand aufwendigste Beweis ist der Nachweis der oberen Schranke (2.2.6) von Theo-
rem 2.2.1(ii). Um diesem Faktum Rechnung zu tragen sei der Beweis in einem extra Abschnitt 2.5
gefu¨hrt.
Bemerkung 2.4.1 (Beweisstrategie der oberen Schranke).
Der schwierigste Abschnitt dieses Kapitels ist der Beweis der oberen Schranke (2.2.6) in Ab-
schnitt 2.5. Dabei findet eine neue Strategie fu¨r den Beweis ihre Anwendung, die auf einer
Formel fu¨r die gemeinsame Dichte der Lokalzeiten der (eingangs erwa¨hnten) Marovkette beruht
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(vgl. [BHK07]). Diese Markovkette ist in stetiger Zeit, jedoch in einem diskreten Raum defi-
niert und deren Kern ist dabei eine explizite obere Schranke fu¨r diese Dichte. Aus dieser oberen
Abscha¨tzung kann in einem weiteren Schritt die obere Schranke im Prinzip großer Abweichungen
(im Donsker-Varadhan Sinn) fu¨r die Lokalzeiten gefolgert werden. Das Besondere bei dieser Vor-
gehensweise ist, dass keinerlei (gravierende) topologische Eigenschaften dafu¨r notwendig sind.
Auf diesem Wege erha¨lt man eine diskrete, t-abha¨ngige Variationsformel und die Hauptaufgabe
besteht nun darin, deren asymptotisches Verhalten fu¨r t → ∞ zu bestimmen. Dieses erfolgt
mit Hilfe der sogenannten Γ-Konvergenz. Ein Beispiel fu¨r diese Technik findet sich in [HKM06,
Section 5]. 3
2.4.1 Beweis von Theorem 2.2.2
Der Beweis von Theorem 2.2.2 erfolgt in zwei Teilen. Aus Gru¨nden der U¨bersicht wurden diese
separat in zwei Lemmas formuliert.
Lemma 2.4.2. Obere Schranke
Unter den Voraussetzungen von Theorem 2.2.2 gilt fu¨r t→∞:
1
t
logP
(∥∥`t/t∥∥p ≥ rt) ≤ −χd,pr 2pd(p−1)t
Beweis.
Zum Beweis der oberen Schranke sei an die Definition von λ := 2p+d−dp2p erinnert. Es sei nun θt
wiefolgt definiert:
θt :=
(
rtλ
ρ(c)p,d(1)
) λ
1−λ
⇐⇒ rt = 1
λ
θ
d(p−1)
2pλ
t ρ
(c)
p,d(1) (2.4.1)
Die Voraussetzungen an rt aus Theorem 2.2.2 fu¨hrt mit Hilfe dieser Definition nun zu folgender
Bedingung an θt: (
log t
t
) d(p−1)
p(d+2)
 rt  1 as t→∞(
log t
t
) d(p−1)
p(d+2)
 1
λ
θ
d(p−1)
2pλ
t ρ
(c)
p,d(1) 1 as t→∞(
log t
t
) 2pλ
p(d+2)
 θt  1 as t→∞
Damit ist also die Bedingung (2.2.3) aus Theorem 2.2.1(ii) erfu¨llt. Daru¨ber hinaus kann die
(exponentielle) Markov Ungleichung genutzt werden und man erha¨lt:
1
t
logP
(∥∥`t/t∥∥p ≥ rt) = 1t logP (‖`t‖p ≥ rtt)
=
1
t
logP
(
eθt‖`t‖p ≥ etrtθt
)
Markov ≤ 1
t
log
[
E
(
eθt‖`t‖p
)
e−trtθt
]
=
1
t
logE
(
eθt‖`t‖p
)
+
1
t
log e−trtθt
Thm. 2.2.1(ii) fu¨r t→∞ ≤ θ1/λt (ρ(c)p,d(1) + o(1))− rtθt
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Es sei auf die obige Definiton von θt (vgl.2.4.1) verwiesen und an Bemerkung 2.3.2 erinnert:
ρ(c)p,d(1) := λ
(
2p
d(p− 1)χd,p
)λ−1
λ
.
Damit ergibt sich fu¨r die obere Schranke fu¨r t→∞:
1
t
logP
(∥∥`t/t∥∥p ≥ rt) ≤
(
rtλ
ρ(c)p,d(1)
) 1
1−λ
ρ(c)p,d(1)− rt
(
rtλ
ρ(c)p,d(1)
) λ
1−λ
= r
1
1−λ
t λ
1
1−λ ρ(c)p,d(1)
λ
λ−1 − r
1
1−λ
t λ
λ
1−λ ρ(c)p,d(1)
λ
λ−1
= r
1
1−λ
t λ
λ
λ−1
(
2p
d(p− 1)χd,p
)(
λ
1
1−λ − λ λ1−λ
)
= r
2p
d(p−1)
t χd,p
(
2p
d(p− 1)
)
(λ− 1)
= r
2p
d(p−1)
t χd,p
(
2p
d(p− 1)
)
d(1− p)
2p
= −χd,pr
2p
d(p−1)
t
Damit ist der Beweis der oberen Schranke beendet.
Die untere Schranke erha¨lt man ohne gro¨ßere Probleme durch eine exponentielle Maßtransfor-
mation, a¨hnlich wie im Beweis des Ga¨rtner-Ellis Theorems. Entscheidend dabei ist, dass im
Grenzwert die logarithmische momentenerzeugende Funktion von θt‖`t‖p u¨ber den gesamten
Bereich von (0,∞) differenzierbar ist (wie man in (2.2.5) und (2.2.6) leicht erkennen kann).
Lemma 2.4.3. Untere Schranke
Unter den Voraussetzungen von Theorem 2.2.2 gilt fu¨r t→∞:
1
t
logP
(∥∥`t/t∥∥p ≥ rt) ≥ −χd,pr 2pd(p−1)t
Beweis.
Zuna¨chst seien die folgenden Umformungen betrachtet. Fu¨r ein beliebiges ε > 0 gilt:
1
t
logP
(∥∥`t/t∥∥p ≥ rt) = 1t logE [1l{‖`t‖p≥trt}]
≥ 1
t
logE
[
1l{trt≤‖`t‖p≤(1+ε)trt}
]
=
1
t
logE
[
1l{trt≤‖`t‖p≤(1+ε)trt}e
θt‖`t‖pe−θt‖`t‖p
]
≥ 1
t
logE
[
1l{trt≤‖`t‖p≤(1+ε)trt}e
θt‖`t‖p
]
e−θt(1+ε)trt (2.4.2)
An dieser Stelle folgt nun die bereits angeku¨ndigte exponentielle Maßtransformation. Das (trans-
formierte) Maß Pˆ sei mit Hilfe der Radon-Nikodym Dichte wiefolgt definiert. P bezeichne dabei
die Wahrscheinlichkeit bzgl. der Zufallsgro¨ße ‖`t‖p:
dPˆ
dP
:=
eθt‖`t‖p
E
[
eθt‖`t‖p
] (2.4.3)
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Es ist klar, dass Pˆ wiederum ein Wahrscheinlichkeitsmaß ist:∫
R
dPˆ =
∫
R e
θt‖`t‖pdP
E
[
eθt‖`t‖p
] = 1 (2.4.4)
Damit ergeben sich in 2.4.2 folgende Umformungen:
1
t
logP
(∥∥`t/t∥∥p ≥ rt) ≥ 1t log
{∫
R
1l{trt≤‖`t‖p≤(1+ε)trt}e
θt‖`t‖pdP e−θt(1+ε)trt
}
=
1
t
log
{∫
R
1l{trt≤‖`t‖p≤(1+ε)trt}dPˆ E
[
eθt‖`t‖p
]
e−θt(1+ε)trt
}
=
1
t
log
{
Pˆ
(
1 ≤ ‖`t‖p
trt
≤ (1 + ε)
)
E
[
eθt‖`t‖p
]
e−θt(1+ε)trt
}
=
1
t
log Pˆ
(
1 ≤ ‖`t‖p
trt
≤ (1 + ε)
)
+
1
t
logE
[
eθt‖`t‖p
]
− θt(1 + ε)rt
(2.4.5)
Es folgt die Fortsetzung der Untersuchung von Gleichung (2.4.5), indem zuna¨chst der erste Term
weiter umgeformt wird. Es wird sich herausstellen, dass dieser keinen substanziellen Beitrag
leistet und fu¨r t → ∞ hinreichend schnell gegen Null konvergiert. Man beachte, dass bei den
folgenden Umformungen zuna¨chst das Gegenereignis betrachtet und nach oben abgescha¨tzt wird,
damit eine untere Schranke fu¨r den Ausgangsterm hergeleitet werden kann:
Pˆ
(‖`t‖p
trt
> (1 + ε)
)
=
∫
R
1l{‖`t‖p>(1+ε)trt}dPˆ
=
∫
R
1l{‖`t‖p>(1+ε)trt}e
θt‖`t‖pdP
1
E
[
eθt‖`t‖p
]
∀γ>0 =
∫
R
1l{γ‖`t‖p>γ(1+ε)trt}e
(θt+γ)‖`t‖pe−γ‖`t‖pdP
1
E
[
eθt‖`t‖p
]
≤
∫
R
eγ‖`t‖p−γ(1+ε)trte(θt+γ)‖`t‖pe−γ‖`t‖pdP
1
E
[
eθt‖`t‖p
]
= e−γ(1+ε)trt
∫
R
e(θt+γ)‖`t‖pdP
1
E
[
eθt‖`t‖p
]
= e−γ(1+ε)trt
E
[
e(θt+γ)‖`t‖p
]
E
[
eθt‖`t‖p
]
An dieser Stelle wende man Theorem 2.2.1(ii) an. Man beachte, dass dabei auch die sta¨rkeren
Einschra¨nkungen hinsichtlich der oberen Schranke beno¨tigt werden. Man erha¨lt damit fu¨r alle
ε, γ > 0 fu¨r t→∞:
Pˆ
(‖`t‖p
trt
> (1 + ε)
)
= e−γ(1+ε)trt
et(θt+γ)
1/λ(ρ
(c)
p,d(1)+o(1))
etθ
1/λ
t (ρ
(c)
p,d(1)+o(1)))
= e−γ(1+ε)trtet(ρ
(c)
p,d(1)+o(1))
[
(θt+γ)
1/λ−θ1/λt
]
(2.4.6)
Im Hinblick auf den Term (θt + γ)
1/λ − θ1/λt betrachte man die Taylorentwicklung von f(γ) :=
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λ(θt + γ)
1/λ an der Stelle Null. Es ergibt sich:
f(γ) = λ
[
θ
1/λ
t +
γ
λ
θ
1/λ−1
t + o(γ
2)
]
⇒ λ
[
(θt + γ)
1/λ − θ1/λt
]
= γθ
1/λ−1
t + o(γ
2)
Dies ermo¨glicht folgende Umformungen in Gleichung (2.4.6):
Pˆ
(‖`t‖p
trt
> (1 + ε)
)
= e−γ(1+ε)trtet
(
ρ
(c)
p,d(1)+o(1)
)[
γθ
1/λ−1
t +o(γ
2)
]
λ−1
= exp
{
−γ(1 + ε)trt + t
(
ρ(c)p,d(1) + o(1)
)[
γθ
1−λ
λ
t + o(γ
2)
]
λ−1
}
Definition von θt = exp
{
−γ(1 + ε)trt + t
(
ρ(c)p,d(1) + o(1)
)[ γrtλ
ρ(c)p,d(1)
+ o(γ2)
]
λ−1
}
= exp
{
−γtrt
[
(1 + ε)−
(
ρ(c)p,d(1) + o(1)
)[ 1
ρ(c)p,d(1)
+
o(γ2)
γλrt
]]}
Damit ist also der exponentielle Abfall der Wahrscheinlichkeit Pˆ
(‖`t‖p
trt
> (1 + ε)
)
gegen Null
auf der Skala trt nachgewiesen. In vollkommen analoger Weise erha¨lt man dasselbe Resultat fu¨r
die Wahrscheinlicheit Pˆ
(‖`t‖p
trt
> 1
)
. Daraus folgt nun insbesondere, dass die Wahrscheinlichkeit
von Pˆ
(
1 ≤ ‖`t‖ptrt ≤ (1 + ε)
)
gegen 1 strebt. Man nutze nun die sich aus der Taylorentwicklung
ergebende bekannte Na¨herung log(1+x) = x+o(x2) und erhalte fu¨r den ersten Term in Gleichung
(2.4.5):
1
t
log Pˆ
(
1 ≤ ‖`t‖p
trt
≤ (1 + ε)
)
≥ 1
t
log
{
1− Pˆ
(‖`t‖p
trt
> (1 + ε)
)
− Pˆ
(‖`t‖p
trt
>
)}
=
1
t
log [1− exp {−γtrtc1} − exp {−γtrtc2}]
trt→∞ fu¨r t→∞ ≥ −
1
t
e−trtγmin(c1,c2) fu¨r t→∞.
Damit kann der verbleibende Term von Gleichung (2.4.5) weiter umgeformt werden. Man erha¨lt
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fu¨r t→∞:
1
t
logP
(∥∥`t/t∥∥p ≥ rt) ≥ −1t e−trtc + 1t logE [eθt‖`t‖p]− θt(1 + ε)rt
Theorem 2.2.1(ii) fu¨r t→∞ = θ
1/λ
t
(
ρ(c)p,d(1) + o(1)
)
− θt(1 + ε)rt
Definition von θt =
(
rtλ
ρ(c)p,d(1)
) 1
1−λ (
ρ(c)p,d(1) + o(1)
)
−
(
rtλ
ρ(c)p,d(1)
) λ
1−λ
(1 + ε)rt
=
(
ρ(c)p,d(1)
) λ
λ−1
r
1
1−λ
t λ
1
1−λ
(
1 +
o(1)
ρ(c)p,d(1)
)
−
(
ρ(c)p,d(1)
) λ
λ−1
r
1
1−λ
t λ
λ
1−λ (1 + ε)
=
(
ρ(c)p,d(1)
) λ
λ−1
r
1
1−λ
t
[
λ
1
1−λ (1 + o(1))− λ λ1−λ (1 + ε)
]
Definition von ρ
(c)
p,d(1)
= λ
λ
λ−1
2p
d(p− 1)χd,pr
1
1−λ
t
[
λ
1
1−λ (1 + o(1))− λ λ1−λ (1 + ε)
]
= χd,pr
2p
d(p−1)
t
2p
d(p− 1) [λ (1 + o(1))− 1(1 + ε)]
Fu¨r ε→ 0 und wegen λ− 1 = d(1− p)/2p gilt im Limes fu¨r t→∞ nun:
lim
t→∞
1
t
logP
(∥∥`t/t∥∥p ≥ rt) = −χd,pr 2pd(p−1)t
Damit ist auch der Beweis der unteren Schranke beendet.
Bemerkung 2.4.4.
Aus Theorem 2.2.1(i) kann leider nicht abgeleitet werden, ob ‖`t‖p/t ein Prinzip großer Ab-
weichungen erfu¨llt oder nicht. An dieser Stelle ist unbekannt, ob die Funktion θ 7→ ρ(d)d,p(θ)
differenzierbar ist, da die Funktion µ 7→ θ‖µ‖p − J(µ) als Differenz zweier konvexer Funktio-
nen nicht notwendigerweise streng konvex sein muss. Die fu¨hrt unter anderem dazu, dass nicht
gefolgert werden kann, ob der entsprechende Maximierer eindeutig ist oder nicht. 3
2.4.2 Beweis von (2.2.1)
Der Nachweis von 2.2.1 erfolgt im Wesentlichen analog dem Beweis von [GM98, Theorem 1.2].
Der Beweis wird dabei in 3 Schritten gefu¨hrt, die aus Gru¨nden der U¨bersichtlichkeit in einzelne
Lemmas verpackt wurden.
Lemma 2.4.5.
Unter den Voraussetzungen von Theorem 2.2.1(i) gilt fu¨r alle R > 0:
sup
µ∈M1(QR)
(
θ‖µ‖p − J(µ)
) ≤ lim
t→∞
1
t
logE
(
eθ‖`t‖p
)
≤ sup
µ∈M1(QR)
(
θ‖µ‖p − JR,per(µ)
)
Dabei bezeichne JR,per das Donsker-Varadhan Funktional mit periodischen Randbedingungen,
d.h. wenn ∼′ die periodisierte Version von ∼ bezeichnet, dann gilt:
JR,per =
1
2
∑
x∼′y
(√
µ(x)−
√
µ(y)
)2
(2.4.7)
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Beweis.
Zuna¨chst betrachte man die untere Schranke. Es bezeichne QR die Box [−R,R]d∩Zd und im fol-
genden Schritt sei der Indikator bzgl. des Ereignisses {supp (`t) ⊂ QR} eingefu¨hrt. Trivialerweise
gilt nun fu¨r alle θ > 0, dass
E
(
eθ‖`t‖p
)
≥ E
(
eθt‖`t/t‖p1l{supp (`t)⊂QR}
)
.
Es sei an dieser Stelle bemerkt, dass das Funktional µ 7→ ‖µ‖p stetig und beschra¨nkt auf der
Menge M1(QR) aller Wahrscheinlichkeitsmaße auf QR operiert. Daru¨ber hinaus ist bekannt,
dass die Verteilung von `t/t bezu¨glich des Sub-Wahrscheinlichkeitsmaßes P(·, supp (`t) ⊂ QR)
ein Prinzip großer Abweichungen erfu¨llt. Genauergesagt ein Prinzip großer Abweichungen auf
der Skala t und mit einer Ratenfunktion, die der Einschra¨nkung von J (siehe Theorem 2.2.1(i))
auf die MengeM1(QR) entspricht. Daher fu¨hrt Varadhans Lemma (siehe [DZ98, Lemma 4.3.4])
zu:
lim inf
t→∞
1
t
logE
(
eθ‖`t‖p
)
≥ sup
µ∈M1(QR)
(
θ‖µ‖p − J(µ)
)
. (2.4.8)
Es verbleibt der Nachweis der oberen Schranke. Dazu sei hier die periodisierte Version der Lo-
kalzeiten auf QR genutzt. (Mit anderen Worten, die Irrfahrt wird in die Box QR hineingefaltet),
`(R)t (z) =
∑
x∈Zd
`t(z +Rx), t ∈ (0,∞), R ∈ N, z ∈ Zd. (2.4.9)
Man erkennt nun, dass ‖`t‖p ≤ ‖`(R)t ‖p,R gilt. Daher gilt auch fu¨r alle θ ∈ (0,∞), dass
E
(
eθ‖`t‖p
) ≤ E(eθ‖`(R)t ‖p,R) = E(eθt‖`(R)t /t‖p,R).
Es ist klar, dass (`(R)t /t)t>0 ein Prinzip großer Abweichungen auf der Menge aller Wahrschein-
lichkeitsmaße auf QR erfu¨llt. Die zugeho¨rige Ratenfunktion µ 7→ JR,per(µ) ist dabei gleich der
Dirichletform fu¨r
√
µ bzgl. −12∆ in QR mit periodischen Randbedingungen. Wegen der Stetigkeit
und der Beschra¨nkheit der Funktion µ 7→ ‖µ‖p, erha¨lt man durch Anwendung von Varadhans
Lemma, dass
lim sup
t→∞
1
t
logE
(
eθ‖`t‖p
)
≤ sup
µ∈M1(QR)
(
θ‖µ‖p − JR,per(µ)
)
. (2.4.10)
Damit ist der Beweis des ersten Lemma beendet.
Im zweiten Lemma wird der (bereits ersichtliche) Zusammenhang zur Variationsformel ρ(d)d,p(θ)
aus Theorem2.2.1(i) hergestellt. Dazu sei an folgende Definition erinnert:
ρ(d)d,p(θ) = sup
{
θ‖µ‖p − J(µ) : µ ∈M1(Zd)
}
,
Das dazugeho¨rige Lemma lautet wiefolgt:
Lemma 2.4.6.
Unter den Voraussetzungen von Theorem 2.2.1(i) gilt fu¨r alle R > 0:
sup
µ∈M1(QR)
(
θ‖µ‖p − J(µ)
) ≤ ρ(d)d,p(θ) ≤ sup
µ∈M1(QR)
(
θ‖µ‖p − JR,per(µ)
)
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Beweis.
Dieser Beweis erfolgt analog dem Beweis von [GM98, Lemma 1.10]. WegenM1(QR) ⊂M1(Zd)
ist die erste (linke) Ungleichung offensichtlich.
Fu¨r die zweite (rechte) Ungleichung betrachte man zu jedem µ ∈ M(Zd) dessen auf QR peri-
odisierte Version
µR(z) :=
∑
x∈(2R+1)Zd
µ (z + (2R+ 1)x)
Es reicht nun aus zu zeigen, dass
‖µ‖p ≤ ‖µR‖p und − J(µ) ≤ −JR,per(µR)
Mit Hilfe der Cauchy-Schwarzschen Ungleichung erha¨lt man folgende Umformungen:(√
µR(y)−
√
µR(z)
)2
=
∑
x∈(2R+1)Zd
µ(y + (2R+ 1)z) +
∑
x∈(2R+1)Zd
µ(z + (2R+ 1)z)
− 2
√√√√√
 ∑
x∈(2R+1)Zd
µ(y + (2R+ 1)x)
 ∑
x∈(2R+1)Zd
µ(z + (2R+ 1)x)

Cauchy-Schwarz ≤
∑
x∈(2R+1)Zd
µ(y + (2R+ 1)z) +
∑
x∈(2R+1)Zd
µ(z + (2R+ 1)z)
− 2
∑
x∈(2R+1)Zd
(√
µ(y + (2R+ 1)x)
√
µ(z + (2R+ 1)x)
)
=
∑
x∈(2R+1)Zd
(√
µ(y + (2R+ 1)x)−
√
µ(z + (2R+ 1)x)
)2
Man mache sich nun klar, dass fu¨r Paare (y, z) mit y ∼′ z entweder direkt y ∼ z gilt oder
aber (im Falle der Randlage) y ∼ z ± (2R + 1)1d. Zusammengenommen folgt daraus, dass
−J(µ) ≤ −JR,per(µR).
Fu¨r p > 1 und x ≥ 0 ist µ(y)p + µ(z)p ≤ (µ(y) + µ(z))p, es gilt daher:
‖µ‖pp =
∑
y∈QR
∑
x∈Zd
µ(y + (2R+ 1)x)p
µ≥0, p>1 ≤
∑
y∈QR
∑
x∈Zd
µ(y + (2R+ 1)x)
p = ‖µR‖p
Damit ist auch der Beweis des zweiten Lemmas beendet.
Der dritte Teil des Beweises wird nun zeigen, dass die obere und die untere Schranke fu¨r R→∞
gegeneinander konvergieren.
Lemma 2.4.7.
Unter den Voraussetzungen von Theorem 2.2.1(i) gilt:
lim
R→∞
sup
µ∈M1(QR)
(
θ‖µ‖p − J(µ)
)
= lim
R→∞
sup
µ∈M1(QR)
(
θ‖µ‖p − JR,per(µ)
)
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Beweis.
Der Beweis folgt ebenfalls [GM98, Lemma 1.10]. Sei dazu
(
µn,R
)
n
eine Folge von Maßen auf QR
mit:
lim
n→∞
(
θ‖µn,R‖p − JR,per(µn,R)
)
= sup
µ∈M1(QR)
(
θ‖µ‖p − JR,per(µ)
)
Aufgrund der periodischen Randbedingungen sind alle Maße auf QR shiftinvariant. Insbesondere
kann man jedes der µn,R so verschieben, dass die Wahrscheinlichkeitsmasse am Rand (d.h. ∂QR)
hinreichend klein ist. Hinreichend klein bedeutet dabei, dass µn,R(∂QR) ≤ |∂QR||QR| gilt. O.B.d.A.
sei also nun
µn,R(∂QR) ≤ |∂QR||QR| =
2d(2R+ 1)d−1
(2R+ 1)D
=
2d
2R+ 1
(2.4.11)
Aufgrund des vorhergehenden Lemmas gilt nun
0 ≤ sup
µ∈M1(QR)
(
θ‖µ‖p − JR,per(µ)
)− sup
µ∈M1(QR)
(
θ‖µ‖p − J(µ)
)
= lim
n→∞ [θ‖µn,R‖p − JR,per(µn,R)]− supµ∈M1(QR)
(
θ‖µ‖p − J(µ)
)
≤ lim
n→∞
[
θ‖µn,R‖p − JR,per(µn,R)− θ‖µn,R‖p + J(µn, R)
]
An dieser Stelle erkennt man, dass lediglich der Term J(µn, R) − JR,per(µn,R) verbleibt. Es sei
weiterhin an die Definition beider Donsker-Varadhan Funktionale erinnert, mit Hilfe derer leicht
ersichtlich ist, dass sich sa¨mtliche Paare (x, y) ∈ Q2R mit x ∼ y zu Null addieren, da sie in beiden
Funktionalen vorkommen. Es muss also lediglich der Rand untersucht werden. Genauergesagt;
es mu¨ssen nur solche Paare untersucht werden, deren Nachbarschaftsverha¨ltnis ausschließlich
aufgrund der Periodisierung zustande kommt, d.h. Paare (x, y) mit x ∼′ y und x  y. Fu¨r jedes
derartiges Paar aus der periodisierten Version gibt es genau zwei Paare benachbarter Punkte
(x, y ± (2R + 1)1Zd) und (x ∓ (2R + 1)1Zd , y) in der Summe der nicht-periodisierten Variante.
Jeweils genau eine der Koordinaten liegt dabei außerhalb von QR und hat damit das Maß Null.
Damit verbleiben entsprechend zwei Terme (
√
µn,R(x) + 0)
2 und (0 +
√
µn,R(y))
2. Insgesamt
ergibt sich daher:
0 ≤ sup
µ∈M1(QR)
(
θ‖µ‖p − JR,per(µ)
)− sup
µ∈M1(QR)
(
θ‖µ‖p − J(µ)
)
= lim
n→∞
[
−12
∑
x∼′y
xy
(√
µn,R(x)−
√
µn,R(y)
)2
+ 12
∑
x∼′y
xy
(
µn,R(x)− µn,R(y)
)]
= lim
n→∞
[
−12
∑
x∼′y
xy
(− 2√µn,R(x)√µn,R(y))]
≤ lim
n→∞
[ ∑
x∼′y
xy
(
µn,R(x) + µn,R(y)
)]
In der letzten Zeile wurde dabei verwendet, dass
√
ab ≤ √max(a, b)2 = max(a, b) ≤ a + b fu¨r
a, b ≥ 0 gilt.
Jeder Punkt x ∈ Zd hat genau 2d Nachbarn, d.h. zu jedem x ∈ QR kann es maximal 2d
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verschiedene y ∈ QR geben mit x ∼′ y. Es sei daran erinnert, dass die Wahrscheinlichkeitsmasse
auf dem Rand der Box QR durch (2.4.11) beschra¨nkt werden konnte und man erha¨lt:
0 ≤ sup
µ∈M1(QR)
(
θ‖µ‖p − JR,per(µ)
)− sup
µ∈M1(QR)
(
θ‖µ‖p − J(µ)
)
≤ lim
n→∞
[ ∑
x∼′y
xy
µn,R(x) +
∑
x∼′y
xy
µn,R(y)
]
≤ lim
n→∞
[
2dµn,R(∂QR) + 2dµn,R(∂QR)
]
(2.4.11) ≤ lim
n→∞
8d2
2R+ 1
=
8d2
2R+ 1
(2.4.12)
Anhand dieser Ungleichung erkennt man die Gleichheit der beiden Variationsformeln im Limes
fu¨r R→∞. Der Beweis dieses Lemmas ist damit beendet.
Der eigentliche Beweis von Theorem 2.2.1(i) besteht nun darin, diese drei Lemmas der Reihe
nach zu zitieren. Aus Lemma 2.4.6 und Lemma 2.4.7 folgt, dass:
lim
R→∞
sup
µ∈M1(QR)
(
θ‖µ‖p − J(µ)
)
= ρ(d)d,p(θ) = limR→∞
sup
µ∈M1(QR)
(
θ‖µ‖p − JR,per(µ)
)
Damit folgt mittels Lemma 2.4.5 nun:
sup
µ∈M1(QR)
(
θ‖µ‖p − J(µ)
) ≤ lim
t→∞
1
t
logE
(
eθ‖`t‖p
)
≤ sup
µ∈M1(QR)
(
θ‖µ‖p − JR,per(µ)
)
lim
R→∞
sup
µ∈M1(QR)
(
θ‖µ‖p − J(µ)
) ≤ lim
t→∞
1
t
logE
(
eθ‖`t‖p
)
≤ lim
R→∞
sup
µ∈M1(QR)
(
θ‖µ‖p − JR,per(µ)
)
ρ(d)d,p(θ) ≤ limt→∞
1
t
logE
(
eθ‖`t‖p
)
≤ ρ(d)d,p(θ)
Damit ist der Beweis von Theorem 2.2.1(i) beendet.
2.4.3 Beweis der unteren Schranke (2.2.5)
Fu¨r den Beweis der unteren Schranke bezeichne q > 1 den zu p konjugierten Exponenten, d.h.
es gelte 1p +
1
q = 1. Es sei nun f eine beliebige stetige und beschra¨nkte Funktion f : R
d → R
derart, dass |||f |||q = 1 gilt. Aus der Ungleichung von Ho¨lder folgt damit:
|||Lt|||p ≥ 〈f, Lt〉 :=
∫
Rd
|f(x)Lt(x)|dx.
Es sei an den Zusammenhang von αt und θt aus Abschnitt 2.3.3 erinnert: αt = θ
−1/(2λ)
t . Daru¨ber
hinaus nutze man (2.3.11), und erhalte fu¨r alle R > 0 folgende untere Schranke
E
(
eθt‖`t‖p
)
= E
(
etα
−2
t |||Lt|||p
)
≥ E
(
etα
−2
t 〈f,Lt〉1l{supp (Lt)⊂BR}
)
. (2.4.13)
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Dabei sei BR die reelle Box mit Radius R > 0, d.h. BR = [−R,R]d.
Man nutze nun [GKS07, Lemma 3.2] und folgere, dass die Verteilung von Lt unter dem Sub-
Wahrscheinlichkeitsmaß P(· , supp (Lt) ⊂ BR) fu¨r t → ∞ auf der Menge aller Wahrscheinlich-
keitsdichten auf Rd mit Tra¨ger BR ein Prinzip großer Abweichungen erfu¨llt. Die Ratenfunktion
dabei lautet folgendermaßen:
g2 7→ 1
2
|||∇g|||22, g ∈ H1(Rd), |||g|||2 = 1, supp (g) ⊂ BR,
Fu¨r den Fall, dass die Funktion g keine Funktion aus H1(Rd), nicht normiert oder ihr Tra¨ger
nicht in BR enthalten ist, sei der Wert der Ratenfunktion als +∞ definiert. Die Geschwindigkeit
ist gleich tα−2t und man stellt fest, dass dies mit der logarithmischen Skala aus (2.2.5) (d.h. mit
tθ
1/λ
t ) u¨bereinstimmt. Aufgrund der Tatsache, dass die Funktion Lt 7→ 〈f, Lt〉 stetig ist, erha¨lt
man durch Anwendung des Lemmas von Varadhan aus diesem Prinzip großer Abweichungen
folgende Abscha¨tzung fu¨r die exponentiellen Momente:
lim inf
t→∞
α2t
t
logE
(
eθt‖`t‖p
)
≥ sup
g∈H1(Rd) : |||g|||2=1
supp (g)⊂BR
(
〈f, g2〉 − 1
2
|||∇g|||22
)
.
Es ist bekannt, dass jede Funktion aus L2(Rd)∩H1(Rd) durch glatte Funktionen mit kompaktem
Tra¨ger (also insbesondere Funktionen aus L2p(Rd)) approximierbar ist. (Dies geschieht beispiels-
weise durch das Einschra¨nken der Ausgangsfunktion auf einen kompakten Tra¨ger [−r, r]d und
anschließende Anwendung von sog. Gla¨ttungsoperatoren (mollifiers). Fu¨r r → ∞ erha¨lt man
die gewu¨nschte Folge, die ggf. noch normiert werden kann.) Daher kann o.B.d.A. das Supremum
auf Funktionen g ∈ L2p(Rd) eingeschra¨nkt werden.
An dieser Stelle wa¨hle man f = g2p−2‖g2‖1−pp . Es sei an q = pp−1 erinnert und man mache sich
klar, dass diese Wahl von f zula¨ssig ist, da
|||f |||qq = |||g2p−2|||qq ∗ |||g2|||q(1−p)p =
∫
Rd
g2p(x)dx|||g2|||−pp = |||g2|||pp ∗ |||g2|||−pp = 1.
Als Folge dieser Wahl von f gilt:
〈f, g2〉 =
∫
Rd
g2p−2(x)
|||g2|||p−1p
g2(x)dx =
1
|||g2|||p−1p
∫
Rd
g2p(x)dx =
|||g2|||pp
|||g2|||p−1p
= |||g2|||p
Damit folgt sofort, dass
lim inf
t→∞
α2t
t
logE
(
eθt‖`t‖p
)
≥ sup
g∈H1(Rd)∩L2p(Rd) : |||g|||2=1
supp (g)⊂BR
(
|||g2|||p − 1
2
|||∇g|||22
)
Nun betrachte man den Limes fu¨r R→∞. Es sei wiederum das vormals erwa¨hnte und bekannte
Ergebnis zitiert, dass eine beliebige Funktion aus H1(Rd)∩L2(Rd) durch glatte Funktionen mit
kompaktem Tra¨ger approximierbar ist. Daher la¨sst sich jede Funktion g ∈ H1(Rd) mit |||g|||2 = 1
(welche damit auch in L2(Rd) liegt) durch Funktionen aus obigem Supremum anna¨hern. Man
erha¨lt damit:
lim inf
t→∞
α2t
t
logE
(
eθt‖`t‖p
)
≥ sup
g∈H1(Rd) : |||g|||2=1
(
|||g2|||p − 1
2
|||∇g|||22
)
= ρ(c)d,p(1)
Somit ist der Beweis der unteren Schranke an dieser Stelle beendet.
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2.5 Beweis der oberen Schranke (2.2.6)
Es sei θt ∈ (0,∞) derart gewa¨hlt, dass Bedingung (2.2.3) erfu¨llt ist. Man erinnere sich an
die Definition von λ = (2p − dp + d)/2p ∈ (0, 1) und daran, dass αt = θ−1/(2λ)t gelten soll.
Analog zum Beweis von (2.2.1) wird beim Beweis der oberen Schranke eine Abscha¨tzung gegen
die periodisierte Version der Irrfahrt genutzt. Jedoch ist es notwendig, die Gro¨ße der Box als t-
abha¨ngige Variable zu gestalten. Es sei deshalb QRαt = [−Rαt, Rαt]d∩Zd. Es sei daran erinnert,
dass `(Rαt)t die periodisierte Version der Lokalzeiten bezeichnet (siehe dazu (2.4.9)) und man
erha¨lt somit:
E
(
eθt‖`t‖p
)
≤ E
(
eθt‖`
(Rαt)
t ‖p,Rαt
)
= E
(
exp
{
tα−2λt
∥∥1
t `
(Rαt)
t
∥∥
p,Rαt
})
. (2.5.1)
Der Generator ARαt der Lokalzeit `
(Rαt)
t auf der Box QRαt ist definitionsgema¨ß gleich
1
2 des
Laplaceoperators in QRαt (mit periodischen Randbedingungen!).
Nun soll eine relativ neue Methode zum Beweis der obere Schranke fu¨r die großen Abweichungen
angewendet werden. Das Besondere an dieser Methode ist, dass keinerlei Anforderungen hinsicht-
lich Stetigkeit und Beschra¨nktheit notwendig sind. Die Grundlagen fu¨r diese Methode wurden
in [BHK07] gelegt und deren Anwendung erfolgte zuerst in [BHK07, Theorem 3.7] und [HKM06,
Section 5]. Der Dreh- und Angelpunkt dabei ist, die gemeinsame Dichte der Lokalzeit `(Rαt)t zu
berechnen und eine explizite obere Schranke dafu¨r anzugeben. Durch diese Vorgehensweise ist
weder Stetigkeit noch Beschra¨nktheit erforderlich. Dies stellt eine fundamentale Verbesserung im
Vergleich zu herko¨mmlichen Beweistechniken fu¨r große Abweichungen dar. Die erwa¨hnte obere
Schranke erha¨lt dadurch die Form einer Variationsformel, wobei zusa¨tzlich ein paar Fehlerterme
auftauchen, welche wiederum von der Gro¨ße der Box abha¨ngen. An dieser Stelle sei bemerkt,
dass genau diese Fehlerterme verantwortlich fu¨r die (untere) Beschra¨nkung von θt in (2.2.3) sind.
Die Hauptaufgabe nach Herleitung der eben genannten oberen Schranke wird sein, das asym-
ptotische Verhalen (fu¨r t→∞) dieser (diskreten) Variationsformel zu bestimmen. Man wird an
spa¨terer Stelle erkennen, dass dazu Techniken der sogenannten Gamma-Konvergenz no¨tig sein
werden.
Zuna¨chst sei jedoch [BHK07, Theorem 3.6] angewendet und man erha¨lt fu¨r alle t ≥ 1:
logE
(
exp
{
tα−2λt
∥∥1
t `
(Rαt)
t
∥∥
p,Rαt
})
≤ t sup
µ∈M1(QRαt )
[
α−2λt ‖µ‖p − ‖ (−ARαt)1/2
√
µ‖22
]
+ |QRαt | log
(
2d
√
8e t
)
+ log |QRαt |+
|QRαt |
4t
(2.5.2)
Es sei bemerkt, dass ηQRαt aus [BHK07, (3.2)] im vorliegenden Fall gleich 2d ist.
Zuna¨chst soll gezeigt werden, dass die (Fehler-)Terme in der zweiten Zeile der rechten Seite
asymptotisch vernachla¨ssigbar sind, wenn man sich auf der Skala t/α2t = tθ
1/λ
t befindet. Genau-
ergesagt sind diese Terme von Ordnung αdt log t und man sieht, dass
αdt log t =
t
α2t
αd+2t
log t
t
=
t
α2t
θ
− d+2
2λ
t
log t
t
 t
α2t
. (2.5.3)
Die letzte Abscha¨tzung ist dabei nur durch die Verwendung der unteren Schranke aus (2.2.3)
mo¨glich.
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Wenn dies nun in (2.5.1) bzw. (2.5.2) substituiert wird erha¨lt man:
1
t
logE
(
eθt‖`t‖p
)
≤ sup
µ∈M1(QRαt )
[
α−2λt ‖µ‖p − ‖ (−ARαt)1/2
√
µ‖22
]
+ o
(
α−2t
)
Daher ist klar, dass der Beweis der oberen Schranke (2.2.6) beendet ist, sobald dass folgende
Lemma bewiesen wurde.
Lemma 2.5.1.
Unter den bisherigen Voraussetzungen und mit den eingefu¨hrten Bezeichnern gilt:
lim sup
R→∞
lim sup
t→∞
α2t sup
µ∈M1(QRαt )
[
α−2λt ‖µ‖p −
∥∥ (−ARαt)1/2√µ∥∥22] ≤ ρ(c)p,d(1). (2.5.4)
Beweis.
Im Folgenden wird analog der Methode im Beweis von [HKM06, Prop. 5.1] vorgegangen. Zuna¨chst
seien Rn →∞, tn →∞ und µn ∈M1(BRnαtn ) Folgen mit
L.S. von (2.5.4) ≤ αd(p−1)/ptn ‖µn‖p − α2tn
∥∥ (−ARnαtn)1/2√µn∥∥22 + 1n , n ∈ N. (2.5.5)
O.B.d.A. kann angenommen werden, dass µn ein Wahrscheinlichkeitsmaß auf Zd mit Tra¨ger in
BRnαtn ist. Ausgehend von (µn)n wird nun eine Folge (hn)n aus H
1(Rd) derart konstruiert, so
dass:
(i) hn L
2-normiert ist (d.h. |||hn|||2 = 1),
(ii) der Term α2tn‖(−ARnαtn )1/2
√
µn‖22 na¨herungsweise der Energie, 12 |||∇hn|||22 entspricht und
(iii) der Ausdruck α
d(p−1)/p
tn ‖µn‖p na¨herungsweise gleich |||h2n|||p ist.
Nach der Konstruktion einer solchen Folge, ist der Beweis nahezu beendet.
Um derartige Funktionen hn zu konstruieren bediene man sich der Methoden aus der Theorie der
finiten Elemente (siehe [B07] fu¨r weitere Informationen). Zuna¨chst werde eine Zerlegung des Rd
entlang des Gitters der ganzen Zahlen in halboffene Einheitswu¨rfel C(k) = ×di=1(ki, ki + 1] mit
k = (k1, . . . , kd) ∈ Zd betrachtet. Jeder dieser Einheitswu¨rfel wird weiter in d! d-dimensionale
”
Tetraeder“ zerlegt. Dies geschehe auf folgende Weise; Fu¨r jedes σ ∈ Sd (der Menge aller
Permutationen von 1, . . . , d) bezeichne Tσ(k) den Schnitt von C(k) mit der konvexen Hu¨lle,
die durch k, k + eσ(1), . . . , k + eσ(1) + . . . + eσ(d) erzeugt wird. Dabei bezeichne ei den i-ten
Einheitsvektor aus Rd. Mit Ausnahme des Randes sind diese Tetraeder Tσ(k) (mit σ ∈ Sd)
paarweise disjunkt. Daru¨ber hinaus erkennt man leicht, dass fu¨r x ∈ C(k) gilt:
x ∈ Tσ(k) ⇐⇒ xσ(1) − bxσ(1)c ≥ . . . ≥ xσ(d) − bxσ(d)c > 0.
Das Innere eines jeden Tetraeders Tσ(k) ist dabei durch strikte Ungleichungen in obigem Term
charakterisiert. Ein Punkt x geho¨rt genau dann zu (mindestens) zwei verschiedenen Tetraedern,
wenn mindestens eine der obigen Ungleichungen mit Gleichheit erfu¨llt ist.
Mit diesen Vorbereitungen ko¨nnen nun die folgenden Funktionen definiert werden. Fu¨r n ∈ N,
i ∈ {1, . . . , d} und y ∈ Rd, sei
fn,σ,i(y) =
[√
µn
(byc+ eσ(1) + · · ·+ eσ(i))−√µn(byc+ eσ(1) + · · ·+ eσ(i−1)) ] (yσ(i) − byσ(i)c),
(2.5.6)
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wobei stillschweigend die Vereinbarung σ(0) = 0 und e0 = 0 getroffen sei. Daru¨ber hinaus wa¨hle
man fu¨r jedes gegebene k ∈ Zd und y ∈ C(k) ein σ(y) ∈ Sd mit y ∈ Tσ(y)(k). Man definiere:
gn(x) := α
d/2
tn µn(bαtnxc)1/2 + α
d/2
tn
d∑
i=1
fn,σ(αtnx),i(αtnx). (2.5.7)
Der Beweis der wichtigsten Eigenschaften (allen voran die Wohldefiniertheit) wurde aus Gru¨nden
der U¨bersichtlichkeit in Hilfslemma 2.5.2 ausgelagert. Darin werden insgesamt folgende Eigen-
schaften von gn bewiesen:
(i) die Wohldefiniertheit von gn
(ii) die Stetigkeit von gn
(iii) die Differenzierbarkeit von gn im Inneren eines jeden Teatraeders Tσ(k)
Aus den letzten beiden Eigenschaften folgt insbesondere, dass gn ∈ H1(Rd) gilt. Laut Definition
des Generators ergibt sich sofort:
|||∇gn|||22,Rn = α2tn
q (−ARnαtn)1/2√µny22, n ∈ N. (2.5.8)
Ebenfalls aus Gru¨nden der U¨bersichtlichkeit wurde der Beweis der nachfolgenden Ungleichung
in Hilfslemma 2.5.3(i) ausgelagert. Fu¨r alle n ∈ N gilt
α
d(p−1)/p
tn ‖µn‖p ≤ |||g2n|||p,Rn
[
1+Cα
[d(p−1)−2]/2p
tn
]
+
[|||∇gn|||22,Rn+1]C[α[d(p−1)−2]/2ptn +α[d(p−1)−2]/ptn ],
(2.5.9)
wobei die Konstante C lediglich von d und p abha¨ngt. Die (verscha¨rfte) Annahme d(p − 1) <
2 impliziert, dass die Exponenten von αtn auf der rechten Seite der Gleichung negativ sind.
Aufgrund der Tatsache, dass fu¨r t→∞ ebenso αtn →∞ gilt, erha¨lt man (wobei ggf. noch eine
Teilfolge von (Rn, tn, µn)n ausgewa¨hlt werden muss), dass
α
d(p−1)/p
tn ‖µn‖p ≤ |||g2n|||p,Rn(1 + 1n) + 1n
(|||∇gn|||22,Rn + 1). (2.5.10)
Mit Hilfe von (2.5.8) und (2.5.10) erha¨lt man aus (2.5.5) als Zwischenstand:
L.S. von (2.5.4) ≤ |||g2n|||p,Rn(1 + 1n) + 1n
(|||∇gn|||22,Rn + 1)− |||∇gn|||22,Rn + 1n
≤ |||g2n|||p,Rn(1 + 1n)− |||∇gn|||22,Rn
(
1− 1n
)
+ 2n (2.5.11)
Man beachte, dass gn (asymptotisch) ebenfalls periodische Randbedingungen besitzt, jedoch in
der Box [−Rn, Rn]d. Im Folgenden wird nun eine Version dieser Funktion konstruiert, welche
Nullrandbedingungen genu¨gt.
Sei ε ∈ (0, 1) beliebig und bezeichne ψRn : R → [0, 1] diejenige (stetige) Funktion, welche au-
ßerhalb von [−Rn, Rn] den Wert Null, innerhalb von [−Rn + Rεn, Rn − Rεn] den Wert Eins und
zwischen −Rn und −Rn + Rεn bzw. Rn − Rεn und Rn linear ist. Darauf aufbauend sei nun die
d-dimensionale Variante ΨRn =
⊗d
i=1 ψRn : Rd → [0, 1] definiert.
Es wird nun |||g2n|||p,Rn bzw. |||∇gn|||22,Rn gegen die entsprechenden Analoga von gnΨRn abgescha¨tzt.
Es sei dazu bemerkt, dass (wiederum aus Gru¨nden der U¨bersichtlichkeit) der Beweis von
1− Cα−1tn |||∇gn|||2,Rn ≤ |||gn|||2,Rn ≤ 1 + Cα−1tn |||∇gn|||2,Rn (2.5.12)
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in Hilfslemma 2.5.3(ii) ausgelagert wird. Man nutze nun die Schwarzsche Ungleichung (bzw. die
Dreiecksungleichung) und wa¨hle n so groß, dass dR−εn ≤ 1. Damit gilt:
|||∇(gnΨRn)|||22 ≤
∫
Rd
d∑
i=1
∣∣∂ign(x)ΨRn(x) + gn(x)∂iΨRn(x)∣∣2dx
=
∫
Rd
d∑
i=1
(
∂ign(x)ΨRn(x)
)2
+
(
gn(x)∂iΨRn(x)
)2
dx
+
∫
Rd
d∑
i=1
2|∂ign(x)|ΨRn(x)gn(x)|∂iΨRn(x)|dx
Man beachte nun, dass 0 ≤ ΨRn ≤ 1 und dass |∂iΨRn | ≤ R−εn . Man erha¨lt also:
|||∇(gnΨRn)|||22 ≤
∫
Rd
d∑
i=1
|∂ign(x)|2 +R−2εn gn(x)2dx+
∫
Rd
d∑
i=1
2R−εn |∂ign(x)|gn(x)dx
= |||∇gn|||22,Rn +R−2εn |||gn|||22,Rn + 2R−εn
∫
Rd
gn(x)
d∑
i=1
|∂ign(x)|dx
= |||∇gn|||22,Rn +R−2εn |||gn|||22,Rn + 2R−εn |||gn(x)∇∂ign(x)|||1,Rn
Ho¨lder Ungleichung ≤ |||∇gn|||22,Rn + 2R−εn |||gn|||2,Rn |||∇gn|||2,Rn + dR−2εn |||gn|||22,Rn
Mit Hilfe der Ungleichung von arithmetischem und geometrischem Mittel (ab =
√
a2b2 ≤ 12(a2 +
b2)) liefert dies nun:
|||∇(gnΨRn)|||22 ≤ |||∇gn|||22,Rn + 2R−εn 12
(|||gn|||22,Rn + |||∇gn|||22,Rn)+ dR−2εn |||gn|||22,Rn
≤ |||∇gn|||22,Rn
[
1 +R−εn
]
+ 2R−εn |||gn|||22,Rn
≤ |||∇gn|||22,Rn
[
1 +R−εn
]
+ 2R−εn
(
1 + 2Cα−1tn |||∇gn|||2,Rn + C2α−2tn |||∇gn|||22,Rn
)
.
Ggf. muss nun wieder eine Teilfolge von (Rn, tn, µn)n ausgewa¨hlt werden und man erha¨lt:
|||∇gn|||22,Rn ≥ |||∇(gnΨRn)|||22(1− 1n)− 1n , n ∈ N. (2.5.13)
Der na¨chste Schritt besteht darin, |||g2n|||p,Rn gegen |||(gnΨRn)2|||p abzuscha¨tzen. Dazu beno¨tigt
man eine kleine Vorbetrachtung, in der wieder die periodischen Randbedingungen ausgenutzt
werden (sog. Shiftargument). Ziel ist es, zu verhindern, dass g2pn zu stark auf dem ε-Rand der
Box BRn konzentriert ist. Mit anderen Worten, es gilt o.B.d.A.:∫
BRn\BRn−Rεn
g2pn (x) dx ≤
|BRn \BRn−Rεn |
|BRn |
∫
BRn
g2pn (x) dx, n ∈ N. (2.5.14)
Zum Beweis nehme man an, dass fu¨r alle Verschiebungen (engl. shift) θz(x) = x+ z modulo Rn
mit z ∈ BRn gilt:∫
BRn\BRn−Rεn
g2pn (θz(x)) dx >
|BRn \BRn−Rεn |
|BRn |
∫
BRn
g2pn (x) dx. (2.5.15)
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Um einen Widerspruch zu erhalten integriere man nun beide Seiten u¨ber z ∈ BRn und vertausche
die Integrationsreihenfolge:∫
BRn\BRn−Rεn
g2pn (θz(x)) dx =
1
|BRn |
∫
BRn
∫
BRn\BRn−Rεn
g2pn (θz(x)) dx dz
=
1
|BRn |
∫
BRn\BRn−Rεn
∫
BRn
g2pn (z + x) dz dx
=
1
|BRn |
∫
BRn\BRn−Rεn
∫
BRn
g2pn (z) dz dx
=
|BRn \BRn−Rεn |
|BRn |
∫
BRn
g2pn (z) dz
Damit gibt es also mindestens ein z ∈ BRn , so dass das Gegenteil von (2.5.15) wahr ist. Im
weiteren Verlauf wird nun mit gn ◦ θz anstelle von gn gearbeit. Man beachte, dass aufgrund der
periodischen Randbedingungen sa¨mtliche weiteren Eigenschaften erhalten bleiben. Der Quotient
auf der rechten Seite von (2.5.14) kann nun wiefolgt abgescha¨tzt werden.
|BRn \BRn−Rεn |
|BRn |
=
(2Rn + 1)
d − (2(Rn −Rεn) + 1)d
(2Rn + 1)d
=
∑d
i=0(2Rn)
i ∗ 1d−i −∑di=0(2(Rn −Rεn))i ∗ 1d−i
(2Rn + 1)d
Rn>1 ≤ C
Rdn + CR
d−1
n − (Rn −Rεn)d
Rdn
= C
Rdn + CR
d−1
n −
∑d
i=0R
i
n(−Rεn)d−i
Rdn
= C
CRd−1n +Rd−1+εn −
∑d−2
i=0 R
i
n(−Rεn)d−i
Rdn
ε<1 ≤ CCR
d−1+ε
n
Rdn
= CRε−1n (2.5.16)
Dabei ha¨ngt die Konstante C nicht von n ab. Im Inneren BRn−Rεn ist gn = (gnΨRn). Man erha¨lt
damit:
|||g2n|||pp,Rn − |||(gnΨRn)2|||pp =
∫
BRn
g2pn (x) dx−
∫
BRn
(gnΨRn)
2p(x) dx
=
∫
BRn\BRn−Rεn
g2pn (x)− (gnΨRn)2p(x) dx
≤
∫
BRn\BRn−Rεn
g2pn (x) dx
(2.5.14) ≤
|BRn \BRn−Rεn |
|BRn |
∫
BRn
g2pn (x) dx
(2.5.16) ≤ CRε−1n |||g2n|||pp,Rn
Gegebenenfalls muss nun wieder eine Teilfolge von (Rn, tn, µn)n ausgewa¨hlt werden und man
erha¨lt schließlich:
|||g2n|||p,Rn ≤ |||(gnΨRn)2|||p(1 + 1n), n ∈ N. (2.5.17)
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Damit liegen die no¨tigen Abscha¨tzungen von |||g2n|||p,Rn (siehe (2.5.17)) bzw. |||∇gn|||22,Rn (siehe
(2.5.13)) bereit. Man erha¨lt nun aus (2.5.11) fu¨r alle n:
L.S. von (2.5.4) ≤ |||g2n|||p,Rn(1 + 1n)− |||∇gn|||22,Rn
(
1− 1n
)
+ 2n
≤ |||g2n|||p,Rn(1 + 1n)− |||∇gn|||22,Rn(1− 2n)− 1n |||∇gn|||22,Rn + 2n
≤ |||(gnΨRn)2|||p(1 + 1n)2 −
[|||∇(gnΨRn)|||22(1− 1n)− 1n](1− 2n)
− 1n
[|||∇(gnΨRn)|||22(1− 1n)− 1n]+ 2n
≤ |||(gnΨRn)2|||p(1 + 3n)− |||∇(gnΨRn)|||22(1− 3n)− 1n |||∇gn|||22,Rn + 3n
=
[ |||(gnΨRn)2|||p
|||gnΨRn |||22
1 + 3n
1− 3n
− |||∇(gnΨRn)|||
2
2
|||gnΨRn |||22
]
(1− 3n)|||gnΨRn |||22 − 1n |||∇gn|||22,Rn + 3n .
Man beachte, dass hn = gnΨRn/|||gnΨRn |||2 eine L2-normierte Funktion aus H1(Rd) ∩ L2p(Rd)
mit kompaktem Tra¨ger BRn ist. Daher kann nun der Term in eckigen Klammern gegen das Su-
premum aller derartiger Funktionen abgescha¨tzt werden, welcher wiederum gleich ρ(c)d,p(
1+3/n
1−3/n) ist
(siehe dazu (2.2.4)). Aufgrund von (2.3.3) ist ρ(c)d,p(
1+3/n
1−3/n) > 0 und da trivialerweise |||gnΨRn |||22 ≤
|||gn|||22,Rn gilt, erha¨lt man:
L.S. von (2.5.4) ≤ ρ(c)d,p
(1+3/n
1−3/n
)
(1− 3n)|||gn|||22,Rn − 1n |||∇gn|||22,Rn + 3n
≤ ρ(c)d,p
(1+3/n
1−3/n
)|||gn|||22,Rn − 1n |||∇gn|||22,Rn + 3n . (2.5.18)
Mit Hilfe von (2.5.26) aus Hilflemma 2.5.3(ii) ist klar, dass (bei ggf. notwendiger erneuter Aus-
wahl einer Teilfolge von (Rn, tn, µn)n) die Abscha¨tzung
|||gn|||22,Rn ≤ 1 + 1n |||∇gn|||22,Rn/ρ
(c)
d,p(
1+3/n
1−3/n)
gilt. Wenn dies in Gleichung (2.5.18) eingesetzt wird, erha¨lt man fu¨r alle n, dass
L.S. von (2.5.4) ≤ ρ(c)d,p
(1+3/n
1−3/n
)
+ 3n .
Mit Hilfe von (2.3.3) sieht man, dass die rechte Seite fu¨r n ↑ ∞ gegen ρ(c)d,p(1) konvergiert. Damit
ist der Beweis des Lemmas beendet.
Hilfslemma 2.5.2 (Eigenschaften von gn).
Es sei an die Definition von gn erinnert. Fu¨r n ∈ N, i ∈ {1, . . . , d} und y ∈ Rd, sei die Funktion
fn,σ,i definiert gema¨ß
fn,σ,i(y) =
[√
µn
(byc+ eσ(1) + · · ·+ eσ(i))−√µn(byc+ eσ(1) + · · ·+ eσ(i−1)) ] (yσ(i) − byσ(i)c),
(wobei σ(0) = 0 and e0 = 0). Fu¨r jedes Paar k ∈ Zd und y ∈ C(k) sei σ(y) ∈ Sd derart gewa¨hlt
dass y ∈ Tσ(y)(k) gilt. Damit sei
gn(x) = α
d/2
tn µn(bαtnxc)1/2 + α
d/2
tn
d∑
i=1
fn,σ(αtnx),i(αtnx).
Dann gilt:
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(i) gn ist wohldefiniert
(ii) gn ist auf Rd stetig
(iii) gn ist im Inneren eines jeden Teatraeders Tσ(k) differenzierbar.
Aus (ii) und (iii) folgt damit insbesondere, dass gn ∈ H1(Rd).
Beweis.
Zuna¨chst zeigt man, dass gn u¨berhaupt wohldefiniert ist. Mit anderen Worten, es muss nachge-
wiesen werden, dass fu¨r einen Punkt y ∈ Rd, der sowohl zu Tσ1(k) als auch zu Tσ2(k) geho¨rt,
die Funktion gn ordnungsgema¨ß definiert ist, d.h. es ist zu zeigen, dass
d∑
i=1
fn,σ1,i(y) =
d∑
i=1
fn,σ2,i(y). (2.5.19)
Im Folgenden sei dies lediglich fu¨r einen Spezialfall gezeigt. Der allgemeine Fall ergibt sich durch
analoge Betrachtungsweisen. Es sei daher
σ1(1) = 1 = σ2(2) and σ1(2) = 2 = σ2(1), and σ1(i) = σ2(i) for i ≥ 3.
Mit anderen Worten, es soll gelten, dass y1−by1c = y2−by2c ≥ yi−byic fu¨r alle i ∈ {3, . . . , d}.
Man betrachte nun die durch die unterschiedlichen σ induzierte Differenz:
d∑
i=1
fn,σ1,i(y)−
d∑
i=1
fn,σ2,i(y) =
[√
µn
(byc+ e1)−√µn(byc)] (y1 − by1c)
+
[√
µn
(byc+ e1 + e2)−√µn(byc+ e1] (y2 − by2c)
−
[√
µn
(byc+ e2)−√µn(byc] (y2 − by2c)
−
[√
µn
(byc+ e2 + e1)−√µn(byc+ e2] (y1 − by1c).
Da y1 − by1c = y2 − by2c gilt, ist diese Differenz Null und es ist gezeigt, dass gn in der Tat
wohldefiniert ist. Die obige Argumentation erfolgte dabei fu¨r den Spezialfall, dass die erste und
die zweite Koordinate eines Punktes y ∈ Rd gleich sind und dass diese den gro¨ßten gebrochenen
Anteil (y1 − by1c) aller Koordinaten besitzen. Eine Verallgemeinerung dieses Falles folgt dem
gleichen Prinzip und sei an dieser Stelle aus Gru¨nden der U¨bersichtlichkeit ausgespart. Damit
ist also (i) bewiesen und in Bezug auf die Notation werde daher ab sofort fn,σ,i(y) anstelle von
fn,σ(y),i(y) geschrieben.
Daru¨ber hinaus folgt aus obiger Argumentation sofort, dass gn innerhalb eines jeden Ein-
heitswu¨rfels C(k) stetig ist. Um Teil (ii) zu zeigen muss daher nur noch der Nachweis der
Stetigkeit an den Ra¨ndern der Einheitswu¨rfel erfolgen. Ein Punkt y ∈ Rd geho¨rt genau dann
zum Rand eines dieser Wu¨rfel, wenn mindestens eine seiner Koordinaten eine ganze Zahl ist.
Wiederum aus Gru¨nden der U¨bersichtlichkeit nehme man an, dass dieses nur fu¨r i = 1 gilt:
yi − byic = 1. Es ist klar, dass y zu zwei verschiedenen Tetraedern zweier verschiedener Ein-
heitswu¨rfel geho¨rt: y ∈ Tσ1(k)∩Tσ2(k + e1). Die beiden Permutationen σ1 und σ2 ha¨ngen dabei
wiefolgt zusammen:
σ1(1) = 1, σ2(d) = 1 and σ1(i+ 1) = σ2(i) ∀i ∈ {1, . . . , d− 1}
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Die Begru¨ndung dafu¨r ist denkbar einfach: Die Ganzzahligkeit in der ersten Koordinate kann
einmal durch die maximal mo¨gliche Differenz von yi − byic = 1 ausgedru¨ckt werden (damit ist
dann σ1(1) = 1), andererseits aber auch dadurch, dass diese Differenz minimal wird und die Dif-
ferenz durch Verschiebung des ganzen Einheitswu¨rfels dargestellt wird. Somit ergibt sich dann
(aufgrund der Ordnung der gebrochenen Anteile), dass σ2(d) = 1 gilt.
Man wa¨hle nun eine beliebige Folge (y(m))m ∈ Tσ2(k + e1), welche gegen y konvergiere. Fu¨r
hinreichend große m gilt, dass byc+ e1 = by(m)c. Es gilt nun:
µn(by(m)c)1/2 +
d∑
i=1
fn,σ2,i(y
(m)) = µn(byc+ e1)1/2 +
d∑
i=1
(y(m)σ2(i) − by
(m)
σ2(i)
c)
×
[√
µn
(byc+ e1 + eσ2(1) + · · ·+ eσ2(i))−√µn(byc+ e1 + eσ2(1) + · · ·+ eσ2(i−1)) ].
Man beachte dabei, dass der Summand fu¨r i = d wegen limm→∞(y(m)σ2(d) − by
(m)
σ2(d)
c) = 0 gegen
Null konvergieren muss. In der verbleibenden Summe mit i = 1, . . . , d − 1 verschiebe man nun
den Laufindex, indem i = j − 1 ersetzt wird. Dabei kann gleichzeitig σ2(j − 1) durch σ1(j)
substituiert werden und man erha¨lt (fu¨r m→∞):
µn(by(m)c)1/2 +
d∑
i=1
fn,σ2,i(y
(m))
= µn(byc)1/2 +
[√
µn(byc+ e1)−
√
µ(bxc)
]
(y(m)σ1(1) − byσ1(1)c)
+
d∑
j=2
[√
µn
(byc+ eσ1(1) + eσ1(2) + · · ·+ eσ1(j))−√µn(byc+ eσ1(1) + eσ1(2) + · · ·+ eσ1(j−1))]
× (y(m)σ1(j) − byσ1(j)c) + o(1)
= µn(byc)1/2 +
d∑
j=1
[√
µn
(byc+ eσ1(1) + · · ·+ eσ1(j))−√µn(byc+ eσ1(1) + · · ·+ eσ1(j−1))]
× (y(m)σ1(j) − byσ1(j)c) + o(1).
Wegen y(m)j → yj muss nun der letzte Term gegen µn(byc)1/2 +
∑d
j=1 fn,σ1,j(y) konvergieren.
Somit wurde soeben die Stetigkeit von gn am Rand aller Einheitswu¨rfel C(k) gezeigt und daher
auch die Stetigkeit von gn auf dem gesamten Rd. Der Beweis von (ii) ist damit ebenso beendet.
Aufgrund der Definition von gn als Kompostition differenzierbarer Funktionen innerhalb ei-
nes jeden Tetraeders Tσ(k) folgt sofort dass gn ebendort auch differenzierbar ist. (Damit ist (iii)
bewiesen.) Die Vereinigung der Ra¨nder aller Tetraeder wiederum ist eine Nullmenge bezu¨glich
des Lebesgue-Maßes. Daher liegt gn auch in H
1(Rd).
Als letzten Schritt um den Beweis zu vervollsta¨ndigen verbleibt das folgende Lemma mit den
ausgelagerten Hilfresultaten (2.5.9) und (2.5.12).
Hilfslemma 2.5.3.
Unter den bisherigen Bedingungen und mit den eingefu¨hrten Bezeichnern gilt:
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(i) Fu¨r die Norm ‖µn‖p gilt folgende Abscha¨tzung:
α
d(p−1)/p
tn ‖µn‖p ≤ |||g2n|||p,Rn
[
1 + Cα
[d(p−1)−2]/2p
tn
]
+
[|||∇gn|||22,Rn + 1]C[α[d(p−1)−2]/2ptn + α[d(p−1)−2]/ptn ]
(ii) Der Abstand zwischen |||gn|||2,Rn und eins genu¨gt folgender Ungleichung:
1− Cα−1tn |||∇gn|||2,Rn ≤ |||gn|||2,Rn ≤ 1 + Cα−1tn |||∇gn|||2,Rn
Beweis.
Zuna¨chst sei der Beweis von (ii), d.h. (2.5.9), gefu¨hrt. Die Definition von fn,σ,i, (2.5.6), bzw. von
gn, (2.5.7), liefern zusammen mit der Dreiecksungleichung die nachfolgenden Umformungen.
Man beachte dabei, dass sich wegen µ(Zd \QαtRn) = 0 die Norm auf BRn in die entsprechende
lp-Norm auf Zd u¨berfu¨hren lassen:
|||gn|||2p,Rn ≥ αd/2tn |||µn(bαtn · c)1/2|||2p,Rn − α
d/2
tn
∣∣∣∣∣∣∣∣∣ d∑
i=1
fn,σ,i(αtn · )
∣∣∣∣∣∣∣∣∣
2p,Rn
= α
d/2
tn
[∫
BRn
µn(bαtnxc)pdx
]1/2p
− αd/2tn
∫
BRn
(
d∑
i=1
fn,σ,i(αtnx)
)2p
dx
1/2p
= α
d/2
tn
[∫
Rd
α−dt µn(bxc)pdx
]1/2p
− αd/2tn
∫
BαtRn
α−dt
(
d∑
i=1
fn,σ,i(x)
)2p
dx
1/2p
= α
d(p−1)/2p
tn ‖µn‖
1
2
p − αd(p−1)/2ptn
∣∣∣∣∣∣∣∣∣ d∑
i=1
fn,σ,i
∣∣∣∣∣∣∣∣∣
2p,αtRn
(2.5.20)
Fu¨r alle y ∈ Rd gilt nun:
∣∣∣ d∑
i=1
fn,σ,i(y)
∣∣∣2p ≤ d2p d∑
i=1
∣∣∣√µn(byc+ eσ(1) + · · ·+ eσ(i))−√µn(byc+ eσ(1) + · · ·+ eσ(i−1))∣∣∣2p
≤ d2p
d∑
i=1
∣∣∣√µn(byc+ eσ(1) + · · ·+ eσ(i))−√µn(byc+ eσ(1) + · · ·+ eσ(i−1))∣∣∣2
= d2pα−d−2tn |∇gn(y/αtn)|2, (2.5.21)
Die Korrektheit der Abscha¨tzung des Exponenten la¨sst sich leicht einsehen. Da µ ein Wahr-
scheinlichkeitsmaß (auf einer endlichen Menge) ist, muss der Term innerhalb des Betrages im
Intervall [−1, 1] liegen. Fu¨r x ∈ [0, 1] und p > 1 gilt nun trivialerweise, dass x2p ≤ x2.
Es sei an dieser Stelle bemerkt, dass genau diese Abscha¨tzung der Grund ist, weshalb statt der
zu erwartenden Bedingung d(p−1) < 2p die sta¨rkere Einschra¨nkung d(p−1) < 2 no¨tig ist (siehe
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dazu auch Bemerkung 2.3.6). Mit Hilfe von (2.5.20) erha¨lt man nun:
α
d(p−1)/2p
tn ‖µn‖
1
2
p ≤ |||gn|||2p,Rn + αd/2tn
∫
BαtRn
α−dt
(
d∑
i=1
fn,σ,i(x)
)2p
dx
1/2p
(2.5.21) ≤ |||gn|||2p,Rn + αd/2tn
[∫
BαtRn
α−dt d
2pα−d−2tn |∇gn(x/αtn)|2dx
]1/2p
= |||gn|||2p,Rn + αd/2tn
[∫
BRn
d2pα−d−2tn |∇gn(x)|2dx
]1/2p
= |||gn|||2p,Rn + dα[d(p−1)−2]/2ptn |||∇gn|||
1
p
2,Rn
. (2.5.22)
Man quadriere nun beide Seiten dieser Ungleichung und nutze die (trivialen) Abscha¨tzungen:
a2/p ≤ max{12, a2}1/p ≤ max{1, a2} ≤ 1 + a2 ⇒ |||∇gn|||
2
p
2,Rn
≤ 1 + |||∇gn|||22,Rn
ab ≤ 12(a2 + b2) ⇒ |||gn|||2p,Rn |||∇gn|||2,Rn ≤ 12(|||gn|||22p,Rn + |||∇gn|||22,Rn)
um die folgenden Umformungen zu erhalten:
α
d(p−1)/p
tn ‖µn‖p ≤
[
|||gn|||2p,Rn + dα[d(p−1)−2]/2ptn |||∇gn|||
1
p
2,Rn
]2
= |||gn|||22p,Rn +
1
2
|||gn|||2p,Rndα[d(p−1)−2]/2ptn |||∇gn|||
1
p
2,Rn
+ d2α
[d(p−1)−2]/p
tn |||∇gn|||
2
p
2,Rn
≤ |||gn|||22p,Rn +
1
4
dα
[d(p−1)−2]/2p
tn
(
|||gn|||22p,Rn + |||∇gn|||
2
p
2,Rn
)
+ d2α
[d(p−1)−2]/p
tn |||∇gn|||
2
p
2,Rn
= |||gn|||22p,Rn
[
1 +
1
4
dα
[d(p−1)−2]/2p
tn
]
+ |||∇gn|||
2
p
2,Rn
[
d2α
[d(p−1)−2]/p
tn +
1
4
dα
[d(p−1)−2]/2p
tn
]
= |||g2n|||2p,Rn
[
1 + Cα
[d(p−1)−2]/2p
tn
]
+ |||∇gn|||
2
p
2,Rn
C
[
α
[d(p−1)−2]/p
tn + α
[d(p−1)−2]/2p
tn
]
= |||g2n|||2p,Rn
[
1 + Cα
[d(p−1)−2]/2p
tn
]
+
(
1 + |||∇gn|||22,Rn
)
C
[
α
[d(p−1)−2]/p
tn + α
[d(p−1)−2]/2p
tn
]
Dabei ha¨ngt C nur von der Dimension d ab und es ist damit (2.5.9), also der ersten Teil dieses
Hilfslemmas gezeigt.
Es verbleibt der Nachweis von Teil (i). Zuallererst nutze man wiederum die Dreiecksungleichung
in der Definition von gn (2.5.7) aus und erhalte:
|||gn|||2,Rn ≤
∣∣∣∣∣∣∣∣∣√αdtnµn(bαtn ·c)∣∣∣∣∣∣∣∣∣2,Rn +
∣∣∣∣∣∣∣∣∣αd/2tn d∑
i=1
fn,σ,i(αtn ·)
∣∣∣∣∣∣∣∣∣
2,Rn
. (2.5.23)
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Fu¨r den ersten Summanden der rechten Seite gilt nun:
∣∣∣∣∣∣∣∣∣√αdtnµn(bαtn ·c)∣∣∣∣∣∣∣∣∣2,Rn =
[∫
BRn
αdtnµn
(bαtnxc)dx
]1/2
=
[∫
BαtRn
µn
(bxc)dx]1/2
=
 ∑
x∈QRn
µn
(
x
)
dx
1/2 = 1 (2.5.24)
Fu¨r die L2-Norm von x 7→ αd/2tn
∑d
i=1 fn,σ,i(αtnx) gilt nun:
∣∣∣∣∣∣∣∣∣αd/2tn d∑
i=1
fn,σ,i(αtn ·)
∣∣∣∣∣∣∣∣∣
2,Rn
= α
d/2
tn
∫
BRn
(
d∑
i=1
fn,σ,i(αtnx)
)2
dx
1/2
= α
d/2
tn
∫
αtBRn
α−dt
(
d∑
i=1
fn,σ,i(x)
)2
dx
1/2
(2.5.21) ≤ αd/2tn
(∫
αtBRn
α−dt d
2α−d−2tn |∇gn(x/αt)|2dx
)1/2
= α
d/2
tn
(∫
BRn
d2α−d−2tn |∇gn(x)|2dx
)1/2
≤ Cα−1tn |||∇gn|||2,Rn (2.5.25)
wobei wieder C ∈ (0,∞) nur von d abha¨ngt. Wenn nun (2.5.24) und (2.5.25) in (2.5.23) eingesetzt
wird, erha¨lt man
|||gn|||2,Rn ≤
∣∣∣∣∣∣∣∣∣√αdtnµn(bαtn ·c)∣∣∣∣∣∣∣∣∣2,Rn +
∣∣∣∣∣∣∣∣∣αd/2tn d∑
i=1
fn,σ,i(αtn ·)
∣∣∣∣∣∣∣∣∣
2,Rn
≤ 1 + Cα−1tn |||∇gn|||2,Rn .
In vollkommen analoger Weise (man nutze die Dreiecksungleichung in modizifierter Form) ge-
langt man zu |||gn|||2,Rn ≥ 1− Cα−1tn |||∇gn|||2,Rn . Somit gilt:∣∣|||gn|||2,Rn − 1∣∣ ≤ Cα−1tn |||∇gn|||2,Rn , n ∈ N. (2.5.26)
Damit ist der Beweis von Hilfslemma 2.5.3 abgeschlossen.
Kapitel 3
Der superkritische Fall
3.1 Das Theorem
In diesem Abschnitt wird der superkritische Fall (d.h. p(d− 2) ≥ d) na¨her untersucht. Dazu sei
zuna¨chst das folgende Theorem formuliert:
Theorem 3.1.1.
Es seien p, d ∈ N mit p(d − 2) ≥ d (dies bezeichnet man als superkritischen Fall) und p > 1.
Dann gilt fu¨r alle Geschwindigkeiten r˜t → ∞ mit r˜t 1log r˜t
p(p−1)
3p−1  t
2p2
3p−1 und r˜t  tp fu¨r die
Selbstu¨berschneidungslokalzeiten `t, dass:
lim
t→∞
1
r˜
1/p
t
logP
[‖`t‖pp > r˜t] = − inf
f,‖f‖2=1
{
〈f,−Af〉
‖f‖22p
}
.
Dabei bezeichne A den Generator der zugrundeliegenden Irrfahrt (St)t.
Bemerkung 3.1.2 (Beweis der oberen Schranke).
Der Beweis der oberen Schranke von Theorem 3.1.1 folgt in weiten Teilen der Strategie aus
[HKM06]. Wa¨hrend dort lediglich der subkritische Fall behandelt wurde und eine nur grobe
Abscha¨tzung erfolgte (fu¨r den Zweck der Publikation war diese Abscha¨tzung jedoch vollkommen
ausreichend) wird die Strategie im vorliegenden Kapitel (Abschnitt 3.3) fu¨r den superkritischen
Fall adaptiert und versucht, die Technik bis zum A¨ußersten auszureizen. 3
Bemerkung 3.1.3 (Fehlende Kompaktheit).
Wie bereits in der Einleitung dieser Dissertation erwa¨hnt ist eines der Hauptprobleme beim
Beweis der oberen Schranke die fehlende Kompaktheit. Im vorliegenden Kapitel wird diese
Hu¨rde durch die Verwendung verschiedener kombinatorischer Argumente umgangen. Der Aus-
gangspunkt des Beweises ist dabei die Projektion der Irrfahrt in eine Box (d.h. die Periodi-
sierung der gesamten Irrfahrt). Dabei sei angemerkt, dass die Gro¨ße dieser Box t-abha¨ngig
ist und damit zuna¨chst viel zu groß. Eine Projektion auf eine Box konstanter Gro¨ße (wie die
Heuristik es nahelegt) hat den entscheidenden Nachteil, dass die dadurch entstehenden neuen
Selbstu¨berscheidungen zu zahlreich und damit die obere Abscha¨tzung zu schlecht ist.
A¨hnliche Probleme tauchten ebenfalls in [CM09] auf. Im Gegensatz zum vorliegenden Beweis
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wurde dieses Problem in [CM09] nicht durch die Periodisierung der gesamten Irrfahrt (durch
Projektion auf den Torus) gelo¨st, sondern es wurde lediglich die p-te Potenz der Greenschen
Funktion periodisiert. (Desweiteren lieferte die bekannte Minkowski Ungleichung einen zentra-
len Beitrag.) Der Hauptgrund fu¨r den Erfolg dieser Strategie besteht darin, dass in [CM09] die
gegenseitigen U¨berscheidungen von Irrfahrten betrachtet wurden, wa¨hrend in der vorliegenden
Dissertation das Problem der Selbstu¨berschneidungen (welches im Allgemeinen komplizierter
ist) behandelt wird. 3
Bemerkung 3.1.4 (Einschra¨nkungen an r˜t).
Wa¨hrend die obere Begrenzung der Geschwindigkeit r˜t der natu¨rlichen Erwartung (hinsichtlich
des maximal Mo¨glichen) entspricht, ist festzuhalten, dass sich die Notwendigkeit fu¨r die untere
Begrenzung der Geschwindigkeit rein aus der Technik des Beweises ergibt. Wa¨hrend des Nach-
weises der oberen Schranke ist es an einer Stelle unabdingbar, eine Anzahl gewisser Paarmaße
abzuscha¨tzen. Leider ist dies nur in grobem Maße gelungen woraus die Einschra¨nkungen an r˜t
resultieren. 3
Bemerkung 3.1.5 (Einschra¨nkungen an p).
Weiterhin gravierend in obigem Theorem ist vor allem die Einschra¨nkung, dass p > 1 eine ganze
Zahl sein muss. Trotz großer Anstrengungen ist es nicht gelungen, diese Voraussetzung fallen
zu lassen oder sie zumindest abzumildern. Wie bereits erwa¨hnt, wird diese Restriktionen beim
Beweis der oberen Schranke beno¨tigt. An gegebener Stelle wird darauf hingewiesen werden. 3
Bemerkung 3.1.6 (Arbeiten von C. Laurent).
Wa¨hrend der Erarbeitung dieser Dissertation konnte Clement Laurent (siehe [L10a]) dieses Theo-
rem bereits in allgemeinerer Form und mit geringeren Annahmen beweisen. Er nutzte dabei eine
Technik von Fabienne Castell (siehe [Ca10]) und konnte diese entsprechend anpassen. In dieser
Dissertation sollte versucht werden, dieses Theorem weiter zu verallgemeinern, jedoch konnte
dieses Ziel nicht erreicht werden. Jedoch ist der alternative Beweisweg in sich bemerkenswert
und soll daher in dieser Dissertation aufgefu¨hrt werden. 3
3.2 Die untere Schranke
Die untere Schranke stellt hinsichtlich ihres Beweises keine bedeutende Schwierigkeit dar. Kern-
stu¨ck desselben ist die Anwendung des beru¨hmten Prinzips großer Abweichungen von Donsker
und Varadhan (vgl. [DV75]). Im Falle der unteren Schranke ist es hinreichend, die Lokalzeiten
nur bis zu einem bestimmten Zeitpunkt zu betrachten. Diese Fixierung fu¨hrt letztendlich dazu,
dass die Voraussetzungen zur Anwendung des Standardprinzips erfu¨llt sind. Diese Vorgehens-
weise findet sich vergleichsweise ha¨ufig und der Beweis sei an dieser Stelle nur aus Gru¨nden der
Vollsta¨ndigkeit wiedergegeben. (Er findet sich bereits zitierfa¨hig in der Literatur, beispielsweise
in [L10a], dem wir im Wesentlichen folgen.)
Proposition 3.2.1 (Untere Schranke).
Im superkritischen Fall gilt unter der Nebenbedingung r˜t  tp, dass:
lim inf
t→∞
1
r˜
1/p
t
logP(‖`t‖pp ≥ r˜t) ≥ − inf
f,‖f‖2=1
{
〈f,−Af〉
‖f‖22p
}
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Beweis.
Man fixiere zuna¨chst eine beliebige Konstante M > 0. Wegen r˜t  tp existiert ein Zeitpunkt t0,
so dass fu¨r alle t > t0 die Beziehung Mr˜t < t
p gilt. Man erha¨lt daher:
P(‖`t‖pp ≥ r˜t) ≥ P(‖`(Mr˜t)1/p‖pp ≥ r˜t)
= P
(∥∥∥∥ `(Mr˜t)1/p(Mr˜t)1/p
∥∥∥∥p
p
≥ 1
M
)
≥ P
(∥∥∥∥ `(Mr˜t)1/p(Mr˜t)1/p
∥∥∥∥p
p
>
1
M
)
Die letzte Abscha¨tzung gilt (trivialerweise) immer. Da die Norm (aufgefasst als Funktional
f → ‖f‖p) unterhalbstetig ist, ist wiederum die Menge {‖f‖p > c} eine offene Menge. Diese
Tatsache ermo¨glicht die Anwendung des beru¨hmten Resultates von Donsker und Varadhan (vgl.
[DV75]) und man erha¨lt:
lim inf
t→∞
1
(Mr˜t)1/p
logP(‖`t‖pp ≥ r˜t) ≥ − inf
f,‖f‖2=1
{
〈f,−Af〉, ‖f‖22p > 1M1/p
}
Da M > 0 beliebig gewa¨hlt wurde, kann nun ebenso zum Infimum u¨ber diese Konstante
u¨bergegangen werden und folgende Umformungen werden ermo¨glicht:
inf
M>0
{
M1/p inf
f,‖f‖2=1
{
〈f,−Af〉, ‖f‖22p > 1M1/p
}}
= inf
f,‖f‖2=1
inf
M>0
{
M1/p〈f,−Af〉, M1/p > 1‖f‖22p
}
= inf
f,‖f‖2=1
{
〈f,−Af〉
‖f‖22p
}
Zusammengefasst erha¨lt man nun:
lim inf
t→∞
1
r˜
1/p
t
logP(‖`t‖pp ≥ r˜t) ≥ − inf
f,‖f‖2=1
{
〈f,−Af〉
‖f‖22p
}
Damit ist der Beweis der unteren Schranke beendet.
3.3 Die obere Schranke
Das wesentliche Problem stellt der Beweis der oberen Schranke dar. Wie eingangs bereits erwa¨hnt
wurde dieses Problem in [L10a] mit Hilfe des sogenannten Eisenbaumtheorems (vgl.[MR06])
gelo¨st. Der vorliegende Weg umgeht die Nutzung dieses Theorems und bietet eine Alternative,
unter Nutzung a¨hnlicher Techniken wie im subkritischen Fall. Bedauerlicherweise stellt sich
heraus, dass die auf diese Weise entstehenden Einschra¨nkungen an die Gu¨ltigkeit ha¨rter sind als
jene, die im Zuge des Beweises in [L10a] entstehen.
Bemerkung 3.3.1 (Struktur des Beweises).
Es werde wiederum P(‖`t‖pp > r˜t) betrachtet. Der Beweis der oberen Schranke entwickelt sich
anhand der folgenden Schritte:
• Projektion der Irrfahrt auf den Torus [−R,R)d, mit R = R(t)
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• Nutzung der Markov-Ungleichung
• Abscha¨tzung des Erwartungswertes mittel einer Variante der Greenschen Funktion
• Umformulierung mit Hilfe von empirischen Paarmaßen als eine Variationsformel
• Abscha¨tzung der Variationsformel gegen eine andere Variationsformel
• Nutzung von Umformulierungen aus [L10a] ohne Verwendung des Eisenbaumtheorems
3
Bevor diese Schritte genau ausgearbeitet werden, sei an dieser Stelle noch ein Kommentar zu
den Einschra¨nkungen gestattet. In der folgenden Bemerkung werden die Restriktionen na¨her
beleuchtet, die im Verlauf des Beweises der unteren Schranke im superkritischen Fall (p(d −
2) ≥ d) beno¨tigt werden. Ebenfalls wird eine erste Begru¨ndung der Notwendigkeit dieser Ein-
schra¨nkungen gegeben, welche unter anderem aus den Anforderungen an die Gro¨ße des Torus R
resultieren.
Bemerkung 3.3.2 (Restriktionen im Beweis der oberen Schranke).
Es sei zuna¨chst an die Einschra¨nkungen aus Theorem 3.1.1 erinnert, die im Zuge des Beweises
der oberen Schranke beno¨tigt werden:
1. Ganzahligkeit von p:
Der Parameter p muss eine ganze Zahl sein (p ∈ N). Der Trivialfall p = 1 sei an dieser
Stelle ebenfalls ausgeschlossen.
2. Begrenzung der Geschwindigkeit r˜t:
r˜t darf ho¨chstens so schnell wachsen, dass immer noch r˜t  tp gilt, muss jedoch mindestens
so schnell wachsen, dass r˜t
(
1
log r˜t
)p(p−1)/(3p−1)  t2p2/(3p−1) gilt.
Bedingung 1 wird beno¨tigt, um Gleichung (3.3.3) weiter umzuformen. Konkret geht es darum,
dass die Ganzzahligkeit des Exponenten pβx im Term `
R
t (x)
pβx notwendig ist, welches leider nur
durch die Bedingung p ∈ N erzwungen werden kann.
Die Erkla¨rung von Bedingung 2 ist etwas umfangreicher. Wa¨hrend die obere Schranke r˜t  tp
die natu¨rliche Grenze darstellt, spielt fu¨r die untere Schranke die Gro¨ße des Torus [−R,R)d eine
entscheidende Rolle.
Die Technik des Beweises basiert darauf, dass die gesamte Irrfahrt auf diesen Torus projiziert
wird. Dabei entstehen bedauerlicherweise eine Vielzahl an zusa¨tzlichen Selbstu¨berschneidungen,
die es bei konstanter Gro¨ße R unmo¨glich machen wu¨rde, die urspru¨nglichen Selbstu¨berschnei-
dungen exakt zu quantifizieren. Aus diesem Grunde entsteht die NotwendigkeitR in Abha¨ngigkeit
von t anwachsen zu lassen. Die untere Grenze fu¨r die Geschwindigkeit ist eine logische Konse-
quenz aus der eben beschriebenen Vorgehensweise. Die zusa¨tzlichen Selbstu¨berschneidungen der
periodisierten Irrfahrt mu¨ssen im Vergleich zu den urspru¨nglichen Selbstu¨berschneidungen hin-
reichend (vernachla¨ssigbar) klein sein und die untere Schranke von R(t) wird dafu¨r in 3.3.9
beno¨tigt (dabei sei jedoch lediglich auf eine Proposition aus [L10a] verwiesen).
Daru¨ber hinaus verlangt die Technik des nachfolgenden Beweises ebenfalls eine obere Schranke
fu¨r R in Abha¨ngigkeit von t. Der Grund hierfu¨r liegt darin, dass in (3.3.7) die Anzahl von Paar-
maßen ν : BR × BR → (kp)−1N0 berechnet/abgescha¨tzt werden muss. Je gro¨ßer BR ist, desto
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mehr Paarmaße gibt es und daher ist eine obere Begrenzung vonno¨ten.
Konkret lassen sich die Schranken fu¨r R folgendermaßen quantifizieren:
i) Untere Beschra¨nkung von R mittels r˜t (bzw. t): R
2d 
(
tp
r˜t
)2/(p−1)
ii) Obere Beschra¨nkung von R mittels r˜t: R
2d  r˜
1/p
t
log r˜t
.
Es sei darauf hingewiesen, dass im Verlauf des Beweises eine weitere Gro¨ße k mit Hilfe von r˜t
(via k = xr˜
1/p
t ) definiert wird, so dass sich Bedingung (ii) folgendermaßen darstellt:
R2d  k
log k
. (3.3.1)
Nach der Begru¨ndung fu¨r die Notwendigkeit der beiden Schranken fu¨r R = R(t) muss nun noch
sichergestellt werden, dass sich diese nicht widersprechen. Der entsprechende Nachweis wird
in folgender Rechnung (ausgehend von den Bedingungen an R2d) gefu¨hrt, liefert jedoch eine
zusa¨tzliche Einschra¨nkung fu¨r r˜t, na¨mlich vormals erwa¨hnte Bedingung 2:(
tp
r˜t
)2/(p−1)
 r˜
1/p
t
log r˜t
⇐⇒ 1
log r˜t
r˜
(
1
p +
2
p−1
)
t  t
2p
p−1
⇐⇒ 1
log r˜t
r˜
3p−1
p(p−1)
t  t
2p
p−1
⇐⇒ r˜t 1
log r˜t
p(p−1)
3p−1  t
2p2
3p−1
Dies stellt die Erkla¨rung fu¨r Bedingung 2 dar.
Es bleibt nun noch zu zeigen, dass obere und untere Schranke fu¨r r˜t nicht im Widerspruch
zueinander stehen. Dies stellt jedoch keine Schwierigkeit dar, da wegen p > 1 zweifelsohne
p > 2p
2
3p−1 gilt. Der logarithmische Term ist von untergeordneter Bedeutung, da jedes ε > 0,
welches im Exponenten hinzugefu¨gt wird, diesen Term u¨berkompensiert.
Insofern folgt daraus, dass Bedingung (2) keinen Widerspruch darstellt (und somit auch implizit,
dass es fu¨r jedes zula¨ssige r˜t jeweils mindestens ein R gibt, welches die Bedingungen (i) und (ii)
erfu¨llt.) 3
Proposition 3.3.3 (Obere Schranke).
Unter den eben genannten Einschra¨nkungen gilt im superkritischen Fall fu¨r die Selbstu¨berschnei-
dungslokalzeiten `t, dass:
lim sup
t→∞
1
r˜
1/p
t
logP(‖`t‖pp ≥ r˜t) ≤ − inf
f,‖f‖2=1
{
〈f,Af〉
‖f‖22p
}
.
Beweis.
Der erste Schritt besteht im Periodisieren der Irrfahrt. Falls (St)t≥0 die zu betrachtende Irrfahrt
bezeichnet, so sei deren Projektion auf den Torus mit Radius R bezeichnet als (St)
(R)
t≥0. (D.h.
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(St)
(R)
t≥0 bezeichnet die Irrfahrt auf der Box BR := (−R,R]d mit periodischen Randbedingungen.)
Man erha¨lt fu¨r die Lokalzeiten:
‖`t‖pp =
∑
y∈(−R,R]d,z∈Zd
`pt (y + 2Rz)
≤
∑
y∈BR
( ∑
z∈Zd
`t(y + 2Rz)
)p
=
∑
y∈BR
`
(R)
t (y)
p
= ‖`(R)t ‖pp
Die Anwendung der Markov-Ungleichung liefert fu¨r alle k ∈ R+:
P(‖`t‖pp > r˜t) ≤ P(‖`(R)t ‖pp > r˜t)
≤ r˜−kt E
[
‖`(R)t ‖kpp
]
(3.3.2)
Die Abscha¨tzung des Erwartungswertes von ‖`(R)t ‖kpp erfolgt nun anhand der folgenden Lemmas.
Lemma 3.3.4 (Abscha¨tzung des Erwartungswert mittels Greenscher Funktionen).
Fu¨r den Erwartungswert E
[
‖`(R)t ‖kpp
]
gilt folgende obere Abscha¨tzung:
E
[
‖`(R)t ‖kpp
]
≤
∑
ν:BR×BR→(kp)−1N0∑
x,y ν(x,y)=1∑
y ν(x,y)=
∑
y ν(y,x)∈k−1N0
k!kp∏
x(kν¯(x))!
∏
x(kpν¯(x))!
2∏
x,y(kpν(x, y))!
eλt+o(k)
∏
x,y∈BR
GR,λ(x, y)
kpν(x,y)
wobei GR,λ die folgende Version einer Greenschen Funktion bezeichnet:
GR,λ(x, y) :=
∫ ∞
0
e−λrP(S(R)r = y − x)dr
Beweis.
Zuna¨chst formuliere man den Erwartungswert wiefolgt um:
E
[
‖`(R)t ‖kpp
]
= E
( ∑
x∈BR
`
(R)
t (x)
p
)k
=
∑
x1,...xk∈BR
E
[
k∏
i=1
`
(R)
t (xi)
p
]
=
∑
x1,...xk∈BR
E
 ∏
x∈BR
`
(R)
t (x)
p#{i:xi=x}

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Dabei ist impliziert, dass k ∈ N gilt. Im na¨chsten Schritt wird die Summe u¨ber die x1, . . . , xk
ersetzt. Dazu sei die Funktion β : BR → N0 so definiert, dass
∑
x βx = k gilt. Man erha¨lt:
E
[
‖`(R)t ‖kpp
]
=
∑
β:BR→N0∑
x βx=k
E
 ∏
x∈BR
`
(R)
t (x)
pβx
#{(x1, . . . , xk) ∈ BkR : #{i : xi = x} = βx}
=
∑
β:BR→N0∑
x βx=k
E
 ∏
x∈BR
`
(R)
t (x)
pβx
 k!∏
x βx!
(3.3.3)
Um den letzten Schritt zu verstehen, sei daran erinnert, dass fu¨r jedes β genau k!∏
x βx!
zu diesem
β passende k-Tupel (x1, . . . , xk) existieren.
Fu¨r die na¨chsten Schritte definiere man sβ als ein kp-Tupel, welches aus allen sx,i besteht, auf
die die folgenden Bedingungen zutreffen. Zum einen sei βx > 0 gefordert und zum anderen soll
i ∈ {1, . . . , pβx} gelten. (Es ist klar, dass es genau kp dieser sx,i gibt.) An dieser Stelle muss mit
der Ganzahligkeit von p (Bedingung (1)) eine der ha¨rtesten Einschra¨nkungen eingefu¨hrt werden.
Es ist bedauerlicherweise nicht gelungen, diese Bedingung aufzuweichen. Es ergibt sich:
E
[
‖`(R)t ‖kpp
]
=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
E
 ∏
x∈BR
pβx∏
i=1
`
(R)
t (x)

=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
E
 ∏
x∈BR
pβx∏
i=1
∫ t
0
1l{S(R)sx,i=x}
dsx,i

=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
E
∫
[0,t]kp
∏
x∈BR
pβx∏
i=1
1l{S(R)sx,i=x}
dsβ

=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
E
[∫
[0,t]kp
1l{S(R)sx,i=x, ∀x∈BR,∀i=1,...,pβx}
dsβ
]
=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∫
[0,t]kp
P
[
S(R)sx,i = x, ∀x ∈ BR, ∀i = 1, . . . , pβx
]
dsβ
Im na¨chsten Schritt sei die Sortierung der (sx,i) nach deren Gro¨ße vorbereitet. Dazu seien die
Integrationsvariablen anstelle von sx,i mit s1, . . . , skp bezeichnet. Jedoch darf dabei die Verbin-
dung zu den entsprechenden x nicht verloren werden und es sei deshalb fu¨r jedes β eine feste
Funktion ρβ : {1, . . . , kp} → BR eingefu¨hrt, so dass jedes x ∈ BR exakt pβx Urbilder hat,
d.h. ∀x ∈ BR : #ρ−1β (x) = pβx. (Man beachte, dass ρ−1β (x) die Menge aller Urbilder der nicht
injektiven Funktion ρβ bezeichne.) Man erha¨lt:
E
[
‖`(R)t ‖kpp
]
=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∫
[0,t]kp
P
[
S(R)si = ρβ(i), ∀i = 1, . . . , kp
]
ds1 . . . dskp
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Im na¨chsten Schritt sei, wie bereits angeku¨ndigt, die Sortierung der (si)i vorgenommen. Fu¨r
jede Realisierung der s1, . . . , skp exisitiert eine eindeutige Sortierung nach deren Gro¨ße, wenn
man voraussetzt, dass alle si verschiedene Werte annehmen. Dies stellt jedoch keine relevante
Einschra¨nkung dar, da die Menge aller kp-Tupel (s1, . . . , skp) die mindestens ein si = sj(i 6= j)
enthalten eine Nullmenge ist. Aus diesen Gru¨nden kann das Integral u¨ber alle kp-Tupel ersetzt
werden durch das Integral u¨ber alle geordneten Tupel (s1 < . . . < skp), sofern gleichzeitig eine
Summe u¨ber alle Permutationen σ ∈ Skp eingefu¨hrt wird. Es ergibt sich:
E
[
‖`(R)t ‖kpp
]
=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∑
σ∈Skp
∫
0<s1<...<skp<t
P
[
S(R)sσ(i) = ρβ(i), ∀i = 1, . . . , kp
]
ds1 . . . dskp
=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∑
σ∈Skp
∫
0<s1<...<skp<t
P
[
S(R)si = ρβ(σ(i)), ∀i = 1, . . . , kp
]
ds1 . . . dskp
=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∑
σ∈Skp
∫
0<s1<...<skp<t
P
[
S(R)si − S(R)si−1 = ρβ(σ(i))− ρβ(σ(i− 1)), ∀i = 1, . . . , kp
]
ds1 . . . dskp
Dabei sei impliziert definiert, dass σ(0) := 0 und ρβ(0) := 0 gelte und es sei daran erinnert,
dass S
(R)
0 := 0 gilt. Die einzelnen Terme S
(R)
si − S(R)si−1 sind nun wegen der Markov-Eigenschaft
voneinander unabha¨ngig. Dies ermo¨glicht folgende Umformungen:
E
[
‖`(R)t ‖kpp
]
=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∑
σ∈Skp
∫
0<s1<...<skp<t
kp∏
i=1
P
[
S(R)si − S(R)si−1 = ρβ(σ(i))− ρβ(σ(i− 1))
]
ds1 . . . dskp
=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∑
σ∈Skp
∫
0<s1<...<skp<t
kp∏
i=1
P
[
S
(R)
si−si−1 = ρβ(σ(i))− ρβ(σ(i− 1))
]
ds1 . . . dskp
=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∑
σ∈Skp
∫
[0,∞]kp
1l{∑kpi=1 ti<t}
kp∏
i=1
P
[
S
(R)
ti
= ρβ(σ(i))− ρβ(σ(i− 1))
]
dt1 . . . dtkp
≤
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∑
σ∈Skp
∫
[0,∞]kp
eλt−
∑kp
i=1 λti
kp∏
i=1
P
[
S
(R)
ti
= ρβ(σ(i))− ρβ(σ(i− 1))
]
dt1 . . . dtkp
An dieser Stelle sei nun die folgende Version der Greenschen Funktion eingefu¨hrt:
GR,λ(x, y) :=
∫ ∞
0
e−λrP(S(R)r = y − x)dr.
Trivialerweise ist GR,λ(x, y) aufgrund der Exponentialfunktion im Integranden stets endlich.
Man erha¨lt also den folgenden Ausdruck fu¨r die obere Schranke:
E
[
‖`(R)t ‖kpp
]
≤
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∑
σ∈Skp
eλt
kp∏
i=1
GR,λ [ρβ(σ(i− 1)), ρβ(σ(i))]
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Im nun folgenden Schritt soll σ leicht modifiziert werden. Bislang ist σ eine Permutation aus
Skp mit der Zusatzbedingung, dass σ(0) = 0 gilt. Dies sei nun durch σ(0) := σ(kp) ersetzt
um sicherzustellen, dass durch σ jeder Index in obiger Formel genau zweimal angesprochen
wird. (Bisher taucht fu¨r i = kp das entsprechende σ(kp) nur einmal an der zweiten Stelle
der Greenschen Funktion, jedoch niemals an dessen erster Stelle auf.) Bei dieser Neudefinition
entsteht ein Fehler von der Gro¨ße von
GR,λ[ρβ(0),ρβ(σ(1))]
GR,λ[ρβ(σ(kp)),ρβ(σ(1))]
, der jedoch gema¨ß [HKM06, Beweis
von Prop. 2.1] durch eo(k) beschra¨nkt ist.
Zudem seien im Folgenden empirische Paarmaße ν : BR×BR → N0 eingefu¨hrt, die der Bedingung∑
y
ν(x, y) =
∑
y
ν(y, x) = pβx
genu¨gen. Man beachte, dass fu¨r jede Folge (ρβ(σ(i − 1)), ρβ(σ(i)))kpi=1 genau ein passendes ν
existiert, so dass
∀(x, y) : ν(x, y) = #{i : (ρβ(σ(i− 1)), ρβ(σ(i))) = (x, y)}
gilt. Man erha¨lt damit:
E
[
‖`(R)t ‖kpp
]
≤
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∑
σ∈Skp
eλt+o(k)
∏
x,y∈BR
GR,λ(x, y)
#{i:(ρβ(σ(i−1)),ρβ(σ(i)))=(x,y)}
=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∑
σ∈Skp
∑
ν:BR×BR→N0∑
y ν(x,y)=
∑
y ν(y,x)=pβx
1l{∀(x,y): ν(x,y)=#{i: (ρβ(σ(i−1)),ρβ(σ(i)))=(x,y)}}
eλt+o(k)
∏
x,y∈BR
GR,λ(x, y)
ν(x,y)
=
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
∑
ν:BR×BR→N0∑
y ν(x,y)=
∑
y ν(y,x)=pβx
[ ∑
σ∈Skp
1l{∀(x,y): ν(x,y)=#{i: (ρβ(σ(i−1)),ρβ(σ(i)))=(x,y)}}
]
eλt+o(k)
∏
x,y∈BR
GR,λ(x, y)
ν(x,y)
Die na¨chsten Bemu¨hungen zielen darauf ab, eine obere Schranke fu¨r den Ausdruck in den Klam-
mern zu finden. Dazu seien Folgen (w1, . . . , wkp) eingefu¨hrt, wobei wiederum w0 := wkp definiert
sei. Es folgt:∑
σ∈Skp
1l{∀(x,y): ν(x,y)=#{i: (ρβ(σ(i−1)),ρβ(σ(i)))=(x,y)}}
=
∑
σ∈Skp
∑
w1,...,wkp∈BR
1l{∀i:(wi−1,wi)=(ρβ(σ(i−1)),ρβ(σ(i)))}1l{∀(x,y): ν(x,y)=#{i: (wi−1,wi)=(x,y)}}
=
∑
w1,...,wkp∈BR
1l{∀(x,y): ν(x,y)=#{i: (wi−1,wi)=(x,y)}}
∑
σ∈Skp
1l{∀i:(wi−1,wi)=(ρβ(σ(i−1)),ρβ(σ(i)))}
Man betrachte zuna¨chst die letzte Summe. Fu¨r jedes x ∈ BR existieren genau pβx Urbilder
bezogen auf die Funktion ρβ ◦ σ (d.h. i ∈ {1, . . . , kp}, so dass ρβ(σ(i)) = x). Da σ bijektiv ist,
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bedeutet dies, dass fu¨r jedes i ∈ {1, . . . , kp} exakt pβρβ(σ(i)) Mo¨glichkeiten fu¨r den Wert von
σ(i) existieren, ohne dass sich letzendlich der Wert von ρβ(σ(i)) = x a¨ndert. Demzufolge kann
die Summe u¨ber die σ ersetzt werden durch den Faktor
∏
x∈BR(pβx)!. Fu¨r die erste Summe sei
auf [dH00, Beweis von Theorem II.8, Lemma II.10] verwiesen und man erha¨lt die folgende obere
Schranke:
#{(w1, . . . , wkp) : ∀x, y ∈ BRν(x, y) = #{i : (wi−1, wi) = (x, y)}} ≤ kp
∏
x(pβx)!∏
x,y ν(x, y)!
Die Verwendung dieser Abscha¨tzung liefert nun:
E
[
‖`(R)t ‖kpp
]
≤
∑
β:BR→N0∑
x βx=k
k!∏
x βx!
kp
∏
x(pβx)!
2∏
x,y ν(x, y)!
∑
ν:BR×BR→N0∑
y ν(x,y)=
∑
y ν(y,x)=pβx
eλt+o(k)
∏
x,y∈BR
GR,λ(x, y)
ν(x,y)
=
∑
β:BR→N0∑
x βx=k
∑
ν:BR×BR→N0∑
y ν(x,y)=
∑
y ν(y,x)=pβx
k!kp∏
x βx!
∏
x(pβx)!
2∏
x,y ν(x, y)!
eλt+o(k)
∏
x,y∈BR
GR,λ(x, y)
ν(x,y)
An dieser Stelle erkennt man, dass β nur das mit einem Faktor versehene Marginalmaß von ν
ist. In einer Formel ausgedru¨ckt bedeutet dies, dass βx = p
−1∑
y ν(x, y) = p
−1∑
y ν(y, x) gilt.
(Man sieht auch, dass das rechte und das linke Marginalmaß gleich sind, welches die Berechti-
gung liefert von einem Marginalmaß zu sprechen.) Um dies auch bei den weiteren Umformung
hervorzuheben, werde nun anstelle von pβx ku¨nftig die Formulierung ν¯(x) :=
∑
y ν(x, y) verwen-
det. In einem zweiten Schritt sei dann ν normalisiert und es kann anschließend ersetzt werden
durch (kp)−1ν. Dies beendet dann letztendlich den Beweis des Lemmas.
E
[
‖`(R)t ‖kpp
]
≤
∑
ν:BR×BR→N0∑
x,y ν(x,y)=kp∑
y ν(x,y)=
∑
y ν(y,x)∈pN0
k!kp∏
x(p
−1ν¯(x))!
∏
x(ν¯(x))!
2∏
x,y ν(x, y)!
eλt+o(k)
∏
x,y∈BR
GR,λ(x, y)
ν(x,y)
≤
∑
ν:BR×BR→(kp)−1N0∑
x,y ν(x,y)=1∑
y ν(x,y)=
∑
y ν(y,x)∈k−1N0
k!kp∏
x(kν¯(x))!
∏
x(kpν¯(x))!
2∏
x,y(kpν(x, y))!
eλt+o(k)
∏
x,y∈BR
GR,λ(x, y)
kpν(x,y)
Nach diesem wichtigen Zwischenschritt und der Nutzung der empirischen Paarmaße besteht das
na¨chste Ziel darin, die obere Schranke mit Hilfe einer bestimmten Varationsformel darzustellen.
Dafu¨r sei die folgende Abku¨rzung verwendet:
χ
(λ,R)
:= inf
ν∈M1(BR)
{
〈ν¯, log (ν¯)〉 − p
〈
ν, log
ν¯ × ν¯
ν
〉
−
〈
ν, logGpR,λ
〉}
(3.3.4)
Damit entspricht der na¨chste Schritt in Bezug auf die obere Schranke der Aussage des folgenden
Lemmas.
Lemma 3.3.5 (Einfu¨hrung der Variationsformel unter Nutzung der Stirling’schen Formel).
Unter den bekannten Voraussetzungen gilt nun:
E
[
‖`(R)t ‖kpp
]
≤ eλt+o(k)(k!)pppke−kχ(λ,R) .
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Beweis.
Zuna¨chst nutze man die Stirling’sche Formel um sich der Fakulta¨ten zu entledigen. Statt der
bekannten Abscha¨tzung (3.3.5) sei dabei eine leicht schwa¨chere Version (3.3.6) verwendet:
e1/(12n+1)
√
2pin
(n
e
)n
< n! < e1/12n
√
2pin
(n
e
)n
(3.3.5)(n
e
)n
< n! < eo(n)
(n
e
)n
(3.3.6)
Es sei an dieser Stelle bemerkt, dass es viele Terme ν¯(x), ν(x, y) in der Formel von Lemma
3.3.4 gibt, die den Wert Null annehmen und so zu einem Faktor 0! = 1 fu¨hren. Diese Terme
tragen nichts zu den betreffenden Produkten bei. Aus technischer Sicht ist es jedoch no¨tig, diese
Faktoren auszuschließen (damit wir Stirling anwenden ko¨nnen und eine Division durch Null
ausschließen). Von nun an seien also die Produkte implizit mit der Zusatzbedingung versehen,
dass ν¯(x), ν(x, y) 6= 0 gilt, ohne dass wir dieses explizit in jeder Formel notieren. Man erha¨lt
also aus Lemma 3.3.4:
E
[
‖`(R)t ‖kpp
]
≤
∑
ν:BR×BR→(kp)−1N0∑
x,y ν(x,y)=1∑
y ν(x,y)=
∑
y ν(y,x)∈k−1N0
eλt+o(k)
∏
x,y∈BR
GR,λ(x, y)
kpν(x,y)
kpeo(k)
(
k
e
)k
∏
x
(
kν¯(x)
e
)kν¯(x)
∏
x
(
eo(kpν¯(x))
(
kpν¯(x)
e
)kpν¯(x))2
∏
x,y
(
kpν(x,y)
e
)kpν(x,y)
An dieser Stelle sei bemerkt, dass wegen
∑
x ν¯(x) = 1 trivialerweise sowohl
∏
x e
o(kpν¯(x)) = eo(k)
als auch
∏
x(k/e)
kν¯(x) = (k/e)k gilt. Es ergibt sich daher:
E
[
‖`(R)t ‖kpp
]
≤
∑
ν:BR×BR→(kp)−1N0∑
x,y ν(x,y)=1∑
y ν(x,y)=
∑
y ν(y,x)∈k−1N0
eλt+o(k)
∏
x,y∈BR
GR,λ(x, y)
kpν(x,y)
kp∏
x (ν¯(x))
kν¯(x)
∏
x
(
kpν¯(x)
e
)2kpν¯(x)
∏
x,y
(
kpν(x,y)
e
)kpν(x,y)
=
∑
ν:BR×BR→(kp)−1N0∑
x,y ν(x,y)=1∑
y ν(x,y)=
∑
y ν(y,x)∈k−1N0
kpeλt+o(k)∏
x (ν¯(x))
kν¯(x)
(
kp
e
)kp∏
x (ν¯(x))
2kpν¯(x)∏
x,y (ν(x, y))
kpν(x,y)
∏
x,y∈BR
GR,λ(x, y)
kpν(x,y)
Im na¨chsten Schritt sollen nun die verbleibenden Produkte genauer untersucht werden. Unter
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Verwendung der Beziehung
∏
x,y(ν¯(x)ν¯(y))
ν(x,y) =
∏
x ν¯(x)
ν¯(x)
∏
y ν¯(y)
ν¯(y) erha¨lt man:∏
x
1
(ν¯(x))kν¯(x)
∏
x,y
(ν¯(x)ν¯(y))kpν(x,y)
(ν(x, y))kpν(x,y)
∏
x,y∈BR
GR,λ(x, y)
kpν(x,y)
= exp
−∑
x
kν¯(x) log (ν¯(x)) +
∑
x,y
kpν(x, y) log
(ν¯(x)ν¯(y))
(ν(x, y))
+
∑
x,y∈BR
kν(x, y) logGR,λ(x, y)
p

= exp
{
−k
{
〈ν¯, log (ν¯)〉 − p
〈
ν, log
ν¯ × ν¯
ν
〉
−
〈
ν, logGpR,λ
〉}}
Wenn diese Umformung in der vorherigen Gleichung verwendet wird, erha¨lt man den nachfol-
genden Ausdruck. Der Einfachheit halber sei (k!)p eingefu¨hrt und die Tatsache benutzt, dass
kp ≤ eo(k) gilt. Es ergibt sich:
E
[
‖`(R)t ‖kpp
]
≤ eλt+o(k)kp
(
kp
e
)kp ∑
ν:BR×BR→(kp)−1N0∑
x,y ν(x,y)=1∑
y ν(x,y)=
∑
y ν(y,x)∈k−1N0
exp
{
−k
{
〈ν¯, log (ν¯)〉 − p
〈
ν, log
ν¯ × ν¯
ν
〉
−
〈
ν, logGpR,λ
〉}}
≤ eλt+o(k)(k!)pppk
∑
ν:BR×BR→(kp)−1N0∑
x,y ν(x,y)=1∑
y ν(x,y)=
∑
y ν(y,x)∈k−1N0
exp
{
−k
{
〈ν¯, log (ν¯)〉 − p
〈
ν, log
ν¯ × ν¯
ν
〉
−
〈
ν, logGpR,λ
〉}}
(3.3.7)
Der na¨chste Schritt besteht darin, die Summe u¨ber alle ν’s abzuscha¨tzen. Es ist (erstaunli-
cherweise) ausreichend, diese Summe gegen das Produkt aus Anzahl der Summanden und dem
gro¨ßten Summanden abzuscha¨tzen.
Die Anzahl der ν’s kann wiederum grob abgescha¨tzt werden durch die Anzahl der Werte, wel-
che ν(x, y) annehmen kann (dies sind kp Werte) potenziert mit der Anzahl der verschiedenen
Tupel (x, y) (die sich aus |BR|2 = (2R)2d ergibt). An dieser Stelle sei bemerkt, dass die Ein-
schra¨nkung (3.3.1) maximal ausgereizt werden muss um den entstehenden Term gegenu¨ber eo(k)
vernachla¨ssigen zu ko¨nnen. (In anderen Worten: (kp)(2R)
2d
= e(2R)
2d log(kp)  eo(k).) Desweiteren
sei noch notiert, dass aus Gru¨nden der Einfachheit einige der Anforderungen an ν gestrichen
werden. Dies ist jedoch im Falle der oberen Schranke irrelevant.
Der gro¨ßte Summand entsteht einfacherweise durch U¨bergang zum Supremum (bzw. durch das
negative Vorzeichen im Exponenten durch das Infimum u¨ber die betreffenden µ).
Mit Hilfe von χ
(λ,R)
(Definition siehe (3.3.4)) erha¨lt man damit die Behauptung des Lemmas:
E
[
‖`(R)t ‖kpp
]
≤ eλt+o(k)(k!)pppke−kχ(λ,R)
An dieser Stelle sei an die Markov-Ungleichung in (3.3.2) erinnert. Unter Nutzung von Lemma
3.3.5 erha¨lt man damit:
P(‖`t‖pp > r˜t) ≤ r˜−kt eλt+o(k)(k!)pppke−kχ(λ,R)
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Es sei daran erinenrt, dass (k!)p ≤ (eo(k)e−kkk)p = eo(k)kkp gilt. Zudem wird nun die Geschwin-
digkeit r˜t in Abha¨ngigkeit von k festgelegt. Es sei k = xr˜
1/p
t (beziehungsweise r˜
−k
t = k
−kpxkp)
fu¨r ein (im Anschluss zu definierendes) x und es ergibt sich:
P(‖`t‖pp > r˜t) ≤ k−kpxkpeλt+o(k)−kpkkpppke−kχ(λ,R)
= eλt+o(k) exp{kp log(xp)− kχ
(λ,R)
− kp}
= eλt+o(xr˜
1/p
t ) exp{−r˜1/pt [−xp log(xp) + xχ(λ,R) + xp]} (3.3.8)
Fu¨r x sei derjenige Wert xm verwendet, welcher den Term −xp log(xp) +xχ(λ,R) +xp minimiert.
Mit anderen Worten:
∂
∂x
[
−xp log(xp) + xχ
(λ,R)
]
= −p log(xp)− p+ χ
(λ,R)
+ p
⇒ xm = p−1eχ(λ,R)/p
Dieser Wert sei nun in Gleichung (3.3.8) eingesetzt und man erha¨lt:
P(‖`t‖pp > r˜t) ≤ eλt+o(xmr˜
1/p
t ) exp{−r˜1/pt eχ(λ,R)/p}
Der na¨chste Schritt besteht nun wiederum in einem Lemma, welches den Zusammenhang zwi-
schen 2 Variationsformeln herstellt. Die Aussage des Lemmas wurde im subkritischen Fall (d.h.
p < d/(d − 2)) bereits in [KM02] bewiesen. Im superkritischen Fall kann sie jedoch analog
formuliert werden:
Lemma 3.3.6 (Umformulierung der Variationsformel).
Unter den bisherigen Voraussetzungen und mit den bisherigen Bezeichnern gilt:
χ
(λ,R)
/p ≥ − log sup
‖f‖(2p)′,BR=1
{∑
x,y
f(x)GR,λ(x, y)f(y)
}
Beweis.
Fu¨r den Beweis sei dieselbe Strategie wie in [KM02, Lemma 4.2.] verwendet, welche auf einem
Variationsprinzip in [DZ98, Cor. 6.5.10] beruht. Fu¨r alle meßbaren u : B2R → (0,∞), welche von
0 und ∞ wegbeschra¨nkt sind, gilt:∑
x,y∈BR
ν(x, y) log
ν(x, y)
ν¯(x)ν¯(y)
≥
∑
x,y∈BR
ν(x, y) log
u(x, y)∑
z∈BR u(y, z)ν¯(z)
Dabei sei bemerkt, dass die Summe nur u¨ber solche Paare (x, y) betrachtet wird, fu¨r die ν(x, y) 6=
0 (und damit auch (ν¯(x) 6= 0)) gilt. Fu¨r alle ε > 0 sei folgende Funktion uε definiert:
uε(x, y) :=
GR,λ(x, y)
ν¯(y)
1
2p ∧ ε
Die Einfu¨hrung des ε > 0 hat dabei lediglich die Funktion, die Wohldefiniertheit (echt positiver
Nenner) zu gewa¨hrleisten. Da zudem GR,λ > 0 und BR beschra¨nkt (endlich) ist, folgt trivialer-
weise, dass die no¨tigen Bedingungen erfu¨llt sind. Es sei nun χ
(λ,R)
etwas genauer betrachtet und
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es ergibt sich:
χ
(λ,R)
= inf
ν∈M1(BR)
{
〈ν¯, log (ν¯)〉+ p
〈
ν, log
ν
ν¯ × ν¯
〉
−
〈
ν, logGpR,λ
〉}
= inf
ν∈M1(BR)
{∑
x
ν¯(x) log ν¯(x) + p
∑
x,y
ν(x, y) log
ν(x, y)
ν¯(x)ν¯(y)
−
∑
x,y
ν(x, y) logGpR,λ(x, y)
}
≥ inf
ν∈M1(BR)
{∑
x
ν¯(x) log ν¯(x) + p
∑
x,y
ν(x, y) log
uε(x, y)∑
z uε(y, z)ν¯(z)
− p
∑
x,y
ν(x, y) logGR,λ(x, y)
}
= inf
ν∈M1(BR)
{∑
x
ν¯(x) log ν¯(x) + p
∑
x,y
ν(x, y) log
uε(x, y)
GR,λ(x, y)
∑
z uε(y, z)ν¯(z)
}
= inf
ν∈M1(BR)

∑
x
ν¯(x) log ν¯(x) + p
∑
x,y
ν(x, y) log
GR,λ(x,y)
ν¯(y)
1
2p∧ε
GR,λ(x, y)
∑
z
GR,λ(y,z)
ν¯(z)
1
2p∧ε
ν¯(z)

= inf
ν∈M1(BR)
{
p
∑
x,y
ν(x, y) log ν¯
1
p (y)− p
∑
x,y
ν(x, y) log
[(
ν¯(y)
1
2p ∧ ε
)∑
z
GR,λ(y, z)ν¯(z)
(
ν¯(z)
1
2p ∧ ε
)−1]}
Diese Ungleichung gilt nun fu¨r alle ε > 0.
Falls nun ν¯(y) > 0 so gilt fu¨r hinreichend kleine ε, dass ν¯(y)
1
2p ∧ε = ν¯ 12p (y). Falls nun andererseits
ν¯(y) = 0, so folgt automatisch, dass ν(x, y) = 0. Mit anderen Worten, diese Summanden in der
Summe u¨ber x, y ∈ BR werden gar nicht betrachtet, bzw. der Faktor ν(x, y) sorgt dafu¨r, dass
der gesamte Summand Null wird.
Analog kann ε > 0 ignoriert werden, falls ν¯(z) > 0. Im Falle von ν¯(z) = 0 gilt wiederum
ν¯(z)
(
ν¯(z)
1
2p ∧ ε
)−1
= 0 = ν¯(z)
1− 1
2p . Zusammengefasst erha¨lt man:
χ
(λ,R)
≥ inf
ν∈M1(BR)
{
p
∑
x,y
ν(x, y) log ν¯
1
p (y)− p
∑
x,y
ν(x, y) log
[
ν¯(y)
1
2p
∑
z
GR,λ(y, z)ν¯(z)
1− 1
2p
]}
= inf
ν∈M1(BR)
{
−p
∑
x,y
ν(x, y) log
[
ν¯
−1
p (y)ν¯(y)
1
2p
∑
z
GR,λ(y, z)ν¯(z)
1− 1
2p
]}
= inf
ν∈M1(BR)
{
−p
∑
y
ν¯(y) log
[
ν¯(y)
−1
2p
∑
z
GR,λ(y, z)ν¯(z)
1− 1
2p
]}
An dieser Stelle kann die Ungleichung von Jensen angewendet werden. Man beachte, dass − log(·)
eine konvexe Funktion und
∑
y ν¯(y) = 1 gilt. Es ergibt sich daher:
χ
(λ,R)
≥ inf
ν∈M1(BR)
{
−p log
[∑
y
ν¯(y)ν¯(y)
−1
2p
∑
z
GR,λ(y, z)ν¯(z)
1− 1
2p
]}
= inf
ν∈M1(BR)
{
−p log
[∑
y,z
ν¯(y)
1− 1
2pGR,λ(y, z)ν¯(z)
1− 1
2p
]}
An dieser Stelle definiere man die Funktion f : BR → R+0 gema¨ß f(x) := ν¯(x)1−
1
2p und mache
sich klar, dass fu¨r den konjugierten Exponent (2p)′ von 2p gilt: (2p)′ =
(
1− 12p
)−1
. Daher folgt
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trivialerweise:
‖f‖(2p)′,BR =
∑
x∈BR
f(x)
(
1− 1
2p
)−11− 12p =
∑
x∈BR
ν¯(x)
1− 12p = 1.
Man erha¨lt also bei Verwendung der Stetigkeit der Logarithmusfunktion:
χ
(λ,R)
≥ inf
‖f‖(2p)′,BR=1
{
−p log
[∑
y,z
f(y)GR,λ(y, z)f(z)
]}
= −p log sup
‖f‖(2p)′,BR=1
{∑
y,z
f(y)GR,λ(y, z)f(z)
}
Nach Beendigung des Beweises ist an dieser Stelle der weitere Weg vorgezeichnet und die ver-
bleibenden Schritte finden sich zitierfa¨hig in [L10a]. Zum besseren Vergleich sei an dieser Stelle
an die Bezeichner aus [L10a] erinnert:
ρ1(a,R, t) := sup
‖f‖(2p)′,BR=1
{∑
y,z
f(y)GR,λ(y, z)f(z)
}
ρ1(a) := lim sup
t→∞
ρ1(a,R, t)
ρ1 := lim sup
a→0
ρ1(a)
Unter Verwendung des vorangegangenen Lemma und mit λ := a
r˜
1/p
t
t ergibt sich nun:
P(‖`t‖pp > r˜t) ≤ eλt+o(xmr˜
1/p
t ) exp{−r˜1/pt e− log ρ1(a,R,t)}
= exp
{
ar˜
1/p
t + o(xmr˜
1/p
t )− r˜1/pt ρ1(a,R, t)−1
}
Daraus erha¨lt man fu¨r t→∞ unter Beru¨cksichtigung der Definition von ρ1(a):
lim sup
t→∞
1
r˜
1/p
t
logP(‖`t‖pp > r˜t) ≤ a− ρ1(a)−1
Diese Gleichung findet sich exakt in [L10a, Abschnitt 3], dem Ende des Beweises der oberen
Schranke. Daher konnte eine Alternative zu der von Laurent verwendeten (urspru¨nglich in [Ca10]
entwickelten) Methode genutzt werden, ohne das Eisenbaum Theorem zu verwenden.
Der weitere Verlauf des Beweises folgt dem von Laurent eingeschlagenen Weg. Zuna¨chst wa¨hle
man eine Folge an → 0 und erhalte:
lim sup
t→∞
1
r˜
1/p
t
logP(‖`t‖pp > r˜t) ≤ −ρ−11
Mit Verweis auf [L10a, Prop. 5.1, Prop. 5.3] ist der Beweis der oberen Schranke beendet und es
ergibt sich:
lim sup
t→∞
1
r˜
1/p
t
logP(‖`t‖pp > r˜t) ≤ − inf
f,‖f‖2=1
{
〈f,−Af〉
‖f‖22p
}
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Um schließlich [L10a, Prop. 5.1, Prop. 5.3] anwenden zu ko¨nnen wird nun die Bedingung (i)
beno¨tigt:
λRd/p
′  1⇐⇒ a r˜
1/p
t
t R
d(p−1)
p  1
⇐⇒ R2d 
(
tp
r˜t
)2/(p−1)
(3.3.9)
Damit ist der Beweis der oberen Schranke beendet.
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