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Abstract--This paper deals with the selection-control problem of a system which consists of a flexi- 
ble manufacturing cell, M production lines and an assembly machine. The flexible manufacturing cell 
feeds the production lines, and the production lines feed the assembly machine. Sufficient conditions 
on optimal feedback selection-control strategies, that maximize the expected value of the total time 
that all the buffers concerned are simultaneously nonempty, are derived. Also, a simple feedback 
selection-control strategy isproposed. 
1. INTRODUCTION 
In this work, the following problem is considered. Assume a flexible manufacturing cell feeding M 
production lines, where the production lines are feeding an assembly machine, and each of the 
production lines has a finite input buffer space B~, k E 1 , . . . ,  M (actually, one part in processing 
and B~ - 1 in the buffers). The cell produces one part at a time. It processes parts of type/c, 
k = 1 , . . . ,  M, and forwards them to line k, k = 1 , . . . ,M  respectively. The production rate of 
the cell to produce parts of type k is assumed to be exponentially distributed with mean ak, 
k = 1 , . . . ,  M. It is assumed here, without loss of generality, that al ~_ a2 ~_ " "  ~_ aM. The cell 
remains idle when all buffers (of the production lines) are full. The production rate of line k is also 
assumed to be exponentially distributed with mean vk, /¢ = 1 , . . . ,  M. The M production lines 
feed an assembly machine. The assembly machine has M buffers with space B~',/¢ = 1 , . . . ,  M, 
where the k th buffer stores parts of type k, k = 1 , . . . ,  M. The assembly machine takes one part 
from each type and assembles them to produce a part of type M + 1. The production rate of the 
assembly machine is assumed to be exponentially distributed with mean va. 
When the manufacturing cell completes a part, its controller has to determine which part type 
has to be produced next. This is the selection problem. In addition, the production rates of the 
production lines and of the assembly machine are control functions. Thus, the optimal selection 
and control problem dealt with in this work is, at each instant, to select which type of part has to 
be produced next, and to choose the production rates for the lines and for the assembly machine, 
in such a manner that a cost function will be maximized. The cost function used here is the 
expected value of the total time that the buffers of all the production lines and the assembly 
machine are simultaneously nonempty during the time interval [0, r), where r, 0 < r < T, is the 
first time that a buffer, of one of production lines or of the assembly machine, is being overflowed. 
In this work, using the theory of right-continuous Markov processes with values in N+ L, sufficient 
conditions on optimal selection-control strategies are derived and a simple, easy to implement, 
selection-control strategy is proposed. 
Continuous-time Markov chain models have been applied, in recent years, in optimal control 
problems for automated manufacturing systems; see for example [1-6]. However, most of the 
work in these papers is confined to the steady state stage and effort is directed toward analytical 
treatment. On the other hand, time-dependent optimal control problems are considered in [7], 
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where intensity control of point processes i discussed, stochastic Hamilton-Jacobi sufficient con- 
ditions on optimal controls are derived, and the case of Markovian control is dealt with. However, 
in this case as well, only closed form solutions are sought-after there. 
The selection problem for the case where a flexible manufacturing cell is feeding several pro- 
duction lines has been considered in [8-9]. However, in these references the cost functions differ 
from the one used here and the treatment is confined to the steady state stage. 
2. MATHEMATICAL PRELIMINARIES 
Denote by ni the number of parts in the ith buffer, i = 1,.. . ,  2M. Let N L := {(nl, n2,. . . ,  nL) : 
n l , . . . ,nL  = 0,1,2,.. .}, L = 2M, and let ~ = {~(t), t > 0} be a right-continuous, stable and 
conservative Markov process with values in N L. Denote by/:t(q) the generator of ~, that is 
£,(q) V(fi) = -q(t ,  fi) V(fi) + Z q(t, fi, ~)  V(rh), n, meg L t>_0, (1) 
where it is assumed that: 
q(t, ~) := ~ q(t, ~, ~), 
q(t, fi, (n) >_ O, for all t _> 0 and all fi, rh E N+ L, 
and 
(2) 
(3) 
0 < q(t, fi) < Q0 < oo, (t, h) E [0, oo) x N~.. (4) 
Denote by U0 the class of all functions q = {q(t, fi, rh), t _> 0, f i ,~ E N~.} such that, for each 
fi, ~ E N~., q(t, fi, rh) is a measurable deterministic function, and such that q(t, fi, ~), fi, ~ E N~. 
satisfies Equations (2) to (4). Also denote by U, U C U0, the class of all functions q E [7o such 
that there exits a probability measure pc which is the solution to the Martingale problem for 
£t(q), [10]. Denote by ~c the Markov process on N L which corresponds to pc. 
Define the following set 
D := {fi E N~ : 0 < ni < Bi,i = 1,. . . ,L}, (5) 
where Bi, i = 1, . . . ,L  are given positive integers uch that Bk = B~, k = 1, . . . ,M,  and 
Bk = B~M,  k -" M + 1, . . . ,  2M = L. Also, define the following exit time 
r(t, fi;q) := inf{s > t :  (C(s) ~ D given that ~c(t) = fi}. (6) 
Thus, given q E U, it follows from the definition of U that 
E~,n V (T A r ,~' (T  A r)) = V(t, fi) + E~,n r]T^~ [aV(s,~c(s)) + £,(q) V(s,~C(s))[ 1 ds, 
, ,  L as J 
(7) 
where V:  [O,T] x N~. --* a is a bounded and continuous function in (s,x), z E R L, and 
is continuous on [0, T) x R ~. E~, n denotes the expectation operator with respect o P~n, where 
P~n := Pq('[ (q(t) = fi), (8) 
and Pq is the solution to the Martingale problem for £~(q). Also v = r(t, fi; q) and T A r = 
min(T, r). 
LEMMA 1. Let V, for a given q E U, be a solution to the following problem: 
ov(,,~) 
0s + £ . (q)V(s ,  fi) = -¢ (s ,  fi), (s,fi) E [t ,T) x D, (9) 
V(s, fi) = 0, s E [t, T] and fi ~ D, (10) 
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V(T, fi) - -  0, fi • D, 
where ¢ :[0, T] x R L --~ [0, 1] /s a given bounded and measurable function. 
Then 
(11) 
/T^r ( t  Jt;,) 
v(t ,  ~) = v( t ,  r,; q) = E~,,. ¢ (s, Vq(.)) ds, 
J t  
(,,~) • [o,~ × N+ L. (12) 
PROOF. The proof follows directly from Equations (7) and (9)-(11). 
LEMMA 2. Let V be a solution to the following problem: 
| 
ov(s.~) 
O-----~---+ max {£,(q)V(s, f i )+¢(s, f i )}=O, (s, f i )• [ t ,T )xD,  (13) 
{q(*,~,,~)} 
qEU 
Then 
V(s, fi) = 0, s • It,T] and f i¢  D, (14) 
V(T, fi) = 0, fi • D. (15) 
f^'("";'" ( ) 
= = ¢ s ,~" (s )  ds >_. V(t,fi;q), (16) 
, I f  
for any (t, fi) • [0, T) x O and all q • U. 
PROOF. The proof follows from Lemma 1 and by applying the dynamic programming principle 
(see for example [11]). II 
3. FORMULATION OF THE PROBLEM 
Using the notation of Section 2 the operator £t(q) is given here by 
] r.,(q) v(~,) = - (,,a, + ~,) + ,~o v(r,) + ~_,.,., v(~ + ~,) 
i=1 
M L=2M 
+~v,V(~,-~,+~,+Ml+v.V(~- ~_. ~,1, 
i=1 i=M+I 
(17) 
where zi E (0, 1}, i = 1, . . . ,  M and Y'~/M__ 1zi E {0, 1}; ~i is a unit vector along the i th axis in a 
Cartesian coordinate system, i = 1, 2 , . . . ,  L - 2M. 
It is assumed here that 0 < vi < Vim, i = 1 , . . . ,M  and 0 < Va < Yam where {Vim) and Yam 
are given positive numbers. 
The vector z = (z l , . . . ,  ZM) represents the selection choice of the manufacturing cell at a given 
instant. Thus, if a part of type 1 is selected (for production) by the cell then z = (1, 0 , . . . ,  0), 
and if a part of type 2 is selected by the cell then z = (0, 1, 0 , . . . ,  0), and so on. Denote by Z 
the set of all selection choices of the flexible manufacturing cell. For M production lines (or part 
types) there are M + 1 selection choices which include the choice z = (0, 0 , . . . ,  0), that is, the 
case where all the buffers of the production lines are full and the manufacturing cell decides to 
stay idle for a while. Thus, q = {z, v l , . . .  ,VM,Va}, and q* = {z*,v~,...  , v~,v :} .  
In this work (see Section 1), the function ¢(., .) is given by 
{~ if 1"11 -n2 ' ' '  nM >_ 1 
¢(t, fi) = 0 otherwise. 
(18) 
Using Lemma 2, it follows that in order to find an optimal feedback selection-control strategy q*, 
one has to solve Equations (9)-(11) where q is determined by 
M 
max i~1,cz = zia, (-V(t,~) + V(t, ~ + ~,)), (19) 
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vim, if -V ( t , f i )+V( t , f i -~ i+~i+M)>_O i= l , . . . ,M ,  
vi(t, fi) = 0, otherwise, (20) 
Denote 
v,(t ,  ~) = 
2M 
va,~, if -V ( t , f i )+V( t ,  f i -  ~ ~i)>_O 
i=M+I  
O, otherwise. 
Zk(t,  fi) :=ak( -V( t , f i )+  V( t , f i+ek) ) ,  k= l , . . . ,M ,  
(21) 
(22) 
ZM- I - l ( t  , n )  = 0.0 • 
Then Equation (19) is solved by using the following procedure: 
(2s) 
(i) g(t) = axgrnax Zk (t, ~), (24) 
I _<k<M+I 
(ii) z* (t) = z t(O, (25) 
where z I = (1, 0 , . . . ,  0), z 2 = (0, 1 , . . . ,  0), . . . ,  z M = (0,0 , . . . ,  1) and z M+I -" (0 ,  0, . . . ,  0) .  
Note that if ni = B~, i = 1 , . . . ,M ,  then (Equation (10)), V(t ,  fi + ~k) = O, k = 1 , . . . ,M  
and consequently Zk(t,  fi) < 0, k = 1, . . . ,  M. Hence in this case the optimal selection rule is 
Z*(t) ~--- Z M+I .  
Henceforward, it is assumed here that Equations (9)-(11), (20)-(21) and (24)-(25) have a 
solution denoted here by V(., .; q*), and that V(., .; q*) satisfies inequality (16). 
Note that T .  V(0, fi; q*) is, roughly speaking, the expected value of the total time that all the 
buffers of the production lines and of the assembly machine are simultaneously nonempty during 
the time interval [0, r(h)), where r(fi), 0 < r(fi) < T, is the first time that one or more buffers 
of the system are being overflowed, given that, at t = 0 ffq" (0) = fi, and the selection-control 
strategy q* is being applied on [0, T). 
In the sequel, the discussion will be confined to the case where Bit = B~ = . . .  = B~ = B t and 
S~' = B~" =. . .=  B~ = B a°. 
Although one can store and print out the values of q* on TAx  D where Tzx = {kA : k = 
0, 1 , . . . ,  No}, N0A = T, effort is made here to find a suboptimal, easy to implement control 
law qO. Hence, using Lemma 1, Equations (9)-(11) are solved here where v °, i = 1,. . .  ,M  and 
0 v a are given by 
vO(t ' fi) = ( vim, if ni(B a" - hi+M) > 0 
O, otherwise, i = 1, . . . .  M, (26) 
(Bo°)M if FI > = - (27) 
O, otherwise, 
and where z ° is determined by the following procedure: 
If ni = B/t, i = 1 , . . . ,M  then z ° = 0, i = 1 , . . . ,M ,  that is z ° = z M+I 
Otherwise 
Let J :-- {j : ni >_ nj, for all i -- 1 , . . . ,  M} and denote by i,n the biggest element of J.  Then, 
take zi° --- 1 and z ° = 0, for all i ~ i,n, i -- 1 , . . . ,  M. 
The feedback selection-control strategy q0 {z0,v0,... 0 0 = , VM, va} is proposed here as a simple 
easy to implement selection-control strategy. In the example solved in this work q0 turned out 
to be a good approximation to q*. It is assumed here that Equations (9)-(11) where q = q0 have 
a solution denoted here by V(., .; q0). By assuming that q0 E U it follows from Lemma 1 that 
V(., .; q0) satisfies Equation (12) where q = q0. 
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4. EXAMPLE 
In this section, an example is solved numerically and V(., .; q), q = q*, q0, are computed. Define 
P(~; q) := 
ned N(D) 
q=q. ,  qO, (28) 
where N(D) denotes the number of points in D. In the sequel only the values of P(0;  q), q = q*, q0, 
will be presented here. 
It is assumed here that  M = 3, that  is, fi = (nl, n2, n3, n4, n5, n6), which means that  there 
are three product ion lines and that  the assembly machine has three buffers. Three cases of 
parameters are considered here: 
Case (i) al = 0.3, a2 = 0.4, 
vl = 0.03, v2 = 0.04, 
Case (ii) al = 0.15, a2 = 0.2, 
V 1 = 0.03, ~)2 = 0.04, 
Case (iii) al = 0.075, a2 = 0.1, 
Vl "- 0.03, v2 = 0.04, 
a3 = 0 .5 ,  
v3 = 0.05 and v, = 0.03. 
a3 = 0.25, 
v3 = 0.05 and va = 0.03. 
a3 = 0.125, 
v3 = 0.05 and v, = 0.03. 
For all cases T = 150 and a time step Z~ = 0.25 has been used. As mentioned in Section 3 
computat ions were confined to the case where B~ = S~ = B~ = B l and B[ '  = S~'  = B~" = B a'. 
Bah (Note thatB i -B~, i= l ,2 ,3andB 1 = j -3 ,  J=4 ,5 ,6 , )  
Table 1. The values of P(0;q),  q = q*, q0, as functions of B t and B ~j for the 
parameters given in Case (i). 
B t B ~" N(D)  
1 1 64 
2 2 729 
2 3 1728 
3 3 4096 
3 4 8000 
4 4 15625 
4 5 27000 
5 5 46656 
6 6 117649 
P(0; q') P(o; qO) 
0.766518 0.763803 
0.841244 0.836666 
0.872260 0.864873 
0.875448 0.872417 
0.894495 0.890873 
0.895833 0.893507 
0.909567 0.906946 
0.908832 
0.902244 
Table 2. The values of P(0;q),  q = q*, q0, as functions of B t and B as for the 
parameters given in Case (ii). 
B t B a" N(D)  
1 1 64 
2 2 729 
2 3 1728 
3 3 4096 
3 4 8000 
4 4 15625 
4 5 27000 
5 5 46656 
6 6 117649 
P(O; q') P(O; qo) 
0.732909 0.726790 
0.826600 0.807019 
0.857115 0.826194 
0.864305 0.849379 
0.883077 0.863292 
0.886792 0.873685 
0.900336 0.684434 
0.891421 
0.889046 
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Table 3. The values of P(0;q),  q = q*, q0, as functions of B t and B °" for the 
parameters given in Case (iii). 
B e B a* N(D) 
1 1 64 
2 2 729 
2 3 1728 
3 3 4096 
3 4 8000 
4 4 15825 
4 5 27000 
5 5 46656 
6 6 117649 
P(0; q') P(0; q0) 
0.657579 o.211~6 
0.789874 0.703856 
0.821044 0.697824 
0.837875 0.763128 
0.856858 0.756658 
0.866042 0.795604 
0.879591 0.790826 
0.819508 
0.826423 
The results show that for the sets of parameters given in Case (i) and Case (ii) the selection- 
control strategy q0 is a good approximation to the optimal selection-control strategy q*. Note 
that q0 is also a function of B as (Equation (27)). 
5. CONCLUSION 
This paper addresses the problem of the performance of a queueing network which models the 
selection-control problem for a system which consists of a flexible manufacturing cell, M produc- 
tion lines and an assembly machine. The flexible manufacturing cell feeds the production lines 
and the production lines feed the assembly machine. Using stochastic optimal control sufficient 
conditions on optimal feedback selection-control strategies are derived. Also, a simple, easy to 
implement, feedback selection-control strategy is proposed. An example is solved numerically 
and for some sets of parameters a simple selection-control strategy proposed here is shown to be 
a good approximation to the optimal selection-control strategy. 
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