Abstract The interval subset sum problem (ISSP) is a generalization of the wellknown subset sum problem. Given a set of intervals
Introduction
The subset sum problem (SSP) is a fundamental problem in complexity theory and cryptology. The optimization formulation of the SSP is given as follows:
a i x i ≤ T, x i ∈ {0, 1}, i = 1, 2, . . . , n,
where {a i } n i=1 and T are some given positive integers. The SSP is a famous NP-hard problem [12] . Therefore, all exact algorithms for the SSP are not polynomial unless P=NP. The classical pseudo-polynomial 1 algorithm based on the dynamic programming technique for solving the SSP has O(nT ) time and space complexities. An algorithm with an improved complexity O(n max 1≤i≤n a i ) was proposed by Pisinger [13] . Various fully polynomial time approximation schemes (FPTAS 2 ) have also been proposed for the SSP. The first FPTAS for the SSP was proposed by Ibarra and Kim [5] in 1975, which has a time complexity of being O(n/ǫ 2 ) and a space complexity of being O n + 1/ǫ 3 . To the best of our knowledge, the current best FPTAS for the SSP was proposed by Kellerer and Pferschy [6] . The time complexity and space complexity of the proposed FPTAS in [6] are O(min{n/ǫ, n + 1/ǫ 2 log(1/ǫ)}) and O(n + 1/ǫ), respectively. There are also some works focusing on characterizing the easy subclass of the SSP. For instance, in [1, 4, 9] , both theory and algorithms were proposed for the SSP when n/ log 2 max 1≤i≤n a i is small.
The 0-1 Knapsack problem (KP) is a generalization of the SSP, which has the optimization form as follows:
a i x i ≤ T, x i ∈ {0, 1}, i = 1, 2, . . . , n, (1.2) where
, and T are some given positive integers. When v i = a i for all i = 1, 2, . . . , n, the 0-1 KP reduces to the SSP. 1 An algorithm that solves a problem is called a pseudo-polynomial time algorithm if its time complexity function is bounded above by a polynomial function related to the numeric value of the input, but exponential in the length of the input. 2 An algorithm is called an FPTAS for a maximization problem if, for any given instance of the problem and any relative error ǫ ∈ (0, 1), the algorithm returns a solution value v A satisfying v A ≥ (1 − ǫ) v * , where v * is the optimal value of the corresponding instance, and its time complexity function is polynomial both in the length of the given data of the problem and in 1/ǫ.
Various FPTASs have also been proposed for the 0-1 KP. For instance, Lawler [10] proposed an FPTAS for the 0-1 KP with time and space complexities being O(n log(1/ǫ) + 1/ǫ 4 ) and O(n + 1/ǫ 3 ), respectively. Later, Magazine and Oguz [11] proposed another PFTAS for the 0-1 KP. The time and space complexities of the proposed FPTAS in [11] are O(n 2 log n/ǫ) and O(n/ǫ), respectively. A relatively recent FPTAS, with the time complexity O(n log n + min{n, 1/ǫ log(1/ǫ)}1/ǫ 2 ) and the space complexity O(n + 1/ǫ 2 ), was proposed by Kellerer and Pferschy [7] . These FPTASs for the 0-1 KP are summarized in Table 1 .1.
Another generalization of the SSP is the interval subset sum problem (ISSP), which is the focus of this paper. Mathematically, the ISSP can be formulated as follows: 2 ], x i ∈ Z, i = 1, 2, . . . , n,
where a i,2 ≥ a i,1 , i = 1, 2, . . . , n are positive integers and Z denotes the set of integers. When a i,1 = a i,2 for all i = 1, 2, . . . , n, the ISSP reduces to the SSP.
The ISSP was first studied by Kothari et al. [8] with applications in auction clearing for uniform-price multi-unit auctions. The ISSP has also found wide applications in unit commitment, power generation [2] , and many others. For instance, in dispatch of the power system, the electric power units need be operated to match the total power load. Each power unit can be chosen to be off or on and the output of each power unit can be adjusted in an interval when it is on. These features can be represented and formulated as the constraints in problem (1.3). Currently, the FPTAS proposed by Kothari et al. [8] is the only known algorithm designed for solving the ISSP. Both the time complexity and the space complexity of the FPTAS in [8] are O(n/ǫ).
In this paper, we consider the ISSP and propose a new efficient FPTAS for solving it. Compared to the FPTAS for the ISSP in [8] , the proposed FPTAS in this paper has almost the same time complexity but a significantly lower space complexity. Some of the existing FPTASs for the SSP, the ISSP and the 0-1 KP are summarized in Table 1 .1. The main contributions of this paper are listed as follows.
-The ISSP is shown to be easier than the 0-1 KP in the sense that the ISSP can be equivalently reformulated as a 0-1 KP and therefore any algorithms for the 0-1 KP can be applied to solve the ISSP (see Theorem 2.1); -Some polynomial time solvable subclasses of the ISSP are identified (see Theorems 2.2 and 2.3). For instance, it is shown in Theorem 2.3 that the ISSP is polynomial time solvable when a i,2 ≥ 2a i,1 for all i = 1, 2, . . . , n; -By exploiting a new solution structure of the ISSP (see Lemma 3.4), a new FP-TAS is proposed to solve the ISSP. The proposed FPTAS enjoys a significantly lower space complexity compared to the existing one; See Theorems 3.10 and 3.11. -Both the correctness and efficiency of the proposed FPTAS are shown by applying it to solve large scale ISSP instances. In particular, the proposed FPTAS is capable of solving ISSP instances with n = 100, 000 and ǫ = 0.1% within one second; see Section 5.
The rest of this paper is organized as follows. In Section 2, we study the computational complexity of the ISSP. In Section 3, we propose a new FPTAS for the ISSP and analyze the time and space complexities of the proposed scheme. Simulation results are presented in Section 4 to validate the correctness and efficiency of the proposed FPTAS. The C++ simulation codes are available at [http://bitbucket.org/diaorui/issp]. Finally, some concluding remarks are drawn in Section 5.
To streamline the presentation, all proofs of Lemmas/Theorems/Corollaries in this paper are relegated to Appendix A. 
2 Hardness Analysis
The ISSP is generally NP-hard, since it contains the SSP as a special case which is NP-hard. In this section, we first show that the ISSP is easier to solve than the 0-1 KP by proving that the ISSP can be equivalently reformulated as a 0-1 KP. Then, we identify some easy subclasses of the ISSP which can be solved in polynomial time (to global optimality) and therefore clearly delineate the set of computationally tractable problems within the general class of NP-hard ISSPs. Without loss of generality, we make the following assumption on the inputs of the ISSP throughout this paper.
Assumption 1 The inputs of ISSP (1.3) satisfies
If Assumption 1 is not satisfied, there must exist an index i such that T ≤ a i,2 . In this case, we can either find the solution of the ISSP which is x i = T and x j = 0 for all j = i (if T ≥ a i,1 ), or remove the corresponding interval [a i,1 , a i,2 ] without losing any optimality (if T < a i,1 ).
Next we give an equivalent reformulation of the ISSP. The variables
in the ISSP are often called semi-continuous 3 [14] . Problems with semi-continuous variables can be equivalently transformed into a mixed integer program by introducing some auxiliary variables. Specifically, we can introduce binary variables
Then, for any i = 1, 2, . . . , n, it is simple to verify
Therefore, ISSP (1.3) can be equivalently reformulated as
We can further eliminate the variables {z i } n i=1 in the above problem (2.1) and transform it into an equivalent problem with only binary variables. 
Theorem 2.1 ISSP (2.1) is equivalent to
can be used to solve the corresponding ISSP and thus the ISSP is easier than the 0-1 KP. In particular, if the optimal value of problem (2.3) is greater than 3 Strictly speaking, the variables {x i } n i=1 in the ISSP are not semi-continuous, since x i in the ISSP can be either zero or integers in the interval [a i,1 , a i,2 ] while the semi-continuous variable x i can be zero or any continuous value in the corresponding interval. However, as will become clear soon, the intrinsic difficulty of solving the ISSP lies in determining whether x i should be zero or belong to [a i,1 , a i,2 ]. Once this is done, it is simple to obtain an optimal solution of the ISSP. Therefore, we actually can drop the constraint x i ∈ Z in the ISSP.
or equal to T, we can obtain a solution of the ISSP from the solution of problem (2.3) (see Case A of the proof of Theorem 2.1 in Appendix A); otherwise, the two problems share the same solution. Table 1 .1 summarizes some known FPTASs for the SSP, the ISSP, and the 0-1 KP, which are consistent with the above analysis, i.e., the difficulty of the ISSP lies between the SSP and the 0-1 KP. Theorem 2.1 also implies that any subclass of the ISSP is polynomial time solvable if the corresponding 0-1 KP problem (2.3) is polynomial time solvable. Now, we present some polynomial time solvable subclasses of the ISSP.
Theorem 2.2 Suppose the inputs of the ISSP satisfy
Then the ISSP is polynomial time solvable.
Theorem 2.3 Suppose
holds true for some c > 1 and T obeys the uniform distribution over the interval 
High Level Preview of the Proposed FPTAS
In this subsection, we give a high level preview of the proposed FPTAS. Before doing that, we first present a pseudo-polynomial time dynamic programming algorithm (Algorithm 3.2) for solving the ISSP. Algorithm 3.2 exploits the special solution structure of the ISSP in Lemma 3.4 and its basic idea is to enumerate the possible midrange interval. More specifically, in Algorithm 3.2, the set ∆ * i in line 12 contains all values and the optimal value T * 1: sort the intervals such that
go to line 14 11:
end if 12: 16:
Next, we give a high level preview of the proposed FPTAS (Algorithm 3.3), which can be obtained by doing some nontrivial modifications to the above Algorithm 3.2. We remark that the proposed FPTAS for the ISSP can be used to solve the SSP.
One main modification made to Algorithm 3.2 is to partition the interval (0, T ] into finitely many subintervals (depending on the given relative error ǫ) and to store only the smallest and largest values lying in the subintervals at each iteration. More specifically, for any given relative error ǫ > 0, Algorithm 3.3 partitions the interval (0, T ] into l = ⌈1/ǫ⌉ subintervals
and only stores the smallest value δ − (k) and the largest value δ 
, there exist δ ′ and a i,j such that δ = δ ′ + a i,j , where δ ′ is either zero or a summation of end points of some subset of
k=1 and a i,j is the last item contributed to generate δ. Obviously, to recover the approximate solution, it is useful to store such i and j. These indices are stored in d 1 (·) ∈ {1, 2, . . . , n} and d 2 (·) ∈ {1, 2} in the procedure relaxed dynamic programming. Therefore, one natural way of recovering the approximate solution is to simply backtrack the el-
with the help of d 1 (·) and d 2 (·). However, there is a potential problem with such a simple backtracking procedure, since an element in the subinterval I k which generates an element in the interval I j with j > k might be updated after considering the item with the index d 1 (j). For instance, the above δ ′ which contributes to generate δ might be updated, and thus δ ′ does no belong to
any more. Therefore, the simple backtracking procedure does not work and it is necessary to make a modification to it in order to reconstruct a correct approximate solution. Algorithm 3.3 overcomes the previously mentioned backtracking problem by performing the procedure divide and conquer. Once the procedure backtracking can not continue, the procedure divide and conquer splits the task of constructing an approximate solution with inputsΛ andT into two subsetsΛ 1 and Λ 2 of (almost) the same cardinality. The procedure relaxed dynamic programming is then performed for both item sets independently with the target valuẽ T , which returns four reduced achievable arrays δ 
To find the approximate solution corresponding to values u 1 and u 2 in the above, the procedure backtracking is first performed for the item setΛ 1 with the target valueT − u 2 , which reconstructs a part of the solution contributed bỹ Λ 1 with value y B 1 . In addition, the procedure backtracking also records the items that have been considered to reconstruct the approximate solution. These items are collected in the set Λ E and will not be considered any more. Obviously, by doing so, no item will appear twice in the approximate solution. Lemma 3.8 states that this will not lose any optimality in terms of reconstructing an approximate solution. If y shows that the returned approximate value y DC = y
Since each execution of the procedure divide and conquer returns at least one item for the solution by backtracking, the depth of its recursion is bounded by O(log n). Therefore, Algorithm 3.3 will terminate after (totally) recursively calling the procedure divide and conquer n times. Theorems 3.10 and 3.11 show that Algorithm 3.3 is indeed an FPTAS for the ISSP with time and space complexities being O (n max {1/ǫ, log n}) and O(n + 1/ǫ), respectively.
Technical Description of the Proposed FPTAS
In this subsection, we describe the proposed FPTAS for the ISSP in a technical fashion, where we use I k to denote the k-th subinterval, use δ − (k) and δ + (k) to denote the smallest and largest values in I k , and use Λ E to denote the set of intervals to be removed during the execution of the algorithm. Algorithm 3.3 below is the proposed FPTAS for the ISSP, which calls the procedure divide and conquer. The procedure divide and conquer further calls the procedures relaxed dynamic programming and backtracking to construct the approximate solution.
In Algorithm 3.3, only the largest value δ + (k) and the smallest value δ − (k) in each subinterval k = 1, 2, . . . , l := ⌈1/ǫ⌉ are stored; see lines 17 -22. Lemma 3.5 and Corollary 3.6 show that this will not lose much optimality. It will become clear from Theorem 3.10 and the discussions below it why the the last input of the procedure divide and conquer is set to be min δ + ǫT, T − a m,1 in line 27. By doing so, Algorithm 3.3 is able to return an (exactly) optimal solution of the ISSP whenδ + ǫT ≤ T − a m,1 .
The procedure divide and conquer, with inputs (Λ,T ), aims at finding an approximate solution {x i } n i=1 and the approximate value y DC from the given subset of intervalsΛ ⊆ {[a i,1 , a i,2 ]} n i=1 such thatT − ǫT ≤ y DC ≤T . Lemma 3.9 establishes that the returned approximate value y DC = y
indeed satisfiesT − ǫT ≤ y DC ≤T . The procedure relaxed dynamic programming, with inputs (Λ,T ), is a subroutine used in the procedure divide and conquer to recover the approximate solution. In the procedure relaxed dynamic programming, besides the largest value δ + (k) and the smallest value δ − (k) in each subinterval k = 1, 2, . . . ,l := T /(ǫT ) , the index and the end point of the last interval which generates δ ∈
are also stored in d 1 (·) ∈ 1, 2, . . . ,l and d 2 (·) ∈ {1, 2} . These information will be used in the procedure backtracking to recover the approximate solution.
Taking the outputs of the procedure relaxed dynamic programming δ − (·), δ + (·), d 1 (·), and d 2 (·) as inputs, the procedure backtracking backtracks the intervals which contribute to generate the largest value in {δ
) with the help of d 1 (·) and d 2 (·) and reconstructs a partial approximate solution. The procedure backtracking stops if for some u ∈ I k , the solution value conditions δ + (k) + y ≤T and δ − (k) + y ≥T − ǫT do not hold true, or δ + (k) + y ≤T holds true but u is updated by some later interval 
, the target value T , and the relative approximation error ǫ Output: the approximate solution x A i n i=1 and the approximate value T A 1: sort the intervals such that
m ← i 10:
end if 11:
if T * =T then 12:
go to line 25 13:
for eachδ ∈∆ do 16:
find I k that containsδ 17:
end if 23:
end for 24: end for 25:
. . , m − 1 27: call the procedure divide and conquer Λ \ Λ E , min δ + ǫT, T − a m, 1 for the ap-
and the approximate valueT A 28:
with index d 1 (δ + (k)) ≥ i; or δ − (k) + y ≥T − ǫT holds true but u is updated by some later interval with index d 1 (δ − (k)) ≥ i. Actually, lines 9 -18 are to speed up the procedure backtracking. It will become clear from Lemma 3.8 and the discussions below it that Algorithm 3.3 can still recover an approximate solution of the ISSP if there are no lines 9 -18 in the procedure backtracking.
An illustration how Algorithm 3.3 works is given in Appendix B.
Worst-Case Time and Space Complexity Analysis
For simplicity of our analysis, we introduce the following notation. Let ∆ * Λ denote the full dynamic programming arrays computed from the intervals inΛ, and ∆Λ the relaxed dynamic programming arrays computed from the intervals inΛ. In particular, whenΛ = {1, 2, . . . , i} , we denote them by ∆ * i and ∆ i , respectively.
Procedure divide and conquer (Λ,T )
Input: a subset of intervalsΛ ⊆ {[a i,1 , a i,2 ]} n i=1 and the target valueT Output: the updated approximate solution {x i } n i=1 and the approximate value y DC 1: splitΛ intoΛ 1 andΛ 2 , which contain |Λ| 2 and |Λ| 2 elements respectively 2: call relaxed dynamic programming (Λ 1 ,T ) to obtain δ
7 guarantees the existence of such u 1 and u 2 ) 5:
call backtracking (δ
call divide and conquer
call
for eachδ ∈∆ do 6:
find I k that containsδ 7:
end if 10:
end if 13:
end for 14:
end for 15: end for 16:
, and the target valueT Output: the updated approximate solution {x i } n i=1 , the set of intervals Λ E , and the partial approximate value y 1:
y ← y + a i,j 8:
if u > 0 then 10:
find I k that contains u 11:
Throughout this section, we shall also use the term "∆ * Λ associated with a target T " to denote the set δ | δ ∈ ∆ * Λ , δ ≤T . The same applies to ∆Λ, ∆ * i , and ∆ i . With the above notation, it is obvious to see that {δ ∈ ∆ * n | δ ≤ T } is the optimal value of the ISSP. According to lines 14 -22 of Algorithm 3.3, we know ∆ i ⊆ ∆ * i for all i = 1, 2, . . . , n and ∆Λ ⊆ ∆ * Λ for allΛ ⊆ {1, 2, . . . , n} . The next lemma (Lemma 3.5) plays a fundamental role in analyzing the proposed FPTAS for the ISSP. It says that each element computed by the full dynamic programming procedure can be well approximated (with a bounded error) by some element computed by the relaxed dynamic programming procedure. More specifically, Lemma 3.5 shows that, for any δ ∈ ∆ * Λ , there exists an δ ∈ ∆Λ such that 0 ≤ δ − δ ≤ ǫT. 1. There exist δ, δ ∈ ∆ i such that δ ≤ δ ≤ δ and δ − δ ≤ ǫT.
There exists
By setting δ to be the optimal value of the ISSP in Lemma 3.5, we have the following corollary.
Corollary 3.6 Suppose δ
* is the optimal value of the ISSP with inputsΛ andT . Then, there exists δ ∈ ∆Λ such that either δ = δ * orT − ǫT ≤ δ ≤ δ * ≤T holds true.
The following lemma (Lemma 3.7) shows the existence of u 1 and u 2 in line 4 of the procedure divide and conquer. 
The following lemma (Lemma 3.8) states that the procedure backtracking can successfully backtrack a part of the approximate solution by using the relaxed dynamic programming arrays. This is in sharp contrast to the pseudo-polynomial time algorithm (Algorithm 3.2) for the ISSP, where the solution is backtracked by using the full dynamic programming arrays. We remark that the space complexity of storing the relaxed dynamic programming arrays is O(1/ǫ) and the space complexity of storing the full dynamic programming arrays is O(nT ).
Lemma 3.8 Suppose there exists δ
′ ∈ ∆ * Λ such thatT − ǫT ≤ δ ′ ≤T when the procedure backtracking starts and y is its output. Then, there exists δ ∈ {0} ∪ ∆ *
It is worthwhile remarking that lines 9 -18 are for speeding up the procedure backtracking. More specifically, the procedure backtracking equipped with lines 9 -18 could potentially backtrack more than one step. In contrast, the procedure backtracking, without lines 9 -18, can only backtrack one step. Lines 9 -18 will not affect the time and space complexities of the proposed FPTAS, which will become more clear in the following Theorem 3.11.
Lemma 3.9 Suppose there exists δ ∈ ∆ * Λ such thatT − ǫT ≤ δ ≤T when the procedure divide and conquer starts. Then, the output y DC of the procedure divide and conquer satisfiesT − ǫT ≤ y DC ≤T .
We are now ready to present the main results of this section. Note that in line 27 of Algorithm 3.3, the last input of the procedure divide and conquer is set to be min δ + ǫT, T − a m,1 . This trick makes Algorithm 3.3 return an (exactly) optimal solution of the ISSP whenδ + ǫT ≤ T − a m,1 ; see Case A of the proof of Theorem 3.10 in Appendix A. Actually, the result presented in Theorem 3.10 still holds true if min δ + ǫT, T − a m,1 is replaced withδ = min δ , T − a m,1 , where the last equality is due toδ ≤ T − a m,1 . However, if so, Algorithm 3.3 would not enjoy the nice property of returning the (exactly) optimal solution whenδ + ǫT ≤ T − a m,1 .
Theorem 3.11
The time complexity of Algorithm 3.3 is O (n max {1/ǫ, log n}), and the space complexity is O(n + 1/ǫ).
We compare the proposed FPTAS and the one in [8] in terms of the time and space complexities; see Table 1 .1. The time complexity of the two FPTASs are comparable to each other. This is because log n is generally smaller than 1/ǫ. However, the space complexity of the proposed FPTAS is significantly lower than the one in [8] . The significant improvement in the space complexity makes the proposed FPTAS possible to solve large scale ISSP instances on a limited memory machine, which is generally impossible for the FPTAS in [8] .
Numerical Experiments
We implemented the proposed FPTAS for solving the ISSP with C++. Our numerical experiments were done on a personal computer with Ubuntu 10.04.2 operating system, Intel Core i7 CPU, 8 GB memory, and the source code is compiled with GCC 4.4.3.
Since there is no available test set for the ISSP, we tested the proposed FPTAS on the test set for the SSP, with some modifications. Instances A and B [3] are the SSPs. They are used to test whether the proposed FPTAS (Algorithm 3.3) for the ISSP can correctly and efficiently solve the degenerating problems. The optimal solutions of these two instances are easy to obtain but very hard to compute by the branch and bound method [3] . Instances C and D are randomly generated. They are used to test the correctness and efficiency of the proposed FPTAS for solving the ISSP. Table 4 .1 summarizes the numerical results of applying the proposed FPTAS to solve Instance A. The parameter n in Instance A can not be very large; otherwise a i,1 , a i,2 , and T will be extremely large. From Table 4 .1, we can observe that the returned relative errors of all tested SSP instances are strictly less than the preselected parameter ǫ. In particular, when ǫ = 0.1%, the returned relative errors of all tested SSP instances are zero, which implies that the proposed FPTAS successively solves all tested SSP instances to global optimality. These numerical results show the correctness of the proposed FPTAS for solving the SSP. Table 4 .2 summarizes the numerical results of applying the proposed FPTAS to solve Instance B. Again, the returned relative errors of all tested SSP instances are not greater than the given tolerance ǫ, which means that the proposed FPTAS can solve SSP correctly as claimed in Theorem 3.10. From Table 4 .2, we can observe that the computational time of the proposed FPTAS grows (roughly) linearly with n when ǫ is fixed and also (roughly) linearly with 1/ǫ when n is fixed. This matches with the time complexity O (n max {1/ǫ, log n}) of the proposed FPTAS, since 1/ǫ and log n are comparable to each other for the tested case ǫ = 10% and 1/ǫ ≫ log n for the tested cases ǫ = 1% and ǫ = 0.1%. In particular, it takes the proposed FPTAS less than 0.8 seconds to solve the SSP instance with n = 10, 000 and ǫ = 0.1%. From the above numerical results, we can conclude that the proposed FPTAS can efficiently solve the SSP. Table 4 .3 summarizes the numerical results of applying the proposed PFTAS to solve Instance C. The results in Table 4 .3 are obtained by averaging over 100 randomly generated ISSP instances for each fixed n and c. The worst results among these 100 tested instances (in terms of the relative error and the computational time, respectively) are also reported in parentheses in Table 4 .3. Since the optimal value of Instance C is difficult to obtain, we set it to be the target T when calculating the relative errors. The relative errors computed in this way are obviously larger than or equal to the "true" relative errors. It can be observed from Table 4 .3 that the worst relative errors of all tested instances (and thus the average relative errors) are not greater than the desired relative error ǫ, which shows the correctness of the proposed FPTAS for solving the ISSP. Table 4 .3 also demonstrates the efficiency of the proposed FPTAS when applied to solve large scale instances of Instance C. The proposed FPTAS is capable of returning an approximate solution of the tested ISSP instances with n = 100, 000 and ǫ = 0.1% within 0.1 second in average.
It is worthwhile remarking that the choice of the parameter c in Instance C actually affects the efficiency of the proposed FPTAS. As we can observe from Table 4 .3, as the parameter c in Instance C decreases, the average computational time of using the proposed FPTAS to solve the corresponding ISSP instances slightly increases. This becomes obvious for the ISSP instances with n ≥ 50, 000. The above observation is consistent with Theorem 2.3, which basically says that the ISSP becomes more difficult to solve as the parameter c there decreases. Table 4 .4 summarizes the numerical results of applying the proposed FPTAS to solve Instance D. Instance D is similar to Instance C but more general. Therefore, it can better evaluate the performance of the proposed FPTAS. The same observations as on Instance C can be made on Instance D. Therefore, we can conclude that the proposed FPTAS can solve the ISSP correctly and efficiently.
Concluding Remarks
In this paper, we considered the NP-hard ISSP, which is a generalization of the well-known SSP. We first showed that the ISSP can be equivalently reformulated as a 0-1 KP. This reformulation implies that the ISSP is easier to solve than the 0-1 KP, since any algorithms designed for the 0-1 KP can be used to solve the ISSP. Moreover, we identified several polynomial time solvable subclasses of the ISSP and thus clearly delineated a set of computationally tractable problems within the general class of NP-hard ISSPs. Then, by exploiting a new solution structure of the ISSP, we proposed a new FPTAS for it. Compared to the currently best known FPTAS, the proposed one has a comparable time complexity but a significantly lower space complexity. Numerical results demonstrate the correctness and efficiency of the proposed FPTAS.
The cardinality constrained ISSP [8] is an extension of the ISSP with an extra cardinality constraint x 0 ≤ k max , where x 0 denotes the number of nonzero elements in x. The proposed FPTAS for the ISSP in this paper can be modified to solve the cardinality constrained ISSP. The major modification is that k max of dynamic programming arrays∆ k , k = 1, 2, . . . , k max need to be introduced in the proposed FPTAS for the ISSP, where∆ k is the same as the dynamic programming array in Algorithm 3.3 except that each element in∆ k is a summation of exactly . In this way, the above modified algorithm is able to efficiently deal with the cardinality constraint. By using the same argument as in Theorems 3.10 and 3.11, it can be shown that the above modified algorithm is an FPTAS for the cardinality constrained ISSP and its time and space complexities is O (n max {k max /ǫ, log n}) and O (n + k max /ǫ) , respectively.
Appendix A: Proofs of Lemmas/Theorems/Corollaries
Proof of Theorem 2.1
Proof We prove the theorem by dividing the proof into two cases, i.e., whether there exists binary
Case A: there exists binary
such that (5.1) holds true. Without loss of generality, assumē
In this case, we claim that both the optimal value of problems (2.1) and (2.2) are equal to T. Let us argue the above claim holds. First, it follows from (5.1) that
is feasible to problem (2.2) and the optimal value of problem (2.2) is equal to T. Now, we evaluate the objective function of problem (2.1) at point
where the last equality is due to the assumption (5.2). Since z i can take any value in the interval [0, a i,2 −a i,1 ] for each i = 1, 2, . . . ,Ī, we know that g(z) can take any value between
Combining this, (5.1), and the constraint n i=1 (a i,1 y i + z i ) ≤ T, we know that the optimal value of problem (2.1) is exactly equal to T. As a matter of fact, an integer solution {z i } n i=1 to achieve the optimal value T can be found as follows. Calculate
Then there must exist an index i * ∈ {0, 1, . . . ,Ī − 1} such that v i * < T ≤ v i * +1 , and {z i } n i=1 to achieve the optimal value T is given bȳ
We now show that there is a correspondence between the solutions of problems (2.1) and (2.2). On one hand, for any solution {y * i , z * i } n i=1 of problem (2.1) achieving the optimal value T (from the above claim), we have
is a solution of problem (2.2). On the other hand, suppose that {y * i } n i=1 is a solution of problem (2.2) achieving the optimal value T (from the above claim). Then, there must hold
a i,2 y * i . By using the same argument as in the proof of the above claim, we can show that there exists integers {z
Hence, the optimal value of problem (2.2) is strictly less than T and it is equivalent to
Moreover, the relation (5.4) implies that the solution of problem (2.1) must satisfy
) for all i = 1, 2, . . . , n, since this maximizes the objective without violating the constraints. Combining this and (5.4), we know that problem (2.1) is equivalent to problem (5.5).
Combining Cases A and B, we can conclude that ISSP (2.1) is equivalent to problem (2.2). This completes the proof. ⊓ ⊔
Proof of Theorem 2.2
Proof We prove the theorem by considering the following two cases.
Case A: T ≥ n i=1 a i,1 . In this case, it is simple to find the solution of ISSP (2.1): if T ≤ n i=1 a i,2 , then the solution to ISSP (2.1) is y i = 1 for all i = 1, 2, . . . , n and z i is given by (5.3) withĪ there being replaced with n; otherwise the solution to ISSP (2.1) is y i = 1 and z i = a i,2 − a i,1 for all i = 1, 2, . . . , n.
Case B: T < n i=1 a i,1 . Then, we can find I ≥ 0 such that
then we can easily construct a solution such that the optimal value of ISSP (2.1) is T in polynomial time as in Case A of the proof of Theorem 2.1 and thus ISSP (2.1) is polynomial time solvable. Next, we show the truth of (5.7) under the assumption (2.4). From the right hand side of (5.6), we get
which further implies
Combining this with (2.4) yields
which means I min
Now, we can use (5.6) and (5.9) to obtain (5.7). In particular, we have
where the second inequality is due to (5.9) and the last inequality is due to the right hand side of (5.6 .
Combining Lemma 5.1 and the following inequality
we immediately obtain Theorem 2.3.
Next, we show the truth of Lemma 5.1. The interval a 1,2 , n i=1 a i,2 can be partitioned as follows:
As shown in Case A of Theorem 2.1, for any
a i,2 with j ∈ {1, 2, . . . , n}, ISSP (1.3) is polynomial time solvable. Therefore, the probability that ISSP (1.3) is polynomial time solvable is greater than or equal to 11) where | · | denotes the length of the corresponding set. Moreover, it can be verified that the denominator of (5.11) is equal to n j=2 a j,2 and the numerator of (5.11) is lower bounded by 
is such an optimal solution with [a j,1 , a j,2 ] being the only midrange interval (i.e., x * j ∈ (a j,1 , a j,2 )) and [a k,1 , a k,2 ] with k > j being the last right anchored interval (i.e., x * k = a k,2 ). Next, we construct an optimal solution {x *
as follows:
Since a j,2 − a j,1 ≤ a k,2 − a k,1 and x * j ∈ (a j,1 , a j,2 ), it follows that
constructed in the above is feasible and optimal to the ISSP. Moreover, the solution {x Proof We prove the lemma by induction. Obviously, the lemma is true for i = 1. Assume it is true for some i ≥ 1. Next, we show it is also true for i + 1. By the assumption and the fact ∆ * i ⊆ ∆ * i+1 , we only need to consider the elements δ in the set
The lemma is trivially true if δ = a i+1,1 or δ = a i+1,2 . It remains to show that the lemma is true for δ = δ ′ + v ≤T where δ ′ ∈ ∆ * i and v ∈ {a i+1,1 , a i+1,2 }. According to the assumption, we divide the subsequent proof into two Cases A and B.
Case A: there exist δ ′ , δ ′ ∈ ∆ i such that
In this case, we further consider the following three subcases A1, A2, and A3.
A1: δ ′ + v ∈ I j and δ ′ + v ∈ I j for some j. Then, let δ and δ be the minimum and maximum values of ∆ i+1 in the subinterval I j , respectively. It is simple to check that δ ≤ δ ′ + v ≤ δ ≤ δ ′ + v ≤ δ and δ − δ ≤ ǫT. A2: δ ′ + v ∈ I j and δ ′ + v ∈ I j+1 for some j. Let δ j and δ j (δ j+1 and δ j+1 ) be the minimum and maximum values of ∆ i+1 in the subinterval I j (I j+1 ), respectively. Then, by (5.13) and the assumption in the subcase A2, there must exist
It is simple to verify that δ and δ constructed in the above satisfy δ ≤ δ ≤ δ and δ − δ ≤ ǫT.
we immediately obtain
From the above analysis, we conclude that there exist u 1 ∈ {0} ∪ ∆Λ 1 and u 2 ∈ {0} ∪ ∆Λ 2 such thatT − ǫT ≤ u 1 + u 2 ≤T . The proof is completed. ⊓ ⊔ Proof of Lemma 3.8 Proof By the assumption, the largest number in ∆ * Λ associated with the targetT must be in the interval [T − ǫT,T ]. Then, it follows from Corollary 3.6 that the largest number in ∆Λ associated with the targetT must also lie in the interval [T − ǫT,T ]. Recall the procedure backtracking, we know the following facts: when the procedure starts, the largest number in ∆Λ associated with the target T (i.e., u = max{δ
is found in line 1; the recent intervals which contribute to generate u are backtracked in lines 4 -18; and when the procedure terminates, y + u is in the interval [T − ǫT,T ]. Since u is generated by the procedure relaxed dynamic programming, it follows that u ∈ {0} ∪ ∆Λ \Λ E . This further implies that there exists δ ∈ {0} ∪ ∆ * Λ\Λ E such that T − ǫT ≤ y + δ ≤T . This completes the proof of Lemma 3.8. ⊓ ⊔
Proof of Lemma 3.9
Proof First, as argued in the proof of Lemma 3.8, we know that the largest number in ∆Λ associated with the targetT must also lie in the interval [T − ǫT,T ]. By Lemma 3.7, we can splitΛ intoΛ 1 andΛ 2 as in lines 2 and 3 of the procedure divide and conquer, and find u 1 ∈ {0} ∪ ∆Λ 1 and u 2 ∈ {0} ∪ ∆Λ 2 such that T − ǫT ≤ u 1 + u 2 ≤T . Without loss of generality, assume both u 1 and u 2 are positive. Otherwise, if u 1 = 0 (u 2 = 0), then we can remove the intervals inΛ 1 (Λ 2 ) and splitΛ 2 (Λ 1 ) again. This implies that there exists positive u 1 ∈ ∆ * Λ 1
. Moreover, by Lemma 3.8, we know that there exists δ ∈ {0} ∪ ∆ *
], where y B 1 ≥ 1 is the output of line 7 of the procedure divide and conquer. This in turn shows that the assumption of Lemma 3.9 is satisfied for the procedure divide and conquer in line 10. Since at least one interval is removed after each recursive call, the recursive calls of the procedure divide and conquer will eventually end. Consequently, we get y Case A:δ + ǫT < T − a m,1 andδ = δ * . In this case, we haveδ ≤ δ * ≤δ + ǫT. Using Lemma 3.9, we immediately obtainδ ≤T A ≤δ+ǫT, whereT A is the output the procedure divide and conquer Λ \ Λ E ,δ + ǫT in line 27 of Algorithm 3.3.
Sinceδ = δ * is the largest number in ∆ * Λ\Λ E associated with the target T − a m,1 , it follows thatT A =δ = δ * . Hence,
is the optimal value of the ISSP. Case B:δ + ǫT < T − a m,1 and T − a m,1 − ǫT ≤δ ≤ δ * ≤ T − a m,1 . This case will not happen, since the two conditions contradict with each other.
Case C:δ + ǫT ≥ T − a m,1 andδ = δ * . From these two conditions and the fact that δ * is the largest number in ∆ * Λ\Λ E associated with the target T − a m,1 , we obtain δ
. Then, by Lemma 3.9, we know that the returned approximate value ofT A satisfies T − a m,1 ≥T A ≥ T − a m,1 − ǫT, and
The same argument as in the above Case C shows that T − a m,1 ≥T A ≥ T − a m,1 − ǫT and
From the above analysis, we can conclude that Algorithm 3.3 either returns an optimal solution, or an approximate solution with the objective value being great than or equal to T − ǫT . The proof is completed. ⊓ ⊔
Proof of Theorem 3.11
Proof We analyze the time and space complexities of Algorithm 3.3 separately. We first consider the time complexity of Algorithm 3.3. The time complexity of sorting n intervals by length (line 1 of Algorithm 3.3) is O(n log n). The procedure relaxed dynamic programming is called many times in Algorithm 3.3 and performing the procedure relaxed dynamic programming is the dominated computational cost in the recursive framework of the procedure divide and conquer. It is simple to see that the time complexity of performing the procedure relaxed dynamic programming with inputs (Λ,T ) is O ñl , whereñ = |Λ| andl = T ǫT . Now, we bound the times that the procedure divide and conquer is performed. To do so, let us denote the root node of the recursive tree as level 0. Then, there are at most 2 l ≤ n nodes in the l-th level of the recursive tree. For ease of presentation, we assume that there are 2 l nodes in the l-th level of the recursive tree and denote the targets of these 2 l nodes byT l,1 ,T l,2 , . . . ,T l,2 l and item sets of these 2 l nodes byΛ l,1 ,Λ l,2 , . . . ,Λ l,2 l for all l = 1, 2, . . . , ⌈log n⌉. Then, we must have Second, as mentioned below Lemma 3.7, the pair (u 1 , u 2 ) satisfying the inequalityT − ǫT ≤ u 1 + u 2 ≤T is generally not unique and different choices of the pair (u 1 , u 2 ) might lead to different approximate solutions. For example, (u 1 , u 2 ) in the above instance can also be (10, 10) , which results in the approximate solution 
