Void fraction development in gas-liquid flow after a U-bend in a vertically upwards serpentine-configuration large-diameter pipe by Almabrok, Almabrok A. et al.
1 
Void fraction development in gas-liquid flow after a U-bend in a vertically upwards 1 
serpentine-configuration large-diameter pipe 2 
 3 
Almabrok A. Almabroka, Aliyu M. Aliyub*, Yahaya D. Babac, Liyun Laod, Hoi Yeungd 4 
 5 
aDepartment of Petroleum Engineering, Faculty of Engineering, Sirte University, Sirte, Libya 6 
b School of Mechanical Engineering, Pusan National University, 609-735, Busan, Republic of Korea 7 
c Chemical/Petroleum Engineering Department, Afe Babalola University, PMB 5454, Nigeria 8 
dOil and Gas Engineering Centre, School of Water, Energy and Environment, Cranfield University, 9 
Bedfordshire MK43 0AL, United Kingdom 10 
*Corresponding author email: aliyu@pusan.ac.kr (A M Aliyu) 11 
Tel: +82-51-510-3441 12 
  13 
  
2 
Abstract 14 
We investigate the effect of a return U-bend on flow behaviour in the vertical upward section of a large-15 
diameter pipe. A wire mesh sensor was employed to study the void fraction distributions at axial 16 
distances of 5, 28 and 47 pipe diameters after the upstream bottom bend. It was found that, the bottom 17 
bend has considerable impacts on up-flow behaviours. In all conditions, contour plots of the cross-18 
sectional phase distribution measurement using the wire mesh sensor (WMS) show that centrifugal 19 
effect of the U-bend causes appreciable misdistribution in the adjacent straight section. However, flow 20 
asymmetry significantly reduces at an axial distance of 47D from the U-bend. Flow regime maps 21 
generated from three axial locations showed that, in addition to bubbly, intermittent and annular flows, 22 
oscillatory flow occurred particularly when gas and liquid flow rates were relatively low. At this 23 
position, the mean void fractions were in agreement with those from other large-pipe studies. 24 
Comparisons were made with existing void fraction correlations. Among the correlations surveyed, drift 25 
flux-type correlations were found to give the best predictive results.  26 
Keywords: pipe bends, multiphase flow, two-phase flow, void fraction distribution, wire mesh sensor. 27 
Nomenclature 28 
A. Roman 
𝐶𝑜 [-] Distribution parameter 
D [m] Pipe internal diameter 
𝐹𝑟 [-] Froude number 
g [m/s2] Acceleration due to gravity 
G [kg/m2-s] Total liquid mass flux 
𝐿 [m] Pipe length 
P [Pa] Local pressure 
Re [-] Reynolds number 
S [-] Slip ratio 
𝑢 [m/s] Phase velocity as specified by subscript 
𝑈+ [-] Dimensionless velocity 
𝑊𝑒 [-] Weber number  
x [-] Gas quality 
𝑦+ [-] Friction distance parameter 
B. Greek 
Δ [-] Operator denoting change in the variable that follows 
𝜀 [-] Void fraction 
𝜇 [kg/s-m] Dynamic viscosity 
𝜌 [kg/m3] Density 
𝜎 [N/m] Liquid surface tension 
C. Subscripts 
g Gas phase  
h homogenous  
l Liquid phase  
mix Mixture  
lf Liquid film  
sg Superficial gas  
sl Superficial liquid  
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1 Introduction 29 
1.1 Background 30 
Gas–liquid flows in pipelines with a serpentine shape are frequently encountered in heat 31 
exchangers and transport pipes used in a variety of industries such as nuclear, process and oil and gas. 32 
In the oil and gas sector, it is usual that transport pipes for the processing of wet gases have a serpentine 33 
configuration. Therefore, around the bends (which could be up to 180°), large centrifugal forces are 34 
generated and these cause substantial flow misdistribution such that local dry spots are created. In cases 35 
where heat transfer is involved, dryout or critical heat flux can occur. This may cause costly 36 
shutdown/unscheduled maintenance of facilities ultimately leading to increased operating costs. It is 37 
therefore necessary to have comprehensive knowledge of bend effects on the flow downstream of the 38 
bend. This is needed for the safe and efficient design and operation of pipelines for gas–liquid transport 39 
in the offshore oil and gas sectors.  40 
Significant amounts of studies are available in the literature on two-phase flow in bends. The 41 
majority of them focus on upward flow with small diameter pipes ranging from 25 to 50 mm. However, 42 
the studies of the upward flows with large-diameter pipes (larger than 100 mm), are increasingly 43 
considered in recent years as problems related to large-diameter vertical pipes become more frequently 44 
encountered in industry. The current work intends to study the effect of 180° bends in a 4-inch (101.6 45 
mm) internal diameter pipe by investigating the characteristics and development of gas-liquid two-46 
phase flow using a capacitance Wire Mesh Sensor (WMS).  47 
A number of researchers [1]–[4] examined the influence of return bends on flow patterns. 48 
Specifically, Oshinowo and Charles [2] utilised conductance sensors to measure flow distribution. In 49 
their analysis, they considered a force balance between centrifugal and gravitational forces acting on 50 
the phases in the bend to qualitative discuss a modified Froude number, which was related to the mean 51 
cross-sectional void fraction in the bend.  52 
Takemura et al. [5] conducted an experimental study on the characteristics of dryout and 53 
pressure drops in air–water flows in a U- as well as an inverted 180° U-bend of 18-mm internal diameter. 54 
From their data, they remarked that the flow behaviour of the respective geometries were different 55 
within the bend. The gas flowed on the inner surface of the U-bend in all the flow conditions tested. 56 
They observed that the prevalence of dryout is higher in the case of a U-bend than in the inverted U-57 
bend.  58 
Poulson [6] investigated mass transfer in return bends and stated that when compared to the 59 
straight section mass transfer is higher as superficial gas velocity increases. In contrast, it is constant at 60 
low superficial liquid velocities. An experimental study was done on liquid drop size in horizontal to 61 
90° bend in annular flows by Ribero et al. [7]. They used a 32-mm pipe facility and they produced a 62 
droplet size distribution within the bends, which they noted was different from those in straight sections. 63 
[8] developed a pressure loss correlation over 90° bends in terms of the Martinelli two-phase flow 64 
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multiplier. The correlation was derived using pressure loss measurements in vertical 90° bends with 30-65 
mm diameter and curvature radii of 120, 180, 240 and 300 mm and they showed that is well predicts 66 
their data as well as others to within ±20%. 67 
Other studies on bends are also available in the literature for slightly larger pipelines. Hoang 68 
and Davis [9] studied void fraction in froth flow in a 50-mm U-bend by utilising conductance needle 69 
probes. James et al. [10] investigated droplet behaviour in a 90° horizontal elbow with 67.4 mm 70 
diameter while Chong et al. [11] derived a model for vertical tubes connected by 180º bends. This was 71 
an extension of the phenomenological model for annular flow in a single vertical channel proposed by 72 
Azzopardi [12]. The model predicted dryout in serpentine geometry fired-channel reboilers for 73 
hydrocarbon processing. This model was found to sufficiently confirm the decrease of film flow rate to 74 
zero before the last bend as previously predicted by Balfour and Pearce [13] for C-shaped bends. Others 75 
include the study by Domanski and Hermes [14] on an improved pressure drop correlation in a 180° 76 
return bend for refrigerants R-22 and R-410A in 3 and 12 mm pipes. Sharma et al [15] also conducted  77 
a study on 180° U-shaped and rectangular-shaped pipes of 12 mm internal diameter. However, their 78 
study considered co-flow of oil and water. It is important to note that all the aforementioned are in small 79 
diameter pipes of internal diameter less than 100 mm.  80 
Reported literature on two-phase air-water flow in 180º bends in large-diameter pipes is scarce. 81 
Large diameter pipes are defined as those with internal diameter greater than 100 mm. The only one we 82 
were able to find were those by Oshinowo and Charles [2] and Abdulkadir et al. [16]. They conducted 83 
air–water experiments in a vertical 180º bend with 127 mm pipe diameter within the churn-annular flow 84 
regime. A conductance tomography sensor was used to measure mean film fraction before, within, and 85 
after the bend. They observed that conditions for which the liquid goes inside or outside of the bend can 86 
be identified using the values of Froude number modified based on the work of Hills [17].  87 
The literature survey above suggests that bends have a considerable effect on gas–liquid flow 88 
characteristics in the straight sections downstream of the bend, and how far this propagates has not been 89 
thoroughly investigated previously. More so, earlier studies were mainly confined to small diameters 90 
with the majority carried out in pipes with internal diameter less than 50 mm. Thus, there is still a need 91 
for studies and data on two-phase flows in large-diameter pipes. This is particularly important as other 92 
authors [18]–[23], have shown that the gas-liquid flow behaviour in large-diameter pipes differs from 93 
those in smaller size pipes.  94 
We present further experimental data on two-phase flow behaviours in a serpentine 95 
configuration pipe in order to aid in understanding and improve design capability. Particularly, we 96 
highlight the effects of 180° bend on gas void fraction distributions in the upward vertical section, as 97 
gas void is very vital for identifying the operating conditions in which dryout or critical heat flux should 98 
be avoided.  99 
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1.2 Void fraction correlations and data 100 
One variable that is critical in predicting pressure drops and heat transfer in pipes is the cross-101 
sectional void fraction, which is the portion of pipe occupied by the gas. Usually, numerical solutions 102 
of the two- or three-field model can be obtained to simultaneously predict the void fraction and pressure 103 
drop, but the accuracy of this approach is reliant on and very sensitive to the choice of interfacial/wall 104 
friction factor correlations ([24] and [25]). Therefore, a layer of uncertainty is introduced in the 105 
calculations for the void fraction/pressure drop using the two- or three-field models.  106 
Engineers hence resort to the use of empirical correlations for void fraction prediction and many 107 
have been developed over the years. However, choosing a suitable correlation for a certain set of flow 108 
regimes, pressure range, fluid properties and pipe geometry is indeed a daunting task. Apart from the 109 
fact that most of the correlations have one of form of restriction or another accompanying their 110 
application, discontinuities can occur when transferring from one correlation to another for different 111 
practical operating conditions [26]. One way these discontinuities can occur is the use of a correlation 112 
outside the range of fluid properties, test conditions, or pipe diameter from which the underlying data 113 
was obtained. As stated earlier, pipe diameter alone, and by extension, scalability of correlations one is 114 
a major factor affecting their accuracy. While most of the correlations in the literature were obtained 115 
from small pipes (mostly 50 mm diameter and below), industrial pipes in the oil and gas or nuclear 116 
industries are generally greater than 100 mm in diameter. Nevertheless, predictive correlations for large 117 
pipe void fractions are scarce and only few are available in the literature [18], and [27]. These are drift 118 
flux-type correlations of the form: 119 
𝜀 =
𝑢𝑠𝑔
(𝐶𝑜𝑢𝑚𝑖𝑥 + 𝑈𝑔𝑗)
 
(1) 
where 𝐶𝑜 isthe distribution parameter and 𝑈𝑔𝑗 is the drift velocity. Relationships for them are obtained 120 
empirically and are flow-regime dependent. For these correlations and their application ranges, 121 
relationships were developed for 𝐶𝑜 and 𝑈𝑔𝑗
+ . Comparison with various experimental data showed that 122 
the former model was only suitable for application at low mixture volumetric flux; while the latter 123 
agreed better at higher mixture volumetric fluxes where spherical cap bubbly, churn, and annular flows 124 
occur. Drift flux correlations give good agreement with large databases consisting of pipes with 125 
diameters between 10 and 600 mm and are accurate to within ±20%. They are phenomenological or 126 
flow regime dependent meaning that flow regime transition criteria need to be applied and these are 127 
dependent on pipe size, system pressure, and flow direction (upwards, downwards, or inclined). 128 
Additionally, in flow codes, this could introduce extra layers of complication within iterations 129 
potentially slowing down simulations. That is why investigators continue to develop simpler drift flux-130 
type correlations for certain ranges of system pressures and pipe diameters, as well as correlations based 131 
on the homogeneous model, and those based on the slip ratio irrespective of flow regime. As 132 
summarised in Table 1, seven of the most frequently used in the open literature have been gathered. 133 
These were developed using experimental measurements in pipes mostly of diameter below 50 mm. 134 
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Woldesemayat and Ghajar [26] compared many of these correlations against an experimental database 135 
comprising the experiments of previous investigators which were also mostly carried out using small-136 
diameter pipes. This does not tell us how well the correlations will perform against larger channel two-137 
phase flow.  In order to make such an evaluation, we have gathered an experimental databank (Table 2) 138 
of purely large pipe data of low-high gas flow from bubbly to annular flow. The databank consists of 139 
the current measurements in a 101.6 mm vertical pipe system (reported in previous sections); as well 140 
as the measurements of Zangana [28] and Van der Meulen [29] in 127 mm diameter flow loops at the 141 
University of Nottingham; and Skopich et al. [30] in a 101.6 mm vertical pipe at the University of Tulsa, 142 
Oklahoma. 143 
Table 1: Selected void fraction correlations  144 
 145 
Table 2: Sources of void fraction data for large-diameter upward flow 146 
2        Experimental setup   147 
2.1 Test facility 148 
The test facility, located in the PSE Laboratory at Cranfield University, comprises of three sections 149 
namely the fluid supply and metering section; test section; and the phase separation section. Figure 1 150 
shows the schematic of a purpose-built rig, the Serpent test facility used for this study.   151 
 Fluid supply and metering section 152 
Air is supplied from a bank of two compressors GA75 and GA55, and these can deliver air for tests at 153 
a flow rate up to 2000 Sm3/h.  The air from the compressors first accumulates in an 8-m3 air receiver to 154 
damp pressure fluctuations from the compressor. The air then passes through a series of three filters 155 
and then through a cooler where debris and moisture stripping occurs before metering. Airflow control 156 
is achieved using two control valves connected to an Emerson DeltaV plant management system. One 157 
of two Rosemount Mass Probar flow meters FA1 and FA2 depending on the airflow rate range does the 158 
metering, and the pneumatic actuators connected to the DeltaV system automatically control this. Water 159 
is supplied from a 1.2-m3-water tank to the flow loop by a Grundfos CRE3 26-speed variable pump, 160 
with a maximum duty of 10 L/s at 6 bar pressure. Hence, the pump and compressors are capable of 161 
providing the required flow rates of the current experiments (air: maximum of 1200 Sm3/h, water: 8 162 
L/s) without pulsation. Water flow rate is regulated by adjusting the pump speed, and/or operating the 163 
manual bypass valve VW2 between the outlet of the pump and water tank. The water flow rate is 164 
measured using a 100-mm ABB electromagnetic flow meter. The air and water are mixed at a T-joint 165 
before entering the test section. 166 
  167 
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 Test section 168 
The test section consists of the flow rig, which has a length of about 20.0 m. The internal 169 
diameter is 101.6 mm and this comprises of four vertical sections connected by two 180 return bends 170 
which have wall roughness estimated at around 5 × 10−6 m. The bends have a radius of 203 mm and 171 
were precision-made from Perspex blocks. The two 6-m long downward and upward vertical legs are 172 
the test sections and each has three measurement and observation stations located at different positions 173 
along the pipe. In each measurement position is a liquid film sensor assembly consisting of four sensor 174 
probes, used to measure liquid film thickness, and a spool for the WMS. This spool is usually placed 175 
downstream of the liquid film sensor spool so that its intrusiveness has no effect on the film thickness 176 
probes. Six GE PMP4070 pressure transducers, P1-P6, are also installed for measuring the pressure 177 
drops along pipe sections. Finally, two temperature sensors, PT1 and PT2 are installed at the entrance 178 
and exit locations of the pipeline. These are frequently recalibrated due to ambient temperature shifts 179 
that can occur from time to time.  180 
 Phase separation section 181 
This section consists a vented covered tank where air is separated from the water and vented. 182 
The water flows by gravity back to the storage tank via a 150-mm pipe. This is recirculated to the flow 183 
loop using the Grundfos variable-speed pump. Filters have been installed throughout the flow loop to 184 
reduce debris circulation to the barest minimum and these are frequently changed. A manual ball valve 185 
between the test section and the ventilation tank was installed for regular leakage checks, pressure 186 
adjustment and testing. All straight sections in the test facility are made from ABS plastic. The test 187 
facility is rated at 10-bar pressure at ambient temperature conditions.  188 
 189 
Figure 1: Schematic of the Serpent rig. Location of WMS is at MV21, MV22 and MV23 corresponding to 190 
L/D = 5, 28 and 47 respectively. 191 
2.2 Installed instruments 192 
A capacitance Wire Mesh Sensor (WMS) was installed at various locations of the straight 193 
sections to obtain cross-sectional phase distribution. As shown in Figure 2, the WMS has wire 194 
electrodes, which have been stretched across the flow cross-section.  The two sets of wire electrodes 195 
are perpendicular to each other and separated by a distance of 2.5 mm. One set acts as the sender while 196 
the other acts as the receiver. The spacing between two parallel wires is 3.2 mm. A sampling rate of 197 
1000 fps is used for data acquisition. The electrodes of the sender are activated when excitation current 198 
is passsed in a sequence while the receiver electrodes are parallel sampled. The WMS measuring 199 
principle is based on local conductivity or permittivity changes between the gaps of each crossing point. 200 
By sequentially applying an excitation voltage to each sender electrode while the others are at kept at 201 
ground potential, the current flow to receiver electrodes can be measured and related to the phase 202 
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fractions present. Further details and reading can be done on the WMS design and principle of operation 203 
in [31].  204 
Figure 2 is a picture of the WMS used and a schematic illustrating the nomenclature of the 205 
wires connecting to the sender electronics, which are in the 0° –180° direction, and the wires connecting 206 
to the receiver are in the 90°–270° direction. This arrangement allows for the chordal distribution of the 207 
void fraction along both angular directions to be appropriately obtained from the cross-sectional 208 
distribution of the void fraction.  209 
 210 
Figure 2: (a) WMS (b) its cross-sectional orientation (c) validation of WMS void fraction with those 211 
obtained by ∆𝑷 and film thickness (FT) measurements at 𝒖𝒔𝒍 = 𝟎. 𝟐 m/s 212 
On the straight upwards section of the Serpent rig, void fraction measurements by other 213 
methods were compared with the time and cross-sectionally averaged void fraction values obtained 214 
from the WMS. The upwards section was chosen as the regimes in this section cover a wide range of 215 
vertical flow regimes as the gas flow rate is increased. In the validation tests, a low liquid superficial 216 
velocity of 0.1 m/s was used, while the air velocity varied in the range of 0.15–10.00 m/s. In these 217 
conditions, interfacial friction forces are small and the pressure drop is dominated by the gravitational 218 
component. Therefore, in the momentum balance equation, the frictional component is negligible and 219 
the void fraction can be easily obtained from the differential pressure P using the pressure transducers 220 
P4 and P5. These give values that can be used for the validation of the WMS values measured near the 221 
visual observation station MV22, which is the middle point between the locations of pressure 222 
transducers P4 and P5 on the pipe. The distance L between the two transducers is 4.1 m. Since the 223 
frictional pressure drop can be neglected as earlier discussed, ɛ, i.e. the mean cross-sectional void 224 
fraction by the WMS can be calculated as follows: 225 
𝜀 = 1 −
∆𝑃/𝐿
𝑔(𝜌𝐿 − 𝜌𝑔)
 (2) 
where ∆𝑃/𝐿 is the pressure gradient between the two transducers P4 and P5. The instruments in the 226 
Serpent rig also include air and water flow meters, pressure sensors, and temperature sensors. Figure 2c 227 
shows that deviations between the measured void fractions between the WMS and ∆𝑃 methods are 228 
within ±15% deviation from each other. The largest deviations are apparent at the higher void values 229 
and these occur because as the gas void fraction becomes higher, especially when the flow pattern is 230 
annular, frictional forces become more and more dominant and these cannot be ignored. For such 231 
conditions, it was much easier to validate WMS readings with film thickness (FT) measurements, and 232 
this was done using flush-mounted conductance probes, of which details have been previously 233 
published [32], [33]. Void fraction can be calculated from FT assuming negligible droplet entrainment 234 
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occurs by dividing the void area by the total pipe area. After simplification, the relationship is as 235 
follows: 236 
𝜀 = (
𝐷 − 2𝑡
𝐷
)
2
 (3) 
where D is the pipe diameter and t is the liquid film thickness, mean of four probes. The conductance 237 
probes have a measuring uncertainty of ±3%, and as can be seen from Figure 2 (c), good agreement 238 
exists between their void fraction values and that obtained by the WMS. However, all the void fractions 239 
estimated using the FT measurements produced slight overpredictions which are due to the presence of 240 
small quantities of entrained droplets in the core area, but which Equation (3) ignores. Nevertheless, 241 
the WMS and FT void fractions are well within +5% of each other. The manufacturers originally 242 
calibrated the air and water flow meters, but to ensure their accuracy, we also checked them by cross-243 
calibrating using other flow meters in the laboratory. The quick closing valve method was also used to 244 
verify the values for the water flow meters. The pressure sensors were also checked in situ using a 245 
portable pressure tester to ensure deviations of less than ±1% from calibrated values, otherwise, they 246 
get recalibrated.  247 
3 Results and discussion 248 
3.1 Flow regime identification 249 
We investigated flow regime development along the upward flowing pipe straight by examining 250 
the data of cross-sectional phase distributions. Figure 3 illustrates the axial slice images in the X– and 251 
Y–axes respectively and cross-sectional images in the Z-direction of the gas–liquid mixture at the 252 
bottom, middle and top positions of the upward flowing section. The images were reconstructed from 253 
the WMS data at different ranges of superficial air velocities 𝑢𝑠𝑔 , and for a fixed superficial water 254 
velocity 𝑢𝑠𝑙  of 1 m/s. Each image in the X-direction was obtained by stacking axially sliced cross-255 
sectional images along the 0°–180° direction (refer to Figure 2 (b) for the definition of the angular 256 
directions). Similarly, for images along 90°–270° direction, the cross-sectional image numbers used to 257 
reconstruct the axial slice images is inversely proportional to the mixture velocity 𝑈𝑚𝑖𝑥, in order to give 258 
near-reality phase structures inside the pipe. The number N of slices required to reconstruct a certain 259 
length of pipe is expressed as,  𝑁 = 𝑓𝑠𝐿𝑝/𝑈𝑚𝑖𝑥, where 𝑓𝑠 is the recording frame rate (1000 fps here); 260 
𝐿𝑝 is the perceived length of pipe section represented by the axial sliced images, i.e. 1000 mm in this 261 
study. Hence, the difference in time between the bottom of a reconstructed image to the top is calculated 262 
as  𝐿𝑝/𝑈𝑚𝑖𝑥. In Figure 3, the time range at the top represents this temporal perception of the images. 263 
It was observed that the flow is bubbly for the flow condition of 𝑢𝑠𝑔 = 0.17 m/s and 𝑢𝑠𝑙  = 1 264 
m/s (also shown in Figure 3). Characteristic of this regime are the dispersed large bubbles evenly 265 
distributed across the pipe. Transition from bubbly to intermittent flow occurs at a higher 𝑢𝑠𝑔 of 0.52 266 
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m/s. As 𝑢𝑠𝑔  increases to 1.02 m/s, these bubbles coalesce and the flow transitions to intermittent flow. 267 
Increasing 𝑢𝑠𝑔  further to 2.67 m/s also gives intermittent flow but the bubbles become larger occupying 268 
most parts of the pipe cross-section. However, annular flow regime forms on increasing 𝑢𝑠𝑔  to 18.56 269 
m/s. At this condition, it we noted that at the bottom and middle positions, a large amount of the liquid 270 
wisps and droplets were entrained in the pipe core. 271 
For the flow condition where 𝑢𝑠𝑔  = 1.02 m/s and 𝑢𝑠𝑙  = 1.00 m/s, large air bubbles similar to 272 
Taylor bubbles formed in the middle and top positions of the pipe. The presence of Taylor bubbles is 273 
an indication of the slug flow regime that occurs in small diameter pipes, but in this case, the bubbles 274 
do not occupy the entire pipe cross-section. In large-diameter, upward pipes there seems to the existence 275 
of a limit on the size of bubbles. It was pointed out that, this limit is due to the Raleigh–Taylor instability 276 
that prevents bubble growth with pipe size [23]. A number of authors [23], [34], [35] have observed 277 
and documented this lack of traditional Taylor bubble occurrence in large pipes.  278 
 279 
Figure 3: Reconstructed images of the phase distributions at different locations along the upward section 280 
for different 𝒖𝒔𝒈  and a fixed 𝒖𝒔𝒍  of 1 m/s (X and Y represent the axial slice images, and Z represents 281 
cross-sectional images). Red and blue colours denote the gas and liquid phases respectively 282 
Figure 4 presents a comparison of time traces and void fraction PDFs at the bottom, middle and 283 
top positions in the upward section at different gas flow conditions at 𝑢𝑠𝑙 = 1 m/s. The time trace data 284 
for the three positions show that at 𝑢𝑠𝑔 = 0.17 m/s, the flow regime can be classified as bubbly. The 285 
PDFs of the void fraction values at these velocities also show that the observed flow regime for the 286 
three positions as bubbly. The shapes of the PDFs are similar for all positions; however, the peak is 287 
noted to be a little higher at the top position than those at middle and bottom positions, suggesting 288 
increase in the size of bubble due to gas expansion towards the top of the pipe. For other gas flow 289 
conditions, similar PDF shapes occur at the top and middle positions and these increasingly suggest 290 
highly developed flow beginning to occur from the middle position at L/D = 28.  291 
 For air superficial velocity of 0.52 m/s, and fixed water velocity of 1 m/s, the time traces data 292 
of void fraction show similar tendencies at all locations along upward section. However, it can be noted 293 
from Figure 4 that, the height of PDF obtained at the bottom location is about 0.045, while the height 294 
of those obtained at the middle and top locations are 0.06. Figure 4 also shows that, the transition from 295 
bubbly to intermittent flows occurred at all locations of upward flow. The flow pattern identified at the 296 
bottom position is characterised by a large base of void fraction values extending from 0 to 0.6. This is 297 
because of the large size of bubbles that were created under these velocities. The time trace data 298 
obtained at the top and middle locations suggest that slug-like flow is formed when air velocity increases 299 
to 1.02 m/s evidenced by the bimodal PDFs representing the large Taylor bubbles and the smaller 300 
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trailing bubbles. The PDF at the lower pipe location gave a single peak characterised by values of gas 301 
void fraction spanning from 0.1 to 0.6 indicating good mixing between phases due to turbulence caused 302 
by the bend. When air velocity increases to 2.67 m/s, an intermittent flow with similar time traces and 303 
PDFs shapes at the top and middle locations, accompanied by huge fluctuations in void fraction. This 304 
indicates churning and the flow is in a transient (or unstable) state. Finally, at the highest gas flow rates 305 
investigated, i.e. 18.57 m/s, the single high-void fraction PDF peak is distinctive of annular flow. This 306 
condition is characterised by the liquid pushed to the pipe wall and the core is occupied by the gas flow 307 
laden with liquid droplets (See Figure 3).    308 
 309 
 310 
Figure 4: Void fraction time traces and their PDFs at the top, middle and bottom positions at 𝒖𝒔𝒍 = 1 m/s 311 
 312 
 Flow regime maps  313 
Figure 5 shows the vertical upward flow regime maps for this study obtained using visual observation 314 
and with the aid of WMS reconstructions, videos, and shapes of void fraction PDFs at the three axial 315 
positions. Bubbly, unstable, intermittent and annular flow regimes was observed at different locations 316 
along the upward section. The classification of the above-mentioned flow regimes is related to a specific 317 
range of gas and liquid superficial velocities. Good agreement exists between the observed intermittent 318 
to annular transition boundaries at all three positions as well as the region described as unstable. On the 319 
other hand, the flow regime map obtained at the bottom position is different with respect to the bubbly 320 
to unstable flow transition in that there is a shrinking of the intermittent flow region. It can be identified 321 
from the map produced at the lower station that, the boundaries between bubbly to intermittent flows 322 
are extended to higher gas and lower liquid flow rates, as shown in Figure 5 (c). This could be due to 323 
the lower hydraulic head at the bottom position which the flow struggles to achieve on reaching the 324 
middle section leading to flow intermittence. This could also be due in part to expansion along the pipe 325 
due pressure losses. Indeed, Golan and Stenning [22] noted that in this kind of pipeline, the lower bends 326 
can be periodically blocked by liquid and, then blown through by the accumulated air. Such a behaviour 327 
is undesirable in heat exchange facilities, operating at and such conditions can be avoided using flow 328 
maps such as the current ones as guide. 329 
It can be noted from the presented maps that, bubbly, unstable intermittent and annular flows are clearly 330 
formed at particular ranges of gas and liquid flow rates. The produced maps showed that, an intermittent 331 
flow is dominant at all locations along the upward section. This observation was supported by 332 
Azzopardi and Wren [36] who observed that churn flow is a dominant flow regime in large diameter 333 
pipes for most conditions of gas and liquid flow rates. 334 
 335 
 336 
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Figure 5: Flow regime maps at the top, middle and bottom positions of upward section, respectively of 337 
this study compared with the up-flow regime map reported by Taitel et al. [37] (red lines and text) in 51 338 
mm pipe diameter. 339 
Superimposition of the Taitel et al. [37] flow regime map on our regime observations are shown 340 
with the red lines and text in Figure 5. Their flow map was produced using different physical models 341 
for regime transitions and there is reasonable agreement between the two only in the bubbly flow region 342 
and the transition from bubbly to intermittent flow boundaries. However, the transition boundaries 343 
between intermittent (which includes churn) and annular flow are somewhat different in both studies. 344 
It can be seen that, the air velocities needed to create annular flow regime in current study (i.d. 101.6 345 
mm diameter pipe) appear lower than those predicted by Taitel et al’s map (i.d. 51 mm diameter pipe).  346 
This may partly be because flow regime transitions are not sharp but are within a range of velocities, 347 
and that hydrodynamic instabilities of churning are not sustained up to large gas flows in large diameter 348 
pipes [27], [38] and the flow quickly transits to annular flow. 349 
3.2 Void fraction development  350 
In Figure 6 (a-c) are the time-averaged void fractions measured using the WMS at the top, 351 
middle and bottom positions, respectively. In all the plots, there exists an asymptotic void fraction 352 
tendency with gas superficial velocity at the axial positions.  The same observation was made by 353 
Abdulkadir [39] who claimed that the void fraction increases at lower superficial gas velocities sharper 354 
than that at higher superficial gas velocities. As such, the void fraction becomes less sensitive to gas 355 
flow increases at higher air flow rates than that at lower air flow rates. Conversely, void fraction values 356 
decrease as superficial liquid velocity increases which is physically consistent. It can hence be inferred 357 
that void fraction is well correlated with gas and liquid velocities when they are expressed in 358 
dimensionless form.  359 
 360 
Figure 6: Effect of 𝒖𝒔𝒈 and 𝒖𝒔𝒍 on void fraction development at three positions of upward section (P = 0.9–361 
1.3 bar) 362 
 363 
Figure 7 shows plots of the void fraction ratio versus the axial distance along the upward 364 
section. We define the void fraction ratio as the ratio of the void fraction value at other positions to that 365 
at the top position (i.e. at 47 pipe diameters). Subsequently, the void fraction ratio at the top position is 366 
unity. The plots show that the void fraction variation against axial position is significantly different at 367 
lower superficial velocities (for instance at 𝑢𝑠𝑔 = 0.14 m/s and 𝑢𝑠𝑙 = 0.07 m/s) than that at higher 368 
superficial air velocities. This variation decreases with 𝑢𝑠𝑔  suggesting high gas flows have a stabilising 369 
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effect on flow development and is expected since the flow is in the direction of buoyancy. On the other 370 
hand, void fraction behaviour does not exhibit significant change when the superficial liquid velocity 371 
is changed. This suggests that gas flow is a more dominant factor on void fraction/flow development 372 
than liquid flow. 373 
 374 
Figure 7: Void fraction variations along upward section 375 
 376 
Figure 8 presents the chordal as well as cross-sectional phase distributions as contour plots at 377 
𝑢𝑠𝑙 = 1 m/s for the three axial positions. The figure shows flow at 𝑢𝑠𝑔 = 0.17, 0.52, and 9.65 m/s. For 378 
the chordal plots, green indicates void fraction at the direction of wires located at 90º–270º while blue 379 
indicates those at 0o–180º directions respectively. The chordal distributions show core peaking void 380 
fractions at all axial positions as the values gradually increased towards the pipe centre. Significantly, 381 
different chordal profiles exist at the bottom when compared with those at the higher positions. While 382 
the void fraction asymmetry at the bottom is because of the flow misdistribution caused by the bend, 383 
axisymmetric profiles that occur at the higher positions suggest highly developed flow. On the other 384 
hand, flow misdistribution seems to be more pronounced along one plane (i.e. 90º–270º) rather than a 385 
three-dimensional phenomenon, and this may have contributed to the fast development on getting to 386 
L/D = 28 as observed. 387 
 The bend’s impact on the flow behaviour at the bottom position becomes less as the 𝑢𝑠𝑔  388 
increases from 0.17 to 0.52 m/s. The flow at 𝑢𝑠𝑔 = 0.52 m/s is more uniformly distributed than that for 389 
𝑢𝑠𝑔 = 0.17 m/s along 90°–270° direction. This is more so at 𝑢𝑠𝑔 = 9.65 m/s where the flow distribution 390 
at the bottom position became more even along 90°–270° plane, further confirming earlier observations 391 
that higher gas flow enhances uniform phase distributions hence promoting flow development. Again, 392 
the bend impact is scarcely distinguishable at the middle and top positions and the flow become more 393 
evenly distributed.  394 
 395 
Figure 8: Chordal distributions of the void fraction at the top, middle and bottom positions of upward 396 
section, for different superficial air velocities (𝒖𝒔𝒈 ) and a fixed superficial water velocity (𝒖𝒔𝒍 ) of 1.0 m/s. 397 
3.3 Effect of pipe diameter on void fraction correlations 398 
Among other factors such as fluid properties, flow direction, and pipe inclination, pipe diameter 399 
has one of the dominant effects on two-phase flow behaviour. Depending on pipe size, flow regimes 400 
and their transitions will be affected and these will influence the choice of appropriate 401 
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phenomenological models required for predicting flow behaviour. For example, design for slug flow 402 
may be unnecessary using pipes of large-diameter (defined as those with a diameter greater than 100 403 
mm) since it does not occur in such pipes [23], [40]. As a result, pipe diameter can be an important 404 
factor in downstream equipment design including safety considerations.  405 
Figure 9 shows comparisons between the experimental void fractions and the predicted values 406 
using slip ratio-type correlations. This class of void fraction correlations is in the form: 407 
𝜀 =
𝑢𝑠𝑔
𝑢𝑠𝑙 + 𝑆𝑢𝑠𝑙
=
𝜌𝑙𝑥
𝜌𝑙𝑥 + 𝑆𝜌𝑔(1 − 𝑥)
 (4) 
where x is the gas or vapour quality and S is the slip ratio being the ratio of the gas phase to liquid phase 408 
velocity. Normally, the slip ratio is correlated with dimensionless numbers such as the density and 409 
viscosity ratios. Among the four surveyed in this category of correlations, two [41], [42] gave the better 410 
predictions with the latter being the best despite consistent under-predictions across flow regimes except 411 
for the data in annular flow where the predictions exactly match the correlation in most cases. The 412 
reason could be that for flow regimes where phase velocities are similar such as bubbly, the slip ratio 413 
is near unity; hence, a slip ratio correlation approximates a homogeneous model void fraction 414 
correlation. Turner and Wallis [43] correlated their void fraction in the fashion of Lockhart–Martinelli, 415 
maintaining the same parameters but slightly adjusting their indices to fit their experimental data. 416 
However, the void fraction appears very sensitive to the values of the indices for the particular set of 417 
dimensionless numbers.  418 
 419 
Figure 9: Comparison of large-diameter void fractions with published slip ratio-type correlations 420 
 421 
Figure 10 shows experimental data compared with no-slip-type void fraction models. The 422 
simplest no-slip correlation is the homogeneous model where the slip ratio in Equation (4) is unity if 423 
both phases are assumed to travel at the same velocity. This now becomes: 424 
𝜀ℎ =
𝜌𝑙𝑥
𝜌𝑙𝑥 + 𝜌𝑔(1 − 𝑥)
=  
𝑢𝑠𝑔
𝑢𝑚𝑖𝑥
 (5) 
As shown in Figure 10 (a), the homogeneous performs quite well in predicting the large pipe void 425 
fractions. The highest deviations occur at the lower void fractions where many of the points were under-426 
predicted and lie outside the -30% error line. However, there is progressive improvement as the void 427 
fraction increases such that above 0.7, only a handful of points lie outside the -30% margin. The other 428 
correlations considered in this category all largely produced under-predictions also in a similar fashion 429 
as the homogeneous model. While many of their data points lie within the specified error margin, only 430 
one (i.e. Bankoff’s [44] correlation) had the majority of points outside ±30% line. This could be because 431 
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Bankoff only used only steam–water mixtures and at rather low void fractions. Overall, the non-slip 432 
void fraction correlations exhibit good performance against the large pipe two-phase measurements.  433 
 434 
 435 
Figure 10: Comparison of large-diameter void fractions with published no-slip-type correlations 436 
 437 
The drift-flux model has been described as one of the most accurate for gas-liquid void fraction 438 
prediction in up-flows and has been extensively applied in thermal-hydraulic codes such as TRAC-PIA 439 
and ATHOS-3 [27]. It was initially developed to account for the velocity of a large bubble relative to 440 
the mixture velocity was taken into consideration [45], [46]. The two important parameters here are the 441 
distribution parameter and the drift velocity and many authors have derived expressions for them. While 442 
the former has values that range between 1.1 and 1.3 depending on the flow regime, the latter is usually 443 
expressed as a Froude number based on the gas drift velocity. Experimentally, for bubbly flows, the 444 
drift velocity is around 0.5. However, use of the drift-flux model has expanded over the years to other 445 
flow regimes. For example several constitutive relationships were derived for the drift velocity and 446 
distribution parameter for churn–turbulent and annular flows [18]. Since in annular flow, the 447 
assumption of velocity equality between the phases can be made for thin films, the drift velocity is zero. 448 
This then makes the drift-flux void fraction in annular flow equal to a multiple of the homogeneous 449 
void fraction, the multiple being the inverse distribution parameter. Hence substituting 𝑈𝑔𝑗 = 0 in 450 
Equation (1), we can relate the two as follows: 𝜀𝑑𝑟𝑖𝑓𝑡−𝑓𝑙𝑢𝑥 = 𝜀ℎ ∙
1
𝐶𝑜
. This means that in annular flow, 451 
the drift flux void fraction is always less than that predicted by the homogeneous model by a factor at 452 
least 1/1.1. .Hence the highest drift flux void fractions are around 0.91, making it insensitive to increase 453 
in gas flow at high superficial gas velocities. Such a fact is evident in the plots shown in Figure 11 454 
where the predicted void fractions by the drift flux model are compared with the experimental data. For 455 
all correlations surveyed, there is peaking of the predicted void fraction when the experimental values 456 
approach 0.85. Also, at these annular conditions, considerably more scattering of the data points can be 457 
observed. Hence, drift flux relationships should be used with caution in the annular flow regime. 458 
Conversely, good performance is obtained for bubbly flows as shown in Figure 11 (b) for the correlation 459 
of Sun [47] where most predictions are within the ±30% error margin. Drift correlations generally have 460 
a simple structure, and demonstrate good accuracy across pipe scales.  461 
 462 
 463 
Figure 11: Comparison of large-diameter void fractions with published drift-flux-type correlations 464 
  465 
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The last category of void correlations considered is for those termed “general”. Here, the void fraction 466 
is correlated with dimensionless numbers mainly the Reynolds, Froude, Weber numbers as well as the 467 
Martinelli flow parameter. Many of these correlations have been derived and take different forms with 468 
varying degrees of difficulty involved in their application. These have been summarised elsewhere [26]. 469 
While the correlations of Stearman [48] (steam-water, 1.72-18.7 MPa), and Flanigan [49] are simple in 470 
form and application in that they only require the fluid properties and superficial velocities, others are 471 
more intricate. That of Wallis [50] is simple in form but requires the evaluation of the Martinelli 472 
parameter 𝑋  which involves estimating single phase pressure drops, and selecting flow regime 473 
dependent parameters. Even more complicated are those of Beggs [51], and Mukherjee [52] where pipe 474 
inclination and evaluation of complex polynomial functions are involved.  475 
 Figure 12 shows the comparison between a selection of general correlations for void fraction 476 
and the large pipe experimental data. It can be seen that their agreement with the database varies widely. 477 
The equation of Wallis [50] exhibits good performance in the bubbly and to some extent annular flow 478 
regions. However, it is in the churn and churn-turbulent regimes that large deviations occur. Coupled 479 
with the effect of pipe diameter, these flow regimes have traditionally proven difficult to model in two-480 
phase flow. Huq and Loth’s [53] equation was theoretically derived by considering the onset of boiling 481 
in vertical pipes at BWR conditions. They showed that their model agreed with the air–water data of 482 
[54] at atmospheric pressure covering a wide range of mass fluxes in a 12.25 mm vertical pipe. But it 483 
only shows excellent agreement with some of the large pipe data in the annular regime as shown in 484 
Figure 12 (b) and other predictions are mostly outside the ±30% error margin (see Table 3). The other 485 
correlations [49], [55], [56],  [57], all combinations of different dimensionless numbers, produce lesser 486 
agreement with the experimental data especially at the higher gas flows. This may be due to the media 487 
used in their experiments. For example El-Boher’s [56] experiments were conducted using air–liquid 488 
metal fluid combinations.  489 
 490 
Figure 12: Comparison of large-diameter void fractions with published general correlations 491 
 492 
In light of the relative success of the drift flux models in predicting void fractions, we found 493 
that a small adjustment of the coefficients results in a good fit to the collected database. A drift velocity 494 
defined as 𝑈𝑔𝑗 = 0.35(𝜎𝑔∆𝜌/𝜌𝑙
2)0.5 as well as the constant 1.03 which is akin to distribution parameter 495 
𝐶𝑜 in Equation (1) produces a correlation that is in good agreement with the data as follows: 496 
𝜀 = 𝑢𝑠𝑔/ [1.028 𝑢𝑚𝑖𝑥  +  0.35 (
𝑔𝜎𝛥𝜌
𝜌𝑙
2 )
0.5
] 
(6) 
 
 497 
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The number 1.028 is not far from the 1.1 to 1.2 frequently encountered in the literature [18], 498 
[27] as given in Table 1. Equation (6) is valid for gas–liquid flow in vertical pipes where the 499 
dimensionless hydraulic diameter 𝐷∗ ≡ 𝐷/√𝜎 𝑔(𝜌𝑙 − 𝜌𝑔)⁄  is between 37 and 75 corresponding to the 500 
pipe size range of 101.6–203 mm used in this study. It should be used with caution where fluids different 501 
from the air and water in the current database are involved.  502 
 503 
Figure 13: Comparison of present correlation with the combined experimental data 504 
 505 
Figure 14 shows that Equation (6) produces small scatter as only five data points out of a total 506 
of 347 are outside the defined ±30% error region. Therefore, the present correlation gives a mean 507 
absolute error of 15% with 98% predictions within ±30% of the experimental data. Comparing these 508 
with that produced with the previous correlations as given in Table 1, shows good performance across 509 
flow regimes, as only a few of the tested correlations produced similar agreement with the experiments 510 
[58], [50], [59], [47]  [60]. These are mostly of the drift flux category as well as the homogeneous model.  511 
 512 
Figure 14: Simulation of present correlation showing effect of gas and liquid superficial velocities 513 
 514 
Figure 14 depicts simulated void fraction values against 𝑢𝑠𝑔 using the present correlation with 515 
each curve representing the different 𝑢𝑠𝑙  values. It exhibits the trends obtained in the experimental 516 
results as presented in Figure 6, thereby showing the ability of the correlation to adjust to test conditions 517 
including pressure/density changes which are partly implicit in the gas superficial velocity.  518 
 519 
Table 1: Statistical performance of the various correlations against the experimental database 520 
4 Conclusions 521 
A capacitance wire mesh sensor was used to explore the effect of 180º bend on gas-liquid flow 522 
behaviours in the upward direction in a vertical serpentine large-diameter pipeline. Velocities used 523 
throughout this study ranged from 0.14 to 29.83 m/s for the air, and 0.07 to 1.5 m/s for water. The 524 
following conclusions are drawn from the obtained data: 525 
1. The return bend has a substantial influence on the downstream up-flow behaviour, causing large 526 
flow misdistribution, affecting the occurrence of flow regimes, and delaying axial flow 527 
development. These were observed using reconstructed images and videos obtained from the 528 
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WMS, and in some cases, local dry spots were created due to centrifugal action occasioned by 529 
the bend.  530 
2. Time, and cross-sectionally averaged void fraction values were observed to increase with 531 
increasing the superficial gas velocity, at all positions of the upward section. Conversely, they 532 
decreased with increasing superficial liquid velocity.  533 
3. There is declining impact of the return bend along the pipe axis, as the flow develops. In fact, 534 
significant differences in the void fraction were observed at the bottom and top positions. 535 
However, probability density functions of the void fraction measurements at the middle and top 536 
positions were similar as well as time-averaged values, meaning that flow development is high 537 
on getting to L/D = 28. This is especially so at high gas velocities.  538 
4. Mean void fraction measurements from this study were similar to those obtained from previous 539 
studies in large-diameter pipes, especially in the annular flow region. Also, the use of drift flux 540 
models to predict the void fraction produces the best performance against other model 541 
categories. A drift-flux type correlation was obtained that better describes the database 542 
collected for this study. 543 
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Figures 710 
 711 
Figure 1: Schematic of the Serpent rig. Location of WMS is at MV21, MV22 and MV23 corresponding to 712 
L/D = 5, 28 and 47 respectively.  713 
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(a) (b) 
 
(c) 
Figure 2: (a) WMS (b) its cross-sectional orientation (c) validation of WMS void fraction with those 
obtained by ∆𝑷 and film thickness (FT) measurements at 𝒖𝒔𝒍 = 𝟎. 𝟐 m/s 
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Figure 3: Reconstructed images of the phase distributions at different locations along the upward section 
for different superficial air velocities (𝒖𝒔𝒈 ) and a fixed superficial water velocity (𝒖𝒔𝒍 ) of 1 m/s (X and Y 
are representing the axial slice images, and Z is representing the cross section images . For all images the 
red colour is air and the blue colour is water). 
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Figure 4: Time traces and their PDFs of the void fraction, respectively at the top, middle and bottom positions of upward section at different superficial air 
velocities (𝒖𝒔𝒈 ) and a fixed superficial water velocity (𝒖𝒔𝒍 ) of 1.0 m/s. 
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(a) Top position (b) Middle position 
 
(c) Bottom position 
Figure 5: Flow regime maps at the top, middle and bottom positions of upward section, respectively of 
this study compared with the up-flow regime map reported by Taitel et al. [32] (red lines and text) in 51 
mm pipe diameter. 
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(a) Top position (b) Middle position 
 
(c) Bottom position 
Figure 6: The effect of the superficial air velocities (𝒖𝒔𝒈 ) and superficial water velocities (𝒖𝒔𝒍 ) on the void 4 
fraction development at the top, middle and bottom positions of the upward section (P = 0.9–1.3 bar). 5 
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(a) 𝑢𝑠𝑙 = 0.07 m/s (b) 𝑢𝑠𝑙 = 0.2 m/s 
  
(c) 𝑢𝑠𝑙 = 0.48 m/s (d) 𝑢𝑠𝑙 = 0.7 m/s 
  
(e) 𝑢𝑠𝑙 = 1.0 m/s (f) 𝑢𝑠𝑙 = 1.5 m/s 
Figure 7: Void fraction variations along upward section. 7 
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𝑢𝑠𝑔 =0.17 m/s 𝑢𝑠𝑔 =0.52 m/s 𝑢𝑠𝑔 =9.65 m/s 
 
Top position 
 
 
 
 
 
 
Middle position 
 
 
 
 
 
 
Bottom position 
 
 
 
 
 
 
Figure 8: Chordal distributions of the void fraction at the top, middle and bottom positions of upward 9 
section, for different superficial air velocities (𝒖𝒔𝒈 ) and a fixed superficial water velocity (𝒖𝒔𝒍 ) of 1.0 m/s. 10 
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(a) (b) 
Figure 9: Comparison of large diameter void fractions with published slip ratio-type correlations 12 
  
(a) (b) 
Figure 10: Comparison of large diameter void fractions with published no-slip-type correlations 13 
  
(g) (h) 
Figure 11: Comparison of large diameter void fractions with published drift-flux-type correlations 14 
  
34 
  
(a) (b) 
Figure 12: Comparison of large diameter void fractions with published general correlations 15 
 16 
 17 
Figure 13: Comparison of present correlation with the combined experimental data 18 
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Figure 14: Simulation of present correlation showing effect of gas and liquid superficial velocities 22 
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Tables 26 
 27 
Table 1: Selected void fraction correlations  28 
Lockhart and 
Martinelli [31] 
ε = 1 [1 + 0.28 (
1−𝑥
𝑥
)
0.64
(
𝜌𝑔
𝜌𝑙
)
0.36
(
𝜇𝑔
𝜇𝑙
)
0.07
]⁄   
One of the most famous and 
robust empirical 
relationships for two-phase 
void fraction and pressure 
drop. Liquids used in 
combination with air are:  
benzene, water, kerosene, 
and various oils. Pipe 
diameters range between 
1.5–25 mm in diameter. 
Introduced the use of the 
dimensionless parameter X.  
Wallis [32] ε = [1 + 𝑋𝑡𝑡
0.8]−0.38 Theoretical model 
Chisholm [33] 
ε = 1 {1 + [1 − 𝑥 (1 −
𝜌𝑙
𝜌𝑔
)]
0.5
(
1−𝑥
𝑥
) (
𝜌𝑔
𝜌𝑙
)}⁄   
Theoretical. 
Sun et al. [34] 
ε = u𝑠𝑔/ {
𝑢𝑚𝑖𝑥
[0.82+0.18
𝑃
𝑃𝑐
]
+ 1.41 (
𝑔𝜎∆𝜌
𝜌𝑙
2 )
0.25
}  
Semi-empirical. Theoretical 
arguments were combined 
with the drift-flux 
correlation of Dix.  
Chisholm [35] ε = εℎ/[εℎ + √1 − εℎ]  Theoretical, tested against 
data collected from pipes 
and the shell side of 
horizontal heat exchangers 
Huq and Loth [36] ε = 1 −
2(1−2𝑥)2
1−2𝑥+√1+4𝑥(1−𝑥)(
𝜌𝑙
𝜌𝑔
−1)
  Analytical, derived to 
predict lower limit of void 
fraction in terms of gas 
quality and system pressure, 
using functions of the slip 
and boundary conditions for 
minimum and maximum x. 
Woldesemayat and 
Ghajar [26] 
ε =
u𝑠𝑔
{u𝑠𝑔[1+(
𝑢𝑠𝑔
𝑢𝑠𝑙
)
(
𝜌𝑔
𝜌𝑙
)
0.1
]+2.9[
𝑔𝐷𝜎∆𝜌(1+cos 𝜃)
𝜌𝑙
2 ]
0.25
(1.22+1.22 sin 𝜃)
𝑃𝑎𝑡𝑚
𝑃𝑠𝑦𝑠 }
  
Used 2700 data points from 
various databases 
comprising horizontal, 
inclined and vertical flow, 
for air/water, air/kerosene 
mixtures. Pipe diameters 
ranged between 12–78 mm 
in diameter. Modified [37] 
correlation by introducing 
two correction factors to 
account for operating 
pressure and pipe 
inclination.  
 29 
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Table 2: Available literature void fraction data for large diameter upward flow 33 
S/No. Author(s) D 
(mm) 
L/D Test 
pressure 
(bara) 
𝑢𝑠𝑙 range 
(m/s) 
𝑢𝑠𝑔 range 
(m/s) 
Flow 
regime* 
Number 
of data 
points 
1 Zangana [28] 127 66 1.0 0.02–0.1 7.5–17 A 20 
2 Van der Meulen 
[29] 
127 87 2.0  0.014–
0.04 
7–16 C, A 82 
3 Schlegel et al. [23] 152, 
203 
26, 
33.9 
2.0 0.4–1.0 0.2–3.2 B, CB, 
CT 
88 
4 Skopich et al. [30] 101.6 58– 92  0.9–1.2 0.01–0.05 14–27 C, A 20 
5 Current 101.6 46 1.0–1.4 0.1-1.5 0.14–30 B, C, A 111 
 Total       347 
* A – annular, B – bubbly, C – Churn, CB – spherical cap bubbly, CT – churn–turbulent 
 34 
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38 
Table 3: Statistical performance of the various correlations against the experimental database 36 
 Correlation % MAE % Points withn 30% of experiments 
i. Slip ratio-type correlations 
Lockhart–Martinelli [31] 24.6 53.6 
Chisolm [33] 17.9 68.6 
ii. No-slip-type correlations 
Homogenous model 11.8 79.0 
Chisolm [35] 18.2 68.6 
iii. Drift-flux-type correlations 
Sun et al  [34] 19.7 76.9 
Woldesemayat and Ghajar [26] 17.6 73.8 
iv. General correlations 
Wallis [32] 13.4 81.0 
Huq and Loth [36] 19.8 63.7 
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