This paper describes a finite element model for predicting the temperature field in high power ultrasonic welding aluminum AA6111 to two dissimilar alloys, magnesium AZ31, and low carbon steel DC04. Experimental thermocouple and other evidence are used to infer the magnitude and distribution of the heat input to the workpiece, as a function of time, for each of the material combinations welded. The resulting temperature histories are used to predict the growth of intermetallic phases at the interface in Al-Mg welds. The microstructural model successfully predicts the thickness of the intermetallic layer, but the sensitivity of the results to temperature is demonstrated.
Introduction
The increased use of light alloys to improve energy efficiency in automotive and other transport applications bring with it the need to develop joining technologies for aluminum, magnesium, and low carbon steels, including dissimilar joints between them. Traditional fusion processes such as resistance spot welding (RSW), arc methods, and laser welding are common for joining steels (Ref 1, 2) . RSW of aluminum and magnesium alloys is problematic, because of their high melting, resistive oxide layers, causing a reduction in weld quality (Ref 3) . The degradation of mechanical properties can be reduced or avoided by solid-state joining methods, for instance, selfpiercing rivets, or friction methods. But if the temperature is raised during joining, many issues remain for design with dissimilar materials. Thermal property mismatch may exacerbate stress build-up, leading to cracking and distortion of the assembly (Ref 4, 5) . And even though solidification microstructures are avoided, there is still the risk of formation of weak intermetallic compounds at the interface (Ref 6) . However, friction welding methods limit the heat input and process time, so the thickness of intermetallic can be minimized (Ref 7) . Also, the high strain rates promote dynamically recrystallized microstructures with properties that are often comparable, or even superior, to those of the base metal (Ref 8, 9) . Finally, compared to fusion methods, friction welding methods are usually fast, easy to automate, and more energy and cost efficient (Ref 10) .
Ultrasonic welding (USW) of metals may be classified as a friction welding technique, and brings with it the same advantages (Ref [11] [12] [13] [14] [15] [16] [17] . It has recently become applicable for thicker parts, thanks to the availability of high power USW systems (Ref 18) . High power USW is suitable for bonding similar and dissimilar non-ferrous soft metals and their alloys (aluminum, magnesium, copper, brass, gold, and silver) . Figure 1 illustrates the principle, for ultrasonic spot welding (Ref 22) : high frequency vibrations are applied parallel to the weld interface for welding times of order one second or less under a moderate static clamping pressure, limiting the energy input, and producing a solid-state joint by plastic deformation (Ref 19, (23) (24) (25) .
A limited number of attempts have been made to model high power ultrasonic welding of metals. Siddiq and Ghassemieh modeled seam welding of thin aluminum alloy foil with a rolling sonotrode (Ref 26, 27) . The model used an experimentally derived friction coefficient, and plastic deformation including thermal and ultrasonic softening effects, though without strain-rate dependence in the yield stress, despite the high strain rates experienced in USW. The model complexity limited the analysis to material adjacent to the tool-workpiece interface for very short weld durations. Elangovan et al. (Ref 22, 25) created a finite element (FE) model of ultrasonic spot welding, predicting the temperature and stress distribution in aluminum joints. The accuracy of this model was limited by the material thermal properties used being independent of temperature, and the assumption of a constant heat input, estimated from a constant coefficient of friction and single value of yield strength. Similar limitations apply to the FE model by Kim et al. (Ref 28) , who used the Johnson-Cook material deformation model, which is not generally well suited to the hot deformation regime in friction joining processes. The authors also noted that their explicit, coupled analysis required very long run-times. FE models have also been developed for ultrasonic consolidation, which is essentially the same process, assuming interface friction as the only heat source, without plastic dissipation . This model simulates every cycle within the process (around 3000), but no comparison was made between predicted and experimental temperature histories predictions.
It is clear that USW modeling is limited by the assumptions made about frictional and plastic heat generation, and that current models can be computationally intensive in spite of the very short welding times. And models have not yet considered USW for dissimilar metal combinations. Fully describing the process is challenging due to its complexity and high frequency (Ref 13) . The joining mechanism evolves from friction to seizure and bulk plastic deformation, governed by break-up of contaminant films at the interface and material heating and softening; these in turn depend on the clamping force, oscillation amplitude, weld time, and the materials being welded.
In the current project, computationally efficient solutions are being sought for a range of friction-based processes (Ref 32) . The key concept is the use of a sequentially coupled deformation model and a thermal model: the first predicts the heat generation over a short time interval, directly from the constitutive behavior of the material, while the thermal model updates the thermal field over a much longer time interval, before the computational cycle repeats. This paper presents the development of a reliable thermal model from which an estimate of the heat generation history can be inferred. This is a necessary first step when direct measurement of the power input to the workpiece is difficult, as is the case for ultrasonic welding. A secondary objective is the development of a simple thermal model to enable predicted thermal histories to be coupled to microstructural models, for example, for intermetallic growth at the interface (Ref 33, 34).
Experimental Input to the Model
The experimental work was conducted by the project partners at Manchester Materials Science Centre, and has been reported in detail elsewhere (Ref 18, 23, (33) (34) (35) (36) (37) (38) . The relevant parts of the work, which inform and validate the FE model in this paper, are summarized here.
A Sonobond Ultrasonic MH2016 dual-reed machine was used for welding, at a constant frequency of 20.5 kHz. The peak-to-peak amplitude of the sinusoidal oscillation was of the order of 5 lm, measured by high-speed camera (Ref 35, 39) . This is much smaller than the dimensions of contact area, which may, therefore, be assumed to be constant and stationary. The energy delivered to the sample depends on the machine settings for power input and impedance. The latter was optimized for every material combination, in order to maximize energy delivery (Ref 39) . The resulting nominal rate of energy delivery was approximately 1.5 kW for all three material combinations, while the clamping force was set to constant values of 1.9 kN for Al-Mg and Al-Al welds, and 1.4 kN for Al-steel welds (Ref 35, 39) .
A standard sonotrode welding tip was used for the aluminum and magnesium sheets, but for the steel sheet, a dome-shaped tip with shallow knurling was necessary to avoid surface damage. The sonotrode tips are shown in Fig. 2 . Welding times for thermal analysis were: for Al-Al, 0.5 sec; for Al-steel, 0.25, 0.75, 1.5, 2.25, and 3 sec; and for Al-Mg, 0.3, 0.5, 0.7, 0.9, and 1.3 sec. During welding, the tools are under a constant static load, and first indent the surface until the grooves are full, which does not require expulsion of any material from the weld zone. Subsequent indentation of the sheets is more strongly resisted, as metal must flow out of the region between the tools. Cross-sections in Al-Al welds after different weld times are shown in Fig. 3 , from which it was inferred that the grooves were filled within 0.3 sec, and significant thinning only occurred for weld times well beyond the maximum considered for thermal analysis (Ref 40) . Hence for each of the material combinations, fixed tool positions were assigned for all the welds, regardless of the weld time. The fixed positions were defined by depths h 1 and h 2 (Fig. 3d) , and were the average tool positions for the longest weld made in each material combination (0.5 sec for Al-Al, 1.3 sec for Mg-Al, and 3 sec for Al-steel), based on micrographs such as Fig. 3a -c.
The welds consisted of one sheet of aluminum alloy 6111-T4, with the second sheet being 6111-T4, or low carbon steel DC04, or magnesium alloy AZ31. The nominal compositions are shown in Table 1 . Test coupons were 100 9 25 mm, in a lap configuration with 25 mm overlap. Sheet thicknesses were 0.93 mm (6111 aluminum), 0.97 mm in DC04 steel, and 1.05 mm in AZ31 magnesium. The steel had its thin anti-corrosion layer removed with fine sand paper prior to welding. Temperature histories were recorded with 0.5 mm k-type thermocouples positioned at the weld center, touching the weld interface. In dissimilar welds, thermocouples were also located at the weld edges, and for the Al-Mg weld, a further thermocouple was embedded in the tool, 0.5 mm from the tip surface.
Many welds were tested to failure, and investigated by optical and electron microscopy, by the project partners in Manchester. Particular results relevant to the modeling work presented here are as follows. For short duration Al-Al welds (less than about 0.2 sec), progressive growth in asperity contact was revealed, though the welds still failed at the interface (Ref 18) . This indicates an initial phase of frictional rubbing at the interface, heating the asperity contacts which grow until seizure, at which point the tool displacement is accommodated entirely by plastic deformation. Plasticity remains concentrated toward the interface, since the temperature gradient through-thickness will lead to greatest softening near the interface. The optimum joint strength is associated with the development of a metal-metal bond over the full weld area, but without excessive thinning. Heat generation is, therefore, assumed to be concentrated at the interface throughout welding, and the variation of power input is expected to initially rise (as the contact area increases until seizure) and then to decrease, once full contact is established, due to thermal softening of the material. The thermocouple measurements indicated that successful bonding was associated with a peak interface temperature in the range of 400-420°C.
Scanning electron microscopy studies of the joint interface in dissimilar alloy welds revealed intermetallic reactions taking place (Ref 23, 33, 34, 39) . For Al-Mg, the growth of the intermetallic layer was as follows: (a) isolated islands nucleate at the interface, elongated along the oscillation direction; (b) these islands spread laterally until they coalesce into a continuous layer; (c) the layer thickens reasonably uniformly with prolonged welding time; and (d) break-up of the intermetallic when the interface temperature reached the melting (eutectic) temperature. For very short welding times (<0.5 sec), only one intermetallic phase (Al 12 Mg 17 ) is observed. A second phase Al 3 Mg 2 forms rapidly at longer times and both compounds grow simultaneously-Al 3 Mg 2 on the aluminum side, and Al 12 Mg 17 on the magnesium side. The Al 3 Mg 2 phase grows faster than the Al 12 Mg 17 phase, and the former ends up dominating the overall layer thickness. The kinetics of the layer thickening process were investigated further by isothermal post-weld heat treatments, to grow thicker layers and improve calibration of the microstructural evolution model (see ''Prediction of Intermetallic Growth at Interface in Al-Mg Welds'' section, below).
Thermal FE Modeling of Ultrasonic Welding

Model Development
The weld geometry is symmetrical about a longitudinal vertical plane, so only half of the weld needs to be modeled. Figure 4 shows the geometry and mesh of the three-dimensional FE model. The insets to the figure show details of partial cross-sections of the weld region, showing the profiling and dimensions of the tools. The sheet thicknesses were adjusted according to the material combination in the weld. Due to the short process times and the relatively low thermal conductivity of the tool steel used for the sonotrodes, only the ends of the sonotrode reed assembly were included. The mesh was graded in the tools, with the choice of the finest mesh size in the weld region being guided by previous work on friction stir spot welding (FSSW) of the same sheet thicknesses, with a similar tool footprint ( Ref 41) . Four materials were used in the model: 6111 aluminum, AZ31 magnesium, and DC04 steel sheet materials, as well as tool steel for the sonotrodes. The material models included temperature-dependent specific heat, thermal conductivity, and density (Ref [42] [43] [44] [45] [46] .
For computational efficiency, the surfaces in contact with the air were treated as insulated, due to the low heat transfer coefficient to air, the short cycle time, and the relative remoteness of these surfaces to the thin weld region. The metal-to-metal contact between the workpieces is strongly influenced by the clamping pressure between the sonotrodes. Outside the weld zone, the workpieces are not pressed together, and often separate slightly as the weld is produced. Hence this part of the overlap was also considered to have an insulated thermal boundary. Over the weld area, however, the high pressure and surface sliding give intimate metal-metal contact, so this was modeled with a high contact conductance of 10 6 Wm À1 K À1 . Finally, the contact between the workpieces and the moving tools will also be an intimate contact, again modeled assuming a high contact conductance of 10 6 Wm À1 K À1 . The initial growth in the contact area was initially investigated by ramping up the contact conductance, but this was found to have a negligible effect, since full contact is established after a short period as the temperature rises at the tool-workpiece interface.
Heat generation was modeled as a uniform surface heat flux at the weld interface, varying in intensity with time. In the initial sliding frictional contact, it is assumed that a uniform pressure applies over the contact area. Cycles of remote oscillation will then induce alternating stick-slip behavior at the interface-sliding will cease at the maximum displacement in each direction, and will recommence when the interfacial stress has reversed in direction and reached the condition for frictional sliding. The limiting shear stress is expected to scale with the (uniform) pressure, suggesting that the spatial distribution of heating rate will be uniform. Heating is intermittent, due to the stick-slip behavior, but at the high process frequency, it may be applied continuously, representing an average over one cycle. As full contact is made, the same oscillating displacement is accommodated by plastic deformation, and the heat flux will depend in a complex way on the evolving temperature field and the constitutive response of the alloys as a function of temperature and strain rate. In the first instance, the heat flux is assumed to remain uniform over the contact area-investigation of this assumption is one aspect of modeling the fully coupled problem, which will be the subject of a subsequent paper. The heat flux was also applied only at the interface, though in practice it must spread into the bulk. This assumption follows previous research on FSSW of thin aluminum and steel sheets, which showed that, for thin deforming layers, the distribution of heat input between the weld interface and the bulk had little influence on the temperature distribution at the interface (Ref 41) . Note also that the intermetallic layer that forms at the interface is not included in the thermal model. Although its thermal properties will differ from those of the workpiece materials, the thickness of the layer is very small and it only forms in the later stages of welding, so its influence on heat flow is negligible. 
Model Calibration
No direct measurements of power input are available for ultrasonic metal welding with standard machinery-quoted weld energies are simply the nominal machine power 9 weld time. Other friction welding processes do sometimes provide more insight into power input, for example, in friction stir processes, a nominal power is torque 9 rotation speed. But even then, this is not the power delivered at the workpiece, due to machine losses. It was, therefore, necessary for the power input to be reverse engineered as a function of time using selected reference welds, giving a semi-empirical process model. Full predictive capability requires either independent machine measurement of the power (if possible), or a first-principles thermomechanical model based on constitutive data. Note that many models in this field claim to be physically based, but actually calibrate parameters such as friction coefficient as a function of time, which comes to the same thing as calibrating the power directly.
In this work, the net power input q(t) was adjusted empirically with a piece-wise linear variation, in steps of order of 0.05-0.1 sec. Each point value was adjusted in turn until the model matched the measured temperature for the center thermocouple at that time. This only works when the temperature is measured at (or very close to) the heat input, since there is then no time-lag between heat input and temperature response. A q(t) curve was calibrated for each material combination, using the weld of longest duration in each case. This single fitted curve may then be applied for welds of shorter durations, provided all other process conditions are unchanged, simply by truncating the heat input at the appropriate weld time. The resulting net heat generation rate histories are shown in Fig. 5 . These show heating patterns that are consistent with an initial ramp-up due to growth of the contact area under frictional sliding, followed by a steady decay of the heat input rate due to progressive material softening. A similar form of power input was inferred in modeling of FSSW in the same materials (Ref 41) . Note that the Al-steel weld has a lower heating rate, since deformation is restricted to only one of the sheets. Furthermore, the fall in power input relative to the peak is much greater in the Mg-Al weld, which is consistent with the experimental observation that localized eutectic melting occurred at the interface in welds longer than 0.8 sec (Ref 39).
The longest duration weld available for joining Al 6111 to itself was for a welding time of 0.5 sec (as shown in Fig. 5) . For longer welds, sheet thinning was excessive, while for weld times shorter than 0.5 sec, it was difficult to obtain meaningful thermocouple data. The measured and predicted thermal histories for the central thermocouple in the 0.5 sec weld are shown in Fig. 6 . This indicates how closely the temperature is followed in the rising part of the curve, by calibrating q(t) as far as the temperature peak. For the cooling stage (with q = 0), there is a small discrepancy, but this validates the use of the simple thermal boundary conditions between the workpiece and the sonotrodes and surrounding air.
Model Validation
The predictive capability of the thermal model was tested by comparing with the thermocouple data for the dissimilar welds. Figure 7 shows the data and predictions for Mg AZ31-Al 6111 welds, for thermocouples at the weld center, and in the tool (0.5 mm from the tip). The power input q(t) in Fig. 5 was calibrated to the center thermocouple in the 1.3 sec weld, which shows a close fit as far as the temperature peak (Fig. 7a) . For shorter duration welds, the predicted temperature rise follows the same curve to the peak, and this is reproduced well in the experimental data at the center. The cooling curve is predicted well in all cases, with the exception of the longest weld, where the cooling rate is overpredicted. For the thermocouples in the tool (Fig. 7b) , the agreement is good for all welds, throughout the heating and cooling histories. The model discrepancy is within the experimental reproducibility in the rising part of the different curves, which should (in principle) overlap. The data again confirm that the thermal boundary conditions to the tool and the calibrated power input are reasonable. Temperature histories measured at the weld edges showed too much scatter to provide a meaningful test of the model. The raw data did not overlap during the rising part of each curve, as would be expected. This may reflect a lack of reproducibility in locating the thermocouples at the same distance from the tool. Figure 8 shows the data and predictions for Al 6111-DC04 steel welds, for both the center and edge thermocouple locations. Here the power input q(t) in Fig. 5 was calibrated to the center thermocouple in the 3 s weld. As in the Mg-Al case, the predicted temperature rise for the center thermocouple (Fig. 8a) follows the same curve to the peak, and this is reproduced reasonably well in the experiments, though there is For the edge thermocouples, the temperature history is consistently under-predicted by up to 50°C. There is clearly greater uncertainty in these experimental data, as indicated by the lack of consistency in the rising part of the curves (which should overlap). As in the Mg-Al welds, this is most likely due to inaccurate positioning of the thermocouples-because of the large temperature gradient around that location, small positioning inaccuracy has a large effect on temperature readings. But the temperature at the edge will also be more sensitive to the spatial variation of the heat input over the weld area, so the assumption of a uniform distribution may also contribute to the discrepancy. This can only be addressed through a fully coupled thermomechanical model-given the small area of the weld, it is not feasible to embed more thermocouples without disrupting the welding process itself. Figure 9 shows a comparison between the net energy input to the model and the nominal machine energy (that is, nominal power 9 weld time). For Al-Al and Al-steel welds, the total predicted energy input corresponds well with the nominal machine energy. It is not, however, possible to simply assume that the machine energy is correct, and to apply this for other welding conditions directly in the model, since we also need to know the time variation in the power, q(t). Different power curves can of course deliver the same net energy. For Mg-Al, there is an increasing discrepancy with weld time. It is suggested that this reflects the incipient eutectic melting at the interface, observed experimentally in a 1.3 s weld. As melting is approached, there will be a steep decline in flow stress and consequent heat generation in the workpiece.
A comparison of the temperature distributions at the weld plane of symmetry, for all three investigated material combinations, is presented in Fig. 10 . Thermal maps are plotted on the same temperature scales at 0.5 and 1.3 sec, which are the maximum welding times for Al 6111-Al 6111 and Mg AZ31-Al 6111 welds, respectively. Note that the temperature fields are symmetrical about the interface in Al-Al (Fig. 10e) , whereas in dissimilar Mg-Al and Al-steel welds, the difference in thermal (Fig. 5 ).
Microstructural Model
Studies at Manchester University have characterized the formation of intermetallic phases at the interface in Mg-Al USW. As these phases are generally brittle, they play an important role in determining the strength of dissimilar welds between Mg and Al alloys. An isothermal model has been developed to predict the nucleation and growth of the intermetallics in Mg-Al welds (for full details, see Ref 23, 33, and 34) . In its simplest form, this model can now be combined with the FE thermal model, to predict the thickness of the intermetallic at the interface after a thermal cycle.
The intermetallic growth model captures the full evolution of the layer from the initial nucleation to the final thickening stage. The model is based on a numerical iteration process, dividing the total welding time into a large number of small time steps with duration <0.001 sec. The rate of microbond formation is predicted using a model initially developed for similar alloy welding (Ref 47) . Once microbonds form, diffusion across them is tracked by numerically solving the diffusion equation. Island nucleation is triggered when sufficient enrichment of solute across the interface occurs to enable a critical sized Al 12 Mg 17 nucleus to form. Spreading of the intermetallic islands then occurs mainly by lateral growth into the solute-enriched matrix close to the interface. During this stage, diffusion across the interface, and the interface-controlled spreading of the intermetallic layer parallel to the interface, occur simultaneously.
As the islands become larger they impinge on one another, and their lateral growth decays to zero. This is predicted in the model using the standard Avrami method for treating Ôhard impingementÕ. When the islands have merged, further thickening of the intermetallic layer is only possible by diffusion through the layer. This thickening rate is predicted using a standard diffusion model for reactive interdiffusion (Ref 48 
Prediction of Intermetallic Growth at Interface in Al-Mg Welds
Prediction of Intermetallic Thickness
First the intermetallic thickness at the center of the interface was predicted for different weld times, using the thermal histories from Fig. 7a , giving the results in Fig. 11 . The agreement is good, and (as expected) compares with the outcome, when the individual thermocouple histories were used as input. The sensitivity to temperature is demonstrated in the figure, by running the coupled models with the temperature rise throughout the cycle magnified by a factor of 1.1 (corresponding to 10% uncertainty in the power input). As discussed by Robson et al. (Ref 34) , the calibration of the kinetic constants in the model is difficult, with strong evidence that the diffusion is significantly accelerated by the superimposed high strain-rate deformation. Furthermore, the model is one-dimensional and is idealized to fit the growth of a uniform layer, which would typically require much more prolonged heat treatment than weld cycles operating for under 1 sec. It is clear from the experiments that on this timescale, the intermetallic thickness is non-uniform, as isolated nuclei grow and impinge-this accounts for the error bars in Fig. 11 . In spite of the uncertainty, the coupled models were used to predict the expected distribution of intermetallic thickness across the weld interface. Figure 12 shows these predictions along the weld center-line in the direction of the longer axis of the rectangular weld tool, for the same welding conditions as Fig. 11 . The thickness is predicted to fall off rapidly toward the weld edges, due to the strong temperature dependence of the kinetics of intermetallic growth. Experimental validation of these predictions would be time consuming, but the predicted extent of the intermetallic layer may nonetheless assist in interpretation of the resulting weld failures.
At best, therefore, the microstructural model is semiempirical, and its application here is only intended as a proof of concept, illustrating the coupling of FE-predicted thermal cycles with an isothermal microstructural model. The methodology is equally applicable to other welding processes, such as FSSW. In practice it may be best suited to slower processes for joining dissimilar alloys, such as rotary friction welding, for which the weld thermal cycles last for many seconds.
Conclusions
A 3D finite element thermal model has been developed for ultrasonic welding. The power input as a function of time was inferred via thermocouple data, and is consistent with a transition from frictional stick-slip to full seizure and plastic deformation, with progressive material softening. The model successfully predicted temperature histories for three material combinations: Al 6111-Al 6111, Mg AZ31-Al 6111, and Al 6111-DC04 steel. It was sufficiently accurate to assume that the heat input was concentrated at the weld interface, with a uniform spatial distribution, and to assume near-perfect thermal contact between the tools and workpiece, and between the workpieces in the weld region.
For the Mg-Al alloy welds, the temperature histories were coupled with a microstructural model for the growth of an intermetallic compound layer at the joint interface. The accuracy of the model was reasonable, given the short weld timescales, the simplifications in the microstructural model, and the uncertainty in calibration of kinetic constants when diffusion is superimposed on intense plastic deformation.
To develop further insight into the metal deformation and heat generation in dissimilar alloy ultrasonic welding, a full thermomechanical FE model is required, coupling the temperature field to the constitutive plastic responses of the materials. A computationally efficient process for this analysis, using the thermal model presented here, will be reported in a subsequent paper. 
