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I. INTRODUCTION Optimal power flow (OPF)
is an integral part of many operational decision support tools in transmission system operation. Typical OPF formulations aim to optimize dispatch settings of controllable generators given their operating limits, forecasted operating conditions, power flow and nodal voltage constraints, and security margins. The recent push toward integrating renewable energy resources with intermittent outputs has introduced a new degree of uncertainty and complexity in transmission operations. First, it requires dealing with nonconvex and nonlinear AC power flow equations, which makes even the deterministic OPF problem NP-hard [1] . Second, it is difficult to model uncertainty propagation throughout the network. One approach to circumvent those challenges is to replace the AC power flow equations with the linear DC approximation, which neglects power losses, assumes small angle differences, and parameterizes the voltage magnitudes. The linearity and convexity of the DC approximation enables the application of scenario-based [2] , chance-constrained [3] and robust [4] - [6] optimization techniques to deal with the uncertainty of renewable generation resources in a tractable manner.
Recent efforts to solve an uncertainty-aware AC OPF include [7] - [12] . Vrakopoulou et al. [7] describe a chance constrained OPF (CC-OPF) model based on a convex AC power flow relaxation and a scenario sampling approach to represent the uncertainty of nodal power injections. The model in [8] is a two-stage robust AC OPF model that exploits convex relaxations of the inner problem. While the two above methods relax the power flow equations and hence cannot provide robust guarantees, [9] devises an inner approximation for the robust AC OPF, at the expense of assuming controllable injections at every node. In [10] , convex relaxations to provide conservative estimates on the impact of uncertainty for each constraint, thus guaranteeing robust feasibility of engineering limits for any uncertainty realization. The CC-OPF model in [11] uses the full AC power flow equations for the forecasted operating point, while the impacts of uncertainty are modeled using linearized AC power flow equations. The CC-OPF for distribution networks in [12] also models linearized AC power flow equations, but does not enforce flow limits.
While many of the above mentioned papers have been shown to provide good results on test cases, the techniques are frequently prohibitively expensive for large instances (e.g., because they use semidefinite programming), while still lacking rigorous guarantees on solution feasibility. Since rigorous guarantees appear prohibitively conservative and hard obtain in practice, this paper focuses on computational tractability and proposes an approximate, scalable AC CC-OPF method. Our formulation leverages a deterministic AC OPF solution, which is typically already available in practice, and then uses a chance-constrained formulation to robustify the solution against uncertain nodal power injections. To obtain a tractable AC CC-OPF formulation, we introduce a number of modelling assumptions. First, we suggest affine response policies to model the real-time response to power injection uncertainty. Second, we linearize the AC power flow equations around the deterministic AC OPF solution. Finally, we reformulate the chance constraints into convex second-order cone (SOC) constraints. Relative to previous studies, e.g. [12] , we also enforce chance constraints on apparent power flows, which quadratically depend on the uncertainty, using the recent result for quadratic chance constraints in [13] . The resulting AC CC-OPF is a SOC program (SOCP) with a similar number of constraints as the deterministic AC OPF; such SOCPs have shown to be tractable even for large instances [3] , [11] . The numerical experiments demonstrate that the proposed AC CC-OPF is on par with the deterministic AC OPF in terms of its computational performance, but has superior solution feasibility and cost performance. The ability to optimize the response policy also improves operational performance.
II. CC AC-OPF FORMULATION
This section formulates an AC CC-OPF starting from a standard deterministic AC OPF. To this end, we first review necessary preliminaries and then state the deterministic AC OPF model. To model the impact of uncertainty from renewable energy sources, we introduce a model for power injection uncertainty, as well as general response policies that would compensate for a power mismatch. We then state the AC CC-OPF, and discuss the challenges related to solving the problem.
A. Preliminaries 1) Power injections:
Let N denote the set of nodes with m = |N |, and let vector p G indexed as p G,i for i ∈ G denote the total active power output of conventional generators at every node i. For simplicity of notation, it is assumed that there is one generator per node, such that G = N . Nodes without generation or with more than one generator can be handled by setting the limits to zero or by changing notations, respectively; both modifications do not require changes in the proposed method. Similarly, p D indexed as p D,i denotes the total active power demand at every node, and the active power injections from renewable energy generators is denoted by the vector p U indexed as p U,i . The corresponding reactive power injections are denoted by q G , q D , q U . Thus, the vectors of net active and reactive power injections at all nodes are given by:
In the following, we assume there is no curtailment of undispatchable renewable generation, i.e. p U is a function solely of available wind and solar irradiation, and that all loads p D are fixed. These assumptions can be relaxed by modeling renewable curtailment, load shedding or demand response.
2) Nodal voltages:
Vectors v and θ indexed as v i and θ i stand for the voltage magnitudes and voltage angles, respectively, at every node i ∈ N . The range of acceptable voltage magnitudes is defined as v ∈ v min , v max .
3) Power flows:
Let L denote the set of tuples ij, such that there is a line between node i and node j. Note that we treat both ij and ji as distinct elements of L, and for simplicity, we assume that there is not more than one line connecting two nodes. If there is more than one line connecting node i and j (e.g. multi-circuit lines), they can be equivalently converted in one line. Note that 2l = |L|, where l is the number of physical lines. The vectors f p and f q indexed as f 
where G ij and B ij are the real and imaginary parts of the network admittance matrix Y = G + jB. The system is balanced when the power flows leaving each node is equal to the net injection at that node:
where the first term represent the contributions from the nodal shunt elements. In the following, we will use F (p, q, v, θ) = 0 to denote the nodal power balance equations (1) -(3). 4) pq, pv and θv nodes: As follows from (3), there are four variables p, q, v, θ and two equations per node. This implies that only two of the four variables p, q, v, θ can be chosen independently, while the others are implicitly determined through (3). In typical power system operations, there are three types of nodes, namely pq, pv and θv nodes. The pv and pq nodes are characterized as nodes that maintain constant values of active power and voltage magnitude (p i , v i ) and active and reactive power (p i , q i ), respectively. The pv nodes are typically generation nodes, where the generators control their reactive power output to maintain constant voltage magnitudes v i . The pq nodes are any node where the power injections are directly specified, such as load nodes or nodes without generation or load. The θv node is referred to as the reference or slack bus. At this node, the voltage angle and magnitude (θ i , v i ) are kept constant, while the active and reactive power injections are implicitly determined. Note that any bus can have a combination of load, generation and renewable power.
5) Production cost:
The production cost of each generator is defined as c i (p G,i ) and is typically well approximated by a convex (e.g. linear or convex quadratic) function [14] .
B. Deterministic AC OPF
The standard deterministic AC OPF problem, as found in e.g. [15] , can be formulated as follows:
Eq. (4a) minimizes the total operating cost defined as the sum of production costs of all conventional generators. Eq. (4b) enforces the active and reactive nodal power balance as defined in (2) The AC OPF in (4) returns the generation set points p G , q G and voltage magnitudes v that are to be fixed during steadystate operations at pv nodes. As typical for pq nodes, active and reactive power demands are also fixed in (4).
C. Chance-Constrained AC Optimal Power Flow
The AC OPF in (4) assumes that the power injections are perfectly known at the time of scheduling. In practice, this is not true, as both load and renewable generation might vary from their forecasted value. To ensure secure operation, it is therefore important to account for the impact of uncertainty on system operation. This paper will consider variations only in the renewable energy production. However, the method can be extended to incorporate other types of intermittent injections, such as load or distributed energy resources.
Assume that ω is a vector of real-time deviations of each renewable generator from its forecasted active power output p U , such that the real-time renewable power production is given by p U (ω) = p U + ω. The variation in active power is driven by variations in the primary energy source, such as the current wind speed or solar irradiation. The reactive power output corresponding to the same uncertainty realization q U (ω) is typically linked to the active power generation through a set of grid requirements, e.g. maintaining a given constant power factor or contributions to local voltage control.
As the power injections from renewable generators change, the controllable generators must adapt their active and reactive power p G (ω) and q G (ω) to the uncertainty realization ω. In particular, the response from the generators must ensure that the power injections p U (ω), q U (ω), p G (ω), q G (ω) yield a feasible power flow solution, i.e., one that satisfies power flows in (4b) and determines nodal voltages v(ω) and θ(ω). In addition, the generation response p G (ω), q G (ω) must be chosen to respect the power output limits (4c)-(4d), and satisfy constraints on the voltage magnitudes (4e) and power flows (4f).
Without assuming a specific generation response, the AC CC-OPF can be formulated as:
Here, expectations E and probabilities P are defined over the distribution of ω. The nodal power injections p(ω) and q(ω) are derived from (1) as:
and the active and reactive power flows f (2). Eq. (5a) minimizes the expected total operating cost, including the cost of serving the forecasted demand and responding to deviations ω. Eq. (5b) ensures that generation response is chosen such that the nodal power balance holds for any realization of uncertainty and system response, i.e. the solution does not tolerate or assume availability of load shedding. The limits on the power output of conventional generators, voltage magnitudes and apparent power flows are enforced using the separate chance constraints (5c)-(5i). The chance constraints require that the constraint should hold with a prescribed (typically high) probability. The risk level associated with the chance constraint can be regulated by the choice of the violation probabilities ǫ P , ǫ Q , ǫ V , ǫ I . As in the deterministic model, the voltage angle is set to zero at the reference node (5j).
The AC CC-OPF as formulated in (5) cannot be solved using known solution strategies. First, it inherits the nonlinear and nonconvex properties from the AC power flow equations, which must be shown to have a solution for all ω. Second, it relies on generic response policies which gives rise to an infinite set of both decision variables and constraints, and is hence an infinite-dimensional optimization problem. In addition, even in the case where the uncertain power injections ω follow a Gaussian distribution, it is challenging to derive the statistics of the output variables (power flows, voltages and generation outputs) due to the nonlinearity of the power flow equations. Therefore, the chance constraints (5c)-(5i) are not known to be tractable in general. Section III presents a number of simplifying, yet practically feasible, assumptions to overcome our inability to solve (5) .
Other AC CC-OPF approaches, e.g. [7] , [16] , exploit joint chance constraints, which limits the probability that any of the constraints are violated, instead of the separate chance constraints, which limit the violation probability only for individual constraints. Our choice of separate chance constraints is motivated as follows. First, separate chance constraints can be viewed as more appropriate for power system operations, as they limit the risk of individual component failures, thus pointing to particular high-risk components or areas. Second, while the joint constraints provide only weak guarantees on violation probability (e.g., via the Bonferroni approximation [17] ) previous OPF studies [11] have shown that separate chance constraints limit the joint violation probability effectively due to the low number of active constraints. Finally, the joint chance constraints are notoriously difficult to enforce. Existing approaches with joint feasibility guarantees are either overly conservative, e.g. in [7] , [11] , [16] , or computationally demanding [17] .
III. A TRACTABLE AC CC-OPF FORMULATION
This section presents modeling choices to obtain a computationally tractable approximation of the AC CC-OPF (5).
A. System Response
To overcome the infinite dimensionality of (5), we develop a family of finitely parameterized response policies
, θ(ω). As described below, some of these policies can be defined explicitly with respect to ω, while some can only be formalized using the implicit constraints dictated by the AC power flow model (4b).
1) Renewable Reactive Power Generation:
The active and reactive power outputs of wind power generators are inherently related. While different grid operators have different requirements on the reactive power control from renewable generators, we adopt a common approach to maintain a constant power factor cos(φ), in which the reactive power output will change following the deviation of the active power output:
where
, it is typical that cos φ i ≈ 1. The value of γ i in (6) can be either optimized, if the operator is able to control the power factor in real-time, or fixed ahead of time, if otherwise. In the following, γ i is optimized since it is a more general case, which can be adjusted to model fixed γ i as a special case. More general, relative to (6) , relationships between the active and reactive power fluctuations can be considered by introducing separate random variables to represent reactive power fluctuations.
2) Generation and Voltage Control: Following fluctuations ω, the controllable generators adjust their reactive and active power outputs to ensure power balance and maintain the desired voltage levels. The balancing policy described here is similar to standard approaches in power system operations and have been adapted (with some modifications) from [11] , [18] .
For the purposes of this paper, we assume that active power is balanced by activation of reserves, imitating the Automatic Generation Control (AGC). The total power mismatch Ω = i∈N ω i due to forecast errors is split among generators based on participation factors α based on the following generation control policy:
In this paper, we optimize the participation factors α along with the scheduled power generation. However, a simpler case with fixed α could also be considered. To ensure that a given mismatch is balanced by the same amount of reserve activation, the participation factors are required to sum to 1:
Since we assume that the generation control policy (7) represents the activation of reserves, it is natural to introduce a new set of optimization variables r i which represent the reserve capacity from each generation i ∈ G. For simplicity, we consider the reserve capacity assignment to be symmetric, i.e. the same capacity r i is scheduled for both up-and downregulation, although this could easily be generalized. To ensure sufficient reserves to cover −αΩ with a high probability, we enforce the following chance constraints:
where the left-hand side represents the power mismatch and the right-hand side describes the available reserve capacity. 
Grey background denotes the optimization variables of the AC CC-OPF.
Finally, we must ensure that the scheduled generation setpoints p G,i are such that the reserves r i can be delivered without violating the upper and lower generation bounds. This is done by enforcing
The policy in (7) only balances the power mismatch due to forecast errors ω. Due to power flows and voltages changes following any realization ω, the active power losses in the system will also change. This change in the power losses is typically small relative to the losses at the forecasted operating point, and we assume that any changes to the power losses will be balanced via the θv bus. For reactive power balancing and voltage control, a distinction between pv, pq and θv buses becomes significant. Considering common practice, we assume that the reactive power injections are constant at pq buses, while generators at pv and θv buses adjust their reactive power outputs to keep the voltage magnitude constant. Note that a centralized voltage control scheme as in [7] , where the reactive power mismatch is distributed among generators according to optimized participation factors, could also be implemented.
3) Explicit and Implicit Nodal Response Policies: Some optimization variables in the AC CC-OPF are explicitly related to the initial dispatch p G , q G , the voltage magnitudes v and the response policy parameters γ and α. In particular, the active and reactive power injections at pv buses, the active power injection and voltage magnitude at pv buses and the voltage angle and magnitude at θv buses remain constant for any ω. On the other hand, some variables are not directly controlled, but rather implicitly determined through the AC power flow equations. This holds for the active and reactive power p G (ω), q G (ω) at the θv bus, the reactive power q G (ω) and voltage angle θ(ω) at the pv buses and the voltage magnitude and angle v(ω), θ(ω) at pq buses. Table I summarizes the variables that are explicitly defined by the response policies for each node type, and shows the variables that are only implicitly determined. Relative to the generic response policies in (5), the response policies in Table I depend on a finite number of decision variables, namely the initial dispatch p G , q G , the voltage magnitudes v and the response policy parameters γ and α. Introducing these response policies yields an optimization problem with a finite number of decision variables.
B. Linearization of AC Power Flow Equations
The implicit values in Table I are determined through the AC power flow equations, which are nonlinear and do not permit an explicit solution. Even guaranteeing that a solution exists for a range of power injections is an open research topic [10] . Therefore, this paper aims to obtain a more robust solution than the deterministic AC OPF, while maintaining computational efficiency and scalability, rather than to provide a comprehensive theoretical guarantees for the probabilistic constraints and for AC power flow solvability. This motivates to linearize the nodal power balance equations F (p, q, v, θ) = 0 around the forecasted operating point. This linear model, in combination with the generation control policy described above, enables us to replace (5b) by a set of linear constraints and to obtain explicit analytical expressions for the implicit response policy.
Since F is a smooth function, we can define its first order Taylor expansion, or linearization, at a point (p,q,v,θ) as
where J F is the Jacobian matrix of F at the given point. We also define the line flows as analogous linearized functions
The use of the linearization (9) is motivated by its connections with the Karush-KuhnTucker (KKT) optimality conditions elaborated in the following lemma. Lemma 1. Let (p G ,q G ,v,θ) be a locally optimal solution to the non-linear, deterministic AC OPF (4), i.e., it satisfies the first-order optimality conditions of Theorem 12.1 of [19] . Then (p G ,q G ,v,θ) is a globally optimal solution to the following problem with the linearized AC power flow constraints:
Proof. The KKT conditions for (4) and (10) are identical, hence (p G ,q G ,v,θ) is a locally optimal solution of (10). Furthermore, (10) is convex, so local optimality implies global optimality.
Hence, this linearization based on the first-order Taylor expansion does not perturb the optimality of (p G ,q G ,v,θ) for the forecasted system state where ω = 0. This property is unique to the first-order Taylor expansion, to our knowledge. In the chance constrained problem (18) later formulated, the same objective is minimized over a subset of the feasible region of (10) . Hence, if this subset is not too restrictive, the optimal solution is expected to remain relatively close to (p G ,q G ,v,θ) . This is an intuitive but not fully rigorous justification for choosing this first-order Taylor expansion. Given this linearization, we then require that our response policy satisfies
Note that (11) consists of two equations for each node (from (3a)-(3b)), while Table I provides expressions for two implicitly defined values per node for any node type. Hence, the linear system (11) is well posed and yields a unique solution assuming J F (p,q,v,θ) is invertible. As noted in [20] , J F (·) is normally invertible for steady-state power grid conditions, with the exception of bifurcation points. One may use algorithmic differentiation [21] to efficiently compute J F and basic linear algebra to obtain the implicit response policies as explicit, affine functions of the explicit response policies analogously to [3] . Instead of using the first-order Taylor expansion to linearize the AC power flows in (9), our method can use other linearization techniques, see [22] for a review of such techniques. We experimented with using the fast decoupled load flow linearization [23] ; this performed less well than the firstorder Taylor expansion for recovering solutions that satisfy AC feasibility.
C. Chance Constraint Reformulation
With the linearization of the AC power flow equations, we can express the generation outputs p G,i (ω), q G,i (ω), the voltage magnitudes v i (ω) and the active and reactive power flows f p ij (ω), f q ij (ω) as linear functions of the random deviations ω. For the chance constraints on p G,i (ω), q G,i (ω) and v i (ω) given by (5c) -(5h), this linearity enables the use of well-known analytic chance constraint reformulations previously applied to the DC approximation [3] and other AC linearizations [11] , [12] . However, the power flow constraints (5i) have a quadratic dependence on ω, which has not been treated before. In the following, we first present the reformulation for the standard linear constraints and then extend the discussion to the quadratic chance constraints based on new results from [13] . For the derivation, we will assume that ω follows a Gaussian distribution with mean µ ω = 0 and known covariance matrix Σ ω . However, these results are extendable to other known or partially known distributions (using distributionally robust optimization) as discussed below.
1) Chance constraints with linear dependence on ω:
Under the assumption of Gaussianity, the chance constraints on (5c)-(5h), (8b) with a linear dependence on ω have an exact reformulation given by:
where Φ −1 is the inverse Gaussian cumulative distribution. Because of the linear dependency on ω, analytical expressions for the expectations and standard deviations are easy to obtain. Using the voltage magnitude v i as an example, the expectations are E[v i (ω)] = v i (µ ω ) = v i (0), i.e. linear in the decision variables, while the standard deviations are defined by:
where J vi,ω (α, γ) is a vector of sensitivity factors describing the change in voltage magnitude v i as a function of the fluctuation ω, derived from the AC power flow linearization and assumed generation control policies. These sensitivity factors are linear functions of variables α and γ. The reformulated chance constraints (12) therefore representable as SOC constraints.
2) Chance constraints with quadratic dependence on ω: For the quadratic constraint (5i) no directly tractable reformulation is known. It is known to be convex only when ǫ I is very small [24] . Hence, we replace it with the inner approximation [13, Lemma 17] :
where t p ij and t q ij are auxiliary decision variables and (14c) is a deterministic convex quadratic constraint.
We treat absolute value chance constraints in (14a) and (14b) using the SOC approximation developed in [13, Lemma 16] . A direct application of this lemma (given that (14a) and (14b) may be inner approximated as:
for * = p and * = q respectively. The constraints (14) and (15) for p and q together imply that (5i) holds with probability ǫ I . The inner approximation argument for constraints (14) is based on the union bound and hence results in the coefficients of 2 that appear in the denominators. The inner approximations of (14a)-(14b) themselves introduce another factor of 1.25. ǫ I is therefore multiplied by the inverse of 2.5 to obtain a provably conservative approximation. Omitting this factor of 2.5 would result in an outer approximation of (5i). In practice some factor between 1.0 and 2.5 could be chosen based on empirical tuning to balance the goal of satisfying the constraint with the target probability and the possible over-conservatism of the inner approximation used, in order to preserve feasibility of the AC CC-OPF. We did not investigate this possibility in this work.
3) Generalization beyond Gaussian distribution:
The assumption that ω follows a Gaussian distribution with known parameters can be relaxed by considering distributional robustness (i.e. partial knowledge about the distribution) in two ways. Ref. [25] , [26] and [13, Lemma 8] discuss robustness with respect to the Gaussian parameters, while [27] , [28] , [29] , [30] , [17] discuss ambiguity in the type of distribution given known µ ω and Σ ω . In both settings, a tractable SOCP formulation of the linearized AC CC-OPF can be obtained, hence enabling more general distributions without compromising computational tractability.
D. Joint Chance Constraints for the Reserve Capacities
In (8b), we replaced the chance constraints on the active power generation (5c), (5d) with chance constraints on reserve capacity r i , which only depend on the total power mismatch Ω, i.e., a scalar random variable. We thus recast (8b) as:
which is now a linear constraint in the decision variables α i and r i , since the standard deviation of the total fluctuation
is the 1 − ǫ P quantile of Ω. Hence, by enforcing (16) , it follows that all the reserve chance constraints (8b) will hold jointly as long as −Ω 1−ǫP ≤ Ω ≤ Ω 1−ǫP . The safety level 1 − ǫ P in the reserve constraints hence have a natural interpretation as the probability of having sufficient reserve capacity available in the system. Furthermore, if we sum the reserve constraints for all generators, we obtain a total reserve capacity requirement:
This requirement is similar to probabilistic reserve requirements applied in, e.g., Switzerland [31] , and can also be enforced within a deterministic AC OPF.
E. Cost Function Approximation
For simplicity, we replace the objective function (5a) with the deterministic value i∈N c i (p G,i (0)). This is an exact reformulation when each c i is linear, given that p G,i (ω) is an affine function of ω, and we assume that ω follows a symmetric distribution with E[ω] = 0. In the more common case where each c i is a convex quadratic function, [3] show an exact reformulation for the Gaussian case. As this work focuses on feasibility more so than operational costs, we choose to use the deterministic cost approximation.
Note that the objective function could also be extended to explicitly account for the cost of reserve provision, i.e., the remuneration of generators for maintaining reserve capacities r i . Such models would only require a minor change in the objective function, for example as modelled in [18] .
F. A Tractable Approximation of AC CC-OPF
Given the simplifications made in the previous sections, we can now state a tractable problem that approximates (5). We fix a linearization point (p,q,v,θ) , and for all that follows, the implicit response policies are chosen uniquely to satisfy (11) . With this, our problem is given by: When the chance constraints are represented as SOC constraints and the objective is a convex quadratic function then the approximate problem in (18) is solvable with standard SOCP methods that are used for many engineering applications and generally scale well [32] . The decision variables are those highlighted in Table I , the reserve capacities r i and the auxiliary variables used to model the chance constraints. The choice of the linearization point is an essential part of the formulation of (18) even if its dependence is not explicit. Note that when the covariance of ω is exactly zero, the α and γ variables become irrelevant, and the problem reduces to (10) . Following Lemma 1, the optimal solution to (18) exactly matches that of the deterministic AC OPF, which is a desirable property that does not generally hold for other linearizations.
IV. SOLUTION PROCEDURE
Since the solution quality of (18) depends on the linearization point, we propose a stepwise solution procedure: 1) Solve the deterministic AC OPF in (4), with the reserve constraints (8c) and capacity requirement (17). 2) Take this solution as the linearization point. 3) Solve the approximate AC CC-OPF in (18) to optimize generator set points and response policy. This solution approach has several advantages. First, it uses a standard deterministic AC OPF solver to obtain a feasible (albeit not robust to uncertainty) OPF solution. Second, if the uncertainty is relatively small, the linearization will provide good approximations to the full AC power flow equations. Third, it allows for analytical reformulation into a problem with linear and convex SOC constraints, which can be solved using specialized solvers (e.g., Cplex, Gurobi, Mosek), dynamic linear outer approximations methods (e.g., [3] , [25] ) or lazy constraint generation (e.g., [33] ). Finally, if the AC CC-OPF at the solution procedure is infeasible, the acceptable violation probabilities. ε I , ε P , ε Q , ε V may be increased to obtain a feasible, though less secure solution.
In general, the approach can be expected to yield fast and high-quality solutions in cases where the optimal solution to the original nonlinear AC CC-OPF is not too far away from the deterministic AC OPF solution. Similarly, one can extend the formulation to account for contingencies, e.g., based on [33] .
V. CASE STUDY
We use the 118-node IEEE test system [34] with the following modifications. Parameters s Table II , which is ≈ 28.2% of the total active power demand. As in [25] , the wind power forecast error is zero-mean with the standard deviation of Stdev p U (w) = 0.125p U (0). We also assume that ǫ P = ǫ Q = ǫ V = ǫ and ǫ I = 2.5ǫ.
All models are implemented in Julia using JuMP [35] and JuMPChance [36] ; our code can be downloaded in [37] . We use the MatpowerCases package [38] to access the system data. The solution of the AC CC-OPF (18) using Gurobi is compared against the deterministic AC OPF (4), which is solved using Ipopt. As described in Section III-B, the solution of (4) is also used as the linearization point for (18) . 
A. Ex-Ante Cost and Computing Times
Table III compares the deterministic and AC CC-OPF solutions in terms of their ex-ante cost of the deterministic and chance constrained formulations for different values of ǫ. The ex-ante cost is the value of the objective function of the respective formulation, i.e. it reflects a hypothesized dispatch cost before uncertain quantities materialize. Note that the deterministic AC OPF formulation (4) is extended to include the probabilistic reserve requirement as defined by (8c) and (17) to account for the need to balance uncertain power injections and thus also includes reserve variables r. The deterministic solution, which only accounts for ǫ when determining the total amount of reserves, but ignores the effect of reserve allocation on, e.g., line flows and voltage magnitudes, is insensitive to the value of ǫ, while the exante cost of the AC CC-OPF increases as the value of ǫ decreases. Lower values of ǫ indicate a lower tolerance level to constraint violations and thus require more conservative and costly dispatch decisions. Given the results in Table IV , we observe that the AC CC-OPF is computed within the same time frame as the deterministic case. Note that these results do not intend to represent the fastest possible AC OPF or AC CC-OPF solves, but rather aim to be illustrative of the relative computational burden, up to orders of magnitude. 
B. Ex-Post Comparison
We now evaluate how the AC CC-OPF and deterministic OPF solutions obtained as in Section V-A perform for different uncertainty realizations. We sample 1,000 realizations for each wind farm location as p U (ω) = p U + ω, where ω ∼ N (0, Stdev p U (w) ). For each realization, we redispatch the AC CC-OPF and OPF deterministic solutions using the following problem:
where s
are non-negative slack variables introduced to penalize respective constraint violations. In addition to the constraints stated in (19) , we fix all variables to their values determined by the response policies in Table I , except for those variables denoted as implicit. For the AC CC-OPF case, we use the values of α obtained directly from (18) . For comparison with the deterministic AC OPF, we compute α using the following two common practices [39] : 1) Uniform policy assumes that generators respond based on the compulsory participation factor, i.e. α i = 1/N G , where N G is the number of generators. 2) Reserve-based policy assumes that each generator responds based on its reserve allotment relative to the capacity reserve requirement, i.e. α i = r i / i∈NG r i . To facilitate a more direct comparison, we also solve and then re-dispatch the AC CC-OPF with the uniform policy α i = 1/N G , i.e. α i is a parameter, not a decision variable.
1) Feasibility:
We now compare the feasibility of the deterministic and AC CC-OPF solutions with different response policies. A solution is considered feasible if it can be redispatched for a given uncertainty realization to fully counteract the uncertainty realization without inducing additional constraint violations. If the dispatchtable resources are not sufficient, i.e. slack variables in (19c) are non-zero, the solution is considered as infeasible. To characterize this infeasibility numerically, imbalance metrics I = i∈G s P i and I = i∈G s P i are computed for each realization. Among 1,000 realizations studied, it was systematically observed that I = 0 for the AC CC-OPF solution. The average magnitude of I is summarized in Table V and compared with the deterministic AC OPF. The value of this mismatch metric remains constant for the deterministic AC OPF, but monotonically reduces for the AC CC-OPF solution as the value of parameter ǫ reduces. Furthermore, using the optimized response policy for redispatching is more advantageous than the uniform response policy.
2) Ex-Post Cost: Figure 1 compares the average ex-post cost and corresponding standard deviation for each formulation and varying choices of ǫ. The AC CC-OPF solution has a lower average cost than the deterministic OPF, and also a lower standard deviation, which is an indicator of its robustness to random uncertainty realizations. The optimized response policy yields lower standard deviations than the uniform and reserve-based response policies. Empirical violations of (14c) are itemized for each transmission line in Table VI . However, since the AC CC-OPF model relies on the linear approximation of AC power flows, this probability guarantee is not expected to strictly hold for nonlinear, nonconvex AC power flows used in (19) . As expected, tightening chance constraints by reducing the value of parameter ǫ I lowers the frequency of violations, or even eliminates the violations entirely for some lines. On the other hand, as the value of parameter ǫ I reduces, empirical violations tend to exceed the expected threshold due to the inaccuracies induced by the power flow linearization in (9) . For example, lines #25 and #119 have their power flow limits violated in 0.1% and 0.7% of cases instead of the postulated value of ǫ I = 0.01%. In general, these discrepancies are notable for lower values of parameter ǫ I , which yield a more conservative AC CC-OPF solution that departs farther away from the linearized operating point in (9) . However, the magnitude of probability guarantee violations due to linearization errors is on par with ǫ I and, therefore, is deemed acceptable. Among voltage limits in (12c), the v min i limit is never violated and violations are only observed for the v max i limit. The latter violations are itemized in Table VII . As the value of parameter ǫ reduces, so does the frequency of violations observed under the AC CC-OPF solution. Tightening chance constraints also reduces the number of nodes where violations of (12c) are observed. Since (12c) are linear chance constraints, their reformulation is exact and does not use any approximation, unlike in (14)- (15) . As a result, the empirical constraint violations in Table VII comply with the probability guarantee imposed by ǫ.
C. Investigation of violations on line #119
Recall that the empirical frequency of constraint violations on line #119 reported in Section V-B substantially exceeds the value of ε I chosen for the AC CC-OPF in (18) . This motivates our investigation of underlying reasons. Line #119 is directly connected to the reference node, which accumulates the residual power mismatch across the entire network because it is the only node for which p G,i is not fixed in (19) . Given the linearization, the response policy in Table I [40] , and manually update given power flow limits. To this end, the power flow limit on line #119 is reduced to 90% of its nominal value used in prior experiments to obtain a more conservative solution and, thus, to avoid the violations. As a result, the average ex-post cost of this more conservative solution moderately increases as shown in Table IX . At this expense, the empirical violations of the apparent power flows reduce as shown in Table VIII. Note that we again observe higher than expected violations on line #183, which is one line removed from the reference node. However, these violations are smaller than the original violations on line #119 and are more effectively mitigated by setting the value of parameter ε I to a smaller number.
In practice, the system operator is expected to use the proposed AC CC-OPF with well-defined power flow limits and therefore such abnormalities are unlikely. Otherwise, they can be resolved by refining power flow limits as shown above.
VI. CONCLUSION
This paper describes an AC CC-OPF that accounts for both the AC power flows and the stochasticity of renewable generation resources. The AC power flows are linearized using the first-order Taylor expansion, which makes it possible to introduce and analytically reformulate chance constraints on generation output, line apparent power flow and nodal voltage limits. The reformulated AC CC-OPF is an SOCP, which is computationally tractable even for large systems. Our case study shows that despite the use of some assumptions and approximations, the AC CC-OPF is able to meet the probabilistic security criteria and is as computationally tractable as its deterministic benchmark.
