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Seja G um grupo localmente ﬁnito. Estudamos as inﬂuências de propriedades dos
centralizadores sobre a estrutura do grupo G. Obtemos os seguintes resultados:
1. Seja G um grupo localmente ﬁnito contendo um subgrupo não cíclico V de ordem
quatro tal que CG(V ) é ﬁnito e CG(φ) tem expoente ﬁnito para algum φ ∈ V .
Demonstramos que [G, φ]′ tem expoente ﬁnito. Isto permite-nos deduzir que G tem
uma série normal 1 ≤ G1 ≤ G2 ≤ G3 ≤ G tal que G1 e G/G2 têm expoente ﬁnito
enquanto que G2/G1 é abeliano. Além disso, G3 é hiperabeliano e tem índice ﬁnito
em G.
2. Seja A um grupo isomorfo ao grupo S4, o grupo simétrico de quatro símbolos. Seja
V o subgrupo normal de ordem quatro em A e escolhemos uma involução α ∈ A\V .
O 2-subgrupo de Sylow D de A é V 〈α〉 e este é isomorfo ao grupo diedral de ordem
8. Demonstramos que se G é um grupo localmente ﬁnito contendo um subgrupo
isomorfo a D tal que CG(V ) é ﬁnito e CG(α) tem expoente ﬁnito, então [G,D]′ tem
expoente ﬁnito. Se G é um grupo localmente ﬁnito contendo um subgrupo isomorfo
a A tal que CG(V ) é ﬁnito e CG(α) tem expoente ﬁnito, então G tem expoente ﬁnito.
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Abstract
Let G be a locally ﬁnite group. In this work we study the inﬂuences of the properties
of the centralizers over structures of G. We obtain the following results:
1. Let G be a locally ﬁnite group which contains a non-cyclic subgroup V of order
four such that CG(V ) is ﬁnite and CG(φ) has ﬁnite exponent for some φ ∈ V .
We show that [G, φ]′ has ﬁnite exponent. This enables us to deduce that G has a
normal series 1 ≤ G1 ≤ G2 ≤ G3 ≤ G such that G1 and G/G2 have ﬁnite expo-
nents while G2/G1 is abelian. Moreover, G3 is hyperabelian and has ﬁnite index in G.
2. Let A stand for the group isomorphic with S4, the symmetric group on four
symbols. Let V be the normal subgroup of order four in A and choose an involution
α ∈ A\V . The Sylow 2-subgroup D of A is V 〈α〉 and this is isomorphic with the
dihedral group of order 8. We prove that if G is a locally ﬁnite group containing a
subgroup isomorphic withD such that CG(V ) is ﬁnite and CG(α) has ﬁnite exponent,
then [G,D]′ has ﬁnite exponent. If G is a locally ﬁnite group containing a subgroup
isomorphic with A such that CG(V ) is ﬁnite and CG(α) has ﬁnite exponent, then G
has ﬁnite exponent.
Keywords
Locally ﬁnite groups, Centralizers, Automorphisms.
Lista de Símbolos
G,H,N,K, V,R,X, Y . . . Conjuntos, grupos, etc
I Conjunto de índices
α, β, . . . Funções
x, y, g, h, . . . Elementos de conjuntos
xα Imagem de elemento x pela função α
[x, y] Comutador dos elementos x, y
[H,K] Subgrupo comutador
H ∼= G H é isomorfo a G
H ≤ G H é subgrupo de G
H EG H é subgrupo normal de G
CG(H) Centralizador de H em G
H ×K Produto direto de H e K
[H]K Produto semidireto do subgrupo normal H pelo subgrupo K
〈Xi|i ∈ I〉 Subgrupo gerado por subconjuntos Xi
Πi∈INi Produto de subgrupos Ni
〈x〉 Grupo cíclico gerado por x
〈HG〉 Fecho normal de H em G
Zn(G) n-ésimo termo da série central superior de G
γn(G) n-ésimo termo da série central inferior de G
G(n) n-ésima derivada de G
|X| Cardinalidade do conjunto X
|x| ou o(x) Ordem do elemento x
exp(G) Expoente de um grupo G
|G : H| Índice de H em G
Aut(G) Grupos de automorﬁsmos de um grupo G
G0 Parte divisível de um grupo G
N,Z Conjunto dos números naturais e inteiros
Q,P Conjunto dos números racionais e dos números primos
Zn Conjuntos dos inteiros módulo n
SX Conjunto das pemutações de um conjunto X
Cp∞ O p-grupo quasecíclico, p primo
Opi(G) O pi-subgrupo normal maximal de G
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Introdução
Um grupo G é localmente ﬁnito se todo subgrupo ﬁnitamente gerado de G é
ﬁnito. É claro que grupos ﬁnitos são grupos localmente ﬁnitos.
Na teoria de grupos localmente ﬁnitos, centralizadores desempenham um papel
importante. Mais especiﬁcamente, o seguinte questionamento tem atraído grande
atenção: seja V um subgrupo ﬁnito de um grupo localmente ﬁnito G tal que o CG(V )
satisfaz certas condições de ﬁnitude. Qual é o impacto dessas condições sobre a
estrutura do grupo G?
Naturalmente, como veremos, cada resultado dependerá da ordem de V e do tipo
de condição imposta sobre CG(V ).
Para uma melhor leitura desta introdução, apresentamos alguns conceitos im-
portantes. Um grupo não cíclico de ordem 4 será chamado de um grupo de Klein.
Dizemos que um grupo tem quase uma certa propriedade, se ele tem um subgrupo
de índice ﬁnito com aquela tal propriedade (essa noção de quase uma certa pro-
priedade ﬁcará bem formalizada na seção 1.6). A expressão (a, b, c, ...)-limitada
signiﬁca limitada superiormente por uma função que depende unicamente dos pa-
râmetros inteiros positivos a, b, c, ....
Apresentaremos agora alguns resultados que nos mostram o impacto das proprie-
dades de centralizadores sobre a estrutura de um grupo G. Por exemplo, se |V | = 2
e |CG(V )| = m, então B. Hartley e T. Meixner mostraram que G tem um subgrupo
nilpotente de classe no máximo 2 com o índice m-limitado (ver [9]). Se G contém um
elemento de ordem prima p cujo centralizador é ﬁnito de ordem m, então G tem um
subgrupo nilpotente de classe p-limitada e índice (m, p)-limitado. Vale destacar que
este resultado para grupos periódicos localmente nilpotentes é devido a E. Khukhro
[15], enquanto que a redução para o caso nilpotente foi obtida combinando um re-
sultado de B. Hartley e T. Meixner [10] com o de P. Fong [5]. Este último utiliza a
classiﬁcação dos grupos simples ﬁnitos. Um outro resultado nesta direção devido a
B. Hartley [12] é o seguinte: se G contém um elemento de ordem n cujo centraliza-
dor é ﬁnito de ordem m, então G tem um subgrupo localmente solúvel com índice
(m,n)-limitado. Diz-se que um grupo G é localmente solúvel quando todo subgrupo
ﬁnitamente gerado de G é solúvel.
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Sobre as hipóteses dos resultados acima, o grupo G em questão não é simples se
ele for inﬁnito. Por outro lado, consideremos o grupo PSL(2, F ) onde F é um corpo
localmente ﬁnito de característica ímpar. Este grupo é localmente ﬁnito, inﬁnito e
simples. Ele contém um subgrupo não cíclico de ordem quatro com centralizador
ﬁnito. A conclusão é que os resultados descritos no parágrafo anterior não podem
ser estendidos para grupos com centralizadores ﬁnitos de subgrupos não cíclicos.
As demonstrações destes resultados dependem de muitas ferramentas diferentes.
Em particular, elas usam a classiﬁcação dos grupos simples ﬁnitos, a teoria de re-
presentações (a teoria de Hall-Higman) e os métodos de Lie. Estas foram as mesmas
ferramentas utilizadas na solução do famoso Problema Restrito de Burnside (ver
[35],[36]). Sobre os chamados Problemas de Burnside, há um pequeno relato no
capítulo 1, subseção 1.5.1. Fixemos nossa atenção no Problema Restrito de Burnside:
A ordem de um grupo ﬁnito G, m gerado e de expoente k é (m, k)-limitada.
Em 1957, Hall e Higman reduziram o Problema Restrito de Burnside para o
caso onde o grupo G é um p-grupo para algum primo p. O caso quando G é um
p-grupo continuou aberto por mais de 30 anos. Em 1989, Eﬁm Zelmanov resolveu o
Problema Restrito de Burnside. As técnicas utilizadas por Zelmanov foram baseadas
nos métodos de Lie criados nos anos 30 do século passado por Magnus e Zassenhaus.
Seus profundos resultados sobre álgebras de Lie com condições de Engel tiveram
fortes inﬂuências em outras partes da álgebra. Em particular, elas acabaram sendo
úteis no âmbito de centralizadores em grupos localmente ﬁnitos. De modo especíﬁco,
foi descoberto na década de 90 que expoentes de centralizadores produzem fortes
impactos sobre o expoente do grupo. Nesse contexto, em 1999 o seguinte Teorema
foi demonstrado por E. Khukhro e P. Shumyatsky em [17]:
Teorema 1 Seja e um inteiro positivo. Suponha que V é um grupo não cíclico de
ordem p2 agindo sobre um grupo ﬁnito G de ordem coprima com p2, de tal maneira
que os expoentes dos centralizadores CG(v) dos elementos não triviais v ∈ V dividem
e. Então, o expoente de G é (e, p)-limitado.
Vale destacar que o Teorema 1 foi um dos primeiros a relacionar o expoente de
um grupo ﬁnito com a estrutura de seus centralizadores. Além disso, por algum
tempo ele foi o único resultado dessa natureza. O Teorema 1 desempenhou um
papel crucial para, em 2001, P. Shumyatsky mostrar o seguinte resultado para
grupos localmente ﬁnitos (ver [28]):
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Teorema 2 Seja G um grupo localmente ﬁnito contendo um subgrupo não cíclico
V de ordem p2 tal que CG(V ) é ﬁnito e CG(v) tem expoente ﬁnito para todos os ele-
mentos não triviais v ∈ V . Então, G é quase localmente solúvel e tem expoente ﬁnito.
Recentemente, especial atenção foi dada a situação onde um grupo de Frobenius
age por automorﬁsmos sobre um grupo G. Relembre que um grupo de Frobenius
[F ]H com núcleo F e complemento H pode ser caracterizado como um grupo ﬁnito
que é um produto semidireto do subgrupo normal F pelo subgrupo H de modo
que CF (h) = 1 para todo h ∈ H\{1}. Recentemente, V. Mazurov levantou algumas
questões sobre ações de grupos de Frobenius. Uma delas foi:
Suponha que um grupo de Frobenius [F ]H age sobre um grupo ﬁnito G de maneira
que GF também é um grupo de Frobenius. É verdade que o expoente de G pode ser
limitado em termos de |H| e do expoente de CG(H), apenas?
Este problema parece ser muito difícil e até agora continua em aberto. Porém,
a questão acima levou a mais perguntas sobre o expoente de grupos ﬁnitos com
automorﬁsmos. Em particular, foi dada alguma atenção para o seguinte problema:
Suponha que um grupo de Frobenius [F ]H com o núcleo F e complemento H age
sobre um grupo ﬁnito G de tal maneira que CG(F ) = 1 e CG(H) tem expoente e.
Então, o expoente de G é (e, |FH|)-limitado?
Trabalhos relacionados com o problema acima (ver por exemplo [29]) produziram
alguns novos resultados relacionados a expoentes de grupos ﬁnitos com automor-
ﬁsmos. Além disso, esses resultados têm sido úteis para lidar com centralizadores
em grupos localmente ﬁnitos. Em particular, P. Shumyatsky demonstrou em [30] o
seguinte:
Teorema 3 Seja e um inteiro positivo. Suponha que um grupo de Klein V age
num grupo ﬁnito G de modo que CG(V ) = 1. Suponha ainda que V contenha duas
involuções distintas v1 e v2 tais que os centralizadores CG(v1) e CG(v2) têm expoente
e. Então, o expoente do subgrupo derivado G′ é e-limitado.
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Com relação ao Teorema 3, ainda não se sabe, se há resultados análogos na
suposição de que o grupo V é um p-grupo abeliano elementar, p sendo um primo
ímpar. Por outro lado, em 2011, o seguinte resultado relacionado ao Teorema 3 foi
obtido por E. Romano e P. Shumyatsky [24]:
Teorema 4 Seja G um grupo localmente ﬁnito contendo um subgrupo de Klein V
com CG(V ) ﬁnito. Suponha que V tenha duas involuções distintas v1 e v2 tais que os
centralizadores CG(v1) e CG(v2) têm expoentes ﬁnitos. Então, G é quase localmente
solúvel e o subgrupo derivado [G, V ]′ tem expoente ﬁnito.
No que segue, [G, V ] = 〈g−1gφ | g ∈ G e φ ∈ V 〉.
Com relação ao Teorema 4, investigamos a situação em que o centralizador de
uma única involução em V tem expoente ﬁnito. Conseguimos o seguinte resultado:
Teorema A Seja G um grupo localmente ﬁnito contendo um subgrupo de Klein V
tal que CG(V ) é ﬁnito e CG(φ) tem expoente ﬁnito para algum φ ∈ V . Então, G é
quase localmente solúvel e [G, φ]′ tem expoente ﬁnito.
Uma consequência do Teorema A é que obtemos detalhes a respeito da estrutura
do grupo G. Mais precisamente, o grupo G terá uma série normal
1EG1 EG2 EG3 EG
tal que G1 e G/G2 têm expoentes ﬁnitos, enquanto que G2/G1 é abeliano. Mais
ainda, G3 é hiperabeliano e tem índice ﬁnito em G, isto é, G é quase hiperabeliano.
Relembre que um grupo G é dito hiperabeliano quando ele tem uma série normal
ascendente (possivelmente inﬁnita) cujos quocientes são grupos abelianos.
Estudamos também a situação em que um grupo localmente ﬁnito G possui um
subgrupo isomorfo a S4, o grupo simétrico de quatro símbolos. Mais precisamente,
sejam A, D e V grupos tais que:
(i) A um grupo isomorfo a S4;
(ii) V o 2-subgrupo maximal normal de ordem 4 de A. Daí, V é um grupo de Klein;
(iii) D = V 〈α〉 o 2-subgrupo de Sylow de A, com a involução α ∈ A\V . Ele é
isomorfo ao grupo diedral de ordem 8.
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Obtemos os seguintes resultados:
Teorema B Seja G um grupo localmente ﬁnito contendo um subgrupo isomorfo a
D tal que CG(V ) é ﬁnito e CG(α) tem expoente ﬁnito. Então, G é quase localmente
solúvel e [G,D]′ tem expoente ﬁnito.
Teorema C Seja G um grupo localmente ﬁnito contendo um subgrupo isomorfo a
A tal que CG(V ) é ﬁnito e CG(α) tem expoente ﬁnito. Então, G é quase localmente
solúvel e tem expoente ﬁnito.
De modo análogo ao Teorema A, uma consequência do Teorema B é que o grupo
G terá uma série normal
1EG1 EG2 EG3 EG
tal que G1 tem expoente ﬁnito, G/G2 é ﬁnito e G2/G1 é abeliano. Mais ainda, G3 é
hiperabeliano e tem índice ﬁnito em G.
Esta tese está dividida em dois capítulos. O primeiro capítulo está dividido
em seções que tratam dos pré-requisitos necessários da Teoria dos Grupos para
um bom entendimento dos principais resultados deste trabalho. Alguns destes pré-
requisitos são: grupos solúveis, grupos nilpotentes, grupos localmente ﬁnitos, grupos
de Chernikov, o Teorema de Schur, condições minimais, automorﬁsmos de grupos,
dentre outros. Alguns resultados do primeiro capítulo são demonstrados e outros
apenas assumidos, tendo como critério para tal escolha apenas a subjetividade.
O segundo capítulo é completamente dedicado às demonstrações dos principais
resultados deste trabalho, a saber, os Teoremas A, B e C, bem como os Corolários
A1 e B1. Estes tratam de informações a respeito da estrutura do grupo em questão.
CAPÍTULO 1
Conceitos Básicos
A construção deste capítulo foi baseada nas seguintes referências: [3], [6], [13],
[22], [25], [34].
1.1 Comutadores
Sejam G um grupo e x, y elementos de G. O elemento
[x, y] = x−1y−1xy
é chamado o comutador dos elementos x e y. Geralmente, denominamos o elemento
xy = y−1xy de conjugado de x por y. Reescrevendo o comutador usando o conceito de
conjugado, temos: [x, y] = x−1xy. Mais geralmente, dados n elementos x1, x2, . . . , xn
em G, deﬁnimos o comutador destes elementos de modo recursivo, como segue
[x1, x2, . . . , xn−1, xn] = [[x1, x2, . . . , xn−1], xn]
onde por convenção [x1] = x1.
Comutadores gozam das seguintes propriedades fundamentais:
Lema 1.1.1 Seja G um grupo com x, y, z ∈ G, quaisquer. Valem:
1. [x, y]−1 = [y, x];
2. [xy, z] = [x, z]y[y, z] e [x, yz] = [x, z][x, y]z;
3. [x, y]z = [xz, yz];
4. [x, y, zx][y, z, xy[z, x, yz]] = 1 (Identidade de Witt);
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5. [x, y−1, z]y[y, z−1, x]z[z, x−1, y]x (Identidade de Hall-Wit).
Sejam H,K subconjuntos não vazios de um grupo G. Deﬁnimos o subgrupo
comutador dos subconjuntos H,K como sendo
[H,K] = 〈[h, k] | h ∈ H, k ∈ K〉.
E, indutivamente deﬁnimos
[H1, H2, . . . , Hn−1, Hn] = [[H1, H2, . . . , Hn−1], Hn]
com H1, H2, . . . , Hn sendo subconjuntos não vazios de G.
O subgrupo [G,G] é chamado o grupo derivado de G. Ele também é denotado
por G′.
Observação 1.1.2
Temos [H,K] = [K,H] e [H,K] E 〈H,K〉. Se H,K são subgrupos normais em
G, então [H,K]EG e [H,K] ≤ H ∩K. Também teremos H EG se, e somente se
[H,G] ≤ H. Se ϕ é um homomorﬁsmo de G, então [H,K]ϕ = [Hϕ, Kϕ]. Finalmente,
se H,K e L são subgrupos normais em G, então [HK,L] = [H,L][K,L].
Introduziremos agora uma deﬁnição análoga aquela do elemento conjugado. Sejam
H um subconjunto não vazio de G e K subgrupo de G. Deﬁnimos
〈HK〉 = 〈hk | h ∈ H, k ∈ K〉.
É claro que H ⊆ 〈HK〉 E 〈H,K〉. É fácil veriﬁcar que 〈HK〉 = 〈H〈 H,K〉〉.
Chamaremos 〈HK〉 de o fecho normal de H em 〈H,K〉. Em particular, para K = G,
temos o fecho normal de H em G. Esse é o menor subgrupo normal em G contendo
H. Ele também é caracterizado por ser a interseção de todos subgrupos normais de
G que contêm H. O conceito de fecho normal 〈HG〉 será essencial neste trabalho,
especialmente no capítulo 2.
Fechos normais têm as seguintes propriedades cujas demonstrações podem ser
encontradas em [22, pág.124].
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Lema 1.1.3 Sejam X, Y subconjuntos e H um subgrupo de um grupo G. Valem:
1. 〈XH〉 = 〈X, [X,H]〉;
2. 〈[X,H]H〉 = [X,H];
3. Se H = 〈Y 〉, então [X,H] = 〈[X, Y ]H〉;
4. Se L = 〈X〉 e H = 〈Y 〉, então [L,H] = 〈[X, Y ]LH〉.
1.2 Séries, Grupos Solúveis e Nilpotentes
Iniciaremos com a básica deﬁnição de uma série. Dado um grupo G, uma série
de G é uma sequência
1 = H0 ≤ H1 ≤ H2 ≤ H3 ≤ · · ·
de subgrupos de G onde cada Hi é subgrupo de seu sucessor.
Os subgrupos Hi são chamados de termos da série.
Se existir um número natural n tal que 1 = H0 ≤ H1 ≤ H2 ≤ H3 ≤ · · · ≤
Hn = G, esse n é chamado de comprimento da série e, neste caso, a série é dita de
comprimento ﬁnito n.
Uma série é chamada própria se Hi 6= Hi+1, para todo i = 0, 1, 2, ....
Se Hi EHi+1, o grupo quociente Hi+1/Hi é chamado um quociente da série.
Deﬁniremos algumas importantes séries. Antes, lembremos que o centro de um
grupo G é o seguinte subgrupo:
Z(G) = {z ∈ G | [z, g] = 1, para todo g ∈ G}
Deﬁnição 1.2.1 Uma série 1 = H0 ≤ H1 ≤ H2 ≤ H3 ≤ · · · de um grupo G é dita
1. subnormal se Hi EHi+1 para todo i = 0, 1, 2, ... ;
2. normal se Hi EG para todo i = 0, 1, 2, ...;
3. central se ela é normal e Hi+1/Hi ≤ Z(G/Hi) para todo i = 0, 1, 2, .... (ou
equivalentemente [Hi+1, G] ≤ Hi para todo i = 0, 1, 2, .... ).
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Observação 1.2.2
(a) Como a normalidade não é transitiva, então a propriedade de um grupo G ter
uma série normal é mais forte do que ter uma série subnormal.
(b) Não há uma terminologia consistente na literatura, alguns autores chamam
nossa série subnormal de normal, e nossa normal de invariante ; livros mais
antigos usam terminologias distintas.
Deﬁnição 1.2.3 Um grupo G é dito ser solúvel quando ele possui uma série
subnormal de comprimento ﬁnito n
1 = H0 ≤ H1 ≤ H2 ≤ H3 ≤ · · · ≤ Hn = G
tal que os quocientes Hi+1/Hi são abelianos, para todo i = 0, 1, ..., n.
Observação 1.2.4
(a) Quando G é solúvel, a série acima é chamada série solúvel;
(b) Quando G é solúvel, o comprimento da menor série solúvel é chamado compri-
mento derivado de G e será denotado por dl(G);
(c) Grupos abelianos são solúveis de comprimento derivado igual a 1.
Relembremos em alguns Lemas propriedades de grupos solúveis. As demonstra-
ções podem ser achadas em [25, págs. 231,232] e [22, pág. 122].
Lema 1.2.5 Seja G um grupo , então:
1. Se H é subgrupo de G e G é solúvel , então H é solúvel;
2. Se H EG e G é solúvel, então G/H é solúvel;
3. Se H EG com H e G/H solúveis, então G é solúvel;
4. Se H,K são subgrupos normais solúveis de G, então HK é solúvel.
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Observação 1.2.6
(a) Nos itens 1 e 2 do Lema 1.2.5, se G for solúvel de comprimento derivado
dl(G) = k, então dl(H) ≤ k e dl(G/H) ≤ k;
(b) O item 4) do Lema 1.2.5 nos diz que todo grupo ﬁnito G tem um único subgrupo
normal solúvel maximal chamado de radical solúvel e denotado por S(G). Este
é o produto de todos os subgrupos normais solúveis de G. Falaremos um pouco
sobre o conceito de radicais na seção 1.6.1.
Os subgrupos normais minimais têm importantes propriedades em grupos solúveis
ﬁnitos. Lembre que um grupo G é dito p-grupo abeliano elementar (p primo), se G é
abeliano e xp = 1 para todo x ∈ G. Destacaremos no Lema a seguir uma propriedade
que é essencial neste trabalho. A demonstração podem ser encontrada em [25, pág.
235].
Lema 1.2.7 Seja G um grupo solúvel ﬁnito. Se N for subgrupo normal minimal de
G, então ele é um p-grupo abeliano elementar para algum primo p.
Nesta tese recorreremos muitas vezes ao seguinte Teorema sobre grupos solúveis
devido a Feit e Thompson (ver [4]). Antes de enunciá-lo, lembre que um grupo 1 6= G
é simples, se seus únicos subgrupos normais são 1 e G.
Teorema 1.2.8 (Feit-Thompson) Qualquer grupo de ordem ímpar é solúvel;
equivalentemente, todo grupo ﬁnito simples não abeliano tem ordem par.
Deﬁnição 1.2.9 Um grupo G é dito nilpotente quando ele possui uma série de
comprimento ﬁnito n
1 = H0 ≤ H1 ≤ H2 ≤ H3 ≤ · · · ≤ Hn = G
que é central.
Observação 1.2.10
(a) Quando G é nilpotente, o comprimento da menor série central é chamado classe
de nilpotência de G e será denotado por cl(G);
1.2 Séries, Grupos Solúveis e Nilpotentes 20
(b) Grupos abelianos são nilpotentes de classe menor do que 1 e grupos nilpotentes
são solúveis.
Em alguns Lemas relembremos propriedades de grupos nilpotentes. As demons-
trações podem ser encontradas em [22, pág. 122].
Lema 1.2.11 Seja G nilpotente, então:
1. Se H é subgrupo de G, então H é nilpotente;
2. Imagens homomórﬁcas de G são nilpotentes.
Observação 1.2.12 No Lema acima, se G for nilpotente de classe cl(G) = k,
então cl(H) ≤ k e cl(G/H) ≤ k.
Para grupos nilpotentes vale destacar o Teorema de Fitting, cuja demonstração
pode ser vista em [22, pág. 133].
Teorema 1.2.13 (de Fitting) Se H,K são subgrupos normais nilpotentes de um
grupo G com classes m e n, respectivamente, então HK é nilpotente com cl(HK) ≤
m+ n.
Observação 1.2.14 O subgrupo gerado por todos os subgrupos normais nilpotentes
de um grupo G é chamado de subgrupo de Fitting de G e será denotado por Fitt(G).
Quando G é ﬁnito, então Fitt(G) é nilpotente, pelo Teorema de Fitting.
Deﬁniremos agora de maneira indutiva importantes subgrupos de um grupo G.
Deﬁnição 1.2.15 O i-ésimo termo da série central inferior γi(G) é deﬁnido indu-
tivamente por
γ1(G) = G, γi+1(G) = [γi(G), G]
para todo i = 1, 2, 3, ...
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Deﬁnição 1.2.16 O i-ésimo centro Zi(G) é deﬁnido indutivamente por
Z0(G) = 1, Zi+1(G) = {z ∈ G | [z, g] ∈ Zi(G), para todo g ∈ G}
para todo i = 0, 1, 2, 3, ...
Deﬁnição 1.2.17 O i-ésimo subgrupo derivado G(i) é deﬁnido indutivamente por
G(0) = G, G(i) = [G(i−1), G(i−1)]
para todo i = 1, 2, 3, ....
Observação 1.2.18
(a) Os subgrupos γi(G), Zi(G) e G(i) são todos característicos em G e, portanto,
normais em G;
(b) Note que γ2(G) = G(1) = G′ é o subgrupo derivado de G. Também, Z1(G) é o
centro de G.
De posse dos subgrupos acima, deﬁniremos as seguintes séries:
Deﬁnição 1.2.19
1. A série central inferior é a série: G = γ1(G)D γ2(G)D γ3(G) · · · ;
2. A série central superior é a série: 1 = Z0(G)E Z1(G)E Z2(G)E · · · ;
3. A série derivada é a série: G(0) = GDG(1) DG(2) · · · ;
Se 1 = H0 ≤ H1 ≤ H2 ≤ H3 ≤ · · · ≤ Hn = G é qualquer série central de
comprimento n de G, então vale:
γi+1(G) ≤ Hn−i ≤ Zn−i(G)
para 0 ≤ i ≤ n.
Os próximos Lemas fornecem caracterizações para a solubilidade e a nilpotência
de um grupo G em função dos subgrupos γi(G), Zi(G) e G(i).
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Lema 1.2.20 Sejam G um grupo e n um inteiro positivo. As seguintes aﬁrmações
são equivalentes:
1. G é solúvel com dl(G) = n;
2. G(n) = 1.
Observação 1.2.21 G é dito um grupo metabeliano quando G′′ = 1.
Lema 1.2.22 Sejam G um grupo e n um inteiro positivo. As seguintes aﬁrmações
são equivalentes:
1. G é nilpotente com cl(G) ≤ n;
2. γn+1(G) = 1;
3. Zn(G) = G.
Listaremos nos próximos Lemas algumas propriedades importantes envolvendo
os subgrupos γi(G), Zi(G) e G(i).
Lema 1.2.23 Sejam G um grupo e i, j, n inteiros positivos. Valem:
1. [γi(G), γj(G)] ≤ γi+j(G);
2. [γi(G), Zj(G)] ≤ Zj−i(G) se j ≥ i;
3. γi(γj(G)) ≤ γij(G);
4. Zi(G/Zj(G)) = Zi+j(G)/Zj(G);
5. G(i) ≤ γ2i(G).
Observação 1.2.24 Das informações acima, deduzimos que se G é nilpotente de
classe no máximo 2k − 1, então G é solúvel e dl(G) ≤ k.
Lema 1.2.25 Sejam G um grupo, N subgrupo normal em G e n um inteiro positivo.
Então:
1. γn(G/N) = γn(G)N/N ;
2. (G/N)(n) = G(n)N/N .
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1.3 O Teorema de Schur
O Teorema de Schur é uma poderosa ferramenta empregada na demonstração dos
principais resultados desta tese. Pela sua relevância neste trabalho, não só daremos
seu enunciado como também apresentaremos uma demonstração baseada em [22,
pág. 287].
1.3.1 O Homomorﬁsmo Transfer
Relembremos a deﬁnição de um transversal:
Deﬁnição 1.3.1 Sejam G um grupo e H um subgrupo de G. Um transversal T à
esquerda (à direita) de H em G é um subconjunto de G que consiste de um elemento
em cada classe lateral à esquerda (à direita) de H em G.
Observação 1.3.2 Nesse sentido é claro que G é a seguinte união disjunta:
G =
⋃
t∈T tH (ou G =
⋃
t∈T Ht). Ademais, todo elemento de G pode ser escrito
unicamente da forma th (ou ht), t ∈ T e h ∈ H.
Sejam G um grupo e H um subgrupo de G tal que |G : H| = n. Escolhendo
um transversal T = {t1, t2, . . . , tn} de H em G, nós temos que Htix = Ht(i)x com
x ∈ G , onde a função i 7→ (i)x é uma permutação do conjunto {1, 2, . . . n}. Assim,
tixt
−1
(i)x ∈ H para todo x ∈ G.
Suponha que θ : H → A é um homomorﬁsmo de H sobre um grupo abeliano
A. Então o Homomorﬁsmo Transfer (ou simplesmente o Transfer) de θ é a função







Como A é abeliano, então a ordem dos fatores no produto é irrelevante.
Lema 1.3.3 O Transfer θ∗ : G→ A é um homomorﬁsmo e não depende da escolha
do transversal.
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Demonstração:



























e θ∗ é homomorﬁsmo, o que mostra o resultado.
Segundo, se T
′
= {t′1, t′2, . . . , t′n} é outro transversal podemos sempre organizar
os ti e os t
′
i de modo que Hti = Ht
′
i e, conseqüentemente, t
′
i = hiti , com hi em H.
Então, se x ∈ G ,












































Agora, veja que, quando i varia sobre o conjunto {1, 2, . . . , n} o mesmo ocorre





















E o transfer não depende do transversal. 
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Sejam x, s1 ∈ G e considere as classes Hs1, Hs1x,Hs1x2, . . .. Com Hs1xl1 = Hs1,
onde l1 é o menor inteiro tal que a igualdade ocorre. Considerando s2 6= s1, faça o
mesmo procedimento anterior com s2 e seja l2 o menor inteiro tal que Hs1xl2 = Hs2.
Dessa maneira, teremos
Hs1, Hs1x,Hs1x
2, . . . , Hskx
lk−1
onde lk o menor inteiro tal que Hskxlk = Hsk.












Mais um Lema útil para a demonstração do Teorema de Schur é o seguinte:
Lema 1.3.5 Seja G um grupo ﬁnitamente gerado e H um subgrupo de G com o
índice |G : H| ﬁnito. Então H é ﬁnitamente gerado.
Demonstração:
Seja G = 〈X〉 onde X é um subconjunto ﬁnito. Se T = {t1 = 1, t2, t3, . . . , tn} é um
transversal de H em G, então temos a seguinte união disjunta G =
⋃
t∈T Ht.
Sejam g ∈ G e Htjg = Ht(j)g. Assim, tjg = h(j, g)t(j)g h(j, g) ∈ H dependendo
de j e g.
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= h(j, g)h((j)g, g1)t(j)gg1
Se g2 é outro elemento de G teremos:
tjgg1g2 = h(j, g)h((j)g, g1)h((j)gg1, g2)t(j)gg1g2
e assim sucessivamente.
Agora, se a ∈ H, então a = x1 · x2 · · · xk, com xi ∈ X ∪X−1, pois G = 〈X〉.
Usando o argumento acima, podemos escrever
a = t1a
= t1x1 · x2 · · ·xk
= h(1, x1)h((1)x1, x2)h((1)x1x2, x3) · · ·h((1)x1 · x2 · · ·xk−1, xk)t(1)x1·x2···xk
= h(1, x1)h((1)x1, x2)h((1)x1x2, x3) · · ·h((1)x1 · x2 · · · xk−1, xk)t(1)a
Mas, H = Ht1a, pois, t1 = 1 e a ∈ H. Portanto, t(1)a = 1, visto que t(1)a e 1
pertencem a T = {t1 = 1, t2, · · · , tn}. Logo,
a = h(1, x1)h((1)x1, x2)h((1)x1x2, x3) · · ·h((1)x1 · x2 · · ·xk−1, xk).
Concluímos que H é gerado por um número ﬁnito de h(i, x), com 1 ≤ i ≤ n e
x ∈ X ∪X−1. 
Lema 1.3.6 (Schur) Seja G um grupo e H ≤ Z(G) tal que |G : H| = n. Então, o
Homomorﬁsmo Transfer da função θ : H → H dada por θ(h) = h , para todo h ∈ H
é a função θ∗ : G→ H dada por θ∗(x) = xn.
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Demonstração:






Como Hsixli = Hsi, então, sixli = zisi , zi ∈ H ≤ Z(G) . Assim, xli = s−1i zisi =














então, θ∗(x) = xn. Finalmente, o Lema 1.3.3 nos garante que o Transfer é um
homomorﬁsmo. 
Teorema 1.3.7 (de Schur) Se G/Z(G) tem ordem ﬁnita n, então o subgrupo
derivado G′ é ﬁnito e (G′)n = 1.
Demonstração:
Seja T = {t1, t2, . . . , tn} um transversal. Como G/Z(G) é ﬁnito, então
G/Z(G) = {t1Z(G), t2Z(G), . . . , tnZ(G)}.
Aﬁrmamos que G′ = 〈[ti, tj] ; 1 ≤ i, j ≤ n〉. De fato, G =
⋃n
i=1 tiZ(G). Sejam
x, y ∈ G , então x = tizi , y = tjzj , com ti, tj ∈ T e zi, zj ∈ Z(G). Assim ,












Da Aﬁrmação acima segue que G′ é ﬁnitamente gerado. Por outro lado, pelo
Lema de Schur, a função ϕ∗ : G → Z(G) dado por ϕ∗(x) = xn é o Homomorﬁsmo
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Transfer de ϕ : Z(G) → Z(G) dado por ϕ(z) = z , para todo z ∈ Z(G). Portanto,
pelo Teorema dos Homomorﬁsmos temos:
G/Nuc(ϕ∗) ∼= ϕ(G) ≤ Z(G)
Assim, G/Nuc(ϕ∗) é abeliano e, portanto, G′ ≤ Nuc(ϕ∗). Logo, para todo
g ∈ G′ ≤ Nuc(ϕ∗), temos ϕ∗(g) = gn = 1, isto é, G′ é de torção.
Mostraremos agora que G′ é ﬁnito. Naturalmente, G′ ∩ Z(G) é abeliano. Como
G′/G′ ∩ Z(G) ∼= Z(G)G′/Z(G)
e, por hipótese, |G : Z(G)| é ﬁnito, então |G′ : G′ ∩ Z(G)| = |Z(G)G′ : Z(G)| é
ﬁnito. Por outro lado, G′ é ﬁnitamente gerado (e de torção) e |G′ : G′ ∩ Z(G)| é
ﬁnito, então pelo Lema 1.3.5 G′∩Z(G) é ﬁnitamente gerado. Além disso, G′∩Z(G)
é de torção, pois G′ ∩ Z(G) ⊆ G′ que o é. Mas então, pelo teorema dos grupos
abelianos ﬁnitamente gerados, segue que G′∩Z(G) é ﬁnito. Finalmente, concluímos
que |G′| = |G′ ∩ Z(G)| · |G′ : G′ ∩ Z(G)| é ﬁnito. 
1.4 O Teorema de Schur-Zassenhaus
O Teorema de Schur-Zassenhaus é muito útil neste trabalho. Ele será usado na
demonstração de um resultado sobre ações coprimas, vista na seção 1.8.
Teorema 1.4.1 Sejam G um grupo ﬁnito e N um subgrupo normal em G tal que
(|N |, |G : N |) = 1. Então:
1. N tem um complemento em G, isto é, existe K subgrupo de G tal que G = KN
e K ∩N = 1;
2. Se K e J são complementos de N em G, então existe g ∈ G tal que J = Kg.
Observação 1.4.2
(a) Se (|N |, |G : N |) 6= 1 o Teorema 1.4.1 pode falhar. Por exemplo, G = 〈x〉 com
|G| = 4. Veja que 〈x2〉 não tem complemento;
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(b) Se N não for normal mesmo quando (|N |, |G : N |) = 1 o Teorema 1.4.1 pode
falhar. Tome G = A5 e N um 3-subgrupo de Sylow de G. Então |N | = 3 mas
G não possui subgrupo de ordem 20;
(c) No grupo de Klein Z2 × Z2, todo subgrupo tem um complemento uma vez que
ele é um espaço vetorial sobre Z2;
(d) Um complemento não precisa ser único. Tome S3 e o subgrupo alternado A3.
Todo subgrupo de ordem 2 é um complemento de A3 em S3.
Daremos uma outra formulação para o Teorema de Schur-Zassenhaus, para isso
precisamos de algumas deﬁnições. Antes, sejam pi um subconjunto não vazio de
números primos e pi′ o complementar de pi em relação ao conjunto de todos os
números primos P.
Deﬁnição 1.4.3
1. Seja G um grupo ﬁnito. Então G é dito um pi-grupo quando todo primo que
divide a ordem de G pertence a pi;
2. Um subgrupo H de G é dito um pi-subgrupo de Hall de G quando ele é pi-
subgrupo e (|H|, |G : H|) = 1.
Observação 1.4.4
(a) Para um determinado subconjunto de primos pi, um pi-subgrupo de Hall pode
não existir. Por exemplo, tome G = A5 e pi = {3, 5}. Neste caso, um {3, 5}-
subgrupo de Hall de G deveria ter índice 4, o que não ocorre;
(b) Se um pi-subgrupo de Hall H de G tem um complemento, então este é um pi′-
subgrupo de Hall de G;
(c) Se G possui um pi-subgrupo de Hall H e um pi′-subgrupo de Hall K, então K é
um complemento de H em G e vice-versa;
(d) Quando pi = {p}, então um pi-subgrupo de Hall H é um p-subgrupo de Sylow
de G. Nesse caso, pelo Teorema de Sylow, sempre existirá pi-subgrupo de Hall
em G.
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Vamos a uma outra formulação para o Teorema de Schur-Zassenhaus:
Teorema 1.4.5 Sejam G um grupo ﬁnito e N um pi-subgrupo de Hall que é normal
em G. Então:
1. G possui pi′-subgrupo de Hall K que é um complemento de H em G;
2. Se N ou G/N é solúvel, quaisquer dois pi′-subgrupo de Hall de G são conjugados
em G.
Pelo Teorema de Feit-Thompson a solubilidade dos grupos N ou G/N no Teorema
acima pode ser removida.
1.5 Grupos Periódicos
Um grupo G é dito periódico (ou de torsão) quando todos os seus elementos têm
ordem ﬁnita. Se existir um menor inteiro positivo n tal que xn = 1 para todo x em
G, então dizemos que G é de expoente ﬁnito n. O expoente de um grupo G será
denotado por exp(G). Obviamente, um grupo ﬁnito tem expoente ﬁnito e um grupo
com expoente ﬁnito é um grupo periódico. Por outro lado, se apenas a identidade
de G tem ordem ﬁnita, então G é chamado livre de torção.
Observação 1.5.1
(a) Um grupo G é periódico se, e somente se, 〈x〉 é ﬁnito para todo x em G;
(b) Claro que há grupos periódicos inﬁnitos. Tome G = {(x1, x2, x3, . . .) | xi ∈ Z2};




+ Z | m,n ∈ Z, n 6= 0
}
.
Um Lema elementar relativo a expoente mas bastante útil neste trabalho é o
seguinte:
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Lema 1.5.2 Sejam G um grupo e N um subgrupo normal de G tais que exp(N) = k
e exp(G/N) = l, então exp(G) ≤ kl.
Demonstração:
Para todo x ∈ G temos que (xl)k = 1, uma vez que xl ∈ N . 
Destacaremos agora nosso objeto central de estudo, a saber: os grupos localmente
ﬁnitos.
Deﬁnição 1.5.3 Um grupo é localmente ﬁnito quando todo subgrupo ﬁnitamente
gerado é ﬁnito.
É fácil ver que todo grupo ﬁnito é localmente ﬁnito. Também, grupos localmente
ﬁnitos são periódicos. Quando estudamos grupos localmente ﬁnitos, seus subgrupos
ﬁnitos requerem uma atenção especial.
Deﬁnição 1.5.4 Seja G um grupo (não necesssariamente localmente ﬁnito). Um
conjunto de subgrupos
∑
do grupo G é chamado um sistema local para G, se:
(i) G =
⋃{H | H ∈∑};
(ii) Para todo par E,F ∈∑, existe um subgrupo H ∈∑ de G tal que E,F ⊆ H.
Em particular, se G é um grupo localmente ﬁnito então o conjunto de todos os
subgrupos ﬁnitos deG formam um sistema local paraG. Ademais, grupos localmente
ﬁnitos que são enumeráveis são bem caracterizados em termos de sistemas locais,
como mostra o
Lema 1.5.5 Seja G um grupo. Então, G localmente ﬁnito e enumerável se, e
somente se, existe um sistema local
∑
consistindo de subgrupos ﬁnitos e que são
totalmente ordenados pela inclusão.
Demonstração:
Seja G localmente ﬁnito e enumerável. Então, G = {g1, g2, ...}. Consideremos
Gn = 〈g1, g2, ..., gn〉. Então, Gn é ﬁnito e Gn ≤ Gn+1, para todo natural n ≥ 1.
Claramente G =
⋃
n≥1Gn e, daí, {Gn | n ≥ 1} forma um sistema local para G.
Reciprocamente, se G possui um tal sistema local
∑
, então G =
⋃
H∈∑H e ele é
claramente localmente ﬁnito. Mais ainda, G é enumerável uma vez que
∑
tem uma
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sequência bem ordenada de grupos ﬁnitos. 
Nas demonstrações dos principais resultados deste trabalho, faremos o uso do
seguinte Teorema devido a Mann (ver [20]): Seja G um grupo tal que G/Z(G) é
localmente ﬁnito e tem expoente n. Então G′ é localmente ﬁnito e tem expoente ﬁnito
o qual é n-limitado.
Embora não apresentemos a demonstração desse resultado, gostaríamos de não
perder a oportunidade de demonstrá-lo numa situação particular. Além do que, como
neste momento do trabalho estamos no ambiente localmente ﬁnito é oportuna sua
apresentação. Embora tal caso particular seja uma consequência do Teorema de
Schur, vamos destacá-lo como um:
Teorema 1.5.6 Seja G um grupo solúvel. Suponha que G/Z(G) é localmente ﬁnito
e tem expoente n. Então G′ é localmente ﬁnito e tem expoente ﬁnito.
Demonstração:
Primeiro mostraremos que G′ é localmente ﬁnito. Com efeito, seja H =
〈x1, x2, . . . , xk〉 ≤ G′ e mostraremos que H é ﬁnito. Como H ≤ G′, então cada
xi, 1 ≤ i ≤ k se escreve como xi =
∏r=1
j=1 zji onde zji = [aji, bji], com 1 ≤ i ≤ k.
Seja K = 〈aji, bji|1 ≤ i ≤ k, 1 ≤ j ≤ r〉. Desta forma, H ≤ K ′. Como K é ﬁ-
nitamente gerado e G/Z(G) é localmente ﬁnito, então KZ(G)/Z(G) é ﬁnito. Mas
K ∩ Z(G) ≤ Z(K), logo K/Z(K) é ﬁnito. Pelo Teorema de Schur segue que K ′ é
ﬁnito e, portanto, H é ﬁnito como queríamos.
Agora, mostraremos que G′ tem expoente ﬁnito. Realmente, sejam a, b quaisquer
elementos em G e considere N = 〈a, b〉. Usando que N ∩ Z(G) ≤ Z(N) e G/Z(G)
tem expoente n, então N/Z(N) tem expoente n-limitado. Daí, N/Z(N) é um grupo
solúvel, ﬁnitamente gerado e de torção, donde, ﬁnito. Pelo Teorema de Schur, temos
que N ′ tem ordem limitada. Assim, o([a, b]) é limitada. Desde que todo quociente
G(i)/G(i+1) é gerado por elementos da forma [a, b] para todo i = 1, 2, 3, ..., dl(G)− 1,
então o expoente de G(i)/G(i+1) é limitado para todo i = 1, 2, 3, ..., dl(G) − 1.
Portanto, G′ tem expoente limitado. 
Um grupo localmente ﬁnito (inﬁnito) importante neste trabalho é o p-grupo
quasecíclico, denotado por Cp∞ , onde p é um primo. Em termos de geradores e
relações temos a seguinte caracterização para Cp∞ :
Cp∞ ∼= 〈xi | xpi+1 = xi, xp1 = 1, i = 1, 2, ..., 〉.
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Este grupo também surge mais concretamente; ele pode ser pensado como as p-
ésimas raízes complexas da unidade, ou como o conjunto dos elementos de ordens
potências de p no grupo abeliano aditivo Q/Z. Todo subgrupo próprio de Cp∞ é
cíclico e ﬁnito. De acordo com o isomorﬁsmo descrito anteriormente, pode-se ver
que Cp∞ não tem expoente ﬁnito. Mais ainda, o produto direto de grupos Cp∞ é
localmente ﬁnito.
Já sabemos que grupos localmente ﬁnitos são periódicos. Será que vale a re-
cíproca? A recíproca está relacionada com os chamados problemas de Burnside.
Discorreremos um pouco sobre eles na próxina subseção, que foi baseada na tese de
doutorado de J. Caldeira (ver [33] para maiores detalhes históricos).
1.5.1 Os Problemas de Burnside
1) O Problema Geral de Burnside
Em 1902, William Burnside, em seu trabalho entitulado On an unsettled question
in theory of descontinuous, levantou o seguinte problema:
É verdade que todo grupo periódico é localmente ﬁnito?
Equivalentemente:
É verdade que todo grupo periódico ﬁnitamente gerado é ﬁnito?
Esta questão ﬁcou conhecida como O Problema Geral de Burnside e permaneceu
em aberto por algum tempo, até que em 1964 Golod apresentou um contra-exemplo:
constrói para todo primo p e todo d ≥ 2 um p-grupo inﬁnito, d-gerado, tal que
todo subgrupo (d− 1)-gerado é ﬁnito. Esta foi a primeira resposta negativa para o
Problema Geral de Burnside. Outros contra-exemplos foram surgindo por meio de
diferentes técnicas.
2) O Problema de Burnside
Seja Fm o grupo livre com m geradores e seja N = 〈xn | x ∈ Fm〉. Posto isto, o
Grupo Livre de Burnside m-gerado e de expoente n é deﬁnido como
B(m,n) = Fm/N.
As seguintes questões (equivalentes) ﬁcaram conhecidas como O Problema de Burn-
side:
(i) É verdade que todo grupo de expoente n é localmente ﬁnito?
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(ii) É verdade que todo grupo de expoente n, ﬁnitamente gerado é ﬁnito?
(iii) B(m,n) é ﬁnito?
Note que B(1, n) e B(m, 2) são ambos ﬁnitos, pois o primeiro é um grupo cíclico
de ordem n e o segundo é um 2-grupo abeliano elementar. Burnside demonstrou em
1902 que B(m, 3) é ﬁnito. Sanov em 1940 demonstrou que B(m, 4) é ﬁnito e em
1958, M. Hall mostrou a ﬁnitude de B(m, 6). São problemas em aberto as ﬁnitudes
de B(m, 5), B(m, 8), B(m, 9) e B(m, 12).
A resposta para O Problema de Burnside é também negativa e o primeiro contra-
exemplo apareceu com Novikov e Adian em 1968, num trabalho onde demonstraram
que para todo n ≥ 4381, n ímpar, e para todo m > 1, existe um grupo inﬁnito m-
gerado e de expoente n. Em 1975, Adian melhora este último resultado considerando
n ≥ 665, n ímpar. Outros resultados neste sentido foram obtidos por Olshanskii,
que construi um grupo que ﬁcou conhecido como Mostro de Tarsky (grupo inﬁnito
não abeliano onde todo subgrupo próprio tem ordem prima p, com p suﬁcientemente
grande). Em 1982 ele usou as mesmas técnicas da construção do Mostro de Tarsky
para dar uma demonstração de que B(m,n) é inﬁnito para n > 1010, n ímpar;
Ivanov em 1992 mostrou que B(m,n) é inﬁnito para todo m > 1 e n suﬁcientemente
grande, a saber, n ≥ 248; Lysënok apresentou solução negativa para n ≥ 8000, n
divisível por 16.
Muitos pesquisadores se dedicam a investigação da ﬁnitude ou não de B(m,n)
para certos valores de m e n.
3) O Problema Restrito de Burnside
Um grupo G é dito residualmente ﬁnito se para todo 1 6= g ∈ G existe um
subgrupo normal Ng de G tal que g 6∈ Ng e G/Ng é ﬁnito. Posto isso, as seguintes
questões (equivalentes) ﬁcaram conhecidas como O Problema Restrito de Burnside:
(i) É verdade que todo grupo ﬁnito, m-gerado e de expoente n tem sua ordem
limitada por uma função que depende apenas de m e n?
(ii) B(m,n) possui apenas um número ﬁnito de subgrupos de índice ﬁnito?
(iii) É verdade que todo grupo residualmente ﬁnito de expoente n é localmente
ﬁnito?
O Problema Restrito de Burnside foi respondido aﬁrmativamente em 1989 com
um trabalho premiado de Zelmanov [35, 36]. Em 1956, P. Hall e G. Higman [7]
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apresentaram importantíssimos resultados relacionados com este problema, onde
reduziram o Problema Restrito de Burnside ao caso de grupos com expoente potência
de primo e obtêm, assim, contribuições importantes para uma resposta positiva. Em
1959, A.I.Kostrikin apresentou uma solução parcial, demonstrando o caso em que o
expoente do grupo é um número primo. Suas discussões basearam-se em um profundo
estudo de álgebras de Lie de característica prima com condição de Engel.
1.6 Classes de Grupos
A seguinte deﬁnição de classe de grupos é baseada na referência [22].
Uma classe de grupos X é uma classe (não é um conjunto) cujos seus membros
são grupos e que satisfaz as seguintes propriedades:
(i) X contém um grupo de ordem 1;
(ii) se H ∼= G ∈ X , então H ∈ X .
Exemplos de classes de grupos são: a classe de todos os grupos, todos os grupos
ﬁnitos, todos os grupos abelianos.
Se X é uma classe de grupos, então sX e qX denotarão, respectivamente, a classe
de todos os grupos que são isomorfos a um subgrupo de um grupo G ∈ X , e a classe
de todos os grupos que são imagens homomórﬁcas de um grupo G ∈ X .
Uma classe X é dita fechada para subgrupos quando X = sX e, fechada para
quocientes quando X = qX . Uma classe X é dita fechada para extensões se
N,G/N ∈ X com N E G, implicar que G ∈ X . Uma classe X é dita N0-fechada
se N,H são subgrupos normais de G, com N,H ∈ X , implicar que NH ∈ X . Em
particular, a classe de todos os grupos solúveis éN0-fechada. Note que qualquer classe
X de grupos que é fechada para quocientes e extensões será N0-fechada também.
Mais geralmente, X é dita N-fechada se {Ni}i∈I for uma família de subgrupos
normais de um grupo G com Ni ∈ X para todo i ∈ I, então
∏
i∈I Ni ∈ X , onde∏
i∈I Ni é o produto de todos os subgrupos normais Ni.
Seja X uma classe de grupos. Dizemos que um grupo G é localmente-X se todo
subgrupo ﬁnitamente gerado de G pertence a X . Se, por exemplo, X for a classe
de todos os grupos ﬁnitos, então G é localmente ﬁnito se, e somente se, para todo
subgrupo H de G com H ﬁnitamente gerado implicar H ∈ X .
Dizemos que um grupo G é quase-X se G tem um subgrupo H de índice ﬁnito
(em G) tal que H ∈ X . Note que se G ∈ X , então G é quase-X , pois |G : G| = 1.
Destacaremos neste trabalho, dois tipos importantes de grupos: grupo periódico
localmente solúvel e grupo periódico quase localmente solúvel.
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Nosso objetivo agora é apresentar algumas propriedades de grupos periódicos
localmente ﬁnitos, localmente solúveis e grupos quase localmente solúveis.
Lema 1.6.1 A classe X formada por todos os grupos periódicos é fechada para
subgrupos, quocientes e extensões.
Demonstração:
Fechada para subgrupo: sejam G ∈ X e H ≤ G. Como todo elemento de G tem
ordem ﬁnita, em particular, os elementos de H, então H ∈ X . Fechada para quo-
cientes: sejam G ∈ X e φ um homomorﬁsmo de G. Uma vez que a ordem de φ(x)
divide a ordem de x para todo x ∈ G, então φ(G) ∈ X . Finalmente, X é fechada
para extensões: seja N EG com ambos N e G/N em X . Seja x ∈ G qualquer. Desde
que G/N ∈ X , então xk ∈ N para algum inteiro positivo k e, uma vez que N ∈ X ,
então xkj = 1 para algum inteiro positivo j. Portanto, G ∈ X como queríamos. 
Lema 1.6.2 A classe X formada por todos os grupos localmente ﬁnitos é fechada
para subgrupos, quocientes e extensões.
Demonstração:
Fechada para subgrupo: sejam G ∈ X , H ≤ G e K um subgrupo ﬁnitamente gerado
de H. Então K um é subgrupo ﬁnitamente gerado de G. Mas G ∈ X , então K é
ﬁnito, daí segue-se que H ∈ X .
Fechada para quocientes: sejam G ∈ X , φ um homomorﬁsmo de G e H subgrupo
ﬁnitamente gerado de φ(G). Daí, H = 〈φ(h1), φ(h2), . . . , φ(hi)〉 = φ(〈h1, h2, . . . , hi〉),
com hj ∈ G, 1 ≤ j ≤ i. Como G ∈ X então 〈h1, h2, . . . , hi〉 é ﬁnito e, assim, H é
ﬁnito. Logo, φ(G) ∈ X .
Fechada para extensões: seja N E G com ambos N e G/N em X . Seja H um
subgrupo ﬁnitamente gerado de G e mostremos que ele é ﬁnito. Temos HN/N
ﬁnito, pois G/N ∈ X . Daí, |H : H ∩N | é ﬁnito. Agora, usando o Lema 1.3.5 segue
que H ∩N é ﬁnitamente gerado, logo ﬁnito dado que N ∈ X . Portanto, G ∈ X e a
demonstração está completa. 
Lema 1.6.3
1. Todo grupo periódico localmente solúvel é localmente ﬁnito;
2. Todo grupo periódico quase localmente solúvel é localmente ﬁnito.
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Demonstração:
1) Sejam G periódico localmente solúvel e H um subgrupo ﬁnitamente gerado de
G. Então H é um grupo periódico e solúvel. Logo, existe uma série
1 = H0 ≤ H1 ≤ H2 ≤ H3 ≤ · · · ≤ Hs−1 ≤ Hs = H
tal que os quocientesHi+1/Hi são abelianos, para todo i = 0, ..., s−1. ComoHs/Hs−1
é grupo abeliano periódico ﬁnitamente gerado, então ele é ﬁnito. Pelo Lema 1.3.5,
segue que Hs−1 é ﬁnitamente gerado. Por indução sobre s, Hs−1 é ﬁnito. Mas então,
G é localmente ﬁnito.
2) Seja G periódico quase localmente solúvel, então existe subgrupo M tal que
o índice |G : M | é ﬁnito e M é localmente solúvel. Pelo item 1) temos que M é
localmente ﬁnito. Agora o resultado segue do Lema 1.6.2. 
Proposição 1.6.4 A classe de todos os grupos periódicos localmente solúveis é
N0−fechada.
Demonstração:
É suﬁciente mostrar que a classe de todos os grupos periódicos localmente solúveis
é fechada para extensões. Assim, seja G um grupo contendo um subgrupo normal
N tal que ambos N e G/N são periódicos localmente solúveis. Claramente G é
periódico. Se H é um subgrupo ﬁnitamente gerado de G, então HN/N é um grupo
solúvel ﬁnitamente gerado e, assim, H/H ∩N é ﬁnito pelo Lema 1.6.3. Agora, pelo
Lema 1.3.5, segue que H ∩ N é ﬁnitamente gerado (e solúvel). Logo, por hipótese,
concluímos que H ∩ N é ﬁnito. Assim, H é um grupo solúvel ﬁnito, daí segue-se
que G é localmente solúvel, como queríamos. 
1.6.1 Radicais e Resíduos
Seja X é uma classe de grupos. Deﬁnimos o radical-X de um grupo G como sendo
o produto de todos os subgrupos normais de G que pertencem a classe X . Se tais
subgrupos normais não existem, então o radical-X será deﬁnido como o grupo trivial.
Denotaremos o radical-X de um grupo G por GX ; assim, GX = Π{N EG | N ∈ X}.
É fácil veriﬁcar que GX é sempre subgrupo característico de G. A situação mais
interessante é o caso em que GX pertença a X , uma vez que neste caso, G conterá um
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único X -subgrupo normal maximal. Certamente, em geral GX não precisa pertencer
a X ; por exemplo, um produto direto (inﬁnito) de grupos solúveis não precisa ser
solúvel. Se X for a classe de todos os grupos nilpotentes ﬁnitos e G for ﬁnito, então
GX ∈ X pois, neste caso, GX nada mais é do que o Fitt(G). Por outro lado, pela
Proposição 1.6.4 todo grupo localmente ﬁnito tem um radical localmente solúvel, o
qual é novamente localmente solúvel.
De maneira completamente análoga, se X é uma classe de grupos, então o
residual-X de um grupo G é deﬁnido por
GX =
⋂
{N EG | G/N ∈ X}.
Também GX será subgrupo característico de G. Em geral G/GX não precisa
pertencer a X . Por exemplo, se X é a classe de todos os grupos ﬁnitos, então G/GX
não precisa ser ﬁnito. Similar ao que acontece com GX , se G/GX ∈ X , então este
é o menor subgrupo normal de G com quociente em X .
Lema 1.6.5 Suponha que X é uma classe de grupos que é fechada para subgrupos
e N-fechada. Se H ≤ G, então H ∩GX ≤ HX com a igualdade ocorrendo se H EG.
Se X é também fechada para quocientes e H EG, então GXH/H ≤ (G/H)X
Demonstração: GX ∈ X , pois X é N -fechada. Daí, H ∩ GX ∈ X , pois X é
subgrupo fechada. Uma vez que H ∩ GX E H temos que H ∩ GX ≤ HX . Se
H E G, então HX ≤ GX e a igualdade segue. Seja H E G e considere o homo-
morﬁsmo φ : G → G/H. Como agora X é também fechada para quocientes, então
GXH/H ∈ X . Juntando com o fato de que GX é normal em G, o resultado segue. 
Observação 1.6.6
(a) Sejam pi um subconjunto não vazio de números primos e pi′ = P \ pi, onde P
é o conjunto dos números primos. Denotaremos por Xpi a classe de todos os
pi-grupos. Como o produto de um número arbritrário de pi-subgrupos normais
de um grupo é novamente um pi-grupo, então todo grupo G localmente ﬁnito
contém um único pi-subgrupo normal maximal, que é o radical-GXpi . Neste caso,
vamos denotá-lo por Opi(G). Em particular, quando pi = {2}, escreveremos
O(G) no lugar de Opi′(G).
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(b) Pelo Lema 1.6.5, segue que para cada subgrupo H de G tem-se H ∩ Opi(G) ≤
Opi(H) e H ∩Opi(G) = Opi(H) se, e somente se, H EG.
1.7 A Condição Minimal, Grupos de Chernikov e
Grupos com min-p
Nesta seção apresentaremos mais ferramentas que desempenharão um papel
considerável neste trabalho. São elas: grupos com condição minimal, grupos de
Chernikov e grupos com min-p, p um número primo. Veremos como estes conceitos
se relacionam com os de grupos localmente ﬁnitos a ﬁm de produzir resultados úteis
para demonstração dos principais Teoremas deste trabalho.
1.7.1 A Condição Minimal Sobre Subgrupos
Há muitas propriedades de grupos inﬁnitos que são motivadas por aquelas dos
grupo ﬁnitos. Tais condições de ﬁnitude têm desempenhado um papel extrema-
mente essencial na teoria dos grupos. A condição minimal sobre subgrupos é uma
delas.
Deﬁnição 1.7.1 Um grupo G é dito ter a condição minimal sobre subgrupos (ou G
satisfaz min) se todo conjunto não vazio de subgrupos de G, parcialmente ordernados
pela inclusão, tem um elemento minimal.
Observação 1.7.2 Certamente, todos os grupos ﬁnitos têm condição minimal
sobre subgrupos. Também, para cada primo p, o p-grupo quasecíclico Cp∞ satisfaz
min uma vez que seus subgrupos próprios são ﬁnitos.
No que segue, denotaremos a classe de todos os grupos satisfazendo min por Xmin.
O próximo Teorema dará uma importante caracterização para grupos em Xmin. Tal
caracterização evidencia a condição de ﬁnitude que está por trás da deﬁnição acima.
Antes, precisamos da seguinte deﬁnição:
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Deﬁnição 1.7.3 Um grupo G satisfaz a condição de cadeia descendente (ou satisfaz
c.c.d) para subgrupos se toda sequência descendente de subgrupos
H1 ≥ H2 ≥ H3 ≥ · · ·
em G é ﬁnita, isto é, existe um inteiro positivo n tal que Hn = Hk para todo k ≥ n.
Observação 1.7.4 Grupos cíclicos inﬁnitos não satisfazem c.c.d, também o grupo
dos racionais Q. Por outro lado, o p-grupo quasecíclico Cp∞ satisfaz c.c.d.
A caracterização ora informada anteriormente é a seguinte:
Teorema 1.7.5 Um grupo G tem min se, e somente se, ele satisfaz c.c.d.
Demonstração:
Suponha que G tem min e que
H1 ≥ H2 ≥ H3 ≥ · · ·
é uma sequência descendente de subgrupos de G. Seja S = {Hi ≤ G | i ∈ I}.
Então, existe um elemento minimal Hk ∈ S, para algum inteiro positivo k. Como
Hk ≥ Hk+j para todo j ≥ 1, segue que Hk = Hk+j. Reciprocamente, suponha
que G satisfaz c.c.d e seja S = {Hi | i ∈ I} um conjunto não vazio de subgrupos
parcialmente ordenado pela inclusão de G. Se H1 ∈ S não é minimal, então existe
H2 ∈ S para o qual H1 > H2. Se H2 ∈ S não é minimal, então existe H3 ∈ S
para o qual H1 > H2 > H3. Esse procedimento leva a contrução de uma sequência
descendente de subgrupos que deve ser ﬁnita uma vez que G satisfaz c.c.d. Portanto,
S deve ter um elemento minimal. 
Colorário 1.7.6 Todo grupo satisfazendo min é periódico.
Demonstração:
Suponha que G é um grupo não periódico satisfazendo min. Seja x ∈ G de ordem
inﬁnita. Logo, a sequência descendente de subgrupos
〈x〉 > 〈x2〉 > 〈x4〉 > · · · > 〈x2n〉 > · · ·
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não pode ser ﬁnita. Contradição pelo Teorema 1.7.5. 
Observação 1.7.7 Fica claro do Corolário acima que grupos com min não têm
subgrupos isomorfos a Z.
Mais uma caracterização importante para grupos com min é a seguinte:
Lema 1.7.8 Um grupo G satisfaz min se, e somente se, todo subgrupo enumerável
de G satisfaz min.
Demonstração:
A condição necessária é clara. Para a condição suﬁciente, suponha que G tenha uma
sequência descendente inﬁnita de subgrupos distintos
H1 > H2 > H3 > · · · .
Para cada natural i seja hi ∈ Hi \ Hi+1. Então H = 〈hi | i ≥ 1〉 é um subgrupo
enumerável de G, logo por hipótese, ele satisfaz min. Porém,
H ∩H1 > H ∩H2 > H ∩H3 > · · · .
é uma sequência descendente de subgrupos distintos de H, isso nos dá uma
contradição. Logo, G deve satisfazer min.

A estrutura de grupos abelianos com min é bem deﬁnida. Isso devido ao seguinte
resultado de Kuro² cuja demonstração pode ser encontrada em [22, pág. 104]
Teorema 1.7.9 (Kuro²) Seja G um grupo abeliano. Então G tem min se, e
somente se, G é um produto direto de um número ﬁnito de p-grupos quasecíclicos e
grupos cíclicos de ordem potência de um primo.
Mostraremos agora a Lei Modular de Dedekind que será usada na demonstração
do próximo Lema bem como na demonstração do Lema 2.1.2.
Proposição 1.7.10 (Lei Modular de Dedekind) Sejam H,K,L subgrupos de
um grupo G e assuma que K ⊆ L. Então, (HK) ∩ L = (H ∩ L)K.
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Demonstração:
Em primeiro lugar, temos que (H ∩ L)K ⊆ HK e (H ∩ L)K ⊆ LK = L: assim,
(H ∩ L)K ⊆ HK ∩ L. Reciprocamente, seja x ∈ (HK) ∩ L. Então, x = hk e,
daí, h = xk−1 ∈ LK = L. A conclusão é que x ∈ (H ∩ L)K e a Proposição está
demonstrada. 
Lembre que um grupo G é uma extensão de um grupo K por um grupo L se
existe um subgrupo normal N de G tal que N ∼= K e G/N ∼= L. Por exemplo,
qualquer produto semidireto [K]L é uma extensão de K por L.
Com relação as propriedades fechadas de grupos com min, temos:
Lema 1.7.11 A classe Xmin é fechada para subgrupos, quocientes e extensões.
Demonstração:
Que é fechada para subgrupos e quocientes segue direto da deﬁnição. Seja G um
grupo com N EG e ambos N e G/N em Xmin. Suponha que
H1 ≥ H2 ≥ H3 ≥ · · ·
é uma sequência descendente de subgrupos em G. Então,
H1 ∩N ≥ H2 ∩N ≥ H3 ∩N ≥ · · ·
e
H1N/N ≥ H2N/N ≥ H3N/N ≥ · · ·
são sequências descendentes de subgrupos em N e G/N , respectivamente. Logo, por
hipótese, existe inteiro positivo k tal que Hn ∩ N = Hk ∩ N e HnN = HkN para
todo n ≥ k. Daí, aplicando a Lei Modular de Dedekind, teremos:
Hk = Hk ∩HkN = Hk ∩HnN = Hn(Hk ∩N) = Hn(Hn ∩N) = Hn.
A conclusão é que G ∈ Xmin. 
Observação 1.7.12 Do Lema 1.7.11 segue que a classe Xmin é N0-fechada.
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1.7.2 Grupos de Chernikov
Nesta seção estudaremos os grupos de Chernikov. Apresentaremos alguns resulta-
dos fundamentais sobre tais grupos e, para isso, relembremos a deﬁnição de grupos
abelianos divisíveis.
Deﬁnição 1.7.13 Um grupo abeliano G é dito divisível se para qualquer x ∈ G e
qualquer inteiro positivo n, existe y ∈ G tal que yn = x.
Observação 1.7.14 O grupo aditivo dos racionais Q e Cp∞ são exemplos de grupos
divisíveis. Por outro lado, Z não é divisível.
Um importante, elementar e útil resultado sobre grupos divisíveis é o que segue:
Lema 1.7.15 Se G é grupo abeliano divisível e N é subgrupo de índice ﬁnito em
G, então G = N .
Demonstração:
Seja N ≤ G com |G : N | = k. Logo, xk ∈ N para todo x ∈ G. Por outro lado, G é
divisível, logo para todo y ∈ G temos que y = zk para algum z ∈ G, isto é, y ∈ N
e, assim, G = N . 
Estamos prontos para a deﬁnição de grupo de Chernikov.
Deﬁnição 1.7.16 Um grupo G é dito um grupo de Chernikov quando ele é uma
extensão de um grupo abeliano por um grupo ﬁnito e satisfaz min.
Tais grupos são em homenagem a S.N.Chernikov, que fez um extenso estudo de
grupos com min. Segue do Teorema 1.7.9 que um grupo G é de Chernikov se, e
somente se, ele tem um subgrupo normal N abeliano divisível de índice ﬁnito (em
G), e N é um produto direto de uma quantidade ﬁnita de p-grupos quasecíclicos para
diversos primos p, isto é, N = Cp∞1 ×Cp∞2 × · · · ×Cp∞i , onde pj ∈ P, para 1 ≤ j ≤ i.
Podendo ocorrer N = 1. Chamaremos N de parte divisível de G e denotaremos por
G0.
Observação 1.7.17
(a) Todo grupo de Chernikov é localmente ﬁnito;
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(b) Todo grupo de Chernikov satisfaz min;
(c) Um grupo de Chernikov tem expoente ﬁnito se, e só se, ele é ﬁnito;
(d) O grupo Cp∞ tem o automorﬁsmo de ordem 2, φ : g 7→ g−1. Assim, o produto
semidireto [Cp∞ ]Z2 é um grupo de Chernikov.
Os próximos dois Lemas nos darão uma caracterização importante de G0. Antes,
denotaremos por F a classe de todos os grupos ﬁnitos. Então, GF será o residual
ﬁnito de G (ver subseção 1.6.1).
Lema 1.7.18 Seja G um grupo tal que o conjunto de todos os subgrupos normais
de índice ﬁnito tem min. Então, o residual ﬁnito GF tem índice ﬁnito em G.
Demonstração:
Relembremos que GF =
⋂{N E G | G/N ∈ F}. Seja S = {N E G | G/N ∈ F}.
Então, por hipótese, S tem um elemento minimal, digamos K. Visto que a inter-
seção de dois subgrupos de índice ﬁnito tem índice ﬁnito, segue que K ≤ N para
todo N ∈ S. Assim, K = GF . 
Lema 1.7.19 Se G é um grupo de Chernikov, então G0 = GF .
Demonstração:
Uma vez que G tem min, então pelo Lema 1.7.18 temos que G/GF é ﬁnito. Mas
G0 também tem índice ﬁnito em G, logo GF ≤ G0. Por outro lado, uma vez que
G0GF/GF é um grupo abeliano divisível e ﬁnito, então ele deve ser trivial, logo
G0 ≤ GF e o resultado segue. 
Observação 1.7.20 Todo grupo de Chernikov G não trivial tem um subgrupo
característico ﬁnito não trivial. Ora, se G for ﬁnito, então o resultado é claro. Caso
contrário, G0 é não trivial. Assim, para algum primo p, G0[p] = {g ∈ G0 | o(g) = p}
é não trivial. Também é ﬁnito, pois G0 tem min e exp(G0[p]) = p. Claramente ele é
característico em G.
Observação 1.7.21
(a) A classe dos grupos de Chernikov é fechada para subgrupos e quocientes;
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(b) Se G é uma extensão de um grupo de Chernikov por um grupo ﬁnito, então G
é de Chernikov.
Proposição 1.7.22 A classe dos grupos de Chernikov é fechada para extensões.
A Proposição acima não é tão simples de se demonstrar. Ela precisa de um
Teorema que caracteriza grupos solúveis com condição minimal sobre subgrupos
normais. O referido Teorema que pode ser encontrado em, por exemplo, [3, Teorema
1.6.7].
Agora, apresentaremos o resultado mais importante e profundo relacionado aos
grupos de Chernikov e usado nesta tese. O mesmo foi demonstrado independente-
mente por Shunkov [32] e, por Kegel e Wehrfritz [13, 14]. Apresentaremos a versão
encontrada em [13, Corolário 5.8].
Teorema 1.7.23 Para um grupo localmente ﬁnito G as seguintes aﬁrmações são
equivalentes:
1. G é um grupo de Chernikov;
2. G satisfaz a condição minimal sobre subgrupos;
3. O centralizador de todo elemento não trivial de G satisfaz condição minimal
sobre subgrupos;
4. Todo subgrupo abeliano de G tem min.
1.7.3 Grupos com min-p
Em grupos ﬁnitos temos os conhecidos teoremas de Sylow. Para grupos localmente
ﬁnitos a condição min-p, p primo, nos propicia grandes avanços para o estudo dos p-
subgrupos de Sylow de um grupo G. Não é o objetivo deste trabalho fazer um estudo
avançado de tal teoria, mais sim, destacar os principais pontos que nos serviram de
suporte para as demonstrações de nossos principais teoremas.
Deﬁnição 1.7.24 Seja p um número primo. Um grupo G satisfaz min-p se cada
um dos seus p-subgrupos satisfaz min.
Valem os seguintes resultados para grupos satisfazendo min-p, cujas demonstra-
ções podem ser encontradas em [13].
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Lema 1.7.25
(a) Um grupo G satisfaz min-p se, e somente se, toda sequência descendente de
p-subgrupos é ﬁnita;
(b) Seja G é localmente ﬁnito satisfazendo min-p. Se N é um subgrupo normal de
G, então N e G/N também satisfazem min-p.
No que segue, Maxp(G) denotará o conjunto de todos os p-subgrupos maximais
de um grupo G. Pelo Lema de Zorn, todo p-subgrupo de G está contido em pelo
menos um p-subgrupo maximal de G, e daí, Maxp(G) é não vazio. Daremos agora
a deﬁnição de um p-subgrupo de Sylow de G segundo [13]:
Deﬁnição 1.7.26 Sejam G um grupo e p um número primo. Um subgrupo P é um
p-subgrupo de Sylow de G se P ∈ Maxp(G) e ele contém uma cópia isomórﬁca de
todo p-subgrupo de G.
O conjunto formado por todos os p-subgrupos de Sylow de G será denotado por
Sylp(G). Claramente, Sylp(G) ⊆ Maxp(G). Ademais, ele é invariante pela ação de
todo automorﬁsmo de G. Se os p-subgrupos maximais de G são todos isomorfos
ou até conjugados, então Sylp(G) = Maxp(G). Assim, os p-subgrupos de Sylow de
um grupo ﬁnito são justamente seus p-subgrupos maximais, e a nossa deﬁnição é
consistente com a terminologia usual para grupos ﬁnitos. O problema é que um
grupo localmente ﬁnito não precisa conter um p-subgrupo de Sylow para um dado
primo p (ver um exemplo em [13], pág.85).
Uma das técnicas usadas na demonstração de nossos principais resultados requer
o uso de p-subgrupos de Sylow em grupos localmente ﬁnitos. O seguinte Lema dá
uma condição suﬁciente para um grupo localmente ﬁnito conter p-subgrupos de
Sylow (ver [13, Lema 3.7]).
Lema 1.7.27 Se G é um grupo localmente ﬁnito satisfazendo min-p, então G
contém p-subgrupos de Sylow. Mais ainda, todo p-subgrupo ﬁnito de G está contido
num p-subgrupo de Sylow de G.
Também vale (ver [13, Lema 3.13]):
Lema 1.7.28 Seja G localmente ﬁnito satisfazendo min-p. Se N é um subgrupo
normal de G e P um p-subgrupo de Sylow de G, então P ∩ N é um p-subgrupo de
Sylow de N .
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Finalizaremos esta seção com Lemas que seguem imediatamente de [13, Corolário
3.11], [13, Corolário 3.2] e [13, Corolário 3.17], respectivamente.
Lema 1.7.29 Se G é um grupo localmente ﬁnito satisfazendo min-p, então um p-
subgrupo P de G é um p-subgrupo de Sylow de G se, e somente se, P contém um
conjugado de todo p-subgrupo ﬁnito de G.
Lema 1.7.30 Um grupo localmente ﬁnito tendo elementos de ordem p satisfaz min-
p se, e somente se, ele contém um p-subgrupo ﬁnito cujo centralizador satisfaz min-p.
Lema 1.7.31 Seja G um grupo periódico quase localmente solúvel que satisfaz min-
p. Então, G/Op′(G) é um grupo de Chernikov.
1.8 Sobre Automorﬁsmos de Grupos
Sejam V e G grupos com V ≤ Aut(G). Como sabemos, podemos considerar V e G
como subgrupos do produto semidireto [G]V . Apresentaremos agora dois subgrupos
de G (ou [G]V ) fundamentais neste trabalho.
Deﬁnição 1.8.1
1. O centralizador de V em G (ou subgrupo dos pontos ﬁxos de V em G):
CG(V ) = {x ∈ G | xφ = x, para todo φ ∈ V };
2. O subgrupo comutador
[G, V ] = 〈x−1xφ | x ∈ G e φ ∈ V 〉.
Observação 1.8.2
(a) [G, V ] é subgrupo normal de G, uma vez que no produto semidireto [G]V temos
[G, V ] E 〈V,G〉;
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(b) [G, V ] é V -invariante, pois [x, φ]ψ = [xψ, φψ] ∈ [G, V ], para todo ψ ∈ V e
para todo [x, φ] ∈ [G, V ]. Portanto, V pode ser considerado como um grupo de
automorﬁsmos de [G, V ] e, assim, o subgrupo [[G, V ], V ] de [G, V ] está bem
deﬁnido;
(c) CG(V ) é V -invariante;
(d) V age trivialmente sobre G se, e somente se, [G, V ] = 1.
Lema 1.8.3 Se N é um subgrupo V -invarinte de G, então [G, V ] ≤ N se, e somente
se, (xN)φ = xN para todos x ∈ G e φ ∈ V . Em adicional, se N for subgrupo normal
e V age trivialmente sobre G/N , então [G, V ] ≤ N .
Demonstração:
Para todos x ∈ G e φ ∈ V temos:
(xN)φ = xN ⇔ xφN = xN ⇔ x−1xφN = N ⇔ [x, φ] ∈ N.
O resto é imediato. 
Observação 1.8.4 O Lema acima tem a seguinte leitura equivalente: [G, V ] é o
único menor subgrupo normal V -invariante de G tal que V age trivialmente sobre
G/[G, V ].
Num grupo, um elemento de ordem 2 será chamado de involução. Diz-se que um
grupo de automorﬁsmos V age livre de pontos ﬁxos sobre G se CG(V ) = 1. De modo
semelhante, um automorﬁsmo φ é dito livre de pontos ﬁxos (ou regular) quando
CG(φ) = 1.
As duas Proposições a seguir ilustram como CG(φ) e CG(V ) inﬂuenciam na
estrutura do grupo G. Além do mais, tais proposições são importantes neste
trabalho, especialmente no capítulo 2.
Proposição 1.8.5 Sejam G um grupo ﬁnito e φ um automorﬁsmo de ordem 2. Se
φ é livre de pontos ﬁxos, então xφ = x−1 para todo x ∈ G. Em particular, G é
abeliano.
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Demonstração:
Considere a função λ : G → G, tal que λ(x) = x−1xφ. Para todos x, y ∈ G, temos
que λ(x) = λ(y) implica que xy−1 ∈ CG(φ) = 1, isto é, λ é injetiva. Já que G é
ﬁnito, então λ é bijeção. Logo, para todo x ∈ G, existe z ∈ G tal que x = λ(z).
Posto isto, para todo x em G teremos:
xφ = (λ(z))φ = (z−1zφ)φ = z−φz = (λ(z))−1 = x−1.
Finalmente, para todos x, y ∈ G, temos (xy)φ = xφyφ, implicando xy = yx. Logo,
G é abeliano. 
Proposição 1.8.6 Sejam G um grupo ﬁnito e V um p-grupo de automorﬁmos de
G. Se V age livre de pontos ﬁxos sobre G, então G é um p′-grupo.
Demonstração:
Consideremos o produto semidireto [G]V e seja M um p-subgrupo de Sylow de V G
contendo V . Então M1 = M ∩ G é um p-subgrupo de Sylow de G e, além disso,
M1 EM . A demonstração será concluida se mostrarmos que M1 = 1. Com efeito,
se M1 6= 1, então M1 ∩ Z(M) 6= 1. Em particular, Z(M) 6= 1. Isso contraria nossa
hipótese. Assim, M1 = 1 e a demonstração está completa. 
Observação 1.8.7 Considerando p = 2 na Proposição 1.8.6, conclui-se natural-
mente que G terá ordem ímpar.
A propriedade de ser livre de pontos ﬁxos é preservada por imagens homomóﬁcas,
como mostra o seguinte
Lema 1.8.8 Seja φ um automorﬁsmo livre de pontos ﬁxos de um grupo ﬁnito G e
H um subgrupo normal φ-invariante de G. Então φ induz um automorﬁsmo livre de
pontos ﬁxos de G/H.
Demonstração:
Seja G = G/H e suponha que xφ = x para algum x ∈ G. Então x−1xφ = 1 e,
assim, y = x−1xφ ∈ H para todo representante x de x. Uma vez que φ induz um
homomorﬁsmo livre de pontos ﬁxos de H, então pela demonstração da Proposição
1.8.5, podemos garantir que y = z−1zφ para algum z ∈ H. Logo, x = z e, por esse
motivo, φ induz um automorﬁsmo livre de pontos ﬁxos de G/H como queríamos. 
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Deﬁnição 1.8.9 Sejam V e G grupos ﬁnitos tais que V ≤ Aut(G). Dizemos que a
ação de V sobre G é coprima quando (|V |, |G|) = 1.
No produto semidireto [G]V o subgrupo V é um complemento do subgrupo normal
G, assim, no caso de V agir de modo coprimo sobre G as hipóteses do Teorema de
Schur-Zassenhaus são satisfeitas. Logo, todo subgrupo de ordem |V | em [G]V será
um conjugado de V . Uma importante consequência do Teorema de Schur-Zassenhaus
é o seguinte:
Lema 1.8.10 Suponha que V age de modo coprimo sobre G. Sejam U um subgrupo
V -invariante de G e x ∈ G tais que (Ux)V = Ux. Então, existe c ∈ CG(V ) tal que
Ux = Uc.
Demonstração:
UV = U e (Ux)V = Ux implicam que xφx−1 ∈ U para todo φ ∈ V . No
produto semidireto V G temos que φ−1xφx−1 ∈ U . Portanto, se y ∈ V x−1 , então,
y = xαx−1 = αα−1xαx−1 ∈ V U , para algum α ∈ V . A conclusão é que V x−1 ≤ V U .
Assim, V x
−1
e V são complementos de U em V U . Pelo Teorema de Schur-
Zassenhaus eles são conjugados em V U . Daí, existe u ∈ U tal que V u = V x−1 . Para
c = ux, temos c ∈ NV G(V )∩Ux. Juntando-se isso ao fato de que [V, c] ≤ V ∩G = 1,
temos c ∈ CG(V ) e a demonstração está completa. 
Proposição 1.8.11 Seja N é um subgrupo normal V -invariante de um grupo ﬁnito
G. Suponha que (|V |, |G|) = 1. Então valem:
1. CG/N(V ) = CG(V )N/N ;
2. G = [G, V ]CG(V );
3. [[G, V ], V ] = [G, V ].
Demonstração:
1) Se uma classe Nx contém um elemento de CG(V ), então (Nx)V = Nx e,
portanto, Nx ∈ CG/N(V ). Isso mostra a inclusão CG(V )N/N ≤ CG/N(V ). Por outro
lado, se Nx ∈ CG/N(V ), então (Nx)V = Nx. Além disso, NV = N . Agora, a inclusão
CG/N(V ) ≤ CG(V )N/N segue diretamente do Lema 1.8.10.
2) CG/[G,V ](V ) = G/[G, V ], pois V age trivialmente em G/[G, V ]. Agora, usando
o item 1) , o resultado segue.
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3) Pelo item 2) vale que [G, V ] = [[G, V ]CG(V ), V ]. Seja então z = [xc, φ] ∈
[[G, V ]CG(V ), V ], onde x ∈ [G, V ], c ∈ CG(V ) e φ ∈ V . É suﬁciente mostrar
que z ∈ [G, V ]. Pelo item 2) do Lema 1.1.1 e o fato de que c ∈ CG(V ), temos
z = [xc, φ] = [x, φ]c[c, φ] = [x, φ]c . Desde que [G, V ] E G, então z ∈ [G, V ] como
queríamos. 
A igualdade no item 1) da Proposição 1.8.11 não tem razão para ocorrer se a ação
não for coprima. Tome por exemplo o grupo dos quatérnios
Q8 = 〈u,w | u4 = w4 = 1, u2 = w2, uw = u3〉.
Considere a aplicação φ dada por u 7→ w e w 7→ u. Daí, o subgrupo normal N = 〈u2〉
de Q8 é φ-invariante. Seja x a imagem de x no quociente Q8/N . Neste caso, Q8/N é o
produto direto 〈u〉×〈w〉 de dois grupos cíclicos de ordem 2. Note que o automorﬁsmo
induzido por φ, que chamaremos de φ, dado por u 7→ w e w 7→ u, ﬁxa o elemento
uw, mas ele não é a imagem de nenhum ponto ﬁxo de φ, uma vez que CQ8(φ) = 〈u2〉.
A Proposição 1.8.11 pode ser estendida para o caso em que G é um grupo
localmente ﬁnito com (|V |, o(g)) = 1 para todo g ∈ G. Isso será demonstrado no
Corolário a seguir:
Colorário 1.8.12 Seja G é um grupo localmente ﬁnito em que (|V |, o(g)) = 1 para
todo g ∈ G. Seja N é um subgrupo normal V -invariante de G. Então:
1. CG/N(V ) = CG(V )N/N ;
2. G = [G, V ]CG(V );
3. [[G, V ], V ] = [G, V ].
Demonstração:
Seja H = 〈gV 〉 = 〈gφ | φ ∈ V 〉. É fácil veriﬁcar que H é um subgrupo V -invariante
de G. Ademais, ele é ﬁnito pois G é localmente ﬁnito.
1) Seja gN ∈ CG/N(V ). Então gφN = gN para todo φ ∈ V . Isto é, existe
nφ ∈ N tal que nφ = g−1gφ. Isso signiﬁca que nφ ∈ H ∩ N , pois g, gφ ∈ H.
Mas então g(H ∩ N) ∈ CH/N∩H(V ). Agora, usando a Proposição 1.8.11 temos
que g(H ∩ N) ∈ CH(V )(N ∩ H)/N ∩ H. Logo, existem g1 ∈ CH(V ) ⊆ CG(V ) e
x ∈ H ∩N ⊆ N tais que g = g1x. Concluímos que gN ∈ CG(V )N/N e o resultado
segue.
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2) Seja g ∈ G qualquer. Já que pela Proposição 1.8.11 H = [H, V ]CH(V ), então
g ∈ [H,V ]CH(V ) ⊆ [G, V ]CG(V ) e o resultado segue.
3) Seja [g, φ] ∈ [G, V ] qualquer. Daí, [g, φ] ∈ [[H, V ], V ] = [H,V ] pela Proposição
1.8.11. Como [[H,V ], V ] ⊆ [[G, V ], V ] o resultado segue.

Para um automorﬁsmo φ de G, deﬁniremos o seguinte subconjunto de G:
IG(φ) = {x ∈ G | xφ = x−1}.
O subconjunto IG(φ) não precisa ser um subgrupo. Com efeito, seja
G = S3 = 〈x, y | x2 = y3 = 1, yx = y−1〉
e considere o automorﬁsmo φ dado por x 7→ x, y 7→ y−1. Note que IG(φ) não é
subgrupo de G, uma vez que x, y ∈ IG(φ) mas xy 6∈ IG(φ). Na hipótese de G ser
um grupo abeliano, é fácil ver que IG(φ) torna-se um subgrupo de G. Baseado em
IG(φ) vale o seguinte Lema:
Lema 1.8.13 Seja G um grupo ﬁnito de ordem ímpar admitindo um automorﬁsmo
φ de ordem 2. Então:
1. G = IG(φ)CG(φ) = CG(φ)IG(φ) ;
2. 〈IG(φ)〉 = [G, φ];
3. se N é um subgrupo normal φ-invariante de G tal que CN(φ) = 1, então
N ≤ Z([G, φ]) e [N, IG(φ)] = 1;
4. se N é um subgrupo normal φ-invariante, então IG(φ)N/N = IG/N(φ).
Demonstração:
1) Seja |G : CG(φ)| = n. Logo,
G = x1CG(φ) ∪ x2CG(φ) ∪ . . . ∪ xnCG(φ).




i para todo i = 1, 2, ..., n. Pela demonstração da Proposição
1.8.5, segue que yi ∈ IG(φ) para todo i = 1, 2, ..., n. Aﬁrmamos que o conjunto
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Y = {y1, y2, . . . , yn} é transversal à direita de CG(φ) em G. De fato, do contrário,
existe i 6= j, tal que yj = zyi, z ∈ CG(φ). Aplicando φ, obtemos y−1j = zy−1i
implicando yj = yiz−1. Assim, yiz−1 = zyi, isto é, zyi = z−1. De zyi = z−1 conclui-
se que zy
2
i = z. Como G tem ordem ímpar, então zy
2
i = z implica que zyi = z e,
juntando com o fato de que zyi = z−1, segue que z = z−1. Como G tem ordem
ímpar, então z = 1, de modo que yi = yj. De yi = yj, segue que xix
−1
j ∈ CG(φ)
e, consequentemente, xi e xj determinam a mesma classe de CG(φ), logo i = j.
Contradição. Logo, Y é um transversal.
Para ﬁnalizarmos a demonstração do item 1), basta mostrarmos que Y = IG(φ).
Com efeito, seja w ∈ IG(φ), então w se escreve unicamente como w = cyi para algum
i e algum c ∈ CG(φ). Daí, wφ = (cyi)φ = cy−1i = w−1 = y−1i c−1, isto é, c−1 = cyi .
De cyi = c−1 conclui-se que cy
2
i = c. Desde que G tem ordem ímpar, então cy
2
i = c
implica que cyi = c e, juntando com o fato de que cyi = c−1, segue que c = c−1.
Logo, c = 1, de modo que w ∈ Y . Uma vez que a inclusão contrária sempre ocorre,
a demonstração do item 1) está completa.
2) é direta da demonstração da Proposição 1.8.5.
3) De CN(φ) = 1, segue pela Proposição 1.8.5 que nφ = n−1 para todo n ∈ N .
Pelos itens 1) e 2) temos que N = [N, φ]. Por outro lado, para todo x ∈ G temos
nx ∈ N . Daí,
(nx)φ = (n−1)x ⇒ (n−1)xφ = (n−1)x ⇒ (n−1)xφx−1 = (n−1)⇒ [n, xφx−1] = 1.
Logo, [N, [G, φ]] = 1 e, junto com N = [N, φ] o resultado segue.
4) Como G tem ordem ímpar, então 〈w〉 = 〈w2〉, para todo w ∈ G. Seja agora
xN ∈ IG(φ)N/N , com x ∈ IG(φ). Teremos: (xN)φ = xφN = x−1N = (xN)−1.
Mostramos a inclusão IG(φ)N/N ⊆ IG/N(φ). Para a inclusão reversa, seja xN ∈
IG/N(φ). Usando os fatos de que xφN = x−1N e xN tem ordem ímpar, então
xN ∈ 〈xN〉 = 〈x−2N〉 = 〈x−1xφN〉 = 〈x−1xφ〉N.
Desde que φ manda todo elemento de 〈x−1xφ〉 no seu inverso, então o item 4) segue.
O Lema está assim ﬁnalizado. 
Observação 1.8.14 É fácil veriﬁcar do Lema 1.8.13 e a partir das deﬁnições de
CG(φ) e IG(φ) que CG(φ) ∩ IG(φ) = 1 e |G : CG(φ)| = |IG(φ)|.
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Observação 1.8.15 Como foi feito para a Proposição 1.8.11, o Lema 1.8.13 pode
ser estendido para o caso em que G é um grupo localmente ﬁnito com (|φ|, o(g)) = 1
para todo g ∈ G.
CAPÍTULO 2
Principais Resultados
2.1 O Teorema A
Relembre que um grupo não cíclico de ordem 4 será chamado de um grupo de
Klein e que a expressão (a, b, c, ...)-limitada signiﬁca limitada superiormente
por uma função que depende unicamente dos parâmetros inteiros positivos a, b, c, ....
O principal objetivo desta seção é demonstrar o seguinte Teorema:
Teorema A Seja G um grupo localmente ﬁnito contendo um subgrupo de Klein V
tal que CG(V ) é ﬁnito e CG(φ) tem expoente ﬁnito para algum φ ∈ V . Então, G é
quase localmente solúvel e [G, φ]′ tem expoente ﬁnito.
O Teorema A está relacionado com o seguinte Teorema de E. Romano e P.
Shumyatsky (ver [24]):
Teorema 2.1.1 Seja G um grupo localmente ﬁnito contendo um subgrupo de Klein
V tal que CG(V ) é ﬁnito. Suponha que V contenha duas involuções distintas v1 e v2
tais que os centralizadores CG(v1) e CG(v2) têm expoentes ﬁnitos. Então, G é quase
localmente solúvel e o subgrupo derivado [G, V ]′ tem expoente ﬁnito.
O Corolário A1 dado no ﬁnal desta seção nos mostra que, sob as hipóteses do
Teorema A, o grupo G tem uma série normal
1EG1 EG2 EG3 EG
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tal que G1 e G/G1 têm expoente ﬁnito, enquanto que G2/G1 é abeliano. Mais
ainda, G3 é hiperabeliano e tem índice ﬁnito em G. Isto nos dá informação bastante
detalhada sobre a estrutura do grupo G.
O Teorema A foi apresentado em [18].
Apresentaremos agora a demonstração do seguinte Lema que é devido a Hartley
[11].
Lema 2.1.2 Seja V um grupo de automorﬁsmos de um grupo ﬁnito G com
(|V |, |G|) = 1. Seja {Ni | i ∈ I} uma família de subgrupos normais V -invariantes
de G e N =
∏




Seja C = CN(V ). Já que todo elemento de C está num produto ﬁnito de
Ni, então sempre podemos assumir que I é ﬁnito, digamos |I| = t e usa-
remos indução sobre t. Seja M = N1N2N3...Nt−1 e L = Nt. Por indu-
ção, temos que C ∩ M = ∏1≤i≤t−1CNi(V ). Pela Proposição 1.8.12 temos
(C ∩ ML)M/M ≤ CML/M(V ) = CL(V )M/M , uma vez que o homomorﬁsmo
canônico de G sobre G/M mapeia L sobre LM/M . Portanto, C ∩ML ≤M(C ∩L).
A Lei Modular de Dedekind nos dá que C ∩ML ≤ (C ∩M)(C ∩ L). A igualdade
agora segue. Assim, C ∩N1N2N3...Nt =
∏
1≤i≤tCNi(V ) como queríamos. 
Os seguintes Lemas estão em [24]. Eles desempenharão um papel fundamental
nas demonstrações dos nossos principais resultados. Resolvemos apresentar suas
demonstrações.
Lema 2.1.3 Seja G um grupo abeliano divisível com um automorﬁsmo φ de ordem
2. Então, G = [G, φ]CG(φ) e φ inverte todos os elementos de [G, φ].
Demonstração:
Seja x ∈ G. Escreva x2 = (xx−φ)(xxφ). Como xx−φ ∈ [G, φ] e xxφ ∈ CG(φ), então
G2 ≤ [G, φ]CG(φ). Usando que G é divisível, temos G = [G, φ]CG(φ). Finalmente,
seja z = xx−φ. Como zφ = (xx−φ)φ = xφx−1 = z−1, então φ inverte os elementos de
[G, φ], como queríamos. 
Lema 2.1.4 Seja G um grupo com um automorﬁsmo φ de ordem 2. Suponha que
N é um subgrupo normal de G tal que ou φ inverte todos os elementos de N ou
N ≤ CG(φ). Então, [N, [G, φ]] = 1.
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Demonstração:
Sejam x ∈ G e y ∈ N , então yx ∈ N . Por hipótese, temos que (yx)φ = y−x = y−xφ
ou (yx)φ = yx = yx
φ
. Em ambos os casos [y, [x, φ]] = 1 e, daí, [N, [G, φ]] = 1 como
queríamos. 
Lema 2.1.5 Seja G = MS, onde M é um subgrupo normal abeliano e S é subgrupo
abeliano divisível. Suponha que G tenha um automorﬁsmo φ de ordem 2 que inverte
todos os elementos de M ∪ S. Então, G é um grupo abeliano e φ inverte todos os
elementos de G.
Demonstração:
É suﬁciente demonstrar que [M,S] = 1. Pelo Lema 2.1.3, S = [S, φ], assim,
[M,S] ≤ [M, [G, φ]]. Pelo Lema 2.1.4, [M, [G, φ]] = 1 e o resultado segue. 
2.1.1 Um resultado sobre grupo ﬁnito de ordem ímpar
O próximo resultado é fundamental para a demonstração do Teorema A. Ele
também é uma das principais contribuições que este trabalho representa.
Teorema 2.1.6 Sejam e e m inteiros positivos. Seja G um grupo de ordem ímpar
admitindo um grupo de Klein V de automorﬁsmos tal que |CG(V )| = m e CG(φ)
tem expoente e, para algum φ ∈ V . Então o subgrupo derivado [G, φ]′ tem expoente
(e,m)-limitado.
Os próximos dois resultados serão necessários para a demonstração do Teorema
2.1.6.
Lema 2.1.7 Seja G um grupo metabeliano de ordem ímpar admitindo um automor-
ﬁsmo φ de ordem 2 tal que CG(φ) tem expoente e e G = [G, φ]. Então o expoente do
grupo derivado G′ é igual a e.
Teorema 2.1.8 Seja e um inteiro positivo. Seja G um grupo de ordem ímpar
admitindo um grupo de Klein V de automorﬁsmos tal que CG(V ) = 1 e CG(φ)
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tem expoente e para algum φ ∈ V . Então, o expoente do segundo grupo derivado G′′
é e-limitado.
A demonstração do Lema 2.1.7 está em [21] enquanto que o Teorema 2.1.8 foi
demonstrado em [26]. O próximo Lema também é um resultado deste trabalho, ele
é uma consequência do Teorema 2.1.8, além do que, o mesmo será utilizado na
demonstração do Teorema 2.1.6, como veremos.
Lema 2.1.9 Seja e um inteiro positivo. Seja G um grupo de ordem ímpar admitindo
um grupo de Klein V de automorﬁsmos tal que CG(V ) = 1 e CG(φ) tem expoente e
para algum φ ∈ V . Então o subgrupo derivado [G, φ]′ tem expoente e-limitado.
Demonstração:
Sem perda de generalidade podemos assumir que G = [G, φ]. O Teorema 2.1.8 nos
mostra que o expoente de G′′ é e-limitado. Passando ao quociente G/G′′, podemos
supor sem perda de generalidade que G é metabeliano. Agora, o resultado segue do
Lema 2.1.7. 
A utilidade do próximo Teorema ﬁcará clara no decorrer deste trabalho. Sua
demonstração pode ser encontrada em [20].
Teorema 2.1.10 (A. Mann) Seja G um grupo tal que G/Z(G) é localmente ﬁnito
e tem expoente n. Então G′ é localmente ﬁnito e tem expoente ﬁnito que é n-limitado.
Agora estamos prontos para apresentar a demonstração do Teorema 2.1.6.
Demonstração:
Sem perda de generalidade podemos assumir que G = [G, φ]. Se m = 1, então
o resultado segue do Lema 2.1.9. Assim, suponhamos m ≥ 2 e usemos indução
sobre m. Seja N o produto de todos os subgrupos V -invariantes normais H tais que
H∩CG(V ) = 1. Pelo Lema 2.1.2 temos CN(V ) = 1. O Teorema 2.1.8 nos mostra que
N ′′ tem expoente e-limitado. Podemos então passar ao quociente G/N ′′ e supor sem
perda de generalidade que N ′ é um grupo abeliano. Seja M0 = 〈CN ′(φ)G〉, o fecho
normal em G. Como N ′ é um grupo abeliano e CG(φ) tem expoente e, concluímos
que M0 tem expoente e. Podemos então passar ao quociente G/M0 e assumir sem
perda de generalidade que CN ′(φ) = 1. Agora, segue do Lema 1.8.13 que N ′ ≤ Z(G)
e, daí, N é nilpotente (de classe no máximo 2). Seja M1 = 〈CN(φ)G〉. Uma vez que
N é nilpotente de classe no máximo 2 e CG(φ) tem expoente e, concluímos que M1
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tem expoente e-limitado. Passando ao quociente G/M1 assumiremos que CN(φ) = 1
e, novamente pelo Lema 1.8.13, segue que N ≤ Z(G).
Consideremos primeiro o caso em que N = 1. Seja T o subgrupo normal mi-
nimal V -invariante de G. Assim, CT (V ) 6= 1 e |CG/T (V )| < m. Note que T é um
p-grupo abeliano elementar para algum primo p dividindo m. Portanto, o expoente
de T divide m. Desde que |CG/T (V )| < m, então por indução o grupo (G/T )′
tem expoente (e,m)-limitado. Agora, do Lema 1.5.2 segue que G′T tem expoente
(e,m)-limitado. No caso geral onde N ≤ Z(G), o quociente G′/Z(G′) tem expoente
limitado. Logo, pelo Teorema 2.1.10, o expoente de G′′ é limitado. Podemos então
passar ao quociente G/G′′ e assumir que G é metabeliano. Em vista do Lema 2.1.7
segue que G′ tem expoente e. A demonstração está completa. 
2.1.2 Demonstração do Teorema A
Precisaremos do seguinte fato sobre automorﬁsmos de grupos localmente ﬁnitos
cuja demonstração pode ser encontrada em [11].
Lema 2.1.11 Seja V um pi-grupo de automorﬁsmos de um grupo localmente ﬁnito
G e seja N um subgrupo normal V -invariante de G. Se N/Opi′(N) é um grupo de
Chernikov, então o índice |CG/N(V ) : CG(V )N/N | é ﬁnito.
A próxima Proposição foi um dos principais resultados de [24]. Neste trabalho
sua relevância permanece e, por isso, apresentaremos sua demonstração.
Proposição 2.1.12 Seja G um grupo localmente ﬁnito admitindo um grupo de
Klein V de automorﬁsmos tal que CG(V ) é ﬁnito. Suponha que V contém um
elemento φ para o qual CG(φ) tem expoente ﬁnito. Então G é quase localmente
solúvel.
Relembre que um grupo G é localmente solúvel quando todo subgrupo ﬁnitamente
gerado de G é solúvel. Antes da sua demonstração, mostraremos um Lema necessário
para a mesma.
Lema 2.1.13 Seja G um grupo localmente ﬁnito satisfazendo min-2. Suponha que
G não possua subgrupos normais localmente solúveis não triviais. Então G tem um
subgrupo normal minimal.
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Demonstração:
Seja S um 2-subgrupo de Sylow de G. Uma vez que S é um grupo de Chernikov
podemos escolher um subgrupo T de S que é minimal com respeito a condição de
que existe um subgrupo normal não trivial N de G tal que N ∩ S = T . Se T = 1, o
subgrupo N não teria involuções e, assim, pelo Teorema de Feit-Thompson N (ver
[4]) seria localmente solúvel, contradição. Segue que T 6= 1. Seja M a interseção
de todos os subgrupos normais de G cuja interseção com S contém T . Daí, M é o
subgrupo requerido. 
A partir de agora daremos a demonstração da Proposição 2.1.12.
Demonstração:
Pelo Lema 1.7.30 G satisfaz min-2. Seja R o radical localmente solúvel de G. Pelo
Lema 1.7.31 R/O(R) é um grupo de Chernikov. Portanto, pelo Lema 2.1.11 CG/R(V )
é ﬁnito e CG/R(φ) tem expoente ﬁnito. Podemos então, sem perda de generalidade,
passar ao quociente G/R e supor que R = 1. Pelo Teorema de Feit-Thompson (ver
[4]) O(G) ≤ R = 1. O Lema 2.1.13 nos garante que G tem um subgrupo normal
minimal. Este é o produto direto de grupos simples isomorfos (ver [22], 3.3.15).
Suponha que G contenha um subgrupo normal minimal M de expoente inﬁnito.
Escreva M = S1 × S2 × ..., onde cada Si é um grupo simples. Um grupo localmente
ﬁnito, inﬁnito e simples satisfazendo min-p para algum primo p é linear (ver [13,
capítulo 4]) e, portanto, ele é do tipo Lie sobre algum corpo localmente ﬁnito de
característica diferente do primo p. Isso foi demonstrado independentemente em
[1, 2, 8, 10]. Segundo Hartley qualquer p-automorﬁsmo de tal grupo ﬁxa elementos
de ordem prima q para uma quantidade inﬁnita de tais primos q [12, Teorema C].
Então, cada Si é um grupo do tipo Lie sobre algum corpo localmente ﬁnito de
característica ímpar e, assim, todo automorﬁsmo de ordem 2 de Si ﬁxa elementos
de ordem prima q para uma quantidade inﬁnita de tais primos q. Suponha que
φ normaliza S1. Desde que S1 é inﬁnito e CG(φ) tem expoente ﬁnito, temos uma
contradição. Logo, φ não normaliza S1. Daí, φ centraliza a diagonal do produto
S1 × Sφ1 . Este fato também contradiz a hipótese de que CG(φ) tem expoente ﬁnito.
Portanto, concluímos que todos os subgrupos normais minimais de G têm expoente
ﬁnito.
Suponha que exista um subgrupo normal K em G tal que CK(V ) = 1. Então K
não tem involuções e, daí, K ≤ O(G) = 1. Isto é, para todo subgrupo normal N0 6= 1
vale que CG(V ) ∩ N0 6= 1. Uma vez que CG(V ) é ﬁnito, então G possui somente
uma quantidade ﬁnita de subgrupos normais minimais. Seja N um deles. Como
N tem expoente ﬁnito e CN(V ) é ﬁnito, então o Teorema 1.2 de [28] nos garante
que N/S(N) é ﬁnito. Aqui S(N) denotará o radical localmente solúvel de N . Uma
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vez que N é o produto direto de grupos simples não abelianos, temos S(N) = 1.
Logo, N é ﬁnito e, daí, todo subgrupo normal minimal de G é ﬁnito. Como G
tem apenas uma quantidade ﬁnita de tais subgrupos, seja então M o produto de
todos eles. O centralizador CG(M) tem índice ﬁnito em G. Se CG(M) 6= 1, então
CG(M) contém um subgrupo normal minimal de G e, assim, M ∩ CG(M) 6= 1. Por
outro lado, como M ∩ CG(M) é abeliano, então M ∩ CG(M) ≤ R = 1. Esta con-
tradição nos diz que CG(M) = 1. Logo, G é ﬁnito e a demonstração está completa. 
O Lema a seguir surgiu durante nossa pesquisa. O mesmo também exercerá um
papel importante na demonstração do Teorema A.
Lema 2.1.14 Seja G um grupo periódico sem involuções e assuma que G admite
um grupo de Klein V de automorﬁsmos tal que CG(V ) é ﬁnito. Se 1 6= φ ∈ V , então
G/[G, φ] é solúvel.
Demonstração:
Façamos K = G/[G, φ]. O grupo V age naturalmente sobre K. Também, o cen-
tralizador CK(V ) é ﬁnito (ver [23, Lema 2.2]). Seja ψ uma involução em V com
ψ 6= φ. Uma vez que φ age trivialmente sobre K, segue que CG(ψ) é ﬁnito e,
assim, pelo Teorema de Shunkov (ver [31]) segue que K tem um subgrupo normal
solúvel de índice ﬁnito. O fato de K não ter involuções junto com o Teorema de
Feit-Thompson (ver 1.2.8) nos dá que K é solúvel. 
Agora daremos a demonstração do Teorema A.
Demonstração:
Pela Proposição 2.1.12, G tem um subgrupo normal localmente solúvel de índice
ﬁnito em G. Seja K = O(G). Segue do Lema 1.7.31 que G/K é um grupo de
Chernikov. Pelo Lema 1.7.30 G satisfaz min-2, podemos então escolher um 2-
subgrupo de Sylow P de G que contém V . Seja S o subgrupo minimal de índice
ﬁnito em P . Note que V normaliza S. Aﬁrmamos que KS é subgrupo normal de G
e ele tem índice ﬁnito em G. De fato, já que K é subgrupo normal de G e G/K é
de Chernikov, então é suﬁciente considerar o caso em que K = 1. Neste caso, G é
um grupo de Chernikov sem 2′-subgrupos normais, implicando que S é normal em
G e |G : S| ﬁnito. Portanto a aﬁrmação segue.
O centralizador CS(φ) é um grupo de Chernikov com expoente ﬁnito e, portanto,
ele é ﬁnito. Como CS(φ) é ﬁnito, então pelo Lema 2.1.3 |S : IS(φ)| também será
ﬁnito e, pelo Lema 1.7.15 segue que S = IS(φ). Em outras palavras, φ inverte todos
os elementos de S. Seja M = 〈[K,V ]G〉 o fecho normal de [K,V ] em G. Então
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M ≤ K por que K é normal em G e [K,V ] ≤ K. De acordo com o Lema 2.1.14,
M/[M,φ] é um grupo solúvel. Assim, existe inteiro positivo j tal que o j-ésimo
subgrupo derivado M (j) está contido em [M,φ]. Logo, deduzimos do Teorema 2.1.6
que M (j+1) tem expoente ﬁnito. Uma vez que M (j+1) é normal em G tem expoente
ﬁnito, podemos passar ao quociente G/M (j+1) e supor sem perda de generalidade
que M é solúvel de comprimento derivado dl(M) ≤ j + 1.
A demonstração será completada usando indução sobre dl(M). Suponha M
abeliano e seja M0 = 〈CM(φ)G〉. Uma vez que M abeliano e CG(φ) tem expoente
ﬁnito, entãoM0 tem expoente ﬁnito também. Passando ao quociente G/M0 podemos
assumir que CM(φ) = 1. Neste caso, combinando os Lemas 1.8.13 e 2.1.4 garantimos
que M ≤ Z([G, φ]).
Seja H = MS e vamos mostrar que H é normal em G. Visto que M é normal em
G é suﬁciente considerarmos o caso em que M = 1. Pelo Corolário 1.8.12, o índice
de M em K é ﬁnito e, como estamos no caso M = 1, segue que K é ﬁnito. Usando
que S não tem subgrupos de índice ﬁnito, concluímos que [K,S] = 1 e, portanto,
S = O2(KS). Assim sendo, no caso M = 1 o subgrupo S é normal em G, logo, H é
normal em G. Agora, usando os Lemas 2.1.4 e 2.1.5 segue que H ≤ Z([G, φ]). Uma
vez que KS tem índice ﬁnito em G e H tem índice ﬁnito em KS, então H tem
índice ﬁnito em G. Como consequência, o centro Z([G, φ]) tem índice ﬁnito em G.
Finalmente, pelo Teorema de Schur (Teorema 1.3.7) temos que [G, φ]′ é ﬁnito.
Agora, suponhamos j ≥ 1 e seja L = M (j). Por indução, [G, φ]′L/L tem expoente
ﬁnito. Seja M1 = 〈CL(φ)G〉. O centralizador CG(φ) tendo expoente ﬁnito e junto
com L abeliano nos dá que M1 tem expoente ﬁnito também. Passando ao quociente
G/M1 podemos assumir, sem perda de generalidade, que CL(φ) = 1. Segue agora
dos Lemas 2.1.4 e 2.1.5 que L ≤ Z([G, φ]). Desde que [G, φ]′L/L tem expoente ﬁnito
e L ≤ Z([G, φ]), então pelo Teorema 2.1.10 [G, φ]′′ tem expoente ﬁnito. Passando ao
quociente G/[G, φ]′′ podemos assumir que [G, φ]′ é abeliano. SejaM2 = 〈C[G,φ]′(φ)G〉.
Neste momento, é fácil ver queM2 tem expoente ﬁnito. Passando ao quociente G/M2
e usando o Lema 2.1.11, podemos assumir que C[G,φ]′(φ) é ﬁnito. Seja M3 o fecho
normal em G de O(C[G,φ]′(φ)). DaíM3 é um 2′-subgrupo de expoente ﬁnito e, assim,
passamos ao quociente G/M3 e podemos assumir que C[G,φ]′(φ) é 2-grupo ﬁnito.
Agora, suponha que [G, φ] é abeliano. Assim sendo, φ manda todos os elementos de
[G, φ] no seu inverso e, daí, todos os elementos de C[G,φ](φ) são involuções. Como G
satisfaz min-2 e [G, φ] é abeliano, então o centralizador C[G,φ](φ) é um 2-grupo ﬁnito.
Combinando com o fato de que C[G,φ]′(φ) é 2-grupo ﬁnito, conluímos que, até se [G, φ]
não for abeliano, o centralizador C[G,φ](φ) será um 2-grupo ﬁnito. O resultado de
Hartley e Meixner [10] pode ser aplicado para concluir que [G, φ] tem um subgrupo
N de índice ﬁnito o qual é nilpotente de classe no máximo 2. Por um resultado de
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Khukhro e Makarenko (ver [16]) podemos assumir que N é característico em [G, φ]
e, portanto, normal em G. Já que φ não centraliza qualquer elemento não trivial de
O(N), segue que O(N) é abeliano. Seja S0 o subgrupo minimal de índice ﬁnito no
2-subgrupo de Sylow de N . Então, O(N)S0 é um subgrupo abeliano de índice ﬁnito
em [G, φ] e φ manda todo elemento de O(N)S0 no seu inverso. Portanto, pelo Lema
2.1.4, O(N)S0 ≤ Z([G, φ]). A conclusão é que o centro Z([G, φ]) tem índice ﬁnito
em [G, φ]. Podemos então usar o Teorema de Schur para concluir que [G, φ]′ é ﬁnito.
A demonstração está completa.

Um grupo G é dito hiperabeliano se ele tem uma série normal ascendente
(possivelmente inﬁnita) com quocientes abelianos. Foi mostrado por P. Shumyatsky
em [27] o seguinte resultado:
Seja G um grupo periódico localmente solúvel e V um subgrupo de Klein de G.
(i) Se CG(V ) é um grupo de Chernikov, então G é uma extensão de um grupo
hiperabeliano por um grupo de Chernikov;
(ii) Se CG(V ) é um grupo ﬁnito, então G é um grupo hiperabeliano.
Estamos prontos para darmos a demonstração do Corolário A1.
Corolário A1 Seja G como no Teorema A, então G tem uma série normal
1EG1 EG2 EG3 EG
tal que G1 e G/G2 têm expoente ﬁnito, enquanto que G2/G1 é abeliano. Mais ainda,
G3 é hiperabeliano e tem índice ﬁnito em G.
Demonstração:
Façamos H = [G, φ]. Usando o Lema 2.1.11 para H e, junto com o fato de que
φ age trivialmente sobre G/H, podemos concluir que o expoente de G/H é ﬁnito.
Seja G3 o subgrupo normal maximal localmente solúvel de G. A Proposição 2.1.12
nos garante que existe um subgrupo normal N de G que é localmente solúvel e tem
índice ﬁnito em G. Logo, G3 tem índice ﬁnito em G. Por outro lado, como G3 é
periódico, localmente solúvel e CG3(V ) é ﬁnito, então de acordo com o resultado (ii)
de [27], G3 é hiperabeliano.
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Considere os seguintes subgrupos normais de G:
G1 = H
′ ∩G3 , G2 = H ∩G3.
Como |G : G3| é ﬁnito, então |G3H : G3| também o é. Como H/G2 é isomorfo a
G3H/G3, então ele será ﬁnito. Já mostramos que G/H tem expoente ﬁnito, como
H/G2 é ﬁnito, então G/G2 terá expoente ﬁnito também.
O Teorema A nos garante que H ′ tem expoente ﬁnito, logo o mesmo acontece
com o expoente de G1. Por último, é fácil ver que G2/G1 é um grupo abeliano.
A conclusão é que a série
1EG1 EG2 EG3 EG
tem as propriedades requeridas.

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2.2 Os Teoremas B e C
Em toda esta seção os grupos A, D e V serão tais que:
(i) A um grupo isomorfo a S4, o grupo simétrico de quatro símbolos;
(ii) V o 2-subgrupo normal maximal de ordem 4 de A. Daí, V é um subgrupo de
Klein;
(iii) D = V 〈α〉 o 2-subgrupo de Sylow de A, com a involução α ∈ A\V . Ele é
isomorfo ao grupo diedral de ordem 8.
Posto isso, se β ∈ V é uma involução, então V = 〈β, βα〉 e D = 〈α, β〉.
O objetivo principal desta seção é a demonstração dos Teoremas:
Teorema B Seja G um grupo localmente ﬁnito contendo um subgrupo isomorfo a
D tal que CG(V ) é ﬁnito e CG(α) tem expoente ﬁnito. Então, G é quase localmente
solúvel e [G,D]′ tem expoente ﬁnito.
Teorema C Seja G um grupo localmente ﬁnito contendo um subgrupo isomorfo a
A tal que CG(V ) é ﬁnito e CG(α) tem expoente ﬁnito. Então, G é quase localmente
solúvel e tem expoente ﬁnito.
Com relação ao Teorema B, vale destacar o seguinte: uma vez que [G,D] tem
índice ﬁnito em G (ver Lema 2.2.6), o Teorema B nos permite deduzir algumas
informações muito especíﬁcas da estrutura do grupo G. Mais precisamente, o
Corolário B1 dado no ﬁnal deste capítulo mostra que nas hipóteses do Teorema
B o grupo G tem uma série normal
1EG1 EG2 EG3 EG
tal que G1 tem expoente ﬁnito, G/G2 é ﬁnito e G2/G1 é abeliano. Mais ainda, G3 é
hiperabeliano e tem índice ﬁnito em G.
Os Teorema B e C foram apresentados em [19].
Um Lema técnico muito importante é o seguinte:
Lema 2.2.1 Seja m um inteiro positivo. Suponha que D age sobre G de modo que
CG(V ) é ﬁnito e tem ordem m. Se α age invertendo todo elemento de G, então
CG(β) tem ordem ﬁnita m.
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Demonstração:
É claro que o automorﬁsmo de G induzido por α está no centro do grupo de
automorﬁsmos de G. Assim, β e βα induz o mesmo automorﬁsmo de G. Logo,
CG(β) = CG(β
α) = CG(V ) tem ordem m. 
2.2.1 Resultados sobre grupo ﬁnito de ordem ímpar
Lembre que antes de demonstrarmos o Teorema A , mostramos um resultado
essencial sobre grupos ﬁnitos de ordem ímpar, a saber, o Teorema 2.1.6. Nesta seção
acontece o mesmo. São contribuições deste trabalho os Teoremas 2.2.4 e 2.2.5. Suas
demonstrações requerem os seguintes resultados de [30]
Teorema 2.2.2 Seja D um grupo isomorfo ao grupo diedral de ordem 8. Suponha
que D age num grupo ﬁnito G tal que CG(V ) = 1 e CG(α) tem expoente e. Então o
expoente do subgrupo derivado G′ é e-limitado.
Teorema 2.2.3 Seja A um grupo isomorfo ao grupo simétrico S4 e α uma involução
em A\V . Suponha que A age num grupo ﬁnito G tal que CG(V ) = 1 e CG(α) tem
expoente e. Então o expoente de G é limitado somente em termos de e.
Agora estamos prontos para demonstrarmos os Teoremas referidos anteriormente:
Teorema 2.2.4 Sejam e e m inteiros positivos. Seja G um grupo de ordem ímpar
e suponha que D age sobre G de modo que |CG(V )| = m e CG(α) tem expoente e.
Então o subgrupo derivado [G,D]′ tem expoente (e,m)-limitado.
Demonstração:
Sem perda de generalidade podemos assumir que G = [G,D]. No caso m = 1,
o resultado segue direto do Teorema 2.2.2. Assim, suponhamos m ≥ 2. Seja N o
produto de todos os subgrupos D-invariantes normais H tais que H ∩ CG(V ) = 1.
Pelo Lema 2.1.2 temos CN(V ) = 1. Novamente pelo Teorema 2.2.2 conclui-se que
N ′ tem expoente e-limitado. Podemos então passar ao quociente G/N ′ e supor sem
perda de generalidade que N é um grupo abeliano. Seja M = 〈CN(α)G〉. Como
N é um grupo abeliano e CG(α) tem expoente e, então M também tem expoente
e. Assim, podemos passar ao quociente G/M e assumir sem perda de generalidade
que CN(α) = 1. Agora, segue do Lema 2.1.4 que N ≤ Z([G,α]). Pelo Lema 2.2.1
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CN(β) tem ordem no máximo m. Seja M1 = 〈CN(β)G〉. Já que N é abeliano e
CN(β) tem ordem no máximo m, então que M1 tem expoente m-limitado. Desta
forma, podemos passar ao quociente G/M1 e assumir sem perda de generalidade
que CN(β) = 1. Segue do Lema 2.1.4 que N ≤ Z([G, β]). Como D é gerado por α
e β, então [G,D] = [G,α][G, β] e, usando o fato de que G = [G,D] concluímos que
N ≤ Z(G).
Consideremos primeiro o caso em que N = 1. Seja T o subgrupo normal minimal
D-invariante de G. Assim, CT (V ) 6= 1 e |CG/T (V )| < m. Note que T é um p-grupo
abeliano elementar para algum primo p dividindo m. Portanto, o expoente de T
divide m. Desde que |CG/T (V )| < m, então por indução o grupo (G/T )′ tem expo-
ente (e,m)-limitado. Pelo Lema 1.5.2 G′T também tem expoente (e,m)-limitado.
No caso geral onde N ≤ Z(G), o quociente G/Z(G) tem expoente limitado e, pelo
Teorema 2.1.10, o expoente de G′ é limitado. Podemos então passar ao quociente
G/G′ e assumir que G′ = 1. Isto completa a demonstração. 
Teorema 2.2.5 Sejam e e m inteiros positivos. Seja G um grupo de ordem ímpar
e suponha que A age sobre G de modo que |CG(V )| = m e CG(α) tem expoente e.
Então o grupo G tem expoente (e,m)-limitado.
Demonstração:
Usaremos indução sobre m. No caso m = 1, o resultado segue do Teorema 2.2.3.
Assim, suponhamos m ≥ 2. Seja N = ∏i∈I Hi onde os Hi são subgrupos normais A-
invariantes tais que Hi∩CG(V ) = 1. Pelo Lema 2.1.2 temos CN(V ) = 1. Novamente
pelo Teorema 2.2.3 temos N de expoente e-limitado. Podemos então passar ao
quociente G/N e supor sem perda de generalidade que N = 1.
Seja M o subgrupo normal minimal A-invariante de G. Assim, CM(V ) 6= 1 e
|CG/M(V )| < m. Note que M é um p-grupo abeliano elementar para algum primo
p dividindo m. Portanto, o expoente de M divide m. Desde que |CG/M(V )| < m,
então por indução o grupo G/M tem expoente (e,m)-limitado e, usando o Lema
1.5.2, segue que G tem expoente (e,m)-limitado como queríamos. 
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2.2.2 Demonstrações dos Teoremas B e C
Lema 2.2.6 Seja G um grupo periódico quase localmente solúvel contendo um p-
grupo ﬁnito P tal que CG(P ) é ﬁnito. Então, o índice |G : [G,P ]| é ﬁnito.
Demonstração:
Seja N = [G,P ]. Combinando os Lemas 1.7.30 e 1.7.31 concluímos que G/Op′(G) é
um grupo de Chernikov, logo, N/Op′(N) também será. Como N/Op′(N) é um grupo
de Chernikov, então pelo Lema 2.1.11 temos que o índice |CG/N(P ) : CG(P )N/N |
é ﬁnito. Por outro lado, CG(P ) também é ﬁnito, resultando que CG/N(P ) é ﬁnito.
Mas a imagem de P em G/N é central, então CG/N(P ) = G/N e a demonstração
está completa. 
Proposição 2.2.7 Seja G um grupo localmente ﬁnito contendo p-subgrupo B tal
que CG(B) é ﬁnito e CG(β) tem expoente e para algum β ∈ B. Então, G é quase
localmente solúvel.
A Propisição 2.2.7 foi demonstrada no capítulo 2 (ver Proposição 2.1.12) para
o caso particular em que B tem ordem 4. O caso geral dado aqui admite uma
demonstração muito similar aquela dada pela Proposição 2.1.12. De fato, apenas
algumas modiﬁcações óbvias são necessárias. Por isso, deixamos a Proposição 2.2.7
sem uma demonstração.
A partir de agora demonstraremos o Teorema B e em seguida o seu Corolário.
Demonstração:
Relembre que G é um grupo localmente ﬁnito contendo um subgrupo diedral de D
(de ordem 8) tal que CG(V ) é ﬁnito e CG(α) de expoente ﬁnito. Seja R = [G,D].
Desejamos mostrar que R′ tem expoente ﬁnito. Primeiramente, será útil mostrar
que:
(1) Se N é um 2′-subgrupo normal e nilpotente de G,
então [N,R] tem expoente ﬁnito.
De fato, seja N0 = 〈CN(α)G〉. Como N é nilpotente e CN(α) tem expoente ﬁnito,
então N0 terá expoente ﬁnito. Podemos passar ao quociente G/N0 e assumir que
CN(α) = 1. Neste caso, o Lema 2.1.4 garante que N ≤ Z([G,α]). Pelo Lema 2.2.1 o
CN(β) é ﬁnito. Seja N1 = 〈CN(β)G〉. Como N1 é nilpotente e CN(β) tem expoente
ﬁnito, então N1 terá expoente ﬁnito. Podemos passar ao quociente G/N1 e assumir
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que CN(β) = 1. Assim, pelo Lema 2.1.4 temos que N ≤ Z([G, β]). Uma vez que
R = [G,α][G, β], a aﬁrmação (1) está demonstrada.
Como CG(D) é ﬁnito, podemos usar a Proposição 2.2.7 e concluir que G tem um
subgrupo normal localmente solúvel que tem índice ﬁnito em G. Seja K = O(G).
Segue do Lema 1.7.31 que G/K é um grupo de Chernikov. Pelo Lema 1.7.30, G
satisfaz min-2 e, daí, podemos escolher um 2-subgrupo de Sylow P de G contendo
D. Seja P 0 a parte divisível de P e, daí, o índice |P : P 0| é ﬁnito. É claro que D
normaliza P 0. Além disso, KP 0 é normal em G e o índice |G : KP 0| é ﬁnito. De fato,
se K = 1, então G é um grupo de Chernikov e sem 2′-subgrupos normais. Portanto,
P 0 é normal em G e tem índice ﬁnito em G. Logo, no caso geral, KP 0 é normal em
G e tem índice ﬁnito em G.
Agora será útil também mostrar que:
(2) Se N é um subgrupo normal e nilpotente de G,
então [P 0 ∩N,R] = 1.
Com efeito, o centralizador CP 0(α) é um grupo de Chernikov de expoente ﬁnito
e, portanto, ﬁnito. Agora, segue do Lema 2.1.3 que [P 0, α] tem índice ﬁnito em
P 0. Mas então, P 0 = [P 0, α] (ver o Lema 1.7.15). Em outras palavras, α inverte
todos os elementos de P 0. Com isso, podemos aplicar o Lema 2.2.1 e concluir que
o CP 0(β) é ﬁnito. Assim, β inverte todos os elementos de P 0 também. Podemos
então garantir que P 0 ∩ N é um subgrupo normal de G invertido por α e β. O
Lema 2.1.4 nos garante que P 0∩N comuta com ambos [G,α] e [G, β]. Uma vez que
R = [G,α][G, β], a aﬁrmação (2) está demonstrada.
Seja M = 〈[K,D]G〉 o fecho normal de [K,D] em G. Então M ≤ K pois K
é normal em G e [K,D] ≤ K. Em vista do Lema 2.1.14, temos que M/[M,β] é
um grupo solúvel. Assim, existe inteiro positivo j tal que o j-ésimo grupo derivado
M (j) está contido em [M,β]. Daí, M (j) ≤ [K,D] e, deduzimos do Teorema 2.2.4
que M (j+1) tem expoente ﬁnito. Uma vez que M (j+1) é normal em G tem expoente
ﬁnito, podemos passar ao quociente G/M (j+1) e supor, sem perda de generalidade,
que M é solúvel de comprimento derivado dl(M) ≤ j + 1.
A demonstração será completada usando indução sobre dl(M). Suponha que
M = 1. Pelo Corolário 1.8.12, o índice de M em K é ﬁnito e, como estamos no caso
M = 1, segue que K é ﬁnito. Usando que P 0 não tem subgrupos de índice ﬁnito,
concluímos que [K,P 0] = 1 e, portanto, P 0 = O2(KP 0). Logo, no caso M = 1, o
subgrupo P 0 é normal em G. Usando agora a aﬁrmação (2), segue que P 0 ≤ Z(R).
Uma vez queKP 0 tem índice ﬁnito em G e P 0 tem índice ﬁnito emKP 0, concluímos
que P 0 tem índice ﬁnito em G. Assim, Z(R) tem índice ﬁnito em R. Pelo Teorema
de Schur (ver Teorema 1.3.7) segue que R′ é ﬁnito.
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Agora suponhaM ≥ 1 e seja Q o último termo não trivial da série derivada deM .
Por indução, R′Q/Q tem expoente ﬁnito. Como Q é abeliano, segue da aﬁrmação
(1) que [Q,R] tem expoente ﬁnito. Passando ao quociente sobre [Q,R], podemos
assumir que Q ≤ Z(R) e, juntando com o fato de que R′Q/Q tem expoente ﬁnito, o
Teorema 2.1.10 nos garante que o expoente de R′′ também é ﬁnito. Passando então
ao quociente G/R′′ podemos assumir que R′ é abeliano.
Seja R0 = O(R′). Pela aﬁrmação (1), o expoente de [R0, R] é ﬁnito e, passando
ao quociente G/[R0, R], assumiremos sem perda de generalidade que R0 ≤ Z(R).
Além disso, por causa da aﬁrmação (2) teremos P 0 ∩ R′ ≤ Z(R). Como P ∩ R′ é
um 2-subgrupo de Sylow de R′, então R0(P 0 ∩ R′) tem índice ﬁnito em R′. Além
do que, R0(P 0 ∩ R′) ≤ Z(R). Sejam R = R/Z(R) e R′ = R′Z(R)/Z(R). Daí, R′ é
um 2-grupo ﬁnito. Neste caso, o centralizador CR(R′) é um subgrupo de R que é
nilpotente de classe no máximo 2, característico e de índice ﬁnito em R. Logo, R
contém um subgrupo N que é nilpotente, característico e de índice ﬁnito em R. De
acordo com a aﬁrmação (1) [O(N), R] tem expoente ﬁnito. Passando ao quociente
G/[O(N), R] podemos assumir que O(N) ≤ Z(R). Além disso, novamente pela
aﬁrmação (2), temos P 0 ∩ N ≤ Z(R). Como P ∩ N é um 2-subgrupo de Sylow de
N , então O(N)(P 0 ∩N) tem índice ﬁnito em N . Ademais, O(N)(P 0 ∩N) ≤ Z(R).
A conclusão é que R/Z(R) é ﬁnito. Portanto, pelo Teorema de Schur, segue que R′
é ﬁnito. A demonstração está completa.

Corolário B1 Seja G como no Teorema B. Então G tem uma série normal
1EG1 EG2 EG3 EG
tal que G1 tem expoente ﬁnito, G/G2 é ﬁnito e G2/G1 é abeliano. Mais ainda, G3
é hiperabeliano e tem índice ﬁnito em G.
Demonstração:
Seja R = [G,D]. O Teorema B nos garante que R′ tem expoente ﬁnito. Pela
Proposição 2.2.7,G é quase localmente solúvel. Pelo Lema 2.2.6G/R é ﬁnito. SejaG3
o subgrupo normal maximal localmente solúvel de G. Pela Proposição 2.2.7, G3 tem
índice ﬁnito em G. De acordo com o resultado de [27], G3 é um grupo hiperabeliano.
Considere os seguintes subgrupos normais de G:
G1 = R
′ ∩G3 , G2 = R ∩G3.
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Como |G : G3| é ﬁnito, então |G3R : G3| também é ﬁnito. Desde que R/G2 é isomorfo
a G3R/G3, então ele será ﬁnito. Agora, é imediato ver que G/G2 é ﬁnito. O fato de
R′ ter expoente ﬁnito, nos dá que o expoente de G1 é ﬁnito. Por último, é fácil ver
que G2/G1 é um grupo abeliano. A conclusão é que a série 1 E G1 E G2 E G3 E G
tem as propriedades requeridas. 
Finalizaremos agora este capítulo com a demonstração do Teorema C :
Demonstração:
Relembre que G é um grupo localmente ﬁnito contendo um subgrupo isomorfo a A,
o grupo simétrico de quatro símbolos, tal que CG(V ) é ﬁnito e CG(α) tem expoente
ﬁnito onde α ∈ A\V . Como CG(D) é ﬁnito, podemos usar a Proposição 2.2.7 para
concluir que G tem um subgrupo normal localmente solúvel de índice ﬁnito em G.
Seja K = O(G). Pelo Lema 1.7.30 G satisfaz min-2. Portanto, pelo Lema 1.7.31
temos que G/K é um grupo de Chernikov. Pelo Teorema 2.2.5, K tem expoente
ﬁnito. Assim, podemos passar ao quociente G/K e supor, sem perda de generalidade,
que G é um grupo de Chernikov. Seja G0 a parte divisível de G. Como sabemos, o
índice |G : G0| é ﬁnito. O centralizador CG0(α) é um grupo de Chernikov de expoente
ﬁnito, portanto, ele é ﬁnito. Procedendo-se de maneira análoga a demonstração
do Teorema B, concluiremos que α inverte todos os elementos de G0 e, assim, o
automorﬁsmo que α induz sobre G0 está no centro do grupo de automorﬁsmos de
G0. Disto, segue que [A,α] age trivialmente sobre G0. Mas [A,α] contém V , logo, V
centraliza G0. Finalmente, já que CG(V ) é ﬁnito e V centraliza G0, então G0 = 1 e,
daí, G é ﬁnito.

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