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Abstract
The classical Brouwer ﬁxed point theorem states that inRd every continuous function
from a convex, compact set on itself has a ﬁxed point. For an arbitrary probability
space, let L0 = L0(,A,P) be the set of random variables. We consider (L0)d as an
L0-module and show that local, sequentially continuous functions on L0-convex,
closed and bounded subsets have a ﬁxed point which is measurable by construction.
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Introduction
The Brouwer ﬁxed point theorem states that a continuous function from a compact and
convex set in Rd to itself has a ﬁxed point. This result and its extensions play a central
role in analysis, optimization and economic theory among others. To show the result, one
approach is to consider functions on simplexes ﬁrst and use Sperner’s lemma.
Recently, Cheridito et al. [], inspired by the theory developed by Filipović et al. [] and
Guo [], studied (L)d as an L-module, discussing concepts like linear independence,
σ -stability, locality and L-convexity. Based on this, we deﬁne aﬃne independence and
conditional simplexes in (L)d . Showing ﬁrst a result similar to Sperner’s lemma, we ob-
tain a ﬁxed point for local, sequentially continuous functions on conditional simplexes.
From the measurable structure of the problem, it turns out that we have to work with
local, measurable labeling functions. To cope with this diﬃculty and to maintain some
uniform properties, we subdivide the conditional simplex barycentrically. We then prove
the existence of a measurable completely labeled conditional simplex, contained in the
original one, which turns out to be a suitable σ -combination of elements of the barycen-
tric subdivision along a partition of . Thus, we can construct a sequence of conditional
simplexes converging to a point. By applying always the same rule of labeling using the lo-
cality of the function, we show that this point is a ﬁxed point. Due to the measurability of
the labeling function, the ﬁxed point is measurable by construction. Hence, even though
we follow the constructions and methods used in the proof of the classical result in Rd (cf.
[]), we do not need any measurable selection argument.
In probabilistic analysis theory, the problem of ﬁnding random ﬁxed points of random
operators is an important issue. Given C , a compact convex set of a Banach space, a con-
tinuous random operator is a function R : × C → C satisfying
(i) R(·,x) : → C is a random variable for any ﬁxed x ∈ C ,
(ii) R(ω, ·) : C → C is a continuous function for any ﬁxed ω ∈ .
For R there exists a random ﬁxed point which is a random variable ξ :  → C such that
ξ (ω) = R(ω, ξ (ω)) for any ω (cf. [–]). In contrast to this ω-wise consideration, our ap-
©2013 Drapeau et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.
Drapeau et al. Fixed Point Theory and Applications 2013, 2013:301 Page 2 of 14
http://www.fixedpointtheoryandapplications.com/content/2013/1/301
proach is completely within the theory of L. All objects and properties are therefore de-
ﬁned in that language and proofs are done with L-methods. Moreover, the connection
between continuous random operators on Rd and sequentially continuous functions on
(L)d is not entirely clear.
An application, though not studied in this paper, is for instance possible in economic
theory or optimization in the context of []. Therein the methods from convex analy-
sis are used to obtain equilibrium results for translation invariant utility functionals on
(L)d . Without translation invariance, these methods fail and will be replaced by ﬁxed
point arguments in an ongoing work. Thus, our result is helpful to develop the theory of
non-translation invariant preference functionals mapping to L.
The present paper is organized as follows. In the ﬁrst section, we present the basic con-
cepts concerning (L)d as an L-module. We deﬁne conditional simplexes and examine
their basic properties. In the second section, we deﬁne measurable labeling functions and
show the Brouwer ﬁxed point theorem for conditional simplexes via a construction in the
spirit of Sperner’s lemma. In the third section, we show a ﬁxed point result for L-convex,
bounded and sequentially closed sets in (L)d . With this result at hand, we present the
topological implications known from the real-valued case. On the one hand, we show the
impossibility of contracting a ball to a sphere in (L)d and, on the other hand, an interme-
diate value theorem in L.
1 Conditional simplex
For a probability space (,A,P), let L = L(,A,P) be the space of all A-measurable
random variables, where P-almost surely equal random variables are identiﬁed. In partic-
ular, for X,Y ∈ L, the relations X ≥ Y and X > Y have to be understood P-almost surely.
The set L with the P-almost everywhere order is a lattice ordered ring, and for a non-
empty subset C ⊆ L, we denote the least upper bound by ess supC and the greatest lower
bound by ess infC , respectively (cf. []). For m ∈ R, we denote the constant random vari-
able m by m. Further, we deﬁne the sets L+ = {X ∈ L : X ≥ }, L++ = {X ∈ L : X > }
andA+ = {A ∈A : P(A) > }. The set of random variables with values in a setM ⊆R is de-
noted byM(A). For example, {, . . . , r}(A) is the set ofA-measurable functions with values
in {, . . . , r} ⊆N, [, ](A) = {Z ∈ L : ≤ Z ≤ } and (, )(A) = {Z ∈ L :  < Z < }.
The convex hull of X, . . . ,XN ∈ (L)d , N ∈N, is deﬁned as
conv(X, . . . ,XN ) =
{ N∑
i=






An element Y =
∑N
i= λiXi such that λi >  for all i ∈ I ⊆ {, . . . ,N} is called a strict convex
combination of {Xi : i ∈ I}. Moreover, a set C ⊆ (L)d is said to be L-convex if for any
X,Y ∈ C and λ ∈ [, ](A), it holds that λX + ( – λ)Y ∈ C .




AiXi : Xi ∈ C, (Ai)i∈N is a partition
}
,
where a partition is a countable family (Ai)i∈N ⊆ A such that P(Ai ∩ Aj) =  for i = j and
P(
⋃
i∈NAi) = . We call a non-empty set C σ -stable if it is equal to σ (C). For a σ -stable
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set C ⊆ (L)d , a function f : C → (L)d is called local if f (∑i∈N AiXi) =∑i∈N Ai f (Xi) for
every partition (Ai)i∈N and Xi ∈ C , i ∈ N. For X ,Y ⊆ (L)d , we call a function f : X → Y
sequentially continuous if for every sequence (Xn)n∈N inX converging to X ∈X P-almost-
surely, it holds that f (Xn) converges to f (X) P-almost surely. Further, the L-scalar product




XiYi and ‖X‖ = 〈X,X〉  .
We call C ⊆ (L)d bounded if ess supX∈C ‖X‖ ∈ L and sequentially closed if it contains all
P-almost sure limits of sequences in C . Further, the diameter of C ⊆ (L)d is deﬁned as
diam(C) = ess supX,Y∈C ‖X – Y‖.
Deﬁnition . Elements X, . . . ,XN of (L)d , N ∈N, are said to be aﬃnely independent, if
either N =  or N >  and {Xi –XN }N–i= are linearly independent, that is,
N–∑
i=
λi(Xi –XN ) =  implies λ = · · · = λN– = , (.)
where λ, . . . ,λN– ∈ L.
The deﬁnition of aﬃne independence is equivalent to
N∑
i=
λiXi =  and
N∑
i=
λi =  implies λ = · · · = λN = . (.)
Indeed, ﬁrst we show that (.) implies (.). Let
∑N
i= λiXi =  and
∑N
i= λi = . Then∑N–
i= λi(Xi – XN ) = λNXN +
∑N–
i= λiXi = . By assumption (.), it holds that λ = · · · =
λN– = , thus also λN = . To see that (.) implies (.), let
∑N–
i= λi(Xi – XN ) = . With
λN = –
∑N–
i= λi, it holds that
∑N




i= λi(Xi – XN ) = . By
assumption (.), λ = · · · = λN = .
Remark . We observe that if (Xi)Ni= ⊆ (L)d are aﬃnely independent, then (λXi)Ni=
for λ ∈ L++ and (Xi + Y )Ni= for Y ∈ (L)d are aﬃnely independent. Moreover, if a fam-
ily X, . . . ,XN is aﬃnely independent, then also BX, . . . , BXN are aﬃnely independent on
B ∈A+, whichmeans from∑Ni= BλiXi =  and∑Ni= Bλi =  it always follows that Bλi = 
for all i = , . . . ,N .
Deﬁnition . A conditional simplex in (L)d is a set of the form
S = conv(X, . . . ,XN )
such that X, . . . ,XN ∈ (L)d are aﬃnely independent. We call N ∈N the dimension of S .
Remark . In a conditional simplexS = conv(X, . . . ,XN ), the coeﬃcients of convex com-










μiXi implies λi = μi for all i = , . . . ,N . (.)




i=(λi –μi)Xi =  and
∑N
i=(λi –μi) = , it follows from (.) that λi –μi = 
for all i = , . . . ,N .
Remark . Note that the present setting - L-modules and the sequential P-almost sure
convergence - is of local nature. This is, for instance, not the case for subsets of Lp or the
convergence in the Lp-norm for  ≤ p < ∞. First, Lp is not closed under multiplication
and hence neither a ring nor a module over itself, so that we cannot even speak about
aﬃne independence. Second, it is in general not a σ -stable subspace of L. However, for
a conditional simplex S = conv(X, . . . ,XN ) in (L)d such that any Xk is in (Lp)d , it holds
that S is uniformly bounded by N supk=,...,N ‖Xk‖ ∈ Lp. This uniform boundedness yields
that any P-almost sure converging sequence in S is also converging in the Lp-norm for
≤ p <∞ due to the dominated convergence theorem. This shows how one can translate
results from L to Lp.
Since a conditional simplex is a convex hull, it is in particular σ -stable. In contrast to a
simplex in Rd , the representation of S as a convex hull of aﬃnely independent elements
is unique but up to σ -stability.
Proposition . Let (Xi)Ni= and (Yi)Ni= be families in (L)d with σ (X, . . . ,XN ) = σ (Y, . . . ,
YN ). Then conv(X, . . . ,XN ) = conv(Y, . . . ,YN ).Moreover, (Xi)Ni= are aﬃnely independent if
and only if (Yi)Ni= are aﬃnely independent.
If S is a conditional simplex such that S = conv(X, . . . ,XN ) = conv(Y, . . . ,YN ), then it
holds that σ (X, . . . ,XN ) = σ (Y, . . . ,YN ).
Proof Suppose σ (X, . . . ,XN ) = σ (Y, . . . ,YN ). For i = , . . . ,N , it holds that
Xi ∈ σ (X, . . . ,XN ) = σ (Y, . . . ,YN )⊆ conv(Y, . . . ,YN ).
Therefore, conv(X, . . . ,XN ) ⊆ conv(Y, . . . ,YN ) and the reverse inclusion holds analo-
gously.
Now, let (Xi)Ni= be aﬃnely independent and σ (X, . . . ,XN ) = σ (Y, . . . ,YN ). We want to
show that (Yi)Ni= are aﬃnely independent. To that end, we deﬁne the aﬃne hull
aff(X, . . . ,XN ) =
{ N∑
i=






First, let Z, . . . ,ZM ∈ (L)d , M ∈ N, such that σ (X, . . . ,XN ) = σ (Z, . . . ,ZM). We show
that if A aff(X, . . . ,XN ) ⊆ A aff(Z, . . . ,ZM) for A ∈ A+ and X, . . . ,XN are aﬃnely inde-
pendent, then M ≥ N . Since Xi ∈ σ (X, . . . ,XN ) = σ (Z, . . . ,ZM)⊆ aff(Z, . . . ,ZM), we have
aff(X, . . . ,XN )⊆ aff(Z, . . . ,ZM). Further, it holds thatX =∑Mi= Bi Zi for a partition (Bi )Mi=




k ∩A ∈A+, and AkX = AkZk .Therefore,
Ak aff(X, . . . ,XN )⊆ Ak aff(Z, . . . ,ZM)
= Ak aff
({X,Z, . . . ,ZM} \ {Zk}).




i= Ai Zi, we ﬁnd a set A

k such that Ak = A

k ∩ Ak ∈A+, AkX = AkZk and
k = k. Assume to the contrary k = k, then there exists a set B ∈ A+ such that BX =
BX, which is a contradiction to the aﬃne independence of (Xi)Ni=. Hence, we can again
substitute Zk by X on Ak . Inductively, we ﬁnd k, . . . ,kN such that
AkN aff(X, . . . ,XN )⊆ AkN aff
({X, . . . ,XN ,Z, . . . ,ZM} \ {Zk , . . . ,ZkN }),
which shows M ≥ N . Now suppose that Y, . . . ,YN are not aﬃnely independent. This




i= λi =  but not all coeﬃcients λi
are zero, without loss of generality, λ >  on A ∈ A+. Thus, AY = –A∑Ni= λiλYi and it
holds that A aff(Y, . . . ,YN ) = A aff(Y, . . . ,YN ). To see this, consider AZ = A
∑N
i= μiYi in
A aff(Y, . . . ,YN ), which means A
∑N
















































Hence, it holds that AZ ∈ A aff(Y, . . . ,YN ). It follows that A aff(X, . . . ,XN ) = A aff(Y, . . . ,
YN ) = A aff(Y, . . . ,YN ). This is a contradiction to the former part of the proof (because
N – N ).
Next, we show that in a conditional simplex S = conv(X, . . . ,XN ) it holds that X is in
σ (X, . . . ,XN ) if and only if there do not exist Y and Z in S \ {X} and λ ∈ (, )(A) such
that λY + (–λ)Z = X. Consider X ∈ σ (X, . . . ,XN ) which is X =∑Nk= AkXk for a partition
(Ak)k=,...,N . Now assume to the contrary that we ﬁnd Y =
∑N
k= λkXk and Z =
∑N
k= μkXk in
S \ {X} such that X = λY + ( – λ)Z. This means that X =∑Nk=(λλk + ( – λ)μk)Xk . Due to
uniqueness of the coeﬃcients (cf. (.)) in a conditional simplex, we have λλk + (–λ)μk =
Ak for all k = , . . . ,N . By means of  < λ < , it holds that λλk +(–λ)μk = Ak if and only if
λk = μk = Ak . Since the last equality holds for all k, it follows that Y = Z = X. Therefore, we
cannot ﬁnd Y and Z in S \ {X} such that X is a strict convex combination of them. On the
other hand, consider X ∈ S such that X /∈ σ (X, . . . ,XN ). This means X =∑Nk= νkXk such
that there exist νk and νk and B ∈A+ with  < νk <  on B and  < νk <  on B. Deﬁne ε :=
ess inf{νk ,νk ,  – νk ,  – νk}. Then deﬁne μk = λk = νk if k = k = k and λk = νk – ε, λk =
νk +ε,μk = νk +ε andμk = νk –ε. Thus, Y =
∑N
k= λkXk andZ =
∑N
k= μkXk fulﬁll .Y +
.Z = X but both are not equal to X by construction. Hence, X can be written as a strict
convex combination of elements in S \ {X}. To conclude, consider X ∈ σ (X, . . . ,XN ) ⊆
S = conv(X, . . . ,XN ) = conv(Y, . . . ,YN ). Since X ∈ σ (X, . . . ,XN ), it is not a strict convex
combination of elements in S \ {X}, in particular, of elements in conv(Y, . . . ,YN ) \ {X}.
Therefore, X is also in σ (Y, . . . ,YN ). Hence, σ (X, . . . ,XN )⊆ σ (Y, . . . ,YN ). With the same
argumentation, the other inclusion follows. 
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As an example, let us consider [, ](A). For an arbitrary A ∈ A, it holds that A and
Ac are aﬃnely independent and conv(A, Ac ) = {λA + ( – λ)Ac :  ≤ λ ≤ } = [, ](A).
Thus, the conditional simplex [, ](A) can bewritten as a convex combination of diﬀerent
aﬃnely independent elements of L. This is due to the fact that σ (, ) = {B : B ∈ A} =
σ (A, Ac ) for all A ∈A.
Remark . In (L)d , let ei be the randomvariable which is  in the ith component and  in
any other. Then the family , e, . . . , ed is aﬃnely independent and (L)d = aff(, e, . . . , ed).
Hence, the maximal number of aﬃnely independent elements in (L)d is d + .
The characterization of X ∈ σ (X, . . . ,XN ) leads to the following deﬁnition.
Deﬁnition . Let S = conv(X, . . . ,XN ) be a conditional simplex. We deﬁne the set of
extremal points ext(S) = σ (X, . . . ,XN ). For an index set I and a collection S = (Si)i∈I of
conditional simplexes, we denote ext(S ) = σ (
⋃
i∈I ext(Si)).
Remark . Let S j = conv(Xj, . . . ,XjN ), j ∈N, be conditional simplexes of the same dimen-
sionN and (Aj)j∈N a partition. Then
∑
j∈N AjS j is again a conditional simplex. To that end,



























shows conv(Y, . . . ,YN )⊆∑j∈N AjS j. The other inclusion follows by considering∑Nk=λjk ×




k . To show that Y, . . . ,YN are aﬃnely independent, we
consider
∑N
k= λkYk =  =
∑N




k =  and since
S j is a conditional simplex, Ajλk =  for all j ∈N and k = , . . . ,N . From the fact that (Aj)j∈N
is a partition, it follows that λk =  for all k = , . . . ,N .
We will prove the Brouwer ﬁxed point theorem in the present setting using an L-
module version of Sperner’s lemma. As in the unconditional case, we have to subdivide
a conditional simplex into smaller ones. For our argumentation, we cannot use arbitrary
subdivisions and need very special properties of the conditional simplexes in which we
subdivide. This leads to the following deﬁnition.
Deﬁnition . Let S = conv(X, . . . ,XN ) be a conditional simplex and SN be the group of






Xπ (i), k = , . . . ,N ,
Cπ = conv
(
Y π , . . . ,Y πN
)
.
We call (Cπ )π∈SN the barycentric subdivision of S .
Lemma . Let X, . . . ,XN ∈ (L)d be aﬃnely independent. The barycentric subdivision
of S = conv(X, . . . ,XN ) is a collection of ﬁnitely many conditional simplexes satisfying the
following properties:




π∈SN Cπ ) = S .
(ii) Cπ has dimension N , π ∈ SN .
(iii) Cπ ∩ Cπ is a conditional simplex of dimension r ∈N and r <N for π ,π ∈ SN , π = π .
(iv) For s = , . . . ,N – , let Bs := conv(X, . . . ,Xs). All conditional simplexes Cπ ∩Bs,
π ∈ SN , of dimension s subdivide Bs barycentrically.
Proof We show the aﬃne independence of Y π , . . . ,Y πN in Cπ . It holds that
λπ ()Xπ () + λπ ()
Xπ () +Xπ ()















i= λi, the aﬃne independence of Y π , . . . ,Y πN is
obtained by the aﬃne independence of X, . . . ,XN . Therefore all Cπ are conditional sim-
plexes.
As for Condition (i), it clearly holds that σ (
⋃
π∈SN Cπ ) ⊆ S . On the other hand, let X =∑N
i= λiXi ∈ S . Then we ﬁnd a partition (An)n=,...,M , for some M ∈ N, such that on every
An the indexes are completely ordered, which is λin ≥ λin ≥ · · · ≥ λinN on An.a This means
that X ∈ AnCπn with πn(j) = inj . Indeed, we can rewrite X on An as
X = (λin – λin )Xin + · · · + (N – )(λinN– – λinN )
∑N–
k= Xink






which shows that X ∈ Cπn on An. Condition (ii) is fulﬁlled by construction.
The intersection of two conditional simplexes Cπ and Cπ can be expressed in the follow-
ing manner. Let J = {j : {π (), . . . ,π (j)} = {π (), . . . ,π (j)}} be the set of indexes up to which
both π and π have the same set of images. Then
Cπ ∩ Cπ = conv
(
Y πj : j ∈ J
)
. (.)
To show ⊇, let j ∈ J . It holds that Yπj is in both Cπ and Cπ since {π (), . . . ,π (j)} =
{π (), . . . ,π (j)}. Since the intersection of L-convex sets is L-convex, we get this inclu-













i ). Consider j /∈ J . By deﬁnition of J , there exist












































which is only possible if μj = λj =  since p,q ≤ j. Furthermore, if Cπ ∩ Cπ is of dimension
N , by (.) it follows that π = π . This shows (iii).
Further, for Bs = conv(X, . . . ,Xs), the elements Cπ ′ ∩ Bs of dimension s are exactly the
ones with {π ′(i) : i = , . . . , s} = {, . . . , s}. To this end, let Cπ ′ ∩ Bs be of dimension s. This
means there exists an element Y in this intersection such that Y =
∑N
i= λiXi with λi > 







k )Xπ ′(j) for
∑N
k= μk =  and μk ∈ L+ for every k = , . . . ,N . Suppose
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now that there exists some j ≤ swith π ′(j) > s. Then due to λπ ′(j) =  and the uniqueness




k =  and within∑N
k=j
μk






k )Xπ ′(j) and hence Y is the convex
combination of j –  elements with j –  < s. This contradicts the property that λi >  for
s elements. Therefore, (Cπ ′ ∩ Bs)π ′ is exactly the barycentric subdivision of Bs, which has
been shown to fulﬁll the properties (i)-(iii). 
Subdividing a conditional simplex S = conv(X, . . . ,XN ) barycentrically, we obtain
(Cπ )π∈SN . Dividing every Cπ barycentrically results in a new collection of conditional sim-
plexes and we call this the two-fold barycentric subdivision of S . Inductively, we can sub-
divide every conditional simplex of the (m–)th step barycentrically and call the resulting
collection of conditional simplexes the m-fold barycentric subdivision of S and denote it
by S m. Further, we deﬁne ext(S m) = σ ({ext(C) : C ∈ S m}) to be the σ -stable hull of all
extremal points of the conditional simplexes of the m-fold barycentric subdivision of S .
Notice that this is the σ -stable hull of only ﬁnitely many elements, since there are only
ﬁnitely many simplexes in the subdivision, each of which is the convex hull ofN elements.
Remark . Consider an arbitrary Cπ = conv(Y π , . . . ,Y πN ), π ∈ SN in the barycentric sub-
division of a conditional simplex S . Then it holds that
diam(Cπ ) = ess sup
i,j=,...,N
∥∥Y πi – Y πj ∥∥≤ N – N diam(S).
Since this holds for any π ∈ SN , it follows that the diameter of Sm, which is an arbi-
trary conditional simplex of the m-fold barycentric subdivision of S , fulﬁlls diam(Sm) ≤
(N–N )m diam(S). Since diam(S) < ∞ and (N–N )m → , for m → ∞, it follows that
diam(Sm)→  form→ ∞ for every sequence (Sm)m∈N.
2 Brouwer ﬁxed point theorem for conditional simplexes
Deﬁnition . Let S = conv(X, . . . ,XN ) be a conditional simplex, m-fold barycentrically
subdivided in S m. A local function φ : ext(S m)→ {, . . . ,N}(A) is called a labeling func-
tion of S . For ﬁxed X, . . . ,XN ∈ ext(S) with S = conv(X, . . . ,XN ), the labeling function is
called proper if for any Y ∈ ext(S m) it holds that
P
({
ω : φ(Y )(ω) = i,λi(ω) = 
})
= 
for i = , . . . ,N , where Y =
∑N
i= λiXi. A conditional simplex C = conv(Y, . . . ,YN ), with C ⊆
S , with Yj ∈ ext(S m), j = , . . . ,N , is said to be completely labeled by φ if φ is a proper
labeling function of S and
P
({
ω : there exists j ∈ {, . . . ,N},φ(Yj)(ω) = i
})
= 
for all i ∈ {, . . . ,N}.
Lemma . Let S = conv(X, . . . ,XN ) be a conditional simplex and f : S → S be a lo-
cal function. Let φ : ext(S m) → {, . . . ,N}(A) be a local function such that for every
X ∈ ext(S m) it holds that
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(i) P({ω : φ(X)(ω) = i;λi(ω) =  or μi(ω) > λi(ω)}) =  for all i = , . . . ,N ,
(ii) P({ω : φ(X)(ω) = ,∃i ∈ {, . . . ,N},λi(ω) > ,λi(ω)≥ μi(ω)}) = ,
where (λi)i=,...,N and (μi)i=,...,N are determined by X =
∑N
i= λiXi and f (X) =
∑N
i= μiXi.Then
φ is a proper labeling function.
Moreover, the set of functions fulﬁlling these properties is non-empty.
Proof First we show that φ is a labeling function. Since φ is local, we just have to prove
that φ actually maps into {, . . . ,N}. Due to (ii), we have to show that
P
({
ω : there exists i ∈ {, . . . ,N},λi(ω)≥ μi(ω),λi(ω) > 
})
= .





i= μi{μi>} =  on A, which yields a contradiction. Thus, φ is a
labeling function.Moreover, due to (i), it holds in particular that P({ω : φ(X)(ω) = i,λi(ω) =
}) = , which shows that φ is proper.
To prove the existence for X ∈ ext(S m) with X =∑Ni= λiXi, f (X) =∑Ni= μi, let Bi := {ω :
λi(ω) > } ∩ {ω : λi(ω) ≥ μi(ω)}, i = , . . . ,N . Then we deﬁne the function φ at X as {ω :
φ(X)(ω) = i} = Bi \ (⋃i–k= Bk), i = , . . . ,N . It has been shown that φ maps to {, . . . ,N}(A)











iXi. Due to uniqueness of the coeﬃcients in a









i. Therefore it holds that Bi =
⋃





i ∩Aj). Hence, φ(X) = i on Bi \ (
⋃i–



















k) ∩Aj]. On the other hand, we see that
∑
j∈N Ajφ(Xj) is i on any
Aj ∩ {ω : φ(Xj)(ω) = i}, hence it is i on ⋃j∈N(Bji \ ⋃i–k= Bjk) ∩ Aj. Thus, ∑j∈N Ajφ(Xj) =
φ(
∑
j∈N AjXj), which shows that φ is local. 
The reason to demand locality of a labeling function is exactly because we want to label
by the function φ mentioned in the existence proof of Lemma . and hence keep local
information with it. For example, consider a conditional simplex S = conv(X,X,X,X)
and  = {ω,ω}. Let Y ∈ ext(S ) be given by Y = 
∑
i=Xi. Now consider a function f on
S such that











If we label Y by the rule explained in Lemma ., φ takes the values φ(Y )(ω) ∈ {, }
and φ(Y )(ω) = . Therefore, we can really distinguish on which sets λi ≥ μi. Yet, using a
deterministic labeling of Y , we would lose this information.
Theorem . Let S = conv(X, . . . ,XN ) be a conditional simplex in (L)d . Let further f :
S → S be a local, sequentially continuous function. Then there exists Y ∈ S such that
f (Y ) = Y .
Proof We consider the barycentric subdivision (Cπ )π∈SN of S and a proper labeling func-
tion φ on ext(S ). First, we show that we can ﬁnd a completely labeled conditional simplex
in S . By induction on the dimension of S = conv(X, . . . ,XN ), we show that there exists a
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partition (Ak)k=,...,K such that on any Ak there is an odd number of completely labeled Cπ .
The case N =  is clear since a point can be labeled with the constant index  only.
Suppose that the case N –  is proven. Since the number of Y πi of the barycentric subdi-
vision is ﬁnite and φ can only take ﬁnitely many values, it holds for all V ∈ (Y πi )i=,...,N ,π∈SN
that there exists a partition (AVk )k=,...,K , K <∞, where φ(V ) is constant on any AVk . There-
fore, we ﬁnd a partition (Ak)k=,...,K such that φ(V ) on Ak is constant for all V and Ak . Fix
Ak now.
In the following, we denote by Cπb those conditional simplexes for which Cπb ∩BN– are
N – -dimensional (cf. Lemma .(iv)), therefore πb(N) = N . Further we denote by Cπc
these conditional simplexes which are not of the type Cπb , that is, π c(N) =N . If we use Cπ ,
we mean a conditional simplex of arbitrary type. We deﬁne:
• C ⊆ (Cπ )π∈SN to be the set of Cπ which are completely labeled on Ak .






,k ∈ {, . . . ,N}} = {, . . . ,N – } on Ak .
• Eπ to be the set of intersections (Cπ ∩ Cπl )πl∈SN which are N – -dimensional and
completely labeled on Ak .b
• Bπ to be the set of intersections Cπ ∩BN– which are completely labeled on Ak .
It holds thatEπ ∩Bπ = ∅ and hence |Eπ ∪Bπ | = |Eπ |+ |Bπ |. Since Cπc ∩BN– is atmostN –
-dimensional, it holds thatBπc = ∅ and hence |Bπc | = .Moreover, we know that Cπ ∩Cπl
is N – -dimensional on Ak if and only if this holds on the whole  (cf. Lemma .(iii))
and Cπb ∩BN– = ∅ on Ak if and only if this also holds on the whole  (cf. Lemma .(iv)).
So, it does not play any role if we look at these sets which are intersections on Ak or on 
since they are exactly the same sets.
If Cπc ∈ C , then |Eπc | =  and if Cπb ∈ C , then |Eπb ∪Bπb | = . If Cπc ∈ A , then |Eπc | = 
and if Cπb ∈ A , then |Eπb ∪ Bπb | = . Therefore it holds that
∑
π∈SN |Eπ ∪ Bπ | = |C | +
|A |.
If we pick Eπ ∈ Eπ , we know that there always exists exactly one other πl such that Eπ ∈
Eπl (Lemma .(iii)). Therefore
∑
π∈SN |Eπ | is even. Moreover, (Cπb ∩BN–)πb subdivides
BN– barycentrically, andhencewe can apply the inductive hypothesis (on ext(Cπb ∩BN–)).
Indeed, the set BN– is a σ -stable set, so if it is partitioned by the labeling function into
(Ak)k=,...,K , we know thatBN–(S) =
∑K
k= AkBN–(AkS) and by Lemma .(iv) we can ap-
ply the induction hypothesis also to everyAk , k = , . . . ,K . Thus, the number of completely
labeled conditional simplexes is odd on a partition of , but since φ is constant on Ak , it
also has to be odd there. This means that
∑
πb |Bπb | has to be odd. Hence, we also have
that
∑
π |Eπ ∪Bπ | is the sumof an even and an odd number and thus odd. So, we conclude
|C | + |A | is odd and hence also |C |. Thus, we ﬁnd for any Ak a completely labeled Cπk .
We deﬁne S =∑Kk= AkCπk which by Remark . is indeed a conditional simplex. Due
to σ -stability of S , it holds that S ⊆ S . By Remark ., S has a diameter which is less
than N–N diam(S) and since φ is local, S is completely labeled on the whole .
The same argumentation holds for everym-fold barycentric subdivision S m of S ,m ∈
N, that is, there exists a completely labeled conditional simplex in every m-fold barycen-
trically subdivided conditional simplex which is properly labeled. Henceforth, subdividing
S m-fold barycentrically and labeling it by φm : ext(S m)→ {, . . . ,N}(A), which is a label-
ing function as in Lemma ., we always obtain a completely labeled conditional simplex
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Sm+ ⊆ S for m ∈ N. Moreover, since S is completely labeled, it holds S =∑Kk= AkCπk
as above, where Cπk is completely labeled on Ak . This means Cπk = conv(Yk , . . . ,YkN ) with
φ(Ykj ) = j on Ak for every j = , . . . ,N . Deﬁning V j =
∑K
k= AkY kj for every j = , . . . ,N yields
P({ω : φ(V j )(ω) = j}) =  for every j = , . . . ,N and S = conv(V  , . . . ,V N ). The same holds
for anym ∈N and so that we can write Sm = conv(Vm , . . . ,VmN ) with P({ω : φm–(Vmj )(ω) =
j}) =  for every j = , . . . ,N .
Now, (Vm )m∈N is a sequence in the sequentially closed, L-bounded set S , so that by [,
Corollary .], there exists Y ∈ S and a sequence (Mm)m∈N in N(A) such thatMm+ >Mm
for all m ∈ N and limm→∞VMm = Y P-almost surely. For Mm ∈ N(A), VMm is deﬁned as∑
n∈N {Mm=n}Vn . This means an element with index Mm, for some m ∈ N, equals Vn on
An, n ∈ N, where the sets An are determined by Mm via An = {ω :Mm(ω) = n}, n ∈ N. Fur-
thermore, asm goes to∞, diam(Sm) is converging to zero P-almost surely, and therefore it
also follows that limm→∞VMmk = Y P-almost surely for every k = , . . . ,N . Indeed, it holds
that |Vmk – Y | ≤ diam(Sm) + |Vm – Y | for every k = , . . . ,N and m ∈ N, so we can use the
sequence (Mm)m∈N for every k = , . . . ,N .
Let Y =
∑N
l= αlXl and f (Y ) =
∑N




l Xl and f (Vmk ) =∑N
l= μ
m,k
l Xl for m ∈ N. As f is local, it holds that f (VMm ) =
∑
n∈N {Mm=n}f (Vn ). By se-
quential continuity of f , it follows that limm→∞ f (VMnk ) = f (Y ) P-almost surely for ev-
ery k = , . . . ,N . In particular, limm→∞ λMm ,ll = αl and limm→∞ μ
Mm ,l
l = βl P-almost surely
for every l = , . . . ,N . However, by construction, φm–(Vml ) = l for every l = , . . . ,N , and
from the choice of φm–, it follows that λm,ll ≥ μm,ll P-almost surely for every l = , . . . ,N
and m ∈ N. Hence, αl = limm→∞ λMm ,ll ≥ limm→∞ μMm ,ll = βl P-almost surely for every
l = , . . . ,N . This is possible only if αl = βl P-almost surely for every l = , . . . ,N , showing
that f (Y ) = Y . 
3 Applications
3.1 Fixed point theorem for sequentially closed and bounded sets in (L0)d
Proposition . Let K be an L-convex, sequentially closed and bounded subset of (L)d ,
and let f :K→K be a local, sequentially continuous function. Then f has a ﬁxed point.
Proof Since K is bounded, there exists a conditional simplex S such that K ⊆ S . Now
deﬁne the function h : S →K by
h(X) =
⎧⎨
⎩X, if X ∈K,argmin{‖X – Y‖ : Y ∈K}, else.
This means, that h is the identity function on K and the projection on K for the elements
in S \K. Due to [, Corollary .] this minimum exists and is unique. Therefore h is well
deﬁned.
We can characterize h by
Y = h(X) ⇔ 〈X – Y ,Z – Y 〉 ≤  for all Z ∈K. (.)
Indeed, let 〈X – Y ,Z – Y 〉 ≤  for all Z ∈K. Then
‖X – Z‖ = ∥∥(X – Y ) + (Y – Z)∥∥
= ‖X – Y‖ + 〈X – Y ,Y – Z〉 + ‖Y – Z‖ ≥ ‖X – Y‖,
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which shows the minimizing property of h. On the other hand, let Y = h(X). Since K is
L-convex, λZ + ( – λ)Y ∈K for any λ ∈ (, ](A) and Z ∈K. By a standard calculation,
∥∥X – (λZ + ( – λ)Y )∥∥ ≥ ‖X – Y‖
yields ≥ –λ〈X, –Y 〉+ (λ–λ)〈Y ,Y 〉+λ〈X,Z〉–λ‖Z‖ – λ( –λ)〈Z,Y 〉. Dividing by
λ >  and letting λ ↓  afterwards yields
≥ –〈X, –Y 〉 + 〈Y ,Y 〉 + 〈X,Z〉 – 〈Z,Y 〉 = 〈X – Y ,Z – Y 〉,
which is the desired claim.
Furthermore, for any X,Y ∈ S , it holds that
∥∥h(X) – h(Y )∥∥≤ ‖X – Y‖.
Indeed,
X – Y =
(
h(X) – h(Y )
)
+X – h(X) + h(Y ) – Y =:
(




‖X – Y‖ = ∥∥h(X) – h(Y )∥∥ + ‖c‖ + 〈c,h(X) – h(Y )〉. (.)
Since
〈








Y – h(Y ),h(X) – h(Y )
〉
,
by (.), it follows that 〈c,h(X) –h(Y )〉 ≥ . Therefore, ‖X –Y‖ ≥ ‖h(X) –h(Y )‖ by (.).
This shows that h is sequentially continuous.
The function f ◦ h is a sequentially continuous function mapping from S to K ⊆ S .
Hence, there exists a ﬁxed point f ◦ h(Z) = Z. Since f ◦ h maps into K, this Z has to be
in K. But then we know h(Z) = Z and therefore f (Z) = Z, which ends the proof. 
Remark . In Drapeau et al. [] the concept of conditional compactness is introduced
and it is shown that there is an equivalence between conditional compactness and condi-
tional closed- and boundedness in (L)d . In that context we can formulate the conditional
Brouwer ﬁxed point theorem as follows. A sequentially continuous function f : K → K
such that K is a conditionally compact and L-convex subset of (L)d has a ﬁxed point.
3.2 Applications in conditional analysis on (L0)d
Working in Rd , the Brouwer ﬁxed point theorem can be used to prove several topological
properties and is even equivalent to some of them. In the theory of (L)d , we will show
that the conditional Brouwer ﬁxed point theorem has several implications as well.
Deﬁne the unit ball in (L)d by B(d) = {X ∈ (L)d : ‖X‖ ≤ }. Then, by the former the-
orem, any local, sequentially continuous function f : B(d) → B(d) has a ﬁxed point. The
unit sphere S(d – ) is deﬁned as S(d – ) = {X ∈ (L)d : ‖X‖ = }.
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Deﬁnition . Let X and Y be subsets of (L)d . An L-homotopy of two local, sequen-
tially continuous functions f , g :X → Y is a jointly local, sequentially continuous function





j∈N Aj tj) =
∑
j∈N AjH(Xj, tj) for any partition (Aj)j∈N, (Xj)j∈N in X and
(tj)j∈N in [, ](A). Sequential continuity of H is therefore H(Xn, tn) → H(X, t) whenever
Xn → X and tn → t both P-almost surely for Xn,X ∈X and tn, t ∈ [, ](A).
Lemma . The identity function of the sphere is not L-homotopic to a constant function.
The proof is a consequence of the following lemma.
Lemma. There does not exist a local, sequentially continuous function f : B(d)→ S(d–
) which is the identity on S(d – ).
Proof Suppose that there is this local, sequentially continuous function f . Deﬁne the func-
tion g : S(d – ) → S(d – ) by g(X) = –X. Then the composition g ◦ f : B(d) → B(d),
which actually maps to S(d – ), is local and sequentially continuous. Therefore, this has
a ﬁxed point Y which has to be in S(d – ) since this is the image of g ◦ f . But we know
f (Y ) = Y and g(Y ) = –Y and hence g ◦ f (Y ) = –Y . Therefore, Y cannot be a ﬁxed point
(since  /∈ S(d – )), which is a contradiction. 
It directly follows that the identity on the sphere is not L-homotopic to a constant func-
tion. In the case d = , we get the following result which is the L-module version of an
intermediate value theorem.
Lemma . Let X,X ∈ L with X ≤ X and [X,X] := {Z ∈ L : X ≤ Z ≤ X}. Let further f :
[X,X]→ L be a local, sequentially continuous function and A := {ω : f (X)(ω)≤ f (X)(ω)}.
If Y is in [Af (X) + Ac f (X), Af (X) + Ac f (X)], then there exists Y ∈ [X,X] with f (Y ) = Y .
Proof Since f is local, it is suﬃcient to prove the case for f (X)≤ f (X) which is A =. For
the general case, we would consider A and Ac separately, obtain Af (Y ) = AY , Ac f (Y ) =
AcY and by locality we have f (AY  + AcY ) = Y . So, suppose that Y is in [f (X), f (X)] in
the rest of the proof.
Let ﬁrst f (X) < Y < f (X). Deﬁne the function g : [X,X]→ [X,X] by
g(V ) := p
(
V – f (V ) + Y
)
with p(Z) = {Z≤X}X + {X≤Z≤X}Z + {X≤Z}X.
Notice that as a sum, product, and composition of local, sequentially continuous func-
tions, g is so as well. Hence, g has a ﬁxed point Y . If Y = X, it must hold that X – f (X)+Y ≤
X, which means Y ≤ f (X), which is a contradiction. If Y = X, it follows that f (X) ≤ Y ,
which is also a contradiction. Hence, Y = Y – f (Y ) + Y , which means f (Y ) = Y .
If Y = f (X) on B and Y = f (X) on C, then f (X) < Y < f (X) on D := (B∪C)c. Then we ﬁnd
Y such that f (Y ) = Y onD. In total f (BX +C\BX +DY ) = Bf (X) + C\Bf (X) + Df (Y ) = Y .
This shows the claim for general Y in [f (X), f (X)]. 
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Endnotes
a Let Bπ := {ω : λπ (1)(ω)≥ λπ (2)(ω)≥ · · · ≥ λπ (N) (ω)}, π ∈ SN . This ﬁnite collection of measurable sets fulﬁlls
P(
⋃
π∈SN Bπ ) = 1. We can construct a partition (An)n=1,...,M such that An ⊆ Bπn for some πn ∈ SN and for all n = 1, . . . ,M.
Such a partition fulﬁlls the required property.
b That is bearing exactly the label 1, . . . ,N – 1 on Ak .
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