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1. INTRODUCTION 
Consider the planar autonomous differential systems, 
dx/dt = f(x) + g(x) (1) 
dx/dt = f(x) (2) 
where x is a 2-vector, f(x) is homogeneous of degree N 3 1, g(x) is o (11 x 11”) 
for sufficiently small I] x I), and the usual existence and uniqueness properties 
hold for the solutions of each system close enough to the origin. The origin 
is assumed to be an isolated critical point of each system.A familiar problem is 
that of determining the local behavior of trajectories of system( 1) neartheorigin 
[2]. In this paper it is shown that under certain assumptions on f this behavior 
is qualitatively the same as that of the trajectories of (2), the system of first 
approximation. In particular, it is shown (Theorem 5) that there is a homeo- 
morphism of a neighborhood of the origin onto another neighborhood of 
the origin which maps arcs of trajectories of system (1) onto arcs of trajectories 
of system (2). Two such systems are said to be locally trajectory equivalent or 
locally integral equivalent at the origin. 
The analysis rests upon two theorems, one by Forster [I], the other by 
Nemytski [4]. Forster’s theorem, stated in full in Section 3, resembles in 
spirit our main result in that it also relates the behavior of the trajectories 
of (1) to that of the trajectories of (2). H owever, trajectory equivalence is not 
proven-only that for each trajectory of (2) with a specified type of behavior 
near the origin there is a trajectory of (1) which behaves similarly near the 
origin. 
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Nemytski’s theorem (Theorem 3) characterizes up to trajectory equiva- 
lence all planar homogeneous dynamical systems, an example of which is 
defined by the differential system (2). Unfortunately, the proof given by 
Nemytski [4] is incomplete and in part incorrect. Because of the intrinsic 
interest of this theorem, quite apart from the use made of it in Section 3, 
a full proof is given in Section 2. Theorem 4 shows that each homogeneous 
dynamical system is “almost” a homogeneous differential system. 
2. PLANAR HOMOGENEOUS DYNAMICAL SYSTEMS 
We begin with a number of definitions [4,5]. Let D = {xt} be a dynamical 
system on E2, the open Euclidean plane. The point x is a statihary point 
of D if xt = x for all t. F(X) d enotes the orbit of D through x, A(x) [Q(x)] 
its alpha [omega] limit set. Let x be nonstationary. Then, P(x) is parabolic 
if one of its iimit sets is empty while the other consists of a single stationary 
point, hyperbolic if both limit sets are empty, elliptic if both limit sets con- 
sist of the same stationary point, circular if one of the limit sets (hence, both) 
coincides with F(x). An orbit set is a connected union of orbits of the same 
type-e.g., an elliptic orbit set, a parabolic orbit set, etc. An orbit set is 
maximal if it is not a proper subset of an orbit set. A collection S of orbits 
is said to possess an improper saddle or a saddle at injinity if there is a sequence 
of points (x~} of S and two increasing divergent series of positive real num- 
bers {s,J and {tn}, s, < t, , such that x, tends to a point of the boundary of S, 
x,t, also tends to a point of the boundary of S, but ]I x,s,, ]I tends to infinity. 
The dynamical system D-l inverse to D is obtained by point inversion with 
respect to the unit circle. 
D is a planar homogeneous dynamical system if it possesses a single stationary 
point 0, if no nonstationary point belongs to a limit set of an orbit not con- 
taining the point, and if the boundary of each orbit set of D or D-l with an 
improper saddle consists of two parabolic orbits and a stationary point. 0 will 
be assumed to be the origin. In a homogeneous system each orbit belongs 
to one of the four orbit categories defined above. 
Before classifying homogeneous systems the notions of rectifiability and 
section must be discussed. A planar dynamical system D on a connected 
space A is recti$able if a homeomorph is a dynamical system consisting of 
(open-ended) rays emanating from the origin. A regular section of D is a 
connected subset of A closed with respect to A, locally homeomorphic to an 
interval, and cut by each orbit arc of D exactly once. The following theorem, 
essentially due to Bebutov and Nemytski [5j, contains the needed results 
about rectifiability and regular sections. The dynamical system need not be 
homogeneous. 
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THEOREM. Each su@iently small disk centered at a nonstationary point 
possesses a regular section through the point. Each hyperbolic orbit set on an open 
domain is rectifiable and possesses a regular section if the boundary of each 
impropu saddle consists olely of a stationary point and two parabolic orbits. 
Each parabolic orbit set consisting of more than one orbit is rectifiable and pos- 
sesses an regular section. 
From now on it is assumed that D is homogeneous. 
THEOREM 1. If one orbit distinct from the stationary point is ci~culm, all 
orbits are circular. 
Proof. Let r be a circular orbit containing the origin in its interior. It 
follows from the theorem of Bebutov and Nemytski and from the continuity 
of D that each orbit containing points close enough to r is either circular or 
else contains r in a limit set. The latter possibility is excluded since D is 
homogeneous. The circular orbits near r then form an annulus which can 
be shown by the same argument as above to be E2 - (0). 
D is said to be central if all its orbits are circular. 
THEOREM 2. Each maximal elliptic[hyperbolic/ orbit set is open and 
unbounded, its $nite boundary consisting of the origin and two parabolic orbits. 
Proof. Only the assertions about elliptic orbits sets are proven since a 
hyperbolic orbit set becomes elliptic if D is inverted into D-l. Let x be a 
point of a maximal elliptic orbit set S. All orbits in the interior of the region 
bounded by r(x) and 0 must also be elliptic. Suppose that every neighborhood 
of x contains points exterior to r(x) not lying on elliptic orbits of S. Then, 
no points exterior to r(x) could belong to elliptic orbits of S. Moreover, by 
continuity and the fact that S is maximal there is an open disk centered at x 
such that all orbits intersecting the disk exterior to r(x) are nonelliptic. By 
the theorem of Bebutov and Nemytski it can be assumed that the disk 
possesses a regular section through x. Let h be the subset of the section 
exterior to r(x). We must now analyze the orbits, which are all nonelliptic, 
intersecting A. 
Suppose first that a parabolic orbit cuts h at a point x’. Using continuity 
and the fact that h is a regular section, all orbits cutting X between x and x’ 
must be parabolic. This is impossible since r(x) would then have to be 
unbounded. Certainly no circular orbits can cut h (Theorem 1). The remain- 
ing case is when h is cut solely by hyperbolic orbits. Let h-1, r-l, and x-l 
denote the inverses with respect to the unit circle of A, r(x), and x respectively. 
Let (xn> be a sequence of points of h-l converging to x-l. The orbit of D-l 
through x, is elliptic (since the inverse is assumed to be hyperbolic) and hence 
there exists a divergent increasing sequence {tn} of positive numbers such 
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that x,,t,, , considered as a point of an orbit of D-i, tends to the stationary 
point of D-l. By continuity, since r-l is hyperbolic, there exists a divergent 
increasing sequence {s,}, s, < t, , of positive numbers such that 11 x,s, 11 
tends to infinity in the inverse system. The orbit set of D-l generated by the 
orbits intersecting h-l possesses an improper saddle; but the boundary of 
this orbit set contains Pi, which is hyperbolic. By this contradiction, we see 
that some neighborhood of x must contain only points on elliptic orbits of S. 
Hence, S is open. 
If  S were bounded, its boundary could consist solely of elliptic orbits or 
circular orbits. 0 is clearly the only circular orbit possible. Since S is maximal, 
an elliptic orbit on the boundary would have to belong to S. This is impossible 
since S is open. Hence, S must be unbounded. 
To show that the boundary of S consists of 0 and two parabolic orbits, it 
is sufficient to show that S possesses an improper saddle. Since S is unbound- 
ed, there is a sequence {xn} of points, each on a different orbit of S, such that 
11 x, 11 tends to infinity. Since S is elliptic, there are two divergent increasing 
sequences of positive numbers {c} and (tn} such that x,’ = xn(- s,) tends 
to the origin (on the boundary of S) and x,‘(s, + t,) also tends to the origin. 
Thus, S has an improper saddle and its boundary must be as claimed. 
Nemytski [q has shown that for an arbitrary planar dynamical system 
no neighborhood of a stationary point can consist solely of arcs of hyperbolic 
or elliptic orbits. Thus, a homogeneous system is either central or else the 
disjoint union of the single stationary point, the maximal elliptic orbit sets, 
the maximal hyperbolic orbit sets, and the maximal parabolic orbit sets 
which “divide” the components of the union of the elliptic and hyperbolic 
orbits. These components are by Theorem 2 precisely the open maximal 
elliptic and hyperbolic orbit sets. By continuity and Theorem 2, there must 
be a finite number of such components. Since the union of the parabolic 
orbits and the stationary point is closed by Theorem 2, there is a finite num- 
ber of maximal parabolic orbit sets each of which is closed if the stationary 
point is adjoined. Thus, a noncentral planar homogeneous dynamical system 
determines a cycltial schema of maximal elliptic orbit sets, maximal hyper- 
bolic orbit sets, and the separating maximal parabolic orbit sets. For example, 
the cyclical schema associated with Fig. 1 would be: hyperbolic, parabolic 
(more than one orbit), elliptic, parabolic (one orbit)-or any cyclical permuta- 
tion thereof. 
In general, two cyclical schema are epiwaht if one is a cyclic permutation 
of the other. Two dynamical systems D and D’ on a phase space M are said 
to be o&tally equivalent if there is a homeomorphism R of M onto itself 
mapping the orbits (unparameterized) of D onto the orbits (unparameterized) 
of D’. Orbital equivalence in the phase space is equivalent to trajectory 
equivalence in the phase-t space-i.e., the existence of a homeomorphism R 
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such that R(xt) = (RX) t. For it is always possible to introduce new “times” 
by appropriate continuous reparameterizations. Thus, in the following the 
orbits are sometimes considered as parameterized, sometimes not. We can 
now state and prove Nemytski’s theorem on the classification of planar 
homogeneous dynamical systems. 
FIG. I 
THEOREM 3. Two noncentral homogeneous dynamical systems on E2 are 
globally trajectory equivalent if and only ;f  the corresponding cyclical schema are 
equivalent. Any two central homogeneous dynamical systems on E2 are globally 
trajectory equivalent. 
Proof. The last conclusion was proved by Nemytski [5]. I f  two non- 
central systems are trajectory equivalent, the cyclical schema must obviously 
be equivalent. 
Now, suppose the cyclical schema of two planar, noncentral homogeneous 
systems D and D’ are equivalent. A consequence of the theorem of Bebutov 
and Nemytski and of Theorem 2 is that any two maximal hyperbolic orbit 
sets are orbitally equivalent, as are any two parabolic orbit sets if each con- 
tains more than one orbit. Since the inversion of D into D-l transforms a 
maximal elliptic orbit set of D into a maximal hyperbolic orbit set of D-l, 
any two maximal elliptic orbit sets are also orbitally equivalent. The problem 
in constructing an orbital equivalence between all of D and all of D’ is in 
altering the orbital equivalences between corresponding maximal orbit sets 
in such a way that the altered equivalences agree on common boundaries. It is 
sufficient to show that if H and H’ are any two maximal hyperbolic orbit sets 
and if fi and fi are given continuous functions mapping the two parabolic 
orbits, r, and J’a , of the boundary of H respectively onto the two parabolic 
orbits, r,’ and I’,‘, of the boundary of H’, then there is an orbit preserving 
homeomorphism of H U r, UT, which agrees with fi on r, and with fi 
on r,. 
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Let X[x’] be a regular section of H[H’] tending to 0 at one end, to infinity 
at the other. Leaving the orbits of H unchanged in the region A bounded by 
I’, , h, and 0, we extend these orbits continuously across h into the region B 
bounded by r, , h, and 0 in such a way that the resulting extended orbits 
form a parabolic orbit set. The new orbit set coincides with H on A, but 
differs on B. This construction is certainly possible since h is a section. To 
this new orbit set r, is adjoined to form the parabolic orbit set Pr . PI’ is 
similarly constructed relative to H’. By the theorem of Bebutov and Nemytski 
PI and PI’ possess regular sections tar and pr’ respectively, and there is an 
orbit preserving homeomorphism 7 of PI onto PI’. v(h) is a section of PI’-F,’ 
since X is a section of PI - rr . Similarly, 7-r(X) is a section of PI - r, . 
Let Y[Y’] be the parameter of &-pr’] and let t[t’] be the “time” parameter in 
Pl[Pl’]. For simplicity and in order to avoid later problems of division by 
zero, it is assumed that the “time” and the regular section parameterizations 
are so chosen that: 0 < r, r’ < 1; r = 0 [r’ = 0] is the equation of I’r[I-‘,‘]; 
1 < t, t’; t = 2 [t’ = 21 is the equation of &pr’]; 
lim II xt II = 0 = l&-r+ II ~‘t’]l 
z-*1+ 
if x[x’] belongs to the phase space of Pl[Pl’]. The equations of h and 7-r(X) 
are taken to be t = g(r), and t = h(r), respectively, where g(r) and h(r) are 
monotone decreasing. Note that 
Thinking of 7 as being defined on the r, t parameter space, we alter 7 in such 
a way that the new image of X will be h’. Let T*(Y, t) = T(Y, t + h(r) - g(r)). 
Clearly, q* is an orbit preserving homeomorphism of PI onto PI’ with the 
desired property. Now we must alter T* to agree with fr on I’, . Let 
and let 
rl*(r, t> = (%*(r, t>, 77t”(y, t>) 
r]**(Y, t) = (q,*(r, t),fJqgW + t*, . 
Again, T** is an orbit preserving homeomorphism of PI onto PI’. But q** 
maps X onto h’ and agrees with fi on r, . 
Pz is now constructed in much the same way as PI , except that Pz coin&& 
with H on B rather than on A. Similarly Pz’ is constructed and there is arr 
orbit preserving homeomorphism 5 of Pz onto Pz’. [ must now be altered to 
coincide with v** on h and with fa on r, . Let the definitions of ,u~ , pz’, s and 
G(s) be similar to those of pr , pr’, Y and g(r), the necessary changes being 
made. Let the equation of c-l(X) be t = K(s). Define [* by 
b*(s, t) = &, t + W) - G(s)); 
8 
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define I** by <**(s, t) = [*(s’, t), where (r,g(r)) and (s, G(s)) are different 
parametric representations of the same point on X, and s’ is such that 
<*(s’, G(s’)) is the same point as ~**(r,g(r)). Then, <** maps h onto x’ and 
coincides with 7 * * on /\. Just as previously, [* * can be altered to coincide with 
fi on r, . Assume that this has already been done and that {** is again the 
name of the new homeomorphism. We then define the homeomorphism 0 
with all the desired properties to be v** on r, u A u h and <** on 
r, u B uh. 
Thus, D and D’ are orbitally equivalent since orbit preserving homeo- 
morphisms such as 0 can be constructed between corresponding maximal 
hyperbolic or elliptic orbit sets once homeomorphisms have been defined 
between corresponding parabolic orbit sets. Q.E.D. 
We now wish to show that with respect to trajectory equivalence a given 
planar homogeneous dynamical system can “almost” be represented by a 
planar homogeneous differential system such as (2), when N is a positive 
integer and f is a vector polynomial of degree N. First note that by symmetry 
the schema associated with system (2) is completely determined by the 
schema of any half-plane through the origin bounded by integral rays (if 
they exist). The schema of the other half-plane is identical. I f  there are no 
nitegral rays, the system is either central or else there is a single maximal 
parabolic orbit set (i.e., the origin is either a center or a focus). 
THEOREM 4. For each planar homogeneous dynamical system D which is 
either central, or consists of a single parabolic orbit set, or whose schema decom- 
poses into two identical schemata there is a homogeneous vector polynomial f such 
that the planar homogeneous dzflerential system (2) is trajectory equivalent to D. 
Proof. The theorem is obvious in the first two cases. In the first case, 
t&e fh ,d = (x2 , - x1) and in the second f(xl , x2) = (x1 , x2). For the 
third case we apply some results of Forster ([I], pp. 282-289) which ensure 
that any given schema prescribed on a half-plane can be synthesized by a 
homogeneous polynomial differential system such as (2). In the light of 
Theorem 3 and the remarks preceding the statement of Theorem 4, this 
suffices to prove Theorem 4. 
3. LOCAL TRAJECTORY EQUIVALENCE OF PLANAR DIFFERENTIAL SYSTEMS 
Are, systems (1) and (2) locally trajectory equivalent at the origin ? Theo- 
rem 5 gives an affirmative answer if f and g satisfy conditions (a)-(d) below. 
These conditions are stronger than necessary, but the technique used in the 
proof indicates how more general cases could be treated. 
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(a) f(x) is a homogeneous vector polynomial of degree iV >, 1. 
(b) fd4 and fit4 h ave no common real linear factors. 
(4 fib9 x2 -f2(-4 Xl + 0. 
(d) g(x) is the sum of a homogeneous vector polynomial of degree N + 1 
and a Cl vector function which is o(II x IIN+l). 
Conditions (b), (c), and (d) ensure that the origin is an isolated critical point 
of systems (1) and (2) and that system (2) possesses a finite number of integral 
rays terminating at the origin. If 
and 
x1 = Y cos 8, x2 = Y sin 9 
dT I (x12(t) + ~;(t))(~-l)‘~ dt, 
systems (1) and (2) become respectively, 
dr/dT = ra(8) + r2b(r, f?) 
dB/dT = C(e) + rd(r, 8) 
dr/dT = ra(e) 
df?/dT = c(0) 
(3a) 
(3b) 
(4a) 
WI 
where the functions a, b, c, and d are easily expressible in terms off and g. 
Note the definition of dT for system (3) refers to a solution x(t) of (l), while 
the definition for system (4) refers to a solution x(t) of (2). Let T, , corres- 
ponding to a root 8, of c(e), be an integral ray of system (2). If Y  -+ 0 [Y -+ co] 
whenever 0 -+ Bi along a trajectory of (2), P, is nodaE [isoZated]. If Y  + 0 
whenever 8 -+ Bj+ along a trajectory of (2) while Y  -P co whenever 0 + 8,- 
along a trajectory of (2)-o r in the case when Bi+ and 8,- are interchanged- 
then T’j is of changing behaoior. Forster’s theorem (see [I], pp. 290-320) can 
now be stated. 
THEOREM. Under the above conditions (a)-(d) on the fun&ms f and g the 
following relationships exist between the trajectories of (1) and those of (2) : 
1. If c(0) has no real roots, either the o&gin is a focus of (I) and of (2) 01 
else (2) is central and every trajectory of (I) is either closed or spiral. 
2. If r + 0 along a trajectory of (I), that trajectory either is a spiral about 
the or&in or else tends to the origin tangent to an integral ray of (2). 
3. If the integral ray r, of (2), corresponding to the root 8* of c(e), is nodal, 
then every trajectory of (I) with initial Y and 0 close enough to 0 and or yes- 
pectively tends to the or&in tangent to rj . 
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4. If Pi is isolated, then there is exactly one trajectory of (I) tending to the 
origin tangent to ri . 
5. If Tj is of changing behavior, then there is a trajectory r of (I) tending 
to the origin tangent to r, . On one side of r every trajectory of (1) with initial 
r and 0 close enough to 0 and Bj , respectively, tends to the origin tangent to r. 
On the other side no trajectory tends to the origin tangent to r. 
It should also be noted that the parametric behavior of solutions of (1) 
near the origin coincides with that of solutions of (2). For example, in part (3) 
of Forster’s theorem if lim,,, r(t) = 0 along rj , then lim,,, r(t) = 0 along 
every solution of (1) tending to the origin tangent to ri . Also note that r(t) 
and r(T) and O(t) and B(T) have the same types of parametric behavior along 
trajectories of systems (1) and (3)- an d 1 a so along trajectories of systems (2) 
and (4). This is evident since for r > 0, rNY1 > 0. 
THEOREM 5. Under the above conditions (a)-(d) on the functions f and g 
systems (1) and (2) are locally trajectory equivalent at the origin ;f  (2) is 
noncentral. 
Proof. Nemytski’s theorem (Theorem 3) and Forster’s theorem will both 
be used in the proof. First suppose that system (2) has no integral rays. Since 
(2) is by hypothesis noncentral, part (1) of Forster’s theorem asserts that the 
origin is a focus of systems (1) and (2). A ssume without loss of generality that 
the origin is stable for both systems and that r is a trajectory of (1) spiraling 
about the origin. Then, as is well-known (see [I], p. 218) there is a smooth 
regular section h (relative to system (1)) with end points p and q on r such 
that all trajectories of (1) intersecting the interior arc of h with increasing t 
enter and remain within the region R bounded by h and the subarc of I’ 
bounded by p and q. Under a homeomorphism of R onto E2 the images of the 
trajectory arcs of (1) in R form a dynamical system D, on E2. It is easy to 
verify that D, is homogeneous and consists of a single maximal parabolic 
orbit set. But the dynamical system D, defined by system (2) in this case is 
also homogeneous and consists of a single maximal parabolic orbit set. By 
Theorem 3, D, and D, are globally trajectory equivalent. Thus, in this case, 
systems (1) and (2) are locally trajectory equivalent at the origin. 
A similar, although somewhat more detailed, procedure is used in the 
case that system (2) possesses integral rays. First note that the two integral 
rays corresponding to two adjacent roots of c(0) determine a sector in the 
interior of which all trajectories of (2) have the same limit behavior-i.e., 
all are elliptic, all are hyperbolic, or all are parabolic. This follows directly 
from the homogeneity off and the fact that the origin is an isolated critical 
point. I f  all trajectories of (2) in one of these sectors are elliptic [hyperbolic] 
that sector contains a maximal elliptic [hyperbolic] orbit set. However, a 
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sector of parabolic orbits may not be maximal unless adjacent parabolic 
sectors are adjoined. 
There are several possibilities for the disposition of the various types of 
sectors around the origin. Since the techniques are similar in all cases, we 
shall treat in detail a single case-that of a sector bounded by a nodal integral 
ray r, and by an isolated integral ray ra , where the interior of the sector is 
filled with parabolic trajectories. Corresponding to r, and r, respectively, 
let r,* (r > 0 and 0 = 0,) and I’,* (r > 0 and 0 = 0,) be trajectories of (4). 
Without loss of generality, it is assumed that as T + co, r + 0 along I’,* 
and along I’,*. Because of the assumptions made about r, , I’, and the sector, 
dB/dT > 0 for B close to and smaller than 0, and for 0 close to and larger 
than f12 , while dB/dT < 0 for tIr < 6J < 0, . See Fig. 2. Since r, is nodal, 
i 
FIG. 2 
through every point p(0, , rr) of r,* there is a smooth regular section A, 
of system (4) bounded by points p’(er’, 0) and p”(eI”, 0) such that all trajec- 
tories of (4) cutting the interior arc of A, enter and remain within with 
increasing T the region bounded by A, and the arc I = 0, 0,‘ < 8 < t$“. 
Since I’, is isolated, through every point q(6J2 , ra) of I’,* there is a smooth 
regular section A, of system (4), all trajectories of (4) intersecting As traversing 
it in the same sense at I’,*. By continuity if r, and ra are small enough, A, 
and A, are smooth regular sections of system (3) as well as of system (4). 
Since r = 0 is a solution of both (3) and (4), continuity also implies that there 
exist A, and A, as above and a trajectory r of (3) such that r intersects A, at a 
point p”’ and ha at a point q’, Q(r) = (0, , 0) and A(r) contains neither (0, , 0) 
nor (0, , 0). By part (4) of Forster’s theorem and by continuity we can assume 
that there is a unique trajectory of (3), intersecting A, at a point q”, with 
positive limit set (0, , 0). Let P be the region bounded by the arc r = 0, 
8r < 0 < 0, , by the arc bounded by Q” and (0, , 0) of the trajectory ra** 
of (3) through q”, by the arc of A, bounded by q“ and q‘, by the arc of r 
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bounded by q’ and p”‘, by the arc of h, bounded by p”’ and p, and by the 
arc bounded by p and (0,O) of the trajectory r,** of (3) through p. See 
Fig. 3. By the above arguments it can be assumed that every trajectory of (3) 
intersecting P has (0, , 0) as its positive limit set, possesses no negative limit 
points in P or on its boundary, and once it enters P remains within P with 
increasing T. 
r 
I 
FIG. 3 
Now let h denote the arc of the boundary of P bounded by p and q” and 
disjoint from I = 0. An arc such as h can be constructed for each sector 
around the origin. Adjoining arcs of trajectories of (3) such as P,** or I’,** 
where necessary to connect adjacent h’s, we obtain a simple piecewise-smooth 
curve of period 27~ in the Y - 13 space. The corresponding simple closed curve 
in the x-space encloses the origin and bounds a region R which can be decom- 
posed into “sectors” such as P. Under a homeomorphism of R onto E2 the 
image of the trajectory arcs of (1) in R form a dynamical system D, on he. 
Under this transformation P becomes a parabolic orbit set. Similarly maximal 
elliptic and maximal hyperbolic orbit sets are obtained under the homeo- 
morphism. It is not difficult to verify that D, is homogeneous. Moreover, it is 
clear that the schema of D, is cyclically equivalent to that of D, , the homo- 
geneous dynamical system defined by system (2). By Theorem 3, D, and D, 
are globally trajectory equivalent. Hence, systems (1) and (2) are locally 
trajectory equivalent at the origin. 
Remark. Theorem 5 can also be deduced from Forster’s theorem and 
theorem 7.1 of [3]. 
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