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1. Introduction
In this work, we analyze different topics in the study of object tracking. In Section 2,
we study algorithms for tracking objects in a video sequence, based on the selection of
landmark points representative of the moving objects in the first frame of the sequence to
be analyzed. The movement of these points is estimated using a sparse optical-flow method.
Methods of this kind are fast, but they are not very robust. Particularly, they are not able
to handle the occlusion of the moving objects in the video. To improve the performance of
optical flow-based methods, we propose the use of adaptive filters to predict the expected
instantaneous velocities of the objects, using the predicted velocities as indicators of the
performance of the tracking algorithm. The efficiency of this strategy to handle occlusion
problems are tested with a set of synthetic and real video sequences. In (Parrilla et al., 2008)
we develop a similar study using neural networks.
Video tracking deals with the problem of following moving objects across a video sequence
(Trucco & Plakas, 2006), and it has many applications as, for example, traffic monitoring and
control (Iñigo, 1989), (Erdem et al., 2003), robotic tasks, surveillance, etc. Simple algorithms
for video tracking are based on the selection of regions of interest in the first frame of a
video sequence, which are associated with moving objects to be followed and a system for
estimating the movement of these regions across the sequence. More demanding methods
impose constrains on the shape of the tracked objects (Erdem et al., 2003; Shin et al., 2005), or
use methods to separate the moving objects from the background of the images (Ji et al, 2006;
Wren et al., 1997). Most of these more demanding algorithms deal with partial occlusion of
the moving objects, that is, the algorithms are not lost when the target temporarily disappears
from the frame and they resume correctly when the target reappears. Generally, this kind
of algorithms include an a priori training of the possible shape of the object to be followed
and occlusion is handled following the movement of the contour. This is expensive from the
computational point of view and makes these algorithms difficult to be implemented in a
real-time application.
We have used adaptive filters (Haykin, 1986; Ljung, 1999) to predict the velocities of the object
to track. These expected velocities are compared with the ones computed with the optical
flow method and are used as indicators of the performance of the method. If the optical flow
method fails to compute reasonable values for the velocities, the velocity values predicted by
the filter can be used as reliable values for the velocities of the object. A system of this kind
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can be useful in different applications, such as economic systems for traffic monitoring and
control using images provided by cameras installed in the roads (Iñigo, 1989).
The critical point of the system for solving the occlusion problems is the coupling between
optical flow and predictive algorithms. This coupling is governed by different parameters. In
Section 3, we propose the use of a fuzzy control system to solve the mentioned coupling.
Section 4 is devoted to stereoscopic video sequences. We analyze simple algorithms for 3D
tracking objects in a stereo video sequence, by combining optical flow and stereo vision. This
method is not able to handle the occlusion of the moving objects when they disappear due to
an obstacle. To improve the performance of this method, we propose the use of adaptive filters
or fuzzy control techniques to predict the expected instantaneous velocities of the objects.
2. Handling occlusion in optical flow algorithms for object tracking
2.1 Optical flow
For computing the optical flow of a frame of a video sequence, it is necessary to assume that
intensity variations of the image are only caused by displacements of the objects, without
considering other causes such as changes of illumination. This hypothesis, proposed initially
by Horn and Schunck (Horn & Schunck, 1981), supposes that present intensity structures in
the image, at local level, stay constant throughout the time, at least during small temporal
intervals. Formally, if I(x¯, t) = I(x(t), y(t), t) denotes the continuous space-time intensity
function of an image, it has to be fulfilled that
I(x(t), y(t), t) ≈ I(x(t + ∆t), y(t + ∆t), t + ∆t). (1)
By expanding the right-hand side of equation (1) using the Taylor series yields
I(t) ≈ I(t) +
dI(t)
dt
∆t + O2(∆t) (2)
that is,
dI
dt
= 0, (3)
where O2(∆t) are the 2nd and higher order terms, which are assumed to be negligible. Finally,
applying the Chain rule, we obtain the optical flow equation
∂I
∂x
dx
dt
+
∂I
∂y
dy
dt
+
∂I
∂t
= 0 (4)
or, in another way
Ixu + Iyv + It = 0, (5)
where Ix, Iy are the components of the spatial gradient ∇I, It denotes partial differentiation
with respect to time and v = (u, v) denotes the components of the image velocity field. The
distribution of the velocity in each point of the image is known as the optical flow.
Constraint (5) is not sufficient to solve the optical flow equation for a given frame. The
problem is ill-posed because we have to compute two components, u and v, and we only
have one equation. This phenomenon is known as the aperture problem. It is necessary to
consider additional restrictions to the problem to estimate the motion at every image location.
There are many techniques for computing the optical flow, which differ one from each other in
the different assumptions that are taken into account to determine the solution. In our analysis
we use the technique proposed by Lucas and Kanade in 1981 (Lukas & Kanade, 1981).
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2.1.1 Lucas and Kanade algorithm
The algorithm proposed by Lucas and Kanade uses a local constant model of velocity,
obtaining good results in different applications (Bourel et al., 2001; Parrilla et al., 2005;?). It
is based on supposing the values of optical flow in a local neighborhood, R, to be constant,
minimizing the following expression
∑
(x,y)∈R
W2(x, y)(∇I(x, y, t)v + It(x, y, t))
2, (6)
where W(x, y) denotes a window function and R is a spatial neighborhood. Equation (6) has
the following solution (Barron et al., 1994)
ATW2A · v = ATW2b, (7)
where, for n points (xi, yi) in R at a moment t,
A =
[
∇I(x1, y1), · · · ,∇I(xn, yn)
]T
(8)
W = diag
[
W(x1, y1), · · · ,W(xn, yn)
]
(9)
b = −
[
It(x1, y1), · · · , It(xn, yn)
]T
(10)
We can track a window from frame to frame if the system (7) represents good measurements,
and if it can be solved reliably. This means that the 2 × 2 coefficient matrix ATW2A of the
system must be both above the image noise level and well conditioned. In turn, the noise
requirement implies that both eigenvalues of ATW2A must be large, while the conditioning
requirement means that they cannot differ by several orders of magnitude. In practice, if the
two eigenvalues of ATW2A are λ1 and λ2, we accept a window if min(λ1,λ2) > λ, where λ is
a predefined threshold.
2.2 Adaptive filters
To obtain an indicator of the performance of the tracking algorithm, each component of the
velocity estimated by using optical flow, for the different frames of a sequence, is considered
as a time series. We use adaptive filters to predict instantaneous velocities in order to compare
them with the velocities obtained by using the optical flow algorithm.
An adaptive filter is a filter which self-adjusts its transfer function according to an optimizing
algorithm. Because of the complexity of the optimizing algorithms, most adaptive filters are
digital filters that perform digital signal processing and adapt their performance based on the
input signal. In our work, we concentrate on the recursive least squares (RLS) filter (Ljung,
1999).
2.2.1 RLS filter
We start from a signal xn , n = 0, . . . , NT, and we assume for the signal an AR(p)model
xk = − (a1)k xk−1 − (a2)k xk−2 − · · · −
(
ap
)
k
xk−p + εk . (11)
Assuming this model for k = p, . . . , N, we obtain the system of equations
XN = CNaN + ǫN , (12)
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where
XN =
⎡
⎢⎢⎢⎣
xp
xp+1
...
xN
⎤
⎥⎥⎥⎦ , CN =
⎡
⎢⎢⎢⎣
xp−1 xp−2 · · · x0
xp xp−1 · · · x1
...
...
xN−1 xN−2 · · · xN−p
⎤
⎥⎥⎥⎦ ,
aN =
⎡
⎢⎢⎢⎣
− (a1)N
− (a2)N
...
−
(
ap
)
N
⎤
⎥⎥⎥⎦ , ǫN =
⎡
⎢⎢⎢⎣
εp
εp+1
...
εN
⎤
⎥⎥⎥⎦ .
The model coefficients,
(
aj
)
N
, are obtained as those coefficients that make minimum the error
function
JN =
1
2
N
∑
k=p
λN−kεkεk =
=
1
2
ǫTNΛNǫN =
1
2
(XN − CNaN)
T
ΛN (XN − CNaN) . (13)
We have introduced the weights matrix
ΛN =
⎡
⎢⎢⎢⎢⎢⎣
λN−p 0 · · · 0
0 λN−p−1
...
...
...
0 · · · 1
⎤
⎥⎥⎥⎥⎥⎦
,
where 0 < λ ≤ 1 is a constant that controls the importance on the error function JN of the
older samples of the signal, and is called the forgetting factor of the method. The coefficients
aN are the solutions of the equation
∂JN
∂aN
= 0 ,
that is,
aN =
[
CTNΛNCN
]−1
CTNΛNXN . (14)
Let us consider now N + 1 samples of the signal. The system (12) becomes
[
XN
xN+1
]
=
[
CN
cTN+1
]
aN+1 + ǫN+1 , (15)
where
cTN+1 =
[
xN , xN−1, · · · , xN−p+1
]
.
aN+1 will be the coefficients that minimize the new error function
JN+1 =
1
2
N+1
∑
k=p
λN+1−kεnεN =
1
2
ǫTN+1ΛN+1ǫN+1 .
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The solution of this problem is
aN+1 =
[
CTN+1ΛN+1CN+1
]−1
CTN+1ΛN+1XN+1 . (16)
To obtain the inverse of matrix CTN+1ΛN+1CN+1 is an expensive process from the
computational point of view, especially when a large number of samples are considered. To
overcome this problem, we take into account that
CTN+1ΛN+1CN+1 =
[
CTN cN+1
] [ λΛN 0
0 1
] [
CN
cTN+1
]
=
= CTNλΛNCN + cN+1c
T
N+1 .
By using the inversion lemma (Ogata, 1987)
(A + BD)−1 = A−1 − A−1B
(
I + DA−1B
)−1
DA−1 ,
with
A = λCTNΛNCN , B = cN+1 , D = c
T
N+1 ,
we rewrite
[
CTN+1ΛN+1CN+1
]−1
= (17)
1
λ
⎛
⎝[CTNΛNCN
]−1
−
[
CTNΛNCN
]−1
cN+1c
T
N+1
[
CTNΛNCN
]−1
λ+ cTN+1
[
CTNΛNCN
]−1
cN+1
⎞
⎠ .
Introducing the notation
PN =
[
CTNΛCN
]−1
, KN+1 =
PNcN+1
λ+ cTN+1PNcN+1
,
we obtain the recurrence
PN+1 =
1
λ
(
PN − KN+1c
T
N+1PN
)
. (18)
Therefore, using (16), we can write
aN+1 = PN+1λC
T
NΛNXN + PN+1cN+1xN+1
= PNC
T
NΛN XN − KN+1c
T
N+1PNC
T
NΛNXN
+
1
λ
PNcN+1xN+1 −
1
λ
KN+1c
T
N+1PNcN+1xN+1
= aN − KN+1c
T
N+1aN +
1
λ
PNcN+1xN+1
−
1
λ
PNcN+1c
T
N+1PNcN+1xN+1
λ+ cTN+1PNcN+1
= aN + KN+1
(
xN+1 − c
T
N+1aN
)
.
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To use the recursive least square (RLS) method, we first perform an initialization step,
considering Nin samples of the signal and computing
PNin =
[
CTNin ΛNCNin
]−1
,
aNin = PNC
T
Nin
ΛNin XNin .
After this step, the following recursion is used
KN+1 =
PNcN+1
λ+ cTN+1PNcN+1
,
PN+1 =
1
λ
(
PN − KN+1c
T
N+1PN
)
,
aN+1 = aN + KN+1
(
xN+1 − c
T
N+1aN
)
, (19)
for N = Nin, . . . , NT, obtaining in this way a new set of coefficients for the AR(p) model each
time a new sample of the signal is considered. This kind of autoregressive method where the
coefficients change in time is called a Dynamic Autoregressive method of order p, DAR(p),
(Young, 1999).
In order to combine adaptive filters with optical flow calculation, we follow the next steps:
1. We calculate velocities for Nin frames of each sequence by using Lucas and Kanade
algorithm and we use this samples to inicialize the filter coefficients.
2. For the N-th frame, we calculate the velocity vN in the following way:
a. We calculate v
o f
N by using optical flow.
b. We estimate v
a f
N by using an adaptive filter.
c. If |v
o f
N − v
a f
N | < tolN , then vN = v
o f
N . Else vN = v
a f
N , where tolN are certain tolerance
factors, which depend on the sequence to be analyzed.
2.3 Numerical results
The method explained above has been used to analyze synthetic and real video sequences.
The result has been satisfactory, since the algorithm has allowed to track the objects along the
whole sequence.
Fig. 1. Moving object
In all the examples, we have used windows of 7× 7 pixels to calculate optical flow by using
Lucas and Kanade algorithm. The point to track has been selected by indicating to the
program the zone where the object that we want to track is. In a final application, we would
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select a greater number of points of the image, discarding those that did not have movement.
In this way, we would only consider the points that belong to objects in movement.
Parameter values are a critical factor for the correct operation of the proposed algorithms. A
very small value of the tolerance will cause the methods to select predicted velocities when
there is no obstacle. On the other hand, a large value of the tolerance will make that the
methods can not detect any occlusion.
We will analyze the occlusion problem by using the example observed in figure 1. It consists
in an object with a horizontal movement and a velocity vel pixels per frame.
Fig. 2. Difference between optical flow and prediction
We have calculated |v
o f
x − v
a f
x | for vel = 2, vel = 3 and vel = 4 pixels per frame (ppf) for
the different frames of the sequence. The results can be observed in figure 2. We can see that
there are two different peaks for each value of vel that corresponds with the input and output
frontiers of the obstacle. In these points there are two discontinuities that produce a large error
in the calculation of the optical flow. These peaks will always be detected. If we analyze what
happens in the region corresponding to the transition of the object through the obstacle, we
obtain the figure 3.
Fig. 3. Difference between optical flow and prediction (zoom)
As we can see, the values of |v
o f
x − v
a f
x | are very similar to the velocity values of the object
because the optical flow algorithm considers that obstacle is a static object so v
o f
x,y = 0 in this
region. In this way, we will use a variable value of tolerance in our algorithm for each frame
N
tolN = k |vN−1| (20)
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Fig. 4. RLS tracking in a synthetic sequence
In the different sequences that have been analyzed we have used a value of k = 0.75.
In figure 4, we can observe differents frames of a synthetic video sequence that consists in an
object that follows a curved trajectory passing under an obstacle. Another example is shown
in figure 5. We can see an urban route where there is a partial vehicle occlusion because of a
street light. In these two examples, occlusions have been handled by using a RLS filter. We
have used a value of Nin = 7 frames, an order filter of 2 and a forgetting factor of λ = 0.99.
In both sequences, without using the RLS filter, an error occurs when the object arrives at
the obstacle. As we can see, by using the RLS filter, objects can be tracked along the whole
sequences.
This method has demonstrated to be very efficient to handle occlusion because of its
adaptability and tolerance to noisy data.
3. Fuzzy control for obstacle detection in object tracking
As we have said in the former section, tolerance values are a critical factor for the correct
operation of the proposed algorithms. A very small value of the tolerance will cause the
methods to select predicted velocities when there is no obstacle. On the other hand, a large
value of the tolerance will make that themethods can not detect any occlusion. For this reason,
the choice of parameter k is very critical. In this section, we propose to use a variable value
for parameter k controlled by a fuzzy system, instead of selecting its value a priori.
3.1 Fuzzy controller
A fuzzy control system is a control system based on fuzzy logic (Zadeh, 1965). Fuzzy control
provides a formal methodology for representing, manipulating and implementing a human’s
heuristic knowledge about how to control a system (Passino & Yurkovich, 2000). The fuzzy
controller block diagram is given in figure 6, where we can see a fuzzy controller embedded
in a closed-loop control system.
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Fig. 5. RLS tracking in a real sequence
Fig. 6. Fuzzy controller architecture
To design a fuzzy controller, we have to specify the different blocks of the system:
• Input variables LHS
• Output variables RHS
• Input fuzzification method
• Fuzzy rules
• Inference engine parameters
• Defuzzification method
3.1.1 Fuzzification
The function of the fuzzificator is the conversion of the real input x into a fuzzy set. To do
this work, it is neccessary to define a set of membership functions. In figure 7, we can see an
example of this set.
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Fig. 7. Membership functions. LN: large negative, MN: medium negative, S: small, MP:
medium positive, LP: large positive
The values of each membership function are labeled by μ (x) and determined by the input
value x and the shape of each membership function. In the example of figure 7, if we have an
input value x = 2, the set of fuzzy variables will be:
μLN = 0
μMN = 0
μS = 0.6
μMP = 0.4
μLP = 0
3.1.2 Fuzzy decision blocks
Fuzzy control requires a specification of the rules in terms of linguistic variables, that are
conditional statements of type IF-THEN. These rules relate input fuzzy values to output fuzzy
value. A set of fuzzy rules Rl is:
Rl : IF x1 is F
l
1 and ... and xn is F
l
n THEN y is G
l,
where xi and y are input and output linguistic variables, and F
l
i and G
l are fuzzy sets.
In this case, we consider a system with multiples inputs and one output. A system with
multiple outputs can be separated in a set of simple fuzzy systems.
3.1.3 Inference engine
The inference engine produces a global output μout (y), by using the set of rules and
considering the membership degree of the input with each membership function. The global
output μout (y) is a fuzzy set that is calculated from a set of membership functions for the
output y.
Continuing the previous example, if we have the two following rules:
If x is small (S), Then y is small (S)
If x is medium positive (MP), Then y is positive (P)
, and we know that
μS = 0.6
μMP = 0.4
by using the set of membership functions for the output y observed in figure 8, we will obtain
the global output of the figure 9.
Depending of the method of defuzzification, we can consider an only global output μout (y)
as the union of all the contributions, or a global output μkout (y) for each contribution.
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Fig. 8. Membership output functions. N: negative, S: small, P: positive
Fig. 9. Global output
3.1.4 Defuzzification
The defuzzification is a process to obtain a real value u∗ representative of μout (u). There are
different methods for defuzzification andmethod selection is very important for the efficiency
and precision of the controller.
The most used defuzzification techniques are:
• COA o Center of Areas
This technique calculates u∗ as the geometric center of the output fuzzy value μout (u),
where μout (u) is the combination of all the contributions. u
∗ divides the area in two
regions with the same area. Some problems of this method are the computational cost,
the preference for central values and that the overlapping area is only counted once.
• COS o Center of Sums
This method operates separately for each contribution. The overlapping areas are
considered more than once. It is efficient and it is the most used method.
• MOM o Mean of Maxima
This technique calculates the mean value of points with maximamembership degree in the
global output μout (u). It is very fast, but it does not consider the shape of μout (u).
• CA o Center Average
This method operates separately for each contribution and calculates a pondered average
of the centers of the contributions.
3.2 Obstacle detection
In our system, we want the value of tol to be small when there is an obstacle and large in any
other case. The value of tol can be controlled by the variable k. In this way, we have designed
a fuzzy system to control the value of k.
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The system has two inputs, ∆ε and qV, and one output, k.
The variable ∆ε is the increment error (EI). If we call error ε to the absolute value of the
difference between the velocity calculated by optical flow and the velocity estimated by the
adaptive filter, we have that:
εn =
∣∣∣vo fn − va fn
∣∣∣ , (21)
∆εn = εn − εn−1 . (22)
The variable qV is a binary variable that indicates if we are using the velocities calculated
by optical flow in the previous frames (qV = 1) or the ones estimated by the adaptive filter
(qV = 0).
In figure 10, we can see the set of membership functions used to the fuzzification of the input
∆ε. Fuzzy values for this input can be negative big (NB), medium (M) or positive big (PB). NB
values correspond to the final of the peaks that exist in the frontiers of the obstacle as we can
see in figure 2, PB values correspond to the beginning of these peaks and M value correspond
to the other situations.
Fig. 10. Membership functions for the input ∆ε
In this system, the value of variable k must be high (H), to select the velocity calculated by
optical flow, when there is no occlusion (EI=M, qV=1) and when the target is in the output of
the obstacle (EI=NB, qV=0). In all the other cases, the value of k will be low (L) to select the
velocity estimated by the adaptive filter.
In this way, the system fuzzy rules are the following:
• IF EI is NB and qV=0 THEN k is H
• IF EI is M and qV=0 THEN k is L
• IF EI is PB and qV=0 THEN k is L
• IF EI is NB and qV=1 THEN k is L
• IF EI is M and qV=1 THEN k is H
• IF EI is PB and qV=1 THEN k is L
The inference engine calculates the global output μout (k) by using these conditions and the
set of output membership functions that we can observe in figure 11. In this way, the value of
the output variable k can oscillate between 0.5 and 1.
Finally, the defuzzificator calculates from the global output μout (k) the real value for the
variable k by using the center of sums technique, that provides fast and satisfactory results.
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Fig. 11. Membership functions for the output k
3.3 Results
The algorithm exposed has been tested in different video sequences, studying synthetic and
real traffic videos. We have used windows of 7× 7 pixels for Lucas and Kanade algorithm,
and a value of Nin = 7 frames, an order of 2 and a forgetting factor of λ = 0.99 for the adaptive
filter.
In figure 12, we can observe differents frames of a synthetic video sequence designed with
3D Studio Max ® that consists in an object that follows a curved trajectory passing under an
obstacle.
Fig. 12. Fuzzy object tracking in a synthetic sequence
In this example, the occlusion is produced in frames 37-43. As we can observe in figure 13, the
value of k decreases in those frames. In this way, the predicted velocity is selected while the
target is hidden by the obstacle and the object is correctly tracked along all the sequence.
The same result is obtained analyzing the example shown in figure 14. In this figure, we can
see an urban route where there is a partial vehicle occlusion because of a street light.
In this case, the occlusion occurs in frames 21-27 and, as we can see in figure 15, k decreases
in this position. On the other hand, in this figure, we can observe that the value of k also
decreases in frames 51-54. This change is due to the fact that there is an error in the optical
flow calculation. The performance of the system in this point is very interesting since it is able
to correct possible errors in the optical flow calculation, besides handling occlusion.
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Fig. 13. k values in synthetic sequence
Fig. 14. Object tracking in a real sequence
4. Handling occlusion in object tracking in stereoscopic video sequences
Stereo vision is a part of the field of computer vision that uses two or more cameras to
obtain two or more images from which distance information can be obtained by using
the triangulation principle (Cochran & Medioni, 1992). We can obtain three-dimensional
information of static scenes by using this technique. On the other hand, we can use optical
flow algorithms for object tracking in two dimensional video sequences along the time (Trucco
& Plakas, 2006).
In (Parrilla et al., 2005), we have studied a system that combines stereoscopic vision and
optical flow algorithms for object tracking in a three-dimensional space. We select a set of
points to be tracked in the first frame of one video of the stereo sequence and, by using optical
flow algorithms, we track them in that sequence. For each frame, we calculate the disparity of
these points by using the other video and stereo algorithms. In this way, we know the position
of each point in a three dimensional space (disparity) and along the time (optical flow). One
of the most important problems of this technique is that this method is not able to handle the
occlusion of the moving objects.
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Fig. 15. k values in real sequence
Fig. 16. Triangulation principle
For solving this occlusion problem, we propose the use of adaptive filters (Haykin, 1986;
Ljung, 1999) to predict the expected 3D velocities of the objects. In this section, we combine
adaptive filters, optical flow algorithms and stereo vision, in order to handle occlusion in
object tracking in stereoscopic video sequences.
Stereo vision (Cochran, 1990) consists in, given a point P from which we know their
projections P1 and P2 in the images of a pair of cameras, calculating its position in the space
by using the triangulation principle (see figure 16). If we designate the cartesian coordinates
of the projections as (x1, y1) and (x2, y2) in the respective coordinate systems of the cameras,
we can obtain their relationship with the coordinates (x, y, z) of point P.
Without loss of generality, we will assume that the coordinate system of the left camera and
the real world is the same and, to simplify the problem, we will consider that the axes of the
cameras are parallel and the coordinate system of the right camera is similar but moved a
distance B along the axis x. We will also assume that the two cameras are equal with a focal
length f . In this way we have the following equations:
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Fig. 17. Correlation search
⎧⎪⎪⎨
⎪⎪
x1
f
=
x
z
x2
f
=
x − B
z
(23)
By solving the system of equations we obtain the following results:
x =
x1B
x1 − x2
, (24)
z =
B f
x1 − x2
. (25)
By proceeding in a similar way we also can calculate that:
y =
y1B
x1 − x2
. (26)
The main problem of stereo vision is to find the correspondences between the points of the
different images (disparity), i.e, given the projection P1 in the left image, to find what point of
the right image corresponds to the projection P2, to situate in the space the point P.
We have programmed a correlation searchmethod that has provided satisfactory results. This
technique selects a neighborhood around the point P1 and calculates the correlation with a
window that will displace over the different points of the right image (see figure 17). Finally
we select that point where the correlation is maximum.
Because of the geometry of the problem, we only have to displace the window along a line
(epipolar line) because projections P1 and P2 will be situated in the same horizontal (see figure
18).
4.1 Two-dimensional adaptive filter
To obtain an indicator of the performance of the tracking algorithm, each component of the
velocity estimated by using optical flow and stereo vision, for the different frames of the
sequences, is considered as a time series. We use adaptive filters to predict instantaneous
velocities in order to compare them with the velocities obtained by using optical flow and
stereo vision. For the component vy, we use a simple adaptive filter because this component
is the same in the two video sequences. On the other hand, there are two components vLx and
vRx that correspond to the velocities in the left and right images. In this case, we will adapt
the RLS filter to operate with two signals simultaneously.
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Fig. 18. Epipolar line
We start from two signals xLn and xRn, n = 0, . . . , NT, and we assume for the signals an AR(p)
model
xLk = − (a1)k xLk−1 − (a2)k xRk−1 − · · ·
· · · −
(
a2p−1
)
k
xLk−p −
(
a2p
)
k
xRk−p + εk ,
xRk = − (b1)k xLk−1 − (b2)k xRk−1− · · ·
· · · −
(
b2p−1
)
k
xLk−p −
(
b2p
)
k
xRk−p + ε
′
k , (27)
In this case, xLk and xRk will depend on the previous samples of both signals.
Assuming this model for k = p, . . . , N, we obtain the system of equations
[
XLN
XRN
]
= CN
[
aN
bN
]
+ ǫN ,
where
XLN =
⎡
⎢⎢⎢⎣
xLp
xLp+1
...
xLN
⎤
⎥⎥⎥⎦ , XRN =
⎡
⎢⎢⎢⎣
xRp
xRp+1
...
xRN
⎤
⎥⎥⎥⎦ , CN =
⎡
⎢⎢⎢⎣
xLp−1 xRp−1 · · · xL0 xR0
xLp xRp · · · xL1 xR1
...
...
xLN−1 xRN−1 · · · xLN−p xRN−p
⎤
⎥⎥⎥⎦ ,
aN =
⎡
⎢⎢⎢⎣
− (a1)N
− (a2)N
...
−
(
a2p
)
N
⎤
⎥⎥⎥⎦ , bN =
⎡
⎢⎢⎢⎣
− (b1)N
− (b2)N
...
−
(
b2p
)
N
⎤
⎥⎥⎥⎦ , ǫN =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
εp
...
εN
ε′p
...
ε′N
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This system of equations can be considered as two separated systems of equations with the
same matrix CN , that contains samples of both signals xLN and xRN
XLN = CNaN + ǫN ,
XRN = CNbN + ǫ
′
N .
(28)
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If we apply the RLS filter theory to these systems of equations, wewill obtain an adaptive filter
for two correlated signals. To use this filter, we first perform an initialization step, considering
Nin samples of the signals and computing
PNin =
[
CTNin ΛNCNin
]−1
,
aNin = PNC
T
Nin
ΛNin XLNin ,
bNin = PNC
T
Nin
ΛNin XRNin .
After this step, the following recursion is used
KN+1 =
PNcN+1
λ+ cTN+1PNcN+1
,
PN+1 =
1
λ
(
PN − KN+1c
T
N+1PN
)
,
aN+1 = aN + KN+1
(
xLN+1 − c
T
N+1aN
)
,
bN+1 = bN + KN+1
(
xRN+1− c
T
N+1bN
)
, (29)
where
cTN+1 =
[
xLN , xRN , xLN−1, xRN−1, · · · , xLN−p+1, xRN−p+1
]
,
for N = Nin, . . . , NT, obtaining in this way a new set of coefficients for the AR(p) model each
time a new sample of the signals is considered.
In this way, we can estimate the following sample of the signals
xLN+1 = c
T
N+1aN+1,
xRN+1 = c
T
N+1bN+1. (30)
4.2 Handling occlusion
In order to predict the velocities of the objects, we follow the next steps:
1. We calculate velocities for Nin frames of each sequence by using Lucas and Kanade
algorithm and stereo vision, and we use this samples to inicialize the filter coefficients.
2. For the N-th frame, we calculate the velocities vLN and vRN in the following way:
a. We calculate v
o f
LN and v
o f
RN by using optical flow and stereo vision.
b. We estimate vesLN and v
es
RN by using an adaptive filter.
c. If |v
o f
L,RN − v
es
L,RN | < tolL,RN, then vL,RN = v
o f
L,RN . Else vL,RN = v
es
L,RN
3. We use vL,RN and Nin − 1 previous samples to update the filter coefficients.
Tolerance values are a critical factor for the correct operation of the proposed algorithm. A
very small value of the tolerance will cause the method to select predicted velocities when
there is no obstacle. On the other hand, a large value of the tolerance will make that the
method can not detect any occlusion. In Section 2, we have demonstrated that an optimum
value of tolerance is
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Fig. 19. Tracking system diagram
tolL,RN = k |vL,RN−1| . (31)
In the same way as in the case of two-dimensional tracking, the values of k will be controlled
by a fuzzy system.
In Figure 19, we can see a diagram of the entire system. An optical flow algorithm is applied
to the left sequence in order to perform a 2D tracking of the object. From the obtained
results, by calculating the disparity, we track the object in the right sequence. Moreover, the
velocity values are predicted by using the adaptive filter. The velocity values calculated using
optical flow and the predicted values are the inputs of two identical fuzzy controllers that are
responsible for deciding which velocities are selected according to whether there is occlusion.
These selected velocities will also be the inputs of the adaptive filter that will update the
coefficients in order to make the prediction in the next frame. Once the object has been
tracked in both sequences, using the triangulation principle, we can obtain the 3D velocity
of the object.
4.3 Numerical results
The method explained above has been used to analyze synthetic and real video sequences.
The result has been satisfactory, since the algorithm has allowed to track the objects along the
whole sequence.
In all the examples, we have used windows of 7 × 7 pixels to calculate optical flow and
disparity.
In Figure 20, we can observe differents frames of a synthetic video sequence that consists in
an object that moves over a rail and passes behind an obstacle. Another example is shown in
Figure 21. We can see an urban route where there is a partial vehicle occlusion because of a
street light. In these two examples, occlusions have been handled by using an adaptive filter.
We have used a value of Nin = 7 frames, an order filter of 2 and a forgetting factor of λ = 0.99.
As we can observe in the images, objects are successfully tracked along all the frames, there
is not any error when they disappear behind the obstacles and their trajectory is predicted
correctly.
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Fig. 20. RLS tracking stereo in a synthetic sequence
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Fig. 21. RLS tracking stereo in a real sequence
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