This work presents a comparison of an explicit method of solution for an inviscid compressible fluid mechanics problem using Euler equations for two-dimensional internal flows. The same algorithm was implemented in both FORTRAN 77 and MATLAB®. The algorithm includes Runge-Kutta time marching scheme with smoothing. Both solvers were initialized in the same manner. In addition, it was ensured that both solvers have the exact same values for time step, convergence criteria, boundary conditions, and the grid. The only difference between the two solvers was the precision of variables.
INTRODUCTION
FORTRAN 77 computing language has been externsively used by scientists and mathematicians for numeric computation and scientific computing [1] . Similarly MATLAB® is a also common software being widely used among the research commuity [2] . Though both computing software are capable of managing complex mathematical calculations, there are subtle difference in their implementation [3] . Complex CFD problems has been implemented in FORTRAN and validated against experiments [4] [5] [6] . MATLAB® has also been used for the simulations of complex mathematical problems, e.g. [7, 8] . CFD is widely used to solve engineering problems such as [9, 10] .
In this paper the same CFD Euler algorithm with identical input is implemented in both FORTRAN 77 and MATLAB®, and the results are compared. It is found that there is a 20% difference in the outputs. The algorithm solves fluid mechanics Euler equations [11] in a planar specified bounded domain for a steady state solution. The Euler equations is a system of partial differential equations given in Equation (1) .
In this work the model and solutions in themselves are of secondary interest. The point is to use this model to highlight that different implementations of the same algorithm in different programming languages can result in different outputs for identical inputs. Therefore, for the
main results of this work to be valid it is enough that the algorithm produces finite and deterministic output from the admissible input. The selection of this model for this purpose was that we had a FORTRAN 77 code available and wished to rewrite it into MATLAB®. Since FORTRAN 77 does not support object-oriented programming, we wanted to rewrite the code into MATLAB® to make it easier to maintain and adapt the code. After the rewriting was done and we started to compare the results we discovered that the different versions produced qualitatively similar, but quantitatively different output from the same input. In Section 2 the algorithm details are provided, while in Section 3, the results are presented and discussed.
METHOD
The main difference in the implementation of the algorithm in FORTRAN 77 and MATLAB®, is that the MATLAB® code is object-oriented, while the FORTRAN 77 code is not [9] . However, object-orientation is only a way of organizing the data and methods into objects and will not in itself affect the variables and functions used. The algorithm is a numerical solver for the time-dependent system of partial differential Equation (1), which is used for as long as the changes from one-time step to the next is above a threshold value given as input to the algorithm. The time stepping algorithm is shown in Figure 1 . First boundary conditions are updated, then one-time step is performed with a Runge-Kutta method [13] . Solutions are then smoothed, and secondary variables are computed. The primary variables are density, momentum density, and energy density, while the secondary variables are pressure, temperature, and velocity field. Finally, the solutions are checked for convergence, and if convergence is obtained according to an input convergence criterion the solution is kept. For the first time step a guess at a solution is computed, and for the algorithm to converge to the correct solution in a feasible number of time steps it is essential that the first guess of the solution is not too far off the true solution. If the guessed solution is far from the steady state, the solver could potentially need a too high number of time steps. It could also tend toward a different steady state or violate some of the assumptions for the algorithm to work such as flow from left to right.
The computational domain and grid is shown in Figure 2 and is identical for the MATLAB® and FORTRAN 77 as the bottom grid coordinates, top grid coordinates, and number of grid points in each direction are part of the input to the algorithm. The minimum step size in space is ∆ = 0.12. Central differences are used to approximate fluxes at gridpoints. In Figure 3 the grid close to grid point ( , ) is shown, with the area of the grid cells indicated by ± The lengths of grid edges are calculated as shown in Equation (2) .
and in vector form = �∆ , ∆ �, = �∆ , ∆ �. A conservation law + ∇ ⋅ = 0 with flux function = ( 1 , 2 ) can then be approximated at grid point ( , ) as follows. First define fluxes across edges as shown in Equation (3 
CFD Euler Solution
The flux out of grid cell � + � is then given by Equation (4).
and the conservation law approximated as shown in Equation (5).
For the temporal discretization a four step explicit Runge-Kutta method with Butcher tableau [14] given in Figure 3 is employed. 5 . Strictly speaking the CFL-condition [15] is not fulfilled with this time step, however the computation stays finite at all steps for both the FORTRAN 77 and MATLAB® implementation. A reduction in ∆ so that the CFL-condition was satisfied was attempted, but the numerical fluxes where then on the scale of round off errors. Thus, instead of increasing accuracy it made the computations less stable and more computationally costly. No claim is therefore made of the relevance of the computations to actual fluid flow, rather the key takeaway being that two finite and deterministic computations of the same algorithm on the same input in FORTRAN 77 and MATLAB® produce different output. Note that if there are no sound waves propagating in the solution, then the time step should be small enough since | | ≪ in the converged solutions.
For stability, the solution has to be smoothed at each time step. A numerical solution is smoothed at ( , ) and time step as shown in Equation (6) .
where = 0.2500, = 0.999999, = 0.9000. The solution is checked for convergence and determined to be converged if the changes in the variables from one-time step to the next falls below a threshold given in the input. If either the maximal difference in any of the variables exceeds the threshold, or the average difference exceeds half of the threshold, the convergence test fails, and the next time step is performed.
The boundary conditions used at top and bottom of the domain are solid walls, i.e. ⋅ = 0. Boundary conditions have to be applied at the right and left boundaries as well. On the right boundary a new pressure is set to . On the left the inlet density , at gridpoint 1, at time step is set as shown in Equation (7).
Note that this will not change the density at the boundary. The idea is to affect the inlet fluxes and energy density and in that manner relax the left-hand boundary to the appropriate final state in order to make the method more stable. Then the pressure at the inlet is set as shown in Equation (8) .
while ( ) 1, and ( ) 1, are computed using Equation (9).
and respectively velocities are computed using Equation (10).
The energy density is calculated using Equation (11) .
To avoid the problem being ill posed one must restrict the solution to the states where net mass flow is always positive across the boundary.
RESULTS AND DISCUSSIONS
In Figure 5 the pressure field of the converged solution is shown, and in Figure 6 is the corresponding Mach field. Note that the flow is supersonic downstream of each of the bumps. Still the Mach number is less than 1.7. The pressure and Mach fields look reasonable, so it seems that the algorithm is producing sensible results. In Figure 7 the final density computed by FORTRAN 77, MATLAB®, and the relative differences are plotted. Qualitatively the solutions look similar, but from the plot of relative differences one can see that there is a 20% difference in the densities.
In Figure 8 the convergence plots of the estimated errors for 20000 and 100000 are shown. One can see that the errors are quite similar for the first 5000 time steps, and then they diverge. It looks like the FORTRAN 77 code reaches steady state after 30000 time steps, while MATLAB® needs 100000 time steps.
On the other hand, if one looks at the inlet to outlet flow ratios in Figure 10 , it is clear that from a mass conservation perspective the MATLAB® version is superior.
Even though the errors seem similar for the first-time steps, the discrepancies are at the same level all through the computation. This is revealed in Figure 11 where the algorithm of the absolute differences in errors is plotted. The curious dips in the curve means that the sign of the difference switches at that point.
It is clear that both the FORTRAN 77 and MATLAB® implementations of the algorithm produces finite and sensible results, but that they differ in a number of ways. First of all, they converge to different solutions, with the difference in density of about 20%. This is a serious discrepancy for what is supposed to be identical algorithm. Second, the path to convergence is different. It seems that both solvers resolve dynamical effects, and then the FORTRAN 77 solver quickly converges to a steady state, while the MATLAB® solver uses over three times as many time steps to get to a similar level of error estimate. Third the inlet to outlet flow ratios are different throughout the computation. For a true steady state conservation of mass implies that it should be equal to one. In this regard the MATLAB® solver outperforms the FORTRAN 77 solver.
The reasons for the different results are not clear. One possibility is that FORTRAN 77 uses 32-bit numbers [16] , while MATLAB® uses 64-bit numbers [17] . MATLAB® is thus more accurately represents real numbers than FORTRAN 77. This could result in more numerical diffusion in the FORTRAN 77 solver. Another possibility is more on the level of compilers and how binary operations are performed on a fundamental level. The complexity of the algorithm also makes it harder to identify exactly where computations start to differ. 
CONCLUSION
The compressible Euler equations has been solved by the same method implemented in FORTRAN 77 and MATLAB®, and even though the solutions look qualitatively similar some differences discovered. First of all, there was a 20% difference in final densities between the solvers. Second the path to convergence was different with the FORTRAN 77 version converging in one third of the time steps the MATLAB® version needed to reach the same level of confidence. Third the inlet to outlet flow ratio differed. The MATLAB® version was closer to one. The reasons for the discrepancies between the FORTRAN 77 and MATLAB® solvers are unclear. One possibility is that FORTRAN 77 use 32-bit precision to represent numbers and MATLAB® use 64-bit precision. No claim is made of the relevance of the computations to actual fluid flow, rather the key takeaway being that two finite and deterministic computations of the same algorithm on the same input in FORTRAN 77 and MATLAB® produce different output.
