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Abstract
In this work, laser-cooled ion crystals containing 103 to 105 singly charged magne-
sium ions (Mg+) were prepared in a Penning trap. The properties of the ion crystals
and their structure displaying long-range ordering were analyzed by various non-
destructive techniques. After creation of the Mg+ ions in the form of ion bunches in
an external source, the ions were injected into the Penning trap where their temper-
ature was reduced by eight orders of magnitude within seconds using a combination
of buffer gas cooling and Doppler laser cooling. The achieved temperatures in the
millikelvin-regime were close to the theoretical Doppler-cooling limit and sufficiently
low to induce the transition to a crystal phase exhibiting long-range ordering. The
structure of these mesoscopic ion crystals is in agreement with a model describing
the crystal as a set of planar shells. This allows for a derivation of properties such
as the charge density or the temperature of the observed crystals. For the process of
combined buffer-gas and Doppler laser cooling an analytical model has been devel-
oped, which explains the time development of the temperature and the fluorescence
signal in agreement with the experimental results.
The external ion source for the production of singly charged magnesium ions was
developed and characterized. A SIMION simulation of the ion creation and extraction
process allows to describe the ion bunch structure and to increase the Mg+ number
by three orders of magnitude to 106 Mg+ ions per bunch.
Other ion species with charge states between one (H+2 , C
+, N+2 , CO
+
2 ) and three
(Ar3+) were injected into the Mg+ crystals. Ion crystals containing more than one ion
species were observed with structures in agreement with the theory of centrifugal
separation, which indicates sympathetic cooling of the non-fluorescing ion species.
This preparation of mixed ion crystals is an important step towards the sympathetic
cooling of highly charged ions (HCI) and paves the way to future investigations of
HCI, which will enable a stringent test of bound-state quantum electrodynamics.
For supply of HCI to the SpecTrap experiment, the HITRAP low-energy beamline –
including the pulsed drift tubes for ion deceleration and the electron beam ion source
– were commissioned. Ion bunches containing several tens of thousands of argon
ions (Ar13+) were transported to the SpecTrap Penning trap. These ion numbers are
sufficient for future spectroscopy of the fine structure splitting in boron-like Ar13+.
In future experiments, the HCI shall be delivered by HITRAP and will possess large
kinetic energies immediate after capture into the Penning trap, so that initial sym-
pathetic cooling is not very efficient. Therefore, the SpecTrap Penning trap features
axial resonators for pre-cooling of the HCI to the kelvin-regime by means of resistive
cooling. An analytical model for resistive cooling of highly charged ions was devel-
oped in this work, which for the first time explained the measured resistive cooling
signals of HCI given in literature. This model allows for a deeper understanding of
the interaction between radial and axial degrees of freedom, it predicts the set of
experimental parameters for optimum cooling, and it provides the time evolution of
the HCI density and temperature during the cooling process.
1
Zusammenfassung
Im Rahmen dieser Arbeit wurden in einer Penningfalle lasergekühlte Ionenkristalle
mit Teilchenzahlen zwischen 103 und 105 Magnesiumionen (Mg+) erzeugt und die
sich dabei ausbildenden Strukturen untersucht. Die Erzeugung der Ionenkristalle er-
folgte dabei durch eine Kombination aus Puffergaskühlen und Laser-Dopplerkühlen,
wodurch die Temperatur der Magnesiumionen innerhalb von wenigen Sekunden um
acht Größenordnungen reduziert werden konnte. Die erreichte Temperatur der
Mg+-Ionen war mit einigen Millikelvin hinreichend gering zur Ausbildung einer
Kristall-Phase. Die Struktur der Ionenkristalle aus mehreren, zueinander paral-
lelen Kristallschalen konnte in Übereinstimmung mit einem theoretischen Modell
beschrieben werden. Aus der Modellierung der Ionenkristalle ließen sich weitere
Kristalleigenchaften wie die Temperatur oder Ladungsdichte ableiten. Der Prozess
des kombinierten Kühlens wurde im Rahmen eines theoretischen Modells analytisch
beschrieben und wesentliche Eigenschaften des Kühlverlaufs konnten in Übereinstim-
mung mit den experimentellen Befunden vorhergesagt werden.
Zur Erzeugung der einfach geladenen Magnesiumionen wurde eine zweistufige
Quelle, bestehend aus Magnesiumofen und Ionisationseinheit, entwickelt. In Über-
einstimmung mit einer Simulation der Ionenerzeugung und Ionenextraktion konnte
die Ionenquelle experimentell und theoretisch beschrieben werden sowie die Mg+-
Produktion gegenüber einem vorherigen Design um mehr als drei Größenordnungen
auf 106 Ionen pro Ionenpaket gesteigert werden.
In die Kristalle aus lasergekühltem Magnesium wurden weitere, sowohl einfach
als auch mehrfach geladene Ionen injiziert und die Ausbildung von Ionenkristallen
bestehend aus mehreren Ionenspezies beobachtet. Die Strukturen der heteroge-
nen Ionenkristalle konnte im Einklang mit Theorien zur zentrifugalen Separation
erklärt werden. Die Erzeugung von heterogenen Ionenkristallen bildet den Grund-
stein für das sympathetische Kühlen von hoch geladenen Ionen, welches an dreifach
geladenem Argonionen beobachtet werden konnte. Dies ebnet den Weg zu weit-
erführenden Untersuchungen an gekühlten, hoch geladenen Ionen, welche einen
präzisen Test von Vorhersagen der Quantenelektrodynamik ermöglichen werden.
Um hoch geladene Ionen für das SpecTrap-Experiment bereitzustellen, wurde
die HITRAP-Beamline inklusive der beteiligten Komponenten wie der gepulsten
Driftröhren in Betrieb genommen und Teilchenzahlen von mehreren zehntausend
Argonionen (Ar13+) an der SpecTrap-Falle nachgewiesen.
Im Ausblick auf das resistive Kühlen dieser hoch geladenen Ionen zur Vorbereitung
auf laserspektroskopische Experimente in SpecTrap wurde ein theoretisches Modell
zur Beschreibung des Kühlprozesses entwickelt, welches erstmals in der Lage ist, in
der Literatur veröffentlichte Kühlspektren von hoch geladenen Ionen zu beschreiben.
Durch eine Beschreibung der Wechselwirkung zwischen radialen und axialen Frei-
heitsgraden erlaubt dieses Modell ein tieferes Verständnis des Kühlprozesses und
liefert darüber hinaus eine Vorhersage der Temperatur- und Dichteentwicklung der
Ionenwolke im Verlauf des Kühlprozesses.
2 Contents
1 Motivation
Since the first stages of understanding the inner structure of atoms, simple atomic
systems have been the testing ground for many fundamental theories in physics. Be-
cause of its simplicity, the hydrogen atom – consisting of a single proton and electron
– allows a clear view to the fundamental properties of a quantum mechanical bound
system. Consequently, the explanation of the hydrogen level structure with the non-
relativistic Schrödinger equation in 1926 and only two years later with the relativistic
Dirac equation were milestones in the development of quantum mechanics.
In 1947, an energy difference between the 2S1/2 and
2P1/2 hydrogen states was
discovered, the so-called Lamb shift [1]. This was unpredicted by the Dirac theory,
which states that two orbitals of both equal principal quantum number n and total
angular momentum j should have the same energy. An explanation was provided
in the framework of quantum electrodynamics (QED) [2], where the Lamb shift is
a consequence of the self-energy of the electron and of vacuum fluctuations of the
electromagnetic field.
Throughout the last decades, numerous experiments were performed addressing
effects predicted by QED. Notably, the 1S–2S transition frequency in atomic hydro-
gen has been determined with a relative accuracy of 10−14, which allows to deter-
mine one-loop contributions of QED to the Lamb shift with an accuracy of 10−5 [3].
Another example for a QED-sensitive quantity that has been determined with ex-
traordinary precision is the anomalous magnetic moment of the electron. Over the
recent decades it was the objective of ongoing investigation and has been measured
with an accuracy of 2.8 · 10−13 [4, 5, 6].
Among others, these experiments with low-mass systems have contributed to the
reputation of QED as the best-tested theory in physics. Since QED in low-mass sys-
tems is by now well established, over the last 20-30 years increasing interest has
been taken into QED sensitive measurements involving highly charged ions (HCIs).
Like the hydrogen atom, highly charged ions with only a few or a single electron re-
maining are simple atomic systems from the viewpoint of spectroscopy and are thus
accessible to high-precision experiments. However, they possess several characteris-
tics that make them unique for high-precision tests of QED:
• While the contributions of free QED to particle quantities as the electron
anomaly (Appendix, table A.1) has been tested with enormous precision, tests
performed for bound-state QED (BS-QED) have been much less rigorous. High-
Z ions offer a special opportunity to study BS-QED beyond the first-order contri-
butions, since higher orders scale with (αZ)n and thus increase rapidly with the
atomic number Z: In H-like uranium, the second-order QED contribution to the
Lamb shift accounts for 5 ·10−3 of the total QED contributions, while it amounts
3
Figure 1.1: Expectation value of the electric field for an electron in the 1S ground
state (non-relativistic approximation).
to 9 · 10−5 in atomic hydrogen (Appendix, table A.2). For testing higher-order
BS-QED, this makes HCI compatible to low-mass systems although the overall
precision cannot yet compete.
• In HCI the nuclear charge Z approaches α−1 and the electron binding energy
thus becomes comparable to mc2. This strong coupling regime implies a com-
pletely relativistic consideration. Regarding the application of QED, strongly
coupled systems are more complicated than weakly coupled ones. While higher-
order contributions in low-Z systems can be treated perturbatively, other meth-
ods are needed to calculate QED effects in all orders when (Zα)≈ 1. This makes
the strong-coupling regime an interesting test ground for theoretical methods.
• The spatial extension of the 1S ground state in a H-like HCI scales inversely
with Z and a single remaining electron is thus localized near the nucleus, where
electric and magnetic fields are extraordinary strong. The scaling with Z3 of
the average electric field, that is experienced by an electron in the 1S orbital of
a point-like nucleus, leads to average fields of 1016 V/cm in U91+ (Fig. 1.1) and
even 2.3 · 1019 V/cm at the surface of the nucleus [7]. These fields make HCI
the natural choice for QED tests in strong fields.
• In highly charged ions, the large overlap of the electron wavefunction with the
nucleus makes atomic transitions very sensitive to nuclear properties. Since
the nuclear size or the nuclear magnetic moment and its distribution are often
known with an insufficient accuracy, this is a challenge for theoretical QED pre-
dictions. In principle, there are two ways to deal with this situation: On one
side, measurements with different electronic configurations of the same nu-
cleus can be used to cancel most of the nuclear contributions. This scheme was
e.g. proposed for the hyperfine structure transition of 209Bi80+ and 209Bi82+ by
Shabaev and coworkers [8]. On the other side, the sensitivity of atomic transi-
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tions to the nucleus also offers an opportunity to determine nuclear properties,
if QED calculations are trusted to give correct results [9].
During the last years, experiments with HCI sensitive to bound-state QED laid focus
on measurements of the Lamb shift [10, 11, 12], the g-factor of a bound electron [13,
14], on fine structure (FS) and hyperfine structure (HFS) transitions [15]. Resonant
laser spectroscopy of fine structure and hyperfine structure transitions has so far been
performed in electron beam ion traps (EBITs) with low-Z [16, 17] and high-Z HCI
[18, 9], and with high-Z HCI in storage rings [19, 20, 21, 22].
Although the achieved precision was high enough to allow stringent tests of QED,
these experiments are still limited by severe restrictions due to the large Doppler
broadening of the ions at high kinetic energies.
Therefore, the SpecTrap experiment aims at the precision laser spectroscopy of FS
and HFS transitions of low-velocity highly charged ions stored in a Penning trap.
For a reduction of the Doppler broadening, resistive and sympathetic cooling will be
applied to reduce the ions’ temperature to the sub-kelvin regime and thus allow laser
spectroscopy of FS and HFS transitions with a precision of 10−8.
To reach this goal, laser-cooled ion clouds of singly charged magnesium have
been prepared in this thesis. The temperatures achieved are close to the theoret-
ical Doppler-cooling limit and sufficiently low to allow the transition to a crystal
phase. As a further step towards sympathetic cooling, other ion species with charge
states between between one (H+2 , C
+, N+2 , CO
+
2 ) and three (Ar
3+) were injected into
the Mg+-Coulomb crystals. In the case of Ar3+, an increase of the charge state life-
time provided clear evidence for sympathetic cooling. An electron beam ion trap
(EBIT) has been connected to the Penning trap to deliver highly charged ions to the
experiment, however, further investigation with HCI were hindered by poor vacuum
conditions due to a helium leak in the superconducting magnet system. In the near
future, the magnet system will be replaced by a new design (see Sec. 6), which will
increase the storage times of HCI by several orders of magnitude. Once the new
setup is operational, the SpecTrap experiment is ready to perform laser spectroscopy
of highly charged ions. Boron-like Ar13+ will be the first candidate of choice, since the
laser system for spectroscopy of the fine structure transition at 441 nm wavelength
has already been set up [23].
This thesis is organized in six sections: This first chapter will give an overview of
the basic properties of fine structure and hyperfine structure transitions, which are
the main objective for precision laser spectroscopy of highly charged ions. The sec-
ond chapter is dedicated to the experimental setup of the SpecTrap experiment. The
third and fourth chapters present results of the preparation and structure analysis
of Coulomb crystals. The fifth chapter presents a theoretical analysis of the resis-
tive cooling process, which can be employed as an alternative cooling scheme for
the highly charged ions in future experiments. Finally, the thesis concludes with an
outlook to next steps and future prospects of the experiment.
5
1.1 Fine structure and hyperfine structure transitions
The fine structure (FS) and hyperfine structure (HFS) transitions, which are the ob-
jective of the SpecTrap experiment, are both transitions involving no change of the
angular momentum (∆L = 0) and are thus not allowed according to the electric
dipole selection rules. Consequently, these transitions are referred to as dipole for-
bidden transitions. However, the magnetic dipole moment of the radiation field still
induces transitions between FS and HFS levels, but the transition rates are low com-
pared to electronic dipole transitions.
Another complication arises from the wavelength of these dipole forbidden transi-
tions: In common systems like atoms or singly charged ions, the energy difference
involved with FS and HFS transitions is very small and the radiation for this transi-
tion lies in the microwave regime. Therefore, the detection of fluorescence photons
from this transition would be very difficult (if not impossible).
However, the scaling of the transition energy of FS and HFS with the nuclear charge
Z shifts these transitions for HCI into the optical regime. For the FS of few-electron
ions, this is the case for ions with medium nuclear charge Z and for the HFS transition
for high-Z ions.
1.1.1 Magnetic dipole transitions
The Hamiltonian describing the interaction of an electron with the time-dependent
radiation field A can be expressed by ([24], p. 477− 482)
H =
1
2me
(pˆ+ eA)2 + V (r)
=
pˆ2
2me
+ V (r) +
e
me
(pˆ ·A+A · pˆ) + e2
2me
A2
=
pˆ2
2me
+ V (r) +
eA · pˆ
me
+
e2
2me
A2, (1.1)
where me denotes the electron mass, e the elementary charge, pˆ= −iħh∇ the momen-
tum operator, A = A(r, t) the vector potential of the field, and V (r) the inner-atomic
potential. In the last step of Eq.(1.1), it was used that in Lorenz gauge ∇ ·A = 0 the
operators pˆ and A commute. So far, all interactions involving the electron spin have
been neglected.
The radiation field contributes two terms to the total Hamiltonian, one propor-
tional to the vector potential A and one to A2. The latter one describes two-photon
transitions and is only relevant for very intense fields. It is thus neglected in the
following discussion, and the interaction Hamiltonian HI , which is responsible for
electronic transitions between different atomic states, is defined by the remaining
term proportional to A · pˆ:
HI =
eA · pˆ
me
. (1.2)
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In the case of a monochromatic wave with frequency ω, the vector potential A can
be written as
A(r, t) =
A0
2

epol e
i(k·r−ωt) + e∗pol e−i(k·r−ωt)

, (1.3)
where epol is a unit vector describing the polarization and A0 the amplitude of the
field. With the abbreviations
Tˆ =
eik·r
ωme
epol · pˆ≈ 1+ ik · r+ . . .
ωme
epol · pˆ, (1.4)
the interaction Hamiltonian HI can be written as
HI =
e
me
A · pˆ= eωA0
2
 
Tˆ e−iωt − Tˆ ∗e+iωt . (1.5)
For optical transitions, the wavelength is much larger than the involved atomic
orbitals so that k · r  1. Therefore the expansions of the exponential function in
equation (1.4) can be aborted after the first few terms. In the dipole approximation
e±ik·r ≈ 1 and the transition rate between the two states a and b is proportional to
the matrix element
(Tˆab)E1 = 〈b|Tˆ |a〉= 1
ωabme
〈a|epol · pˆ|b〉= i〈b|epol · r|a〉, (1.6)
where the relation pˆ = −i(me/ħh)

r, Hˆ

has been used. Only transitions between
states a and b with non-vanishing matrix element Tˆab can be excited by electric
dipole radiation, which is expressed by the well-known selection rules (table 1.1).
For electric-dipole-forbidden transitions, the transition probability is determined
by the second-order term i k · r, and the operator Tˆ becomes ([24], p. 172-177):
Tˆ =
i
ωme
(k · r)(epol · pˆ). (1.7)
Using the relations r× pˆ= Lˆ and k× epol ‖ Bˆ, this term can be evaluated to
T0 Tˆ = i
e0
2me
Lˆ · Bˆ0 − e0E02ħhω

Hˆ (k · r) (epol · r)− (k · r) (epol · r) Hˆ

, (1.8)
where T0 ≡ eE0 = ecB0 was introduced. The first part of equation (1.8) is respon-
sible for magnetic dipole transitions (M1), the second one for electric quadrupole
transitions (E2). As in the case of the electric dipole transitions, the strength of the
transition and the selection rules are determined by the matrix elements (Tˆab)M1 and
(Tˆab)E2 (table 1.1).
For M1 transitions, the interaction Hamiltonian can be interpreted as the interac-
tion energy M·Bˆ0 of the magnetic moment M with an external magnetic field Bˆ0. With
the Bohr magneton defined as µB = eħh/2me and the magnetic moment M = µBLˆ/ħh,
the M1 term of the transition operator T0 Tˆ can be rewritten as:
1
i
(T0 Tˆ )M1 = µB
Lˆ
ħh · Bˆ0 =M · Bˆ0. (1.9)
If the spin of the electron is included, the magnetic moment in equation (1.9) has to
be replaced with M= µB(Lˆ+ 2Sˆ)/ħh.
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E1 M1 E2
∆J = 0,±1 (J = 0 6→ 0) ∆J = 0,±1 (J = 0 6→ 0) ∆J = 0,±1,±2
∆MJ = 0,±1 ∆MJ = 0,±1 ∆MJ = 0,±1,±2
(M: 0 6→ 0 when ∆J = 0) (M: 0 6→ 0 when ∆J = 0)
parity change no parity change no parity change
∆l = ±1 ∆l = 0 ∆l = 0,±2
∆n= any ∆n= 0 ∆n= any
∆L = 0,±1 (0 6→ 1) ∆L = 0 ∆L = 0,±1,±2 (0 6→ 0,1)
∆S = 0 ∆S = 0 ∆S = 0
Table 1.1: Selection rules for electric dipole (E1), magnetic dipole (M1) and electric
quadrupole (E2) transitions. The rules in the upper half of the table are rigorous,
while the rules in the lower half apply only in the case of LS-coupling, where L and S
are good quantum numbers.
1.1.2 Fine structure transitions
The fine structure (FS) describes the splitting of spectral lines due to the combined ef-
fect of the electron spin and relativistic corrections to the non-relativistic Schrödinger
equation.
The full Hamiltonian is given by ([24], p. 220-222)
H = H0 − pˆ
4
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2m2e c
2
1
r
dV
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Lˆ · Sˆ+ ħh
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8m2e c
2
4pi

Ze2
4piε0

δ(r). (1.10)
H0 represents the non-relativistic part of the Hamiltonian, the other terms are the
relativistic correction to the kinetic energy, the spin-orbit coupling and the Darwin
term, which is a correction to the potential energy. For an H-like ion the total energy
does only depend on n and J and can be expressed in the form
En j = −ER Z
2
n2

Z2α2
n

1
J + 1/2
− 3
4n

, (1.11)
where ER denotes the Rydberg energy, Z the nuclear charge, α the fine structure
constant, n the principal quantum number, and J the total angular momentum.
With regard to FS transitions in HCI, the importance of equation (1.11) lies in the
fact that the energy difference for a FS transition with ∆n = 0 and ∆J = 1 scales
with Z4. This scaling behavior can be contributed to relativistic correction to the
kinetic energy, which scales with p4 according to equation (1.10) [25]. Since the
orbital angular momentum L = r × p is fixed for a given atomic orbital, and the
orbital radius is proportional to 1/Z , the momentum p increases with Z .
The resulting Z4-dependence of the transition energy shifts FS transitions for
medium-Z few-electron systems into the optical regime. A selection of laser-
accessible fine structure transitions involving the ground-state of medium-Z HCI is
given in the outlook in table 6.2.
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1.1.3 Hyperfine structure transitions
The hyperfine structure (HFS) is caused by the interaction of the nuclear magnetic
moment µI with the magnetic field BJ , which is created by the motion of the electron.
If the hyperfine structure is small compared to the fine structure, the nuclear spin
I and the total electronic angular momentum J are good quantum numbers and the
hyperfine Hamiltonian HˆHFS can be written as
HˆHFS = −µI ·BJ = A Iˆ · Jˆ, (1.12)
where A is the hyperfine structure constant that has to be determined by experiment.
For hydrogen-like ions, the shift ∆EHFS of the 1S-state relative to the unperturbed
energy can be expressed in relativistic units (ħh= c = me = 1) [8, 7]:
∆E1sHFS =
α(αZ)3
n3
gI
me
mp
F(F + 1)− I(I + 1)− J(J + 1)
2J(J + 1)(2L + 1)
mec
2
×M
h
A1s(αZ)(1−δ1s)(1− ε1s) + (α
pi
∆EQED)
i
, (1.13)
where me and mp are the electron and the proton mass, gI the nuclear g-factor
defined by gI = µI/µN I with the nuclear magneton µN , I is the nuclear spin, J is
the total electronic angular momentum, L is the orbital angular momentum, and
F = I + J is the total atomic angular momentum.
The first line of (1.13) contains the main contribution, whereas the second line con-
tains several correction terms: The factor M is the correction for the finite nuclear
mass, A1s(αZ) the relativistic factor (i.e. corrections to the non-relativistic Fermi con-
tact term), δ the correction due to the finite nuclear size, ε the distribution of the
nuclear magnetization (Bohr-Weisskopf effect), and ∆EQED indicates the quantum
electrodynamical contributions.
According to (1.13), the hyperfine structure splitting scales with Z3. This can be
understood by considering the magnetic field generated by an electron in a circular
orbit: The law of Biot-Savart states that B(r) ∼ I(r ′)|r − r ′|−2. Since the current I is
inversely proportional to the radius r ′, which in turn has an inverse dependence on
the nuclear charge Z , the hyperfine structure separation is ∼ Z3 [25].
Whereas mid-Z ions possess FS transitions in the optical regime, laser-accessible
HFS transitions are found in high-Z ions and are thus even more suited for a stringent
test of bound-state QED in the regime of strong fields. Notable candidates for HFS
spectroscopy are H-like 207Pb81+ (λ = 1020 nm), H-like 209Bi82+ (λ = 244 nm), H-
like 235U91+ (λ= 1538 nm), and Li-like 209Bi80+ (λ= 1555 nm).
Measurements of HFS transition in HCI have so far been performed in electron
beam ion traps [18, 9] and at the experimental storage ring (ESR) at GSI [19, 20,
21, 22], where a total accuracy of 6 · 10−5 eV was achieved [22].
Although the accuracy of these experiments already exceeds the bound-state QED
contributions to the measured transitions, a stringent test of QED is hindered by
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209Bi82+ 209Bi80+ ∆′E =∆E2s − ξ∆E1s
∆EHFS,rel. [eV] 5.8393(3) 0.95849
finite nuclear size effect [eV] −0.6482(7) −0.1138(2)
Dirac value (including f.s.) [eV] −31.809 · 10−3
Bohr-Weisskopf effect [eV] −0.061(27) −0.0134(2)
one-electron QED [eV] −0.0298 −0.0051(2) 0.036 · 10−3
interelectronic interaction [eV]
order (1/Z) −0.02948 −29.995 · 10−3
higher orders in (1/Z) 0.00024(12) 0.255(3) · 10−3
screened self-energy 0.381 · 10−3
screened vac. polarization −0.188(2) · 10−3
screened total 0.00018(9)
theory, total [eV] 5.100(27) 0.7971(2) −61.320(4) · 10−3
Table 1.2: Contributions to the hyperfine structure in H-like 209Bi82+ and Li-like
209Bi80+ from [7], p. 196–199. The Bohr-Weisskopf effect for Li-like bismuth was
not obtained with ab-initio methods, but was extracted from a combination of
theoretical and experimental results for H-like bismuth [26]. ∆EHFS,rel. includes the
non-relativistic contact-energy and relativistic corrections. The value of ξ in the spe-
cific difference ∆′ is chosen to cancel the contribution of the Bohr-Weisskopf effect.
Values for ∆′ from [27]. Used abbrevations: finite-size (f.s.).
the large influence of nuclear properties, which are only known with an insufficient
certainty. For HFS transitions in HCI the uncertainty of the Bohr-Weisskopf (BW)
effect is typically the main contribution to the theoretical uncertainty, which is of the
order of the total QED contributions (table 1.2). This means that QED contributions
are effectively masked and a stringent QED test is not possible until nuclear models
significantly advance in the description of the nuclear magnetic moment distribution.
A different approach for disentangling the nuclear and QED contributions is to
compare the hyperfine structure transition of two different electronic configurations
of the same nucleus. One prominent example is the nucleus of 209Bi, which offers
this opportunity with both HFS transitions in H-like 209Bi82+ and the Li-like 209Bi80+
in the optical regime. It was shown that the contributions of the Bohr-Weisskopf
effect cancel in the calculation of the specific energy difference ∆′E =∆E2s −ξ∆E1s
[28]. Measurements of the specific energy thus allow a stringent test of the QED and
screened QED contributions to the hyperfine structure and were performed at the
GSI in 2011 [21] and 2014 [29].
Once SpecTrap and HITRAP are fully operational, laser spectroscopy of sympatheti-
cally cooled H-like 209Bi82+ and the Li-like 209Bi80+ will be one of the main objectives.
The QED contributions to the specific energy difference ∆′E, which are mostly due
to the screened self-energy and the screened vacuum polarization, amount to about
2 · 10−4 eV. Assuming a HCI temperature of 4 K (conservative estimate), the Doppler
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broadening of the highly charged bismuth can be estimated to be of the order of
100 MHz (corresponding to an energy of 5 · 10−7 eV). Accordingly, SpecTrap aims at
a measurement of the HFS splitting in bismuth with a precision better than 10−8,
allowing a test of bound-state QED on the level of 10−3 (possibly limited by the
uncertainty of theory).
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2 The SpecTrap experimental setup
The SpecTrap experiment is located at the GSI Helmholtzzentrum für Schwerionen-
forschung (GSI) and the Facility for Antiproton and Ion Research (FAIR) at Darmstadt
as a part of the HITRAP facility [30, 31]. HITRAP provides highly charged ions
(HCI) to several experiments of the HITRAP collaboration, one being the SpecTrap
experiment.
In general, techniques for the production of HCI include electron cyclotron res-
onance [32], optical ionization with high intensity lasers [33] and electron impact
ionization. The latter is used in electron beam ion sources (EBISs), in which even the
highest charge states up to bare uranium have been produced [34, 35]. However,
the production rates are very low and are not sufficient for fluorescence spectroscopy,
which is the goal of the SpecTrap experiment.
At GSI, highly charged ions of most elements in any charge state are routinely
produced by shooting an ion beam of low charge state through a thin metal or car-
bon foil, the so-called stripper target. During this process, the ions in the primary
beam donate electrons to the stripper target. The charge-state distribution after the
stripping process depends on the velocity of the primary beam and can be adjusted
to create large quantities of ions of even the highest charge states like Ur91+, Bi82+,
Pb81+.
Once created, the highly charged ions can be stored for experiments in the exper-
imental storage ring (ESR), a synchrotron storage ring with 108 m circumference.
Bunches of about 105 ions are extracted from the ESR and guided to the HITRAP
facility, where a linear decelerator – consisting of a double drift buncher (DDB), an
interdigital H-type (IH) structure and a radiofrequency quadrupole (RFQ) – deceler-
ates the ions from energies of 4 MeV per nucleon to 6 keV per charge (Fig.2.1) [30].
Such energies are sufficiently low to allow dynamic capture in a cryogenic Penning
trap, the HITRAP cooling trap, which is currently in commission and will be used to
further reduce the ions’ kinetic energy to kB ·4 K by sympathetic cooling with electrons
and by resistive cooling with a resonant circuit.
From the cooling trap, the cold HCI will be distributed via a low-energy beam-
line to the experiments. It features electrostatic elements, such as einzel lenses,
kicker-benders and quadrupole doublets for guiding and re-focusing of the ion beam.
Several diagnostic chambers are used for monitoring the beam quality and beam in-
tensity. A detailed description of the beamline setup and performance is given in
[36].
The low-energy beamline also features a dedicated EBIS as a source for highly
charged ions. It allows experiments independent from the GSI accelerators and
has been used in this work to produce Ar13+ bunches with ion numbers larger than
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Figure 2.1: HITRAP platform (right) and top view of the horizontal low-energy beam-
line (left), which presents the part of the beamline located at the upper level. Draw-
ings with courtesies from Zoran Andelkovic.
105. The ions have been transported at energies of 4 keV per charge from the EBIS
through the beamline to the SpecTrap platform where they are decelerated by pulsed
drift tubes (DT) to energies of a few hundreds of eV per charge. An electrostatic
quadrupole bender directs the ions to the vertical part of the SpecTrap beamline,
where they are transported to the SpecTrap Penning trap and dynamically captured
by fast switching of the trap electrodes.
For sympathetic cooling, the HCI can be stored simultaneously with laser-cooled,
singly-charged magnesium ions. To this end, a homebuilt electron-impact ion source
is used, which is placed in the horizontal part of the SpecTrap beamline and pro-
duces µs-bunches of up to 106 Mg+ ions at a repetition rate of 1 Hz. The setup and
performance of the Mg+ source are described in [37]. The laser system for Mg+ laser
cooling is placed in the SpecTrap laser lab below the SpecTrap platform. It consists
of single-mode fiber laser providing light at 1118 nm and two cavities, each of them
doubling the frequency to ultimately obtain 20 mW laser power at 280 nm for laser
cooling.
The following chapter is designated to an overview of the experimental setup, in-
cluding the beamlines, the ion sources, the Penning trap system and the experiment
control software. The discussion of the individual components also includes the
experimental characterization of the presented elements with an evaluation of the
obtained results.
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Figure 2.2: Schematic drawing of an EBIS (top) and the potential (below). The dashed
line indicates the potential during the ion extraction process.
2.1 Production and transport of highly charged ions (HCI)
For supply of highly charged ions, the SpecTrap experiment is connected to the low-
energy beamline, which is part of the HITRAP facility (Fig. 2.1). In this work, the
creation of highly charged ions, their transport and capture into the SpecTrap Pen-
ning trap with consecutive confinement were realized. Setup and performance of
the low-energy beamline are described in [36, 38]. A non-destructive ion detector
(NID), which detects incoming ion bunches by the image charges induced in the
upper capture electrode, is described in [39].
2.1.1 The EBIS for production of HCI
For the creation of highly charged ions, the low-energy beamline features a com-
pact, commercially available electron beam ion source (EBIS) (model Dresden EBIT
by DREEBIT). It is reliable, easy to use, and served as a source for HCI during this
work, since there was no beam available from the GSI accelerators.
In an EBIS, an electron beam of several milliampere is created in the cathode by
thermal emission (Fig. 2.2). The electrons are accelerated by the potential difference
between the cathode and the trapping region where a magnetic field focuses the
electron beam. After leaving the trapping volume, the electron beam is dumped at
the collector electrodes.
Ions are created by electron impact ionization from neutral gas in the trap center.
The electron impact energy, which is given by the acceleration voltage of the electron
beam, defines the ionization efficiency as well as the highest achievable charge state.
Radial confinement of the ions is provided by the magnetic field and the negative
space-charge potential of the electron beam, which attracts the ions to the trap axis.
Confinement along the trap axis is provided by two capture electrodes, which are set
to a higher potential with regard to the trap center.
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Figure 2.3: Time-of-flight signal of Arn+ ions at the first Faraday cup after the EBIS.
The ions were produced with breeding times τbreed between 80 ms and 280 ms.
As long as the ions are confined in the EBIS their charge state increases due con-
secutive ionization processes until an equilibrium between electron-impact ionization
and electron capture processes is reached. The trapping duration is hence referred to
as the breeding time τbreed and can be used to optimize the production of a specific
charge state (Fig. 2.3).
For ion extraction from the EBIS, the voltage of exit capture electrode is reduced.
To quicken the extraction process, a negative potential is applied to the extractor
electrode, which increases the initial acceleration of the ions out of the trap volume.
The transport energy of the ions through the beamline is determined by the trap
potential, which is was usually set to 4 kV. A transport energy of 4 keV per charge has
been found to be the optimum trade-off between transport losses due to space charge
effects, which are more severe for lower energies, and the reduction in deceleration
efficiency of the pulsed drift tube, which significantly decreases for higher transport
energies. Typical EBIS parameters for the production of Ar13+ are summarized in
table A.4.
With the present type of EBIS, highly charged ions can be produced from any neu-
tral atom or singly charged ion species that is introduced into the trapping volume.
Ions of gases or substances with significant vapor pressure are most easily produced,
since the neutral atoms can enter the EBIS via a needle valve, which allows to adjust
the residual gas pressure. However, HCI can be created from almost any element, if
a separated ion source is used to first create bunches of singly charged ions, which
are in a second step injected into the EBIS for consecutive charge breeding [40].
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Figure 2.4: To-scale drawing of the low-energy beamline connecting the SpecTrap ex-
periment with the HITRAP facility and the Dresden EBIT. The inset shows the number
of Ar13+ ions with a transport energy of 4 keV per charge at the diagnostic stations
DK1 to DK5. Drawing of the beamline with courtesies of Zoran Andelkovic.
2.1.2 The HITRAP low-energy beamline
A to-scale drawing of the horizontal part of the beamline is shown in figure 2.4. Ex-
act positions of the beamline elements are given in table A.3. For refocusing of the
ion beam, the beamline features einzel lenses (EL) and quadrupole doublets (QD)
every few meters. Typical parameters for the transport of Ar13+ are given in tables
A.5–A.7 and are also discussed in [38]. To first order, the parameters of the elec-
trostatic components are independent of the charge-to-mass ratio of the transported
ion species which allows fast switching between different charge states. To this end,
a multi-passage spectrometer (MPS) functions as a charge-selective element. A cur-
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rent of several amperes creates a static magnetic field which bends the ion beam
by 90◦ and at the same time acts as a velocity filter. The resolving power of the
MPS was found sufficient to select a single charge state from the distribution created
in the EBIS. Besides small hysteresis effects, the MPS currents to select a specific
charge state are reproducible over weeks. Therefore, switching between different
charge states is possible in less than a minute without significant adjustment of the
beamline parameters.
Five diagnostic stations DK1 to DK5 are placed along the beamline to monitor beam
parameters such as the spatial distribution and the beam intensity. For this purpose,
the diagnostic stations are equipped with one micro-channel plate (MCP) and one
Faraday cup (FC) each. Both devices are mounted on a retractable stage which allows
to move them in and out of the ion beam. The Faraday cup, in combination with a
highly sensitive amplifier (DHPCA-100), is used to record time-resolved spectra of
the ion bunch. Examples of time-of-flight spectra recorded at the first Faraday cup
after the EBIT are shown in figure 2.3. The MCP amplifies the incident charges onto
a phosphorous screen, so that the spatial beam distribution can be observed with a
CCD video camera (Fig. 2.5). Depending on the amplification voltage, the MCP is
capable of detecting low-intensity ion beams which are not easily detected with the
Faraday cup. On the other side, compared to the Faraday cup, the MCP lacks the
direct proportionality between the incident charges and the detected signal.
After the third diagnostic station, a kicker-bender (KB) is used to deflect the ion
beam by 90◦. Between DK4 and DK5, a pulsed drift tube decelerates the ions to
energies of several hundreds of eV per charge. An electrostatic bender (EB) deflects
the decelerated ions from the horizontal to the vertical beamline that leads to the
SpecTrap Penning trap.
The inset of figure 2.4 shows the number of Ar13+ ions detected along the beamline
with the Faraday cups of the diagnostic stations DK1 to DK5. At DK1, the Ar13+
number amounts to 2.5 · 105 ions, which is, considering the EBIS space-charge limit
of about 107 elementary charges, close to the expected maximal production. During
transport, the ion number slowly decreases due to continuous losses induced by intra-
beam scattering as well as a drop of the ion number at the electrostatic kicker-bender
between diagnostic chambers DK3 and DK4. Here, the broadened ion beam suffers a
cutoff at a narrow passage of 20 mm diameter. For small ion numbers below 5 · 104,
the transport efficiency approaches unity, which excludes the contribution of residual
gas collisions to ion loss [36, 38]. Higher ion numbers could possibly be achieved if
a higher transport energy was used. Since this would require an adjustment of the
deceleration process, and since Ar13+ numbers of 105 ions at DK5 are sufficient for
the experimental purpose of the SpecTrap experiment, no additional effort was put
into further optimization of the ion transport.
In contrast to the horizontal low-energy beamline, the transport energy of the verti-
cal SpecTrap beamline is limited to kinetic energies of about 1 keV per charge. There-
fore, before entering the vertical SpecTrap beamline, the HCI coming from the EBIS
are decelerated with a pulsed drift tube (denoted DT1 in Fig. 2.4) to about 10% of
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Figure 2.5: Left: Beam profiles at the MCP of DK5. The position of the beam on the
MCP remains unaffected by application of constant or switched drift tube voltages,
indicating the correct alignment of the ion beam with regard to the drift tube axis.
Right: Number of Ar13+ detected with the FC of DK5 after deceleration with DT1
from an initial energy of 4 keV per charge. Statistical error bars lie within the symbols.
their initial energy. This deceleration is achieved by reducing the initial potential Uhi
of the pulsed drift tube with a 5 kV HV-switch (HTS 51-06, Behlke) in less than 50 ns
by ∆U ≈ 3.5 kV to Ulo = Uhi −∆U . The switching time is adjusted such that the HCI
are in the drift tube center when the potential is changed. Hence, the kinetic energy
of the ions is reduced in two steps upon entering and leaving the drift tube by a total
of ∆U ·q. The switching times for different argon charge states can be found in table
A.8 in the Appendix.
To achieve the maximum deceleration efficiency, the parameters of the quadrupole
doublets before the drift tube are adjusted such that the ion beam enters the drift
tube along its central axis. This condition can be checked by observing the influence
of the drift tube on the ion beam position at the MCP of DK5 (Fig. 2.5): The left
image depicts the ion beam for zero voltage applied to the drift tube. In the middle
image, a constant voltage is applied to the drift tube so that it acts as an einzel
lens. The beam position remains unchanged, indicating that the ion beam acts like
the principal ray of an optical lens. The right image depicts the ion beam after
deceleration by switching the drift tube from +1.6 kV to −2.0 kV. Again, the beam
position remains unchanged, indicating that the ion beam travels parallel to the drift
tube axis with nearly no vertical velocity component. One should note that due to a
slight misalignment of the drift tube with regard to DK5, the optimum tuning does
not result in a central position of the ion beam at the MCP of DK5.
The right part of figure 2.5 shows the deceleration efficiency of Ar13+ ions with an
initial energy of 4 keV per charge. For residual energies between 500 eV and 1 keV
per charge, the deceleration efficiency is close to unity. Deceleration to energies as
low as 100 eV per charge is possible, but leads so significant ion loss so that typically
deceleration to residual energies of about 500 eV per charge was performed. Hence,
Ar13+ numbers of more than 105 were obtained at diagnostic station DK5.
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Figure 2.6: Drawing of the SpecTrap magnet and beamline. Adaption of a drawing
by Zoran Andelkovic [41].
2.1.3 The SpecTrap beamline
The SpecTrap beamline consists of a vertical beamline, which is connected to the
SpecTrap magnet system, and a horizontal beamline, which includes the Mg+ ion
source and connects the SpecTrap beamline to the HITRAP low-energy beamline
(Fig. 2.6).
An electrostatic quadrupole bender (Q) deflects the ions, either coming from the
Mg+ source or from the EBIS, by 90◦ downwards to the SpecTrap Penning trap. De-
pending on its polarity, the quadrupole bender only deflects ions coming from one
side at a time. To change from which source ions are transported to the trap, the
polarity of the quadrupole segments can be inverted with a homebuilt HV switch
featuring HV relay switches. In principle, this switching process is as fast as a few
ms. However, for an adequate transport efficiency, the power supplies for the einzel
lenses along the vertical beamline have to be set to new values, which usually takes
a few seconds.
Although the SpecTrap Penning trap can capture ions with kinetic energies of sev-
eral hundreds of eV per charge, further deceleration is desirable, since any amount
of remaining energy has to be removed before the ion cloud is in a state that allows
controlled experiments. Therefore, a pulsed drift tube (DT2) close to the entrance of
the trap is available for further deceleration. It consists of two segments, which were
connected and used in combination for the experiments presented here. The drift
tube is close to the trapping region, where the magnetic field of the Penning trap
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Figure 2.7: Ar13+ ion number after deceleration with DT2 detected at the SpecTrap
MCP. For each data point the beamline settings were adjusted to guarantee optimal
transport efficiency. The measurement was performed without magnetic field.
magnet is considerable strong. This is beneficial for the transport efficiency of the
decelerated ion beam, since the magnetic field provides radial focusing and prevents
the ion beam from diverging after deceleration, as has been shown in simulations
performed with the simulation software SIMION.
The vertical part of the SpecTrap beamline features two different types of detectors:
A non-destructive ion detector (NID) attached to the upper capture electrode and
the SpecTrap MCP, which is a micro-channel plate (MCP) detector mounted on a
retractable stage at the low end of the full beamline. The NID creates a signal by
amplification of the non-resonant pick-up induced in the upper capture electrode by
an incoming ion bunch. It will be described in section 2.4.1 in detail and further
information can be found in [39].
Figure 2.7 shows the number of Ar13+ ions at the SpecTrap MCP detector at the low
end of the full beamline after deceleration with DT2. The horizontal axis depicts the
residual kinetic energy per charge, determined from a TOF measurement. For each
data point, the beamline settings have been adjusted to optimal transport efficiency.
This way, it has been possible to reduce the kinetic energy to about 100 eV per charge
without significant ion loss. For even lower energies, the transport efficiency to the
MCP drops drastically. However, since the SpecTrap MCP is located in a distance
of 1.03 m from DT2 – compared to a distance of 0.2 m between DT2 and the trap
center (Tab. A.3) – the transport efficiency to the MCP can be regarded as a lower
limit and higher ion numbers can be expected for transport to the trap. In spite of
the disadvantageous location, the MCP was used for this measurement instead of the
NID, because the switching of DT2 induces electric noise in the NID which obscures
the Ar13+ signal. It should also be noted, that this measurement was performed with-
out a magnetic field, because a magnetic field is only beneficial for the ion transport
to the trapping region but not to the MCP which is located outside the region with
strong magnetic fields.
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(a) (b)
Figure 2.8: (a) Schematic of the ion source (true to scale). (b) Electric configuration
of the ion source.
2.2 The Mg+ ion source
A simple and reliable source for singly charged ions is used to provide Mg+ ions for
laser cooling in the SpecTrap experiment. The operation and characteristics of the
source have already been presented in [37] and will be described here in more detail.
2.2.1 Ion creation
As in most sources for singly charged ions, ion production is achieved in two subse-
quent steps. First, a current-heated atomic-vapor source produces a beam of neutral
atoms. In a second step, electron emission from a filament is used for impact ioniza-
tion of the atomic vapor (Fig.2.8a).
The atomic vapor source (’oven’) is a tube made of a tantalum foil placed between
two shielding steel plates and filled with small grains of bulk material, presently
magnesium containing all stable isotopes in natural abundances. The temperature
necessary for efficient evaporation is produced by a direct current of several tens of
amperes through the oven tube, in the present experiments usually 25 A at a volt-
age of about 1 V. The oven setup is capable of efficiently vaporizing alkali metals and
alkaline earth metals, and may be operated well above 2000 K. From the measured
pressure close to the oven of order 10−8 mbar and the vapor pressure curve [42] of
Mg, an oven temperature of around 600 K can be estimated, which is still below the
atmospheric melting point of Mg of about 900 K. Such a temperature is sufficient to
produce enough vapor for the targeted ion numbers, while not unnecessarily deploy-
ing the evaporating material. The source has been operated for several hundreds of
hours with one filling of Mg material. Another tube is mounted coaxially onto the
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tantalum tube to direct the vapor of neutral magnesium atoms to the ionization vol-
ume and prevent contamination of the vacuum system. The atomic beam is directed
perpendicular to the axis of ion extraction and stopped by a beam dump beyond the
ionization region. Hence it does not enter the beam line together with the ions.
The atom vapor is ionized by electron impact ionization in the interior of a cylin-
drical grid of 38 mm length and 16 mm diameter. The electron current of a few
milliampere for ionization is provided by filaments made of thoriated tungsten (99%
W and 0.9% ThO2, temper annealed) with a diameter of 0.15 mm which are placed
around the grid. The electric configuration of the ion source is schematically shown
in figure 2.8b. For filament heating, a continuous current of typically 6 A is sent
through the filament arrangement. A bias voltage applied to the filaments defines
the kinetic energy of the electrons. For efficient ionization, the electron kinetic en-
ergy has to be about two to three times higher than the 7.65 eV ionization potential
of magnesium [43, 44].
2.2.2 Ion extraction
Ion extraction from the creation region inside the grid is achieved by a high-voltage
pulser which applies a pulse of several microseconds in duration to the grid. The rise
and fall times of the pulser are below 100 ns and thus allow the creation of distinct
ion bunches. The first ion optical element behind the grid is the extractor. When the
grid potential is above the extractor potential, an electrostatic potential gradient is
created which guides the ions from the interior of the grid towards the extractor.
During the extraction pulse, the position-dependent potential energy of the ions’
place of creation is partially or fully converted into kinetic energy. Only ions that
are able to leave the grid volume during the short extraction pulse experience the
full conversion of their potential energy. In many ion sources, the extractor electrode
is set to a negative potential to enlarge the potential gradient and quicken the ion
extraction. However, for this specific electrode configuration, the effect was found
to be different from this general behavior. The potential distribution inside the grid
was obtained by the particle trajectory simulator SIMION (Fig. 2.9). The black (red)
line shows the potential distribution with the extractor electrode at 0 V (−900 V) and
Ugrid = 400 V. In the first case (black dots), only ions at a position x ≥ −16 mm will be
able to fully convert their potential into kinetic energy within the 3µs pulse duration,
while for a negative voltage of −900 V applied to the extractor, even ions that are
farther inside the grid (x ≥ −21 mm) are extracted (red dots). However, only ion
bunches with a narrow energy distribution can be efficiently transported along the
beam line and captured in a trap. Therefore, only ions created in a small area with a
potential gradient just sufficient to leave the grid will contribute to the transportable
ion bunch, i.e. −15 mm ≤ x ≤ −10 mm and −20 mm ≤ x ≤ −15 mm, respectively.
As a consequence, the main effect of the extractor voltage is to shift the zone of
extraction along the axis of the grid. This means that an optimum combination of
the position of the filaments and the voltage of the extractor has to be found in order
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to maximize the ionization efficiency in the desired volume of the grid. In our case,
the best results have been obtained with the extractor set to zero voltage and the
einzel lens operated at a voltage of −1000 V.
Figure 2.9: Left: Simulated electrostatic potentials (lines) and kinetic ion energies
(data points) as a function of the position of ionization in the ionization volume for
two different extractor voltages (black: 0 V, red: −900 V). The ions’ kinetic energies
(data points) are given after 3µs of acceleration. Right: Time-of-flight spectrum at
the SpecTrap MCP for the Mg+ source operated with a filament bias of −20 V. The
inset shows a detail of the spectrum (black), together with a spectrum where the
optimum bias for Mg+ production of −6 V was used (red).
A typical signal from the MCP in a time-of-flight measurement is shown in the
right part of figure 2.9. With a filament bias of −20 V, beside Mg+, also H+2 , H2O+,
and N+2 ions are produced from the residual gas. The inset shows a detail of this TOF-
spectrum together with a signal with the bias voltage at the source grid optimized for
production of Mg+. With this reduced bias of −6 V, the kinetic energy of the electrons
is just sufficient to ionize magnesium and none of the prominent contaminant ions
are detected.
The kinetic energy of the electrons depends on the position at which they are emit-
ted from the filament. The −6 V bias and the 10 V voltage drop across the filament
(at presently 6 A filament heating current) result in electron emission with kinetic
energies in the range of 6 –16 eV. In the present configuration, this choice leads to
efficient Mg+ production while avoiding energetically close contaminants. From the
ion bunch containing all stable Mg isotopes, only 24Mg+ is loaded into the trap by
dynamically switching the trap electrodes.
Experimentally, it has been found that the ion yield was highest when the einzel
lens was set to a negative rather than positive potential. Since the focusing func-
tionality of an einzel lens does not depend on the polarity, this unexpected behavior
could been attributed to the creation of a guiding potential for the electrons emitted
from the filaments. The paths of flight of electrons emitted from the filament were
simulated with SIMION for two different electrode settings (Fig. 2.10). In both sim-
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Figure 2.10: A SIMION simulation showing the paths of flight for electrons emitted
from the filament for einzel lens potentials of Ue = 0 V (brown) and Ue = −900 V
(blue). For Ue = −900 V the electrons are directed towards the ionization volume and
the ion yield increases. The used potentials are Ubias = −6 V, Ugrid = 0 V, Uextractor =
0 V and the initial kinetic energy of the electrons is Ekin = 30 meV.
ulations the filament bias was set to −6 V and all other electrodes to zero potential.
The einzel lens voltage was set to a potential of 0 V and −900 V for the brown and the
blue paths, respectively. The initial kinetic energy of the electrons was set to 30 meV.
The effect of the negative einzel lens potential is to direct the electrons towards the
ionization volume. As a consequence, the overlap of the electron current with the
neutral atom beam and thus the ion yield increases.
2.2.3 Ion numbers and bunch structure
The temporal width of the ion bunch detected with the SpecTrap MCP was found to
be smaller than 1µs and independent of the grid pulse duration (Fig. 2.11, left). For
extraction pulse lengths shorter than 3µs, the amount of Mg+ produced increases
with the pulse duration. For even longer pulses, the main peak saturates and the
signal develops a tail at longer times of flight. This behavior can be understood by
the characteristics of the extraction process. With increasing grid pulse duration,
ions created further inside the grid are extracted and follow the main bunch in the
time-of-flight spectrum. Because of the small potential gradient in the grid interior,
the extractable volume increases only slowly with grid pulse duration and the signal
declines at later times of flight.
A SIMION simulation of the extraction process and the bunch structure after ion
extraction and transport to the MCP confirms this result (Fig. 2.11, right). For sim-
plicity, ion creation was assumed to take place only on the grid’s axis of symmetry.
The earliest arriving ions at t≈ 65µs form the main bunch, followed by a tail of ions
with longer times of flight. The simulated time of flight to the SpecTrap MCP detector
(Fig. 2.11, right) is reduced by 2µs compared to the actual measurement (Fig. 2.11,
left). This small discrepancy can be explained by the decelerating effect of the ion
optical elements, that has not been included in the simulation.
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Figure 2.11: Left: Time-of-flight spectrum at the SpecTrap MCP for ions extracted with
different grid-pulse lengths. Each ion bunch contains all stable magnesium isotopes
in natural abundances. Right: SIMION simulation of the ions’ time of flight to the
MCP detector for grid-pulse durations of 3µs and 10µs. Inset: The corresponding
distribution of ion kinetic energies for 10-µs grid-pulse duration (gray histogram). The
kinetic energy of 400 eV with the highest probability is given by the potential applied
to the grid electrode. The subset of ions arriving at times < 65µs (green-hatched
histogram) shows a kinetic energy distribution at lower energies.
Similar to the TOF measurements recorded with the MCP, the TOF histograms re-
sulting from simulations with grid pulse durations of 3µs and 10µs, respectively,
reveal the a main peak at early times of flight. Again, the tail of ions with longer
times of flight is more pronounced for a longer grid-pulse length. This shows that
the ions forming the main bunch stem from the volume close to the front end of the
extraction region, where extraction with a short pulse duration is possible. This is
also confirmed by two histograms showing the kinetic energy distribution for ions in
different parts of the ion bunch (Fig. 2.11, inset). The gray-filled histogram shows
the energy distribution of the whole ion ensemble inside the grid volume, where the
energy with the highest occurrence is given by the grid voltage Ugrid = 400 V. The
green-hatched histogram shows the energy distribution of the ions within the main
peak, i.e. ions with times of flight less than 65µs. The kinetic energy of these ions
is slightly reduced with regard to the voltage applied to the grid, as can be expected
in the region close to the front end of the extraction region. Of course, the bunch
structure evolves with time and is shown here only for that specific time of flight.
The ion number per pulse detected with the NID has been recorded as a function of
the grid pulse duration (Fig. 2.12, left). An exponential saturation behavior has been
fitted to the data, indicating that for the present conditions, pulse durations above
roughly 7.5µs do not change the ion number any more. Thus, a grid pulse duration
of 7.5µs allows a reliable full extraction of ion bunches, but pulses as short as 3µs
extract 70% of the maximum ion number already. For the given configuration, the
expected space charge limit is about 106 ions.
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Figure 2.12: Left: Measured ion number per pulse detected with the NID as a function
of the grid-pulse duration. Right: Number of extracted ions per pulse as a function of
the electron emission-current Iem for different values of the oven current, measured
with the NID. The grid-pulse duration was set to 3µs and the extraction voltage to 0 V.
Lines have been drawn to guide the eye. With increasing electron emission-current,
the effective potential of the extraction pulse is reduced. As a consequence, for higher
Iem the ions’ time-of-flight (dotted curve) increases from 48µs to 52µs and the ion
yield saturates or even decreases again.
The right part of figure 2.12 shows the number of extracted ions per pulse (left
hand scale) as a function of the electron emission current Iem for different oven
currents. The ion yield increases significantly with increasing oven current. Currents
above 26 A were not applied in order not to deplete the source unnecessarily fast.
The ion yield increases with increasing electron emission current from the filaments,
up to a point where the electron current to the grid reduces the voltage applied by
the extraction pulse. This is visible in the right part of figure 2.12, where the yield
starts to saturate for Iem above 4.5 mA and even decreases again for higher Iem. To
prove the influence on the pulse, the dotted curve (referring to the right hand scale)
shows the corresponding time of flight of the ions which increases significantly in the
regime of high electron emission currents.
The high efficiency of the magnesium source allowed to produce several hundreds
of thousands of magnesium ions (Fig. 2.12). The production can be further increased,
if a larger amount of magnesium is evaporated by applying higher currents to the
magnesium oven. However, vacuum conditions will suffer from higher evaporation
rates and leakage currents may occur when the insulating ceramics of the electron
impact source are contaminated. In this case, the complete ionization source has to
be disassembled to clean the ceramics. Since the number of produced ions per bunch
is large enough for the requirements of the SpecTrap experiment (and nearly four
orders of magnitude higher than the ones of a previous setup described in [41, 45]),
no further effort to increase the Mg+ production has been undertaken.
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Figure 2.13: Left: Cross section of the SpecTrap magnet. Right: Drawing of the Spec-
Trap Penning trap. Drawings with courtesies of Wolfgang Geithner.
2.3 The SpecTrap Penning trap system
The heart of the SpecTrap experiment is the cryogenic magnet system and the cylin-
drical Penning trap as shown in figure 2.13. Precise knowledge of the magnetic and
electric trapping field e.g. is required to determine the frequency of optical transi-
tions and to identify charge states or kinetic energies of trapped particles. For this
reason, the properties of the trapping fields have been studied in detail and results
are presented in this section. Additional information about the trap design is given
in [41, 45].
2.3.1 The magnet system
The magnetic field for operation of the SpecTrap Penning trap is provided by a cold-
bore, split-coil superconducting magnet (Fig. 2.13, left). The magnet systems allows
optical access to the central field region along the magnet axis and via six radial
optical ports. The cylindrical Penning trap (Fig. 2.13, right) is placed in the central
region of the magnetic field, where the thermal contact to the liquid-helium reservoir
cools all mechanical and electronic parts to a temperature of 4 K. A benefit of such
a cryogenic trap is that at 4 K the trap electrodes adsorb most atoms and molecules
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parameter value magnetic field [T]
magnet current I 40.09 A 4.097(6)
24Mg+ Zeeman shift 2pi · 56.6(2)GHz 4.044(14)
24Mg+ cyclotron frequency ωc 2pi · 2.586(1)MHz 4.039(2)
Table 2.1: Comparison of different methods to determine the magnetic field of the
SpecTrap magnet.
present in the residual gas. For such a design, the vacuum conditions should be
mainly determined by the steady flow of gas along the magnet axis. Unfortunately,
the vacuum conditions are impaired by a leak in the liquid-helium container. With a
helium detector, a leak rate of 3–30·10−6 mbar l/s was determined. In consideration
of the pumping speed of the turbo-molecular pump attached to the vacuum system
this leak rate is equivalent to a partial helium pressure of 1–10·10−8 mbar. Thus, the
residual gas is nearly exclusively constituted of helium.
A simulation of the magnetic field, performed with the software SIMION, showed
that in the central region the relative field variation is less than 10−4 over a distance
of a few millimeters. A detailed discussion of the magnet setup and the magnetic
field is given in [41].
For the experimental runs performed in the course of this thesis, the magnetic
field was set to a field strength of B ≈ 4 T. According to the data sheet provided by
the manufacturer, a maximum magnetic field of 6 T can be created with a current
of 58.7 A, giving a calibration factor of 0.1022 T/A. Since the power supply for en-
ergization of the superconducting coils allows the current adjustment only with a
precision of 0.1 A, the magnetic field is only known to several millitesla and had to
be determined for each experimental run separately.
Three different methods were employed to determine the magnetic field:
• the field follows directly from the magnet current and the calibration factor,
• it can be calculated from the Zeeman shift of the laser cooling transition (table
A.11),
• and it can be calculated from the free cyclotron frequency of any ion species
with known charge-to-mass ratio.
The results are exemplarily given for the experimental run performed in September
2015 (table 2.1).
To determine the Zeeman shift of the 2S1/2,m j=−1/2 → 2P3/2,m j=−3/2 transition in
24Mg+, the laser was scanned across the cooling transition. The absolute frequency of
the transition was measured with an accuracy of 2pi ·200 MHz by a High-Finesse WS-
7 wavemeter. The accuracy was limited by the wavelength uncertainty of the HeNe
laser used for calibration. The magnetic field B was then determined by comparison
of the measured frequency with the value given for B = 0 in literature.
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The cyclotron frequency ωc of the
24Mg+ ions was determined by scanning the
frequency of an RF signal applied to one of the ring segments. The excitation of
the center-of-mass mode with frequency ωc is indicated by a sudden change of the
Mg+ fluorescence signal. The main contribution to the error is due to shifts of the
excitation frequency with regard to the scanning direction of the RF signal. This
effect may be due to the excitation of the cloud to larger cyclotron radii, where the
ions experience a different magnetic field, or the finite extension of the ion cloud in
combination with inhomogeneities of the magnetic field.
The value obtained from the magnet current is in slight disagreement with the val-
ues obtained by the other two alternative measurements, which are in good agree-
ment with each other. For experiments, where the precise value of the magnetic field
is important, systematic measurements of the cyclotron frequency ωc seem to give
the most promising results.
2.3.2 Principles of charged particle trapping
Confinement of a charged particle within a finite volume requires a 3-D potential
with a local minimum where the particles are localized. Assuming an electrostatic
potential V of the form
V (~r) = Ax2 + B y2 + Cz2, (2.1)
the force ~F acting on the particle is given by
~F = −q∇V = −2q~r
AB
C
 . (2.2)
For the force F always to be directed towards the minimum of potential, all coeffi-
cients A, B, and C must be of positive sign. On the other hand, in free space the
potential (2.1) has to satisfy Poisson’s equation4V = −ρ(~r)/(εrε0) or4V = 0. This
leads to the condition A+B+C = 0 and the conclusion that an electrostatic potential
cannot possess a minimum in all three dimensions, which is known as Earnshaw’s
theorem.
For confinement of charged particles in spite of this restriction, several types of ion
traps have been developed in the last decades, among which the Paul and the Penning
trap are the most common. In an ideal Paul trap, an oscillating electric potential is
superimposed on the static component and can be written as [46]
V =
U0 + V0 cosΩt
2d2
(x2 + y2 − 2z2), (2.3)
where d is a normalizing factor depending on the size of the trap. For the potential
in (2.3) it is A= B = −C/2, hence the resulting potential is rotational symmetric and
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exhibits a saddle point. For any given direction, the resulting force will alternately di-
rect the particle towards and away from the center of trap. However, by appropriate
choice of field amplitude and frequency, it is possible to have a time-averaged restor-
ing force in all three dimension. The combination of amplitude and frequency forms
zones of stability, which are both depending on the charge and the mass of the stored
particle. This complicates the simultaneous storage of more than one ion species as
required for sympathetic cooling. One additional inconvenience of the Paul trap is
the oscillating electric field interfering with any type of low noise electronics and the
time-dependent force resulting in a residual micromotion and particle heating.
For these reasons the SpecTrap experiment makes use of a Penning trap, where an
electrostatic potential with A= B = −C/2 provides axial confinement. Instead of an
oscillating electric field, in a Penning trap an additional static magnetic field prohibits
particle loss in the radial direction. For trapping of externally produced ions the trap
depth must exceed the kinetic energy of the injected ions. For a Penning trap this
can be done straightforward by applying a large voltage at the endcaps, whereas for
a Paul trap there are technical constraints to the amplitude of the oscillating field.
2.3.3 Single-ion motion in a Penning trap
To create an ideal quadrupole potential in a Penning trap, the surfaces of the trap
electrodes must follow the surface of equal potential. This prerequisite is strictly
fulfilled by a trap design featuring hyperbolic electrodes. Therefore, a hyperbolic
Penning trap consists of three electrodes, one of them being the ring electrode and
two forming the endcaps of the trap (Fig. 2.14, left).
The resulting quadrupole potential has a minimum at the trap center in axial di-
rection and a maximum at the trap center in radial direction, which means that of
the coefficients in equation (2.1) we have A< 0,B < 0 and C > 0. The quadrupole
potential φ of the hyperbolic trap can be expressed as
φ =
C˜2U0
4d2
(2z2 − r2), (2.4)
where z and r denote the axial and radial coordinate, U0 denotes the potential dif-
ference between the ring and the endcap and C˜2 is a dimensionless scaling factor of
the order of 0.5. Furthermore, d denotes the characteristic trap dimension which is
defined as
d2 =
1
2
(z20 + r
2
0/2), (2.5)
with z0 as the distance from the center of the trap to the endcaps and r0 the inner
radius of the ring electrode.
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Figure 2.14: Left: Schematic representation of a hyperbolic Penning trap. Figure with
courtesies from [41]. Right: Visualization of the motion of a single ion in a Penning
trap (black). The contributions of the magnetron drift with frequencyω− around the
center of trap (red) and the axial oscillation with frequency ωz (blue) are displayed
separately.
The force ~F acting on a charged particle caused by the electric potential φ and the
magnetic field ~B = B0~ez is given by ~F = −q∇V + qc ~v × ~B and leads to three equations
of motion, which are written in Cartesian coordinates
d2x
dt2
−ω2c dydt −
1
2
ω2z x = 0, (2.6)
d2 y
dt2
+ω2c
dx
dt
− 1
2
ω2z x = 0, (2.7)
and
d2z
dt2
+ω2z z = 0. (2.8)
In equations (2.6–2.8), the free cyclotron frequency ωc and the axial oscillation fre-
quency ωz are defined by
ωc =
qB0
m
(2.9)
and ωz =
√√qC˜2U0
md2
. (2.10)
The axial symmetry of the potential decouples the axial from the radial motions,
and equation (2.8) is solved by a harmonic oscillator with frequency ωz. The two
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ωc/(2pi·s−1) ω+/(2pi·s−1) ωz/(2pi·s−1) ω−/(2pi·s−1)
Mg+ 2.560 · 106 2.512 · 106 485 · 103 48 · 103
Ar13+ 19.970 · 106 19.922 · 106 1.379 · 106 48 · 103
Bi82+ 24.108 · 106 24.060 · 106 1.515 · 106 48 · 103
Table 2.2: Free cyclotron, reduced cyclotron, axial and magnetron frequency for
selected ion species. Trapping parameters: B = 4 T, U0 = 200 V, C˜2 = 0.563,
d = 7.06 mm.
radial equations are coupled and the solution is given by the superposition of two
independent, circular eigenmotions with the frequencies [47]
ω+ =
ωc
2
+
√√ωc
2
2 − ω2z
2
(2.11)
and ω− =
ωc
2
−
√√ωc
2
2 − ω2z
2
. (2.12)
Here, ω+ denotes the reduced cyclotron frequency andω− the magnetron frequency.
The typical hierarchy is ω+  ωz  ω−, as can be seen in table 2.2 where some
typical values the SpecTrap Penning trap are given.
The motion of a single ion is visualized in figure 2.14 (right), where the param-
eters were chosen such that the radius of the magnetron orbit with frequency ω−
(red) is much larger than the cyclotron orbit with frequency ω+ (black). For the
root in equations (2.11) and (2.12) to be real, the condition ωz < ωc/2 has to be
fulfilled. However, for Mg+ ions and a magnetic field of 4 T this limits the voltage to
a maximum of U0 = 1500 V. This is no restriction in practice.
Some useful relations between the motional frequencies exist, which can be readily
derived from their definitions in Eq. (2.10)–(2.12):
ω+ +ω− =ωc, (2.13)
2ω+ω− =ω2z , (2.14)
and ω2+ +ω
2− +ω2z =ω2c . (2.15)
To first order, equation (2.15) also holds in the presence of trap imperfections such
as deviations of the trap electrodes from the ideal geometry or a misalignment of the
trap with respect to the magnetic field direction. It is hence known as the Brown-
Gabrielse invariance theorem [48].
2.3.4 The Penning trap electrode design
Instead of using hyperbolically shaped electrodes, the SpecTrap Penning trap employs
cylindrical electrodes that allow much better access to the trap center for the injection
2.3 The SpecTrap Penning trap system 33
Figure 2.15: Drawing of the SpecTrap Penning trap. All dimensions are in mm.
The inner radius of the electrodes is r0 = 10.6 mm, the center-endcap distance is
z0 = 6.3 mm, and the gap width is zg = 0.7 mm. Figure with courtesies from Z. An-
delkovic [41]. Different values for zg and z0, determined from a measurement of the
Cn coefficients of the trapping potential, are given in table 2.3.
of externally created ions or axial irradiation of a laser beam. On the other side, an
open trap design requires more care to achieve good vacuum conditions and the
trapping potential is slightly less harmonic.
A technical drawing of the SpecTrap Penning trap is depicted in Fig. 2.15. The trap
consists of seven electrodes: The ring electrode defining the trap center, and three
pairs of electrodes that are placed symmetrically to both sides of the ring electrode.
The ring electrode is fourfold segmented to facilitate the irradiation of dipole and
quadrupole fields. An imaging system, described in more detail in section 2.6, guides
the fluorescence of ions confined in the trap center through holes in the ring seg-
ments to the radially placed detectors. The three pairs of electrodes are referred to
as the (upper/lower) correction electrodes, the (upper/lower) endcap electrodes and
the (upper/lower) capture electrode. To discriminate the two outermost electrodes
by their function in the capture process, the lower capture electrode is also referred
to as the reflection electrode. The electrostatic trap potential is for the most part de-
fined by the voltage difference between the ring and the endcap electrodes, whereas
the potential applied to the correction electrodes is used to compensate residual an-
harmonicities. Upper and lower capture electrode find use in the dynamical capture
process.
The maximum voltage applicable to the electrodes is limited by the insulation be-
tween neighboring electrodes. For all but the capture electrodes, sapphire balls with
1 mm diameter are used to separate electrodes from each other, allowing a maximum
potential difference of about 1 kV. The capture electrodes are insulated with MACOR
rings with a diameter of 1.5 mm, hence permitting a higher break-down voltage of
approximately 2 kV.
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The value of gap width created by the sapphire balls is influenced by the compres-
sion of the copper electrodes and is given in Fig. 2.15 as zg = 0.7 mm. However,
as will be discussed in section 2.3.8, an analysis of the trap potential indicates that
the gap width is slightly different for upper and lower correction electrode and about
zg ≈ 0.85 mm. The difference between upper and lower electrodes is probably due to
an unequal electrode compression by the mounting rods holding the trap electrodes.
2.3.5 Expansion series for the potential of a cylindrical Penning trap
In the following discussion, an expression for the potential of a rotation-invariant
trap of total length zt is derived. The potential is then evaluated numerically for the
electrode configuration of the SpecTrap Penning trap. The potential is decomposed
into contributions due to the individual trap electrodes, which allows for a calculation
of the trap potential and thus properties like ion oscillation frequencies for arbitrary
electrode voltages. The higher-order terms of the potential will be of specific interest
for the discussion in chapter 5.
Following the discussion in [49] and [50], the electrostatic potential φ(r, z′) in the
trap volume with radial and axial coordinate r and z′, respectively, can be expressed
as a linear superposition of the potentials Uiφi which are created by the i’th electrode
at a voltage Ui. The index i iterates all electrodes:
φ(r, z′) =
∑
i
Uiφi(r, z
′). (2.16)
The functions φi are solutions of the Laplace equation with the boundary conditions
φi(r, z′) = 1 at the surface of the electrode i, φi = 0 at the surface of all other
electrodes, and a linear slope in the gaps between electrodes. Additionally, the con-
dition φi(r, 0) = φi(r, zt) = 0 applies, which means that the outermost electrodes
are closed. The total trap length is zt and the center of the trap is at z
′ = zt/2,
accordingly. Solving the potential for a closed trap design allows an approach for
the potential expansion as presented in [49]. The influence on the potential in the
central region is negligible due to the axial elongation of the design of the SpecTrap
Penning trap.
A solution to the Laplace equation of the rotation invariant and closed trap can be
written as a linear combination of the basis functions bn with coefficients a
i
n [49]:
φi(r, z
′) =
∑
n
ainbn(r, z
′), (2.17)
bn(r, z
′) =
J0

npir
zt

J0

npir0
zt
 sinnpiz′
zt

. (2.18)
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Here, J0 denote the zero-order Bessel function. To determine the coefficients a
i
n the
potential is first evaluated on the surface of the cylinder. With r = r0, equation (2.18)
simplifies to bn = sin (npiz′/zt) and by inserting into equation (2.17) one gets:
φi(r0, z
′) =
∑
n
ain sin

npiz′
zt

. (2.19)
The Fourier expansion of the potential (2.19) can be rewritten as an expression for
the coefficients ain:
ain =
2
zt
∫ zt
0
dz′φi(r0, z′) sin

npiz′
zt

.
At the cylinder surface, this integral can be evaluated with the boundary condition of
the potential φi. With z
′ = ai and z′ = bi as the upper and lower boundaries of the
i’th electrode, one receives an explicit expression for the coefficients ain:
ain =
2
npi

cos

npiai
zt

− cos

npibi
zt

· sin
npizg
2zt

2zt
npizg
. (2.20)
The last two terms in (2.20) represent the linear potential slope between adjacent
electrodes. For zg → 0 they approach unity. Inserting the coefficients ain given by
Eq. (2.20) into Eq. (2.17), one receives an expression for the potentialφi(r, z) created
by the i’th electrode. Finally, by summation over all electrodes, the total electrostatic
potential φ(r, z′) is obtained.
The potential of the SpecTrap Penning trap has been calculated numerically accord-
ing to the approach presented here. To give a more handy expression than Eq. (2.17)
with the expansion in basis functions bn, the potential φ(r, z′) has been rewritten in
a power-series expansion around the trap center z0. The axial coordinate is redefined
with z = z′−zt/2, such that the center of the trap is now at z = 0. In the most general
form, the potential can be written as:
φ(r, z) =
∞∑
n=0
Cn
dn
n/2∑
j=0
B jn · zn−2 j r2 j. (2.21)
Here, d denotes the characteristic distance as defined in Eq. (2.5). The coefficients B jn
are readily determined by the requirement to fulfill the free-space Poisson equation
4φ = 0. The general expression for the B jn can be found in [51], and the first terms
of (2.21) explicitly evaluated read:
φ(r, z) =
C1
d
z +
C2
d2
(z2 − 1
2
r2) +
C3
d3
(. . . ) +
C4
d4
(z4 − 3z2r2 + 3
8
r4)
+
C5
d5
(. . . ) +
C6
d6
(z6 − 15
2
z4r2 +
45
8
z2r4 − 5
16
r6) + . . . . (2.22)
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The equations (2.21) and (2.22) define the coefficients Cn, which have the dimension
of a voltage. In equation (2.22), the terms of higher order in z contribute to the
energy dependence of the axial oscillation frequency. The terms of the form z2rk alter
the potential to an axially harmonic potential that depends on the radial position.
Since these terms will be later discussed in detail (Sec. 5.3.6), they are listed here for
the sake of completeness.
In many cases it is sufficient to consider the potential on the axis of symmetry
r = 0, where Eq. (2.22) takes the much simpler form
φ(0, z) =
∑
n
Cn
 z
d
n
. (2.23)
Following the idea of equation (2.16), the total potential φ and the coefficients Cn
are decomposed into contributions due to the i-th electrode set to the voltage Ui:
φ(0, z) =
∑
i
Uiφi(0, z) =
∑
i

Ui
∑
n
C in
 z
d
n
, (2.24)
Cn =
∑
i
UiC
i
n. (2.25)
Because the trap electrodes are symmetrically arranged with respect to the plane z =
0, the absolute values of the coefficients C in and C
k
n are the same for corresponding
electrodes i,k. For even n, we have C in = C
k
n and for odd n we have C
i
n = −C kn ,
accordingly. Thus, only terms in (2.24) with even n contribute to the potential, if
corresponding electrodes are set to the same potential.
To avoid confusion, it should be stressed that the potential in a Penning trap is often
written in a different form φ(0, z) = U0/2
∑
n C˜n (z/d)
n. In this case, the potential
is expressed with a single voltage U0 that is symmetrically applied to both endcaps.
The voltage applied to the correction electrodes Uc is defined by Uc = κ · U0 with
the tuning ratio κ. The fixed ratio between different electrode potentials allows an
expression with a combined coefficient C˜n that subsumes the effects of the individual
electrodes. In this case, the coefficients C˜n are dimensionless and C˜2 is usually of
the order of 1/2. In contrast, the coefficients Cn used in the expansion of equation
(2.23) have the dimension of a voltage [Cn] =V. The relation between the different
notations is given by
U0C˜n
2
=
∑
i
UiC
i
n. (2.26)
2.3.6 Simulation of the coefficients C in
A technical drawing of the SpecTrap Penning trap is shown in figure 2.15. According
to the dimensions of trap electrodes as given in this drawing, the trap potentialφ(r, z)
has been evaluated numerically with equations (2.16), (2.17) and (2.20).
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coefficient Cin C
i
1 C
i
2 C
i
4 C
i
6 C
i
1/C
up.end
1
electrode i
upper endcap 0.2501 0.1441 -0.0256 -0.0031 1
upper correction 0.0988 -0.0019 -0.0296 0.0171 0.395
capture electrode 8.3 · 10−4 6.6 · 10−4 1.4 · 10−4 1.2 · 10−5 0.0033
ring electrode 0 -0.2837 0.1112 -0.0294 0
gap width zg=0.85 mm
center-endcap distance z0=6.6 mm
characteristic distance d = 7.062 mm
tuning ratio r = −Cup.end4 /Cup.cor4 = −0.8596
Table 2.3: The expansion coefficients C in of the SpecTrap Penning trap potential as
obtained by numerical evaluation of equation (2.16). A gap width zg = 0.85 mm was
chosen in the simulation to obtain best agreement with the measured coefficients Cn
(see Sec. 2.3.7 and 2.3.8). The gap width zg and the center-endcap distance z0 are
defined in figure 2.15. The characteristic distance d was defined by d2 = (z20+r
2
0/2)/2
in equation 2.5. The values given for z0 and d have been re-evaluated with the new
value for zg = 0.85 mm and thus differ from the ones given in Fig. 2.15 and [41].
To separate the correction electrodes from the adjacent electrodes, the correction
electrodes are equipped with small blind holes that hold sapphire balls with a diam-
eter of 1.0 mm ([41], p. 35). The spacing between the electrodes depends on the
compression of copper holding the sapphire balls and can only be estimated. In fig-
ure 2.15, the gap width is given as zg = 0.7 mm, but a measurement presented in the
following section determined the actual gap width to zg = 0.85 mm and the values
for the coefficients C in are given in table 2.3 accordingly. The absolute value of zg
also influences the tuning ratio of the correction electrode, which is −1.1 and −0.86
for gap widths of zg = 0.7 and zg = 0.85, respectively. The dependence of the coeffi-
cients C in from the gap width is illustrated in table A.9 in the Appendix, where values
for the coefficients C in are given for zg in the range 0.7 mm to 0.9 mm.
The voltage applied to the correction electrode can be chosen that Ucor · Ccor4 =−Uend · Cend4 . Hence, the C4 coefficient, which represents the main anharmonicity of
the trap potential, is tuned to zero. The ratio r = Cend4 /C
cor
4 is called tuning ratio ac-
cordingly. For an orthogonal trap like the SpecTrap Penning trap, it is |Ccor2 | |Cend2 |
and thus the total C2 that determines the axial oscillation frequency is nearly inde-
pendent of the correction electrode voltage.
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Figure 2.16: Left: Axial oscillation frequency νz as a function of the endcap voltage
Uend to determine the combined coefficients Cu.e.2 + C
l.e.
2 of upper and lower endcap.
Right: Axial oscillation frequency νz as a function of the correction voltage Ucor to
determine the combined C2 of upper and lower correction electrode (Uend = 100 V).
2.3.7 Measurements of the coefficients C i2
The axial oscillation frequency of an ion with charge q and mass m in a harmonic
potential of the form φ = Az2 is given by ωz =
p
2A ·pq/m (Eq. (2.4) and (2.10)).
Following equation (2.23), the potential on the axis of symmetry is given in lowest
order by
φ ≈C2
d2
z2 (2.27)
and the axial frequency thus becomes
ωz ≈
√√2C2
d2
s
q
m
. (2.28)
Together with Eq. (2.25), this relation has been used to experimentally determine the
coefficients C i2 for each electrode pair i by measuring the axial oscillation frequency
as a function of the voltage Ui applied to the respective electrode pair i.
To this end, the fluorescence signal of laser-cooled magnesium was observed while
a sinusoidal excitation of a few hundreds of millivolt was applied to one of the trap
electrodes. When the axial center-of-mass motion of the ion cloud was resonantly
excited, the fluorescence signal changed due to rapid heating of the ions. Depending
on the excitation amplitude and the laser detuning, an increase or a decrease of fluo-
rescence was observed. The inset of figure 2.16 shows an example of the fluorescence
signal while scanning the frequency of the RF excitation over the axial oscillation fre-
quency. In this specific case, the ion fluorescence increased upon excitation. Because
all electrodes but the capture and the ring electrode are protected by low-pass fil-
ters that block the RF signal, the excitation was in most cases applied to the capture
electrode.
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electrode i Ci1/C
lo.end
1 C
i
2
upper endcap -0.977 0.1445(25)
lower endcap 1 0.1445(25)
upper correction -0.456 -0.0020(1)
lower correction 0.395 -0.0020(1)
(upper) capture -0.0038 5.4(4) ·10−4
(lower) reflection 0.0038 5.4(4) ·10−4
Table 2.4: The coefficients Cin for the SpecTrap Penning trap obtained by measure-
ments of the axial oscillation frequency. For the coefficients C i1, only ratios could be
determined. The given values are normalized to the coefficient C lo.end1 of the lower
endcap electrode.
The combined coefficients Cup.end2 + C
lo.end
2 of upper and lower endcap were de-
termined by a measurement of the axial oscillation frequency as a function of the
voltage applied to both upper and lower endcap (Fig. 2.16). All other electrodes had
been set to zero potential. The coefficients for the upper and lower endcap are listed
in table 2.4 and were determined to Cup.end2 = C
lo.end
2 = 0.1445(25).
The coefficients Ccap2 and C
cor
2 of the capture and the correction electrodes were
determined from the shift of the axial oscillation frequency when an additional po-
tential was applied to the capture and correction electrodes, respectively. When the
endcap electrodes are kept at the voltage Uend, the change of the axial oscillation fre-
quency per voltage applied to the capture and correction electrodes can be calculated
according to equation (2.25) and (2.28):
dωz
dUcap/cor
=
√√ 2q
md2
Ccap/cor2
2
p
C2
. (2.29)
The right part of figure 2.16 shows the measurement of the coefficient Ccor2 . The coef-
ficient Ccap2 for the capture electrodes was determined in an analogous measurement
(Tab. 2.4).
The actual value Ccor2 = −0.0020(1) for the correction electrodes could be used to
determine the gap width zg between the correction electrode and its adjacent elec-
trodes, which is not known to high accuracy due to the unknown electrode spacing
created by the separating sapphire balls. As one can see in table A.9 in the Ap-
pendix, which lists the C i2 coefficients for zg in the range of 0.7 mm to 0.9 mm, C
cor
2
is strongly dependent on zg and the actual value of C
cor
2 was thus used to determine
zg ≈ 0.85 mm. As a major application, the precise value of zg increases the accuracy
of the coefficients C i4 for both endcap and correction electrodes. These coefficients
determine the tuning ratio r ≈ −0.86, for which the trap potential is compensated to
a nearly harmonic potential with C4 = 0.
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Figure 2.17: Combination of several images of an ion cloud with different potential
differences ∆U between upper and lower endcap. The cloud position changes ac-
cording to equation (2.34).
2.3.8 Measurements of the coefficients C i1
When the same voltage is applied to corresponding electrodes, the axial potential
minimum coincides with the geometric trap center (r = 0, z = 0). When an addi-
tional voltage ∆U i is applied to the electrode i, an additional potential φa is created
which shifts the potential minimum and thus breaks the symmetry of the potential φ
with regard to the z = 0 plane. To lowest order, the modified potential is given by
φ(0, z) = φsym(0, z) +φa(0, z), (2.30)
with φsym(0, z) = C2
 z
d
2
+ . . . (2.31)
and φa(0, z) = ∆Ui

C i1
 z
d

+ C i2
 z
d
2
+ . . . . (2.32)
→ ∂ φ
∂ z
=
2z(C2 +∆UiC i2)
d2
+
∆Ui · C i1
d
+ . . . . (2.33)
The electric center of the total potential is given by the zero point of Eq. (2.33)
zcenter = −∆Ui · d2 ·
C i1
(C2 +∆UiC i2)
. (2.34)
Equation (2.34) allows to determine the C i1 coefficients of the individual electrodes
from a measurement of the cloud position with an imaging system (Fig. 2.17). Be-
cause the scale of the imaging system is not known with high precision, only the ratios
of the coefficients C i1/C
j
1 for electrodes i, j have been determined experimentally (ta-
ble 2.4). The ratios are in good agreement with the modeled potential, however, it
stands out that the absolute values of corresponding coefficients are not equal as one
would expect from the trap symmetry. A possible explanation for the deviation of the
upper endcap’s (correction) value is that the gap width zg is smaller in the upper half
of the trap (compare also to table A.9).
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2.4 Electronic components
In this section, the electronic components which process signals going to and coming
from the trap electrodes are discussed.
To reduce the influence of thermal noise on the trapping potential, all signal lines
going towards the individual electrodes are equipped with low-pass filters that are
kept at 4 K in the cryogenic environment directly under the trap. The low-pass filters
are by-passed by diodes, which allows irradiation of high-frequency signals, if the
signal amplitudes are above a threshold of 400 mV (table 2.5). A detailed description
of the filter design is given in [41]. Since the frequencies for excitation of the axial
and the reduced cyclotron motion are typically > 100 kHz, RF signals were only
applied via the capture electrode or the ring segments.
For processing of signals coming from the trap electrodes, specialized cryogenic
amplifiers are installed in thermal contact with the liquid helium reservoir:
• a non-destructive ion detector (NID) is attached to the upper capture electrode
for pick-up and amplification of the signals induced by incoming ion bunches,
• a resonant circuit is attached in combination with a MESFET-based amplifier
to each of the endcap electrodes for non-destructive detection of the signal in-
duced by the axial ion oscillation,
• a MESFET-based amplifier is attached to one ring segment for detection of the
signal induced by the radial ion motion [41].
The circuit layouts of all three amplifiers have already been described in [41]. The
NID and both resonant circuits, which have been characterized and used for mea-
surements presented in this work, will be discussed in the following. The analysis of
the NID has also been presented in a publication [39].
2.4.1 Non-destructive ion detector (NID)
The non-destructive ion detector (NID) serves both as a charge counter and for pro-
viding timing information for the capture process. The signal detection is based on
low-pass cut-off frequency endcap/correction ring reflection capture
filter [2pi·kHz] 7.5 11 0.7 0
diodes [2pi·MHz]  0.01 56 0.02 2
Table 2.5: Cut-off frequencies of the low-pass filters for signals going towards the trap
electrodes. Signals with an amplitude larger than 400 mV by-pass the filters via a pair
of diodes. In this case, the upper frequency limit is defined by the larger diode cut-off
frequency. All values according to [41].
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the non-resonant pick-up and subsequent low-noise amplification of image charges
induced in the upper capture electrode by an incoming ion bunch. This primary
signal is amplified by the cryogenic NID and a second, room-temperature amplifier
(CBC-1, Stahl Electronics). A low-noise gallium-arsenide field-effect transistor builds
the first stage of the NID, which provides a total amplification by a factor between 3.2
(room temperature) and 4.0 (for T < 77 K). The room-temperature amplifier (CBC-
1) has an additional amplification factor of 78 so that the total voltage amplification
amounts to α = 250(30). The complete setup is also described and characterized in
[39].
The induced signal Uin =Qin/Cin at the capture electrode is defined by the induced
image charge Qin and the input capacitance Cin = 49.2(8)pF, which is mainly defined
by the capacitance of the capture electrode. The induced charge can be calculated
with the ion charge distribution ρ and the geometry function Ξ(r, z) of the capture
electrode, which can be determined (with the length of the capture electrode of
L = zr − zl = 22 mm) with the same formalism as presented for the endcap electrode
in equation (2.50). For the induced charge Qin, one obtains in analogy to equation
(2.50) [51]:
Uin(t) · Cin =Qin(t) =
∫
dz ρ(v t − z)Ξ(z, 0). (2.35)
In general, the induced charge Qin as given by Eq. (2.35) also depends on the radial
distribution of the ions. However, if we are only interested in the integrated signal∫
dt Q(t) we can assume without restriction that all ions move along the axis r = 0
and ρ is thus a 1-D distribution, because the integrated signal is independent of the
radial distribution.
The ion number N can be expressed through the charge distribution ρ(t), respec-
tively ρ(z), with
N =
1
q
∫
dz ρ(v t − z) = v
q
∫
dt ρ(v t − z). (2.36)
Here, q denotes the charge per ion and v the velocity of the ion bunch. The detected
signal U(t) is determined from the induced signal Uin(t) with the amplification fac-
tor α = 250(30) and a correction factor κ = 1.13 which accounts for the limited
frequency acceptance range of the amplifiers [39]. Thus the detected signal is ex-
pressed with U(t) = (α/κ) · (Qin(t)/Cin).
Combining equation (2.35) and equation (2.36), we obtain the relation∫
dt U(t) =
(α/κ)
Cin
·
∫
dt
∫
dz ρ(v t − z) ·Ξ(z, 0)
=
(α/κ)
Cin
· Nq
v
∫
dz Ξ(z, r)
=
(α/κ)
Cin
· Nq
v
L. (2.37)
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In the last step, use was made of the fact that the integral
∫
dz Ξ(z, r) evaluates,
independently of the radial coordinate r, to the electrode length L. Equation (2.37)
provides an expression for the ion number as a function of the integrated NID signal
and was used for the evaluation of NID spectra presented in this work.
2.4.2 Axial resonators for resistive cooling
The upper and lower endcap electrode of the SpecTrap Penning trap are each
equipped with an axial resonator. These resonant circuits have two main applica-
tions: The induced signal of ions oscillating in the trapping volume can be used for
non-destructive ion detection and at the same time, the ions are cooled because the
induced signals are damped due to energy dissipation in the circuit.
This cooling technique is referred to as resistive cooling and can be used to cool
a single ion or an ion ensemble until it is in thermal equilibrium with the resonant
circuit, which is usually held at cryogenic temperatures of about 4 K. Two character-
istics make resistive cooling especially suited for cooling of externally created, highly
charged ions: first, resistive cooling is possible for any ion species in any charge
state. This is in contrast to other cooling techniques like Doppler laser cooling, which
requires a suitable (i.e. fast), laser-accessible transition and is therefore difficult to
employ with highly charged ions. Secondly, in a harmonic potential the time constant
for resistive cooling is independent on the ions’ kinetic energies, which allows effi-
cient cooling of ions with large kinetic energies after injection into the trap. Resistive
cooling of HCI has been demonstrated e.g. with small ion ensembles of C5+ [52, 53]
as well as with Xe44+ [54].
For non-destructive ion detection, the charge-to-mass ratio of trapped ions can
be calculated by the trapping voltage that brings their axial oscillation frequency
in resonance with the resonant circuits. The two resonance frequencies are νr =
536.5 kHz and νr = 1138.9 kHz for the circuit attached to the lower and to the upper
endcap, respectively.
The circuit coils were constructed out of a PTFE-insulated constantan cable. Com-
pared to other experiments [55, 56], where superconducting coils are used, this re-
sults in a rather low quality factor Q of 200–300 for both circuits. A low Q value
was chosen for the benefit of a larger bandwidth b = νr/Q and the possibility of ion
cooling in a broader frequency range. This is especially important for ion cooling at
high kinetic energies in a non-ideal harmonic potential.
Figure 2.18 shows the equivalent circuit diagram of the resonant circuits attached
and the electronic components for signal processing. Two amplifier stages are used:
one low-noise amplifier directly attached to the trap at cryogenic conditions, and one
ambient-condition, rack-mounted amplifier. The amplifications denoted in the fig-
ure are valid for an infinite input impedance, under consideration of the impedance
matching the resulting voltage amplification amounts to α= 156.25.
The characteristics of the resonant circuits were directly determined from the am-
plified thermal-noise signal. The noise spectrum of the RLC circuit can be modeled
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Figure 2.18: Equivalent circuit diagram of the resonant circuits. The resonant circuit
signal is amplified by a first amplifier placed in the cryogenic environment and a
second one placed in ambient conditions. Under consideration of the specific input
impedances the total voltage amplification amounts to α= 156.25.
by the noise of a voltage source giving a voltage drop across the noise-free resistance
of the circuit [57]. In this model, the noise characteristics of the voltage source is
dominated by 1/ f -noise at lower frequencies and thermal Johnson noise at higher
frequencies. For an Ohmic resistance R at temperature T , the root-mean-square of
the thermal noise amplitude is given by [58]
Uthermal =
Æ
4kBTRδ, (2.38)
where the measurement bandwidth is denoted δ and kB is the Boltzmann constant.
The noise amplitude of an RLC-circuit with capacitance C0 and inductance L0 follows
from Eq. (2.38), when the resistance R is replaced by the real part of the complex
resistance Z(ω):
ZRLC =

1
R
+ iωC0 +
1
iωL0
−1
. (2.39)
With the amplification factor α of the two amplifiers, the noise amplitude detected
with the spectrum analyzer becomes
Unoise = α
Æ
4kBTδRe[ZRLC]. (2.40)
The noise spectra of the upper and lower resonant circuit have been recorded at
a temperature of 4 K (Fig. 2.19). A function according to Eq. (2.40) was fitted to
the data, where R, the quality factor Q, and ωr were used as free parameters. The
general agreement with the data is good, minor discrepancies may be due to the
neglect of additional noise sources or an oversimplification of the circuit diagram.
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Figure 2.19: The thermal Johnson-noise spectra of the lower and upper resonant cir-
cuit at a temperature of 4 K. The main properties of the resonant circuit are listed in
table 2.6.
lower resonant circuit upper resonant circuit
resonance frequency νr 536.3 kHz 1138.9 kHz
quality factor Q 254.5 237
resonance resistance R 1.72 MΩ 1.61 MΩ
capacitance C 44 pF 21 pF
inductance L 2.01 mH 0.95 mH
design value for L 1.73 mH 0.77 mH
τ1(Mg+) 812 s 870 s
τ1(Ar+) 487 s 522 s
τ1(Ar13+) 8.0 s 8.6 s
τ1(Bi
82+) 1.05 s 1.1 s
Table 2.6: Characteristics of the upper and lower resonant circuit and resistive-cooling
time constants τ1 for selected ion species.
From the fit to the data, the capacitance C0 and inductance L0 were calculated with
the relations
C0 =
Q
Rωr
, (2.41)
L0 =
R
Qωr
. (2.42)
The resulting values are summarized in table 2.6. Also listed is the modeled value
of the coil inductance, which has been calculated for both circuits from the coil de-
sign. The experimental and the modeled values for L are in good agreement, which
corroborates the assumed values for C and R.
46 2 The SpecTrap experimental setup
Effective electrode distance D and single-ion resistive cooling time τ1
With the specific value of the Ohmic resonance resistance R of the resonant circuits
(table 2.6), the rate for resistive cooling of a single ion can be calculated. Assum-
ing an ideal harmonic potential and thus regarding an ion performing a sinusoidal
oscillation with frequencyωz, the axial position of an ion with (axial) energy E reads
z(t) =
1
ωz
√√2E
m
sin(ωz t +φ). (2.43)
For small oscillation amplitudes, the induced charge on the endcap is linear in the
axial coordinate z, hence the induced current is proportional to the ion velocity:
i(t) =
q
D
dz(t)
dt
=
q
D
√√2E
m
cos(ωz t +φ). (2.44)
Equation (2.44) defines the effective electrode distance D (not to be mistaken for the
characteristic trap dimension d) as the constant of proportionality between the ion
velocity and the current induced in the endcap. As will be shown below, the effective
electrode distance D can be calculated from the electrode geometry of the trap.
The expectation value of the squared single-ion current I is given by
I2(t) := 〈i(t)2〉= 1
T
∫ T
0
dt i(t)2, (2.45)
where the integral is performed over one axial oscillation period T . The ion oscil-
lation is damped on time scales much larger than one oscillation period, so that we
can assume the energy E to be constant over one axial oscillation period. Inserting
(2.44) into (2.45) leads to
I2(t) =
q22E
D2m
1
T
∫ T
0
dt cos2(ωz t +φ) =
q2E
D2m
. (2.46)
Due to the current I induced in the Ohmic resonance resistance R, the ion dissipates
energy via the resonant circuit with power P. From equation (2.46) one also obtains
the cooling rate γ1 and its inverse, the single-ion cooling time τ1 = γ−11 :
−P = dE
dt
= −I2R= − q2R
D2m
E, (2.47)
⇒ E(t) = E0 exp(−γ1 t), (2.48)
γ1 =
q2R
D2m
= τ−11 . (2.49)
2.4 Electronic components 47
Figure 2.20: The geometry function G (left) and the effective electrode distance D
(right) for the upper endcap electrode. The geometry function and the effective
electrode distance are given as a function of the axial ion position z for three different
radial ion positions r.
To give an absolute value for the single-ion cooling rate, it remains to determine the
effective electrode distance D for the SpecTrap electrode geometry. The charge Q
induced in the endcap by an ion of charge q at the axial and radial positions z and r,
respectively, is expressed via the geometry function G(r, z) and can be calculated for
a cylindrical electrode with radius R [51]:
Q(r, z)≡ − q · G(r, z) (2.50)
=
q
Rpi
∫ ∞
0
dx
I0(x r/R)
I0(x)

sinc

x
z − z′
piR

(z − z′)
z′=zR
z′=zL
. (2.51)
Here, I0 is the modified Bessel function of the first kind and the function sinc de-
notes the normalized, cardinal sine function defined by sinc(x) = sin(pix)/pix . By
comparison of equation (2.44) and equation (2.50), one finds that ∂zG(r, z) = D−1.
In case of the upper endcap electrode, one finds that for sufficiently small ampli-
tudes z0 < 1 mm and radii r0 < 4 mm, the trap dimension D can be regarded as
constant and amounts to D ≈ 30 mm (Fig. 2.20). The energy related with an ax-
ial amplitude of 1 mm depends on the ion species. For singly charged magnesium
(νz = 536 kHz) it is E = 1.5 eV and for 209Bi82+ (νz = 1139 kHz) it is 55 eV. This
demonstrates that the simplification of D = 30 mm is strictly valid only for thermal
ions and does not apply to the conditions directly after ion injection into the trap.
Resonant amplification of induced RF signals
When an RF signal with amplitude U and frequency ω is applied to the electrode
j, an oscillating potential φ is created whose gradient excites the axial motion of a
single ion or an ion cloud:
φ(z, t) =U sin(ω · t) z
d
C j1 + . . . (2.52)
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Figure 2.21: Mg+ fluorescence while scanning the excitation frequency νex of a signal
applied to the ring electrode. For a frequency of νex = 554 kHz, the fluorescence dip
indicates the excitation of the ions’ axial motion (trapping voltage U0 = 260 V). For
frequencies around νex = 536 kHz, the fluorescence is heavily influenced by the signal
induced to the lower resonant circuit.
The strength of the potential gradient, as defined in equation (2.52), depends on the
value of the electrode’s coefficient C j1, which can be found in table 2.3. Because all
electrodes besides the ring and capture electrode are protected by low-pass filters,
RF signals can only be applied to the ring and the capture electrode, which have the
smallest coefficients C j1 of all electrodes.
However, to resonantly affect the Mg+ fluorescence and thus allow detection of the
axial oscillation frequency, even small excitations with signal amplitudes of 100 mV
at the capture or ring electrode were sufficient. On the other hand, axial oscillations
with amplitudes that are large enough to induce a detectable signal in the resonant
circuits require a stronger excitation. In this case, even signal amplitudes of several
volts turned out to be insufficient.
This observation is supported by a simple estimation: for a driven oscillator, the
excitation amplitude depends both on the strength of the driving force and the fre-
quency matching between excitation and oscillator. Assuming a frequency matching
of the order of the axial frequency distribution ∆νz ≈ 1 kHz and an excitation ampli-
tude of 1 V at the capture electrode, by numerically solving the equation of motion
of the driven oscillator it was found that a Mg+ ion will be excited to energies of the
order of 1 meV or kB · 10 K, which would be not easily detected with the resonant
circuit.
It is, however, possible to induce a signal in the endcap electrode via excitation of
the neighboring electrode. The potential gradient created by this induced signal for
ion excitation can exceed the one of the primary excitation by orders of magnitudes,
as follows from the discussion below.
The electric-circuit simulation software LT Spice was used to determine the signal
which is induced in the upper endcap electrode when an external RF excitation is
applied to the capture or ring electrode. The capacitance that couples the electrodes
was estimated with C = ε0A/s, where s is the electrode distance and A the area of the
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electrode surfaces. With the resulting capacities Cring-end = 0.5 pF and Ccap-end = 1 pF,
the simulation of the electric circuits shows an on-resonance amplification of 9 dB
and 13 dB, respectively. Besides the signal amplitude, the effect of an RF signal also
depends on the C i1 coefficient of the electrode. Since the coefficient C
end
1 is two orders
of magnitude larger than Ccap1 and C
ring
1 = 0, the influence of the signal induced in the
endcap is by more than three orders of magnitudes larger than the primary excitation
via the ring or capture electrode.
An example of the resonantly enhanced excitation is shown in figure 2.21. The
frequency of a signal applied to the ring electrode was scanned from 570 kHz to
490 kHz. When the signal frequency matches the axial oscillation frequency of the
ions of νz = 554 kHz, axial excitation results in a sudden change of the fluorescence
rate. When the frequency of the excitation signal approaches the resonant circuit
frequency of 535 kHz, the resonantly enhanced signal in the endcap leads to non-
resonant axial excitation of the Mg+ ions and thus influences the fluorescence signal
over a wide range of frequencies.
When 24Mg+ was axially excited for resonant circuit detection, the trap voltage was
set to about U = 240 V during the excitation so that the resonant circuit frequency,
the axial oscillation frequency and the signal frequency were all identical to 536 kHz.
Directly after excitation, the endcap electrode voltage was switched to 200 V and
subsequently scanned to 300 V. In this way, the resonant circuit signal of figure 5.1
(right) was recorded.
2.5 Experimental control and ion capture process
Central part of the experimental control is the main control software, which has
been developed in this thesis within a LabVIEW environment. The complete system,
including the experimental components and the control software, the SpecTrap con-
trol and operation center at HITRAP (SCOTCH), is depicted in a schematic diagram
in figure 2.22 which shows the interconnections between the components and the
software.
The control software coordinates the devices involved in an experiment and takes
care of event timing and synchronization in dynamical experiments, e.g. the timing
involved in the capture process or ramping of electrode voltages.
2.5.1 The experiment control software
Most communication between the computer and the experiment is mediated via a
NI-PXI system (NI PXI 1036, National Instruments), which is equipped with two
PCI cards: the PXI-6224 card provides 32 analog-in channels (AI) and 48 digital-
in/out channels (DI/O), the PXI-6723 card provides 32 analog-out channels (AO). An
additional PCI-DAC 6702 card, which is not implemented in the PXI 1036 system but
is directly connected to the computer, provides another 16 analog-out channels. The
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Figure 2.22: The SpecTrap control and operation center at HITRAP (SCOTCH).
analog-out channels directly control the power supplies of the SpecTrap beamline
elements, whereas the analog-in channels are used for data acquisition. The digital
channels are used to trigger events such as the creation of ion bunches in the EBIS
or Mg+ source, or for continuous definition of the status (on/off) of elements as the
laser shutter or the trap electrodes.
The digital channels are used by running experimental cycles, which in this context
means the creation and execution of a finite-length waveform for several digital-out
channels in parallel. The waveform is defined by the user and exhibits a train of
pulses for each digital channel with arbitrary pulse number, pulse duration and pulse
separation. This way, the experimental cycles allow the temporal definition of events
with precise synchronization. At the end of an experimental cycle, all digital channels
remain in their last defined status (high/low) which allows to continue experiments
beyond the end of the cycle. The execution of the digital waveform is controlled
by the internal clock of the NI-PXI system, which guaranties an absolute timing of
<100 ns for the output of the digital channels. In principle, the rate of the internal
clock also sets the lower limit for the temporal step-size of the digital waveform, but
due to its long duration of typically 10 to 30 seconds, the waveform is generated with
a time-step resolution of typically 1 ms.
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Data acquisition with the analog-in channels is implemented with a continuous and
a finite measuring scheme. A continuous measurement has no predefined duration
but records the signals at the analog-in channels until it is aborted. The continues ac-
quisition mode is independent of the experimental cycle and during a measurement
the status of the DI/O channels remains usually (but not necessarily) unchanged.
A measurement in the finite-duration mode records data synchronously to an ex-
perimental cycle and thus ends with the execution of the digital-channel waveform.
The advantage of this finite mode is a higher degree of automation for the price of
reduced flexibility.
The analog-out channels of the PXI-6723 card are used for remote control of the
power supplies for the electrostatic elements of the SpecTrap beamline. Two inde-
pendent sets of parameters are defined with the control software, which can switch
them to change the beamline from the transport of Mg+ to highly charged ions and
vice versa. When an experimental cycle is performed, which controls via the digital
channels e.g. the ion injection process and the status (Mg+/HCI) of the quadrupole
bender, one can define the time at which the set of beamline parameters is switched.
This way the consecutive or alternating trapping of Mg+ and highly charged ions is
automated.
Some devices, notably the delay generators (DG535, Stanford Research Systems)
and a spectrum analyzer (HP 3589A, Hewlett Packard), are connected to the com-
puter via a GPIB interface and are also programmable with the control software.
The CCD camera for fluorescence imaging and the wavemeter for laser stabilization
run independently on additional computers. The LabVIEW software controlling the
wavemeter features a synchronization with the main control via a TCP/IP connec-
tion. This way parallel readout to an experimental cycle with a timing <10 ms is
possible.
The process of ion loading is initialized with a digital pulse which is sent either
to the Mg+ source or the EBIS. The drift tubes DT1 and DT2 as well as the capture
electrode are not triggered independently, but with a trigger that is derived from the
one going to the ion sources. For this purpose, the ion source trigger is processed
and delayed by two delay generators (DG535, Stanford Research Systems). The
delay generators each possess two channels for producing gates with arbitrary delay
and duration. Two gates are adjusted to the times of flight of the highly charged ions
to drift tube 1 and drift tube 2, respectively. The remaining two gates are reserved
for the capture gate delay of Mg+ and the HCI. A signal processing scheme using
logic devices (Fig. A.1 in the Appendix) guaranties that each source trigger results in
application of the correct capture gate.
2.5.2 The ion capture process
Incoming ions are captured dynamically in the trapping volume by fast switching of
the upper capture electrode. When the ions arrive at the capture electrode, its poten-
tial is reduced with a fast low-noise high-voltage switch (HS-1000, Stahl Electronics)
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Figure 2.23: Left: Calculated potential on the trap axis for three different stages of
the ion capture process. First, the ions are allowed to enter the trap (blue), then the
capture electrode potential is raised (red), and in a last step a harmonic potential is
created by use of the endcap and correction electrodes (orange). The set of voltages
(Ucap,Uref,Uend,Ucor) for the capture, reflection, endcap and correction electrodes
are (500,200, 0,0)V, (500, 500,0, 0)V and (500,500, 240,−206)V for the blue, the
red and the orange graph, respectively. Right: Fluorescence after accumulation of up
to 50 bunches of Mg+ ions.
for a short duration (the so-called capture gate) such that incoming ions are allowed
to enter the trap. The lower capture electrode is set to a high potential so that the
ions are reflected, and before the ions leave the trapping region the capture electrode
potential is raised to a potential that confines the ion bunch. The trapping cycle is
completed by slowly compressing the ion cloud towards the trap center by raising
the endcap potential (Fig. 2.23, left).
The capture gate is adjusted using the TOF signal of the MCP at the bottom of the
beamline. A usual procedure is as follows: Starting with zero potential at all trap
electrodes and an undisturbed TOF signal at the MCP, the potential of the capture
electrode is raised until the ion bunch is blocked and the TOF signal vanishes. Once
the correct capture gate is applied, the ion bunch is no longer blocked by the capture
electrode and the TOF signal is again detected at the MCP. A first guess for the ion
bunch TOF to the trap center and the timing of the capture gate can be obtained
from a measurement with the NID detector (Fig. 2.24, inset): The signature of an ion
bunch, which passes the capture electrode before and after reflection at the reflection
electrode, directly reveals the arrival time at the capture electrode of t = 46µs.
Typical parameters for the capture process of Mg+ with a kinetic energy of 400 eV
are a gate duration of 1–3µs and the capture electrode set to a higher and lower
potential of 500 V and 200 V, respectively.
2.5.3 Accumulation of ion bunches
A typical capture gate duration of a few µs was found to be short enough to prevent
significant loss of the already confined ions in the trap. This is an important require-
ment for the creation of multi-species ion clouds and it also allows the accumulation
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Figure 2.24: Left: Trap potential with a bias of 340 V applied to each trap electrode.
The Mg+ ions with an initial kinetic energy of 365(3)eV are reflected at the reflection
electrode. Right: Number of reflected ions detected with the NID as a funtion of the
kinetic energy at the trap center, which was calculated by Ekin = 365 eV−eUbias. The
inset shows a signal detected at the NID.
of ion bunches (2.23, right): The number of stored particles and thus the fluores-
cence increases linearly with the number of ion bunches loaded into the trap. For the
first data point, 10 Mg+ bunches were loaded with a temporal bunch separation of
250 ms. The denoted fluorescence is the signal which was detected once the fluores-
cence rate had stabilized after the initial laser cooling. The data points for higher ion
bunch numbers were obtained in the same way after consecutively loading additional
10 bunches to the ions already confined in the trap. A linear regression was fitted
to the data. The fluorescence rate of the first data points significantly deviate from
the linear trend. This could indicate that the capture efficiency is low at first and
increases for the subsequent bunches, possibly induced by more rapid laser cooling
when pre-cooled ions are already confined in the trap. However, one should note
that the error bars in the present case merely indicate the statistical uncertainty of
the florescence measurement and may underestimate the actual error, to which the
reproducibility of the accumulation process also contributes.
2.5.4 Ion capture with elevated potential or use of drift tube 2
An important aspect of the ion capture process is the minimal kinetic energy for
which injection with sufficient ion numbers is possible, because any kinetic energy
that remains after the trapping process has to be removed by ion cooling. One
method to decelerate the ions is the use of the drift tube 2, which has already
been discussed in section 2.1.3 (Fig. 2.7). Another deceleration scheme is the ele-
vation of the trap potential by applying a bias voltage to each of the electrodes [59].
The advantage of this method, compared to a deceleration with the drift tube, is that
the deceleration takes place at the trap center where the magnetic field is strongest.
According to (p. 58 in [41]), the magnetic field at SpecTrap is in the trap center by a
factor of 50 larger than the field at the location of drift tube 2.
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Two measurements with elevated trap potential and Mg+ ions were performed,
the first one without and the second one with magnetic field applied. The first ex-
periment determined the ion number after passing the trap and being reflected at a
potential wall created by the reflection electrode (Fig. 2.24). For each data point, the
same bias voltage was applied to the ring electrode, both endcaps and both correc-
tion electrodes, while the potential of the capture and the reflection electrode were
optimized with regard to the reflection efficiency. As an example for the such cre-
ated potential, the left part of figure 2.24 depicts the trap potential for Ubias = 340 V
together with an illustration of the ions’ path of flight. Since the potential exhibits
a flat plateau in the trap center, the kinetic energy of the ions is easily calculated
with the initial kinetic energy 365(3)eV and the voltage applied to the electrodes.
The ion numbers after reflection as a function of the remaining kinetic energy were
determined from the NID signal (Fig. 2.24, right). The inset exemplary shows one
of the NID signals, from which the ion numbers of the reflected ion bunches were
determined. Deceleration to energies as low as 40 eV was possible with still half of
the maximum efficiency, which is a significant improvement compared to the DT2-
deceleration of Ar13+ (Fig. 2.7).
In a second experiment, which in contrast to the previous one included the applica-
tion of a magnetic field of 4 T, the deceleration with subsequent trapping of Mg+ was
demonstrated (Fig. 2.25). As in the experiment before, a bias was applied to the ring
electrode, the endcap and correction electrodes to create a plateau-shaped potential
in the trap center. For each value of Ubias, the capture- and reflection-electrode volt-
ages were set to values that were found to be appropriate for the capture process.
The kinetic energy of 368(8)eV of the incoming ion bunch was determined from a
TOF measurement and the remaining kinetic energy after deceleration was calcu-
lated for each data point by Ekin = 368(8)eV−eUbias. The fluorescence rate of the
trapped ions, normalized to the fluorescence rate obtained for Ubias = 0 V, was used
as a measure of the ion number. To this end, after injection, the ions were first laser
cooled until a stable fluorescence signal was obtained. In a second step, the potential
of the endcaps was raised to U = Ubias+50 V to ’compress’ the ions in the trap center.
This way, the fluorescence signal increased and – more importantly – the ions were
confined in a region were the influence of the varying capture and reflection potential
could be neglected. The fluorescence rates depicted in figure 2.25 are the ones that
were obtained with raised endcap potential. With decreasing kinetic energy, the fluo-
rescence increases at first and reaches a maximum for kinetic energies of about 70 eV.
For stronger deceleration, the fluorescence drops significantly with Ekin = 8(8)eV as
the lowest energy for which a fluorescence signal was obtained. From this observa-
tion one can conclude that the kinetic energy of an injected ion bunch can be nearly
completely removed. Furthermore, this result sets a limit to the energy conversion
from the axial to the radial degrees of freedom while the ions approach the center
of the magnetic field. Since no significant magnetic-mirror effect was observed upon
deceleration by 95% to 18 eV, the conversion from axial to radial kinetic energy is
apparently less than 5%. There is, however, evidence based on the fluorescence data
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Figure 2.25: During the injection of Mg+ into the trap with an initial kinetic energy
of 368(8)eV, a bias voltage Ubias was applied to each trap electrode for ion decel-
eration. The remaining kinetic energy Ekin of the Mg+ ions was calculated with
Ekin = 368 eV−eUbias. Left: Normalized Mg+ fluorescence as a function of the re-
maining kinetic energy after injection. Right: The duration after injection until a first
fluorescence signal was detected (black) and the duration until the fluorescence rate
was stable (red). See the text for a discussion of the results.
for energy conversion to the radial degrees of freedom in the process of deceleration.
The time for which the first fluorescence signal was detected (black) and the time
after which a stable fluorescence signal was obtained (red) were measured as a func-
tion of the remaining kinetic energy (Fig. 2.25, right). The first time corresponds to
the point at which the axial temperature is sufficiently reduced to allow significant
fluorescence, the latter one corresponds to the axial temperature being reduced to
the (detuning-dependent) Doppler temperature. According to the data, the dura-
tion to establish an equilibrium increases with the deceleration of the injected ion
bunch, while the initial reduction of the axial temperature remains more or less con-
stant. Apparently, for stronger deceleration there is a larger amount of kinetic energy
transferred to the radial degrees of freedom, which has then to be removed via an
axial-radial coupling before an equilibrium near the Doppler temperature is reached.
Since the cloud densities, the collision times, and thus also the energy transfer rates
in this specific experiment are unknown, it is, however, not possible to determine the
absolute energy that is transferred to the radial degrees of freedom.
2.6 Fluorescence detection
Fluorescence photons emitted by the ions stored in the Penning is the main source of
information obtained from the trapped particles in the SpecTrap Penning trap. The
fluorescence signal has been detected in form of a signal rate with a photo-multiplier
tube (PMT) or with a CCD camera to image the shape and structure of the stored
ion cloud. The following section is dedicated to a description of the experimental
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equipment, which is related to fluorescence excitation and detection, as well as a
discussion of typical fluorescence signals and the expected signal rates.
2.6.1 The 280 nm laser system
The laser system for Mg+ laser cooling and fluorescence detection consists of a fiber
laser producing light at 1118.5 nm and two enhancement cavities, each of them dou-
bling the frequency to obtain up to 20 mW laser power at 279.6 nm. The setup was
already described in [45, 60] and the modifications to the original system are docu-
mented in-depth in [61]. Here, a brief overview is given.
The fundamental at 1118.5 nm is created by an ytterbium-doped fiber amplifier
(Koheras Boostik), which delivers an output power of up to 2 W. It is seeded by an
external fiber laser (Menlo Systems) with 16 mW output power and a linewidth of
less than 100 kHz. For first stage second-harmonic generation (SHG), a lithium tri-
borate crystal (LBO), placed in a bow-tie resonator, is used. For non-critical phase
matching the LBO crystal is heated to 96◦ Celsius and an output power of a few hun-
dreds of mW is received at a wavelength of 559.3 nm. The second stage of frequency
doubling is achieved with a β-barium borate crystal (BBO) placed in a second bow-
tie resonator. Here, critical phase matching is employed and maximum output power
of 20 mW at 279.6 nm is reached. After passage through a λ/2-plate and a polariz-
ing beam splitting cube (PBS), a λ/4-plate is used to adjust the beam polarization
for excitation of the 2S1/2,m j=−1/2 → 2P3/2,m j=−3/2 transition, which is used for laser
cooling.
From the laser lab below the experimental platform, the laser beam is transported
vertically through a hole in the ceiling to the experimental setup. For a coarse align-
ment of the laser beam with the trap center, the laser beam is adjusted to cross the
centers of both viewports terminating the beamline at the top and bottom. Fine ad-
justment is provided by a system of two movable mirrors, which are attached to a
set of remote-controllable stepping motors. This way, parallel beam transport with a
precision of 0.1 mm is possible. The laser beam is imaged with a two-lens telescope
and has a Gaussian beam profile with a waist of w0 = 1 mm at the trap center (table
A.12).
2.6.2 Fluorescence imaging and detectors
Whereas the laser beam for ion spectroscopy is irradiated axially, the emitted fluo-
rescence is guided by an imaging system to radially placed detectors. To this end,
each of the four ring segments has a central hole of 4.8 mm diameter which allows
radial optical access to the center of the trap (Fig. 2.26). Two of the four holes are
equipped with a fused silica lens (Edmund Optics #48-024, d = 12 mm, feff = 25 mm,
Fig. A.3), adjusted such that its focal point coincides with the center of the trap. This
way, the fluorescence of confined ions is collimated and directed to the detectors
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Figure 2.26: The SpecTrap imaging system. Drawing (left) with permission of Zoran
Andelkovic. The figure (right) was reproduced from [41]. The focal length of the lens
is depicted in dependence of the wavelength in the Appendix (Fig. A.3).
placed outside of the magnetic field. Two spherical aluminum mirrors, with their
center of curvature aligned to the center of the trap, are placed opposite to the lenses
and thus double the solid angle from which the fluorescence signal is collected. This
design with double access to the trap center offers the possibility for simultaneous
fluorescence detection of laser-cooled Mg+ ions and a highly charged ion species at
the same time. The geometric solid angle Ω, in which emitted photons are collected
by the detection system, is defined by the radius of the ring electrode and the radius
of a segment hole.
For the two aluminum mirrors, a coating with high reflectivity for wavelengths be-
tween 450–650 nm and for wavelengths larger than 1000 nm has been chosen, since
the detection of infrared transitions is much more challenging compared to UV tran-
sitions. For UV transitions, such as the laser cooling transition of Mg+, the aluminum
mirror does not contribute significantly to the detection efficiency. Without including
the reflecting mirror, the solid angle for detection of Mg+ fluorescence amounts to
0.09 sr, which is a fraction of
Ω= 7.34 · 10−3 (2.53)
out of 4pi.
Two different detectors have been used for fluorescence detection: A CCD cam-
era (EM-CCD C9100-24B, Hamamatsu) was used for imaging of the Mg+ ion clouds,
while a channel photomultiplier (CPM) (C1993P, Perkin Elmer) continuously mea-
sured the Mg+ fluorescence rate. For imaging the fluorescence onto the chip of the
CCD camera, a second lens was used (Edmund Optics Lens PCX UV FS 30 X 150 UV-
AR TS, f = 150 mm). The resulting magnification factor of 4.69(8) was determined
by applying an asymmetric potential ∆U to the trap electrodes and measuring the
resulting ion cloud shift in the image plane. The actual shift in the trap was calcu-
lated with the asymmetric potential ∆U and the electrode coefficients C in according
to equation (2.34).
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level m j g j
∆E/(h · B)
[GHz/T]
2S1/2 -1/2 2.0023 -14.0123
2S1/2 +1/2 2.0023 14.0123
2P3/2 -3/2 1+1.0023/3 -28.0085
2P3/2 -1/2 1+1.0023/3 -9.3362
2P3/2 +1/2 1+1.0023/3 9.3362
2P3/2 +3/2 1+1.0023/3 28.0085
ν0 = 1 072082 934.33(16)MHz
Γ = 2pi · 41.5 MHz
λvac = 279.635 50990(4)nm
Figure 2.27: Left: Level scheme of the 2S1/2→ 2P3/2 transition in 24Mg+. The squared
Clebsch-Gordon coefficients for the three depicted transitions are indicated. Right:
Zeeman shifts according to ∆E = g jm j µB B, where g j is the Landé factor, µB/h =−13.9962 GHz/T the Bohr magneton divided by the Planck constant, and B the mag-
netic field ([64], p. 239). The transition wavelength in vacuum λvac, the frequency
ν0, and the natural linewidth Γ are given for the 2S1/2 → 2P3/2 transition and zero
magnetic field [62].
The CPM detector has a quantum efficiency of 0.18 at 280 nm, whereas the quan-
tum efficiency of the CCD camera is, according to the manufacturer, in the range of
0.05 to 0.35. Due to this large uncertainty, only data obtained with the CPM detector
were evaluated for a quantitative analysis based on fluorescence rates.
To determine the single-ion fluorescence rate at the CPM detector, an estimate of
the total detection efficiency ξ for the Mg+ fluorescence at 279.6 nm will be given in
the following discussion. In this context, the total detection efficiency ξ is defined as
the product of the transmission from the trap center to the detector and the detector’s
quantum efficiency. Taking into account the losses due to absorption and reflection
at optical elements, the total transmission to the CPM detector is estimated to be
0.56. Table A.13 in the Appendix lists the elements, whose contributions to the
transmission have been considered. With the CPM quantum efficiency of about 0.18
the resulting total detection efficiency at 280 nm is
ξCPM = 0.56 · 0.18 = 0.10. (2.54)
No uncertainty is given for the total detection efficiency, since the reliability of the
quantum efficiency is unknown.
2.6.3 Electronic transitions in 24Mg+
Laser cooling of 24Mg+ addresses the transition between the levels 2S1/2 and
2P3/2
with a wavelength of 279.6 nm and a natural linewidth of Γ = 2pi · 41.5 MHz
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(Fig. 2.27) [62]. The level scheme of the upper and lower state consists of in to-
tal six Zeeman-shifted levels . The Mg+ levels are numbered from 1 to 6 and referred
to by this number in the following. The Zeeman shifts have been calculated in the
frame of the low-field approximation, which applies since the fine structure splitting
between the levels 3p2P3/2 and 3p
2P1/2 of 11.35 meV=h · 2.74 THz is much larger
than the typical Zeeman shift of 2pi ·100 GHz in a magnetic field B = 4 T at SpecTrap
([63], [64] p. 221).
For laser cooling, the S1/2,mJ=−1/2 →P3/2,mJ=−3/2 transition is driven with a σ−-
polarized laser beam, which is irradiated parallel to the magnetic field. If an ion is
excited to the P3/2,mJ=−3/2 level, the ∆mJ = {−1,0, 1} selection rules requires that
the ion decays to the S1/2,mJ=−1/2 ground state. As a consequence, the ion will cycle
nearly continuously between these two levels producing a steady rate of fluorescence.
Non-resonant excitation of the 1 → 5 transition leads to population of the
S1/2,mJ=+1/2 dark state and a sudden cease of fluorescence. Transitions between
the levels 1 and 5 are driven by the σ+-component of the laser beam, which has
an intensity of the order of I+ = 10−2 · I−. The intensity of the σ+-component is
determined by the inevitable imperfections of the optical components. From level
5, decay to both sublevels 1 and 2 with mJ = ±1/2 is possible. If the ion decays to
level 2 with mJ = +1/2, it is no longer continuously excited by the σ−-component
until it returns to the level 1 S1/2,mJ=−1/2 ground state via an excitation to level 4
P3/2,mJ=−1/2. Besides a σ+-component, pumping into a dark state can be caused by a
pi-component of the laser beam. However, a pi-component with electric field parallel
to the magnetic field only occurs if the laser is irradiated with a finite angle to the
magnetic field. It can be neglected in this discussion, since the alignment of the laser
beam sets an upper limit of Ipi < 10
−4 · I− to its intensity.
The ratio between the populations of the levels 1 and 2 is given by the ratio of the
transition rates 1→ 5 and 2→ 4, which is in turn determined by the intensities I+,
I− and the laser detuning relative to respective transitions. The transition 2→ 6 has
no influence on the level 1 to level 2 population ratio, because it is a closed transition
that decays within nanoseconds back to the original state.
The resulting dark-state population amounts to (1/16) · (I+/I−) ≈ 10−3 and does
hence not significantly reduce the total fluorescence of a large ion cloud1. However,
for a single ion, transitions to a dark state can be observed in the fluorescence signal
and have been reported in literature [65, 66, 67].
To give some absolute values: If both σ±-components have an intensity equal to
the saturation intensity I0 (i.e. I+ = I− = I0), the 2→ 4 transition occurs with a rate
of 13 s−1 while the rate for the 1→ 5 transition is 0.8 s−1. These low transition rates
1 The factor of (1/16) is due to the ratio of 1/4 between the detunings of transitions between
the levels 2–4 and 1–5: The σ−-transition between levels 1 and 3 shifts by 1µB per tesla to
lower frequencies. The σ−-transition between levels 2 and 4 shifts by (5/3)µB per tesla to lower
frequencies and is thus detuned by (2/3)µB per tesla with respect to the 1–3 transition. The σ+-
transition between levels 1 and 5 shifts by (5/3)µB per tesla to higher frequencies and is thus by
(8/3)µB detuned with respect to the 1–3 transition.
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Figure 2.28: Fluorescence of a single Mg+ ion. The occurring dips in the fluorescence
signal can be explained by transitions to a dark state.
are due the large detuning of 153 GHz and 38 GHz (relative to the laser frequency
tuned to the 1 → 3 transition) at a magnetic field of B = 4 T. These detunings are
larger than 103 times the natural linewidth Γ = 2pi · 41.5 MHz and reduce the transi-
tion rates accordingly by more than a factor of 106. Consideration of the transitions’
Clebsch-Gordon coefficient of 1/3 further reduces the transition rate compared to the
1 → 3 transition. Typical conditions at SpecTrap are I− = I0 and I+ = 10−2 · I0, so
that the expected rates for the 2→ 4 and 1→ 5 transitions are 13 s−1 and 0.8 · 10−2
s−1, respectively.
The fluorescence signal of a single Mg+ ion has been recorded with the CPM de-
tector (Fig. 2.28). The most apparent feature are the sudden dips in the fluorescence
signal that occur with a rate of 0.1 s−1 and have an average duration of the order of
100 ms. If one interprets these dips as off-resonant transitions to a dark state, the
corresponding rates for the 1→ 5 and the 2→ 4 transition are 0.1 s−1 and 10 s−1, re-
spectively. These rates are reasonably close to the expected transition rates, however,
the interpretation as off-resonant transitions could not be confirmed, since alterna-
tive explanations (e.g. residual gas collisions of the Mg+ ion or fluctuations of the
laser intensity) could not be excluded.
2.6.4 Single-ion fluorescence rate
According to the discussion in the Appendix (Appendix Eq. (A.9), Eq. (2.26) in [68]),
the fluorescence rate Γsc of an atomic transition is the product of the natural linewidth
Γ and the upper state population ρe. It can be expressed in terms of the laser intensity
I , the saturation intensity I0, and the laser detuning ∆:
Γsc(∆) = Γ ·ρe =Γ2 ·
I/I0
1+ I/I0 + (2∆/Γ )2
(2.55)
=

I/I0
1+ I/I0

Γ/2
1+ (2∆/Γ ′)2

, (2.56)
where Γ ′ =Γ
Æ
1+ I/I0. (2.57)
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Figure 2.29: Emission profiles of pi- (blue) and σ±-transitions (red) in a magnetic field
B. At SpecTrap, excitation and fluorescence detection take place under an angle to
the magnetic field of 0◦ and 90◦, respectively. The spatial average of the σ±-emission
is indicated with a red-dashed line.
For the 2S1/2,m j=−1/2 → 2P3/2,m j=−3/2 transition in Mg+, we have Γ = 2pi · 41.5 MHz
and accordingly I0 = 2.46 mW mm−2 (Eq. (A.12) and Tab. 2.7) [62].
Because the fluorescence of the σ-transition used for ion cooling is non-isotropic,
the angle under which the detector is placed has to be taken into account for the
calculation of the signal rate r. A σ-transition has an emission profile proportional
to (1 + cos2 θ ), where θ is the angle between the magnetic field B = B0ez and the
direction towards the detector. Since the averaged emission is proportional to 〈1 +
cos2 θ 〉 = 4/3, the intensity I⊥ perpendicular to B is a fraction of 3/4 of the 4pi-
average [69] (Fig. 2.29) 2.
The theoretical Mg+ single-ion fluorescence count rate r detected with the CPM
detector is therefore:
rth =(0.75 · Γsc) ·Ω · ξCPM (2.58)
≈5 · 10−4 · Γsc. (2.59)
Here, Γsc denotes the total fluorescence rate and Ω the fraction of the solid angle
out of 4pi and ξCPM the CPM detection efficiency as discussed in section 2.6.2. For
2 The same result is achieved with simple considerations in the framework of classic electrody-
namics. For an atomic ion a magnetic field B = B0ez , the observed Zeeman component of the
σ-transition can be regarded as the superposed emission of two radiating dipoles, which oscillate
perpendicular to each other in the x-y-plane. The emission intensity of a dipole observed under
an angle α to the dipole’s axis is proportional to sin2α [70]. The combined emission in arbitrary
direction in the x-y-plane is proportional to sin(α)2 + sin(α+pi/4)2 = 1. Hence, without loss of
generality, we can chose α= 0 such that only the emission of one of the dipoles contributes to the
detected intensity. Since a dipole’s emission perpendicular to its axis is 1.5 times the 4pi-average
intensity, we can conclude for the combined emission of the two dipoles that the emission inten-
sity in the x-y-plane is fraction of 0.75 of the total 4pi-average intensity. See also equation (A.1)
and discussion in the Appendix.
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Figure 2.30: Histogram of Mg+ single-ion fluorescence count rates. Laser beam pa-
rameters for fluorescence excitation: waist w0 = 1 mm, laser power P = 4 mW, peak
intensity I = 2.55 mW mm−2, and detuning ∆= −2pi · 32 MHz. The lowest occurring
rate of 1560 s−1 can be identified as the Mg+ single-ion fluorescence count rate.
a typical laser intensity I ≈ I0, the scattering rate on resonance ∆ = 0 becomes
Γsc = Γ/4 and the CPM count rate for a single Mg+ ion is thus rth ≈ 3.4 · 104 s−1.
This theoretical value can be compared to the experimentally determined Mg+
single-ion count rate. To this end, the production in the Mg+ was reduced to the
point where only a few or a single ion were injected into the trap. A laser beam with
power P = 4 mW, peak intensity I = 2.55 mW mm−2, beam waist w0 = 1 mm and
a detuning of ∆ = 2pi · 32 MHz was used for Mg+ excitation. The fluorescence of a
single ion or a few-ion ensemble was observed for several seconds before the ions
were ejected from the trap and the procedure was repeated. The lowest count rate
observed was the one of a single ion with 1560 counts per second, with multiples
of this value as second and third lowest rate for a two- and three-ion ensemble,
respectively (Fig. 2.30).
The measured count rate are in agreement with the theoretical expectations if the
(not precisely known) laser intensity was I = 0.10 · I0. However, regarding the laser
power of 4 mW and the assumed beam radius of 1 mm (table A.12), the laser intensity
was most likely of the order of I = 0.5 · I0. The discrepancy of about a factor of five
is most probably due to a misalignment of the optical system and the detector, which
results in an overestimation of the actual fluorescence transmission of the imaging
system. The misalignment of the magnet system was caused when the system was
damaged on the transport to its current location and could unfortunately not be
completely repaired. Therefore, the theoretical value should rather be regarded as a
benchmark for the performance capability of the trap design and not as a prediction
for actual experiments.
The detection efficiency and the resulting single ion count rate is relevant for the
spectroscopy of dipole-forbidden transitions in HCI, where low signal count rates
are expected. For the transitions in some selected HCI, the signal rates have been
calculated using the natural linewidths Γ given in table 2.7 and are listed in table
2.8. The very low dark-count rates of the detectors for wavelengths below 1050 nm
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ion species transition wavelength λ [nm] natural linewidth Γ reference
24Mg+ 2S1/2→ 2P3/2 279.63550990(4) 2pi · 41.5 MHz [62]
40Ar13+ 2P3/2→ 2P1/2 441.25568(26) 2pi · 16.6 Hz [17, 71]
209Bi80+ F=4→ F=5 1554.66(33)(10) 2pi · 1.5 Hz [21, 72, 73]
209Bi82+ F=4→ F=5 243.87(4) 2pi · 180Hz [19, 73]
Table 2.7: Optical-regime transitions in selected ions.
wavelength range 200–400 nm 400–1050 nm 950–1600 nm
type channel PMT APD NIR-PMT
model C1993P RMD S0223 H12397-75
quantum efficiency 18% 20–45% [74] 1–2%
dark-count rate 20 s−1 1 s−1 5000 s−1
count rate (N=1000) 1040
 
209Bi82+

90
 
40Ar13+

0.4
 
209Bi80+

Table 2.8: Signal rates for selected HCI with number of N = 1000 ions in the excited
state. The wavelength range 200–400 nm is covered by the same photo-multiplier
tube (PMT) as used for the detection of Mg+ fluorescence (PerkinElmer C1993P),
the range 400–1050 nm is covered by an avalanche photo-diode (APD) (Radiation
Monitoring Devices RMD S0223 [74]). For the range 950–1600 nm, the specifications
of a commercially available near-infrared (NIR) PMT are given (Hamamatsu H12397-
75). The signal rates have been calculated with the values for the natural linewidths Γ
given in table 2.7 without consideration of the contribution of the aluminum mirror.
allow high signal-to-ratios with comparatively short integration times. On the other
hand, for photons in the near infrared only detectors with high dark-count rates are
available. As a consequence, the integrated measurement time to achieve a signal-to-
noise ratio of 3σ is for the hyperfine structure transition in Li-like bismuth 209Bi80+
of the order of 100 hours. If the number of stored ions can be significantly increased
to the yet realistic number of 105, the required measurement time to achieve a 3σ
signal-to-noise ratio is less than an hour per wavelength step.
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3 Preparation of cold Mg+ clouds
Trapping of a Mg+ ion cloud with particle numbers between one and several 105 ions
– including the consecutive processes of ion production, transport to the trap, and
ion-bunch capture – is a routine procedure that can be performed with repetition
rates of up to 10 Hz at the SpecTrap experiment. After the capture process, the ions’
energy is close to the transport energy of typically 400 eV. Consequently, this energy
must be removed to cool the ion ensemble to the mK-regime and to produce dense
and cold ion clouds.
In this chapter, the preparation of a laser-cooled cloud of singly charged magne-
sium as a first step on the way to sympathetically cooled HCI will be presented. A
combination of buffer gas and laser cooling has been applied to reduce the ions’ ki-
netic energy by eight orders of magnitude from initial energies of several hundreds
of eV to the µeV-regime within seconds. At such temperatures in the mK range the
ions enter the regime of strongly coupled plasmas and form ion Coulomb crystals,
revealing structures that will be discussed in chapter 4.
The total cooling rate can be written as the sum of its contributions due to the
damping with neutral buffer gas and the interaction with the cooling laser, which
leads to laser Doppler cooling and recoil heating:
dE
dt
=

dE
dt

laser
+

dE
dt

recoil
+

dE
dt

buf
. (3.1)
To determine the cooling rate according to equation (3.1) the principles of buffer
gas cooling and Doppler laser cooling will be summarized first, before the dynamics
of the cooling process will be described with an extension of a cooling model pre-
sented in [75]. The modified cooling model will be applied to experimental data
and provides complementary information about cloud properties like the cloud den-
sity and temperature, which are in this experimental setup not accessible to direct
observation.
3.1 Buffer gas cooling
One of the simplest cooling techniques for trapped ions is cooling with a cold buffer
gas, which may consist of either neutral or charged particles [76]. The hot ions trans-
fer their kinetic energy to the buffer gas by multiple, weak collisions until they are in
thermal equilibrium with both the buffer gas and the surrounding environment. As
a neutral buffer gas, usually helium is used with typical gas pressures in the range of
10−2 – 10−8 mbar. Although this cooling technique is comparatively simple, it is yet
65
Figure 3.1: The buffer gas cooling time τbuf for Mg+ ions as a function of the helium
gas pressure p. The helium temperature is T = 4 K. The helium pressure range in the
SpecTrap Penning trap is indicated by the gray area.
powerful and reduces the ion temperature within a few seconds from several tens of
thousands of kelvin to room temperature and below. For highly charged ions, buffer
gas cooling is not applicable, because the ion-atom collisions lead to electron cap-
ture from the neutral atoms, and other methods like resistive cooling or sympathetic
cooling must be employed.
During an ion-atom collision, the ion interacts with the dipole moment induced
in the buffer gas atom, which is of long range and involves a very small change in
ion-energy per collision [77]. Thus, the effect of buffer gas cooling on the ion motion
can be described as a viscous drag, which is expressed by a frictional force in the
equation of motion. This classical treatment of the ion motion and the ion-atom
interaction is justified for all but extremely low energies. The frictional force for an
ion with mass m and velocity v is given by F = mv˙ = −2γbufmv [78, 79], where the
damping coefficient γbuf has been introduced. The frictional force modifies the axial
oscillation to that of a damped harmonic oscillator with exponentially decreasing
amplitude A= A0 exp (−γbuf t). Hence, the energy is dissipated with the rate 2 · γbuf
and the buffer gas cooling rate can be written as
dE
dt

buf
= −2γbuf E. (3.2)
The buffer gas damping coefficient γbuf of an ion with charge q in a buffer gas at
temperature T and pressure p is related to the ion mobility M by
γbuf = τ
−1
buf =
q
2m
· 1
M
=
q
2m
1
M0
p/p0
T/T0
. (3.3)
Here, the buffer gas cooling-time τbuf has been defined as the inverse of the damping
coefficient γbuf.
The mobility M is defined as the ratio of the ion velocity and the strength of the
accelerating electric field. The value of the mobility M0 denotes the mobility at am-
bient conditions, i.e. for a pressure p0=1 bar and a temperature T0=300 K. It only
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depends on the ion species and the type of buffer gas [80]. The damping coefficient
γbuf is therefore proportional to the buffer gas pressure and inversely proportional to
both the temperature T of the gas and the ion mobility M0. Typical values for the
ion mobility M0 in helium gas are 20–25 cm
2V−1s−1, the higher values being for light
ions and the lower values for heavy ions. For singly charged magnesium in helium,
a mobility of M0 = 23.5 cm2V−1s−1 can be found in literature [81, 82]. For a given
ion species and buffer gas temperature, τbuf is a function of the buffer gas pressure
p only (Fig. 3.1).
In a Penning trap, the collisions with residual gas atoms lead not only to damping
of the axial oscillation, but also of the cyclotron and magnetron motion. A solution
of the equation of motion for the radial oscillations, including the damping by buffer
gas, can by found in [78]. The damping coefficients γ+ and γ− of the cyclotron and
magnetron motion are related to one of the axial oscillation, γbuf, by
γ± = ±2γbuf ω±
ω1
, (3.4)
where ω1 defined as
ω1 := 2ω+ −ωc ≈ω+
(3.5)
has been used. Since the damping coefficients γ± have different signs with γ+ > 0
and γ− < 0, the radius of the cyclotron motion is shrinking under the influence of
buffer gas cooling whereas the radius of the magnetron motion is increasing. For
typical trapping potential, we have ω+ ≈ ωc and thus γ+ ≈ 2γbuf. The damping co-
efficient γ+ for the reduced cyclotron motion is twice the one of the axial oscillation,
reflecting the fact that the energy stored in the cyclotron motion is, in contrast to the
axial oscillation, almost exclusively kinetic. Likewise, the damping constant γ− of the
magnetron motion, whose total energy is nearly completely potential, is reduced by
a factor of ω+/ω− in comparison with γ+.
In case of the SpecTrap Penning trap, the storage time of an ion cloud is mainly
limited by collisions with buffer gas and the consequential widening of the mag-
netron radius. For the axial oscillation, typical buffer gas cooling rates of the order
of 1 second have been determined. According to equation (3.4) one obtains a mag-
netron time constant of the order of 100 seconds, which is in agreement with the
observed storage times, for example in the case of the ion cloud presented in figure
4.10. Although equation (3.4) was deduced for the single ion case, it should also ap-
ply for an ion cloud rotating with a frequency ωr close to the magnetron frequency
ω−. For the ion cloud presented in figure 4.10 and for other ones studied in this work
this was usually the case.
If the ions cannot be treated independently but as a collective plasma (which is
adequate for a cold ion cloud), the damping effect of the collisions with residual gas
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must be described as an external torque to the cloud, which is rotating as a rigid body
[83]. The (canonical) angular momentum L of a non-neutral plasma is [84]
L = m (ωc/2−ωr)
∫
d3rn(r, z)r2. (3.6)
For a spheroidal plasma, equation (3.6) turns into [83]
L =
3
20
Nm
pin0z0
(ωc − 2ωr), (3.7)
where N and m are the number and the mass of the ions, whereas z0, n0 and ωr
denote the axial radius, the density and the rotation frequency of the ion cloud. The
total angular momentum L is positive if ωr < ωc/2, negative if ωr > ωc/2 and
vanishes at the Brillouin limit for ωr = ωc/2. The external torque of the buffer gas
decreases the rotation frequency ωr , as has been reported in [83], while the aspect
ratio changes accordingly. For an ion cloud rotating at the lower limit of the rotation
frequency ωr ≈ ω−, which was typically the case for the clouds presented in this
thesis, the effect of the external torque is to decrease the axial extent z0 and thus
the aspect ratio. Examples for this behavior can be found in chapter 4, where several
series of ion cloud images show the decreasing axial extent z0 over a period of several
minutes (e.g. Fig. 4.9 and 4.10).
An external torque can also cause heating of the ion cloud: When the total canon-
ical angular momentum increases, the ion cloud radius grows and thus the elec-
trostatic potential energy of the ions is converted into thermal energy. Besides
collisions with buffer gas, an external torque can be applied by static field errors
or by insufficient axial symmetry. These effects have been investigated experimen-
tally [86, 87, 88, 89, 90] and theoretically [91, 92, 93]. The observed heating could
be reduced by an improvement of the trap axial symmetry, as has been demonstrated
by [87]. Besides an increase of the cloud radius, the external torque can also excite
plasma instabilities and consequently lead to ion loss [88, 89].
3.2 Laser Doppler cooling
Laser cooling makes use of the momentum transfer that occurs when an atom or
ion absorbs and re-emits a photon and was first proposed by Hänsch and Schawlow
for a gas of neutral atoms [94] and by Wineland and Dehmelt for ions confined in
an electromagnetic trap [95]. Assuming an isotropic distribution of spontaneously
emitted photons, the average momentum transfer can be written as
〈∆p〉=
∑
n
ħhkl

+
∑
n
ħhke

︸ ︷︷ ︸
0
= nħhkl, (3.8)
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where n denotes the number of absorbed photons and ħhkl and ħhke the momentum
transfer on absorption and emission, respectively.
If the laser light is red-detuned with regard to the resonance frequency, a photon
will be absorbed preferentially by those ions which are moving with a velocity vz
such that the laser detuning is compensated by the corresponding Doppler shift. This
selective addressing of ions moving towards the laser is the mechanism that turns the
light pressure into a cooling force. Although the average momentum transfer of many
spontaneous emissions is zero, the root-mean-square of the momentum transfer is
finite. This stochastic force due to continuous photon recoil causes heating at a rate
[96, 97, 98, 75] 
dE
dt

recoil
=
(ħhk)2
2m
dN
dt
(1+ ξ), (3.9)
where (ħhk)2/2m is the recoil energy associated with the photon scattering, dN/dt is
the scattering rate. The term (1+ ξ) reflects the two contributions to recoil heating:
The photon recoil on absorption and the recoil effect on emission. In case of an
isotropic emission we have ξ = 1/3, whereas for a dipole-radiation pattern with a
cos(θ ) angular dependence ξ = 2/5 ([99], p. 39). Once a steady state is reached,
recoil heating will balance the Doppler cooling rate. Thus, recoil heating is relevant
only for temperatures close to the cooling limit.
3.2.1 Laser Doppler cooling of a free ion
If free atoms or atomic ions are being slowed by radiation pressure, as is performed
in an optical molasses [100, 101], each laser beam only addresses a single degree of
freedom. Consequently, a total of six laser beams is required for an optical molasses
that provides viscous confinement in three dimensions.
In contrast to free atoms, a single laser beam is sufficient for 3-D laser cooling
of trapped atoms, because confinement of the particle ensemble (in combination
with the inevitable presence of symmetry-reducing field errors) leads to a coupling
between different degrees of freedom. Furthermore, a fixed-frequency laser is suffi-
cient to create a stopping force for atoms in a wide range of kinetic energies, since
the velocity of the atoms changes periodically during one oscillation period and will
eventually match the detuning of the laser beam, that is as long as the laser detuning
is less than the maximum Doppler shift vmax/c ·ω0.
The steady-state kinetic energy for laser cooling of a single degree of freedom is
found to be [96, 98]
EDoppler =
ħhΓ
8
(1+ ξ)

2|∆|
Γ
+ (1+ s0)
Γ
2|∆|

. (3.10)
The minimum temperature is reached for a laser detuning ∆= Γ
p
1+ s0/2:
Tmin =
ħhΓ
p
1+ s0
4kB
(1+ ξ). (3.11)
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Figure 3.2: Left: The Doppler broadening of the 2S1/2 → 2P3/2 transition in Mg+.
Right: The residual temperature of a Doppler cooled Mg+ ion.
For laser cooling in three dimensions, the minimum temperature in the limit of low
intensities is the so-called Doppler temperature TD and only depends on the natural
linewidth Γ of the transition [68]:
TD =
ħhΓ
2kB
. (3.12)
The 2S1/2→ 2P3/2 transition in Mg+ ions, which is used for laser cooling at SpecTrap,
has a natural linewidth of Γ = 2pi · 41.5 MHz and the corresponding minimum and
Doppler temperature are thus Tmin = 0.70 mK and TD = 0.99 mK, respectively. The
residual temperature of a laser cooled atom is weakly dependent on the detuning ∆
and for typical detunings of a few hundreds of MHz the thermal Doppler broadening
is much less than the natural linewidth (Fig. 3.2).
The potential power of laser Doppler cooling suffers from the intrinsic limitation
that the level structure of the atomic system must offer a suitable cooling transition.
For highly charged ions, this is generally not the case, because the transition rates
of the dipole-forbidden transitions are rather low. This difficulty, however, can be
circumvented by the use of sympathetic cooling, where one ion species is cooled by
collisions with another laser-cooled species [99]. This indirect cooling method is
applicable without requiring a specific kind of level structure. Furthermore, sympa-
thetic cooling circumvents the necessity to turn off the cooling laser during the actual
spectroscopic experiment, which would lead to heating and an increased linewidth.
In contrast to this, sympathetic cooling allows continuous cooling and thus permits
longer interrogation times with higher resolution [47].
3.2.2 Laser cooling of a trapped ion
For a typical transition used for laser-cooling, the decay rate Γ is much higher than the
axial oscillation frequency ωz. This so-called weak-binding regime also applies for
Mg+ ions confined in the SpecTrap Penning trap, for which the natural linewidth of
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41.5 MHz is much larger than the axial oscillation frequency of typically 1 MHz. Since
the upper-state relaxation is much faster than the change of the ion’s instantaneous
Doppler shift, the upper-state population is in a steady state and is determined by
the periodically changing, instantaneous effective detuning ∆eff =∆+∆D(vz) ([68],
Eq. (2.24-2.26)):
ρe(vz) =
s
2(1+ s)
=
s0/2
1+ s0 + (2∆eff/Γ )2
, (3.13)
s0 = I/I0 = I · 3λ
3
0
pihcΓ
. (3.14)
In equation (3.13) the excited state population ρe(vz) has been written as a function
of the ion’s velocity vz, since the ion’s instantaneous Doppler shift ∆D is given by|∆D|= vz ·ω0/c = vz ·kz. The saturation parameter s and the on-resonance saturation
parameter s0 have been introduced in equation (3.14) as a function of the laser
intensity I and the saturation intensity I0.
For a laser beam traveling in z-direction, the momentum change per photon scat-
tering event is ħhkz. The energy change (per scattering event) depends on the ion’s
velocity vz and can be expressed in terms of the instantaneous Doppler shift ∆D:
dE
dN
= ħhkzvz = −ħh∆D. (3.15)
On the other hand, the force experienced by the ion is the product of the momentum
change ħhkz (per absorbed photon) and the scattering rate Γsc = Γ ·ρe(vz):
Fz(vz) = m
dvz
dt
= ħhkzΓρe(vz). (3.16)
As the relative change of energy is small, the effect of laser cooling can be averaged
over one motional cycle and the resulting cooling rate is
dE
dt

laser
= 〈vzFz(vz)〉= 〈−ħh∆DΓρe(vz)〉 . (3.17)
Following the formalism in [75], energies and detunings are expressed in scaled
units:
{ε,δ, r}= {E, ħh∆, (ħhkz)
2
2m
}/E0, (3.18)
E0 =
ħhΓ
2
p
1+ s0, t0 =
1+ s0
Γ s0/2
, τ=
t
t0
, (3.19)
dNph
dτ
=
dNph
dt
· t0 = Γ ·ρe · t0 = (1+ s0)(1+ s0) + (2∆eff/Γ )2 =
1
(1+δ2eff)
. (3.20)
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Figure 3.3: The instantaneous Doppler shift distribution PD(δM ,δD) (black, solid) and
the absorption probability (red, dashed) for δM = 8 and δ = −3. Vertical axis in
arbitrary units.
In the last step of Eq. (3.20), δeff ≡ ħh∆eff/E0 = 2∆eff/ Γp1+ s0 has been used.
The energy ε and the frequency detuning δ are given in units of half the saturation-
broadened linewidth and the time τ is expressed in units of t0, which is the inverse of
the on-resonance scattering rate. At SpecTrap, typical numbers for the on-resonance
saturation and the detuning are s0 = 1 and ∆ = −2pi · 20 MHz, respectively. There-
fore, in the case of 24Mg+ ions the scaled units amount to E0 ≈ 0.12µeV=kB ·1.4mK,
t0 ≈ 1.6 · 10−8 s and r ≈ 3.7 · 10−3.
The average over one motional cycle in equation (3.17) can be obtained with the
probability density PD of the instantaneous Doppler shift δD of a harmonic oscillator
PD(δM ,δD) =
¨
1/pi
q
δ2M −δ2D if |δD|< δM ,
0 otherwise,
(3.21)
where δM denotes the maximum Doppler shift for a given energy.
Figure 3.3 shows a visualization of the distribution PD(δM ,δD) (black solid) and the
absorption probability (red dashed) as a function of the effective detuning δeff. The
absorption probability is centered around an effective detuning of zero, whereas the
center of the distribution PD – the effective detuning experienced by an ion at rest
– is shifted by laser the detuning δ. Laser cooling (heating) occurs for absorption
processes in the right (left) part of the distribution PD, where the ion is moving
towards (away from) the laser beam. Obviously, for a detuning δ much larger than
the natural linewidth, only the right wing of PD has significant overlap with the
absorption probability and the net effect of the ion-laser interaction is cooling.
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Figure 3.4: For a given kinetic energy, the laser detuning ∆ that results in the op-
timum cooling rate is calculated according to the equation (3.26). Inset: Optimum
detuning for a lower energy range.
With the probability distribution of the PD the average of both the scattering rate
dNph/dτ and the laser cooling rate dε/dτ(ε) are obtained in scaled units:
dNph
dτ
=
∫
dδD PD(δM ;δD)
1
1+ (δ+δD)2
=
1
2
p
εr
Im(Z), (3.22)
dε
dτ

laser
=
∫
dδD (−δD) PD(δM ;δD) 11+ (δ+δD)2
=
1
2
p
εr
(Re(Z)+δ Im(Z)) , (3.23)
where Z =
ip
1− (δ+ i)2/(4εr) .
For large energies ε (1 + δ2)/r the distribution PD(δM ,δD) can be replaced by
PD(δM , 0) 1. This can be understood when looking at figure 3.3: An ion with high
energy has a large velocity distribution, so the variation of PD and the overlap of the
edges with the line profile is small. For example, with the parameters s0 = 1 and
a detuning ∆ = −2pi · 20 MHz, this limit is for 24Mg+ given by ε  800, i.e. E 
kB · 1.2 K. In this high-energy limit, equations (3.22) and (3.23) simplify to
dN
dτ
≈ 1
2
p
εr
, (3.24)
dε
dτ
≈ δ
2
p
εr
. (3.25)
1 For not too small detunings, the criterion ε (1 + δ2)/r can be replaced by ε δ2/r, which is
equivalent to δM  δ.
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Figure 3.5: Laser cooling with an axially irradiated laser beam (kz = k0), and constant
detuning of ∆= −2pi · 500 MHz (red) and −2pi · 1000 MHz (blue).
From the exact solution of dε/dτ, the critical energy εc, for which the cooling rate
attains its maximum, is found to be
εc =
1+δ2
2r
cos

1
3
arccos

1−δ2
1+δ2

(3.26)
≈ δ2
4r
, if δ2 1. (3.27)
From equation (3.26) it follows that the possible maximum cooling rate is achieved
for a laser detuning of δ ≈ −δM = −2pεr. In this case, not only the overlap of the
probability distribution PD and the absorption probability is maximal, but also the
energy change per scattering event ∆E ≈ ħh∆. For Mg+ ions, the optimum detuning
exceeds several GHz for kinetic energies larger than 10 meV and several tens of GHz
for energies larger than 1 eV (Fig. 3.4). Thus, the optimum detuning for ions with an
initial energy of several hundreds of electron-volts is not easily reached in an actual
experiment, because a fast sweep over such a frequency range is not possible with
the presently used laser system.
Laser cooling with a detuning |∆| < 2pi·GHz is far outside the realm of efficient
laser cooling and the total cooling time amounts to several hundreds of seconds
(Fig. 3.5). This demonstrates the need to enlarge the scanable range of the laser
system or to use other, more suitable cooling techniques as resistive cooling or buffer
gas cooling instead.
3.3 Combined buffer gas and laser cooling of Mg+
In the last two sections, the buffer gas cooling and laser cooling have been presented
independently. In this section, the cooling of Mg+ ions after injection is described by
a model that is developed as an extension of the model presented in [75] and that
combines these two cooling mechanisms.
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Figure 3.6: Left: Fluorescence signal of Mg+ ions while cooling with a scanning laser.
The black line represents the measured fluorescence, the blue line the fluorescence
according to the model. The phases 1–4 (see text for explanation) are indicated. The
laser performed a saw-tooth scan with calculated rate 2pi · 4.67 MHz/s. The initial
detuning was∆i = −2pi ·230 MHz for t = 0 and the maximum detuning was∆max =
+2pi · 50 MHz for t = 60 s. Initial ion energy Ei = 400 eV, γbuf = 0.24s−1, s0 = 0.15.
Right: Energy per ion according to the modeled cooling process. Bottom: Images of
the ion cloud.
The overall single-particle cooling rate dε/dτ can be expressed as
dε
dτ
=

dε
dτ

laser
+

dε
dτ

recoil
+

dε
dτ

buf
. (3.28)
The expressions for the laser cooling rate, the recoil heating and the buffer gas cool-
ing have been derived in equations (3.23), (3.9), and (3.2). Accordingly, the total
cooling rate reads
dε
dτ
=
1
2
p
εr
 
Re(Z)+δ˜ Im(Z)

+
1
2
p
εr
7
5
r (Im(Z))− 2γbuf · (ε− 4kBT ). (3.29)
By numerical integration of equation (3.29) the energy and fluorescence rate are
obtained as a function of time. Figure 3.6 shows the energy and fluorescence sig-
nals calculated by the model, together with an actual fluorescence measurement
that was recorded while Mg+ ions are being laser-cooled after injection with a
transport energy of 400 eV. During the cooling process, the laser is scanned with
a rate of 2pi · 4.67 MHz/s from an initial detuning of ∆i = −2pi · 230 MHz to
3.3 Combined buffer gas and laser cooling of Mg+ 75
∆max = +2pi · 50 MHz and back again. The fluorescence maximum is normalized
to unity and the only remaining, free parameters of the model – the buffer gas cool-
ing rate γbuff = 0.24 s−1 and the on-resonance saturation parameter s0 = 0.15 –
were chosen such that best agreement between the measured data and the model is
obtained.
The temporal fluorescence behavior after ion injection can be divided into four
phases:
• The initial cooling phase (0 s≤ t ≤ 14 s), with ion energies in the range of
E ≈ 400 . . . 1 eV, is dominated by buffer gas cooling since the ion Doppler shift
is large and laser cooling is very inefficient at such energies.
• The second phase (14 s≤ t ≤ 17 s) starts once the kinetic energy – and thus the
Doppler broadening – are sufficiently reduced such that laser Doppler-cooling
is the predominant cooling mechanism and the energy is decreased within frac-
tions of a second to the µeV regime. This phase of fast laser cooling is revealed
by a sudden increase of the fluorescence signal which is visible as the so-called
cooling peak.
• During the third phase (17 s≤ t ≤ 50 s) the ion temperature is defined by an
equilibrium between laser cooling and recoil heating. The ions’ temperature
changes slowly as the laser detuning decreases. For a detuning of ∆ = −Γ/2
the temperature attains its minimum close to the Doppler limit of 0.99 mK.
• The fourth phase (50 s≤ t ≤ 60 s) is characterized by a positive laser detuning∆
and the consequential laser heating. The temperature increases to about 100 K,
where it stabilizes due to buffer gas cooling. After reaching its maximum de-
tuning, the laser detuning and the fluorescence signal show an inverse temporal
behavior without cooling peak.
The characteristic fluorescence peak during the second cooling phase is similar to fea-
tures that have been observed in both Penning [102] and Paul traps [103, 104], and
have in both cases been associated with a sudden decrease of the ion temperature.
Depending on the experimental circumstances, the rapid cooling was accompanied
by a phase transition to a state of high ion-ion correlation, i.e. to a liquid-like state
or a Coulomb crystal. However, it should be noted that rapid cooling of the cloud
is merely the prerequisite for the transition to a strongly correlated state, and not
necessarily a certain indicator.
The temporal fluorescence behavior after injection has been also investigated for
different sets of cooling parameters (Fig. 3.7). Starting from an initial detuning of
∆ = −2pi · 130 MHz (left) and ∆ = −2pi · 90 MHz (right) the laser is scanned in
both cases with a rate of 2pi · 8 MHz/s. A fluorescence peak appears in none of the
two spectra, since the influence of laser cooling becomes visible not until the laser
detuning is close to the resonance. For such detunings the height of the fluorescence
peak – i.e. the factor by which the maximum scattering rate exceeds the steady state
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Figure 3.7: Left and right: Fluorescence signals during laser cooling (black line: mea-
sured, blue line: model). The modeled temperature is indicated (red line). The top
graphs show the laser detuning. Parameters left: Ei = 400 eV, s0 = 0.2,γbuf = 0.52.
Parameters right: Ei = 400 eV, s0 = 0.2,γbuf = 0.51.
Figure 3.8: The time between the ion-bunch injection and the occurrence of the
Doppler-cooling peak, measured as a function of the initial laser-detuning (left), the
laser scan rate (middle), and the laser intensity (right). Error bars (if present) indi-
cate the scattering of repeated measurements; the line is to guide the eye. Left:
τbuf = 0.48 s, I/I0 = s0 = 0.2, ∆˙ = 2pi · 8 MHz/s. Middle: τbuf = 0.48 s, s0 = 0.2,
∆i = −2pi · 210 MHz. Right: τbuf = 1.05 s, ∆i = −2pi · 230 MHz, ∆˙= 2pi · 4.66 MHz.
scattering rate directly after the cooling peak – decreases as the laser detuning δ
approaches a critical detuning of δc = −1/p3, and no peak occurs for δ > δc [75].
Systematic measurements of the time between the ion-bunch injection and the oc-
currence of the Doppler-cooling peak have been performed. The occurrence time
has been investigated as a function of the initial laser detuning, the scan rate and
the laser intensity (Fig. 3.8). Since the ion energy is decreased by ħh∆ per scattering
event, the occurrence time of the fluorescence peak decreases for lower initial detun-
ing and lower scan rate. The occurrence time also decreases with increasing laser
intensity.
A direct measurement of the cloud temperature – for example with a probe beam in
addition to the primary cooling beam – could not be performed. However, by fitting
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a Voigt profile to a resonance scan the temperature-dependent Doppler broadening
of the resonance can be determined. Assuming a constant temperature T during the
scan, this Doppler broadening allows to estimate an upper limit for the temperature
of the order of T ≤ 100 mK. Only an upper temperature limit is given, because the
effect of saturation broadening masks the contribution of the Doppler broadening
and adds an additional unwanted free parameter to the fitting routine.
A different approach is to estimate the temperature on the basis of structures visible
in images of the ion cloud. Directly after passing the fluorescence peak, the cloud
shape exhibits a well-defined boundary (Fig. 3.6), which indicates that the cloud
temperature is – as a very conservative estimate – below 1 K. Shell structures are not
visible until the fluorescence signal allows a sufficient signal-to-noise ratio at t ≈ 30 s.
Their formation implies that the coupling parameter is Γ  1 and the temperature
below 100 mK. However, it should be stressed again that this is just an upper limit
and there are no indications that the temperature may be actually higher than the
theoretical limit of a few millikelvins.
In literature, laser cooling of large ion clouds to temperatures close to the Doppler
cooling limit has been reported [106, 107], which for a detuning of a few hundreds of
MHz is in the millikelvins regime (Fig. 3.2). However, it has also been found that the
presence of strong heating can limit cooling to temperatures two orders of magnitude
larger than the Doppler cooling limit [83, 85, 106, 108, 109]. For perpendicular laser
cooling the work done by the laser in applying a torque to the ion cloud has been
identified as a strong source of heating [110]. It limits laser cooling to temperatures
of a few hundreds of millikelvins, depending on experimental parameters such as the
laser intensity and the spatial offset from the trap center.
On the basis of the results reported in the literature, one can conclude that the
observed cloud temperature in the range 1 to 100 mK represents a typical value.
Possible heating sources that increase the temperature above the Doppler cooling
limit of 0.99 mK are for example the torque due to static field errors, insufficient
axial symmetry or collisions with buffer gas (for a discussion of the torque applied
by buffer gas see section 3.1).
Discussion of deviations between the model and experiment
Although the presented model of the cooling process reproduces the experimental
data quite well, some characteristic features of the spectra are not fully reproduced:
1) The measured and the modeled fluorescence differ significantly during the 1–2
seconds immediately before the fluorescence peak (see e.g. inset of figure 3.6). Since
the model was derived for a single particle and therefore neglects the distribution
of ion energies, this pre-peak fluorescence can be contributed to the uncorrelated
addition of individual fluorescence signals. After the fluorescence peak – during
the third phase characterized by thermal equilibrium between the ions and the laser
field – the ion energy distribution converges to the equilibrium energy and the single-
particle model is again an appropriate simplification.
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Figure 3.9: For a Mg+ ion trapped in a harmonic potential, the lines of constant cool-
ing rates (left) and constant heating rates (right) have been calculated in the E −∆-
plane of the ion’s kinetic energy E and the laser detuning∆. The two contributions to
the cooling and heating rates – (dε/dτ)laser and (dε/dτ)recoil – have been calculated
for a laser intensity of I = I0 according to equations (3.23) and (3.9).
2) During the phase of laser heating, the measured fluorescence is significantly
higher than the one predicted by the theoretical model. This effect of an unexpected
high fluorescence signal for a blue-detuned laser has already been reported in [41]
and [45]. The large fluorescence rate indicates that the ion temperature is actually
as low as 20 K, whereas the model predicts an equilibrium between laser heating and
buffer gas cooling for an ion energy of 0.05 eV≈ kB ·500 K (Fig. 3.6). This discrepancy
between model and observation may be due to an overestimation of the effective
laser heating. At these temperatures T  1 K, the plasma is in a gaseous state and the
ions can move freely within the plasma boundaries. Since only a fraction of the total
cloud volume is irradiated by the laser beam, the ions are not permanently heated
by the laser beam and the effect of laser heating is reduced [83]. As a consequence,
the equilibrium between laser heating and buffer gas cooling is reached for a lower
temperature than predicted by the cooling model.
A different explanation is given in [41], where it is noted that although the laser
is blue detuned for the 2S1/2,m j=−1/2→ 2P3/2,m j=−3/2 transition, it is still red-detuned
for all other σ−-transitions and this additional cooling effect might explain the ob-
served fluorescence. Furthermore, laser cooling of 25Mg+ and 26Mg+ ions, which are
trapped simultaneously with the 24Mg+, should also contribute to the total cooling
rate. However, if there was a cooling mechanism that reduced the ion temperature
to T ≈ 20 K, it would have to compensate a laser heating rate of several thousands
of K/s (Fig. 3.9, right). In the case of the measurement presented here, the expected
rates due to laser cooling of 25Mg+ and 26Mg+ or other transitions in 24Mg+ are by
orders of magnitudes too low to account for the observed effect. Coupling between
the axial and radial degrees of freedom can also be excluded as a possible cooling
mechanism, since it is does not provide continuous cooling but rather increases the
heat capacity of the ion cloud. To conclude, a reduction of the laser heating rate
due to ions moving in-and-out of the laser beam is better suited to explain the unex-
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pected large fluorescence rate at positive laser detunings than the assumption of an
additional, unidentified cooling mechanism.
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4 Single- and multi-species Coulomb
crystals
The cooling of large ion ensembles – as presented in the previous chapter – allows
the preparation of an ion cloud in a cold and dense state of thermal equilibrium. The
structure and dynamics of such cold and dense plasmas have been investigated in this
work. The findings have partly been presented in [111] and will be more completely
described in this chapter.
The consequence of the reduced kinetic energy and the simultaneously decreasing
ion-ion distance in a cold plasma is a strong correlation between the ions, which is
described by the plasma parameter Γp
1. It is defined by the ratio of the Coulomb
energy between neighboring charges to the thermal energy per degree of freedom
kBT and reads [112]
Γp =
q2
4piε0aWSkBT
, or in cgs units: Γp =
q2
aWSkBT
, (4.1)
with the Wigner-Seitz radius aWS, which is the average inter-particle spacing and is
defined by [113]
aWS =

3
4pin
1/3
. (4.2)
Here, q denotes the charge of the particle, T the temperature, n the number density,
ε0 the electric constant, and kB the Boltzmann constant. In this thesis, expressions
will be given in SI units if not stated otherwise, and the expression for Γp in cgs units
is just given for convenience.
With regard to the parameter Γp, a non-neutral plasma can be classified as weakly
or strongly correlated with Γp  1 and Γp  1, respectively. With increasing correla-
tion, a plasma exhibits fluid-like properties like local ordering, and for even larger Γp
it undergoes a phase transition to an ion crystal, i.e. a state of global ordering.
Interest in ion crystals arose from possible applications in quantum information
processing. They can also serve as a model for dense astrophysical matter, e.g. white
dwarfs or the crust of neutron stars [114, 115, 116, 117, 118].
The first phase transition to a crystalline state has been observed for Coulomb
clusters with ion numbers in the range N = 2 − 50 [112]. In this study, and as
well in later ones with up to 3000 ions [104], the transition was accompanied by
1 In the literature, the term Coulomb coupling parameter is also used for the plasma parameter Γp.
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Figure 4.1: Phase diagram of the plasma parameter Γp for a trapping voltage of U =
50 V and a magnetic field of B = 4 T. Dashed lines: Doppler limit of Mg+ ions of
1mK, the minimum and the maximum density for a plasma in thermal equilibrium of
3.1 · 107cm−3 and 1.8 · 109cm−3, respectively.
a fluorescence dip, that is caused by a decreasing Doppler width due to the sudden
reduction of RF heating in the ordered state2.
While in Paul traps the creation of huge ion crystals is hindered by the influ-
ence of RF heating [104], in Penning traps ion crystals with particle numbers up
to N = 106 have been observed [119, 120]. For such large plasmas, surface ef-
fects can be neglected in the plasma interior and they can thus be regarded as an
infinitely large plasma. Plasmas that are sufficiently small such that correlations in
the plasma interior are influenced or dominated by surface properties are referred
to as mesoscopic plasmas ([84], p. 112). Depending on the plasma shape and the
strength of the ion-ion correlation, the ion number of mesoscopic plasmas lies in the
range of 100 ® N ® 105. Ensembles with even smaller ion numbers N < 100 form
Coulomb clusters that have been observed to form simple geometric configurations
[112, 121, 122].
The value of Γp, for which the transition between the different phases occurs, has
been evaluated both theoretically and experimentally. In this work the actual value
of Γp for the phase transitions is of special interest, because it allows to estimate the
cloud temperature from features visible in images of the ion cloud. For an infinitely
large plasma, the radial distribution function, which is monotonic for Γ < 2, shows
density oscillations at the boundary when Γp ¦ 2 [124]. These density oscillations
signify the onset of local ordering and thus mark the transition to a fluid-like state.
However, no discontinuous vapor-liquid transition, which requires an attractive po-
2 For larger plasmas, the transition was not necessarily to a crystalline state, but more often to a
liquid-like state. Contrary to this, small Coulomb clusters were always found in the crystalline
state after the occurrence of the fluorescence dip. Since for small systems – as Coulomb clusters –
the distinction between local ordering (liquid state) and global ordering (ion crystal) is somehow
arbitrary, the different behavior of the two systems means no contradiction.
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tential between particles [84, 123], is observed. Instead, the system behaves like a
fluid beyond the critical point [84].
The transition to a solid state with body-centered cubic (bcc) lattice structure was
predicted for values of Γp in the range of 125 to 168 [124, 125, 126]. More recent
results agree on a transition in the range of 172< Γp < 178 [127, 128, 129, 130] and
are in agreement with an experimentally determined value of Γp ≈ 170 [131]. The
regimes of the different phases can be visualized for typical trapping parameters in
a phase-diagram in the density-temperature plane (Fig. 4.1). Different to the vapor-
liquid transition, the fluid-solid phase transition is of first order and liberates energy
when the fluid freezes [84].
While for an infinitely large plasma the solid state is characterized by a bcc lattice
structure, for mesoscopic plasmas this is no longer expected. Instead, the plasma
crystal consists of concentric shells which can be thought of as lattice planes that
have been deformed by the external confining potential [84]. For such crystals, face-
centered cubic (fcc) and hexagonal close-packed (hcp) structures have been observed
[132]. The critical ion number for a spherical plasma to form a bcc structure was
predicted by theory to be N > 1.5 · 104 [133], whereas experimentally N > 2 · 105
was found [119]. In [84] (p. 112) a maximum of 60 crystal shells is given as a
criterion for mesoscopic crystals. Accordingly, the ion crystals investigated in this
work with axial dimension of less than 15 shells and with ion numbers ranging from
104 to 105 can be regarded as mesoscopic and a model developed to describe the
shell structure of planar, mesoscopic crystals [84] was found appropriate to describe
the imaged crystalline structures.
4.1 Properties of non-neutral plasma in thermodynamic equilibrium
In section 2.3.3 the equation of motion for a single particle and its solution have been
given, introducing the two radial eigenmotions with oscillation frequencies ω± and
the axial oscillation with frequency ωz. Instead of solving the equation of motion,
this section will discuss under which conditions a stable, circular orbit is possible for
a single ion. This approach is chosen, because it motivates the introduction of an
effective potential, which in a second step allows the treatment of a cold plasma in
thermal equilibrium in analogy to the single-ion case.
Effective potential for a single ion
An ion stored in a Penning trap and rotating with the frequencyωr in a circular orbit,
experiences the Lorentz force due to the magnetic field, the centrifugal force, and the
force of the electrostatic potential:
Fion = FLorentz + Fcentrifugal + Ftrap (4.3)
= −qrωrB +mω2r r + q

U0C2
4d2
2r

. (4.4)
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Figure 4.2: Illustration of the forces acting on a single ion in a Penning trap. The
horizontal, dashed line indicates the equilibrium of φeffion = Ftotal = 0.
Using the relation ωc = qB/m the effective potential describing these forces reads
[134]:
φeffion(r, z) = φLorentz +φcentrifugal +φtrap
=
mr2
2q
ωr(ωc −ωr) + C2U04d2 (2z
2 − r2). (4.5)
The effective potential φeffion and the forces acting on an ion in the plane for z = 0 can
be illustrated as a function of the ion orbital frequency ωr for a fixed radial position
r (Fig. 4.2). For an ion in a stable and circular orbit, the sum of the forces given by
(4.4) and the potential φeffion(r, z) must equal zero. The two solutions of this quadratic
equation areωr =ω− andωr =ω+, i.e. a single ion only performs a circular rotation
about the axis of symmetry, if its motion is a pure magnetron or cyclotron rotation.
Since all three force contributions are proportional to the radius of the orbit,ω± does
not depend on the orbital radius r.
The free cyclotron frequency ωc is given by the equilibrium between Lorentz force
and centrifugal force. For typical trap voltages, the reduced cyclotron frequencyω+ is
of the order of ωc, only slightly reduced by the electrostatic potential. To first order,
the magnetron motion with ω− is determined by the equilibrium between Lorentz
force and electrostatic potential, with a small shift by the centrifugal force. Only
the small centrifugal shift depends on the mass of the particle, thus the magnetron
frequency is similar for particles with different masses.
Effective potential for a plasma
In a plasma, charges are free to move according to the electric and magnetic fields
that are created by external sources as well as by the charges themselves. As a
consequence, the charges in a plasma arrange such that external fields are shielded
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from the interior of the plasma. The scale of this shielding when viewed in the
plasma’s rest frame is called Debye length. As a strict criterion, an ion ensemble
can be considered a plasma when the Debye length is less than the cloud dimension
[135]. For a cloud of charged particles with density n and temperature T the Debye
length λD is given by
λD =

ε0kBT
nq2
1/2
, or in cgs units: λD =

kBT
4pinq2
1/2
. (4.6)
By comparison of equations (4.1) and (4.6) one finds that the relation between the
Debye length and the plasma parameter is given by Γp = a2WS/3λ
2
D.
For a plasma in the sense of the definition given above, the space-charge potential is
not negligible in the thermal-equilibrium density-distribution (p. 98 in [84]). Accord-
ingly, the total electrostatic potential φ for a non-neutral plasma stored in a Penning
trap is the sum of the trapping potential φtrap, the ions’ space-charge potential φsc
and the image charge potential φim
φ = φtrap +φsc +φim. (4.7)
For Penning traps with typical characteristic trap dimension d, the contribution of
the image charge potential φim is negligible, because it scales with d
−3 and is only
relevant for much smaller traps [136]. For a large number of ions stored in a Penning
trap at low temperatures, the Coulomb interaction drives the ensemble to a thermal
equilibrium in which the ion cloud rotates as a rigid body with the global rotation
frequency ωr [137]. This rotation frequency ωr depends on the initial conditions
of the cloud, e.g. the total angular momentum and is free within the limits ω− ≤
ωr ≤ω+. The total effective potential in the interior of the plasma is the same as the
one given by equation (4.5), with an additional term due to the plasma space-charge
potential φsc:
φeffplasma(r, z) =
m
2q
ωrωc r
2 − m
2q
ω2r r
2 +φtrap(r, z) +φsc(r, z) (4.8)
=
mr2
2q
ωr(ωc −ωr) +φtrap(r, z) +φsc(r, z). (4.9)
For a plasma at thermal equilibrium the density is given by [106]
n(r, z) = n0 exp
−qφeffpl./kT , (4.10)
hence the density in the trap center is n(0, 0) = n0. In the limit T → 0, the effective
potential must become φeffpl.(r, z) = 0 for the density n(r, z) to remain finite. Thus,
at zero temperature the plasma density is constant n(r, z) = n0 in the interior of
the plasma and drops to zero at the plasma edge. Consequently, the space-charge
potential of a plasma in thermal equilibrium at zero temperature T = 0 completely
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Figure 4.3: Left: The cloud density as a function of the rotation frequency ωr . Limits
of ωr are given by ω− ≤ ωr ≤ ω+. Dots mark the frequencies ω± and the corre-
sponding densities for 24Mg+ at B = 4 T and U = 500 V. Right: The axial frequency
ωz (black), the magnetron frequency ω− (green), and the cyclotron frequency ω+
(orange) of Mg+ ions in a magnetic field B = 4 T.
compensates the external forces such that a particle within the cloud is in free flow.
This can be used to deduce the precise form of the potential φsc:
φeffplasma = φtrap +φsc +
mr2
2q
ωr(ωc −ωr) != 0. (4.11)
Applying the Laplace operator4 to both sides of equation (4.11) and using4φtrap =
0 as well as 4φsc = −ρ(r, z)/ε0 = −qn(r, z)/ε0, one finds an expression for the
density n(r, z):
n(r, z) = n0 =
2mε0
q2
ωr(ωc −ωr). (4.12)
This important result shows that the plasma density in the zero-temperature limit
is a function solely of the plasma rotation frequency ωr . Its value is fixed by the
potentials created by the plasma rotation and by the requirement that in thermal
equilibrium these potentials are compensated by the space-charge potential φsc. As a
consequence, control of the plasma rotation frequency, for example with the rotating
wall technique [119, 138, 139], allows to determine the plasma density within the
limits nmin ≤ n ≤ nmax. The dependence of the rotation frequency on the density
according to equation (4.12) is depicted in figure 4.3 together with the radial fre-
quencies ω±, which are a function of the trapping voltage and define the limits of
the rotation frequency ωr .
According to equation (4.12), the maximum density only depends on the particle
mass m and the magnetic field B. The maximum density is reached for a rotation
frequency of ωr =ωc/2 = qB/2m at the so-called Brillouin limit [140]
nmax =
ε0B
2
2m
, (4.13)
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Figure 4.4: Left: The parameters a and b, as defined in equation (4.15), given as a
function of the aspect ratio α. Three ellipsoids of rotation illustrate ion clouds with
aspect ratios α < 1, α = 1, and α > 1. Right: The parameters a and b as a function
of the rotation frequency ωr for typical trapping conditions (U = 240 V, B = 4 T,
m= 24 u).
where ε0 denotes the electric constant. Returning to equation (4.11) and inserting
φtrap, the explicit form of the space-charge potential reads:
φsc(r, z) = −

mr2
2q
ωr(ωc −ωr) + U0C24d2 (2z
2 − r2)

(4.14)
≡ −qn0
6ε0
 
a(α)r2 + b(α)z2)

. (4.15)
By rewriting equation (4.14) in the form of equation (4.15) the parameters a(α)
and b(α) have been defined. Equation (4.15) reflects the axial symmetry of both
the external fields and the ion cloud shape, which is in axial-symmetric potentials an
ellipsoid of rotation. In equation (4.15) the ion-cloud aspect ratio α =z0/r0, defined
as the ratio of the axial to the radial cloud extension, has also been introduced. The
precise values of a and b are given as a (complicated) function of the aspect ratio
[135]. The essential dependence is depicted in figure 4.4: For a spherical cloud α= 1
and a = b = 1, for a > 1 > b the cloud shape is a prolate ellipsoid with z0 > r0, and
for a < 1 < b the cloud is an oblate ellipsoid with r0 > z0. At the Brillouin limit
ωr =ωc/2 the aspect ratio attains its maximum value that depends on the magnetic
field B and the trapping potential U (Fig. 4.5).
Poisson’s law, 4φ = −ρ/ε0, requires [135]:
2a+ b = 3. (4.16)
Comparing (4.14) and (4.15), one finds two further expressions for the density n0:
n0 =
6ε0
qb(α)
U0C2
2d2
, (4.17)
n0 =
6ε0
qa(α)

m
2q
ωr(ωc −ωr)− U0C24d2

. (4.18)
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Figure 4.5: The aspect ratio α as a function of the rotation frequency ωr for Mg+
in a magnetic field B = 4 T for different trapping voltages U. At the Brillouin limit
ωr =ωc/2, the aspect ratio attains its maximum value.
On the axis of symmetry with r = 0 the space-charge potential is exclusively defined
by the trap potential (Eq. (4.17)) and the expression for the density n0 becomes inde-
pendent of the rotation frequency ωr . As the parameter b is a function of the aspect
ratio α, the density n0 can be determined by imaging the plasma and determining its
aspect ratio.
In literature, the density is often expressed in terms of the plasma frequency ωp
[135],
ω2p =
q2n0
ε0m
= 2ωr(ωc −ωr), (4.19)
b =
3ω2z
2ωr(ωc −ωr) =
3ω2z
ω2p
, (4.20)
for which equations (2.10), (4.10), and (4.17) have been used.
The existence of a minimum plasma density nmin can be concluded from equation
(4.17) with b ≤ 3, as well as from equation (4.12) with ω− ≤ ωr ≤ ω+. Of course,
both expressions for nmin give the same result, as b→ 3 for ωr →ω±:
nmin =
2ε0
q
U0C2
2d2
, (4.21)
nmin =
2mε0
q2
ω±(ωc −ω±). (4.22)
In the limit α → 0 and n → nmin the description of the ion cloud as a cold plasma
fails, as the ion cloud becomes an infinitely thin disk with z0 ≤ λDebye and the space-
charge is not sufficient to balance the electrostatic trap potential. In this case the
interior of the ion cloud is no longer shielded from the external fields and the cloud
must be described regarding the individual particles.
88 4 Single- and multi-species Coulomb crystals
Figure 4.6: Left: The ratio ∆φ/kBT of the centrifugal potential and the thermal en-
ergy for an ion cloud with radius a = 0.5 mm. Centrifugal separation becomes more
pronounced for∆φ/kBT  1. Right: Visualization of the different centrifugal poten-
tials for ions with the masses m1 and m2. For the illustration, the fictional potential φ
of an intermediate mass m=(m1+m2)/2 was subtracted from each potential φ1,2.
Centrifugal potential and centrifugal separation
For a multi-species plasma, the rotation tends to produce centrifugal separation of the
plasma into its components. As long as the plasma is not yet in thermal equilibrium,
the different species with masses mi, m j and charges qi, q j will rotate with different
frequenciesωi, j. Because of the different rotation frequencies, collisions between the
two species will cause a transfer of momentum. As a consequence, an inward radial
flux of one species and an outward radial flux of the other species is created [141].
The plasma evolves, until it comes to a state of thermal equilibrium, which is char-
acterized by rigid-body rotation [137]. The degree of separation depends on the
plasma temperature and the difference of the species’ mass-to-charge ratios. If the
separation is complete, the species are arranged in separate concentric rings with the
lighter ion, i.e. the ion with smaller ratio mi/qi, in the center of the trap. Complete
separation has been observed for a multi-species cloud consisting of beryllium and
mercury ions, for which the Hg+ temperatures ranged from 0.4 to 1.8 K and Be+
temperatures from less than 0.05 to 0.2 K [142].
In the case of rigid-body rotation, both species rotate with the same frequency ωr
but experience a different centrifugal potential due to their different masses. The
difference in the effective potential, as given by equation (4.8), is:
∆φi, j =

mi
qi
− m j
q j

ω2r r
2
2

. (4.23)
Centrifugal separation is a weak effect, if the energy difference qi, j ·∆φi, j due to the
centrifugal potential is much less than the thermal energy kBT [141]. In the case of
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a plasma with radius R, and two ion species of the same charge q = qi = q j, this ratio
becomes:
q ·∆φi, j
kBT
=
 
mi −m j

ω2rR
2
kBT
. (4.24)
For a cloud of radius R = 0.5 mm this ratio is shown for various mass differences in
figure 4.6.
4.2 The planar-shell model
In this work, ion crystals with particle numbers ranging from N ≈ 103 to N ≈ 105
have been prepared by combined buffer-gas- and laser cooling. The imaging system
attached to one of the radial viewports was used to image the crystal structure and
the temporal evolution of the ion cloud. To describe the structure of the imaged
crystals, the planar-shell model will be presented according to the discussion in ref-
erences [84, 113, 143], followed by a discussion of the experimental results. The
planar-shell model applies for the case of a spheroidal plasma with a radius suffi-
ciently large such that the shell curvature can be neglected, which is the case for the
ion clouds presented here with aspect ratios typically less than α < 1/10.
Within the frame of the planar-shell model, the plasma is described as a series of S
planes at axial positions zi with area number density σi. Minimizing the energy per
ion implies that the area charge density qσi of each lattice plane is identical and that
the lattice planes are spaced at a uniform separation D (p. 138 in [84]). The total
area number density is
σ =
S∑
i=1
σi (4.25)
and the spacing D is linked to σ and S via the mean volume density n:
D =
σ
nS
. (4.26)
The total energy per particle is given by the sum of the self-energy of the set of S
planes, the energy due to the external potential, and the correlation energy within
each 2-D lattice plane. No correlations between different shells, regarding the 2-D
lattice of each shell, are taken into account. The energy per particle then reads
E
N
= pie2

Lσ− 1
6
σ2
n

+
Ucorr
N
, (4.27)
where 2L is the axial extension of the crystal and N the particle number. The term
Ucorr denotes the extra correlation energy of the shell model compared to the energy
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Figure 4.7: Left: Correlation energy per particle Ucorr/N (see Eq. (4.28)) as a function
of the parameter σ¯ = σaWS. The energy is given for shell numbers S = 1 to S = 8, the
gray area depicts for a typical value of aWS = 20µm the energy range of E = 20 mK
kB. Right: The shell spacing D, for which Ucorr has a minimum as a function of σ¯.
per particle of a uniform slab of density σ. This correlation energy Ucorr is given by
[84]:
Ucorr
N
=
e2
aWS

2pi2
9

σ¯2
S

− η
2

σ¯
S
1/2
. (4.28)
The parameter η reflects the Madelung energy of the 2-D lattice. In the following,
the value of η= 3.921 of a hexagonal lattice is used, which has the lowest Madelung
energy of all 2-D lattices [84]. The parameter σ¯ is the total particle number per unit
area, σ¯ = σa2WS.
The first term in (4.28) is positive, indicating that a system of S parallel planes
has a higher energy than a uniform distribution. The second term, arising from
correlations between particles within each plane, is negative and creates a tendency
to form a finite set of ordered planes. The competition between these two terms
determines the number of planes. The correlation energy Ucorr as a function of the
parameter σ¯ is shown for different numbers of shells S = 1 to S = 8 in the left part
of figure 4.7.
The energy per particle Ucorr/N attains its minimum – with regard to the parameter
S – for
Smin =

16pi2/(9η)
2/3
σ¯. (4.29)
In this case, the distance D between two lattice planes becomes
D
aWS
=

3η2
4pi
1/3
= 1.54. (4.30)
Of course, S must be an integer, so S = Smin can only be fulfilled for certain values of
σ¯ and the actual value of S will be an integer close to Smin. Accordingly, the actual
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Figure 4.8: Visualization of the vertical cross section through a crystal described by
the planer-shell model. The number of shells S and the inter-shell spacing D have
been calculated as a function of the parameter σ¯.
correlation energy per particle Ucorr/N (thick line in left part of Fig. 4.7) does not
always reach its global minimum. However, for larger charge densities σ¯ the vari-
ation of the minimum correlation energy gets smaller, hence the actual correlation
energy for large shell numbers S stays close to the minimal value. Depending on the
value of the parameter σ¯, the shell number S that gives the minimal correlation en-
ergy was chosen for calculating the normalized inter-shell distance D with equation
(4.26) (Fig. 4.7, right). As in the case of the correlation energy, the variation of the
shell spacing D declines for large shell number and approaches D ≈ 1.54 aWS. The
actual number of shells and their positions zi can be visualized as a function of the
parameter σ¯, resulting in a schematic axial cross section of an ion crystal with the
given total particle number per unit area (Fig. 4.8).
4.3 Observation of single-species ion crystals
Ion clouds with crystalline structure have been observed after laser cooling of a few
thousands of Mg+ ions. Four false-color images of such a crystal and the correspond-
ing cross sections are shown in figure 4.9. The ions were stored in a magnetic field of
B ≈ 4.062(2)T with a trapping voltage of U = 50 V. The cloud structure with parallel
planar shells, seen sidewise, is clearly visible in both images and cross sections. The
four images have been taken with a temporal separation of 100 seconds. The most
apparent feature is that the number of ions and thus the number of lattice planes
decreases with time. For each image, the contrast has been adjusted individually
such that the shell structure is clearly visible. The actual intensity relations can be
seen in the cross sections through the cloud center, which have been obtained by the
projection of the averaged fluorescence signal in the central region (white, dashed
lines in figure 4.9). Here, each shell appears as a small deviation from the averaged
cloud profile.
The temporal evolution of the shell structure is shown in figure 4.10. The left part
displays a false-color representation of the measured cross sections as indicated in
figure 4.9. To increase the contrast in this representation, each cross section was
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Figure 4.9: Four images of a Mg+ ion crystal at different times. The trap’s axis of
symmetry is in vertical direction and the shell structure is visible in the images as well
as in the cross sections through the central region (area within the dashed lines). With
time, the number of ions and thus the number of shells decreases due to ion loss. At
t=0, the images shows 3·104 ions that are irradiated by the laser beam. From the total
(invisible) cloud volume, one can estimate the total ion number to be N ≈ 3 · 105.
Figure 4.10: Left: Temporal evolution the ion crystal depicted in figure 4.9. The image
shows a false-color representation of the residual cross sections as indicated in image
4.9. Right: The corresponding, residual cross sections. Up to eleven crystal shells can
be seen.
divided by the averaged cloud profile. Some representatives of these residual cross
sections are shown in the right part of figure 4.10. With increasing shell number,
the contrast in the cloud center is reduced and for the largest cloud (leftmost cross
section), the individual shells are hardly recognized. The total number of shells
can, however, be determined by comparison with smaller clouds because the shell
positions and shell distances are preserved.
The density of the cloud – and thus quantities like the ion number N , the rotation
frequency ωr and the aspect ratio α – is linked to the imaged shell distance by the
projected area density σ and equation (4.26). Already a single image of the cloud
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and a measurement of the shell spacing D is sufficient to determine the density of
the cloud with the estimate D ≈ (1.54± 0.2) aWS. As one can see in figure 4.7, the
variation of the shell spacing D is smaller for larger shell numbers S.
An even more accurate value for the density can be obtained from a time-
dependent measurement (Fig. 4.10). For each video frame, the normalized area
density σ¯ was calculated from the integrated fluorescence of a vertical cross section
with a factor χ. This linear scaling factor χ was chosen constant for the complete
video session. With this method, the area density was determined for each frame,
and the vertical shell positions zi therewith calculated according to equation (4.26).
The choice of the scaling factor determines for each video frame the total shell num-
ber S and the shell spacing D. It was chosen such that best agreement between the
model and the measurements was achieved. The calculated positions zi of the crystal
shells are shown by the red lines in figure 4.10. Besides the shell numbers S and the
shell positions, also the times – respectively densities – where transitions from S to
(S+1) occur are predicted correctly.
The assumed proportionality between the fluorescence and the normalized area
density σ¯ may not be a priori evident, but was found to be valid for most of the mea-
surements. Because the fluorescence per Mg+ ion is constant, this can be expected
if the number of observed Mg+ ions is given by N = σ¯ · A, where A is the base area
– assumed to be constant – of the observed volume. Because σ¯ expresses a charge
density, to which also non-fluorescing ions may contribute, we have further to re-
quest that the contribution of Mg+ to the total charge does not vary. The condition
of a constant base area A will be met under most circumstances: Since the evaluated
fluorescence is the integrated signal of a vertical cross section, it stems from a volume
defined by V = A ·∆z = ∆x ·∆y ·∆z. Here, ∆x is the width of the cross section,
whereas ∆y and ∆z are given by extent of the visible volume in the line of sight and
the axial cloud extension, respectively. ∆x does obviously not change, and the value
of ∆y along the line of sight is defined by the waist w0 of the laser beam, as long
as the waist w0 is smaller than the ion cloud radius. This was usually the case, since
most observed crystals had a small aspect ratio α 1.
For the Mg+ cloud as shown in figures 4.9 and 4.10, the Wigner-Seitz radius was
determined to aWS = 19.1µm, what is equivalent to a density of n = 3.4 · 107 cm−3
(Eq. (4.2)) close to the minimum density of nmin(50V ) = 3.2 · 107cm−3. The corre-
sponding rotation frequency and aspect ratio can be calculated to ωr = 2pi ·12.2 kHz
and α= 1/24.2.
One can compare these results with the aspect ratio directly determined from the
image at t=300 s, where a larger portion of the cloud is visible. From the curvature
of the cloud a value of α ≈ 1/20 is estimated, which is in fair agreement with the
value obtained from the measured Wigner-Seitz radius.
The total number of particles stored in the trap follows with N = V ·n= 4/3piz0r20 ·
n, where z0 and r0 = z0/α denote the axial and the radial cloud radius, respectively.
For the time t=0 s one finds z0 = 150µm and thus r0 = 3.6 mm, which gives a total
particle number of N ≈ 3 · 105. Assuming that the visible volume is determined by
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the laser-beam with a waist of w0 = 1 mm, only a fraction of Nvis ≈ 3 · 104 Mg+ ions
is visible in the image.
The unscaled cross sections show that the fluorescence between the shells does
not drop to zero intensity (Fig. 4.9). There are several mechanisms that reduce the
contrast of the image and are possible explanations for this effect. For one thing, as
the laser beam diameter is finite, the total charge per area is not necessarily constant
along the line of sight, with the consequence of a varying shell spacing D in the im-
aged volume. This would especially reduce the contrast of the inner shells, where the
dependence of the shell positions from the total charge per area is largest (Fig. 4.8).
This is in agreement with the observed cross sections, where the outermost shells are
always the best defined ones. Additional effects may be due to a small angle between
the line of sight and the plane defined by the crystal shells or the finite resolution of
the imaging system. The theoretical resolution is under the present conditions 3µm,
with a detector pixel size of 13µm and a measured magnification factor of 4.69(8).
The actual resolution is increased to about 10µm by optical imperfections.
On the other side, it is also possible that the imaged fluorescence distribution re-
flects the actual density distribution of the ion cloud: For a plasma parameter Γp > 10
the radial density distribution of a fluid-like plasma is known to show oscillations,
which are more pronounced at the plasma edge [113, 124]. A heuristic argument
for this effect can also be found by looking at the correlation energy per particle
(Fig. 4.7, left). For a given area density, there is an optimum configuration with S
shells that results in the lowest energy per particle. The gray area marks the cloud
configurations for which the energy per particle is increased by less than kB·20 mK
with regard to the optimum configurations. For large shell numbers, the energy dif-
ference between the configuration with S and S+1 shells is only of the order of a few
kB·mK. By comparison of the charge distribution between the S and (S+1) shell con-
figuration (Fig. 4.8) one finds that the charge distribution differs predominantly for
the innermost shells. Thus, for temperatures of the order of a few mK, the cloud in-
terior is more diffuse while the plasma boundary formed by the outer shells remains
more defined.
4.4 Multi-species ion crystals
Multi-species ion crystals were prepared by sympathetic cooling of singly charged
ions after injection into a cloud of laser cooled magnesium ions. These ions were
created from residual gas in the Mg+ ion source. The selection of a specific ion species
from the variety of created ions was achieved by adjustment of the capture gate for
the trapping process. The amount of ions created in the source was controlled by the
filament bias that determines the electron impact energy. Multi-species ion crystals
composed of Mg+ (m=24 u, 25 u, 26 u) and ion species with the masses m=2 u (H+2 ),
12 u (C+), 28 u (N+2 ), and 44 u (CO
+
2 ) were investigated, so that a large range of
charge-to-mass ratios was covered.
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Figure 4.11: Fluorescence signal (bottom left) of a Mg+ cloud during the consecutive
injection of three bunches of CO+2 ions (m=44 u). Three cloud images (right) show ex-
emplary the crystal structure at different times (blue dots in trace of the fluorescence
signal). The temporal evolution of the cross sections for each video frame (top left)
reveals the evolution of the crystal structure. Laser power I = 2.7 mW, laser detuning
∆= −2pi · 8 MHz.
The characteristics of the mixed-ion crystals can be classified with regard to the
mass-to-charge ratio of the sympathetically cooled species. After injection of CO+2
(m/q=44), the species with the largest mass-to-charge ratio under investigation, the
axial extent of the ion cloud increased and – since the density remained unchanged
– additional crystal shells were formed. Cloud images were taken before and after
loading of CO+2 and the evolution of the fluorescence has been observed as well as the
evolution of the crystal structures (Fig. 4.11). Dips in the fluorescence spectrum are
produced by the switching of the capture electrode in the cause of the injection pro-
cess. Red crosses mark those injection processes, for which the loading parameters
(e.g. capture gate, capture electrode voltage, ion source grid voltage) were inten-
tionally chosen such that no CO+2 was captured into the trap. The injection of CO
+
2
becomes apparent by an increase of both the fluorescence signal and the number of
crystal shells.
Since the CO+2 ions are not fluorescing, it was not possible to determine their dis-
tribution with certainty. However, good reasons exist to assume that the CO+2 ions
and the Mg+ are radially separated. For one thing, upon loading CO+2 the fluores-
cence increases such that the detected fluorescence per shell remains approximately
constant. This indicates that the number of Mg+ in the observed volume increased,
because the CO+2 ions accumulate at larger, unobservable radii and push the Mg
+ ions
to the trap center and into the laser beam. For another thing, the clearly observable
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Figure 4.12: Fluorescence signal and cloud images before and after the injection of
N+2 ions into a Mg
+ cloud. For a more detailed description, see the text and figure
4.11. Laser power I = 2.7 mW, laser detuning ∆= −2pi · 8 MHz.
crystal structure suggests a plasma parameter Γp > 20 and accordingly a temperature
considerably below 100 mK. At these temperatures Mg+ and CO+2 ions should radially
separate due to the different mass-to-charge ratio, as follows from the discussion in
section 4.1.
After the injection of N+2 ions (m/q=28), similar effects like in the case of CO
+
2 were
observed (Fig. 4.12). The slow decrease of the axial cloud extent, which can be seen
for t ≤ 10 s, stops after the first injection of N+2 . Thereafter, the cloud size increased
upon further loading of N+2 (at t = 45 s, t = 65 s, and t = 75 s) and the density, as
determined from the shell distance, was constant before and after each injection of
N+2 . The fluorescence signal per shell was found to be approximately constant and the
total fluorescence increased as additional shells were formed. The crystal structure of
the two-species ion cloud was clearly observable. As in the case of CO+2 , the increase
of fluorescence directly after injection can be attributed to centrifugal separation of
the two ion species. This is in accordance with theoretical expectations, since for
temperatures sufficiently low for the observed crystallization the difference of the
centrifugal potential for Mg+ and N+2 is large enough for complete separation.
Figure 4.13 shows a typical injection process of C+ (m/q=12) into a cloud of
laser-cooled Mg+ ions. The crystal structure was conserved after injection of C+
and the axial cloud extension increased due to the formation of additional crystal
shells. However, in contrast to the cases with N+2 and CO
+
2 described before, the in-
jection of C+ caused no increase of the total fluorescence (lower left of Fig. 4.13).
Since the cloud extension increased nonetheless, this means that the fluorescence
per shell was reduced, what can again be attributed to radial separation of the ion
species. The lighter ions accumulate in the trap center whereas the Mg+ ions are
pushed to larger radii. Accordingly, the observed fluorescence stems from the Mg+
ions surrounding the C+ that are pushed out the central region and are irradiated
by the less intense wings of the laser field distribution. Significant heating as an
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Figure 4.13: Fluorescence signal and cloud images before and after the injection of
C+ ions into a Mg+ cloud. For a more detailed description, see the text and figure
4.11. Laser power I = 3 mW, laser detuning ∆= −2pi · 12 MHz.
Figure 4.14: Fluorescence signal and cloud images before and after the injection of
H+2 ions into a Mg
+ cloud. Laser power I = 2.7 mW, laser detuning ∆= −2pi · 8 MHz.
explanation for the fluorescence reduction can be excluded, since the crystal shell
structure is clearly preserved for the two-species ion cloud and consequently sets an
upper limit to the ion cloud temperature.
After injection of H+2 (m/q=2) – the lightest ion species under investigation – a
drastic loss of fluorescence per volume was observed (Fig. 4.14). Here, the fluores-
cence signal decreased to a small fraction of the initial value after the capture of a
H+2 , whereas the axial cloud extension remained constant. This indicates that no par-
ticles were lost in the capture process. In analogy to the discussion of the other ion
species, this indicates a radial separation of H+2 and Mg
+ with the lighter hydrogen
ions in the center of the trap. However, no crystalline shell structure was observed
for the heterogeneous H+2 -Mg
+ ion cloud. While it is in principle possible that the
ion cloud was in a crystalline state and only the signal-to-noise ratio was insufficient
to reveal the structure, this still means that in this case a fluorescence decrease due
to heating of the ion cloud cannot be excluded. However, since the mass difference
between Mg+ and H+2 is the largest of all ion species under investigation, centrifugal
separation in this case can be expected even for comparatively large temperatures of
T ≈ 500 mK.
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Although there is evidence for centrifugal separation for each of the investigated
ion species, some details of the formation process of the two-species crystals could
not be resolved.
1) When an ion species lighter than Mg+ accumulates in the trap center one would
expect a central depression in the radial fluorescence distribution due to the dis-
placement of the Mg+ ions. In experiments where the complete cloud was imaged,
such structures were reported [54]. For the results presented here, neither for H+2
nor for C+ such an effect was observed. However, since the imaged area was not
aligned to the trap center, these expectations may be misleading. The positions of
the laser beam and the CCD camera were optimized with regard to the observable
crystal structure. Therefore the observed volume is defined by the – possibly mis-
aligned – lenses attached to the ring elements. Since the focal points of this lenses
were not adjusted for the UV but with a He:Ne laser [41], the alignment of the focal
point with the trap center along the line of sight is unsure. Furthermore, the magnet
system was damaged during the transport to its current location at the GSI. As a
consequence, the inner components of the magnet system, including the heat shields
with the optical windows, are not fully aligned to each other and with respect to the
trap center.
2) After injection of a second ion species, in some cases a rapid loss of fluorescence
was observed. This becomes e.g. apparent after the injection of C+ and N+2 , when
the fluorescence decreases with a higher rate than particles are lost from the trap
(Fig. 4.12 and 4.13). After several tens of seconds, there is also an additional, abrupt
loss of fluorescence (in Fig. 4.12 at t ≈ 188 s and in Fig. 4.13 at t ≈ 85 s). Since the
axial cloud extension before and after the loss of fluorescence is similar, this effect
is not contributed to ion loss but rather to an unidentified heating mechanism. This
heating occurred in this form only for two-species ion clouds. It is possibly caused
by a torque applied to the Mg+ ions by the C+ and N+2 ions. Such an effect was
reported by Larson et al. [142], who found that the introduction of sympathetically
cooled Hg+ to a cloud of laser cooled Be+ introduced massive torque to the Be+ ions,
revealed by the decrease of the cloud aspect ratio.
The observed heating effects challenge the conclusion of centrifugal separation,
because this conclusion partly relies on the assumption that the cloud temperatures
are in a regime for which centrifugal separation is predicted by theory. However,
the assumption of centrifugal separation and the observation of heating are not con-
tradictory since the heating occurs on a longer time scale and does not affect the
temperature directly after injection, as will be shown by the following analysis.
In order to give absolute numbers, the temperature at which the centrifugal poten-
tial ∆φ is of the order of 5 · kB T is regarded as the maximum possible temperature
for centrifugal separation to occur. For a cloud with radius 0.5 mm this temperature
is Tcrit = 140 mK for N+2 , Tcrit = 400 mK for C
+, and Tcrit = 700 mK for CO+2 , respec-
tively. A cloud radius of 0.5 mm is assumed, because it is approximately the radial
diameter of the imaged trap volume.
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As long as the shell structure is preserved for the outermost shells, the plasma
is under a very conservative estimate at least in a fluid-like state, which requires
a plasma parameter of Γp > 2 and thus a temperature of T < 400 mK. Therefore,
even slight signs of crystallization can be regarded as an indication for significant
centrifugal separation in the case of C+ and CO+2 . The formation of crystal structures
in the interior of the cloud requires an even lower temperature. From considerations
of the energetic difference between different charge configurations of the cloud (see
discussion p. 95) that temperature is estimated to be of the order of 10 mK. Thus,
crystal shells apparent across the complete axial extent of the ion cloud are a strong
indication for centrifugal separation for all ion species under investigation.
With these critical temperatures for centrifugal separation in mind, the characteris-
tics of the ion clouds are reconsidered with regard to possible conclusions concerning
the cloud temperature.
After the injection of CO+2 into a Mg
+ crystal, no heating was observed and the
discussion of the fluorescence development in this case is unaffected (Fig. 4.11).
For N+2 , the fluorescence and the axial cloud extent did not increase immediately
after injection of N+2 (Fig. 4.12). However, the decreasing axial cloud extent during
the first seconds 0 ≤ t ≤ 10 s is stabilized by the first injection of N+2 and after a
second N+2 injection at t ≈ 50 s, a significant increase of fluorescence occurred. After
this second N+2 injection, the crystal structure still extends into the interior of the
cloud, so that a cloud temperature of the order of T ≈ 10 mK can be expected. This
temperature is well below the critical temperature for centrifugal separation Tcrit =
140 mK and one can accordingly expect that the increase of fluorescence is caused by
centrifugal separation. Furthermore, to receive a high fluorescence rate the images
shown in this chapter were recorded with a laser detuning of ∆≈ −2pi ·10 MHz. For
such a small detuning the fluorescence rate is a monotonically decreasing function of
temperature. Therefore, even if one assumes that the cloud temperature had slightly
increased after the injection of N+2 at t ≈ 50 s, this hypothetical heating could not
account for the increase of fluorescence. This further supports the assumption of
centrifugal separation. These conclusions remain valid until the last injection of N2
at t ≈ 75 s. For t ≥ 75 s, the fluorescence decreases due to heating effects and the
shell structure dissolves in the inner regions of the cloud.
The heating appears to be stronger after injection of C+ ions (Fig. 4.13), where
directly after the injection only the two outermost shells are clearly distinguish-
able. The fluorescence signal per shell drops within 50 seconds to half of the initial
value, which corresponds to a temperature of 700 mK for the actual laser detuning
of ∆ = −2pi · 12 MHz. Thus, in spite of the observed heating, one can conclude
that the temperature is for several tens of seconds after injection below the critical
temperature Tcrit = 400 mK for centrifugal separation.
For further studies, a dedicated temperature measurement with a second probe
beam in addition to the laser cooling beam would yield the information to fully
resolve the remaining uncertainties. Molecular dynamics (MD) simulations of the
ion cloud appearance at finite temperature, as have been performed for small ion
100 4 Single- and multi-species Coulomb crystals
Figure 4.15: Left: Storage time of sympathetically cooled Ar3+. An exponential decay
fitted to the data yields a decay constant of 7 seconds. Right: Mg+ fluorescence signal
recorded while scanning the frequency of an applied RF signal for excitation of the
Ar3+ ions.
clouds in a linear Paul trap [144], would represent a useful means to estimate the
temperature of the ion cloud from a single image.
4.5 Sympathetic cooling and storage time of multiply charged ions
Multiply-charged argon ions were injected into a laser-cooled cloud of Mg+ ions,
where the argon ions were cooled with a combined approach of buffer gas cooling
by neutral He and sympathetic cooling by Mg+. In the course of the cooling, the
storage time of the multiply charged ions increased by several orders of magnitude
as the kinetic energy was reduced from several hundreds of eV to the µeV (i.e. mil-
likelvin) regime (Fig. 4.16 and corresponding discussion). Therefore, detection of
sympathetically cooled Ar3+ was possible for up to 20 seconds with a storage time of
several seconds. For the detection of Ar3+, a radio-frequency (RF) signal was applied
to one trap electrode to excite the cyclotron motion of the ions. Every time the radio
frequency was able to excite the Ar3+, dips were produced in the Mg+ fluorescence
signal (Fig. 4.15). The integrals of the fluorescence signal reduction following each
RF excitation were used as a measure for the Ar3+ number. Since the Ar3+ signal
strength alternates with the direction of the RF scan, every second signal was ne-
glected and only the stronger signals caused by downward RF scans were used in
the evaluation. An exponential decay fitted to the data yields a decay constant of
7 seconds. This rather long lifetime is evidence for sympathetic cooling of the Ar3+
ions, since the lifetime of highly and multiply charged ions strongly depends on the
temperature of the ions, as will be explained in the following discussion.
The storage time of ions in a Penning trap is limited by the ion loss rate from the
trap. For highly charged ions, the predominant loss mechanism is charge transfer
in residual gas collisions, which changes the ion charge state. For a singly charged
ion the most significant loss mechanism is magnetron heating, where collisions with
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Figure 4.16: Left: Charge-transfer cross sections for argon ions according to the
Müller-Salzborn formula (MSF) and the classical over-the-barrier model (CBM) [145].
Right: Storage times for argon ions with cross sections calculated according to the
Müller-Salzborn formula (4.34).
residual gas increase the ion’s magnetron radius until the ion hits the ring electrode
and the ions are lost from the trap.
A collision between an ion of charge state q and a neutral residual gas atom or
molecule can result in charge transfer between the neutral particle and the ion via
the decay process
X q+ + ke−→ X (q−k)+. (4.31)
In principal, k can assume any integer value, but usually the single-electron transfer
with k = 1 is dominant, because the cross section for single-electron transfer is the
highest and multi-electron transfer is statistically suppressed.
σexp [cm
2] σMSF(single) [cm
2] σMSF(all orders) [cm
2] σCBM [cm
2]
Ar2+ 2 · 10−16 4.7 · 10−16 7.2 · 10−16 7.9 · 10−16
Ar3+ 5 · 10−17 7.5 · 10−16 1.1 · 10−15 1.1 · 10−15
Ar4+ 1 · 10−15 1.1 · 10−15 1.5 · 10−15 1.3 · 10−15
Ar8+ 2 · 10−15 2.4 · 10−15 3.5 · 10−15 2.4 · 10−15
Ar13+ 3.28 · 10−15 4.2 · 10−15 7.2 · 10−15 3.6 · 10−15
Table 4.1: Experimentally and theoretically determined cross sections for electron
transfers from residual helium gas to argon ions. Experimental values were deter-
mined for low kinetic energies (E/q = 100−500 eV) [146, 147], theoretical values are
given by the Müller-Salzborn formula (MSF) and the classical over-the-barrier model
(CBM) [145]. The cross sections according to the MSF are given separately for single-
electron transfers and for electron transfers to all orders.
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The decay time can be calculated from the total cross section and the collision rate,
given by the product of neutral-gas density and the relative velocity vrel of the two
colliding particles
t =
1
σnvrel
=
kBTr
σp

3kBTi
mi
+
3kBTr
mr
−1/2
, (4.32)
where σ is the cross section for any charge-transfer process, mi,mr , Ti, Tr are the
masses and temperatures of the ion and the residual-gas atoms, and p is the partial
pressure of the residual gas. Several models exist to calculate the cross sections for
single electron capture. In the frame of the classical over-the-barrier model (CBM),
the cross section is expressed as
σ =
1
2
piR2C , where RC =
27.2a0(2
p
q+ 1)
I
. (4.33)
Here, a0 denotes the Bohr radius, I the neutral gas ionization potential in electron-
volt, and q is the charge state of the ion.
For highly charged ions with kinetic energies in the keV-regime, Müller and
Salzborn have fitted a semi-empirical function to the data. According to [145], the
cross section for electron capture can be calculated to
σ[cm2] = 1.43 · 10−12 · q1.17I−2.76 + 1.08 · 10−12 · q0.71I−2.80
+5.50 · 10−14 · q2.10I−2.89 + 3.57 · 10−16 · q4.20I−3.03 + . . . (4.34)
where q is the ion charge state and I is the ionization potential of the residual gas
given in eV. The first term in equation (4.34) describes the cross section for single-
electron transfer, the second term for double-electron transfer, and so on.
Cross sections for argon and other rare gases have been measured by Justiniano
[146] and Mann [147] and are listed for selected charge states in table 4.1. These
experimental values are in good agreement with both the cross sections calculated
according to the Müller-Salzborn formula and the classical over-the-barrier model
(Fig. 4.16). For the present vacuum conditions in the SpecTrap Penning trap with a
partial helium-gas pressure of 10−8 mbar, the Müller-Salzborn formula has been used
to calculate the lifetimes of argon ions in dependence of the temperature (Fig. 4.16,
right). The measured lifetime of 7 seconds for Ar3+ is in fair agreement with the
values obtained with the Müller-Salzborn formula (tMSF ≈ 3 s for T=1 K and pHe =
10−8 mbar), if the temperature of the Ar3+ is in the kelvin-regime or below. This
confirms that the Ar3+ ions were sympathetically cooled by the Mg+ ions, since the
lifetime without cooling would amount to a few milliseconds at temperatures of 106 K
(corresponding to kinetic energies at ion injection of 100 eV).
An anomaly appears in [146] for the measured cross sections of argon, where the
charge state Ar3+ has a cross section that is a factor of 20 lower than the one of
Ar4+ and is even considerably lower than the cross section of Ar2+. In [146], no
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explanation is given for this anomaly that does not appear in this form for other rare
gases, but it offers an explanation as to why the attempts to measure the storage time
of Ar4+ were not successful: Despite a significantly higher production rate in the EBIS
of the low-energy beamline, it was not possible to detect any Ar4+ after a few seconds
of buffer gas cooling. Scaling the measured lifetime of 7 s for Ar3+ gives an Ar4+
lifetime of 0.35 s which is too short for observing Ar4+ in SpecTrap. The anomaly for
the Ar3+ cross section is not explained by the theoretical models, because they yield
electron-transfer cross sections that show a much weaker dependence on the charge
state.
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5 Resonant-circuit measurements and
a model for resistive cooling
In the first part of this chapter, the electronic detection of various ion species with
the resonant circuit will be discussed with regard to the capability of the resonant
circuits for ion detection and resistive cooling.
In the second part, a simple model for resistive cooling will be presented that
accounts for the specific properties of ion clouds. The model allows both qualitative
and quantitative predictions that are in agreement with the numerical simulation of
the cooling process presented in [51]. In comparison with the numerical simulations,
the presented model allows for a simple yet powerful description and facilitates the
understanding of resistive cooling and its underlying dynamics.
5.1 Electronic ion detection with the resonant circuit
Signals of the resonant circuits have been recorded with either a fixed trapping volt-
age or a voltage sweep applied to the endcap electrodes.
In the voltage scanning mode, a spectrum of the ion species present in the trap is
recorded, because each species induces a signal at an endcap voltage that is charac-
teristic for the respective charge-to-mass ratio. The characteristic voltages for some
selected ion species are given for the lower and upper resonant circuit in the Ap-
pendix (table A.10). The resolution of these spectra is limited by the quality factor Q
of the resonant circuit. The corresponding resonance width is 4 kHz and 2 kHz for the
circuits attached to the upper and lower endcap electrode with resonant frequencies
of 1139 kHz and 536 kHz, respectively (Tab. 2.6). For this reason, the spectrum ana-
lyzer recording the signal was set to a bandwidth similar to the one of the resonant
circuits. In this way, an optimum trade-off between signal strength and resolution
was achieved.
To sweep the endcap voltages, the power supply for the electrode voltages was
used with an external reference voltage instead of an internal one. The external ref-
erence voltage was directly controlled by the central experiment control software.
This way, it was possible to run measurements with arbitrarily programmed voltage
sweeps. The electronic stabilization of the power supply was fast enough to follow
the external reference for a voltage scan rate of up to 100 V/s. The actual output
voltage – attenuated by a factor of 100 – was recorded simultaneously to the res-
onant circuit signal by the analog input channels of the experimental control. The
bandwidth of the voltage divider used for attenuation was large enough to introduce
no measurable delay to the measured voltage sweep.
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Figure 5.1: Left: The resonant-circuit signal of Mg+ with and without use of the cor-
rection electrode. When the correction electrode is set to Ucor = −1.1Uend, the co-
efficient C4 is almost tuned to zero and the width of the resonance is significantly
reduced. Right: The resonant circuit signal of Mg+ recorded with swept endcap volt-
age after the excitation of the axial center-of-mass mode with a 535 kHz RF signal.
The correction electrode was set to Ucor = −1.63 · Uend. The spectrum shows a nar-
row resonance at U=239.7(10)V. The line is to guide the eye.
Mass spectra have been recorded with the lower resonant circuit directly after the
injection of a Mg+ bunch (Fig. 5.1, left). For different correction electrode voltages
Ucor, the Mg
+ signal occurs for voltages of 232 V and 236 V, which is in fair agreement
with the calculated value of U ≈ 239.5 V (table A.10).
The small shift of the resonance voltage to a lower value can be explained by
the energy and radial dependence of the axial oscillation frequency (Fig. 5.2). For
Ucor = −1.1 ·Uend (red) the coefficient C4 is almost zero for small amplitudes and ωz
gets independent of the energy to first order1. This is, however, only true for a radius
r ≈ 0. For finite radii r is C4 6= 0 and the frequency ωz increases for kinetic energies
in the range 0− 50q·V. This implies that for ions with large oscillation amplitudes a
lower voltage than given in table A.10 is needed to match the oscillation frequency
to the resonant circuit. The same is true in the case of Ucor = 0 (black), where for
low energies E < 50 qV the increase of the oscillation frequency ωz is mainly due
to the dependence on the radius r. A detailed discussion of the energy and radial
dependence of the axial frequency ωz is given in section 5.3.6, where the frequency
shifts are expressed in terms of the coefficients C4 and C6.
These examples for resonant-circuit spectra directly recorded after the ion injec-
tion show very broad resonances and the identification of specific ion species was
only possible, if the number of potential candidates of choice was very limited. On
the other hand, high-resolution spectra could be recorded after the deliberate ex-
citation of the axial motion of a cold ion cloud with a 535 kHz RF signal (Fig. 5.1,
1 The correct tuning ratio for C4 ≈ 0 was determined to be Ucor = −0.86 · Uend. Since this was not
known at the time of this measurement a tuning ratio of −1.1 was used, which still reduces C4 by
a factor of three. See also discussion in section 2.3.6.
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Figure 5.2: Axial oscillation frequency ωz of a 24Mg+ ion as a function of the kinetic
energy for an endcap voltage of 240 V. The frequencies were calculated by integration
of the equation of motion of Mg+ in the full potential, because the expansion of the
potential in coefficients Cn fails for high oscillation amplitudes. The dashed horizontal
line depicts the resonance frequency of the lower axial resonator. Left: Correction-
electrode voltage Ucor = −1.1·Uend to tune the coefficient to C4 ≈ 0. Right: Ucor =
0 V.
right). The excitation frequency of 535 kHz was chosen to match the resonance of
the lower resonant circuit. This way a higher excitation amplitude was achieved by
the resonant coupling between the ring and the lower endcap electrode (see discus-
sion in section 2.4.2). For 24Mg+, the resonance appeared for an endcap voltage of
(239.7±1) V. From the modeled trap potential, a resonant voltage of 239 V is calcu-
lated, which is in good agreement with the experimental findings. The width of the
resonance is comparable to the quality factor Q of the resonant circuit and demon-
strates that under favorable conditions, the theoretical limit can actually be reached
in a real measurement.
For the detection of Arn+ produced in the EBIS and injected into the trap, swept
voltage spectra were recorded with the upper resonant circuit in the first second after
the injection of Ar13+ (Fig. 5.3, left). Due to the high kinetic energy of a few hundreds
of V·q directly after the injection, the storage time of Ar13+ is limited to less than a
millisecond by the helium present in the vacuum system. As a consequence, it was
neither possible to detect any signal of Ar13+ nor of any other argon species Arn+. All
identified ion species can be attributed to ionized residual gas atoms and molecules.
Compared to the signals of Mg+ (Fig. 5.1, left), the signals induced by He+ and the
species with m/q=2 (He2+ or H+2 ) are very narrow. This can be explained by the fact
that the ions are produced from the 4 K residual gas, which is nearly at rest. On the
other hand, the signal of H+ – which is also produced from residual gas – is much
broader. A possible explanation for this effect is the heating caused by the release of
Coulomb energy as a result of the decomposition of the H2 molecules.
Since the transport of argon ions from the EBIS takes place with a fixed transport
energy, the absolute kinetic energy of the Arn+ ions – and thus the storage time
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Figure 5.3: Left: Signal of the upper resonant circuit directly after the injection of
Ar13+. Identified species are He2+, He+ and H+. Right: Signal of the lower resonant
circuit directly after the injection of Ar4+. Identified species are He+ and Ar3+. In
both figures also the expected positions of some unobserved species (Ar13+, Ar2+
and Ar1+) are indicated.
after the capture – depends on the charge state. Accordingly, Arn+ ions should be
more easily observed, if a lower charge state than Ar13+ is injected into the trap.
This was actually the case after the injection of Ar4+ (Fig. 5.3, right). In a spectrum
recorded with the lower resonant circuit, Ar3+ and He+ were detected, however, no
signals of Ar2+ and Ar4+ were observed. The reason for the predominant signal of
Ar3+ becomes clear by inspection of the cross sections for single-electron capture
(table 4.1): Due to an anomaly in the cross sections for argon ions, the Ar3+ cross
section is more than one order of magnitude lower than the one of Ar4+ and a factor
of four lower than the one of Ar2+. With the helium gas present in the trapping
volume, the storage times of highly-energetic Ar4+ and Ar3+ are a few milliseconds
and 100 milliseconds, respectively. Therefore, the amount of Ar3+ increases during
the initial stage of the trapping process before it decays on a longer time scale. This
interpretation is confirmed by the observation of He+ ions that are a product of the
electron transfer from the residual gas to Ar4+ and Ar3+.
5.2 Temporal evolution of resonant circuit signals
The process of resistive cooling was investigated with singly charged Mg+ and Ar+.
Other argon charge states – as discussed in the section before – were not present
long enough for systematic experiments. For the production of the argon ions, an
ion sputter gun was placed within the horizontal section of the SpecTrap beamline.
A needle valve was used to adjust the flow of argon gas into the sputter gun, where
the argon gas was ionized by electron-beam ionization. The resulting ion distribution
contained mainly Ar+ and also Ar2+ in lower quantities.
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Figure 5.4: Left: Resonant circuit signal of Ar+. The total energy dissipated was in
the range of 200-1000 eV. Right: Signals of Mg+ after excitation via the ring elec-
trode. The measurements were not reproducible and representative signals were
merely chosen to demonstrate the variety of the occurring signal shapes. The total
energy dissipated was in the range of 150− 1800 eV. From the fluorescence rate, the
ion number was determined to be in the range N = 103 to 104.
For the detection of the Ar+ signals with the lower axial resonator (Fig. 5.4, left),
the endcap voltage was raised after the ion injection to a value such that the ions’
oscillation frequency matched the resonance frequency of the resonant circuit. The
spectrum analyzer was set to a resolution bandwidth B = 2.3 kHz comparable to the
bandwidth of the lower resonant circuit. During the first seconds after injection, the
ion energy is presumably of the order of the transport energy. The signal shape is
dominated by an exponential decay with a time constant of a few seconds, which
is also the expected buffer gas cooling time for the pressure of helium gas present
during the experiments. Hence, although the ions dissipated energy via the resonant
circuit, the cooling process is dominated by buffer gas cooling.
This evaluation can be confirmed by estimating the total dissipated energy via the
resonant circuit. The amount of dissipated energy is obtained by integration of the
power dissipation P = (U/α)2 · R, where U is the measured signal voltage at the
spectrum analyzer, U/α is the voltage induced in the resonant circuit, α = 156.25 is
the voltage amplification of the electronic components for signal processing, and R is
the Ohmic, on-resonance impedance of the resonant circuit (see also the discussion of
the electronic components in section 2.4.2). For the spectra of the Ar+ ions (Fig. 5.4,
left), the total energy dissipation of the ion ensemble ranges for the different curves
from 200–1000 eV. In consideration of the initial energy of a few hundreds of eV per
ion, one can conclude that the effect of resistive cooling is secondary to the one of
buffer gas cooling.
In some of the Ar+ spectra the signal develops a peak, just before the signal gets
too weak to be resolved from the background. This effect can be attributed to an
increasing overlap of the ions’ axial frequency distribution with the bandwidth of the
resonant circuit as the ions are getting colder by buffer gas cooling. This interpre-
tation is supported by the observation that the peak is more pronounced when the
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correction electrodes are used for the compensation of the coefficient C4: In the case
of the anharmonic trap with Ucor = 0, the frequency distribution ∆ωz remains finite
in the limit Ekin → 0 due to the radial dependence of ωz, as can be deduced from
figure 5.2.
Signals obtained after axial excitation of a Mg+ ion cloud via one electrode deviated
even more from the expected exponential decay (Fig. 5.4, right). The excitation of
the Mg+ ion cloud for 20 ms via the ring electrode is observable as a strong saturated
signal at the beginning of each spectrum. In many spectra the dominant feature
is a strong signal increase that is probably due to increasing overlap of the ions’
oscillation frequency with the resonant circuit resonance. The signal shapes were
not reproducible for an excitation under (apparently) identical conditions, and the
four spectra depicted have been selected as examples for the different observed signal
shapes.
Similar to the resonant circuit signals after ion bunch injection, the decay after the
signal maximum is much faster than the single-ion resistive cooling time τ1 ≈ 800 s
and can be explained by buffer gas cooling. This is in agreement with the fact that
the total dissipated energy was in the range of 150 eV to 1800 eV, which is much
less than the expected total energy of a few thousands of ions after excitation with
the given amplitude. However, it should be noted that these signal amplitudes after
axial excitation exceeded by far the ones obtained directly after ion bunch injection.
Since the total energy of an ion cloud after excitation is surely smaller than directly
after injection, this means that a larger fraction of the total energy was accessible to
resistive cooling. This is because the cloud is after excitation in a non-thermal state
with higher proportion of energy stored in the center-of-charge motion and the axial
degrees of freedom.
5.3 A model for resistive cooling of large ion clouds
In the following section, a model is developed to describe the resistive cooling of an
ion cloud.
The section is structured as follows: First, the resistive cooling of a single ion and
of an ion cloud consisting of N ions is described. The discussion of these sections
follows the ideas presented in [52].
Next follows a discussion of the mechanisms that allow resistive cooling beyond
the center-of-charge motion. These considerations will provide the motivation for
a model of resistive cooling based on rate equations for the energies stored in the
different degrees of freedom.
In the last section, the model will be used to reproduce the resistive cooling sig-
nals of actual experimental results. It will be shown how the model can be used to
attribute characteristics of the cooling process to properties of the ion cloud that are
experimentally not directly accessible.
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5.3.1 Resistive cooling of a single ion
Resistive cooling of a single ion has already been discussed in section 2.4.2. For
convenience, the most important equations are repeated here. The axial motion of
an ion with mass m, charge q, and energy E is described by a sinusoidal oscillation
with frequency ωz:
z(t) =
1
ωz
√√2E
m
sin(ωz t +φ). (5.1)
Making this ansatz means that all collisions between ions or other effects that intro-
duce incoherence are neglected. The current induced in the endcap electrode by the
ion is then
i(t) =
q
D
dz
d t
=
q
D
√√2E
m
cos(ωz t +φ), (5.2)
where the effective electrode distance is denoted D. The expectation value of the
squared single-ion current I is given by
I2(t) := 〈i(t)2〉= 1
T
∫ T
0
i(t)2d t =
q2
D2m
E. (5.3)
The single-ion power dissipation is
−P = dE
d t
= −γ1E, (5.4)
with γ1 =
q2R
D2m
= τ−11 . (5.5)
The constants γ1 and τ1 denote the single-ion cooling rate and the single-ion cooling
time constant, respectively, whereas R stands for the Ohmic resistance of the resonant
circuit.
5.3.2 Resistive cooling of an N-particle cloud
The interaction of the resonant circuit with an ion cloud with total charge Q is to
first order determined by the axial motion of the cloud’s center of charge Z(t) =∑
qkzk(t)/Q. The total current IN induced by the N ions in the endcap is given by
the summation over the single-ion currents ik and can be expressed by the motion of
the center of charge with
∑
ik(t) =
∑
qkvzk/D = Z˙(t)Q/D.
Usually, the cooling of N particles is treated in two different limits: The first one
is the coherent particle motion, where the ions oscillate with the identical phase
φk = φ in equation 5.1. In this case, the cloud can be described as a rigid body that
oscillates in the external potential with the center of charge excited to a macroscopic
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amplitude. The other limit is the incoherent motion that treats the cloud as a thermal
ensemble, where all ions perform individual oscillations while the center of charge
is – with the exception of stochastic fluctuations – at rest. In both cases, the ions are
treated as individual particles with an oscillation frequency ωz,k that is determined
by the external potential.
For simplicity, in the case of a coherent motion all ions are described by the same
energy E = Ek instead of assuming a thermal distribution and the total energy of the
ion cloud is therefore EN = N · E. The total induced current IN thus becomes


I2N

=
*
N∑
k=1
ik(t)
2+
=
q22E
D2m
*
N∑
k=1
cos(ωz t +φ)
2+
=
q22E
D2m
· N2
2
=
q2(E · N)N
D2m
=
q2ENN
D2m
. (5.6)
Hence, the total energy dissipation of the ion cloud can be expressed through the
N -particle cooling rate γN :
dEN
dt
= − 
I2NR= −q2ENND2m R= −(γ1N)EN = −γN EN . (5.7)
The well-known result of equation (5.7) expresses that the energy stored in the
center-of-charge motion is cooled with the rate γN = N · γ1. The same result follows
from equation (5.5), if the cloud is treated as a single particle with mass M = N ·m
and charge Q = N · q.
In the case of an N -particle cloud with single-ion phases φk randomly distributed
in the interval [0,2pi] the expectation value of the squared total current IN is [47]


I2N

=
*
N∑
k=1
ik(t)
2+
=
q22E
D2m
*
N∑
k=1
cos(ωz t +φk)
2+
=
q22E
D2m


[A cos(ωz t +φ)]
2
=
q22E
D2m
A2
2
=
q2E · N
D2m
=
q2EN
D2m
. (5.8)
For this calculation, the fact has been used that the sum of N sine functions with
the frequency ω results in a sine of the same frequency. The amplitude A and the
global phase φ depend on the specific distribution of the phases φk. The (stochastic)
expectation value 〈A2〉 = N for the sum over N sine functions with a random phase
distribution and the (temporal) expectation value 〈cos2〉T = 1/2 over one oscillation
period T were used in the last steps [148, 149].
From equation (5.8) the rate of energy dissipation via the resonant circuit is readily
received:
dEN
dt
= − 
I2NR= − q2RmD2NE = −γ1NE = −γ1EN . (5.9)
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This is the well-known result that the cooling of an N -particle cloud takes place with
the single-ion rate γ1. However, the result was derived with the assumption of a ran-
dom distribution of the single-ion phases φk. Only if this condition holds throughout
the cooling process, the total energy EN (t) can be described by an exponential decay:
EN (t) = EN (t0)exp(−γ1 t). (5.10)
If the axial motion of the center of charge is regarded as an independent degree
of freedom with the energy EN/N = Ecc, this leads to an alternative interpretation of
equation (5.9): Instead of the total energy EN being dissipated with the rate γ1, the
center-of-charge motion can be regarded as being cooled with the rate γ1 · N = γN .
If the axial energy is evenly distributed among the N degrees of freedom at all times,
i.e. Ecc ≡ EN/N = E, this alternative perspective leads again to the conclusion that
resistive cooling results in an exponential decay of the total energy EN with the rate
γ1. Therefore, the condition of a random phase distribution that leads to equation
(5.9) is equivalent to the requirement that at all times the axial energy stored in the
center-of-charge motion is given by 1/N of the total axial energy EN .
Due to these considerations, in the following sections the cooling process will be
treated as an interaction between the resonant circuit and the center-of-charge mo-
tion. According to equation (5.9), the energy dissipation of the ion cloud is given by
P = −γN Ecc.
5.3.3 Resistive cooling beyond the center-of-charge motion
From the discussion in the previous section the question arises which processes de-
termine the amount of energy stored in the center-of-charge motion (cc-motion).
It is obvious that without a continuous transfer of energy from the internal degrees
of freedom to the cc-motion, persistent resistive cooling is not possible. This result is
confirmed by the numerical simulations described in the Ph.D. thesis of J. Steinmann
[51].
Below, I want to bring forward a simple argument to visualize the situation. Let
us consider the motion of two identical ions with the instantaneous axial oscillations
z1,2(t) = z01,2 · sin(ωt +φ1,2). The Coulomb interaction between the two ions is ne-
glected, for example because the ions are located at different radial positions. There
is, however, a mutual influence between the ions due to the common interaction with
the resonant circuit.
The resistive cooling of the two ions is visualized in figure 5.5 for three different
initial conditions. For counter-moving ions with z1 = z2 and a phase difference of
∆φ = pi (left graph) the induced current at the endcap is zero and the center of
charge is at rest. Consequently, there is no energy dissipation and the amplitude of
the oscillation remains unchanged.
For the initial conditions z1 = z2 and ∆φ = 0 the oscillation of both ions will be
simultaneously damped until both ions are at rest and z1 = z2 = 0 (middle).
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Figure 5.5: Visualization of the interaction between the resonant circuit and the
center-of-charge motion of two ions. Three different initial conditions are depicted:
Counter-moving ions with phase shift ∆φ = pi (left), in-phase moving ions with
∆φ = 0 (middle), and two ions with different initial amplitudes (right). Here, the
resonant circuit mediates an energy transfer between the two ions. In all three cases
the amplitude of the cc-motion is damped to zero for t →∞.
If the initial amplitude of both ions is different, an energy transfer between the two
ions occurs at the same time as the common center-of-charge motion is damped to
zero amplitude (right). In the final state there is a phase difference ∆φ = pi between
the ions and the resistive cooling comes to an end although the ion motion does not.
For a model that describes persistent resistive cooling, additional effects have to be
taken into account. For this purpose, I want to focus on three mechanisms that can
lead to a redistribution of energy and allow resistive cooling of motions other than
just the center-of-charge motion:
• the finite width of the axial frequency distribution ∆ωz, caused by anhar-
monicities of the potential or by more than one ion species present in the ion
cloud,
• the coupling between the axial and the radial motions by Coulomb collisions,
• and non-linear effects that allow resistive-cooling beyond the center-of-charge
motion.
The effect of these contributions on resistive cooling has been studied with numerical
methods in detail in reference [51].
The influence of the axial frequency distribution can be understood by looking at
the motion of two counter-moving ions (Fig. 5.5, left). If the difference of the axial
frequencies is ωik = ωi − ωk, the cc-motion of the two ions will collapse and be
restored on a timescale τ≈ 1/ωik.
The same result is valid for an N -particle cloud if the frequency difference is re-
placed by the width of the axial frequency distribution ∆ωz. One can also observe
this by looking at the Fourier-transform of the cc-motion Z(t) (which is readily given
by the frequency distribution of the individual ions): Unimpaired by an instanta-
neous amplitude Z(t0) = 0, the expectation value 〈Z(t)2〉 ∝ 〈IN (t)2〉 ∝ N is always
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proportional to the number of particles, if the averaging is performed over a suffi-
ciently long time interval. This time interval is in turn defined by the width of the
frequency distribution τ≈ 1/∆ωz and is the consequence of the cc-motion being re-
stored from an temporarily zero-amplitude Z(t0) = 0 on the time scale τ. The same
result is given in [150] without much explanation.
Although the restoration of the cc-mode from the other (N − 1) axial degrees of
freedom is merely stochastic effect that occurs even without any actual interaction,
I will refer to it as a coupling between the degrees of freedom with the frequency
distribution ∆ωz as the respective coupling rate. A detailed evaluation of the contri-
butions to the axial frequency distribution ∆ωz is given in section 5.3.6. The results
presented therein allow the calculation of ∆ωz for a specific trap geometry.
Coulomb collisions between ions lead to thermalization between the axial and the
radial degrees of freedom and thus allow the resistive cooling of the radial degrees of
freedom, which are not coupled to the axial center-of-charge motion themselves. An
estimate of the thermalization time, the Spitzer self-collision time τsct [151], is given
in section 5.3.5. It is highly dependent on the temperature and density of the ion
cloud: For a typical cooling process from energies of many electron-volts to 10−4 eV
(corresponding to temperatures of a few kelvin), the self-collision time adopts values
between several seconds and a few microseconds.
The energy transfer from the axial degrees of freedom to the center-of-charge
motion is not influenced by Coulomb collisions, since conservation of momentum
prohibits an excitation of the center-of-charge motion.
If the resonant circuit is not symmetrically connected to both endcap electrodes,
the breakup of symmetry allows resistive cooling without an excitation of the center-
of-charge mode. This is the case for the SpecTrap Penning trap, where both upper
and lower resonant circuit form a connection between electric ground and the upper
and lower endcap electrode, respectively. Hence, the effective electrode distance D
that expresses the scaling between the induced current i(t) in the endcap and the
ion’s axial velocity vz (Eq. (5.2)), is different for positive and negative axial ampli-
tudes z (see Fig. 2.20). Under these conditions, even motions with the center of
charge at rest, e.g. the breathing mode of the cloud, will induce a total current in
the resonant circuit that removes energy from the ions. However, in most cases and
also in case of the SpecTrap Penning trap, the difference of effective electrode dis-
tance ∆ = D(z) − D(−z) becomes significant only for large oscillation amplitudes.
Therefore, this contribution to the center-of-charge cooling is usually negligible.
Based on the ideas presented in this section, in the following section a model for
resistive cooling of an ion cloud is presented. The coupling mechanism between
the different degrees of freedom will be mapped to a set of rate equations, each
describing the energy (respectively temperature) of one degree of freedom.
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5.3.4 The rate equation for resistive cooling
The model for resistive cooling describes an N -particle ion-cloud with three different
temperatures: The temperature Tcc of the center-of-charge motion, the temperature
Tax of the (N − 1) internal, axial degrees of freedom, and the temperature Tr of the
cyclotron motion. Consequently the total, thermal energy of the system is
E = kBTcc + (N − 1)kBTax + NkBTr. (5.11)
The interaction of the resonant circuit with the ion cloud is restricted to the center-
of-charge motion, and the energy dissipation is given by the product of the rate
γcc and the temperature difference between the axial degrees of freedom and the
resonant circuit:
dE
dt
= −γcc(Tcc(t)− 4 K). (5.12)
The temporal evolution of the system is described by three coupled rate equations,
where each equation describes one of the temperatures Tcc, Tax and Tr. This approach
is similar to the one described in [150], where resistive cooling of electrons in a
Penning trap is with two coupled rate equations for the center-of-mass motion and
the internal degrees of freedom.
dTcc(t)
dt
=− γcc · [Tcc(t)− 4 K] + γax · [Tax(t)− Tcc(t)] ,
d
dt
Tax(t) =− γax · Tax(t)− Tcc(t)N − 1 − γr · [Tax(t)− Tr(t)] ,
d
dt
Tr(t) =γr · N − 1N · [Tax(t)− Tr(t)] . (5.13)
The three equations are coupled by the transfer of energy between the different de-
grees of freedom: The temperatures Tcc and Tax equalize with the rate γax, whereas
equalizing between the radial Tr and the axial temperature Tax is described by the
rate γr. Normalization factors have been introduced to account for the respective
weight of the three different temperatures and ensure the validity of equations (5.11)
and (5.13).
The free parameters of the model are the three rates γcc, γr and γax . They have to
be either estimated or obtained by a fit to experimental data.
As follows from the previous discussion, the rate γcc = κ ·γN can be identified with
the N -particle cooling rate of the resonant circuit. The coefficient κ ≤ 1 accounts
for an incomplete tuning of the ions’ oscillation frequency to the resonant circuit, for
instance due to a mismatch of the frequencies or because the frequency distribution
∆ωz is larger than the acceptance of the resonant circuit.
The rate γax can be identified with the axial-frequency width ∆ωz, and the rate
γr with the ion-ion collision time. All parameters may depend on time since they
depend on the density, temperature, and spatial extent of the ion cloud.
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5.3.5 Thermalization by ion-ion collisions (Spitzer self-collision rate)
The thermalization of a non-neutral plasma by Coulomb interactions has been dis-
cussed by Spitzer and MacDonald [151, 152]. The inverse of the Coulomb collision
rate, the Spitzer self-collision time, is estimated by [153] as
τsct ≈ (4piε0)2 3
p
m(kBT )3/2
4
p
pinq4 lnΛ
. (5.14)
In equation (5.14) lnΛ denotes the Coulomb logarithm, which is for ion-ion collisions
given by [153]
lnΛ= 23− ln
 q1q2(m1 +m2)
e2(m1T2 +m2T1)

n1q
2
1
e2T1
+
n2q
2
2
e2T2
1/2 (5.15)
and reduces to
lnΛ= 23− ln

2nq4
e4T 3
1/2
(5.16)
for collisions amongst identical ions. The densities n,n1,n2 are given in cm
−3 and
the temperatures T are given in eV. Typical values for the Coulomb logarithm are
lnΛ≈ 10− 20 [153].
For the thermalization of the ions within the resistive cooling model, the Spitzer
self-collision time of a single-species ion cloud was calculated with equation (5.14) as
a function of the axial temperature Tax. Since the Coulomb logarithm is only weakly
dependent on the temperature a constant value of lnΛ= 20 was used.
The temperature dependence enters the self-collision time via the density n(E).
Following an idea presented in [52], the density n(E) is calculated from the axial
oscillation amplitude a(E) according to
n(E)≈ N
4/3pia(E)R2
,
a(E)≈
√√ Ed2
qC2U
+
3
√√ Nqd2
4piC2ε0U
,
(5.17)
assuming a radial distribution of the ions with the radius R. The second term in a(E),
in which d denotes the characteristic trap dimension, ε0 the electric constant, and
U the trapping potential, ensures the correct number density for T → 0 K, but only
applies for large ion clouds. Hence, for the simulation of the resistive cooling of 30
C5+ ions presented in section 5.3.7 only the first term of a(E) was used.
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5.3.6 Shifts of the axial frequency in a non-linear potential
The starting point for the analysis of the axial oscillation is the equation of motion of
an ion in a non-linear potential φ = (1/2) αz2 + (1/4) βz4 + (1/6) γz6,
mz¨ +αz + βz3 + γz5 = 0. (5.18)
The force acting on the ion is created by the potential of the Penning trap, as given
in equation (2.22):
φ(z, r) =
C2
d2
(z2 − 1
2
r2) +
C4
d4
(z4 − 3z2r2 + 3
8
r4) +
+
C6
d6
(z6 − 15
2
z4r2 +
45
8
z2r4 − 5
16
r6) + . . . . (5.19)
Thus, the coefficients α,β and γ are directly obtained by regarding the axial gradient
of the potential φ(z, r):
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In Eq. (5.20) the contributions to the potential gradient have been sorted by powers
of the axial coordinate z. All terms in the potential φ(z, r) of the form z2r2k produce
a force that is linear in the axial coordinate z. These terms alter the equation of
motion such that it is solved by a harmonic oscillation with a frequency ωz(r) that
depends on the radial position r, but is independent of the ion’s energy. From the
equation of motion one can directly identify ω2z (r) = α/m:
α
m
=ω2z (r) =
2qC2
md2︸ ︷︷ ︸
ω2z
+

−6r
2qC4
md4
+
45r4qC6
4md6

︸ ︷︷ ︸
∆ω2z (r)
+ . . . (5.21)
→ωz(r) ≈
q
ω2z +∆ω2z (r)≈ωz

1+
∆ω2z (r)
2ω2z

. (5.22)
The first term in equation (5.21) is the oscillation-frequency ωz ≡ ωz(r=0) of an
ion at the position r = 0, the other terms give rise to the radially dependent shift
∆ωz(r). To first order, the shift is determined by the coefficient C4 that can be tuned
to zero by means of the correction electrodes. However, for the SpecTrap Penning
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Figure 5.6: The frequency shift ωz(r) for a Mg+ ion depending on energy and radial
position. For a tuning ratio κ= −0.86 the coefficient C4 becomes zero .
trap the coefficient C6, which is responsible for a frequency reduction proportional
to r2, becomes dominant for a radial position r ≥ 3 mm (Fig. 5.6).
The terms βz3 and γz5 in the equation of motion (5.18) result in both an energy-
dependent frequency shift and a deviation from the harmonic motion. The solution
of (5.18) must be a periodic function with the period T = 2pi/ω and – since the
potential φ(z) is symmetric – a solution can be found with the ansatz
z(t) = z0 sin(ωt) + εz0 sin(3ωt). (5.23)
Using the trigonometric identities
sin3(ωt) =
3
4
sin(ωt)− 1
4
sin(3ωt),
sin5(ωt) =
10
16
sin(ωt)− 5
16
sin(3ωt) +
1
16
sin(5ωt),
the second derivative and higher powers of z(t) are found to first order in ε:
z¨(t) =−ω2z0 sin(ωt)− ε9ω2z0 sin(3ωt),
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4(ωt) sin(3ωt) + . . .
Inserting these results in the equation of motion (5.18) leads to one equation each
for sin(ωt) and sin(3ωt), since both frequency contributions must individually be
equal to zero: 
−mω2z0 +αz0 + β 3z
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
sin(ωt) = 0, (5.24)
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sin(3ωt) = 0. (5.25)
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Equation (5.25) can be used to derive an expression for ε, i.e. the deviation of the
motion from a harmonic oscillation as defined in the ansatz (5.23). However, here
we are only interested in the dependence of the frequency ω on the amplitude z0.
This amplitude-dependent frequency is derived from equation (5.24):
ω2z (E, r) =
α
m
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β
m
3z20
4
+
γ
m
5z40
8
(5.26)
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For the expression above, the relation ω2z (r) = α/m, the definition of β and γ from
equation (5.20), and the relation z20 = Ed
2/qC2 (Eq. (5.19)) were used.
In order to summarize these results, the three contributions to the axial frequency
ωz(E, r) are once more listed below:
ωz(E, r) =ωz(r) +∆ωz(E, r)
=ωz +∆ωz(r) +∆ωz(E, r),
withωz(r)≡ωz(E=0, r) andωz ≡ωz(r=0). The frequency shift∆ωz(r), as defined
in equation (5.21), contains all terms that are radially dependent but independent
of the oscillation amplitude, i.e. the axial energy E. It determines the frequency
distribution of a cold ion cloud. The energy-dependent shift ∆ωz(E, r), as defined
in equation (5.28), describes all amplitude-dependent contributions to the axial os-
cillation frequency. It contains both radially dependent and radially independent
terms.
By linear approximation of equation (5.28), an expression for the axial oscillation
frequency ωz(E, r) is obtained:
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,
and since ωz(r)−ωz ωz, this can be approximated by:
ωz(E, r)≈ωz

ωz(r)
ωz
+
∆ω2z (E, r)
2ω2z

. (5.29)
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The frequency shift ∆ωz ≡ ωz(E, r)−ωz follows from Eq. (5.29) by insertion of the
expressions for ∆ω2z (E, r) from Eq. (5.28):
∆ωz ≈ωz

ωz(r)−ωz
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
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2C2
1
ω2zmd
2
− 45C6
2C2
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4

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
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ω2zmd
2
2
.
(5.30)
Equation (5.30) gives an approximation for all frequency contributions of the order
C2, C4 and C6. An explicit expression for ωz(r) has been derived in equation (5.21).
The frequency shift, as presented in (5.30), is for r = 0 identical to an expression
given by Gabrielse and Mackintosh [49]:
∆ωz
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2
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mω2zd
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4
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mω2zd
2
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, (5.31)
where ω2z =
qV0
md2
D2. (5.32)
It should be noted that although the coefficients Dn of the trapping potential used by
Gabrielse et al. are not identical to the coefficients Cn, the ratios Cn/Cm = Dn/Dm are
equal nonetheless.
5.3.7 Comparison of the model with experimental signals
In this section, different solutions to the rate equation model, represented by equa-
tions (5.13), will be discussed and compared to experimental results found in liter-
ature. At first, the cooling process with constant coupling rates γr and γax will be
analyzed and the characteristic features of the resonant circuit signal will be pre-
sented. In a second step, the temporal evolution of the rates γr, and γax will be taken
into account. It will be discussed how the dependencies of the coupling rates on
the temperature and density give rise to some unique features of the resonant circuit
signal. By this means, the model allows for an interpretation of the underlying dy-
namics and gives insight into the development of properties such as temperature and
density without their direct experimental accessibility.
As a first case, the solution with constant transfer rates γr, γax and a constant fre-
quency matching κ= 1 is regarded. Figure 5.7 depicts two examples of the evolution
of the temperatures Tcc, Tax, Tr, the total energy E, and the detected signal that is
proportional to the root of the dissipated power.
For the upper graph, the parameters were chosen to resemble the conditions for
a Mg+ ion cloud in SpecTrap with N = 1000 particles. The single-ion cooling time
is τ1 = 1000 s and accordingly γcc = κN/τ1 = 1/s. The coupling rates to the other
degrees of freedom are γax = γr = 1000/s and an initial temperature of 500 K was
chosen for all degrees of freedom. This condition of equal temperatures represents
an ion cloud after irradiation of white noise via one electrode.
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Figure 5.7: Simulation of the temperature evolution for different degrees of freedom
under the influence of resistive cooling with constant coupling rates γ. Top: An ion
cloud with N=1000 particles. Relevant parameters are given in the inset and represent
realistic conditions for the resistive cooling of Mg+ ions at SpecTrap. The graphs for
the temperatures Trad ≈Tax ≈Tcc overlap and are not resolved. Bottom: An ion cloud
with N=30 particles. The parameters were chosen to represent realistic conditions for
the resistive cooling of highly charged ions at SpecTrap.
Due to γcc  γax,γr, the thermal equilibration between the degrees of freedom
is fast compared to the cooling of the cc-mode. As a consequence, Tcc ≈ Tax ≈ Tr
and the total energy is dissipated with the single-ion cooling rate γ1, as follows from
Eq. (5.10) and the corresponding discussion on page 113.
The lower graph in figure 5.7 shows the cooling of N=30 highly charged ions with
τ1 = 1 s and accordingly γcc = κN/τ1 = 30/s. Here, the rates γax = 20/s and
γr = 1/s are not sufficiently large to provide complete thermalization. Hence, the
temperature Tcc is rapidly cooled below the temperatures of the other degrees of
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Figure 5.8: The resistive cooling signal of 30 C5+ ions after excitation with white noise
of amplitude Ve. The thermal energy after the excitation was determined from the
energy-dependent frequency shift and is of the order 〈E〉 ≈ e ·Ve [154]. (Figure repro-
duced from [52]).
freedom. Since the energy stored in the center-of-charge motion is lower than in
the case of thermal equilibrium, the energy dissipation is reduced and the process of
cooling is prolonged (in units of τ1).
Based on these examples one can state two facts: In the case of constant coupling
parameters, the temperature Tcc (and thus the detected signal) is monotonously de-
creasing, and the energy dissipation is limited by |dE/d t| ≤ γ1E. A possible exception
to this cooling limit only exists if the energy stored in the center-of-charge motion ex-
ceeds the one of the other degrees of freedom, for example because the cc-mode was
deliberately excited prior to resistive cooling.
Since at SpecTrap the process of resistive cooling is masked by the buffer gas cool-
ing, no experiments could be performed to test this hypothesis. It is, however, in
agreement with measurements performed by Gruber et al. [54]. The cooling of Xe44+
ions could be described by an exponential decay with a time constant exceeding the
expected single-ion constant by more than an order of magnitude. Similar results
were obtained for the cooling of Be2+. The authors indicate that collisional cou-
pling between the radial and axial degrees of freedom offers an explanation for the
observed, prolonged time constant [54].
Another example for resistive cooling is presented by Häffner et al. While the
experimentally observed cooling time constant of a single C5+ ion was found to be in
good agreement with the theoretical expectation of τ≈ 130 ms, the cooling of an ion
cloud consisting of 30 C5+ ions occurred with a longer time constant of τ ≈ 200 ms
[53, 154]. Similar to the discussion presented here, the authors suggest this effect
might be due to the resistive cooling of the center-of-charge mode and the energy
transfer between the internal modes.
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In addition to these exponentially decaying signals, cooling curves with a more
complicated structure were observed by Häffner et al. Examples are given in [53],
and especially in [52] where the results are discussed in more detail (Fig. 5.8). These
cooling curves are produced by the interplay between the temperature-dependent
cooling rates γr and γax, as will be explained in the following. The measurements
show the resonant circuit signals of 30 C5+ ions after excitation with different white
noise amplitudes Ve between 1− 12 V. The signals show an initial, fast decay that is
followed by a plateau and a much slower, exponential decay that expires to a constant
signal just above the background signal. For lower excitation amplitudes, the signal
plateau is less pronounced, but the overall shape is still similar.
In [52], the authors describe these signals with three exponential decays: The time
constant for the initial cooling was fitted between 0.02 s and 2.5 s before the plateau.
It was found to be in the range 250–450 ms and was assigned to the cooling of the
axial degrees by the center-of-charge mode. For excitation voltages Ve between 2 V
and 12 V the time constant of this initial stage decreased with increasing excitation
voltage (e.g. τ2V ≈ 450 ms and τ12V ≈ 250 ms), which implies that a larger axial
frequency spread makes the energy transfer from the axial degrees of freedom to the
center-of-charge mode more efficient. The effects dominating the later stages of the
cooling were attributed to the energy flow from the radial modes to the center-of-
charge mode with time constants between 4–8 seconds.
These experimental results can be compared to the signals calculated according
to equations (5.13). Figure 5.9 shows the temperatures, the coupling rate, and the
resonant circuit signal for an ensemble of 30 C5+ ions after an excitation to 〈E〉 =
10 eV ≈ kB ·105 K. The coupling rate γax given by the axial frequency width ∆ωz was
calculated with C4 = 10−6 and C6 = 10−3 [155], the rate γr = 1/τsct was calculated
from the axial temperature Tax as described in section 5.3.5.
The resonant circuit signal produced by the model displays similar features as the
measurements shown in figure 5.8. The temporal evolution of the signal can be
described in three stages:
• During the first few hundreds of milliseconds the rate γax > γcc is large enough
to provide efficient coupling of the axial degrees of freedom and the center-of-
charge motion. As a consequence, both center of charge and the axial degrees
of freedom are efficiently cooled for a duration of a few τ1 (here: τ1=100 ms)
with γcc ≈ γ1. As a consequence of the fast cooling of the center-of-charge
motion, the resonant circuit signal drops fast. During this first stage with high
initial temperatures, the density – and thus the collisional thermalization γr –
is low and radial degrees of freedom are only weakly coupled to the axial ones.
Thus the temperature Tr is significantly larger than Tax.
• During the second stage the signal develops a plateau when the exponential
decay of the center-of-charge energy comes to a halt: The resistive cooling only
reduces the energy of the axial and radial degrees of freedom, while the cc-
mode temperature Tcc remains constant for many single-ion time constants τ1.
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Figure 5.9: Left column: Simulation of the resistive cooling of 30 C5+ ions. The ion
number N = 30, the width of the radial distribution R = 1.5 mm, the initial temper-
ature T0 = 10 eV/kB, and the single-ion resistive cooling time τ1 = 100 s are fixed
parameters. The coupling rates γax = ∆ωz and γr = τsct are time dependent func-
tions of the axial temperature Tax. They are calculated according to equations (5.30)
and (5.14). Right column: For each graph one of the simulation parameters given
for the left column is varied while the not explicitly given parameters have the same
values as before. In each graph the resonant circuit signal received with the standard
parameter values is displayed with a dashed line.
The reason lies in the fact that both axial temperature Tax (being coupled to the
radial degrees of freedom) and axial coupling rate γax are only weakly changing
with time and provide a constant transfer of energy from the axial degrees of
freedom to the center-of-charge mode.
Such a situation only occurs under certain circumstances: First, the radial dis-
tribution of the ions must give a significant contribution to the axial frequency
width such that ∆ωz(E=0) 6= 0. Else, a freeze-out of the axial coupling γax
occurs with decreasing temperature Tax. As a consequence, the resonant circuit
signal drops rapidly at first and shows a slow decay at later times, while cooling
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of the other degrees of freedom continues at a very low rate. An example for
the described behavior can be seen in Fig. 5.9 (right column, R=0.5 mm).
A second condition is that the coupling γr strongly increases with decreasing
Tax so that the energy transfer remains constant for several seconds in spite of a
decreasing temperature difference between axial and radial degrees of freedom.
The increased coupling in the model is due to the Spitzer-self collision time that
changes over several orders of magnitude in the course of the cooling process.
• The characteristic of the third stage is the thermalization between the axial
and radial degrees of freedom, i.e. Tax ≈ Tr because the density and therefore
the Coulomb collision rate are high (γr  γax). The axial temperature is al-
ready so low that the axial frequency width remains constant at a value that
is solely determined by the radial dependence. The resulting resonant circuit
signal shows an exponential decay, just like in the previously discussed case of
resistive cooling with constant coupling rates (Fig. 5.7).
In the right column of figure 5.9 each graph demonstrates the influence of one spe-
cific parameter on the resonant circuit signal.
A reduction of the rate γr = 1/τsct by a factor of ten leads to a prolonged sig-
nal plateau that is even more similar to the experimental results. Since the Spitzer
self-collision time τsct ranges over many orders of magnitude and several estimated
parameters find their way into the calculation of τsct, this can still be considered as a
good agreement between the model and the experiment.
The significance of the cloud radius R lies in the influence on the axial frequency
width ∆ωz. Under the given condition with a very small coefficient C4 = 10−6 the
rate γax for low temperatures Tax ≤ 104 K solely is determined by the radial depen-
dency of ωz. Since the signal plateau transforms into an exponential decay once
γr γax, the plateau duration decreases with a too small radial ion distribution.
The signal shape obviously depends on the particle number N , since it scales the
amount of energy that can be transferred from the (2N − 1) degrees of freedom to
the center-of-charge mode. For an ion ensemble with N=100, the initial exponential
decay during the first second ends at lower signal (i.e. lower temperature Tcc) than
for smaller ion numbers. This effect can be attributed to the increased density and
hence increased collision rate γr, which leads to a more efficient cooling of the in-
directly cooled degrees of freedom during the initial phase. As a consequence, the
temperatures Tcc, Tax and Tr during the plateau phase are lowest for N=100. For
times t ≥ 10 s the signal of the N=100 ion cloud still exceeds the ones of the smaller
clouds, because of the larger amount of energy stored in the (2N − 1) degrees of
freedom.
In both the experimental measurements (Fig. 5.8) and the results produced by the
model (Fig. 5.9), it can be observed that the signal plateau is more pronounced for
excitation energies larger than 5 eV. This can be explained by the fact that the initial
rate γax increases with a stronger excitation and the collision rate γr decreases due
to the reduced density at higher temperatures: Hence the temperature difference
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Tr − Tax that promotes the creation of the plateau increases for higher excitation
energies.
Regarding the resistive cooling of highly charged ions at SpecTrap, the findings
of the previous discussion allow several conclusions that may be relevant for future
experiments.
Since the storage time of the HCI will be limited by collisions with residual gas,
a rapid cooling is necessary and requires the choice of an adequate coefficient C4.
There will always be a trade-off between the coupling of the axial degrees of freedom
to the center of charge – requesting a large coefficient C4 – and the matching of the
ions’ oscillation frequency to the limited resonant circuit bandwidth on the other
side. Since the requirements for C4 may vary during the cooling process, this favors
the current design with an electric compensation over a trap design that features
geometrical compensation.
There are only few examples for the resistive cooling of highly charged ions re-
ported in the literature and the understanding of the involved processes is relatively
limited. This demonstrates that resistive cooling of HCI is not only a means for
the cold probe preparation for spectroscopic experiments, but an interesting field of
investigation by itself. Since the cooling process is determined by the different scal-
ing of the coupling rates and the energy stored in the internal degrees of freedom,
especially experiments with controllable ion numbers seem rewarding.
Experiments with a single or few HCI embedded in a cloud of a different ion species
could offer insight into the internal structure of the cloud. For a two-species ion
cloud, a mutual influence on the center-of-charge motion of each ion species was
found [156]. In analogy to this, a single or a few highly charged ions could be
treated as a test particle within a cloud of singly charged ions and thus directly probe
the density and space charge of the surrounding ions. For a single ion embedded in
a plasma, the axial oscillation frequency is expected to shift to lower frequencies due
to the Debye shielding of the trap potential. Thus – as long the Debye length exceeds
the dimension of the ion cloud – an excitation of the axial oscillation would directly
probe the internal properties of the ion cloud.
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6 Conclusion and outlook
During this work, laser-cooled ion crystals containing 103 to 105 singly charged
magnesium ions (Mg+) have been prepared in a Penning trap. The structure of
the Coulomb crystals was analyzed and found to be in agreement with the planar
shell model [84]. The ion crystals were prepared within seconds after their injection
into the trap with an approach using a combination of buffer-gas and Doppler laser
cooling. As a first step towards sympathetic cooling, additional ion species – both
singly (H+2 , C
+, N+2 , CO
+
2 ) and multiply (Ar
3+) charged – were injected into the Mg+
ion crystals without loss of the already stored Mg+ ions. Sympathetic cooling was
demonstrated via the charge-state lifetime of the Ar3+, that was increased by sev-
eral orders of magnitude as a consequence of the sympathetic cooling. These results
pave the way to future investigations with highly charged ions, which will allow a
stringent test of bound-state quantum electrodynamics.
In the course of this work, the external ion source for singly charged Mg+ was
developed and characterized. The maximal achieved ion number was 106 Mg+ ions
per bunch, which allows to load Mg+ ion clouds that are large enough for sympathetic
cooling with a single capture process. Compared to the previously used ion source
design, where Mg+ ion numbers of 10 to 50 Mg+ ions per bunch were achieved [45],
this new design features much higher ion production rates.
A LabVIEW based software was developed for control of the experimental devices
and the data acquisition. With this software, the process of ion production, transport,
capture into the trap and the consecutive laser cooling have been automated.
The creation of highly charged ions (Ar13+) with an electron beam ion source
(EBIS) and the transport via the HITRAP low-energy beamline were commissioned
during this work, and bunches with several tens of thousands ions have been deliv-
ered to SpecTrap. The achieved ion numbers demonstrate that the ion production
of mid-Z HCI with the EBIS is sufficient for the spectroscopy of laser-accessible fine
structure transitions.
The capture of HCI into the trap was successfully demonstrated. However, a leak in
the helium container of the superconducting magnet system contaminated the vac-
uum with helium gas. The partial pressure of the residual helium of p ≈ 10−8 mbar
was orders of magnitudes larger than the pressure of other residual atoms and
molecules. The elevated level of helium gas reduces the storage time of Ar13+ by
several orders of magnitude to just a few milliseconds, as could be shown in the
master thesis by K. König [38]. With such short storage times it was not possible to
realize the cooling of the HCI or the intended spectroscopic experiments.
For this reason, it is planned to continue the experiments with a new magnet sys-
tem. Commissioning is scheduled for 2018 and the system is expected to be opera-
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Figure 6.1: Vapor pressure of ferrocene Fe(C5H5)2 [164]. Graphical representation of
the molecule structure from [165].
tional in 2019. The new design differs from the old one in a few aspects: Instead of a
liquid helium container, it will feature a superconducting magnet with a warm bore
and the Penning trap and the cryo-electronic components will be cooled by a pulse
tube cryocooler. The main advantage of this design is the reduction of liquid-helium
consumption, which will reduce financial costs and allow a continuous use of the
experiment. The pulse tube cryocooler is designed to reduce the temperature of the
trap electrodes to a temperature of about 10 kelvin, so that cryo-cooling will reduce
the residual gas pressure to much less than p  10−12 mbar. This will increase the
storage time of HCI by several orders of magnitude compared to the current SpecTrap
setup.
ion species wavelength λ [nm] lifetime reference
165Ho66+ 572.8(2) - [18]
185Re74+ 456.0(3) - [9]
187Re74+ 451.7(3) - [9]
203Tl80+ 385.82(3) - [166]
205Tl80+ 382.18(4) - [166]
207Pb81+ 1019.7(2) - [20]
209Bi80+ 1554.66(33)(10) 106.8(4.2) ms [21, 73]
209Bi82+ 243.8210(26)(28) 556(14)µs [22, 73]
Table 6.1: A selection of optical transitions in high-Z HCI. All listed ions have a H-like
electronic configuration, except for 209Bi80+, which has a Li-like configuration.
First candidates for laser spectroscopy with the new magnet system are boron-like
Ar13+ with a fine structure transition at 441 nm and potassium-like Kr17+ with a tran-
sition at 637 nm. Boron-like argon allows to study QED contributions to the fine
structure transition energy and the upper-state lifetime [17, 71], whereas potassium-
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like krypton is an interesting exception from the Madelung rule with an 3d valence
electron assigned to the ground state (instead of a 4s electron as in the case of potas-
sium) [167].
A still wider range of ion candidates can be produced from metallocenes. Met-
allocene are compounds of typically two cyclopentadienyl anions (C5H
−
5 ) which are
bound to a metal center (M) in the oxidation state II, with the resulting general for-
mula (C5H5)2M. The prototype of a metallocene is ferrocene, which is stable under
air and for temperatures up to 400◦C, which makes it easy to handle [168]. Fur-
thermore, it has already at ambient temperatures a large vapor pressure (Fig. 6.1),
which allows to introduce it into an EBIT via a needle valve as easy as gaseous sub-
stances. This way the class of metallocenes allows in combination with an EBIS
the production of metal ions without the need of a metal-ion source. Several iron
charge states (Fe9+,10+,12+,13+) have laser-accessible transitions in the wavelength
range 530–1089 nm. The large variety of transitions in different iron charge states is
a good opportunity to investigate an isonuclear series or for testing the sensitivity of
the detectors designated for the transitions in high-Z highly charged ions.
Finally, once the HITRAP facility is fully operational, high-Z HCI will become avail-
able for SpecTrap and other experiments of the HITRAP collaboration. A selection of
possible HCI candidates with a ground-state hyperfine structure splitting in the opti-
cal regime is given in table 6.1, with H-like 209Bi82+ being the targeted candidate for
a first set of measurements. The laser system for the hyperfine structure transition of
H-like 209Bi82+ with a wavelength of λ = 244 nm has already been developed and is
described in [157] and [158].
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B-like, 2P1/2→ 2P3/2 ([159], p. 153)
Si9+ P10+ S11+ Cl12+ Ar13+ K14+ Ca15+
λ [nm] 1431.02 1030.82 761.28 574.34 441.39 344.74 273.13
C-like, 3P0→ 3P1 ([159], p. 55)
P9+ S10+ Cl11+ Ar12+ K13+ Ca14+ Sc15+
λ [nm] 2706.36 1913.51 1379.69 1011.94 755.29 571.69 417.89
O-like, 2P2→ 3P1 ([159], p. 159)
S8+ Cl9+ Ar10+ K11+ Ca12+ Sc13+
λ [nm] 1252.03 921.74 691.75 527.87 408.83 320.82
F-like, 2P3/2→ 2P1/2 ([159], p. 160)
P6+ S7+ Cl8+ Ar9+ Kr10+ Ca11+
λ [nm] 1376.63 992.03 735.79 553.81 425.86 333.02
Al-like, 2P1/2→ 2P3/2 [160]
Ti9+ V10+ Cr11+ Mn12+ Fe13+ Co14+ Ni15+ Cu16+
λ [nm] 1314.07 1026.63 813.79 653.46 530.82 435.7 360.99 301.64
Si-like, 3P0→ 3P1 ([161], p. 74–75)
Fe12+ Co13+ Ni14+ Cu15+ Zn16+
λ [nm] 1088.7 440.3
S-like, 3P1→ 3P2 ([162], p. 354)
Cr8+ Mn9+ Fe10+ Co11+ Ni12+ Cu13+ Zn14+
λ [nm] 1278.6 998.1 789.4 632.1 511.7 418.2 344.9
Cl-like, 2P03/2→ 2P01/2 ([163], p. 368)
Cr7+ Mn8+ Fe9+ Co10+ Ni11+ Cu12+ Zn13+
λ [nm] 1076 841.3 688.1 538 438.5 361.3 300.5
Table 6.2: Ground-state fine structure transitions of medium-Z HCI in the laser-
accessible regime.
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A.1 QED contributions to atomic quantities
contributions free electron g factor
Dirac value 1
(α/pi) 1.161409 7354 · 10−3 ± 8 · 10−12
(α/pi)2 −1.772305 070 · 10−6 ± 2 · 10−14
(α/pi)2-muon 2.80424 · 10−12 ± 4 · 10−20
(α/pi)3 1.48042 · 10−8 ± 2 · 10−16
(α/pi)4 −5.03131 · 10−11 ± 1 · 10−18
exp. uncertainty 2.8 · 10−13
Table A.1: QED contributions to g/2 for the free electron. The values have been cal-
culated with the expansion coefficients given in [169] and α−1 = 137.035 99878(91)
[170], which was determined independent of the electron g factor. All theoretical
uncertainties are due to the uncertainty in α.
Lamb shift contributions hydrogen [MHz] U91+ [eV]
self-energy 8396.456(1)
vacuum polarization −215.168(1)
QED first order 8181.288(2) 266.45
QED higher order 0.724(24) −1.26(33)
radiative recoil corr. −12.778(6)
non-radiative recoil corr. 2.402(1)
finite nuclear size 1.167(32)
total 8172.802(40) 464.26(50)
experimental 8172.874(60) 460.20(460)
Table A.2: Contributions to the Lamb shift in hydrogen and H-like uranium. The values
for hydrogen are dating 1995, using 0.862(12) fm as proton charge radius and are not
including recent doubts on the reliability of the proton charge radius [171]. As of 2016,
the current CODATA value for the proton charge radius is 0.8751(61). Values for U91+
taken from [12].
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A.2 Digital-trigger processing
Figure A.1: Digital-trigger processing for ion capture.
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A.3 Parameters of the HITRAP and SpecTrap beamline
HITRAP beamline SpecTrap beamline
position [mm] position [mm]
EBIS 0 Mg+ source 0
FC EBIS 620 electrostatic bender 700
DK21 2620 DT2 (center) 2348
DK22 4830 NID / capture electrode center 2504
DK23 7380 trap center 2548
DK24 10720 SpecTrap MCP 3402
DT1 13740
DK25 14210
Table A.3: Positions of beamline elements of the (horizontal) HITRAP low-energy
beamline and the (vertical) SpecTrap beamline.
cathode −800 V
filament 12.5 V / 1.9 A
electron emission 20 mA
back capture electrode 4117 V
front capture electrode Uhi (Ulo) 4070 V (3200 V)
extractor −1800 V
breeding time 170 ms
Table A.4: EBIS settings for production of Ar13+.
up down left right
segmented einzel lens 1120 V 1158 V 1139 V 1195 V
Table A.5: Voltages of the segmented einzel lens after the EBIS for ion transport with
an energy per charge of 4 keV.
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bender + bender - kicker + kicker -
dipole kicker-bender 435 V 490 V 320 V 200 V
Table A.6: Voltages of the dipole kicker-bender between DK3 and DK4 for ion trans-
port with an energy per charge 4 keV.
front electrodes back electrodes ∆ back electrodes
horizontal vertical horizontal vertical horizontal vertical
TR6QD5 140 V 110 V 180 V 120 V -25 V -20 V
TR7DQ1 82 V 82 V 87 V 92 V 0 V 0 V
TR7QD2 60 V 60 V 20 V 20 V 0 V 20 V
TR7QD3 190 V 220 V 190 V 210 V -55 V 50 V
TR7QD4 280 V 280 V 280 V 280 V -30 V 20 V
TR7QD5 240 V 240 V 240 V 240 V -10 V 30 V
TR7QD6 202 V 204 V 202 V 190 V -10 V 0 V
TR7QD7 0 V 0 V 0 V 0 V 0 V 0 V
TR7QD8 185 V 185 V 185 V 185 V 35 V -10 V
TR7QD9 30 V 30 V 40 V 50 V -30 V 18 V
Table A.7: Settings of the quadrupole doublets of the low-energy beamline. The
values of the ISEG control software are given. The actual voltages may vary by an
individual offset of the power supplies.
Figure A.2: Approximation of the electron-impact cross section. The electron kinetic
energy is scaled by the ionization potential [173]. The ionization potentials for Mg
and for typical residual gas molecules like H2, N2 and H2O are Ipot = 7.65 eV, 15.43 eV,
15.58 eV and 12.62 eV, respectively [175].
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τbreed [ms] IMPS [A] TOFDT1 [µs]
Ar3+ 10 22.15 58.9
Ar4+ 13 18.93 50.6
Ar5+ 14 16.83 45.3
Ar6+ 16 15.28 41.25
Ar7+ 18 14.10 38.25
Ar8+ 25 13.15 35.7
Ar9+ 40 12.32 33.7
Ar10+ 60 11.65 32.0
Ar11+ 80 11.08 30.4
Ar12+ 155 10.58 29.1
Ar13+ 170 10.15 28.0
Ar14+ 230 9.70 26.9
Ar15+ 550 9.37 25.9
Ar16+ 800 9.05 25.2
Table A.8: The breeding time τbreed in the EBIS and the current IMPS at the MPS for
production and transport of Arn+ ions. The parameter TOFDT1 denotes the times of
flight from the EBIS to the drift tube 1 with a kinetic energy of 4 keV per charge.
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coefficient C in C
i
1 C
i
2 C
i
4 C
i
6
electrode i
upper endcap 0.2542 0.1404 -0.0265 -0.0019
upper correction 0.0908 -0.0047 -0.0251 0.0150
capture electrode 0.00095 0.0007 0.00015 0.00001
ring electrode 0 -0.2729 0.1029 -0.0261
zg=0.70 mm, z0=6.3 mm, d = 6.924 mm
tuning ratio r = −Cup.end4 /Cup.cor4 = −1.05197
coefficient C in C
i
1 C
i
2 C
i
4 C
i
6
electrode i
upper endcap 0.2515 0.1429 -0.0259 -0.0027
upper correction 0.0961 -0.0029 -0.0281 0.0164
capture electrode 0.00091 0.0007 0.00015 0.00001
ring electrode 0 -0.2801 0.1084 -0.0283
zg=0.80 mm, z0=6.5 mm, d = 7.015 mm
tuning ratio r = −Cup.end4 /Cup.cor4 = −0.919148
coefficient C in C
i
1 C
i
2 C
i
4 C
i
6
electrode i
upper endcap 0.2501 0.1441 -0.0256 -0.0030
upper correction 0.0988 -0.0019 -0.0296 0.0171
capture electrode 0.00089 0.00071 0.00015 0.000013
ring electrode 0 -0.2837 0.1112 -0.0293
zg=0.85 mm, z0=6.6 mm, d = 7.062 mm
tuning ratio r = −Cup.end4 /Cup.cor4 = −0.8596
coefficient C in C
i
1 C
i
2 C
i
4 C
i
6
electrode i
upper endcap 0.2487 0.1453 -0.0253 -0.0035
upper correction 0.1015 -0.0009 -0.0312 0.0178
capture electrode 0.00087 0.0007 0.00015 0.000013
ring electrode 0 -0.2874 0.1142 -0.0306
zg=0.90 mm, z0=6.7 mm, d = 7.109 mm
tuning ratio r = −Cup.end4 /Cup.cor4 = −0.8041
Table A.9: The expansion coefficients C in of individual electrodes i and the tuning
ratio r for different gap widths zg . For each value of zg , the values of the center-
endcap distance z0 and the characteristic distance d (as defined in Eq. (2.5)) are given.
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νz = 536.5 kHz νz = 1138.9 kHz
1H+ 10.0 V 45.0 V
4He2+ 20.0 V 89.9 V
209Bi82+ 25.4 V 114.6 V
4He+ 39.9 V 179.9 V
40Ar4+ 99.8 V 449.7 V
40Ar3+ 133.0 V 599.6 V
40Ar2+ 199.6 V 899.3 V
24Mg+ 239.5 V 1079.2 V
25Mg+ 249.5 V 1124.2 V
26Mg+ 259.5 V 1169.2 V
40Ar+ 399.1 V 1798.7 V
Table A.10: Endcap voltages for the resonant circuit detection of various ions. The
values were calculated for an ion at the trap center r = 0 with zero kinetic energy
and a trap potential with the correction electrodes set to Ucor = −1.1Uend. The
coefficients C in as given in table 2.3 have been used.
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A.4 Laser system, optical detection and atomic transitions
level m j g j ∆E/(h·B) [GHz/T]
2S1/2 -1/2 2.0023 -14.0123
2S1/2 +1/2 2.0023 14.0123
2P3/2 -3/2 1+1.0023/3 -28.0085
2P3/2 -1/2 1+1.0023/3 -9.3362
2P3/2 +1/2 1+1.0023/3 9.3362
2P3/2 +3/2 1+1.0023/3 28.0085
Table A.11: Zeeman shift for the 2S1/2 → 2P3/2 transition in 24Mg+ according to
∆E = g jm j µB B, where g j is the Landé factor, µB = −2pi · 13.9962ħhGHz/T the Bohr
magneton, and B the magnetic field ([64], p. 239).
fundamental (IR) output power P= 2.0 W
wavelength λ= 1118.5408 nm
frequency ν= 2.680 210 · 1014Hz
linewidth ∆ν < 100 kHz
thermal tuning range 450 pm (25–45 ◦C)
piezo tuning range 19 pm (0–200 V)
piezo tuning range 4.6 GHz (0–200 V)
second harmonic (green) output power 400 mW
wavelength 560 nm
fourth harmonic (UV) output power max. 20 mW (typ. 4 mW)
wavelength 280 nm
beam profile at the trap center I(ρ) = I0e
−2ρ2/w20, with w0 = 1± 0.1 mm
mean (peak) intensity for P=4 mW 1.27 (2.55)mW mm−2
saturation intensity I0 of Mg
+ 2.4 mW mm−2
Table A.12: Specifications of the laser system for Mg+ laser cooling. Additional infor-
mation can be found in [61].
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element transmission
lens at the ring electrode 0.92·0.95
LHe dewar window 0.92·0.95
vaccuum viewport 0.92·0.95
lens before detector/camera 0.92·0.95
cumulated transmission 0.924 · 0.954 = 0.58
detector: diode front facet 0.96
CCD camera: window before chip & filter 0.92·0.95·0.55=0.48
total transmission: detector (CCD) 0.56 (0.28)
solid angle 7.34 · 10−3
QE at 280 nm for detector (CCD) 0.18 (0.05 to 0.35)
total detection efficiency ξdet (ξCCD) 7 · 10−4 (1 · 10−4 to 7 · 10−4)
Table A.13: The detection efficiency of the SpecTrap imaging system for Mg+ fluores-
cence at 280 nm. Transmission losses are accounted with 4% per boundary, the UV
absorption with 5% for each optical element.
Figure A.3: The focal length of the lens for fluorescence imaging. Edmund Optics
#48-024, d=12mm, effective focal length=25 mm, uncoated fused silica.
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A.5 Emission characteristic of an oscillating dipole
In the framework of classical electrodynamics, the radiative power dissipation P of a
charge oscillation along the z-axis of a spherical coordinate system is given by [70]
P =
∮
〈S〉 · dA=
∮
q2d2ω4 sin2 θ
32pi2ε0c3r2
· dA= q2d2ω4
48pi2ε0c3r2
· 4pir2, (A.1)
where 〈S〉 denotes the temporal expectation value of the Poynting vector S. Looking
at equation A.1, one finds that in the direction θ with the maximum intensity the
Poynting vector is 1.5 times larger than the 4pi-average.
A.6 The lineshape of atomic transitions
Natural linewidth
The line profile of a single atom or ion at rest can be characterized by merely two
constants: the transition frequency ω0 and the natural linewidth Γ . The normalized
line shape is then given by the Fourier transform of a damped oscillation, which is a
Lorentz curve (p. 43 in [174]):
I(ω)
I(ω0)
= g(ω) =
Γ/2pi
(ω−ω0)2 + (Γ/2)2 , with
∫ ∞
0
g(ω) = 1. (A.2)
The natural linewidth Γ is the full width at half maximum (FWHM) of the Lorentz
curve defined by equation A.2.
Saturation broadening
The scattering rate Γsc is given by the product of the excited state population ρe and
the natural linewidth Γ (Eq. 2.25 in [68]):
Γsc = Γ ·ρe. (A.3)
In literature, the natural linewidth Γ is also denoted as the transition rate A. Both
quantities can be used to express the upper state lifetime τ= 1/Γ = 1/A.
In the case of a laser fluorescence experiment, all but the optical excitation mech-
anisms (as e.g. thermal excitation) can be neglected. Hence, the upper state popula-
tion ρe is solely defined by the parameters of the irradiating laser light (Eq. 2.24–2.26
in [68]):
ρe =
s
2(1+ s)
=
s0/2
1+ s0 + (2∆/Γ )2
, (A.4)
with s =
s0
1+ (2∆/Γ )2
, (A.5)
and with s0 =I/I0 = I · 3λ
3
0
pihcΓ
. (A.6)
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Here, s denotes the detuning dependent saturation parameter, ∆ ≡ω−ω0 the laser
detuning, s0 the on-resonance saturation, I the laser intensity, and λ0 the transition
wavelength. Equation A.6 defines the saturation intensity I0, which is a function of
the characteristics of the transition only.
Inserting equation (A.4), (A.5) into (A.3) one receives the total scattering rate Γsc
in terms of the laser intensity and detuning (Eq. 2.26 in [68]):
Γsc = Γ ·ρe = Γ · s0/21+ s0 + (2∆/Γ )2 . (A.7)
The maximum possible scattering rate is achieved in the limit of high intensities when
s0  1 and the scattering rate Γsc saturates to Γ/2. When I = I0, the on-resonance
saturation becomes s0 = 1 and the on-resonance scattering rate thus is Γ/4.
Equation A.7 can be rewritten to
Γsc =

s0
1+ s0

Γ/2
1+ (2∆/Γ ′)2

, (A.8)
where Γ ′ = Γ
p
1+ s0. (A.9)
Comparison with equation A.2 shows that under the influence of laser irradiation
the lineprofile has again a Lorentzian lineshape with the power-broadened FWHM
Γ ′. This broadening of an atomic resonance under influence of (laser) irradiation is
consequently referred to as saturation broadening.
For Mg+ ions the natural linewidth Γ and the saturation intensity I0 of the
2S1/2→
2P3/2 transition is given by [62, 63]
Γ =
16pi3ν3
3ε0hc3
|Mik|= 2.60(1) · 108s−1 = 2pi · 41.5(2) · 106 s−1, (A.10)
τ = 1/Γ = 3.84(10)ns, (A.11)
I0 = pihc/(3λ
3
0τ) = 2.46 mW/mm
2. (A.12)
Doppler broadening
For a single ion moving with velocity vz the absorption frequencyω0 is altered by the
Doppler effect in first order to the frequency ω (p. 46 in [174]):
ω=ω0 · (1+ vz/c) . (A.13)
In (A.13) the speed of light is denoted c. For an ensemble of particles at thermal
equilibrium, the probabilities for the ion velocities are distributed according to the
Maxwellian distribution
n(vz)dvz =
N
vw
p
pi
e−(vz/vw)2 dvz, where vw =
Æ
2kBT/m. (A.14)
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Using (A.13), equation (A.14) can be rewritten to yield the number of particles
with resonance frequencies between ω and ω+ dω:
ni(ω)dω= N
c
vwω0
p
pi
exp

−

ω−ω0
ω0vw/c
2
dω. (A.15)
In Eq. (A.14, A.15), vw = (2kBT/m)1/2 denotes the velocity with highest probability,
N the total number of particles, m the ion mass, T the temperature and kB the Boltz-
mann constant. For typical temperatures of T ≥ 300 K the line profile is dominated
by Doppler broadening and is then given by a Gaussian distribution
I(ω) = I(ω0)exp

−

ω−ω0
ω0vw/c
2
, (A.16)
with standard deviation σD =ω0vw/(
p
2c) and FWHM δωD = σD · 2p2 ln 2:
δωD = 2
p
ln 2ω0vw/c =
ω0
c
√√8kBT ln 2
m
. (A.17)
However, for laser cooled ions with temperatures in the millikelvin regime, the
Doppler width is typically smaller than or comparable to the natural linewidth. In
this case, the line shape is not of purely Gaussian shape but exhibits a Voigt pro-
file, which is the convolution of the Lorentzian line shape given by Eq. (A.2) with a
normal distribution as defined in Eq. (A.16):
I(ω) = C
∫ ∞
0
exp
 −c2(ω−ω′)2/(ω′2v 2w)
(ω−ω′)2 + (Γ/2)2 , where C = Γ I0Nc/(2pi
3/2ω0vw).
(A.18)
A.7 Matrix element for electric dipole transitions
The transition probabilities of the σ±- and pi-transitions of an electric dipole transi-
tion are defined by the matrix elements of the transition [176]:
〈φn|εˆ · r|φi〉=
√√√ (2li + 1)
(2ni + 1)
〈ln0|li100〉
∫ ∞
0
r3drR∗nn lnRni li (A.19)
εz〈lnmn|li1mi0〉+ −εx + εyp
2
〈lnmn|li1mi1〉+ εx + εyp
2
〈lnmn|li1mi − 1〉

(A.20)
Here, the angular momentums of the final state, the initial state and the photon are
denoted ln, li and 1. The respective z-components of the angular momentums are
denoted mn,mi,m, and 〈lnmn|li1mim〉 denotes the Clebsch-Gordan coefficient for a
transition from the initial state i to the final state n.
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