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Abstract
We investigate the structure of the spectrum of states in D = 2 SU(N) super-
symmetric Yang-Mills matrix quantum mechanics, which is a simplified model of
Matrix theory. We compute the thermal partition function of this system and give
evidence for the correctness of naively conjectured structure of the spectrum. It
also suggests that Claudson-Halpern-Samuel solution is the unique eigenfunction
of simultaneously diagonalizable hermitian operators, and we show that it is true
in N = 3 and N = 4 cases.
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1 Introduction
Matrix theory is expected to be a correct description of M-theory, and is given as an U(N)
matrix quantum mechanics. The structure of the spectrum of states of this theory is compli-
cated, and we know little about it except that the spectrum is continuous with some discrete
poles.
Instead, in this paper we investigate D = 2 SU(N) supersymmetric Yang-Mills matrix
quantum mechanics, whose action is given by the dimensional reduction of D = 2 = 1 + 1
super Yang-Mills theory to 0 + 1 dimension. As a simplified model of Matrix theory, which
is from D = 10 super Yang-Mills theory, we expect that it gives some hint to the spectrum
of Matrix theory. This quantum mechanics is almost free, but Gauss law associated with the
gauge fixing procedure makes it nontrivial.
The action of D = 2 matrix quantum mechanics is given by
S =
1
g2
∫
dt tr
[1
2
DXDX + ig2θ†Dθ − g4θ†[X, θ]
]
, (1.1)
where g is the coupling constant, DX = ∂tX − i[A0, X ], and X,A0, θ are matrices in su(N)
Lie algebra. θ is also a complex Grassmann odd operator. This action is invariant under the
gauge transformation, and the following supersymmetry transformation:
δX = i(ǫ†θ + ǫθ†), δθ = −Πǫ, δA0 = g2δX. (1.2)
Quantization of this system gives the following commutation relations:
[Xa,Πb] = iδab, {θa, (θb)†} = δab, (1.3)
where Π = 1
g2
DX and a is an index of SU(N) adjoint representation. Physical states must be
gauge invariant: Ga |phys〉 = 0, where G is the generator of SU(N) :
G = i[X,Π] + {θ†, θ}. (1.4)
Hamiltonian H and supercharge Q are
H = g2tr
[1
2
Π2
]
+ (terms proportional to 1st class constraints), (1.5)
Q = −tr [Πθ]. (1.6)
On physical states H acts as free Hamiltonian h = g2tr [1
2
Π2]. However, this system is not
trivial, because of the physical condition G |phys〉 = 0. Commutation relations of H and Q
1
are usual ones, up to operators which vanish on physical states:
{Q†, Q} = 2
g2
h+ (terms proportional to 1st class constraints), (1.7)
{Q,H} = (terms proportional to 1st class constraints), (1.8)
{Q†, H} = (terms proportional to 1st class constraints). (1.9)
The fermion part of the states is constructed by acting (θa)† on a vacuum |0F 〉 satisfying
θa |0F 〉 = 0. Then the total states take the following form:
(θa1)† . . . (θan)† |0F 〉
∫ ∏
a
dXa
[∏
a
|Xa〉
]
ψ(X). (1.10)
A gauge invariant solution to Schro¨dinger equation in the sector of zero fermion number
has been found in [1, 2]: When X is diagonalized by the gauge transformation:
X = U

x1
x2
. . .
xN
U−1, (1.11)
then Claudson-Halpern-Samuel (CHS) solution, which has N continuous parameters ki, is
given by
ψ(X) =
1
M
∑
σ
sgn(σ) exp
[
i
N∑
i=1
kσ(i)xi
]
, (1.12)
where M = ∏i<j(xi − xj) and ∑σ indicates summation over all the permutations. This
expression gives a solution in the case of U(N) gauge group. To remove center of mass U(1)
part one just have to impose the condition
∑
i ki = 0. Then ψ(X) depends on only traceless
part wi ≡ xi− 1N
∑
j xj . In SU(2) case this is the only energy eigenfunction with zero fermion
number[1, 2]. In the case of higher groups there are more solutions [3, 4].
Naively we can expect that the spectrum can be constructed by acting gauge invariant
operators made of Π and θ† on states in the sector of zero fermion number[2]. Indeed in
N = 2 case it has been proven that the whole spectrum is constructed in this way on CHS
solution[1, 2]. To investigate the case of general N , in section 2 we compute the thermal
partition function of this system, and give an interpretation of the result. The form of the
partition function gives support to the naive expectation, and we give a conjecture that CHS
solution is the unique eigenfunction of simultaneously diagonalizable operators tr [Πn] (n =
2, 3, . . . , N). In section 3, we prove this conjecture in N = 3 and N = 4 cases. Section
4 contains some discussion, and Appendix contains necessary information on SU(N) group
theory.
2
2 Thermal partition function and spectrum of D = 2
matrix quantum mechanics
In this section we compute the thermal partition function of D = 2 quantum mechanics
Z = Trphys [e
−βH ], where the trace Trphys is taken over the physical states. Then from it we
will obtain insight to the structure of the spectrum of this system. First we compute Z in the
operator formalism. Z can be rewritten in terms of a trace without the condition of gauge
invariance, by inserting SU(N) group element eiλ
aGa:
Z =
∫
dλTr [e−βh+iλ
aGa ], (2.1)
where
∫
dλ indicates integral over SU(N) (See Appendix for notation about SU(N) group
theory used here and the following), and works as a projector onto the gauge invariant states.
We can set λ(ij) = 0 without loss of generality.
Since in −βh + iλaGa boson part and fermion part are decoupled, Z is decomposed into
corresponding parts ZB and ZF :
Z =
∫
dλZB(λ)ZF (λ), ZB(λ) = Tr [e
−βh+iλaGaB ], ZF (λ) = Tr [e
iλaGaF ], (2.2)
where
GaB = fbacX
bΠc, GaF = −ifbac(θb)†θc. (2.3)
ZF can be computed by using the knowledge of group theory: e
iλaGaF is just the gauge
group element for fermions:
eiλ
aGa
F (θb)
†e−iλ
aGa
F = [Ad(λ)]bc(θc)
†, (2.4)
and (θa1)† . . . (θan)† |0F 〉 forms an antisymmetric tensor product representation of adjoint rep-
resentation. Therefore ZF is given by the sum of group theory characters of those representa-
tions:
ZF (λ) =
N2−1∑
n=0
χ(Altn(adj.)) = 2
N−1
N∏
i,j=1
i 66=j
(1 + zi/zj), (2.5)
where we used (A.23). If we introduce an additional parameter q for counting fermion number
F : ZF (λ, q) ≡ Tr [qF eiλaGaF ], then similarly,
ZF (λ, q) =
N2−1∑
n=0
qnχ(Altn(adj.)) = (1 + q)
N−1
N∏
i,j=1
i 66=j
(1 + qzi/zj). (2.6)
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Next let us compute ZB(λ). By introducing eigenstates of Π: Π
a |pb〉 = pa |pb〉,
ZB(λ) =
[∏
a
∫ ∞
−∞
dpa
2π
]
〈pb| e−βheiλcGcB |pb〉
=
[∏
a
∫ ∞
−∞
dpa
2π
]
e−
βg2
2
p2
d 〈pb| eiλcGcB |pb〉 . (2.7)
Noting that eiλ
cGc
B generates gauge group elements,
〈pb| eiλcGcB |pb〉 = 〈pb|Ad(λ)bcpc〉 =
∏
b
2πδ(pb −Ad(λ)bcpc). (2.8)
Since Ad(λ)bc is diagonalized by decomposing adjoint indices into Cartan part m and ladder
operator part (ij),
〈pb| eiλcGcB |pb〉 = (2πδ(0))N−1
N∏
i,j=1
i 66=j
2πδ([1− zi/zj]p(ij))
= V N−1(2π)N(N−1)
N∏
i,j=1
i 66=j
(1− zi/zj)−1δ(p(ij)), (2.9)
where V is the volume factor V = 2πδ(p = 0). Therefore
ZB(λ) =
N−1∏
m=1
[ ∫ ∞
−∞
dpm
2π
V e−
βg2
2
p2m
] N∏
i,j=1
i 66=j
(1− zi/zj)−1
=
(
V√
2πβg2
)N−1 N∏
i,j=1
i 66=j
(1− zi/zj)−1. (2.10)
Then Z is given by
Z =
1
N !
N−1∏
i=1
∫ 1
0
dyi
N∏
i,j=1
i 66=j
(zi − zj)
×2N−1
N∏
i,j=1
i 66=j
(1 + zi/zj)
(
V√
2πβg2
)N−1 N∏
i,j=1
i 66=j
(1− zi/zj)−1
=
1
N !
(
2V√
2πβg2
)N−1 N−1∏
i=1
∫ 1
0
dyi
[
N∏
i,j=1
i 66=j
(1 + zi/zj)
]
. (2.11)
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Note that the factor
∏
i 66=j(1−zi/zj)−1 from ZB is canceled with the measure factor from
∫
dλ.
To confirm the above result from different viewpoint, we will quickly explain the path
integral calculation of Z (For similar calculation in a different context, see e.g. [5]). In this
calculation the overall normalization of Z is somewhat ambiguous, and therefore we shall not
keep track of normalization factors. In Euclidean path integral formulation Z is given by
Z =
1
Vol(SU(N))
∫
DA0DXDθDθ
†
periodicity cond.
exp
[
− 1
g2
∫ β
0
dt tr
[1
2
DXDX+ ig2θ†Dθ−g4θ†[X, θ]
]]
,
(2.12)
where A0(t) and X(t) are periodic, and θ(t) is antiperiodic up to gauge transformation, with
periodicity β. Vol(SU(N)) is the infinite volume of the redundancy from the gauge symmetry.
By the shift A0 → A0 + g2X , we can eliminate the interaction term θ†[X, θ]:
Z =
1
Vol(SU(N))
∫
DA0DXDθDθ
†
periodicity cond.
exp
[
− 1
g2
∫ β
0
dt tr
[1
2
DXDX + ig2θ†Dθ
]]
. (2.13)
A0 can be taken to be ∆ given in the following, by taking Lorentz gauge ∂tA0 = 0:
∆ =

α1
α2
. . .
αN
 ,
0 ≤ α1 ≤ α2 ≤ · · · ≤ αN−1 < 2π/β,
αN = −(α1 + α2 + · · ·+ αN−1),
αi : t-independent,
(2.14)
General A0 is in the form of gauge transformation of ∆: A0(t) = U(t)∆U
−1(t)−i∂tU(t)U−1(t),
and the path integral measure DA0 is decomposed as follows:
DA0 = DU
[ N−1∏
i=1
dαi
]
Det′[D], (2.15)
where Det′ is the functional determinant for periodic functions with the zero eigenvalues
removed. Although we will see that the Faddeev-Popov determinant Det′[D] cancels, let us
see how this is computed. By decomposing the adjoint index a into Cartan subalgebra part
m and ladder operator part (ij),
Det′[D] =
N−1∏
m=1
Det′[∂t]
N∏
i,j=1
i 66=j
Det[∂t − i(αi − αj)]. (2.16)
For periodic functions eigenvalues of ∂t are given by i
2pi
β
n (n ∈ Z) and
Det′[∂t] =
∏
n 66=0
i
2π
β
n = −iβ, (2.17)
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where we used the following zeta-function regularization:
∞∏
n=1
nα = (2π)α/2,
∞∏
n=−∞
a = 1. (2.18)
Using the above and
∏∞
n=1(1− x
2
n2
) = sinpix
pix
,
∏
i 66=j Det[∂t−i(αi−αj)] can be computed similarly,
and then
Det′[D] ∼
N∏
i,j=1
i 66=j
(zi − zj), (2.19)
where zi = e
2piiyi, and yi =
β
2pi
αi. This is the measure factor for the integration over SU(N)
group. The path integral ofDU cancels the infinite volume factor:
∫
DU = Vol(SU(N)). Since
αi appear symmetrically, the integral of αi can be done by regarding all the αi independent
from each other, and dividing by the factor 1/N !:
1
N !
N−1∏
i=1
∫ 1
0
dyi. (2.20)
After the gauge fixing X and θ can be taken as periodic and antiperiodic respectively. The
functional integral of them can be done as Gaussian integrals:∫
DX → V N−1Det′[D]−1, (2.21)∫
DθDθ† →
N−1∏
m=1
D˜et
[
∂t
] N∏
i,j=1
i 66=j
D˜et
[
∂t − i(αi − αj)
]
∼
N∏
i,j=1
i 66=j
(zi + zj), (2.22)
where D˜et is the functional determinant for antiperiodic functions, and the volume factor
V N−1 comes from the integral of the zero modes of X . Then
Z ∼ 1
N !
N−1∏
i=1
∫ 1
0
dyi Det
′[D] · V N−1Det′[D]−1
N∏
i,j=1
i 66=j
(zi + zj)
=
1
N !
V N−1
N−1∏
i=1
∫ 1
0
dyi
[
N∏
i,j=1
i 66=j
(zi + zj)
]
. (2.23)
Thus we can reproduce the result of operator formalism calculation, with the similar cancel-
lation of the measure factor.
To interpret the form of Z and read off information on the spectrum, let us consider mass
deformation of this quantum mechanics given by the following action:
S =
1
g2
∫
dt tr
[1
2
DXDX − 1
2
g4M2X2 + ig2θ†Dθ − g4Mθ†θ − g4θ†[X, θ]
]
. (2.24)
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The supersymmetry transformation is also deformed:
δX = i(ǫ†θ + ǫθ†), δθ = (iMX − Π) ǫ, δA0 = g2δX. (2.25)
Hamiltonian and supercharge are
H = g2tr
[1
2
Π2 +
1
2
M2X2 +Mθ†θ
]
+(terms proportional to 1st class constraints), (2.26)
Q = −tr [(Π + iMX)θ]. (2.27)
These satisfy the same commutation relations as those in the undeformed case. Again H acts
as free Hamiltonian h = g2tr
[
1
2
Π2 + 1
2
M2X2 +Mθ†θ
]
on the physical states. This system is
easier than the undeformed case: Introducing annihilation operators Aa =
1√
2M
Πa− i
√
M
2
Xa,
h is rewritten as
h = Mg2(A†aAa + θ
†
aθa). (2.28)
Therefore this system is equivalent to a supersymmetric harmonic oscillator system, with the
physical condition G |phys〉 = 0. The spectrum of states is constructed by acting A†a and θ†a
on the vacuum |0〉 defined by Aa |0〉 = 0 and θa |0〉 = 0. For states in the following form:
A†a1 . . . A
†
anθ
†
b1
. . . θ†bm |0〉 , (2.29)
indices a1, . . . , an can be symmetrized and b1, . . . , bm antisymmetrized, and gauge invariant
combinations of indices give physical states. The number of such gauge invariant states can
be computed by ∫
dSU(N)χ(Symn(adj.))χ(Altm(adj.)). (2.30)
Therefore the partition function of this system ZM = Trphys[e
−βH ] can be computed by noting
that the factor e−βH gives q = e−βg
2M for each A†a and θ
†
a on |0〉:
ZM =
∫
dSU(N)
∞∑
n=0
qnχ(Symn(adj.))
∞∑
n=0
qnχ(Altn(adj.))
=
1
N !
∫ N−1∏
i=1
dyi
[ N∏
i,j=1
i 66=j
(1− zi/zj)
](1 + q
1− q
)N−1 N∏
i,j=1
i 66=j
1 + qzi/zj
1− qzi/zj , (2.31)
where we used (A.22) and (A.23). For some analysis of this expression see [6].
If we take massless limit q → 1, we obtain almost the same expression of the partition
function as that in the undeformed case: the factor
∏
i 66=j(1− zi/zj) is canceled, and the factor
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(1−q)1−N corresponds to the infinite volume factor V N−1. Keeping this in mind, let us return
to the structure of the spectrum in the undeformed case and try to understand the structure
of Z more. If we have an energy eigenstate |E〉 with zero fermion number, we obtain new
energy eigenstates by acting gauge invariant operators made of Π and θ† on |E〉, because those
operators commute with the Hamiltonian[2]. Those operators can be expressed as products
of single trace operators such as tr [Πn], tr [Πnθ†], or tr [Πnθ†Πmθ†]. Note that at this stage we
do not know if there are states which cannot be constructed in this way from a solution with
zero fermion number.
We can see a correspondence of states between mass deformed and undeformed systems:
A†a1 . . . A
†
anθ
†
b1
. . . θ†bm |0〉 ←→ Πa1 . . .Πanθ†b1 . . . θ†bm |E〉 . (2.32)
Therefore number of these states in the undeformed case can be counted by setting q = 1
in (2.31). However, due to the factor (1 − q)−1 we cannot take the limit q → 1. This is
not surprising, because there are infinitely many gauge invariant operators made of Π. This
problem can be avoided as follows: Since tr [Π3], tr [Π4], . . . , and tr [ΠN ] are hermitian and
commute with each other, h and G, these are simultaneously diagonalizable. (Note that in
SU(N) case tr [Πn] with n > N can be expressed by products of those with lower n.) Therefore
we consider an eigenstate |p2, p3, . . . , pN〉 defined by
tr [Πn] |p2, p3, . . . , pN〉 = pn |p2, p3, . . . , pN〉 , Ga |p2, p3, . . . , pN〉 = 0. (2.33)
Since tr [Πn] do not produce new states when they act on |p2, p3, . . . , pN〉, we want to remove
products of tr [Πn] from the list of the gauge invariant operators. The list of those operators
can be given by expanding the following expression:
[1 + q2tr [Π2] + (q2tr [Π2])2 + (q2tr [Π2])3 + . . . ]
×[1 + q3tr [Π3] + (q3tr [Π3])2 + (q3tr [Π3])3 + . . . ]
. . .
×[1 + qNtr [ΠN ] + (qNtr [ΠN ])2 + (qNtr [ΠN ])3 + . . . ]
=
N∏
n=2
∞∑
m=0
(qntr [Πn])m, (2.34)
where q is introduced to count the number of Π. If one just want to count the number of these
gauge invariant operators, tr [Πn] in the above expression can be replaced by 1:
N∏
n=2
∞∑
m=0
(qn)m =
N∏
n=2
(1− qn)−1 = (1− q)1−N
N∏
n=2
(1 + q + q2 + · · ·+ qn−1)−1. (2.35)
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The coefficient of qn in the expansion of this expression gives the number of the operators
made of n Πs.
Therefore the number of gauge invariant operators which act nontrivially on |p2, p3, . . . , pN〉
can be counted by[ ∫
dSU(N)
∞∑
n=0
qnχ(Symn(adj.))
∞∑
n=0
qnχ(Altn(adj.))
]/
(1− q)1−N
N∏
n=2
(1 + q + q2 + · · ·+ qn−1)−1
=
1
N !
∫ 1
0
N−1∏
i=1
dyi
[ N∏
i,j=1
i 66=j
(1− zi/zj)
]
(1 + q)N−1
N∏
n=2
(1 + q + q2 + · · ·+ qn−1)
×
N∏
i,j=1
i 66=j
1 + qzi/zj
1− qzi/zj . (2.36)
We can safely take the limit q → 1 in this expression:∫ 1
0
N−1∏
i=1
dyi 2
N−1
N∏
i,j=1
i 66=j
(1 + zi/zj). (2.37)
Note that this expression is very close to Z. (2.37) times the contribution from integrals of pa-
rameters p2, p3, . . . , pN gives the contribution to the partition function from states constructed
by acting the gauge invariant operators on |p2, p3, . . . , pN〉. At this stage we do not know how
many independent solutions with the same eigenvalues of tr [Πn] exist in the sector of zero
fermion number.
CHS solution gives a hint to the contribution from integrals of parameters p2, p3, . . . , pN .
It has N − 1 continuous parameters k1, k2, . . . , kN−1 corresponding to free particle momenta,
and these appear symmetrically in the solution. Therefore the contribution to the partition
function is computed by regarding ki independent, with the factor 1/N !:
1
N !
[∫
dk
2π
〈k| e− 12βg2k2 |k〉
]N−1
=
1
N !
[
V
∫
dk
2π
e−
1
2
βg2k2
]N−1
=
1
N !
[
V√
2πβg2
]N−1
. (2.38)
This times (2.37) gives exactly the same expression as Z:
1
N !
[
2V√
2πβg2
]N−1 ∫ 1
0
N−1∏
i=1
dyi
[ N∏
i,j=1
i 66=j
(1 + zi/zj)
]
. (2.39)
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Thus we have given evidence for the following naively conjectured structure of the spectrum
of states:
The whole spectrum of D = 2 matrix quantum mechanics is constructed by
acting gauge invariant operators made of Π and at least one θ† on eigenstates of
tr [Πn] (n = 2, 3, . . . , N) in the sector of zero fermion number.
and if the normalization of Z inferred from CHS solution is correct, the following conjecture
follows:
In the sector of zero fermion number, CHS solution is the unique eigenfunction
of tr [Π2], tr [Π3], . . . and tr [ΠN ] for fixed eigenvalues.
Although we do not have proofs of this conjecture for general N , for N = 2 case this has been
shown to be correct[1, 2]. In the next section we shall give proofs for N = 3 and N = 4 cases.
3 Analysis of eigenfunctions of tr [Πn] in lower N cases
In this section we give proofs of the conjecture in the previous section for N = 3 and N = 4
cases i.e. we show that CHS solutions for any N are eigenfunctions of tr [Π3] and tr [Π4],
and they are the unique eigenfunctions of those operators with zero fermion number for fixed
eigenvalues in N = 3 and N = 4 cases.
First we show that CHS solutions are eigenfunctions of tr [Π3] and tr [Π4]. Since the
expression (1.12) is regarded as the restriction of the gauge invariant solution to diagonal X ,
we have to know how Π acts on such restricted functions. Note that on any function f(X),
Π(ij) can be replaced by G(ij) if X is set Y ≡ diag(x1, . . . , xN)[7].
Π(ij)f(X)
∣∣∣
X=Y
=
i
xi − xjG(ij)f(X)
∣∣∣
X=Y
, (3.1)
where Πa is regarded as −i ∂∂Xa . Therefore, action of two or more Π(ij)s on a gauge invariant
function can be reduced to that of less Π(ij)s by replacing the first Π(ij) by G(ij), and moving
it rightward using the following commutation relation until it annihilates the function:
[G(ij),Π(kl)] = iδilδjk(∂i − ∂j) + δilΠ(jk) − δjkΠ(il), (3.2)
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where ∂i =
∂
∂xi
and Π(ii) = 0. These can be shown from (A.3) and wi = (ν
i)mXm. Πm is also
replaced by ∂i with the following relation:
(νi)mΠm = −i(νi)m ∂
∂Xm
= −i
∑
j
(νi · νj)∂j = −i(∂i − P ), (3.3)
where P is the center of mass momentum operator P = 1
N
∑N
i=1 ∂i, and summation over m
is understood. Since we set the eigenvalue of P zero and P commutes with any operator
dependent only on ∂i and the differences xi − xj , we ignore terms proportional to P in the
following.
Thus we can reduce action of Πs on gauge invariant functions to ∂i. Therefore we obtain
tr [Π2]f(X)
∣∣∣
X=Y
=
[
N∑
i=1
(νi)m1(ν
i)m2Πm1Πm2 +
N∑′
i,j=1
Π(ij)Π(ji)
]
f(X)
∣∣∣
X=Y
= −
[
N∑
i=1
∂i∂i +
N∑′
i,j=1
2
xi − xj ∂i
]
f(X)
∣∣∣
X=Y
, (3.4)
tr [Π3]f(X)
∣∣∣
X=Y
=
[
N∑
i=1
(νi)m1(ν
i)m2(ν
i)m3Πm1Πm2Πm3
+3
N∑′
i,j=1
(νi)mΠmΠ(ji)Π(ij) +
N∑′
i,j,k=1
Π(ji)Π(kj)Π(ik)
]
f(X)
∣∣∣
X=Y
= i
[
N∑
i=1
(∂i)
3 + 3
N∑′
i,j=1
3
xi − xj (∂i)
2
+3
N∑′
i,j,k=1
1
xj − xi
1
xk − xi∂i
]
f(X)
∣∣∣
X=Y
, (3.5)
tr [Π4]f(X)
∣∣∣
X=Y
=
[
N∑
i=1
(νi)m1(ν
i)m2(ν
i)m3(ν
i)m4Πm1Πm2Πm3Πm4
+4
N∑′
i,j=1
(νj)m1(ν
j)m2Πm1Πm2Π(ji)Π(ij)
+2
N∑′
i,j=1
(νj)m1(ν
i)m2Πm1Πm2Π(ji)Π(ij)
+4
N∑′
i,j,k=1
(νj)mΠmΠ(ji)Π(kj)Π(ik)
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+N∑′
i,j=1
Π(ji)Π(ij)Π(ji)Π(ij) + 2
N∑′
i,j,k=1
Π(ji)Π(ij)Π(kj)Π(jk)
+
N∑′
i,j,k,l=1
Π(ji)Π(kj)Π(lk)Π(il)
]
f(X)
∣∣∣
X=Y
=
[
N∑
i=1
(∂i)
4 +
N∑′
i,j=1
4
xi − xj (∂i)
3
+6
N∑′
i,j,k=1
1
xj − xi
1
xk − xi (∂i)
2
−4
N∑′
i,j,k,l=1
1
xj − xi
1
xk − xi
1
xl − xj ∂i
]
f(X)
∣∣∣
X=Y
, (3.6)
where
∑′ indicates summations with the condition that the dummy indices take different
values from each other. CHS solutions have the prefactor M. This can be moved leftward
using
∂i
1
M =
1
M
(
∂i +
N∑
j=1
j 66=i
1
xj − xi
)
, (3.7)
and with the following identities:
0 =
N∑′
i,j,k=1
1
(xj − xi)(xk − xi) ,
0 =
N∑′
i,j,k,l=1
1
(xj − xi)(xk − xi)(xl − xi) ,
0 =
N∑′
i,j,k,l,p=1
1
(xj − xi)(xk − xi)(xl − xi)(xp − xi) , (3.8)
we can show
tr [Π2]
1
Mf(X)
∣∣∣
X=Y
= − 1M
N∑
i=1
(∂i)
2f(X)
∣∣∣
X=Y
, (3.9)
tr [Π3]
1
Mf(X)
∣∣∣
X=Y
=
i
M
N∑
i=1
(∂i)
3f(X)
∣∣∣
X=Y
, (3.10)
tr [Π4]
1
Mf(X)
∣∣∣
X=Y
=
1
M
N∑
i=1
(∂i)
4f(X)
∣∣∣
X=Y
. (3.11)
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Obviously
∑
σ sgn(σ) exp
[
i
∑N
i=1 kσ(i)xi
]
are eigenfunctions of
∑N
i=1(∂i)
3 and
∑N
i=1(∂i)
4, and
therefore the above equations mean that CHS solutions are eigenfunctions of (Π3) and (Π4).
Next, using the method in [3], we shall show that eigenfunctions of tr [Πn] with zero fermion
number for fixed eigenvalues are unique in N = 3 and N = 4 cases. Gauge invariant states in
the sector of zero fermion number are in the following form:
ψ(X) =
∞∑
n2,n3,...,nN=0
an2,n3,...,nN (X
2)n2(X3)n3 . . . (XN)nN , (3.12)
where (A) = tr [A]. The following expression in (Πn)ψ,
(Πn)[(X2)n2(X3)n3 . . . (XN)nN ] (3.13)
can be rewritten as a sum of terms in the form of (X2)m2(X3)m3 . . . (XN)mN . Therefore
eigenvalue equations (Πn)ψ = pnψ give recurrence relations for determining an2,n3,...,nN . If
these relations determine them uniquely up to the overall scaling, the eigenfunction must be
unique.
For N = 2, the recurrence relation contains an and an+1, which determines an completely
in terms of a0 [3].
For N = 3, case, by explicit calculation using (A.8), (A.9) and the following equations:
[(Π2), (X2)n] = 2n(3− 2n−N2)(X2)n−1 − 4ni(X2)n−1(XΠ), (3.14)
[(Π2), (X3)n] = 9n(n− 1)
{
1
N
(X2)2 − (X4)
}
(X3)n−2 − 6ni(X3)n−1(X2Π), (3.15)
[(XΠ), (X3)n] = −3ni(X3)n, (3.16)
[(Π3), (X2)n] = 8in(n− 1)(n− 2)(X3)(X2)n−3
−6ni(X2)n−1(XΠ2)− 12n(n− 1)(X2)n−2(X2Π), (3.17)
[(Π3), (X3)n] = i
{
3n
(
4
N
− 5N +N3
)
− 27n(n− 1)
(
4
N
−N
)}
(X3)n−1
+27in(n− 1)(n− 2)
{
2
N2
(X2)3 − 3
N
(X2)(X4) + (X6)
}
(X3)n−3
−9ni(X3)n−1(X2Π2) + 9n
N
i(X2)(X3)n−1(Π2)
+9n
(
4
N
−N
)
(X3)n−1(XΠ)− 27n(n− 1)(X3)n−2(X4Π)
+
54
N
n(n− 1)(X2)(X3)n−2(X2Π), (3.18)
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[(XΠ2), (X3)n] =
{
3n
(
4
N
−N
)
+
18
N
n(n− 1)
}
(X2)(X3)n−1 − 9n(n− 1)(X5)(X3)n−2
−6ni(X3)n−1(X3Π) + 6n
N
i(X2)(X3)n−1(XΠ), (3.19)
[(X2Π), (X3)n] = −3ni(X4)(X3)n−1 + 3n
N
i(X2)2(X3)n−1, (3.20)
and the following equations which hold in N = 3 case,
(X4) =
1
2
(X2)2, (X5) =
5
6
(X2)(X3), (X6) =
1
4
(X2)3 +
1
3
(X3)2, (3.21)
we obtain two recurrence relations, respectively from (Π2)ψ = p2ψ and (Π
3)ψ = p3ψ:
p2an,m = −4(n + 1)(n+ 3m+ 4)an+1,m − 3
2
(m+ 1)(m+ 2)an−2,m+2, (3.22)
−ip3an,m = (m+ 1){30n+ 9nm+ 6n(n− 1) + 9m(m+ 4) + 40}an,m+1
−3
4
(m+ 1)(m+ 2)(m+ 3)an−3,m+3
+8(n+ 1)(n+ 2)(n+ 3)an+3,m−1, (3.23)
where n,m ≥ 0 and terms proportional to an′,m′ with negative n′ or m′ must be omitted. From
(3.22) for n = 0 and 1,
a1,m = − p2
4(3m+ 4)
a0,m, a2,m = − p2
8(3m+ 5)
a1,m =
(p2)
2
32(3m+ 4)(3m+ 5)
a0,m, (3.24)
which means that a1,m and a2,m are determined by a0,m. Furthermore by the following relation
from (3.22) for n ≥ 3:
an,m = − 1
4n(n+ 3m+ 3)
{
p2an−1,m +
3
2
(m+ 1)(m+ 2)an−3,m+2
}
, (3.25)
an,m with n ≥ 3 can also be determined recursively from a0,m. Therefore there are infinitely
many solutions to (Π2)ψ = p2ψ and are determined by giving a0,m as an initial condition.
Next we shall analyze (3.23). For n = 0 and m ≥ 1,
− ip3a0,m = (m+ 1){9m(m+ 4) + 40}a0,m+1 + 48a3,m−1. (3.26)
Eliminating a3,m−1 in this equation by using (3.25),
−ip3a0,m = (m+1){9m(m+4)+40}a0,m+1− 4
3m+ 3
{
p2a2,m−1 +
3
2
m(m+ 1)a0,m+1
}
, (3.27)
and eliminating a2,m−1 again in this equation by using (3.24),
0 =
[
(m+ 1){9m(m+ 4) + 40} − 2m]a0,m+1 + ip3a0,m − (p2)3
8(3m+ 1)(3m+ 2)(3m+ 3)
a0,m−1.
(3.28)
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This means that a0,m with m ≥ 2 are determined from a0,0 and a0,1. Again from (3.23) for
m = 0 and n = 0, 1, 2,
a0,1 = −ip3
40
a0,0, a1,1 = −ip3
70
a1,0, a2,1 = − ip3
112
a2,0. (3.29)
The first equation of the above means that the entire solution is determined by a0,0 and shows
that the solution for fixed p2 and p3 is unique. The second and third ones are consistent with
(3.24). Since it seems difficult to give simple expression of the solution to (3.28), we only show
some of an,m:
a0,2 =
p32 − 24p23
161280
a0,0, a0,3 = −ip3(p
3
2 − 12p23)
35481600
a0,0, a0,4 =
p62 − 72p32p23 + 576p43
1549836288000
a0,0, . . .
(3.30)
This solution must coincide with CHS solution. Indeed by straightforward calculation we have
checked that lower terms in the expansion of CHS solution reproduce the above an,m.
Thus we see that for N = 3 our conjecture given in the previous section is correct. Next we
shall analyze N = 4 case. By the calculation similar to N = 3 case we obtain three recurrence
relations:
p2an,m,l = 2(l + 1)(l + 2)an−3,m,l+2 +
9
4
(m+ 1)(m+ 2)an−2,m+2,l
−(l + 1)(14m+ 121 + 29)an−1,m,l+1 − 4
3
(l + 1)(l + 2)an,m−2,l+2
−9(m+ 1)(m+ 2)an,m+2,l−1 − 2(n+ 1)(15 + 2n + 6m+ 8l))an+1,m,l, (3.31)
−ip3an,m,l = 8(n+ 1)(n+ 2)(n+ 3)an+3,m−1,l + 36(n+ 1)(n+ 2)(m+ 1)an+2,m+1,l−1
+4(n+ 1)(l + 1)(12 + 2l + 3m+ 7n)an+1,m−1,l+1
+9(m+ 1)(15 + 18l + 4l2 + 8m+ 4lm+m2 + 7n + 8ln+ 2mn− n2)an,m+1,l
−8
9
(l + 1)(l + 2)(l + 3)an,m−3,l+3
+(l + 1)(l + 2)(32 + 28n+ 10m+ 12l)an−1,m−1,l+2
+9(m+ 1)(l + 1)(3/2 + l − 2n)an−2,m+1,l+1
+6(l + 1)(l + 2)(l + 3)an−3,m−1,l+3 − 9
2
(m+ 1)(l + 1)(l + 2)an−4,m+1,l+2,(3.32)
p4an,m,l =
27
4
(m+ 1)(m+ 2)(l + 1)(l + 2)an−5,m+2,l+2
−(l + 1)(l + 2)(l + 3)(37 + 12l + 26m+ 8n)an−4,m,l+3
+
81
64
(m+ 1)(m+ 2)(m+ 3)(m+ 4)an−4,m+4,l
+
28
3
(l + 1)(l + 2)(l + 3)(l + 4)an−3,m−2,l+4
15
−135
8
(m+ 1)(m+ 2)(l + 1)(9 + 4l + 2m)an−3,m+2,l+1
+
1
4
(l + 1)(l + 2)(1791 + 1240l + 192l2 + 1878m+ 688lm
+318m2 + 24n− 48mn− 96n2)an−2,m,l+2
−81
8
(m+ 1)(m+ 2)(m+ 3)(m+ 4)an−2,m+4,l−1
+
2
9
(l + 1)(l + 2)(l + 3)(69 + 36l + 50m+ 136n)an−1,m−2,l+3
+
9
4
(m+ 1)(m+ 2)(117 + 222l + 72l2 + 50m+ 60lm
+4m2 − 51n− 24ln− 14mn− 6n2)an−1,m+2,l
+
28
27
(l + 1)(l + 2)(l + 3)(l + 4)an,m−4,l+4
+
1
2
(l + 1)(1335 + 1384l + 384l2 + 32l3 + 1284m+ 764lm+ 64l2m
+360m2 + 84lm2 + 24m3 + 2102n+ 1768ln+ 320l2n + 1944mn
+816lmn+ 336m2n+ 324n2 + 192ln2 + 168mn2 − 32n3)an,m,l+1
+
81
4
(m+ 1)(m+ 2)(m+ 3)(m+ 4)an,m+4,l−2
+
4
9
(l + 1)(l + 2)(n+ 1)(135 + 32l + 18m+ 78n)an+1,m−2,l+2
+9(m+ 1)(m+ 2)(n+ 1)(45 + 24l + 14m+ 6n)an+1,m+2,l−1
+(n+ 1)(n+ 2)(435 + 480l + 96l2 + 396m+ 192lm
+72m2 + 116n+ 96ln+ 56mn)an+2,m,l
+
32
3
(l + 1)(n+ 1)(n+ 2)(n+ 3)an+3,m−2,l+1
+16(n+ 1)(n+ 2)(n+ 3)(n+ 4)an+4,m,l−1, (3.33)
where n,m, l ≥ 0 and terms proportional to an′,m′,l′ with negative n′, m′ or l′ must be omitted.
From (3.31), we obtain the following equation which determines an+1,m,l with n ≥ 0, m ≥ 0,
and l ≥ 0, in terms of an′,m′,l′ with n′ ≤ n:
an+1,m,l =
1
2(n+ 1)(2n+ 6m+ 8l + 15)
[
2(l + 1)(l + 2)an−3,m,l+2
+
9
4
(m+ 1)(m+ 2)an−2,m+2,l − (l + 1)(14m+ 12l + 29)an−1,m,l+1
−4
3
(l + 1)(l + 2)an,m−2,l+2 − p2an,m,l − 9(m+ 1)(m+ 2)an,m+2,l−1
]
. (3.34)
Therefore we only have to determine a0,m,l. By setting n = 0 and l ≥ 3 in (3.32) and using the
above to rewrite an,m,l with n ≥ 1 in terms of a0,m,l, we obtain the following equation, which
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determines a0,m+5,l with m ≥ 0 and l ≥ 0 in terms of a0,m′,l′ with m′ ≤ 4:
a0,m+5,l =
1
(m+ 1)(m+ 2)(m+ 3)(m+ 4)(m+ 5)(37 + 5m+ 8l)
[
64
19683
(l + 4)(l + 5)(l + 6)(l + 7)(l + 8)(l + 9)a0,m−7,l+9
+
16
2187
(l + 4)(l + 5)(l + 6)(l + 7)(39 + 6m+ 8l)
35 + 6m+ 8l
p2a0,m−5,l+7
+
4
729
(l + 4)(l + 5)(41 + 6m+ 8l)
33 + 6m+ 8l
p22a0,m−3,l+5
+
8
6561
(l + 4)(l + 5)(l + 6)(119064 + 69256l + 13584l2 + 896l3
+53865m+ 21600lm+ 2160l2m+ 9450m2 + 1890lm2 + 540m3)a0,m−3,l+6
+
1
729
(39 + 6m+ 8l)(41 + 6m+ 8l)
(33 + 6m+ 8l)(35 + 6m+ 8l)
p32a0,m−1,l+3
+
2
729
(l + 4)(39 + 6m+ 8l)
35 + 6m+ 8l
(16569 + 9730l + 1920l2 + 128l3
+7497m+ 2952lm+ 288l2m+ 1620m2 + 324lm2 + 108m3)p2a0,m−1,l+4
− i
729
(37 + 6m+ 8l)(39 + 6m+ 8l)(41 + 6m+ 8l)p3a0,m,l+3
− 1
81
(m+ 1)(33 + 3m+ 8l)(41 + 6m+ 8l)
33 + 6m+ 8l
p22a0,m+1,l+2
− 1
81
(m+ 1)(5618265 + 5767832l+ 2369580l2 + 486560l3 + 49920l4 + 2048l5
+3603906m+ 2956578lm+ 911180l2m+ 124800l3m+ 6400l4m
+926103m2 + 567682lm2 + 116580l2m2 + 8000l3m2 + 117882m3
+47628lm3 + 4860l2m3 + 7668m4 + 1512lm4 + 216m5)a0,m+1,l+3
−1
9
(m+ 1)(m+ 2)(m+ 3)(39 + 6m+ 8l)(70 + 9m+ 16l)
35 + 6m+ 8l
p2a0,m+3,l+1
]
. (3.35)
For later use we give some more equations given by setting (n,m, l) = (0, 0, 2), (0, 0, 1), (0, 3, 0),
(0, 2, 0), (0, 1, 0), (0, 0, 0) in (3.32):
− ip3a0,0,2 = 9
899
p22a0,1,1 +
184275
341
a0,1,2 +
324
319
p2a0,3,0, (3.36)
−ip3a0,1,1 = − 1
15525
p32a0,0,1 −
2024
1395
p2a0,0,2 +
40
2001
p22a0,2,0 +
720720
899
a0,2,1, (3.37)
−ip3a0,0,1 = 3
161
p22a0,1,0 +
6885
23
a0,1,1, (3.38)
−ip3a0,3,0 = − 8
27621
p22a0,0,2 −
4240
341
a0,0,3 − 1
24273
p32a0,2,0
−780
899
p2a0,2,1 +
555120
341
a0,4,0, (3.39)
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−ip3a0,2,0 = − 1
12075
p32a0,1,0 −
570
667
p2a0,1,1 +
129789
145
a0,3,0, (3.40)
−ip3a0,1,0 = − 1
4845
p32a0,0,0 −
336
391
p2a0,0,1 +
181440
437
a0,2,0, (3.41)
−ip3a0,0,0 = 135a0,1,0. (3.42)
Henceforth we only show schematic forms of equations using the following symbol:
[n,m, l] ≡ a term proportional to an,m,l, (3.43)
because explicit expressions are lengthy and it is not illuminating to show details of them.
However we have computed all the explicit expressions and have confirmed that there is no
singular coefficient which prevents us from solving linear equations. Setting n = 0 in (3.33),
rewriting an,m,l with n ≥ 1 in terms of a0,m,l, and setting m = 0, 1, 2, 3, 4, we obtain
[0, 0, l] = [0, 0, l − 1] + [0, 0, l] + [0, 0, l + 1] + [0, 2, l− 2] + [0, 2, l− 1]
+[0, 4, l − 3] + [0, 4, l − 2] + [0, 6, l − 4] + [0, 8, l− 5], (3.44)
[0, 1, l] = [0, 1, l − 1] + [0, 1, l] + [0, 1, l + 1] + [0, 3, l− 2] + [0, 3, l− 1]
+[0, 5, l − 3] + [0, 5, l − 2] + [0, 7, l − 4] + [0, 9, l− 5], (3.45)
[0, 2, l] = [0, 0, l + 1] + [0, 0, l + 2] + [0, 2, l − 1] + [0, 2, l] + [0, 2, l + 1] + [0, 4, l − 2]
+[0, 4, l − 1] + [0, 6, l − 3] + [0, 6, l − 2] + [0, 8, l− 4] + [0, 10, l− 5], (3.46)
[0, 3, l] = [0, 1, l + 1] + [0, 1, l + 2] + [0, 3, l − 1] + [0, 3, l] + [0, 3, l + 1] + [0, 5, l − 2]
+[0, 5, l − 1] + [0, 7, l − 3] + [0, 7, l − 2] + [0, 9, l− 4] + [0, 11, l− 5], (3.47)
[0, 4, l] = [0, 0, l + 3] + [0, 0, l + 4] + [0, 2, l + 1] + [0, 2, l + 2]
+[0, 4, l − 1] + [0, 4, l] + [0, 4, l + 1] + [0, 6, l − 2] + [0, 6, l − 1]
+[0, 8, l − 3] + [0, 8, l − 2] + [0, 10, l − 4] + [0, 12, l − 5]. (3.48)
Rewriting [0, m, l] with m ≥ 5 further in terms of [0, m′, l′] with m′ = 0, 1, 2, 3, 4, we obtain
the following: from (3.44),
[0, 0, 0] = [0, 0, 0] + [0, 0, 1], (3.49)
[0, 0, 1] = [0, 0, 0] + [0, 0, 1] + [0, 0, 2] + [0, 2, 0], (3.50)
[0, 0, 2] = [0, 0, 1] + [0, 0, 2] + [0, 0, 3] + [0, 2, 0] + [0, 2, 1] + [0, 4, 0], (3.51)
[0, 0, 3] = [0, 0, 2] + [0, 0, 3] + [0, 0, 4] + [0, 2, 1] + [0, 2, 2] + [0, 4, 0] + [0, 4, 1], (3.52)
[0, 0, 4] = [0, 0, 3] + [0, 0, 4] + [0, 0, 5] + [0, 1, 3] + [0, 2, 2] + [0, 2, 3]
+[0, 4, 1] + [0, 4, 2], (3.53)
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[0, 0, l] = [0, 0, l− 1] + [0, 0, l] + [0, 0, l + 1] + [0, 1, l− 1] + [0, 2, l− 2]
+[0, 2, l− 1] + [0, 3, l− 2] + [0, 4, l− 3] + [0, 4, l− 2], (3.54)
where l ≥ 5. From (3.45),
[0, 1, 0] = [0, 1, 0] + [0, 1, 1], (3.55)
[0, 1, 1] = [0, 1, 0] + [0, 1, 1] + [0, 1, 2] + [0, 3, 0], (3.56)
[0, 1, 2] = [0, 0, 3] + [0, 1, 1] + [0, 1, 2] + [0, 1, 3] + [0, 3, 0] + [0, 3, 1], (3.57)
[0, 1, 3] = [0, 0, 3] + [0, 0, 4] + [0, 1, 2] + [0, 1, 3] + [0, 1, 4] + [0, 3, 1] + [0, 3, 2], (3.58)
[0, 1, 4] = [0, 0, 4] + [0, 0, 5] + [0, 1, 3] + [0, 1, 4] + [0, 1, 5] + [0, 2, 3]
+[0, 3, 2] + [0, 3, 3], (3.59)
[0, 1, l] = [0, 0, l] + [0, 0, l + 1] + [0, 1, l] + [0, 1, l + 1] + [0, 2, l− 1]
+[0, 3, l− 1] + [0, 4, l− 2], (3.60)
where l ≥ 5. From (3.46),
[0, 2, 0] = [0, 0, 1] + [0, 0, 2] + [0, 2, 0] + [0, 2, 1], (3.61)
[0, 2, 1] = [0, 0, 2] + [0, 0, 3] + [0, 2, 0] + [0, 2, 1] + [0, 2, 2] + [0, 4, 0], (3.62)
[0, 2, 2] = [0, 0, 3] + [0, 0, 4] + [0, 1, 3] + [0, 2, 1] + [0, 2, 2] + [0, 2, 3]
+[0, 4, 0] + [0, 4, 1], (3.63)
[0, 2, 3] = [0, 0, 3] + [0, 0, 4] + [0, 0, 5] + [0, 1, 3] + [0, 1, 4]
+[0, 2, 2] + [0, 2, 3] + [0, 2, 4] + [0, 4, 1] + [0, 4, 2], (3.64)
[0, 2, 4] = [0, 0, 4] + [0, 0, 5] + [0, 0, 6] + [0, 1, 4] + [0, 1, 5]
+[0, 2, 3] + [0, 2, 4] + [0, 2, 5] + [0, 3, 3] + [0, 4, 2] + [0, 4, 3], (3.65)
[0, 2, l] = [0, 0, l] + [0, 0, l + 1] + [0, 0, l + 2] + [0, 1, l] + [0, 2, l− 1]
+[0, 2, l] + [0, 2, l + 1] + [0, 3, l− 1] + [0, 4, l− 2] + [0, 4, l− 1], (3.66)
where l ≥ 5. From (3.47),
[0, 3, 0] = [0, 1, 1] + [0, 1, 2] + [0, 3, 0] + [0, 3, 1], (3.67)
[0, 3, 1] = [0, 0, 3] + [0, 1, 2] + [0, 1, 3] + [0, 3, 0] + [0, 3, 1] + [0, 3, 2], (3.68)
[0, 3, 2] = [0, 0, 3] + [0, 0, 4] + [0, 1, 2] + [0, 1, 3] + [0, 1, 4] + [0, 2, 3]
+[0, 3, 1] + [0, 3, 2] + [0, 3, 3], (3.69)
[0, 3, 3] = [0, 0, 4] + [0, 0, 5] + [0, 1, 3] + [0, 1, 4] + [0, 1, 5]
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+[0, 2, 3] + [0, 2, 4] + [0, 3, 2] + [0, 3, 3] + [0, 3, 4], (3.70)
[0, 3, 4] = [0, 0, 5] + [0, 0, 6] + [0, 1, 4] + [0, 1, 5] + [0, 1, 6]
+[0, 2, 4] + [0, 2, 5] + [0, 3, 3] + [0, 3, 4] + [0, 3, 5] + [0, 4, 3], (3.71)
[0, 3, l] = [0, 0, l + 1] + [0, 0, l + 2] + [0, 1, l + 1]
+[0, 1, l + 2] + [0, 2, l] + [0, 2, l + 1] + [0, 3, l]
+[0, 3, l + 1] + [0, 4, l − 1], (3.72)
where l ≥ 5. From (3.48),
[0, 4, 0] = [0, 0, 3] + [0, 0, 4] + [0, 2, 1] + [0, 2, 2] + [0, 4, 0] + [0, 4, 1], (3.73)
[0, 4, 1] = [0, 0, 3] + [0, 0, 4] + [0, 0, 5] + [0, 1, 3] + [0, 2, 2] + [0, 2, 3]
+[0, 4, 0] + [0, 4, 1] + [0, 4, 2], (3.74)
[0, 4, 2] = [0, 0, 3] + [0, 0, 4] + [0, 0, 5] + [0, 0, 6] + [0, 1, 3] + [0, 1, 4]
+[0, 2, 2] + [0, 2, 3] + [0, 2, 4] + [0, 3, 3] + [0, 4, 1] + [0, 4, 2] + [0, 4, 3], (3.75)
[0, 4, 3] = [0, 0, 4] + [0, 0, 5] + [0, 0, 6] + [0, 0, 7] + [0, 1, 4] + [0, 1, 5] + [0, 2, 3]
+[0, 2, 4] + [0, 2, 5] + [0, 3, 3] + [0, 3, 4] + [0, 4, 2] + [0, 4, 3] + [0, 4, 4], (3.76)
[0, 4, 4] = [0, 0, 5] + [0, 0, 6] + [0, 0, 7] + [0, 0, 8] + [0, 1, 5] + [0, 1, 6] + [0, 2, 4]
+[0, 2, 5] + [0, 2, 6] + [0, 3, 4] + [0, 3, 5] + [0, 4, 3] + [0, 4, 4] + [0, 4, 5], (3.77)
[0, 4, l] = [0, 0, l + 1] + [0, 0, l + 2] + [0, 0, l + 3] + [0, 0, l + 4] + [0, 1, l + 1]
+[0, 1, l + 2] + [0, 2, l] + [0, 2, l + 1] + [0, 2, l + 2] + [0, 3, l]
+[0, 3, l + 1] + [0, 4, l − 1] + [0, 4, l] + [0, 4, l + 1], (3.78)
where l ≥ 5.
From (3.49)-(3.54), we see that a0,0,l+1 is determined by a0,0,l′ with l
′ ≤ l, a0,1,l′ with
l′ ≤ l − 1, a0,2,l′ with l′ ≤ l − 1, a0,3,l′ with l′ ≤ l − 2, and a0,4,l′ with l′ ≤ l − 2.
From (3.55)-(3.59), we see that a0,1,l+1 is determined by a0,0,l′ with l
′ ≤ l + 1, a0,1,l′ with
l′ ≤ l, a0,2,l′ with l′ ≤ l − 1, a0,3,l′ with l′ ≤ l − 1, and a0,4,l′ with l′ ≤ l − 2.
From (3.61)-(3.66), we see that a0,2,l+1 is determined by a0,0,l′ with l
′ ≤ l + 2, a0,1,l′ with
l′ ≤ l + 1, a0,2,l′ with l′ ≤ l, a0,3,l′ with l′ ≤ l − 1, and a0,4,l′ with l′ ≤ l − 1.
From (3.67)-(3.72), we see that a0,3,l+1 is determined by a0,0,l′ with l
′ ≤ l + 2, a0,1,l′ with
l′ ≤ l + 2, a0,2,l′ with l′ ≤ l + 1, a0,3,l′ with l′ ≤ l, and a0,4,l′ with l′ ≤ l − 1.
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We find it more useful to use the following equations obtained by eliminating [0, 0, l + 4]
in (3.73)-(3.78) by using (3.49)-(3.54), than to use (3.73)-(3.78):
[0, 4, 0] = [0, 0, 2] + [0, 0, 3] + [0, 2, 1] + [0, 2, 2] + [0, 4, 0] + [0, 4, 1], (3.79)
[0, 4, 1] = [0, 0, 3] + [0, 0, 4] + [0, 1, 3] + [0, 2, 2] + [0, 2, 3]
+[0, 4, 0] + [0, 4, 1] + [0, 4, 2], (3.80)
[0, 4, 2] = [0, 0, 3] + [0, 0, 4] + [0, 0, 5] + [0, 1, 3] + [0, 1, 4]
+[0, 2, 2] + [0, 2, 3] + [0, 2, 4] + [0, 3, 3]
+[0, 4, 1] + [0, 4, 2] + [0, 4, 3], (3.81)
[0, 4, 3] = [0, 0, 4] + [0, 0, 5] + [0, 0, 6] + [0, 1, 4] + [0, 1, 5]
+[0, 2, 3] + [0, 2, 4] + [0, 2, 5] + [0, 3, 3] + [0, 3, 4]
+[0, 4, 2] + [0, 4, 3] + [0, 4, 4], (3.82)
[0, 4, 4] = [0, 0, 5] + [0, 0, 6] + [0, 0, 7] + [0, 1, 5] + [0, 1, 6]
+[0, 2, 4] + [0, 2, 5] + [0, 2, 6] + [0, 3, 4] + [0, 3, 5]
+[0, 4, 3] + [0, 4, 4] + [0, 4, 5], (3.83)
[0, 4, l] = [0, 0, l + 1] + [0, 0, l + 2] + [0, 0, l + 3] + [0, 1, l + 1] + [0, 1, l + 2]
+[0, 2, l] + [0, 2, l + 1] + [0, 2, l + 2] + [0, 3, l + 3] + [0, 3, l + 1]
+[0, 4, l− 1] + [0, 4, l] + [0, 4, l + 1]. (3.84)
From these, we see that a0,4,l+1 is determined by a0,0,l′ with l
′ ≤ l + 3, a0,1,l′ with l′ ≤ l + 2,
a0,2,l′ with l
′ ≤ l + 2, a0,3,l′ with l′ ≤ l + 1, and a0,4,l′ with l′ ≤ l.
In summary, a0,0,l+1, a0,1,l+1, a0,2,l+1, a0,3,l+1 and a0,4,l+1 are determined by a0,0,l′, a0,1,l′,
a0,2,l′, a0,3,l′ and a0,4,l′ with l
′ ≤ l. (These can be determined in the following order: a0,0,l+1,
a0,0,l+2, a0,1,l+1, a0,1,l+2, a0,2,l+1, a0,0,l+3, a0,3,l+1, a0,2,l+2, a0,4,l+1.) Therefore all the an,m,l are
deteremined in terms of a0,0,0, a0,1,0, a0,2,0, a0,3,0, and a0,4,0.
Finally we determine a0,1,0, a0,2,0, a0,3,0, and a0,4,0 in terms of a0,0,0. Explicit forms of (3.49),
(3.50), (3.51) and (3.67) are
p4a0,0,0 =
29
68
p22a0,0,0 +
5040
17
a0,0,1, (3.85)
p4a0,0,1 =
1
101745
p42a0,0,0 +
3159
7820
p22a0,0,1 + 1496a0,0,2 −
4080
437
p2a0,2,0, (3.86)
p4a0,0,2 =
1
450225
p42a0,0,1 +
24349
61380
p22a0,0,2 +
45486360
9889
a0,0,3
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+
8
62031
p32a0,2,0 −
9360
899
p2a0,2,1 − 13909320
9889
a0,4,0, (3.87)
p4a0,3,0 = − 4
89001
p32a0,1,1 +
36400
37851
p2a0,1,2 +
619
1276
p22a0,3,0 +
81900
37
a0,3,1. (3.88)
Solving these and (3.36)-(3.42), we obtain
a0,1,0 = − i
135
p3a0,0,0, (3.89)
a0,2,0 =
−243p32 − 1748p23 + 684p2p4
97977600
a0,0,0, (3.90)
a0,3,0 =
ip3(207p
3
2 + 580p
2
3 − 540p2p4)
29099347200
a0,0,0, (3.91)
a0,4,0 = [(37503p
6
2 + 2834208p
3
2p
2
3 + 4492480p
4
3 − 43092p42p4 − 7088256p2p23p4
−688176p22p24 + 1373760p34)/366065131880448000]a0,0,0. (3.92)
This shows that an,m,l are determined by a0,0,0, which gives a proof of the conjecture given in
the previous section for N = 4 case.
4 Discussion
We have computed the thermal partition function of SU(N)D = 2 matrix quantum mechanics,
and from it we have obtained some insight into the structure of the spectrum. We have
conjectured that CHS solution is the unique eigenstate of tr [Π2], tr [Π3], . . . , and tr [ΠN ] if
we fix the eigenvalues, and have given proofs of it for N = 3 and N = 4 cases.
Our proofs of the uniqueness is too inefficient to apply to higher N cases, and it is desirable
to invent more efficient method for investigating those cases. From (3.9)-(3.11), we can surmise
that the following equation holds for any n:
tr [Πn]
1
Mf(X)
∣∣∣
X=Y
=
(−i)n
M
N∑
i=1
(∂i)
nf(X)
∣∣∣
X=Y
, (4.1)
and if this can be shown, CHS solution is proven to be an eigenfunction of tr [Π2], tr [Π3], . . . ,
and tr [ΠN ].
This system has been studied in the view of cut Fock space approach in [4, 8], which
is a numerically tractable method, and some energy eigenfunctions have been constructed.
Relation between it and our analysis is not immediately clear to us. It is important to make
the relation clear and develop methods for numerical calculation more.
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Although one may think that this system is too simplified for a model of Matrix theory, it
may give hint to the structure of asymptotic plane waves of Matrix theory, which is important
to consider scattering process[9].
Appendix
A SU(N) group and characters
A Cartan subalgebra {Hm; m = 1, 2, . . . , N − 1} of Lie algebra su(N) can be given as a set of
diagonal traceless N ×N matrices. For example,
Hm =
1√
m(m+ 1)

1
. . .
1
}
m
−m
0
. . .
0

. (A.1)
These satisfy tr(HmHn) = δmn. Then a Cartan-Weyl basis is given by
{Hm, Eij ; m = 1, 2, . . . , N − 1, i, j = 1, 2, . . . , N, i 66= j}, (A.2)
where Eij is the matrix whose only nonzero component is at i-th row and j-th column:
(Eij)
i
j = 1. Commutation relations of these operators are
[Hm, Hn] = 0, [Hm, Eij ] = ((ν
i)m − (νj)m)Eij , [Eij , Ekl] = δjkEil − δilEjk, (A.3)
where
νi = ((H1)
i
i, (H2)
i
i, . . . , (HN−1)
i
i) (i = 1, 2, . . . , N), (A.4)
are weights of fundamental representation. Note that
∑N
i=1 ν
i = 0, and the right hand side
of the last equation in (A.3) can contain Hm, because Eii is diagonal and can be rewritten in
terms of Hm.
An ordinary hermitian basis {T a; a = 1, 2, . . . , N2 − 1} satisfying (T a)† = T a and
tr(T aT b) = δab is given by
{T a; a = 1, 2, . . . , N2 − 1} = {Hm, E+ij , E−ij ; m = 1, 2, . . . , N − 1, 1 ≤ i < j ≤ N}, (A.5)
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where
E+ij =
1√
2
(Eij + Eji), E
−
ij =
i√
2
(Eij − Eji). (A.6)
Due to the following:
∑
i,j
(Eij)
k
l(Eji)
k′
l′ = δ
k
l′δ
k′
l,
N−1∑
m=1
(Hm)
i
j(Hm)
i′
j′ = δ
i
jδ
i′
j′
(
δii
′ − 1
N
)
, (A.7)
T a satisfy
∑
a(T
a)ij(T
a)i
′
j′ = δ
i
j′δ
i′
j − 1N δijδi
′
j′, and therefore∑
a
tr (T aAT aB) = tr (A)tr (B)− 1
N
tr (AB), (A.8)
∑
a
tr (T aA)tr (T aB) = tr (AB)− 1
N
tr (A)tr (B). (A.9)
An element θaT a of Lie algebra su(N) can be expanded in various ways. We define θm,
θ(±ij) and θ(ij) as follows:
θaT a =
N−1∑
m=1
θmHm +
∑
i<j
(θ(+ij)E+ij + θ
(−ij)E−ij ) (A.10)
=
N−1∑
m=1
θmHm +
∑
i 66=j
θ(ij)Eij . (A.11)
Adjoint representation is given by the tensor product of fundamental and antifundamental
representation with the trace part subtracted. Its representation matrices are given by the
structure constant fabc: for a group element e
iλaGa , where Ga are generators and λa are
parameters, su(N) representation ad(λ) and SU(N) representation Ad(λ) are given by
Ad(λ) = eiad(λ), ad(λ)ab = ifacbλ
c. (A.12)
When λ(ij) = 0, Ad(λ) is diagonalized by decomposing the index a into m and (ij):
Ad(λ)mn = δmn, Ad(λ)(ij)(ji) = zj/zi, (A.13)
where
zi = e
2piiyi , 2πyi = ν
i · λ =
N−1∑
i=1
(νi)mλm. (A.14)
Note that zi or yi are not independent of each other:
∏N
i=1 zi = 1 or
∑N
i=1 yi = 0.
The character χ(R) of a representation R is given by a trace of a group element g =
eiλ
aGa over states in R: χ(R) = trR(g), and we define χ(R
k) by χ(Rk) = trR(g
k). Since
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trR(hgh
−1) = trR(g), we can set λ(ij) = 0 without loss of generality. The characters of n-rank
symmetric tensor product Symn(R), and n-rank antisymmetric tensor product Altn(R), of a
representation R can be computed by the following Frobenius formulae:
χ(Symn(R)) =
∑
∑n
k=1 kik=n
ik:nonnegative integer
n∏
k=1
[χ(Rk)]ik
ik! · kik , (A.15)
χ(Altn(R)) =
∑
∑n
k=1 kik=n
ik:nonnegative integer
(−1)n+
∑n
k=1 ik
n∏
k=1
[χ(Rk)]ik
ik! · kik . (A.16)
The second formula gives zero when n is larger than the dimension of R. The generating
functions of these characters is expressed in the following form.
∞∑
n=0
anχ(Symn(R)) = exp
( ∞∑
n=1
an
n
χ(Rn)
)
, (A.17)
dimR∑
n=0
anχ(Altn(R)) = exp
(
−
∞∑
n=1
(−a)n
n
χ(Rn)
)
. (A.18)
Often χ(Rn) is given in the form of χ(Rn) = ±∑i bni , and in this case,
∞∑
n=0
anχ(Symn(R)) =
∏
i
exp
(
±
∞∑
n=1
(abi)
n
n
)
=
∏
i
exp (∓ log(1− abi))
=
∏
i
(1− abi)∓1, (A.19)
dimR∑
n=0
anχ(Altn(R)) =
∏
i
exp
(
∓
∞∑
n=1
(−abi)n
n
)
=
∏
i
exp (± log(1 + abi))
=
∏
i
(1 + abi)
±1. (A.20)
In the case of SU(N) adjoint representation, the character is given by
χ(adj.) = tr(Ad(λ)) =
N∑
i,j=1
zi
zj
− 1, (A.21)
and
∞∑
n=0
anχ(Symn(adj.)) = (1− a)−(N−1)
N∏
i,j=1
i 66=j
(1− azi/zj)−1, (A.22)
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dimR∑
n=0
anχ(Altn(adj.)) = (1 + a)
N−1
N∏
i,j=1
i 66=j
(1 + azi/zj). (A.23)
The square of Vandermonde determinant
∏
i 66=j(zi − zj) is the measure for the following
orthogonality relation for characters:∫
dSU(N) (χ(R′))∗ χ(R) =
∫
dλ (χ(R′))∗ χ(R)
≡ 1
N !
(
N−1∏
i=1
∫ 1
0
dyi
)[ N∏
i,j=1
i 66=j
(zi − zj)
]
(χ(R′))∗ χ(R)
= δR′,R. (A.24)
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