Two-step symmetrizers for the implicit midpoint and trapezoidal rules provide an alternative to the one-step smoothing formula for solving stiff ordinary differential equations. When used with the basic symmetric methods, these L-stable methods preserve the asymptotic error expansion in even powers of the step size and provide the necessary damping of oscillatory solutions. These new symmetrizers show effects similar to one-step smoothing but with the advantage of being order two. When generalized to higher order symmetric methods, such as the twostage Gauss or the three-stage Lobatto IIIA, these symmetrizers can suppress order reduction for stiff problems. Here, we discuss one-step and two-step symmetrizers and their application in ordinary differential equations. We present numerical results with constant and variable
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In the constant step size setting, we are interested to see whether the superconvergent order four behaviour is preserved for other stiff linear problems. This is important, especially when we propose to apply extrapolation to achieve higher order behaviour. We also investigate the performance of twostep symmetrization with variable step size setting. Section 2 presents an analysis on the Prothero-Robinson problem and Section 3 implements the one-step and two-step symmetrizations of the implicit trapezoidal rule on linear and non-linear problems. Section 4 presents some results with constant and variable step size settings.
Order analysis of the Prothero-Robinson problem
An s-stage Runge-Kutta method applied to y = f(x, y) with step size h is defined by 
where A = [a ij ] is the s × s Runge-Kutta matrix, and b and c are the s dimensional vectors of weights and abscissas, respectively.
We analyse the Prothero-Robinson (pr) problem [15] where
with g a smooth function and stiffness parameter λ ∈ C with Re(λ) < 0 . The problem becomes more stiff as |λ| increases but has the same exact solution, independent of the stiffness parameter. Hairer and Wanner [12] calculated the C545 global error of the numerical solution after n steps. In the case of a one-step symmetrization applied in active mode, the global error is
where R(z) is the stability function of the symmetrizer with z = λh and the local error for step i is
where ( A, b, c) are the coefficients of the one-step symmetrizer and I is the identity matrix.
If one-step symmetrization is applied in passive mode at step n, then the global error is
where ψ n is the local error at step n and the stability function is
For two-step symmetrization applied in active mode, the global error has the same form as (4) but the local error for step i is If the two-step symmetrization is applied in passive mode, then the global error is
C546 where ψ n is the local error at step n and the stability function is
2.1 One-step symmetrization of ITR One-step symmetrization of the itr is
and is the same as the smoothing formula introduced by Gragg [11] . We refer to the problem as nonstiff when |λ| ∼ O(1) and strongly stiff when
. Substituting the coefficients of the one-step symmetrizer (1) into equations (5) and (6) we obtain the local and global errors as h → 0 in passive mode
The global errors for one-step symmetrization in active mode as h → 0 are
2.2 Two-step symmetrization of ITR Two-step symmetrization of itr is
Substituting the coefficients of the two-step symmetrizer (1) into equations (8) and (9) we obtain the local and global errors as h → 0 in passive mode
The global errors for two-step symmetrization of itr as h → 0 in active mode are
3 Implementation
In this section, we discuss the implementation of symmetrization using constant and variable step sizes. We investigate the accuracy and efficiency of one-step and two-step symmetrizations of the itr. The costly part is computing the Newton iterations for the internal stage values. Thus, we use simplified Newton iterations by computing the Jacobian only on the first approximation instead of computing it at each iteration. We also use compensated summation in order to minimize round off error [12] . We denote one-step symmetrization applied in active and passive modes as 1as and 1ps, respectively, while two-step symmetrization in active and passive modes are denoted as 2as and 2ps, respectively.
Problems using constant step size
We consider the following constant step size problems.
• The pr problem (3) integrated to X = 5 with step size h = 0.1 and g(x) = exp(−x) .
• The Frank, Schneid and Ueberhuber (fsu) [9] problem
integrated to X = 5 with step size h = 0.1 .
• The Holsapple, Iyer and Doman (hid) [13] problem
, λ = 10 3 , integrated to X = 5 with step size h = 0.5 .
The application of symmetrization with constant step size shows that two-step symmetrization in active mode is the most accurate method when used to solve the linear pr problem [15] . This is the result of the higher order of the method. The analysis on superconvergent order four behaviour of two-step symmetrization is verified numerically by application to stiff linear problems. The order is computed in Matlab from the slope of the log-log plot of absolute error versus step size.
In Figure 1 for the stiff pr with λ = −1 , all methods are order two except 1as which is order one. In Figure 2 for the nonstiff pr with λ = −10 6 , 2as and 2ps are superconvergent order four. In Figure 3 for fsu, 2ps and 2as are superconvergent order four and in Figure 4 for hid, 2ps and 2as are also superconvergent order four. There are two methods with visually identical plots in all figures. In Figure 1 , both the itr and 2ps lie along the same line, while in Figure 2 , both 1as and 1ps lie along the same line. In Figures  3 and 4 for fsu and hid, 1as and 1ps lie along the same line. 
Problems using variable step sizes
In the case of variable step size, the step size selection is based on the standard step size controller [12] and the error estimation is obtained using symmetrization. For example, the update is y n = Y n 2 where Y n 2 is the second internal stage value for the itr at the nth step. The update for two-step symmetrization of the itr is as in equation (15). The local error is e n = y n − y n .
We consider the following variable step size problems.
• The van der Pol (vdp) [8] problem
integrated to X = 5 and with = 10 −2 .
• The Curtiss and Hirschfelder (ch) [6] problem
integrated to X = 10 with initial value y(0) = 1 .
Results and discussion
This section compares one and two-step symmetrization in active mode with variable step size. Figure 5 plots the solutions for the vdp problem and Figure 6 plots the step size selection for this problem. In this problem the step size for two-step symmetrization is larger than the one-step symmetrization in certain regions. Figure 7 plots the solution for the ch problem and Figure 7 plots the step size selection for this problem. In this problem, like the vdp problem, the step size for two-step symmetrization is larger than the one-step symmetrization. The larger step sizes result in a reduction of computation time. Figures 9 and 10 plot efficiency diagrams of cpu time versus absolute error for the vdp and ch problems, respectively. The plots show that the 2as is more efficient than the 1as for both problems.
To compare the accuracy, Table 1 shows the number of steps and error estimations of the one and two-step symmetrizers. For the vdp problem, 2as requires 911 steps to get to the solution, compared to 612 steps for 1as. Although the number of steps for 2as are greater than for 1as, 2as gives better accuracy. In the ch problem, 2as takes 22 steps which is less than 1as with 72 steps, and 2as is slightly more accurate than 1as.
Conclusion
The two-step symmetrization for the itr was tested on five problems. With constant step size, superconvergent order four behaviour is observed. For variable step sizes, two-step symmetrization is shown to be more efficient compared to one-step symmetrization. Although some results show that the total number of steps taken are greater for two-step than one-step symmetrization, it is also shown that two-step symmetrization is more accurate than one-step symmetrization. It is of interest to apply the symmetrization to various other problems and investigate the robustness of the method. We also would like to extend the idea to higher order symmetric methods and to explore strategies for extrapolation, especially for methods that show superconvergent behaviour. 
