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Abstrat
Continuing the investigation started in a previous work, we onsider form fators of
integrable quantum eld theories in nite volume, extending our investigation to matrix
elements with disonneted piees. Numerial veriation of our results is provided by
trunated onformal spae approah. Suh matrix elements are important in omputing
nite temperature orrelation funtions, and we give a new method for generating a low
temperature expansion, whih we test for the one-point funtion up to third order.
1 Introdution
The matrix elements of loal operators, the so-alled form fators are entral objets in quan-
tum eld theory. In two-dimensional integrable quantum eld theory, the S matrix an be
obtained exatly in the framework of fatorized sattering (see [1, 2℄ for reviews). Using the
sattering amplitudes as input, it is possible to obtain a set of axioms [3℄ whih provides the
basis for the form fator bootstrap (see [4℄ for a review).
Although in the bootstrap approah the onnetion with the Lagrangian formulation of
quantum eld theory is rather indiret, it is thought that the general solution of the form
fator axioms determines the omplete loal operator algebra of the theory [5℄, whih was
onrmed in many ases by expliit omparison of the spae of solutions to the spetrum of
loal operators [6, 7, 8, 9℄. Another important piee of information omes from orrelation
funtions: using form fators, a spetral representation for the orrelation funtions an be
built whih provides a large distane expansion [10, 11℄, while the Lagrangian or perturbed
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onformal eld theory formulation allows one to obtain a short-distane expansion, whih
an then be ompared provided there is an overlap between their regimes of validity [11℄.
Other evidene for the orrespondene between the eld theory and the solutions of the form
fator bootstrap results from evaluating sum rules like Zamolodhikov's c-theorem [12, 13℄ or
the ∆-theorem [14℄, both of whih an be used to express onformal data as spetral sums
in terms of form-fators. Diret omparisons with multi-partile matrix elements are not so
readily available, exept for perturbative or 1/N alulations in some simple ases [3℄. One
of our aims is to provide non-perturbative evaluation of form fators from the Hamiltonian
formulation, whih then allows for a diret omparison with solutions of the form fator axioms.
Based on what we learned from our previous investigation of deay rates in nite volume
[15℄, in our previous paper [16℄ we determined form fators using a formulation of the eld the-
ory in nite volume. We used the trunated onformal spae approah (TCSA) developed by
Yurov and Al.B. Zamolodhikov [17℄ as a basis for numerial omparison to non-perturbative
Hamiltonian formulation of quantum eld theory, and also its fermioni version in the ase
of the Ising model [18℄. We were able to give an extensive and diret numerial omparison
between bootstrap results for form fators and matrix elements evaluated non-perturbatively.
One of the advantages is that we an ompare matrix elements diretly, without using any
proxy (suh as a two-point funtion or a sum rule); the other is the very high preision of the
omparison and also that it is possible to test form fators of many partiles whih have never
been tested using spetral sums. Our approah, in ontrast, makes it possible to test entire
one-dimensional setions of the form fator funtions using the volume as a parameter, and
the number of available setions only depends on our ability to identify multi-partile states
in nite volume. Part of the motivation of this work is to omplete the non-perturbative eval-
uation of form fators by extending our results to matrix elements with disonneted piees.
Another motivation is provided by the fat that suh matrix elements are relevant for
the alulation of nite temperature orrelators. Finite temperature orrelation funtions
have attrated quite a lot of interest reently [19, 20, 21, 22, 23, 24, 25, 26, 27℄. Lelair
and Mussardo proposed an expansion for the one-point and two-point funtions in terms of
form fators dressed by appropriate oupation number fators ontaining the pseudo-energy
funtion from the thermodynamial Bethe Ansatz [20℄. It was shown by Saleur [21℄ that
their proposal for the two-point funtion is inorret; on the other hand, he gave a proof of
the Lelair-Mussardo formula for one-point funtions provided the operator onsidered is the
density of some loal onserved harge. His proof is based on a onjeture onerning the
expression of diagonal nite volume matrix elements in terms of onneted form fators. In
view of the evidene it is now generally aepted that the onjeture made by Lelair and
Mussardo for the one-point funtions is orret; in ontrast, the ase of two-point funtions
(and also higher ones) is not yet fully understood (see the introdutory part of setion 7 for
more details). Here we investigate how nite temperature one-point funtions an be expanded
systematially using nite volume L as a regulator and make a proposal whih is expeted to
be valid for multi-point orrelators as well.
Our exposition is strutured as follows. In setion 2, after realling the form fator boot-
strap axioms, we present a brief review of the approah developed in our earlier paper [16℄
(to whih we refer the interested reader for more details), and then we state our main re-
sults whih is the desription of all matrix elements ontaining disonneted ontributions.
In Setion 3 we briey reall the two models used for numerial omparison, whih are the
saling Lee-Yang model and the Ising model in a magneti eld. We omit the desription of
the method for obtaining matrix elements from trunated onformal spae, and instead we
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refer the interested reader to [16℄ where all the neessary details an be found.
As we showed in [16℄, there are essentially two types of matrix elements with disonneted
ontributions. Setion 4 is devoted to the rst type, whih is the ase of diagonal matrix
elements; we present a general formula for them in terms of the symmetri evaluation of the
diagonal form fator and test it against trunated onformal spae. In setion 5 we analyze
diagonal matrix elements in terms of onneted form fator amplitudes, and we show that
our results are fully onsistent with the above-mentioned onjeture made by Saleur in [21℄.
In setion 6 we disuss the seond type of matrix elements with disonneted ontributions,
namely those with partiles of exatly zero momentum in the nite volume states. Adding the
results presented in setion 4 and setion 6 to those obtained in [16℄, we ahieve a omplete
desription of all multi-partile matrix elements of a general loal operator to all orders in
1/L. Setion 7 is devoted to nite temperature orrelation funtions: we propose a systemati
method for deriving a low-temperature expansion, whih is applied to one-point funtions and
tested by omparing the results to the Lelair-Mussardo expansion [20℄. We also briey disuss
the extension of our method to the evaluation of two-point funtions. Setion 8 is reserved for
the onlusions.
2 Form fators in nite volume: a brief review
2.1 Form fator bootstrap
Here we give a very brief summary of the axioms of the form fator bootstrap, beause we
need them in the sequel; for more details we refer to Smirnov's review [4℄. Let us suppose for
simpliity that the theory has partiles Ai, i = 1, . . . , N with masses mi whih are stritly
non-degenerate i.e. mi 6= mj for any i 6= j (and therefore the partiles are also self-onjugate).
Beause of integrability, multi-partile sattering amplitudes fatorize into the produt of
pairwise two-partile satterings, whih are purely elasti (in other words: diagonal). This
means that any two-partile sattering amplitude is a pure phase, whih we denote by Sij (θ)
where θ is the relative rapidity of the inoming partiles Ai and Aj . Inoming and outgoing
asymptoti states an be distinguished by the ordering of the rapidities:
|θ1, . . . , θn〉i1...in =
{
|θ1, . . . , θn〉ini1...in : θ1 > θ2 > · · · > θn
|θ1, . . . , θn〉outi1...in : θ1 < θ2 < · · · < θn
and states whih only dier in the order of rapidities are related by
|θ1, . . . , θk, θk+1, . . . , θn〉i1...ikik+1...in = Sikik+1(θk − θk+1)|θ1, . . . , θk+1, θk, . . . , θn〉i1...ik+1ik...in
The normalization of these states is speied by giving the following inner produt among
one-partile state:
j〈θ′ |θ〉i = δij2πδ(θ′ − θ)
For a loal operator O(t, x) the form fators are dened as
FOmn(θ
′
m, . . . , θ
′
1|θ1, . . . , θn)j1...jm;i1...in = j1...jm〈θ
′
1, . . . , θ
′
m|O(0, 0)|θ1, . . . , θn〉i1...in (2.1)
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With the help of the rossing relations
FOmn(θ
′
1, . . . , θ
′
m|θ1, . . . , θn)j1...jm;i1...in =
FOm−1n+1(θ
′
1, . . . , θ
′
m−1|θ
′
m + iπ, θ1, . . . , θn)j1...jm−1;jmi1...in
+
n∑
k=1
2πδjmikδ(θ
′
m − θk)
k−1∏
l=1
Silik(θl − θk)
×FOm−1n−1(θ
′
1, . . . , θ
′
m−1|θ1, . . . , θk−1, θk+1 . . . , θn)j1...jm−1;jmi1...ik−1ik+1...in (2.2)
all form fators an be expressed in terms of the elementary form fators
FOn (θ1, . . . , θn)i1...in = 〈0|O(0, 0)|θ1 , . . . , θn〉i1...in (2.3)
whih satisfy the following axioms:
I. Exhange:
FOn (θ1, . . . , θk, θk+1, . . . , θn)i1...ikik+1...in =
Sikik+1(θk − θk+1)FOn (θ1, . . . , θk+1, θk, . . . , θn)i1...ik+1ik...in (2.4)
II. Cyli permutation:
FOn (θ1 + 2iπ, θ2, . . . , θn) = F
O
n (θ2, . . . , θn, θ1) (2.5)
III. Kinematial singularity
−iRes
θ=θ
′
FOn+2(θ + iπ, θ
′
, θ1, . . . , θn)i j i1...in =
(
1− δi j
n∏
k=1
Si ik(θ − θk)
)
FOn (θ1, . . . , θn)i1...in
(2.6)
IV. Dynamial singularity
−iRes
θ=θ′
FOn+2(θ + iu¯
i
jk/2, θ
′ − iu¯jik/2, θ1, . . . , θn)i j i1...in = ΓkijFOn+1(θ, θ1, . . . , θn)k i1...in (2.7)
whenever k ours as the bound state of the partiles i and j, orresponding to a bound state
pole of the S matrix of the form
Sij(θ ∼ iukij) ∼
i
(
Γkij
)2
θ − iukij
(2.8)
where Γkij is the on-shell three-partile oupling and u
k
ij is the so-alled fusion angle. The
fusion angles satisfy
m2k = m
2
i +m
2
j + 2mimj cos u
k
ij
2π = ukij + u
j
ik + u
i
jk
and we also used the notation u¯kij = π − ukij . The axioms I-IV are supplemented by the
assumption of maximum analytiity (i.e. that the form fators are meromorphi funtions
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whih only have the singularities presribed by the axioms) and possible further onditions
expressing properties of the partiular operator whose form fators are sought.
We remark that with the exeption of free bosoni theories, all known exat S matries
satisfy
Sii(0) = −1
and therefore the elementary form fators (2.3) have an exlusion property: they vanish when-
ever the rapidities of two partiles belonging to the same speies oinide.
2.2 Finite volume matrix elements to all orders in 1/L
Following our onventions in [16℄, the nite volume multi-partile states an be denoted
|{I1, . . . , In}〉i1...in,L
where the Ik are momentum quantum numbers and ik are partile speies labels. We order
the momentum quantum numbers in a monotonially dereasing sequene: In ≥ · · · ≥ I1,
whih is just a matter of onvention. The orresponding energy levels are determined by the
Bethe-Yang equations
Qk(θ˜1, . . . , θ˜n) = mikL sinh θ˜k +
∑
l 6=k
δikil(θ˜k − θ˜l) = 2πIk , k = 1, . . . , n (2.9)
whih must be solved with respet to the partile rapidities θ˜k, where
δij(θ) = −i logSij(θ)
are the two-partile sattering phase-shifts and the energy (with respet to the nite volume
vauum state) an be omputed as
n∑
k=1
mik cosh θ˜k
The density of n-partile states an be alulated as
ρi1...in(θ1, . . . , θn) = detJ (n) , J (n)kl =
∂Qk(θ1, . . . , θn)
∂θl
, k, l = 1, . . . , n (2.10)
We are interested in matrix elements of loal operators between nite volume multi-partile
states:
j1...jm〈{I ′1, . . . , I ′m}|O(0, 0)|{I1 , . . . , In}〉i1...in,L
whih an be obtained numerially using trunated onformal spae (for details see [16℄, setion
3.3). On the other hand, using our previous results (eqn. (2.16) of [16℄), the nite volume
behaviour of loal matrix elements an also be given as
j1...jm〈{I ′1, . . . , I ′m}|O(0, 0)|{I1, . . . , In}〉i1...in,L =
FOm+n(θ˜
′
m + iπ, . . . , θ˜
′
1 + iπ, θ˜1, . . . , θ˜n)jm...j1i1...in√
ρi1...in(θ˜1, . . . , θ˜n)ρj1...jm(θ˜
′
1, . . . , θ˜
′
m)
+O(e−µ
′L) (2.11)
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and θ˜k (θ˜
′
k) are the solutions of the Bethe-Yang equations (2.9) orresponding to the state
with the speied quantum numbers I1, . . . , In (I
′
1, . . . , I
′
n) at the given volume L. The above
relation is valid provided there are no disonneted terms i.e. the left and the right states do
not ontain partiles with the same speies and rapidity: the sets
{
(i1, θ˜1), . . . , (in, θ˜n)
}
and{
(j1, θ˜
′
1), . . . , (jm, θ˜
′
m)
}
are disjoint.
We reall from [16℄ that eqns. (2.9,2.11) are exat to all orders of powers in 1/L; we refer
to the orretions non-analyti in 1/L (eventually, as indiated, deaying exponentially) as
residual nite size eets, following the terminology introdued in [15℄.
2.3 Disonneted ontributions
Let us onsider a matrix element of the form
j1...jm〈{I ′1, . . . , I ′m}|O(0, 0)|{I1 , . . . , In}〉i1...in,L
Disonneted terms appear when there is at least one partile in the state on the left whih
ours in the state on the right with exatly the same rapidity. The rapidities of partiles as
a funtion of the volume are determined by the Bethe-Yang equations (2.9)
Qk(θ˜1, . . . , θ˜n) = mikL sinh θ˜k +
∑
l 6=k
δikil(θ˜k − θ˜l) = 2πIk , k = 1, . . . , n
and
Qk(θ˜
′
1, . . . , θ˜
′
m) = mjkL sinh θ˜
′
k +
∑
l 6=k
δjkjl(θ˜
′
k − θ˜′l) = 2πI ′k , k = 1, . . . ,m
Due to the presene of the interation terms ontaining the phase shift funtions δ, equality of
two quantum numbers Ik and I
′
l does not mean that the two rapidities themselves are equal
in nite volume L. It is easy to see that in the presene of nontrivial sattering there are only
two ases when exat equality of the rapidities an our:
1. The two states are idential, i.e. n = m and
{j1 . . . jm} = {i1 . . . in}
{I ′1, . . . , I ′m} = {I1, . . . , In}
In setion 4 we show that the orresponding diagonal matrix element an be written as
a sum over all bipartite divisions of the set of the n partiles involved (inluding the
trivial ones when A is the empty set or the omplete set {1, . . . , n})
i1...in〈{I1 . . . In}|O|{I1 . . . In}〉i1...in,L =
1
ρ({1, . . . , n})L ×∑
A⊂{1,2,...n}
F(A)Lρ({1, . . . , n} \ A)L +O(e−µL)
where |A| denotes the ardinal number (number of elements) of the set A
ρ({k1, . . . , kr})L = ρik1 ...ikr (θ˜k1 , . . . , θ˜kr)
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is the r-partile Bethe-Yang Jaobi determinant (2.10) involving only the r-element
subset 1 ≤ k1 < · · · < kr ≤ n of the n partiles, and
F({k1, . . . , kr})L = F s2r(θ˜k1 , . . . , θ˜kr)ik1 ...ikr
F s2l(θ1, . . . , θl)i1...il = limǫ→0
FO2l (θl + iπ + ǫ, . . . , θ1 + iπ + ǫ, θ1, . . . , θl)i1...ilil...i1
is the so-alled symmetri evaluation of diagonal multi-partile matrix elements.
2. Both states are parity symmetri states in the spin zero setor, i.e.
{I1, . . . , In} ≡ {−In, . . . ,−I1}
{I ′1, . . . , I ′m} ≡ {−I ′m, . . . ,−I ′1}
and the partile speies labels are also ompatible with the symmetry, i.e. in+1−r = ir
and jm+1−r = jr. Furthermore, both states must ontain one (or possibly more, in a
theory with more than one speies) partile of quantum number 0, whose rapidity is then
exatly 0 for any value of the volume L due to the symmetri assignment of quantum
numbers. In setion 5 we state the following onjeture
f2k+1,2l+1 = 〈{I ′1, . . . , I ′k, 0,−I ′k, . . . ,−I ′1}|Φ|{I1, . . . , Il, 0,−Il, . . . ,−I1}〉L
=
1√
ρ2k+1(θ˜
′
1, . . . , θ˜
′
k, 0,−θ˜′k, . . . ,−θ˜′1)ρ2l+1(θ˜1, . . . , θ˜l, 0,−θ˜l, . . . ,−θ˜1)
×
(
Fk,l(θ˜′1, . . . , θ˜′k|θ˜1, . . . , θ˜l) +mLF2k+2l(iπ + θ˜′1, . . . , iπ + θ˜′k,
iπ − θ˜′k, . . . , iπ − θ˜′1, θ˜1, . . . , θ˜l,−θ˜l, . . . ,−θ˜1)
)
+O(e−µL)
where ρn is a shorthand notation for the n-partile Bethe-Yang density (2.10) and equal-
ity is understood up to phase onventions (f. setion 5) and
Fk,l(θ′1, . . . , θ′k|θ1, . . . , θl) =
lim
ǫ→0
FO2k+2l+2(iπ + θ
′
1 + ǫ, . . . , iπ + θ
′
k + ǫ, iπ − θ′k + ǫ, . . . , iπ − θ′1 + ǫ,
iπ + ǫ, 0, θ1, . . . , θl,−θl, . . . ,−θ1)
is dened by assigning the same shift ǫ to all rapidities entering the left (or equivalently
the right) state and taking the limit ǫ → 0. For the sake of simpliity we assumed
above that there is a single partile speies with mass m, but the presription an be
easily extended to theories with more than one partile speies; an example is shown in
subsetion 7.2.
3 Exat form fators
3.1 Saling Lee-Yang model
The Hamiltonian of saling Lee-Yang model takes the following form in the perturbed onfor-
mal eld theory framework:
HSLY = HLY0 + iλ
∫ L
0
dxΦ(0, x)
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where
HLY0 =
2π
L
(
L0 + L¯0 − c
12
)
is the onformal Hamiltonian and Φ is the only nontrivial primary eld, whih has onformal
weights ∆ = ∆¯ = −1/5. When λ > 0 the theory above has a single partile in its spetrum
with mass m that an be related to the oupling onstant as [28℄
λ = 0.09704845636 · · · ×m12/5
and the bulk energy density is given by
B = −
√
3
12
m2 (3.1)
The S-matrix reads [29℄
SLY (θ) =
sinh θ + i sin 2π3
sinh θ − i sin 2π3
(3.2)
and the partile ours as a bound state of itself at θ = 2πi/3 with the three-partile oupling
given by
Γ2 = −2
√
3
where the negative sign is due to the nonunitarity of the model. In this model we dene the
phase-shift via the relation
SLY (θ) = −eiδ(θ)
so that δ(0) = 0. This means a redenition of Bethe quantum numbers Ik in the Bethe-Yang
equations (2.10) suh they beome half-integers for states omposed of an even number of
partiles; it also means that in the large volume limit, partile momenta beome
m sinh θ˜k =
2πIk
L
Form fators of the trae of the stress-energy tensor Θ were omputed by Al.B. Zamolodhikov
in [11℄, and using the relation
Θ = iλπ(1 −∆)Φ
we an rewrite them in terms of Φ. They have the form
Fn(θ1, . . . , θn) = 〈Φ〉HnQn(x1, . . . , xn)
n∏
i=1
n∏
j=i+1
f(θi − θj)
xi + xj
(3.3)
with the notations
f(θ) =
cosh θ − 1
cosh θ + 1/2
v(iπ − θ)v(iπ + θ)
v(θ) = exp
(
2
∫ ∞
0
dt
sinh πt2 sinh
πt
3 sinh
πt
6
t sinh2 πt
eiθt
)
xi = e
θi , Hn =
(
31/4
21/2v(0)
)n
8
and the exat vauum expetation value of the eld Φ is
〈Φ〉 = 1.239394325 · · · × im−2/5
The funtions Qn are symmetri polynomials in the variables xi. Dening the elementary
symmetri polynomials of n variables by the relations
n∏
i=1
(x+ xi) =
n∑
i=0
xn−iσ
(n)
i (x1, . . . , xn) , σ
(n)
i = 0 for i > n
they an be onstruted as
Q1 = 1 , Q2 = σ
(2)
1 , Q3 = σ
(3)
1 σ
(3)
2
Qn = σ
(n)
1 σ
(n)
n−1Pn , n > 3
Pn = detM(n) where M(n)ij = σ(n)3i−2j+1 , i, j = 1, . . . , n− 3
3.2 Ising model with magneti perturbation
The ritial Ising model is the desribed by the onformal eld theory with c = 1/2 and has
two nontrivial primary elds: the spin operator σ with ∆σ = ∆¯σ = 1/16 and the energy
density ǫ with ∆ǫ = ∆¯ǫ = 1/2. The magneti perturbation, dened using the Hamiltonian
(where HI0 denotes the Hamiltonian of the c = 1/2 onformal eld theory)
H = HI0 + h
∫ L
0
dxσ(0, x)
is massive (and its physis does not depend on the sign of the external magneti eld h). The
spetrum and the exat S matrix is desribed by the famous E8 fatorized sattering theory
[30℄, whih ontains eight partiles Ai, i = 1, . . . , 8 with known mass ratios, and the mass gap
relation is [31℄
m1 = (4.40490857 . . . )|h|8/15
or
h = κhm
15/8
1 , κh = 0.06203236 . . . (3.4)
The bulk energy density is given by
B = −0.06172858982 · · · ×m2 (3.5)
We also quote the sattering phase shift of two A1 partiles for λ = 0, whih has the form
S11(θ) =
{
1
15
}
θ
{
1
3
}
θ
{
2
5
}
θ
, {x} = sinh θ + i sinπx
sinh θ − i sinπx (3.6)
All the other amplitudes Sab are determined by the S matrix bootstrap [30℄; we only quote
the A1 −A2 sattering amplitude
S12(θ) =
{
1
5
}
θ
{
4
15
}
θ
{
2
5
}
θ
{
7
15
}
θ
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beause it enters some matrix elements examined later. In this model we dene the phase-
shifts by the relations (for detailed explanation f. [16℄)
S11(θ) = −eiδ11(θ) and S12(θ) = eiδ12(θ)
so that again δ11(0) = δ12(0) = 0. The form fators of the operator ǫ in the E8 model were
rst alulated in [32℄ and their determination was arried further in [33℄. The exat vauum
expetation value of the eld ǫ is given by [34℄
〈ǫ〉 = ǫh|h|8/15 , ǫh = 2.00314 . . .
or in terms of the mass sale m = m1
〈ǫ〉 = 0.45475 · · · ×m
For pratial evaluation of form fators we used the results omputed by Delno, Grinza and
Mussardo, whih an be downloaded from the Web in Mathematia format [35℄. They use the
following normalized operator:
Ψ =
ǫ
〈ǫ〉
and so all data we plot in the sequel are understood with the same normalization.
4 Diagonal matrix elements
4.1 Form fator perturbation theory and disonneted ontributions
In the framework of onformal perturbation theory, we onsider a model with the ation
A(µ, λ) = ACFT − µ
∫
dtdxΦ(t, x)− λ
∫
dtdxΨ(t, x) (4.1)
suh that in the absene of the oupling λ, the model dened by the ation A(µ, λ = 0) is
integrable. The two perturbing elds are taken as saling elds of the ultraviolet limiting
onformal eld theory, with left/right onformal weights hΦ = h¯Φ < 1 and hΨ = h¯Ψ < 1, i.e.
they are relevant and have zero onformal spin, resulting in a Lorentz-invariant eld theory.
The integrable limit A(µ, λ = 0) is supposed to dene a massive spetrum, with the
sale set by the dimensionful oupling µ. The exat spetrum in this ase onsists of some
massive partiles, forming a fatorized sattering theory with known S matrix amplitudes,
and haraterized by a mass sale M (whih we take as the mass of the fundamental partile
generating the bootstrap), whih is related to the oupling µ via the mass gap relation
µ = κM2−2hΦ
where κ is a (non-perturbative) dimensionless onstant.
Swithing on a seond independent oupling λ in general spoils integrability, deforms the
mass spetrum and the S matrix, and in partiular allows deay of the partiles whih are
stable at the integrable point. One way to approah the dynamis of the model is the form
fator perturbation theory proposed in [36℄. Let us denote the form fators of the operator Ψ
in the λ = 0 theory by
FΨn (θ1, . . . , θn)i1...in = 〈0|Ψ(0, 0)|θ1 . . . θn〉λ=0i1...in
Using perturbation theory to rst order in λ, the following quantities an be alulated [36℄:
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1. The vauum energy density is shifted by an amount
δEvac = λ 〈0|Ψ |0〉λ=0 . (4.2)
2. The mass (squared) matrix M2ab gets a orretion
δM2ab = 2λF
Ψ
2 (iπ , 0)ab¯ δma,mb (4.3)
(where the bar denotes the antipartile) supposing that the original mass matrix was
diagonal and of the form M2ab = m
2
aδab .
3. The sattering amplitude for the four partile proess a+ b → c+ d is modied by
δScdab (θ, λ) = −iλ
FΨ4 (iπ, θ + iπ, 0, θ)c¯d¯ab
mamb sinh θ
, θ = θa − θb . (4.4)
It is important to stress that the form fator amplitude in the above expression must be
dened as the so-alled symmetri evaluation
lim
ǫ→0
FΨ4 (iπ + ǫ, θ + iπ + ǫ, 0, θ)c¯d¯ab
(see eqn. (4.9) below). It is also neessary to keep in mind that eqn. (4.4) gives the
variation of the sattering phase when the enter-of-mass energy (or, the Mandelstam
variable s) is kept xed [36℄. Therefore, in terms of rapidity variables, this variation
orresponds to the following:
δScdab (θ, λ) =
∂Scdab (θ, λ = 0)
∂θ
δθ + λ
∂Scdab (θ, λ)
∂λ
∣∣∣∣
λ=0
where
δθ = −maδma +maδma + (mbδma +maδmb) cosh θ
mamb sinh θ
is the shift of the rapidity variable indued by the mass orretions given by eqn. (4.3).
It is also possible to alulate the (partial) deay width of partiles [33℄, but we do not need
it here.
We an use the above results to alulate diagonal matrix elements involving one partile.
For simpliity we present the derivation for a theory with a single partile speies. Let us start
with the one-partile ase. The variation of the energy of a stationary one-partile state with
respet to the vauum (i.e. the nite volume partile mass) an be expressed as the dierene
between the rst order perturbative results for the one-partile and vauum states in volume
L:
∆m(L) = λL (〈{0}|Ψ|{0}〉L − 〈0|Ψ|0〉L) (4.5)
On the other hand, using Lüsher's results [37℄ it only diers from the innite volume mass
in terms exponentially falling with L. Using eqn. (4.3)
∆m(L) =
λ
m
FΨ(iπ, 0) +O
(
e−µL
)
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Similarly, the vauum expetation value reeives only orretions falling o exponentially with
L. Therefore we obtain
〈{0}|Ψ|{0}〉L = 1
mL
(
FΨ(iπ, 0) +mL〈0|Ψ|0〉) + . . .
with the ellipsis denoting residual nite size orretions. Note that the fator mL is just the
one-partile Bethe-Yang Jaobian ρ1(θ) = mL cosh θ evaluated for a stationary partile θ = 0.
We an extend the above result to moving partiles in the following way. Up to residual
nite size orretions, the one-partile energy is given by
E(L) =
√
m2 + p2
with
p =
2πs
L
where s is the Lorentz spin (whih is idential to the partile momentum quantum number).
Therefore
E∆E = m∆m
whereas perturbation theory gives:
∆E = λL (〈{s}|Ψ|{s}〉L − 〈0|Ψ|0〉L)
and so we obtain
〈{s}|Ψ|{s}〉L = 1
ρ1(θ˜)
(
FΨ(iπ, 0) + ρ1(θ˜)〈0|Ψ|0〉
)
+ . . . (4.6)
where
sinh θ˜ =
2πs
mL
⇒ ρ1(θ˜) =
√
m2L2 + 4π2s2
Figure (4.1) shows the omparison of eqn. (4.6) to numerial data obtained from Lee-Yang
TCSA: the mathing is spetaular, espeially in the so-alled saling region (the volume range
where residual nite size orretions are of the order of trunation errors, f. [16℄) where the
relative deviation is less than 10−4. Here and in all following plots we use the dimensionless
volume parameter l = mL, and the matrix elements are also measured in units of m (f. [16℄
for details). Diagonal one-partile matrix elements for the Ising model are shown in gure 4.2,
where we similarly use natural units given by the mass m = m1 of the lightest partile A1,
just as in all subsequent plots related to the Ising model.
One an use a similar argument to evaluate diagonal two-partile matrix elements in nite
volume. Let us assume that the theory onsidered has diagonal sattering as in setion 2.1.
The two-partile Bethe-Yang equations remain valid even in a non-integrable theory as long
as the total energy of the two-partile state remains under the inelasti threshold [38℄, and
therefore the energy levels an be alulated from
mi1L sinh θ˜1 + δ(θ˜1 − θ˜2) = 2πI1
mi2L sinh θ˜2 + δ(θ˜2 − θ˜1) = 2πI2
and (up to residual nite size orretions)
E2(L) = E2pt(L)− E0(L) = mi1 cosh θ˜1 +mi2 cosh θ˜2
12
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Figure 4.1: Diagonal 1-partile matrix elements in the saling Lee-Yang model. The disrete
points orrespond to the TCSA data, while the ontinuous line orresponds to the predition
from exat form fators.
where i1 and i2 label the partile speies. After a somewhat tedious, but elementary alulation
the variation of this energy dierene with respet to λ an be determined, using (4.3) and
(4.4):
∆E2(L) = λ
L
ρi1i2
(
θ˜1, θ˜2
)(FΨ4 (θ˜2 + iπ, θ˜1 + iπ, θ˜1, θ˜2)
i2i1i1i2
+mi1L cosh θ˜1F
Ψ
2 (iπ, 0)i2i2
+mi2L cosh θ˜2F
Ψ(iπ, 0)i1i1
)
where all quantities (suh as Bethe-Yang rapidities θ˜i, masses mi and the two-partile state
density ρ2) are in terms of the λ = 0 theory. This result expresses the fat that there are two
soures for the variation of two-partile energy levels: one is the mass shift of the individual
partiles, and the seond is due to the variation in the interation. On the other hand, in
analogy with (4.5) we have
∆E2(L) = λL (i1i2〈{I1, I2}|Ψ|{I1, I2}〉i1i2,L − 〈0|Ψ|0〉L)
and so we obtain the following relation:
i1i2〈{I1, I2}|Ψ|{I1, I2}〉i1i2,L =
1
ρi1i2
(
θ˜1, θ˜2
)(FΨ4 (θ˜2 + iπ, θ˜1 + iπ, θ˜1, θ˜2)
i2i1i1i2
+mi1L cosh θ˜1F
Ψ
2 (iπ, 0)i2i2
+mi2L cosh θ˜2F
Ψ
2 (iπ, 0)i1i1 + 〈0|Ψ|0〉
)
+ . . . (4.7)
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where the ellipsis again indiate residual nite size eets. The above argument is a gener-
alization of the derivation of the mini-Hamiltonian oeient C in Appendix C of [15℄. This
formula is tested against numerial data in the Lee-Yang model in gure 4.3, and the agree-
ment is as preise as it was for the one-partile ase. Similar results an be found in the Ising
ase; they are shown in gure 4.4.
4.2 Generalization to higher number of partiles
Let us now introdue some more onvenient notations. Given a state
|{I1 . . . In}〉i1...in
we denote
ρ({k1, . . . , kr})L = ρik1 ...ikr (θ˜k1 , . . . , θ˜kr) (4.8)
where θ˜l, l = 1, . . . , n are the solutions of the n-partile Bethe-Yang equations (2.9) at volume
L with quantum numbers I1, . . . , In and ρ({k1, . . . , kr}, L) is the r-partile Bethe-Yang Jaobi
determinant (2.10) involving only the r-element subset 1 ≤ k1 < · · · < kr ≤ n of the n
partiles, evaluated with rapidities θ˜k1 , . . . , θ˜kr . Let us further denote
F({k1, . . . , kr})L = F s2r(θ˜k1 , . . . , θ˜kr)ik1 ...ikr
where
F s2n(θ1, . . . , θn)i1...in = lim
ǫ→0
FΨ2n(θn + iπ + ǫ, . . . , θ1 + iπ + ǫ, θ1, . . . , θn)i1...inin...i1 (4.9)
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t form fa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is the so-alled symmetri evaluation of diagonal n-partile matrix elements, whih we analyze
more losely in the next subsetion. Note that the exlusion property mentioned at the end
of subsetion 2.1 arries over to the symmetri evaluation too: (4.9) vanishes whenever the
rapidities of two partiles of the same speies oinide.
Based on the above results, we onjeture that the general rule for a diagonal matrix
element takes the form of a sum over all bipartite divisions of the set of the n partiles
involved (inluding the trivial ones when A is the empty set or the omplete set {1, . . . , n}):
i1...in〈{I1 . . . In}|Ψ|{I1 . . . In}〉i1...in,L =
1
ρ({1, . . . , n})L × (4.10)∑
A⊂{1,2,...n}
F(A)Lρ({1, . . . , n} \ A)L +O(e−µL)
This rule an be tested against matrix elements with n = 3 and n = 4 in the Lee-Yang model,
whih are displayed in gures 4.5 and 4.6, respetively. The agreement is exellent as before,
with the relative deviation in the saling region being of the order of 10−4.
5 Diagonal matrix elements in terms of onneted form fators
In this setion we disuss diagonal matrix elements in terms of onneted form fators, and
prove that a onjeture made by Saleur in [21℄ exatly oinides with our eqn. (4.10). To
simplify notations we omit the partile speies labels; they an be restored easily if needed.
5.1 Relation between onneted and symmetri matrix elements
The purpose of this disussion is to give a treatment of the ambiguity inherent in diagonal
matrix elements. Due to the existene of kinematial poles (2.6) the expression
F2n(θ1 + iπ, θ2 + iπ, ..., θn + iπ, θn, ..., θ2, θ1)
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whih is relevant for diagonal multi-partile matrix elements, is not well-dened. Let us
onsider the regularized version
F2n(θ1 + iπ + ǫ1, θ2 + iπ + ǫ2, ..., θn + iπ + ǫn, θn, ..., θ2, θ1)
It was rst observed in [36℄ that the singular parts of this expression drop when taking the
limits ǫi → 0 simultaneously; however, the end result depends on the diretion of the limit,
i.e. on the ratio of the ǫi parameters. The terms that are relevant in the limit an be written
in the following general form:
F2n(θ1 + iπ + ǫ1, θ2 + iπ + ǫ2, ..., θn + iπ + ǫn, θn, ..., θ2, θ1) = (5.1)
n∏
i=1
1
ǫi
·
n∑
i1=1
n∑
i2=1
...
n∑
in=1
ai1i2...in(θ1, . . . , θn)ǫi1ǫi2 ...ǫin + . . .
where ai1i2...in is a ompletely symmetri tensor of rank n and the ellipsis denote terms that
vanish when taking ǫi → 0 simultaneously.
In our previous onsiderations we used the symmetri limit, whih is dened by taking all
ǫi equal:
F s2n(θ1, θ2, ..., θn) = lim
ǫ→0
F2n(θ1 + iπ + ǫ, θ2 + iπ + ǫ, ..., θn + iπ + ǫ, θn, ..., θ2, θ1)
It is symmetri in all the variables θ1, . . . , θn. There is another evaluation with this symmetry
property, namely the so-alled onneted form fator, whih is dened as the ǫi independent
part of eqn. (5.1), i.e. the part whih does not diverge whenever any of the ǫi is taken to zero:
F c2n(θ1, θ2, ..., θn) = n! a12...n (5.2)
where the appearane of the fator n! is simply due to the permutations of the ǫi.
5.1.1 The relation for n ≤ 3
We now spell out the relation between the symmetri and onneted evaluations for n = 1, 2
and 3.
The n = 1 ase is simple, sine the two-partile form fator F2(θ1, θ2) has no singularities
at θ1 = θ2 + iπ and therefore
F s2 (θ) = F
c
2 (θ) = F2(iπ, 0) (5.3)
It is independent of the rapidities and will be denoted F c2 in the sequel.
For n = 2 we need to onsider
F4(θ1 + iπ + ǫ1, θ2 + iπ + ǫ2, θ2, θ1) ≈ a11ǫ
2
1 + 2a12ǫ1ǫ2 + a22ǫ
2
2
ǫ1ǫ2
(5.4)
whih gives
F s4 (θ1, θ2) = a11 + 2a12 + a22
F c4 (θ1, θ2) = 2a12
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The terms a11 and a22 an be expressed using the two-partile form fator. Taking an in-
nitesimal, but xed ǫ2 6= 0
Res
ǫ1=0
F4(θ1 + iπ + ǫ1, θ2 + iπ + ǫ2, θ2, θ1) = a22ǫ2
whereas aording to (2.7)
Res
ǫ1=0
F4(θ1+iπ+ǫ1, θ2+iπ+ǫ2, θ2, θ1) = i (1− S(θ1 − θ2)S(θ1 − θ2 − iπ − ǫ2))F2(θ2+iπ+ǫ2, θ2)
To rst order in ǫ2
S(θ1 − θ2 − iπ − ǫ2) = S(θ2 − θ1 + ǫ2) = S(θ2 − θ1)(1 + iϕ(θ2 − θ1)ǫ2 + . . . )
where
ϕ(θ) = −i d
dθ
logS(θ)
is the derivative of the two-partile phase shift dened before. Therefore we obtain
a22 = ϕ(θ2 − θ1)F c2
and similarly
a11 = ϕ(θ1 − θ2)F c2
and so
F s4 (θ1, θ2) = F
c
4 (θ1, θ2) + 2ϕ(θ1 − θ2)F2(iπ, 0) (5.5)
In the ase of the trae of the energy-momentum tensor Θ the following expressions are known
[24℄
FΘ2 = 2πm
2
FΘ,s4 = 8πm
2ϕ(θ1 − θ2) cosh2
(
θ1 − θ2
2
)
FΘ,c4 = 4πm
2ϕ(θ1 − θ2) cosh(θ1 − θ2)
and they are in agreement with (5.5).
For n = 3, a proedure similar to the above gives the following relation:
F s6 (θ1, θ2, θ3) = F
c
6 (θ1, θ2, θ3) + [F
c
4 (θ1, θ2)(ϕ(θ1 − θ3) + ϕ(θ2 − θ3)) + permutations]
+3F c2 [ϕ(θ1 − θ2)ϕ(θ1 − θ3) + permutations] (5.6)
where we omitted terms that only dier by permutation of the partiles.
5.1.2 Relation between the onneted and symmetri evaluation in the general
ase
Our goal is to ompute the general expression
F2n(θ1, . . . , θn|ǫ1, . . . , ǫn) = F2n(θ1 + iπ + ǫ1, θ2 + iπ + ǫ2, ..., θn + iπ + ǫn, θn, ..., θ2, θ1) (5.7)
Let us take n verties labeled by the numbers 1, 2, . . . , n and let G be the set of the direted
graphs Gi with the following properties:
• Gi is tree-like.
• For eah vertex there is at most one outgoing edge.
For an edge going from i to j we use the notation Eij .
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Theorem 1 (5.7) an be evaluated as a sum over all graphs in G, where the ontribution of
a graph Gi is given by the following two rules:
• Let Ai = {a1, a2, . . . , am} be the set of verties from whih there are no outgoing edges
in Gi. The form fator assoiated to Gi is
F c2m(θa1 , θa2 , . . . , θam) (5.8)
• For eah edge Ejk the form fator above has to be multiplied by
ǫj
ǫk
ϕ(θj − θk)
Note that sine annot ontain yles, the produt of the ǫi/ǫj fators will never be trivial
(exept for the empty graph with no edges).
Proof The proof goes by indution in n. For n = 1 we have
F s2 (θ1) = F
c
2 (θ1) = F2(iπ, 0)
This is in aordane with the theorem, beause for n = 1 there is only the trivial graph whih
ontains no edges and a single node.
Now assume that the theorem is true for n − 1 and let us take the ase of n partiles.
Consider the residue of the matrix element (5.7) at ǫn = 0 while keeping all the ǫi nite
R = Res
ǫn=0
F2n(θ1..θn|ǫ1..ǫn)
Aording to the theorem the graphs ontributing to this residue are exatly those for whih
the vertex n has an outgoing edge and no inoming edges. Let Rj be sum of the diagrams
where the outgoing edge is Enj for some j = 1, . . . , n − 1, and so
R =
n−1∑
j=1
Rj
The form fators appearing in Rj do not depend on θn. Therefore we get exatly the diagrams
that are needed to evaluate F2(n−1)(θ1..θn−1|ǫ1..ǫn−1), apart from the proportionality fator
assoiated to the link Enj and so
Rj =
ǫj
ǫn
ϕ(θj − θn)F2(n−1)(θ1..θn−1|ǫ1..ǫn−1)
and summing over j gives
R = (ǫ1ϕ(θ1 − θn) + ǫ2ϕ(θ2 − θn) + · · ·+ ǫn−1ϕ(θn−1 − θn))F2(n−1)(θ1..θn−1|ǫ1..ǫn−1) (5.9)
In order to prove the theorem, we only need to show that the residue indeed takes this form.
On the other hand, the kinematial residue axiom (2.6) gives
R = i

1− n−1∏
j=1
S(θn − θj)S(θn − θj − iπ − ǫj)

F2(n−1)(θ1..θn−1|ǫ1..ǫn−1)
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Figure 5.1: The graphs relevant for n = 2
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Figure 5.2: The graphs relevant for n = 3
whih is exatly the same as eqn. (5.9) when expanded to rst order in ǫj .
We thus heked that the theorem gives the orret result for the terms that inlude a 1/ǫn
singularity. Using symmetry in the rapidity variables this is true for all the terms that inlude
at least one 1/ǫi for an arbitrary i. There is only one diagram that annot be generated by
the indutive proedure, namely the empty graph. However, there are no singularities (1/ǫi
fators) assoiated to it, and it gives F c2n(θ1, . . . , θn) by denition. Qed.
We now illustrate how the theorem works. For n = 2, there are only three graphs, depited
in gure 5.1. Applying the rules yields
F4(θ1, θ2|ǫ1, ǫ2) = F c4 (θ1, θ2) + ϕ(θ1 − θ2)
(
ǫ1
ǫ2
+
ǫ2
ǫ1
)
F c2
whih gives bak (5.5) upon putting ǫ1 = ǫ2. For n = 3 there are 4 dierent kinds of graphs,
the representatives of whih are shown in gure 5.2; all other graphs an be obtained by
permuting the node labels 1, 2, 3. The ontributions of these graphs are
(a) : F c6 (θ1, θ2, θ3)
(b) :
ǫ2
ǫ1
ϕ(θ1 − θ2)F c4 (θ2, θ3)
(c) :
ǫ2
ǫ1
ǫ3
ǫ2
ϕ(θ1 − θ2)ϕ(θ2 − θ3)F c2 =
ǫ3
ǫ1
ϕ(θ1 − θ2)ϕ(θ2 − θ3)F c2
(d) :
ǫ2
ǫ1
ǫ2
ǫ3
ϕ(θ1 − θ2)ϕ(θ3 − θ2)F c2
Adding up all the ontributions and putting ǫ1 = ǫ2 = ǫ3 we reover eqn. (5.6).
5.2 Consisteny with Saleur's proposal
Saleur proposed an expression for diagonal matrix elements in terms of onneted form fators
in [21℄, whih is partially based on earlier work by Balog [39℄ and also on the determinant
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formula for normalization of states in the framework of algebrai Bethe Ansatz, derived by
Gaudin, and also by Korepin (see [40℄ and referenes therein). To desribe it, we must extend
the normalization of nite volume states dened in [16℄ to the ase when the partile rapidities
form a proper subset of some multi-partile Bethe-Yang solution.
Aording to [16℄, the normalization of a nite volume state is given by
|{I1, . . . , In}〉L = 1√
ρn(θ˜1, . . . , θ˜n)
|θ˜1, . . . , θ˜n〉
in terms of the innite volume state with rapidities θ˜1, . . . , θ˜n, whih are the solutions of the
Bethe-Yang equations (2.9) for the given quantum numbers I1, . . . , In at volume L (we again
omit the partile speies labels, and also denote the n-partile determinant by ρn). Let us
take a subset of partile indies A ∈ {1, . . . , n} and dene the orresponding sub-determinant
by
ρ˜n(θ˜1, . . . , θ˜n|A) = detJ (n)A
where J (n)A is the sub-matrix of the matrix J (n) dened in eqn. (2.10) whih is given by
hoosing the elements whose indies belong to A. The full matrix an be written expliitly as
J (n) =


E1L+ ϕ12 + · · ·+ ϕ1n −ϕ12 . . . −ϕ1n
−ϕ12 E2L+ ϕ21 + ϕ23 + · · ·+ ϕ2n . . . −ϕ2n
.
.
.
.
.
.
.
.
.
.
.
.
−ϕ1n −ϕ2n . . . EnL+ ϕ1n + · · ·+ ϕn−1,n


where the following abbreviations were used: Ei = mi cosh θi, ϕij = ϕji = ϕ(θi − θj). Note
that ρ˜n depends on all the rapidities, not just those whih orrespond to elements of A. It is
obvious that
ρn(θ˜1, . . . , θ˜n) ≡ ρ˜n(θ˜1, . . . , θ˜n|{1, . . . , n})
Saleur proposed the denition
〈{θ˜k}k∈A|{θ˜k}k∈A〉L = ρ˜n(θ˜1, . . . , θ˜n|A) (5.10)
where
|{θ˜k}k∈A〉L
is a partial state whih ontains only the partiles with index in A, but with rapidities that
solve the Bethe-Yang equations for the full n-partile state. Note that this is not a proper
state in the sense that it is not an eigenstate of the Hamiltonian sine the partile rapidities do
not solve the Bethe-Yang equations relevant for a state onsisting of |A| partiles (where |A|
denotes the ardinal number  i.e. number of elements  of the set A). The idea behind this
proposal is that the density of these partial states in rapidity spae depends on the presene
of the other partiles whih are not inluded, and indeed it is easy to see that it is given by
ρ˜n(θ˜1, . . . , θ˜n|A).
In terms of the above denitions, Saleur's onjeture for the diagonal matrix element is
i1...in〈{I1 . . . In}|Ψ|{I1 . . . In}〉i1...in,L =
1
ρn(θ˜1, . . . , θ˜n)
× (5.11)
∑
A⊂{1,2,...n}
F c2|A|({θ˜k}k∈A)ρ˜(θ˜1, . . . , θ˜n|A) +O(e−µL)
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whih is just the standard representation of the full matrix element as the sum of all the
onneted ontributions provided we aept eqn. (5.10). The full amplitude is obtained by
summing over all possible bipartite divisions of the partiles, where the division is into partiles
that are onneted to the loal operator, giving the onneted form fator F c and into those
that simply go diretly from the initial to the nal state whih ontribute the norm of the
orresponding partial multi-partile state.
Using the results of subsetion 5.1, it is easy to hek expliitly (whih we did up to n = 3)
that our rule for the diagonal matrix elements as given in eqn. (4.10) is equivalent to eqn.
(5.11). We now give a omplete proof for the general ase.
Theorem 2∑
A⊂N
F c2|A|({θk}k∈A)ρ˜(θ1, . . . , θn|A) =
∑
A⊂N
F s2|A|({θk}k∈A)ρ({θk}k∈N\A) (5.12)
where we denoted N = {1, 2, . . . , n}.
Proof The two sides of eqn. (5.12) dier in two ways:
• The form fators on the right hand side are evaluated aording to the symmetri
presription, and in addition to the onneted part also they ontain extra terms, whih
are proportional to onneted form fators with fewer partiles.
• The densities ρ˜ on the left hand side are not determinants of the form (2.10) written
down in terms of the partiles ontained in N \A: they ontain additional terms due to
the presene of the partiles in A as well.
Here we show that eqn. (5.12) is merely a reorganization of these terms.
For simpliity onsider rst the term on the left hand side whih orresponds to A =
{m+ 1,m+ 2, . . . , n}, i.e.
F c2m(θm+1, . . . , θn)ρ˜(θ1, . . . , θn|A)
We expand ρ˜ in terms of the physial multi-partile densities ρ. In order to aomplish this,
it is useful to rewrite the sub-matrix J nN\A as
J (n)|N\A = Jm(θ1, . . . , θm) +


n∑
i=m+1
ϕ1i
n∑
i=m+1
ϕ2i
.
.
.
n∑
i=m+1
ϕmi


where Jm is the m-partile Jaobian matrix whih does not ontain any terms depending on
the partiles in A. The determinant of J nN\A an be written as a sum over the subsets of
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N \A. For a general subset B ⊂ N \A let us use the notation B = {b1, b2, . . . , b|B|}. We an
then write
ρ˜(θ1, . . . , θn|A) = detJ (n)|N\A =
∑
B

ρ(N \ (A ∪B)) |B|∏
i=1
(
n∑
ci=m+1
ϕbi,ci
)
(5.13)
where ρ(N \ (A ∪B)) is the ρ-density (2.10) written down with the partiles in N \ (A ∪B).
Applying a suitable permutation of variables we an generalize eqn. (5.13) to an arbitrary
subset A ⊂ N :
ρ˜(θ1, . . . , θn|A) = detJ (n)|N\A =
∑
B
ρ(N \ (A ∪B))
∑
C
(
|B|∏
i=1
ϕbi,ci) (5.14)
where the seond summation goes over all the sets C = {c1, c2, . . . , c|B|} with |C| = |B| and
ci ∈ A. The left hand side of eqn. (5.12) an thus be written as∑
A⊂N
F c2|A|({θk}k∈A)ρ˜(θ1, . . . , θn|A) =
∑
A,B ⊂ N
A ∩B = ∅
ρ(N \ (A ∪B))
∑
C
F(A,B,C) (5.15)
where F(A,B,C) = F
c
2|A|({θk}k∈A)
|B|∏
i=1
ϕbi,ci
We now show that there is a one-to-one orrespondene between all the terms in (5.15) and
those on the right hand side of (5.12) if the symmetri evaluations F s2k are expanded aording
to Theorem 1. To eah triplet (A,B,C) let us assign the graph G(A,B,C) dened as follows:
• The verties of the graph are the elements of the set A ∪B.
• There are exatly |B| edges in the graph, whih start at bi and end at ci with i =
1, . . . , |B|.
The ontribution of G(A,B,C) to F
s
2(|A|+|B|)({θk}k∈A∪B) is nothing else than F(A,B,C) whih
an be proved by applying the rules of Theorem 1. Note that all the possible diagrams with
at most n verties are ontained in the above list of the G(A,B,C), beause a general graph G
satisfying the onditions in Theorem 1 an be haraterized by writing down the set of verties
with and without outgoing edges (in this ase B and A) and the endpoints of the edges (in
this ase C).
It is easy to see that the fators ρ(N \ (A∪B)) multiplying the F(A,B,C) in (5.15) are also
the orret ones: they are just the density fators multiplying F s2(|A|+|B|)({θk}k∈A∪B) on the
right hand side of (5.12). Qed.
6 Zero-momentum partiles
6.1 Saling Lee-Yang model
In the saling Lee-Yang model, with a single type of partile, there an only be a single partile
of zero momentum in a multi-partile state due to the exlusion priniple. For the momentum
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to be exatly zero in nite volume it is neessary that the all other partiles should ome with
quantum numbers in pairs of opposite sign, whih means that the state must have 2n + 1
partiles in a onguration
|{I1, . . . , In, 0,−In, . . . ,−I1}〉L
Therefore we onsider matrix elements of the form
〈{I ′1, . . . , I ′k, 0,−I ′k, . . . ,−I ′1}|Φ|{I1, . . . , Il, 0,−Il, . . . ,−I1}〉L
(with k = 0 or l = 0 orresponding to a state ontaining a single stationary partile). We also
suppose that the two sets {I1, . . . , Ik} and {I ′1, . . . , I ′l} are not idential, otherwise we have
the ase of diagonal matrix elements treated in setion 4.
We need to examine form fators of the form
F2k+2l+2(iπ + θ
′
1, . . . , iπ + θ
′
k, iπ − θ′k, . . . , iπ − θ′1, iπ + θ, 0, θ1, . . . , θl,−θl, . . . ,−θ1)
where the partiular ordering of the rapidities was hosen to ensure that no additional S matrix
fators appear in the disonneted terms of the rossing relation (2.2). Using the singularity
axiom (2.6), plus unitarity and rossing symmetry of the S-matrix it is easy to see that the
residue of the above funtion at θ = 0 vanishes, and so it has a nite limit as θ → 0. However,
this limit depends on diretion just as in the ase of the diagonal matrix elements onsidered
in setion 4. Therefore we must speify the way it is taken, and just as previously we use
a presription that is maximally symmetri in all variables: we hoose to shift all rapidities
entering the left hand state with the same amount to dene
Fk,l(θ′1, . . . , θ′k|θ1, . . . , θl) =
lim
ǫ→0
F2k+2l+2(iπ + θ
′
1 + ǫ, . . . , iπ + θ
′
k + ǫ, iπ − θ′k + ǫ, . . . , iπ − θ′1 + ǫ,
iπ + ǫ, 0, θ1, . . . , θl,−θl, . . . ,−θ1) (6.1)
Using the above denition, by analogy to (4.10) we onjeture that
f2k+1,2l+1 = 〈{I ′1, . . . , I ′k, 0,−I ′k, . . . ,−I ′1}|Φ|{I1, . . . , Il, 0,−Il, . . . ,−I1}〉L (6.2)
=
1√
ρ2k+1(θ˜
′
1, . . . , θ˜
′
k, 0,−θ˜′k, . . . ,−θ˜′1)ρ2l+1(θ˜1, . . . , θ˜l, 0,−θ˜l, . . . ,−θ˜1)
×
(
Fk,l(θ˜′1, . . . , θ˜′k|θ˜1, . . . , θ˜l) +mLF2k+2l(iπ + θ˜′1, . . . , iπ + θ˜′k,
iπ − θ˜′k, . . . , iπ − θ˜′1, θ˜1, . . . , θ˜l,−θ˜l, . . . ,−θ˜1)
)
+O(e−µL)
where θ˜ denote the solutions of the appropriate Bethe-Yang equations at volume L, ρn is a
shorthand notation for the n-partile Bethe-Yang density (2.10) and equality is understood up
to phase fators. We reall from our previous work [16℄ that relative phases of multi-partile
states are in general xed dierently in the form fator bootstrap and TCSA. Also note that
reordering partiles gives phase fators on the right hand side aording to the exhange
axiom (2.4). This issue is obviously absent in the ase of diagonal matrix elements treated in
setions 4 and 5, sine any suh phase fator anels out between the state and its onjugate.
Suh phases do not aet orrelation funtions, or as a onsequene, any physially relevant
quantities sine they an all be expressed in terms of orrelators.
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There is some argument that an be given in support of eqn. (6.2). Note that the zero-
momentum partile ours in both the left and right states, whih atually makes it unlear
how to dene a density similar to ρ˜ in (5.10). Suh a density would take into aount the
interation with the other partiles. However, the nonzero rapidities entering of the two states
are dierent and therefore there is no straightforward way to apply Saleur's reipe (5.11) here.
Using the maximally symmetri denition (6.1) the shift ǫ an be equally put on the right hand
side rapidities as well, and therefore we expet that the density fator multiplying the term
F2k+2l in (6.2) would be the one-partile state density in whih none of the other rapidities
appear, whih is exatly mL for a stationary partile. This is a natural guess from eqn.
(4.10) whih states that when diagonal matrix elements are expressed using the symmetri
evaluation, only densities of the type ρ appear.
Another argument an be formulated using the observation that eqn. (6.2) is only valid if
Fk,l is dened as in (6.1); all other possible ways to take the limit an be related in a simple
way to this denition and so the rule (6.2) an be rewritten appropriately. Let us onsider
two other natural hoies
F+k,l(θ′1, . . . , θ′k|θ1, . . . , θl) =
lim
ǫ→0
F2k+2l+2(iπ + θ
′
1, . . . , iπ + θ
′
k, iπ − θ′k, . . . , iπ − θ′1, iπ, ǫ, θ1, . . . , θl,−θl, . . . ,−θ1)
F−k,l(θ′1, . . . , θ′k|θ1, . . . , θl) =
lim
ǫ→0
F2k+2l+2(iπ + θ
′
1, . . . , iπ + θ
′
k, iπ − θ′k, . . . , iπ − θ′1, iπ + ǫ, 0, θ1, . . . , θl,−θl, . . . ,−θ1)
in whih the shift is put only on the zero-momentum partile on the right/left, respetively.
Using the kinematial residue axiom (2.6), F± an be related to F via
Fk,l(θ′1, . . . , θ′k|θ1, . . . , θl) = F+k,l(θ′1, . . . , θ′k|θ1, . . . , θl)
+2
l∑
i=1
ϕ(θi)F2k+2l(iπ + θ
′
1, . . . , iπ + θ
′
k, iπ − θ′k, . . . , iπ − θ′1, θ1, . . . , θl,−θl, . . . ,−θ1)
Fk,l(θ′1, . . . , θ′k|θ1, . . . , θl) = F−k,l(θ′1, . . . , θ′k|θ1, . . . , θl)
−2
k∑
i=1
ϕ(θ′i)F2k+2l(iπ + θ
′
1, . . . , iπ + θ
′
k, iπ − θ′k, . . . , iπ − θ′1, θ1, . . . , θl,−θl, . . . ,−θ1)
With the help of the above relations eqn. (6.2) an also be rewritten in terms of F±. The way
F and therefore also eqn. (6.2) are expressed in terms of F± shows a remarkable and natural
symmetry under the exhange of the left and right state (and orrespondingly F+ with F−),
whih provides a further support to our onjeture.
The above two arguments annot be onsidered as a proof; we do not have a proper
derivation of relation (6.2) at the moment. On the other hand, as we now show it agrees very
well with numerial data whih would be impossible if there were some additional ϕ terms
present; suh terms, as shown in our previous work [16℄ would ontribute orretions of order
1/l in terms of the dimensionless volume parameter l = mL.
Data for the ase of 1-3 and 3-3 matrix elements are shown in gures 6.1 and 6.2, respe-
tively. In order to strengthen the support for eqn. (6.2) we must nd 5-partile states. This
is not easy beause they are high up in the spetrum, and identiation using the proess of
mathing against Bethe-Yang preditions (as desribed in [16℄) beomes ambiguous. We ould
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Figure 6.1: 1-partile3-partile matrix elements in the saling Lee-Yang model. The disrete
points orrespond to the TCSA data, while the ontinuous line orresponds to the predition
from exat form fators.
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Figure 6.2: 3-partile3-partile matrix elements in the saling Lee-Yang model. The disrete
points orrespond to the TCSA data, while the ontinuous line orresponds to the predition
from exat form fators.
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Figure 6.3: Identifying the 5-partile state using form fators. The disrete points orrespond
to the TCSA data, while the ontinuous line orresponds to the predition from exat form
fators.
identify the rst 5-partile state by ombining the Bethe-Yang mathing with preditions for
matrix elements with no disonneted piees given by eqn. (2.11), as shown in gure 6.3. Some
are must be taken in hoosing the other state beause many hoies give matrix elements that
are too small to be measured reliably in TCSA: sine vetor omponents and TCSA matries
are mostly of order 1 or slightly less, getting a result of order 10−4 or smaller involves a lot of
anellation between a large number of individual ontributions, whih inevitably leads to the
result being dominated by trunation errors. Despite these diulties, ombining Bethe-Yang
level mathing with form fator evaluation we ould identify the rst ve-partile level up to
l = 20.
The simplest matrix element involving a ve-partile state and zero-momentum dison-
neted piees is the 1-5 one, but the predition of eqn. (6.2) turns out to be too small to be
usefully ompared to TCSA. However, it is possible to nd 3-5 matrix elements that are su-
iently large, and the data shown in gure 6.4 onrm our onjeture with a relative preision
of somewhat better than 10−3 in the saling region.
We lose by noting that sine the agreement is better than one part in 103 in the saling
region, whih is typially found in the range of volume l ∼ 10 . . . 20, and also this preision
holds for quite a large number of independent matrix elements, the presene of additional ϕ
terms in eqn. (6.2) an be ondently exluded.
6.2 Ising model in magneti eld
In gure 6.5 we show how the predition (6.2) desribes a 1-3 matrix element in the Ising
model; sine all partiles in this example are of speies A1, the formula arries over without
essential modiations.
However, due to the fat that the Ising model has more than one partile speies, it is
possible to have more than one stationary partiles in the same state. Our TCSA data allow
us to loate one suh state, with a stationary A1 and A2 partile, and extending our previous
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onsiderations we have the predition
f1,12 = 1〈{0}|Ψ|{0, 0}〉12 = 1
m1L
√
m2L
(
lim
ǫ→0
F3(iπ + ǫ, 0, 0)112 +m1LF1(0)2
)
where F1(0)2 is the one-partile form fator orresponding to A2. This is ompared to TCSA
data in gure 6.6 and a onvining agreement is found.
Note that in both of gures 6.5 and 6.6 there is a point whih obviously deviates from the
predition. This is a purely tehnial issue, and is due to the presene of a line rossing lose
to this partiular value of the volume whih makes the uto dependene more ompliated
and so slightly upsets the extrapolation in the uto. We also remark that we annot hek
further matrix elements at the moment, beause the appropriate form fator solutions have
not yet been omputed.
7 Finite temperature orrelators
In this setion we show how a systematial low-temperature expansion for orrelation funtions
an be developed using the results presented so far. Finite temperature orrelation funtions
have attrated quite a lot of interest reently. Lelair and Mussardo proposed an expansion
for the one-point and two-point funtions in terms of form fators dressed by appropriate
oupation number fators ontaining the TBA pseudo-energy funtion [20℄, based on a quasi-
partile desription motivated by the thermodynami Bethe Ansatz. As disussed in the
introdution, their proposal for the two-point funtion was shown to be inorret by Saleur
[21℄; on the other hand, he also gave a proof of the Lelair-Mussardo formula for one-point
funtions based on the onjeture formulated in eqn. (5.11), provided the operator onsidered
is the density of some loal onserved harge. Sine we proved that our formula (4.10) for
diagonal matrix elements is equivalent to Saleur's onjeture, our results in setion 4 an be
onsidered as a very onvining numerial evidene for the orretness of his argument.
Another proposal for nite-temperature one-point funtions was made by Delno [23℄, who
attempted to express them in terms of free-partile oupation numbers and the symmetri
evaluation of diagonal matrix elements. It was shown by Mussardo that this proposal is not
orret using a ounter example where it disagreed with the Lelair-Mussardo expansion [24℄.
30
Furthermore, Castro-Alvaredo and Fring also argued [25℄ that two-point funtions annot
be obtained by a simple dressing proedure analogous to the Lelair-Mussardo expansion for
one-point funtions. They argued that one needs a more drasti hange in the form fator
program.
All these issues are onneted to the problem of nding a proper denition of the dison-
neted piees. From the rossing relation (2.2), these are innite for the form fators dened
in innite volume, and subtration of suh innities must be made with are in order to obtain
the orret nite piees. Beause of the above diulties there is also a development in the di-
retion of nite temperature form fators (for a review f. [41℄); with further development, this
other line of thought an also give a very useful formulation of nite temperature orrelation
funtions.
Here we use the idea that putting the system into a nite volume L provides a regularization
for the form fators, whih an even be onsidered physial sine in the real world there are no
innite systems
1
. Our expressions for the nite volume form fators are valid up to exponential
orretions in the volume, whih makes it lear that performing the alulation in nite volume
and then taking the limit L→∞ we should reover the proper nite temperature orrelation
funtion. Here we present the omputation for the ase of the one-point funtion up to the
rst three nontrivial orders; the alulation gets ompliated for higher orders, but the reipe
is straightforward. On general theoretial grounds, it is quite lear that our approah should
also apply to the two-point funtion, or indeed to any multi-point orrelator, but in order
to keep the exposition short we do not go into these details here and leave them to future
investigations.
7.1 Lelair-Mussardo series expanded
The nite temperature expetation value of a loal operator O is dened by
〈O〉R = Tr
(
e−RHO)
Tr (e−RH)
where R = 1/T is the temperature dependent extension of the Eulidean time diretion used
in thermal quantum eld theory and H is the Hamiltonian. To keep the exposition simple we
assume that the spetrum ontains a single massive partile of mass m. Lelair and Mussardo
proposed the following expression for the low temperature (T ≪ m, or equivalently mR≫ 1)
expansion of the above one-point funtion:
〈O〉R =
∞∑
n=0
1
n!
1
(2π)n
∫ [ n∏
i=1
dθi
e−ǫ(θi)
1 + e−ǫ(θi)
]
F c2n(θ1, ..., θn) (7.1)
where F c2n is the onneted diagonal form fator dened in eqn. (5.2) and ǫ(θ) is the pseudo-
energy funtion, whih is the solution of the thermodynami Bethe Ansatz equation
ǫ(θ) = mR cosh(θ)−
∫
dθ′
2π
ϕ(θ − θ′) log(1 + e−ǫ(θ′)) (7.2)
1
There is atually a little subtlety here, sine we impose periodi boundary onditions whih are also
nonphysial, but we make use of the old intuition that nothing an atually depend very muh on the hoie
of the boundary ondition if the system is very large and has a nite orrelation length (i.e. a mass gap).
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The solution of this equation an be found by suessive iteration, whih results in
ǫ(θ) = mR cosh(θ)−
∫
dθ′
2π
ϕ(θ − θ′)e−mR cosh θ′ + 1
2
∫
dθ′
2π
ϕ(θ − θ′)e−2mR cosh θ′ +
+
∫
dθ′
2π
dθ′′
2π
ϕ(θ − θ′)ϕ(θ′ − θ′′)e−mR cosh θ′e−mR cosh θ′′ +O (e−3mR) (7.3)
Using this expression, it is easy to derive the following expansion from (7.1)
〈O〉R = 〈O〉+
∫
dθ
2π
F c2
(
e−mR cosh θ − e−2mR cosh θ
)
+
1
2
∫
dθ1
2π
dθ2
2π
(F c4 (θ1, θ2) + 2Φ(θ1 − θ2)F c2 ) e−mR cosh θ1e−mR cosh θ2
+O
(
e−3mR
)
(7.4)
where 〈O〉 denotes the zero-temperature vauum expetation value. The above result an also
be written in terms of the symmetri evaluation (4.9) as
〈O〉R = 〈O〉+
∫
dθ
2π
F s2
(
e−mR cosh θ − e−2mR cosh θ
)
+
1
2
∫
dθ1
2π
dθ2
2π
F s4 (θ1, θ2)e
−mR(cosh θ1+cosh θ2) +O
(
e−3mR
)
(7.5)
where we used relations (5.3) and (5.5).
For ompleteness we also quote Delno's proposal:
〈O〉RD =
∞∑
n=0
1
n!
1
(2π)n
∫ [ n∏
i=1
dθi
e−mR cosh θi
1 + e−mR cosh θi
]
F s2n(θ1, ..., θn) (7.6)
whih gives the following result when expanded to seond order:
〈O〉RD = 〈O〉+
∫
dθ
2π
F s2
(
e−mR cosh θ − e−2mR cosh θ
)
+
1
2
∫
dθ1
2π
dθ2
2π
F s4 (θ1, θ2)e
−mR(cosh θ1+cosh θ2) +O
(
e−3mR
)
(7.7)
Note that the two formulae oinide with eah other to this order, whih was already noted in
[23℄. However, this is not the ase in the next order. Obtaining the third order orretion from
the Lelair-Mussardo expansion is a somewhat lengthy, but elementary omputation, whih
results in
1
6
∫
dθ1
2π
dθ2
2π
dθ3
2π
F s6 (θ1, θ2, θ3)e
−mR(cosh θ1+cosh θ2+cosh θ3)
−
∫
dθ1
2π
dθ2
2π
F s4 (θ1, θ2)e
−mR(cosh θ1+2 cosh θ2) +
∫
dθ1
2π
F s2 e
−3mR cosh θ1
−1
2
∫
dθ1
2π
dθ2
2π
F s2ϕ(θ1 − θ2)e−mR(cosh θ1+2 cosh θ2) (7.8)
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where we used eqns. (5.3, 5.5, 5.6) to express the result in terms of the symmetri evaluation.
On the other hand, expanding (7.6) results in
1
6
∫
dθ1
2π
dθ2
2π
dθ3
2π
F s6 (θ1, θ2, θ3)e
−mR(cosh θ1+cosh θ2+cosh θ3)
−
∫
dθ1
2π
dθ2
2π
F s4 (θ1, θ2)e
−mR(cosh θ1+2 cosh θ2) +
∫
dθ1
2π
F s2 e
−3mR cosh θ1
(7.9)
It an be seen that the two proposals dier at this order (the last term of (7.8) is missing from
(7.9)), whih was already noted by Mussardo using a toy model in [24℄, but our omputation
here is model independent and shows the general form of the disrepany. We also need the
third order orretion expliitly so that we an ompare it to the result of the omputation
performed in the next setion.
7.2 Low-temperature expansion for one-point funtions
We now evaluate the nite temperature expetations value in a nite, but large volume L:
〈O〉RL =
TrL
(
e−RHLO)
TrL (e−RHL)
(7.10)
where HL is the nite volume Hamiltonian, and TrL means that the trae is now taken over
the nite volume Hilbert spae. For later onveniene we introdue a new notation:
|θ1, . . . , θn〉L = |{I1, . . . , In}〉L
where θ1, . . . , θn solve the Bethe-Yang equations for n partiles with quantum numbers I1, . . . , In
at the given volume L. We an develop the low temperature expansion of (7.10) in powers of
e−mR using
TrL
(
e−RHLO) = 〈O〉L +∑
θ(1)
e−mR cosh θ
(1)〈θ(1)|O|θ(1)〉L
+
1
2
∑
θ
(2)
1 ,θ
(2)
2
′
e−mR(cosh θ
(2)
1 +cosh θ
(2)
2 )〈θ(2)1 , θ(2)2 |O|θ(2)1 , θ(2)2 〉L +
+
1
6
∑
θ
(3)
1 ,θ
(3)
2 ,θ
(3)
3
′
e−mR(cosh θ
(3)
1 +cosh θ
(3)
2 +cosh θ
(3)
3 )〈θ(3)1 , θ(3)2 , θ(3)3 |O|θ(3)1 , θ(3)2 , θ(3)3 〉L
+O(e−4mR) (7.11)
and
TrL
(
e−RHL
)
= 1 +
∑
θ(1)
e−mR cosh(θ
(1)) +
1
2
∑
θ
(2)
1 ,θ
(2)
2
′
e−mR(cosh(θ
(2)
1 )+cosh(θ
(2)
2 ))
+
1
6
∑
θ
(3)
1 ,θ
(3)
2 ,θ
(3)
3
′
e−mR(cosh θ
(3)
1 +cosh θ
(3)
2 +cosh θ
(3)
3 ) +O(e−4mR) (7.12)
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The denominator of (7.10) an then be easily expanded:
1
TrL (e−RHL)
= 1−
∑
θ(1)
e−mR cosh θ
(1)
+

∑
θ(1)
e−mR cosh θ
(1)


2
− 1
2
∑
θ
(2)
1 ,θ
(2)
2
′
e−mR(cosh θ
(2)
1 +cosh θ
(2)
2 )
−

∑
θ(1)
e−mR cosh θ
(1)


3
+

∑
θ(1)
e−mR cosh θ
(1)

 ∑
θ
(2)
1 ,θ
(2)
2
′
e−mR(cosh θ
(2)
1 +cosh θ
(2)
2 )
−1
6
∑
θ
(3)
1 ,θ
(3)
2 ,θ
(3)
3
′
e−mR(cosh θ
(3)
1 +cosh θ
(3)
2 +cosh θ
(3)
3 ) +O(e−4mR) (7.13)
The primes in the multi-partile sums serve as a reminder that there exist only states for
whih all quantum numbers are distint. Sine we assumed that there is a single partile
speies, this means that terms in whih any two of the rapidities oinide are exluded. All
n-partile terms in (7.11) and (7.12) have a 1/n! prefator whih takes into aount that
dierent ordering of the same rapidities give the same state; as the expansion ontains only
diagonal matrix elements, phases resulting from reordering the partiles anel. The upper
indies of the rapidity variables indiate the number of partiles in the original nite volume
states; this is going to be handy when replaing the disrete sums with integrals sine it keeps
trak of whih multi-partile state density is relevant.
We also need an extension of the nite volume matrix elements to rapidities that are
not neessarily solutions of the appropriate Bethe-Yang equations. The required analyti
ontinuation is simply given by eqn. (4.10)
〈θ1, . . . , θn|O|θ1, . . . , θn〉L = 1
ρn(θ1, . . . , θn)L
∑
A⊂{1,2,...n}
F s2|A|({θi}i∈A)ρn−|A|({θi}i/∈A)L+O(e−µL)
(7.14)
where we made expliit the volume dependene of the n-partile density fators. The last term
serves as a reminder that this presription only denes the form fator to all orders in 1/L
(i.e. up to residual nite size orretions), but this is suient to perform the omputations
in the sequel.
Using the leading behaviour of the n-partile state density, ontributions from the n-
partile setor sale as Ln, and for the series expansions (7.11), (7.12) and (7.13) it is neessary
that mL≪ emR. However if mR is big enough there remains a large interval
1≪ mL≪ emR
where the expansions are expeted to be valid. After substituting these expansions into (7.10)
we will nd order by order that the leading term of the net result is O(L0), and the orretions
sale as negative powers of L. Therefore in (7.10) we an ontinue analytially to large L and
take the L→∞ limit.
7.2.1 Corretions of order e−mR
Substituting the appropriate terms from (7.13) and (7.11) into (7.10) gives the result
〈O〉RL = 〈O〉L +
∑
θ(1)
e−mR cosh θ
(1)
(
〈θ(1)|O|θ(1)〉L − 〈O〉L
)
+O(e−2mR)
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Taking the L → ∞ limit one an replae the summation with an integral over the states in
the rapidity spae: ∑
i
→
∫
dθ
2π
ρ1(θ)
and using (4.6) we an write
ρ1(θ) (〈θ|O|θ〉L − 〈O〉L) = F s2 +O(e−µL) (7.15)
so we obtain
〈O〉R = 〈O〉+
∫
dθ
2π
F s2 e
−mR cosh θ +O(e−2mR)
whih oinides with eqn. (7.5) to this order.
7.2.2 Corretions of order e−2mR
Substituting again the appropriate terms from (7.13) and (7.11) into (7.10) gives the result
〈O〉RL = 〈O〉L +
∑
θ(1)
e−mR cosh θ
(1)
(
〈θ(1)|O|θ(1)〉L − 〈O〉L
)
−

∑
θ
(1)
1
e−mR cosh θ
(1)
1



∑
θ
(1)
2
e−mR cosh θ
(1)
2
(
〈θ(1)2 |O|θ(1)2 〉L − 〈O〉L
)
+
1
2
∑
θ
(2)
1 ,θ
(2)
2
′
e−mR(cosh θ
(2)
1 +cosh θ
(2)
2 )
(
〈θ(2)1 , θ(2)2 |O|θ(2)1 , θ(2)2 〉L − 〈O〉L
)
+O(e−3mR)
The O(e−2mR) terms an be rearranged as follows. We add and subtrat a term to remove
the onstraint from the two-partile sum:
+
1
2
∑
θ
(2)
1 ,θ
(2)
2
e−mR(cosh θ
(2)
1 +cosh θ
(2)
2 )
(
〈θ(2)1 , θ(2)2 |O|θ(2)1 , θ(2)2 〉L − 〈O〉L
)
−1
2
∑
θ
(2)
1 =θ
(2)
2
e−2mR cosh θ
(2)
1
(
〈θ(2)1 , θ(2)1 |O|θ(2)1 , θ(2)1 〉L − 〈O〉L
)
−1
2
∑
θ
(1)
1
∑
θ
(1)
2
e−mR(cosh θ
(1)
1 +cosh θ
(1)
2 )
(
〈θ(1)1 |O|θ(1)1 〉L + 〈θ(1)2 |O|θ(1)2 〉L − 2〈O〉L
)
The θ
(2)
1 = θ
(2)
2 terms orrespond to insertion of some spurious two-partile states with equal
Bethe quantum numbers for the two partiles (I1 = I2). The two-partile Bethe-Yang equa-
tions in this ase degenerates to the one-partile ase (as disussed before, the matrix elements
an be dened for these states without any problems sine we have the analyti formula
(7.14) valid to any order in 1/L). This also means that the density relevant to the diago-
nal two-partile sum is ρ1 and so for large L we an substitute the sums with the following
integrals∑
θ
(1)
1,2
→
∫
dθ1,2
2π
ρ1(θ1,2) ,
∑
θ
(2)
1 =θ
(2)
2
→
∫
dθ
2π
ρ1(θ) ,
∑
θ
(2)
1 ,θ
(2)
2
→
∫
dθ1
2π
dθ2
2π
ρ2(θ1., θ2)
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Let us express the nite volume matrix elements in terms of form fators using (4.6) and (4.7):
ρ2(θ1, θ2)
(
〈θ(2)1 , θ(2)2 |O|θ(2)1 , θ(2)2 〉L − 〈O〉L
)
−ρ1 (θ1) ρ1 (θ2) (〈θ1|O|θ1〉L + 〈θ2|O|θ2〉L − 2〈O〉L) = F s4 (θ1, θ2) +O(e−µL)
Combining the above relation with (7.15), we also have
〈θ, θ|O|θ, θ〉L − 〈O〉L = 2ρ1 (θ)
ρ2(θ, θ)
F s2 +O(e
−µL)
where we used that F s4 (θ, θ) = 0, whih is just the exlusion property mention after eqn. (4.9).
Note that
ρ1(θ)
2
ρ2(θ, θ)
= 1 +O(L−1)
and therefore in the limit L→∞ we obtain
−
∫
dθ
2π
e−2mR cosh θF s2 +
1
2
∫
dθ1
2π
dθ2
2π
F s4 (θ1, θ2)e
−mR(cosh θ1+cosh θ2)
whih is equal to the relevant ontributions in the Lelair-Mussardo expansion (7.5).
7.2.3 Corretions of order e−3mR
This alulation is rather long, and so it is relegated to the appendix. The net result is
1
6
∫
dθ1
2π
dθ2
2π
dθ3
2π
F s6 (θ1, θ2, θ3)e
−mR(cosh θ1+cosh θ2+cosh θ3)
−
∫
dθ1
2π
dθ2
2π
F s4 (θ1, θ2)e
−mR(cosh θ1+2 cosh θ2) +
∫
dθ1
2π
F s2 e
−3mR cosh θ1
−1
2
∫
dθ1
2π
dθ2
2π
F s2ϕ(θ1 − θ2)e−mR(cosh θ1+2 cosh θ2) (7.16)
whih agrees exatly with eqn. (7.8).
7.3 Remarks
There are a few remarks whih we wish to make. First, we see that the proposals by Lelair
and Mussardo and by Delno dier at the order e−3mR. The reason for this dierene an be
understood in the formalism developed here. Namely, the expansions (7.11) and (7.13) both
ontain positive powers of L. On physial grounds, they are expeted to anel ompletely
order by order in the e−mR expansion. However, the state densities ρ depend on the interation
as well. This dependene is of order L−1, and it atually haraterizes the ambiguity in the
denition of the diagonal matrix element resulting from the resolution of the singularity (see
eqn. (5.1)). Naively it drops out in the L → ∞ limit, but atually some of these terms is
multiplied by a positive L power from (7.13). In our derivation we evaluated every relevant
ontribution to all orders in 1/L (i.e. we only negleted residual nite size orretions). As a
result, we ould take the limit L→∞ properly and get the orret nite part of the resulting
expression.
Taking this line of thought further, note that the leading term of every multi-partile
density (whether it is degenerate in the sense dened in the appendix, or not) is always a
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produt of EiL fators where i runs over the number of partiles and Ei is their energy.
Therefore density terms whose leading behaviour is L0 do not ontribute expliit ϕ fators.
As far as there are only ontributions of this type, the expansion of the one-point funtion,
when written in terms of F s is just the same as in a free eld theory. Indeed in the free
eld limit the Lelair-Mussardo expansion and the Delno proposal are idential, sine the
pseudo-energy funtion is just ǫ(θ) = mR cosh θ and F c2n ≡ F s2n (more generally, due to the
absene of kinematial singularities the ǫi → 0 limit of (5.1) is independent of the diretion).
To have terms that depend expliitly on the interation we need density ontributions that
naively sale as a positive power of L. When ombining all suh terms at a given order, the
leading term must drop out, and the nal result an only have a behaviour L0 at large L. It
is lear from our alulation detail above and in the appendix that the rst order at whih
suh an anomalous ontribution arises is that of e−3mR. Up to that order every individual
term is nite as L → ∞. However, at third order there appear some anomalous density
terms, namely those olleted in (A.7), whih individually grow linearly in L. As required by
general priniples, the linear ontribution anels between them and so the L → ∞ limit is
well-dened. However, the subleading terms always ontain dependene on ϕ, and indeed they
all vanish for a free theory (when ϕ = 0), therefore it is only suh terms that an ontribute
expliit ϕ dependene in the expansion. As a result, there remains an anomalous term whih
is just (−1 times) the derivative of the phase shift, and leads to the orretion (A.8), whih is
exatly the term absent in Delno's expression.
Stritly speaking, the above disussion is only valid if the expansion is written in terms of
the symmetri evaluation F s2n ; rewriting it in terms of the onneted form fators F
c
2n obviously
introdues further ϕ dependene. As shown in the above argument, the real dierene between
the free and the interating ase an be properly observed when the expansion is written in
terms of F s2n, therefore it seems a more natural hoie than using the onneted form fators,
as the behaviour spei to interating theories an be seen muh more learly.
Another important point is that our results give an independent support for the Lelair-
Mussardo expansion. It is known that it oinides preisely with the exat TBA result for the
trae of the energy-momentum tensor [20℄, and Saleur presented an argument for its validity
when the operator onsidered is the density of a loal onserved harge [21℄. These arguments
work to all orders, but only for a restrited set of loal operators. On the other hand, our
alulation above is model independent, and although we only worked it out to order e−3mR,
we expet that it oinides with the Lelair-Mussardo expansion to all orders. For a omplete
proof we need a better understanding of its struture, whih is out of the sope of the present
work.
Furthermore, our method has a straightforward extension to higher point orrelation fun-
tions. For example, a two-point orrelation funtion
〈O1(x)O2(0)〉RL =
TrL
(
e−RHLO1(x)O2(0)
)
TrL (e−RHL)
an be expanded inserting two omplete sets of states
TrL
(
e−RHLO1(x)O2(0)
)
=
∑
m,n
e−REn(L)〈n|O(x)|m〉L〈m|O(0)|n〉L (7.17)
Sine we now have a omplete desription of nite volume matrix elements to all orders in 1/L,
the above expression an be evaluated along the lines presented in subsetion 7.2, provided
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that the intermediate state sums are properly trunated. We leave the expliit evaluation of
expansion (7.17) to further investigations.
Finally note that besides giving a systemati expansion in powers of e−mR, our method
also gives the L dependene to all orders in 1/L (i.e. up to residual nite size eets), therefore
it an also be used to study nite size orretions of orrelators in the low temperature regime.
8 Conlusions
In this work we ompleted the desription of nite volume matrix elements of loal operators
by onsidering those with disonneted piees. There are two types of suh matrix elements,
namely (1) diagonal ones and (2) ones involving parity-invariant zero-spin states with zero-
momentum partiles. Our desription is valid to any order in 1/L i.e. up to residual nite size
orretions deaying exponentially with the volume L. The preise statements were formulated
in subsetion 2.3 and we then gave extensive numerial evidene for them. We also formulated
and proved a general theorem relating the dierent possible evaluations of diagonal matrix
elements, and showed that our results oinide with the proposal made by Saleur [21℄.
We then showed how to perform an expansion for nite temperature orrelation funtions,
using the fat that nite volume ats as a regulator for the otherwise innite disonneted
piees. The ase we onsidered expliitly was that of one-point funtions at nite temperature.
We evaluated the rst few orders in the low temperature expansion and showed that they
oinide with the result onjetured by Lelair and Mussardo [20℄, but are dierent from
Delno's proposal [23℄ at third order. Some important aspets of this expansion were already
disussed in subsetion 7.3, whih we do not repeat here.
There is a number of interesting issues remaining. Our approah gives the nite volume
form fators up to residual nite size eets, but ombined with trunated onformal spae
one an ahieve a preision of order 10−4 in the saling Lee-Yang model, and 10−3 in the Ising
model with magneti eld. It would be interesting to see how these results an be related
to other approahes to nite volume form fators (see [42℄) and whether the piture an be
ompleted to give some sort of exat desription in the ase of integrable eld theories. It also
seems worthwhile to formulate a higher dimensional generalization of these results extending
the approah of Lellouh and Lüsher [43℄, whih is expeted to be relevant for lattie eld
theory.
Another open issue is to give a more onise formulation of the nite temperature expansion
disussed in setion 7 that would make possible a partial resummation to reover the Lelair-
Mussardo expression (7.1) whih involves dressed form fators.
It is even more interesting to write down the expansion for two-point orrelators following
the ideas outlined in subsetion 7.3; a better method of organizing the ontributions ould
be of great help here as well. Results for the two-point funtion an be ompared e.g. to
evaluation of orrelation funtions from trunated onformal spae, and an also be used in
further development of the nite temperature form fator program [41℄.
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A e
−3mR
orretions to the nite temperature one-point fun-
tion
In order to shorten the presentation, we introdue some further onvenient notations:
Ei = m cosh θi
〈θ1, . . . , θn|O|θ1, . . . , θn〉L = 〈1 . . . n|O|1 . . . n〉L
ρn(θ1, . . . , θn) = ρ(1 . . . n)
Summations will be shortened to ∑
θ1...θn
→
∑
1...n∑
θ1...θn
′ →
∑
1...n
′
Given these notations, we now multiply (7.11) with (7.13) and ollet the third order orretion
terms:
1
6
∑
123
′
e−R(E1+E2+E3) (〈123|O|123〉L − 〈O〉L)
−
(∑
1
e−RE1
)
1
2
∑
23
′
e−R(E2+E3) (〈23|O|23〉L − 〈O〉L)
+
{(∑
1
e−RE1
)(∑
2
e−RE2
)
− 1
2
∑
12
′
e−R(E1+E2)
}(∑
3
e−RE3
)
(〈3|O|3〉L − 〈O〉L)
To keep trae of the state densities, we avoid ombining rapidity sums. Now we replae the
onstrained summations by free sums with the diagonal ontributions subtrated:∑
12
′
=
∑
12
−
∑
1=2
∑
123
′
=
∑
123
−

∑
1=2,3
+
∑
2=3,1
+
∑
1=3,2

+ 2 ∑
1=2=3
where the diagonal ontributions are labeled to show whih diagonal it sums over, but other-
wise the given sum is free, e.g. ∑
1=2,3
shows a summation over all triplets θ
(3)
1 , θ
(3)
2 , θ
(3)
3 where θ
(3)
1 = θ
(3)
2 and θ
(3)
3 runs free (it an
also be equal with the other two). We also make use of the notation
F (12 . . . n) = F s2n(θ1, . . . , θn)
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so the neessary matrix elements an be written in the form
ρ(123) (〈123|O|123〉L − 〈O〉L) = F (123) + ρ(1)F (23) + · · ·+ ρ(12)F (3) + . . .
ρ(122) (〈122|O|122〉L − 〈O〉L) = 2ρ(2)F (12) + 2ρ(12)F (3) + ρ(22)F (1)
ρ(111) (〈111|O|111〉L − 〈O〉L) = 3ρ(111)F (1)
ρ(12) (〈12|O|12〉L − 〈O〉L) = F (12) + ρ(1)F (2) + ρ(2)F (1)
ρ(11) (〈11|O|11〉L − 〈O〉L) = 2ρ(1)F (1)
ρ(1) (〈1|O|1〉L − 〈O〉L) = F (1) (A.1)
where we used that F and ρ are entirely symmetri in all their arguments, and the ellipsis in
the the rst line denote two plus two terms of the same form, but with dierent partitioning
of the rapidities, whih an be obtained by yli permutation from those displayed. We also
used the exlusion property mentioned after eqn. (4.9).
We an now proeed by olleting terms aording to the number of free rapidity variables.
The terms ontaining threefold summation are
1
6
∑
123
e−R(E1+E2+E3) (〈123|O|123〉L − 〈O〉L)− 1
2
∑
1
∑
2,3
(〈23|O|23〉L − 〈O〉L)
+

∑
1
∑
2
∑
3
−1
2
∑
1,2
∑
3

 (〈3|O|3〉L − 〈O〉L)
Replaing the sums with integrals∑
1
→
∫
dθ1
2π
ρ(1)
∑
1,2
→
∫
dθ1
2π
dθ2
2π
ρ(12)
∑
1,2,3
→
∫
dθ1
2π
dθ2
2π
dθ3
2π
ρ(123)
and using (A.1) we get
1
6
∫
dθ1
2π
dθ2
2π
dθ3
2π
e−R(E1+E2+E3) (F (123) + 3ρ(1)F (23) + 3ρ(12)F (3))
− 1
2
∫
dθ1
2π
dθ2
2π
dθ3
2π
e−R(E1+E2+E3) (ρ(1)F (23) + 2ρ(1)ρ(2)F (3))
+
∫
dθ1
2π
dθ2
2π
dθ3
2π
e−R(E1+E2+E3)
(
ρ(1)ρ(2)F (3) − 1
2
ρ(12)F (3)
)
where we reshued some of the integration variables. Note that all terms anel exept the
one ontaining F (123) and writing it bak to its usual form we obtain
1
6
∫
dθ1
2π
dθ2
2π
dθ3
2π
F s6 (θ1, θ2, θ3)e
−mR(cosh θ1+cosh θ2+cosh θ3)
(A.2)
It is also easy to deal with terms ontaining a single integral. The only term of this form is
1
3
∑
1=2=3
e−R(E1+E2+E3) (〈123|O|123〉L − 〈O〉L)
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When all rapidities θ
(3)
1 , θ
(3)
2 , θ
(3)
3 are equal, the three-partile Bethe-Yang equations redue to
the one-partile ase
mL sinh θ
(3)
1 = 2πI1
Therefore the relevant state density is that of the one-partile state:
1
3
∫
dθ1
2π
e−3RE1ρ(1) (〈111|O|111〉L − 〈O〉L) =
∫
dθ1
2π
e−3RE1ρ(1)
ρ(11)
ρ(111)
F (1)
→
∫
dθ1
2π
e−3mR cosh θ1F s2 (A.3)
where we used that
ρ(1)
ρ(11)
ρ(111)
→ 1
when L→∞.
The alulation of double integral terms is muh more involved. We need to onsider
−1
6

∑
1=2,3
+
∑
1=3,2
+
∑
2=3,1

 e−R(E1+E2+E3) (〈123|O|123〉L − 〈O〉L)
+
1
2
∑
1
∑
2=3
e−R(E1+E2+E3) (〈23|O|23〉L − 〈O〉L)
+
1
2
∑
1=2
∑
3
e−R(E1+E2+E3) (〈3|O|3〉L − 〈O〉L) (A.4)
We need the density of partially degenerate three-partile states. The relevant Bethe-Yang
equations are
mL sinh θ1 + δ(θ1 − θ2) = 2πI1
mL sinh θ2 + 2δ(θ2 − θ1) = 2πI2
where we supposed that the rst and the third partiles are degenerate (i.e. I3 = I1), and
used a onvention for the phase-shift and the quantum numbers where δ(0) = 0. The density
of these degenerate states is then given by
ρ¯(13, 2) = det
(
LE1 + ϕ(θ1 − θ2) −ϕ(θ1 − θ2)
−2ϕ(θ1 − θ2) LE2 + 2ϕ(θ1 − θ2)
)
where we used that ϕ(θ) = ϕ(−θ). Using the above result and substituting integrals for the
sums, we an rewrite eqn. (A.4) in the form
−1
6
∫
dθ1
2π
dθ2
2π
e−R(2E1+E2)
ρ¯(13, 2)
ρ(112)
(2ρ(1)F (12) + 2ρ(12)F (1) + ρ(11)F (2)) + . . .
+
1
2
∫
dθ1
2π
dθ2
2π
e−R(E1+2E2)ρ(1)ρ(2)
2ρ(2)
ρ(22)
F (2)
+
1
2
∫
dθ1
2π
dθ3
2π
e−R(2E1+E3)ρ(1)ρ(3)
1
ρ(3)
F (3)
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where the ellipsis denote two terms that an be obtained by ylial permutation of the indies
1, 2, 3 from the one that is expliitly displayed, and these three ontributions an be shown to
be equal to eah other by relabeling the integration variables:
−1
2
∫
dθ1
2π
dθ2
2π
e−R(2E1+E2)
ρ¯(13, 2)
ρ(112)
(2ρ(1)F (12) + 2ρ(12)F (1) + ρ(11)F (2))
+
1
2
∫
dθ1
2π
dθ2
2π
e−R(E1+2E2)ρ(1)ρ(2)
2ρ(2)
ρ(22)
F (2)
+
1
2
∫
dθ1
2π
dθ3
2π
e−R(2E1+E3)ρ(1)ρ(3)
1
ρ(3)
F (3) (A.5)
We rst evaluate the terms ontaining F (23) whih results in
−
∫
dθ1
2π
dθ2
2π
F s4 (θ1, θ2)e
−mR(cosh θ1+2 cosh θ2)
(A.6)
using that
ρ¯(13, 2)
ρ(112)
ρ(1) = 1 +O(L−1)
We an now treat the terms ontaining the amplitude F (1) = F (2) = F (3) = F s2 . Exhanging
the variables θ1 ↔ θ2 in the seond line and redening θ3 → θ2 in the third line of eqn. (A.5)
results in
F s2
2
∫
dθ1
2π
dθ2
2π
e−R(2E1+E2)
{
− ρ¯(13, 2)
ρ(112)
(2ρ(12) + ρ(11)) +
2ρ(1)2ρ(2)
ρ(11)
+ ρ(1)
}
The ombination of the various densities in this expression requires speial are. From the
large L asymptotis
ρ(i) ∼ EiL , ρ(ij) ∼ EiEjL2 , ρ(ijk) ∼ EiEjEkL3 , ρ¯(13, 2) ∼ E1E2L2
it naively sales with L. However, it an be easily veried that the oeient of the leading
term, whih is linear in L, is exatly zero. Without this, the large L limit would not make
sense, so this is rather reassuring. We an then alulate the subleading term, whih requires
tedious but elementary manipulations. The end result turns out to be extremely simple
− ρ¯(13, 2)
ρ(112)
(2ρ(12) + ρ(11)) +
2ρ(1)2ρ(2)
ρ(11)
+ ρ(1) = −ϕ(θ1 − θ2) +O(L−1) (A.7)
so the ontribution in the L→∞ limit turns out to be just
−1
2
∫
dθ1
2π
dθ2
2π
F s2ϕ(θ1 − θ2)e−mR(2 cosh θ1+cosh θ2) (A.8)
Summing up the ontributions (A.2), (A.3), (A.6) and (A.8) we indeed obtain (7.16).
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