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Abstract
Assume we have potential “causes” z ∈ Z, which produce “events” w with
known probabilities β(w|z). We observe w1, w2, ..., wn, what can we say
about the distribution of the causes? A Bayesian estimate will assume a
prior on distributions on Z (we assume a Dirichlet prior) and calculate a
posterior. An average over that posterior then gives a distribution on Z,
which estimates how much each cause z contributed to our observations.
This is the setting of Latent Dirichlet Allocation, which can be applied e.g.
to topics “producing” words in a document. In this setting usually the
number of observed words is large, but the number of potential topics is
small. We are here interested in applications with many potential “causes”
(e.g. locations on the globe), but only a few observations.
We show that the exact Bayesian estimate can be computed in linear
time (and constant space) in |Z| for a given upper bound on n with a
surprisingly simple formula. We generalize this algorithm to the case of
sparse probabilities β(w|z), in which we only need to assume that the tree
width of an “interaction graph” on the observations is limited.
On the other hand we also show that without such limitation the problem
is NP-hard.
1 Problem description
Assume we have a fixed set of “causes” z ∈ Z, which produce “events” w from
another fixed set W with known probabilities β(w|z). We observe w1, w2, ..., wn,
and we assume that these events correspond to (unknown) causes z1, z2, ..., zn.
(The same cause can appear several times in the sequence z1, ..., zn.) Given
the observations and β, what can we infer about the distribution of causes that
produced them?
Of course, usually we cannot reconstruct the individual causes zi that produced
the observations wi, instead we are looking for a probability distribution θ on
the set Z which describes the “mixture” of the causes that produced our obser-
vations, i.e. θ(z) can be interpreted as the probability that the next observation
would come from the cause z. Can we determine/estimate θ from the observa-
tions?
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If we have “infinitely many” observations that give us exact probabilities
p(w) =
∑
z∈Z
β(w|z) · θ(z) (1)
this just means solving the system of linear equations (1). For finitely many
observations, we can ask for the maximum likelihood solution θ with
n∏
i=1
∑
z∈Z
β(wi|z) · θ(z)→ max (2)
which we can compute using the Expectation Maximization algorithm.
However, in particular for smaller number of observations, the maximum likeli-
hood solution can be very misleading since there may be different θ which give
almost the same likelihood (2). For example, it may assign probability zero
to some causes which are likely to have a large effect, see appendix B1 for a
simple example. To avoid this, the Latent Dirichlet Allocation setting will use
a Bayesian approach for estimating θ.
One application in which this basic problem occurs is topic classification for
texts. The “aspect” or “topic mixture” model for texts ([1], [2]) states that a
text is about a mixture of topics, each word in the text “is caused by” one of
these topics, and for each topic z there are fixed probabilities β(w|z) that a
word w appears because of the topic z. For long documents, it is not difficult to
find the topic mixture, but for very short texts (e.g. tweets, book/paper titles,
short descriptions of photos/videos) there may be a considerable uncertainty.
Due to the fundamental nature of this problem, it occurs in many different
application areas. In fact, in the probably earliest description of the Bayesian
approach to this problem [3], the “causes” were populations (e.g. of a species of
birds originating at a particular location), and the “observations” were genetic
markers (microsatellites). Another example where Z would be a (very large)
set of locations is determining the locations of a group of photos from clues in
the images.
Returning to the Bayesian problem statement in Latent Dirichlet Allocation,
we specify as additional input a prior for θ. The usual choice for a prior in this
situation is a Dirichlet distribution, it allows us to specify both how likely we
think the causes z are initially and how much weight we want to put on this
initial assumption compared to the observations.
So in this Bayesian formulation, our initial problem turns into the following
concrete computational problem:
Given the vector α = (α1, ..., αm) with m = |Z| which determines the prior
Dir(α1, ..., αm) for the mixture θ and the matrix β = (β(w|z)), which de-
termines the probability that event w is produced by cause z, we get as the
probability to observe w1, ..., wn the expression
p(w1, ..., wn|α, β) =
∫
θ∈∆
θα−1
B(α)
n∏
i=1
∑
z∈Z
β(wi|z) · θ(z) dθ (3)
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where ∆ is the (m−1)–dimensional simplex in Rm given by 0 ≤ θ1, θ2, ..., θm ≤ 1
and θ1 + θ2 + ...+ θm = 1, and we use the abbreviations |α| :=
∑m
j=1 αj and
θα−1 :=
m∏
j=1
θ
αj−1
j , Γ(α) :=
m∏
j=1
Γ(αj) , B(α) :=
Γ(α)
Γ(|α|) =
∏m
j=1 Γ(αj)
Γ(
∑m
j=1 αj)
This “generative model” is conveniently summarized in this diagram:
For the Bayesian estimate for the mixture component θ(z) we get
E[θ(z)|w1, ..., wn] =
∫
θ∈∆ θ(z) · θ
α−1
B(α)
∏n
i=1
∑
z′∈Z β(wi|z′) · θ(z′) dθ
p(w1, ..., wn|α, β) (4)
So the question we will investigate is: How difficult is it to compute (4) from
the input α, β, and the observations w1, ..., wn?
These expressions are difficult to evaluate exactly, the na¨ıve evaluation even of
the simple (3) would give O(mn) terms.
The standard solutions use approximations - either variational approximations
or Gibbs sampling. Sampling is a stochastic approximation and it may be
difficult to estimate the error. The variational approximation given in [2] is
deterministic and fast, but can give substantially different results from the exact
solution if we have few events and a low prior (low numbers α(z) are common for
large sets of potential causes since their sum gives the total amount of evidence
/ weight assigned to the prior). Below is a toy example with 3 causes and 2
observations:
z1 z2 z3
β(w1|z) 0.09 0.05 0.02
β(w2|z) 0.02 0.05 0.08
α(z) 1/3 1/3 1/3
Max. likelihood 0.524 0 0.476
Variational Bayes 0.446 0.151 0.403
Exact Bayes 0.331 0.355 0.314
(See appendix B for details.)
So it is interesting to ask whether it is possible to compute the exact value of
(4) in any case of interest.
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2 Our contributions
We are investigating the complexity of evaluating (4) exactly. Since the Bayesian
formulation of our initial question is interesting in particular for small n, we will
mainly investigate the complexity of this problem for fixed (small) n.
We will see that this question has basically the same answer for the prob-
ability (3) and the expectation (4). A na¨ıve computation would already need
O(mn) for (3).
On the positive side, we give a surprisingly simple expression for (3), see
equation (9). For fixed (small) n this can be evaluated in time O(m) and with
space requirements O(1), the same is true for computing (4) with equation (10),
see Theorem 1 and 1’.
These expressions (9), (10) are even useful for infinite spaces of “causes” z for
which the probabilities β(w|z) are given as functions of z and α is a measure on
Z which defines a Dirichlet process prior, see section 8.
These expressions can be evaluated in a way that requires O(2n ·m + 3n) op-
erations (Theorem 1 and 1’), this is perfectly feasible for e.g. 15 observations
and a large number of possible causes. On the other hand, it does not seem
feasible for e.g. 30 observations. If the probabilities β(w|z) are sparse (i.e.
many are 0 or too small to matter), this can be relaxed: Define an undirected
graph with the observations as nodes, and connect two observations wi, wj if
there is a cause that can explain both (i.e. p(wi|z) > 0, p(wj |z) > 0). Then the
exponential dependence is not on n, but only on the tree width of the resulting
graph (Theorems 4, 4’).
These results can be used to compute (3) and (4) exactly in the case of small n
or small tree width, and may also open new possibilities for approximations for
larger n.
On the negative side, we show with a dimension argument that the factor 2n
cannot be decreased for any algorithm that has the same general structure of
our proposed method, i.e. makes one pass over the causes (Theorem 2, 2’). Even
without restriction on the structure of an exact calculation, it seems unlikely
that a polynomial running time could be achieved in general: We show this
would imply we could also compute the permanent of a 0-1 matrix in polynomial
time, which is known to imply NP=P (Theorem 3, 3’).
3 Related work
In their article [2] introducing Latent Dirichlet Allocation, the authors use this
generative topic mixture model for words in documents as a building block for
their LDA method (which deals with a more complicated problem than our
fundamental problem, since it does not assume the topics and probabilities are
given). They remark that (3) “is intractable due to the coupling between θ
and β in the summation over latent topics” and quote [4], which gives ways
to compute such expressions. While this gives an indication that the occurring
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expressions are difficult to evaluate, it does not formally prove that there cannot
be other efficient algorithms.
This question was more thoroughly investigated in [5]. Section 4 in that paper
treats Marginal Inference, however the authors do not consider the question
of exact computations, but treat the more common case of approximation by
sampling. They use a constant α(z) = α and determine the difficulty in two
regimes:
a) α > 1: In that case approximate results via sampling can be obtained in
polynomial time. However, they emphasize that this is a theoretical result
(they mention a constant of 1030).
b) For “extremely small” α even approximation becomes NP hard.
In contrast, in this paper we investigate exact solutions. This makes a dif-
ference also in the negative results: We show that an efficient exact algorithm
for (3) would allow computing the permanent of a 0-1 matrix efficiently, this is
known to be a #P hard problem. But it is also known that the permanent can
be approximated in polynomial time (see e.g. section 17.3.2 in [7]).
4 Factorizing the integration
In the following we will first focus on the computation of (3) [the probability
to observe w1, ..., wn] and then extend the results to (4) [the Bayesian estimate
for the mixture component] in section 8.
To sample from a Dirichlet distribution Dir(α1, ..., αm), a common method
is to generate m independent samples from the Gamma distributions Γ(αi, 1)
and divide by their sum. This essentially is the case h = 0 of the following
Lemma.
Lemma 1. Let f : Rm>0 → R be a function that is homogeneous of degree h, i.e.
f(t · θ) = th · f(θ) for t > 0
then
Eθ∼Dir(α,1)[f(θ)] =
Γ(|α|)
Γ(|α|+ h)Eθ∼Γ(α,1)[f(θ)]
where θ ∼ Γ(α, 1) means that the θj follow m independent Gamma distributions
Γ(αj , 1).
(Proof in appendix C.)
Applying this to the special case h := n and
f(θ) :=
n∏
i=1
∑
z∈Z
β(wi|z) · θ(z)
gives the following Corollary.
5
Corollary 2.
p(w1, ..., wn|α, β)
=
Γ(|α|)
Γ(|α|+ n) · Eθ∼Γ(α,1)
[
n∏
i=1
∑
z∈Z
β(wi|z) · θ(z)
]
In this expression the expectation / integral is factorized into m one-dimensional
integrals corresponding to the causes in Z, but the function does not factorize
over the causes, so we cannot write it as a product of expectations. (The main
point in the next section is that this changes when we look instead at the
generating function.)
We abbreviate this expectation (or “unnormalized probability”) by p˜ and rewrite
it as
p˜(w1, ..., wn|α, β) := Eθ∼Γ(α,1)
[
n∏
i=1
∑
z∈Z
β(wi|z) · θ(z)
]
(5)
=
∑
~z∈Zn
n∏
i=1
β(wi|zi) · Eθ∼Γ(α,1)
[
n∏
i=1
θ(zi)
]
Now for each (z1, ..., zn) the last expectation only contains powers of some θ(z),
so this factors over the causes and can be written as a product of moments of
the one dimensional Gamma distributions. The result for p˜ will be a sum of
different contributions for each partition of the observations (w1, ..., wm) which
specifies which of the observations wi come from the same cause in Z. While
one could do computations along these lines for the first few n = 1, 2, 3, ..., the
calculation looks complicated in general.
However, we will see that in fact the end result is very simple, and can be
obtained elegantly using the combinatorial tool of generating functions.
5 Generating functions
The easiest way to list all moments of the (one dimensional) Gamma distribution
is to describe the moment generating function (e.g. [10], chapter 3.6):
Eθ∼Γ(α,1)
[
eθX
]
=
∞∑
i=0
Eθ∼Γ(α,1)
[
θi
] · Xi
i!
= (1−X)−α (6)
Here a sequence of numbers ci = E[θi] (the moments) is “encoded” in one
function by considering the power series
∑∞
i=0 ci·Xi/i!. This is a common tool in
combinatorics — often sequences of numbers can be described and manipulated
efficiently in the form of these “generating functions”.
This function can be considered either as a formal power series, or as an analytic
function of one variable (if it converges in a neighborhood of X = 0). In either
case, knowing the function is equivalent to knowing all the numbers ci.
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If the numbers we are interested in depend not on one natural number i, but on
several numbers i1, ..., in, we can consider (formal or analytic) power series in
n variables. This is what we will do here — it turns out to be beneficial to not
consider one specific probability p(w1, ..., wn|α, β), but all these probabilities for
all finite sequences which can be formed from the observations in W (where we
are allowed to repeat any observation any number of times).
To formulate such a generating function for the p˜(w1, ..., wn|α, β) we introduce
formal variables Xw for each possible observation w ∈ W . We use the set
M(W ) of multisets of observations in W ; when I is the multiset which contains
the observations wk with multiplicity ik ≥ 0, we define
XI := Xi1w1 ·Xi2w2 · ...Xinwn , I! := i1! · ... · in! , |I| := i1 + ...+ in∑
w∈I
f(w) :=
n∑
k=1
ik · f(wk) ,
∏
w∈I
f(w) :=
n∏
k=1
f(wk)
ik
The value p˜(w˜1, ..., w˜r|α, β) does not change when we change the order of the
observations w˜1, ..., w˜r, so we can write p˜(I|α, β) := p˜(w˜1, ..., w˜r|α, β) if I is the
multi-sets of observations w˜1, ..., w˜r. For I = ∅ we set p˜(∅|α, β) := 1.
Then we can give the generating function for the p˜ explicitly by the next Lemma.
(Specifying the generating function determines their coefficients p˜, so this is
already a concrete formula for the p˜, but we will get a more direct formula
below).
Lemma 3.
S(X) :=
∑
I∈M(W )
p˜(I|α, β) · X
I
I!
=
m∏
j=1
(
1−
∑
w∈I
β(w|zj) ·Xw
)−αj
(7)
(Proof in appendix D, the key idea is to write S as the expectation of a generat-
ing function which factorizes over the causes Z; and for one cause the result is
easily derived from the moment generating function of the Gamma distribution.)
Now we can transform the expression (7) to obtain a form of the generating
function from which we can read off a formula for the individual coefficients
p˜(I|α, β). This formula is particularly simple for the I which are sets, i.e. in
which all multiplicities are 0 or 1.
To write the formula concisely, denote
βI(z) :=
∏
w∈I
β(w|z) , 〈βI〉 :=
∑
z
α(z)βI(z)
Then we can obtain from Lemma 3:
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Lemma 4. All coefficients p˜(I|α, β) of XI for I a set (i.e. all multiplicities
≤ 1) in the power series S(X) agree with the coefficients of the polynomial∏
∅6=J⊆W
(
1 + 〈βJ〉 · Γ(|J |) ·XJ
)
(8)
Equivalently, we can write p˜(I|α, β) for a set I as a sum over all partitions pi
of I into subsets:
p˜(I|α, β) =
∑
pi∈Part(I)
∏
J∈pi
〈βJ〉 · Γ(|J |) (9)
(Proof in appendix E)
Remark 1: This formula is valid even if some of the observations are equal - in
that case we have just “wasted” formal variables for observations that we could
have labeled with the same variable. If we instead are more “economical” with
our formal variables, we get an expression that is faster to calculate, but the
formula is more difficult to write down without using the formal power series.
Remark 2: It is tempting to conjecture that the contribution of partition pi ∈
Part(I) corresponds to the sum over all ~z in which the zj are equal for all
j ∈ J for J ∈ pi. However, this is not true, these contributions lead to more
complicated terms, but most of the terms cancel to give (9).
6 Complexity of the general problem
First we look at the general case, in which all n observations are different
and all probabilities positive, and consider the task of computing p˜(W ) =
p˜(w1, ..., wn|α, β).
We will see in the next section that we can save time if we know that a lot of
the βJ are 0.
Theorem 1. The p(w1, ..., wn|α, β) can be computed in time O(3n+m ·2n) and
space O(2n), where m = |W |.
(We get this from (8), proof in appendix F)
Can we do even better? Our input α, β only has n + n ·m numbers, so do we
really need to update O(2n) values at every step?
It turns out that if we keep this structure of the algorithm (i.e. one pass
over the causes), we really need to keep 2n − 1 numbers updated - this is
based on a dimension argument: After processing all causes except one, we
get p˜(W ) as a polynomial of degree ≤ (1, 1, ..., 1) in the remaining n probabili-
ties β(w1|zm), ..., β(wn|zm). These polynomials have 2n coefficients, so we can
consider them as subset of R2n . We compute the Hausdorff dimension of this
set:
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Lemma 5. Let n, α be fixed; then for any m ≥ 2n and β(wi|zj) given for
j ≤ m− 1, the function Rn → R given by
β(w1|zm), ..., β(wn|zm) 7→ p˜(w1, ..., wn|α, β)
is a polynomial of degree ≤ (1, 1, ..., 1).
Varying the inputs β(wi|zj) given for j ≤ m − 1 we obtain a subset of the 2n-
dimensional vector space of all possible polynomials, this subset has Hausdorff
dimension 2n − 1.
(Proof in appendix G)
This allows us to prove
Theorem 2. Any algorithm that computes p(w1, ..., wn|α, β) exactly
• using Lipschitz continuous functions and finitely many if statements
• going once through the causes zj and reading in the α(zj), β(wi, zj) in
order of ascending j
• and outputs after reading the data of cause zj what p(w1, ..., wn|α, β) would
be if this was the last cause,
needs space O(2n) and time O(m · 2n).
Proof: If there was such a one-pass algorithm that updates less than 2n − 1
numbers at each cause, it would be possible to get a 2n − 1 dimensional set
of numbers from a smaller dimensional set of numbers in our algorithm, i.e.
the last part of our algorithm could be used to describe a dimension increasing
function.
But a function that is built using finitely many if statements from Lipschitz
continuous functions cannot increase the Hausdorff dimension (see e.g. [6], p.32,
Corollary 2.4.). 
What happens if we drop the “online” requirement - could there be a poly-
nomial time algorithm? Unfortunately, this seems unlikely, since it would imply
P = NP :
Theorem 3. If there is a polynomial time algorithm to compute exactly the
p(w1, ..., wn|α, β), there is also a polynomial time algorithm to compute exactly
the permanent of a 0-1 matrix, in particular this would imply P=NP.
Proof in appendix H.
Idea: Use n = m and constant α(z) = α; since p(w1, ..., wn|α, β) is then a
polynomial in α, we can use the solution even at α = −1, which is related to
the permanent of the matrix β.
In fact, computing the permanent of a 0-1 matrix is known to be “#P-hard”,
which leads to more implications than just “NP-hard”: E.g. even if P 6= NP
a subexponential time algorithm for computing the p(w1, ..., wn|α, β) exactly
would also imply subexponential time algorithms for (the permanent and) all NP
problems (even all problems in the polynomial hierarchy), see “Toda’s theorem”
(chapter 17.4) in [7].
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7 Sparse β(w|z)
To simplify notation, we will assume in the following that all observations are
different, however this assumption is not necessary, the same arguments work
in general. In the previous section we proved that there is no way around the
exponential dependency upon the number of observations, at least if the overall
structure of the algorithm remains the same, i.e. we do one pass over the causes.
The exponential dependency on n was “caused” by the fact that we have to
consider
〈βJ〉 =
∑
z
α(z)
∏
w∈J
β(w|z)
for all 2n subsets J of the n observations. However, depending on the area to
which this is applied, most of these products may actually be zero or at least
very small.
We define an “interaction graph” between the observations: It is an undirected
graph with the observations as nodes and edges connecting any two observations
wi, wj for which there is a cause z with β(wi|z) > 0 and β(wj |z) > 0, i.e. a
cause z which can generate both observations wi and wj .
(If we are interested in approximations, this could be replaced with “〈β{i,j}〉 is
small”).
If this graph is sparsely connected, we can compute p(w1, ..., wn|α, β) faster:
E.g. if this graph is a tree, we can compute it in O(n ·m). More generally:
Theorem 4. If the interaction graph has tree width w, and |Z| = m, we can
compute p(w1, ..., wn|α, β) in time O(n · 3w +m · n · 2w).
Proof in appendix I, see there or e.g. [8], chapter 12.4 for the definition of tree-
width. For example, trees have the tree-width one, a n× n grid with n2 nodes
has tree width n, and any graph with n nodes has a tree width ≤ n− 1. So this
algorithm is faster than our previous one when the tree width is significantly
(at least by log2(n)) smaller than n.
8 Bayesian estimate of the mixtures
So far we have only considered the probabilities (3), but in fact it is an equivalent
problem to determine the expected value for the cause mixtures. To see this,
note that
E[θ(z)|w1, ..., wn]
=
∫
θ∈∆ θ(z) · θ
α−1
B(α)
∑
~z∈Zn
∏n
i=1 β(wi|zi) · θ(zi) dθ
p(w1, ..., wn|α, β)
=
p(wz, w1, ..., wn|α, β)
p(w1, ..., wn|α, β)
where we introduced a “virtual observation” wz with β(wz|z) = 1 and β(wz|z′) =
0 for z′ 6= z. This “virtual observation” cannot really be interpreted in terms of
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observations and causes, since it would increase the sum of all β(w|z) for this z
to above 1. However, for the computations we made no assumption on the sum
of all β(w|z), in fact the results for p and p˜ are just multiplied with a constant
c if we multiply all β(w|z) by c for one given z.
This can be used to derive an explicit formula also for our expectations:
Lemma 6.
E[θz|w1, ..., wn] = α(z)
n+ |α|
∑
J⊆W
βJ(z) · |J |! · p˜(W \ J)
p˜(W )
(10)
(Proof in appendix J)
With this we can formulate the corresponding theorems for these expectations:
Theorem 1’. E[θz] can be computed in time O(3n +m · 2n) and space O(2n).
Proof: We compute the coefficients p˜(J)/p˜(W ) for all 2n subsets J ⊆ W and
then compute (10) again in an online computation in time O(m · 2n) for all m
causes - that is, the complete procedure goes twice over the set of all causes,
and the space needed is independent of the number of causes. 
Theorem 4’. If the interaction graph has tree width w, we can compute E[θz]
in time O(n · 3w +m · n · 2w)
Proof: We would have O(n · 2w) sets J ⊆W for which there is a nonzero pJ(z),
this then also reduces the number of coefficients in (10) that we have to compute.

The equation (10) also has other consequences: We see that E[θz] as a function
of z is a linear combination of the functions α(z)βJ(z). This still makes sense
for infinite Z, (e.g. in an idealized version of the the image location problem
example) if instead of the Dirichlet distribution with prior α we use a Dirichlet
process, the expressions 〈βJ〉 become integrals and then the above computation
is still valid and gives that the inferred functions E[θz] are e.g. continuous /
smooth / polynomial if the input functions α, βi are in the corresponding ring
of functions.
The equation (10) also lets us adapt the arguments of section 6 that this pro-
cedure is optimal for an “online” algorithm:
Theorem 2’. Any algorithm that computes E[θz|w1, ..., wn] exactly
• using Lipschitz continuous functions and finitely many if statements
• going once through the causes zj and reading in the α(zj), β(wi, zj) in
order of ascending j
• and outputs after reading the data of cause zj what E[θz|w1, ..., wn] would
be if this was the last cause,
needs space O(2n) and time O(m · 2n).
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(Proof in appendix L.)
Note that our algorithm of Theorem 1’ is “online” in this sense: We can output
at each point what E[θz|w1, ..., wn] would be if this was the last cause, we only
do a second pass to read again the α(z), βJ(z) for all the previous causes z for
which we want to output E[θz|w1, ..., wn], but we don’t have to do that if we
output this expectation only for the last z.
Finally, we also get a version of Theorem 3 for these expectations:
Theorem 3’. If there is a polynomial time algorithm to compute exactly the
E[θz|w1, ..., wn], there is also a polynomial time algorithm to compute exactly
the permanent of a 0-1 matrix, in particular this would imply P=NP.
Proof in appendix M, basic idea is to add a new virtual cause z′ with β(w|z′) = 
for all w. Then we can reconstruct p˜(w1, ..., wn|α, β) from E[θ(z′)|w1, ..., wn] as
a function of , using the computation of the previous proof.
9 Conclusions and outlook
We showed that by using generating power series techniques (3) can be computed
efficiently (in linear time in the number of causes) for a small (fixed) number of
observations, or, more generally, for a small tree width of the interaction graph.
The given algorithm is optimal for an online algorithm, and even without the
“online” condition there is no exact algorithm that is polynomial in both number
of observations and number of causes unless P = NP .
So for larger (but still interesting, not too large) numbers of observations (and
a larger tree width of the interaction graph) we have to resort to approximation
algorithms. Of course there already are approximation algorithms in use (e.g.
Variational Bayes or Gibbs Sampling), but it would be interesting to compare
them to approximations that arise from the formulas established here by cluster-
ing “similar” observations and approximate them by using the same number of
artificial, averaged “cluster observations”, such that we have a smaller number
of different “cluster observations”. These artificial observations are then also
more dissimilar and we can apply the tree width computation above as an ap-
proximation by neglecting products that involve “very dissimilar” observations.
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Appendices
A Mathematical notations
Partitions:
A partition pi of a set I is a set of disjoint subsets pi = {I1, ..., Ik} of I such that
I = I1 ∪ ... ∪ Ik. We denote by Part(I) the set of all partitions of I.
Commutative ring:
A ring (R,+, ·) is a set R on which addition and multiplication are defined such
that some axioms are satisfied (see any text book on Algebra, but for us the
examples below are enough). All rings we use will be commutative (f ·g = g ·f).
Examples are the integers Z, or R, or for any commutative ring R (in particular
R = R) the polynomials in one variable R[X], or polynomials in several variables
R[X1, ..., Xn]. Below we will also introduce the commutative ring of formal
power series in one or more variables R[[X1, ..., Xn]].
Ideal, modulo:
An ideal I in a commutative ring R is a subset I ⊂ R which is closed under
addition and under multiplication with elements of R. Examples are for each
natural number m the ideal (m) := mZ ⊂ Z or for each natural number r the
set of all polynomials (Xr) := Xr · R[X] ⊂ R[X].
More generally, for any r1, ..., rn ∈ R we denote by (r1, ..., rn) the set of all ring
elements that can be written as “linear combination” of the ri, i.e.
(r1, ..., rn) := {λ1 · r1 + ...+ λn · rn | λ1, ..., λn ∈ R}.
This is an ideal in R, called the ideal generated by r1, ..., rn.
Given an ideal I ⊂ R, we can compute “modulo I”: We write
f ≡ g mod I :⇔ f − g ∈ I
This notion satisfies the usual rules that are also satisfied for computations
modulo m in Z: The relation ≡ is an equivalence relation and if f ≡ f ′ and
g ≡ g′, we also have f + g ≡ f ′+ g′ and f · g ≡ f ′ · g′. As a consequence, the set
R/I of equivalence classes is again a commutative ring (generalizing the rings
Z/m of integers modulo m).
Algebra over R:
An algebra over R is a R-vector space on which a multiplication (of “vectors”) is
defined, such that the axioms of a ring are satisfied. Examples are polynomials
R[X1, ..., Xn], power series R[[X1, ..., Xn]], and R[X1, ..., Xn]/(Xk11 , ..., Xknn ) for
natural numbers n, k1, ..., kn. The dimension of the vector space is also called
dimension of the algebra — so the first two examples are infinite–dimensional
algebras, but R[X1, ..., Xn]/(Xk11 , ..., Xknn ) is a k1 · ... · kn–dimensional algebra.
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Elements in this algebra are given by (the equivalence classes of) polynomials
k1−1∑
i1=0
· · ·
kn−1∑
in=0
ci1,...,in ·Xi11 · · ·Xinn
which in turn are given by the d = k1 · ... · kn numbers ci1,...,in . Two such
elements of this d-dimensional algebra can be added with d addition operations,
and multiplied with at most d2 multiplications and additions.
Formal power series:
A formal power series over a commutative ring R (we will use R = R most of
the time) is a formal infinite series
a0 + a1 ·X + a2 ·X2 + ...
with ai ∈ R. The usual symbolic addition / multiplication make the formal
power series into a ring R[[X]]. Similarly, we can define the ring of formal power
series in several variables R[[X1, ..., Xn]]. Apart from addition and multiplica-
tion we can also take derivatives ∂/∂Xi and substitute a power series without
constant term into another, these are computations that can be described purely
symbolically, hence they are also defined for formal power series.
If we can express a function Rn → R by a power series in R[[X1, ..., Xn]] that
is convergent in a neighborhood of (0, ..., 0), the coefficients of this power series
are determined by the function, and we will use this function also to denote the
corresponding power series. For example, since the series
1/(1 +X) = 1−X +X2 −+...
exp(X) = 1 +
X
1
+
X2
2!
+
X3
3!
+ ...
log(1 +X) = X −X2/2 +X3/3−+...
are convergent for all X ∈ R with |X| < 1, these functions determine the
coefficients and we will also consider them as elements of R[[X]]. Since we
have e.g. exp(log(1 + X)) = 1 + X and exp(X + Y ) = exp(X) · exp(Y ) as
convergergent series, such identities also hold for the formal power series in
R[[X,Y ]]. As a consequence of the first equation we can see that each power
series in R[[X1, ..., Xn]] with constant term 6= 0 has a multiplicative inverse, i.e.
we can also divide by such power series.
Pochhammer symbol:
For α ∈ R and i a natural number we set
(α)i := α · (α+ 1) · ... · (α+ i− 1)
For i = 0 we set (α)0 := 1.
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With this notation we have the Taylor series
(1−X)−α
= 1 + αx+
α(α+ 1)
2!
X2 +
α(α+ 1)(α+ 2)
3!
X3 + ...
=
∞∑
i=0
(α)i
Xi
i!
(11)
This series converges for |X| < 1, so again this function determines the coeffi-
cients and we write (1 −X)−α also for the corresponding formal power series.
Since
(1−X)−α = exp (− α · log(1−X))
as functions, this is also true as equation between formal power series.
B Toy example
B.1 Maximum likelihood vs. marginal inference
Our toy example has 3 “causes” and 2 “observations”, with the following prob-
abilities β:
z1 z2 z3
β(w1|z) 0.09 0.05 0.02
β(w2|z) 0.02 0.05 0.08
The likelihood function is
p(w1, w2|θ, β) =
∏
w
∑
z
β(w|z)θ(z)
= (0.09θ1 + 0.05θ2 + 0.02θ3) · (0.02θ1 + 0.05θ2 + 0.08θ3),
it is defined in the plane in R3 given by θ1 +θ2 +θ3 = 1 where 0 ≤ θ1, θ2, θ3 ≤ 1.
It looks like this:
The maximum likelihood solution has θ1 and θ3 around 1/2, and θ2 = 0, but
there are almost as likely solutions for all values of θ2, up to θ2 = 1, so it
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would be misleading if we only looked at the maximum likelihood solution and
concluded that “cause” z2 did not contribute to our observations.
To contrast this with the marginal inference formula, we have to specify a prior
Dir(α) on θ. We will use the uniform prior, it is given by α = (1, 1, 1). For the
uniform prior, the posterior distribution is proportional to likelihood of θ:
p(θ|w,α, β) = p(w|θ, β) · p(θ|α)
p(w|α, β)
So the maximum a posteriori solution is the maximum likelihood solution, and
the marginal inference is the average θ under the posterior distribution, this
actually gives z2 the largest weight:
z1 z2 z3
α(z) 1 1 1
Maximum likelihood 0.524 0 0.476
Exact Bayes 0.335 0.337 0.327
B.2 Variational Bayes
In the following we keep α, β fixed and drop it from the notation.
In the variational approximation of [2], the distribution p(θ, z|w) is approxi-
mated by a distribution of the form
q(θ, z|γ, φ) = q(θ|γ) · q(z|φ)
= q(θ|γ) · q(z1|φ1) · ... · q(zn|φn),
where γ is a parameter for the Dirichlet distribution θ ∼ Dir(γ) given by the m
numbers γ(z) for z ∈ Z, and the φi are multinomial parameters, given by the
n×m probabilities φi(z) for z ∈ Z.
Given α, β and the observations w, the parameters γ, φ are chosen to minimize
the Kullback–Leibler divergence
D
(
p(θ, z|w)
∥∥∥ q(θ, z|γ, φ))
The iterative algorithm of [2], p.1005 computing these parameters is:
Start with γ(z) := α(z) + n/m and iterate
φi(z) ∝ β(wi|z) · eΨ(γ(z))−Ψ(
∑
z′ γ(z
′))
γ(z) = α(z) +
n∑
i=1
φi(z)
until convergence. (Here Ψ is the digamma function, i.e. the logarithmic deriva-
tive of Γ(x).)
We are interested in the distribution Dir(γ) which approximates the poste-
rior distribution p(θ|w), its mean γ/(∑z γ(z)) gives the approximation to our
marginal inference. In our example we get
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z1 z2 z3
α(z) 1 1 1
Maximum likelihood 0.524 0 0.476
Variational Bayes 0.344 0.324 0.331
Exact Bayes 0.335 0.337 0.327
Note, however, that the variational Bayes solution is derived from the poste-
rior distribution p(θ, z|w,α, β) of both the general mixture θ of the causes, and
the particular causes z that gave rise to the observations w. The simplifying
assumption that the distribution of the z is independent of θ is a good approx-
imation to the reality if the distribution of the θ is concentrated around one
point, i.e. we are quite sure about the underlying distribution of causes — this
is usually the case if we have many observations or a strong prior. But when
this is not the case, there will be no good fit in the variational family, and then
the Dir(γ) part can also be quite different from the best fit to the posterior
distribution of θ. We can see an example of that when we reduce the prior to
α = (1/3, 1/3, 1/3):
z1 z2 z3
α(z) 1/3 1/3 1/3
Maximum likelihood 0.524 0 0.476
Variational Bayes 0.446 0.151 0.403
Exact Bayes 0.331 0.355 0.314
B.3 Concentration bias
To see more concretely how this difference arises, we can apply the chain rule
for the Kullback–Leibler divergence
D
(
q(θ, z)
∥∥ p(θ, z)) (12)
= D
(
q(θ)
∥∥ p(θ))+ Eθ∼qD(q(z|θ)∥∥ p(z|θ))
to the true posterior distribution p(θ, z|w) and its approximation q(θ, z|γ, φ).
The first summand of (12) is the KL divergence between the approximation
q(θ) and our true posterior p(θ|w) that we ideally would be minimizing (but
this is difficult because p(θ|w) involves the likelihood function). The second
summand gives the average KL divergence between q(z|θ), which is given by φ,
independent of θ, and
p(z|θ, w) =
n∏
i=1
β(wi|zi) · θ(zi)∑
z β(wi|z) · θ(z)
which varies with the θ.
So this second term favors those q(θ|γ) that are concentrated in a small area,
which can result in q(θ|γ) that are not the best approximations to p(θ|w).
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In the first example with the (uniform) prior α = (1, 1, 1) this does not affect
the average much:
p(θ|w) q(θ|γ)
But for the prior α = (1/3, 1/3, 1/3) the posterior p(θ|w) is largest around the
edges of the triangle, and the approximation q(θ|γ) focuses only on the lower
side, which has a higher likelihood than the other two sides:
p(θ|w) q(θ|γ)
B.4 Subdivisions of the causes
There is another issue with using Variational Bayes for a large number of causes
like locations: We may look at locations in different granularity, and expect that
e.g. the probability of a cause z lying in a country is the sum of the probabilities
of z lying in the country’s provinces. This is true for the exact solution, but not
for the Variational approximation:
The marginals of Dirichlet distributions are again Dirichlet distributions (see
e.g. [11], p.90): When we have a prior distribution of mixtures
θ′ ∼ Dir(α′) with
θ′ := (θ1a, θ1b, θ2, θ3, ..., θm)
α′ := (α1a, α1b, α2, α3, ..., αm)
the marginal distribution defined by merging the first two causes z1a, z1b to one
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cause z1 gives
θ ∼ Dir(α) with
θ := (θ1a + θ1b, θ2, ..., θm)
α := (α1a + α1b, α2, α3, ..., αm)
If also β(w|z1a) = β(w|z1b) =: β(w|z1) for all w, we have essentially the
same generative process if we either choose
a) θ′ ∼ Dir(α′), z′ ∼ θ′, w ∼ β(.|z′), or
b) θ ∼ Dir(α), z ∼ θ, w ∼ β(.|z)
the only difference is that a z1 in b) can correspond to either a z1a or z1b in a).
So if in our example we subdivide the first “location area” z1 into two smaller
areas z1a and z1b, we would expect that this does not change the probabilities
θ(z2), θ(z3) of the other locations, and also θ(z1) = θ(z1a) + θ(z1b).
However, we can subdivide the first cause in our toy example into two equally
likely subcauses, and see that for the Variational Bayes approximation this
invariance is clearly not satisfied:
z1a z1b z2 z3
β(w1|z) 0.09 0.09 0.05 0.02
β(w2|z) 0.02 0.02 0.05 0.08
α(z) 1/6 1/6 1/3 1/3
Variational Bayes 0.056 0.056 0.741 0.147
Exact Bayes 0.165 0.165 0.355 0.314
B.5 Gibbs sampling
Gibbs sampling does not have these issues, but is slower and non-deterministic:
To sample from the posterior p(θ|w,α, β), we alternately:
• Sample zi such that p(zi) ∝ θ · β(wi|.)
• Sample θ ∼ Dir(α+[z]), where [z] has for each cause the number of times
this causes appears in the sampled z1, ..., zn.
and output the average θ.
In ten runs with one million iterations I got in the mean (and ±... gives the
observed standard deviation of these values)
our formula Gibbs sampling
z1 0.3309 0.3313± 0.0005
z2 0.3549 0.3549± 0.0005
z3 0.3141 0.3138± 0.0005
After subdivision of the first area/cause we get:
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our formula Gibbs sampling
z1 0.1655 0.1654± 0.0005
z2 0.1655 0.1658± 0.0004
z3 0.3549 0.3551± 0.0004
z3 0.3141 0.3137± 0.0006
C Proof of Lemma 1
Lemma 1. Let f : Rm>0 → R be a function that is homogeneous of degree h, i.e.
f(t · θ) = th · f(θ) for t > 0
then
Eθ∼Dir(α)[f(θ)] =
Γ(|α|)
Γ(|α|+ h)Eθ∼Γ(α,1)[f(θ)]
Proof:
Eθ∼Dir(α)[f(θ)] =
∫
θ∈∆
θα−1
B(α)
f(θ)dθ
=
∫∞
0
∫
θ∈∆(tθ)
α−1e−tf(tθ) · tm−1dθdt
B(α) · ∫∞
0
t|α|−m+h+m−1e−tdt
=
1
B(α) · Γ(|α|+ h)
∫
θ∈Rm>0
θα−1e−|θ|f(θ)dθ
=
Γ(α)
B(α) · Γ(|α|+ h)Eθ∼Γ(α,1)[f(θ)]
=
Γ(|α|)
Γ(|α|+ h)Eθ∼Γ(α,1)[f(θ)]

D Proof of Lemma 3
Lemma 3.
S(X) :=
∑
I∈M(W )
p˜(I|α, β) · X
I
I!
=
m∏
j=1
(
1−
r∑
i=1
β(w˜i|zj) ·Xi
)−αj
(13)
Proof:
(We assume α, β fixed and don’t include it in the notation introduced here)
For a sequence of observations (w˜1, ..., w˜r) we introduce the notation
qθ
(
Z, (w˜1, ..., w˜r)
)
:=
∑
z∈Zn
r∏
i=1
β(w˜i|zi) · θ(zi)
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and will also abbreviate this as
qθ
(
Z, I
)
:= qθ
(
Z, (w˜1, ..., w˜r)
)
for the multiset I given by this sequence (w˜1, ..., w˜r).
We will use the notation I + J for the “union” of multisets (corresponding to
adding up the multiplicities), and
(
J+K
K
)
= (J +K)!/(J ! ·K!). Then if we have
a partition Z = Z ′ ∪ Z ′′ of Z into two disjoint parts, we have
qθ(Z
′ ∪ Z ′′, I) =
∑
J+K=I
(
I
J
)
· qθ(Z ′, J) · qθ(Z ′′,K) (14)
since once J is chosen, i.e. we have decided that we want jk of the ik observations
w˜k to come from Z
′, there are
(
ik
jk
)
ways to choose which of the ik observations
to assign to a cause in Z ′.
Now introduce the formal power series
Qθ,Z(X) :=
∑
I∈M(W )
qθ(Z, I) · X
I
I!
then we can reformulate (14) as
Qθ,Z′∪Z′′(X) = Qθ,Z′(X) ·Qθ,Z′′(X) (15)
Then for the full set {z1, ..., zm} of possible causes we have the factorization
S(X) = Eθ∼Γ(α,1)[Qθ,{z1,...,zm}] =
m∏
j=1
Eθ∼Γ(αj ,1)[Qθ,{zj}]
and this allows us to decompose this expectation into m simpler factors, each
involving only one cause z. If in I the words wi appear with multiplicity ki, we
have
qθ({z}, I) =
(
β(w1|z) · θ(z)
)k1 · ... · (β(wn|z) · θ(z))kr
which gives
Qθ,{z}(X) = exp
(
β(w˜1|z)θ(z) ·X1
) · ... · exp (β(w˜r|z)θ(z) ·Xr)
= exp
( r∑
i=1
β(w˜i|z)θ(z) ·Xi
)
With
Y :=
r∑
i=1
β(w˜i|z) ·Xi
we get with the moment generating function of the Gamma distribution
Eθ∼Γ(α,1)
[
Qθ,{z}(X)
]
= Eθz∼Γ(αz,1)
[
eθz·Y
]
= (1− Y )−αz
= (1−
r∑
i=1
β(w˜i|z) ·Xwi)−αz
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which in turn gives the formula (13) because of the factorization. 
One can check that all used transformations are valid for formal power series, so
we do not have to prove convergence. However, in this case all power series are
even convergent in a neighborhood of (0,0,...,0), so the computations are also
valid as analytic functions in this domain.
E Proof of Lemma 4
Lemma 4. All coefficients p˜(I|α, β) of XI for I a set (i.e. all multiplicities
≤ 1) in the power series S(X) agree with the coefficients of the polynomial∏
∅6=J⊆W
(
1 + 〈βJ〉 · Γ(|J |) ·XJ
)
(16)
Equivalently, we can write p˜(I|α, β) for a set I as a sum over all partitions pi
of I into subsets:
p˜(I|α, β) =
∑
pi∈Part(I)
∏
J∈pi
〈βJ〉 · Γ(|J |) (17)
Proof:
We get for the logarithm of (7) at one cause z
−α · log(1−
r∑
i=1
βiXi) = α ·
( r∑
i=1
βi Xi
)
+ α · ( r∑
i=1
βi Xi
)2
/2 + ...
=
∑
∅6=J∈M(W )
α · βJ · |J |!
J !
· X
J
|J |
=
∑
∅6=J∈M(W )
α · βJ · Γ(|J |) · X
J
J !
So if we use the abbreviation 〈βJ〉 :=
∑
z α(z)βJ(z) we get for the generating
function
S(X) = exp
(∑
z∈Z
∑
J∈M(W )
α(z)βJ(z)Γ(|J |) · X
J
J !
)
= exp
( ∑
J∈M(W )
〈βJ〉Γ(|J |) · X
J
J !
)
=
∏
J∈M(W )
exp
(
〈βJ〉 · Γ(|J |) · X
J
J !
)
(18)
If we discard all XJ which contain a X2w the product becomes just
S(X) ≡
∏
∅6=J⊆W
(
1 + 〈βJ〉 · Γ(|J |) ·XJ
)
mod
(
X21 , ..., X
2
r
)
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Multiplying out we get the explicit formula for p˜(I|α, β). 
F Proof of Theorem 1
Theorem 1: The p(w1, ..., wn|α, β) can be computed in time O(3n + m · 2n)
and space O(2n).
Proof: We compute the generating power series (8) in the algebra
A := R[X1, ..., Xn]/(X21 , ..., X2n)
of polynomials in n variables modulo the ideal generated by the squares of
the variables. This is an algebra of degree 2n over R, a basis is given by the
XJ where the J are subsets of W (equivalently, multisets with multiplicities ≤
1). To compute p˜(W ), we have first to compute the 2n numbers 〈βJ〉, which
takes O(m · 2n) time, then compute the product (8) in A. This requires O(3n)
operations corresponding to sets J ⊆ I ⊆W that occur when to the coefficient
of XI a term is added as result of multiplication with (1 + 〈βJ〉 ·Γ(|J |) ·XJ). 
(This is better than using (17) directly, since the number of different set parti-
tions grows like
(
n
e·logn
)n
- see e.g. [9], chapter 6.2; and it is also better than
using (7), which would have resulted in O(m · 3n) steps.)
G Proof of Lemma 5
Lemma 5. Let n, α be fixed; then for any m ≥ 2n and β(wi|zj) given for
j ≤ m− 1, the function Rn → R given by
β(w1|zm), ..., β(wn|zm) 7→ p˜(w1, ..., wn|α, β)
is a polynomial of degree ≤ (1, 1, ..., 1).
Varying the inputs β(wi|zj) given for j ≤ m − 1 we obtain a subset of the 2n-
dimensional vector space of all possible polynomials, this subset has Hausdorff
dimension 2n − 1.
Proof: If we abbreviate β{i}(z) to βi, the Taylor series (11) gives for one factor
in (7) the series(
1−
r∑
i=1
βiXi
)−α
= 1 + α
r∑
i=1
βiXi +
α(α+ 1)
2!
( r∑
i=1
βiXi
)2
+ ...
≡
∑
I⊆W
(α)|I| · βI(z) ·XI mod (X21 , ..., X2r ) (19)
Therefore the coefficients of the polynomial of this Lemma are apart from the
constant factors (α(zm))|I\J| just the p˜(J) with J ⊆ W , computed with all
causes except the last. So we want show that the subset of all possible coefficient
vectors p˜(J) in R2n is 2n − 1 - dimensional. To compute the dimension of the
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possible vectors of p˜(J), we first note that this is the same as the dimension of
the possible vectors 〈βJ〉: In the expression
p˜(J) =
∑
pi∈Part(J)
∏
K∈pi
Γ(|K|) · 〈βK〉
we have one term corresponding to the coarsest partition pi = {J} which is 〈βJ〉,
and all other terms involve only smaller sets K. Therefore we can compute 〈βJ〉
from S(J) and the 〈βK〉 for |K| < |J |. So by going through the J in an order
of nondecreasing |J | we can determine all the 〈βJ〉 from the p˜(J).
These are 2n numbers, but one does not contain information about the βi: We
have 〈β∅〉 =
∑
z α(z), which we assume to be fixed.
To show that none of the 2n − 1 numbers 〈βJ〉 for J 6= ∅ are determined by the
others, we show that the image of the map µ : Rn·(m−1) → R(2n−1) given by(
β1(z1), ..., βn(zm−1)
) 7→ (〈β{1}〉, ..., 〈βW 〉)
contains a neighborhood of a point. This means that at least near this point
any combination of the “mixed moments” 〈βJ〉 can occur, i.e. none is a function
of the others.
To show this, it is sufficient to find a point ~β ∈ Rn·(m−1) which describes possible
input probabilities β(wi|zj) such that the differential of µ at ~β is of full rank, and
for that we will exhibit a map ψ : R2n−1 → Rn·(m−1) such that the differential
of µ ◦ ψ : R2n−1 → R2n−1 has full rank.
We label the coordinates of R2n−1 as xJ for sets ∅ 6= J ⊆ I. Define ψ to map
the vector ~x with coordinates xJ to the functions βi for i = 1, 2, ..., n on a set
of k = 2n − 1 ≤ m− 1 points zk, which we again label by sets ∅ 6= J ⊆ I, such
that
βi(zJ) =
{
xJ for i ∈ J
0 otherwise.
For these functions we have for ∅ 6= K ⊆ I:
〈βK〉 =
∑
∅6=J⊆I
βK(J) =
∑
K⊆J⊆I
x
|K|
J
Since 〈pK〉 is the “K” coordinate of µ ◦ ψ(~x), the differential is given by the
matrix with entries
∂
∂xJ
〈βK〉 =
{
|K| · x|K|−1J for K ⊆ J
0 otherwise.
If we order the index sets in an order of non-decreasing cardinality, this is a
triangular matrix, and if we choose a point given by small positive coordinates
xJ , all entries on the diagonal are positive, so this square matrix has posi-
tive determinant and hence full rank, and the β(wi|zj) are small enough that∑m
i=1 β(wi|zj) < 1 so that the point ψ(~x) lies in the domain of definition of our
map
β(w1|zm), ..., β(wn|zm) 7→ p˜(w1, ..., wn|α, β)

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H Proof of Theorem 3
Theorem 3. If there is a polynomial time algorithm to compute exactly the
p(w1, ..., wn|α, β), there is also a polynomial time algorithm to compute exactly
the permanent of a 0-1 matrix, in particular this would imply P=NP.
Proof: If there was such an algorithm, we could apply it in particular to the
case that n = m and all α(z) are equal. Thus we would have a polynomial
time algorithm that takes as input a n × n matrix β(w˜i|zj) and a number α
and compute p˜(W ), which is a polynomial in these input data. This polynomial
is defined even for values for which we have no statistical interpretation, in
particular for α = −1. For this value of α we get from (7) that p˜(W ) is just
(−1)n times the sum of all products β(w˜i|zσ(i)) for all possible permutations
σ : {1, .., n} → {1, ..., n}. But this is (apart from the factor (−1)n) just the
permanent of the matrix β(w˜i|zj). Now a theorem of Valiant says that if there
is a polynomial time algorithm to compute the permanent of a 0, 1-matrix, we
would have #P = FP and hence also NP = P (see e.g. Theorem 17.11 in [7]).
I Proof of Theorem 4
Theorem 4. If the interaction graph has tree width w, we can compute p(w1, ..., wn|α, β)
in time O(n · 3w +m · n · 2w).
Proof:
Recall the notion of a tree decomposition of a graph (e.g. [8], chapter 12.4):
A tree decomposition of (V,E) is a tree T in which all vertices t ∈ T are labeled
by subsets Vt of V such that
1. V is the union of the Vt
2. Each clique of V lies in some Vt
3. If t2 ∈ T lies on a path between t1 and t3, we have Vt1 ∩ Vt3 ⊆ Vt2 .
The width of such a tree decomposition is the maximum of the |Vt|− 1, and the
tree width of a graph is the minimum width of a tree decomposition. One can
show that every graph with n nodes and tree width w has a tree decomposition
with width w which also has at most n nodes in the tree.
For example this graph:
has as a tree decomposition:
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and hence the tree width of the above graph is at most 2.
We will assume we are given such a tree decomposition of width w; we select
one node of the tree T as root and orient every edge such that it points towards
this node:
The second condition in the definition of a tree decomposition allows us to
select a function φ that assigns to each subset J ⊆ W with 〈βJ〉 > 0 a node
φ(J) ∈ T such that J ⊆ Vφ(J). With this notation the number p˜(w1, ..., wn) is
the coefficient of X1 · ... ·Xr in the product
S(X) ≡
∏
t∈T
∏
J⊆φ−1(t)
(
1 + 〈βJ〉Γ(|J |) ·XJ
)
mod
(
X21 , ..., X
2
r
)
We will see that we can compute this using only algebras of dimension ≤ 2w+1.
To do so, we start with computing∏
J⊆φ−1(t)
(
1 + 〈βJ〉Γ(|J |) ·XJ
)
mod
(
X21 , ..., X
2
r
)
for each node t ∈ T . This can be done in the algebra generated by the Xj with
j ∈ Vt, which has degree 2|Vt| ≤ 2w+1, the time needed for this is bounded by
O(n · 3w). To find the coefficient of X1 · · ·Xr in the product of these elements,
we do a topological sort of the nodes in our directed tree, and then we will
go through the t ∈ T in this order, eliminating a leaf node of the tree in each
step. A key property we will be using in this procedure follows from the third
condition of “tree decompositions”: If we “lose” a word i by going through an
edge of the tree, we will not add it back later on the path to the root. So if
we are interested in the coefficient of X1 · · ·Xr, we will only need to know the
coefficients of monomials which already contain the variable Xi. This means we
can use the following procedure for each node t ∈ T :
• If t is the root node, we are done - output the coefficient of XVt .
• Otherwise t is a leaf node and there is exactly one edge t → s. From
the polynomial at t, delete all monomials that do not contain all Xi for
i ∈ Vt\Vs (the variables that we “lose”), and divide the result by the
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product of these Xi, this is now a polynomial in the variables Xj with
j ∈ Vt ∩ Vs. Now multiply this with the polynomial at s, store the result
at s, and delete node t.
This procedure can again be done in O(n · 3w) steps. Adding O(m · n · 2w) for
computing the 〈βJ〉 with J ⊆ Vt gives complexity O(n · 3w +m · n · 2w), which
is better than the previous O(3n + m · 2n) when the tree width is significantly
(at least by log2(n)) smaller than n.
J Proof of Lemma 6
Lemma 6.
E[θz] =
α(z)
n+ |α|
∑
J⊆W
βJ(z) · |J |! · p˜(W \ J)
p˜(W )
(20)
Proof:
For J ∈ M(W ) write J+ for the multiset J + {wz}. From the product decom-
position for observations (8) we get for the generating function in r+1 variables
(we denote the new variable for our virtual observation by X ′):
S(X,X ′) ≡ S(X) ·
∏
J∈M(W )
exp
(
α(z)βJ(z) · |J | · X
J ·X ′
J !
)
≡ S(X) ·
1 + α(z) ∑
J∈M(W )
βJ(z) · |J |! · X
J ·X ′
J !
 mod X ′2
On the other hand this is by definition
S(X,X ′) ≡ S(X) +
∑
J∈M(W )
p˜(J+)
XJ ·X ′
J !
mod X ′2
Equating the coefficient of XI ·X ′ gives
E[θz] =
p(I+)
p(I)
=
1
n+ |α| ·
p˜(I+)
p˜(I)
=
α(z)
n+ |α|
∑
∅≤J≤I
(
I
J
)
βJ(z) · |J |! · p˜(I − J)
p˜(I)
(21)
The Lemma is now the special case of I = W .
K A lemma about rational functions
The proofs of Theorems 2’ and 3’ rely on the fact that under some conditions we
can reconstruct the coefficients of a rational function from the function values.
We state and prove here the purely algebraic facts that we will use.
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Lemma 7.
a) Given a rational function
f(X) =
1 + c1X + c2X
2 + ...+ cnX
n
1 + d1X + d2X2 + ...+ dnXn
with c1, .., cn, d1, ..., dn ∈ R, we have
∂i
∂Xi
f(X)|X=0
= i! · (ci − di) + polynomial in other ck, dk, k < i
b) Given a rational function
f(X1, ..., Xn) =
∑
K⊆I cK ·XK∑
K⊆I dK ·XK
with I = {1, ..., n} and constant coefficients c∅ = d∅ = 1, we have
∂
∂X1
∂
∂X2
· · · ∂
∂Xn
f |(0,0,...,0)
= cI − dI + polynomial in other cK , dK , K ⊂ I
Proof:
We can see this basically “without calculation” if we look at the structure of
the involved formulas.
First note that the denominator in both cases has constant term 1, so we can
compute the quotient as formal power series and evaluate the derivatives also
in that domain. Furthermore, we can treat the coefficients ck, dk or cK , dK as
symbols, so we are computing the quotient in the ring
R := R[c1, ..., cn, d1, ..., dn][[X]]
in the first case and a similar formal power ring in X1, ..., Xn in the second case.
We treat first case a.
For the division we use the formula
Y
1 + Z
= Y − Y Z + Y Z2 −+...
by substituting
Y = 1 + c1X + c2X
2 + ...+ cnX
n
Z = d1X + d2X
2 + ...+ dnX
n
This gives a power series
1 + P1 ·X + P2 ·X2 + ...
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with certain polynomials P1, P2, ... ∈ R[c1, ..., cn, d1, ..., dn]. Furthermore, note
that in Y and Z each term cj or dj is “balanced” by a X
j , and this is preserved
when we add and multiply such terms. So for all monomials (products of cj and
dj) in the polynomials Pk the indices of the c and d have to add up to k. In
particular, each Pk can only involve cj and dj for j ≤ k.
Since we are not interested in the exact contributions of ck, dk with k < i, and
also not in the coefficients of Xk for k > i, we can look at this calculation
modulo the ideal (c1, .., ci−1, d1, ..., di−1, Xi+1). Then the calculation becomes
f(X) ≡ 1 + ci ·X
i
1 + di ·Xi ≡ 1 + (ci − di) ·X
i
from which we see that
Pi ≡ ci − di mod (c1, ..., ci−1, d1, ..., di−1)
Since the indices of a product of the ck, dk occuring in the polynomial Pi must
add up to i, all other monomials can only contain ck, dk for k < i, from which
we get
Pi = ci − di + polynomial in ck, dk with k < i
from which the assertion follows.
The case b) follows in the same way by using the ideal generated by all cK , dK
with K ⊂ I and XK for all K ⊃ I, and noting that the multi-indices of products
of cK , dK in PI have to add up to I. 
L Proof of Theorem 2’
Theorem 2’. Any algorithm that computes E[θz|w1, ..., wn] exactly
• using Lipschitz continuous functions and finitely many if statements
• going once through the causes zj and reading in the α(zj), β(wi, zj) in
order of ascending j
• and outputs after reading the data of cause zj what E[θz|w1, ..., wn] would
be if this was the last cause,
needs space O(2n) and time O(m · 2n).
Proof:
At the first look the arguments of the proof of Theorem 2 seem to apply di-
rectly to equation (20): Again this seems to be a polynomial in the βj(z) which
determines its coefficients p˜(I\J)/p˜(I). Since p˜(∅) is a constant, these numbers
determine all p˜(J), and we know already that the possible vectors for them form
a 2n−1 - dimensional set. However, the p˜(J) occurring here already contain the
contribution from the last cause z, and our argument only works when we only
have contributions from the previous causes. To fix this, let p˜(J), S(X), etc. be
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the quantities that incorporate all causes except the last one; we denote the last
cause by z′, and the quantities that incorporate also z′ by p˜+(J), S+(X). As
above we introduce an additional “virtual” observation w′ and corresponding
formal variable X ′. Then (7) gives
S+(X,X ′) = S(X) ·
(
1− ( ∑
w∈W
β(w|z′)Xw
)−X ′)−α(z′)
Using the first two terms in the Taylor series
(c−X ′)−α = c−α(1−X ′/c)−α
≡ c−α(1 + αX ′/c) mod X ′2
this gives with (19)
S+(X,X ′) ≡ S(X) ·
(
1−
∑
w∈W
β(w|z′)Xw
)−α(z′)
·
(
1 +X ′ · α(z′) · ( ∑
w∈W
β(w|z′)Xw
)−1)
≡ S(X) ·
( ∑
I⊆W
(
α(z′)
)
|I|βI(z
′) ·XI
)
+ X ′ · α(z′) · S(X) ·
( ∑
I⊆W
(
α(z′) + 1
)
|I|βI(z
′) ·XI
)
from which we get as a variant of (20)
E[θz′ ] =
α(z′)
n+ |α| ·
∑
I⊆W (α(z
′) + 1)|I| · βI(z′) · p˜(W\I)∑
I⊆W (α(z′))|I| · βI(z′) · p˜(W\I)
(22)
which is a rational function in the βi(z
′). To extract the information about the
p˜(J)/p˜(W ) from this function we can use part b) of Lemma 7; applying this to
a sequence of the subsets I of {1, ..., n} sorted in nondecreasing order of |I| and
to the rational function n+|α|α(z′) E[θz′ ] and dividing denominator and numerator
by p˜(W ) this gives us the numbers(
(α(z′) + 1)|I| − (α(z′))|I|
)
· p˜(W\I)
p˜(W )
= |I| · (α(z′) + 1)|I|−1 · p˜(W\I)
p˜(W )
which finally allows us to conclude like above that we need all the numbers p˜(J),
and any “online” algorithm to compute E(θz) needs to update 2n − 1 numbers
for each cause, so the complexity has to be at least O(m · 2n) in this case as
well.
M Proof of Theorem 3’
Theorem 3’. If there is a polynomial time algorithm to compute exactly the
E[θz|w1, ..., wn], there is also a polynomial time algorithm to compute exactly
the permanent of a 0-1 matrix, in particular this would imply P=NP.
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We add a new virtual cause z′ with α(z′) = 1 and β(w|z′) =  for all w.
Then E[θ(z′)|w1, ..., wn] as a function of  is given by (22), for our α, β this
simplifies to
E[θz′ ] =
1
n+ |α| ·
∑
I⊆W (|I|+ 1)! · |I| · p˜(W\I)∑
I⊆W |I|! · |I| · p˜(W\I)
(23)
where we use the convention that 0! = 1.
Introduce for k = 0, ..., n the numbers
dk :=
∑
I⊆W,|I|=k
k! · p˜(W\I)/p˜(W ) and ck := (k + 1) · dk
Then c0 = d0 = 1, dn = n!/p˜(W ) and
f() := (n+ |α|) · E[θz′ ] = 1 + c1+ c2
2 + ...cn · n
1 + d1+ d22 + ...dn · n
So the question becomes if we can use values of f() to compute dn.
If we compute f() at 2n + 1 different points 1, ..., 2n+1, then the rational
function P ()/Q() of  with degree of P and Q at most n is uniquely determined
by the condition f(i) = P (i)/Q(i), and it can be found by determining a
nontrivial solution of the 2n + 1 linear equations f(i) · Q(i) = P (i) in the
2n+ 2 coefficients of P and Q. (see e.g. Theorem 5.9, p.132 of [12]).
While this allows us to compute a representation of the rational function f(), it
does not guarantee the uniqueness of P and Q (they could have a common factor
of degree ≥ 1). However, we get uniqueness from the additional condition ck =
(k+1)·dk: Part a) of Lemma 7 allows us to compute the unique d1, d2, ..., dn from
a representation of f() as P ()/Q(), which in turn gives p˜(w1, ..., wn|α, β) =
p˜(W ) = n!/dn which reduces Theorem 3’ to Theorem 3.
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