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HYPERELLIPTIC JACOBIANS WITH REAL MULTIPLICATION
ARSEN ELKIN
Abstract. Let K be a field of characteristic p 6= 2, and let f(x) be a sextic
polynomial irreducible over K with no repeated roots, whose Galois group is
isomorphic to A5. If the jacobian J(C) of the hyperelliptic curve C : y2 =
f(x) admits real multiplication over the ground field from an order of a real
quadratic field D, then either its endomorphism algebra is isomorphic to D, or
p > 0 and J(C) is a supersingular abelian variety. The supersingular outcome
cannot occur when p splits in D.
1. Statement of Results
Let K be a field and let Ka be its fixed algebraic closure. Let f(x) ∈ K[x] be an
irreducible polynomial of degree n = 6 with no repeated roots. Denote by Rf ⊂ Ka
the set of roots of f and by K(Rf ) the extension of K generated by the elements of
Rf , that is, the splitting field of f over K. We write Gal(f/K) for the Galois group
ofK(Rf )/K, or simply Gal(f) when no confusion over the ground field arises. This
group acts on the elements of Rf by permutations, and it is well-known that this
action is transitive if and only if f is irreducible over K.
Consider the hyperelliptic curve defined over K by
Cf : y
2 = f(x).
Let J(Cf ) be its jacobian, End(J(Cf )) the ring of Ka-endomorphisms of J(Cf ),
and EndK(J(Cf )) the ring of K-endomorphisms of J(Cf ). We define algebras
End0(J(Cf )) := End(J(Cf )) ⊗ Q and End0K(J(Cf )) := EndK(J(Cf )) ⊗ Q. One
may view End(J(Cf )) and EndK(J(Cf )) as orders in the corresponding Q-algebras.
For every algebraic curve C, the ring End(J(C)) contains the multiplications by
integers; that is, Z·IdJ(C) ⊂ End(J(C)), where IdJ(C) is the identity automorphism
of J(C). Examples with the precise equality End(J(C)) = Z are harder to find (see
[10, 11, 12]). In [26, 29, 30] Yu. Zarhin proves that if Gal(f) is isomorphic to either
An or Sn, then this equality holds for the curve Cf , or char(K) = 3, n = 5 or 6,
and J(Cf ) is a supersingular abelian variety. In [28] he proves that if the roots Rf
of a polynomial f can be identified with Pm−1(Fq) for some odd prime power q and
integerm > 2, and Gal(f) contains PSLm(Fq) as a subgroup, then End(J(Cf )) = Z
or J(Cf ) is a supersingular abelian variety. This statement is not necessarily true
for m = 2.
Similarly, examples of hyperelliptic curves Cf with End(J(Cf )) containing an
order of a real quadratic field (admitting real multiplication) are known (see [23,
24]). The purpose of this paper is to provide a tool for construction of explicit
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examples of hyperelliptic curves Cf for which End(J(Cf )) is isomorphic to the ring
of integers of a real quadratic field D = Q(ω), where ω2 = d for some square-free
integer d ≥ 2 called the reduced discriminant of D. Simply put, ω =
√
d. Consider
polynomials f of degree n = 6, in which case curves Cf have genus g = 2. We will
denote the discriminant of an algebraic number field D (or its order O) by δ(D)
(respectively δ(O)) . We fix all of the above notation throughout the paper.
We will prove the following statement.
Theorem 1.1 (The Main Theorem). Let K be a field of characteristic p 6= 2. Let
f(x) ∈ K[x] be an irreducible separable polynomial of degree n = 6. Let J(Cf ) be
the jacobian of the hyperelliptic curve Cf : y
2 = f(x). Let D be a real quadratic
field. Assume that Gal(f) and J(Cf ) enjoy the following properties:
(a) Gal(f) ∼= A5,
(b) there exists an injective ring homomorphism i : D →֒ End0K(J(Cf )) such
that i(1) = IdJ(Cf ), the identity automorphism of J(Cf ).
Then EndK(J(Cf )) is isomorphic to an order of D with
δ(EndK(J(Cf ))) ≡ 5 mod 8,
and one of the following conditions holds:
(i) J(Cf ) is an absolutely simple abelian variety and
End(J(Cf )) = EndK(J(Cf )).
(ii) p > 0 and J(Cf ) is a supersingular abelian variety. Moreover, p does not
split in D.
This theorem is a modification of the results in [26, 29, 30]. The structure of the
paper is as follows. The proof of Theorem 1.1 will be given in Section 2. In Section
7, the impossibility of the supersingular outcome when p = char(K) splits in D is
proven. Examples in characteristic zero will be given in Section 8. Examples, both
supersingular and not, in positive characteristic will be given in Section 9.
Remark 1.2. If O is an order of D = Q(ω) with conductor c (see Section 2), then
the condition δ(O) ≡ 5 mod 8 is equivalent to d ≡ 5 mod 8 and c being odd.
Remark 1.3. If D is a quadratic field with reduced discriminant d, then in order
for an odd rational prime p not to split in D it is necessary and sufficient that either
p|d (in which case, p ramifies in D) or
(
d
p
)
= −1 (that is, p is inert in D).
Remark 1.4. Since f is irreducible over K, the action of Gal(f) on the set Rf on
the roots of f is transitive. According to [4, Table. 2.1, p. 60], the six roots of an
irreducible polynomial f with Gal(f) ∼= A5 can be identified with the elements of
P1(F5) in such a way that the action of Gal(f) on the set Rf is isomorphic to the
action of PSL2(F5) ∼= A5 on P1(F5). Note that this action is doubly transitive.
In proving Theorem 1.1 we will use the following statement, whose proof will be
given in Section 4.
Theorem 1.5. Let K be a field of characteristic different from 2. Let f(x) ∈ K[x]
be an irreducible separable polynomials of degree n = 6 with Gal(f) ∼= A5. Let
X = J(Cf ) be the jacobian of the hyperelliptic curve Cf : y
2 = f(x). Let R be a
subalgebra of EndF2(X2) containing the identity automorphism of X2 such that
σu ∈ R for each u ∈ R, σ ∈ Gal(K),
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where
σu : x 7→ σu(σ−1x), x ∈ X2.
Then EndGal(K)(X2) ∼= F4 and one of the following F2-algebra isomorphisms holds:
(i) R ∼= F2.
(ii) R ∼= F4.
(iii) R ∼= Mat2(F4).
(iv) R = EndF2(X2)
∼= Mat4(F2).
As a corollary to this theorem we will also obtain
Theorem 1.6. Let K be a field of characteristic different from 2. Let f(x) ∈ K[x]
be an irreducible separable polynomial of degree n = 6 with Gal(f) ∼= A5. Let
Cf : y
2 = f(x) be a hyperelliptic curve over K. Then either
(a) EndK(J(Cf )) = Z, or
(b) EndK(J(Cf )) is isomorphic to an order of a quadratic field with
δ(EndK(J(Cf ))) ≡ 5 mod 8.
The proof of this theorem will be given in Section 2.
The following statement will be used in order to show that jacobians we produce
as examples in Section 8 are pairwise non-isogenous. Its proof will be given in
Section 5.
Theorem 1.7. Let K be a field of characteristic 0, f(x), h(x) ∈ K(x) irreducible
separable polynomials over K of degree n = 6 each, such that K(Rf) and K(Rh)
are linearly disjoint extensions of K. Assume that J(Cf ) and J(Ch) satisfy the
conditions of Theorem 1.1. Then
Hom(J(Cf ), J(Ch)) = 0 and Hom(J(Ch), J(Cf )) = 0.
2. Proof of the Main Result
For an abelian variety X defined over a field of characteristic distinct from 2,
the natural action of End(X) on X2 induces an injective homomorphism
End(X)⊗ Z/2Z →֒ End(X2).
By [18, p. 501] we have EndK(X) = End
0
K(X) ∩ End(X), so the map
EndK(X)⊗ Z/2Z →֒ End(X2)
is also an injection (see [14, p. 177]). The image of this homomorphism lies in
EndGal(K)(X2).
Before we continue, let us prove the following useful statement, which explains
why the discriminants of orders considered in this paper have to belong to a certain
congruence class.
Lemma 2.1. Let D be a Q-algebra that is a 2-dimensional vector space over Q,
and let O be an order of D. Then F2-algebras O ⊗ Z/2Z and F4 are isomorphic if
and only if D is a quadratic field and δ(O) ≡ 5 mod 8.
Proof. First, we show that if O ⊗ Z/2Z ∼= F4 then D is a field. Proceeding by
contradiction, assume that for some nonzero u, v ∈ D, we have uv = 0. After
multiplying u and v by appropriate nonzero rational numbers we can assume that
u, v ∈ O and neither is divisible by 2 in O. Then the image of neither u nor v in
O⊗Z/2Z equals to 0, but their product does, which leads to a contradiction. Hence
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D is a Q-division algebra of dimension 2 as a Q-vector space, or, equivalently, a
quadratic field.
Assume D is a quadratic field. Let d ≥ 2 be the reduced discriminant of D; that
is, assume that D = Q(
√
d) with d square-free. It is well-known that O = Z[cη],
where
η =
{
(
√
d− 1)/2 for d ≡ 1 mod 4,√
d for d ≡ 2 or 3 mod 4,
and c is a positive integer called the conductor of O. The minimal polynomial of
the generator cη is
g(X) =
{
X2 + cX − c2(d− 1)/4 for d ≡ 1 mod 4,
X2 − c2d for d ≡ 2 or 3 mod 4.
The field F4 is the splitting field of X
2 + X + 1 over F2, the only irreducible
polynomial of degree 2 over F2. We have Z[cη] ⊗ Z/2Z ∼= F4 if and only if the
minimal polynomial of cη is congruent to X2 +X + 1 modulo 2. This happens if
and only if d ≡ 5 mod 8 and c ≡ 1 mod 2. It is easy to see that this is equivalent
to δ(O) ≡ 5 mod 8. 
As an application of this lemma we obtain:
Proof of Theorem 1.6. Let K, f , Cf , and X = J(Cf ) be as in Theorem 1.6.
By Theorem 1.5, EndGal(K)(X2) ∼= F4. Hence EndK(X) ⊗ Z/2Z ⊂ F4, and
rankZ(EndK(X)) ≤ 2. Rank of the free Z-module EndK(X) and dimension of Q-
algebra End0K(X) are equal to the F2-dimension of the algebra EndK(X)⊗ Z/2Z.
So if rankZ(EndK(X)) = 1 then EndK(X)) = Z.
If rankZ(EndK(X)) = 2 then the Q-algebra End
0
K(X) has dimension 2 as a Q-
vector space. It is well-known that EndK(X) is isomorphic to an order of End
0
K(X)
and by Lemma 2.1, we have D is a quadratic field and
δ(EndK(X)) ≡ 5 mod 8.

Proof of Theorem 1.1. Let C = Cf be the hyperelliptic curve defined overK by the
equation y2 = f(x) such that all conditions of Theorem 1.1 hold for the polynomial
f and abelian variety X = J(C).
We know that EndK(X) contains the order i(D)∩End(X) of i(D), whose Z-rank
is 2. Therefore, rankZ(EndK(X)) = 2 and, by Theorem 1.6, EndK(X) is isomorphic
to an order of D.
Let us consider the possible options for the Gal(K)-stable algebra
R := End(X)⊗ Z/2Z ⊂ EndF2(X2)
which are provided by Theorem 1.5. First, note that the rank of the free Z-module
End(X) and dimension of Q-algebra End0(X) are equal to the F2-dimension of the
algebra End(X)⊗ Z/2Z.
Case (i): End(X)⊗Z/2Z ∼= F2. This case cannot occur, since the rank of End(X),
which contains EndK(X), is at least 2.
Case (ii): End(X) ⊗ Z/2Z ∼= F4. In this case, the free Z-module End(X) has
rank 2, and the ring End(X) is isomorphic to an order of the real quadratic field
D ∼= End0K(X) = EndK(X) ⊗ Q. Note that End0(X) ∼= D is a simple division
algebra, so X is not isogenous over the algebraic closure Ka of K to a product of
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two elliptic curves. Therefore, X is an absolutely simple abelian variety. In this
case, the equality End(J(Cf )) = EndK(J(Cf )) holds.
Case (iii): End(X) ⊗ Z/2Z ∼= Mat2(F4). Then we have dimQ(End0(X)) = 8. In
order to eliminate this outcome, let us consider the following possibilities.
(1) It is well-known [16] that if X is an absolutely simple abelian variety of
dimension 2, then its endomorphism algebra End0(X) is an Albert algebra
of type I(1), I(2), II(1), or IV(2, 1), which means that dimQ(End
0(X)) 6= 8.
(2) Suppose X is isogenous over Ka to a product of two non-isogenous elliptic
curves E1 and E2. We have
End0(X) ∼= End0(E1)⊕ End0(E2)
and
dimQ(End
0(X)) = dimQ(End
0(E1)) + dimQ(End
0(E2)).
It is well-known [20, pp. 102 and 165], that the endomorphism algebra of
an elliptic curve has Q-dimension of 1 or 2 in characteristic 0, and 1, 2 or 4
in positive characteristic. This means that dimQ(End
0(X)) 6= 8, since the
equality would imply that E1 and E2 are both supersingular and, therefore,
isogenous.
(3) If X is isogenous over Ka to a square of an elliptic curve E1 then
End0(X) ∼= Mat2(End0(E1))
and
dimQ(End
0(X)) = 4 dimQ(End
0(E1)).
and for this dimension over Q to be 8, we must have dimQ(End
0(E1)) = 2.
This means that End0(X) is a matrix algebra of size 2 over an imaginary
quadratic extension L = End0(E1) of Q. The order L = L ∩ End(X) of
the center L of End0(X) has the property that L ⊗ Z/2Z ⊂ EndF2(X2) is
stable under the adjoint action of the group Gal(K).
We know that the ring EndK(X) has the same property. Note that the
subalgebra End0K(X) = EndK(X) ⊗ Q of End0(X) is isomorphic to a real
quadratic field, and therefore it does not coincide with the algebra L, to
which it is not isomorphic. Hence the compositum End0K(X)L of End
0
K(X)
and L has dimension 4 over Q. It is Gal(K)-stable.
Let R = End0K(X)L ∩ End(X). The ring R is an order of End0K(X)L
and therefore has rank 4 over Z. According to [14, p. 177], there exists
an injective Gal(K)-homomorphism R ⊗ Z/2Z →֒ End(X2). The image
of this homomorphism is also Gal(K)-stable and therefore satisfies all of
the conditions of Theorem 1.5. Hence it must fit one of the three possible
choices prescribed by this theorem. However, the F2-dimension ofR⊗Z/2Z
is 4, while the dimensions of spaces in Theorem 1.5 are 1, 2, 8, and 16. We
arrive at a contradiction.
Case (iv): End(X) ⊗ Z/2Z = EndF2(X2). The free Z-module End(X) has rank
16. Recall that g = dim(X) = 2. This implies rankZ(End(X)) = (2g)
2, and the
semisimple Q-algebra End0(X) = End(X) ⊗ Q has dimension (2g)2. This means
that char(K) > 0 and X is a supersingular abelian variety (see [26, Lemma 3.1]).

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3. Permutation Groups and Permutation Modules
In proving Theorem 1.5 we will need some basic results about the structure of
J(C)2. Let B be a set of even cardinality n ≥ 6. Denote by Perm(B) the group
of permutations on B. A choice of an ordering on B induces an isomorphism
Perm(B) ∼= Sn. Let F be a field of characteristic 2, and denote by FB the n-
dimensional F-vector space of maps from B to F. The action of Perm(B) on B
extends to an action of Perm(B) on FB as follows: an element σ ∈ Perm(B) sends
a map f : B → F to map σf : b 7→ f(σ−1(b)). The subspace
(FB)0 = {f : B → F |
∑
b∈B
f(b) = 0}.
of FB is stable under the action of Perm(B). In turn, Perm(B)-module (FB)0
contains a stable submodule F · 1B of constant functions B → F. Given a subgroup
G of Perm(B), we define the heart of the permutation representation of G on B
over F to be the quotient
(FB)00 = (FB)0/(F · 1B).
It is easy to show that (FB)00 is a faithful G-module.
When F = F2 we will write QB instead of (F
B
2 )
00. In this case, QB can also be
described as the set of equivalence classes of subsets of B of even cardinality with
symmetric difference as sum where subsets complementary in B are identified.
Lemma 3.1. Let G be a subgroup of Perm(B). Then we have an F4[G]-module
isomorphism
(FB4 )
00 ∼= QB ⊗F2 F4
and an F4-algebra isomorphism
EndG,F4((F
B
4 )
00) ∼= EndG(QB)⊗F2 F4.
Proof. The first statement is obvious and the second immediately follows from
Lemma 10.37 of [3]. 
Let Cf : y
2 = f(x) be a hyperelliptic curve defined over a fieldK of characteristic
different from 2 by an irreducible separable polynomial f(x) ∈ K[x] of even degree
n, and let R denote the set of roots of f . It is well-known that the Gal(K)-modules
J(Cf )2 and QR are isomorphic.
Now assume that n = 6 and Gal(f) ∼= PSL2(F5). Then dim(J(Cf )) = 2 and
dimF2(J(Cf )2) = 4. Let ρ2,X : Gal(K)→ Aut(J(Cf )2) be the action of Gal(K) on
J(Cf )2 and let G = ρ2,X(Gal(K)) ⊂ Aut(J(Cf )2) be the image of Gal(K) under
this representation. The action of Gal(K) on J(Cf )2 factors through G, and the
action of Gal(K) on R factors through Gal(f). We have G ∼= Gal(f) ∼= PSL2(F5)
and the faithful G-modules J(Cf )2 and QR are isomorphic.
Lemma 3.2. QR is a simple G-module.
Proof. See Table 1 in [13]. 
Lemma 3.3. The F2-algebras EndG(QR) and F4 are isomorphic.
Proof. Since the representation G→ AutF2(QR) is irreducible, by Schur’s Lemma
EndG(QR) is a division algebra. Since it is finite, it must be a field, which we will
denote by F.
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According to Table 1 in [13], the G-module (FB4 )
00 is reducible. Therefore,
EndG,F4((F
B
4 )
00) ∼= EndG(QR)⊗F2F4 is not a field. This means that F = EndG(QR)
contains F4, a quadratic extension of F2, as a subfield. Hence F ∼= F4s for some
positive integer s. The embedding of F in EndF2(QR) provides QR with a structure
of an F-vector space. Since #(QR) = 16, we must have F ∼= F4 or F16.
If F ∼= F16 then QR is a 1-dimensional F-vector space, so EndF(QR) = F. Since
F = EndG(QR), we have G ⊂ AutF(QR) as a subgroup, which is a contradiction.
Indeed, the group AutF(QR) = F
× is abelian, while G ∼= A5 is not. 
In light of the fact that EndG(QR) = EndGal(f)(J(C)2) = EndGal(K)(J(C)2)
this lemma can be restated as
dimF2 EndGal(K)(J(C)2) = 2,
and, since EndK(J(C)) ⊗ Z/2Z injectively embeds in EndGal(K)(J(C)2), we get
Theorem 1.6.
From Lemmas 3.2 and 3.3, and Theorem 3.43 of [3, p. 54] follows:
Corollary 3.4. The F4[G]-module QR is absolutely simple.
4. Proof of the Auxiliary Theorem
Theorem 1.5 follows immediately from the discussion of the previous section and
this theorem:
Theorem 4.1. Let X be an abelian variety over field K of characteristic different
from 2. Let G = ρ2,X(Gal(K)) ⊂ EndF2(X2). Assume that the following conditions
are satisfied:
(a) dim(X) = 2,
(b) G ∼= A5,
(c) X2 is a simple G-module,
(d) EndG(X2) ∼= F4.
Identify F2 with its embedding F2 · IdX2 ⊂ End(X2), where IdX2 is the identity
automorphism of X2, and identify F4 with EndG(X2). Let R be a subalgebra of
EndF2(X2) containing the identity automorphism Id of X2 such that
uRu−1 ⊂ R for all u ∈ G.
Then we have one of the following cases:
(i) R = F2;
(ii) R = F4;
(iii) R = EndF4(X2);
(iv) R = EndF2(X2).
Proof. Since X2 is a faithful R-module, we have
uRu−1 = R for all u ∈ G ⊂ AutF2(X2).
Lemma 4.2. X2 is a semisimple R-module.
Proof. This is a reproduction of a similar proof in [26, of Th. 5.3]. Let U ∈ X2 be
a simple R-submodule. Then U ′ =
∑
s∈G sU is a non-zero G-invariant subspace in
X2, and, since X2 is a simple G-module, U
′ = X2. Each sU is also an R-submodule
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in X2, because s
−1Rs = R for all s ∈ G. In addition, ifW ⊂ sU is an R-submodule
then s−1W is an R-submodule in U , because
Rs−1W = s−1sRs−1W = s−1RW = s−1W.
Since U is simple, s−1W = {0} or U . This implies that sU is also simple. Hence
X2 = U
′ is a sum of simple R-modules and therefore is a semisimple R-module. 
Lemma 4.3. The R-module X2 is isotypic.
Proof. The proof is a modification of a similar proof [26, of Th. 5.3]. Let
X2 = V1 ⊕ · · · ⊕ Vr
be an isotypic decomposition of the semisimple R-module X2. Looking at the
dimensions yields r ≤ dimF2(X2) = 4. By repeating the argument in the proof of
the previous claim, we can show that for each isotypic component Vi its image sVi
is an isotypic R-submodule for each s ∈ G and therefore is contained in some Vj .
Similarly, s−1Vj is an isotypic submodule containing Vi. Since Vi is the isotypic
component, s−1Vj = Vi. This means that s permutes the Vi, and, since X2 is G-
simple, G permutes them transitively. This gives a homomorphism G→ Sr which
must be injective or trivial, since G is simple. However G ∼= A5 and r ≤ 4, so it is
trivial. This means that sVi = Vi for all s ∈ G and X2 = Vi is isotypic. 
From this lemma it follows that there exists a simple R-moduleW and a positive
integer d such that X2 ∼=W d.
We have
d · dimF2(W ) = dimF2(X2) = 4.
Thus d = 1, 2, or 4.
Clearly, EndR(X2) is isomorphic to the matrix algebra Matd(EndR(W )). Let us
put
k = EndR(W ).
Since W is simple, k is a finite division algebra of characteristic 2. Hence k is a
finite field of characteristic 2, and
EndR(X2) ∼= Matd(k).
We have EndR(X2) ⊂ EndF2(X2) is invariant under the adjoint action of G, since
R is invariant under adjoint action of G. This induces a homomorphism
α : G→ Aut(EndR(X2)) = Aut(Matd(k)).
Since k is the center of Matd(k), it is invariant under the action of G; that is, we
get a homomorphism G→ Aut(k), which must be trivial, since G is a simple group
and Aut(k) is abelian. This implies that the center k of EndR(X2) commutes with
G and must be a subalgebra of EndG(X2). Since EndG(X2) = F4 as an F2-algebra,
we have k = F2 or F4.
It follows from the Jacobson density theorem (combined with dimension argu-
ments) that R ∼= Matm(k) with dm = 4 if k = F2 and 2dm = 4 if k = F4.
Let us rule out the case not mentioned in the outcomes of this theorem: if
R ∼= Mat2(F2), the group G acts on Mat2(F2); that is, we have a homomorphism
G→ Aut(Mat2(F2)) = PGL2(F2) ∼= GL2(F2),
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where the equality follows from the Skolem-Noether theorem. This homomorphism
must be trivial, since G is perfect and GL2(F2) is solvable. Therefore, R commutes
with G and is a subalgebra of EndG(X2) = F4. This is a contradiction.
Finally, notice that if k = EndG(X2) = F4, and R = Mat2(k), then R commutes
with F4, and therefore lies in EndF4(X2). However, since X2 is a 2-dimensional
F4-vector space, EndF4(X2)
∼= Mat2(F4), so R = EndF4(X2). 
In [27], Yu. Zarhin makes the following definition.
Definition 4.4. Let V be a vector space over a field k, let G be a group and
ρ : G→ Autk(V ) a linear representation of G in V . We say that the G-module V
is very simple if it enjoys the following property:
If R ⊂ Endk(V ) is a k-subalgebra containing the identity operator Id such that
ρ(σ)Rρ(σ)−1 ⊂ R for all σ ∈ G
then either R = k · IdV or R = Endk(V ).
We immediately obtain the following proposition, which will be used in the proof
of Theorem 7.2.
Corollary 4.5. Let X be an abelian variety satisfying the conditions of Theorem
4.1. Then X2 is a very simple G-module over F4.
Proof. The only outcomes of Theorem 4.1 that contain F4 in the center are R ∼= F4
and R = EndF4(X2). 
5. Non-Isogenous Jacobians
Let us now restate some of the above results in terms of J(C)2 and Gal(f).
If we compose the canonical epimorphism Gal(K) ։ Gal(f) with the irreducible
representation Gal(f)→ AutF2(J(C)2) of Lemma 3.2 we get
Lemma 5.1. J(C)2 is a simple Gal(K)-module.
Note that Corollary 3.4 can be restated as follows:
Corollary 5.2. Assume that all of the conditions of Theorem 1.1 hold. Then
J(Cf )2 is an absolutely simple F4[Gal(f)]-module.
Proof of Theorem 1.7. We prove this theorem by contradiction. Let X = J(Cf )
and Y = J(Ch) be abelian varieties in question and assume there exists a nonzero
homomorphism φ ∈ Hom(X,Y ). Then φ is an isogeny.
We can also assume that X2 6⊆ kerφ. If that is not the case, then φ is a
composition of multiplication by 2 on X and another isogeny from X to Y , which
we can choose instead, continuing this process until the obtained isogeny no longer
annihilates X2.
For every ψ ∈ Hom(X,Y ) and σ ∈ Gal(K) we define a homomorphism σψ ∈
Hom(X,Y ) by σψ(x) = σψ(σ−1x) for all x ∈ X(Ka). We then define c : Gal(K)→
End0(X)× by cσ = φ
−1 σφ. It is easy to show that c satisfies the cocycle condition
cστ = cσ
σcτ . In addition, we have End
0(X) = End0K(X), so
σcτ = cτ and c is
a homomorphism. There exists a finite normal extension Kφ of K such that φ is
defined over Kφ. Since we are in characteristic 0, Kφ is also Galois over K, so there
exists a homomorphism c′ : Gal(Kφ/K)→ End0(X)× such that c is a composition
of the canonical homomorphism Gal(K) ։ Gal(Kφ/K) and c
′. Since Gal(Kφ/K)
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is finite, its image under c′ in End0(X)×, which coincides with the image of Gal(K)
under c, is also finite. Therefore, this image is either {IdX} or µ2 = {± IdX}.
If c(Gal(K)) = c′(Gal(Kφ/K)) = µ2, let H = ker(c
′), and let K ′ be the subfield
of elements of Kφ that are fixed by H . Then K
′ is Galois overK, Gal(Kφ/K
′) = H
and Gal(K ′/K) ∼= G/H = µ2. By the choice of H , the image of Gal(Kφ/K ′)
under c′ is trivial. Therefore, the image of Gal(K ′) ⊂ Gal(K) under c is trivial.
Moreover, since the Galois groups of f and h are perfect and Gal(K ′/K) ∼= µ2 is
cyclic, polynomials f and h will be irreducible over K ′, their Galois groups over K ′
will still be isomorphic to A5, and they will still satisfy the conditions of Theorem
1.7. Without loss of generality, we can choose to work over K ′ instead of K, which
reduces the theorem to the next case.
If c(Gal(K)) = {IdX} then φ is defined over K and commutes with the action
of Gal(K) on X and Y . This remains true if we consider points of order dividing
2: the homomorphism ϕ = φ|X2 : X2 → Y2 commutes with the action of Gal(K)
on X2 and Y2. The kernel of ϕ is a Gal(K)-stable submodule of X2. Since X2
is a simple Gal(K)-module, the map ϕ is either zero or is a Gal(K)-isomorphism.
It cannot be zero by the choice of φ. We claim that it cannot be an isomorphism
either.
Let L = K(Rf∪Rh) be the compositum of the splitting fieldsK(Rf ) andK(Rh)
of f and h and consider the canonical restriction maps resLK(Rf ) : Gal(L/K) →
Gal(f/K) and resLK(Rh) : Gal(L/K) → Gal(h/K). Recall that the Gal(f/K)-
module X2 and Gal(h/K)-module Y2 are faithful and let αX : Gal(f/K) →֒
Aut(X2) and αY : Gal(h/K) →֒ Aut(X2) be the corresponding embeddings. The
actions of Gal(K) on X2 and Y2 factor through the canonical epimorphism resL :
Gal(K)։ Gal(L/K), that is,
ρ2,X = αX ◦ resLK(Rf ) ◦ resL and ρ2,Y = αY ◦ resLK(Rh) ◦ resL .
If K(Rf ) and K(Rh) are linearly disjoint over K, then
Gal(L/K) ∼= Gal(f/K)×Gal(h/K),
with projections onto each summand coinciding with the Galois restriction maps
resLK(Rf ) and res
L
K(Rh)
. Let σL = (σf , Idh) ∈ Gal(f/K)×Gal(h/K) = Gal(L/K),
where Idh is the identity element of Gal(h/K) and σf ∈ Gal(f/K) is a nonidentity
element, and pick any σ ∈ res−1L (σL). Then
ρ2,X(σ) = αX(res
L
K(Rf )
(σL)) = αX(σf ) 6= IdX2 ,
while
ρ2,Y (σ) = αY (res
L
K(Rh)
(σL)) = αY (Idh) = IdY2 .
Therefore, the Gal(K)-modules X2 and Y2 are not isomorphic.

6. The centralizer of endomorphisms defined over base field.
This section contains preliminary investigations required for the proof of The-
orem 7.1 about the impossibility of the supersingular outcome in characteristics
p > 2 when p splits in the quadratic field D = Q(ω) ∼= End0K(X). First, we
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determine the algebraic structure and places of ramification of the centralizer of
i(D) = End0K(X) in End
0(X) in the case when X is supersingular. Put
End0(X, i) = {u ∈ End0(X) | i(y)u = ui(y) ∀y ∈ D}
= {u ∈ End0(X) | i(ω)u = ui(ω)}.
It is well-known that when X is a supersingular abelian surface, then End0(X) ∼=
Mat2(Hp), where Hp a quaternion Q-algebra ramified exactly at p and ∞. We
write Hp,D for Hp ⊗Q D. Both End0(X, i) and Hp,D carry natural structures of
D-algebras.
Theorem 6.1. The D-algebras End0(X, i) and Hp,D are isomorphic.
Proof. We begin by showing that the isomorphism class of theD-algebra End0(X, i)
is independent of the embedding of D into End0(X) that sends 1 to the identity
automorphism of X . Let j : D →֒ End0(X) be another such embedding. The
Q-algebra i(D) is a simple Q-subalgebra of the simple central Q-algebra End0(X)
and ji−1 : i(D)→ j(D) is an algebra isomorphism. By Skolem-Noether theorem [3,
p. 69], there exists σ ∈ Aut(End0(X)) such that ji−1(x) = σ(x) for all x ∈ i(D).
Then σ is a Q-algebra isomorphism between End0(X, i) and End0(X, j). Indeed,
for every z ∈ End0(X, i), we have
i(ω)−1zi(ω) = z
and so
σ(i(ω))−1σ(z)σ(i(ω)) = σ(z).
Taking into account that σ(i(ω)) = j(ω), we obtain
j(ω)−1σ(z)j(ω) = σ(z),
that is, σ(z) ∈ End0(X, j). The map σ : End0(X, i) → End0(X, j) is obviously
invertible.
Fix an isomorphism End0(X) ∼= Mat2(Hp) and let j : D →֒ End0(X) be given
by
1 7→ Id =
(
1 0
0 1
)
, ω 7→
(
0 d
1 0
)
.
Assume M =
(
r s
t u
)
∈ Mat2(Hp) commutes with j(ω). Then r = u and s = td,
M =
(
r td
t r
)
= r Id+tj(ω),
and the centralizer of j(D) in End0(X) is generated over Hp by Id and j(ω). There-
fore End0(X, j) ( ∼= End0(X, i) ) is isomorphic to Hp + j(ω)Hp = j(D)Hp, the
subalgebra generated by the products of elements in j(D) and Hp.
Let Hp ⊗Q D → DHp be the Q-algebra homomorphism induced by a⊗ b 7→ ab.
Since Hp ⊗Q D is a simple algebra, the kernel of this map is either trivial or is the
entire Hp⊗QD. Because this homomorphism is not zero, it must be an embedding.
A comparison of dimensions over Q yields End0(X, i) ∼= DHp ∼= Hp ⊗Q D. 
It is well-known [22, p. 4] that Hp ⊗Q D is a quaternion algebra over D.
Lemma 6.2. Let π be a place of D dividing p. The quaternion algebra End0(X, i)
ramifies at π if and only if p splits in D,
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Proof. For a prime π|p of D, the degree [Dπ : Qp] equals to the product eπfπ of
ramification index and relative degree of π over p. This product equals 1 if p splits
in D and 2 otherwise. Cancellation of ramification at p occurs if and only if the
degree of this extension is even (see [22, Ch. II, Th. 1.3, p. 33]). 
In Section 7 we will demonstrate that if X is a supersingular abelian variety, then
End0(X, i) is isomorphic to a direct summand of the group algebraD[SL2(F5)]. The
following lemma will be used in the proof of Theorem 7.2:
Lemma 6.3. Let Γ = SL2(F5), let D be a real quadratic field, and p a prime such
that Hp,D = Hp ⊗Q D is a quaternion D-algebra. Suppose that the group algebra
D[Γ] contains a direct summand isomorphic to Hp,D. Then the rational prime p
does not split in D.
Proof. Since
End0(X, i)⊗D C ∼= Mat2(C),
the simple algebra Hp,D corresponds to a faithful irreducible character χ of Γ over
D of degree 2.
In the notation of [5, Table II], χ = ζi, i = 1 or 2. Over Q we have mℓ(χ) =
mQℓ(χ) = 1 for all places ℓ of Q except for ∞. This result can be extended to
primes of D by means of Theorem 2.16 in [5], which says that for extension Dλ of
Qℓ, where λ is a prime of D diviging ℓ, we have
mλ(χ) =
mℓ(χ)
(mℓ(χ), [Dλ(χ) : Qℓ(χ)])
.
Therefore,
mλ(χ) = mDλ(χ) = 1.
for λ|ℓ. This means that Hp,D does not ramify at any non-archimedean place of D,
and, by Lemma 6.2, p does not split in D. 
7. Non-Supersingularity
In this section we prove the following theorem.
Theorem 7.1. Assume the conditions of Theorem 1.1 hold for a quadratic field
D of reduced discriminant d, polynomial f , and abelian variety X = J(Cf ). In
addition, assume that p = char(K) > 2 splits in D. Then X is not a supersingular
abelian variety.
Recall that if ℓ is an odd prime, then ℓ|d means that ℓ ramifies in D, (d/ℓ) = −1
means that ℓ is inert in D, and (d/ℓ) = 1 means that ℓ splits in D. Since d ≡ 5
(mod 8), the rational prime 2 is inert in D, and D2 := D ⊗Q Q2 is a field.
The proof of Theorem 7.1 will require the following proposition, whose proof will
be given later in this section.
Theorem 7.2. Let F be a field of characteristic p > 2 containing all 2-power roots
of unity. Let G = PSL2(F5) and D be a real quadratic field with δ(D) ≡ 5 mod 8.
Suppose X is an abelian variety defined over F , and assume that the following
conditions hold:
(a) X is supersingular and dim(X) = 2;
(b) there exists an injective Q-algebra homomorphism i : D →֒ End0F (X) such
that i(1) = IdX , the identity automorphism of X;
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(c) the image of Gal(F ) in Aut(X2) is isomorphic to G and the corresponding
faithful representation
ρ : G →֒ Aut(X2) ∼= GL4(F2)
satisfies
EndG(X2) = F4.
Then there exists a surjective group homomoprhism
π1 : G1 ։ G
enjoying the following properties:
(i) G1 ∼= SL2(F5).
(ii) One may lift ρπ1 : G1 → Aut(X2) to a faithful absolutely irreducible over
the field D2 = D ⊗Q Q2 symplectic representation
ρ : G1 →֒ AutD2(V2(X))
in such a way that the following conditions hold:
• ρ(G1) ⊂ End0(X, i)×, where End0(X, i) is the centralizer of i(D) in
End0(X).
• The homomorphism from the group algebra D[G1] to End0(X, i) in-
duced by ρ is surjective and identifies End0(X, i) with a direct sum-
mand of D[G1].
Proof of Theorem 7.1. Assume that X = J(Cf ) satisfies conditions of Theorem 1.1
and is a supersingular abelian variety.
Let F ⊂ Ka be a field obtained from K by adjoining all 2-power roots of unity.
Then
D →֒ End0K(X) ⊂ End0F (X).
Moverover, the polynomial f remains irreducible over F and the Galois group of its
splitting field over F is still A5, a perfect group. Indeed, F is an abelian extension
of K and Gal(F/K) does not contain A5. Thus f and X satisfy the conditions of
Theorem 1.1 over F . From Theorem 7.2 and Lemma 6.3 it follows that p does not
split in D. 
Proof of Theorem 7.2. This proof is a modification of the proof of Theorem 3.3 in
[30], and most of what follows is actually stated in that work.
Let T2(X) denote the Z2-adic Tate module of X , V2(X) := T2(X) ⊗Z2 Q2 the
Q2-adic Tate module of X , and let
ρ2,X : Gal(F )→ AutZ2(T2(X))
be the corresponding 2-adic representation. Put
H := ρ2,X(Gal(F )) ⊂ AutZ2(T2(X)).
Claim 1. The group H is finite.
Proof of Claim 1. The rank of the Z2-module T2(X) is 2 dim(X) = 4, and, as
Galois module,
X2 = T2(X)/2T2(X).
If we compose ρ2,X with the surjective reduction modulo 2 map
AutZ2(T2(X))→ Aut(X2),
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we get a natural homomorphism
ρ2,X : Gal(F )→ Aut(X2),
which defines the action of Gal(F ) on points of X2. Restriction of ρ2,X to H yields
a natural continuous surjection
π : H → ρ2,X(Gal(F )) ∼= G ⊂ Aut(X2).
The choice of polarization on X gives a non-degenerate alternating bilinear form
(Riemann form)
e : V2(X)× V2(X)→ Q2.
Since F contains all 2-power roots of unity, e is Gal(F )-invariant and hence H-
invariant. Thus
H ⊂ Sp(V2(X), e)
and the H-module V2(X) is symplectic.
There exists a finite Galois extension L of F over which all endomorphisms of
X are defined, that is,
EndL(X) = End(X).
Then then group Gal(L) is an open subgroup of finite index in Gal(F ), and the
group
H ′ := ρ2,X(Gal(L))
is an open normal subgroup of finite index in H .
There exists a natural embedding
End0(X)⊗Q Q2 →֒ EndQ2(V2(X)),
and, since X is supersingular,
dimQ(End
0(X)) = (2 dim(X))2 = dimQ2(EndQ2(V2(X))),
which implies that
End0(X)⊗Q Q2 = EndQ2(V2(X)).
Since all endomorphisms of X are defined over L, the image ρ2,X(Gal(L)) in
AutQ2(V2(X)) commutes with End
0(X), and therefore with the whole
EndQ2(V2(X)) = End
0(X)⊗Q Q2.
This implies that
H ′ = ρ2,X(Gal(L)) ⊂ Q2 · IdV2(X) .
Since
H ′ = ρ2,X(Gal(L)) ⊂ ρ2,X(Gal(F )) ⊂ Sp(V2(X), e) ⊂ SL(V2(X)),
we have
H ′ ⊂ SL(V2(X)) ∩Q2 · IdV2(X),
and the group H ′ = ρ2,X(Gal(L)) is finite. As it is a subgroup of finite index in
H = ρ2,X(Gal(F )), the group H is also finite. 
Since H is finite, there exists a minimal subgroup G1 of H such that π(G1) = G.
Denote the restriction of π : H → G to G1 by π1 : G1 ։ G. Put
(7.1) E := EndG1(V2(X)) ⊂ EndQ2(V2(X)).
Claim 2. The algebra E is a quadratic field extension of Q2 and
E ∼= D ⊗Q Q2.
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Proof of Claim 2. The Z2-algebra
O = E ∩ EndZ2(T2(X))
is a free Z2-module, whose Z2-rank coincides with dimQ2(E). The map
O/2O → EndZ2(T2(X))/2EndZ2(T2(X)) = End(X2)
is an embedding. The Z2-rank of O equals the F2-dimension of the image of O/2O
in EndG(X2). Since elements of O commute with G1 in EndZ2(T2(X)), the image
of O/2O lies in EndG(X2) ∼= F4. This implies
dimQ2(E) = rankZ2 O = dimF2(O/2O) ≤ 2.
Let F1 ⊂ Fa be the subfield fixed elementwise by
{σ ∈ Gal(F ) | ρ2,X(σ) ∈ G1}
Then F1 is a finite separable extension of F and
G1 = ρ2,X(Gal(F1)).
The image ρ2,X(Gal(F1)) in Aut(X2) coincides with G.
Since F ⊂ F1, we have i(D) ⊂ End0F (X) ⊂ End0F1(X) and so
i(D)⊗Q Q2 ⊂ End0F1(X)⊗Q Q2
⊂ EndGal(F1)(V2(X))
= EndG1(V2(X))
= E.
Therefore
dimQ2(i(D)⊗Q Q2) = 2 ≤ dimQ2(E) ≤ 2,
so dimQ2(E) = 2 and E = i(D)⊗Q Q2. We also get
End0F (X) = End
0
F1(X) = i(D).

This provides V2(X) with a structure of a 2-dimensional E-vector space and
gives us a faithful representation
ρ : G1 → AutE(V2(X)) ∼= GL2(E),
which must be absolutely irreducible by choice (7.1) of E.
Claim 3. The G1-module V2(X) is very simple over E.
Proof of Claim 3. Since π(G1) = G, by [28, Remark 5.2(i)] and Corollary 4.5, the
G1-module X2 is very simple over F4.
Let OE be the valuation ring of the quadratic 2-adic field E, and let λ be its
maximal ideal. Since the prime 2 of Q is inert in D, the prime ideal ℓ = 2Z2 of Z2
is also inert in OE , the completion of the ring of integers of D with respect to the
2-adic topology. Hence λ = ℓOE . Since the degree of inertia of λ over ℓ is 2, the
residue field k(λ) = OE/λ is a quadratic extension of Z2/ℓ ∼= F2, that is, k(λ) ∼= F4.
The abelian group T2(X) is anOE-lattice in V2(X), and therefore T2(X)/λT2(X)
is a k(λ)-module. Since λ = ℓOE , we have
T2(X)/λT2(X) = T2(X)/(λOE)T2(X) = T2(X)/(ℓOE)T2(X) = X2.
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The OE-lattice T2(X) of V2(X) is G1-stable, so the E[G1]-module V2(X) is a lifting
of the very simple F4[G1]-module X2. The claim follows from [28, Remark 5.2(v)].

Claim 4. The group G1 is a perfect central extension of G.
Proof of Claim 4. Since G ∼= PSL2(F5) is perfect, so is G1 (otherwise, we can
replace G1 with [G1, G1], thus contradicting minimality of G1).
By [28, Remark 5.2(iv)], since the G1-module V2(X) is very simple, then either
the normal subgroup Z1 = ker(π1 : G1 → G) of G1 consists of scalars (that is, it
lies in E), or the E[Z1]-module V2(X) is absolutely simple.
We exclude the latter possibility by contradiction. The kernel Z of π : H → G
is a subgroup of 1+2EndZ2(T2(X))
∼= 1+2Mat4(Z2). Since H is a finite group, so
is Z. In addition, (1 + 2Mat4(Z2))
2 ≡ 1 (mod 22Mat4(Z2)). Thus, by Minkowski-
Serre Lemma [19, Th. 6.3], the group Z has exponent 1 or 2.
Therefore, Z is a finite commutative group, and so is Z1 ⊂ Z. Hence Z1 does not
admit an absolutely irreducible representation of dimension greater than 1, which
contradicts dimE(V2(X)) = 2. Thus Z1 = kerπ1 ⊂ E = EndG1(V2(X)) commutes
with G1. 
Claim 5. G1 ∼= SL2(F5).
Proof of Claim 5. It is known [6, Prop. 4.227 and Prop. 4.232(ii)] that the only
perfect central extensions of PSL2(F5) are SL2(F5) and PSL2(F5) itself. However,
there are no faithful irreducible representations of PSL2(F5) of dimension 2 in char-
acteristic 0 (see [3, p. 365]). 
Claim 6. We have ρ(G1) ⊂ End0(X, i)×.
Proof of Claim 6. We have ρ2,X(Gal(F1)) = G and hence
EndF1(X)⊗ Z/2Z →֒ EndGal(F1)(X2) = F4
Let L1 be the finite Galois extension of F1 attached to
ρ2,X : Gal(F1)→ AutZ2(T2(X)).
Then Gal(L1/F1) = G1. Since the image ρ2,X(Gal(L1)) in AutZ2(T2(X)) is trivial
and all 2-power torsion points of X are defined over L1, all endomorphism of X are
defined over L1. Hence there is a natural homomorphism
κ : G1 = Gal(L1/F1)→ Aut(End(X))
such that
EndF1(X) = {u ∈ End(X) | κ(σ)u = u ∀σ ∈ Gal(L1/F1)}
and
σ(ux) = (κ(σ)u)(σ(x)).
Further, we write κ(σ)u instead of κ(σ)(u). Since all 2-power torsion points of X
are defined over L1,
σ(ux) =κ(σ)u(σ(x)) for all x ∈ T2(X), u ∈ End(X), σ ∈ G1.
Since Aut(End(X)) ⊂ Aut(End0(X)), we can extend κ to End0(X). Then
End0F1(X) = {u ∈ End0(X) |κ(σ)u = u ∀σ ∈ Gal(L1/F1)}
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and
σ(ux) =κ(σ)u(σ(x))
Recall that
End0(X) ⊂ End0(X)⊗Q Q2 = EndQ2(V2(X))
and
G1 ⊂ GL(V2(X)) = EndQ2(V2(X))×.
It follows that
σuσ−1 =κ(σ)u.
By Skolem-Noether theorem, every automorphism of the central simple Q-algebra
End0(X) ∼= Mat2(Hp) is an inner one. This implies that for each σ ∈ G1 there
exists wσ ∈ End0(X)× such that
σuσ−1 = wσuw
−1
σ
Since the center of End0(X) is Q, the choice of wσ is unique up to multiplication by
a non-zero rational number. This implies that wσwτ equals wστ times a non-zero
rational number.
Let
c′σ = σw
−1
σ .
Each c′σ commutes with End
0(X) and hence with End0(X)⊗QQ2 = EndQ2(V2(X)).
This means that c′σ ∈ Q×2 IdV2(X). The image
cσ ∈ Q×2 IdV2(X) /Q× IdV2(X) ∼= Q×2 /Q×
of c′σ in Q
×
2 /Q
× does not depend on the choice of wσ . Also, the map
G1 → Q×2 /Q×, σ 7→ cσ
is a group homomorphism. It has to be trivial, since G1 is perfect. Therefore,
cσ ∈ Q× IdV2(X) for all σ ∈ G1.
and
σ = (c′)−1wσ ∈ End0(X)×
Finally, recall that End0F1(X) = i(D), so
i(D) = {u ∈ End0(X) |κ(σ)u = u ∀σ ∈ Gal(L1/F1)},
and each σ ∈ G1 = Gal(L1/F1) commutes with i(D). 
By combining ρ : G1 →֒ End0(X, i) and i : D →֒ End0(X, i) we obtain a natural
homomorphism D[G1]→ End0(X, i).
Claim 7. The D-algebra homomorphism D[G1]→ End0(X, i) is surjective.
Proof of Claim 7. LetM be the image ofD[G1] in End
0(X, i) under the above map.
ThenM⊗DE coincides with the image ofE[G1] = D[G1]⊗DE in End0(X, i)⊗DE =
EndE(V2(X)). Since E[G1]-module V2(X) is absolutely simple,
E[G1]→ EndE(V2(X))
is surjective. Therefore,
dimD(M) = dimD(End
0(X, i))
and M = End0(X, i), which proves the claim. 
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Claim 8. The D-algebra End0(X, i) can be identified with a direct summand of
D[G1].
Proof of Claim 8. The semisimplicity of D[G1] (by Maschke’s Theorem) and sim-
plicity of End0(X, i) allow us to make such an identification. 
This concludes the proof of Theorem 7.2. 
8. Examples in characteristic zero
In this section we produce examples of hyperelliptic curves defined over Q with
real quadratic fieldsQ(
√
5) as endomorphism algebras of their jacobians. For clarity,
we use capital Latin letters B, C, D, T for indeterminates over a field K and lower-
case letters b, c, d, t for their specializations in K. Further, we put η = (
√
5− 1)/2,
so that Z[η] is the ring of integers of Q(
√
5).
The following corollary of Theorem 1.1 will be used to obtain these examples.
Corollary 8.1. Let K be a field of characteristic 0 and fT (x) ∈ K(T )[x] be an
irreducible separable polynomial of degree n = 6 in x parametrized by a variable T
transcendental over K. Define a hyperelliptic curve CT over K(T ) by
CT = CfT : y
2 = fT (x).
Let J(CT ) be its jacobian and EndK(T )(J(CT )) be the ring of K(T )-endomorphisms
of J(CT ). Assume that
(i) Gal(fT /K(T )) ∼= A5,
(ii) End0K(T )(J(CT )) is isomorphic to a real quadratic field D, and
(iii) for some value t ∈ K of T the polynomial ft is irreducible over K and
Gal(ft/K) ∼= A5.
Then End(J(Ct)) is isomorphic to an order of D with
δ(End(J(Ct))) ≡ 5 mod 8.
Proof. Assume that all of the conditions of Corollary 8.1 are satisfied for special-
ization of T to t ∈ K. The action of Gal(fT /K(T )) on RT extends to an action
of Gal(fT /K(T )) on Rt. The action can be factored through Gal(ft/K); and
since Gal(fT /K(T )) ∼= Gal(ft/K), the Gal(fT /K(T ))-sets RT and Rt are also iso-
morphic. We also have EndK(T )(J(CT )) ⊂ EndK(J(Ct)). The conclusion of the
corollary follows from Theorem 1.1. 
In [7], K. Hashimoto gives the following form of Brumer’s 3-parameter family of
curves:
CB,C,D : y
2 = fB,C,D(x) = x
6 + 2Cx5 + (2 + 2C + C2 − 4BD)x4
+ (2 + 4B + 2C + 2C2 − 4D − 8BD)x3
+ (5 + 12B + 4C + C2 − 4BD)x2
+ (6 + 12B + 2C)x+ 4B + 1.
(8.1)
For indeterminates B,C,D over Q, the algebra of endomorphisms of its jacobian
J(CB,C,D) is isomorphic to Q(
√
5) and its endomorphisms ring End(J(CB,C,D)) ∼=
Z[η]. Moreover, the polynomial fB,C,D is irreducible over Q(B,C,D), and its split-
ting field over Q(B,C,D) has A5 as its Galois group.
Assume that for certain values of B,C,D, say b, c, d ∈ Q, respectively, the poly-
nomial fb,c,d is irreducible over Q, and the Galois group of its splitting field over Q
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is isomorphic to A5. Then fB,c,d, fB,C,d are also irreducible over Q(B) and Q(B,C),
respectively, because their factorization would lead to a factorization of fb,c,d over
Q. We have a tower of groups
A5 ∼= Gal(fb,c,d/Q)
⊂ Gal(fB,c,d/Q(B))
⊂ Gal(fB,C,d/Q(B,C))
⊂ Gal(fB,C,D/Q(B,C,D))
∼= A5,
which forces every intermediate Galois group to be isomorphic to A5. By applying
Corollary 8.1 to the consecutive specializations we conclude that every one of them
has the ring of integers of the quadratic field Q(
√
5) for the endomorphism ring.
By picking appropriate values b, c, d we can give examples to Corollary 8.1. As
an example, we work through one of the curves given in the table. The others can
be treated in a similar manner.
Example 8.2. For b = 0, c = 1, d = 2 we get a hyperelliptic curve
C : y2 = f0,1,2(x)
= x6 + 2x5 + 5x4 − 2x3 + 10x2 + 8x+ 1
The splitting field of f is an A5-extension of Q with discriminant 1125721 = 1061
2.
By the above argument, we have End(J(C)) ∼= Z[η]. By allowing one of the above
variables to vary, say d = T , while fixing the other two, we can get a hyperelliptic
curve
C′ : y2 = f0,1,T (x)
= x6 + 2x5 + 5x4 + (6− 4T )x3 + 10x2 + 8x+ 1
defined over Q(T ) such that Gal(fT /Q(T )) ∼= A5 by the above argument. The
endomorphism ring of its jacobian is also isomorphic to Z[η].
Non-isogenuity of the jacobians of curves listed in Table 8.1 can be deduced from
pairwise coprimality of the discriminants of the splitting fields of polynomials that
define them.
Theorem 8.3. If polynomials f(x), h(x) ∈ Q[x] satisfy all of the conditions of
Theorem 1.1, and if the discriminants of the splitting fields of f and h over Q are
relatively prime, then the jacobians J(Cf ) and J(Ch) of the curves Cf : y
2 = f(x)
and Ch : y
2 = h(x) are not isogenous.
Proof. It is known that if L/K is an extension of algebraic number fields, then
δ(K)| δ(L) by the Discriminant Tower Theorem. This implies that the splitting
fields Q(Rf ) and Q(Rh) of given polynomials are linearly disjoint. Indeed, if the
two fields have a common subfield, say E, then δ(E) = 1 and E = Q by the theorem
of Hermite. By Theorem 1.7, J(Cf ) and J(Ch) are not isogenous. 
By Hilbert’s irreducibility theorem, there are infinitely many rational t such that
Gal(ft/Q) ∼= A5. Moreover, infinitely many of these extensions are pairwise linearly
disjoint over Q. It follows from Theorem 1.7 that there is an infinite number of
pairwise non-isogenous hyperelliptic jacobians of dimension 2 with Z[η] as their
endomorphism ring.
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For each of the curves in Table 8.1, the polynomial f is irreducible, and the
splitting field of f over Q is an A5-extension. Note that the specialization b = 1,
c = 1, d = 2 is the original example given in Brumer’s paper [2]. This table
was constructed with the help of PARI-GP number-theoretic package [17] through
a search for integer values −5 ≤ b, c, d ≤ 5. The polynomials were chosen so
that the discriminants of their splitting fields are pairwise relatively prime in order
to ensure that the jacobian of the corresponding hyperelliptic curves are pairwise
nonisogenous.
More examples can be obtained by examination of polynomials in the table in
Appendix A.3 of [24]. J. Wilson proved for every polynomial f in that table, that
if we define a hyperelliptic curve Cf : y
2 = f(x), then Z[η] ⊂ EndQ(J(Cf )). There-
fore, if Gal(f/Q) ∼= A5, then EndQ(J(Cf )) = End(J(Cf )) = Z[η]. For example, if
f(x) = 3x6 + 8x5 + 54x4 − 26x3 − 173x2 + 218x − 73, then Gal(f/Q) ∼= A5, and
End(J(Cf )) = Z[η]. It is easily shown that this polynomial is not a specialization
of the family (8.1) of Brumer’s curve for any b, c, d ∈ Q.
Table 8.1. Some curves C over Q with End(J(C)) = Z[η]
b c d C : y2 = fb,c,d(x) δ(Q(Rf ))
0 0 0 y2 = x6 + 2x4 + 2x3 + 5x2 + 6x+ 1 26 · 1032
0 1 2 y2 = x6 + 2x5 + 5x4 − 2x3 + 10x2 + 8x+ 1 10612
0 −1 −3 y2 = x6 − 2x5 + x4 + 14x3 + 2x2 + 4x+ 1 112 · 1372
0 −1 5 y2 = x6 − 2x5 + x4 − 18x3 + 2x2 + 4x+ 1 22932
0 3 −3 y2 = x6 + 6x5 + 17x4 + 38x3 + 26x2 + 12x+ 1 44832
0 3 5 y2 = x6 + 6x5 + 17x4 + 6x3 + 26x2 + 12x+ 1 32 · 44412
0 −3 −2 y2 = x6 − 6x5 + 5x4 + 22x3 + 2x2 + 1 26092
0 4 2 y2 = x6 + 8x5 + 26x4 + 34x3 + 37x2 + 14x+ 1 532 · 792
0 4 −2 y2 = x6 + 8x5 + 26x4 + 50x3 + 37x2 + 14x+ 1 27072
0 −4 2 y2 = x6 − 8x5 + 10x4 + 18x3 + 5x2 − 2x+ 1 20292
0 −4 −2 y2 = x6 − 8x5 + 10x4 + 34x3 + 5x2 − 2x+ 1 68272
0 5 2 y2 = x6 + 10x5 + 37x4 + 54x3 + 50x2 + 16x+ 1 172 · 3372
0 5 −2 y2 = x6 + 10x5 + 37x4 + 70x3 + 50x2 + 16x+ 1 52 · 7572
0 −5 1 y2 = x6 − 10x5 + 17x4 + 38x3 + 10x2 − 4x+ 1 39292
0 −5 5 y2 = x6 − 10x5 + 17x4 + 22x3 + 10x2 − 4x+ 1 472 · 2512
1 0 4 y2 = x6 − 14x4 − 42x3 + x2 + 18x+ 5 412 · 9412
1 −1 2 y2 = x6 − 2x5 − 7x4 − 18x3 + 6x2 + 16x+ 5 79332
1 −1 −2 y2 = x6 − 2x5 + 9x4 + 30x3 + 22x2 + 16x+ 5 192 · 12892
1 2 2 y2 = x6 + 4x5 + 2x4 − 6x3 + 21x2 + 22x+ 5 28612
1 −2 2 y2 = x6 − 4x5 − 6x4 − 14x3 + 5x2 + 14x+ 5 99072
1 −2 −2 y2 = x6 − 4x5 + 10x4 + 34x3 + 21x2 + 14x+ 5 712 · 6072
1 −3 0 y2 = x6 − 6x5 + 5x4 + 18x3 + 14x2 + 12x+ 5 30892
1 −3 4 y2 = x6 − 6x5 − 11x4 − 30x3 − 2x2 + 12x+ 5 232 · 31372
1 4 4 y2 = x6 + 8x5 + 10x4 − 2x3 + 33x2 + 26x+ 5 175092
1 4 −4 y2 = x6 + 8x5 + 42x4 + 94x3 + 65x2 + 26x+ 5 557632
1 5 −4 y2 = x6 + 10x5 + 53x4 + 114x3 + 78x2 + 28x+ 5 557932
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b c d C : y2 = fb,c,d(x) δ(Q(Rf ))
1 −5 2 y2 = x6 − 10x5 + 9x4 + 22x3 + 14x2 + 8x+ 5 347292
−1 1 3 y2 = x6 + 2x5 + 17x4 + 14x3 + 10x2 − 4x− 3 110272
−1 1 −5 y2 = x6 + 2x5 − 15x4 − 18x3 − 22x2 − 4x− 3 173872
−1 −1 3 y2 = x6 − 2x5 + 13x4 + 10x3 + 2x2 − 8x− 3 92932
−1 −1 −5 y2 = x6 − 2x5 − 19x4 − 22x3 − 30x2 − 8x− 3 265012
−1 −2 3 y2 = x6 − 4x5 + 14x4 + 14x3 + x2 − 10x− 3 132 · 11512
−1 4 3 y2 = x6 + 8x5 + 38x4 + 50x3 + 37x2 + 2x− 3 1572 · 3892
−1 4 −5 y2 = x6 + 8x5 + 6x4 + 18x3 + 5x2 + 2x− 3 432 · 2272
−1 −4 3 y2 = x6 − 8x5 + 22x4 + 34x3 + 5x2 − 14x− 3 592 · 14832
−1 −4 −5 y2 = x6 − 8x5 − 10x4 + 2x3 − 27x2 − 14x− 3 834172
−1 5 3 y2 = x6 + 10x5 + 49x4 + 70x3 + 50x2 + 4x− 3 732 · 15112
−1 5 −5 y2 = x6 + 10x5 + 17x4 + 38x3 + 18x2 + 4x− 3 504232
2 0 −3 y2 = x6 + 26x4 + 70x3 + 53x2 + 30x+ 9 1672 · 1812
2 −1 4 y2 = x6 − 2x5 − 31x4 − 70x3 − 6x2 + 28x+ 9 612 · 25932
2 −1 −4 y2 = x6 − 2x5 + 33x4 + 90x3 + 58x2 + 28x+ 9 4572 · 20112
2 −2 4 y2 = x6 − 4x5 − 30x4 − 66x3 − 7x2 + 26x+ 9 1072 · 26932
2 −2 −4 y2 = x6 − 4x5 + 34x4 + 94x3 + 57x2 + 26x+ 9 12807612
2 4 5 y2 = x6 + 8x5 − 14x4 − 50x3 + 21x2 + 38x+ 9 804072
2 −4 −3 y2 = x6 − 8x5 + 34x4 + 94x3 + 53x2 + 22x+ 9 6732 · 20872
2 5 −3 y2 = x6 + 10x5 + 61x4 + 130x3 + 98x2 + 40x+ 9 314 · 2332
2 5 5 y2 = x6 + 10x5 − 3x4 − 30x3 + 34x2 + 40x+ 9 1454872
2 −5 0 y2 = x6 − 10x5 + 17x4 + 50x3 + 34x2 + 20x+ 9 296632
2 −5 4 y2 = x6 − 10x5 − 15x4 − 30x3 + 2x2 + 20x+ 9 2712732
−2 0 −3 y2 = x6 − 22x4 − 42x3 − 43x2 − 18x− 7 327712
−2 −1 −4 y2 = x6 − 2x5 − 31x4 − 54x3 − 54x2 − 20x− 7 292 · 33192
−2 −2 4 y2 = x6 − 4x5 + 34x4 + 46x3 + 9x2 − 22x− 7 110572
−2 3 4 y2 = x6 + 6x5 + 49x4 + 66x3 + 34x2 − 12x− 7 5829832
−2 −3 −3 y2 = x6 − 6x5 − 19x4 − 30x3 − 46x2 − 24x− 7 721012
−2 4 5 y2 = x6 + 8x5 + 66x4 + 94x3 + 53x2 − 10x− 7 72 · 2282812
−2 −4 −3 y2 = x6 − 8x5 − 14x4 − 18x3 − 43x2 − 26x− 7 1442232
−2 5 5 y2 = x6 + 10x5 + 77x4 + 114x3 + 66x2 − 8x− 7 3172 · 70572
3 0 −5 y2 = x6 + 62x4 + 154x3 + 101x2 + 42x+ 13 55629292
3 1 3 y2 = x6 + 2x5 − 31x4 − 66x3 + 10x2 + 44x+ 13 672 · 26172
3 −1 −5 y2 = x6 − 2x5 + 61x4 + 154x3 + 98x2 + 40x+ 13 66833572
3 2 −5 y2 = x6 + 4x5 + 70x4 + 166x3 + 113x2 + 46x+ 13 2232 · 205492
3 −3 3 y2 = x6 − 6x5 − 31x4 − 58x3 + 2x2 + 36x+ 13 3846412
3 −4 −5 y2 = x6 − 8x5 + 70x4 + 178x3 + 101x2 + 34x+ 13 149316292
3 −5 −1 y2 = x6 − 10x5 + 29x4 + 82x3 + 58x2 + 32x+ 13 2292 · 28972
−3 1 −4 y2 = x6 + 2x5 − 43x4 − 86x3 − 74x2 − 28x− 11 2692 · 31092
−3 −3 4 y2 = x6 − 6x5 + 53x4 + 82x3 + 14x2 − 36x− 11 14932 · 21612
−3 −4 −4 y2 = x6 − 8x5 − 38x4 − 66x3 − 79x2 − 38x− 11 2389912
−3 5 −4 y2 = x6 + 10x5 − 11x4 − 30x3 − 34x2 − 20x− 11 2368132
−3 −5 2 y2 = x6 − 10x5 + 41x4 + 70x3 − 2x2 − 40x− 11 10666432
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b c d C : y2 = fb,c,d(x) δ(Q(Rf ))
4 −1 5 y2 = x6 − 2x5 − 79x4 − 162x3 − 30x2 + 52x+ 17 9912 · 54412
4 −3 −2 y2 = x6 − 6x5 + 37x4 + 102x3 + 82x2 + 48x+ 17 17766172
4 −4 2 y2 = x6 − 8x5 − 22x4 − 30x3 + 21x2 + 46x+ 17 372 · 81612
4 −4 −2 y2 = x6 − 8x5 + 42x4 + 114x3 + 85x2 + 46x+ 17 3312 · 82972
4 −5 1 y2 = x6 − 10x5 + x4 + 22x3 + 42x2 + 44x+ 17 1238292
−4 −1 5 y2 = x6 − 2x5 + 81x4 + 126x3 + 34x2 − 44x− 15 892 · 1541272
−4 2 5 y2 = x6 + 4x5 + 90x4 + 138x3 + 49x2 − 38x− 15 1392 · 946512
−4 −5 −3 y2 = x6 − 10x5 − 31x4 − 58x3 − 86x2 − 52x− 15 5001112
5 −4 0 y2 = x6 − 8x5 + 10x4 + 46x3 + 65x2 + 58x+ 21 650032
−5 1 −5 y2 = x6 + 2x5 − 95x4 − 194x3 − 150x2 − 52x− 19 33012 · 57832
−5 −1 −5 y2 = x6 − 2x5 − 99x4 − 198x3 − 158x2 − 56x− 19 153274372
−5 −4 3 y2 = x6 − 8x5 + 70x4 + 114x3 + 5x2 − 62x− 19 96473172
9. Examples in Positive Characteristic
Examples of hyperelliptic curves satisfying conditions of Theorem 1.1 can be
found by reducing examples defined over Q(T ) (for example, specializations of the
Brumer’s family) modulo odd primes. We need to make sure that after reduction
the defining polynomial remains irreducible, separable, and has Galois group A5.
In positive characteristic it becomes necessary to distinguish between the two
outcomes of that theorem. Let char(K) = p > 2,
f(x) = x6 + a5x
5 + a4x
4 + a3x
3 + a2x
2 + a1x+ a0,
be a polynomial with distinct roots overKa, and let f(x)
(p−1)/2 =
∑
cix
i. Then the
Cartier-Manin/Hasse-Witt matrix [15, 25] for the hyperelliptic curve C : y2 = f(x)
is the matrix obtained from
M =
(
cp−1 cp−2
c2p−1 c2p−2
)
.
by extraction of pth roots of the entries. It is known [9], [25, Th. 2.2], [8] that the
jacobian of the curve C is a supersingular abelian variety if and only if
MM (p) =
(
cp−1 cp−2
c2p−1 c2p−2
)
·
(
cpp−1 c
p
p−2
cp2p−1 c
p
2p−2
)
= 0.
It can be seen that this happens in one of the following cases:
(1) cp−1 = c2p−1 = c2p−2 = 0, or
(2) c2p−1 6= 0,
cp−2 = −
cp+1p−1
cp2p−1
and c2p−2 = −
cpp−1
cp−12p−1
.
Example 9.1. Let p = char(K) = 3. Then f(x)(p−1)/2 = f(x), and the curve
C : y2 = f(x) is supersingular if and only if one of the following conditions holds:
(1) a2 = a4 = a5 = 0. In this case, a1 6= 0, since polynomials f(x) = x6 +
a3x
3 + a0 are not separable in characteristic 3.
(2) a5 6= 0, a1 = −a42/a35, and a4 = −a32/a25.
This means C is supersingular if and only if either
f(x) = x6 + a3x
3 + a1x+ a0, a1 6= 0,
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or
f(x) = x6 + a5x
5 − a
3
2
a25
x4 + a3x
3 + a2x
2 − a
4
2
a35
x+ a0, a5 6= 0.
Example 9.2. Let Cf be the smooth hyperelliptic curve y
2 = f(x) over F3(T ),
where f(x) is one of the polynomials in Table 9.1. Then
End(J(Cf )) = EndF3(T )(J(Cf )) = Z[η].
Table 9.1. Some curves C over F3(T ) with End(J(C)) = Z[η]
b c d C : y2 = fb,c,d(x) reduced modulo 3
0 1 T y2 = x6 + 2x5 + 2x4 + 2Tx3 + x2 + 2x+ 1
0 2 T + 2 y2 = x6 + x5 + x4 + 2Tx3 + 2x2 + x+ 1
1 1 2T + 1 y2 = x6 + 2x5 + (T + 1)x4 + x3 + Tx2 + 2x+ 2
1 2 T + 1 y2 = x6 + x5 + 2Tx4 + (2T + 1)x2 + x+ 2
T 1 0 y2 = x6 + 2x5 + 2x4 + Tx3 + x2 + 2x+ T + 1
T + 1 0 T + 2 y2 = x6 + 2T 2x4 + T 2x3 + 2T 2x2 + T + 2
T + 1 2T T + 1 y2 = x6 + Tx5 + (2T + 1)x4 + x2 + Tx+ T + 2
T + 2 2 0 y2 = x6 + x5 + x4 + (T + 1)x3 + 2x2 + x+ T
T + 2 2T + 2 T + 2 y2 = x6 + (T + 1)x5 + 2Tx4 + x2 + (T + 1)x+ T
2T + 1 0 2T + 2 y2 = x6 + 2T 2x4 + T 2x3 + 2T 2x2 + 2T + 2
Let us work through one of the examples. The smooth curve C defined over
F3(T ) by
C : y2 = x6 + 2x5 + 2x4 + 2Tx3 + x2 + 2x+ 1
is the reduction modulo 3 of the curve
C′ = C0,1,T : y
2 = x6 + 2x5 + 5x4 + (6− 4T )x3 + 10x2 + 8x+ 1
defined over Q(T ) which, according to Example 8.2, satisfies
End(J(C′)) = EndQ(T )(J(C
′)) ∼= Z[η].
Thus we have
Z[η] ∼= EndQ(T )(J(C′)) →֒ EndF3(T )(J(C)).
Using MAGMA Computational Algebra System [1, 21] we verify that the polyno-
mial f(x) = x6 + 2x5 + 2x4 + 2Tx3 + x2 + 2x+ 1 is irreducible and separable over
F3(T ) with Gal(f/F3(T )) ∼= A5. Finally, the procedure delineated above shows
that J(C) is not a supersingular abelian variety. Therefore, by Theorem 1.1 we
have End(J(C)) ∼= Z[η].
Other examples from Table 9.1, as well as Tables 9.2, 9.4, and 9.5, are obtained
in a similar fashion. Table 9.3 is generated analogously, with the distinction that
only supersingular examples are selected.
All jacobians of smooth hyperelliptic curves over F3(T ) obtained by reduction of
specializations of Brumer’s family will be non-supersingular. To prove this, observe
that the reduction of the Brumer’s equation 8.1 modulo 3 yields
a1 = a5 and a4 = a2 + C = a2 − a1
24 ARSEN ELKIN
This immediately rules out the first case of supersingularity outlined in Example
9.1. In the second case, a1 = a5 6= 0 and
a1a
3
5 = −a42,
so
a41 = −a42.
For a1, a2 ∈ F3(T ), this equation does not have a solution.
It is possible that supersingular examples exist over F9(T ). Indeed, a2 = εa1,
where ε is a root of z4+1 = 0 in F3. We also know that a4a
2
5 = −a32, so a4 = −ε3a1.
Finally, plug this into a4 = a2−a1 and divide by a1 6= 0, to get ε3+ ε− 1 = 0. The
simultaneous solutions of z4 + 1 = 0 and z3 + z − 1 = 0 are
ε = −1±√−1 ∈ F9.
Since a4 = 2 + 2C + C
2 − 4BD, a5 = a1 = 2C, and a4 = (ε− 1)a1, we have
BD = C2 + (ε+ 1)C − 1.
As a result, the equation of the curve will have the form
C : y2 = f(x) = x6 − Cx5 + (1− ε)Cx4
+ (1 + εC +B −D)x3 − εCx2 − Cx+ (B + 1).
In order to verify that EndF9(T )(J(C)) = Z[η], one will need to check that C is a
reduction of a curve satisfying the conditions of Theorem 1.1, that f(x) is irreducible
in F9(T )[x], and that Gal(f/F9(T )) ∼= A5.
When char(K) > 3, any irreducible polynomial f(x) of degree 6 is separable,
and therefore the curve y2 = f(x) defined by such a polynomial is smooth.
Example 9.3. Let Cf be the smooth hyperelliptic curve y
2 = f(x) over F5(T ),
where f(x) is one of the polynomials in Table 9.2. Then
End(J(Cf )) = EndF5(T )(J(Cf )) = Z[η].
Table 9.2. Some curves C over F5(T ) with End(J(C)) = Z[η]
b c d C : y2 = fb,c,d(x) reduced modulo 5
0 0 T + 3 y2 = x6 + 2x4 + Tx3 + x+ 1
0 2 T y2 = x6 + 4x5 + (T + 4)x3 + 2x2 + 1
0 3 T + 4 y2 = x6 + x5 + 2x4 + Tx3 + x2 + 2x+ 1
0 4 T + 3 y2 = x6 + 3x5 + x4 + Tx3 + 2x2 + 4x+ 1
3 3 2T + 1 y2 = x6 + x5 + Tx4 + 4Tx3 + Tx2 + 3x+ 3
4 0 4T + 3 y2 = x6 + (T + 4)x4 + Tx3 + Tx2 + 4x+ 2
4 2 4T y2 = x6 + 4x5 + Tx4 + Tx3 + Tx2 + 3x+ 2
4 3 4T + 2 y2 = x6 + x5 + Tx4 + Tx3 + (T + 2)x2 + 2
T + 2 4T 4T + 4 y2 = x6 + 3Tx5 + 2x2 + 4T + 4
T + 3 4 3 y2 = x6 + 3x5 + 3Tx4 + 2x2 + 2Tx+ 4T + 3
2T + 2 3T 3T + 4 y2 = x6 + Tx5 + 2x2 + 3T + 4
3T + 1 2T + 4 2T + 1 y2 = x6 + (4T + 3)x5 + 2x4 + 4x3 + x+ 2T
3T + 2 0 3 y2 = x6 + (4T + 3)x4 + Tx+ 2T + 4
3T + 2 2T 2T + 4 y2 = x6 + 4Tx5 + 2x2 + 2T + 4
3T + 3 2T + 2 2T + 4 y2 = x6 + (4T + 4)x5 + 2x4 + 4x3 + x+ 2T + 3
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b c d C : y2 = fb,c,d(x) reduced modulo 5
3T + 4 2T + 1 2T + 3 y2 = x6 + (4T + 2)x5 + 2x4 + 4x3 + x+ 2T + 2
3T + 4 2T + 3 2T + 2 y2 = x6 + (4T + 1)x5 + 2x2 + 2T + 2
4T + 1 1 3 y2 = x6 + 2x5 + (2T + 3)x4 + 4x3 + 3Tx+ T
4T + 1 T + 4 T + 1 y2 = x6 + (2T + 3)x5 + 2x4 + 4x3 + x+ T
4T + 1 2T 4T + 3 y2 = x6 + 4Tx5 + Tx3 + 2Tx2 + (2T + 3)x+ T
4T + 2 T T + 4 y2 = x6 + 2Tx5 + 2x2 + T + 4
4T + 3 T + 2 T + 4 y2 = x6 + (2T + 4)x5 + 2x4 + 4x3 + x+ T + 3
Example 9.4. Let Cf be the smooth hyperelliptic curve y
2 = f(x) over F5(T ),
where f(x) is one of the polynomials in Table 9.3. Then
EndF5(T )(J(Cf )) = Z[η].
but J(C) is a supersingular abelian variety; that is, End0(J(Cf )) = Mat2(H5).
Table 9.3. Some supersingular curves C over F5(T ) with EndF5(T )(J(C)) = Z[η]
b c d C : y2 = fb,c,d(x) reduced modulo 5
0 1 T y2 = x6 + 2x5 + (T + 1)x3 + 3x+ 1
T 4T + 3 4T + 3 y2 = x6 + (3T + 1)x5 + 2x4 + 4x3 + x2 + 2x+ 4T + 1
T + 1 4T + 2 4T + 2 y2 = x6 + (3T + 4)x5 + 2x4 + 4x3 + x2 + 2x+ 4T
T + 2 4T + 1 4T + 1 y2 = x6 + (3T + 2)x5 + 2x4 + 4x3 + x2 + 2x+ 4T + 4
T + 1 4T + 2 4T + 2 y2 = x6 + (3T + 4)x5 + 2x4 + 4x3 + x2 + 2x+ 4T
T + 2 4T + 1 4T + 1 y2 = x6 + (3T + 2)x5 + 2x4 + 4x3 + x2 + 2x+ 4T + 4
T + 3 4T 4T y2 = x6 + 3Tx5 + 2x4 + 4x3 + x2 + 2x+ 4T + 3
T + 4 4T + 4 4T + 4 y2 = x6 + (3T + 3)x5 + 2x4 + 4x3 + x2 + 2x+ 4T + 2
2T 3T + 3 3T + 3 y2 = x6 + (T + 1)x5 + 2x4 + 4x3 + x2 + 2x+ 3T + 1
2T + 1 3T + 2 3T + 2 y2 = x6 + (T + 4)x5 + 2x4 + 4x3 + x2 + 2x+ 3T
2T + 2 3T + 1 3T + 1 y2 = x6 + (T + 2)x5 + 2x4 + 4x3 + x2 + 2x+ 3T + 4
2T + 3 3T 3T y2 = x6 + Tx5 + 2x4 + 4x3 + x2 + 2x+ 3T + 3
2T + 4 3T + 4 3T + 4 y2 = x6 + (T + 3)x5 + 2x4 + 4x3 + x2 + 2x+ 3T + 2
3T 2T + 3 2T + 3 y2 = x6 + (4T + 1)x5 + 2x4 + 4x3 + x2 + 2x+ 2T + 1
3T + 1 2T + 2 2T + 2 y2 = x6 + (4T + 4)x5 + 2x4 + 4x3 + x2 + 2x+ 2T
3T + 2 2T + 1 2T + 1 y2 = x6 + (4T + 2)x5 + 2x4 + 4x3 + x2 + 2x+ 2T + 4
3T + 3 2T 2T y2 = x6 + 4Tx5 + 2x4 + 4x3 + x2 + 2x+ 2T + 3
3T + 4 2 0 y2 = x6 + 4x5 + 2Tx3 + Tx2 + (T + 3)x+ 2T + 2
3T + 4 2T + 4 2T + 4 y2 = x6 + (4T + 3)x5 + 2x4 + 4x3 + x2 + 2x+ 2T + 2
4T T + 3 T + 3 y2 = x6 + (2T + 1)x5 + 2x4 + 4x3 + x2 + 2x+ T + 1
4T + 1 T + 2 T + 2 y2 = x6 + (2T + 4)x5 + 2x4 + 4x3 + x2 + 2x+ T
4T + 1 4T T + 3 y2 = x6 + 3Tx5 + Tx4 + Tx3 + 2Tx2 + (T + 3)x+ T
4T + 2 T + 1 T + 1 y2 = x6 + (2T + 2)x5 + 2x4 + 4x3 + x2 + 2x+ T + 4
4T + 4 T + 4 T + 4 y2 = x6 + (2T + 3)x5 + 2x4 + 4x3 + x2 + 2x+ T + 2
Example 9.5. Let Cf be the smooth hyperelliptic curve y
2 = f(x) over F7(T ),
where f(x) is one of the polynomials in Table 9.4. Then
End(J(Cf )) = EndF7(T )(J(Cf )) = Z[η].
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Table 9.4. Some curves C over F7(T ) with End(J(C)) = Z[η]
b c d C : y2 = fb,c,d(x) reduced modulo 7
0 0 T y2 = x6 + 2x4 + (3T + 2)x3 + 5x2 + 6x+ 1
0 2 T y2 = x6 + 4x5 + 3x4 + 3Tx3 + 3x2 + 3x+ 1
0 4 T y2 = x6 + x5 + 5x4 + 3Tx3 + 2x2 + 1
1 0 5T + 4 y2 = x6 + Tx4 + 3Tx3 + (T + 1)x2 + 4x+ 5
3 6 4T + 2 y2 = x6 + 5x5 + (T + 5)x4 + Tx2 + 5x+ 6
4 1 3T + 1 y2 = x6 + 2x5 + (T + 3)x4 + 4Tx3 + Tx2 + 3
6 0 2T y2 = x6 + (T + 2)x4 + (T + 5)x3 + Tx2 + x+ 4
T + 3 0 4 y2 = x6 + (5T + 3)x4 + 3Tx2 + 5Tx+ 4T + 6
3T + 3 3T 6T + 6 y2 = x6 + 6Tx5 + 2Tx4 + (2T + 4)x2 + 5T + 6
4T + 3 4T T + 6 y2 = x6 + Tx5 + 5Tx4 + (5T + 4)x2 + 2T + 6
5T + 3 5T 3T + 6 y2 = x6 + 3Tx5 + Tx4 + (T + 4)x2 + 6T + 6
6T + 3 6T 5T + 6 y2 = x6 + 5Tx5 + 4Tx4 + (4T + 4)x2 + 3T + 6
Example 9.6. Let Cf be the smooth hyperelliptic curve y
2 = f(x) over F11(T ),
where f(x) is one of the polynomials in Table 9.5. Then
End(J(Cf )) = EndF11(T )(J(Cf )) = Z[η].
Table 9.5. Some curves C over F11(T ) with End(J(C)) = Z[η]
b c d C : y2 = fb,c,d(x) reduced modulo 11
0 0 T + 6 y2 = x6 + 2x4 + 7Tx3 + 5x2 + 6x+ 1
0 8 T + 9 y2 = x6 + 5x5 + 5x4 + 7Tx3 + 2x2 + 1
5 10 6T + 2 y2 = x6 + 9x5 + (T + 5)x4 + Tx2 + 9x+ 10
T + 5 0 6 y2 = x6 + (9T + 3)x4 + 10Tx2 + Tx+ 4T + 10
2T + 5 10T 7T + 10 y2 = x6 + 9Tx5 + 9Tx4 + (9T + 8)x2 + 8T + 10
3T + 1 2T 4T + 6 y2 = x6 + 4Tx5 + 4Tx4 + 4x2 + (7T + 7)x+ T + 5
3T + 10 4T 5T + 6 y2 = x6 + 8Tx5 + 4x4 + 6Tx3 + 6x2 + 5x+ T + 8
4T + 5 9T 3T + 10 y2 = x6 + 7Tx5 + 7Tx4 + (7T + 8)x2 + 5T + 10
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