Abstract-Non-parametric regression models (e.g. kernel smoothing techniques, support vector regression model) have been widely used in statistics and recently in econometrics and engineering as well. Regression functions can be effective tools in the solution of engineering optimization problems. In the investigation of complex technical systems the class of the function describing the connection between the input and output data is generally unknown, moreover the "classical" least square fitting method is not flexible enough to provide an effective regression function in the case of higher dimensional optimization problems. In this paper regression functions obtained in different models are compared graphically in one dimensional case. Calculations were made using Maple, R, and MS Excel software.
I. INTRODUCTION
HE smoothing techniques and the non-parametric approach have a long tradition in empirical analysis. The intensive interest in smoothing over the previous decades had two reasons: "statisticians realized that pure parametric thinking in curve estimations often does not meet the need for flexibility in data analysis and the development of hardware created the demand for theory of now computable nonparametric estimates." [1] Kernel smoothing is an effective regression technique for engineering optimization as well. It has the advantage that the function defining the non-linear relation between the input and output data does not need to be given in explicit form. As an example the shape optimization problem of rubber bumpers can be mentioned that was investigated by the second author in his doctoral thesis [7] .
To present the flexibility of the kernel smoothing and the support vector regression we give the regression function for certain input data (one dimensional case).
II. KERNEL FUNCTIONS
Let us consider a data set (frequently called training date set) 
and the  -insensitive (Vapnik's) loss function
where  is a fixed positive parameter.
It is well-know that in the linear model (with the quadratic loss function) 
where  denotes the inner product [5] . In non-linear models the situation is similar: applying a 
[3], [4] in the form 
where  is a parameter determining the shape of the kernel function. The role of  is presented graphically in section III.
III. APPLICATION OF GAUSSIAN KERNEL FUNCTION
As an input data set consider the set of the following points {(t i ,d i )|i=1,..,P}={ (1, 16) , (2, 19) , (3, 9) , (4, 16) , (5, 25) , (6, 10) , (7, 5) , (8, 4) (Fig.2., Fig.3.) . According to the standard dualization method [6] we introduce the Lagrange function 
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Solving the dual problem we get
that is, the solution is a linear combination of kernel functions. This form of f says that the explicit form of w does not need to be computed. Furthermore it can be proved that for the learning points inside the
, that is, f is determined by the learning points having nonvanishing coefficients. These pairs are called support vectors.
As it mentioned before, in non-linear model the application of a suitable transformation function 
that is, the solution is a linear combination of kernel ANNALS OF THE ORADEA UNIVERSITY Fascicle of Management and Technological Engineering ISSUE #1, MAY 2013, http://www.imtuoradea.ro/auo.fmte/ functions.
Using the SVR package of the R software we present the role of parameters  ,  and C in the SVR model.
We consider the same input data set as in section II:
.,P}={ (1, 16) , (2, 19) , (3, 9) , (4, 16) , (5, 25) , (6, 10) , (7, 5) , (8, 4) , (9, 24) ,(10,20)} (Fig.5.) and choose the Gaussian kernel function (9). (Plotting was carried out using MS Excel.) Examples presented in this note show the flexibility of the regression methods using kernel functions. In engineering applications this flexibility can have an important role when the model has to be adjusted to the special characteristics of the input data set or to the requirements related to the regression function. 
