Abstract
INTRODUCTION
The demand for data and connectivity has seen an exponential growth in demand for wireless services and this has forced mobile network operators to expand their networks drastically to cater for this demand. In a cellular network, most of the energy is consumed by a Base Station (BS). Authors in [1] put this at between 60% and 80%. It is in light of this that techniques aimed at making the BS more energy efficient tend to yield good results. Techniques that cause the BS to intelligently switch ON/OFF to follow the network traffic variation are considered very promising in reducing energy consumed by a cellular network and in the process reduce emissions making the world a better place to live in. Situations like the one shown in figure 1 which is caused by climate change have to be prevented at all costs.
Fig 1:
Flood ravaged victims in Navsari, Gujarat, holding a Greenpeace banner acknowledging the fact that severe flooding is an effect of climate change [2] The ICT industry, with the Telecommunications sector included, contributes about 3% of Greenhouse Gas (GHG) emissions [3] . These GHG emissions are the ones that are causing the global average temperature to increase annually by between 2% to 6% [4] . The Telecommunications sector should be seen to be doing something towards the reduction in the GHG emissions.
RELATED WORK
Several BS sleeping schemes have been suggested by various researchers. Researchers in [5] proposed a scheme that involves a BS being switched ON and OFF at preset periods based on the daily traffic pattern. According to these researchers, cellular traffic is affected mainly by two things: 1. The almost routine movement by users in the morning to their work places in town and the movement back to their homes after they knock off at work. 2. The typical day-night behavior of network users.
The researchers went on to show that their BS sleeping solution can save at least 25% which is quite a substantial saving. However, QoS can be compromised at some instances. The sinusoidal traffic profile as suggested by the authors can at times be disrupted. Events like sporting functions, social gatherings, holidays etc, can disrupt the sinusoidal traffic profile as suggested. These disruptions are most of the time irregular. With this method where BSs are switched ON and OFF at fixed times, the QoS will be affected when the situation deviates from the norm. The algorithm does not take care of the instantaneous user variation and this might lead users of the network to become unhappy when there is a degradation of QoS.
Authors in [6] proposed a switch ON/OFF algorithm that does not switch OFF a BS according to the traffic load of the BS in question but according to the average distance of its users. The BS estimates the distance of its users and also users of its neighbouring BSs. This distance information is then shared amongst the BSs themselves and the algorithm proposed by the researchers switches OFF the BS with the maximum average distance.
The proposal does not attempt to solve the association problem. If a BS is switched OFF, current users within the cell served by that BS need to be redirected to neighbouring BSs to guarantee an acceptable QoS. The BSs to which the current users must be redirected might not necessarily be the nearest BSs. BSs serving the least traffic might be the ones that offer the acceptable QoS. The authors however produced results indicating a 29% energy saving on implementation of their algorithm. This is quite a huge energy saving but what was not thoroughly investigated was the issue of QoS. A proper association mechanism is necessary to fully exploit the amount of energy saving from traffic aware BS operations.
In [7] , a scheme is proposed which adaptively adjusts the cell size according to the prevailing cellular traffic conditions. Cell zooming actively changes the sizes of cells by adjusting the transmit power of control signals and effectively adjusting cell sizes in the process as shown in figure 2 . Antenna height and antenna tilt of BSs adjustments can also be used for cells to zoom in or zoom out.
Fig 2:
Zooming in and out by reducing transmit power and adjusting antenna tilt [14] This scheme however has its shortcomings, the major one being that of inter-cell interference and coverage holes. The proposed algorithms; centralised and distributed algorithms also do not adequately address the problem of traffic imbalance.
Authors in [8] proposed a distributed switching OFF algorithm that is designed in such a way that signal strength and system load parameters are shared amongst the BSs and UEs. Using this shared information, each BS then decides whether to switch OFF or to remain ON. There is no centralised controller. The BS that would have decided to switch OFF first has to broadcast a request to switch OFF (RTSO) and will only get to switch OFF upon receiving a clear to switch off (CTSO) signal from neighbouring BSs. This is done to prevent overlapping neighbouring BSs from simultaneously switching OFF leading to their neighbours having to deal with a traffic overload condition. Since the switching ON and OFF is not centrally controlled, there is a strong possibility of having coverage holes in the cellular network. Also in the event that the RTSO and CTSO are exchanged simultaneously, the proposed algorithm might operate ineffectively leading to a compromised QoS.
Quite a number of BS sleeping algorithms have been suggested. In [9] authors proposed a method of progressively reducing the BS transmit power. 
PROPOSED BS SLEEPING TECHNIQUE
Switching OFF BSs manually is not a viable and recommended option. A realistic approach would be to have a centralised controller that monitors network information within a specific reasonably sized area. The controller collects network information on traffic load, user requirements and channel information. A traffic load threshold should be set such that if a BS reaches this value, it is switched OFF with the few users being re-associated with neighbouring BSs. The BSs need not completely shut down as suggested by authors in [12] . If they are to completely shut down, there might be coverage holes when a UE is switched ON in an area where a BS would be OFF.
To avoid coverage holes, a BS in sleep mode switches ON through control signals coming through a dedicated backhaul link to participate in a handover process of the user to a neighbouring active BS. There should also be a maximum capacity of BS that is set so that when it is reached, excess traffic is diverted to neighbouring BSs through soft handovers. If there is a BS in sleep mode in the near vicinity, it is awoken and the excess traffic is handed over to the accommodating BS or other neighbours handling a reasonable traffic load.
If traffic conditions change suddenly, BSs should just be awoken through backhaul interface connecting BSs to the core network. The remaining active BSs need not increase their power to cover cells where BSs might have gone into sleep mode. This is not necessary as in the proposed solution; the BSs are not completely switched OFF. Since they are partially switched OFF, it means if a UE arrives in the cell, the receiver section of the BS would pick up the signal and in conjunction with the core network, the BS would be awoken to carry the arriving traffic. It wakes up to participate in the process of handing over that UE to an active neighbouring BS. This is one aspect in which the proposed solution differs with majority schemes that have been advanced to solve the problem. With schemes where BSs have to increase their power to cover neighbouring BSs where BSs might be sleeping, [12, 13, 14, 15] coverage holes are always a problem. This is because BSs have a maximum transmission power and if it so happens that there might be UEs outside a BS that is transmitting at maximum power, then those UEs are not covered. Increasing power also reduces the intended energy savings. Network interference also increases as overlapping areas increase as BSs increase their powers in a bid to reduce coverage holes.
The maximum and minimum thresholds for BSs should not be made uniform for the entire network. A heterogeneous network deployment strategy is being proposed. This means that different BSs are deployed intelligently to serve the network efficiently. BSs meant to serve areas like shopping malls should be those that have very high capacities and cannot have the same thresholds as BSs that serve low density residential areas. Historical daily traffic variation analysis should be used to set these thresholds. The aim of the algorithm being proposed is to try and minimise the number of BSs serving the network at any given point in time but still meeting the QoS requirement.
The proposed BS switch ON/OFF algorithm is achieved with the following steps;
Step 1: The traffic load for all BSs within a seven cell cluster is gathered.
Step 2: The BSs are then arranged in ascending order according to their traffic loads.
Step 3: If a BS's traffic load is below a specified minimum threshold , it has to be switched OFF provided there are some neighbouring BSs that can accommodate the few mobiles the BS would be handling.
, the minimum threshold is not the same for different types of BSs. If there is no neighbour that can accept any additional load, then switch OFF algorithm is halted. If there are accommodating neighbours, then controller needs to broadcast intention to switch OFF BS. This process triggers the BS-user association algorithm. If the traffic load of neigbouring Bs is all above a prescribed minimum threshold, then the algorithm is halted to be restarted after thirty minutes.
Step 4: QoS is checked after a handover process is done. If the switching OFF procedure results in degradation of QoS, then the algorithm is halted.
The flow diagram in figure 3 best summarises the steps.
Base Station-User Association Algorithm
Users in cells in which BSs are to be put to sleep have to be handed over to neighbouring BSs that can best serve them. This is done taking into consideration the traffic load the users might be currently processing and also the traffic load the neighbouring BSs will be processing. Re-association of users is carried out after analysing the performance of network elements. In general, the most commonly used quality performance metrics used to analyse energy consumption in a network according to in [16] are power per unit area and energy per bit.
Power per Unit Area
This is the ratio of network average power usage (P) to network coverage area (A), mathematically expressed as:
where ECI is the Energy Consumption Index
The ECI gives an overview of the total network power. This performance metric can be used to indicate emissions. However, it is not so sensitive to traffic load as it increases very slowly with total system throughput.
Specific Energy SE
This metric is very sensitive to traffic load. It is because of its sensitivity to system throughput that it is chosen to be the metric to be used in this project for the BS-user association algorithm. It is the amount of energy the network consumes to the total number of bits correctly delivered in the network within an observation period T. Where: B is the total number of bits P is average network power R is the data rate SE is an indicator of network delivery efficiency. It provides the energy that is required to transport one bit of data in a network. Authors in [17] call it the Energy Consumption ratio (ECR). It can be seen from the formula that as the traffic load in a given cell decreases, the specific energy increases tremendously.
_______________________________________________________________________________________
At maximum traffic load, the power that is consumed [18] by a BS is given by According to [19] the overall data rate for one user is given by;
Where k is the total number of sub channels. Sub channels in LTE can be taken as resource blocks assigned to one user.
For a total of n users;
The total data rate of all users, i, being served by one BS [19] taking into account interference plus noise is given by: Then full SE for one base station serving n users is computed as, combining equations (1) and (4):
It should be noted that, even at maximum traffic load, SE cannot assume a maximum value at this point since the number of bits delivered is also maximum at this point. SE roughly indicates how busy a BS is. The SE of a BS whose traffic load is not so high will not also be very high. A high SE points to a low traffic load. A low SE on the other hand represents a high traffic load. When users have to be reassociated with neighbouring BSs, BSs with high SE are the ones to be targeted. This way, not only are users reassociated with neighbouring BSs in an energy efficient manner, but the method ensures good load balancing. Overloading one BS reduces QoS experienced by users being served by that particular BS. Users that need to be transferred to neighbouring BSs are themselves arranged in descending order according to the traffic load they are handling. The one with the heaviest load is the one that is handed over to a BS with the highest SE. This is done so that users with heavy loads are handed over to neighbouring BSs with the least traffic load. This ensures that QoS requirements are easily met.
The BS-user association is undertaken step by step, with the user with the heaviest load being associated with BS with the least traffic load using the SE performance metric, followed by the user with the second heaviest traffic load being paired up with a BS with the second lowest traffic load. The process continues until all users within an-aboutto-sleep BS are all re-associated with neighbouring BSs. This is a fail-safe mechanism to ensure that QoS is not compromised.
The BS switching ON/OFF algorithm also has a mechanism to ensure a high QoS is maintained during the time lowly loaded BSs are being switched OFF. The process of reassociation is triggered when the central controller broadcasts intention to switch OFF a BS. 
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In short, the steps taken are as follows:
Step 1: BSs that are neighbours to the BS that has to be switched OFF calculate their SE and send this information to the controlling element.
Step 2: The controlling element arranges the SEs from the neighbouring BSs in descending order
Step 3: UEs that need to be handed over to neighbouring BSs are arranged in descending order according to the traffic they are handling, which means the UE with heaviest load will be on top of the list. The BS on the top of the list is paired with the UE on the top. If a BS can serve a UE according to the pairings, then handover process is accepted otherwise the BS is prevented from switching OFF. It might happen that a heavy user, if handed over to a BS, causes the recipient BS to be driven into an overload condition; this has to be prevented from occurring as it compromises the QoS. The BS-user association is summarised by the flow diagram given in figure 4.
Fig 4:
The BS-user association flow diagram
In LTE-Advanced, according to 3GPP specifications in the latest release 13 of 2015, heterogeneous networks make use of Relay nodes (RNs) [20] to provide enhanced coverage to boost capacity at all edges including hotspots. RNs are connected wirelessly via the radio interface to the donor eNB (DeNB) as shown in figure 5.
Fig 5:
A donor cell with a Relay Node inside [20] Future networks making use of this concept should also be catered for by the proposed algorithm. At times around the hotspots, the number of users might go below the threshold such that the few UEs remaining have to be handed to over to the DeNB or vice versa. Soft handovers take place if the Un and Uu interfaces (interfaces shown in figure 5 ) are using the same frequency, If the frequencies are different, then hard handovers take place.
CONCLUSIONS AND FUTURE WORK
A technique that can be used to switch ON/OFF BSs has been designed and analysed. For our future work the proposed BS sleeping algorithm has to be tested on homogeneous as well as heterogeneous networks. It then has to be fine tuned so that it can work well with heterogeneous networks as heterogeneous networks are networks of the future.
