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Through a simple example, we show that the successive 
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improve their internal propagation mechanisms have actually 
increased their non-linearities, even locally. Accordingly, 
linearization-based resolution methods become nuch more disputable 
than they were for early RBC models. Simple comparative studies of 
impulse-response functions are used to illustrate this point. We 
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1. Introduction 
The main methodological innovation in macroeconomics over the last twenty five years 
has probably consisted in building full-fiedged stochastic models \Vhere fully rational 
agents maximize \Vell-defined objective functions intertemporally. Along the lines of 
Frisch (1933), the large majority of these models have kept on presenting macroeco-
nomic fiuctuations as the response of the economic system to exogenous shocks to sorne 
of its fundamental characteristics (such as technology, money supply or public spendings). 
1-'lathematically speaking, this means that for a given value of the exogenous variables 
and parameters, thes.e models are characterized by the existence of a unique saddle-point 
trajectoryl leading progressively the economy to its stationary state equilibrium position. 
As these dynamic models become rapidly sufficiently complex to preclude any analytical 
resolution, a numerical analysis is usually required. In this respect, the methodology ini-
tially proposed by the Real Business Cycle literature (particularly Kydland and Prescott 
(1982) and King, Plosser and Rebelo (1988)) has clearly become a reference. Along these 
lines, a model should finally be assessed according to its ability to generate2 pseudo-
time series the main statistical properties of \Vhich are in accordance with the properties 
of the observed data. In the large majority of cases, the numerical analysis underlying 
this methodology is made exclusively on the basis of a linearized versioll of the struc-
tural model. In particular, the method proposed by King, Plosser and Rebelo (1987) 
(linearization of the first-order equations) is quite often used. 
Although the basic principIes of the RBC methodology are not in question here, the 
present note aims at iIIustratíng briefly the limits inherent to a quantitative exercice based 
on a linearized model. To an important extent, this claim \ViII appear rather trivial and, 
legitimany enough, the reader could have the feeling that \Ve are simply about to labour 
an obvious point. By taking this risk, \Ve \Vant to stress that the new developments in the 
real business cycle research program3 make a quantitative analysis based on a linearization 
much more disputable than it \Vas for the seminal RBC models. The underlying argument 
is simple. The recent literature has mainly focused on the improvement of the internal 
propagation mechanisms of these models. Accordindly, the recent models have integrated 
additional sources of non linearities, even locally. As \Ve \Vill show on the basis of a very 
simple example, linearizing such models is very likely to induce an important bias even 
when the analysed fiuctuations remain in a neighbourood (traditionally considered as) 
close to the stationary state4. Therefore, even though a linearization remains certainly a 
l ... implying a sequence of unique rational expectations equilibria... 
2••. by means of stochastic simulations... 
3This expression has to be understood in a very broad sense here, including e.g. the numerous 
developments in the l\'ew-Keynesian program using the RBC methodology. See Cooley (1995) for a very 
thorough introduction to the different directions of the (real) business cycle research programo 
4The concept of local non-linearities has thus a very concrete meaning here. "Local" refers to the 
diameter of the neighbooroud of the stationary state in which fluctuations can be observed, given the 
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quite valuable tool for a purely qualitative analysis, more quantitative exercices relying' . 
on a linearization (like exercices of comparison or even discrimation between alternative 
models) call for an increased caution. 
In order to illustrate very simply our argument, we conduct impulse-response functions 
comparison for two different models. The first one is close the basic King, Plosser and 
Rebelo's model (1988) with a constant capital depreciation rateo The second one extends 
the former model by including "a depreciation in use" assumption.. In each case, we 
compute the impulse-response functions to a technological shock as \Vell on the basis of 
the linearized form. as on the basis of the structural nonlinear form using Laffargue's 
algorithm (1990) (see Boucekkine (1995) for the analysis of the theoretical properties of 
this algorithm). For asufficiently small convergence tolerance level, Laffargue's algorithm 
gives the exact impulse-response functions and so allows the model builder to capture 
appropriately the effects of nonlinearities that a linearization misses unavoidably. In 
particular, a direct comparison between the values of the exact and approximated impulse 
response functions at the time of the shock illustrates the relative size of the linearization 
bias each time a shock of the same size occurs in a stochastic simulation exercice. Other-
and more sophisticated- evaluation procedures could also be used. In particular, a general 
procedure to test the accuracy of any solution method has bcen proposed by Den Haan 
and i\Iarcet (1990)5. Since the source of bias inherent to the linearization methods is 
obvious -namely the local nonlinearities, our comparative analysis of impulse-response is 
anyway perfectly sufficient to make the bias apparent and our argument clear. 
Section 2 first presents the models under consideration in this paper. 3 displays the 
numerical results of our comparison study. \Ve conclude in section 4. 
2. An Illustration 
2.1 The two models 
In order to remain as short as possible, we only consider a simple framework, which is 
not -and by far- the most sophisticated one can find. An assumption of "depreciation in 
use" (as in Green\Vood-Hercowitz-Huffman (1988), Burnside-Eichenbaum (1994)) is the 
only departure with respect to the most standard RBC models. Since the depreciation in 
use model nests the standard model, it is first described. 
\Ve consider a perfectly competitive economy with indivisible labour ala Hansen (1986). 
It is assumed that individuals have identical preferences and are covered by a full un:' 
assumptions on the distribution of the stochastic shocks in a typical RBe exercice. 
5If the approximation method is sufficiently accurate, the introduction of the pseudo-time series gen-
erated by the approximation into the structural nonlinear Euler equations, must give a series of residuals 
that satisfy the martingale property (ínherent to the rational expectations hypothesis). 
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employment insurance(so that they all receive the same income irrespectively of their 
working or not). Let Ut be the utility function of the representative agent: 
00 
Ut = Et L /3s [log(Ct+s) + B (1 - nt+s) ] (1) 
s=o 
where Ct and nt represent consumption and labour at date t (the total time endowment 
has been normalized to 1.). /3 (O < /3 < 1) is the time preference parameter. 
The productive capital stock at date t (k t ) is predetermined but can be used with a 
variable intensity Ut > O. The production function of the representative firm at each date 
t = O, 1,2, ... is Cobb~Douglas': 
(2) 
where Yt is the output leyel at date t and nt is the labour input. In the AR(I) process 
describing the eyolution of the total productivity of factors (A t ), O < p < 1 and Vt is an 
i.i.d. yariable with zero mean. 
To compute the competitive allocation in the above described economy, it is sufficient to 
analyse the central planner's decision problem. :\t each date t, he chooses Ch nt, Ut and 
k t+1 in arder to maximize (1) subject to the macroeconomic ressource constraint: 
- <PCt + kt+1 - (1 - c5 ud kt :S Yt (3) 
where Yt is given by (2). The parameter c5 (O < c5 < 1) is a depreciation constant. 
The parameter <p (<p > O) refl.ects the sensitivity of the depreciation rate to the capital 
utilization rate Ut. 
The first-order conditions of this maximization program are: 
-1 YtB C a- (4)
t nt 
Ct 
-1 Et [/3 Ct,\ ( (1 - a) ~::: + 1 - 8uT+l ) ] (5) 
8<p ut- 1 
-
(1 - a) Yt (6)kt 
:Moreover, the ressource constraint (3) has to be satisfied with strict equality. 
The interpretation of conditions (4) and (5) is obvious. According to condition (6), the 
optimal capital utilization rate makes the marginal product of a more intensive use of 
capital equal tothe marginal cost of a faster depreciation. 
In the sequel, we call l\I1 the aboye depreciation in use model (Le., the system of equa-
tions (2) to (6)). In absence of technological shocks, MI admits a unique non-stochastic 
stationary state {u, e, ñ, k, y}. 
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MI nests the standard model with exogenous depreciation rate (1) = O): by assuming 
Ut = 1 (for t = 0,1, ... ) in equations (2) to (5) and suppressing equation (6), ",e retrieve 
the standard model, called 1'v12 hereafter. M2 admits a unique non-stochastic stationary 
state (resp. {c',ñ',k',y'}). 
Let r.I1L (resp. M2L) be the linear model obtained from the linearization of 111 (resp. 
M2) around its non stochastic stationary. At date t, the endogenous variables of the 
linearized model MIL (resp. M2L) are {ut,Ct,f~t,kt+I,:z/t} (resp. {Ct, ñt, kt+ld/tl) ",here 
the notation Xt represents the relative deviation of variable Xt with respect to its stationary 
state valuex (Le., Xt = xtfx - 1). 
2.2 Comparison of the Impulse Response Functions. 
From calibrated versions of our models6 , "'e conduct our impulse response comparisons 
for a technological shock v occuring at date t = 1. As we have already mentionned in 
the introduction, the impulse response functions are computed by solving the models 
with Laffargue's algorithm (1990). Given the usual assumptions of the literature on 
the densition function of the technological shocks and its standard deviation (namely 
a normal distribution with a standard de\'iation bet",een 0.008 and 0.015), considering 
shocks between minus and plus 0.05 is largely sufficient to cover the range of the possible 
shocks. 
For each shock (VI E [-0.05, +0.05]), we focus exclusively on the difference between the 
responses of the structural and linearized models in the first period (Le., at the time of 
shock). A comparison limited to the first period is indeed the most meaningful to illustrate 
the bias induced by the linearized model each time a shock of a given size occurs in a 
stochastic simulation exercice7. For a gi\'en shock VI, let x~ be the value of variable x 
in period 1 obtained from the structural non-linear model (either MI or M2). x is the 
stationary value of the variable. The difference between xUx - 1 and Xl (obtained from 
either MIL or M2L) gi\'es us the relative approximation error induced by the linearized 
model. In function of the size of the shock, figure 1 hereafter displays this relative error in 
the first period for output, investment, employment and consumption. In each pannel of 
6The models are calibrated in order to obtain a stationary equilibrium consistent with a list of stylized 
facts or available estimations for the US economy. Capital share in production is 0.36 (a = 0.64). The 
discount factor j3 is set equal to 0.992 (corresponding to an annual interest rate slighty above 3%). The 
parameters t/J and 8 have next been choosen in order to obtain a quaterly capital output ratio around 
13.5 and an investment share in output equal to 0.25 (8 = 0.02 and t/J = 1.44). The parameter B has 
finally been set in order to obtain an average working time close to 1/3 for the representative individual 
(B =2.5). The calibration of ~I2 is identical (t/J is irrelevant). 
7Even though shocks larger than 5% are never observed, it is worth outlining that in a stochastic 
simulation exercice, the history of shocks can move temporarily the economy away from its stationary 
state more than a shock Vl of plus or minus 5 percent would do. In a stochastic simulation exercice, 
biases larger than those showed hereafter are thus possible. 
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Figure 1, the thick (resp. thin) line represents the difference between MI and MIL (resp. 
1'12 and 1VI2L). 
Figure 1: Linearization bias in t = 1 in function of VIo 
output investment 
0.05 ,----'--,.----,.-'-:--,---,---....-------, 0.2 ,---,--,--,--....-----,---.. 
0.045 0.18 
0.04 0.16 
0.035 0.14 
0.03 0.12 
0.025 0.1 
0.02 0.08 
0.015 0.06 
0.01 0.04 
0.005 0.02 
O L-_L-.=±=-.:::.-J..,.¿~d=:::=___-l--------I O '--_"---="==-..::::>o..~:c.._='===__...L----l 
-0.06 -0.04 -0.02 O 0.02 0.04 0.06 -0.06 -0.04 -0.02 O 0.02 0.04 0.06 
employment consumption
0.04 ,-------,------,-------,---.---,----, 0.001 r------r-----r--,-----,--,----, 
0.035 0.0009 
0.0008 
0.03 0.0007 
0.025 0.0006 
0.02 0.0005 
0.015 0.0004 
0.0003 
0.01 0.0002 
0.005 0.0001 
O L-_.c::::=d:-.:::::-~~..b=::::::::::.L._------I O '--_'--_L......:~~==--.L..__..L.__ 
-0.06 -0.04 -0.02 O 0.02 0.04 0.06 -0.06 -0.04 -0.02 O 0.02 0.04 0.06 
Figure 1 speaks for itself and long comments are probably useless. Quite stri.kingly, the lin-
earization bias appears much more important in the case of the depreciation in use model, 
A single departure whh respect to the standard model M2 (rather \Vell approximated by 
112L) may thus be sufficient to deteriorate markedly the quality of the approximation 
obtained from the linearized model. 
It is also quite clear that aH the variables do not suffer from a linearization bias of the 
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same importance. Indeed, the variables that are traditionally the most volatile along 
the business cycle are the ones for \Vhich the linearization bias is the most important. 
This is true for both the "depreciation in use" and the standard model but in a totally 
different extent. It is noticable that the behaviour of consumption remains particularly 
\Vell approximated by the linearized model in both cases. Quite generally, the presence of 
a variable-specific bias is hardly surprising: a multivariate model may exhibit degrees of 
non-linearities that differs from one variable to another8 . 
Incidentally, Figure 1 also reveals the presence of an assymetric response of the nonlinear 
model lvI1.(to positive and negative shock of same size) which is not captured by its 
linearized version. \Ve do not mean to emphasize this assymetry here because it is only 
really apparent for shocks aboye 4%. However, this illustrates that a very simple non-
linear model may already produce assymetries even though it does not incorporate any 
particular economic mechanisms forcing assymetries9 • 
By way of conclusion... 
On the basis of a model with a single departure from a basic RBC model, \Ve have illus-
trated the principal argument of this note: the different specifications that are proposed 
in order to improve the internal propagation mechanisms of these models tend to increase 
markedly their local-nonlinearities. This suggests that a resolution scheme based on a lin-
earization is much less appropriated to the latest models than to the early RBC models. 
Given the ultimate objective of a RBC exercice -namely a precise quantitative validation 
and not a purely qualitative appraisal, this computational aspect cannot be neglected by 
the current and future related research programs. 
In our opinion -and \Vell beyond the computational aspect mentionned aboye, a Iinearization-
based resolution method puts any\Vay a brake on this research program in that it disables 
the study of many important propagation mechanisms reIying on strong non-linearities 
(like pointwise non-differentiabilities and, more generally, any mechanism responsible for 
assymetric response to positive and negative shocks). AIthough sorne very recent contribu-
tions have tried to account for these strong non-linearities (see e.g. Christiano and Fisher 
(1994) and Diaz-Gimenez (1995) for a numerical treatment of boundary constraints), 
many economists still desist in introducing them in their modeIs because they wouId re-
quire too costly or tedious non-linear resolution techniques. At this point of the article, 
the reader is thus probably in right to expect that \Ve suggest him aIter.natives to lin-
earization methods. Since 1990, new methods have indeed been proposed lO , among which 
the famous expectations parametrization method of Den Haan and Marcet (1990) or the 
SIn a multh'ariate framework, it may however become \'ery hard to determine (without numerical 
analysis) the variables that are the most exposed to a linearization bias. 
9~Ioreo\'er, our remark in footnote 7 still applies here. 
IODanthine and Donaldson (1995) propose an introduction to several out of them. 
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integral equations discretization of Tauchen and Hussey (1991). It is however commonly 
argued that the numerical precision of the new methods is hard to control. This critique 
is not unfounded: contrary to the claims of their respective authors, these new numerical 
methods are not easily implementable for an arbitrarily small level of accuracy. This is 
especially true when the state space is relatively large ll . 
It seems hardly disputable that a valuable and real alternative to the linearization meth-
ods should allow the user to handle with large state spaces, nonlinearities and non-
differentiabilities. 
a) The recent methods mentionned aboye should satisfy these requirements with massive 
parallel computing, but this ""ay of proceding is not really familiar to economists (and 
will probably not be so in the near future). 
b) A more obvious numerical method that satisfies the aboye requirements consists in 
a stochastic extension of Laffargue's algorithm we used in the numerical section of this 
note12. Unfortunately, this approach approximates rational expectations by perfect fore-
sight so that its stochastic extension generates a bias (for each replication, innovations 
posterior to the first period are assumed equal to their expected value)13. 
c) In the current state of the art, the only method that has been quite successfully used 
to soh'e relatively large state spaces nonlinear models including boundary constraints is 
the projection technique proposed by Judd (1992). By using this technique, Gilchrist 
and \Villiams (1995) developp an algorithm allowing them to solve a general equilibrium 
model incorporating a putty-clay technology and vintage capital, with eleven state vari-
ables. This is clearly a worthwhile advance. However, the algorithm proposed by Gilchrist 
and \Villiams relies on a particular polynomial approximation the efficiency of which may 
vary from one model to another. ~Ioreover, this type of approximation ma)' be useful to 
compute accurately one particular decision rule but may turn out useless for another14 . 
It is thus not obvious that Gilchrist and \Villiams' algorithm could be so successfully used 
on other models. 
This last observation suggests us that the era of user-friendly algorithms, able to solve any 
model of a given type without any particular adaptation work, is probably definitively 
closed. Linearization methods seem to be less and less adapted to the most recent macroe-
conomic modelling. But there is Httle doubt that capturing the nonlinearities effects will 
require a growing computational expertise among economists. 
11 According to the method, "Iarge" means here more than 3 or 4 state variables. On top of that, it 
should also be said that the convergence properties of sorne recent methods are not quite clear. 
12The pseudo-time series are then simply generated by replicating the impulse-response functions ob-
tained from Laffargue's algorithm. 
13A recent application by Adda and Boucekkine (1995) suggests that obtaining a reasonably accurate 
solution is however possible \vith a very strict choice of the experimental parameters of the method. 
I~For example, Gilchrist and Williams sho\v that the cutoff \vage variable of their model is accurately 
approximated by Chebychev polynomial functions but not by direct polynomial functions. 
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