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1. INTRODUCTION 
In [12] we characterized regularity properties of a continuous period 
function f in terms of the rate of convergence of the trapezoidal rule 
applied to f and its translates. The assumption of periodicity was essential 
in this context. In order to clarify this remark we quote [ll, see 
Theorem 11: 
Let g be an even and absolutely continuous function on [O, l] such that for 
the remainder R, [ g] of the trapezoidal rule we have 
Mgl= W7 as n-+q 
where u > $. Then g has an extension to a periodic function with an 
absolutely continuous derivative such that g” E L2[0, 11, but g”(x) need not 
exist pointwise on [0, 11. 
This means that a non-periodic function which is thrice differentiable 
cannot be characterized in terms of the rate of convergence of the 
trapezoidal rule. 
In the present paper we will show that using alternatingly a Lobatto and 
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a Radau quadrature formula [S, pp. 103-104; 7, pp. 101-l lo] with respect 
to the weight function (1 -x2)) ‘I2 leads to a quadrature process on 
[ - 1, l] which is suitable for characterizing regularity in the non-periodic 
case. To be more precise, we are employing the formulae 
and 
s I f(x) ,Jgd”=Znli+* -(m+2 i .f(cos~))+“‘“+u1, (2) 1’ = I 
where the index of the remainder represents the order of precision, i.e., 
%k[f] vanishes iffis a polynomial of degree less than k. Such formulae are 
also named after Bouzitat [7, pp. lOl-1101. 
Referring to a closely related example due to C. H. Ching (see Ref. [ 1 ] 
in [3]) it is seen that the function 
A(x)= f +) T,,(x), 
II = I 
where ,U is the Mobius function and T, the nth Chebyshev polynomial of 
the first kind, is continuous on [ - 1, 1 ] but is not differentiable although 
g,,[A] = 0 for all n. Hence the rate of convergence of the sequence of 
remainders .$&[f] cannot characterize the regularity properties off if we 
only know that f is continuous. 
While in the periodic case it was natural to consider translates of ,f it 
seems to us that the following transformed functions 
f,(x):=~(,f(xcosa+J~sinz)+,f(xcosa-JY?sina)), (3) 
where Q is a real parameter lead to the right concept in the non-periodic 
case. The motivating facts for this choice are 
fcdx) = f(x) for xE[-1, 11, 
fEC[-l,l]*f,EC[-1.11, 
J:,$$dx=J:, /$dx for all s(. 
Our results will also show that certain regularity properties of f are 
inherited by fi. 
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2. THE RESULTS 
We denote by 9” the space of all polynomials of degree at most n. 
THEOREM 1. LetfEC[-l,l]. ThenfEPk ifandonlyifB,,[f,]=Ofor 
alln>kandaE[O,+z]. 
In the next two theorems we characterize entire functions by the speed 
of convergence of the quadrature process (1 t(2). For the concept of order 
and type we refer to [4]. 
THEOREM 2. A function f E C[ - 1, 1 ] is the restriction to [ - 1, l] of an 
entire function of order p if and only if 
n log n 
lfY+yp log( 1/B?; [f]) = PY (4) 
where 
For given E > 0 and large n we obtain from Theorem 2 that 
192n[f]l <n-“‘(P+E) 
iff is an entire function of finite order p. 
A more precise characterization is obtained by involving the type. 
THEOREM 3. A function f E C[ - 1, 1 ] is the restriction to [ - 1, 1 ] of an 
entire function of finite positive order p and type z if and only if 
lim*s-“,“p $ (2”W,*[f ])P’” = z, 
where a,* [ f ] is as in Theorem 2. 
For given E > 0 and large n we obtain from Theorem 3 that 
if f is an entire function of finite positive order p and finite type z. 
DEFINITION 1. Let a:, where r > 1, be the normed linear space com- 
prised of all functions f holomorphic inside the elliptic region bounded by 
gr::= 
{ 
rEC:z=i(r+rP1)cos8+i(r-rP1)sin8, 0<6<2271 
I 
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and satisfying 
(Here a branch of the root can be chosen such that the integral becomes 
non-negative.) 
We denote by l2 the Hilbert space of sequences (u,,)?,=~ for which 
CntN l~,,l’< a. 
THEOREM 4. Forf E C[ - 1, l] the following statements are equivalent: 
(i) f is the restriction to [ - 1, l] of a ,function belonging to .9If, 
(ii) I%Cfi31 db,r -‘for all n EN and cxE [0, n/n] where (bn)ncN E I’. 
DEFINITION 2. Let W’;( - 1, l), where k E N, be the space (weighted 
Sobolev space) of functions f: ( - 1, 1) -+ R for which f (’ ” exists and is 
absolutely continuous such that I\ f (k)j( k < a, where 
ll,l~k:=(~‘, (1-x2)“-‘I2 jg(x)l’dx!“‘. (6) 
Remark 1. The space W’;( - 1, 1) can be described in various other 
ways. Here we mention: 
(i) Smoothness class. Let Q;(f, t),.,, be the weighted main-part 
modulus introduced in [6, Sect. 6.21. For sake of simplicity we denote by 
Q”(f, t)2 the special case where r = k, p = 2, q(x) = (1 -x2)11’, and 
w(x)= (1 -x’))“~. Then 
Wt(-1, l)= (f:(-1, l)+R:&(f, t),=O(t”) as t-+0}. 
(ii) Besov-type space. Denote by E,(f) the error of best approxima- 
tion off by elements of PM with respect o the norm /I. IjO in (6). Then 
w;(-l, l)= 
i 
fEC(-1, l):E,(f)2+ f 22k’E2!(f)2<‘z 
I 
(7) 
,=O 
Another characterization of W:( - 1, 1) is given in Lemma 5 below. For 
k > 2 we have the following characterization by quadrature. 
THEOREM 5. For f E C[ - 1, 1 ] and an integer k 3 2 the .following 
statements are equivalent :
(i) feW:(-L I), 
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(b,)nTJ $$[f,]l < b,npk for all n E N and c1 E [O, n/n], where 
While the proof of Theorem 5 will show that (ii) implies (i) for k = 1 as 
well, the opposite is not true. In fact, we have 
THEOREM 6. There exists a function f E Wi( - 1, 1) such that 
.f, n* I%Cf II*= 00. 
3. LEMMAS 
We need several auxiliary results which we present as lemmas without 
claiming originality for all of them. 
LEMMA 1. ForfEC[-1, l] andnENO define 
2 ' f(x) T,(x) 
GUI :=; j-, &--g dx. 
Then fm may be represented as 
c,[f]cos(pa) T,(x), 
where the limit holds uniformly for x E [ - 1, 1 ] and a E R. 
Proof: Since f(cos 19) is an even continuous 2rc-periodic function of 8 
and 
f jr f(cos 0) cos(n0) de = c,[f] 
R 
there exists an associated Fourier series such that 
f(cosB)-icJf]+ 2 c,[f]cosnt3. 
n=l 
Moreover, by a result of L. Fejer on (C, 1) summability of Fourier series 
[l, p. 320, Theorem 11.151 
kcO[f]+ lim g l- 
,_,( 5) 
c,rfi ma =f(cos 0) (8) m-cc 
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uniformly for BER. Now, note that 
,f,(cos cp) = Mcos(cp + a)) +f(cos(cp - a))). 
Thus, replacing in (8) 8 by q + M and cp - cq respectively, and calculating 
the arithmetic mean of the two results we find that 
i co[f] + lim f 
I’=, kici) 
c,Cfl CoGa) cosbcp) =fJcos cp) m + m 
uniformly for cp, a E R. Finally, if we write x for cos cp, then cos pq becomes 
T,,(x) and we arrive at the desired representation. m 
LEMMA 2. For f~ C[ - 1, 1 ] the remainders of the formulae (1) and (2) 
applied to f, may be represented as 
BH[f,]= -7r lim 1 l- Cminl (
m-rrr ,=, 
--&) c,,[f] cos(jna), 
where c,[ f ] is defined in Lemma 1. 
Proof. Using the formula 
a short calculation shows that for all n E N 
if p is a multiple of n, 
otherwise. 
Now the proof is completed by using the representation of f, given in 
Lemma 1. 1 
LEMMA 3. A function f E C[ - 1, l] is the restriction to [ - 1, l] of a 
function belonging to Bf if and only if c,[f ] = a,r-” where (an)nsN E 12. 
Proof. Suppose c,[f] =a,~” with (an)neN E 12. Then the Fourier 
series off (cos 0) is not only (C, 1) summable but uniformly convergent o 
this function and so 
flx)=&Cfl+ f cnCf1 T,(x). (10) 
n=l 
409 I63 I-I? 
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the right hand side of (10) is the restriction of a function holomorphic 
in $. 
We shall now make use of the fact that for 1 < t < Y 
s If(z -A- 8, 47 
= j 2n 0 I ( 
teiO+ t-le-iO 2 
f 2 )I 
de 
2x 1 = 
s ( 
o j co[f] + g c,[f] tne’ne +:“e-‘“R) 
fl=t 
m rmO+ t-me-imB 
x ( ;covl+ f uf-1 t e 2 
d0 
m=l 
=7( 
( 
; IcoCfll’+ f Ic”Cfl12 i2”+2t-2n). (11) n=l 
If c,[f] = a,~“, where (u,JneN E i2, then from (11) it follows that for 
l<t<r 
s IS(4l’ 4 
$=yn (; lcolfll’+~* Icm2~2n) 
=7C (; IcoCfll’+ f lU”12) <a 
n=l 
and so f EL&?:. 
Conversely, if f~ LA?;, then setting c,[f] = a,rpn for n E No in (11) we 
obtain 
= sup s If(z)I’ A- < co 1<t<r 6 JT7 . 
But this can hold only if CnEN ~LZ,,/~ < 00. 1 
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LEMMA 4. If one of the two,functions 
f(z)= f c,T,(z), 
n = 0 
(12) 
g(z)= f c,,z” 
n=O 
is entire, so is the other one and both are of the same order p. Moreover, {j 
p E (0, + m) and g is of type z, then f is of type 2”~. 
Proof: Clearly, f is entire if and only if it is holomorphic inside every 
ellipse gr. By Lemma 3 this holds if and only if 
lim sup Jc, 1’;’ = 0, 
II - 22 
which is equivalent to g being entire. 
Now let us recall the definition of order and type [4, p. 81. If 
M,(r) := ;:x /g(z)l, r 
then 
p := lim sup log log M,(r) 
r-x log r 
is the order of g and for p E (0, + x) 
5 :=lim sup log M,(r) 
I-x rp 
(13) 
(14) 
is the type of g. 
For the power series (12) it is known [4, Theorems 2.2.2 and 2.2.101 
that 
nlogn 
p=ll~s~plOg(l/lC,,) 
and 
z = $ lim sup n (c, 1 p’n 
n-z 
(15) 
(16) 
if p E (0, + cc). 
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The definitions (13) and (14) also show that the square of an entire 
function g is of the same order as g but of twice the type. 
Consider now the following three entire functions: 
G,(z) :=32 (co/‘+ f ,c.,12z2$ 
n=l 
F(z) := (f(z))*, 
G2k) :=(;, lMz9’~ 
By (15), (16), and the previous remark on the square of an entire function, 
G, and G2 are both of the same order p as g; for finite positive p their type 
is twice the type of g. 
Now we estimate the growth of F. Let r > 1. Since 
we find using (11) that 
On the other hand 
(18) 
From (17) and (18) we deduce 
MG,(T + t/27) d MF(Y) G MG2(T + pz). (19) 
r+J5=2r+U(l/r) as r+cc 
we conclude from (19) by using (13) that F is of order p since G, and G2 
are. In case p E (0, + co) we see with the help of (14) that the type of F is 
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2p times the type of G,, G2 which happens to be 2r. Hence the type of F 
must be 2p+ ‘r. Going back to f we obtain the desired result. 1 
LEMMA 5. For f E C[ - 1, l] the following statements are equivalent: 
(i) fe W-1, 11, 
(ii) c,,[,f] = a,zn-k where (an),,tN E I*. 
Proof. As usual [7, 131 we denote by P:‘(x) the ultraspherical polyno- 
mials belonging to the weight function (1 - Fv2)L ~I.‘*. By Pjp’(x) we shall 
mean as in [7, (3.5.4), (3.5.11)] the polynomial (2/n) T,(x). There exist 
numbers c,,,, such that [ 13, (4.7.15)] 
rl/: (x) .= CL Pyx) ,,n . 1.n n 1 neN 
form an orthonormal system. It turns out that c~.,~ = O(n -‘+ ‘) for fixed L 
and n-+oo. 
Now suppose f~ W:( - 1, 1). Since the polynomials are a complete 
system for the Hilbert space with norm I/. Ilk defined in (6), we see that j”‘“’ 
has an associated Fourier series 
f 4$k,n(~h where (4,),.N E 1’. (20) 
n=O 
Using for x E (- 1, 1) the estimate 
6 (1 b(l-t*)~*f1;7~t.~o~(l-t*),- I,* f’k’(t)- i Qk,,,(f) Zdt “? 
~(l-t2)~~+l/2dt)1~*.(,,~+~ ,&*, 
v=O I ) 
6 
0 
(21) 
we see that the series (20) may be integrated term by term to obtainfCk ‘I. 
Doing this operation k times and employing the formulae [ 13, p. 82 
(4.7.14); p. 81 (4.7.2)] 
$ P?‘(x) = 2APyy(x) for 1>0 
\ 
g Pjp’(x) = 2PY’ 1(x) 
C-22) 
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we arrive at a representation 
f(x) = Q(x) + y,c f 4,ck.n +&), 
fl=O 
where Q E LS$ _ i and Yk is a constant depending only on k. This shows that 
(ii) holds. 
Conversely, assuming (ii) the function f has a uniformly convergent 
expansion by Chebyshev polynomials on [ - 1, 11. Differentiating k - 1 
times and using an inequality of Bernstein [lo, p. 531 which implies 
for xE(-1,l) 
we find that f’“- ‘) (x) exists on compact subsets of (- 1, 1). 
Consider now the formal series 
f a,n -kTff’(x) 
n=O 
obtained upon differentiating term by term the series offckP I). Using (22) 
we may write it as 
(23) 
where the sequence (8,JnEN happens to be an element of 1’. Hence by the 
Riesz-Fischer theorem [S, pp. 98-991 the series (23) is the Fourier series 
of a function g from the Hilbert space with norm (6). Using an estimate 
like (21) it is seen that g is integrable on ( - 1, 1) and the integral may be 
obtained through term by term integration of (23), i.e., 
= f. a,n -k(T;k-l)(~)-T;k-l)(0)). 
But as we know from above, the series on the right hand side converges to 
f’k-l)(~)-~f(k-‘l)(0) uniformly on compact subsets of (-1, 1). Hence 
fck- ‘) is an integral of g. It is therefore absolutely continuous [9, p. 252, 
Theorem l] and [/j”(k)jlk= j)gllk<a. HencefE I+‘:(-1, 1). 1 
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4. PROOFS OF THE THEOREMS 
Proof of Theorem 1. It is easily seen from Lemmas 1 and 2 that 
$X’n[f,] = 0 for all n > k and all 01 ER whenever j”E Pk. 
Now suppose that %?,,[f=] = 0 f or n > k and LXE [0, rr/n]. Then, given 
E > 0 and n > k there exists by Lemma 2 an m, E N such that 
for all m 2 mO and a E [0, z/n]. Hence the trigonometric polynomial 
(24) 
is bounded in absolute value by E for all 8 E R if m 3 m,. Using Bessel’s 
inequality, we deduce for the coefficient belonging to j= 1 
Hence c,[f] must vanish. Since this argument applies for every n > k we 
see with the help of Lemma 1 that f~ Pk. a 
Proof of Theorem 2. Suppose that f is an entire function of order 
P< +a. W4=C..No c, T,,(z), then, given F > 0, we obtain by Lemma 4 
and (15) that 
Ic,~I <n -nl(P+E) for n>,n,. 
Now Lemma 2 implies for n > nE 
J=l /=I 
But for large n 
,c, (jn)-j+@+c) < zn ~~:(p+,:), 
Hence 
Of course, this remains true if p = + a3. 
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On the other hand, let 1 be defined as before and assume 2 < + co. 
Then, given E > 0, we have 
gq[f] <n-“l(“+E) for n>n,. 
Lemma 2 now implies that for each n 2 n, there exists an m, E N such that 
for all m2m, 
Arguing as in the previous proof we conclude from this that 
lc,I <n-W.+2E) for all n 3 IZ,. 
Hence by (15), p 6 1 which holds trivially for i = + co as well. 1 
Proof of Theorem 3. By Lemma 4 and (16) the function 
fb)=C nE N0 c, T,(z) is of order p E (0, + cc) and type r if and only if 
r=$limsupn Ic,(~‘“. 
n+clz 
With this and Lemma 2 the proof is carried out analogously to the 
previous one. We do not consider it necessary to give the details. 
Proof of Theorem 4. Suppose that (i) holds. According to Lemma 3 we 
may write c,[f] =a,~” with (an)ncNE12. Thus Lemma 2 yields 
Hence by the Cauchy-Schwarz inequality 
l&l2 := If%L/J1* < Gj!, la,jl* (Yp”)j-‘. 
Summing over n and simply noting that every lak I2 can not appear more 
than k times we find for every NE N 
and so (ii) follows. 
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Now suppose that (ii) holds. Then, given an integer n > 0 there exists by 
Lemma 2 an m, EN such that for all m 3 m,, 
Hence the right hand side is a bound for the trigonometric polynomial 
(24). Arguing as in the proof of Theorem 1 we conclude 
Jz c,[f] 67 h,,+I r ‘I. 
( i n 
Finally, with the help of Lemma 3 we arrive at (i). 1 
Justification of Remark 1. According to Lemma 5 we have 
f~ I+‘:( - 1, 1) if and only if 
with (u~),,~~ E I’. 
The polynomial Qn E 9, furnishing a best approximation to S with respect 
to the norm j/ . /I0 defined in (6) is obtained by truncating the series after n 
terms. Arguing as in the proof of Lemma 5 we see that f‘~ W:( - 1, 1) if 
and only if IIQF’llk = O(1) as n + E. According to [6, Corollary 8.3.21 this 
is equivalent to !P(f, t)* = O(tk) as t -+ 0. 
Let us now justify part (ii) of Remark 1. Iff‘E Wt( - 1, 1) we obtain from 
(25) that 
Now it is just an exercise to prove that f belongs to the set on the right 
hand side of (7). 
Conversely, defining F(0) :=f(cos 0) and denoting by E’,(F) the error of 
best L2 approximation of F by trigonometric polynomials of degree at most 
n, we see that E,(F) = E,(f). H ence, if S belongs to the right hand side of 
(7) we have 
E,(F)‘+ f 2*“$,,(F) < CC. 
f=O 
By a result of Besov [23 this implies that F belongs to the Sobolev space 
w&l. 2n, comprised of all 2rc-periodic functions with an absolutely 
continuous (k - 1)st derivative such that FCk’ E L2[0, 27~3. Then, 
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clearly, f(x) = F(arc cos x) has a representation (25) and consequently 
f E W’;( - 1, 1). 
Proof of Theorem 5. If f E Wt( - 1, 1) we find using Lemmas 2 and 5 
that 
I%Cf,ll Gn 1 “&I j= 1 (jnjk’ 
It is not difficult to verify that for k 2 2 the transformation 
maps every sequence (a,), EN E 1’ into a sequence (6,), E N E 1’ and hence 
(ii) holds. 
Conversely, assuming (ii) we find using Lemma 2 that for all sufficiently 
large mEN 
l($y(l-&) ci,[f] cos(jrm)l <(b.+k) Kk. 
Interpreting this as a bound for the trigonometric polynomial (24) we infer 
that 
d c,[f]<y b,+i npk, 
( ) n 
Now Lemma 5 leads us to (i). 1 
Proof of Theorem 6. There exists [12, Lemma 51 a sequence 
(4JnsN E l2 such that for 
we have CneN (b, 1’ = co. Defining 
f(x) := p;l z T,(x) 
Lemmas 5 and 2 show that f has the desired properties. 1 
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