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Two families of maps are considered, one consisting of maps with two pentagons 
separated by II 5-rings, the other of maps with two n-gons separated by two 
n-rings. For each family, a homogeneous linear recursion is derived for the 
corresponding family of chromatic polynomials. It is shown that BB , B, , and 
BIO are limits of sequences of zeros from one or another of the families, where 
B, = 2(1 + cos 27+2). 
1. INTRODUCTION 
In this paper, we derive linear recursions for and some properties of the 
chromatic polynomials (referred to hereafter as chromials) associated with 
two families of maps. The first family consists of maps with two pentagons 
separated by n 5-rings, the second of maps with two n-gons separated by 
two n-rings. We note that these families were considered by Birkhoff and 
Lewis [4, p. 3891. Also, some of the material in this paper is contained in 
the thesis of one of the authors [l], and a similar analysis is performed on 
another family of maps in [2]. 
To explain the significance of some of the properties we deduce from these 
chromials, we consider the sequence (B,), which was introduced by the first 
author and is given by B, = 2(1 + cos 2+). Now B, = 0, B, = 1, B, = 2, 
and B6 = 3 have obvious significance in chromatic theory, but the crucial 
property of the B, , in fact the reason for their being introduced, is that 
B, -+ 4 as n --+ co. The recognition of the interest of the other B, started 
with the empirical observation that zeros of some high-order chromials 
tended to cluster near numbers that are now recognizable as B5 and B, . It 
was subsequently shown [S] that all the B, play a role in the theory of 
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chromials; also, it is proved in [6] that if P is the chromial of a map with n 
regions, then P(B,) < (B, - 1)5-n. On the other hand, the method used in 
[7] to show that P(&) # 0 whenever P is the chromial of a planar map can 
be extended without much difficulty to the case of arbitrary nonintegral B, . 
In the course of our analysis, which consists of characterizing all real 
numbers which arise as limits of zeros of the chromials of one or another 
of the families, we show that B1, is such a limit and that B, and B, are even 
limits of real zeros of these chromials. 
Section 2 contains some preliminary material. The recursions are derived 
in Sections 3 and 5, and the limits of zeros are identified in Sections 4 and 6. 
2. PRELIMINARIES 
We begin with some conventions about chromials. First of all, chromials 
are assumed to be written in the so-called “main Lewis form,” i.e., if P is 
the chromial in standard form, the form we use is Q, where 
P(u + 3) 
Q(u) = u(u + l)(u + 2)(u + 3) * 
Without much risk of confusion, we generally use the same symbol, an 
uppercase Latin letter, for maps and their chromials. Finally, our derivations 
will involve a standard technique of pictorial equations, which depends on 
and is exemplified by the reductions [4, p. 3741 depicted in Figs. l-4. These 
reductions will be referred to, respectively, as the reduction of a digon, the 
reduction of a triangle, the reduction of a 4-gon (starting with the marked 
edges) and the twisting of an edge (the marked one). The broken line, of 
course, indicates the separation of a specified part of a map from its arbitrary 
complement. 
/ .--_ \ ,,--., \ c-e \ ; =(u+l) i&---q 
\ ,' \ / \ / / \ .--- --' 
FIG. 1. Reduction of a digon. 
FIG. 2. Reduction of a triangle. 
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FIG. 3. Reduction of a 4-gon. 
Now some elementary facts about homogeneous linear recursions are set 
down. Let S denote the shift operator on sequences, i.e., SP, = P,+1 , and 
suppose (P,: n = 0, 1, 2,...) is a sequence of complex numbers satisfying 
Q(S) P, - 0, where Q is a polynomial with complex coefficients. If A1 ,..., & , 
the roots of Q, are distinct, then 
.  
P, = i Cyjhj”, (2.1) 
j=l 
with the usual variant if some of the Xi are repeated, where the aj depend on 
P 0 ,‘.‘, p,-1 * 
Let aij = Pi+j--g , 1 < i, j < q, and set 
Assuming again that the hi are distinct, it follows from (2.1) that ( aij / = 
) bij 1 1 cij I I dij 1, where bij = A;-‘, Cii = aj 6ij , dij = bji , SO that 
H(tf’rJ) = A(Q) h aj 3 
j=l 
(2.3) 
where A(Q) = ni<j (hi - Xj)2 is the discriminant of Q. Suppose further 
that Q = RT and that X, ,..., h, are the roots of R, and set p, = T(s) P, . 
Then it follows from (2.1) that Pm = xi=, gjhjn with Zj = ajT(hj), and from 
(2.3) that 
(2.4) 
Everything just said goes over to the case when the P, = P,(u) and the 
coefficients of Q = QU are polynomials in a complex variable u; the aj and 
;\j are now algebraic functions of u with possible singularities at the zeros of 
A(&). In this situation, we make the 
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DEFINITION. The complex number u is a Emit of zeros of (P,} if there is a 
sequence (u,} juch that P,(u,) = 0 and u, -+ u. 
One of the main results of [3] is that under the nondegeneracy assumptions 
that {P,) satisfies identically no lower-order recursion and that for i # j, 
&/Xj is not identically a constant of unit modulus, a necessary and sufficient 
condition that u be a limit of zeros of (P,) is that one or the other of the 
following holds: 
(a) For some j, 1 &(u)/ > 1 hi(u i # j, and aj(u) = 0. 
09 For some j, ,..., j, , m 3 2, 1 A,Ju)l = -a- = 1 Aj,(u)l > I &(~)l, 
i#jk. 
Points at which (a) is satisfied are, because of the first nondegeneracy 
condition, isolated; points at which (b) is satisfied are not. We prove below 
that B, , B, , and B,, are isolated limits of zeros of sequences of chromials, 
so it seems worthwhile to comment on the difference between the types of 
limits. 
First of all, checking the proof in [3], one sees that if u is an isolated 
limit, then in general I u, - u 1 < Am, where A and r < 1 are positive 
constants which depend on (P,) and u. On the other hand, if u is non- 
isolated, the most that can be said is that I u, - u / < B/n. Another 
easy consequence of the proof in [3] is that if u is an isolated limit which is 
real, if P, , the coefficients of Q, the dominant root Aj and its coefficient aj 
are all real near u, and if a;(u) # 0, then u is the limit of a real sequence (u,> 
with P,(uJ = 0. 
Finally, we observe that the nonisolated limits of zeros of a sequence of 
chromials such as the ones below depend only on local properties of the 
maps, since they are determined solely by the coefficients of the recursion. 
In particular, they are independent of the topology of the space (here, of 
course, the sphere) in which the maps are embedded. By contrast, the isolated 
limits of zeros, since they depend on the initial conditions of the recursion, 
reflect global properties of the maps. 
3. THE RECURSION FOR THE FIRST FAMILY 
We consider now the family {A,), where A, is the map consisting of two 
pentagons separated by n + 1 Srings. The derivation is started (see Fig. 5) 
by twisting the indicated edge; as a result we have 
A, = B, + C, - D,. (3.0 
Next (see Fig. 6) we reduce a 4-gon in B, , note that by symmetry the second 
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and third maps in the reduction have the same chromial, and reduce the 
triangle in each of them, obtaining 
B,(u) = (u - 1) D,(u) + (u + 1) uEn(u), (3.2) 
where En+l(u) is depicted in Fig. 7. 
Returning to Fig. 5, we reduce the two triangles in C, and are led to 
C&(u) = u2En(u). Collecting terms, we now have 
A,(u) = (u - 2) I&(U) + 42~ + 1) En(u). (3.3 
:@ = \@ + $g$ - @J 
-d -_-I 
FIG. 5. Derivation of Eq. (3.1). 
:@$$ =(u-,) :f& +u ig$ + ;@I)) 
--_A’ - __c’ 
FIG. 6. Derivation of Eq. (3.2). 
$$j$ +-,> g$p$ +.U @$ + lf~ 
1 ;r ‘(<, ,’ /’ -__A’ -_., -- _ - ’ 
FIG. 7. Derivation of Eq. (3.4). 
Continuing, we reduce a 4-gon in En+, (see Fig. 7), reduce the triangle in 
the first map on the right and the digon in the second, recognize the third as 
B, , and obtain 
En+&) = (u - 1) uA,(u) + u(u + 1) D,(u) + B,(u) 
= (u - 1) d,(u) + (u2 + 24 - 1) D,(u) + u(u + 1) En(u), 
(3 4 
where the last equality follows from (3.2). 
At this stage we reduce a 4-gon in D, (see Fig. 8) and have 
D,(u) = (u - 1) K(u) + G&4 + fLW. 
Now (see Fig. 9) reduction of a 4-gon in F, leads to 
ii,(u) = (u - 1) En(u) + u&&4 + JnW 
(3.5) 
(3.6) 
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. . 
. . . . . 
;;; J&;; yg; 
--*’ c-c 
FIG. 9. Derivation of Eq. (3.6). 
;giji) +-l) (g/r!) +u :a; 
.-_e’ 
FIG. 10. Derivation of Eq. (3.8). 
No more new maps are needed. If we reduce the triangle and the resulting 
triangle in I, , we get 
I&> = u2Dd4, (3.7) 
while reducing still another 4-gon, this time in J, (see Fig. 10) gives us, after 
reduction of the triangle in the first map on the right and the digon and 
resulting triangle in the second, 
J,&) = (u - 1) We,(u) + u2(u + 1) En-&) + L&4 
= (u2 - u + 1) D&U) + u2(u + 1) E&u). 
(3.8) 
Turning back to (3.5) and Fig. 8, we reduce the triangle in G, , refer to 
Fig. 9, and see that 
G,(u) = uJ,(u). (3.9) 
A final reduction of a 4-gon, this time in H, (see Fig. 1 I), together with the 
reduction of the triangle in the second map on the right and the digon in the 
third, yields 
f&z.(u) = (u - 1) J,(u) + u2D,-,(u) + (u + 1) Dn-,(4 
= (u - 1) Jn(u) + (u2 + u + 1) D,-,(u), 
(3.10) 
where the recognition of the reduced third map as D,-, requires some distor- 
tion, the lowermost region playing the role played by the “keyhole” in the 
usual depiction of D,-, . 
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@-jj =(“-l> (J-J +u Q + ;@Jj; 
--_ _’ ‘-._e< 
FIG. 11. Derivation of Eq. (3.10). 
Amalgamating (3.5) through (3.10), we have, after some algebra, 
D,(u) = (2u4 - 2u2 + 524 - 1) Dnel(u) + u2(u + 1)(u2 + 224 - 2) E,-,(u) 
+ (u - l)2&(u>. 
NOW Eqs. (3.3), (3.4), (3.11) can be summarized, after changing n to n + 1 
in (3.1 l), by the matrix equation 
i 
-1 u-2 u(2u + 1) Al 
u(u-1) u2+2u-1 u(u + 1) - s D?J 
0 2u4 - 2u2 + 5u - 1 - s u2(u + l)(zP + 2u - 2) + (u - 1)2 s I[ 1 & 
= 0. 
In particular, taking the determinant we have 
u3-2u2 + 4u- 1 2u4-u3+u-s 
2u4 - 2u2 + 5u - 1 - s u2(u + l)(u2 + 2u - 2) + (u - 1)2 s An = OT 
which amounts to 
A,+,(4 + fiG4 An+du) + fi@> An(u) = 0, 
where 
fi(u) = -u” - 8u3 + 13u2 - 12~ + 2, 
f2(u) = 3U8 - 3u7 - 2us + 5u5 - 8u” + 7u3 + 3u2 - u. 
(3.12) 
Routine enumerative computations or a check of the tables in [4] give 
the initial conditions 
A,(u) = u3 + 3u + 1, 
A,(u) = u* + 8u6 - 14u5 + 39u4 - 42u3 + 12u2 + 82.4 - 2. 
4. LIMITS OF ZEROS OF THE FIRST FAMILY 
Finding the limits of zeros of (A,) is tedious but completely routine, 
Setting &(A) = X2 + f,(u)h + h(u), with fi and f2 as in (3.12), we see that 
u is a nonisolated root of {A,) exactly if the roots of QU are equimodular, 
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which for real u amounts to one or the other of the conditions d(Q,) < 0, 
fi(u) = 0. Now 
A@,) = fi2(u) - 4f2@) = (u* + 412 + 81.3 - 12u + 4)(u3 - 2~ + 4~ - ~2, 
and so the real nonisolated limits are the unique real roots offi and the cubic 
factor in A(Q,), which are, respectively, u = 0.207 . . . . u = 0.284 . . . . or, in 
terms of I = u + 3, 
I = 3.207..., 1 = 3.284... . 
(These numbers are not of the form B, .) 
As for the isolated roots, we use (2.2) and find that 
H({A.(u))) = 5u(u2 + 3u + 1)(u2 + u - 1)2(u3 - 2u2 + 4u - 1)“. 
It follows from (2.3) that whenever A(&) # 0, we have 
= 5u(u2 + 3u + l)(zP + u - l)“/(u” + 4u3 + 8u2 - 12U + 4). 
Since the standard form of the chromials of the A, always vanishes at 3, 
there is no need to consider u = 0, and the only potential isolated limits are 
the roots of u2 + 3u + 1 and u2 + u - 1, which are b, = B, - 3, bl, = 
B,, - 3, and their respective conjugates, b$ and b& . 
Reducing modulo u2 + 3u + 1, we find that if u = b, or bz , then A,(u) = 
11 u + 4, A,(u) = -3( 1364~ + 521) and the two roots of QU are 85~ + 
28 & 5( 16~ + 7), that is, 3(55u + 21) and 5u - 7. For these u, A, = 
3(55u + 21) A,, so the coefficient in (2.1) of X = 5u - 7 must vanish. 
And so such u are isolated limits exactly if 1 5u - 7 1 > 1 3(55u + 21)1, 
which is the case if u = b5 but not if u = bt . Also, using the criterion men- 
tioned at the end of Section 2, it is easy to see that b, (or B, in standard 
form) is a limit of real zeros of chromials. 
Similarly, if u = bl, or b& , then A,(u) = 5u, A,(u) = 45(--8u + 5), 
and the roots of QU are 23~ - 13 & 2(- 1 lu + 7), i.e., u + 1 and 9(5u - 3). 
For these u, A, = 9(5u - 3) A,, and as above u is an isolated limit of zeros if 
I u + 1 I > I 9(5u - 3)1, which holds for u = b,, but not for u = b$ . 
Because a’(u) = 0 for u = bl, , where 01 is the coefficient of h = u + 1 in 
(2. l), we know only that b,, and so B,, are isolated limits of zeros of chromials, 
but not necessarily that they are limits of real zeros. 
5. THE RECURSION FOR THE SECOND FAMILY 
We consider in this section the family {K2,), where K2, is a map consisting 
of two n-gons separated by two n-rings. We begin with a reduction not of 
K 2n , but rather of L2n+l , a map that differs from K2, by having a 4-gon 
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added to one of the two n-rings. (By symmetry, the chromial L,,,,(U) is the 
same no matter which n-ring we choose.) 
The first step (see Fig. 12) is a reduction of the extra 4-gon in &+I . 
Note, here and in the figures below, that for the sake of comprehensibility 
the figures have been drawn with some corners that are not vertices. At 
any rate, we deduce from Fig. 12, after reducing the two triangles in the 
last map on the right, that 
Lzn+du) = (u - 1) JUu) + G,-,(u) + u2%,-,(u), (5.1) 
where MznS1 is depicted in Fig. 14. 
FIG. 12. Derivation of Eq. (5.1). 
ff-rjf- =w r”fim 
+G3zi-&E + iiE!F 
FIG. 13. Derivation of Eq. (5.2). 
‘I&J-J&q -frl =(u-1) 
FIG. 14. Derivation of Eq. (5.3). 
Reducing the 4-gon in L2n+l differently (see Fig. 13) and reducing the two 
triangles in the second map on the right, we have 
L2n+le4 = (u - 1) N2nW + u3M2n.-3(u) + L27~-&4)* (5.2) 
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Turning now to Mznml (see Fig. 14), we again reduce a 4-gon, reduce the 
triangle in the first map on the right, the digon and then the resulting triangle 
in the second map, and the triangle in the third map, obtaining 
Mzn-A4 = (u - 1) uM,n-&I + u2(u + 1) M2n--5(u) + uM,,-4(u). (5.3) 
Now {M,,} is, a priori, a new family; the reason for using the same letter 
and in fact the novelty of the derivation of this section is that Mz, can be 
thought of as arsising from Mznwl by a twist and the addition of a region. 
In Fig. 14, for example, M2n--4 (the rightmost map, with the triangle deleted) 
is obtained from M2n--5 by a twist of the right half of M2n-5 followed by the 
addition of the region marked with an asterisk. That M2, is also planar is 
(as we shall see) not important; the point is the easily verifiable fact that 
(M2,} satisfies a recursion identical to (5.3). We unify the two recursions by 
writing 
M,(u) = u(u - 1) Mn-2(u) + U&,-,(U) + u2(u + 1) M&u). (5.4) 
Continuing, we reduce the 4-gon in Mznml another way (see Fig. 15), then 
reduce the triangle in the second map on the right, the digon and resulting 
triangle in the third map, note that the analogous process on M2, leads to 
the analogous result, and obtain 
M,(u) = (u - 1) W&u) + u2Mn&) + u(u + 1) Mn--4(u). (5.5) 
Combining (5.4) and (5.5) we get the lower-order recursion 
(u - l)[M,Ju) - uM,-,(u) + uM,&u) - u(u + 1) Mn-&)I = 0. (5.6) 
+s--LB + f]T’ 
FIG. 15. Derivation of Eq. (5.5). 
FIG. 16. Derivation of Eq. (5.7). 
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Turning now to NZ, , we find that the phenomenon involving the Mznel 
repeats itself. More precisely (see Fig. 16), a reduction of a 4-gon in N,, 
together with reduction of the triangle in the second and third maps on the 
right leads to 
Nzn(u) = (u - 1) &-&4 + ~~N2n-3(4 + uM,,-,(u), 
where NznT1 is to N2n-2 as M2n is to M2,-l, and so we have the unified 
recursion 
N,(u) = (u - 1) N&u) + u2Nn-&) + uMn-s(u). (5.7) 
Now define for each u the polynomial 
Q;(A) = (A" - uh2 + uh - u(u + l))(h3 - (u - 1) A2 - u2) 
and note that (5.6) and (5.7) imply that both {M,(u)} and {N,(u)) are anni- 
hilated by Q:(S) for every u. 
The end is in sight. If we subtract (5.1) from (5.1) with n replaced by n + 1 
and then use (5.2) to evaluate the differences L2%+3 - L2n+l and L2n+l - &n-1 
that appear, we find that 
K2n+2@4 - Kzn@) = N2n+2(4 - uN2nG4 
+ u2M,,-,@) - u2(u + 1) &l-,(u), (5.8) 
where the right side is annihilated by Q:(S). 
We could now proceed in several ways. Each of the four terms on the 
right of (5.8), considered as a sequence indexed by n, is annihilated by &z(S), 
where &z is, for fixed u, the polynomial whose roots are the squares of the 
roots of Q”, . (This is immediate from (2.1)) And thus if&(u) = K2,(u), it 
follows from (5.8) that (S - 1) Q*,(S)& = 0. 
A second approach involves the observation that there is a family {.K2n+l} 
of maps related to {K2,} as {M2,) is related to {M2,-1}, with the difference 
that the {Kzn+J are not planar. Nevertheless, one has the unified version of 
(5.8), 
Kn+,(u) - Kn-du) = Nn+du) - uL1(4 
+ u2K&4 - u2(u + 1) M,-,(u), (5.9 
from which one deduces that the sequence (K,(u)) is killed by (S2 - 1) Q”,(S). 
The method we use for finding limits of zeros of {K2,) is more artificial 
than either of the above; it is chosen for ease of calculation. The point of 
this method is that the (N,} and (M,} are all known, so that one can choose 
Kl(u) arbitrarily and dejine K2n+l for n > 1 by (5.9). Using the chromials K2, 
(with an exception noted below), one again obtains a family (K,) such that 
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(S2 - 1) Q”,(S) K, = 0. The simplification in computation arises from the 
choice K,(u) = (u2 + 224 - l)/(u(u + l)), which has the effect of making 
vanish the coefficient of A = - 1 in the expansion (2.1) for {K,(u)) determined 
by this choice of K,(u). To summarize, if we from here on use (Kn(u)} to denote 
the family of polynomials so determined, (K,(u)} satisfies the recursion 
QJS) K,(u) = 0, where 
Q&9 = 0 - 1) Q,*(W 
= (A - l)(P - UP + ux - u(u + l))(P - (u - 1) h2 - U2). 
As for initial conditions, the exception mentioned above is that (5.8) is 
valid only for n > 2. But choices for K,(u) and K,(u) can be made so that 
(5.8) continues to hold, and with these choices, the sequence {K,(u)] satisfies 
QJS) K,(u) = 0, represents a chromial if n > 4 is even, and has the initial 
conditions: 
&W = (u + 2J2b44 + 0, K,(u) = (u2 + 2u - l)/u(u + 1), 
K,(u) = 0, K3W = u + 3 + K,(u), 
K,(u) = (u + Q2, KS(u) = u3 - 2u + 1 + K,(u), 
K,(u) = u4 + 2u2 + u. 
6. LIMITS OF ZEROS OF THE SECOND FAMILY 
An initial simplifying observation is that the second cubic in Q,(h) factors; 
in fact 
Qu@> = (A - 1)(X3 - Uh2 + uh - u(u + l))(X - u)(P + h + u). 
Also, again referring back to the proof in [3], we observe that the limits of 
zeros of (K&u)} are exactly the limits of zeros of (Kn(u)}; we will compute the 
latter. 
An exercise in the elementary theory of equations reveals for each real u 
the dominant root(s) of QU (the root(s) of maximum modulus); as a by- 
product the nonisolated limits of zeros are identified. For u < - 1, one of the 
three real roots of the cubic is dominant; for - 1 < u < 0, one of the two real 
roots of the quadratic is dominant; for 0 < u < i(- 1 + 51j2) = b,, , the 
root 1 is dominant; and for u > bl, , the single real root of the cubic is 
dominant. 
In particular, the nonisolated limits of {K,(u)) are u = - 1, 0, b,, , or, if 
I = u + 3, I = 2, 3, &, . (Of course the standard chromials for K2, , n 3 2, 
vanish at 2 and 3.) 
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To find the isolated limits of zeros of (K,), we begin by using (2.4) for each 
of the factorizations QU = RUT, obtained by letting R, be one of the irredu- 
cible factors of QU , and T, the product of the remaining factors. 
In summarizing our computations, we denote by Res(R, , T,) (sometimes 
called the resultant of R, and T,) the product overj of the last factor in (2.4), 
and denote by al(u),..., LX,(U), respectively, the coefficients in the expansion 
(2.1) for K,(U) of 1, u, the two roots of the quadratic factor of QU and the 
three roots of the cubic factor. The results are as follows, where Kn(u) is as 
pn was before (2.4) and H({&(u)j) is computed in each case by setting up 
(R,(u)} explicitly and using (2.2). 
(a) If R,(h) = h - 1, then 
A@,) = 1, Res(R, , T,) = (u2 + u - l)(u - l)(u + 2), 
H({&Ju))) = (u3 + 4u2 + 3u - 1)(u2 + u - l)(u - l)/u(u + I), 
q(u) = (u3 + 4u2 + 3u - l)/u(u + l)(u + 2). 
(b) If R,(X) = h - u, then 
A(R,) = 1, Res(R, , T,) = -u2(u - l)(u + 2), 
H@%u)l) = - 4~ - l)l(u + 11, 
44 = l/u(u + l)(u + 2). 
(c) If R,(A) = h2 + X + u, then 
d(R,) = 1 - 4u, Res(R, , T,) = u2(u + 1)2(~ + 2)2, 
H({Kn(u)}) = (1 - 4u)(u2 + 3~ + 1)2, 
a3(u) a,(u) = (u2 -I- 3u + 1)2/u2(u + 1)2(u + 2)? 
(d) If R,(h) = A3 - uh2 + UX - u(u + l), then 
d(R,) = -u2(4u3 + 12u2 + 40~ + 27), Res(R, , T,) 
= u2(u + 1)2(u2 + u - l), 
H({&(u))) = -u(4u3 + 12u2 + 40~ + 27)(u” + u - l)/(u + I), 
Q(U) a,(u) a,(u) = l/u3(u + 1)“. 
Keeping in mind which roots are dominant where, it is now easy to find 
the isolated limits of zeros. For instance, al(u) = 0 when u = b, = B, - 3 
or one of its two conjugates. Since 0 < b, -C b,, , the root 1 of QU is dominant 
when u = b, ; since the conjugates of b, are negative, the root 1 is not domi- 
nant when u is one of them. Also, ai # 0. Thus u = b, and the corre- 
sponding I = B, are isolated limits of zeros, and even of real zeros. 
The only other candidates for isolated limits are b, and bt, the roots 
of u2 + 3u + 1 = 0. Now a,(u) a*(u) = 0 at both of them, but bt = 
-$(3 + 5”“) < - 1 and so the quadratic roots are not dominant at bi, 
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and bz is not an isolated limit. On the other hand, -1 < b, = $(-3 + W2) < 
0, so the larger quadratic root is dominant at b5 . Checking the recursion 
{KJu)} with the choice R,(h) = A2 + h + u at the point u = b5 , we find 
that a3(b5) = 0, aa # 0, aL(b,) # 0, and so again u = b5 , or equivalently 
I = B, , are isolated limits and in fact limits of real zeros of sequences of 
chromials. 
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