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I. INTRODUCTION 
A. Definition of the Mode 
In this study we shall restrict attention to univariate distri­
bution functions F(x) whose densities f(x) are bounded. We 
will define the (unique) mode, M, as that value of x which 
maximizes f(x). That is, M satisfies f(M) _> f(x) with equality 
if and only if x = M. In addition to the boundedness of f(x), 
occasionally we may also require that f(x) be (uniformly) continuous, 
continuously differentiable and/or satisfy some monotonicity 
restriction(s). 
The basic problem we consider in this study is the estimation of 
the mode, M, given a random sample x^, x^ from a distribution 
with distribution function F(x) satisfying the conditions indicated 
above. 
Other definitions of the mode can be constructed by relaxing 
the boundedness of f(x) or even dropping the requirement that F(x) 
have a density. For example, if f(x) is unbounded, one can define 
M to be the mode if lim f(x) and/or lim f(x) is infinite (again 
x+M x4-M 
it is assumed that M is unique). On the other hand, if F(x) 
is the sum of an absolutely continuous distribution function and a 
discrete distribution function with isolated mass points, the mass 
point with the largest probability can be called the mode. 
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B. Types, of Estimation Techniques 
1. Indirect methods 
For indirect methods one estimates f(,x) by f^(x) and then chooses 
as the estimate of M that value of x that maximizes f^(x). Parzen 
(1962), Nadaraya (1965), Moore and Henrichon (1969) and Eddy (1977) have 
considered such methods. 
2. Direct methods 
For direct methods one simply estimates M directly from the random 
sample Xg, •••, x^. Most direct methods rely on the intuitive idea 
that the sample observations will probably exhibit some sort of clustering 
in a neighborhood of the mode. Chemoff (1964), Grenander (1965), 
Venter (1967), Wegman (1971), Robertson and Cryer (1974) and Sager (1975) 
have considered such methods. 
C. Some Applications of Mode Estimation 
As Dalenius (1965) points out, the mode has played a rather minor 
role in statistical literature over the years. One probable explanation 
for this is that there are no formulae valid for the mode corresponding to 
the formulae for addition and multiplication of arithmetic means. In 
many instances, however, the mode can be a useful parameter as the follow­
ing examples will attempt to demonstrate. Example 1 is from Ekblom 
and Henriksson (1969); example 2 is from Dalenius (1965), and example 4 
is from Wegman (1971). 
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1. Example 1 
This example is concerned with the problem of estimating the 
mean of a nearly symmetric distribution using a contaminated sample. 
That is, the observations are from a density f^(x) where 
fjCx) = (1 - q) f^(x) + q f2(x) , 
f^(x) is the (nearly) symmetric distribution whose mean, we 
want to estimate; fgCx) is the contaminant distribution and 0 £ q 1. 
Solutions to this problem rely on Trimming (removal of equal numbers 
of the highest and lowest sample values) or Winsorization (replacing the 
k highest and lowest sample values by the (k+l)st high and (k+l)st low 
sample values) techniques. Another approach is to formulate the problem 
as a search for the mode of If q is reasonably small and fgCx) 
is well-behaved in a neighborhood of then the modes of f^(x) 
and fgCx) should be close (see Figures 1.1 and 1.2). If fgX*) is 
very peaked near y, or if q is close to .5, then f^(x) may be 
bimodal or have a unique mode with local modes present (see Figures 
1.3 and 1.4). In either case, the estimation of the mode(s) may be 
quite difficult. In such situations, one could use the approximate 
techniques of Lientz (1970) to estimate the (local) mode which has 
the greatest concentration of probability in small neighborhoods of 
itself. It must be realized, of course, that this (local) mode may 
not even be close to the mode of f^(x). 
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Figure 1.1. Superimposed plots of densities f^(x) and 
f^Cx) where f2(x) is "well-behaved." 
Figure 1.2. Plot of f^Cx) = (l-q)f^(x) + qCfgCx)) when q 
is small and f^(x) is "well-behaved." 
5 
f, (x) 
y, 
Figure 1.3. Superimposed plots of densities f^(x) and f^(x) 
where f2(x) exhibits a sharp peak near M^. 
Local 
Mode 
Figure 1.4. Plot of fg(x) = (l-q)f^(x) + qf^(x) when f^(x) 
exhibits a sharp peak near the mode of f^(x). 
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2. Example 2 
In stochastic network planning (PERT and CPM are examples) the 
time necessary to complete an activity is frequently assumed to have a 
beta distribution. In a given application an estimate of the time t^ 
to complete an activity is given by 
c + 4m + d 
^e 6 
where c is an optimistic estimate of the time needed to complete the 
activity, d is a pessimistic estimate and m is an estimate of the mode 
of the beta distribution. 
The assumption of an underlying beta distribution is interesting 
since it gives the researcher the opportunity to use an estimator which 
he a priori feels will somewhat accurately estimate the mode of a 
beta distribution given his sample data. 
3. Example 3 
This example is concerned with the estimation of a density function 
f (x). Before proceeding we need the following definitions : 
Definition 1.1; 
A a-lattice, L(*), of subsets of (R, B, X) is a collection of 
subsets of R closed under countable unions and intersections con­
taining 0 and R. Let L(m) be the a-lattice of intervals con­
taining a fixed point m where R is the real line, B is the Borel 
sets and X is the Lebesque measure. 
7 
Definition 1.2 : 
A function f(x) is measurable with respect to the o-lattice 
L(-) if [x:f(x) > a] is in L(-) for all real a. 
Definition 1.3' 
f(x) is unimodal at M if f(x) is monotone on either side. 
of M. 
Suppose now we consider L(M) and define f^(x) by 
k n 
f (x) = S * I. (x)/X(A ) 
n n Aj ] 
where A. e L(M), n. is the number of observations in A. and I. (x) 
J J J A. 
J 
is the indicator function of A^. If f(x) satisfies Definitions 1.2 
and 1.3, then Wegman (1969) shows that f^(x) is pointwise consistent 
and almost uniformly consistent with probability one (wp 1) if 
f(x) is continuous. 
It is apparent that f^(x) depends on the mode, M, of f(x) 
being known in advance. What would happen if M is unknown? Wegman 
(1969) shows that if M is a sequence of real numbers such that 
• J ^ 
M ^ M a.e. then one can obtain a result similar to the one for 
n 
f^(x). To be specific, let the ordered sample and 
let be the largest observation less than or equal to where 
it is required that _< £ x^. Define A^ = [x^, x^), 
A^ = [Xg, Xg), Aq^^^ = ^*q(n)'V' ^ q(n)+l " ^^n' '^q(n)+l^ 
\(n)+2 " (Xq(n)+1' ^ q(n)+2^' ' ^n " ^*n-l' 
8 
n 
g (x) = Z (n i Cx))/nX(A ) 
n Z Aj 3 
where n. and A(-) are as defined above. 
3 
If we define h^(x) by 
h^(x) = E [g^(x)[L(M)] 
then Wegman (1969) shows that h^^x) is pointwise consistent wp 1. 
In addition, if f(x) is continuous, then wp 1 h^(x) converges to 
f(x) uniformly except on an interval of arbitrary small measure con­
taining M. Robertson (1967) gives some insight to the structure and 
calculation of h (x). 
n 
4. Example 4 
Wegman (1971) indicates that estimates of the mode have been 
used to calibrate blood flow curves. The particulars of this applica­
tion can be found in Benson (1970). The intuition behind the appli­
cation is interesting. It is generally recognized that there is a 
mean flow of blood through the body. However, in some arteries, the 
most frequently occurring value of flow is zero corresponding to the 
rest period (diastole) of the heart. Information about the zero 
flow is of much more interest to physiologists since it is much less 
dependent on the shape of the flow curve than is the mean flow. 
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D, Scope and Content of the Present Study 
A main objective of this study is to present a detailed summary of 
the more important aspects of univariate mode estimation that have 
occurred since 1962 (prior to 1962 the limited work done on mode esti­
mation was mostly low level and fragmentary). To meet this objective 
the usual "review of literature" has been omitted from the introductory 
chapter and spread over Chapters II, III and IV where important re­
lationships between the different estimation techniques are also noted. 
In addition, useful extensions and modifications are presented as an 
original contribution to the field. A two-stage estimator is also 
presented along with simulation studies exploring the various sampling 
properties of the different estimators. 
In Chapter II a detailed discussion of Grenander's (1965) direct 
mode estimator is given. The asymptotic bias of the estimator is 
considered and a modification of the estimator is proposed that should 
be useful in skewed distributions. A simulation study is presented 
showing the performance of the modified estimator for the F, beta and 
chi-square distributions. A simulation study is also presented 
exploring the rate of convergence of the modified estimator. Finally, 
Grenander conjectures that if the parameters of his estimate have a 
certain relationship, then the estimator is asymptotically normal. 
While a simulation study will not answer the question of 
asymptotic normality, it can give some insight into how well the 
normal distribution approximates the true distribution of the estimator 
for various sample sizes and underlying parent distributions. To this 
10 
end, a modified Kolmogorov-Smimov statistic and a modified Wilk-Shapiro 
statistic were used in a goodness-of-fit study. 
In Chapter III other techniques (both direct and indirect) in mode 
estimation are discussed. In particular, the work of Venter (1967), 
Sager (1975), Robertson and Cryer (1974), Parzen (1962), Eddy 
(1977), Nadaraya (1965), Chemoff (1964), Wegman (1971), Loftsgaarden 
and Quesenberry (1965) and Moore and Henrichon (1969) is presented. 
Extension, modifications and relationships that exist between the vari­
ous estimators are also presented. The recent work of Schucany and 
Sommers (1977) in density estimation is also presented. Their work is 
discussed since it leads to a new estimator of the mode that might be 
a competitor (under certain conditions) to existing estimators. 
In Chapter IV a large Monte Carlo study is presented exploring the 
relationships and sampling properties of the various estimators des­
cribed in Chapters II and III. A two-stage estimator (suggested in 
part by the results of the simulation study) is also presented along 
with a proof of its strong consistency. 
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II. GRENANDER'S MODE ESTIMATOR WITH MODIFICATION AND RAMIFICATIONS 
A. Grenander's Mode Estimator and Modification 
Grenander (1965) has suggested a direct estimator of the mode for 
densities with the following regularity conditions: 
(a) f(x) is positive on some interval (a, b) and has a con­
tinuous derivative over the reals. 
(b) f(x) has a unique maximum, the mode M, such that 
f(x) _< f(M) with equality if and only if x = M. 
(c) f(x) is monotone for x < M and x > M. 
(d) f(x) = 0(|x| ^ ), Y > 1, as |x| -»•+ 
Consider the estimator M , (n) defined as 
P 
(2.1) 
E (a/2)x^ + (l/2)x^)/(x 
.-k : 
w - V"" 
v-l 
where l<p<k, 2^k<n, and the x^'s are an ordered sample 
from a population whose density is f(x). Grenander has shown that 
the estimator M ,(n) is a consistent estimator of the quantity 
p,K 
M where 
p+1 
M - = f xf^^(x)dx// f^^(x)dx. pTX —00 —00 
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The idea is, of course, that will be close to the mode of 
f(x) if p is sufficiently large and f(x) satisfies regularity 
conditions (2.1). Suitable values of the parameters p and k 
depend on the shape of the distribution as well as the sample size. 
Many distributions, including the F, gamma, and beta, satisfy 
regularity conditions (2.1). Let us calculate the quantity 
for the F, gamma, and positively skewed beta distributions and compare 
it with the modes of these distributions. The density of the F-distribu-
tion with a and 3 degrees of freedom is given by 
- 1 
f(x) = { 
0 if X £ 0 , 
where c is a constant that depends on a and B. The mode of 
the F distribution is (a - 2)3/a(B + 2) and a must be greater 
than four for the F distribution to satisfy (2.1). Now, for the 
F distribution, we have (letting q = p + 1) 
M 
m 
/q {X X^ / (8 + ax)^^" ^)^^}dx 
p+1 _ 
/q {x^ /(6 + ax)9(* 
13 
(B/g + 
dx 
SB _ 
° (B/a + %)4(* + G)/2 
dx 
r(^ ) r(c - f^ ) 
osiag /q [ r(c) ], (a > -1, b > 0, 
(m+x ) 
a+1 
m > 0, c > —g—), we have that: 
f- - q+l+l-q(^ ) _q+i+i) r(-9^  ^- f- +q-l-l) 
r—= = 
V r(3i|tâl) 
S 2 r ( 3 |  - , + u  r c a û f i - )  - f + q - l )  
CS/a) ^ ^ I — 1 
r(M2±Ël) 
= 6/a - (j + 1 
(J/ rO/Z - 1 + 1/q -I 
'•a/2 + B/2 - a/2 + 1 - 2/q^ 
14 
Thus, M ,T > ~ Mode of the F distribution, p+1 a(g + 2) 
In the same spirit, let us consider the density of the gamma 
distribution; i.e. 
c ^e if X > 0 
f(x) = { 
0 if X < 0 , 
where c is a constant and a and X are positive constants. The 
mode of the gamma distribution is (a-l)/X and a must be greater 
than 2 for the gamma distribution to satisfy (2.1). Again, 
letting q = p + 1, we have that 
M 
'p+l ° /- 2q(o-i)e-)q%aK 
J.. 
.^^ ,(0.-1)^  -XqXj, 
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Using /q  x% ^ ^n+1^ (n > -1, a > 0), we have that 
r(q(a-l) +1+1) 
[ = 
^ r(q(a-l) + 1) 
xqqc^-i) + ^  
g - 1 + 1/q 
X 
Hence, M _ > r— = Mode of the gamma distribution. 
Now considering the density of the beta distribution; i.e. 
c x^ ^ (1 - x)^ ^ if 0 < X < 1 
f(x) = { 
0 otherwise, 
we have that the mode of the beta distribution is (a-l)/(a+ 3-2) 
and that a and 3 must be greater than two for the beta distribu­
tion to satisfy (2.1). 
Moreover, 
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/ qX ^^ 1 - x)^  ^"^ dx 
^ /Jx^«-^(1 - x)9G-<d= 
/Jxqa-^+i+i-i(i - ^ )q6"q+i-idx 
^l^qa-q+1-1qg-q+l-l^^ 
r(qa - q + 2) r(qg - q + 1) 
r(qa - q + 2 + qg —q + 1) 
r(qa - q + 1) r(qg - q + 1) 
r(qa - q + 1+qg - q + 1) 
q(a - 1) +1 
q(a + g) — 2q + 2 
(g - 1) + I/q 
''a + g - 2 + 2/q 
Thus, if g >a (i.e. for a positively skewed distribution), 
M .. > —— = Mode of the beta distribution. 
p+1 a + P - 2 
In view of the above, clearly the estimator M , (n) is an 
p ,K 
asymptotically biased estimator of the mode for certain types of 
distributions that are skewed to the right. 
Let us now characterize a class of distributions for which the 
estimator M , (n) is asymptotically biased. Let X be a nonnegative 
P 
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random variable whose p.d.f. is continuous and unimodal. Let M 
represent the mode of f(x), m the median of f(x), and u the 
mean of f(x). Let x* be any number greater than M such that 
f(x') > 0. 
Define 
g(x) = { 
and 
h(x) = { 
0 X £ 0 
f (x) 0 £ X _< M 
f(2M - x) M £ X £ 2M 
0 X > 2M 
0 X £ 0 
f(x) 0 £ X £ x' 
f (2x* - x) x\< X £ 2x' 
0 X > 2x' 
Consider now the following two conditions: 
Condition 2.1: 
g(x) £ f (x) for M £ X jc 2M with strict inequality for at 
least one x e [M, 2M]. See Figure 2.1. 
Condition 2.2: 
For any x* as defined above, suppose either 
(a) h(x) > f(x) for x' < x < 2x', or 
(b) There exists a unique x* such that 
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x' < X* < 2x' and h(x) > f(x) for x' < x < x* , 
h(x*) = f(x*) and h(x) < f(x) for x > x* . 
See Figures 2.2 and 2.3. 
As Theorem 2.1 will show, ^p+i ^ ^  for distributions that 
satisfy conditions 2.1 and 2.2 above. The theorem was suggested 
by the work of Groeneveld and Meeden (1977). 
Theorem 2.1; 
Let X be a nonnegative random variable whose p.d.f. is con­
tinuous and unimodal. Let M, m, and y represent the mode, 
median, and mean of f(x), respectively. If f(x) satisfies con­
ditions 2.1 and 2.2 above, then > M. 
Proof : 
Under condition 2.1, m > M, since if m ^  M then 
00 2M 
1 = /çf(x)dx > /q g(x)dx _> 1 which is a contradiction. 
f fx) 
Consider w(x) = (for any o > 1) . 
w(x) is clearly a density whose mode is M. Furthermore, if f(x) 
satisfies condition 2.1, then w(2M - x) <. w(x) for M £ x 2M 
with strict inequality for at least one x. Hence, the median of 
w(x), say m^, is strictly greater than M. That is, M < ny. 
Now, in the definition of h(x), let m = x*. That is, 
w 
19 
2M 
Figure 2.1. Rotation of f(x) from 0 to M. 
h(x) f(x) 
2x 
Figure 2.2. Rotation of f(x) from 0 to x' 
about x'. 
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h(x) 
(x) 
X* 
Figure 2.3. Rotation of f(x) from 0 to x' about x'. 
w(x) 
X* 2m 
Figure 2.4. Rotation of f(x) from 0 to m about m 
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h(x) = { 
0 
f(x) 
f(2m - x) 
w 
X < 0 
0 < X < m 
— — w 
m < X < 2m 
w — — w 
X > 2m 
— w 
, P+1 , V  
Now if f(x) satisfies condition 2.2 with x' = m , then w(x) 
w 
will also satisfy condition 2.2 with x' = m . In fact, the x* will 
w 
be the same. See Figure 2.4. 
Now, h^(x) is clearly the density of some nonnegative random 
variable, say X^. Furthermore, E(X^) = m^ since h^(x) is 
symmetric. Now, let H(x) and W(x) be the c.d.f.'s of h (x) 
w 
and w(x), respectively. Since m is the median of w(x), it is 
w 
easily seen that 1 - W(x) >_ 1 - H(x) V x. See Figure 2.4. Let 
y be the mean of w(x). Then v = /_[1 - W(x)]dx > /_[1 - H(x)]dx 
w w U — U 
/Qxf(P^^ }x)dx 
= m^. Thus, M < m^ < = » p+1. _ = ^p+l" 
jQi (x)dx 
Comment : 
The result of the theorem will easily extend to densities of 
the form 
0 X _< c 
f(x) = { 
g(x) X _> c , 
22 
where c; Is a real number. Furthermore, if f(x) satisfies condi­
tions 2.1 and 2.2 above, it is easy to see that < M for the 
negatively skewed density r(x) where r(x) = f(2c - x). 
Theorem 2.1 has characterized a class of distributions for which 
the estimator M ,(n) is asymptotically biased. That is, if f(x) 
P,K 
satisfies (2.1) and conditions 2.1 and 2.2, then M ,(n) tends to 
p ,K 
be a biased estimator of the mode when the sample size is large. 
This class of distributions is nonempty since the F, gamma and beta 
distributions (with parameters properly restricted) clearly belong 
to this class. Before proceeding, it should be noted that Theorem 2.1 
says nothing about the small sample bias of M ,(n). 
p,K 
In view of the above and given a value of n that is moderately 
large, one might be tempted to make p as large as possible (but 
bounded by n-1) in order to minimize the bias. Such a strategy 
would not succeed for samples whose parent populations are skewed, 
since a large p means a small n-k. In particular, if k = n-1, 
then M -(n) is the midrange of the sample; i.e., M .(n) = 
p,n-l P,n-i 
(1/2)(x^ + x^); however, it is easy to see that the midrange is a 
poor estimator of the mode when the distribution is skewed for any 
sample size. 
As an alternative to M -, (n), we propose the following 
p,K 
modification which may reduce the bias in small samples from skewed 
distributions : 
23 
f, ("%+k * 
= -B 
z : 
M=1 ^ V — V \ ^  (\+k - \> 
where l<p<k, 0 < a < 1, 2 < k < n, and the x 's are an 
^ — — — V 
ordered sample from a population whose density is f(x). Note that 
M ,(n) = M , - ,_(n). Since the x *s are an ordered sample and 
p,ie p,k,l/2^ V 
0 a ^  1, the quantity + (1 - a)x^) is monotone non-
decreasing in a for fixed k. This immediately implies that for a 
given sample the estimator M , (n) is also monotone nondecreasing 
p,K,a 
in a for fixed p and k. It is this monotonicity of M , (n) p,K,a 
in a that suggests M , (n) (a ^  .5) may be an improvement over 
P,K,Ct 
M ,(n) in skewed distributions. The consistency of the estimator 
p ,K 
is considered in Theorem 2.2. 
Theorem 2.2; 
If the density f(x) satisfies regularity conditions (2.1), 
then M , (n) is a consistent estimator of the quantity 
P»K,a 
Proof; 
One can consider the ordered sample (x^, x^, .x^) as 
24 
obtained from an ordered sample z^, ...» z^) from a uniform 
(0, 1) distribution via the transformation G(z);x^ = G(z^) where 
G denotes the inverse function corresponding to F(x), that is 
G = F It is well-known (see, e.g., Hogg and Craig, 1970) 
that the density of z^ is 
g(Zj^ ) = { 
otherwise; 
that is, z^ has a beta (k,n"-k+l) distribution. Suppose now that 
S., Ço» •••> Ç » I J.1 are iid gamma (1,1). That is, their density 1 z n n+j. 
is given by 
b(Ç) = { 
Consider now 
e"^  Ç > 0 
S < 0 
1^ + ... El + ... + Sk 
^1 + ••• + ^ n+1 (^1 + ••• + Gk) + (^k+1 + ••• + W 
But, ~ gamma (k, 1) while + ... + 
~ gamma (n-k+1,1). Now, using the fact that if X and Y are 
independent and X ~ gamma (a, X) and Y gamma (B, X), then 
25 
y C + ... + C 
beta (a, g), we have -—% beta (k,n-k +1). (2.2) 
X + Y Si + ''' + W 
Therefore, z, = y—r ^77 = , say. 
le Si + + ^ n+l \+l 
Let *^(t) = P(Mp,k,a(a) 1 t) 
P(*p,k,a(*) -1 0) 
P(n~^ , „(n) - t}_< 0) 
= P(S(n) < 0) (2.3) 
«here S(n) = T ' ') 
(\+k -
- , -W ''Ù' - \ 
-
^n+1 n+1 
n-k 
Z c , say. 
v=i 
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Write S(n) as 
S (a) = SQCii) + S^(n) + ... + ^(n) 
where S^Cn) = t c 
" v=l ^ 
[Br+iBl-l 
S (n) = E c , r = 1, ..., s-2. 
n-k 
S ^(n) = l c , (2.4) 
m = n-k, [•] denotes the greatest integer function 
and 0 < 6^ < < ... < G , < 1 is a division D of the unit 
1 I s-1 
interval. In the following, D is chosen sufficiently fine and 
then kept fixed. Now consider S^(n) for r = 1, 2, ..., s-2. 
For V e [[3^m], -1], 
ctG + (1-a) G(^^) < G ) 
^n+1 n+1 ^n+1 
Furthermore, by the Mean Value Theorem, for some ze [——, 
^n+l '^n+1 
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^v+k. n, \ ^v+k G(-=^) - G(^) = 
\+l ^n+1 n+1 
. g(z) 
^vH-1 + ' 
Vl 
+ c. 
v+k 
• g(z) , 
where g(z) = G'(z). 
. ^[g -m]+k-l 
n ^ {G(—-r )-t} [6 .m]-l p 
Thus, S (n) < ^ E — — . 
min g (z) v=[8^in] (Ç^^+.. 
where 
^[3 m] ^[8 , m]+k-l 
r_  < 2 <  .  (2.5)  
\+l ~ " ''n+1 
In a similar manner, it can be shown that 
n-l-P ^ ^(n), (2.6) 
max gP(z) v=[B^m] ''"^^v+k^^ ^ 
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where 
Vi Vl 
for r = 1, 2, ..., s-2. 
Claim 2.1: 
g(z) (=G'(z)) = where x = G(z). 
We can establish this claim by using (2.1) and the chain rule. We 
have that G' (z) = ^ = ^ Ï = 11 ' BuC, z = ?(=) 
=> 4^ = f(x) => 4^ = 'c/^\ ' Therefore, g(z) = ^ 
dx dz f(x) • f(x) • 
Claim 2.2; 
^[6 m]+c 
B in probability for constant c such that 
^n+1 ^ 
-[B^m] < c < n+l-[B^m] . This claim can be proved by using (2.2), 
from which we have that 
^[B.m]+c^%+l ~ beta([B^m]+c, n+l - [B^m]-c) 
^[B m]+c 2 
Thus, E (r-~ - 6 ) 
^n+1 
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([3^ni] + c) (n + 1 - [3^in] - c) ([3.^m] + c)' 
—— + — 
(n+1)^ (n+2) (n+1)' 
2S ([e m] + c) „ 
te^m] [e^ml ^ [6^m] ^ ^2 
= 1st term + 3 S-J al 
n 
23. 
[3^m] 
n 
26^c 
+ 3. 
2 
->3.3 -  23 3 +  3 =Oasn-»-<», since —  >• 3  as n  ^  
r r r r r n r 
^[3 m]+c 
Thus, by Tchebychev, 3 0 in probability. 
\+l 
Claim 2.3; 
(Si + + Sn+l)^ 
-»• 1 in probability as n ^  
n^ 
To see this we first write 
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(5-, + ••• + + ... + ^n+l.p 
= ( + ——) ; 
nP 
then, note E(—^ ^ ->0 as n -> ». Thus, by 
n n 
Tchebychev, -^0 in probability. Also, — — ^ 
+ •.. + + g 
by the Weak Law of Large Numbers. Hence, — — > 1 
in probability. 
Finally,. using the fact X in probability and h 
continuous => h(X^) -»• h(X) in probability, we have: 
Lemma 2.1: 
For a given e > 0, there exists n^ such that for n > n^ 
with probability arbitrarily close to 1, the simultaneous inequali­
ties hold: 
n ^{G(B ) - t - e} ^^r+l™^"^ 1 £S (n) 
< n"^{G(6^^) + e - t} "^^r+l"^ ^ ^ 
z 
-e + min g (z) v=[S m] (Ç ...+| 
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for r = 1, 2, ..., s-2. 
Now, consider Ç = + ... + ~ gamma (k, 1). That is. 
k-1 -Ç if Ç > 0 
(k-1): ^ ® 
h(€) = { 
0 if Ç < 0 
= (k-p-1); 
(k-1)I • 
Now consider Z = n Z 
(Sv+1 + --- + Sv+k) 
P 
The terms in Z are not independent. Thus, partition the 
summation interval ([g^m], - 1) into consecutive blocks 
U U AgU Bg U ... U  U B^_^ U  where all contain 
k points and the contain K points where K is a number chosen 
such that K > k and kept fixed afterwards. The number u should 
satisfy uK + (u-l)k = We thus have that 
u u-1 
Z = n { Z S. + Z S } where S. and denote partial sums 
i=l i i=l i i i 
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over the summation intervals and respectively. Since the 
B.*s contain k points, it follows that the S 's are iid as 
i 
are the Also. E(S^^) = and 
Now, if K and k are kept fixed, then u will increase as n 
increases. Furthermore, there exists a subsequence n^ of the 
natural numbers such that the corresponding u's will be integers. 
Thus, in the following, let n go to infinity along the subsequence 
n^. Thus, we have that 
u u V - [3 m] + k u % 
- Z S. = - E —- = —— Z —-
^ i=l i ^ i=l " (K + k)n i=l ^ 
1 (^r+l " K(k-p-l).' 
— in probability as n tends to 
(K+k) (k-l)I 
infinity. In a similar fashion, we have that 
u-1 ^ u-1 ^B 
[g .m] - [6_m] + k u-1 ^B 
- [— £ - 1] E 
'  K _ k  
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' ill probability as n -> <». Thus, 
K + k ^ • 
È - i .  
(3^^1 - 3^ (k-p-1): 
(k-1): 
in probability as n ->• «>. 
Recall, from (2,4), that S(n) = S^^n) + S^(n) + ... + 
Sg_2(n) + Sg ^(n). Suppose now that S^^n) and ^(n) can be neg­
lected as n -»•<». Then, by choosing n large enough in Lemma 2.1, we 
have the following (with probability arbitrarily close to one) : 
s-2 G(6 ) - t (k-p-1)I (3 -8 ) 
< Z 
S-2 G(6^^) - t (k-p-1) : (6^1-3^) 
r=2 min g^(z) 1)• 
[Note: e 0 as n ^  ] Now, if the 3^*s are sufficiently fine 
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the above summations are approximations to d3 . 
Let X = GC3) = F ^(3) => F(x) = 3. Thus, we get 
Thus, 
S(n) ^^k-1) ' ' "^-00 (x-t)fP^^(x)dx in probability as n ~ 
Recall, from (2.3), that 
lim W (t) = lim P(M- i. „Cti) £ t) 
n-^ n-x» P' '* 
= lim P(s(n> •< 0) 
n-^ 
1 if / ^  (x - t)f^^^(x)dx < 0 
= { 
0 otherwise 
Thus, ^ ^ (n) ->• f_^ xf^^^(x)dx / f^^^(x)dx in probability as 
n -»• » if SgCn) and Sg_^(n) can be neglected as n . 
We must now show that S- (n) and S _ (n) become small as n 
0 s—1 
s (n) . ^ n-l-P ""v-Hc + 
^=1 / V P 
- "v) 
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[gim]-! srl'PgCXy+k - x^) ^  n'^"^P(x^ - t) 
Z 
v=l (\+k - %>'' "-1 <==vtfc -
[6jm]-l ^-l-p„ 
(\+k - %) 
p-1 
. -l-p 
+ i n 
v=l (''v+k -
= + Zg , say. 
But, by the Mean Value Theorem, 
. - ..-w 
where 
Also, 
^ ' «=1 (:=vfk -
®v ^ W • 
Ç .. + . •. + Ç , 1 
z ., - z = ; r~P —- ~ beta (k, n + 1 - k) 
v+k V 
Thus, 
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[g m]-! (%!+ ... + 5%+])^ 
A (Vi + -" + (v+y 
1 r. 1 r. 1 rS,m]-l 
< an"^~P(Ç^ + ... + ^2 
(M = mode of f(x)) 
But: 
_ cif''"^(M) ((i+- ' 1 . 
(a) ^ + 0 as n -*• ™ 
(5 + ... + ^ 
(b) : )• 1 in probability as n ->• ® 
nP"^ 
•- 'T... :. w- -
in probability as n . 
Now, using the fact that X in probability and ->• Y in 
probability => X^Y^ ->• XY in probability, we have that -> 0 
in probability as n since ^ 0. 
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By the Mean Value Theorem, 
[6^m]-l n. ^  - t) 
This implies that 
| = J<.-W _ h giM 
^=1 'Vk -
.1 | G ( V l  +  k l  
v=i - 2%)^ 
[3,m]-l 
< Jg(Z)LlM n l-P(ç^ + ... 4 1% 
g^(z) " v=l 
But; 
where z e (z^, +k-l)' 
(a) [G(z)l + |t| = (|x| + t)fP(x) = OCx^'PY) = 0(1) 
gf(z) 
(Ç + ... + Ç 
(b) >• 1 in probability as n -» 
n^ 
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(c) n S -»• ,, ~F, g in probability 
v=l (5^1 ...+W' 
as n -> » 
If < < 1, then S^Cn) can be ignored as n ^  . 
Finally, 
-ft ' - • 
n+l n+1 
-i-p°(==v+k-%> , -i-„ K - '> 
Z n + Z n ^ 
v-'Bs.!*] (\+k*='v''' '"v+k ' 
n'^-Pfa) ^ ^-1-p - t) 
= + Zg ; say. 
Following the same technique used for S^Cn), it is easily 
seen that Sg_^^n) can be neglected if 1 - < < 1. The proof 
of Theorem 2.2 is now complete. 
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B. Monte Carlo Study of the Small Sample 
Behavior of the Modified Estimator 
The implication of Theorem 2.2 is that the estimators M , (n) 
p jlc jQ 
and M , (n) have the same asymptotic properties. Thus, the effect 
p ,K 
of the new parameter a will be negligible in large samples since for 
large samples p can be made large without making n-k excessively 
small. Hence, the effect of a should be most pronounced in small 
samples where n-k becomes small as p becomes large. To determine 
the impact of the parameter a, the quantity E[M , (n)] would be 
p ,K,CX 
of interest for various skewed distributions. Unfortunately, the 
structure of M , (n) makes calculation of this expectation difficult. 
p,K,Ot 
Another approach to the problem is to conduct Monte Carlo studies to 
get numerical estimates of E[M , (n)] for fixed p, k, n and a. 
P,K,(X 
Monte Carlo studies were conducted on the F, positively skewed 
beta and chi-square distributions to investigate the effect of the 
parameter a in small samples from skewed distributions. For each 
distribution, 100 samples of sizes 10 and 20 were generated using IMSL 
subroutines (IMSL, 1974). For each sample, the mode estimator was 
calculated for various values of a ranging between .01 and .9. For 
samples of size 10, p and k were allowed to be A and 5 in one study 
and 6 and 7 in another study. For samples of size 20, p and k were 
5 and 6 in one study and 9 and 10 in another. To reduce the vari­
ance in the comparisons of the estimators, the samples used in the n=10, 
p=4 and k=5 study were also used in the n=10, p=6 and k=7 study. A 
40 
similar procedure was used in the studies involving samples of size 20. 
After the 100 estimates had been obtained, the average was calculated 
for each ex. These averages were taken as numerical estimates of 
E[M , (n)] for the particular distribution and combination of p, k, n 
p,k,a 
and a under consideration. 
The results of the study are presented in Tables 2.1 through 2.4. 
In each table the degrees of freedom, population mode and g[M , _(n)] 
p,ic, .D 
are given. In addition, the quantities E[M , (n)], E[M , (n)l, 
p,K,a^ P>J^j«2 
and are given where is the largest a used in the study 
for which E[M , (n)] is less than the population mode and a is 
p,K,otj^ z 
the smallest a used in the study for which E[M , (n)] is greater 
than the population mode. The numbers in parentheses represent the 
standard deviation of the 100 estimates used to obtain E[M , (n)]. 
p,K.,ot 
Within each family of distribuitons the distributions are listed in 
2 3 
order of increasing population skewness using the measure 
where represents the r-th central population moment. There are 
other measures of skewness which are inconsistent between distributions 
as well as among families of distributions (e.g., Kendall and Stuart, 
1963). 
Finally, the Monte Carlo study presented here provides a good 
indication of the small sample behavior of Grenander's mode estimator. 
Ekblom (1972) reported the results of a smaller study on Grenander's 
Table 2.1. Numerical estimates of E[M , (n)] for the F, 
(n=10, k=5, p=4) 
Degrees of Mode E[M , ,-(n)] E[M (n)] 
Freedom ^'*'*1 
F - Distribution 
( 10, 5) .571 .994 (0.335) .564 (0.205) 
(100, 5) .699 1.100 (0.331) .689 (0.204) 
( 5, 10) .500 .847 (0.289) .469 (0.211) 
( 10, 10) .667 .967 (0.244) .652 (0.191) 
( 5, 100) .588 .852 (0.231) .561 (0.214) 
( 25, 25) .852 .967 (0.165) .836 (0.156) 
(100, 40) .933 .994 (0.088) .928 (0.086) 
( 50, 50) .923 .989 (0.118) .892 (0.116) 
(100, 60) .948 .981 (0.094) .929 (0.091) 
( 40, 100) .931 .970 (0.103) .908 (0.101) 
( 80, 80) .951 .986 (0.088) .936 (0.085) 
( 60, 100) .947 .983 (0.091) .930 (0.091) 
(100, 100) .961 .986 (0.085) .939 (0.084) 
Beta Distribution 
( 3, 100) .0198 .0238(0.007) .0190(0.006) 
( 3, 50) .0392 .0486(0.013) .0389(0.011) 
( 2, 10) .1000 .1390(0.043) .0960(0.039) 
( 5, 20) .1739 .1917(0.036) .1731(0.035) 
( 10, 50) .1552 .1602(0.018) .1497(0.018) 
( 20, 60) . 2436 .2468(0.020) .2363(0.020) 
, and Chi-square distributions 
E[M p,k,a. (n)] a. a 
.612 (0.208) .05 .1 
.722 (0.210) .01 .05 
.501 (0.214) .01 .05 
.689 (0.194) .05 .1 
.593 (0.214) .05 .1 
.879 (0.157) .2 .3 
.994 (0.088) .3 .5 
.924 (0.115) .2 .3 
.981 (0.091) .3 .5 
.970 (0.103) .3 .5 
.986 (0.088) .3 .5 
.983 (0.091) .3 .5 
.986 (0.085) .3 .5 
.0206(0.006) .2 .3 
.0421(0.011) .2 .3 
.1069(0.039) .1 .2 
.1917(0.036) .3 .5 
.1602(0.018) .3 .5 
.2468(0.020) .3 .5 
Table 2.1. (continued) 
Degrees of Mode E[M (n)] E(M , (n) ] E[M (n)] a. a 
Freedom P'K'*2 
Chi-Square Distribution 
4 2 3.3000(0.941) 1.9400(0.817) 2.0500(0.814) .01 .05 
6 4 5.2200(1.320) 3.7000(1.150) 4.0800(1.170) .1 .2 
8 6 6.9800(1.810) 5.7900(1.730) 6.1900(1.750) .2 .3 
10 8 9.2700(1.680) 7.8200(1.620) 8.3100(1.620) .2 .3 
12 10 11.2800(1.950) 9.6400(1.870) 10.1800(1.880) .2 .3 
14 12 13.3300(2.160) 11.5800(2.110) 12.1600(2.110) .2 .3 
Table 2.2, Numerical estimates of E[M , (n)] for the F, Beta, and Chi-Square distributions p,K,0( 
(n=10, k=7, p=6) 
Degrees of Mode E[M , c(n)] E[M , (n)] E[M , (n)] a a 
Freedom P,fc,a^ 
F - Distribution 
( 10, 5) .571 1.320 (0.478) .513(0.173) .603 (0.183) .05 .1 
(100, 5) .699 1.360 (0.582) .644(0.193) .724 (0.222) .05 .1 
( 5, 10) .500 1.090 (0.344) .436 (0.161) .509 (0.169) .05 .1 
( 10, 10) .667 1.110 (0.277) .619 (0.161) .743 (0.180) .1 .2 
( 5, 100) .588 .923 (0.234) .502 (0.182) .608 (0.186) .1 .2 
( 25, 25) .852 1.010 (0.158) .794 (0.131) .867 (0.136) .2 .3 
(100, 40) .933 1.010 (0.090) .908 (0.083) 1.010 (0.090) .3 .5 
( 50, 50) .923 1.000 (0.103) .896 (0.095) 1.000 (0.103) .3 .5 
(100, 60) .948 .999 (0.087) .912 (0.079) .999 (0.087) .3 .5 
( 40, 100) . .931 .989 (0.098) .892 (0.093) .989 (0.098) .3 .5 
( 80, 80) .951 1.010 (0.082) .926 (0.077) 1.010 (0.082) .3 .5 
( 60, 100) .947 .984 (0.084) .899 (0.079) .984 (0.084) .3 .5 
(100, 100) .961 1.000 (0.069) .925 (0.069) 1.000 (0.069) .3 .5 
Beta Distribution 
( 3, 100) .0198 .0262(0.006) .0182(0.006) .2028(0.006) .2 .3 
( 3, 50) • .0392 .0528(0.012) .0365(0.009) .0419(0.010) .2 .3 
( 2, 10) .1000 .1515(0.039) .0997(0.031) .1169(0.032) .2 .3 
( 5, 20) .1739 .1940(0.031) .1646(0.029) .1940(0.031) .3 .5 
( 10, 50) .1552 .1618(0.017) .1452(0.017) .1618(0.017) .3 .5 
( 20, 60) .2436 .2461(0.018) .2286(0.017) .2461(0.018) .3 .5 
Table 2.2. (continued) 
Degrees of Mode E[M , _(")] E[N . (n) ] E[M . (n)] n a 
Freedom ^ P'k'«2 ^ ^ 
Chl-Square Distribution 
4 2 3.5900(0.848) 1.7700(0.597) 2.2200(0.608) .1 .2 
6 4 5.7300(1.250) 3.8900(1.010) 4.5100(1.070) .2 .3 
8 — 6 7.5500(1.720) 5.4700(1.500) 6.1700(1.550) .2 .3 
10 8 9.5200(1.560) 7.9200(1.380) 9.5200(1.560) .3 .5 
12 10 11.9100(1.700) 9.1900(1.470) 10.1000(1.500) .2 .3 
14 12 13.6900(1.770) 11.8000(1.680) 13.6900(1.770) .3 .5 
Table 2.3. Numerical estimates of E[M , (n)] for the F, Beta, and Chi-Square distributions 
PjK,a 
(n=20, k=6, p=5) 
Degrees of Mode E[M , c(n)] E[M , ^ (n)] E[M (n)] a a„ 
Freedom 
F - Distribution 
( 10, 5) .571 .793 (0.242) .599 (0.219) .01 
(100, 5) .699 .926 (0.228) — — .732 (0.207) — .01 
( 5, 10) .500 .707 (0.280) .522 (0.259) — .01 
( 10, 10) .667 .870 (0.240) — — .698 (0.226) — .01 
( 5, 100) .588 .723 (0.223) .585 (0.216) .600 (0.216) .05 .1 
( 25, 25) .852 .903 (0.127) .834 (0.124) .903 (0.127) .2 .5 
(100, 40) .933 .9 7 7 ( 0.105) .930 (0.102) .946 (0.103) .2 .3 
( 50, 50) .923 .967 (0.105) .919 (0.102) .935 (0.102) .2 .3 
(100, 60) .948 .991 (0.089) .936 (0.088) .950 (0.088) .1 .2 
( 40, 100) .931 .970 (0.097) .923 (0.097) .970 (0.097) .2 .5 
( 80, 80) .951 .992 (0.085) .950 (0.084) .964 (0.084) .2 .3 
( 60, 100) .947 .985 (0.084) .945 (0.085) .958 (0.084) .2 .3 
(100, 100) .961 .992 (0.087) .958 (6.086) .992 (0.087) .2 .5 
Beta Dis tribution 
( 3, 100) .0198 .0229(0.006) .0193(0.006) .0202(0.006) .1 .2 
( 3, 50) .0392 .0476(0.010) — .0393(0.011) •— .01 
( 2, 10) .1000 .1370(0.041) .1090(0.039) — — .01 
( 5, 20) .1739 .1817(0.032) .1684(0.032) .1728(0.032) .2 .3 
( 10, 50) .1552 .1571(0.019) .1514(0.018) .1571(0.019) .3 .5 
( 20, 60) .2436 .2450(0.020) .2395(0.020) .2450(0.020) .3 .5 
Table 2.3. (continued) 
Degrees of Mode E[M , (n)] E[N , (n)] E[M (n)] a a 
Freedom P»k,.5 P,k,a^ P'K'*2 ^ ^ 
Chi-Square Distribution 
4 2 2.7800(0.885) 2.1300(0.848) .01 
6 4 4.7600(1.180) 3.9400(1.160) 4.0300(1.160) .05 .1 
8 6 6.9600(1.640) 5.9800(1.610) 6.0900(1.610) .05 .1 
10 8 8.7800(1.470) 7.8200(1.430) 8.0600(1.430) .1 .2 
12 10 10.6400(1.720) 9.8700(1.730) 10.1300(1.720) .2 .3 
14 12 12.9300(2.390) 12.0300(2.440) 12.3300(2.420) .2 .3 
Table 2.4. Numerical estimates of E[M , (n)] for the F, Beta, 
P*K,a 
(n=20, k=10, p=9) 
Degrees of Mode E[M . r(n)] EfM . (n)] 
Freedom 
F -• Distribution 
( 10, 5) .571 .850 (0.220) .530 (0.177) 
(100, 5) .699 .993 (0.177) .671 (0.174) 
( 5, 10) .500 .780 (0.224) .467 (0.188) 
( 10, 10) .667 .916 (0.198) .632 (0.171) 
( 5, 100) .588 .760 (0.177) .569 (0.173) 
( 25, 25) .852 .920 (0.118) .832 (0.115) 
(100, 40) .933 .976 (0.092) .913 (0.088) 
( 50, 50) .923 .965 (0.103) .901 (0.098) 
(100, 60) .948 .990 (0.078) .936 (0.077) 
( 40, 100) .931 .970 (0.078) .907 (0.079) 
( 80, 80) .951 .999 (0.079) .945 (0.079) 
( 60, 100) .947 .987 (0.080) .932 (0.080) 
(100, 100) .961 .991 (0.075) .944 (0.074) 
Beta Distribution 
( 3, 100) .0198 .0233(0.005) .0180(0.005) 
( 3, 50) .0392 .0481(0.009) .0380(0.008) 
( 2, 10) .1000 .1390(0.034) .0930(0.031) 
( 5, 20) .1739 .1830(0.028) .1640(0.027) 
( 10, 50) .1552 .1580(0.016) .1470(0.016) 
( 20, 60) .2436 .2450(0.018) .2340(0.018) 
and Chl-Square distribution 
E[M 
P.k,a, 
(n)] a. a. 
.610 (0.184) .1 .2 
.751 (0.173) .1 .2 
.545 (0.194) .1 .2 
.703 (0.173) .1 .2 
.633 (0.173) .2 .3 
.920 (0.118) .3 .5 
.976 (0.092) .3 .5 
.965 (0.103) .3 .5 
.990 (0.078) .3 .5 
.970 (0.079) .3 .5 
.999 (0.079) .3 .5 
.987 (0.080) .3 .5 
.991 (0.074) .3 .5 
.0198(0.005) .2 .3 
.0413(0.008) .2 .3 
.1040(0.031) .1 .2 
.1830(0.028) .3 .5 
.1580(0.016) .3 .5 
.2450(0.018) .3 .5 
Table 2.4. (continued) 
Degrees of Mode E[M , _(n)] E[M , (n)] E[M , (n)] a, a 
Freedom P.k.-5 P,k,a^ 1 L 
Chi-Square Distribution 
4 2 2.8400(0.785) 1.7700(0.683) 2.0400(0.698) .1 .2 
6 4 4.8900(1.010) 3.7900(0.981) 4.1600(0.982) .2 .3 
0 6 6.9400(1.390) 5.6600(1.320) 6.0900(1.340) .2 .3 
10 8 8.8700(1.290) 7.8900(1.290) 8.8700(1.290) .3 .5 
12 10 10.7800(1.600) 9.7200(1.570) 10.7800(1.600) .3 .5 
14 12 13.0300(1.990) 11.8100(2.010) 13.0300(1.990) .3 .5 
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mode estimator. However, Ekblom's study utilizes various values of 
p and k that are inconsistent with Grenander's restrictions. 
The results presented in Tables 2.1 - 2.4 tend to give empirical 
evidence to the following conjectures: 
Conjecture 2.1; 
Grenander's estimator, M , _(n), has a positive bias in small 
P ,i£, . 3 
samples (recall that the large sample bias of M , c(n) has already 
p,K,.D 
been considered) for a large class of positively skewed distributions 
that satisfy (2.1). The bias seems to get worse as the skewness 
increases and/or n-k becomes small. Similar results would hold for 
a large class of negatively skewed distributions that satisfy (2.1). 
Conjecture 2.2: 
The parameter a seems to be quite useful in reducing the bias in 
small samples for distributions that are heavily skewed. In fact, it 
would seem that in many cases, given a particular p, k and n, there 
exists an a* = o* (p, k, n, distribution) such that M , *(n) is 
P,k,G 
unbiased for the population mode under consideration. Furthermore, 
this a* (if it exists) seems to become smaller as the skewness increases 
for positively skewed distributions given fixed values of p, k and n. 
The importance of the above is that with the introduction of the 
parameter a into the estimator M , (n) one now has an estimator, 
p,K 
namely M , (n), that can be expected to perform reasonably well in 
p,K, a 
small samples whose parent populations are skewed and satisfy (2.1). 
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C. Other Simulation Studies 
When one has a sequence of estimators <T^> which are consistent 
for some quantity T it is often useful to be able to quantify the rate 
of convergence of <T^> to T. Before discussing various ways of 
expressing rates of convergence, consider the following definitions where 
<g^> is a known sequence of positive numbers. 
Definition 2.1; 
T - T 
T = T + o(g ) if — 0 with probability one (wp 1). 
n n g^ 
Definition 2.2; 
T = T + 0(g ) if there exists a positive real number K such that 
n n 
|T - T| 
— £ K (wp 1) for all large n. 
^n 
If <g^> is such that g^ 0 as n then Definition 2.1 
indicates that <T^> converges to T faster than <g^> goes to 
zero, whereas Definition 2.2 indicates that <T > converges to T at 
H 
least as fast as <g^> goes to zero. 
When using the estimator M , (n) in large samples where the 
P»^»a 
parameter a may be of limited usefulness, it would be useful to know 
how fast M ,, converges to M. Recall that M .. had been calculated 
p+1 p+l 
for various distributions. In particular, it was found (letting q = p+l) 
that = &(a - 2 + 2/q)/[a(g + 2 - 4/q)] for the F - distribution. 
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= (a - 1 + l/q)/X for the gamma distribution and 
= (a - 1 + l/q)/(a + S - 2 + 2/q) for the beta distribution. Since 
the modes of the F, gamma and beta distributions are 
3(a - 2)/[a(3 + 2)], (a - 1)/X and (a-l)/(a + 3 - 2), respectively, 
it is easily seen that = M + 0(l/q) for these distributions. 
Since the F, gamma and beta distributions are representative of the 
class of distributions described in Theorem 2.1, it is conjectured 
that a large subclass of these distributions also has the property that 
^p+1 = ^  + 0(1/9)' 
The rate of convergence of M , (n) (or E[M , (n)]) to 
P,tC,« p,JC,CX 
should depend on the distribution, p, k and a. Due to the 
analytical complexity of M , (n), no attempt was made to determine 
p,K,a 
theoretical rates of convergence. Furthermore, since M , (n) 
p,k,a^ 
and M , (n) (a, f a_) may have significantly different rates of 
p,K,a2 1 I 
convergence for certain distributions, it was not considered important 
to explicitly single out an a (e.g., o = .5) and determine empirical 
rates of convergence for that a. 
Since M , (n) is monotonically nondecreasing in a for fixed 
p,ic, ct 
p,k and n, the quantity 
would be of interest for various distributions and large values of n. 
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If D , (n) is relatively large, then a is still useful in reducing 
p,k 
the bias. On the other hand, a relatively small D ,(n) implies a 
p,K 
is no longer a useful parameter. Also, the rate of convergence of 
D (n) to zero gives a lower bound on the rate of convergence of 
P,K 
E[M , (n)] to zero for all a e [.01, .99]. 
p,K,a 
As before, it is quite difficult to calculate D ,(n). However, 
p,lc 
we can proceed as before and get numerical estimates of D (n). The 
p,K 
distributions used in the simulation study were the F distributions 
with (10, 5), (25, 25) and (60, 100) degrees of freedom; chi-square 
distributions with 4, 8 and 14 degrees of freedom; the beta distribution 
with (3, 50) degrees of freedom. 
The results of the study are presented in Tables 2.5 - 2.7. In 
each table the distribution, population mode, value of n and D , (n) 
p, K 
are given. In addition, the quantities E[M , (n)], E[M , (n)], 
p,K,a^ p,K,a2 
and are given where these quantities have the same meaning as in 
Tables 2.1 - 2.4. The a's used in the study were .01, .1, .3, .5 
and .99 while the numbers in parentheses represent the standard 
deviation of the 50 estimates used to obtain E[M , (n)]. To reduce 
p,K,a 
the variance in the comparison of the tables, the same samples were used 
in all three tables. Finally, the individual lines of a table were 
generated by independent samples. 
From Tables 2.5 - 2.7 we see that given p and k the magnitude 
of D , (n) decreases as n increases for all distributions considered. 
p,K 
Table 2.5. Numerical estimates of D . (n) for p = 10 and k 
p, K 
Distribution Mode n D , (n) E[M , (n)] 
p,k^ P,k,a^ 
X^(4) 2 40 1.18 1.91(.896) 
80 .50 
120 .32 
160 .22 
200 .16 
X^(B) 6 40 1.90 5.64(1.29) 
80 .82 — 
120 .50 
160 .38 — 
200 .26 
x2(14) 12 40 2.74 11.59(1.84) 
80 1.14 11.95(1.53) 
120 .68 —— 
160 .52 
200 .38 — 
F(10,5) .571 40 .334 .564(.192) 
80 .144 — 
120 .092 
160 .« 066 — 
200 .052 
11 
E[M 
p,k,a, (n)] 
2.02(.894) .01 .1 
2.26(.759) — .01 
2.16(.696) — .01 
2.11(.612) — .01 
2.25(.636) — .01 
6.02(1.30) .1 .3 
6.24(.962) — .01 
6.14(.999) — .01 
6.15(1.1) — .01 
6.06(.909) — .01 
12.15(1.88) .3 .5 
12.18(1.51) .1 .3 
12.60(1.72) — .01 
12.25(1.72) — .01 
12.11(1.70) — .01 
.594(.190) .01 .1 
.652(.204) — .01 
.625 (.153) — .01 
.628(.119) — .01 
.637 (.154) — .01 
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Table 2.6. Numerical estimates of D . (ti) 
p,K 
Distribution Mode n D .(n) 
p,K. 
x2(4) 
X^(8) 
x2(l4) 12 
F(10,5) .571 
40 2.30 
80 1.00 
120 .6 
160 .44 
200 .32 
40 3.70 
80 1.56 
120 .96 
160 .74 
200 .52 
40 5.22 
80 2.18 
120 1.4 
160 1.0 
200 .74 
40 .67 
80 .268 
120 .18 
160 .126 
200 .10 
for p = 17 and k = 18 
E[M 
p,k,a. (n)] E[M , (n)] P > *^>^2 
a., 
1.59(.678) 2.06(.681) .1 .3 
1.97(.681) 2.18(.689) .1 .3 
— 2.02(.684) —  —  .01 
1.96(.636) 2.00(.638) .01 .1 
—  —  2.17(.669) .01 
5.77(1.16) 6.52(1.18) .3 .5 
5.93(1.08) 6.25(1.07) .1 .3 
5.90(.954) 6.10(.957) .1 .3 
5.94(1.22) 6.09(1.22) .1 .3 
5.93(.998) 6.04(.998) .1 .3 
11.34(1.60) 12.41(1.65) .3 .5 
11.83(1.60) 12.28(1.59) .3 .5 
— 12.27(1.47) .01 
— —  12.07(1.56) — — .01 
11.91(1.68) 12.01(1.68) .01 .1 
.501(.128) .638(.128) .1 .3 
— .581(.196) — .01 
• 
.594(.164) — .01 
— —  .608(.147) — .01 
.598(.161) — .01 
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Table 2.7. Numerical estimates of D ,(n) 
p,K 
Distribution Mode n D , (n) 
P,K 
X^(4) 
X^(8) 
X^(14) 12 
F(10,5) .571 
40 3.82 
80 1.6 
120 .98 
160 .70 
200 .54 
40 6.10 
80 2.52 
120 1.56 
160 1.16 
200 .86 
40 8.6 
80 3.58 
120 2.24 
160 1.64 
200 1.20 
40 1.186 
80 .442 
120 .292 
160 .2 
200 .16 
for p = 25 and k = 26 
E[M 
p,k,a. 
(n)] E[M 
P,k,a, 
(n)] a. 
1.41(.540) 2.19(.565) .1 .3 
1.79(.608) 2.11(.617) .1 .3 
1.94(.644) 2.14(.648) .1 .3 
1.96(.603) 2.10(.608) .3 .5 
— — 2.08(.552) — .01 
5.63(.790) 6.87(.861) .3 .5 
5.55(1.04) 6.06(1.03) .1 .3 
5.94(.953) 6.26(.950) .3 .5 
5.94(1.09) 6.18(1.09) .3 .5 
5.93(.883) 6.10(.883) .3 .5 
11.12(1.28) 12.87(1.29) .3 .5 
11.66(1.45) 12.39(1.44) .3 .5 
11.87(1.47) 12.08(1.47) .01 .1 
11.82(1.50) 12.15(1.51) .1 .3 
11.90(1.65) 12.14(1.65) .1 .3 
.428(.090) .670(.106) .1 .3 
.508(.149) .600(.153) .1 .3 
.550(.174) .577(.176) .01 .1 
.562(.131) .580(.131) .01 .1 
.566(.163) .581(.164) .01 .1 
U1 
sj 
Table 2.7. (continued) 
Distribution Mode n 
"l "2 
F(25,25) .852 40 .650 .823(.075) .955(.078) .3 .5 
80 .274 .845(.118) .901(.118) .3 .5 
120 .168 .831(.134) .866(.133) .1 .3 
160 .118 ... .831(.108) .855(.108) .1 .3 
200 .096 .834(.101) .854(.101) .1 .3 
F(60,100) .947 40 .394 .901(.057) .981(.057) .3 .5 
80 .158 .924(.079) .956(.079) .3 .5 
120 .102 .940(.077) .961(.077) .3 .5 
160 .072 .946(.069) .961(.069) .3 .5 
200 .058 .945(.056) .956(.056) .1 .3 
Beta (3,50) .039 40 .048 .038(.006) .048(.006) .3 .5 
80 .020 .034(.007) .0394(.008) .1 .3 
120 .012 .038(.010) .041 (.010) .1 .3 
160 .008 — —  .040(.009) — —  .01 
200 .008 .040(.009) .01 
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Furthermore, the existence of an a* = a* (p, k, n, distribution) such 
that E[M , *(n)] is unbiased for the mode becomes less likely as n 
becomes large (note: Theorems 2.1 and 2.2 imply that this should be 
the case). 
We also see from the tables that given a particular p, k and n the 
magnitude of D , (n) varies greatly from one distribution to another. 
P,K ^ 
When the magnitude of D , (n) is large (as it is with the chi-square 
p 
distribution), the parameter a is still useful in minimizing the bias. 
For the distributions considered in Tables 2.5 - 2.7 the a* that mini­
mizes the bias tends to zero as n tends to infinity. 
As a final point, we note that for any distribution and fixed value 
of n the magnitude of D , (n) increases as p increases (note: 
p,K 
p = k-1 in Tables 2.5 - 2.7). Hence, the existence of a*'s such 
A 
that E[M *(n)] = M becomes more probable when p is somewhat large. 
•p,K,ct* 
This is apparent when one considers Tables 2.6 - 2.7 with Table 2.5, 
Grenander conjectures that if p > 2k then the estimator 
M , cW will be asymptotically normal. Unfortunately, as before, 
p,K,.J 
the structure of M , ^.(n) makes a mathematical study of the asymptotic 
P,K,.D 
distribution very difficult. Another approach to the problem is to use 
certain goodness-of-fit tests to see how close the normal distribution 
approximates the true distribution of M , _(n) for various values 
p,ic, .J 
of n. 
If we have a random sample x^, X2, ..., x^ of size m from the 
unknown distribuiton of M , _(n), the hypothesis being tested can be 
p,jc, .D 
stated as follows: 
60 
H; The random sample has the normal distribution, with unspecified 
mean and variance. 
K: The distribution function of the x^'s is nonnormal. 
To test the above hypothesis two different procedures were used. 
The first is the Lilliefors procedure as described by Conover (1971). 
The second procedure is due to Weisberg and Bingham (1975). The 
Lilliefors statistic, T^, is of the Kolmogorov-Smirnov tjpe while the 
Weisberg-Bingham statistic, Tg, is a modification of the statistic 
proposed by Shapiro and Francia (1972) which in turn is a modification 
of the statistic proposed by Shapiro and Wilk (1965). If we let 
X 
- 2 
Z (x. - x) 
i=l ^ 
X X 
X i = 1, 2, z 
X s 
..., m. 
^ Î 
Z = (z^* ^2' **** ' 
61 
then T, = sup [F (x) - S(x) 
X 
and I . 
9 m _ 2 
Z (z - z) 
i=l 
* 
where F (x) is the standard normal distribution function, S(x) 
is the empirical distribution function of the z^'s and c is an m 
by 1 vector whose ith component is 
(W!) • 
Critical values for can be found in Conover (1971) while approxi­
mate critical values for can be found in Shapiro and Francia (1972). 
The results of the goodness-of-fit study for the normality of 
M (n) are given in Tables 2.8 - 2.13. The sampling distributions p JIC 
used in the study were the chi-square distributions with 10 and 4 
degrees of freedom; the F-distributions with (60, 100) and (10, 5) degrees 
of freedom; the beta distributions with (20, 60) and (2, 10) degrees of 
freedom. In each table the values of p, k and n are given along with 
the replication (rep) number. The test statistics T^ and T^ are 
given next. Following each test statistic is the letter "a" or the 
letter "r" enclosed in parentheses. The "a" means to accept and 
the "r" means to reject the null hypothesis of normality at the .05 
level. The critical values for T^ and T^ were, respectively, .0886 
and .9765. Finally, the quantities M M , M and M are given. 
» U3 • .LU # 7U * y2) 
Table 2.8. Goodness-•of-fit study for the normality of M .(n) when the distribution sampled 
is a chi-square with 10 degrees of freedom (100 samples) 
P k n Rep Tl ^2 ".05 ^.10. ".90 ^.95 
5 6 20 1 
2 
3 
.0579(a) 
.0732(a) 
.0511(a) 
.9759(r) 
.9761(r) 
.9914(a) -1.649 -1.289 1.420 1.745 
40 1 
2 
3 
.0695(a) 
.0805(a) 
.1074(r) 
.9677(r) 
.9872(a) 
.9183(r) -1.522 -1.185 1.188 1.622 
60 1 
2 
3 
.0706(a) 
.0578(a) 
.0459(a) 
.9903(a) 
.9905(a) 
.9871(a) -1.601 -1.239 1.306 1.757 
80 1 
2 
3 
.0446(a) 
.0800(a) 
.0716(a) 
.9894(a) 
.9525(r) 
.9887(a) -1.581 -1.304 1.227 1.496 
5 11 20 1 
2 
3 
.0579(a) 
.0732(a) 
.0511(a) 
.9759(r) 
.9761(r) 
.9914(a) -1.649 -1.289 1.420 1.745 
40 1 
2 
3 
.0695(a) 
.0805(a) 
.1074(r) 
.9677(r) 
.9872(a) 
.9183(r) -1.543 -1.199 1.349 1.794 
60 1 
2 
3 
.0476(a) 
.0611(a) 
.0459(a) 
,9847(a) 
.9815(a) 
.9948(a) -1.637 -1.223 1.244 1.515 
Table 2.8. (continued) 
n Rep Tl T 2 
80 1 .0569(a) .9878(a 
2 .0934(r) .9426(r 
3 .0716(a) .9684(r 
20 1 .0541(a) .9864(a 
2 .0494(a) .9862(a 
3 .0801(a) .9889(a 
40 1 .1036(r) .9662(r 
2 .0911(r) .9843(a 
3 .0704(a) .9645(r 
60 1 .0574(a) .9916(a 
2 .0514(a) .9870(a 
3 .0671(a) .9844(a 
80 1 .0544(a) .9912(a 
2 .0748(a) .9546(r 
3 .0713(a) .9690(r 
20 1 .1012(r) .9619(r 
2 .0568(a) .9778(a 
3 .0721(a) .9862(a 
40 1 .0603(a) .9744(r 
2 .0814(a) .9785(a 
3 .0881(a) .9650(r 
^.05 ^.10 ^.90 ^.95 
1.634 -1.206 1.366 1.587 
•1.645 -1.324 1.182 1.827 
•1.517 -1.140 1.283 1.751 
•1.519 -1.272 1.310 1.730 
•1.669 -1.254 1.214 1.598 
•1.435 -1.201 1.352 1.786 
•1.455 -1.181 1.333 1.876 
Table 2.8. (continued) 
M 
.05 M .10 M .90 M .95 n Rep 
60 1 .0604(a) .9779(a) 
2 .0842(a) .9799(a) 
3 .0655(a) .9902(a) -1.584 -1.241 1.240 1.608 
80 1 .0966(r) .9799(a) 
2 .0783(a) .9636(r) 
3 .1029(r) .9575(r) -1.629 -1.341 1.333 1.629 
Table 2.9. Goodness-of-fit study for the normality of M , (n) when the distribution sampled 
p } K 
is a chi-square with 4 degrees of freedom (100 samples) 
n Rep Tl ^2 ^.05 «.10 *.90 *.95 
20 1 .0763(a) .9815(a) 
2 .0923(r) .9475(r) -1.513 -1.292 1.394 1.881 
60 1 .0649(a) .9765(a) 
2 .0693(a) .9804(a) -1.541 -1.242 1.333 1.817 
100 1 .0865(a) .9733(r) 
2 .0665(a) .9914(a) -1.453 -1.201 1.304 1.749 
140 1 .0661(a) .9886(a) 
2 .1185(r) .9717(r) -1.611 -1.239 1.275 1.673 
180 1 .0524(a) .9778(a) 
2 .0733(a) .9787(a) -1.550 -1.223 1.241 1.477 
200 1 .0672(a) .9887(a) 
2 .0884(a) .9797(a) -1.557 -1.309 1.361 1.751 
20 1 .0645(a) .9849(a) 
2 .0700(a) .9835(a) -1.548 -1.291 1.363 1.772 
60 1 .0769(a) .9721(r) 
2 .0862(a) .9786(a) -1.459 -1.186 1.231 1.876 
100 1 .0682(a) .9887(a) 
2 .0702(a) .9876(a) -1.565 -1.292 1.254 1.580 
Table 2.9. (continued) 
P k n Rep T^ T^ 
140 1 .0575(a) .9905(a 
2 .0831(a) .9826(a 
180 1 .0546(a) .9811(a 
2 .0525(a) .9856(a 
200 1 .0552(a) .9917(a 
2 .0800(a) .9828(a 
20 1 .0824(a) .9766(a 
2 .0945(r) .9331(r 
60 1 .0523(a) .9794 (a 
2 .1107(r) .9607(r 
100 1 .0558(a) .9874(a 
2 .0847(a) .9738(r 
140 1 .0490(a) .9882(a 
2 .0491(a) .9868(a 
180 1 .0929(r) .9704(r 
2 .0612(a) .9847(a 
200 1 .0580(a) .9895(a 
2 .1158(r) .9675(r 
20 1 .0740(a) .9808(a 
2 .0929(r) .9376(r 
05 ^.10 ^.90 ^.95 
1.495 -1.239 1.322 1.582 
1.672 -1.283 1.154 1.596 
1.737 -1.406 1.379 1.740 
•1.422 -1.177 1.286 1.952 
1.448 -1.271 1.276 1.649 
•1.421 -1.174 1.344 1.701 
1.581 -1.279 1.265 1.775 
•1.472 -1.310 1.339 1.569 
•1.549 -1.289 1.346 1.653 
•1.486 -1.218 1.141 1.506 
Table 2.9. (continued) 
n Rep Tl ^2 M.OS ^.10 «.90 «.95 
60 1 .0829(a) .9658(r) 
2 .0876(a) .9735(r) -1.444 -1.175 1.339 1.910 
100 1 .0444(a) .9912(a) 
2 .0531(a) .9822(a) -1.507 -1.256 1.143 1.704 
140 1 .0594(a) .9881(a) 
2 .0794(a) .9870(a) -1.575 -1.324 1.339 1.632 
180 1 .0666(a) .9454(r) 
2 .0702(a) .9641(r) -1.493 -1.192 1.276 1.555 
200 1 ,0686(a) .9802(a) 
2 .0897(r) .9714(r) -1.648 -1.440 1.343 1.638 
Table 2.10. Goodness-of-£it study for the normality of M . (n) when the distribution sampled 
p , K 
is an F-distribution with (60, 100) degrees of freedom (100 samples) 
p k n Rep Tl T2 M.05 «.10 ".90 «.95 
5 6 20 1 
2 
3 
.0819(a) 
.0557(a) 
.0652(a) 
.9613(r) 
.9763(r) 
.9884(a) -1.678 -1.202 1.141 1.505 
40 1 
2 
3 
.0400(a) 
.0508(a) 
.1003(r) 
.9949(a) 
.9936(a) 
.9666(r) -1.758 -1.241 1.272 1.701 
60 1 
2 
3 
.0437(a) 
.0407(a) 
.0407(a) 
.9856(a) 
.9896(a) 
.9938(a) -1.643 -1.369 1.211 1.640 
80 1 
2 
3 
.0659(a) 
.0418(a) 
.0390(a) 
.9788(a) 
.9956(a) 
.9945(a) -1.652 -1.275 1.212 1.666 
5 11 20 1 
2 
3 
.0975(r) 
.0525(a) 
.0789(a) 
.9764(r) 
.9874(a) 
.9837(a) -1.768 -1.233 1.208 1.596 
40 1 
2 
3 
.0625(a) 
.0642(a) 
.1049(r) 
.9914(a) 
.9927(a) 
.9636(r) -1.660 -1.231 1.153 1.669 
Table 2.10. (continued) 
n Rep Tl 
60 1 .0564(a 
2 .0767(a 
3 .0496(a 
80 1 .0455(a 
2 .0652(a 
3 .0604(a 
20 1 .0575(a 
2 .0471(a 
3 .0767(a 
40 1 .0730(a 
2 .0537(a 
3 .0720(a 
60 1 .0816(a 
2 .0535(a 
3 .0538(a 
80 1 .0614(a 
2 .0724(a 
3 .0604(a 
20 1 .0631(a 
2 .0545(a 
3 .0563(a 
^.05 ^.10 ^.90 ^.95 
-1.682 -1.327 1.194 1.658 
-1.544 -1.204 1.239 1.753 
-1.628 -1.311 1.267 1.751 
-1.664 -1.335 1.221 1.601 
-1.576 -1.349 1.260 1.719 
-1.544 -1.204 1.239 1.753 
-1.772 -1.452 1.202 1.687 
Table 2,10, (continued) 
p k n Rep 
40 1 .0522(a) .9920(a) 
2 .0617(a) .9904(a) 
3 .0863(a) .9540(r) -1.703 -1.259 1.196 1.559 
60 1 .0598(a) .9870(a) 
2 .0468(a) .9939(a) 
3 .0566(a) .9917(a) -1.604 -1.378 1.261 1.596 
80 1 .0622(a) .9860(a) 
2 .0678(a) .9893(a) 
3 .0620(a) .9808(a) -1.785 -1.299 1.292 1.613 
Table 2.11. Goodness-of—fit study for the normality of M , (n) when the distribution sampled 
p J K 
is an F-distribution with (10, 5) degrees of freedom (100 samples) 
p k n Rep Tl ^2 M.05 M.10 ".90 M.95 
5 6 20 1 
2 
.0932(r) 
.1124(r) 
.9444(r) 
.9626(r) -1.442 -1.173 1.322 1.909 
60 1 
2 
.1092(r) 
.1127(r) 
.9289(r) 
.9413(r) -1.322 -1.047 1.259 1.905 
100 1 
2 
.0851(a) 
.0509(a) 
.9661(r) 
.9879(a) -1.499 -1.243 1.184 1.672 
140 1 
2 
.0965(r) 
.0417(a) 
.9762(r) 
.9825(a) -1.526 -1.221 1.391 1.659 
180 1 
2 
.0826(a) 
.0998:(r) 
.9774(a) 
.9290(r) -1.479 -1.228 1.262 1.583 
220 1 
2 
.0495(a) 
.0692(a) 
.9909(a) 
.9870(a) -1.614 -1.239 1.233 1.637 
5 11 20 1 
2 
.0819(a) 
.0581(a) 
.9793(a) 
.9917(a) -1.481 -1.324 1.314 1.541 
60 1 
2 
.0890(r) 
.0996(r) 
.9382(r) 
.9607(r) -1.275 -1.168 1.292 1.900 
100 1 
2 
.0689(a) 
.0761(a) 
.9674(r) 
.9865(a) -1.523 -1.294 1.289 1.552 
Table 2.11. (continued) 
n Rep Tl ^2 
140 1 .0641(a) .9930(a 
2 .0961(r) .9875(a 
180 1 .0509(a) .9895(a 
2 .0561(a) .9923(a 
220 1 .0775(a) .9867(a 
2 .0825(a) .9802(a 
20 1 .0858(a) .9438(r 
2 .0504(a) .9883(a 
60 1 .0962(r) .9343(r 
2 .0808(a) .9549(r 
100 1 .0679(a) .9626(r 
2 .0910(r) .9854(a 
140 1 .0768(a) .9905(a 
2 .0962(r) .9752(r 
180 1 .0761(a) .9861(a 
2 .0799(a) .9842(a 
220 1 .0465(a) .9871(a 
2 .0802(a) .9773(a 
20 1 .1396(r) .9321(r 
2 .1176(r) .9692(r 
05 ^.10 ^.90 ^.95 
1.668 
1.744 
1.766 
1.482 
1.288 
1.399 
1.491 
li.611 
1.582 
1.411 
-1.300 
-1.185 
-1.215 
-1.236 
-1.095 
-1.217 
-1.173 
-1.338 
-1.287 
-1.154 
1.277 
1.285 
1.336 
1.153 
1.292 
1.275 
1.287 
1.296 
1.201 
1.264 
1.581 
1.631 
1.535 
1.603 
1.754 
1.865 
1.691 
1.749 
1.522 
1.953 
Table 2.11. (continued) 
n Rep Tl ^2 ^.05 ".10 M.90 M.95 
60 1 .1121(r) .8986(r) 
2 .1067(r) .9610(r) -1.357 -1.054 1.320 1.888 
100 1 .0991(r) .9616(r) 
2 .0710(a) .9766(a) -1.418 -1.228 1.269 1.775 
140 1 .0645(a) .9839(a) 
2 .0831(a) .9859(a) -1.539 -1.287 1.401 1.536 
180 1 .0787(a) .9857(a) 
2 .0561(a) .9949(a) —1.648 -1.243 1.327 1.677 
220 1 .0576(a) .9834(a) 
2 .0679(a) .9739(r) -1.558 -1.283 1.304 1.635 
Table 2.12. Goodness-•of-fit study for the normality of when the distribution sampled 
is a Beta with (20, 60) degrees of freedom (100 samples) 
P k n Rep Tl ^2 *.05 ".10 M.90 ".95 
5 6 20 1 
2 
.0503(a) 
.0604(a) 
.9952(a) 
.9747(r) 
-1.559 -1.140 1.222 1.609 
60 1 
2 
.0495(a) 
.0394(a) 
.9927(a) 
.9952(a) -1.577 -1.323 1.236 1.647 
100 1 
2 
.0871(a) 
.0557(a) 
.9678(r) 
.9922(a) -1.639 -1.167 1.224 1.680 
140 1 
2 
.0680(a) 
.0545(a) 
.9851(a) 
.9928(a) -1.561 -1.217 1.272 1.564 
180 1 
2 
.0971(r) 
.0725(a) 
.9421(r) 
.9826(a) -1.695 -1.340 1.016 1.556 
200 1 
2 
.0455(a) 
- .0631(a) 
.9948(a) 
.9892(a) -1.878 -1.362 1.255 1.725 
5 11 20 1 
2 
.0729(a) 
.0666(a) 
.9769(a) 
.9897(a) -1.404 -1.219 1.281 1.758 
60 1 
2 
.0859(a) 
.0578(a) 
.9829(a) 
.9867(a) -1.615 -1.286 1.353 1.663 
100 1 
2 
.0943(r) 
.0626(a) 
.9706(r) 
.9724(r) -1.519 -1.264 1.226 1.721 
Table 2.12. (continued) 
p k n Rep 
140 1 .0772(a) .9740(r 
2 .0612(a) .9807(a 
180 1 .0775(a) .9479(r 
2 .0784(a) .9775(a 
200 1 .0407(a) .9972(a 
2 .0396(a) .9948(a 
20 1 .0764(a) .9915(a 
2 .0509(a) .9872(a 
60 1 .0722(a) .9854(a 
2 .0639(a) .9868(a 
100 1 .1071(r) .9613(r 
2 .0697(a) .9789(a 
140 1 .0598(a) .9910(a 
2 .0728(a) .9840(a 
180 1 .0639(a) .9736(r 
2 .0689(a) .9826(a 
200 1 .0608(a) .9928(a 
2 .0548(a) .9921(a 
20 1 .0405(a) .9951(a 
2 .0556(a) .9921(a 
M 
.05 M .10 M .90 M .95 
-1.464 
-1.685 
-1.677 
•1.489 
-1.561 
-1.563 
-1.589 
-1.853 
-1.721 
-1.670 
-1.221 1.256 1.544 
-1.424 1.199 
-1.279 
-1.286 
1.390 
1.275 1.605 
-1.204 1.343 1.647 
1.264 1.612 
-1.327 1.332 1.787 
-1.174 1.318 1.647 
-1.368 1.134 1.304 
-1.365 1.260 1.581 
-1.324 1.274 1.654 
Table 2.12. (continued) 
n Rep Tl ^2 M.05 ".10 ".90 M.95 
60 1 .0974(r) .9825(a) 
2 .0575(a) .9876(a) -1.583 -1.305 1.333 1.623 
100 1 .0711(a) .9863(a) 
2 .0695(a) .9752(r) -1.739 -1.383 1.144 1.628 
140 1 .0512(a) .9846(a) 
2 .0569(a) .9787(a) -1.514 -1.201 1.267 1.584 
180 1 .0636(a) .9403(r) 
2 .0565(a) .9901(a) -1.770 -1.303 1.191 1.544 
200 1 .0595(a) .9917(a) 
2 .0534(a) .9907(a) -1.799 -1.259 1.194 1.656 
Table 2.13. Goodness'-of-fit study for the normality of M , (n) when the distribution sampled 
p J K 
is a Beta with (2, 10) degrees of freedom (100 samples) 
p k n Rep ?! 
^2 \05 ^.10 ".90 ".95 
5 6 20 1 
2 
.1183(r) 
.0641(a) 
.9084(r) 
.9447(r) -1.309 -1.075 1.164 1.779 
60 1 
2 
.1184(r) 
.1422(r) 
.9276(r) 
.9113(r) -1.257 -1.106 1.335 1.884 
100 1 
2 
.0874(a) 
.1018(r) 
.9542(r) 
.9616(r) -1,352 -1.218 1.437 1.887 
140 1 
2 
.0862(a) 
.0772(a) 
.9229(r) 
.9619(r) -1.358 -1.065 1.271 1.829 
180 1 
2 
.0698(a) 
.0690(a) 
.9275(r) 
.9599(r) -1.384 -1.115 1.144 1.651 
220 1 
2 
.1196(r) 
.1093(r) 
.9304(r) 
.9715(r) -1.410 -1.130 1.513 1.873 
5 11 20 1 
2 
.0720(a) 
.0716(a) 
.9565(r) 
.9716(r) -1.438 -1.196 1.141 1.484 
60 1 
2 
.0731(a) 
.1105(r) 
.9772(r) 
.9420(r) -1.422 -1.144 1.419 1.779 
100 1 
2 
.0889(r) 
.0950(r) 
.9578(r) 
.9703(r) -1.385 -1.232 1.397 1.895 
Table 2.13. (continued) 
p k n Rep 
140 1 .0746(a) .9780(a 
2 .1213(r) .9240(r 
180 1 .1027(r) .9136(r 
2 .1086(r) .9396(r 
220 1 .0577(a) .9637(r 
2 .0585(a) .9866(r 
20 1 .1286(r) .8912(r 
2 .0920(r) .9324(r 
60 1 .0821(a) .9393(r 
2 .1247(r) .9013(r 
100 1 .1044(r) .9263(r 
2 .1147(r) .9346(r 
140 1 .1177(r) .8971(r 
2 .0997(r) .9010(r 
180 1 .1006(r) .8722(r 
2 .1088(r) .8672(r 
220 1 .1129(r) .9070(r 
2 .0914(r) .9710(r 
20 1 .0732(a) .9719(r 
2 .0715(a) .9788(a 
05 ^.10 ^.90 ^.95 
1.331 -1.167 1.239 1.765 
1.399 -1.156 1.112 1.729 
1.751 -1.164 1.305 1.792 
1.216 -1.079 1.259 1.660 
1.235 -1.114 1.373 1.823 
1.236 -1.112 1.258 1.736 
1.183 -1.036 1.169 1.786 
1.244 -1.077 1.091 1.417 
•1.405 -1.131 1.324 1.870 
1.585 -1.158 1.263 1.643 
Table 2.13. (continued) 
. n . Rep Ti ?2 ^.05 M.IO ".90 ^.95 
60 1 .0758(a) .9638(r) 
2 .1498(r) .9403(r) -1. 324 -1.150 1.492 1.882 
100 1 .1129(r) .9379(r) 
2 .1461(r) .9334(r) -1.324 -1.161 1.447 1.989 
140 1 .0923(r) .9679(r) 
2 .1185(r) .9013(r) -1.289 -1.164 1.202 1.866 
180 1 ;1337(r) .8676(r) 
2 .0895(r) .9209(r) -1.216 -1.054 1.244 1.746 
220 1 .0999(r) .9589(r) 
2 .0629(a) .9836(a) -1.612 -1.288 1.312 1.909 
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These are unbiased estimates (averaged over replications) for the unknown 
5, 10, 90 and 95 percentage points of the standardized distribution of 
M , (n) (by standardized we mean that the original sample x., ...» x 
p,K i m 
has been replaced by y^, y^ where y^ = (x^ - x)/s; 
m 
X = ( Z x.)/m and s equals the positive square root of 
i=l ^ 
m _ 2 
( Z (x. - x) )/(m - 1)). These estimates were recorded so that they 
i=l ^ 
could be compared with the corresponding population percentage points of 
the standard normal distribution. The 5, 10, 90 and 95 percentage points 
of the standard normal are, respectively, -1.645, -1.282, 1.282 and 
1.645. 
The Monte Carlo sample size was 100 and the variates were generated 
using the IMSL subroutines (IMSL, 1974). For each table and fixed values 
of p and k, independent samples were used for each value of n. 
Within a table and for fixed values of n, the same samples were used 
for various values of p and k. The values of p and k used were 
5 and 6, 5 and 11, 8 and 9 and 8 and 17. 
As mentioned before, the goodness-of-fit study will not prove or 
disprove Grenander's conjecture of asymptotic normality. However, the 
study does give an indication of whether and how fast normality is 
achieved for various values of p and k and different sampling 
dis tributions. 
The first thing to notice from the tables is that the presence or 
absence of normality does not seem to depend on the relationship between 
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p and k. Of course, this does not disprove Grenander's conjecture that 
k > 2p. The second thing to notice from the tables is that for the chi-
square distribution with 10 degrees of freedom, the F-distribution with 
(60, 100) degrees of freedom and the beta distribution with (20, 60) 
degrees of freedom the normal distribution seems to be a good approxima­
tion to the unknown distribution of M , (n) for values of n as low 
p,k 
as 20 and 40. The test statistics T^ and T^ and the estimated 
percentage points all suggest this. Hence, if the conjecture of 
asymptotic normality is true, it would appear that the convergence is 
quite rapid for some distributions that are moderately skewed. On the 
other hand, we see that for the beta distribution with (2, 10) degrees 
of freedom the normal distribution is not a good approximation to the 
distribution of M ,(n) for values of n as large as 220. For the 
p,K 
chi-square distribution with 4 degrees of freedom it appears that the 
noinnal approximation is quite good when n is at least 100 while the 
F-distribution with (10, 5) degrees of freedom seems to require values 
of n in the neighborhood of 140. 
In summary, there is empirical evidence to suggest that the normal 
distribution is a good approximation to the distribution of M ,(n) 
p,K 
from samples of moderate size from various distributions. The value 
of n at which the approximation becomes adequate depends on the distri­
bution and can be quite large (or small) for many distributions. 
Finally, there is no evidence in the present study to suggest that the 
accuracy of the normal approximation depends on relationships between 
p and k. 
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III. ALTERNATIVE MODE ESTIMATORS 
A. Estimators Based on Intervals of Minimum Length 
The modified estimator M . (n) of Chapter II is a (weakly) consis-
P»K»a 
tent estimator of the quantity where 
Mp_j_^ = / xf^^(x)dx// f^^(x)dx. 
There are other t37pes of convergence criteria that are weaker or stronger 
than convergence in probability (weak convergence). A sequence of estima­
tors, <T^>, is said to be strongly consistent for T if T^+T almost every­
where (a.e.); that is, T^-XT with probability one (wp 1). The direct 
estimators of Venter (1967) and Sager (1975) are strongly consistent for 
the mode. Venter has considered direct estimation of the mode for 
densities, f(x), that generally satisfy the following conditions: 
(a) f (x) is positive on some interval (a,b) and is continuous 
over (a,b). (3.1) 
(b) f(x) has a unique maximum, the mode M, with a < M < b. 
Notice that (3.1(a)) is weaker than (2.1(a)) while (3.1(b)) is identical 
to (2.1(b)). Venter has replaced (c) and (d) of (2.1) with conditions to 
be specified further below. 
Venter's estimation technique, as well as Sager's is based on the 
intuitive idea that the mode can be estimated by the point around which 
the greatest "clusteri^" of observations occurs. Depending on how this 
point is determined, various estimators of the mode can be constructed. 
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Let x^, x^, x^ be an independent ordered sample from the density f 
while <r > denotes a sequence of positive integers satisfying conditions 
n 
described below. Write 
"i ' ''j+r, - j 
and define by 
= min {v.: r +1 < j < n-r } 
K J n — — n 
Venter has considered the following two estimators: 
"l.r = 2 +r + -r » 
n n n n n 
and 
(n) = x^ . 
Let 5 > 0 and write 
w^(ô) = min {f(x): M-6 ^  x ^  M+6}, 
w^ (Ô) = max {f (x) : a < X ^  M-2Ô, ^ 26 ^  x < b}, 
and 
w(6) = w^(ô)/wg(ô). (3.3) 
The consistency of (3.2) is considered in the following theorem 
proved by Venter. 
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Theorem 3.1; 
Suppose the following conditionsxhold: 
(a) f(x) satisfies (3.1), (3.4) 
(b) for all 6 small enough w(ô) > 1, (3.5) 
(c) n ^ r ^ 0 as n ^  (3.6) 
^ r 
(d) for 0 < X < 1, ZnA * < ». (3.7) 
Then, ^ and ^ M a.e. 
n n n n n 
Define the estimator M, (n) by 
a,rn,a 
"l.r "=:K+r + -r 
n n n n n 
where K and <r > are as above and 0 < a < 1. An immediate consequence of 
n n 
Theorem 3.1 is the following. 
Corollary 3.1; 
If (3.4) through (3.7) hold, then M. (n) ->• M wp 1. i,r^,a 
Sager (1975) extended the work of Venter by relaxing (3.4) and (3.5). 
Sager commented that Venter's condition (3.5), which is the condition 
that replaces Grenander's conditions (2.1(c)) and (2.1(d)), "rules out of 
consideration many highly asymmetric densities." Before discussing Sager's 
alternative to (3.4) and (3.5), we consider the following definitions 
given by Sager. 
Definition 3.1; 
Let F(x) be an absolutely continuous distribution function on the 
real line. . Define the density, f(x), to be f(x) = max{ (DF)^(x), (DP) (x)}. 
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f(_oo) = f(-H») = 0, where 
(a) (DF)'^(x) = liM - F(x) 
h -> 0 
(b) (DF)^(x) = - F(%) 
(c) (DF)-(x) = IM 
h ->• 0 
(d) (DF) (x) = lim F(x) - F(x-h) 
h -V 0 
Definition 3.2: 
The subset M of [c,d] is called the modal set of F on [c,d] if 
(a) f(x) is constant on M, and 
(b) fCXg) > f(x) for each x e [c,d] - M, and Xq e îï, and 
(c) for each open set U containing M, there exists e = s(U) > 0 
such that f(x) + e £ f(x^) for every x e [c,d] - U and x^ s M. 
The condition given by Sager to replace (3.4) and (3.5) is given 
below. 
Condition 3.1; 
Let F(x) be an absolutely continuous distribution function such that 
for some [c,d] c [-»,»] with F(d) - F(c) > 0 there exists a nonnegative 
modal set M in [c,d] such that for some M e M, either 
f(M) = (DF)'^(M) = (DF)^(M), M < d 
or (3.9) 
f(M) = (DF)"(M) = (DF) (M), M > c. 
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The of Sager's estimation technique is defined differently from 
that of Venter's. To be specific, let be a discrete random variable 
defined by the following, where <r^> is again a sequence of positive 
integers. If there are at least r^ + 1 observations in [c,d], let 
^ - =j: j = ^'2 ""V 
n n 
cjiay < 1 d}. (3.10) 
If [c,d] contains fewer than r^ +1 observations, let = 1. 
Sager noted that if F(d) - F(c) > 0 and <r^> satisfies (3.6), then 
[c,d] will eventually contain r^ + 1 sample points wp 1. The reason for 
this is that the empirical distribution function, F^(x), converges almost 
surely to F(x) by the strong law of large numbers (SLLN). 
Sager has shown that if the mode is unique, i.e., M'= M , and certain 
conditions hold, then any estimator (n) such that ^ (n) _< 
"^'^n n "^'^n 
will converge to M wp 1. The formal statement of the above is given 
n n 
by the following theorem. 
Theorem 3.2: 
Define ^ (n) such that ^ (n) £ . If (3.6), (3.7) 
* n n ' n n n 
and (3.9) hold, then M. (n) + M wp 1. 
It is worthwhile to note the types of distributions included in 
Theorem 3.2, but excluded from Theorem 3.1. As noted by Sager, distribu­
tions that are nondifferentiable on a set of Lebesgue measure zero, have 
discontinuous densities and have their modes on the boundary of their 
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support are included in Theorem 3.2, but excluded from Theorem 3.1. Sager 
did not mention the importance of the closed interval [c,d]. If a density, 
f(x), is positive on some closed Interval [a,b] and one knows a priori that 
M e [c,d] c [a,b], then Theorem 3.2 implies that only those observations 
that lie in [c,d] need to be considered in the estimation of the mode. It 
is reasonable to expect that knowledge of a [c,d] such that Me [c,d] c 
[a,b] would be extremely useful in estimating the mode for highly asymmet­
ric distributions. The above considerations suggest the possibility of a 
two-stage estimator where one first estimates c and d and then proceeds to 
estimate the mode from the appropriate observations, and possibly addi­
tional ones, that lie in [c,d]. 
To make Sager's estimator, (n), more practical the following 
modification is proposed. 
"s.r =="'K+r + (3.11) 
n n n n 
where K and <r > are as above and 0 < a < 1. It is clear from Theorem 
n n — — 
3.2 that M_ (n) -)• M wp 1 if (3.6), (3.7) and (3.9) hold. j,r^,a 
Given a sequence <r^> of positive integers such that (3.6) and (3.7) 
hold, the estimators (n) and M_ (n) are clearly different for 
n'** '^ n'^  
fixed a. The difference stems from the fact that the random variable K 
n 
is defined differently in the two estimators and also only those observa­
tions that lie in [c,d] are used in M- (n). If [c,d] were replaced by 
[a,b], where [a,b] is the closure of the support of f(x), then it would be 
interesting to see if there is a sequence of positive integers <r^> such 
that (3.6) and (3.7) hold, and there is another sequence <r^> such 
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that (3.6) and (3.7) hold, and M, (n) = - (n) for all n. If such 
l,r^,a 
sequences of integers exist then Venter's estimation technique would in­
clude a broader class of distributions than those specified by (3.4) and 
(3.5). Given a sequence <r^>, it is necessary that the sequence <r^> 
satisfy 
min {X - yi , r^+1 < j < n-xj 
^ ^ (3.12) 
= min {x.^ - X.} for all n. 
^ n 3 
Since the set {x. , x. .,, ...» x.. } contains 2r + 1 elements 
and the set {x^, x^^^, ..., x^^ } contains r^ + 1 elements, it is 
necessary that r^ = 2r^ for all n. Finally, since <r^> = <2r^> obviously 
satisfies (3.6) and (3.7) we have the following theorem. 
Theorem 3.3; 
If (3.6), (3.7) and (3.9) hold, then H, (n) -J-M a.e. 
The similarity of the estimators M. (n) and M_ (n) and 
±,r^,a 
Theorem 3.3 would lead one to suspect that the consistency proof of Sager 
could be substituted for the consistency proof of Venter. This is not 
possible, however, since Venter defines V. by 
3 
^ 
whereas Sager defines V^ by 
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While Venter's proof is quite complicated and requires the density to 
satisfy (3.1), (3.5) can be relaxed to include a broader class of skewed 
distributions. Recall that in (3.3) w(5) was defined to be w^(ô)/w2(ô), 
for 6 > 0. 
Let 6 > 0 and write 
w^(ô) = min {f (x) : M-S^xj<M+S} 
(as before), and 
w^(6) = max {f (x) : a < x _< M - B_5, 
^ ^ (3.13) 
M + R^ô < X < b; R^^Rg > 1}. 
If we define w(S) by w(ô) = w^(6)/w2(ô) then we have the following 
corollary to Theorem 3.1. 
Corollary 3.2; 
Let (3.4), (3.6) and (3.7) hold. If there exists R^xR^ > 1 such that 
for all 6(5 > 0) small enough w(6) > 1, then H, (n) ->• M wp 1. 
l.rfO 
Proof; 
Let + ... + Zj^ where Z^, Z^, .. , Z^ are independent 
random variables each with density exp(-z) for z ^  0 and 0 for z < 0. If 
we define G(x) = F ^ (x), then it is well-known that 
X = G(X./S -), i = 1, 2, n. 
X X n+x 
Now, let [z] be the greatest integer not larger than z and choose 
—1 -1 
p(0 < p < 1) such that n (r +1) ^  p ^  1 - n r . 
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From the Mean Value Theorem we have 
'[-P] ' - =[npl-r > Cl 
U XL 
where 
^[np]-r^ ^n+1 - *n(P) - ®[np]+r^ ®n+l 
and 
'j = 'j+r, - • 
Venter (1967) has shown that <i>j^(p) ^ P uniformly in p wp 1. 
Now, let q = F(M) and choose p such that n ^(r^+1) p F(M-(R^+1)6) 
or F(Mf(E.2+l)ô) ^  p ^ 1 - n ^ r^. From the above development we have 
^[np] ^ [nq] ~ ^^[np]4T ^[np]-r^^^[nq]+r " ^[nq]-r^ * G ('{'^(p)) ^ 
^ ^ ^ G'(*^(q)) 
Furthermore, since ^ ^^p) p uniformly in p wp 1 there exists n^ not 
depending on p such that wp 1 for all n > n^, O^^p) Ji F(M-R^6) or 
$g^p) 2 ^(lO-Rgô) and F(M-6) _< ^^^q) ^  F(lH-6). Also, for n > n^, we have 
GX$ (p)) f(G(4 (q))) 
n n 
G'(*a(q)) f(G(«j>^(p))) 
since G'(z) = l/f(x) where x = G(z). Furthermore, since G(x) = F ^(x) 
we have wp 1 that M - ô ^  G((|)^(q)) ^  M + 6 and G(4>^(p)) _< M - R^6 or 
G(<j»jj(p)) ^  M + Rgô. Hence, by the definition of w^CS) we have wp 1 for 
all n > ng that 
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f(G(<|.^(q))) _ 
f(G(*^ (p))) 
Under these conditions. Venter (1967) shows that wp 1 there exist n^ 
such that for n > n^ 
1 
V p I ^  
By the definition of we have wp 1 that for n > n^ 
[nF(M-(R^+l)6)] < < [nFOH-CR^+DS) ]. 
Since 6 can be made arbitrary small, it follows wp 1 that n ^ F(M)= q. 
Under these conditions. Venter (1967) shows that x^ and x^ ^  
n n n n 
M a.e. The proof of Corollary 3.2 is now complete. 
Corollary 3.2 extends the results of Venter to other densities, 
including many asyimaetric ones, as noted before. 
Recall from (3.3) the definition of w(S). The following theorem, due 
to Venter, gives convergence rates for the estimator ML, (n). 
l,rn,a 
Theorem 3.4; 
Suppose the following conditions hold. 
(a) f(x) satisfies (3.1), 
(b) for all Ô(Ô>0) small enough w(6) ^ 1 + p6^ (3.14) 
where p and k are positive constants, 
(c) r^ = ^2k/(l+2k)^ if k > |, 
= An^, if k < Y where A is a positive constant. (3.15) 
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Then, wp 1, as n 
where 
^l,r = M + o(g^) 
n 
= j^-l/(l+2k) (log n)^ , if k ^  Y , 
_1 1  
= n ^ (log n)k, if k < ^  (3.16) 
and o(*) is as defined in Definition 2.1. 
Sager also has determined a convergence rate for ^ ^Cn). Let 
6 > P and write 
w^(5) = inin{f (x): M - ô _< x _< M + 6}, 
w^Cô) = max{f (x): c < x ^  M - R^6, M + ^ x < d; > 1), 
w(6) = w ^(6)/w 2(ô). (3.17) 
The following theorem is due to Sager. 
Theorem 3.5: 
Let f(x) satisfy (3.9). Let <r^> be of the form (l+2k) gome 
A > 0 and let g^ = n (l+2k) if there are positive constants 
R^ > 1, Rg > 1, p and k such that w(ô) ^  1 + p6^ for all small 6(0>0), 
then M, (n) = M + o (g ). 
o 9 i 9 a u 
n 
As noted by Sager, Theorem 3.5 gives a faster rate of convergence for 
1 1 
M, (n) when k < -r than Theorem 3.4 gives for M- (n). When k _>-r j,r ,a / i,r ,a z 
n n 
the two convergence rates are the same. However, in view of Theorem 3.3 
and the comments that precede it we have the following theorem. 
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Theorem 3.6; 
M. (n) may be replaced by (n) in Theorem 3.5. 3,r ,a i,r ,a 
n n 
Finally, it should be mentioned that in the spirit of Corollary 3.2, 
Theorem 3.4 can be revamped to include a broader class of skewed distribu­
tions by replacing w(ô) by w(6) in the statement of the theorem. Also, 
Venter shows that the asymptotic distribution of M. (n) is related to 
-L,rn,a 
the distribution of y which minimizes {Y(y) + y^} where {Y(y)} is a two-
sided Wiener-Levy process with expectation zero and unit variance per unit 
y (by two-sided we mean Y(-y) = -Y(y)). 
B. Estimators Based on Nested Intervals 
of Minimum Length 
Robertson and Cryer (1974) propose a refinement of Venter's estimation 
technique. Basically, they define a function k(n) and choose the smallest 
interval containing k(n) observations. Let this interval be denoted by 
[L^(l), R^(l)]. Within this interval they choose the smallest subinterval, 
( 2 )  
[L (2), R (2)], that contains k[k(n)] = k (n) observations. This pro-
n n 
cedure is repeated with some stopping rule so that the final interval, 
[L (u), R (u)], contains k^^^ (n) observations (u = u(n) will usually depend 
n n 
on n). After the final interval has been obtained some appropriate 
"middle" value can be used as a point estimate of the mode M. The formal 
statement of the above is given in the following theorem due to Robertson 
and Cryer. 
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Theorem 3.7; 
Let f(x) be a continuous density function which is strictly increas­
ing to the left of its mode, M, and strictly decreasing to the right of M. 
Assume that k(n)*n ^ q where 0 < q < 1 and that u(n) If k(n) 
such that I.^(u) < (n) E^(u), then (n) ^  M wp 1. 
The various "middle" values can be denoted by 
(3-18) 
where R (u) and L (u) are as above and o, which may, or may not, depend on 
n n 
the data, is such that 0 < a < 1. It is clear from Theorem 3.7 that 
M, , , V (n) -»• M wp 1 if the conditions of the theorem are satisfied. 
4,k(n),a^ 
Robertson and Cryer conducted a Monte Carlo study of k(n)using 
various distributions. The "middle" values they used were the median, 
mean and midrange of the observations contained in [L^(u), R^(u)]. They 
only reported results on the median since the median and mean had very 
similar sampling properties and smaller mean square errors than the mid-
range. The results were compared against a Venter-type estimator. They 
concluded that the ^^^^(n)-type estimator had little advantage over the 
Venter-type estimator except in contaminated samples where it would be 
possible to choose k(n) such that k(n)/n is significantly larger than 1-X 
where X is the expected proportion of contaminated data. 
A weakness of the' Robertson and Cryer study is that it does not give 
insight as to what the best "middle" value is for minimizing the bias 
and/or mean square error given a particular distribution, k(n) and u(n). 
The best "middle" value will obviously vary from distribution to distribu­
tion and the median may not be the overall best choice. 
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It would be extremely useful to have a recipe for selecting an a 
based on the sample data to use with the estimators K, ^  „ (n) , ML (n) 
n XL 
and M. , , V (n). The aforementioned estimators all involve finding an 
4,k(n;,a 
interval [a ,b ] such that a ,b M a.e. Hence, all three estimators are 
n n n n 
of the form «b + (l-a)a = M (n), say. If we let X and Z represent the 
H Xk Of ' IX 33. 
mean and median, respectively, of the sample observations contained in 
Z — a 
Fa ,b ] then we have for a, = n n that 
^ ° ^ b - a 
n n 
Z —a b —Z 
_ n n N . n n 
J- n n n n 
= Z . 
n 
Since the mode < (>) median < (>) mean for many positive (negative) 
skewed distributions it would be desirable to determine an a* such that 
*,(n) < (>) (n). Since N^(n) is monotone in a this will, occur if 
a^* < (>) 
Suppose we define a^* in the following manner. 
Z - X _ 
a * = 0 if I— -| > ^ and Z < X 
1 X _ a ' 2 - - " 
n n 
1 z - X Z - X 
n n n n 
, Z - X Z - X , 
n n n n 
Z - X 
= 1 if \— -| > J and Z > X . (3.19) 
b - X n n 
n n 
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When Z < X it would seem reasonable to use * over a, if a.* < a,. 
n n J. X X X 
It turns out that a^* will be less than if 
Z - a X - Z , 
_B: n + _a S: > i 
\ X - a ~ ^ 
n n 
or 
X - Z Y - Z 
-5 S. > ^  3. (3.20) 
X - a - "n -
n n 
where Y = ^ (a +b ). 
n z n n 
From (3.20), a^* will in general be less than unless X^ and Z^ are 
extremely close together and significantly less than Y^, the midrange of 
[a ,b 1. Analogous comments hold for the case when Z > X . 
^ n n n n 
Another choice of a could be based on the relationship that for mod­
erate degrees of asymmetry the distance from the mode to the median is 
approximately 2/3 the distance from the mode to the mean (see Doodson 
(1917)). To be specific, define a^* to be 
Z -2(X -Z ) - a 
«2* ~ B>ax[0,min[l, (-^-rg—3-^ —)]] (3.21) 
where X and Z are as above. 
n n 
It is worthwhile to note that could also be useful in heavily 
skewed distributions since the skewness of the sample is somewhat reduced 
when attention is restricted to those observations that lie in [a^,b^]. 
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C. Estimators Based on Density Estimation (Kernel Estimators) 
Parzen (1962) considers the problem of estimating the probability 
density f(x). Parzen's estimators, f (x), are of the form 
n 
where x^, x^, x^ are independent samples from F(x), h(n) is a posi­
tive real number that depends on n and K(x) is a Borel function satisfying 
certain regularity conditions. The following theorem, due to Parzen, 
gives conditions under which the estimates defined by (3.22) are 
asymptotically unbiased and consistent. 
Theorem 3.8; 
Suppose K(x) is a Borel function satisfying the following conditions. 
(a) sup |K(x) I < «>, (3.23) 
—CO < X < » 
(b) / K(x)dx = 1, (3.24) 
(c) / |K(X) |dx < », (3.25) 
(d) lim |x K(x)I = 0. (3.26) 
X-X» 
If lim h(n) = 0 then E[f (x)] -»• f(x) and nh(n)Var[f (x)] f(x) / K^(y)dy 
n^ ° 
at all points x of continuity of f(x). In addition, if lim nh(n) = » then 
E |f^(x) - f(x) 1^ 0 and the sequence <f^(x)> is asymptotically normal, 
in the sense that, for any real number c, 
f (x) - E(f (x)) -4 -y 
• a(f (X)"— - dy-
n*^ n 
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In the following we shall say that an even function K(x) is a kernel 
function if it is a Borel function and satisfies (3.23) through (3.26). 
Examples of kernel functions are given in Table 3.1 (Table 3.1 is a repro­
duction of Table 1 of Parzen (1962)). 
Table 3.1. Examples of kernel functions. 
K(x) k(") = C e™ K(x)dx 
1/(2a), jxj £ a (sin(ua))/(ua) 
0 , |x| > a 
1 - |x|, |x| £ 1 
0 , |x| > 1 
rSin(u/2)-,2 
^ u/2 ^ 
(4/3) - 8x^ + Slxl^, jx| < 
(8/3) - (l-|x|)^ , (1/2) 
1/2 
1 |x| < 1 rSin(u/4) -,4 
^ u/4 ^ 
0 , |x| > 1 
g(-l/2)u2 
(I/TT) (l+x^)-! g-l^l 
(l/2ir) 1 - |u|, |u| <_ 
0, |u| > 
1 
1 
1 
2 ® (1+u^ )"^  
99 
If we define k(u) by 
k(u) = / e^"^ K(y)dy (3.27) 
and by 
- n iux, 
(j) (u) = /" dF (y) = n Z e (3.28) 
k=l 
it is easy to see, assuming K(x) is even, that (3.22) can be written as 
f (x) = (2t t ) ^ e k(h(n)u) ^  (u)du. (3.29) 
n ~®® n 
If we assume that k(u) is absolutely integrable then it is easy to 
see from (3.29) that f^^x) is continuous and tends to zero as x 
Hence, there is a random variable ^^n) such that 
f (KL (n)) = max f_(x). 
' —00 < X < " 
The following theorem, due to Parzen, gives conditions under which 
^^n) -»• M in probability where M is the mode of f (x). 
Theorem 3.9; 
Assume the following conditions hold. 
(a) lim nh^(n) = 
(b) h(n) -4- 0, 
(c) K(x) is a kernel function, 
(d) f(x) is uniformly continuous on (-<», «»), 
(e) k(u) is absolutely integrable, 
(f) the mode, M, is unique. 
100 
Then for every e > 0 the following holds. 
P[sup |f^(x) - f(x)l < e] -»• 1 
—» < X < <*>• 
and 
P[ j^(n) - m | < e] ->• 1 as n -t" 00. 
Suppose we know a priori that Me [c,d]. As a possible alternative 
" Vh.c.d^"' (C'dl 
If f (x) is continuous on (-», «>) we have the following corollary to 
Theorem 3.9. 
Corollary 3.3; 
Assume the following conditions hold. 
2 (a) lim nh (n) = », 
tc^ 
(b) h(n) ->•<», 
(c) K(x) is a kernel function, 
(d) f(x) is continuous on «>), 
(e) k(u) is absolutely integrable, 
(f) M, the mode, is unique and contained in [c,d]. 
Then for every e > 0, 
P[ h c < s] + 1 as n + «. 
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Proof : 
The first thing required to show is that sup |E[f (x)] - f (x) | ->• 0 
c<x<d ° 
as n -> =». From the proof of Theorem lA of Parzen (1962) we know that for 
6 > 0 
sup jE[f^(x)3 - f(x)l < sup /, • g|f(x-y) - ^ (x) |dy 
c<x<d c<x<d ' 
<L sup sup If(x-y) - f(x)1 + 2f(M) /| I |K(y)|dy 
h(lj-
where L = /^|K(x)|dx. 
Let e > 0 and g > 0 be given. Then there exists 6^ > 0 such 
^l'*2 ^ [c-g,dtg] and |x^-x^| < 5^ imply jf(x^) - fCXg)] < e/2. Let 
6^ = min(6^,g/2). Then, for |y| _< 6^, we have that 
sup sup If(x-y) - f(x)I < e/2. 
c<x<d |y|<6^ 
Also, 2f(M) /|y|>gy^^gj|K(y)|dy can be made less than e/2 by taking n 
large. Hence, sup |E[f (x)] - f(x)| -»• 0. 
c<x<d ° 
We next want to show that P{sup jf (x) - f(x) ( < e} ->• 1. 
c<x<d ^ 
1/2 
By the Tchebychev inequality, it suffices to show that E {sup |f (x) -
c<x<d ^ 
f(x)[^} ^  0. But since sup |E[f (x)] - f(x) | -»• 0, it suffices to show 
c<x£d ^ 
X/2 2 
that E {sup |f (x) - E[f (x)]| } 0. However, this is apparent from 
c<x<d ^ * 
(3.12) and (3.13) of Parzen (1962). 
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From the proof of Theorem 3A of Farzen (1962) we know that for every 
E > 0 there exists 6^ > 0 such that |M-X| 2 G implies |f(M) - f(x)| ^  6^. 
Hence 
^ F{ I sup f(x) - sup f (x) I + sup |f (x)-f(x) I >_ 6 } 
c£:^ d c<x^  c^ x^ d  ^
_< P{sup |f(x)-f (x)| _> 6 /2} 
c<x<d ^ 
which converges to zero since F{sup |f (x)-f(x)| <6/2} converges to 
c<x£d ^ G 
one. This completes the proof Corollary 3.3. 
Before considering the asymptotic normality of ^(n) we need the 
following definition. 
Definition 3.3; 
Define k^ by 
k = lim ^ (3.30) 
^ u 0 |u|^ 
where r is a positive real number. If there exists a value r such that k^ 
is nonzero then r is called a characteristic exponent of the transform 
k(u) while k^ is called the characteristic coefficient. 
The following theorem, due to Farzen, considers the asymptotic 
normality of , (n). 
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Theorem 3.10: 
Assume the following conditions hold. 
(a) k(u) has characteristic exponent r ^  2, 
(b) K(x) is a kernel function. 
(c) f(x) is uniformly continuous on (-«>,<*>), 
(d) k(u) is absolutely integrable. 
(e) h(n) -*• 0, 
(f) M is unique. 
(g) f (x) and f^(x) are twice differentiable. 
Further assume there exists 6,-|-<ô<l, such that 
(h) u^^j k (u) 1 du < 
(i) lim nh^(n) = <», 
(j) lim nh^'*'^"^(n) = 0, 
(k) u^"*'*^j$(u) jdu < 00 where #(u) = e^"^f(z)dz. 
Then, as n -»; «>, -> N(0,{f (M)/[f"(M)]^}J) in distribu­
tion where J = (2ir) ^ /^u^k^(u)du. 
D. Examples of Kernel Estimation 
The purpose of this section is to discuss some of the problems one 
could encounter in kernel estimation of a density and/or the mode. For 
the exançles presented, two different kernels were used. The first kernel 
is the "exponential" kernel where K(x) is given by 
K(x) = (l/2)e"'*L 
The second kernel is the triangle kernel where 
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1 - |x|, 1x1 < 1, 
K(x) = { 
0 , |x| > 1. 
The sampling distributions Used were the F-distribution with (25, 25) 
degrees of freedom, the beta distribution with (2, 3) degrees of freedom 
and the chi-square distribution with 14 degrees of freedom. The main 
exançles are presented in Figures 3.1 through 3.6 where superimposed plots 
of f^(x) and f(x) are given. f^(x) is given by (3.22) where n was 100 and 
h(n) was .5. Also, 31 points, equally spaced between the 5 and 95 per­
centage points of F(x), were used to generate the curves shown in Figures 
3.1 through 3.8. Finally, the IMSL subroutines (IMSL, 1974) were used to 
generate the random variates. 
From Figures 3.1 through 3.6 we see that except for the F-distribution 
and triangle kernel, f^(x) is estimating f(x) quite poorly. Since these 
results are based upon one sample, one would have to conclude that f^(x) 
can have a large variance for different kernels and moderate values of n. 
Hence, the choice of the kernel appears crucial in the estimation of f(x) 
by f (x). Also, there is probably some interaction between the kernel and 
h(n). 
For mode estimation, the results presented in Figures 3.1 through 3.6 
are not quite as discouraging. For the F-distribution and the beta distri­
bution, f^(x) is represented by a smooth curve for both kernels and three 
of these curves have well-defined modes which are quite close to the true 
mode of f(x). For the chi-square distribution the estimation of the mode 
appears quite difficult due to the lack of monotonicity of f^(x). 
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Figure 3.3. Superimposed plots of f (x) and f(x) for the expo­
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From the results presented above, one may be tempted not to use 
kernel estimates of a density and/or the mode. However, we know from 
Theorems 3.8 and 3.9 that E[f^(x)] converges to f(x) and f^(x) converges 
to f(x). To give a brief look at this convergence the expectation of f^(x) 
was estimated by f^^x) where 
1=1 
and f . (x) is an independent estimate of f (x). The results are presented 
n, X 
in Figures 3.7 and 3.8 for the chi-square distribution where N and n were 
both 100. From the figures we see that convergence is occurring for both 
kernels. 
In summary, even though the kernel estimates of f(x) and M converge, 
care must be exercised when using them in practice due to the great vari­
ability they can exhibit. 
E. Improvements in Density Estimators 
Parzen (1962) has shown that f^(x) (see (3.22)) has asymptotic rate 
of convergence of n (l+2r) convergence of the mean square error to 
zero for functions K(x) that are kernel functions. Also recall that r is 
the characteristic exponent of k(u) (see Definition 3.3)^. Suppose now 
that K(x) is such that 
(a) x%(x)dx =0, q = 1, 2, ..., s-1, 
'I c (3.31) 
(b) |x| 1K(X) |dx < ». 
^e are assuming that h(n) -*• 0 and nh(n) 
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Consider now the following lemma from probability theory. 
Lemma 3.1; 
If the distribution function F(x) has a finite absolute moment of 
order k (i.e., /|X|^djF(X) < <») where k is a positive integer, then its 
characteristic function #(t) has a continuous derivative of order k given 
by 
*Ck)(t) = (iX)^ e^^*" dF(X). 
If s is even and if the kernel function K(x) satisfies (3.31) then it 
is easy to show using Lemma 3.1 and I'Hopital*^ rule that r = s. It should 
be noted that density functions symmetric about zero are kernel functions 
that satisfy (3.31) for s = 2. 
Schucany and Sommers (1977) show how one can take two kernels, and 
Kg, that satisfy (3.31) for s = 2 and form a new function, K*, which is a 
kernel function and satisfies (3.31) for s = 4. To be specific, define K* 
by 
K.(x) - [I(K_,2)/I(K,,2)] c^ K-(cx) 
K*(x) = — ^ 
1 - [I(K^,2)/I(Kg,2)] c^ 
= ÏZâ Kl/x) " l=R KgCcx), (3.32) 
where 
c = h^(n)/h2(n), 
I(K,q) = x*^ K(x)dx 
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and 
R = c^I(K^,2)/I(K2,2). 
The only restriction in the above is that R f 1. 
It is clear that K*(x) is a kernel function that satisfies (3.31) for 
s = 4. Furthermore, it is easy to see that 
(3.33) 
where f (x,K,h) is given by (3.22) but the dependence on a particular K 
n 
and h(n) has been made notationally explicit. A drawback in using K*(x) 
is that f^(x,K*,h^) may be negative since K* can take on negative values 
(one would normally choose and to be nonnegative). Since the con­
sistency statements of Theorems 3.8 and 3.9 is not affected by the lack of 
positivity of K*(x) the matter will not be pursued here. 
It should also be noted that if K^(x) and K2(x) have absolutely in-
tegrable characteristic functions, k^(u) and k2(u) (see (3.27)), then 
K*(x) also has an absolutely integrable characteristic function k*(u). 
The absolute integrability of k*(u) is necessary in order to use Parzen's 
results. Finally, it is not necessary that K^(x) and K2(x) be different. 
Schucany and Sommers conducted a small Monte Carlo study on 
f^(x,K*,h^) and f^(x,K,h) where f^(x,K*,h^) is given by (3.33). They 
noted that h < h^ < hg tends to produce a bias for f^(x,K*,h^) that is 
comparable to the bias for f^(x,K,h) but with a smaller MSB for 
f^(x,K*,hj^). They also speculated that the small sample properties of 
f^(x,E*,h^) should represent a substantial inçrovement over those of 
f^(x,K,h) since f^(x,K,h) tends to have a large bias for small samples. 
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Schucany and Sommers note that the optimal values of h(n) depend on 
the unknown density f(x) and hence are not known to the statistician. 
Woodroofe (1970) shows how one can estimate, under appropriate conditions, 
values of h(n) which will yield estimators of f(x) which have the same -
rate of convergence as those estimators which ençloy the asymptotically 
optimal values. 
In summary, Schucany and Sommers have shown how to form a kernel K*(x) 
-8/9 
which has asymptotic rate of n for convergence of the mean square error 
-4/5 
of (3.22) to zero. This is an improvement of the usual rate of n 
This improved rate would lead one to speculate that ^^n) (the mode of 
(3.33)) would be a competitor to ^^(n) where K(x) is a kernel that has 
characteristic exponent of 2. 
F. Asymptotic Normality and Strong Consistency 
of Kernel Estimators 
Eddy (1977) discusses the limitation of Theorem 3.10. Eddy points out 
that the condition 
|k(u) jdu < » 
for some Ô, ^ < 1, requires that the kernel, K(x), have two uniformly 
continuous derivatives. This is a very strong condition since many kernels 
(especially those that have restricted domains) lack even one continuous 
derivative. Eddy also points out that 
lim nh^(n) = ® 
n ->• <*> 
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and 
lim nh^^^(n) = 0 
n ^  00 
implies that for some d > 0 and n large enough 
< dh(M) < 
Eddy notes that for any kernel the mean square error usually converges to 
zero at the fastest rate when the asymptotic variance and the square of the 
asymptotic mean are of the same order. Since 6 < 1, the interesting case 
h(n) = (^)n is excluded from Theorem 3.10; that is, <h(n)> must con­
verge to zero so rapidly that the asymptotic mean is negligible compared 
to the asymptotic variance. 
The following theorem, due to Eddy, is an alternative to Theorem 3.10. 
Theorem 3.11: 
Let p > 2 be an integer. If K(x) is absolutely continuous with 
bounded almost everywhere continuous derivative K' (x) and satisfies (where 
all integrals are taken over the real line). 
(a) / K(y)dy = = 1, 
(b) / yV(y)dy = = 0, i = 1, ..., p-1, 
(c) / y^K(y)dy = B^ < », 
(d) / y^^(y)dy < », 
(e) / [K'(y)]^dy = V < ~, 
(f) / y[K'(y)]^dy < CO, 
and if <h(n)> satisfies 
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(g) lim nh^(n) = 
n ^  <» 
(h) lim nh^^^^(n) = < », 
n «o 
and if f(x) has an absolutely continuous (p+l)st derivative and satisfies 
(i) sup |f I < «>, 
t 
(j) f"(M) # 0 
then 
(nh^(n))^^^(M^ (n)-M) N((-1)P •:4 * ' Bp, g ' V) 
K.,n p. r W [f"(M)] 
in distribution. 
Eddy also shows that if one restricts the kernel so that K(x) =0, 
|x| >1, then it is possible for every <h(n)> to choose K(x) to minimize 
then the mean square error of the asymptotic distribution. For example, 
if nh^(n) 0 then the optimal kernel is 
K(X) = "I (1-X^) , |X| < l y  
and if nh^(n) ->• d (d may be infinite) and nh^^(n) -*• 0, then the optimum 
kernel is 
K(x) = 32 ^ 7x^)» |x| 1 !• 
Eddy notes that choosing K(x) to be zero outside [-1, 1] was arbitrary. 
Nadaraya (1965) expanded upon the work of Parzen (1962) by giving 
conditions that guarantee strong consistency. 
As before, let 
= hè)- C 
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and ^^n) be such that 
f (Mg. , (n)) = sup f (x). 
* _» < z < m ^ 
The following theorem is due to Nadaraya. 
Theorem 3.12; 
Assume the following conditions hold. 
(a) K(x) is a function of bounded variation, 
(b) K(x)dx = 1, 
(c) h(n) -»• 0 as n ->• », 
(d) the mode, M, is unique, 
(e) f(x) is uniformly continuous on (-», «>). 
œ  2 ,  V  
If the series Z e converges for every positive value of v, then 
n=l 
sup |f (x) - f(x)| -*• 0 a.e. 
—CO < X < 00  ^
while 
^(n) M a.e. 
The major difference between Theorems 3.9 and 3.12 is the conditions 
2 2 imposed on the sequences <nh (n)>. The condition nh (n) ^  as n ->• «> is 
CO 2 
weaker than the condition that Z e be finite for every positive 
n=l 
V. Finally, in the spirit of Corollary 3.3 we have the following corolr 
lary to Theorem.3.12. 
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Corollary 3.4: 
Assume the conditions of Theorem 3.12 are satisfied with the excep­
tion that M e [c,d] and f(x) is continuous on (-<», >»). Then 
&,h,c,d(^^ ^ 
Proof; 
Using the arguments in the proof of Corollary 3.3 one can easily 
show that sup |E[f (x)] - f(x)| -^0. We next want to show that 
c<x<d 
sup |f (x) - E[f (x)]| ->-0 a.e. By using (6) of Nadaraya (1965) and the 
c<x<d ^ * 
relation 
P{sup |f^(x)-E[f^(n)] I > e}£P{sup lf^(x)-E[f^(x)] | > e} 
c<x<d X 
we get 
2 
P{sup |f (x)-E[f (x)]| > e} _< C.e 
c<x<d 
where 3 > 0. Using the Borel-Cantelli lemma and the fact that the series 
CO 2 , * 
Z e converges, the result follows. Hence, it is immediate that 
n=l 
sup |f (x) - f(x)| ^  0 a.e. 
c<x<d ^ 
From the proof of Corollary 3.3 we immediately have for every e > 0 
there exists 6 > 0 such that 
E 
I" - \,h,c,d"> I i = 
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infinitely often (i.o.) 
^ |f(M) 1-°-
Hence, 
i i.o.} 
5 
_< P{sup |f (x)-f(x)I ^  i.o.} . 
c<x<d 
But 
P{sup |f (x)-f(x) I ^ — i.o.} 
c<x<d ^ 
converges to zero since sup If (x)-f (x) 1 0 a.e. Hence, M_ , j(n) 
c<x<d ^»h,c,d 
M a.e. This completes the proof of Corollary 3.4. 
Finally, we note the Van Ryzin (1969) essentially expanded the 
results of Nadaraya to higher dimensions. 
G. Estimators Based on Intervals of Fixed Length 
(Uniform Kernel Estimators) 
Parzen (1962) noted that for the uniform kernel, i.e. (^) ~ 
l/(2c(n)) for [x| ^  c(n) and zero elsewhere, that k(u) (= e^^^K(y)dy) 
is not absolutely integrable. Hence, as noted by Parzen and Chemoff 
(1964), the conditions of Theorems 3.9 and 3.10 do not hold for the uni­
form kernel. 
Chemoff (1964) considers mode estimation via the uniform kernel. To 
be specific, let be the value which maximizes g^(x) where 
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8n(%) = LZ ^c(n) 
The following theorem is due to Chernoff. 
Theorem 3.13; 
Assume f(x) is continuously differentiable and has a unique mode, M. 
If f(x) is bounded away from f(M) outside every neighborhood of M, 
c(n) ->• 0, and nc(n) + k log c(n) ->• » for every k > 0, then M in 
probability. 
Chemoff also showed that has an asymptotic distribution which 
2 is the same as the distribution of the maximum of Y(y) - y where Y(y) is 
a two-sided Wiener-Levy process. 
We also note here that since the uniform kernel is a function of 
bounded variation, Nadaraya has proved strong consistency for uniform 
kernel estimation of the mode. 
Wegman (1971) continued the work on uniform kernel estimation of the 
mode by relaxing the assumptions of Chemoff and Nadaraya. In particular, 
Wegman does not require the continuity of f(x). 
Before proceeding it should be mentioned that corresponds to 
the center of an interval of length 2c(n) which contains the most observa­
tions. Since, there may be more than one interval of length 2c(n) which 
contains the maximal number of observations the estimator M , . is not 
c(n) 
necessarily unique. According to Chemoff (1964), this does not pose any 
significant problems since "these intervals t]rpically all lie within a 
range which is small compared to the natural variability of «" 
Before stating the results of Wegman we need the following condition: 
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Condition 3.2; 
Let <a > and <b > be sequences of real numbers such that a < b , 
n n ^ n n 
a^ and b^ converge jointly to or +<» and b^ - a^ converges to zero. It 
is required that F(a^, b^) be eventually less than F(X, X + b^ - a^) or 
F(X - bg^ + a^, X) where X is any real number. It is also required that 
f(x) be left or right continuous at each of its finite discontinuities if 
any. 
Wegman notes that f(x) will satisfy the first part of Condition 3.2 
if it eventually decreases monotonically to zero as x -»• + <». The follow­
ing theorem is due to Wegman where (u^, v^) is an interval of length 2c(n) 
containing the most observations. 
Theorem 3.14; 
If f(x) has a unique mode, M, and if f(x) satisfies Condition 3.2 
1/2 
and if c(n) converges to zero more slowly than [log (log(n))/n] , then 
u^ and v^ converge to M wp 1. 
As with the estimators of Venter, Sager and Robertson and Cryer we 
can define M , x (n) by 
cw ,a 
It is clear from Theorem 3.14 that ^(n) M wp 1 if the assumptions 
of the theorem are satisfied. We also note here that Wegman gives condi­
tions such that u^ and converge to M* wp 1 where M* is given by the 
alternative definitions of the mode in Chapter I. 
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At this point we would like to point out a statement made by Wegman 
which is incorrect. In discussing uniform kernel estimation of the mode 
Wegman says that "Chemoff and Parzen each present an argument for weak 
consistency and Nadaraya gives one to demonstrate strong consistency." 
As we have already noted the uniform kernel does not satisfy the conditions 
of Theorem 3.9; hence, Parzen did not show weak consistency for the uniform 
kernel. 
H. Estimators Based on the "Nearest Neighbor" Concept 
Loftsgaarden and Quesenberry (1965) propose a nonparametric estimate 
of a multivariate density function. Let ..., be independent 
observations on a p-dimensional random variable X = (X^, X^, ...» X^) with 
absolutely continuous distribution function F(x^, x^, ••.> x^). An obser­
vation on X is x_ = (x^j^, —, Given a point ^  = (y^, , y^) 
the problem is to estimate f (][) where f(') is positive and continuous. 
Let d(z, x) represent the p-dimensional Euclidean distance function 
1^ - ^1 while S represents a p-dimensional hyperplane centered at 
with radius r, i.e. ^ = {^|d(^,2) ^  r}. Furthermore, let A^ ^  represent 
the volume or measure of In particular, A^ ^  equals 2r^Tr^^^/pr(p/2). 
Realizing that A^ ^  0 if and only if r ->• 0, we have 
f(z) = P(S. )/A . (3.36) 
r-K) 
If one could estimate P(S ) by P(S ) then (3.36) says one could esti-
mate f (2) by ^^(2) where 
*nk) = )/A^ • 
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The above is the technique used by Loftsgaarden and Quesenberry. To 
be specific, let <k(n)> be a nondecreasing sequence of positive integers 
such that 
lim k(n) = » 
ii->» 
and 
lim k(n)/n = 0. 
n-*<o 
Once k(n) is chosen and a sample 3^, is available, define 
r, , V as the distance from v to the k(n)th closest x. as determined by 
k(n) "1 
Euclidean distance. Hence,, we can redefine as 
f (z) = [(k(n)-l)/n] [1/A ] 
^ \(.n) 
= [(k(n)-l)/n] [pr(p/2)2rP^^^TrP/^]. (3.37) 
Loftsgaarden and Quesenberry show that (3.37) is a consistent estimator of 
f(2). They also comment that the Euclidean distance function could be 
replaced by any metric. 
Moore and Eenrichon (1969) continued the work of Loftsgaarden and 
Quesenberry by showing that when p = 1, f^^CZ.) in (3.37) converges uniformly 
(in probability) to f(') provided f(') is positive and uniformly 
continuous in (-", ®). In addition, they introduced a step function 
approximation f* to f^ which also converges uniformly to f(*) when p = 1. 
If we let X., X-, ..., X be the order statistics then f* is defined as 
X z n n 
f*(x) = 0, if X < x^, or X > Xg^ 
= f^(Xj^), if x^ £ X < i = l,2,...,n-l. (3.38) 
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The uniform convergence of f and f* to f(') is given in the following 
n n 
theorem due to Moore and Henrichon. 
Theorem 3.15; 
Let <k(n)> be a sequence of positive integers such that k(n) ->• <», 
k(n) = o(n) and log(n)/k(n) ->-0. If f(x) is uniformly continuous and 
positive on (-<», <») then for every e > 0 
P[sup |f (x)-f(x)| > e] ->• 0 
—<»<x<«> 
and 
P[sup |f*(x)-f(x)| > e] -> 0. 
—eo<x<oo ^ 
The importance of Theorem 3.15 is that the modes of f and f* are 
n n 
(weakly) consistent estimators of the mode of f(x) (see Parzen (1962, 
Section 3). The mode of f^ would be that x such that the distance from x 
to the k(n)th closest observation is least while the mode of f* is that 
observation such that the distance from it to the k(n)th closest observa­
tion is least. Moore and Henrichon also point out that these mode estima­
tors are similar in conception to those of Chemoff (1964) and Venter 
(1967). Finally, they observe that uniform convergence in probability 
should also occur over any compact interval where f(x) is positive and 
continuous. The proof of this would be almost identical to the proof of 
Corollary 3.3. 
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IV. COMPARISONS OF MODE ESTIMATORS AND DEVELOPMENT OF A 
TWO-STAGE ESTIMATOR 
. A. Monte Carlo Comparisons 
1. Description of the sampling experiment 
In Chapters II and III various estimators of the mode have been 
discussed. The estimators that will be compared here are M , (n), 
p,k,a 
Ms.r .«(*)' "4.k(n).»(*) ^ addition to the above 
n 
estimators, the estimator of Moore and Henrichon (1969) will also be 
used (This estimator will be represented by (n) in the following). 
To compare the performance of the estimators M_ (n), 
Mc(a).a(n) Carlo 
studies were conducted using the F-distribution with (10, 5), (100, 5), 
(5, 10), (25, 25) and (60, 100) degrees of freedom; the beta distribu­
tion with (3, 50) and (2, 10) degrees of freedom; the chi-square distri­
bution 4, 6, 8 and 14 degrees of freedom. For each distribution, 100 
samples of sizes 10 and 20 and 50 samples of sizes 40 and 80 were 
generated using the IMSL subroutines (IMSL, 1974). For each sample, 
an estimate of the mode was calculated for each of the estimators given 
above. After the 100 (or 50) estimates had been obtained, the average 
was calculated for each of the estimators. These averages were taken as 
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estimates of 1. (n) 1, 
E[M / . (n)] and E[M , ^(n)] for the particular distribution under 
c(n),o^ p,k,a 
consideration (recall that each estimator has associated with it certain 
parameters that must be specified; hence, these estimated expectations 
are also functions of these parameters). 
The results of the study are presented in Tables 4.1 - 4.5 and 
Tables 5.1 - 5.6 of Chapter'V (the Appendix). Only the results 
presented in Tables 4.1 - 4.5 will be discussed since Tables 4.1 - 4.5 
and Tables 5.1 - 5.6 yield similar conclusions. The distributions in­
cluded in Tables 4.1 - 4.5 are the F-distribution with (25, 25) and 
(60, 100) degrees of freedom; the beta distribution with (3, 50); the 
chi-square distribution with 4 and 8 degrees of freedom. Each table 
is divided into five sections depending on the estimation technique 
being considered. Each section is described in detail below where we 
assume that x^, ..., x^ are the order statistics from a random sample 
of size n. 
The first section of each table is entitled "Venter and Sager" and 
deals with the estimator M. (n). Recall that M_ (n) is 
similar to the estimators of Venter (1967) and Sager (1975) and has the 
form 
"3,r ..(=) - "'Sc + r + (1 - ' 
' n n n n 
where O^a^l, r^ is a positive integer which depends on n and 
Table 4.1. Numerical estimates of the expectation of various mode estimators when restricted to 
the F-dlstributlon with (25, 25) degrees of freedom. (Mode = .852) 
n r 
n 
[c,d] 
*1 
aiiu 
*2 
* 
*1 
* 
"2 
10 4 .838(.048)(0) .864 .048) .1) .957 .071) .954 .073) 
10 6 —- .766(.033)(.l) .871 .027) .3) .941 .045) .935 .055) 
20 6 — —  .825(.041)(.l) .863 .039) .3) .898 .045) .897 .046) 
20 10 — — .774(.033)(.l) .858 .026) .3) .926 .043) .918 .052) 
10 4 [.7,1.5] — .871 .024) 0) 1.01 .068) 1.01 .068) 
10 4 [.6,1.1] .837(.041)(.l) .893 .044) .3) .943 .061) .944 .063) 
10 4 [.7,1.1] .833(.043)(0) .861 .044) .1) .952 .067) .949 .069) 
10 6 [.7,1.5] .799(.027)(.l) .907 .029) .3) .978 .052) .972 .061) 
10 6 [.6,1.1] .765(.033)(.l) .870 .027) .3) .939 .045) .934 .054) 
10 6 [.7,1.1] .765(.033)(.l) .870 .027) .3) .940 .045) .934 .054) 
20 6 [.7,1.5] —  —  .876 .023) 0) .978 .042) .977 .044) 
20 6 [.6,1.1] .813(.017)(.l) .860 .016) .3) .861 .024) .860 .027) 
20 6 [.7,1.1] .819(.024)(.l) .860 .023) .3) .902 .030) .900 .032) 
20 10 [.7,1.5] .826(.015)(.l) .911 .017) .3) .963 .038) .956 .048) 
20 10 [.6,1.1] .850(.024)(.3) .935 .032) .5) .924 .039) .916 .048) 
20 10 [.7,1.1] .775(.031)(.l) .859 .025) .3) .925 .041) .915 .050) 
40 6 — — .872 .034) 0) .908 .037) .909 .038) 
40 12 — —  .842(.026)(.3) .884 .026) .5) .885 .028) .884 .030) 
80 10 — —  — —  .854 .023) 0) .892 .026) .893 .027) 
80 18 —  —  .841(.026)(0) .859 .026) .1) .929 .033) .930 .034) 
40 6 [.7,1.5] — .919 .030) 0) .958 .039) .959 .040) 
40 6 [.6,1.1] .844(.012)(.5) .882 .014) 1) .847 .012) .846 .012) 
40 6 [.7,1.1] .843(.008)(:1) .858 .008) .3) .876 .010) .875 .009) 
40 12 [.7,1.5] .845(.017)(0) .868 .017) .1) .950 .030) .944 .031) 
40 12 [.6,1.1] .812(.010)(.3) .856 .009) .5) .858 .010) .858 .012) 
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Table 4.2. Numerical estimates of the expectation of various mode estimators when restricted to 
the F-distrlbution with (60, 100) degrees of freedom. (Mode = .947) 
Venter and Sager 
R  J T  *  A  
n r^ [c,d] 
10 4 — —  .933(.016) .3) .965 .017) (.5) .965(.019) .965 .020) 
10 6 — —  .911(.011) .3) .973 .012) (.5) .959(.016) .956 .020) 
20 6 — —  .940(.015) .3) .963 .015) (.5) .964(.017) .963 .017) 
20 10 , — — .916(.011) .3) .967 .011) (.5) .968(.013) .968 .015) 
10 4 [.8,1.3] .926(.009) .1) .959 .009) (.3) .993(.014) .994 .016) 
10 4 [.72,1.15] .946(.010) .5) 1.04 .019) (1) .937(.014) .935 .015) 
10 4 [.8,1.15] .935(.010) .3) .971 .011) (.5) .969(.015) .967 .016) 
10 6 [.8,1.3] .926(.009) .3) .988 .010) (.5) .976(.016) .972 .021) 
10 6 [.72,1.15] .912(.009) i3) .975 .010) (.5) .964(.014) .964 .019) 
10 6 [.8,1.15] .914(.Oil) .3) .976 .011) (.5) .962(.015) .958 .020) 
20 6 [.8,1.3] .942(.009) 0) .954 .009) (.1) 1.00(.014) 1.00 .015) 
20 6 [.72,1.15] .943(.006) .5) 1.00 .011) (1) .948(.010) .950 .012) 
20 6 [.8,1.15] .941(.004) .3) .968 .005) (.5) .976(.008) .977 .010) 
20 10 [.8,1.3] .946(.004) .3) .999 .007) (.5) .991(.010) .989 .014) 
20 10 [.72,1.15] .905(.008) .3) .958 .006) (.5) .962(.009) .961 .012) 
20 10 [.8,1.15] .914(.009) .3) .966 .008) (.5) .967(.012) .967 .014) 
40 6 — — .951 .012) (0) .973(.013) .973 .013) 
40 12 — .926(.013) .3) .952 .012) (.5) .956(.012) .956 .012) 
80 10 — — .959 .014) (0) .977(.015) .976 .015) 
80 18 — .937(.009) .3) .956 .009) (.5) .956(.010) .956 .010) 
40 6 [.8,1.3] — .956 .011) (0) .979(.012) .979 .012) 
40 6 [.72,1.15] .943(.009) .3) .952 .009) (.5) .952(.009) .952 .009) 
40 6 [.8,1.15] .942(.008) .1) .952 .008) (.3) .961(.008) .960 .008) 
40 12 [.8,1.3] .925(.009) .1) .952 .009) (.3) .979(.010) .978 .011) 
40 12 [.72,1.15] .928(.007) .5) .997 .009) (1) .934(.008) .935 .008) 
40 12 [.8,1.15] .926(.005) .3) .954 .004) (.5) .952(.006) .949 .007) 
80 10 [.8,1.3] .978 .011) (0) .994(.012) .993 .012) 
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Table 4.2. (continued) 
Moore and Henrichon 
n k(n) Estimate 
10 4 .952(.018) 
10 7 .996(.012) 
20 7 .967(.015) 
20 12 .975(.010) 
40 5 .971(.014) 
40 10 .971 (.013) 
80 10 .983(.015) 
80 20 .955(.010) 
Wegman and Chernoff 
/ \ * * n c(n) 
10 
10 
20 
20 
40 
40 
80 
80 
.3 
.5 
.3 
.5 
.19 
.3 
.14 
.3 
.921( 
.784( 
.915( 
.752 ( 
.908( 
.890( 
.910( 
.885( 
.011)(.3) 
.036)(.1) 
.013)(.3) 
.046)(.1) 
.006)(.3) 
.007)(.3) 
.007)(.3) 
.006)(.3) 
.104(. 
.984(. 
1.01(. 
.952(. 
.984(. 
l.OK. 
.966(. 
1.00(.  
019)(.5) 
010)(.3) 
013)(.5) 
008)(.3) 
006) (.5) 
008)(.5) 
006)(.5) 
005)(.5) 
l.OK.018) 
1.10(.041) 
.990(.012) 
1.09(.033) 
.975(.007) 
.985(.007) 
.958(.006) 
.994(.005) 
.965( 
.952( 
.971( 
.960( 
.966( 
.958( 
.953( 
.972( 
.022) 
.021) 
.015) 
.016) 
.010) 
.010) 
.007) 
.005) 
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Table 4.3, Numerical estimates of the expectation of various mode estimators when estimated to 
the beta distribution with (3, 50) degrees of freedom, (Mode = .0392) 
n r 
n 
[c,d] 
Venter 
«1 
and Sager 
"2 
* 
*1 
* 
*2 
10 4 .035(.0005) .3) .040(.0005)(.5) .039 .0006) .039 .0007) 
10 6 - .033(.0002) .3) .044(.0002)(.5) .039 .0005) .037 .0006) 
20 6 -- .035(.0003) .5) .043(.0003)(1) .034 .0004) .034 .0004) 
20 10 - .035(.0001) .5) .054(.0004)(1) .033 .0002) .032 .0003) 
10 4 [.03, .10] .039(.0004) .1) .044(.0004)(.3) .047 .0006) .047 .0007) 
10 4 [.01, .08] .036(.0003) .3) .041(.0003)(.5) .039 .0005) .039 .0005) 
10 4 [.03, .08] .038(.0004) .3) .042(.0005)(.5) .041 .0006) .041 .0007) 
10 6 [.03, .10] .035(.0002) .3) .045(.0003)(.5) .040 .0005) .038 .0006) 
10 6 [.01, .08] .035(.0002) .3) .046(.0002)(.5) .041 .0005) .039 .0005) 
10 6 [.03, .08] .033(.0002) .3) .044(.0002)(.5) .039 .0005) .037 .0006) 
20 6 [.03, .10] .041(.0001)(0) .052 .0004) .051 .0004) 
20 6 [.01, .08] .036(.0002) .5) .045(.0002)(1) .035 .0002) .035 .0002) 
20 6 [.03, .08] .037(.0002) .1) .041(.0002)(.3) .044 .0003) .044 .0003) 
20 10 [.03, .10] .035(.0002) .3) .043(.0002)(.5) .040 .0003) .040 .0004) 
20 10 [.01,,08] .039(.0001) .5) .058(.0005)(1) .036 .0002) .034 .0002) 
zo 10 [.03, .08] .037(.0001) .5) .056(.0004)(1) .035 .0002) .035 .0003) 
40 6 -- .037(.0003) 1) ' .034 .0003) .034 .0003) 
40 12 -- .032(.0003) .5) .041(.0002)(1) .032 .0003) .033 .0003) 
80 10 -- .031(.0003) 1) .028 .0003) .028 .0003) 
80 18 -- .034(.0001) 1) wmm mm .027 .0002) .027 .0002) 
40 6 [.03, .1] .046(.0002)(0) .051 .0003) .050 .0003) 
40 6 [.01, .08] .037(.0002) .5) .040(.0002)(1) .037 .0002) .037 .0002) 
40 6 [.03, .08] .043(.0001)(0) .048 .0002) .048 .0002) 
40 12 [.03, .1] .038(.0001) 0) .041(.0001)(.l) .050 .0003) .050 .0003) 
40 12 [.01, .08] .034(.0002) .5) .043(.0001)(1) .034 .0001) .035 .0002) 
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Table 4.3. (continued) 
Moore and Henrichon 
n k(n) Estimate 
10 4 .040(.0005) 
10 7 .048(.0004) 
20 7 .032(.0002) 
20 12 .040(.0001) 
40 5 .035(.0003) 
40 10 .032(.0003) 
80 10 .028(.0003) 
80 20 .026(.0002) 
Wegman and Chemoff 
n c(n) . «* «2 
10 .3 .Oil(.0009)(0) .071(.0001)(.l) .204(.04) .036(.0005) 
10 .5 .011(.0009)(0) .lll(.005)(.l) .332(.ll) .036(.0005) 
20 .3 .007(.001)(0) .054(.0002)(.l) .148(.Q2) .029(.0004) 
20 .5 .007(.001)(0) .107(.005)(.l) .306(.09) .029(.0004) 
40 .19 .033(.0001)(.1) .089(.0024)(.3) .118(.007) .026(.0004) 
40 .3 .046(.001)(0) .065(.0006)(.1) .184(.024) .026(.0004) 
80 .14 .002(.001)(0) .040(.0001)(.l) .086(.003) .024(.0004) 
80 .3 .002(.001)(0) .062(.0005)(.1) .180(.022) .024(.0004) 
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Table 4.4. Numerical estimates of the expectation of various mode estimators when restricted to 
the chi-sqiiare distribution with 4 degrees of freedom. (Mode = 2) 
Venter and Sager 
r * * n r^ [c,d] 
10 4 —- 2.27 1.86) 0) 3.08 3.63) 3.06 3.75) 
10 6 1.83f.903)(.l) 2.51 1.24) .3) 3.09 3.42) 3.03 3.89) 
20 6 — —  — 2.13 1.22) 0) 2.71 1.99) 2.71 2.08) 
20 10 —  —  1.75(.917)(.l) 2.26 .946) .3) 2.76 1.69) 2.73 1.94) 
10 4 [1.5,8] 2.60 1.38) 0) 3.48 4.34) 3.46 4.55) 
10 4 [.7,5] — 2.04 1.09) 0) 2.88 2.45) 2.83 2.48) 
10 4 [1.5,5] —  —  2.25 1.38) 0) 3.06 3.05) 3.01 3.05) 
10 6 [1.5,8] 1.87(.779)(0) 2.23 .794) .1) 3.34 4.26) 3.25 4.64) 
10 6 [.7,5] 1.80(.819)(0) 2.49 1.12) .1) 3.10 3.26) 3.04 3.72) 
10 6 [1.5,5] 1.85(.878)(.l) 2.52 1.23) .3) 3.09 3.43) 3.04 3.90) 
20 6 [1.5,8] — 2.57 1.18) 0) 3.25 2.63) 3.23 2.66) 
20 6 [.7,5] 2.05 .770) 0) 2.63 1.41) 2.63 1.53) 
20 6 [1.5,5] — —  2.29 .670) 0) 2.93 1.63) 2.94 1.76) 
20 10 [1.5,8] —  —  2.14 .401) 0) 3.41 2.93) 3.29 3.06) 
20 ' 10 [.7,5] 1.62(.519)(.l) 2.17 .404) .3) 2.75 1.30) 2.74 1.60) 
20 10 [1.5,5] 1.92(.783)(.l) 2.44 .968) .3) 2.83 1.69) 2.75 1.84) 
40 6 — — 2.40 1.47) 0) 2.59 1.66) 2.58 1.65) 
40 12 — —  1.89(.905)(.l) 2.13 .908) .3) 2.42 1.15) 2.42 1.24) 
80 10 — —  — 2.29 1.28) 0) 2.49 1.44) 2.49 1.46) 
80 18 1.93(.661)(.l) 2.12 .680) .3) 2.31 .870) 2.30 .932) 
40 6 [1.5,8] — 2.67 1.32) 0) 2.89 1.69) 2.88 1.69) 
40 6 [.7,5] — —  2.23 .897) 0) 2.44 1.11) 2.43 1.14) 
40 6 [1.5,5] - - — 2.51 .790) 0) 2.75 1.14) 2.74 1.19) 
40 12 [1.5,8] — •  2.15 .508) 0) 2.85 1.39) 2.82 1.47) 
40 12 [.7,5] 1.78(.512)(.l) 2.04 .454) .3) 2.30 .614) 2,29 .673) 
12 
10 
10 
10 
18 
18 
18 
ira 
No 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
4 
5 
[1.5,5] — 2.03(.229)(0) 2.70(.877) 2.67(.951) 
[1.5,8] — 2.88(1.67)(0) 3.11(2.20) 3.10(2.20) 
[.7,5] — 2.27(1.06)(0) 2.48(1.23) 2.47(1.25) 
[1.5,5] — 2.75(1.17)(0) 2.98(1.62) 2.97(1.63) 
[1.5,8] — 2.33(.476)(0) 2.86(1.19) 2.86(1.23) 
[.7,5] 1.96(.621)(.l) 2.15(.655)(.3) 2.34(.861) 2.33(.925) 
[1.5,5] — 2.28(.418)(0) 2.82(1.07) 2.82(1.11) 
Robertson and Cryer 
* * 
*1 *2 *1 "2 
1.83(.903)(.l) 2.51(1.73) .3) 3.09(3.42) 3.04(3.89) 
— 2.22(1.81) 0) 3.10(3.89) 3.08(4.13) 
~ 2.82(3.28) 0) 3.05(3.81) 3.04(3.83) 
1.47(.646)(.l) 2.33(.535) .3) 2.78(1.31) 2.53(1.45) 
1.77(.830)(.l) 2.30(.885) .3) 2.78(1.82) 2.73(2.04) 
1.87(.928)(.l) 2.28(1.03) .3) 2.61(1.72) 2.60(1.91) 
1.31(.754)(.l) 2.29(.379) .3) 2.85(1.30) 2.52(1.26) 
1.51(.561)(.l) 2.13(.366) .3) 2.59(.790) 2.48(.841) 
1.75(.534)(.l) 2.15(.535) .3) 2.48(.951) 2.46(1114) 
1.16(.789)(.l) 2.15(.124) .3) 2.90(1.06) 2.66(.845) 
1.46(.496)(.l) 2.09(2.13) .3) 2.67(.669) 2.59(.620) 
1.66(.355)(.l) 2.08(.257) .3) 2.44(.538) 2.39(.608) 
1.84(.401)(.l) 2.13(.396) .3) 2.38(.630) 2.35(.721) 
1.96(.446)(.l) 2.18(.484) .3) 2.39(.763) 2.38(.866) 
Table 4.4. (continued) 
Moore and Hénrlchon 
n k(n) Estimate 
10 4 3.05(3.21) 
10 7 3.40(3.23) 
20 7 2.67(1.58) 
20 12 3.03(1.71) 
40 5 S.59(1.96) 
40 10 2.48(1.45) 
80 10 2.55(1.57) 
80 20 2.40(.804) 
Wëgman and Chemoff 
n c(n) 
10 .6 — —  2.90(4.08)(0) 3.41(5.08) 3.32(4.87) 
10 .9 —  —  2.61(2.87)(0) 3.45(4.71) 3.33(4.55) 
10 1.5 1.98(2.07)(0) 2.28(2.14)(.1) 3.37(4.25) 3.20(4.36) 
20 .6 — 2.47(1.85)(0) 3.02(2.77) 2.97(2.76) 
20 .9 2.16(1.43) (Oy 3.03(2.64) 2.97(2.66) 
20 1.5 1.95(1.03)(.1) 2.55(1.33)(.3) 3.02(2.30) 2.86(2.21) 
40 .6 1.99(1.26)(0) 2.11(1.27)(.1) 2.63(1.62) 2.61(1.59) 
40 .9 1.92(.919)(.l) 2.28(.993)(.3) 2.62(1.40) 2.57(1.40) 
80 .6 1.97(.814)(0) 2.06(.820)(.l) 2.59(1.20) 2.59(1.26) 
80 .9 1.89(.662)(.l) 2.61(1.02)(.3) 2.60(1.03) 2.57(1.05) 
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Table 4.5. Numerical estimates of the expectation of various mode estimators when restricted to 
the chi-square distribution with 8 degrees of freedom. (Mode = 6) 
Venter and Sager 
r  , ,  *  *  n r^ [c,d] 
10 4 — — 6.03 5.71) 0) 7.03(6.73) 7.00(6.85) 
10 6 — — 5.36(3.49) .1) 6.31 3.28) .3) 7.00(6.76) 6.89(7.27) 
20 6 5.92(3.16) .1) 6.29 3.22) .3) 6.60(4.01) 6.59(4.30) 
20 10 5.93(2.11) .3) 6.72 2.72) .5) 6.81(3.59) 6.84(4.45) 
10 4 [4.5,12] — 6.40 3.45) 0) 7.60(6.78) 7.60(7.24) 
10 4 [3,10] 5.92(3.93) .1) 6.45 3.95) .3) 6.88(5.14) 6.81(5.35) 
10 4 [4.5,10] — 6.08 4.25) 0) 7.14(5.91) 7.09(6.06) 
10 6 [4.5,12] 5.54(2.64) .1) 6.51 2.67) .3) 7.01(6.49) 6.85(7.06) 
10 6 [3,10] 5.25(2.86) .1) 6.25 2.34) .3) 7.05(6.64) 6.94(7.50) 
10 6 [4.5,10] 5.40(3.17) .1) 6.36 2.99) .3) 7.03(6.77) 6.90(7.37) 
20 6 [4.5,12] — — 6.20 1.74) 0) 7.11(3.19) 7.12(3.38) 
20 6 [3,10] 5.63(1.82) .1) 6.02 1.63) .3) 6.41(2.05) 6.39(2.20) 
20 6 [4.5,10] 5.87(1.16) 0) 6.08 1.13) .1) 6.87(2.34) 6.86(2.66) 
20 10 [4.5,12] 5.70(1.12) .1) 6.54 1.30) .3) 7.22(3.69) 7.12(4.48) 
20 10 [3,10] 5.69(1.04) .3) 6.51 1.33) .5) 6.56(2.19) 6.57(3.07) 
20 10 [4.5,10] 5.29(1.72) .1) 6.11 1.20) .3) 6.88(3.09) 6.87(3.97) 
40 6 — — 6.01 2.73) 0) 6.38(3.05) 6.37(3.08) 
40 12 —- 5.86(1.87) .3) 6.26 1.93) .5) 6.30(2.03) 6.34(2.14) 
80 10 — 6.31 2.02) 0) 6.64(2.43) 6.64(2.49) 
80 18 5.93(1.78) .1) 6.24 1.81) .3) 6.51(1.97) 6.50(2.00) 
40 6 [4.5,12] —• 6.52 2.49) 0) 6.91(3.36) 6.91(3.45) 
40 6 [3,10] 5.98(2.41) .1) 6.12 2.43) .3) 6.29(2.63) 6.28(2.65) 
40 6 [4.5,10] 6.34 1.81) 0) 6.73(2.43) 6.72(2.47) 
40 12 [4.5,12] 5.81(1.24) 0) 6.03 1.21) .1) 6.87(2.41) 6.86(2.67) 
40 12 [3,10] 5.82(1.45) .3) 6.23 1.48) .5) 6.25(1.53) 6.28(1.69) 
40 12 [4.5,10] 5.86(.767) .1) 6.31 .846) .3) 6.68(1.57) 6.67(1.83) 
80 
80 
80 
80 
80 
80 
n 
10 
10 
10 
20 
20 
20 
40 
40 
40 
80 
80 
80 
80 
80 
10 
10 
10 
18 
18 
18 
[4,5,12] 
[3,10] 
[4.5,10] 
[4.5,12] 
[3,10] 
[4.5,10] 
5.73(1.54)(.1) 
5.85(1.02)(0) 
6.45(1.85)(0) 
6.20(1.47)(0) 
6.33(1.31)(0) 
6.02(1.31)(0) 
6.03(1.43) (.3) 
6.01(.980)(.l) 
6.79(2.35) 
6.54(1.84) 
6.68(1.75) 
6.71(1.81) 
6.32(1.48) 
6.57(1,30) 
6.78(2.40) 
6.54(1.92) 
6.68(1.83) 
6.67(1.83) 
6.31(1.53) 
6.54(1.36) 
Robertson and Cryer 
Iteration ^ ^ 
No. «2 °1 "2 
1 5.36(3.28)(.1) 6.31(3.28) .3) 7.00(6.76) 6.89(7.27) 
2 5.88(5.17)(0) 6.12(5.06) .1) 7.08(6.55) 7.06(6.87) 
3 — 6.71(6.28) 0) 7.05(7.38) 7.06(7.51) 
1 5.81(1.33)(.3) 7.16(2.84) .5) 6.94(3.01) 6.75(3.77) 
2 5.29(2.04)(.1) 6.10(1.66) .3) 6.88(3.49) 6.88(4.44) 
3 5.65(2.03)(.1) 6.26(2.05) .3) 6.83(3.43) 6.80(4.18) 
1 5.54(.806)(.3) 7.06(1.92) .5) 6.75(1.49) 6.49(2.06) 
2 5.56(1.39)(.3) 6.52(1.48) .5) 6.35(1.61) 6.28(2.08) 
3 5.88(1.55)(.3) 6.51(1.85) .5) 6.56(2.14) 6.55(2.50) 
1 5.65(.770)(.3) 7.19(2.12) .5) 6.91(1.54) 6.64(1.32) 
2 5.85(.633)(.3) 6.83(1.32) .5) 6.76(1.30) 6.70(1.41) 
3 5.43(1.19)(.1) 6.08(.857) .3) 6.71(1.32) 6.67(1.35) 
4 5.74(.981)(.l) 6.21(.933) .3) 6.69(1.45) 6.68(1.57) 
5 5.94(1.01)(.1) 6.28(1.07) .3) 6.64(1.46) 6.65(1.63) 
5. 
(n 
4 
7 
7 
12 
5 
10 
10 
20 
(n 
. 6  
.9 
.5 
. 6  
.9 
.5 
. 6  
.9 
. 6  
.9 
(continued) 
Estimate 
Moore and Henrlchon 
7.11(6.69) 
7.30(5.11) 
6.59(2.89) 
6.72(2.05) 
6.23(2.79) 
6.36(2.66) 
6.64(2.39) 
6.52(1.83) 
Wegman and Chemoff 
* * 
«1 *2 «1 *2 
7.45(11.12)(0) 7.99(13.24) 7.90(12.78) 
7.01(9.25)(0) 7.84(11.82) 7.70(11.16) 
6.18(6.27)(0) 7.47(8.44) 7.27(8.14) 
7.07(6.73)(0) 7.63(8.39) 7.57(8.32) 
6.22(3.55)(0) 7.04(4.75) 6.97(4.84) 
5.99(3.06)(.1) 6.59(3.42)(.3) 7.12(4.33) 7.01(4.41) 
6.08(2.72)(0) 6.66(3.22) 6.62(3.21) 
5.95(2.48)(.1) 6.31(2.57)(.3) 6.65(2.88) 6.60(2.97) 
6.17(1.77)(0) 6.73(2.38) 6.69(2.41) 
5.86(1.70)(0) 6.04(1.68)(.1) 6.75(2.39) 6.72(2.47) 
Grenander 
n p k «2 
10 4 5 5.79(2.74)(.2) 6.19(2.79)(.3) 
10 6 7 5.47(2.31)(.2) 6.17(2.19)(.3) 
20 5 6 5.98(2.46)(.05) 6.09(2.47)(.1) 
20 9 10 5.66(1.77)(.2) 6.09(1.71)(.3) 
40 10 11 5.64(1.75)(.1) 6.02(1.65)(.3) 
40 17 18 5.77(1.36)(.3) 6.52(1.63)(.5) 
80 17 18 5.93(1.16)(.1) 6.25(1.19)(.3) 
80 25 26 5.55(1.27)(.1) 6.06(1.05)(.3) 
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K is a discrete random variable such that 
n 
j = 1, n-r^ , 
= - =i -
The closed interval [c, d] is such that Me (c, d). The interval 
[c, d] can be replaced by [- «, + «>] or if [c, d] does not 
contain at least r +1 observations, then K is redefined as 
n n 
= min {x - x , j = 1, ...» n-r }. 
For the first section seven column headings are given. The 
first two columns are labeled n and r^, respectively, and are 
self-explanatory. The third column is labeled [c, d]. If [c, d] 
were [- », + «»] then no entry appears in this column. For each 
combination of n and r^, three different [c, d]'s were used— 
the first was such that c was close to M and d was not; the 
second was such that d was close to M and c was not; the 
third was the intersection of the first two. The fourth and fifth 
columns are labeled and a^, respectively. The first number 
in each column is the estimated mean of (n) and (n). 
3,rn,ai 3,r^a2 
The second number (in parentheses) is the estimated mean square error 
(MSB) while the third number (in parentheses) is the value of 
and where is the largest a used in the study for which 
+r - 3% = mia (%j+r ' Y' 
n n 
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the estimated expectation is less than the population mode and a ^  
is the smallest cx used in the study for which the estimated ex­
pectation is greater than the population mode. For the estimators 
^3,r ^4 k(n) \(n) the values of a were 
.01, .05, .10, .20, .30, .50 and 1.00. For M , (n), the values 
P,K,a 
of a were .01, .05, .10, .20, .30, .50 and 1.00. The sixth and 
* * * 
seventh columns are labeled and ot^, respectively, where 
* 
and are a's chosen from the data according to (3.19) and (3.21). 
The first number in each column is the estimated mean of M_ *(n) 
'^n' 1 • 
and M *(n) while the second number (in parentheses) is the 
^^^n' 2 
estimated MSE. 
The second section of each table is entitled "Robertson and Cryer" 
and deals with the estimator M, . ,„(n). Recall that M, , , . „(n) 4,k(n),a 4,k(n),o^ 
is an iterative version cf ^ g(n) suggested by Robertson and 
Cryer (1974)., In place of r^ of the Venter-Sager estimators, they de­
fine recursively a sequence of integers k^^^(n). At the first stage 
they choose the smallest interval [L^(l),R^(1)] containing k^^^(n) 
observations. Within this interval they choose the smallest subinterval 
(2) [L^(2^R^(2)] containing k (n) observations. This procedure is re­
peated with some stopping rule so that the final interval, [L^(n),R^(n)], 
contains k (n) observations (tmu(n) will usually depend on n). The 
estimator ^(n) is then defined by 
"4,k(n),a<-> - + (1 - «)(\W) • 
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For the second section, six column headings are given. The 
first two columns are labeled n and Iteration No., respectively, 
and are self-explanatory. The other four columns are labeled 
* * 
a^. These columns have the same information as de­
scribed for the Venter and Sager section. The particular values of 
k^^^(n) associated with different iteration numbers and values 
of n are as follows: for n=10 and iterations one through 3, 
(n) was 7, 5 and 3, respectively; for n=20, k^^^(n) was 
15, 11 and 9; for n=40, k^^^(n) was 31, 23 and 17; for 
n=80, k^^^(n) was 61, 45, 33, 25 and 19. The recursive 
formula used to generate the above k^^ ^(n)'s was 
k(i)(n) = 2[3k^^~^^(n)/8] + 1, where [z] is the greatest integer 
not larger than z and k^^^(n) = n. The number of iterations per­
formed for each value of n was predetermined and based on the 
recursive formula given above. For a different recursive formula 
more or fewer iterations may be appropriate. 
From the above discussion it is apparent that k(n) 
was calculated not only for the final interval, [L^Cu),R^Cu)], but 
also for each preceding subinterval. This was done so that the 
sampling properties of the estimator k(n) could be seen 
as the iterations increased. 
The third section of each table is entitled "Moore and Henrichon" 
and deals with the estimator (n). Recall that (n) is 
defined to he that observation such that the distance from it to the 
k(n)th closest observation is least. For this section three column 
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headings are given. The first two columns are labeled n and k(n) 
and are self-explanatory. The third column is labeled Estimate. 
The first number in the column is the estimated expectation of 
Mj^^^j(n). The second number (in parentheses) is the estimated MSE. 
The fourth sectica of each table is entitled "Wegman and Chemoff 
and deals with the estimator M , . (n). Recall that M , . (n) 
c(.n;,a cQn;,a 
is similar to the estimators of Chemoff (1964) and Wegman (1971) 
and has the form 
" ">"n' 
where [u^, v^] is an interval of length 2c(n) containing the 
most observations. For this section six column headings are given. 
The first two columns are labeled n and c(n) and are self— 
* * 
explanatory. The other four columns are labeled a^, a^, a^. 
Again, these columns have the same information as described for 
the Venter and Sager section. 
The fifth and final section of each table is entitled "Grenander 
and deals with the estimator M , (n). Recall that M , (ti) is 
P > KjO p,Kj CL 
similar to the estimator of Grenander (1965) and has the form 
''p.k.aW / ^  
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where 1 < p < k and 2 ^  k < n. For this section five column 
headings are given. The first three columns are labeled n, p and 
and are self-explanatory. The last two columns are labeled and 
These columns also have the same information as described for 
the Venter and Sager section. It should also be mentioned here 
that the information contained in the Grenander section of Tables 
4.1 - 4.5 and Tables 5.1 - 5.6 also appears (in another form) in 
Tables 2.1 - 2.7. 
2. Discussion of the results 
Tables 4.1 - 4.5 (as well as Tables 5.1 - 5.6) contain a con­
siderable amount of information. Any detailed discussion of the re­
sults would be quite lengthy and would tend to conceal the more 
important results. Hence, in the following, only general summary 
statements will be made about the various estimators. 
The first thing to notice from the tables is that the magnitude 
of the estimated MSE for the various estimators varies greatly 
over the distributions considered. The estimated MSE is quite 
small for the beta distribution with (3, 50) degrees of freedom 
which has a small range but is quite large for the chi-square distri­
bution with 8 degrees of freedom which has a large variance. 
This illustrates the point that the shape characteristics of the 
density seem greatly to affect the sampling properties of the vari­
ous mode estimators. 
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For the beta distribution with (3, 50) degrees of freedom, 
it appears that all five estimators perform about equally well; 
that is, the estimated MSE's for each estimator are of about the 
same order so that there does not appear to be any reason for choosing 
one estimator over another. For the other distributions this is not 
the case. The estimator (n) seems to perform poorly (when 
compared to the other estimators) for the chi-square distributions 
and the F-distribution with (25, 25) degrees of freedom. The 
estimator M , . (n) also seems to perform poorly for the aforemen-
c (,n^, ot 
tioned distributions when n is 10, 20 or 40. Part of the problem 
seems to lie in the apparent dependence of the estimator M , . (n) 
cvnj ,ot 
on judicious choices of c(n) (such choices of c(n) may be 
hard to identify, however). The performance of all the estimators 
is conditional upon choosing adequate values of the parameters; 
however, given a particular distribution the choice of c(n) to 
use with the estimator M , . (n) appears to be much more crucial. 
c(n),a 
The estimator M, (n) appears somewhat competitive with the 
4,k(n),a^ 
estimators M- (n) and M (n). But, there does not appear 
p,ic,ot 
to be much gain in iterating very far since the estimated MSB does 
not seem to decrease that much. In fact, there are instances where 
the estimated MSE increases (see, for example, the F-distribution 
with (25, 25) degrees of freedom). Of course, these increases 
could be due to sampling fluctuations. 
The estimators (n) and M , (n) appear to be the 
3,r,a P>k,a 
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estimators that perform consistently better over all the distri­
butions considered. If [ c, d] = [-», ~], then M , ^(n) 
p,K,a 
holds a slight edge with lower estimated MSB's. It appears, as 
one would expect, that the best choice of [c,d] depends on 
n, r^ and the distribution. However, the results do indicate 
that in most cases a knowledge of a [c, d] such that M e (c, d) 
is usually better, in terms of lower MSB's, than letting 
[c, d] = "]• Hence, if one could estimate a Lc, d] well, then 
it might be a tossup as to what estimator, M , (n) or M_ (n), 
p,K,a j,r^,a 
should be preferred. 
The parameter a should be useful in giving unbiased estimates 
of the population mode for the estimators M, (n), M. , , . (n), 
M , X (n) and M , (n). Since the distributions used in the study 
c ^ny ,ot p, K, cx 
were all positively skewed, low values of a should give unbiased 
estimates of the mode. This is in general the case except in a few 
isolated instances. For the estimator M , (n), this was 
P,k,ar 
always the case. 
^ * 
The two o*s based on the data (i.e., and a^) did 
not perform very well. Except in a few isolated instances, the 
estimates based on a and a_ were such that e[m *(n)] 
1 Z 3,r^,Oi 
(or B[M_ *(n)]) was not an element of (B[M_ (n)], 
i,r^,a2 3,r^,a^ 
E[M. (n) ]). The same comments hold for M, (n) and 
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* ' * 
^c(n) estimates based on and also had higher 
estimated MSE's than those based on the'fixed a's. Hence, there 
appears to be no easy way to identify a's based on the data that 
minimize the bias. 
In summary, the shape of the density (especially near the mode) 
greatly affects the performance of the various mode estimators. 
The estimators (n) and M , (n) seem to be preferred, 
J, r^, ot p, K, a 
but their performance is conditional upon choosing adequate values 
of the parameters. The estimation of Ec, d] will be discussed in 
the next section. 
B. A Two-Stage Estimator 
In Section A of Chapter IV it was mentioned that the ability 
to estimate a [c, d] (where Me (c, d)) accurately could be 
useful when using the estimator M- (n). The problem of estimat-
ing a [c, d] led to the development of a two—stage estimator which 
we will now discuss. 
In the following we shall assume that the density, f(x), 
satisfies the following regularity conditions: 
(a) f(x) is positive on some interval (a, b) where [a, b] 
is the closure of the support of f(x). 
(b) f(x) has a unique maximum, the mode M, such that 
a < M < b. / (4.1) 
(c) f(x) is strictly monotone for x < M and x > M. 
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(d) f(x) is continuous from the left on (M, b] and from 
the right on [a, M). 
For the distribution function, F(x), we assume the following: 
(a) F(x) is absolutely continuous 
(b) Either f(M) = (DF)''"(M) = (DF)^(M) or (4.2) 
f(M) = (DF)~(M) = (DF)_(M) where 
+ (DF) (M) is the upper derivate on the right of F at M and 
(DF) (M) is the upper derivate on the left of F at M. 
If E [a, M] and f(Xg) > 0, let 
V(x ) = inf {x > M: f(x) > f(x )}. 
o — o 
\ 
If x^ e [M, b] and f(Xg) > 0, let 
U (x^) = sup {x M; f (x) < f (x^) }. 
Robertson and Cryer (1974) state that for each number q, 
0 < q < 1, either there exists an x e [a, M] such that 
f(t)dt = q or there exists an x e [M, b] such that 
/^(x^f(t)dt = q. Furthermore, they state that [L(q), R(q)] 
(i.e., [x, V(x)] or [tJ(x), x]) is the unique shortest set contain­
ing probability q in the sense that if B is any other Borel set 
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such that /g f(t) dt > q and if J"BA[L(q),R(q)] ^ 
then the Lebesque measure of B is strictly greater than the Lebesque 
measure of [L(q),R(q)]. It is also easy to see that M e (L(q),R(q)) 
(it should be noted at this point that [L(q),R(q)] is an unknown 
[c, d]). 
Suppose now that y^, yg, .y^ is a random sample of 
size m from F(y) and k(m) is an integer-valued function such 
that k(m) < m and k(m)/m-»• q as m tends to infinity. If 
we let [L ,R ] be the smallest interval containing k(m) observa-
n n 
tions, then Robertson and Cryer have shown that L(q) and 
R^ ^  R(q) wp 1. Let the y's contained in [L^,R^] be denoted 
by z^, 
Suppose now we take m^ additional random observations 
^nrfl' ^m+2' ^m+m^ and let ' \(m)+s 1 V 
represent those y^'s (uri-l ^ i ^  mfm^) that are contained in 
[L ,R ]. If we let t = k(m) + s and x_ , x-, x represent 
n n ± z t 
the order statistics of z_, ...» z , then we can define for each 
n (n=m+Tn^) the discrete random variable as follows: If 
t > r + 1 define x^^ - ^  = min îx - x ; j=l, .... t-r }, 
n n n • n 
where r^ is a nonrandom sequence of integers to be specified 
further; if t < r^ + 1, let = 1 (for statistical consistency 
can be chosen arbitrarily in this case). 
Define the estimator M(n) such that x^ _< M(n) _< x^ ^  and 
n n 
let r be such that 
n 
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= o(n) (4.3) 
and 
r 
Z nA < <» for all X, 0 < A < 1. (4.4) 
n=l 
We are now ready to state the following theorem. 
Theorem 4.1: 
Under the setup given above, M(n) ->• M wp 1. 
Proof; 
Choose q and m^ and then keep them fixed. Also, in the 
following, all limits are taken as n tends to infinity and we 
assume (DF)''"(M) = (DF)^(M) = f(M). 
For each n let J be a discrete random variable defined 
n 
by the following: If R < M let J = 1; if R > M and 
•' m — n m 
[M, R ] contains at least r +1 observations, let 
m n 
+r = °-^n' ^  - ''j - ""j+r - V' 
n n n n 
[M, R ] contains fewer than r 4-1 observations, let J =1. It 
m n n 
should be noted that since R -+ R wp 1 and (4.3) holds, the 
m q 
strong law of large numbers guarantees that [M, R^] will eventually 
contain r +1 observations wp 1. 
n 
Consider the following events: 
S = [lim X = M, lim x = M], 
n n n 
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-1 
= [lim {F(Xj ) - F'(Xj )} nr^ = 1], 
n n n 
-1 $2 = [lim {F(Xg +r ^ = 1] (4. 
n n 
S3 = [lim {F(Xj +J. ^ ~ +r " ) = f(M)]; 
n n n n n 
= [lim {F(x^ ) - F(x^ +r ~ ^  ^ f(M)]; 
n n n n n n 
= [M £ lim M(n) <_ lim M(n) £ M]. 
The method of proof will be to show that 0 H fi c; 
(S_ n S^) C (SQ n Sg) and that P(SQ) = P(S^) = PCS^) = PCS^) = 1 
which will imply P(S^) = 1 and hence the result. 
Let us first establish the containment relationships. Let 
w e S. n S„ n S_. Using (4.5) and the fact that (eventually) 
12 3 
0 < 1 Xj - Xj , we have, letting 
n n n n n n 
% - +r ' - ' ' 
n n n 
\ = ''j +r - ''j • 
n n n 
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"=5 ° 4T ) - > • 
n n n 
and d = 
•n = ^ +r 
n n n 
that 
a d 
lim (a /b )/lim (c /d ) = lim (r^) lim (—) 
n n n n 
a d a nr -1 
< lim T < lim (r—) lim (- . 
— be — D —1 
n n n c nr 
n n 
•) 
(b^ 
lim (c nr 
—" n n 
< 1. 
a c 
Hence, lim (^) = f(M) < lim (^) 
n n 
lim (/ f(x)dx)/[x^ - Xg ] 
'==K -h: 1 " " " 
n n n 
< lim [/ f (M)dx)/[x^ ^  - Xg ] 
'==K '=^ +r ^ " 
n n n 
= f(M) . 
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Thus, s^n $2 n s^c => Sq n n s^n c s^n s^. 
+ 
Since (DF) (M) >0, then F assigns positive probability to 
every interval [M, M + e]. Hence, since (4.3) holds and R(q) 
wp 1, the strong law of large numbers guarantees that Xj 
n 
Xj converge to M wp 1. But this means that P(S^ = 1. 
n n 
To show that A c A S^, it suffices to show 
SQ n c: Sq A Let w e A (it should be noted that if 
SQ a = 0 then 2(8^^) = 0). Thus, there is a subsequence 
{n(j)} such that M(n(j)) lies outside of (M-25, Mi-2S) for all 
j; for some S >0. Since w e S^, then converges 
n n n 
to zero. Hence, [x_ , , ] lies outside of (M-ô, Mfô) 
n(j) n(j)'^n(j) 
for all large j since x^ £ M(n(j)) _< x^ . Hence, by 
n(j) n(j)''^n(j) 
(4.1(b)) and the Mean Value Theorem, there exists e > 0 such that 
F(Xg. ^ ) - F(x^ ) 
=0) < f(M) - e for all large }. 
\0)^n0) ' \0) 
But this implies w e S^ which in turn implies w e S^ A S^ . 
It remains to show that P(S^) = 2(82) = P(S^) = 1. To this 
end, we need the following lemma of Sager (1975). 
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Lemma 4.1; 
Let A^, A^, Bg, ... be sequences of random variables 
such that A < B for each n and [A , B ] contains r +1 
n n n n n 
observations. Then, if assunqjtion (4.4) is satisfied, 
{F(B ) - F(A )}{F (B ) - F (A )} ^  converges almost surely to one, 
n n n n n n 
where F^ denotes the empirical distribution function. From 
Lemma 4.1 we immediately have P(S^) = = 1. To see that 
P(sp = 1, let = (Xj ^  -M)/[F(Xj )-F(M)] and 
n n n n 
V = (x^ - M)/[F(XT ) - F(M)] and write 
» -'n 
='j +r - "j +r ' -
n n n 
+ V (4.6) 
n 
+r ) -
n n 
+r ) -
n n n 
Since P(SQ) = 1 and in view of (4.2(b)), we have that 
U and V -*• [f(M)] ^  wp 1. Thus, set A = M and B = x^ 
n  n  n  n J + r  
n n 
in Lemma 4.1 and using P(S^) =1, we can conclude that (4.6) 
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converges to [f(M)] ^ wp 1. Thus, P(Sg) = 1 and the proof of 
Theorem 4.1 is complete. 
If we define the estimator M^(n) by 
=°^+r + (1 - . 
n n n 
where is as above and 0 ^  a ^  1, then Theorem 4.1 guarantees 
that M^(n) ->• M wp 1. 
The two-stage estimator M^(n) can be thought of as a sequen­
tial estimator of the mode with a nonrandomized stopping rule (by a 
nonrandomized stopping rule we mean that the estimation scheme is 
always terminated after a specified number of independent samples 
of equal, or unequal, sizes have been taken). Estimators such as 
M , (n) and M_ (n) can technically be considered sequential 
p,k,a 3,r^,(x 
estimators with a nonrandomized stopping rule which says stop after 
one independent sample of size n is taken. Sequential estimators 
with nonrandomized stopping rules are frequently called multi-stage 
estimators (in this definition of multi-stage estimators we are 
assuming that at least two independent samples of equal, or unequal, 
sizes are taken). 
Multi-stage estimators (as well as sequential estimators with 
randomized stopping rules) are generally used when the cost of sampling 
is high and/or the estimates are to have good precision. In addition 
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to these cost and precision considerations, Dalenius (1965) con­
jectures that multi-stage estimators of the mode would be useful 
when the density, f(x), does not exhibit a sharp peak at its mode. 
Distributions such as the chi-square would be of this type. 
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V. APPENDIX 
Table 5.1. Numerical estimates of the expectation of various mode estimators when restricted to 
the F-distrlbutlon with (10,5) degrees of freedom. (Mode = .571) 
Venter and Sager 
n % tc.d] «1 «2 «Î «2 
10 4 —  —  — —  .583 .105) 0) .796(.178) .789 .182) 
10 6 .479(.077)(0) .585 .069) .1) .709(.282) .863 .281) 
20 6 — .605 .069) 0) .768(.132) .768 .143) 
20 10 — — .526(037)(.1) .677 .047) .3) .76.4 (.099) .738 .108) 
10 4 [.4,2.0] — .623 .066) 0) .860(.212) .846 .215) 
10 4 [.2,1.0] ,579 .104) 0) .794(.175) .789 .179) 
10 4 [.4,1.0] — .594 .101) 0) .812(.179) .804 .180) 
10 6 [.4,2.0] .501(.055)(0) .611 .050) .1) .919(.270) .862 .271) 
10 6 [.2,1.0] .476(.078)(0) .582 .070) .1) .908(.282) .864 .281) 
10 6 [.4,1.0] .479(.077)(0) .585 .069) .1) .909(.282) .863 .281) 
20 6 [.4,2.0] — .652 .059) 0) .825(.135) .827 .143) 
20 6 [.2,1.0] .536(.052)(0) .572 .051) .1) .711(.092) .710 .105) 
20 6 [.4,1.0] — .598 .055) 0) .780(.122) .782 .133) 
20 10 [.4,2.0] .531(.025)(0) .613 .024) .1) .850(.132) .806 .132) 
20 10 [.2,1.0] .511(.037)(.l) .664 .044) .3) .747(.094) .721 .103) 
20 10 [.4,1.0] .523(.036)(.l) .674 .045) .3) .760(.G97) .736 .107) 
40 6 — —  — .696 .080) 0) .762(.102) .759 .103) 
40 12 .544(.050)(.l) .580 .045) .3) .736(.075) .739 .079) 
80 10 — —  — .670 .069) 0) .732(.087) .735 .088) 
80 18 — — — —  .582 .043) 0) .716(.074) .718 .077) 
40 6 [.4,2.0] .735 .079) 0) .804(.107) .801 .107) 
40 6 [.2,1.0] .574 .026) 0) .649(.035) .645 .035) 
40 6 [.4,1.0] .597 .020) 0) .669(.031) .666 .032) 
40 12 [.4,2.0] —  —  .654 .043) 0) .861(.146) .861 .154) 
40 12 [.2,1.0] .513(.031)(.l) .590 .026) .3) .667(.040) .665 .045) 
40 12 [.4,1.0] .561(.078)(.l) .637 .032) .3) . .723(.055) .721 .058) 
80 
80 
80 
80 
80 
80 
n 
10 
10 
10 
20 
20 
20 
40 
40 
40 
80 
80 
80 
80 
80 
10 [.4,2.0] — .695(.066)(0) .759(.086) .761(.087) 
10 [.2,1.0] .569(.022)(0) .581(.022)(.1) .631(.027) .632(.028) 
10 [.4,1.0] — .603(.018)(0) .667(.027) .668(.029) 
18 [.4,2.0] — .607(.034)(0) .742(.072) .740(.076) 
18 [.2,1.0] .568(.017)(.3) .624(.020)(.5) .620(.021) .621(.023) 
18 [.4,1.0] .555(.009)(.l) .614(.010)(.3) .666(.020) .664(.023) 
Robertson and Cryer 
"1 "2 ^1 "2 
Iteration ^ ^ 
No. a. a, a. 
1 .479(.077)(0) .585(.069) .1) .909(.282) .863(.281) 
2 — .587(.084) 0) .823(.204) .817(.215) 
3 — — .751(.178) 0) .825(.221) .825(.222) 
1 .504(.027)(.l) .804(.100) .3) .855(.149) ,730(.122) 
2 .541(.034)(.l) .696(.052) .3) .770(.098) .741(.106) 
3 .521(.036)(0) .576(.034) .1) .752(.087) .732(.094) 
1 .462(.021)(.l) .810(.076) .3) .919(.174) .727(.108) 
2 .471(.025)(.l) .653(.021) .3) .785(.078) .734(.083) 
3 .531(.025)(.l) .645(.028) .3) .744(.069) .734(.084) 
1 .399(.035)(.l) .736(.035) .3) .891(.122) .703(.048) 
2 .421(.031)(.l) .605(.009) .3) .752(.048) .722(.052) 
3 .493(.025)(.l) .610(.021) .3) .733(.054) .727 (.062) 
4 .541(.028)(.l) .623(.032) .3) .718(.056) .724(.065) 
5 .551(.034)(0) .581(.035) .1) .707(.064) .712(.073) 
Table 5.1. (continued) 
Moore and Henrichon 
n k(n) Estimate 
10 4 .832(.237) 
10 7 1.15(.454) 
20 7 .774(.115) 
20 12 .937(.200) 
40 5 .768(.105) 
40 10 .732(.074) 
80 10 .727(.083) 
80 20 .700(.060) 
Wegman and Chernoff 
n c(n) 
"l *2 
* 
*1 
* 
*2 
10 .3 .694(.201)(0) .940(.326) .902(.304) 
10 .5 .597(.218)(0) 1.03(.490) .932(.455) 
20 .3 .602(.075)(0) .819(.148) .792(.140) 
20 .5 .555(.039)(.l) .755(.073)(.3) .842(.138) .756(.123) 
40 .19 — .573(.051)(0) .756(.085) .746(.084) 
40 .3 .521(.044)(.l) .641(.047)(.3) .775(.086) .768(.091) 
80 ,14 — .593(.044)(0) .733(.074) .729(.075) 
80 .3 .496(.036)(.l) .617(.032)(.3) .728(.058) .716(.061) 
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Table 5.2. Numerical estimates of the expectation of various mode estimators when estimated to 
the F-distribution with (100, 5) degrees of freedom. (Mode = .699) 
n 
'^n 
[c, d] 
Venter 
*1 
and Sager 
*2 
* 
*1 
* 
"2 
10 4 .713(.091)(0) .952(.221) .954(.236) 
10 6 — —  .682(.054)(.l) .890(.105)(.3) .983(.229) .920(.239) 
20 6 — .705(.063)(0) .875(.106) .874(.114) 
20 10 — .633(.035)(.l) .781(.038)(.3) .890(.087) .866(.091) 
10 4 • [.55,2] — .756 (.052X0) 1.02(.203) 1.02(.228) 
•10 4 [.4,1.65] — —  .706(.070)(0) .937(.173) .937(.186) 
10 4 [.55,1.65] — .752(.077)(0) 1.00(.230) .^5 (.242) 
10 6 [.55,21 , .608(.063)(0) .715(.051)(.l) 1.00(.229) .946(.243) 
10 6 [.4,1.651 .685(.051)(.l) .899(.106)(.3) .995(.233) .937(.239) 
10 6 [.55,1.65] .696(.052)(.l) .906(.105)(.3) .998(.237) .945(.250) 
20 6 [.55,2] — .766(.048)(0) .937(.119) .937(.127) 
20 6 [.4,1.65] — .717(.047)(0) .882(.093) .880(.100) 
20 6 [.55,1.65] —• .752(.039)(0) .928(.106) .928(.115) 
20 10 [.55,2] .663(.020)(0) .741(.020)(.l) .977(.124) .942(.126) 
20 10 [.4,1.65] .652(.032)(.l) .805(.032)(.3) .910(.087) .880(.091) 
20 10 [.55,1.65] .679(.024)(.l) .830 (.039) (.3) .927(.092) .900(.101) 
40 6 — .736(.054)(0) .785(.059) .782(.058) 
40 12 — —  .668(.040)(.l) .737(.041)(.3) .799(.058) .793(.065) 
80 10 — .764(.034)(0) .824(.048) .825(.049) 
80 18 — .708(.030) .828(.051) .824(.051) 
40 6 [.55,2] — .784(.048)(0) .838(.059) .835(.058) 
40 6 [.4,1.65] — .744(.053)(0) .794(.058) .792(.057) 
40 6 [.55,1.65] — .784(.048)(0) .838(.059) .835(.058) 
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Table 5.2. (continued) 
Moore and Henrlchon 
n k(n) Estimate 
10 4 .952(.183) 
10 7 1.29(.557) 
20 7 .891(.093) 
20 12 1.00(.140) 
40 5 .795(.06l) 
40 10 .777(.041) 
SO 10 .827(.051) 
80 20 .837(,053) 
Wegman and Chernoff 
* * n c(n) 
10 .3 — .809(.207)(0) 1.05(.338) 1.02(.316) 
10 .5 .635(.095)(0) .735(.092)(.1) 1.03(.248) .964(.247) 
20 .3 — .724(".076)(0) .928 (.140) .909 (.141) 
20 .5 .630(.046)(.l) .830(.046)(.3) .938(.100) .862(.089) 
40 .19 .675(.031)(.l) .752(.034)(.3) .821(.057) .808(.065) 
40 .3 .641(.031)(.l) .761(.032)(.3) .855(.059) .830(.062) 
80 .14 — .708(.026)(0) .834(.048) .835(.047) 
80 .3 .640(.029)(.l) .761(.030)(.3) .867(.052) .848(.052) 
Grenander 
n p k «2 
10 4 5 .689(.038)(.01) .722(.040)(.05) 
10 6 7 .644(.037)(.05) .724(.045)(.l) 
20 5 6 — .732 (.042) (.01) 
20 9 10 .671(.030)(.l) .751(.031)(.2) 
Table 5.3. Numerical estimates of the expectation of various mode estimators when restricted to 
the F-dlstrlbutlon with (5, 10) degrees of freedom. (Mode = .500) 
Venter and Sager 
n r^ [c.d] «1 «2 4 "2 
10 4 — —  .581 .179) 0) .810 .307) .810 .317) 
10 6 .486(.059)(.l) .693 .109) .3) .809 .262) .765 .269) 
20 6 — .540 .107) 0) .700 .155) .701 .162) 
20 10 .432(.078)(0) .506 .080) .1) .756 .176) .723 .182) 
10 4 [.25,2] — .583 .112) 0) .831 .271) .824 .285) 
10 4 [.1,1.2] — —  .537 .158) 0) .753 .247) .747 .253) 
10 4 [.25,1.2] —  —  .576 .165) 0) .805 .288) .803 .299) 
10 6 [.25;2] .411(.050)(0) .517 .041) .1) .817 .240) .765 .244) 
10 6 [.1,1.2] .482(.060)(.l) .689 .108) .3) .807 .260) .761 .265) 
10 6 [.25,1.2] .487(.059)(.l) .694 .109) .3) .808 .262) .764 .269) 
20 6 [.25,2] — .575 .083) 0) .732 .150) .772 .159) 
20 6 [.1,1.2] .497(.047)(.i) .567 .049) .3) .626 .076) .624 .085) 
20 6 [.25,1.2] — .514 .066) 0) .680 .119) .677 .127) 
20 10 [.25,2] .468(.046)(0) .548 .048) .1) .805 .184) .768 .192) 
20 10 [.1,1.2] .442(.070)(.l) .596 .081) .3) .710 .142) .685 .156) 
20 10 [.25,1.2] .493(.074)(.l) .643 .100) .3) .749 .162) .720 .168) 
40 6 — — ' .556 .080) 0) .618 .089) .616 .089) 
40 12 .492(.089)(0) .529 .091) .1) .678 .129) .678 .134) 
80 10 —  —  .531 .046) 0) .588 .050) .590 .049) 
80 18 —  —  .473(.043)(.l) .525 .043) .3) .569 .046) .567 .047) 
40 6 [.25,2] — .593 .093) 0) .656 .115) .656 .114) 
40 6 [.1,1.2] .497(.037)(0) .511 .037) .1) .561 .039) .560 .039) 
40 6 [.25,1.2] .520 .037) 0). ..582 .043) .581 .044) 
40 12 [.25,2] .536 .075) 0) .716 .135) .707 .140) 
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Table 5.3. (continued) 
Moore and Henrichon 
n k(n) Estimate 
10 4 .819(.268) 
10 7 1.04(.444) 
20 7 .716(.161) 
20 12 .844(.182) 
40 5 .648(.102) 
40 10 .669(.122) 
80 10 .579(.053) 
80 20 .565(.032) 
Wegman and Chernoff 
n c(n) «1 *2 
* 
*1 
* 
*2 
10 .3 .709(.322)(0) .965(.533) .926(.506) 
10 .5 — .546(.160)(0) .949(.408) .867(.375) 
20 .3 — .560(.144)(0) .782(.222) .765(.218) 
20 .5 .425(.102)(0) .525(.097)(.l) .836(.229) - .756(.212) 
40 .19 — .553(.111)(0) .730(.152) .718(.145) 
40 .3 .474(.080)(.l) .534(.080)(.3) .756(.156) .730(.156) 
80 .14 .470(.041)(.l) .527(.041)(.3) .570(.043) .560(.042) 
80 .3 .381(.036)(.l) .501(.022)(.3) .600(.036) .578(.036) 
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Table 5.4. Numerical estimates of the expectation of various mode estimators when restricted 
the beta distribution with (2, 10) degrees of freedom. (Mode = .100) 
Venter and Sager 
n r 
n 
[c,d] 
*1 *2 
* 
*1 
* 
*2 
10 4 .099(.005)(.5) .136(.007)(1) .097 .005) .092 .005) 
10 6 .088(.003)(.3) .119(.004)(.5) .104 .005) .100 .007) 
20 6 .088(.003)(.5) .115(.004)(1) .088 .004) .088 .004) 
20 10 — —  .095(.002)(.5) .155(.006)(1) .085 .003) .081 .004) 
10 4 1.07,.3] .095(.004)(0) .103(.004)(.l) .134 .007) .135 .007) 
10 4 [.03,.2] .09D(.003)(.3) .106(.004)(.5) .100 .004) .099 .005) 
10 4 [.07,.2] .088(.004)(.3) .103(.005)(.5) .098 .005) .096 .005) 
10 6 [.07,.3] .092(.003)(.3) .122(.004)(.5) .108 .006) .104 .007) 
10 6 [.03,.2] .092(.004)(.3) .123(.004)(.5) .109 .005) .104 .006) 
10 6 [.07,.2] .088(.003)(.3) .119(.004)(.5) .104 ;005) .099 .007) 
20 6 [.07,.3] — .104(.001)(0) .134 .003) .124 .004) 
20 6 [.03,.2] .099(.001)(.5) .134(.003)(1) .101 .002) .102 .002) 
20 6 [.07,.2] .088(.002)(.l) .101(.002)(.3) .111 .003) .111 .003) 
20 10 [.07,.3] .092(.002)(.3) .116(.002)(1.5) .106 .004) .101 .005) 
20 10 [.03,.2] .078(.002)(.3) .104(.001)(.5) .093 .003) .088 .003) 
20 10 [.07,.2] .095(.002)(.3) .156(.006)(.5) .085 .003) .081 .004) 
40 6 — .078(.003)(1) — .068 .004) .068 .004) 
40 12 — .074(.003)(.5) .104(.003)(1) .071 .003) .069 .003) 
80 10 —  —  .064(.003)(1) — .055 .004) .055 .004) 
80 18 — —  .072(.002)(1) .050 .003) .049 .004) 
40 6 [.07,.3] — .121(.003)(0) .136 .004) .136 .004) 
40 6 [.03,.2] .094(.002)(.5) .106(.002)(1) .094 .002) .094 .002) 
40 6 [.07,.2] — .103(.001)(0) .119 .001) .119 .001) 
40 12 [.07,.3] — .100(.001)(0) .147 .004) .143 .004) 
40 12 [.03,.2] .096(.001)(.5) .131(.002)(1) .091 .001) .090 .001) 
40 12 [.07,.2] .087(.001)(.l) .102(.001)(.3) .113 .002) .112 .002) 
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Grenander 
n p k «2 
10 4 5 .096(.001)(.l) .1069(.001)(.2) 
10 6 7 .0997(.001)(.2) .1169(.001)(.3) 
20 5 6 — .1090(.002)(.01) 
20 9 10 .093(.001)(.l) .1040(.001)(.2) 
V 
Table 5.5. Numerical estimates of the expectation of various mode estimators when restricted to 
the chi-square distribution with 6 degrees of freedom. (Mode = 4) 
Venter and Sager 
rn [c,d] «1 «2 *2 
10 4 — —  3.81(3.10)(.1) 4.23 3.11) (.3) 4.68 3.87) 4.70(4.01) 
10 6 3.37(1.91)(.1) 4.23 1.64) (.3) 4.85 3.65) 4.78(4.47) 
20 6 — —  4.00(2.66)(.1) 4.29 2.72) (.3) 4.62 3.02) 4.64(3.10) 
20 10 3.63(1.70)(.1) 4.29 1.67) (.3) 4.82 2.87) 4.71(3.20) 
10 4 [3,8] 3.85(2.17) (0) 4.08 2.11) (.1) 5.08 3.91) 5.11(4.12) 
10 4 [1.7,6] 3.68(2.65)(.1) 4.13 2.56) (.3) 4.55 3.30) 4.55(3.43) 
10 4 [3,6] 3.81(2.76)(.1) 4.25 2.79) (.3) 4.72 3.61) 4.76(3.78) 
10 6 [3,8] 3.45(1.68)(.1) 4.33 1.55) (.3) 4.94 3.76) 4.87(4.60) 
10 6 [1.7,6] 3.35(1.92)(.1) 4.21 1.63) (.3) 4.87 3.65) 4.81(4.47) 
10 6 [3,6] 3.37(1.90)(.1) 4.24 1.63) (.3) 4.85 3.65) 4.78(4.46) 
20 6 [3,8] — 4.30 1.26) (0) 5.20 2.94) 5.20(3.18) 
20 6 [1.7,6] 3.68(1.13)(.3) 4.03 .995) (.5) 4.05 1.22) 4.06(1.32) 
20 6 [3,6] 3.96(1.78)(.1) 4.26 1.84) (.3) 4.50 1.96) 4.50(2.01) 
20 10 [3,8] 3.74(1.12)(.1) 4.40 1.23) (.3) 4.97 2.85) 4.89(3.24) 
20 10 [1.7,6] 3.40(1.94)(.1) 4.09 1.62) (.3) 4.63 2.57) 4.52(2.91) 
20 10 [3,6] 3.62(1.68)(.1) 4.29 1.65) (.3) 4.82 2.85) 4.72(3.17) 
40 6 — —  — 4.22 1.94) (0) 4.51 2.08) 4.51(2.08) 
40 12 — —  4.00(1.68)(.3) 4.33 1.82) (.5) 4.39 2.15) 4.42(2.36) 
80 10 — —  — 4.33 1.96) (0) 4.56 2.22) 4.54(2.22) 
80 18 — —  3.91(1.76)(0) 4.04 1.76) (.1) 4.60 2.13) 4.62(2.20) 
40 6 [3,8] — 4.58 1.61) (0) 4.90 2.08) 4.88(2.07) 
40 6 [1.7,6] 3.98(.930)(.5) 4.30 1.04) (1) 4.03 1.03) 4.03(1.07) 
40 6 [3,6] — 4.06 .474) (0) 4.47 .798) 4.46(.832) 
40 12 [3,81 —  —  4.06 .587) (0) 5.07 2.18) 5.07(2.53) 
40 12 [1.7,6] 3.89(.574)(.5) 4.80 1.22) (1) 3.92 .717) 3.91(.892) 
40 
80 
80 
80 
80 
80 
80 
n 
10 
10 
10 
20 
20 
20 
40 
40 
40 
80 
80 
80 
12 
10 
10 
10 
18 
18 
18 
[3,6] 
[3,8] 
[1.7,6] 
[3,6] 
[3,8] 
[1.7,6] 
[3,6] 
3.71(.967)(.l) 
3.99(.948)(.5) 
3.74(.808)(.3) 
3.85(.248)(.l) 
4.07(.911)(.3) 
4.56(1.66)(0) 
4.27(.999)(1) 
4.06(.499)(0) 
4.25(.993)(0) 
4.01(.729)(.5) 
4.13(.227)(.3) 
4.46(1.37) 
4.82(2.03) 
3.96(.940) 
4.36(.616) 
4.92(1.91) 
4.04(.824) 
4.42(.503) 
4.48(1.53) 
4.81(2.02) 
3.95(.943) 
4.36(.625) 
4.91(2.06) 
4.07(.914) 
4.42(.623) 
Robertson and Cryer 
Iteration * * 
No. «1 «2 "l ^^2 
1 3.37(1.91)(.1) 4.23(1.64) .3) 4.84(3.65) 4.78(4.47) 
2 3.81(2.31)(0) 4.04(2.29) .1) 4.99(4.43) 5.00(4.60) 
3 — 4.66(3.67) 0) 5.00(4.55) 5.00(4.59) 
1 3.97(.905)(.3) 5.08(2.20) .5) 4.72(2.06) 4.55(2.67) 
2 3.54(1.55)(.1) 4.22(1.42) .3) 4.82(2.80) 4.72(3.34) 
3 3.74(1.73)(.1) 4.25(1.77) .3) 4.83(3.39) 4.82(3.91) 
1 3,88(.704)(.3) 5.19(2.26) .5) 4.88(1.45) 4.59(1.28) 
2 3.93(.572)(.3) 4.76(1.21) .5) 4.52(1.26) 4.37(1.68) 
3 3.52(.862)(.l) 4.07(6.57) .3) 4.65(1.57) 4.62(2.02) 
1 3.72(.302)(.3) 5.03(1.32) .5) 4.84(1.04) 4.61(1.06) 
2 3.73(.591)(.3) 4.55(.836) .5) 4.53(.879) 4.51(.998) 
3 3.95(.730)(.3) 4.50(.996) .5) 4.52(1.08) 4.54(1.30) 
4 3.72(1.03)(.1) 4.11(.956) .3) 4.50(1.35) 4.51(1.54) 
5 3.95(1.12)(.1) 4.23(1.16) .3) 4.52(1.57) 4.54(1.76) 
Table 5.5. (continued) 
Moore and Henrichon 
n k(n) Estimate 
10 4 4.66(3.43) 
10 7 5.27(3.86) 
20 7 4.67(2.62) 
20 12 4.99(2.09) 
40 5 4.48(2.48) 
40 10 4.40(1.86) 
80 10 4.58(2.24) 
80 20 4.54(2.03) 
Wegman and Chemoff 
n c(n) 
"l *2 
* 
«1 
* 
«2 
10 .6 5.17(6.22)(0) 5.69(7.80) 5.60(7.47) 
10 .9 4.71(4.90)(0) 5.51(6.91) 5.40(6.65) 
10 1.5 4.00(3.62)(0) 4.30(3.71)(.1) 5.29(5.56) 5.13(5.36) 
20 .6 — 4.76(4.39)(0) 5.31(5.46) 5.27(5.40) 
20 .9 — — 4.42(3.25)(0) 5.26(4.79) 5.18(4.70) 
20 1.5 3.88(2.31)(0) 4.18(2.32)(.1) 5.26(4.13) 5.11(4.13) 
40 .6 — 4.02(1.79)(0) 4.61(2.28) 4.57(2.33) 
40 .9 3.94(1.96)(.1) 4.30(2.04)(.3) 4.63(2.57) 4.58(2.66) 
80 .6 — 4.19(1.73)(0) 4.78(2.44) 4.76(2.54) 
80 .9 3.96(1.76)(0) 4.14(1.78)(.1) 4.92(2.64) 4.93(2.75) 
Grenander 
n p k 
10 4 5 3 .70(1.28)( .1)  4 .08(1.24)( .2)  
10 6  7 3 .89( .930)( .2)  4 .51(1.29)( .3)  
20 5  6  3 .94(1.28)( .05)  4 .03(1.28)( .1)  
20 9  10 3 .79( .958)( .2)  4 .16( .942)( .3)  
6 .  
r 
n 
4 
6 
6 
10 
4 
4 
4 
6 
6 
6 
6 
6 
6 
10 
10 
10 
6 
12 
10 
18 
6 
6 
6 
12 
Numerical estimates of the expectation of various mode estimators when restricted to 
the chi-square distribution with 14 degrees of freedom. (Mode = 12) 
Venter-Sager 
* * 
[c,d] «2 
— 11.52(12.95)(.1) 12.25 12.82 (.3) 2.93(14.99) 12.91(15.83) 
11.76(5.98)(.3) 13.19 7.66) .5) 12.99(11.12) 12.95(14.36) 
— 11.96(6.99)(.3) 12.45 7.26) .5) 12.55(6.96) 12.59(7.02) 
11.60(4.64)(.3) 12.70 5.13) .5) 12.53(5.69) 12.51(6.66) 
[10,18] 11.72(9.37)(0) 12.12 9.23) .1) 13.63(14.90) 13.63(16.15) 
[7,16] 11.66(8.53) (.3) 12.48 8.66) .5) 12.29(9.94) 12.21(11.01) 
[10,16] 11.85(11.55)(.1) 12.59 11.82 (.3) 13.19(14.70) 13.14(15.56) 
[10,18] 11.78(5.88)(.3) 13.21 7.56) .5) 13.02(11.08) 12.98(14.28) 
[7,16] 11.68(5.66)(.3) 13.14 7.16) .5) 12.92(10.97) 12.91(14.44) 
[10,16] 11.79(5.94)(.3) 13.22 7.66) .5) 13.02(11.18) 12.97(14.39) 
[10,18] 11.88(2.38)(0) 12.17 2.38) .1) 13.23(4.98) 13.20(5.43) 
[7,16] 11.82(4.83)(.5) 13.15 4.83) 1) 12.00(3.55) 12.08(3.95) 
[10,16] 11.97(2.59)(.3) 12.50 2.93) .5) 12.50(3.38) 12.47(3.74) 
[10,18] 11.95(2.94)(.3) 13.06 4.28) .5) 12.79(4.77) 12.71(5.74) 
[7,16] 10.99(4.24)(.3) 12.15 3.30) .5) 12.19(4.54) 12.17(5.78) 
[10,16] 11.63(4.46)(.3) 12.73 5.07) .5) 12.56(5.59) 12.55(6.52) 
— —  11.83(5.50)(.3) 12.03 5.50) .5) 12.06(5.44) 12.08(5.44) 
—  —  11.72(4.92)(.3) 12.30 5.09) .5) 12.16(5.35) 12.13(5.49) 
11. 98(3.64) (.1) 12.16 3.63) .3) 12.31(3.68) 12.31(3.68) 
11.66(5.11)(.3) 12.09 4.92) .5) 12.06(4.75) 12.06(4.75) 
[10,18] — 12.45 3.59) 0) 13.05(4.67) 13.06(4.74) 
[7,16] 11.77(3.77)(.5) 12.28 3.87) 1) 11.82(3.71) 11.85(3.67) 
[10,16] — 12.01 2.15) 0) 12.62(2.67) 12.62(2.67) 
[10,18] 11.78(2.06)(0) 12.10 2.08) .1) 13.20(4.54) 13.12(5.11) 
[7,16] 11.56(2.44)(.5) 13.09 3.51) 1) 11.44(2.91) 11.44(3.21) 
40 
80 
80 
80 
80 
80 
80 
n 
10 
10 
10 
20 
20 
20 
40 
40 
40 
80 
80 
80 
80 
80 
12 [10,16]  11.93(1.46)( .3)  12.59(1.90)( .5)  12.41(2.42)  12.33(2.85)  
10 [10,18]  — 12.53(2.97)(0)  12.96(3.59)  12.94(3.63)  
10 [7 ,16]  11.97(3.42)( .3)  12.16(3.41)( .5)  12.14(3.59)  12.15(3.67)  
10 [10,161 — 12.27(2.06)(0)  12.75(2.65)  12.74(2.77)  
18 [10,18]  — 12.05(1.98)(0)  13.09(3.30)  13.06(3.43)  
18 [7 ,16]  11.91(2.82)( .5)  13.00(3.69)(1)  11.89(2.99)  11.90(3.12)  
18 [10,16]  11.96(1.14)( .1)  12.42(1.29)( .3)  12.81(1.90)  12.78(2.07)  
Iteration 
Robertson and Cryer 
* * 
No. «2 «2 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
4  
5  
11.76(5.98)( .3)  
11.43(11.66)( .1)  
11.17(3.54( .3)  
11.62(4.32)( .3)  
11.77(4.33)( .3)  
11.16(2.63)( .3)  
11.29(2.43)( .3)  
11.44(3.18)( .3)  
10.62(2.88)( .3)  
10.97(2.78)( .3)  
11.37(2.15)( .3)  
11.60(2.37)( .3)  
11.74(2.90)( .3)  
13.19(7.66)( .5)  
12.20(11.18)( .3)  
12.30(15.89)(0)  
13.00(4.03)( .5)  
12.76(5.07)( .5)  
12.62(4.89)( .5)  
13.30(3.63)( .5)  
12.66(2.45)( .5)  
12.35(3.10)( .5)  
12.78(1.63)( .5)  
12.37(1.87)( .5)  
12.32(1.81)( .5)  
12.28(2.24)( .5)  
12.22(2.83)( .5)  
12.99(11.12)  
12.90(16.31)  
12.79(17.44)  
12.88(5.50)  
12.68(6.63)  
12.58(6.77)  
12.80(2.78)  
12.43(2.57)  
12.17(3.74)  
12.68(1.45)  
12.26(1.75)  
12.25(1.82)  
12.34(2.45)  
12.30(3.21)  
12.95(14.36)  
12.87(17.68)  
12.80(17.69)  
12.69(7.69)  
12.64(8.15)  
12.54(7.91)  
12.34(3.19)  
12.24(3.61)  
12.05(4.57)  
12.58(2.14)  
12.18(2.14)  
12.22(2.21) 
12.35(2.92)  
12.29(3.60)  
00 
00 
Table 5.6. (continued) 
Moore and Henrichon 
n k(n) Estimate 
10 4  12.83(12.83)  
10 7  13.51(9.42)  
20 7  12.58(7.06)  
20 12 12.74(4.79)  
40 5  12.37(7.37)  
40 10 12.05(5.07)  
80 10 12.32(4.36)  
80 20 11.99(3.70)  
Wegman and Chernoff 
* * n c(n) 
10 .6  — 14.47(23.96)(0)  15.00(27.4)  14.84(25.98)  
10 .9  — 13.40(21.91)(0)  14.16(25.35)  13.99(24.35)  
10 1 .5  — 12.77(14.88)(0)  14.10(19.05)  13.93(18.96)  
20 .6  — 13.13(11.95)(0)  13.62(13.04)  13.55(12.86)  
20 .9  — 12.55(10.81)(0)  13.40(12.39)  13.32(12.26)  
20 1 .5  11.70(8.34)(0)  12.00(8.26)( .1)  13.09(8.69)  12.99(8.34)  
40 .6  — 12.13(6.49)(0)  12.71(6.70)  12.66(6.62)  
40 .9  11.85(5.89)( .3)  12.21(5.89)( .5)  12.13(5.89)  12.07(5.59)  
80 .6  — 12.37(3.84)(0)  12.89(4.43)  12.84(4.37)  
80 .9  11.98(3.98)( .3)  12.34(4.10)( .5)  12.28(3.97)  2 .22(3.95)  
Grenander 
n p k «2 
10 4  5  11.58(4.18)( .2)  12.16(4.03)( .3)  
10 6  7 11 .80(2.58)( .3)  13.69(5.68)( .5)  
20 5  6  12.03(5:66)( .2)  12.33(5.67)( .3)  
20 9  10 11.81(3.87)( .3)  13.03(4.79)( .5)  
40 10 11 11.59(3.47)( .3)  12.15(3.47)( .5)  
40 17 18 11.  34 (2 .93)  ( .  3)  12 .41(2.82>( .5)  
80 17 18 11.83(2.57)( .3)  12.28(2.57)( .5)  
80 25 26 11.66(2.19)  ( .3)  12.39(2.20)( .5)  
VO 
o 
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