Abstract-This paper presents measures characterizing the information content of remote observations of ground scenes imaged via optical and infrared sensors. Object recognition is posed in the context of deformable templates; the special Euclidean group is used to accommodate geometric variation of object pose. Principal component analysis of object signatures is used to represent and efficiently accommodate variation in object signature due to changes in the thermal state of the object surface. Mutual information measures, which are independent of the recognition system, are calculated quantifying both the information gain due to remote observations of the scene and the information loss due to signature variability. Signature model mismatch is quantitatively examined using the Kullback-Leibler divergence. Expressions are derived quadratically approximating the posterior conditional entropy on the orthogonal group for high signal-to-noise ratio. It is demonstrated that quadratic modules accurately characterize the posterior entropy for broad ranges of signal-to-noise ratio. Information gain in multiple-sensor scenarios is quantified, and it is demonstrated that the cost of signature uncertainty for the Comanche series of FLIR images collected by the U.S. Army Night Vision Electronic Sensors Directorate is approximately 0.8 bits with an associated near doubling of mean-squared error uncertainty in pose.
I. INTRODUCTION

W
ITHIN the Center for Imaging Science, we have been studying the use of deformable templates for rigid body Object Recognition (OR) [1] - [3] accommodating the geometric variations of orientation, position, and scale. A major thrust of our work has been the extension of deformable templates to accommodate signature variation. In natural imagery, a major source of variability in the appearance of objects is variation in illumination. Belhumeur and Yuille have developed methods for accommodating variations in the illumination of human faces using principal components analysis decomposition of imagery [4] , [5] (see also [6] ). Joshi et al. applied principal components analysis to represent the variation of shape of neuro-anatomical submanifolds [7] . In this work, principal components analysis was extended to submanifolds in three-dimensional space.
Building on such parametric representations, in this paper we extend deformable templates under the geometric group action to represent object signature. The extended template enables us to both incorporate signature information into recognition algorithms and examine recognition performance loss associated with signature variability.
The second major thrust of this paper is the establishment of a general class of performance measures for recognition based on information-theoretic measures. These performance measures for recognition are algorithm-independent, serving as benchmarks against which the plethora of proposed recognition algorithms may be compared. Information-theoretic measures have been frequently used in recognition algorithm design. Colmenarez and Huang have developed detection algorithms using models designed to maximize interclass discrimination as measured by relative entropy [8] , [9] . Viola and Wells estimate object pose as the rigid transformation of an object model that maximizes an empirical estimate of the mutual information between the sensor data and model [10] . Fisher et al. have developed a feature extraction technique for classification based on mutual information and have, in turn, applied this approach to pose estimation [11] , [12] . There is also a large literature on the application of information-theoretic measures to performance analysis of statistical recognition algorithms (e.g., Fano's inequality, Stein's lemma, see Cover and Thomas [13] for an overview). Shao et al. have applied mutual information as a performance measure and system design tool in computed tomography [14] . Our work is complementary in that we propose the use of mutual information as a performance analysis and system design tool for model-based object recognition. We specifically address the following question posed in the report of the Army Research Office Working Group on ATR [15] : independent of any particular algorithm, how much information do various remote sensors provide about complex scenes.
We formulate the recognition problem via a communications model using the "source-channel" characterization of Shannon; the decoder attempts to infer properties of the sources (objects' configurations in the imaged scene) from observations obtained via the remote-sensing channel. We shall exploit the ability of statistical, model-based approaches to provide confidence measures and, in turn, error bounds for the estimated object configurations. Herein, we quantify the information provided by remote sensor data regarding the objects' configurations in the observed scene. The measure of information studied throughout is mutual information, originally proposed by Shannon [16] . Mutual information provides a bound on the information regarding the objects' configurations that may be transmitted via the re-mote-sensing channel. A significant advantage of the statistical communications point of view is that all of the classical estimation bounds for communication channels are immediately inherited on the nonadditive parameter spaces of recognition. The approach is general and is applicable to object detection, classification, and recognition.
A. Pattern-Theoretic Recognition
The application of Grenander's pattern theory [17] to recognition proceeds in three steps: 1) the representation of the scene being observed; 2) the formation of remote sensor observations; and 3) the statistical inference of the parameters describing the objects in the remotely observed scene. Objects are represented using templates; their infinite variety of appearance is accommodated via transformations which act on the templates. The rigid-body templates consist of geometric descriptions for the objects of interest (e.g., computer-aided design (CAD) models). The transformations form groups, and the deformable template is the orbit under a group action, its subgroups, and products. Estimation becomes identification of the group action and object class, requiring matching the observed remotely sensed image with the particular instance of the template. Define the idealized image or template with geometric variability introduced via the rigid Euclidean group actions of translation and rotation. Scenes consist of objects of class , the alphabet of possible objects, each with an associated parameter vector , the group of transformations describing position and orientation.
The class of variabilities associated with the physics of the sensors is accommodated through the statistical laws describing the transformation of the underlying object representations to the observable imagery. Denote the deformation mechanism through which the ideal image is observed as , which can be either deterministic or random. The data may have components corresponding to multiple sensors:
. Characterize them via a statistical transition law, the likelihood function , summarizing completely the mapping from the input to the output , the likelihood of given . Shannon's source-channel model of communication theory is consistent with the Bayesian conceptual separation of the representation of the space of possible images with its associated prior , and the image formation process with transition law specifying the output of the remote sensing channel. The power of this view is that there is one true underlying scene, irrespective of the number of sensor measurements forming . A single inference problem is solved, with the multiple observations due to multiple sensors providing additional information in the posterior distribution. Sensor fusion occurs automatically in this framework.
B. Paper Organization
In Section II, deformable templates for geometric variation are extended to accommodate the signature variation typical of forward-looking infrared (FLIR) imagery. Object signatures are modeled as Gaussian random fields on the surface of the template, with the parameters describing object pose and signature jointly parameterized. Section III applies the extended template to compute the posterior probability density given FLIR imagery over this joint parameter space. In Section IV, information-theoretic performance analysis is presented quantifying the information gain due to remote sensor observations in the context of the inference. Additionally, information loss associated with model mismatch is quantified via the Kullback-Leibler divergence. Section V presents asymptotic quadratic approximations to the posterior density allowing us to accurately approximate the information measures for orientation estimation. Finally, Section VI quantitatively characterizes sensor fusion; the information measures are computed to assess the relative performance of several sensors and performance gains due to sensor fusion.
II. REPRESENTING VARIABILITY OF POSE AND SIGNATURE
We examine the pose and signature variation associated with the thermal variations of the surface of object viewed by FLIR sensors. FLIR systems passively sense objects via their reflected or emitted thermal radiation, which may vary dramatically with changes in the object thermal signature (equivalently, the object surface temperature profile). Shown in the top row of Fig. 1 are views of an object at multiple poses. The bottom row shows the object at a single pose with multiple object thermal signatures. Similarly, in optical or video imaging contexts, changes in the illumination of a scene generate considerable signature variability (e.g., [18] ). Estimation of the object signature is fundamental to accurate estimation of the object's class and pose.
A. Geometric Variability
Templates are constructed corresponding to CAD representations of the surfaces of the rigid objects. Denote such an ideal template , , the set of location indices on the object surface. A rigid template defined by a CAD model is shown in the top row of Fig. 1 at three different poses. Geometric variation, due to variability of pose of the objects is introduced via the rigid motions of translation and rotation. The set of transformations are matrix Lie group actions on the templates. For ground-based scenes, we use the axis-fixed rotation group, identified with and parameterized by rotation angle, and translations in the plane ; transformations are of the form, . Elements of , the Special Euclidean Group, are composed according to . This is denoted by the semidirect product [19] . The deformable template over which inference occurs is the orbit under (1)
B. Modeling Signature Variation via Principal Components
We shall focus on infrared sensors operating in the 8-12-m band, in which object material properties and operational states as well as meteorological conditions contribute to signature variability. A complete description of the signature of an object specifies the emitted radiance as a function of position on the object surface. The surface can be decomposed into regions of polygonal facets constituting a CAD model representation of the surface, as in the models describing the surface geometry used by the FLIR simulation software package PRISM [20] . The thermal signature is described by a vector with elements given by the radiance at the lattice points of the template (CAD model). Define the signature, as the radiant intensity indexed over the surface lattice with dimensionality . Incorporating signature information, the deformable template becomes the set of all objects generated under the group action with superimposed scalar field . Thus an element of the template specifies the geometric transformation of each point indexing the object, as well the radiant intensity at that point,
. Denote an element of the deformable template by , where the orbit under the group action becomes (2) We have generalized the group action to accommodate signature and pose variation. Representing the object signature increases the dimensionality of the parameterization from to . We want to minimize this increase. Model the signature as a scalar-valued Gaussian random field representing the object radiant intensity with mean and covariance . Our approach is to characterize signature variation statistically via empirical covariances. Following Joshi et al. [7] , we apply eigenexpansion techniques to random fields indexed on the object surface. Eigenexpansion of the covariance operator of the Gaussian random field gives a complete orthonormal basis for object signature representation
In general, is large, so we choose the term subspace to represent optimally in the minimum mean squared error sense [7] . We construct via the PRISM simulator an -element database of thermal signatures. The eigenbasis is generated directly from the sample covariance , computed with elements where The sample covariance is decomposed into an eigenfunction/eigenvalue representation numerically via the Singular Value Decomposition (SVD). For deriving the basis, the inner product respecting the surface measure is employed as the signature random field is defined on the object surface. On the discretized surface lattice , the basis functions satisfy (4) where is a diagonal matrix with , the surface area of the region indexed by . Performing an eigenexpansion of the empirical covariance matrix is equivalent to the classical statistical technique of principal components analysis [21] . Hence the are the signature principal components, and are found using Algorithm 1.
Algorithm 1 (Computation of Signature Principal Component Basis):
1) The basis elements satisfy (4 The PRISM simulation package was used to build databases isolating two primary modes of FLIR signature variations: meteorological and operational. Meteorological variation, namely, changes in the weather and atmospheric conditions, was isolated in the "static" database. Operational variation resulting from changes in the state of the object, including varying the speed of the tank, whether the motor is on or off, how long the motor has been on, whether the main gun is firing or not, etc., was isolated in the "dynamic" database. A third, "composite" database was generated by composing these two modes of signature variation. Details regarding database construction appear in Table I . The number of signatures contained in each database appears in the rightmost column.
Intuitive conclusions may be drawn from the plots and renderings of the first three eigensignatures (first signature principal components) from the three databases. The first three eigensignatures (left to right, ) of the static database are shown in the top row of Fig. 2 . The first eigensignature of the static database exhibits the uniform thermal emissivity variations of the tank associated with changes in the meteorological conditions. The middle row shows the first three eigensignatures of the dynamic database, each of which express localized variations in the regions of the tank containing and adjacent to the motor. The first dynamic eigensignature demonstrates the intense heating of the exhaust system and motor of the tank. The first three eigensignatures of the composite database are shown in the bottom row, also expressing the modes of variation isolated in the static and dynamic databases.
To analyze the dimensionality of this representation for object signatures, the normalized power spectrum ( plotted versus ) of the eigenbasis representing object signatures is shown in the left panel of Fig. 3 . The right panel shows the plot of normalized mean-squared error versus the number of eigenfunctions retained in the expansion of (3). 
III. BAYESIAN POSTERIOR DISTRIBUTION
The parameter space for the Bayesian posterior distribution is now clear. Retaining terms in the eigenexpansion, the object signature is represented as (5) The deformable template becomes (6) is given by . Fig. 3 indicates that the dimensionality required for accurate representation of thermal signature is on the order of . This represents a reduction in the dimensionality of the extended templates from to . We identify the object signature with its corresponding subspace projection coefficients. In all simulations that follow, the signature is represented by the first twenty projection coefficients Thus . Throughout, the prior probability measure associated with the parameters of interest is denoted by with posterior conditioned on the observation with density . is the product of the prior with the data likelihood incorporating variability introduced by the sensor in the formation of the remote observation of the scene. Throughout, object signature and pose are assumed independent. The joint posterior is the product of the data likelihood and the joint prior (7) The prior probability on the rotation group will be uniform on the circle. The object signature is modeled as a Gaussian random field, parameterized by the subspace projection coefficients , with multivariate normal distribution:
are independent normal with zero mean and variance , the eigenvalue associated with the th eigensignature (8)
A. The Imaging Model
For the ground scenario, the scenes considered consist of a T62 tank at a known position against a constant background. The video imager uses orthographic projection according to the mapping . The FLIR imager uses perspective projection, according to the mapping . For generating FLIR scenes, Gaussian-and Poisson-based charge-coupled device (CCD) sensor models are used [22] , [23] coupled to standard infrared radiation from CAD models of the object generated by the PRISM simulator. The projective transformations are the deterministic component of the operation from the ideal image space , including complete object signature information, to the positive measurement space , the two-dimensional (2-D) CCD detector space including both blur and Poisson noise [24] . We denote the projective transformation of the ideal scene by the operator defined as the near-field projection of the ideal image of the object with templete at transformation onto the detector plane. The Poisson log-likelihood is (9) ignoring terms without dependence on .
is the cardinality of the detector space. In the high photon limit, the measurements are modeled as a Gaussian random field [25] - [27] with mean the projective transformation of the scene (10) ignoring terms without dependence on .
B. Sensor Fusion
The Bayesian formulation readily incorporates additional sensors into the inference. As sensors make conditionally independent observations of the scene, the product of each of the individual data likelihood terms forms the joint data likelihood for all available observations. If there are observations, , produced by different sensors, then
Sensors will require individual signature representations for the corresponding object signature . While an FLIR system will sense temperature, optical sensors will be sensitive to the illumination conditions. These variations are modeled via respective representations for the object signature. We shall examine two sensors: the video imaging sensor and the FLIR sensor.
IV. MUTUAL INFORMATION ANALYSIS
The mutual information between two sets of random variables directly measures the dependence between them [13]; we propose its use to quantify the dependence between the remote observation of the scene and the object parameters of pose, position, and class . The form of the mutual information for continuous processes is (12) (13) where is the differential entropy of the parameter vector and is the conditional differential entropy of given the observation . This statistical measure quantifies the information gain regarding the object pose associated with the sensor data. This form of the mutual information bounds the information regarding the true parameter values contained in any estimator of the parameters according to (14) per the data-processing inequality [13] . Additionally, bounds on estimator performance may be derived directly based on the mutual information, for example [14] ( 15) This bound illustrates the algorithm-independent and model-dependent nature of this performance measure. While (15) applies to any estimator based on , the bound depends on the sensor likelihood model (concealed in ): the mapping where the parameter input is identified with the corresponding instance of the template deformed by the sensor to . It should be emphasized that the pattern-theoretic representations employed to accommodate geometric variability allow us to construct the Bayes' posterior directly on the parameter spaces of the three-dimensional scene. Additionally, the sensor data are not preprocessed. Both alternative parameterizations of the object pose and additional data processing will in general decrease the mutual information, resulting in exponential performance loss per (15) .
The mutual information can be computed jointly or individually for the parameters of object class, position, orientation, and signature. For simplicity, we shall focus on the parameters of object signature and orientation, noting that the analysis can be generalized to any parameter space on which we can construct the posterior . To study the impact of signature variability in ground-based object orientation estimation via FLIR, we study three forms of the mutual information:
and . In the definitions that follow, fixed parameters and variables of integration will be lowercase, random variables capital. measures the information gain in orientation given the image data when the object signature is known and given by (16) measures the average information gain over the space of possible object signatures given the observation (17) measures the average information gain over the space of signatures given the observation in the case that the object signature is unknown (18) For this calculation, we generate by marginalizing over the space of signatures (19) Monte Carlo random sampling is used to evaluate the integrals over . The integrals over are evaluated via Monte Carlo sampling conditioning on the object pose and signature . The integrals over are numerically evaluated via the discrete set . Thus (20) is an estimate of such that (21) where (22) The various thermal signatures studied are shown in Fig. 4 . . Notice the performance dependence on the underlying object signature and the increased information gain with the knowledge of the true object signature. The object signature will not generally be known. The mutual information, characterizes average performance in the absence of signature information. The variation of this nuisance parameter decreases the information gain.
We can measure precisely the cost in information of unknown thermal signature averaged over the signatures in the databases. The lower left panel of Fig. 5 shows (solid curve) and (dashed curve), the average information gain in object pose given the FLIR imagery and the correct object signature. Conditioning on the signature reduces the entropy, implying that these forms of mutual information are ordered (23) The difference between the two, shown in the right panel, is the average cost in bits of the unknown signature in terms of information regarding the object pose.
A. The Cost of Model Mismatch
The information loss associated with the use of incorrect signature information is quantified by the relative entropy between the posterior probability density models. Let denote the posterior model assuming object signature ; define to be the true object signature. The relative entropy or Kullback-Leibler divergence is
The information loss due to the posterior density model mismatch is (24) Similarly, the information loss in the absence of a priori signature information is (25) Here is computed per (19) . This measure equivalently quantifies the average information loss due to signature model mismatch (26) (27) (28) Fig. 6 illustrates the information loss due to model mismatch. In the left panel the observations assume of Fig. 4 . The Kullback-Leibler divergences and appear. Among the curves, the posterior model of (19) minimizes the information loss. In the right panel, the simulations are repeated for the case . Again modeling the object signature via marginalizing the joint posterior minimizes the information loss. In both panels, information loss is minimized by the Bayes signature model without a priori assumption of object signature.
V. ASYMPTOTIC APPROXIMATION OF INFORMATION MEASURES
The information measures for recognition presented in the previous section are complicated integrals that do not lend themselves to closed-form evaluation. For calculation, we approximate the measures numerically via simulation as before, or analytically under additional assumptions. In this section, building on asymptotic approximations for Bayesian posterior distributions as the signal-to-noise ratio (SNR) approaches infinity, we present approximations for the posterior entropy of the object orientation. The approach is general and may be extended to information measures for any more complex parameter space that may be locally approximated by a finite-dimensional Euclidean space. We follow the development of Grenander et al. [28] . For large SNR we identify the rotation via the Euler angle representation
The differential posterior entropy conditioned on the observation is (29) This form of the posterior entropy is a function of both the underlying object orientation and the SNR of the ob- servation . The probability mass function on the discrete set is related to the posterior density as (30) This gives the discrete posterior entropy (31) The asymptotics of Bayesian posterior distributions have been repeatedly examined in the literature. As in [29] , we asymptotically model the posterior of as normal with mean the true object rotation and variance the inverse of the Fisher information . This posterior model is based on a quadratic Taylor series expansion of the high SNR data likelihood (see [28] for more details). On the discrete set , the quadratic probability mass function is (32) Fig. 7 shows calculated both numerically following (31) (solid curves), and quadratically (dashed curves) according to (33) In the first quadratic approximation (dot-dashed curves) we compute directly following [28] (34)
Here denotes the mapping from the rotation to the ideal noiseless image produced by the sensor of the object with rotation . In [30] , the minimum mean-squared-error (MMSE) estimator on was derived based on the Hilbert-Schmidt (HS) norm. Motivated by the Cramér-Rao bound (e.g., [31] ) relating the Fisher information and MMSE estimator, we additionally approximate the asymptotic variance of using the MMSE MSE
In both cases, the asymptotic variance is a function of SNR and . The variance decreases with increasing SNR, quadratically modeling the asymptotic concentration of the posterior about . For these experiments the discrete set of possible orientations is to obtain more accurate results at high SNR. The results appear in the top row of The second estimate of the Fisher information is based on the HS pose estimator [30] , [32] . This estimate is a function of the mean-squared error MSE (37) 
VI. MULTIPLE SENSOR PERFORMANCE CHARACTERIZATION
Sensor fusion is readily accommodated via the use of the joint likelihood per (11) . We consider FLIR, simulated by PRISM, and an optical video imager. The top row of Fig. 8 shows simulation results for the conditional entropy for the FLIR sensor (solid), the video sensor (dashed), and for the joint case in the left panel. In the right panel, the mutual information is shown for each of the sensors and for the joint case. Notice the increased information gain due to the second available observation in the joint case.
VII. COMANCHE FLIR DATA
Two sets of validation experiments have been performed. In the first, we consider joint object orientation and signature estimation given FLIR observations. The approach is the maximization of the posterior of (7) over the joint parameter space. The maximization is achieved via gradient descent, using numerical approximations to the derivative of the posterior [33] . For the experiments, data were provided by Dr. J. Ratches of the Night Vision and Electronic Sensors Directorate (NVESD). Three observations are shown in the top row of Fig. 9 . The corresponding estimates are shown in the bottom row. In each case, the algorithm was initialized with orientation broadside, gun facing to the right. The initial object signature was the mean signature from the database. The signature was represented using the dimensional subspace of signature principal components. In all three cases the correct object orientation was estimated.
In a second set of experiments, the SNR model for FLIR employed in [25] , [26] based on the mean object and background pixel intensity was used to estimate the operating SNR of 5.07 dB of the FLIR sensor that was used to collect the NVESD data. In the plots of Fig. 10 we show mean-squared error loss (left panel) and information loss (right panel) due to object signature variation, labeling the points on the performance curves corresponding to the operating SNR of the FLIR sensor. The mean-squared error curves are computed using the Hilbert-Schmidt estimator [30] of (37) conditioning on the object orientation 30 . Notice the information loss due to signature uncertainty is 0.86 bits with associated mean-squared error performance loss by a multiplicative factor of . This is consistent with the bound of (15) which predicts a loss by the factor of .
VIII. CONCLUSIONS
This paper presents deformable template representations accommodating both geometric and signature variability of objects in ground-based scenes. In addition, a general informationtheoretic performance analysis paradigm for recognition is proposed based on the mutual information measure. This measure allows for the quantitative analysis of the information regarding an observed scene contained in remote sensor data in general scenarios. The uncertainty associated with signature variation is quantified via mutual information analysis and equivalently the Kullback-Leibler divergence. Accurate quadratic approximations to the posterior entropy which may be generalized to other information measures have been developed in the high SNR regime. Simulation results show that the asymptotic model accurately approximates the information measures over a broad range of SNR, indicating that imaging sensors may be modeled asymptotically in general low-dimensional object recognition estimation scenarios. The mutual information measures have been used to quantify both performance differences among individual sensors and recognition scenarios, as well as the information gain afforded by the joint use of multiple sensors. 
