Introduction and summary
In a previous paper (Meksyn 1946;  it will be referred to as P art I) the problem of stability of viscous fluid between coaxial cylinders, rotating in the same direction, was solved by expanding the integrals in inverse powers of a large parameter.
The question was first considered theoretically and experimentally by Taylor (1923) , the problem being solved by expanding the integrals in orthogonal Bessel functions.
The aim of the present paper is to extend the solution to the case when the cylinders rotate.in opposite directions.
The important difference between the two cases in its mathematical aspect consists of the following.
I t is necessary to find the asymptotic integrals of a certain linear differential equation.
In the case when the cylinders rotate in opposite directions, these integrals become infinite within the range under consideration; namely, approximately at the point where the mean velocity of rotation is equal to zero, and the asymptotic expansions change their form in passing through this point.
I t is, therefore, necessary to find the law of transformation of tfiese integrals; th at requires a rather extensive mathematical investigation.
For the sake of convenience the work is divided into two separate parts, hydrodynamical (Part II) and mathematical (Part III).
In the present paper (Part II) the transformations are only quoted, whereas in the mathematical part the detailed solution of the equations is developed.
The main results obtained are as follows. The spacings of the vortices and the critical angular speed Qx of the inner cylinder are found from the equations
here dx = R0-R x; Rx and R2 (R2>R1) are the radii of the cylinders, R0 (2-10) is the radius where the mean velocity V vanishes, and fi = Q2\QX\ 2n/A. is the wave-length parallel to the axis of the cylinder.
The critical velocities were evaluated and found in good agreement with Taylor's experimental results.
The agreement, however, greatly depends on the accuracy of measurement of R x when the distance between the cylinders is small and -is large.
E quations of motion
For the sake of convenience certain results are given here which will be needed below; the details are found in P art I.
The radii of the two cylinders are denoted by Rx and respectively (R2 > Rx). If ri s the distance of a point from the axis, then the mean velocity V, in steady motion, is
where Qx and Q2 are the angular velocities of the two cylinders and /jl = The velocities of the disturbed motion are u, V + v and w, where u is along r, V + vperpendicular to the meridian plane and w the component along the axis.
I t is assumed th a t u -Uqc os Az e0*, v = and it can be shown (Part I) th a t the solution is reduced to the integration of the following differential equation for v0:
where for the sake of brevity the subscript of v was dropped; A is the large parameter, and
The boundary conditions are (Part I)
at r = Rx and r = R2.
To solve (2-3) assume
where £ is a function of r, and it contains the large parameter A; and C is a slowly varying function of r.
Substituting (2-6) in (2-3), equating to zero the two terms of the highest order respectively, and integrating, then £' and C are given by
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where primes denote differentiation with respect to r.
To obtain £ integrate £' with respect to r, whence
where r = r0 corresponds to the critical point of the asymptotic expansions, namely, where 0/(£')/e)£' vanishes, i.e. r = r0 is the root of the equati
AaA*+^( -4a+^) = °-<2-9>
The solution of the equation (2*3) can now be completed, which will pnly be given for the case when Ax = A, i.e. when cr = 0.
Let r = j R0 be the radius where the velocity V vanishes; thus from (2*1) it is foun th at°
where terms of order (x/R0)2 and higher were disregarded.
Denoting for brevity
it is found that £' is equal to (2*7)
where co is any root of
where x0 is the root of 1 +hx = 0.
(2-17)
£ is evaluated for the case when (o -1, and x is negativ will be needed in our computations.
Changing the notation, let
whence the corresponding values of £ are
I t is worth while noticing th a t the expression for L (2*20) is valid if 4= 1, provided th a t a suitable cube root is taken; care, however, is needed to get the correct argu ment of L.
Integrals and their transformations
Now construct the six integrals for positive and negative values of x respectively. First find six particular integrals for positive and negative values of x. A certain set of solutions is assumed for positive x, and their transformations are given for negative x.
Let (2*15) a)x = e*ni, (o2 = ein\ w3 = e2ni, and denote
The particular integrals are all of the form (2*6), (2*7)
<3'3)
where £ is found from (2-16); for the case when = 1 the explicit expression of £ is given by (2*20). I t is easily obtained from (2*7) th a t (3-4)
whence the assumed system of integrals for positive x is as follows (Part III, (9-8)):
The particular constants in the integrals were taken for theoretical reasons; namely, to simplify the laws of transformation in passing through the critical point. •a:
The letters a and b are introduced for the sake of brevity. The arguments of | ' and | are evaluated for | hx | infinite, except in the case of Z x and where the arguments of | and | are valid for finite (hx) provided th at j hx | > 1; in the last column it is indicated whether the integrals tend to infinity, to zero, or are periodic for large values of \hx\.
The system of integrals selected as a solution of (2'3) and their transformations, are given in table 3. The integrals vv ...,v 6 were selected to simplify the computation of the istic determinant (4-6), as will be shown below; table 3 is easily derived from table 6 (Part III). 
vPz^vPz,, -vPZi-nPz,
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As can be seen from table 3 the integrals are so selected th at a large Y corresponds to a small, or periodic Z, and vice versa; accordingly, if only terms of the highest order are retained, the determinant (4-6) can be transformed, by suitably rearranging the columns, into products of two factors, namely, -7) and, since the first determinant is pot equal to zero, the second determinant has to vanish, whence Adding the second column to the third one, neglecting Z x in comparison with Z 2 and Z 3 in the remaining columns, then, after few simplifications,
whence, evaluating the determinant,
Making use of table 2 and (4*4), then From (4*10), (4*15) and (4*19) the characteristic equation follows:
Solution of the characteristic equation
Collecting the results obtained, the question is reduced to the solution of the following two equations:
where
and (4-14)
R0 is the radius where the mean velocity V vanishes, and xx is the value of x on the inner cylinder, i.e.
(5-4)
The two equations (5*1) in the three unknown quantities Qv h and A have to be solved under the additional condition th at Qx is minimum for variable h; i.e. under the condition th at 0.
As a first, and a very rough approximation, one can put £~K~A«t)*->-l]*a;1, (5-6) where terms of order ( -hx^fl were neglected; it is also assumed that th side of the first equation (5*1) changes slowly with the change of h; accordingly it is necessary to find the minimum of
A2 (5-7)
for variable h, under the condition that (5-6)
To find a better approximation, assume a set of values for ( -starting with the above (5-9) ; from the first equation (5-1) is found the corresponding A; the value o f# ! is then obtained from the second equation (5*1).
Plotting Qx against ( -hx)* then the ( -hxx)% corresponding to minimum can be found.
Once the required value of ( -hxx)* is obtained, the ge Qx follows; whence their values for different radii and different jti can be evaluated.
In order that the equation (5-1) may have a real solution L must be real, i.e. the condition j hxx | > 1 has to be satisfied; that puts an upper limit on A.
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Numerical results. Comparison with experiment
Below are given the results of these computations; the value of corre sponding to minimum of Qx is ( -hxx)i = 4*05.
(6*1)
Denoting by dx the distance between the inner cylinder and the corresponding point where the mean velocity vanishes, i.e.
The corresponding relations in the case when the cylinders rotate in the same direction are
where d is the distance between the cylinders, R 0 is now the mean radius and 2r0 = R2-R x. The computation leads also to the result that
Now, it has been assumed in evaluating the determinant (4-6) that certain of the Y functions are large, i.e. that the value of | XL | corresponding to the outer cylinder is sufficiently large. Since Li s approximately proportional to the distance of the correspondin cylinder from the point where the velocity vanishes, the distance R2-R 0 should only be slightly less than dx; hence the conclusion follows that the solution is valid provided that -fi is not much smaller than h .
The spacings of the vortices are very sensitive to fluctuations of the minimum Qx\ for instance, when (Rx = 3-80 cm.)
Q Jv = 330 ±2, the corresponding spacings are about 0*173 ±0*016 cm.
In fact, Taylor (1923) and Lewis (1927-8) found considerable fluctuations in the observed values of the spacings. In tables 4-7 and figures 1 and 2 are given the calculated and Taylor's observed values of the critical Ox/v, and the spacings.
Since Qx is proportional to d f *, the correct value of Rx is very im portant, par ticularly in the case of small (i?2 -R±) and large - For th a t reason the agreement between the observed and calculated values of Qx becomes worse when (R2 -R x) gets smaller, and -fi larger. The agreement is very close for the cases when Rx -3*00 cm. and Rx = 3*55 cm., and rather poor for the case when Rx -3*80 cm. and large values of -
The measured value Rx = 3-80 cm. is, it seems, not accurate enough; a small change in the latter, namely, Rx -3-79 cm., would account the difference between the observed and calculated values of Qx. Sir Geoffrey Taylor has kindly pointed out to me th a t the poor agreement in this case is probably due to a slight error in alinement of the outer cylinder.
As can be seen from tables 5 and 6 our critical values ofi2l5 namely, Qx/v = 167-9, = 470-5, are in close agreement with the corresponding calculated results of Taylor; so are the values of the spacings, as can be seen from table 8, where Taylor 
