Abstract. Permutations that avoid given patterns are some some the most classical objects in combinatorics with strong connections to many fields of mathematics, computer science and biology. In this paper we study the scaling limits of a random permutation avoiding a pattern of length 3 and their relations to Brownian excursion. Exploring this connection to Brownian excursion allows us to strengthen the recent results of Elizalde [13] , Madras and Pehlivan [25] and Miner and Pak [29] as well as to understand many of the interesting phenomena that had previously gone unexplained.
Introduction
Permutations are some of the most intensively studied objects in combinatorics. One hundred years ago Percy MacMahon initiated the study of the class of pattern avoiding permutations [23] . We say a permutation τ ∈ S n avoids the pattern 321 if there exists no subsequence 1 ≤ i 1 < i 2 < i 3 ≤ n such that τ (i 3 ) < τ (i 2 ) < τ (i 1 ).
MacMahon showed that every 321-avoiding permutation can be decomposed into two increasing subsequences and that the number of 321-avoiding permutations of length n is given by the nth Catalan number
The modern study of pattern avoiding permutations began with Donald Knuth who showed their importance in computer science. Knuth proved that the 231-avoiding permutations are precisely those that can be sorted by a stack [21] . He also showed that the number of 231-avoiding permutations is equal to C n . Further connections between pattern avoiding permutations and sorting algorithms in computer science were explored by Tarjan, Pratt and others [34] [36] .
From those starting points the study of pattern avoiding permutations has gone in many directions. One of the central questions has been the exact enumeration of S n (π), the set of permutations in S n that avoid π [16] . Marcus and Tardos proved the Stanley-Wilf conjecture that says that |S n (π)| grows singly exponentially in n for all m and π ∈ S m . [28] . There are also strong connections to Kazhdan-Lusztig polynomials [4] , singularities of Schubert varieties [37] , Chebyshev polynomials [26] and rook polynomials [1] . Kitaev gives an extensive survey of the connections between pattern avoiding permutations with other mathematical objects [20] . In addition to their applications in computer science, pattern avoiding permutations also are related to the partially asymmetric simple exclusion process model in statistical mechanics [8] and the tandem duplication random-loss model in genome evolution [5] .
Another fundamental object in combinatorics is the statistics of uniform random permutations. These statistics have occupied a central place in both probability and combinatorics for hundreds of years since Montmort and Bernoulli showed that the distribution of the number of fixed points in a uniformly chosen random permutation is converging in distribution to a Poisson(1) random variable [9] . A modern take on this classical result can be found in the study of the cycle structure of a random permutation and other combinatorial stochastic processes [32] .
Finding the longest increasing subsequence of a random permutation is another probabilistic question that has generated extensive interest. This problem is part of the class of sub-additive processes which have typically proved intractible. This particular model has been home to a series of beautiful results starting with Vershik and Kerov who were able to show that the longest increasing subsequence in a permutation of length n is typically on the order of 2 √ n [38] [39] . This work was extended by Baik, Deift and Johansson who showed that the fluctuations around the mean converge to the Tracy-Widom distribution from random matrix theory [2] .
Recently these two fundamental lines of research have merged with numerous results comparing statistics of a random pattern avoiding permutation to the corresponding statistics of a uniformly random permutation. The longest increasing subsequence of a pattern avoiding permutation was studied in [10] and the structure of the fixed points in pattern avoiding permutations has been the subject many papers [13, 11, 12, 14, 29] .
In this paper we show fundamental connections between the shape of a random permutation avoiding a pattern of length 3 and Brownian excursion. These connections to Brownian excursion give our work a very geometric flavor. Glimpses of this geometric picture can be seen in the recent work of Janson [17] , Madras and Liu [24] , Madras and Pehlivan [25] and Miner and Pak [29] . These papers study some analogs of the above results about uniformly random permutations, but they do not fully exploit this geometric point of view. The connections we find between pattern avoiding permutations and Brownian excursion allow us to connect and vastly strengthen many previously disparate results concerning statistics of pattern avoiding permutations. In particular we show that (in a sense that depends on the pattern) a random pattern avoiding permutation converges to Brownian excursion and give very fine results about the distribution of fixed points. Hopefully these connections will serve as the building blocks of a unified theory of the structure of permutations avoiding a pattern of length three.
1.1. Dyck paths and Brownian excursion. All of our results are derived from bijections between Dyck paths and pattern avoiding permutations. Throughout the paper we use the following definition of a Dyck path. Definition 1.1. A Dyck path γ is a sequence {γ(x)} 2n x=0 that satisfy the following conditions: • γ(0) = γ(2n) = 0 • γ(x) ≥ 0 for all x ∈ {0, 1, . . . , 2n} and • |γ(x + 1) − γ(x)| = 1 for all x ∈ {0, 1, . . . , 2n − 1}.
We often want to consider the function generated by a Dyck path through linear interpolation. Throughout this paper we often use the same notation to denote a sequence and the continuous function generated by extending it through linear interpolation.
Brownian excursion is the process {e t } 0≤t≤1 which is Brownian motion conditioned to be 0 at 0 and 1 and positive in the interior [30] . It is well known that the scaling limit of Dyck paths are Brownian excursion [18] and that Dyck Paths of length 2n are in bijection with 321-avoiding and 213-avoiding permutations [21, 23] .
321-avoiding permutations. MacMahon showed that 321-avoiding permutation can be broken into two components that are (usually) of roughly equal size: a set of points above the diagonal Figure 1 . τ 100 and τ 10000 in S 100 (321) and S 10000 (321) respectively. 2n and the corresponding F E + τ Γ n and F E − τ Γ n and a set of points on or below the diagonal [23] . From these two sequences we generate two functions. We prove that (properly normalized) both of them are converging in distribution to Brownian excursion. Moreover we show these two functions are close to mirror images across the diagonal.
To show this we start with a Dyck path γ of length 2n. The Billey-Jockusch-Stanley bijection (described in Section 2) gives us a permutation τ γ which is 321-avoiding [3, 6] . For any permutation π ∈ S n define the exceedance process by (1) E n π (i) = π(i) − i and E n π (0) = 0. We use the exceedance process to define several functions. For many of our results we define a subset of A ⊂ {0, 1, 2, . . . , n} and then we define a function F A π by linear interpolation through the points a n , E n π (a) √ 2n
a∈A .
For 321-avoiding permutations τ γ we define the functions F E + τγ (t) and F E − τγ (t) where E + is the set of points where the exceedance process in (1) is non-negative and E − is the set of points where the exceedance process is non-positive. See the pictures in Figure 2 .
Our basic result about 321-avoiding permutations is the following. Theorem 1.2. Let Γ n be a uniformly chosen Dyck path of length 2n so τ Γ n is a uniformly chosen 321-avoiding permutation. Then where (e t , 0 ≤ t ≤ 1) is Brownian excursion and the convergence is in distribution on C([0, 1], R 3 ).
The best previously known result along these lines was due to Miner and Pak who calculated the asymptotic distribution of τ γ (an) for all a, 0 ≤ a ≤ 1 [29] .
In addition to convergence to Brownian excursion we are also interested in what this convergence tells us about the distribution of fixed points of pattern avoiding permutations. The fixed points of 321-avoiding permutations are concentrated near 1 and n and are not well-described by Brownian excursion. However, our above analysis of 321-avoiding permutations allows us to precisely describe the distribution of fixed points of 123-avoiding permutations in terms of Brownian excursion.
Fixed points of 123-avoiding permutations. A 123-avoiding permutation ρ can have at most 2 fixed points. At most one of them can be in the interval [1, n/2] and at most one of them in the interval (n/2, n]. Elizalde showed that as n → ∞ the expected number of fixed points in a random 123-avoiding permutation is converging to 1/2 [12] . Miner and Pak refined this by showing that the expected number of fixed points outside of the interval [(1 − )n/2, (1 + )n/2] is converging to 0 [29] . We determine the scaling limit of the number and location of the fixed points. For any permutation π ∈ S n defineM
where δ x is the point mass at x. Theorem 1.3. Let ρ be a uniformly chosen 123-avoiding permutation theñ
where A and B are independent Bernoulli(1/4) random variables and X is a random variable that is independent of A and B and distributed like 231-avoiding permutations. In Section 4 we define a bijection between Dyck paths and 231-avoiding permutations that allows us to explain the exceedance process in terms of specific geometric properties of Dyck paths. For a Dyck path γ we call its corresponding 231-avoiding permutation σ γ . Letting SE γ consist of a set in [n] where there are "short excursions," we form the function F SEγ σγ by linear interpolation and show that it very closely tracks −γ(2nt)/ √ 2n in the sup norm. Thus we get convergence to Brownian excursion. We also show that SE γ is typically of size at least n − n 3/4+ . Theorem 1.4. Let Γ n be a uniformly chosen Dyck path of length 2n so σ Γ n is a uniformly chosen 231-avoiding permutation. There exists a set SE Γ n such that for for any > 0 As we did with 321-avoiding permutations we will shift gears and use the convergence to Brownian excursion to study the fixed points of pattern avoiding permutations.
Fixed points of 231-avoiding permutations. Theorem 1.4 shows that the bulk of the points in a uniformly random 231-avoiding permutation closely follow a Brownian excursion. However, most of the fixed points of σ Γ n are in the set ([n] \ SE Γ n ) of exceptional points that Theorem 1.4 does not provide much information about. Nonetheless, we can still describe the asymptotic distribution of fixed point in terms of the limiting excursion. Our description of these points will allow us to greatly generalize the results in [29] about distribution of a random 231-avoiding permutation close to the diagonal. We count the number of fixed points in an interval by
where 0 ≤ a < b ≤ 1. Miner and Pak proved that the expected number of fixed points in an interval of the form [1, n] is of order n 1/4 [29] . This next theorem shows that a typical 231-avoiding permutation has on the order of n 1/4 fixed points. Moreover it allows us to calculate the distribution of 1 n 1/4 θ [an,bn] (σ Γ n ). Theorem 1.5. Let Γ n be a uniformly random Dyck path of length 2n and let (Γ n (t), 0 ≤ t ≤ 2n) be its linear interpolation. We then have the joint convergence 
Remark. Theorem 1.5 does more than just tell us the distribution of fixed points on an interval. It relates (with high probability) the number of fixed points of σ Γ n on an interval [an, bn] with the shape of Γ n on the same interval. Roughly speaking if we know a Brownian excursion that approximates a scaled Dyck path then with high probability we can quite closely determine the number of fixed points for the corresponding 231-avoiding permutation. Also if we know the location of fixed points for a 231-avoiding permutation then we can use that to find a Brownian excursion that does a good job approximating the corresponding scaled Dyck path.
"Almost fixed points". Perhaps the most interesting result in [29] is a phase transition it shows in
that occurs at α = 3/8. In particular they show that
This result is particularly intriguing because it is not clear what is driving the phase transition. Miner and Pak say that their results on 231-avoiding permutations "are extremely unusual, and have yet to be explained even on a qualitative level" [29] . In this paper we use a generalization of Theorem 1.5 to give an explanation of these results.
First we show that the difference is not due to the number of "almost" fixed points on a typical path. To make this precise we define
Then we follow the proof of Theorem 1.5 very closely to show Corollary 1.6. Let Γ n be a uniformly random Dyck path of length 2n and let (Γ n (t), 0 ≤ t ≤ 2n) be its linear interpolation. Fix any 0 < a < b < 1. We then have the joint convergence 
is the space of right continuous functions with left limits equipped with the Skorokhod topology.
Thus for all K and α the distribution of the number of "almost" fixed points is asymptotically the same as the distribution of the number of fixed points and we do not see the same phase transition that Miner and Pak observed.
But there is no inconsistency between our results and [29] in the regime K > 0 and α ∈ [3/8, .5). This is because a small number of permutations drive the probability that Miner and Pak calculate in (2) . This is missed by our convergence in distribution. This small number of permutations are the ones σ γ whose corresponding Dyck paths γ have height γ(i) = K(i(n − i)/n) α for some i ∈ [2an, 2bn]. As the density of these permutations becomes vanishingly small as n → ∞, these permutations do not affect the limiting distribution of n −1/4 θ K,α
[an,bn] (σ) that we calculate. But these are the permutations that dominate the probabilities that Miner and Pak calculate.
321-avoiding permutations
We now describe a bijection (which is often known as the Billey-Jockusch-Stanley or BJS bijection) from Dyck paths of length 2n to 321-avoiding permutations of length n [6] . Fix a Dyck path γ : {0, 1, . . . , 2n} → N of length 2n. Given γ define the following. Let m be the number of runs of increases (or decreases) in γ. Let a i be the number of increases in the ith run of increases in γ. Let A i = 
We also set A 0 = D 0 = 0. Let τ γ be the corresponding 321-avoiding permutation with the BJS bijection. This is defined by τ γ (D i ) = 1+A i on D and such that τ |D =Ā and is increasing onD.
For the rest of the section we let y 0 = 0 and
Lemma 2.1. For any γ ∈ Dyck 2n and j ∈ {1, 2, . . . , n}
If j ∈ D then there exists i such that D i−1 < j < D i . Note that j is the j − (i − 1)st element ofD. As τ γ mapsD monotonically toĀ we get that τ γ (j) is the j − (i − 1)st element ofĀ. There are at most i − 1 elements ofĀ that are less than or equal to j. (Otherwise 1 + A i ≤ j < D i contradicting the non-negativity of γ.) Thus the j − (i − 1)st element ofĀ is at most j and τ γ (j) ≤ j.
We now undertake a more detailed analysis to show that for most 321-avoiding permutations if i, j are such that
Our first step is the following lemma.
Lemma 2.2. Fix a Dyck path γ ∈ Dyck 2n and j ∈ D. There exists i such that
Proof. Let x = max Ā ∩ {1, 2, . . . , A k } . In the first case we note that
Thus τ
As τ γ is monotone on the complement of D we get that
In the second case
Thus τ −1 γ (x) < D i−1 < j and as τ γ is monotone on the complement of D
γ (x)) < τ γ (j). As τ γ (j) > x and τ γ (j) ∈Ā we get that
Definition 2.3. We say that a Dyck path γ ∈ Dyck 2n with associated sequences A i and D i satisfies the Petrov conditions if (a) max x∈{0,1,...,2n} γ(x) < .4n .6 (b) |γ(x) − γ(y)| < .5n . 4 for all x, y with |x − y| < 2n .6 (c)
Lemma 2.4. With high probability the Petrov conditions are satisfied. The probability that they are not satisfied is decaying exponentially in n c for some c > 0.
Proof. These results are standard Petrov style moderate deviation results [31] . The general type of conditioning argument we need appears in [27, 33] . However we have not seen the exact results that we need anywhere in the literature so we include proofs of these statements in Appendix 8.
From these conditions we can derive many other moderate deviation results. We now list the ones that we will need. Lemma 2.5. If a Dyck path γ ∈ Dyck 2n with associated sequences A i and D i satisfies the Petrov conditions then y i < n .4 for all i < n . 6 . and for all i > m − n .6 .
for all i. This implies |y i − y i−1 | < n .18 for all i. Finally every consecutive sequence of length at least n .3 has at least one element of D and at least one element ofD.
Proof. Condition (b) implies that the first claim. Conditions (c) and (d) can be combined with a very inefficient use of the triangle inequality to show next set of claims. That every interval of length n .3 has an element of D follows from the previous claim. Finally suppose there were an interval (j, j + k) with k ≥ n .3 and no element ofD. Then there exists an i such that D i = j and
Lemma 2.6. For any Dyck path γ ∈ Dyck 2n and any j such that D i−1 < j < D i we get the following. If the Petrov conditions are satisfied then
Proof. We break the proof up into two cases. First consider the case that y i ≥ 2n .4 . Set k − = i − y i − n .4 and k + = i − y i + n .4 . (Note that by Lemma 2.5 if y i ≥ 2n .4 then i > n . 6 and i < n − n .6 . Thus by Petrov condition (a) we have 0 < k − < k + < n.) If the Petrov conditions are satisfied then
Then by the Petrov condition (c) and the definition of y i
Again by (4), Petrov conditions (c), Lemma 2.5 and the definition of y i−1
By (5), (6) and Lemma 2.2
So by (4) and Petrov condition (d)
Again by (4) and Petrov condition (d)
Putting it all together we get
Now consider the case that y i < 2n . 4 . Notice that D i ≤ A i for all i. By Lemma 2.1 we have that for all j ∈ D that τ γ (j) ≤ j and
To get the lower bound we set k − = max(0, i − 4 n .4 ). If i ≤ 4n .4 and k − = 0 then by the Petrov bounds j ≤ D i ≤ 5n . 4 and
Finally we consider the case that i ≥ 4n . 4 . As y i ≤ 2n .4 then by Lemma 2.5 y i−1 < 3n . 4 . Again by the Petrov condition (c)
We now finish this case exactly as we finished the case that y i > 2n .4 .
Lemma 2.7. For any Dyck path γ ∈ Dyck 2n that satisfies the Petrov conditions and any
Also for any such γ, j and i with
so by the Petrov condition (b)
Then by (7)
.
and by Petrov condition (b) for large n
By Lemma 2.6
Then by the triangle inequality, (9), (7) and (8)
Proof of Theorem 1.2. Fix 0 ≤ a < b ≤ 1. By Lemma 2.5 both
have points in (a, b). Thus the theorem follows from Lemma 2.7 and the convergence of Dyck paths to Brownian excursion.
Fixed points of 123-avoiding permutations
In this section we use our analysis of 321-avoiding permutations from Section 2 to study the fixed points of a random 123-avoiding permutation. A permutation with three distinct fixed points has the pattern 123. Thus a 123-avoiding permutation can have at most 2 fixed points. At most one of them can be in the interval [1, n/2] and at most one of them in the interval (n/2, n]. Elizalde showed that as n → ∞ the expected number of fixed points in a random 123-avoiding permutation is converging to 1/2 [12] . Miner and Pak refined this by showing that the number of fixed points outside of the interval [(1 − )n/2, (1 + )n/2] is converging to 0 [29] . In this section we give an asymptotic description of the distribution of fixed points in terms of Brownian excursion.
We start with our main combinatorial lemma.
Lemma 3.1. Let ρ be a 123-avoiding permutation of length n, let τ defined by τ (k) = n + 1 − ρ(k) and et γ ∈ Dyck 2n be the image of τ under the BJS bijection. There is a local minimum of γ at n if and only if there exists k such that p(k) = k ≤ n/2. If there exists a fixed point at some k ≤ n/2 then the fixed point k satisfies
Proof. It is clear by symmetry that ρ is 123-avoiding if and only if τ is 321-avoiding. We note that there is a fixed point k = ρ(k) if and only if there is a k such that (k, τ (k)) is on the anti-diagonal of the graph of τ , i.e. τ (k) = n + 1 − k. If k ≤ n/2 and ρ(k) = k then we have τ (k) = n + 1 − k > k and (k, τ (k)) lies above the diagonal and on the upper sequence. Thus we must have that k = D i = D i (γ) for some i and
Rearranging we get that
is a local minimum on the graph of γ. Figure 6 . The pictures above show two Dyck paths γ, γ ∈ Dyck 2n and corresponding 321-avoiding permutations τ γ , τ γ . The path γ has a local minimum at (n, γ(n)). This corresponds with the point
on the anti-diagonal in τ γ . This becomes a fixed point for ρ γ = n + 1 − τ γ . The other path γ does not have a local minimum at n and correspondingly τ γ has no point on the anti-diagonal with x-coordinate less than or equal to n/2 and no fixed point of ρ less than or equal to n/2.
Similarly if (n, n − 2j) is a local minimum of γ then there exists k such that
2 which is the location of the fixed point.
We now translate Lemma 3.1 into a statement about the distribution of fixed points. To perform this analysis we define several random variables on the set of 123-avoiding permutations.
• For any x ∈ R ∪ ∞ let δ x be the point mass at x.
if it exists and ∞ if there are none.
•Ŷ n (ρ) to be the fixed point in (n/2, n] if it exists and ∞ if there are none. From these two we define the random measures
SoX n (ρ) +Ỹ n (ρ) encodes the number and location of the fixed points and is appropriately scaled.
For the above random variables we often drop the ρ when we are referring to uniformly random 123-avoiding permutation. Now we identify the limit ofX n +Ỹ n which is the main result of this section.
Theorem 3.2. Let A and B be independent Bernoulli(1/4) random variables and let X be a random variable that is independent of A and B and distributed like 1 2 e 1/2 , half the height of a Brownian
Note that this is an equivalent formulation of Theorem 1.3. The first step in the proof is the following lemma.
Proof. Let ρ, τ and γ be as in Lemma 3.1. If ρ is a 123-avoiding permutation then τ is 321-avoiding. By Lemma 3.1 we have that if D i ≤ n/2 is a fixed point for ρ then (n, A i − D i ) is a local minimum for γ. The set of Dyck paths of length 2n that have a local minimum of (n, h) is in 1-1 correspondence with the set of Dyck paths of length 2n − 2 that go through (n − 1, h + 1). If n is even we get
If n is odd we get
Because of (10) in Lemma 3.1 we get that
which is equal in distribution (if n is even) to
where Γ n−1 is a uniformly chosen Dyck path of length 2n − 2. This last quantity is converging in distribution to −X = −e 1/2 /2. The case when n is odd is virtually identical. This proves the first claim in the lemma.
The second follows by symmetry as the permutation defined bȳ
is also 123-avoiding. The fixed points ofρ are n + 1 minus the fixed points of ρ. Thus the convergence ofỸ n → Bδ X follows by symmetry.
Our next goal is to prove the following lemma.
Lemma 3.4.
To prove thatÃ n andB n are asymptotically independent consider γ ∈ Dyck 2n and its image under the BJS bijection ρ γ . As we saw in Lemma 3.1Ã n = 1 is the event
which is determined by the increments of γ in the region [n − 1, n + 1]. We will now show thatB n is essentially determined by γ in
As the increments of a Dyck path in [n − 1, n + 1] are roughly independent of the values of γ in
] we will get thatÃ n is asymptotically independent ofB n .
To make this formal we define an equivalence relation on Dyck 2n .
where l = n .4 and • γ and γ have the same number of local miximums and local minimums in the interval
Let S denote the set of all equivalence classes for ∼.
We now define a good set of equivalence classes. Then we show that almost all the Dyck paths are in their union, which we call G n . Definition 3.6. Define G n to be the set of all equivalence classes s ∈ S such that (a) some element γ ∈ s satisfies the Petrov conditions (defined in Definition 2.3) and (b) γ(n − 2) > n .45 for some (all) γ ∈ s.
Also define
Proof. The probability that the Petrov conditions are not satisfied is decaying exponentially in n c for some c > 0 by Lemma 2.4. The second condition in the definition of G n is true for all but a set of γ of order O(n −c ) for some c > 0.
Lemma 3.8.
Proof. This is a straightforward but tedious calculation. Fix a, b ∈ {±1} and h, h , j ∈ N. Let s be an equivalence class such that γ(n − 2) = h + a, and γ(n − 1) = h, and γ(n + l − 1) = h + b and γ(n + l) = h and there are j peaks in the interval [n − 2, n + l]. We break s up into four sets based on whether γ(n − 1) − γ(n) and γ(n) − γ(n + 1) are positive or negative. (Note that the set where γ has a local minimum at n is one of those four sets.) The cardinality of these four sets are explicitly calculated in Proposition 9 of [22] . It is easy to show that if some element of s satisfies the Petrov conditions then the ratio of the sizes of any of these sets is 1 + o(1). We leave the details to the reader.
Lemma 3.9. For any γ, γ ∈ G n with γ ∼ γ we havẽ
Proof. Remember the definitions of D, A andĀ from the start of Section 2. First we claim that
To see this note that both of these sets are defined by the points which are a local minimum for one Dyck path but not the other. Based on the definition of the equivalence relation the local minima of γ and γ can only differ in the interval I = (n − 2, n + n .4 ). By the second condition in the definition of G n each of the local minima in the interval I is preceded by at least n/2 + n .45 /2 − 2 > 1 + n/2 up-steps. This proves the second claim in (14) . Also by the second condition in the definition of G n each of the local minima in the interval I is preceded by at most n/2 − n .45 /2 + n .4 < n/2 down-steps. This proves the first claim in (14) . Also by the previous argument and the second condition in the equivalence relation
IfB n (ρ(γ)) = 1 then there exists j > n/2 which is a fixed point of ρ γ and it lies on the antidiagonal of τ γ . As j > n/2 we get
So by the first part of (16) we have (j, τ γ (j)) lies on the lower sequence for τ γ . Thus j ∈ D γ . By the first part of (14) and the fact that j > n/2 we also have j ∈ D γ . Thus τ γ (j) ∈Ā γ and τ γ (j) ∈Ā γ . By (15) and the fact that D γ and D γ are equal after n/2 there exists k such that
So τ γ (j) is the j − kth element ofĀ γ and τ γ (j) is the j − kth element ofĀ γ . By the second half of (14) and the second part of (16) we know that
Thus τ γ (j) must be equal to τ γ (j) as they are both the j −kth term in the same set. Thus (j, τ γ (j)) and(j, τ γ (j)) lie on the anti-diagonal and j = ρ γ (j) is a fixed point of ρ γ . As the roles of γ and γ are symmetric this establishes the claim of the lemma.
Proof of Lemma 3.4. From (11) and (12) we have thatÃ n → A and by symmetry we have that B n → B. Thus we just need to show that E(Ã nBn ) → 1 16 .
The last inequality is valid because of Lemma 3.9. The first and last terms on the right hand side of (17) go to zero by Lemma 3.4. The second term goes to zero by Lemmas 3.4 and 3.8 and the third term goes to zero by Lemma 3.7.
In contrast to Lemma 3.1 the event {B n = 1} and the locationŶ n of the fixed point after n/2 is more complicated to describe. Lemma 3.10. For all n sufficiently large and all γ ∈ G n withB n = 1
Proof. Suppose γ ∈ G n . By the definition of G n there exists γ such that γ ∼ γ and γ satisfies the Petrov conditions. By Lemma 3.9 it causes no loss of generality to assume that γ satisfies the Petrov conditions.
Restricted to the lower sequenceD we have that τ γ (j) + j is an increasing sequence as each component is increasing. We will show that if j ∈D and
then τ γ (j) + j < n. Similarly we will show that if j ∈D and
Then for any j with (j, τ γ (j)) on the anti-diagonal and the lower sequence we must have j + τ γ (j) = n + 1 and thus
As the probability we are considering a set of γ of almost full probability this is sufficient to prove the lemma. Let j be the smallest value inD not satisfying (18) . Then by Lemma 2.5 j < n + γ(n) − 98n .4 2 Since γ satisfies the Petrov conditions by Lemma 2.7 we have
Then manipulating this we get
The inequality in (20) is true because by Petrov condition (a) n and 2j are within n .6 and thus by Petrov condition (b) γ(n) and γ(2j) are within n . 4 . Let j be the largest value inD not satisfying (19) . Then by Lemma 2.5 j > n + γ(n) + 98n .4 2 Since γ satisfies the Petrov conditions by Lemma 2.7
Then manipulating and making the same estimates we get
The last line follows in the same way as the first computation.
Lemma 3.11. Conditional onÃ n =B n = 1 we have that
Proof. Since X is continuous using Lemma 3.4 suffices to show that for any 0 < a < b
By Lemma 3.3
By Lemma 3.9 for any s ∈ G n the event on the left hand side of (22) either happens for all γ ∈ s or for no γ ∈ s. To calculate
we proceed as in the proof of Lemma 3.4. By Lemma 3.8 we have that for each s ∈ G n
where sup s∈Gn ∆(s) = o(1). Then we sum the terms on the left hand side over all s ∈ S. By Lemma 3.7 we have that P(G n ) is close to 1. This completes the proof.
Lemma 3.12. Conditional onÃ n =B n = 1 we have that
Proof of Lemma 3.12. By Lemma 3.1 for any γ ∈ G n withÃ(γ) = 1 we have that
Similarly by Lemma 3.10 we have that for any γ ∈ G n withB n (γ) = 1
Combining these two lines gives us X − n 2
Combining this with Lemma 3.11 establish the lemma. Proof of Theorem 3.2. Because of Lemma 3.4 it is sufficient to show that
The first of these is the statement of Lemma 3.12. Combining Lemma 3.12 with Lemma 3.3 shows that the second and third statements are true. This completes the proof.
A Bijection between Dyck Paths and 231-avoiding permutations
The total number of Dyck paths from 0 to 2n is given by C n , the nth Catalan number. The number of 231-avoiding permutations in S n is also given by the nth Catalan number. Hence there is a bijection between the two sets. We now define a particular bijection that uses geometric properties of the path. Although we suspect this bijection does exist in the literature we are not sure where it does. For the sake of completeness we include a proof that it is a bijection here. For our purposes the most important geometric aspect of a Dyck path is an excursion. 
Note that there are n excursions in a Dyck Path of length 2n as there is one excursion that begins with every up-step. Based on this correspondence we say the ith excursion, Exc(i) is the one that begins with the ith up-step. • Exc(i) := the ith excursion.
• v i := the position after the ith up-step, or 1 + the start of Exc(i).
• h i := γ(v i ) = the height of the path after the start of Exc(i).
• l i := the length of the same excursion. Figure 7 illustrates these definitions for a particular γ. For a path γ ∈ Dyck 2n we define the map
Theorem 4.3. For γ ∈ Dyck 2n let σ = σ γ be defined as above. Then σ ∈ S n (231). Moreover, γ → σ γ is a bijection from Dyck 2n → S n (231). We break the proof of this theorem up into parts. 
counts the number of up-steps in the excursion. Only n − i up-steps remain after the first i have occured so l i /2 − 1 + i ≤ n. Combining these inequalities gives:
Lemma 4.5. For any Dyck path γ and any i < j either
Proof. This follows from the definition of an excursion.
Lemma 4.6. For any Dyck path γ and any i < j if
Proof. Let 1 ≤ i < j ≤ n. By the previous lemma the jth excursion begins either before or after the ith excursion ends. In other words
We first consider when j − i < l i /2. For j in this region we have h j > h i and l j < l i . Moreover
Now we consider when j − i ≥ l i /2. Since the path must return below h i at the end of Exc(i) then it needs at least max(0, h j − h i ) up-steps after the the ith excursion ends to be at height h j . Therefore j − i ≥ l i /2 + max(0, h j − h i ). This gives Figure 8 . The jth excursion occurs during the ith excursion Now we show that it is 231-avoiding.
Proof of Theorem 4.3. If σ / ∈ S n (231), then there exists i < j < k such that σ(k) < σ(i) < σ(j). Note that σ(k) < σ(i) implies the kth up-step occurs before the end of the ith excursion. By Equations 24 and 25 the kth up-step occurs before the end of the ith excursion. Therefore the jth up-step also occurs before the end of the ith excursion which implies σ(j) < σ(i) so σ must be 231-avoiding.
All that remains is to show that σ γ = σ γ if γ = γ . The quantity σ γ (i) − i attains a local minimum exactly when l i (γ) = 2 and σ(i) − i = −h i + 1. But l i = 2 implies that 2i − h i is a local maximum of the Dyck path. Hence there is one-to-one correspondence with local minima of σ γ (i) − i and local maxima of γ. A Dyck path is uniquely defined by the height and location of the local maxima. Hence the map from σ γ → γ is well-defined. Therefore the map from Dyck 2n to S n (231) given by (γ → σ γ ) is a bijection.
We remark that this bijection can be interpreted in terms of rooted plane trees by considering a Dyck path of length 2n as the contour process of a rooted plane tree with n + 1 vertices, as described in Figure 10 . Given a Dyck path γ, we denote by t γ the corresponding rooted plane tree. Formally, this bijection is constructed as follows. Given a tree rooted plane tree t with n + 1 vertices, the depth-first walk of t is the function f t : {0, 1, . . . , 2n} → t defined by f t (0) = root and given f t (i) = v, f t (i + 1) is the left most child of v that has not already been visited if such a child of v exists, and the parent of v otherwise. The Dyck path γ corresponding to t is defined by γ(i) = d(root, f t (i)), where the distance between two vertices is the number of edges on the path between them. Figure 10 . A Dyck path and the rooted plane tree for which it is the contour process. The root is v 0 and the vertices are labeled in order of appearance on the depth-first walk of the tree.
As in Figure 10 , we always consider the vertices of a rooted plane tree to be labeled in their order of appearance on the depth-first walk of the tree with the root labeled v 0 . For vertices v, w ∈ t, we say v is an ancestor of w (or w is a descendant of v) if v is on the path from w to the root of t. let t v be the fringe subtree of t rooted at v. That is, t v is the rooted plane tree comprised of the vertices w ∈ t such that v is on the path from w to the root.
This ancestral relationship induces a partial order on the vertices of t, which we define by w v if v is an ancestor of w (we consider v to be an ancestor of itself). Note that under this order v is always the largest element of t v . If γ is a Dyck path, the relative order structure of σ γ is completely determined by the order structure on t γ in the sense that, if i < j then σ γ (j) < σ γ (i) if and only if v j v i . Moreover, we can easily express σ γ in terms of t γ using the formula
where ht γ (v i ) is the height of v i ∈ t γ (i.e. the number of edges on the path from v i to the root), and |t| is the number of vertices of t. Many quantities related to the order structure of σ γ can easily be read off of this tree representation. For example, recall that the path length of a tree is defined by
We can obtain a formula for the number of inversions in σ γ in terms of the path length of t γ as follows:
since for fixed j, the number of i < j such that σ γ (j) < σ γ (i) is equal to the number of vertices on the path from v j to the root v 0 , excluding v j and v 0 , which is precisely ht γ (v j ) − 1. If Γ n is a uniformly random Dyck path of length 2n, then t Γ n is a uniformly random rooted plane tree with n + 1 vertices. It is a well known result of Takács [35] (and is also an immediate consequence of Proposition 5.1 below) that
where (e t , 0 ≤ t ≤ 1) is Brownian excursion and, consequently,
This limiting distribution was first observed in [17] , and the computation above fully explains the connection between the asymptotic number of decreases in a 231-avoiding permutation and the asymptotic path length of conditioned Galton-Watson trees (since a uniform rooted ordered tree with n vertices is a conditioned Galton-Watson tree) observed in [17] . Because of how naturally the bijection above relates the order structure of a permutation to the contour process of a plane tree, we suspect that it can be used to give alternative, possibly simpler, proofs of a number of results in [17] . We do not pursue this here because it seems to be a relatively straightforward matter of translating the ideas in [17] through the bijection above instead of using the more classical bijection with binary trees used in [17] .
Another easy consequence of this bijection is the following. Let
and let
As the maximum of a Dyck path occurs in an excursion of length 1 so
This gives us the following.
Lemma 4.7. The distribution of M n is the same as the distribution of 1 + m n .
Invariance principles for 231-avoiding permutations
Interpreting γ ∈ Dyck 2n as the contour process of a rooted plane tree t γ with n + 1 vertices as above, we see that the number of excursions of γ of length 2k is equal to the number of proper fringe subtrees of t with k vertices. Furthermore from the definition of σ γ we have that
The next proposition shows that (ht γ (v i )) n i=0 is typically close to γ. Proposition 5.1. Let Γ n be a uniformly random Dyck path of length 2n. For every > 0 we have
This result is well known in the field of scaling limits for random trees and, for example, is implicit in [27] . We include a proof since we are working in a very special case where the proof is simpler than in the general cases considered in the literature. Stronger approximation results than this can be obtained, but this proposition is sufficient for our purposes. Similar arguments can be found in [27, 33] .
Proof. Let Γ n = (Γ n 0 , Γ n 1 , . . . , Γ n 2n ) be a uniformly random Dyck path of length 2n. Define V n = (V n 0 , . . . , V n n ) by V n 0 = 0 and for 1 ≤ i ≤ n, define V n i = inf{k > V n i−1 : Γ n k − Γ n k−1 = 1} Let S = (S m , m ≥ 0) be a simple symmetric random walk on Z with S 0 = 0. Define V 0 = 0 and for m ≥ 1 let V m = inf{k > V m−1 : S k − S k−1 = 1}. Let η(S) = inf{k : S k = −1}. The bijection we are using between Dyck paths and rooted plane trees implies that (27) (
given η(S) = 2n + 1.
By Proposition 8.6 (taking β = 1/2 and α = 3/4) there exist constants C, D > 0 such that
Combining (28) with the fact that P(η(S) = 2n + 1) = O(n −3/2 ) shows that
which proves the proposition.
Since Proposition 5.1 shoes that, appropriately rescaled, (ht Γ n (v t ), 0 ≤ t ≤ n) converges to Brownian excursion, we see that (i − σ Γ n (i), 1 ≤ i ≤ n) will be well approximated by Brownian excursion at values of i such that |t Γ n v i | is small. Our next step in establishing invariance principles related to (i − σ Γ n (i), 1 ≤ i ≤ n) is to estimate the expected number of i for which |t Γ n v i | is large. Let ξ k (t) be the number of fringe subtrees of t with k vertices. So long as k < |t|, ξ k (t) is the number of excursions of γ of length 2k.
Lemma 5.2. Let T n be a uniformly random rooted plane tree with n + 1 vertices. For k ≤ n + 1 we then have
Moreover, there exists a function ∆ such that
as n → ∞ and
We remark that the asymptotic statement follows directly from the exact formula using the classical asymptotic estimate for central binomial coefficients.
where |t| is the number of vertices of t and the sums are over all finite rooted plane trees. The computation of y(z) can be found in e.g. [15, Section I.5.1]. If t 1 , . . . , t r are the fringe subtrees of t attached to the root, then 
where C n is the nth Catalan number. Recall that z → (1 − 4z) −1/2 is the generating function for the central binomial coefficients, that is
and consequently
For a power series f (z), let [z n ]f (z) be the coefficient of z n . The first claim of the lemma follows since
and the second follows from standard asymptotic estimates of central binomial coefficients.
For a tree t, let
be the number of proper fringe subtrees of t with at least k vertices.
Theorem 5.3. Let T n be a uniformly random rooted plane tree with n + 1 vertices and let k n = cn α .
(a) If c > 0 and 0 < α < 1 then
(b) If 0 < c < 1 and α = 1 then
Proof. Our generating function computations in (30) and the definition ofξ in (31) show that
We first analyze the case where c > 0 and 0 < α < 1. Fix β such that (33) (2 + α)/3 < β < 1.
For large enough n, we can break (32) up into two parts as follows
We analyze these two terms separately, but first recall that
by Stirling's formula. We now show that the second term in (34) vanishes as n goes to infinity. It is enough to show that
since the factor in front converges by the version of Stirling's formula in (35) . Since ∆(n) = O(1/n) by (29) there is some constant B such that |1 + ∆(n)| ≤ B for all n. Thus n k= n β +1
Using the version of Stirling's formula in (35) again, for sufficiently large n we have
Since (2 + α)/3 < β by (33) we have 1 + C k−1
We now turn to the first term in (34) . Since k ≤ n β and β < 1 we have that
both uniformly in k. Thus, given > 0, for sufficiently large n, we have by (37) and (29) (
Applying the version of Stirling's formula in (35) for sufficiently large n, we have
Noting that
it follows that
Combining the computations in (34), (35) , (36) and (38) we have
as desired. We now turn to the case when 0 < c < 1 and α = 1. Fix some c < d < 1, so that breaking (32) up into two parts we get
Looking at the second term in (39), using the version of Stirling's formula in (35) and the bound on ∆(n) in (29) we see that there exists some constant D such that
which can be made arbitrarily small depending on our choice of d. We now turn our attention to the first term of (39). Since n + 1 − k → ∞, given > 0, for sufficiently large n we can use the version of Stirling's formula in (35) to get
so both the first and last terms in (41) are converging to 
Plugging (44) into (32) and using (35) we get
as desired.
Theorem 5.4. Let Γ n be a uniformly random Dyck path of length 2n and σ Γ n the corresponding 231-avoiding permutation constructed as above. For c, α > 0, define
If 0 < α < 1/2, then for every > 0 we have
Proof. Observe that max i∈Bc,α,n
Since α < 1/2, this goes to 0 in probability as n goes to ∞ by Proposition 5.1. Moreover, by Theorem 5.3 we see that for every β < α/2 and
An immediate consequence of this is that Finding the set B c,n,α requires some large scale knowledge of the values of the permutation. We can also prove an invariance principle for randomly selected values.
Theorem 5.5. Let Γ n be a uniformly random Dyck path of length 2n and σ Γ n the corresponding 231-avoiding permutation constructed as above. Fix 0 < α < 1/4 and let c n ↑ ∞ be a sequence such that n −α c n → c > 0. Let U n 1 , . . . , U n cn be i.i.d. uniform on {1, . . . , n}, independent of Γ n . Defining
, for every > 0 we have
Proof. The proof is essentially the same as that of Theorem 5.4. By Theorem 5.3 for every d > 0 and 2α < β < 1/2, we have
Consequently,
goes to 0 in probability. In place of (46) 
Fixed Points for 231-avoiding permutations
For a 231-avoiding permutation σ ∈ S n (231), let θ I (σ) denote the number of fixed points of σ contained in the subset I ⊂ [n]. Based on our bijection from Section 4, for a γ ∈ Dyck 2n and σ = σ γ and σ(i) = i precisely when l i /2 = h i . Theorem 6.1. Fix 0 < a < b < 1 and > 0. Let Γ n be chosen uniformly at random from Dyck 2n . Then
Using this theorem and a result from [29] we are able to prove our main result. Proof of Theorem 1.5.
, where e t denotes a standard Brownian excursion from 0 to 1, Theorem 6.1 implies that for every fixed 0 < a < b < 1, we have
Our first step is to extend this convergence to a = 0 and b = 1. For any δ ∈ [0, 1 2 ) we define the random variables
In [7] the density function for the height of Brownian excursion at time t ∈ [0, 1] is determined to be
We can compute E[F 0 ] by taking the expectation inside the integral and get
In Theorem 7.4 of [29] it is shown that
(In [29] the result is stated incorrectly and is off by a factor of four.) Consequently, we have 
By [19, Theorem 4.28] this implies that n −1/4 θ [1,n] 
Since by (48) this convergence happens in expectation as well, (n −1/4 θ [1,n] 
We may now essentially repeat the argument for a = 0 and b = 1 to show that for every t ∈ [0, 1], we have
Since t → θ [1,tn] (σ Γ n ) is non-decreasing, the convergence in probability of Theorem 6.1 can be combined with standard arguments to give the desired joint process level convergence. Now we set up the notation necessary to prove Theorem 6.1. We break the interval [an, bn] up into subintervals of size about n 0.9 . In each of these intervals we will estimate the expected number of fixed points using the height of Dyck path at the start of the interval. Then we will bound the variance to show that with high probability the number of fixed points is close to the expected value.
Label the intervals
Denote a sequence of heights α = {α n k } K−1 k=0 and define
where v a k is the number of steps in the γ up to and including the a k th up-step. Note that Ω n (α) ∩ Ω n (α ) = ∅ if α = α . Let A denote the collection of all α.
Definition 6.2 (A Proper Subset of Dyck 2n
). We say a sequence of heights α = {α n k } is proper if the following are satisfied for all k = 0, . . . , K
• n 0.499 < α n k < n 0.501 and • |α n k − α n k+1 | < n 0.451 . We say Ω n (α) is proper if α is proper. Definition 6.3. Recalling Definition 4.2, we define the random variables for a random path Γ n ∈ Dyck 2n :
• V n i := number of steps up to and including the ith up-step.
• L n i := the length of the ith excursion. Let B n denote the collection of proper α ∈ A. Most Γ n ∈ Dyck 2n will be in some proper Ω n (α).
Lemma 6.4. For n sufficiently large, and Γ n be chosen uniformly at random from Dyck 2n ,
for all proper Ω n (α).
Proof. The first statement follows from Lemmas 7.10 and 7.11. The second statement follows by applying Lemma 7.12 to the intervals I k for 0 ≤ k < K.
For a fixed sequence of heights α, letk(x) = sup k {2a k −α n k ≤ x}. We define the following function
For most γ ∈ Ω n (α), γ will be close to ρ α . Lemma 6.5. Fix 0 < a < b < 1, and > 0. For all n sufficiently large,
Using Lemma 7.12 we obtain deviation bounds corresponding to all i ∈ (a k , a k+1 ) for 0 ≤ k < K. In particular we have for t < 3,
By Lemma 6.4, we may also conclude that Γ n (2nt) > n 0.49 − 1 with probability 1 − e −0.0001 , so with probability at least 1 − 2e −n 0.0001
Lemma 6.6. Fix 0 < a < b < 1. For all n sufficiently large,
Lemma 6.7. Fix 0 < a < b < 1. For all n sufficiently large,
Because these bounds are uniform over all proper Ω n (α) we will drop the α where no confusion should arise. We delay the proofs of these two lemmas until after the proof of Theorem 6.1 as they are long and somewhat technical.
Proof of Theorem 6.1. Fix a proper Ω n . For all n sufficiently large and Γ n chosen uniformly from Ω n , by Lemma 6.7 and Chebyshev's inequality
With Lemma 6.6 we have
Combined with Lemma 6.5
where ∆(Ω n ) = o(1) uniformly for all proper Ω n . Now consider Γ n chosen uniformly at random from Dyck 2n .
by Lemma 6.4.
6.1. Proof of Lemma 6.6. For i ∈ [an, bn] we have that θ i := θ i (σ Γ n ) is a 0-1 valued random variable where
where I out k consists of the 2n 0.6 values both directly after a k or directly before a k+1 and I int k is the rest of I k . Lemma 6.8. Fix 0 < a < b < 1. For all proper Ω n and for each k, and i ∈ I int k .
Proof. For each k the and each i in I int k the conditions for Lemma 7.8 are satisfied since Ω n is proper. Therefore
|Ω n ] as a whole rather than computing E[θ i |Ω n ] for each individual i.
Proof. For each k, I out k consists of two intervals of length 2n 0.6 which can be covered by less than 5n 0.6 /n 0.49 subintervals of length n 0.49 . As Ω n is proper, Lemma 6.4 says h i > n 0.49 for i ∈ [an, bn] with probability e −n 0.0001 . Then by Lemma 7.13 each of the subintervals has at most one fixed point. Then E θ I out k |Ω n ≤ 5n 0.11 + 2n 0.6 e −n 0.00001 for each 0 ≤ k < K < n 0.1 . Adding them up proves the lemma.
Lemma 6.10. For fixed 0 < a < b < 1 and proper Ω n ,
Proof. By linearity of expectation:
For each k, and a k + i ∈ I int k , we can apply Lemma 6.8 to conclude
where ∆(i, k, Ω n ) = o(n −0.01 ) uniformly in i, k and proper Ω n . By Lemma 6.4 we know the paths are high enough to apply Lemma 6.9 to show that
. Then by Lemmas 6.8 and 6.9
where ∆(k, Ω n ) = o(n −0.01 ) uniformly in k and proper Ω n and ∆(Ω n ) = o(n 0.01 ) uniformly in Ω n . For each k, |I k | = (1+O(n −0.3 ))|I int k | by the definitions of I k and I int k . Then the above expression becomes
with ∆ (Ω n ) = o(n −0.01 ) uniformly in all proper Ω n . For j ∈ I k , ρ(V n j ) = α n k , finishing the proof. Proof of Lemma 6.6. By Lemma 6.10 we can write the conditional expectation of θ [an,bn] as
where ∆ = o(n −0.01 ) uniformly in all proper Ω n . Converting the sum into an integral we have
The change of variables nt = u gives
Since Ω n is proper, |2nt − V n nt | < n 0.51 . Therefore eitherk(V n nt ) =k(2nt) ork(2nt) − 1. In either case by properness of Ω n , |ρ(V n nt ) − ρ(2nt)| < n 0.451 and ρ(2nt) > n 0.
Scaling by n 1/4 completes the proof.
Proof of Lemma 6.7. Now that we have the conditional expectation E[θ int
[an,bn] |Ω n ], we will bound the conditional variance, Var[θ [an,bn] |Ω n ].
Our basic variance equation is
The key to bounding the conditional variance for a proper Ω n is understanding E[θ i θ j |Ω n ] for various ranges of i and j. We cover [an, bn] 2 with ∪ 5 l=1 B l where each B l is defined as follows:
For each B l we will show that
Hence the total variance,
The following lemma allows us extend this bound to Var[θ [an,bn] |Ω n ].
Lemma 6.11. Fix 0 < a < b < 1. For n sufficiently large and proper Ω n
with ∆ = o(1) uniformly in for all proper Ω n .
Proof. Since θ i θ j 1 P C < 1 P C , by Lemma 6.4 we have
Noting that θ i θ j = θ i θ j 1 P + θ i θ j 1 P C and taking expectation gives
Summing over i and j completes the proof.
For the following series of lemmas we will assume the following standard hypotheses.
• Fix 0 < a < b < 1.
• Ω n ⊂ Dyck 2n is proper.
• Let n be large enough such that n 5 e −n 0.0001 < o(1).
Lemma 6.12. Assuming the standard hypotheses,
Proof. For fixed k we may use Lemma 7.13 to show j∈I out k E[θ j | * ] < 2n 0.6−0.49 no matter the conditions given by * . In particular we have
Lemma 6.13. Assuming the standard hypotheses,
Proof. This follows the proof of Lemma 6.12 closely. By Lemma 7.13
For each k and each i ∈ I int k , Lemma 7.8 and the properness of Ω n imply that E[θ i 1 P |Ω n ] < (n −0.495 ) 3/2 < n −0.74 . Then
Changing the roles of i and j and doubling the upper bounded completes the proof.
Lemma 6.14. Assuming the standard hypotheses,
Proof. The flavor of this proof is somewhat different from the previous lemmas. Without loss of generality we may assume that k < k .
If θ i 1 P = 1, then the corresponding ith excursion will end before the a k th excursion begins as
and
Lemma 6.15. Assuming the standard hypotheses,
Proof. By Lemma 7.13
For each k, |I int k | ≤ n 0.9 so k i∈I int k 5n 0.11 n −0.73 ≤ 5n 0.1+0.9+0.11−0.735 < n 0.47 .
The last possibility is the one which requires the most care.
Lemma 6.16. Assuming the standard hypotheses,
Proof. We proceed in a manner similar to Lemmas 7.6 and 7.7. For (i, j) ∈ B 5 , with i ∈ I int k .
E[θ i θ j 1 P |Ω n ] = n 0.49 <h<n 0.51 n 0.49 <h <n 0.51
where
For fixed i, j and k there are two cases to consider for values h and h . One where we can use Lemma 7.2 for each each section of the path, and one where we bound G by e −n 0.001 using Lemma 7.1.
Define the set of pairs of heights D i,j,k such that for (h, h ) ∈ D i,j,k , Lemma 7.2 is valid for each of the path sections. For (h, h ) / ∈ D i,j,k the contribution to E[θ i θ j 1 P |Ω n ] is bounded by e −n 0.001 . Otherwise
For h and h ∈ (n 0.49 , n 0.51 ) we may replace 
uniformly over all choices of (i, j) ∈ B 5 and α n k and α n k+1 from a proper sequence of heights. This gives Proof of Corollary 1.6. We follow the proof of Theorem 1.5 with very minor changes. In particular we use Corollaries 7.9 and 7.14 in place of Lemmas 7.8 and 7.13. Everything else follows in exactly the same manner when α < .49. For α ∈ [.49, .5) we follow the proof of Theorem 1.5 changing the exponents to .5 ± δ. We leave the details to the reader. The following appendices contain various technical lemmas that will be used throughout the paper. The statements of the lemmas are similar to results found elsewhere, but modified for use in this paper.
Appendix A: Technical Lemmas
We begin with a useful Lemma that will help count non-negative lattice paths between points. Let A n denote the set of points (i, m) ∈ Z 2 such that 0 < n 0.6 < i < n and |m| < i 0.6 .
where ∆(i, m) = o(n −0.1 ) uniformly in i and m in A n . For i > n 0.6 and |m| > i 0.6
Proof. This first equality follows from IX.1 on page 615 of Flajolet and Sedgewick [15] . For the second equality we let m = i 0.6 + r or m = −i 0.6 − r for some r > 0.
2i
A similar computation holds for m = −i 0.6 − r.
Consider a lattice path starting at (v 0 , h 0 ). Recall Definition 4.2. We may extend those definitions to general lattice paths with a slight modification. The definitions v i and h i remain the same, the position and the height after the ith up-step from the start of the path. For l i we do not necessarily have an excursion. If the path never returns below h i at some time later than v i then we say that l i = ∞. 
where ∆(i, m) as defined in Lemma 7.1.
Proof. Let i and d denote the number of up and down steps respectively in a lattice path up to and including the ith up-step. We denote the total number of steps by Now that we can accurately count the number of lattice paths from one point to another we can count the number of non-negative paths between two points. For a pair of points (v 0 , h 0 ) and
denote the set of non-negative lattice paths ending with an up-step between the two points. 
Proof. We count using standard ballot counting arguments.
Moreover (h 0 ) 2 /2i > n 0.07 , so
For paths chosen uniformly from E v j ,h j v 0 ,h 0 for 0 < i < j we would like to know for various values of i and h how many of these path go through the point (v i , h) after the ith up-step. Given Γ n ∈ E v j ,h j v 0 ,h 0 chosen uniformly at random what is the probability that H n i = h?
. For h > 0 and 0 < i < j,
can be decomposed uniquely into a concatenation of two paths, one in
for some appropriate values of v i and h i that satisfy
also satisfy H n i = h. From Lemma 7.4 there are precisely
,h | such paths. Each of these paths that satisfies L n i /2 = h has a unique decomposition into three parts: Figure 11 . Decomposition of X n into X n 1 , X n 2 , and X n 3 .
• and a path X n 3 ∈ E v j ,h j 2i−(h−h 0 )+2h−1,h−1 . The choice of X n 1 , X n 2 , and X n 3 uniquely determines X n . There are
such choices for X n 1 , X n 2 , and X n 3 respectively. Therefore
chosen uniformly at random and 0 < i < j,
Luckily the event {H
. Combining Lemmas 7.4 and 7.5 provides the result.
Lemma 7.7. Let 0 < i < j ≤ O(n 0.9 ) with i > 2n 0.6 and j − i > 2n 0.6 , and let h 0 ∈ (n 0.499 , n 0.501 ). Define m and m j such that h j = h 0 + m j and h = h 0 + m where |m j | < min(j 0.6 , n 0.451 ). Let m max = min(i 0.6 , m j + (j − i) 0.6 and m min = max(−i 0.6 , m j − (j − i) 0.6 ). For m min < m < m max
where ∆ = o(n −0.001 ) uniformly in i, j, m, m j , h 0 that satisfy the above conditions. For m < m min or m > m max ,
Proof. The summand in Lemma 7.6 is given by
By Lemma 7.3 we can make the following substitutions:
where both ∆ 1 and ∆ 2 are bounded uniformly by n −0.01 over all parameters satisfying the conditions of the lemmas. Combining these equations together proves the first statement of Lemma 7.7. For the second statement we use the second approximation in Lemma 7.1 to bound P(H n i = h 0 + m) using the formula in Lemma 7.4.
Let's consider the special case where j ≈ n 0.9 . Lemma 7.8. For X n chosen uniformly from E v j ,h j v 0 ,h 0 with i, j, h 0 , and h j satisfying
• j = n 0.9 (1 + ∆ ), ∆ ≤ n −0.1 uniformly.
• n 0.499 < h 0 < n 0.501 .
• i ∈ (2n 0.6 , n 0.9 − 2n 0.6 ),
where ∆ = ∆(i, h 0 , h j ) = o(n −0.001 ) uniformly in i, h 0 , h j in the ranges above.
Proof. Let m min = max(−i 0.6 , m j − (j − i) 0.6 ) and m max = min(i 0.6 , m j + (j − i) 0.6 ) and consider the inequality which follows from Lemma 7.6.
Lemma 7.7 gives
By our definition (m min − i j m j ) < −n 0.01 and (m max − i j m j ) > n 0.01 . Therefore the integral above is computed in the standard way, with
where δ(t) is an error function with exponential decay.
Corollary 7.9. For any k ∈ R and α ∈ (0, .48) let Γ n chosen uniformly from E v j ,h j v 0 ,h 0 with i, j, h 0 , and h j satisfying
• j = n 0.9 (1 + ∆ ), ∆ < n −0.1 uniformly.
Proof. The proof goes exactly as in Lemma 7.8 with L n i = H n i replaced by L n i = H n i −k(i(n−i)/n) α . The order of k(i(n − i)/n) α is less than n 0.49 so it will not affect the approximation. Lemma 7.10. Fix 0 < a < b < 1 and let a k = an + nk/K where K = (b − a)n 0.1 . For Γ n ∈ Dyck 2n chosen uniformly at random,
Proof. This is an immediate consequence of Corollary 8.4 along with the convergence of Dyck paths to Brownian excursion.
Lemma 7.11. Fix 0 < a < b < 1. For any n large enough and Γ n ∈ Dyck 2n , Proof. This follows by a similar argument to Corollaries 8.4 and 8.5, with slight modifications to the parameters.
Lemma 7.12. For sufficiently large n, for every 1 2 n 0.9 < j ≤ 2n 0.9 , and h 0 , h j both bounded between n 0.499 and n 0.501 with |h 0 − h j | < n 0.451 we have that if X n ∈ E 
for sufficiently large n, independent of j, h 0 , and h j satisfying the hypotheses of the lemma. Then we can conclude that A similar bound can be used for i < j/2 with a little more work. Note that if |h − h 0 | > n 0.452 and |h j − h 0 | < n 0.451 then |h − h j | > n 0.9 (m − wj/n 0.9 ) 2 j(n 0.9 − j) ≤C i(j − i)(n 0.9 − j) n 0.9 where C > 0 and does not depend on i, j, w, and n.
Appendix B: Moderate deviations for random walks
In this section we recall some classical moderate deviations bounds for random walks. The next two results are special cases of [31, Theorem III.12, Theorem III.15] respectively (see also [27, Lemma A1, Lemma A2]).
Lemma 8.1. Let X 1 , X 2 , . . . be i.i.d with EX 1 = 0 and let S n = X 1 + · · · + X n . Suppose that σ 2 = E(X 2 1 ) < ∞. For all x and n we have
Lemma 8.2. Let X 1 , X 2 , . . . be i.i.d with EX 1 = 0 and let S n = X 1 + · · · + X n . Suppose that there exists a > 0 such that E(e t|X 1 | ) < ∞. Then there exist constants g, T > 0, independent of n, such that
These lemmas lead immediately to the following corollary. Combining these two corollaries, we obtain the following proposition. 
