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Abstract—Geant4 is a software toolkit for the simulation of the
passage of particles through matter. It is used by a large number of
experiments and projects in a variety of application domains, in-
cluding high energy physics, astrophysics and space science, med-
ical physics and radiation protection. Its functionality and mod-
eling capabilities continue to be extended, while its performance is
enhanced. An overview of recent developments in diverse areas of
the toolkit is presented. These include performance optimization
for complex setups; improvements for the propagation in fields;
new options for event biasing; and additions and improvements in
geometry, physics processes and interactive capabilities.
Index Terms—Electromagnetic interactions, hadronic interac-
tions, object-oriented technology, particle interactions, physics val-
idation, simulation.
I. INTRODUCTION
THE Geant4 simulation toolkit [1] provides comprehensivedetector and physics modeling capabilities embedded in a
flexible structure.
Its kernel encompasses tracking; geometry description
and navigation; material specification; abstract interfaces to
physics processes; management of events; run configuration;
stacking for track prioritization; tools for handling the detector
response; and interfaces to external frameworks, graphics and
user interface systems. Geant4 physics processes cover diverse
interactions over an extended energy range, from optical pho-
tons and thermal neutrons to the high energy reactions at the
Large Hadron Collider (LHC) and in cosmic ray experiments.
Particles tracked include leptons, photons, hadrons and ions.
Various implementations of physics processes are offered,
providing complementary or alternative modeling approaches.
Moreover Geant4 provides interfaces to enable its users to
interact with their application, and save their results. Visual-
ization drivers and interfaces, graphical user interfaces and a
flexible framework for persistency are included in the toolkit.
Geant4 adopts object-oriented technology and follows an it-
erative-incremental software process [2]. This technology facil-
itates the extension and refinement of the toolkit, without af-
fecting the existing code used in production mode by many ex-
periments.
This paper provides an update of new developments under-
taken by the Geant4 Collaboration to extend the toolkit function-
ality since the first publication [1], and overviews of validation
activities and Geant4 applications in a variety of experimental
domains. The new features described in this paper are publicly
available in Geant4 version 7.0, released in December 2004, and
following versions.
II. NEW DEVELOPMENTS IN THE GEANT4 KERNEL
The essential kernel capabilities, required for modeling ex-
perimental setups, for enabling the use of physics modeling op-
tions and for recording particle interactions that occur in the
setups, were provided in the first public version of Geant4 at
the end of 1998. Subsequent releases focused on providing a
number of refinements, improvements, performance enhance-
ment, and additional developments required by the more so-
phisticated simulation applications pursued by the experiments.
Most of these requirements have been concentrated in three
areas of kernel development: run and event management, region
dependent production thresholds, and variance reduction.
Improvements in the Geant4 kernel are not limited to the
implementation of new functionality, but also include consol-
idation and continuous monitoring of its performance. These
aspects are particularly important at a stage when Geant4 is
used as a simulation production tool by several experiments.
Therefore the most recent releases provided a number of im-
provements to enhance stability for production, and new tools
to identify infrequent problems, which can have significant im-
pact during large scale productions or in some critical applica-
tions. Continuous checking of computing time is undertaken in
order to monitor CPU performance. Benchmark applications for
performance monitoring include simple configurations such as
a test beam setup and a use case with a complex magnetic field.
A. Run and Event
The Run Manager module controls the configuration of a
Geant4 setup and of its simulation. The module was re-de-
signed, separating its mandatory kernel functionality into a
new class. This refinement enables a user to more easily create
a customized run-manager, which fits into a more general
software framework, yet is compact and easy to maintain.
Moreover the Run Manager now reads primary events which
are stored in a high energy physics (HEP) standard of the event
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generator format (HEPMC) [3]. It also handles track vectors
directly and can merge different sources of primary particles.
In order to improve the link in the chain from a primary par-
ticle and its pre-assigned decay products to the trajectories of
resulting tracks and to their associated hits, new hooks for user
helper classes were created. These optional helpers can carry
user information for objects like a primary vertex, a primary par-
ticle, an event or a region. A user can associate information of
their choice with each of these objects.
A significant design iteration of the General Particle Source
[4] class provided a new formula for converting an integral spec-
trum to a differential one, better interactivity and other improve-
ments.
B. Region-Dependent Production Thresholds
One of the most significant enhancements of Geant4 capabili-
ties is the possibility to define regions in the experimental setup,
and to set a different particle production threshold in each re-
gion.
In early versions of Geant4, the same threshold for producing
secondary particles was enforced throughout the experimental
setup for each particle type. While this feature ensured consis-
tency of the simulation accuracy, it did not reflect the real-life
design of most experiments, which are characterized by de-
tectors of very different precision capabilities (e.g., an inner
micro-vertex detector and an outer coarse-grained muon de-
tector).
The capability to group geometrical components into regions
has been added to Geant4, together with the possibility of asso-
ciating different behaviors to each region. This new ability al-
lows the simulation accuracy and performance to be optimized
according to the characteristics and needs of an experiment.
For example, a user can group the geometrical components of
a micro-vertex detector into a region and the components of a
muon detector into another region, so that different thresholds
for producing secondary particles can be assigned to these two
regions. The resulting simulation would benefit the accuracy of
the high resolution detector, and would save computing time
where the coarser detector resolution would not justify tracking
the lowest energy particles.
C. Variance Reduction
Early versions of Geant4 offered the possibility of intro-
ducing event biasing in a simulation through user code. The
Geant4 kernel offers access to user code through the user
action and user initialization base classes. To facilitate the
usage of variance reduction techniques, general-purpose bi-
asing methods have been introduced into the toolkit. Many
applications, including radiation shielding studies, can profit
from this functionality to achieve large gains in time efficiency.
A new Geant4 module provides importance biasing, with
splitting and Russian roulette [5]; an importance value is
associated with each volume. Either the conventional mass
geometry (the one used for physics and tracking) or a dedicated
artificial parallel geometry can be used for biasing.
Other biasing capabilities added in recent releases include an
implementation of the weight-window method and of the re-
Fig. 1. Ray-tracer view of the Geant4 G4TwistedTubs (left) and
G4TwistedTrap (right) solids, with a twist angle of 80 degrees.
lated, but simpler, weight-cutoff method [6]. Leading particle
and cross-section biasing are provided for hadronic processes
in the corresponding physics package.
III. IMPROVEMENTS IN DETECTOR MODELING
A. Geometry
A significant new feature in Geant4 geometry is the abstrac-
tion of the navigator class G4Navigator. This enables a user to
replace or change the Geant4 navigator, or to add functionality
to it. A concurrent design iteration consolidated and simplified
the navigator interface.
In early versions of Geant4, repeated volumes could be de-
scribed by replicas representing equal slices of a given volume
along a specified axis. All Constructed Solid Geometry (CSG)
volumes, including boxes, tubes, cones and polyhedra, can be
sliced along an appropriate axis, which is usually a symmetry
axis. The existing capabilities of replicas were extended by pro-
viding offsets and allowing the creation of replicas of different
sizes, through the creation of new division volumes, applied to
the mother volume to be sliced.
New shapes have been added to the extensive collection of
Geant4 solids; they provide functionality useful for the accurate
modeling of detectors currently under construction or being de-
veloped for future experiments.
Models to describe twisted solids were introduced in Geant4;
the design and algorithmic details can be found in [7]. Stereo
mini-jet cells are considered in experiments at a future linear
e e collider central tracker such as JLC-CDC [8]. To describe
mini-jet cells a new solid, G4TwistedTubs (Fig. 1), was devel-
oped. It consists of three different types of bounding surfaces:
two end planes, inner and outer hyperboloidal surfaces, and two
twisted surfaces. Twisted trapezoids are important components
in the Liquid Argon end-cap calorimeter of the ATLAS detector
[9]. In Geant3 a general version of a twisted trapezoid existed,
but the implementation put very strong restrictions on its use. In
Geant4 no solids were originally available to describe twisted
trapezoids. Geant4 modeling capabilities have been extended to
include new G4TwistedBox, G4TwistedTubs, G4TwistedTrd and
G4TwistedTrap solids, which are built from two different sur-
faces: two end planes and four high order surfaces to describe
the twisted sides.
Another new solid, the G4Orb, addresses use cases for a full
sphere, allowing for fast performance and enabling the mod-
eling of large spheres.
Improvements to solids focused on a revision of isotropic
safety, i.e., the estimated distance to the nearest volume
boundary from the current point. The solids affected included
some of the CSG solids and their boolean compositions, where
rare errors related to the precise estimation of intersections
were identified and fixed.
Saving the description of a geometrical setup is a typical re-
quirement of many experiments, which makes it possible to
share the same geometry model across various software do-
mains, such as simulation and reconstruction. The geometry de-
scription markup language (GDML) [10] and its module for in-
terfacing with Geant4 have been extended to facilitate a geomet-
rical description based on common tools and standards. A new
module enables a user to save a Geant4 geometry description,
which is in memory, by writing it into a text file by extensible
markup language (XML) [11]. Support for more solids and for
replicas has been added.
In the case of complex experimental setups, it is easy to in-
troduce errors in the geometrical description. In recent releases,
new checks at geometry construction time were introduced to
ensure that the user creates a geometry that respects Geant4
geometry rules and constraints, and a new option enables ad-
ditional checks of the user’s geometry during tracking. When
using this geometry checking mode, Geant4 provides informa-
tion on candidate intersections with volume boundaries to help
identify underlying problems.
The task of detecting volume overlaps is addressed by
specialized tools. These include the DAVID tool [12] for inter-
secting graphics volumes, and a verification sub-module inside
the geometry package. All these tools have adjustable intersec-
tion tolerances. The verification sub-module can run different
tests and is accessible in any interactive Geant4 application
through user interface commands. Enhancements now allow
the user to apply the check by specifying the recursion depth
of the geometry setup, a feature of considerable importance,
especially for complex structures.
B. Propagation in a Field
Charged particles in Geant4 are tracked in external electro-
magnetic fields, and the intersection of their curved trajectories
with geometrical boundaries is approximated within a user spec-
ified precision.
The module for propagation of charged particles in a field has
undergone a performance optimization. A new feature enables
a user to attach the same or a different field to a geometrical
volume and specialize the integration accuracy parameters for
each field. The user can also select, utilizing the track’s prop-
erties, different values for the accuracy parameters for tracking
in a field. This functionality allows a user, for example, to un-
dertake precise tracking for all muons, or for any tracks with
energy above a given threshold, while tracking electrons in a
calorimeter more coarsely.
IV. PHYSICS EXTENSIONS AND VALIDATION
The Geant4 modular architecture makes it an ideal framework
into which new components can be integrated and within which
new physics models continue to be developed. The extension of
Geant4 physics modeling capabilities is complemented by an
extensive validation of the existing models against authoritative
reference data and experimental results.
A. Electromagnetic Physics
A number of developments and improvements have been
made in the electromagnetic processes in recent Geant4 re-
leases. These include extensions in physics coverage and
modeling capabilities, as well as evolutions of the software
to improve the computing performance and to facilitate the
usage of the electromagnetic package in experimental appli-
cations. The new cuts-per-region functionality, described in
Section II.B, affected the implementation of the electromag-
netic processes, which evolved to deal with different particle
production thresholds in different regions.
The standard electromagnetic package [13] has been re-
designed. The new implementation encompasses a model-based
design, concentrating the treatment of physics modeling in
smaller, dedicated classes. This simplifies maintenance and
facilitates extensions and refinements. The new implementation
has maintained the user interface unchanged for most use cases.
Performance has been improved, in particular for low produc-
tion thresholds. Refinements include the option to save and
retrieve physics tables. This speeds up the startup in execution
when several simulation programs run under the same physics
configurations, aiding in particular interactive use in setups
with many materials. Improvements in multiple scattering,
muon and ion ionization, and in simulation of electron-positron
pair production by muons were implemented. A new multiple
scattering model has been introduced, which can be used also
for ions; it provides improved sampling of the tail of the angular
distribution and less dependence on the step size.
For optical photons, a new process implements wavelength
shifting, and a revision improves the handling of surface prop-
erties for material interfaces.
The low energy electromagnetic package [14] addresses espe-
cially the requirements of precise simulation, extending Geant4
capabilities below 1 keV. Recent developments in low energy
physics include high precision models for the angular distribu-
tion of Bremsstrahlung photons from electrons below 500 keV
[15], new processes for photons, electrons and positrons based
on models originally developed for the Penelope [16] Monte
Carlo code, a new process for polarized Rayleigh scattering, and
the implementation of protons induced X-ray emission (PIXE)
[17].
B. Hadronic Physics
The most recent Geant4 versions provide improvements
of previously released hadronic models [18] and further new
models. The new developments include theoretical hadronic
models for intra-nuclear transport: the first release of the Bi-
nary Cascade [19] model and an implementation of the Bertini
Cascade [20]. Also available is the chiral invariant phase space
model (CHIPS) [21], which is the quark-level event generator
for the fragmentation of hadronic systems into hadrons. Biasing
options for physics processes were also added.
The Binary Cascade was extended to include pion projectiles
and light ion reactions and an improved transition [22] to the
pre-equilibrium model [23]. The applicability of the implemen-
tation of the Bertini Cascade was extended up to 10 GeV, and
its suitability for isotope production estimation was verified.
The selection of the element undergoing an interaction, in
preparation for creating the final state, has been improved. In
addition, the choice of an isotope is now made centrally, before
calling the models that create the final state. These improve-
ments enable the use of models that can treat specific nuclei,
especially those far from the lane of stability.
New models for ion reactions include an implementation of
Wilson’s abrasion model [24] for ion-induced reactions and
electromagnetic dissociation for ion-ion collisions.
New models for the evaporation phase were implemented in-
cluding an ablation model for use with abrasion and a new im-
plementation broadly similar to the Generalized Evaporation
Model (GEM) [25]. The Fermi breakup model has been com-
pletely re-written to significantly improve its performance. New,
alternative sets of emission probabilities based on those used in
the High Energy Transport Code (HETC) [26], and transition
probabilities based on those used in the GNASH [26], [27] reac-
tion theory code have been added for the pre-compound model.
A new theory-based coherent-elastic model [28] utilizes pre-
processed tabulations for elastic scattering. Also available are
new implementations of muon nuclear absorption, an improved
fast radioactive decay and alternative GNASH2 transition prob-
abilities in the exciton pre-compound model.
Improvements to cross sections include pion scattering data
of Barashenkov [29], which remove existing discontinuities. A
legacy problem in high energy p-H cross-sections was resolved.
For ion-ion cross-sections, improvements include an imple-
mentation of Tripathi’s systematics [30] for light ions and pa-
rameterizations from Shiver [31], Kox [32] and Shen [33]. Im-
provements in the scattering term extended its use for nucleon
induced reactions up to 8 GeV. The S-wave absorption of pions
and pion induced reactions up to 1.5 GeV were added to the Bi-
nary Cascade model. This energy is the upper limit for pions in
this approach, due to current knowledge of strong resonances.
Two forms of biasing were added in the hadronic framework.
The first enables leading particle biasing for any reaction, and
the second provides cross section biasing for electron-nuclear
and gamma-nuclear reactions.
C. Physics Validation
A large number of physics observables have been subjected to
comparisons between reference data and corresponding simula-
tion data, thus extending the experimental validation of Geant4.
The validation studies pursued by the Geant4 Collaboration usu-
ally concern basic features of the physics models implemented
in the toolkit; their simulated distributions are compared to es-
tablished references and data in literature. The contributions of
Fig. 2. Validation of Geant4 electromagnetic physics: comparison of various
Geant4 physics models against the NIST data, concerning the cross section
of Compton scattering; the symbols represent Geant4 Standard (triangles),
Low Energy EPDL (circles) and Low Energy Penelope (squares) models. The
continuous line identifies the confidence level set to define the agreement of
Geant4 models with respect to the NIST reference data.
user groups consist mostly of comparisons of full simulation re-
sults with experimental data from test beams or on-going exper-
iments, and provide valuable complementary feedback on the
accuracy of Geant4.
All the electromagnetic models provided by Geant4 for elec-
trons, photons, protons and particles have been compared [34]
to the National Institute of Standards and Technology (NIST)
database [35], [36], which represents a well known, authorita-
tive reference in the field; this database is also adopted in the
definition of medical physics protocols. This systematic test in-
volved quantitative comparisons between simulation and ref-
erence data, using statistical methods [37]. It confirmed good
agreement of all Geant4 electromagnetic models with the NIST
reference and highlighted details peculiar to each model, which
cause their behavior to differ as a function of the incident par-
ticle energy. Fig. 2 shows the comparison of the photon attenua-
tion coefficient obtained with various Geant4 simulation models
against the corresponding NIST reference data. The p-value re-
sulting from the test represents the probability that the test
statistics has a value at least as extreme as that observed, as-
suming that the null hypothesis (equivalence between Geant4
simulation and NIST data distributions) is true; p-values greater
than the confidence level of 0.05 led to the acceptance of the
null hypothesis.
Other comprehensive validation studies concerning Geant4
electromagnetic physics addressed transmission and backscat-
tering distributions [38] and other specific applications of
the standard package [39]. Two complementary approaches
[40] are adopted for the validation of simulation results in the
domain of hadronic physics: one is based on thin target setups
with simple geometry, that allow testing single interactions
Fig. 3. Ratio between the QGSP simulation and test beam data for the e=
ratio as a function of energy. The symbols represent the ratios for ATLAS HEC
Liquid Argon Calorimeter (circles), ATLAS Tile Calorimeter (squares) and
CMS Hadronic Calorimeter (triangles). QGSP version 2.7 is used in all the
simulations.
or effects in a clean and simple environment; the other relies
on calorimeter test beam setups, in which the observables are
convolutions of many complex processes and interactions.
Fig. 3 shows an example of the comparison of the ratio be-
tween a Geant4 simulation and preliminary experimental data
coming from three different calorimeter test beams (ATLAS
HEC Liquid Argon Calorimeter [41], ATLAS Tile Calorimeter
[42] and CMS Hadronic Calorimeter [43]). In this Geant4
simulation the Physics List which is based on the quark gluon
string model (QGSP) is used. More details about the Physics
List are described in Section VI.B. As seen in the figure, there
is good agreement [44] between simulation and data, at the
level of 5% for the ratio above 20 GeV. In Fig. 3, the error
bars are not shown because the evaluation of the experimental
systematic errors is still in progress to better understand the
detector behavior.
V. ENHANCEMENT OF GEANT4 INTERACTIVE CAPABILITIES
A. Extensions in Visualization
Significant work has gone into the HepRep graphics systems
[45], which is a generic and hierarchical format for description
of graphics representables. Geant4 can now produce both the
earlier HepRep1 format and the newer expanded HepRep2
format. Three different browsers are now available for viewing
these files: the WIRED3 HepRep browser [46], the WIRED
JAS plugin [47], and the Fox Ruby Event Display FRED
[48]. Geant4 HepRep output of detector geometry, particle
trajectories, hits and their digitization includes a great deal of
useful HepRep attribute information (material names, densities,
particle ids, momenta, etc.). All HepRep browsers allow one
to view this information by picking on the relevant display
Fig. 4. Geant4 Visualization using the WIRED3D HepRep browser enables a
user to label an image with attributes such as material or energy.
objects, and the WIRED3 HepRep browser can cut on these
attributes or write any such attributes as visible labels on the
display (Fig. 4).
Some improvements in the user interface simplify the se-
quence of commands for visualization. The flush command
which used to be required in most situations is now generally
implicit. Commands for end-of-event action and end-of-run
action still allow a user to accumulate trajectories and hits from
event to event or from run to run with full flexibility.
Improvements have been made to the ASCIITree visualization
system, which visualizes the tree structure of a user defined ge-
ometry. It can now calculate the mass of the complete geometry
tree taking into account daughters down to the depth specified
for each physical volume in the current scene. The calculation
involves subtracting the mass of that part of the mother which
is occupied by each daughter and then adding the mass of the
daughter, and so on down the hierarchy.
The OpenGL driver, which previously worked only with
Linux, was improved and also runs with the Windows operating
system. The OpenInventor driver no longer requires the HepVis
graphic library, but instead works with the more widely used
ones like Coin3D graphic library [49] or SGI Free Inventor
packages.
B. Extensions in User Interface
Considerable effort was devoted to making Geant4 exe-
cutable in client-server environments, where, for example, a
Geant4 application running on the remote center can be con-
trolled by a Graphical User Interface (GUI) application running
on a user desktop system (Windows, Linux or Mac). This
operating mode required the development of Geant4 front-end
classes and corresponding client GUI tools. Their design was
based on the pre-existing G4UIGAG front-end classes and the
Geant4 Adaptive GUI (GAG) tool, implemented in Java.
The client GUI tools reuse GAG classes to provide users with
the same look-and-feel as GAG, but utilize three different modes
of communication with the remote Geant4 application: standard
socket connection, SSH connection, and Java remote method
invocation (RMI) connection.
The first two modes are implemented in Geant4 Adaptive In-
terface for Network (GAIN) [50] which re-uses the Java Ter-
minal Application package (JTA) [51]. GAIN guarantees the
same level of security as remote execution when using SSH, but
provides the same user convenience as GAG.
For the Java RMI connection, the tool uses GAGPlugin that is
a plug-in module of JASSimApp, a JAS3 [52] Geant4 Simulation
Application [53].
C. Interface to Data Analysis Systems
The analysis of simulation results is a typical requirement
in real-life experimental applications, as well as an essential
component of the physics validation studies carried out by the
Geant4 Collaboration. A Geant4 application can utilize the anal-
ysis system of the user’s choice. The advanced examples re-
cently added to the Geant4 distribution show a recommended
design to integrate simulation analysis into a user application: a
layer of abstract interfaces decouples the user’s code and the
Geant4 toolkit from the implementations of analysis subsys-
tems. To achieve this, the Abstract Interfaces for Data Anal-
ysis (AIDA) [54] package, which is an abstract histogram in-
terfaces in HEP and used for example JAS3 or Physics Interface
(PI) [55], was chosen for tests and examples. Its main advantage
is the ability to change the underlying analysis implementation
without modifying any part of the simulation application code.
VI. USING GEANT4 IN PHYSICS EXPERIMENTS
Geant4 is a mature simulation tool, used in a wide variety
of experimental applications. Recent additions to the toolkit in-
clude tools to support its usage in the experimental community,
such as examples of real-life applications and sample physics
selections for specific experimental use cases. Also added is an
example to achieve parallel processing of a simulation based on
event parallelism.
A. Application Examples
The ample choice of physics models and the functionality of
a robust kernel enable users to exploit Geant4 for many diverse
applications. The Geant4 toolkit is complemented by a set of
application examples which illustrate its capabilities. Some of
these applications—included in the Novice and Extended Ex-
amples packages, show the basic usage of the software and its
functionality. As a recent extension to the toolkit, a set of Ad-
vanced Examples has been added, demonstrating Geant4 capa-
bilities in realistic experimental configurations.
Geant4 Advanced Examples play a significant role in demon-
strating the capability of Geant4 to address experimental
requirements specific to various physics domains. They in-
clude the simulation of particle detectors (two calorimeters
and a Ring Imaging Cherenkov detector), space telescopes
for X-ray and -ray astronomy, an underground detector for
dark matter searches, electrostatic charging of isolated test
masses by galactic cosmic rays, a cosmic ray experiment, and
material analysis through a characteristic X-ray fluorescence
spectrum. Two simulation applications treat critical situations
such as neutron shielding and protection from radioactivity
for interplanetary manned missions. Other examples cover
various radiotherapy techniques, including brachytherapy,
hadrontherapy and intensity modulated radiotherapy. Further
advanced examples are under development, in order to exten-
sively document the broad range of applicability of the Geant4
toolkit.
B. Support for Physics Use Cases
The Geant4 toolkit offers a variety of options for physics pro-
cesses and models over a wide range of energies for electromag-
netic and strong interactions. For the same combination of pro-
jectile and target at a given energy, there can be several models
or processes applicable with different accuracy, strengths and
computational cost. It is possible to create numerous configura-
tions of models in order to address the needs of a particular use
case.
Making an optimal selection of a set of models among those
available can present a daunting learning curve, especially for
hadronic interactions. The absence of a unique effective theory
of hadronic interactions, which is calculable at relatively low
energies, is a significant obstacle. In addition the variety of ap-
proaches even at high energies, where scaling formula and appli-
cability of perturbative Quantum Chromodynamics (QCD) en-
able simulation, provide several competing approaches (chains,
diffraction, hadronic clusters, Quark-Gluon strings). The low
energy hadronic models, whose approximate validity is often
restricted to particular incident particles, target material types,
and interaction energies require special efforts from users. By
using a consistent, tailored set of models it is possible to ad-
dress the requirements of a particular use case.
Choosing among the Geant4 hadronic models is made easier
by a number of Physics Lists which are included in the Geant4
toolkit release. Each Physics List is a complete and consistent
collection of models chosen to be appropriate for a given use
case. Hadronic use cases relevant to high energy physics appli-
cations include calorimeters, trackers and a typical general-pur-
pose detector. At low energy the use cases of neutron dosimetry
applications and nucleon penetration shielding are covered. Re-
sults already obtained for several use cases and physics list are
available, many obtained by users, and provide invaluable ref-
erence points and benchmarks.
C. Running Geant4 as a Parallel Application
Simulation applications often involve the generation of
a large number of events and require significant computing
resources. Execution in a parallel mode contributes to ade-
quate simulation statistics in a reduced time frame. The use
of job-level parallelism, using independent jobs on farms of
computers, is well established and well suited when there is
experience in distributing jobs and gathering the results. Yet
in other domains different types of parallelism provide an
alternative with simpler ways to launch jobs and obtain results.
An extended example shows how to use the task oriented
parallel package TOP-C [56] to parallelize Geant4 using event-
level parallelism [57]. Even though the application actually runs
in parallel on distributed computers, it appears to run as a single
process with a single Geant4 library, storing and analyzing a
single collection of hits. The master process transparently gen-
erates events that are processed on slave processes, and whose
hits are transparently brought back to the master.
In previous versions, the application writer had to modify the
example code to marshal (serialize) the application-defined hits,
so they could be transported across the network. The recent ex-
tension employs a Marshalgen tool [58], to automate writing the
code for marshalling hits. The application writer adds comments
(annotations) in the header file for the application-defined hits.
The Marshalgen package then automatically generates the re-
quired code for marshalling hits.
Running Geant4 as a parallel application has also been
demonstrated using the DIANE framework [59], which pro-
vides a distributed data analysis environment.
VII. CONCLUSION
Geant4 was the first large scale software project to pioneer
the adoption of object-oriented technology in particle physics.
The choice of this novel technology has enabled the initial de-
velopment of a powerful toolkit with rich functionality, and its
further extension and refinement without affecting the original
kernel. Many new features have been added since the first public
release of Geant4 in the domains of detector and physics mod-
eling, in response to the requirements of a wide user community.
The extension and improvement of Geant4 physics capabilities,
both in the electromagnetic and hadronic domain, represent a
continuous effort to improve the simulation accuracy offered to
experimental applications over a wide energy range. The soft-
ware technology has also supported a smooth evolution in the
kernel itself, such as the introduction of the novel concept of
detector regions. The interactive capabilities of the toolkit have
been extended for a more user-friendly approach.
The development of new features is complemented by a par-
allel program of validation of Geant4 physics models against
experimental data, and by the demonstration of its capabilities
in real-life experimental contexts. The results of these associ-
ated activities provide important guidance to the users to best
exploit rich functionality of Geant4.
The Geant4 Toolkit is nowadays used by a wide scientific
community worldwide in diverse experimental domains. Geant4
is used in production by large scale high energy physics experi-
ments as well as in smaller scale detector development projects.
It is also employed for accurate simulation in mission critical
applications in space science and astrophysics, and is the basis
for accurate calculations in medical physics, nuclear medicine
and radiation protection.
The development of the Geant4 Toolkit will continue to be
pursued in the future by the Geant4 Collaboration, in response to
the evolving requirements of the wide experimental community
using it. Significant effort is also invested in the validation of its
physics models.
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