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High resolution, cross-correlation-based, electron backscatter diffraction (EBSD) measures the variation
of elastic strains and lattice rotations from a reference state. Regions near grain boundaries are often of
interest but overlap of patterns from the two grains could reduce accuracy of the cross-correlation
analysis. To explore this concern, patterns from the interior of two grains have been mixed to simulate
the interaction volume crossing a grain boundary so that the effect on the accuracy of the cross corre-
lation results can be tested. It was found that the accuracy of HR-EBSD strain measurements performed
in a FEG-SEM on zirconium remains good until the incident beam is less than 18 nm from a grain
boundary. A simulated microstructure was used to measure how often pattern overlap occurs at any
given EBSD step size, and a simple relation was found linking the probability of overlap with step size.
& 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
High resolution, cross-correlation-based electron backscatter
diffraction (HR-EBSD) [1,2] determines relative elastic strains and
rotations within a grain by measuring the pattern shifts between a
reference EBSD pattern and test patterns (a review of the method
can be found in Ref. [3]).
The potency and utility of HR-EBSD have been demonstrated in
a variety of studies, such as mapping surface morphology of silicon
at nanometre resolution [4], strain accommodation during mar-
tensitic transformation in steels [5] and Co-alloys [6,7], slip
transfer at grain boundaries in Ti [8,9], deformation near nano-
indents [10–12], stresses near inclusions in superalloys [13,14],
type III stresses in deformed Cu polycrystals [3,15], stresses in
Inconel-low alloy steel welds [16], in situ deformation of stainless
steel [17], mapping stresses during in situ micropillar compression
testing [18], SiGe/Si heterostructures [1,19,20], stress induced near
edges of SiN layers on Si-on-insulator substrates [21], lattice strain
and rotations in III–V nitride systems [22], c/a ratio variations in
FeSeTe superconductors [23], residual strains near grain bound-
aries in Si [24], and elastic strains in 90° lamella domains in bar-
ium titanate [25]. In many of these studies there is interest in the
stress variations close to grain boundaries or phase boundaries.
There have been various studies on the accuracy and sensitivity
of strain and rotation measurements in HR-EBSD [26–28], theB.V. This is an open access article u
.dependence of accuracy on the pattern centre position [20], and
the effect of high frequency noise on strain sensitivity [2,26]. These
studies are of experimental or simulated patterns all from grain
interiors. Variations in strain and dislocation density near grain
boundaries are often of interest [8,15,29], but the accuracy of HR-
EBSD measurements near boundaries has not yet been quantiﬁed.
Approaching a grain boundary, the interaction volume samples
two grains at once and results in a mixed diffraction pattern.
Broadly, the intensity contribution from each grain is approxi-
mately proportional to the fraction of the interaction volume in
that grain. This phenomenon has been used to measure the spatial
resolution of the electron beam interaction volume [30] and the
inclination angle of the grain boundary plane [31]. It is well known
that measurement near grain boundaries may cause some un-
certainty in EBSD measurements, as highlighted recently with
conventional, Hough based, EBSD by Wright et al. [32].
For HR-EBSD, pattern mixing may result in increased un-
certainty or even entirely erroneous pattern shift measurements.
The degree of this uncertainty is not well known. Understanding
and reducing the causes of this uncertainty is very important, as
features such as stress concentrations and crack nucleation sites
are often near grain boundaries. Fundamentally, uncertainty arises
due to improper shift measurements, which are used to determine
deviatoric strains and lattice misorientations between test and
reference pattern [2].
Prior work has shown that the image cross-correlation method,
when applied to unmixed patterns with limited noise, can
measure sub-pixel shifts of 70.05 pixels with 256 pixel regions
of interest (ROIs) dispersed within a 1 k1 k image [26].nder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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high frequency noise is added, but this can be partially compen-
sated for if the low pass ﬁlter is adjusted to optimise the quality of
the cross-correlation function, so that a sensitivity of 70.1 pixels
can be achieved [2]. More recent studies have shown that opti-
mising the capture settings can result in a sensitivity of 70.02
pixels [26,27].
In this study, the physical spatial resolution of HR-EBSD for this
EBSD set-up is measured by determining the size of the interaction
volume. This method measures the quality of cross-correlation on
a line scan taken across a grain boundary, and has been used
previously by Chen et al. [30].
One method of addressing potential noise due to pattern
overlap so as to improve the effective spatial resolution, is to
consider that Kikuchi bands contributed from the less dominant
grain effectively act as low-frequency noise which can be ﬁltered.
If improperly ﬁltered, this may result in a decrease in the cross-
correlation peak height, as well as increased uncertainty in the
cross-correlation function (XCF) peak position and hence error in
the pixel shift measurements.
In practice, the exact distance of an EBSD point from the grain
boundary can rarely be measured, and it is useful to know the
statistical likelihood of pattern overlap. This has been measured
for a given interaction volume size using a simulated micro-
structure. Voronoi tessellation is used to generate an exemplar
microstructure. A grid of EBSD points at varying step sizes is
overlaid on the microstructure. The fraction of points near a grain
boundary which would exhibit any pattern overlap, or sufﬁcient
pattern overlap to cause signiﬁcant error in the strain calculations
(following the method outlined in [2]), is determined.
The effect of Fourier ﬁltering on pattern overlap is addressed
using a simple simulation to describe the overlapping volume of
sampled material and the corresponding mixed diffraction pattern.
Different ﬁlters are used to explore how ﬁltering can reduce un-
certainty and ideally improve accuracy of the technique. Filtering
out low frequency components could attenuate features of the
non-dominant pattern and improve cross-correlation measure-
ments, increasing the effective resolution of HR-EBSD technique. A
strategy for determination of optimum ﬁlter settings and errors is
discussed.2. Method
2.1. Sample preparation and pattern acquisition
Zircaloy-4 plate was cut and ground to 4000 grit ﬁnish, then
polished in a 5:1 solution of colloidal silica and hydrogen peroxide
for 4.5 h. This yielded a surface ﬁnish which showed grain contrast
under polarised light. The sample was electropolished in a 9:1
solution of methanol and perchloric acid cooled with liquid ni-
trogen to 40 °C, at 30 V and 1 A/cm2 for 60 s in order to produce
high quality EBSD patterns.
Full resolution (16001152 pixels, 12 bit) diffraction patterns
of Zircaloy-4 were captured from the interiors of distinct grains, on
a Bruker eFlashHR detector mounted on in a Zeiss Auriga SEM. The
SEM was operated at 20 keV and delivered a probe current of
10.5 nA measured using a Faraday cup, leading to an exposure
time of 500 ms per pattern, for an intensity bit depth of 11.5
(3000 grey levels). The EBSD pattern greyscale intensities were
linearly mixed at different fractions to simulate the effect of pat-
tern overlap near a grain boundary (Fig. 1).
2.2. Cross-correlation
Two hundred ROIs of size 256256 pixels were extracted fromthe reference and each of the mixed diffraction patterns, and
cross-correlated using in-house developed MATLAB scripts using a
single pass of cross-correlation and the Wilkinson, Meaden and
Dingley strain and rotation analysis method [2] with a robust
iterative weighting scheme [33].
To isolate the effect of ﬁltering, a known pixel translation was
performed to shift the positions of features within test pattern
away from the reference before mixing. This translation in the
diffraction pattern corresponds, effectively, to a known small ro-
tation and elastic strain between the new test and reference
crystal, and enables accuracy of the cross-correlation function
(XCF) peak determination to be measured. The translation was
2 pixels in X and 3 pixels in Y for the displacement gradient tensor
calculations, and 20 pixels in both X and Y for the XCF peak shape
calculations. If this translation is not imposed then ambiguity
arises in interpreting any peak at the zero shift position in the XCF
which could be generated by either a good registration of the
diffraction information or by registration of undesired weaker
contrast static background features when ﬁltering has removed
most of the diffraction contrast from the patterns. Fig. 2 shows the
way in which the test and reference patterns were combined prior
to cross-correlation analysis.
Band pass ﬁlters were applied in the Fourier domain to in-
tensity normalised ROIs [2]. Band pass ﬁlters attenuate both high
frequency noise (low pass component) and low frequency varia-
tion in the background (high pass component). The low pass
component of the ﬁlter was set to 30 cycles/256 pixels, corre-
sponding to the limits imposed by the detector optics [26]. Con-
tributions at higher frequencies correspond to random noise and
were removed by the ﬁlter. The high pass cut off frequency was
varied between 0 (no ﬁltering) and 14 cycles/256 pixels (severe
ﬁltering).
Fig. 3 shows an example ROI near a zone axis and the power
spectrum of its Fourier transform as the high pass cut off fre-
quency is increased. Increasing the high pass ﬁlter cut off at-
tenuates low frequency components at the centre of the power
spectrum. The back-transforms of the Fourier transforms show
how features are progressively removed from ROI, with and
without pattern overlap.
XCFs were computed for systematically selected combinations
of ﬁltering and mixing. The XCFs are normalised by the auto-
correlation of the reference ROI, so an XCF peak height of 1 in-
dicates perfect correlation. Displacement gradient tensors were
calculated from measured X- and Y-shifts determined at each of
the ROIs from the peak positions within their XCFs (using the
Wilkinson, Meaden and Dingley (WMD) inﬁnitesimal deformation
framework [2] with iterative robust weighting route [33]).
Two error metrics are presented: actual error and mean an-
gular error (MAE).1. Actual error is the difference between applied and measured
values. Here the displacement gradient tensor can be calculated
directly from the imposed translation to give the actual solu-
tion. The difference from the direct calculation and the XCF
measurement enables probing of the accuracy of the method.2. MAE is calculated using the mean deviation from least squares
ﬁtting to the WMD analysis route. The MAE describes how well
the shifts ﬁt the WMD model, but may not reveal some sys-
tematic errors, which are captured by the actual error metric.
2.3. Spatial resolution of EBSD set-up
Spatial resolution in EBSD can be deﬁned in two distinct ways.(1) The physical spatial resolution is linked to the size of the
Fig. 1. Greyscale intensities in diffraction patterns A and B are translated and mixed to form mixed patterns.
Fig. 2. ROI A is ﬁrst translated, and then mixed with ROI B to different fractions.
The mixed ROI are then correlated with ROI A.
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nates. Zaefferer deﬁnes it as the distance between an electron
beam and a large-angle grain boundary, within which back-
scatter diffracted signal from both grain orientations can be
obtained [34]. This is equivalent to the radius of the interaction
volume if it is modelled as a hemisphere, as illustrated in
Fig. 4(a).
In a typical EBSD set-up for a copper sample at incident beam
energy of 20 keV and probe current of 10 nA, this is about
40 nm along the tilt axis, 120 nm perpendicular to the tilt axis,
and 60 nm in depth [30]. The exact dimensions depend on
accelerating voltage, probe current, and atomic number of the
material.(2) The effective spatial resolution [35] is based upon software al-
gorithms used to discriminate one pattern from another. Here
the limiting resolution is based upon where a mixed pattern
cannot be indexed (in Hough-based EBSD), or cannot correlate
well with the reference pattern to identify an image shift (in
HR-EBSD). In practice, the effective spatial resolution is smaller
than the physical spatial resolution, because it is possible to
separate signal of one grain from another if one pattern has
much higher intensity than the other pattern [35].The physical spatial resolution, or interaction volume size, was
measured using a cross-correlation method based upon the work
by Chen et al. [30]. Fig. 4(b) shows that a line scan of 20 patterns
across a grain boundary was taken in 20 nm steps aligned at 40° to
the grain boundary, in order to avoid carbon contamination on the
sample, which degrades pattern quality. This resulted in an ef-
fective step size of 15 nm normal to the grain boundary. The
sample was aligned so that the trace of the grain boundary on the
sample surface was normal to the tilt axis but the alignment belowthe surface was unknown. As the grain boundary is aligned 40°
from the microscope tilt axis, the measured interaction volume
radius lies between the spatial resolution parallel and perpendi-
cular to the tilt axis. The resolution parallel to the tilt axis is up to
three times smaller than perpendicular to it, so this measurement
is moderately conservative compared with other studies.
Each pattern in the line scan was cross-correlated against the
two extreme patterns and peak heights of the XCFs plotted. The
peak heights were normalised to range between 1 and 0 and
the values multiplied then normalised, producing a peak with a
full width at half maximum (FWHM) of 59 nm. Fig. 4(c) shows the
normalised XCF peak heights of the line scan (red and black lines)
and the normalised peak obtained from multiplying these values
(blue line). The XCF peak height proﬁle is relatively symmetric
suggesting that the boundary plane was fairly close to normal to
the sample surface.
A model of a hemispherical interaction volume crossing a grain
boundary was used to relate the FWHM to the interaction volume
radius. Volume fraction of the hemisphere in the reference grain
was plotted as a function of perpendicular distance from the grain
boundary. This produced Fig. 4(d), a plot similar to the peak
heights in Fig. 4(c).
Fig. 4(d) shows that the FWHM should be approximately equal
to the interaction volume radius. The FWHM in the simulation was
measured as 61 nm, approximately equal to the 59 nm interaction
volume radius. This is different to the interpretation described in
Chen et al., where the FWHM is described as twice the interaction
volume radius. Since the FWHMmeasured in the EBSD line scan in
Fig. 4(c) is 59 nm, our model indicates that the interaction volume
is also approximated as a 59 nm radius hemisphere.
2.4. Pattern mixing to mimic overlap near grain boundaries
The interaction volume was modelled as a 59 nm radius
hemisphere, corresponding to the interaction volume of this EBSD
set-up. The grain boundary is assumed to run perpendicular to
both the free surface and the scan line. The distance from the
centre of the interaction volume to the grain boundary was cal-
culated for different mixing fractions, assuming that the intensity
fraction is directly proportional to the volume fraction of the
contributing grain within the assumed hemispherical interaction
volume. This is a simpliﬁed model of the interaction volume which
provides an indicative link between the proportions of mixed
pattern intensity with a physical distance from the grain bound-
ary; it is only meant as an approximate guide and would clearly
vary with beam conditions and sample type. Fig. 5 illustrates the
non-linear weighting of pattern mixing with distance from the
grain boundary.
11 linearly spaced mixing fractions were used, corresponding to
distances between the incident beam position and the grain
boundary given in Table 1.
Fig. 3. Effect of the high pass ﬁlter and pattern mixing on ROIs and power spectra. Optimal ﬁltering: High pass cut off¼5.4 cycles/256 pixels. Over-ﬁltering: High pass cut
off¼14 cycles/256 pixels.
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3.1. Effect of pattern overlap on the cross-correlation function (XCF)
3.1.1. Effects of high pass ﬁlter on XCF peak
Fig. 6 shows the effect of ﬁltering on the XCF peak shape for
50:50 mixed patterns. When no high pass ﬁlter is applied, the
correct peak (indicated by red arrows) is broad and peak position
is poorly deﬁned. The peaks become rounder and sharper as ﬁl-
tering increases. Large high pass ﬁlter cut off frequencies cause a
secondary peak to appear at (0,0) displacement (as indicated by
the white arrow), and the correct XCF peak is very narrow, which
makes upsampling for sub-pixel interpolation difﬁcult.
3.1.1.1. Onset of zero peak. The onset of the secondary peak at (0,0)
displacement is shown in the XCF peak proﬁle in Fig. 7(a) to begin
to form as the high pass ﬁlter cut off frequency is increased to
5.6 cycles/256 pixels with pattern mixing at 70% reference in-
tensity (16 nm from the grain boundary). This peak is not present
at lower high pass cut offs (blue dashed line) and is very pro-
nounced at large high pass cut offs (brown dashed line). The shape
of the correct global XCF peak at (20,20) displacement is shown in
Fig. 7(b) for comparison.
3.1.2. Effect of distance from grain boundary on XCF peak
Fig. 8 shows how the XCF varies as the pattern mixing is altered
to simulate approaching a grain boundary with high pass ﬁlter of
5.4 cycles/256 pixels. The XCF shows a clear peak (but a lower peak
height) at mixing down to 40% reference intensity, when the
centre of the interaction volume is on the other side of the grainboundary (shown as negative distances). At 20% reference in-
tensity, or 25 nm on the other side of the grain boundary, other
peaks begin to form, indicating poor correlation with the reference
pattern.3.1.3. Error in measured XCF shifts
Actual error in the XCF shifts is given by the length of the dif-
ference between the measured translation vector, Qmeasured, and
the imposed translation Qimposed.
Q Q Q Q
Actual error
11
measured
1
imposed 2
2
measured
2
imposed 2( ) ( )
=
− + − ( )
With the reference intensity at 70% the actual error in the XCF
shifts has a minimum of 0.305 pixels at a ﬁlter high pass cut off
between 5.4 and 5.8 cycles/256 pixels (Fig. 9, blue line).
The mean angular error (MAE) in the XCF shifts decreases with
increasing high pass cut off and does not show a minimum (Fig. 9,
green line).3.2. Effect of pattern overlap on displacement gradient tensor
3.2.1. Variation with pattern mixing fraction
In Figs. 10 and 11, only the displacement gradient tensor
components A13 (red circles) and A23 (green squares) should have
non-zero values.
Fig. 4. (a) Physical spatial resolution in EBSD (after Zaefferer [34]). (b) Microscope
set-up of grain boundary line scan. (c) Peak heights from XCFs of a line scan
multiplied to calculate size of interaction volume. (d) Simulated line scan to relate
the interaction volume radius to the measured FWHM. (For interpretation of the
references to colour in this ﬁgure, the reader is referred to the web version of this
article.)
Fig. 5. Different mixing fractions correspond to different positions of the grain
boundary intersecting the interaction volume.
Table 1
Mixing fraction, or reference intensity, modelled as the distance from the grain
boundary in a hemispherical interaction volume (shown in Fig. 5).
Reference intensity
(%)
100 90 80 70 60 50 40 30 20 10 0
Dist. from g.b.
(nm)
59 36 25 16 8 0 8 16 25 36 59
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This arises from the imposed (Q1,Q2) pattern shift to one of the
diffraction patterns, which is used to determine accuracy of
measurements. The values of Q1 and Q2 are consistent for all the
ROI. Any of the terms with an r1 or r2 component (which change
depending on ROI position) must therefore go to zero. This leaves
only A13 and A23 (terms marked in bold in Eq. (2)) that vary with
Q1,Q2, and these are only dependent on the detector distance r3.
For an imposed pixel shift of Q Q, 2, 31 2( ) = ( ) with a pattern
centre of X Y Z0.46, 0.57, 0.53* = * = * = (where Z* is measured as
a fraction of detector X-axis), the displacement gradient tensor
components are A 0.002413 = and A 0.003513 = .
In Fig. 10, the accuracy of the displacement gradient tensor
decreases as the interaction volume approaches and crosses a
grain boundary. For optimally ﬁltered patterns, the deviation at
70% reference intensity, or 16 nm from the grain boundary, is less
than 5104.
3.2.2. Variation with high pass ﬁlter cut off frequency
Fig. 11 shows the variation of the displacement gradient tensor
at 70% reference intensity (16 nm from the grain boundary). The
two non-zero components A13 and A23 remain fairly constant de-
spite large changes in the high pass ﬁlter cut off frequency. The
systematic error from the actual solution in the non-zero A13 and
A23 components comes from correlating a mixed pattern, which is
shown in Fig. 10 to increase with increasing mixing fraction.
All other components, which have an actual solution of zero,
converge towards zero at large high pass cut off frequencies.
3.2.2.1. Error in the displacement gradient tensor variation with high
pass ﬁlter. Actual error in the displacement gradient tensor is gi-
ven by magnitude of the difference between the measured dis-
placement gradients, Ameasured, and the displacement gradients
caused by the imposed pixel shift Aimposed.
A AActual error 3
measured imposed= − ( )
Fig. 12(a) shows that for components of the displacement
gradient tensor with an actual solution of zero, over-ﬁltering
generally decreases the measurement error. For components A13
(red circles) and A23 (green squares), which have a non-zero actual
solution, the error is minimum at a high pass cut off between 4
(A23) and 8 (A13). This is the optimum ﬁlter set-up.
As seen in Fig. 12(b), for all components the error in the dis-
placement gradient tensor is below 3104 at optimal ﬁltering.
For all components except A11 and A31, appropriate ﬁltering in-
creases the accuracy of the displacement gradient tensor mea-
surements, though the gains are sometimes rather modest.
3.2.2.2. Random error from ROI positioning. Even when using 200
ROIs, error in the displacement gradient tensor components can
vary by up to 1.5105 depending on where the ROI are placed
(this problem is seeded always with 1 ROI in the centre, 19 in a
Fig. 6. Effect of ﬁltering on the XCF, 50% reference intensity, modelled as directly on the grain boundary. The white arrow indicates the peak at (0,0), and the red arrow the
desired peak at (20,20).
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number generator in MATLAB). Fig. 13 shows the spread in error of
the non-zero displacement gradient tensor components A13 and
A23, after ﬁve separate measurements. The minima in error are
between 4 and 5 for A13 and between 7 and 8 for A23, consistent
with the minima in error shown in Fig. 12(a).
3.3. Generalisation to many grain boundaries
The previous ﬁgures have been a detailed analysis of one par-
ticular grain boundary. The following section repeats the same
analysis for different grain boundaries, simulated by mixing pat-
terns from different grain interiors. The error metric used is the
actual shift error as deﬁned in Eq. (1), and this is plotted as the
blue line (‘Actual error’) in Fig. 9.
Cross-correlation was performed on 210 simulated grain
boundaries, and pattern shift errors obtained from the imposed
and measured pattern translations. The mean pixel shift accuracy
as the interaction volume approaches a grain boundary is given in
Fig. 14 for unﬁltered patterns. The dashed lines (labelled 0.1εy and
18 nm) show the threshold for signiﬁcant strain error in HR-EBSD
measurements, or one tenth of the yield strain for most metals
(εy¼2103, so 0.1 εy¼2104).
Fig. 14 shows that the pixel shift error is small (0.03 pixels)
when there is no pattern overlap and increases to 0.75 pixels at
the grain boundary (50% reference intensity). The strain error can
be linked to pixel error by Eq. (4), from Britton et al. [26]:
m
Strain error
Pixel error
Image width 4
= ×
( )
The resolution ﬁgure of merit m ranges between 0.4 and 1 de-
pending on camera geometry, and a smaller value indicates better
accuracy. Since m was not measured directly in this case, a con-
servative estimate of 1 was used and the image width here was
1600 pixels. Using these values, Eq. (4) has been used to generate
the second Y axis displaying strain error in Fig. 14.
Histograms of the distributions of shift errors at 59 nm (no
mixing) and 16 nm (70% reference intensity) from the grain
boundary are shown in Fig. 15.
Fig. 15(a) shows the noise ﬂoor of HR-EBSD, obtained by cor-
relating unmixed patterns. The mean value is 0.0313 pixels. Fig. 15
(b) shows the distribution of errors with high pass cut offs of 0,
5.4 and 12 cycles/256 pixels, corresponding to no ﬁlter, optimal
ﬁltered, and over ﬁltered patterns respectively.
The histogram in Fig. 15(b) shows that accuracy at 70% re-
ference intensity, or 16 nm from the boundary, is similar between
unﬁltered and optimal ﬁltered patterns (any difference is around
the noise ﬂoor of HR-EBSD, shown in Fig. 15(a)). Over-ﬁlteringpatterns signiﬁcantly increases error.3.4. Statistical likelihood of overlap
Now that the error associated with pattern overlap has been
measured in Fig. 14, it is important to consider how often pattern
overlap occurs, and the degree of overlap when it occurs.
Fig. 16(a) shows a test microstructure of 50 grains in a 500 μm
by 500 μm box constructed using Voronoi tessellation and seeded
with the random number generator in MATLAB, producing a mi-
crostructure with an average grain size of 10 μm.
Grids of points at step sizes of 10, 8, 6, 4, 2, 1, 0.5, 0.2, 0.1, and
0.05 μm were overlaid on the microstructure and the Euclidean
distances from each point to the nearest grain boundary calcu-
lated. If we consider only those points in the map that are within
one step of a grain boundary we can then determine the fraction of
grain boundary points that are within a threshold distance, sufﬁ-
ciently close for various extents of pattern overlap to occur. When
the step size is less than the chosen threshold distance from the
grain boundary, then the region within 1 step of the boundary will
always contain at least 1 point within the threshold distance.
Given the simple model of the interaction volume the pattern
overlap begins when the incident beam is at 59 nm from the grain
boundary and the upper blue line in Fig. 16(b) shows the like-
lihood of grain boundary points showing any degree of pattern
overlap. Fig. 14 shows that strain errors of 2104 are generated
by pattern overlap when the incident beam is 18 nm from the
boundary. The lower red line in Fig. 16(b) shows the fraction of
grain boundary points expected to fall within 18 nm of the
boundary and thus have sufﬁcient pattern overlap to cause sig-
niﬁcant strain error. These fractions were found to follow the re-
lation in Eq. (5).
Each grid was displaced from itself ten times and the fraction of
points within the threshold distances of 18 nm and 59 nm coun-
ted. This produced a spread in the results. Average values are
plotted as circles in Fig. 16(b) and error bars represent 1 standard
deviation in the distribution.
d x
x
Likelihood
step size 5
( < ) =
( )
x¼threshold distance, d¼distance from boundary.
For a 0.2 μm step size, 30% of points that are already within
1 step of the grain boundary will have some pattern overlap, but
only 9% of points will have signiﬁcant strain error associated with
the pattern overlap. This percentage varies with the step size
according to Eq. (5).
Fig. 7. (a) Line proﬁles of the secondary peak at (0,0) displacement, 70% reference
intensity, where the second peak begins to form at high pass cut off of 5.6 cycles/
256 pixels (pink line). X-axis given as 2D proﬁle of the peak centre showing the
position of the second peak when high pass cut off is 14 cycles/256 pixels. (b) line
proﬁles of the global XCF peak, with 70% reference intensity. X-axis given as 2D
proﬁle of the XCF peak showing peak position at a high pass cut off of 14 cycles/256
pixels. The legend boxes indicate the high pass cut off frequencies used in the line
proﬁles. (For interpretation of the references to colour in this ﬁgure legend, the
reader is referred to the web version of this article.)
V. Tong et al. / Ultramicroscopy 155 (2015) 62–73684. Discussion
Two diffraction patterns from grain interiors were mixed at
different ratios to simulate pattern overlap, and cross-correlation
was performed on the mixed patterns using the unmixed pattern
as reference. The results show that a zero pattern shift peak de-
velops in the XCF at large high pass cut off frequencies and the
onset of this was used to determine an optimal ﬁlter. Pixel shift
and strain accuracy of HR-EBSD were measured as a function of
reference pattern intensity which was connected through a simple
and approximate model to the distance of the incident beam from
the grain boundary.4.1. Effect of ﬁltering
To optimise measurement of image shifts using cross correla-
tion (i.e. for elastic strain measurement) typical upsampling
methods require sufﬁcient information within the peak to identify
the ‘best’ shift with sub-pixel interpolation. This drives towards an
optimal peak shape that is round and not too sharp. Fig. 6 shows
that the ideal peak shapes can be formed with appropriate high
pass ﬁltering, with cut off frequencies between 4 and 8 cycles/256
pixels. Less ﬁltering results in blurry peaks and over-ﬁltering re-
sults in very sharp peaks and both of these situations are not ideal
for interpolation of the exact peak position.
It can be difﬁcult to determine the best ﬁltering conditions, as
in practise high-precision can be obtained through over-ﬁltering
where all useful information in the pattern is removed such that a
prominent zero peak appears (Fig. 6) and the mean angular error
reduces (Fig. 9) toward zero.
Fig. 9 shows that accuracy is limited by over-ﬁltering, even
though precision improves at large ﬁlter cut offs. Therefore
choosing an appropriate ﬁltering condition to ensure accuracy,
when the absolute strain between two patterns is unknown, can
be explored using pattern translation. Here the optimal ﬁlter cut
off is determined to be just before the onset of the zero peak in
Fig. 7, at 5.4 cycles/256 pixels.
4.2. Effect of mixing
Fig. 10 shows that even for an optimal ﬁlter, accuracy is limited
when the mixing fraction increases to less than 70% of the re-
ference pattern, modelled here as 16 nm from the grain boundary.
In practice, the presence of a clear XCF peak shape in Fig. 8 does
not necessarily mean that the correct XCF has been identiﬁed.
Near grain boundaries, the XCF should be computed for both po-
tential reference grains and the XCF with the higher peak height
preferred. Care should be taken to use the same ﬁlter setting, since
increasing the high pass cut off increases the peak height.
4.3. Errors
Only the non-zero components of the displacement gradient
tensor have been used to determine the optimal ﬁlter (bold lines
in Fig. 12(a)). It is not helpful to include the zero components of
the displacement gradient tensor in treatment of errors, since they
generally tend towards zero when the ROI is over-ﬁltered (Fig. 11).
These measurements tend towards the correct solution due to the
false zero peak, even though accuracy of the XCF shift measure-
ment at large high pass cut offs is worse.
The minima in error of displacement gradient components A13
and A23 are at high pass cut offs of around 8 and 4 cycles/256
pixels respectively. This conﬁrms that an optimal ﬁlter cut off of
5.4 is appropriate, since it is in between these two values.
Mean angular error (MAE) measures the internal consistency
and not the accuracy of the displacement gradient solution. In the
case of mixed patterns, Fig. 9 shows that over-ﬁltering decreases
the accuracy, but increases the consistency but only because the
pattern shifts are drawn towards the false zero displacement
peaks and hence towards a displacement gradient tensor with a
smaller norm. Therefore, MAE is a not a good error metric to de-
termine the best ﬁlter settings (note that it is still indicative of
whether the shifts relate to a consistent deformation gradient
between the two patterns and is therefore useful).
Random errors in the displacement gradient tensor (Fig. 13) are
small (o1.5105), and decrease with increasing ﬁltering to
large high pass cut offs. In this case, they do not affect the choice of
optimal ﬁlter (position of the minima in displacement gradient
tensor components) and therefore multiple measurements are not
Fig. 8. XCF as the interaction volume approaches and crosses a grain boundary with a high pass cut off of 5.4 cycles/256 pixels (optimal ﬁlter setting). PH¼normalised XCF
peak height.
Fig. 9. Actual error and MAE in the XCF pixel shifts, 70% reference intensity
modelled as 16 nm from grain boundary. (For interpretation of the references to
colour in this ﬁgure, the reader is referred to the web version of this article.)
Fig. 10. The displacement gradient tensor as a function of mixing fraction, mod-
elled as distance from the grain boundary, for optimal high pass cut off¼5.4 cycles/
256 pixels, with inclusion of the expected (Actual) displacement gradient values
from the pattern translation – A13¼3.5103, A23¼2.4103, all other com-
ponents of A¼0. (For interpretation of the references to colour in this ﬁgure, the
reader is referred to the web version of this article.)
Fig. 11. The displacement gradient tensor for a reference pattern correlated with a
translated 70% reference pattern (i.e. 16 nm from grain boundary) with varying
high pass cut off ﬁltering. The actual values are determined from the imposed
pattern translation. (For interpretation of the references to colour in this ﬁgure, the
reader is referred to the web version of this article.)
V. Tong et al. / Ultramicroscopy 155 (2015) 62–73 69needed to determine the optimal ﬁlter.
4.4. Likelihood of overlap in a typical HR-EBSD scan
Although Fig. 9 shows that the accuracy in XCF shift is in some
cases improved by ﬁltering, Fig. 15(b) shows that this is not gen-
erally true. The accuracy can be improved in some patterns, as
shown by the minima in the actual error in Fig. 9. Therefore, high
pass ﬁlters should not be used in HR-EBSD if the patterns are al-
ready background corrected. In the case where patterns are not
background corrected, a high pass ﬁlter can be used to remove the
background.
Fig. 14 shows that strain error caused by pattern overlap 18 nm
from the boundary is 2104, and increases as the interaction
volume approaches the grain boundary. The noise level for EBSD
strain measurements within the grain interior varies somewhat
with pattern acquisition settings but is typically at the 104
Fig. 12. Magnitude of error in each component of the displacement gradient tensor for different ﬁlters. Non-zero components are A13 (red circles) and A23 (green squares),
marked in bold. Bottom: bar chart of error in the displacement gradient tensor components for no ﬁltering, optimal ﬁltering, and over-ﬁltering. 70% reference intensity
modelled as 16 nm from grain boundary. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 13. Box and whisker plot showing the variation in displacement gradient error
varying with ROI location (the box shows the mean, 75% and 25% range; the
whiskers show the total range).
Fig. 14. Average pixel shift and strain errors as the interaction volume approaches a
grain boundary (unﬁltered patterns).
V. Tong et al. / Ultramicroscopy 155 (2015) 62–7370level. Thus it is only when the incident beam is closer than 18 nm
to the grain boundary that pattern overlap may appreciably affect
errors in the measurement. The yield strain for most metals is
Fig. 15. (a): Histogram of pattern shift errors for patterns with no overlap – noise
ﬂoor of HR-EBSD technique. (b): Histogram of pattern shift errors for 70% reference
mixed patterns (16 nm from grain boundary) for different ﬁlters. (For interpretation
of the references to colour in this ﬁgure, the reader is referred to the web version of
this article.)
Fig. 16. (a): Test microstructure used to calculate the fraction of points near a grain
boundary with pattern overlap. (b): Probability of a point near a grain boundary
with pattern overlap (blue) or signiﬁcant strain error (red). (For interpretation of
the references to colour in this ﬁgure legend, the reader is referred to the web
version of this article.)
V. Tong et al. / Ultramicroscopy 155 (2015) 62–73 712103, one order of magnitude higher. Therefore, elastic strains
can be measured accurately up to 18 nm from the grain boundary.
The physical conversion of the intensity ratio in the overlapped
region corresponds to 18 nm in this material (Zircaloy-4) and the
microscope settings used here. In this case, the volume has been
conservatively approximated: the beam has been scanned at an
incident angle to the grain boundary and a simple hemisphere
model has been used to extract the equivalent interaction volume
radius. The backscattered interaction volume radius decreases
with increasing atomic number. The equivalent extent of pattern
mixing (72% reference intensity) is general and can be calculated
for each material, using the pattern intensity mixing approach
shown in Section 3.4.
In practice the quality of diffraction patterns may locally de-
crease due to increase in microstructural hetereogenity towards
the grain boundary interface especially in plastically deformed
samples. This breaks the local symmetry of the crystal and blurs
the diffraction bands, thus reducing the quality of the cross cor-
relation process. Typical HR-EBSD studies include a normalised
peak height measurement which can be used as a direct thresh-
olding tool. In cases where accurate measurement of the strain androtation gradients for particular grain boundaries is important, the
effect of pattern overlap alone can be understood through simple
mixing experiments as proposed here and as pattern simulation
tools improve (taking into account full intensity distributions,
optical noise from the capture system, as well as defect popula-
tions) it is likely that conﬁdence in these measurements will
continue to improve.
Since the distance of a point from the grain boundary cannot be
measured directly from the discrete sampling of an EBSD scan,
points with large strain error cannot be identiﬁed. Therefore, the
fraction of points o18 nm from a boundary should ideally be as
low as possible. Fig. 16(b) shows that in an EBSD scan with a small
step size of 0.2 μm, only 9% of points within one step of a grain
boundary are also within 18 nm from the boundary, and therefore
exhibit pattern overlap leading to signiﬁcant strain error, and this
percentage decreases with increasing step size.
V. Tong et al. / Ultramicroscopy 155 (2015) 62–7372There have been several studies using cross-correlation-based
EBSD to measure stresses and lattice rotation near grain bound-
aries. Hotspots in geometrically necessary dislocation density
distributions have been shown to occur near grain boundaries
after plastic deformation of Cu [15,36] and Ti–6Al–4V polycrystals
[37]. Similarly a propensity for higher residual stresses near grain
boundaries in deformed Cu has been observed [38], and more
detailed analysis have been made of local stress intensities near
grain boundaries that block slip bands in Ti [8,9]. In each of these
cases the step size was relatively large compared to the expected
interaction volume dimensions and the local stress features typi-
cally persisted beyond just the nearest pixels to the grain bound-
aries. The work reported here conﬁrms that pattern overlap does
not signiﬁcantly alter any of the results or conclusions drawn in
these works. Very recent work by Nacke et al. [24] has reported
very ﬁne scan step (5 nm) measurements of lattice strains mea-
sured close to different boundary types in Si. The measurements
they made at 10 kV and 10 nA and a region extending 50 nm on
either side of the boundary exhibited pattern overlap and so was
excluded in their presented results. Our analysis suggests that data
could have been included from regions somewhat closer to these
boundaries despite the pattern overlap.5. Conclusions(1) High pass ﬁltering can have an effect on the XCF shape and
generate false zero peaks when over-ﬁltered.(2) Pattern overlap affects elastic strain measurement accuracy
within 18 nm of the grain boundary for this EBSD set-up
(Zircaloy-4 sample, 20 kV, 10.5 nA beam, Zeiss Auriga FEG-SEM
with Bruker eFlash EBSD camera). It is likely that this will vary
with material (atomic number, local boundary structure), and
microscope settings (emitter type, voltage, probe current, and
exposure time).(3) Peak height and mean angular error are measures of precision
but not accuracy. This work outlines how to determine the
accuracy of HR-EBSD near a grain boundary using simple ca-
libration tests.(4) The high pass ﬁlter can sometimes improve accuracy but this
is not generally true for background corrected EBSD patterns.(5) Statistically speaking pattern overlap is unlikely to create sig-
niﬁcant artefacts in HR-EBSD measurements at grain bound-
aries, even at relatively small (0.2 μm) step size. The use of HR-
EBSD to measure residual elastic strains and GND density near
boundaries has therefore been validated.Acknowledgments
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