Abstract-This paper is concerned with a new iterative -adaptive dynamic programming (ADP) technique to solve optimal control problems of infinite horizon discrete-time nonlinear systems. The idea is to use an iterative ADP algorithm to obtain the iterative control law which optimizes the iterative performance index function. In the present iterative -ADP algorithm, the condition of initial admissible control in policy iteration algorithm is avoided. It is proved that all the iterative controls obtained in the iterative -ADP algorithm can stabilize the nonlinear system which means that the iterative -ADP algorithm is feasible for implementations both online and offline. Convergence analysis of the performance index function is presented to guarantee that the iterative performance index function will converge to the optimum monotonically. Neural networks are used to approximate the performance index function and compute the optimal control policy, respectively, for facilitating the implementation of the iterative -ADP algorithm. Finally, two simulation examples are given to illustrate the performance of the established method.
I. INTRODUCTION
O PTIMAL control of nonlinear systems has always been the key focus of the control field in the latest several decades [1] , [2] . Dynamic programming is a very useful tool in solving optimization and optimal control problems [3] , [4] . However, it is often computationally untenable to run true dynamic programming. The difficulty lies in solving the timevarying Hamilton-Jacobi-Bellman (HJB) equation which analytical solution is nearly impossible to obtain, i.e., as a result of the well-known "curse of dimensionality" [5] . Hence, many approaches were proposed to obtain the approximation solution of HJB equation [6] , [7] . Among these approximation methods, adaptive dynamic programming (ADP), proposed by Werbos [8] , [9] , as a way to solve optimal control problems forward-intime and gained much attention from researchers [10] - [14] . In [15] and [16] , ADP approaches were classified into several main schemes including heuristic dynamic programming (HDP), action-dependent HDP (ADHDP), also known as Q-learning [17] , dual heuristic dynamic programming (DHP), action-dependent DHP (ADDHP), globalized DHP (GDHP), and ADGDHP. Iterative methods are also used in ADP to obtain the solution of HJB equation indirectly and have received more and more attention [18] - [26] . In [27] , iterative ADP algorithms were classified into two main schemes which were based on policy iteration and value iteration, respectively.
Policy iteration algorithm for optimal control of continuoustime systems with continuous state and action spaces was given in [28] . In [19] , Murray et al. studied the deterministic continuous-time stabilizable systems where an iterative process was proposed to find the optimal control law by starting from an arbitrary admissible control law (the definition of admissible control law can be seen in Definition 2 of this paper). In [29] , finitehorizon optimal control problems were studied for discrete-time nonlinear systems with unspecified terminal time using iterative ADP algorithm. In policy iteration ADP algorithms, to obtain the iterative performance index functions and iterative controls, an initial admissible control sequence is required. But, unfortunately, the admissible control sequence for nonlinear systems is also difficult to obtain. Thus, the initial conditions for the controller greatly limit the applications of policy iteration algorithms.
Value iteration algorithm for optimal control of discrete-time nonlinear systems was first given in [30] . In [31] , a value iteration algorithm for deterministic nonlinear systems, which was referred to as HDP, was proposed for finding the optimal control law. It starts from , and then the iteration is introduced for where . In [31] , it was proved that is a nondecreasing sequence and upper bounded, and hence converges to . Liu et al. [32] realized the value iteration ADP by GDHP. However, for each of the iterative control , , the stability of the system cannot be guaranteed. This means that only the converged can be used to control the nonlinear system, where the iterative controls , , are invalid. So the computation efficiency of the value iteration ADP method is very low. Until now, all the value iteration algorithms are implemented offline which limit their applications very much. We can see that due to the lack of methodology, the applications of policy iteration and value iteration ADP algorithms are both limited. To overcome these difficulties, a new ADP method needs to be developed and this motivates our research.
In this paper, a new iterative ADP algorithm, called "iterative -ADP algorithm," is developed to solve optimal control problems for discrete-time nonlinear systems with general performance index function. First, in the iterative -ADP algorithm, the HJB equation for discrete-time nonlinear systems is derived. In order to solve this HJB equation, a new iterative -ADP algorithm is developed, where the condition of the initial admissible controller in [29] is avoided. Second, a new convergence proof method is established to show that iterative performance index function sequence is monotonically non-increasing and converges to the optimum. Third, it will show that all of the iterative controls can stabilize the nonlinear system which overcome the shortcoming of value iteration in [31] . Furthermore, in order to facilitate the implementation of iterative -ADP algorithm, we show how to use neural networks to implement the present iterative -ADP algorithm to obtain the iterative performance index functions and the iterative control actions.
In brief, the main contributions of the present iterative -ADP method include:
1) Obtain the optimal performance index function and optimal control while the condition of initial admissible control of the system is avoided. 2) Give a new convergence proof to show that the iterative performance index function sequence is monotonically nonincreasing and converges to the optimum. 3) We emphasize that stability of the system is also proved under the iterative control law. This makes the iterative -ADP algorithm feasible for implementations both online and offline. This paper is organized as follows. Section II presents the problem statement. In Section III, properties of the iterative -ADP algorithm are established. In Section IV, neural network implementation for the present iterative -ADP algorithm is presented. In Section V, simulation studies are given to demonstrate the effectiveness of the present method. Finally, the conclusion is drawn in Section VI.
II. PROBLEM STATEMENT
In this paper, we will study deterministic discrete-time systems (1) where is the -dimensional state vector and is the -dimensional control vector. Let be the initial state and be the system function. Let be an arbitrary sequence of controls from to . The performance index function for state under the control sequence is defined as (2) where , , is the utility function. We will study optimal control problems for (1) . The goal of this paper is to find an optimal control scheme which stabilizes system (1) and simultaneously minimizes the performance index function (2) . For convenience of analysis, results of this paper are based on the following assumptions.
Assumption 1: System (1) According to Bellman's principle of optimality, satisfies the discrete-time HJB equation (4) The corresponding optimal control law is given by Hence, the HJB (4) can be written as (5) We can see that if we want to obtain the optimal control law , we must obtain the optimal performance index function . Generally, is unknown before all the controls are considered. If we adopt the traditional dynamic programming method to obtain the optimal performance index function one step at a time, then we have to face the "curse of dimensionality." In [31] and [29] , iterative algorithms of ADP were used to obtain the solution of HJB equation indirectly. However, we pointed out that the stability of the system cannot be guaranteed in [31] and an admissible control sequence is necessary to initialize the algorithm in [29] . To overcome these difficulties, a new iterative ADP algorithm is developed in this paper.
III. PROPERTIES OF THE ITERATIVE -ADAPTIVE DYNAMIC PROGRAMMING ALGORITHM
The goal of the developed iterative -ADP algorithm is to construct an optimal control law , , which moves an arbitrary initial state to the equilibrium , and simultaneously makes the performance index function reach the optimum. Stability proofs will be given to show that the iterative controls can stabilize the nonlinear system (1). Convergence proofs will also be given to show that the iterative performance index functions converge to the optimum.
A. Derivation of the Iterative -ADP Algorithm
In the present iterative -ADP algorithm, the performance index function and control law are updated by iteration, with the iteration index increasing from 0 to infinity.
The following definition is necessary to begin the algorithm. Definition 1: Let (6) be the set of initial positive definite functions. For , let the initial function be an arbitrary function that satisfies . The existence and properties of will be discussed later in the paper. Then, for , let the initial performance index function , where is a finite positive constant. The iterative control law can be computed as follows:
where . The performance index function can be updated as (8) For , the iterative -ADP algorithm will iterate between (9) and ( 
10)
Remark 1: Equations (7)- (10) in the iterative -ADP algorithm are similar to the HJB (5), but they are not the same. There are at least three obvious differences. 1) For , the optimal performance index function in HJB (5) possesses the unique optimal performance index function, i.e.,
, while in the iterative ADP (7)- (10), the performance index functions are different for different iteration index , i.e., , for .
2) For , the control law obtained by HJB (5) is the optimal control law, i.e., , while the control laws from the iterative ADP (7) Proof: According to (10), we have (12) where Define as a finite sequence of controls from to , where is an arbitrary positive integer. Then, (12) can be written as
The proof is completed.
Remark 2: From the iterative -ADP algorithm (7)- (10), we can see that the iterative performance index function is used to approximate and the iterative control law is used to approximate . Therefore, when , the algorithm should be convergent to make the and converge to the optimal ones. In the next subsection, we will show the properties of the iterative -ADP algorithm.
B. Properties of the Iterative -ADP Algorithm
In the above, we can see that the optimal performance index function is replaced by a sequence of iterative performance index functions and the optimal control law is replaced by a sequence of iterative control laws , where is the iteration index. As (10) is not an HJB equation for , generally, the iterative performance index function is not optimal. However, we can prove that is the limit of as . In the following, the convergence properties will be analyzed.
Lemma 2: Let
, be an arbitrary control law, and let be expressed as in (9) . For , define as in (10) and as where , then . Corollary 1: Let be an arbitrary stable control law, and for , define as in (10) . For , define a new performance index function as (13) with , then . Theorem 1: Let be an arbitrary state vector. The iterative performance index function and iterative control law are obtained by (7)- (10). If Assumptions 1-4 hold, then for any finite , there exists a finite that makes the iterative performance index function be a monotonically nonincreasing sequence as , i.e.,
Proof: To obtain the conclusion, we will show that for an arbitrary finite , there exists a finite that makes (14) hold. We prove this by mathematical induction.
First, we let . Let be an arbitrary stable control law. Define the performance index function as in (13) . For , we have According to Definition 1, there exists a stable control law which satisfies
As is a stable control law, we have that the utility function is finite. Then, there exists a finite which satisfies As is arbitrary, we can let . Let and (15) We can get According to Corollary 1, we have (16) According to (15) and (16), we can obtain which proves Hence, the conclusion holds for . Assume that for , , there exists a finite that makes (14) hold. Now, we consider the situation for . According to Lemma 1, for , the iterative performance index function can be expressed as (17) where is the iterative control law satisfying (9), and . Define the performance index function as (18) where . According to Definition 1, there exists a stable control law which satisfies (19) We have that there exists a finite satisfying (20) Let , and . Then, according to (17) and (18) we can get According to Lemma 2, we have . Therefore, we can obtain The mathematical induction is completed. On the other hand, as is finite, if we let , then we can choose an arbitrary finite that satisfies to make (14) hold and the proof is completed.
Remark 3:
In (20), if for , we choose a that makes (21) hold, then we can obtain (14) . In this situation, the iterative performance index function is a monotonically decreasing sequence as . Theorem 2: Let be an arbitrary state vector. If Assumptions 1-4 hold and there exists a control law which satisfies (6) and makes the following limit: (22) exist, then for , there exists a finite that makes (14) hold.
Proof: According to (20) in Theorem 1, we can see that for any finite , the parameter should satisfy to make (14) hold. Let , and we have (23) We can see that if the limit of the right hand of (23) exists, then can be defined. Therefore, if we define (24) then can be well defined. Hence, we can choose an arbitrary finite which satisfies (25) to make (14) (23) and (24), there exists a finite that makes the following inequality:
hold. The proof is completed.
Remark 4: In this paper, we expect that the iterative performance index function and . It is obvious that . If we put into (13), then we have that for , holds for any finite . Let (26) We can see that if for the optimal control law , the limit (26) does not exist, then according to Theorem 1, for there does not exist a finite that makes hold, which means that the iterative performance index function does not converge to the optimum and the algorithm is invalid. From Theorem 2, as is not specified, it implies that all the stable control should be searched to obtain . Fortunately, this will never happen. Actually, if there exists one stable control law that makes the limit (22) exist, then we can say that the optimal control law makes the limit (22) exist. The following theorem will show this property.
Theorem 3: Let be an arbitrary state vector. Let Assumptions 1-4 hold. Let be an arbitrary stable control law that makes the limit (22) exist. If we let be expressed as in (26) , then (27) Proof: As is an arbitrary stable control law, then according to (27) (30) Combining (29) and (30) we have (28) which proves the conclusion of this theorem.
Remark 6: Two important properties we must point out. First, from the iterative -ADP algorithm (7)- (10), we can see that the initial function is arbitrarily chosen in the set . The parameter is also arbitrarily chosen if it satisfies (25) . Actually, it is not necessary to find all to construct the set in (24) . What we should do is to choose a large enough to run the iterative -ADP algorithm (7)- (10) and make the iterative performance index function convergent. This makes the present algorithm very convenient to implement. Second, we should say that for different initial value and different initial function , the iterative performance index function of the iterative -ADP algorithm will converge to the same performance index function. In the following, we will show this property.
Lemma 3: Let be an arbitrary stable control law and let the performance index function be defined in (13) . For , define a new performance index function as with . Let and be two different finite constants which satisfy (25) Next, we will prove that the iterative performance index function converges to the optimal performance index function as . Before we give the optimality theorem, the following lemma is necessary.
Lemma 4: Let be defined in (7)- (10) and be defined in (13) 34) holds. Combining (33) and (34), we have . As is an arbitrary positive number, we have (35) According to (32) and (35), we have
We can now derive the following corollary. Corollary 2: Let the performance index function be defined by (10) . If the system state is controllable and Theorem 5 holds, then the iterative control law converges to the optimal control law . As is known, the stability property of control systems is a most basic and necessary property for any control systems. So, in the following, we will give the stability analysis for system (1) under the iterative -ADP algorithm (7)- (10) .
Theorem 6: Let be an arbitrary controllable state. For , if Assumptions 1-4 hold and the iterative performance index function and iterative control law are defined by (7)- (10) where satisfies (25), then we have that for , is an asymptotically stable control law for system (1) .
Proof: The theorem will be proved in two steps. We have for , the iterative performance index function is a Lyapunov function [33] , [34] . Therefore, the conclusion is proved. For the optimal control problem, the feedback control law must not only makes the system stable on , but also guarantee the performance index function (2) to be finite, i.e., must be an admissible control law [26] . Definition 2: A control law is defined to be an admissible control law with respect to (2) on , if is continuous on , , stabilizes (1) on , and , is finite. In the following, we will prove that the optimal control law is an admissible control law for system (1) (7)- (10), where satisfies (25), then we have that the optimal control law is an admissible control law for system (1) .
Proof: In Theorem 6, we have for , the iterative performance index function is a Lyapunov function. On the other hand, according to Theorem 5, we have as . Then, we have is a Lyapunov function. Furthermore, it has been proved that satisfies the HJB (28). Then we can obtain which proves is an asymptotically stable control for system (1).
Next, let be an arbitrary admissible control law for system (1) . For , define a new performance index function as where . According to Lemma 2, we have for , . Let , and then according to Lemma 3, we can get As is an admissible control law, we have that is finite. Then, the performance index function is finite. Therefore, is an admissible control law for system (1).
Remark 7:
From the above analysis, we can see that the present iterative -ADP algorithm is different from value iteration algorithms in [26] , [31] . The main differences can be summarized as follows.
1) The initial conditions are different. In [26] and [31] , value iteration algorithms are initialized by zero, i.e., . In this paper, the iterative -ADP algorithm is initialized by . 2) The convergence properties are different. For value iteration algorithms, the iterative performance index function is monotonically nondecreasing and converges to the optimum. In this paper, the iterative performance index function is monotonically nonincreasing and converges to the optimal one by the iterative -ADP algorithm. 3) We emphasize that the properties of the iterative control laws are different. For value iteration algorithms, the stability of the iterative control laws cannot be guaranteed, which means the value iteration algorithm in [26] , [31] can only be implemented offline. In this paper, it is proved that for , the iterative control law is a stable control law. This means that the present iterative -ADP algorithm is feasible for implementations both online and offline. This is an obvious merit of the present iterative -ADP algorithm. In the simulation study, we will give the simulation comparisons between the value iteration algorithms and the present iterative -ADP algorithm.
C. The Properties of the Initial Function
In the previous subsections, we can see that an initial positive definite function is needed to start the iterative -ADP algorithm. So, the existence of the set is important for the algorithm. In the following, we will show , where is an empty set. Assume the conclusion holds for , where is a positive integer. Then, for , we can obtain As is positive definite, we have is a positive definite. So is a positive definite function for . On the other hand, we can get the optimal control satisfying Hence, we have the conclusion holds.
According to Theorem 8, we can say is not an empty set. While generally, the optimal performance index is difficult to obtain before the algorithm is completed. So some other methods are established to obtain . is just to find a control to stabilize the system. In this paper, however, the destination of choosing the initial function is to obtain the optimal control of the system (not only to stabilize the system but also to minimize the performance index function). Second, if we adopt to initialize the system, then the initial iterative control law can be obtained by
We should point out that may not be a stable control law for the system, although the algorithm is initialized by a Lyapunov function. Using the present iterative -ADP algorithm (7)-(10) in this paper, we can prove that all the iterative controls for , are stable and simultaneously the iterative performance index function converges to the optimum. Hence, we can say that our present algorithm is effective to obtain the optimal control law both online and offline.
From Lemma 5, we can see that if we get a Lyapunov function of system (1), then can be obtained. As Lyapunov function is also difficult to obtain, in the following, we will give some simple methods to choose the function . First, it is recommended to use the utility function to start the iterative -ADP algorithm, where we set with a large . If we get a that satisfies , then we have . Second, we can use neural network structures of ADP to generate a initial function . We first randomly initialize the weights of the action neural network. Give an arbitrary positive definite function , and train the critic neural network that makes the equation hold, where and are outputs of critic and action networks, respectively. The neural network structure and the training rule can be seen in the next section. If the critic network is convergent, then let and the initial iterative performance index function is determined.
Remark 9: For many nonlinear systems and utility functions, such as [26] and [35] , we can obtain . In this situation, we only need to set a large for the initial condition and run the iterative -ADP algorithm (7)- (10). This can reduce the amount of computation very much. If there does not exist a stable control law that makes (22) exist, then there may not exist a finite which satisfies (14) . In this case, we can find an initial admissible control sequence that makes , where is an arbitrary positive integer. Let . Then, using the algorithm (7)- (10), we can also obtain . The details of proof can be seen in [29] .
Remark 10: We should say that the iterative -ADP algorithm is different from the policy algorithm in [19] , [28] . For the policy algorithm, an admissible control sequence is necessary to initialize the algorithm. While for the iterative -ADP algorithm developed in this paper, the initial admissible control sequence is avoided. Instead, we only need an arbitrary initial function to start the algorithm. Generally, for nonlinear systems, the admissible control sequence is difficult to obtain, while the function can easily be obtained (for many cases, ). Second, for policy iteration algorithms in [19] and [28] , during every iteration step, we need to solve a generalized HJB equation to update the iterative control law. While in the iterative -ADP algorithm in this paper, the generalized HJB is unnecessary. Therefore, we can say that the iterative -ADP algorithm has more advantages than the policy iteration algorithm.
D. Summary of the Iterative -ADP Algorithm
Now, we summarize the iterative -ADP algorithm as follows.
Step 1) Choose randomly an array of initial states and choose a computation precision . Choose an arbitrary positive definite function .
Step 2) Let . Choose a constant , and let the initial performance index function . Step 3) Compute by (7) and obtain by (8).
Step 4) If
, then go to next step. Otherwise, is not large enough, and choose a larger . Let and go to Step 2.
Step 5) Let . Compute by (9) and obtain by (10).
Step 6) If , go to Step 7. Else, choose a larger . Let and go to Step 2.
Step 7) If
, then go to next step. Else go to Step 5.
Step 8) Stop. Remark 11: Generally, neural networks are used to implement the present iterative -ADP algorithm. In order to approximate the functions and , a large number of in state space is required to train neural networks. In this situation, as we have declared in Step 1, we should choose randomly an array of initial states in the state space to initialize the algorithm. For , according to the array of states , we can obtain the iterative control law and the iterative performance index function by training neural networks, respectively. To the best of our knowledge, all the neural network implementations for ADP require a large number of in state space to approximate the iterative control laws and the iterative performance index functions by neural networks, such as [36] and [37] . In next section, we will give detailed neural network implementation for the present iterative -ADP algorithm.
IV. NEURAL NETWORK IMPLEMENTATION FOR ITERATIVE -ADP ALGORITHM
For nonlinear systems, the iterative performance index function and the iterative control law are usually high nonlinear and nonanalytic functions. Approximation structures must be used to approximate the iterative performance index function and iterative control law, respectively. As is known, neural networks are powerful tools to approximate nonlinear functions, in this paper, for , BP neural networks are used to approximate and , respectively. Assume the number of hidden layer neurons is denoted by , the weight matrix between the input layer and hidden layer is denoted by , and the weight matrix between the hidden layer and output layer is denoted by , then the output of three-layer NN is represented by (37) where , , , are the activation function. The target function of the neural network can be expressed by (38) where and are the ideal weight parameters. There are two neural networks, which are critic network and action network, respectively. Both neural networks are chosen as three-layer feed-forward network. The whole structure diagram is shown in Fig. 1 .
A. The Critic Network

For
, the role of the critic network is to approximate the iterative performance index function . The output of the critic network is denoted by (39) where and . Let and be random weight matrices. The target function can be written as (40) Then, we define the error function for the critic network as (41) The objective function to be minimized in the critic network is
The gradient-based weight update rule [36] , [37] can be applied here to train the critic network (42) where is the learning rate of critic network. If the training precision is achieved, then we say that can be approximated by the critic network.
Remark 12: One property should be pointed out. In this paper, the initial iterative performance index function is given and so it is unnecessary to use critic neural network to approximate . Hence, the initial approximation function of the critic neural network is , where the output of the critic network is , according to (39) . The weights and are both randomly initialized. According to (40) , the target function can be written as Then, according to (41) and (42), we can train the critic neural network to approximate the performance index function . Thus, for , according to (39)- (42), the critic network can be used to approximate the iterative performance index function .
B. The Action Network
For , the role of the action network is to approximate the iterative control law . In the action network, the state is used as input and the output can be formulated by where and . Let and be random weight matrices. The target of the output of the action network is given by . So we can define the output error of the action network as (43) The weights of the action network are updated to minimize the following performance error measure:
The weights updating algorithm is similar to the one for the critic network. By the gradient descent rule, we can obtain
where is the learning rate of action network. If the training precision is achieved, then we say that the iterative control law can be approximated by the action network. To guarantee the effectiveness of the neural network implementation, the convergence of the neural network weights should be proved for both the critic and action networks. The weight convergence property of the neural networks is shown in the following theorem. , the weights of the critic and action networks are convergent to and , respectively, which means that the iterative performance index function and iterative control law can be replaced by the critic and action networks. According to Theorem 5 and Corollary 2, we have and . Hence, the weights of the critic and action networks are also convergent to the optimal weights.
Remark 13: For (7)- (10) in the paper, we can see that for , the iterative control law can be obtained by solving (7) and (9), respectively. For most of nonlinear systems, however, such as system (1), the analytical solution of the iterative control law is very difficult to obtain. Generally, only the numerical solution of can be obtained. In this case, neural network is necessary to approximate the iterative control law . Remark 14: In [37] , the weight convergence analysis was given considering the reconstruction error of the neural networks, which means (38) is written as , where is the reconstruction error. In this case, the weights of the critic and action networks are always uniformly ultimately bounded (UUB). The detailed analysis of the critic and action networks considering the reconstruction error can be seen in [37, Th. 1] and is omitted here.
Remark 15: As neural networks are used, it should be pointed out that the neural-network-based optimization is generally related to local optimum. To overcome this problem, many improved training algorithms are proposed to achieve the global optimum. Decreasing the learning rate is an effective method to achieve the global optimum and it is also recommended to initialize the weights of the neural network with small values to obtain the global approximation results effectively [38] . Improving the training algorithms of the neural networks are also proposed to achieve the global optimum [38] , [39] , such as momentum algorithm, variable learning rate algorithm, Levenberg-Marquardt (LM) algorithm and so on. In this paper, we adopt small learning rates for training the critic and action networks to approximate the global optimal solution. However, decreasing the learning rate will increase the training time of the neural networks which is disadvantageous for online implementation. So, the learning rates should be appropriately given to obtain effective results.
V. SIMULATION STUDY
To evaluate the performance of our iterative -ADP algorithm, we choose two examples with quadratic utility functions for numerical experiments.
1) Example 1: Our first example is chosen as the example in [26] and [29] with modifications. We consider the following nonlinear system: where and are the state and control variables, respectively. The system functions are given as
The initial state is . The performance index function is quadratic form expressed as , where the matrix and denotes the identity matrix with suitable dimensions. Neural networks are used to implement the iterative -ADP algorithm. The critic and action networks are both chosen as three-layer BP neural networks with the structures of 2-8-1 and 2-8-2, respectively. For each iteration step, the critic and action networks are trained for 200 steps using the learning rate of so that the neural network training errors become less than . To show the effectiveness of the iterative -ADP algorithm, we choose four 's (including , 5, 7, 10) to initialize the algorithm. Let the algorithm run for 35 iteration steps for different 's to obtain the optimal performance index function. The convergence curves of the performance index functions are shown in Fig. 2 . The convergence trajectories of critic weights are shown in Fig. 3 . From Fig. 2 . So we can say that all the 's which we choose are all large enough to implement the algorithm. We can also see that if the iterative performance index function is convergent, then the iterative performance index function can converge to the optimum and the optimal performance index function is independent with the parameter . We apply the optimal control law to the system for time steps and obtain the following results. The optimal state and control trajectories are shown in Fig. 4(a) and (b) , respectively.
From above simulation observations, we can see that if we choose large enough to initialize the iterative -ADP algorithm, the iterative performance index function will be monotonically nonincreasing and converge to the optimum, which verifies the effectiveness of the present algorithm. Next, we enhance the complexity of the system. We will consider the situation where the autonomous system is unstable, and we will show that the present iterative -ADP is also effective.
2) Example 2:
The second example has chosen the same example as in [40] and [41] . We consider the following system: (46) Let denote the system state vector and denote the control. The performance index function is the same as the one in Example 1.
The initial state is . From system (46), we can see that is an equilibrium state and the autonomous system is unstable. We also use neural networks to implement the iterative ADP algorithm where four 's (including , 5, 7, 10) are chosen to initialize the algorithm and the convergence curves of the performance index functions are shown in Fig. 5 . The convergence trajectories of critic weights are shown in Fig. 6 .
Applying the optimal control law to the system for time steps, the optimal state and control trajectories are shown in Fig. 7(a) and (b) , respectively.
According to (26) , we can obtain . According to Theorem 3, we know that is the minimum of the limits in (27) . If the that we choose is not large enough to initialize the iterative -ADP algorithm, then the iterative performance index function cannot be guaranteed to be monotonically nonincreasing and converge to the optimum. In the following, we also choose four 's (including , 0.4, 1, 1.1123) to initialize the algorithm and the convergence curves of the performance index functions are shown in Fig. 8 . If , then the iterative -ADP algorithm reduces to the value iteration algorithm [31] . From Fig. 8(a) , we can see that the iterative performance index function is monotonically nondecreasing and converges to the optimum. From Fig. 8(b) and (c) we can see that if is not large enough, the nonincreasing property of the iterative performance index function cannot be guaranteed. On the other hand, we point out that for the value iteration, it cannot make the system stable under the iterative control law . In Fig. 9(a) , we give the system state trajectories of system (1) under the iterative control law by value iteration algorithm. On the other hand, if the we choose is smaller than , then it also cannot guarantee that the iterative control law stabilizes system (1). We have shown the state trajectories under the iterative control law for [see Fig. 9(b) ]. If is large enough, we have proved that all the iterative control laws are stable. This property can be seen in Fig. 9(c) and (d) , respectively.
From the simulation observations, we can see that for large enough 's, using the present iterative -ADP algorithm, the iterative performance index function can be monotonically nonincreasing and converge to the optimum and any of the iterative control is stable. This makes the algorithm feasible for implementations online. From Fig. 9(a) , we see that the stability of the system cannot be guaranteed by the value iteration in [31] . While from Fig. 9(c) and (d) , for large enough , the stability of the system can be guaranteed. Hence, online implementation is a great merit of the iterative -ADP algorithm compared with the value iteration algorithm. On the other hand, in the iterative -ADP algorithm, initial admissible control law of the policy iteration algorithms [19] , [28] is not needed. Thus, avoiding the initial admissible control condition is another merit of the present iterative -ADP algorithm compared with the policy iteration.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have developed an effective iterative -ADP algorithm to find the infinite horizon optimal control for discrete-time nonlinear systems. The optimal performance index function and optimal control can be obtained by the present iterative -ADP algorithm while the condition of the initial admissible controller of the system is effectively avoided. In the iterative -ADP algorithm, any of the iterative control is stable for the nonlinear system which makes the present algorithm feasible for online implementation and offline implementation. Convergence analysis of the performance index function for the iterative ADP algorithm is proved and the stability properties are also given. Finally, two simulation examples are given to illustrate the performance of the present algorithm.
On the other hand, for the iterative -ADP algorithm, some further properties need to be discussed. In this paper, we assume that the iterative control law and the iterative performance index function can be well approximated by neural networks. Since neural networks always have reconstruction errors, the exact and cannot be obtained in fact. In the case of reconstruction errors, we should say that the convergence property of the iterative performance index functions and the stability of the system under the iterative control law may not be guaranteed. Additional convergence and stability criterions should be established. The convergence and stability properties of the iterative -ADP algorithm with approximation errors will be investigated in our future work.
