The paper touches the general problem of predictive bounded final state control of dynamic systems, which is typical in many applications, especially in aerospace area. Two closely interrelated aspects of this problem are under consideration, namely, maximizing the manoeuvring capabilities of a space vehicle and reducing the computational load when finding the final state control function in repetitive corrections over a trajectory. The suggested control strategy addresses the both aspects. The main idea consists in replacing the hard differential eigenvalue problem to be solved within a limited time in a correction session by the algorithm that solves initial-value problems with average control over the flight time and makes decisions based on a predicted miss. The equality of manoeuvrability margins is provided in the maximal remaining part of trajectory. The computer simulation of the reduced targeting problem of a low-lift re-entry vehicle shows feasibility and effectiveness of the proposed strategy.
INTRODUCTION
This paper is concerned with the re-entry guidance of low-lift aerospace vehicles, which relates to the general problem of guiding a complex non-linear dynamic system to a destination point under given state and control restrictions. Starting in the late of 1950s, considerable efforts were made in developing atmospheric re-entry guidance schemes and mathematical methods (see, e.g., [1, 2] ). The diverse methods have been proposed, being ranged between two strategies -first, the closed-form guidance based on predetermined path following and, second, the so-called predictive guidance where the required control function is computed and corrected repetitively on board, using the current flight information [3] . Through the limited on-board computer performance, the early 290 Fast algorithm for predictive guaranteeing control with application to low-lift re-entry operational guidance schemes, such as that used at the Gemini and the Apollo final phase of re-entry, relied on a pre-stored trajectory (lift-to-drag reference, in fact). Although this study is still in progess [4, 5] , the development of more powerful on-board computers, as well as the growing interest to the future economic aerospace transportation systems and intelligent guidance schemes, resulted in that the focus is gradually shifting to the predictive guidance strategy as more flexible and self-reliant [6] [7] [8] . Since a predictive guidance system is based on a detailed mathematical model of the controlled dynamic object, it allows guiding a re-entry vehicle to the destination point under considerable unforeseen disturbances and limited control capabilities, including emergency cases. This inherent adaptability may be enhanced even more, because predictive algorithms are able to control a vehicle in such a way that the destination would be brought and is being kept in coincidence with the centre of the vehicle current downrange attainability domain. Alternatively, the computed sought-for control value may coincide with the middle of the admissible control area. Such algorithms do provide maximum manoeuvrability margins and, therefore, should be referred to as guaranteeing algorithms. However, since the predictive guidance requires solving the related two-point boundary value problem (BVP) in a fasttime scale, its application is limited by the on-board computer performance. Actual limitations may be even stronger because of the diverse stringent path constraints and additional optimization criteria, e.g., minimizing the heat load into a vehicle or minimizing the maximal longitudinal acceleration (load factor). For this reason, the problem of reducing the time complexity of predictive guidance algorithms, especially for small payload re-entry vehicles, is of continuous interest. In this paper, a new effective implementation of the fast-time prediction is suggested and discussed.
MODEL OF THE CONTROLLED LOW-LIFT RE-ENTRY VEHICLE
Any predictive guidance system uses the mathematical model of the vehicle dynamics and environment, which is embedded into onboard computer and involves a priori known flight conditions. The accuracy of the model is limited by unknown aerodynamic and atmospheric variations, so the guidance law computation process has to be reiterated with the updated vehicle state information being provided by both the navigation and stabilization systems. The idea and main characteristics of the proposed algorithm can be discussed using a simple two-dimensional (2D) model of longitudinal motion of the vehicle's centre-ofmass. However, to show the feasibility of the proposed algorithm in currently available guidance schemes, we will consider a more general three-dimensional (3D) model as well. The model describes the motion of a non-powered low-lift reentry vehicle in the motionless atmosphere and in the gravitational field of nonrotating, spherical Earth. It is assumed that a conventional entry guidance scheme with bank reversals is employed. The model is similar to the one presented in [9] , and consists of the following system of six ordinary differential equations including both three force equations:
and three kinematic ones:
where:
V -Earth-relative speed, m/sec; θ -flight-path angle, rad; ϕ -heading angle, rad; h -vehicle altitude, m;
x -downrange, longitudinal range over Earth's surface, m; z -cross range, m; The ballistic coefficient σ is assumed to be constant within the range of vehicle's velocity being mostly hypersonic when in descent. In a computer simulation stage, we will consider the three-degree-of-freedom system of Eqs. is used in the on-board computer for calculating a modelled motion of a re-entry vehicle.
PROBLEM FORMULATION AND THE STATE OF THE ART IN PREDICTIVE
GUIDANCE LAWS As mentioned above, the essence of the proposed algorithm can be treated on the example of a vehicle's descent in the vertical plane. In this theoretical stage, we consider the control variable u as a product u ≡ κ cos γ, so the Eq. (1.2) takes the form:
For the 2D model consisting of Eqs. (1.1), (1.2a), (1.4), (1.5a), the guidance problem may be formulated as follows: being at some initial point in the state space (i.e., the entry point) (2) it is required to determine the control function in a bounded region (admissible control range)
such that the vehicle could reach, at the some unspecified time t f , the destination point (4) So, the system of the four above mentioned equations, together with the boundary conditions (2) and (4), and the restrictions (3) imposed on the control function, forms a reduced targeting problem, because path constraints and additional target-point boundaries are not included. From the mathematical point of view, it relates to the generalized two-point BVP or, more specifically, the eigenvalue problem for differential equations [10] . In this case, the soughtfor control function u f (t) can be found as a constant value u f (t) = u f ≡ const. Generally speaking, the control bounds may depend on the state variables, i.e., be functions of timeu min (t), u max (t), causing additional computational load. Fortunately, in the particular guidance problem, when the control u depends on a lift-to-drag ratio κ = C L /C D , it is believed that there is a very slight Mach number dependence of κ because of the hypersonic speed over most of the vehicle's trajectory. For this reason, the bounds of an admissible control range can be assumed to be constantsu min and u max . For solving differential eigenproblems, various numerical methods are used such as multiple shooting or the expansion methods, including Galerkin, collocation, least squares methods [11] .
It should be noted that the actual control value u a may be made different from the computed control value u f on several grounds. We call attention to one of them, which was described shortly as early as in 1970 in the Russian monograph on spacecraft guidance [12] by K. B. Alekseev et al. The reason was to ensure maximal manoeuvrability by maintaining the equality of predicted downrange margins over the rest of a trajectory, i.e. where the minimal and maximal ranges are x min ≡ x(u min ), x max ≡ x(u max ), as shown in Fig. 1 (paths 1 and 2) . To get this, it was suggested to calculate the actual control value u a (bank angle γ or angle of attack α) according to the following law: (5) where k > 1 is referred to as a "coefficient of overcompensation", u xmid is the control value that would guide a vehicle to the centre of a range attainability domain, u f is a solution to the corresponding eigenproblem. Such a correction results in that the predicted control u f is gradually shifted to the value u xmid , thus ensuring equal downrange margins for occasional manoeuvring that might be caused by unpredictable disturbances and emergencies. The usage of k = 2 is briefly mentioned in [12] . The drawback of this method is that the value u xmid has to be calculated by solving the corresponding eigenproblem as well, thus increases the computational load.
It should be noted that the control law (5) could be substantially simplified in respect to computational complexity if the lift-to-drag dependence of the range is a monotonically increasing function: (6) where x mid = (x min + x max )/2. For the particular problem of low-lift re-entry, the assumption of monotonic increasing function is based on that the rate of vehicle's energy dissipation in an atmospheric descent with low (in modulus) lift-to-drag ratios is higher than the energy dissipation rate under higher lift-to-drag ratios. This effect holds true over a wide range of boundary conditions, restrictions and model parameters, and is illustrated by the trajectories shown in Fig. 1 . Alternatively, the predicted control u f can be corrected by the other way, namely (7) where u mid = (u min + u max )/2 is the centre of the admissible control domain. This law ensures the equal margins of possible control change. Obviously, if the control dependence of the range x(u) were a linear function, then the formulas (5) and (7) would be equivalent. Anyway, all these control laws require solving a two-point BVP, resulting in excessive computational load of the predictive control algorithms.
PROPOSED PREDICTIVE ALGORITHM FOR GUARANTEEING RE-ENTRY GUIDANCE
However, the opportunity does exist to avoid such a hard computation and to develop the more effective predictive algorithm. Indeed, there is no need in finding the exact solution to a BVP at the initial re-entry point (or any correction point over the path), if we apply the following algorithm.
The control variable is set to the centre of admissible control domain u mid , and the integration of equations of motion (or, equivalently, solving the initialvalue problem -IVP) starts from the entry point A, as depicted in Fig. 1, path 3 . The IVP solution, i.e., the range x(u mid ) 0 shown in Fig. 2 , is obtained, and the decision is made depending on the following alternatives:
1) If the computation process stopped when the termination condition h = h f has been achieved, it means that the predictive miss is negative: dx ≡ (xx f ) < 0. We can expect that, if the re-entry vehicle continues its actual descent from the entry point A till point B along the path 4 ( Fig. 1) for some time interval ∆T under the control u = u max , it would result in shifting the predicted range x(u mid ) gradually towards the required destination range x f , thus reducing the future predicted misses to be calculated in successive control corrections. This process is illustrated in the Fig. 2 , where, on the other hand, the predicted control value u f tends to superpose with u mid . 2) If the integration stopped when the termination condition x = x f is satisfied, it means that the miss is positive:
In this case, the vehicle should descend with the control u = u min for some time in order to provide the equal control margins, like in the case 1). Thus, instead of solving at least one BVP, as done in guidance laws discussed in the previous section, the proposed algorithm requires a single integration of the Fig. 3 , and then the vehicle is moving with this control for some time till the next control correction. It should be noted that such successive corrections are necessary for the proposed algorithm in principle, even in the idealized case of identity of the computer model and the real motion. The algorithm has been tested on the re-entry guidance problem using both 2D and 3D models of descent presented in the Section 2. The vehicle parameters have been chosen as follows: σ = 0.001 m 2 /kg, u min = 0, u max = 0.4. In order to illustrate the essence of the algorithm, the idealized case has been considered first, when the on-board 2D computing model used for prediction is taken to be identical to that describing the real motion of the re-entry vehicle. The model includes the Eqs. (1.1), (1.2a), (1.4), and (1.5a). This case of longitudinal motion is applicable to the guidance scheme with the angle of attack as a control variable. Fig. 1 shows the imaginative descent trajectories 1 and 2 with zero and maximal lift, respectively, which have been computed only to designate the domain of maximal range attainability. The path 3 shows the first on-board predictive trajectory computations at the initial point, thus revealing the initial predicted miss for the target downrange x f = 2500 km. The path 4 hitting the destination represents the real guided descent of the vehicle. There are two time dependencies associated with the path 4 and depicted in Fig. 4 . The curve 1 shows the gradual decrease of the predicted miss under the real motion along the path 4, and the curve 2 is the actual control function u a (t). We should also take into account the limitations imposed on the terminal velocity V f , because the guidance system must provide a parachute deployment speed at the destination point. Although the described predictive algorithms using the one-parameter control functions cannot address this requirement, the extensive computer simulation shows that the acceptable subsonic terminal velocities (less than 205 m/s at h = 10 km) are achieved for a wide range of controlled trajectories from u = 0 (ballistic descent) to u = 0.4. The current study seems to be incomplete without examining the proposed algorithm in more complex practical situations. For this reason, the 3D simulation of the extended model has been made as well, which relates to the conventional guidance with the bank angle as a control variable. Such a technique has been widely used since the 1960s, e.g., in the spacecraft Gemini, Apollo, and Soyus. The model of real motion includes the six Eqs. (1.1)-(1.6), whereas the on-board model includes the four motion equations, as in the 2D case described above. The estimated actual control u a is transformed then to the actual bank angle γ a by the formula γ a = arccos (u a /u max )
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In order to compensate the cross range miss, the conventional logic of lateral guidance with consecutive bank reversals is applied. The bank reversal occurs if the cross range z measured by the on-board navigation system goes beyond the cross range limits being set by the following linear downrange dependences: (8) where z r0 = b . 
