The first focus of the present paper, is on lower bounds on the sub-packetization level α of an MSR code that is capable of carrying out repair in help-by-transfer fashion (also called optimal-access property). We prove here a lower bound on α which is shown to be tight for the case d = (n − 1) by comparing with recent code constructions in the literature.
I. INTRODUCTION A. MSR Codes
An [n, k] MSR code is an [n, k] MDS codes over the vector alphabet F α q satisfying the additional constraint that a failed node can be repaired by contacting d helper nodes, while downloading β symbol over F q from each helper node. We use B to denote the number B = kα of message symbls over F q encoded by an MSR code. Thus, MSR codes are characterized by the parameter set {(n, k, d), (α, β), B, F q )}, where • F q is the underlying finite field, • n is the number of code symbols {c i } n i=1 each stored on a distinct node or storage unit and • each code symbol c i is an element of F α q . It turns out that the number β of symbols downloaded from each helper node in an MSR code is given by β = α d−k+1 . This is obtained by deriving minimum repair bandwidth dβ for the repair of a failed node in an MDS code over F α q for a fixed n, k, d, α. In a distributed storage system, each code symbol c i is typically stored on a distinct node. Thus the index i of a code symbol is synonymous with the index of the node P. Vijay Kumar is also an Adjunct Research Professor at the University of Southern California. This research is supported in part by the National Science Foundation under Grant 1421848 and in part by an India-Israel UGC-ISF joint research program grant.
S. B. Balaji would like to acknowledge the support of TCS research scholarship program. upon which that code symbol is stored. Throughout this paper, we will focus on a linear MSR code. We will also assume linear repair of a failed node. By linear repair we mean that the vector S D (i,j) c i is downloaded for the repair of the node j from node i when the d helper nodes belong to the set D for some (β × α) matrix S D (i,j) . We drop the superscript D in S D (i,j) when d = n − 1. The repair property for the repair of a failed node j says that f ({S D (i,j) c i : i ∈ D}) = c j where f is some linear function of its input arguments over F q . The term optimal access MSR code or repair by help-by-transfer for any d means that the rows of S D (i,j) are picked from standard basis
q . An open problem in the literature is that of determining the smallest value of sub-packetization level α of an optimalaccess (equivalently, help-by-transfer) MSR code. This question is addressed in [1] , where a lower bound on α is given for the case of a regenerating code that is MDS and where only the systematic nodes are repaired with minimum repair bandwidth with optimal access property with d = n − 1. In the literature these codes are often referred to as MSR codes with systematic node repair. The authors of [1] establish that (let r = n − k): α ≥ r k−1 r , in the case of an MSR code with systematic node repair with optimal access property. In a slightly different direction, lower bounds are established in [2] , [3] on the value of α in a general MSR code that does not necessarily possess the help-by-transfer repair property. In [2] it is established that: k ≤ 2 log 2 (α)( log r r−1 (α) + 1), while more recently, in [3] the authors prove that: k ≤ 2 log r (α)( log r r−1 (α) + 1).
B. Overview of Results

1)
We prove new lower bounds on sub-packetization-level α for optimal access MSR codes. We first derive bound for the case d = n−1 and extend it to general d and other cases. Our approach is along the lines of that adopted in [1] but with the difference that here we consider nonconstant repair subspaces and consider all-node repair and also consider repair of a failed node when it belongs to a fixed set of w nodes. We derive lower bounds on α.
We show that our bounds are tight by comparing with existing code constructions. 2) We study the form of a vector MDS code having the property that we can repair failed nodes belonging to a fixed set of Q nodes with minimum repair bandwidth and in optimal-access fashion, and which achieve our lower bound on sub-packetization level α. It turns out interestingly, that such a code must necessarily have a coupled-layer structure, similar to that of the Ye-Barg code. Comparison of our Lower Bound on α with exisitng code constructions: 1) When r n−1, our bound on α (Theorem 1) for optimal access MSR code with d = n − 1 becomes:
For k ≥ 5, this reduces to α ≥ r n r . The latter lower bound on α is achievable by the constructions in [4] , [5] . Hence our lower bound on α is tight. Although our bound on α is shown to be tight only for (n − 1) not a multiple of (n − k), the lower bound is valid for all parameters (with d = n−1) and when r divides (n−1). 2) Our bound on α (Corollary 3 ) for MDS code with optimal access repair (repair with minimum repair bandwidth and help-by-transfer repair) for a failed node when it belongs to a fixed set of w(≤ n − 1) nodes is:
The above bound for k ≥ 5 becomes α ≥ r w r . This lower bound is achieved by the construction given in [6] . Hence our lower bound on α for the repair of w nodes is tight.
3) The constructions in [4] , [5] have repair matrices that are independent of the helper node index i i.e., S (i,j) = S j and has sub-packetization α = r n r which achieves our lower bound on α (Corollary 4) under the assumption that S (i,j) = S j for an optimal access MSR code with d = n − 1. 4) Our bound given in Corollary 6 is achieved by construction in [7] when (d − k + 1) does not divide n − 1 under the assumption S D i,j = S i,j . Hence our lower bound on α is tight for four cases.
C. Notation
We adopt the following notation throughout the paper. 1) Given a matrix A, we use < A > to refer to the row space of the matrix A, 2) Given a subspace V and a matrix A, by V A we will mean the subspace {vA | v ∈ V } obtained through transformation of V by A. Thus for example, ( i < S i >)A will indicate the subspace obtained by transforming the intersection subspace ( i < S i >) through right multiplication by A.
II. IMPROVED LOWER BOUND ON SUBPACKETIZATION
Theorem 1. (Subpacketization Bound): Let C be a linear optimal access MSR code having parameter set {(n, k, d), (α, β), B, F q )} , with d = (n − 1) and linear repair for all n nodes. Then we must have:
The proof of the theorem will make use of Lemma 2 below. We will use the indices (two disjoint subsets of [n]): {u 1 , u 2 , · · · , u k }, {p 1 , p 2 , · · · , p r } to denote the n nodes in the network over which the code symbols are stored (Note that the code symbol c i is stored in node i.). Let , 2 ≤ ≤ (k − 1), be an integer and set U = {u 1 , u 2 , · · · , u }, V = {u +1 , u +2 , · · · , u k }, P = {p 1 , p 2 , · · · , p r }. Note that our choice of ensures that neither U nor V is empty.
where p is an arbitrary node in P . Furthermore, dim u∈U < S (p,u) > is the same for all p ∈ P .
Proof.
a) Invariance of -fold Intersection of Repair Subspaces Contributed by a Parity Node: Let us consider the nodes in U ∪ V as systematic nodes and nodes in P as parity nodes. Note that the sets U, V, P are pairwise disjoint and are arbitrary subsets of [n], under the size restrictions
To show this, consider a generator matrix G for the code C in which the nodes of P are the parity nodes and the nodes in U ∪ V = {u 1 , u 2 , · · · , u k } are the systematic nodes. Then G will take on the form:
Wolog the generator matrix assumes an ordering of the nodes in which the first k nodes in G (node i in G correspond to rows [(i − 1)α + 1, iα]) correspond respectively to {u i | 1 ≤ i ≤ k} and the remaining r nodes in G to {p 1 , · · · , p r } in the same order. A codeword is formed by Gm where m is the vector of kα message symbols over F q encoded by the MSR code and the index of code symbols in the codeword is according to the nodes in U, V, P i.e., the codeword will be of the form
By the interference-alignment conditions [8] , [1] applied to the repair of a systematic node u j ∈ U , we obtain (see Appendices in arxiv version [9] , for a more complete discussion on interference alignment equations given below), For every pair p i , p m ∈ P :
Equation (3) implies (as A i,j are invertible for all i, j), For every pair p i , p m ∈ P :
It follows then from the non-singularity of the matrices A i,j 2018 IEEE International Symposium on Information Theory (ISIT) and equation (4), that dim( u∈U < S (p,u) >) is the same for all p ∈ P . It remains to prove the main inequality (1). b) ( − 1)-fold Intersection of Repair Subspaces: We proceed similarly in the case of an ( − 1)-fold intersection, replacing by − 1 in (4). We will then obtain, For every pair p i , p m ∈ P :
c) Relating -fold and ( − 1)-fold intersections: Next consider the repair of the node u . Then from the full-rank condition of node repair, (see Appendices in arxiv version [9] for further details), we must have that
It follows from (5) that for any i 0 ∈ [r] and all p m ∈ P :
As a consequence of (6) and (7) we can make the stronger assertion:
Since the A i,j are nonsingular, this allows us to conclude that:
However, since p i0 is an arbitrary node in P , this can be rewritten in the form:
for any p ∈ P , which is precisely the desired equation (1).
Proof. (Proof of Theorem 1) 1) Invariance of Repair Matrices to Choice of Generator Matrix We first observe that the repair matrices can be kept constant, even if the generator matrix of the code changes. This is because the repair matrices only depend upon relationships that hold among code symbols of any codeword in the code and are independent of the particular generator matrix used in encoding. In particular, the repair matrices are insensitive to the characterization of a particular node as being either a systematic or paritycheck node. 2) Implications for the Dimension of the Repair Subspace From Lemma 2, we have that (11) and moreover that dim u∈U < S (p,u) > is the same for all p ∈ P = {p 1 , ..., p r }. It follows that
Lemma 2 and its proof holds true for any set U ⊆ [n] of size 2 ≤ |U | ≤ (k − 1). As a result, equation (13), also holds for any set U ⊆ [n] of size 2 ≤ |U | ≤ (k − 1). We would like to extend the above inequality to hold even for the case when U is of size k ≤ |U | ≤ (n − 1). We get around the restriction on U as follows. It will be convenient in the argument, to assume that U does not contain the nth node, i.e., U ⊆ [n − 1] and n ∈ P . Let us next suppose that α < r k−1 and that U is of size (k − 1). We would then have: dim u∈U < S (n,u) > ≤ α r k−1 < 1, which is possible iff dim u∈U < S (n,u) > = 0. But this would imply that dim u∈F < S (n,u) > = 0 for any subset F ⊆ [n − 1] of nodes of size |F | satisfying (k − 1) ≤ |F | ≤ (n − 1). We are therefore justified in extending the inequality in (13) to the case when U is replaced by a subset F whose size now ranges from 2 to (n − 1), i.e., we are justified in writing:
for any F ⊆ [n − 1], of size 2 ≤ |F | ≤ (n − 1). A consequence of the inequality (14) is that dim u∈F < S (n,u) > ≥ 1 implies that |F | ≤ log r (α) . In other words, a given non-zero vector can belong to at most log r (α) repair subspaces among the repair subspaces: < S (n,1) >, . . . , < S (n,n−1) >. 3) Counting in a Bipartite Graph The remainder of the proof then follows the steps outlined in Tamo et. al [1] . We form a bipartite graph with {e 1 , ..., e α } (standard basis) as left nodes and S (n,1) , ..., S (n,n−1) as right nodes. We declare that edge (e i , S (n,j) ) belongs to the edge set of this bipartite graph iff (e i ∈< S (n,j) >). Now since the MSR code is an optimal access code, the rows of each repair matrix S (n,j) must all be drawn from the set {e 1 , ..., e α }.
Counting the number of edges of this bipartite graph in terms of node degrees on the left and the right, we obtain: symbols over F q from each of the remaining d = (n−1) nodes. In other words, the repair of each node in W can be carried out through help-by-transfer with minimum repair bandwidth with only linear operations. Then we must have
Proof. Proof is similar to that of Theorem 1. Please see the arxiv version [9] for further details.
B. Subpacketization Bound for All-Node Repair and Constant Repair Subspaces
Corollary 4. Given a linear optimal access {(n, k, d), (α, β)} MSR code C with d = n − 1 and linear repair for all n nodes with S (i,j) = S j ,∀i, j ∈ [n], i = j (thus the repair matrix S (i,j) is independent of i), we must have:
Proof. Proof is similar to Theorem 1. Please refer to arxiv version [9] for further details.
C. Sub-packetization Bound for an Arbitrary Number d of Helper Nodes
Corollary 5. Let C be a linear [n, k] MDS code over the vector alphabet F α q containing a distinguished set W of |W | = w ≤ d nodes. Each node in W can be repaired, through linear repair, by accessing and downloading, precisely β = α d−k+1 symbols over F q from each of the d helper nodes. In other words, the repair of each node in W can be carried through help by transfer with minimum repair bandwidth with only linear operations. Then we must have
D. Subpacketization Bound for Arbitrary d and Repair Subspaces that are Independent of the Choice of Helper Nodes Corollary 6. Let C be a linear optimal-access {(n, k, d), (α, β)} MSR code for some d, k ≤ d ≤ n − 1, and linear repair for all n nodes. We assume in addition, that every node j ∈ [n] can be repaired by contacting a subset D ⊆ [n] − {j}, |D| = d of helper nodes in such a way that the repair matrix S D (i,j) is independent of the choice of the remaining (d − 1) helper nodes, i.e., S D (i,j) = S (i,j) ,∀j ∈ [n], i ∈ D, ∀D ⊆ [n] − {j}, |D| = d. Then we must have:
E. Deducing the Structure of MDS Code with Optimal Access Repair with Optimal Subpacketization
In this subsection, we are going to deduce the structure of MDS code with optimal access repair of a failed node when it belongs to a fixed set of Q nodes with optimal subpacketization (i.e., achieving our lower bound on α) with repair matrices of the form S D i,j = S j . Note that the condition S D i,j = S j is satisfied by a lot of constructions in literature and hence a reasonable condition. (achieving the lower bound). Under the above conditions, wlog we must have: For 1 ≤ j ≤ Q,1 ≤ i ≤ r and assuming < S uj >=< e 1 , ..., e β >:
where a) If < S uj >=< e j1 , ..., e j β > then the row vectors {v i,j,1 , ..., v i,j,β } will be in rows {j 1 , ..., j β } of A pi,uj respectively and the rest of α − β rows of A pi,uj will be termed as M i,j . b) Disjointness of support of vectors with uniform cardinality: v i,j,t is a 1 × α vector such that |Support(v i,j,t )| = d − k + 1,∀1 ≤ t ≤ β and Support(v i,j,t1 ) ∩ Support(v i,j,t2 ) = ∅, ∀1 ≤ t 1 = t 2 ≤ β. c) Same Support independent of i: For any given j, t, Support(v i1,j,t ) = Support(v i2,j,t ),∀1 ≤ i 1 = i 2 ≤ r. d) For any given j, t, {v T i,j,t : 1 ≤ i ≤ r} are a set of r vectors such that they form the columns of generator matrix of an [r, d − k + 1] MDS code over F q . e) M i,j is a (α−β)×α matrix such that each distinct row is a distinct standard basis vector from the set {e 1 , ..., e α } − rows of S uj after getting scaled by some element from F q .
2) Case 2: Q = d − k + 1 and Q ≤ k: By Corollary 5, α ≥ Q. We assume optimal subpacketization i.e., α = Q (achieving the lower bound). Hence β = 1. Under the above conditions, wlog we must have:
where P i,j,1 is a j−1×Q matrix and P i,j,2 is a Q−j×Q matrix such that
where D (i,j,1) is a j − 1 × j − 1 diagonal matrix and D (i,j,2) is a Q − j × Q − j diagonal matrix. and {v T i,j : 1 ≤ i ≤ r} are a set of r vectors forming the columns of the generator matrix of an [r, Q] MDS code over F q .
where P i,j−Q is a Q × Q diagonal matrix such that for a fixed 1 ≤ ≤ Q, [P , i,j : 1 ≤ i ≤ r, 1 ≤ j ≤ k − Q] is a r ×(k −Q) matrix such that every square submatrix is invertible, where P , i,j is the ( , ) th entry of the matrix P i,j .
Proof. Please refer to the arxiv version [9] for a proof.
F. A Coupled Layer Interpretation of Theorem 7
We restrict our attention to the case when Q = d − k + 1 and Q ≤ k. From Theorem 7, we get the general form of {A pi,uj }. Since the generator matrix is systematic, we can directly write down the parity-check matrix by inspection. In the following, we show that this parity-check matrix can be written such that the construction can be viewed to have a coupled-layer structure, that is present in the Ye-Barg [4] construction (see [5] for details). We do note however, that we are only considering the case where Q nodes are repaired, not all the nodes as in Ye-Barg [4] . For simplicity we illustrate the connection via an example. Let Q = 3, r = 4, k = 4, so that α = Q = 3. Let U = [1, k] and {p 1 , ..., p r } = [k + 1, n].
From Theorem 7, we obtain that: 
a m i,j is a non zero scalar in F q . The other matrices can similarly be written down leading to the expression below for the parity- Upon substituting for the A i,j , we obtain: 
