Abstract. In this paper, we investigate the Cauchy problem for a higher order shallow water type equation
Abstract. In this paper, we investigate the Cauchy problem for a higher order shallow water type equation for arbitrary initial data. By using the I-method, we prove that the Cauchy problem for the shallow water type equation is globally well-posed in H s (T) with
Introduction
In this paper, we consider the Cauchy problem for a higher order shallow water type equation
u + 3uu x − 2u x u xx − uu xxx = 0, (1.1)
u(x, 0) = u 0 (x), x ∈ T = R/2π, ( 2) which is considered as the higher modification of the Camassa-Holm equation. Rewrite (1.1) as follows:
which was derived by Camassa and Holm as a nonlinear model for water wave motion in shallow channels with the aid of an asymptotic expansion directly in the Hamiltonian for Euler equations [6, 8] . Omitting the last term yields and λ ≥ 1. Bourgain [4] proved that the Cauchy problem for the periodic KdV equation is ill-posed in H s (0, 2πλ) with
and λ ≥ 1. Colliander et.al. [7] proved that the Cauchy problem for the periodic KdV equation is globally well-posed in H s (0, 2πλ) with s ≥ − 1 2 and λ ≥ 1. Kappeler and Topalov [17, 18] proved the global well-posedness of the KdV and the defocusing mKV equations in H s (0, 2πλ) for respectively s ≥ −1 and s ≥ 0 and λ ≥ 1 with a solution-map which is continuous from H −1 (0, 2πλ)( L 2 (0, 2πλ)) into C(R; H −1 (0, 2πλ)) (C(R; L 2 (0, 2πλ))) with λ ≥ 1. Molinet [25, 27] proved that the Cauchy problem for the periodic KdV equation is ill-posed in H s (0, 2πλ) with s < −1 and λ ≥ 1 in the sense that the solution-map associated with the KdV equation is discontinuous for the H s (T ) topology for s < −1.
Lots of people have investigated the Cauchy problem for (1.3), for instance, see [5, 6, 8, 11-13, 19, 20, 24, 26, 30-32] . Himonas and Misiolek [11] proved that the Cauchy problem for (1.1) is locally well-posed for small initial data in H s (T) with s ≥
2−j 2
and globally well-posed in H 1 (T). Himonas and Misiolek [12] proved that the Cauchy problem for (1.1) with j = 1 is locally well-posed for arbitrary initial data in H s (T) with s ≥
and globally well-posed in H 1 (T). Gorsky [10] proved that the Cauchy problem for (1.1) with j = 1 is locally well-posed in H 1/2 (T) for small initial data. Li and Yang [26] prove that the Cauchy problem for (1.1) with j = 1 is locally well-posed in H s (T) for 1 2 < s < 1 and globally well-posed in in H s (T) for 2 3 < s < 1 with the aid of I-method. Olson [20] proved that the Cauchy problem for (1.1) is locally well-posed in H s (R) with s > s ′ , where
. Yan et.al [24] prove that the Cauchy problem for (1.1) is locally well-posed in H s (R) with s > −j + 5 4 and is globally well-posed in
Yan et. al [31] prove that the Cauchy problem for (1.1) is locally well-posed in
, j ≥ 2, j ∈ N + and ill-posed inḢ s (R) with s < −j + .
In this paper, by establishing some bilinear estimates and the fixed point Theorem,
we prove that the Cauchy problem for (1.1) is locally well-posed in H s (T) with s ≥
; by using the I-method, we prove that the problem is globally well-posed in H s (T) with
We give some notations before stating the main results. 0 < ǫ < ] and
Throughout this paper,Ż := Z −{0} andŻ + := Z + −{0}. Denote dk by the normalized counting measure onŻ:
Denote F x f by the Fourier transformation of a function f defined on [0, 2π] with the respect to the space variable
and we have the Fourier inverse transformation formula
Denote F t f by the Fourier transformation of a function f with the respect to the time variable
We define
We define the space-time Fourier transform F f (k, τ ) for k ∈Ż and τ ∈ R by
and this transformation is inverted by
Thus, by using the above definitions, we have that
For s < 1, we define
where
and define the X s, b spaces for 2π-periodic KdV via the norm
.
and define the Y s space defined via the norm
and define the Z s space defined via the norm
The main result of this paper are as follows.
and u 0 be 2π-periodic function and zero x-mean. Then the Cauchy problems (1.1)(1.2) are locally well-posed in H s (T).
< s ≤ 1 and u 0 be 2π-periodic function and zero x-mean.
Then the Cauchy problem (1.1)(1.2) is globally well-posed in H s (T). More precisely, for any T > 0, let u 0 be 2π-periodic function and zero x-mean, then the Cauchy problems
The rest of the paper is arranged as follows. In Section 2, we give some preliminaries.
In Section 3, we establish the bilinear estimate. In Section 4, we give the proof of Theorem 1.1. In Section 5, we give the proof of Theorem 1.2.
Preliminaries
In this section, we make some preliminaries which are crucial in establishing the Theorem 1.1.
Proof. As the proof of [4, 28] , we can assume that supp u l ⊂ (τ, k) ∈ R ×Ż + .
By using the Cauchy-Schwarz in (τ 1 , k 1 ), we have that
and let E 1 and E 2 be the projections of Λ 1 onto the k 1 -axis and τ 1 -axis, respectively. It is easily checked that
From (2.3), we have that there exist two constant C 1 , C 2 > 0 such that
From (2.2), it is easily checked that
Combining (2.2) with (2.5)-(2.7), we have that
We have completed the proof of Lemma 2.1.
Proof. By using the triangle inequality, let l 1 = l + l 2 with l ∈ N, by using (2.1), we have that
From (2.10), we have (2.9).
We have completed the proof of Lemma 2.2.
Remark: In line -3 of page 493 in [12] , Himonas and Misiolek presented the conclusion of Lemma 2.2, however, the proof process is not given.
Proof. Combining the Lemma 2.2 with the duality, we have Lemma 2.3.
For the proof of Lemma 2.4, we refer the readers to Lemma 2.5 in [31] .
Proof. Without loss of generality, we can assume that
we have that
When |k 1 | ≥ |k|, from (2.13), we have that
Thus, we have that
. Consequently, we have that
We have completed the proof of Lemma 2.5.
Lemma 2.6. Let φ be 2π-periodic function. Then
Proof. To obtain (2.16), it suffices to prove that
From Lemma 7.1 of [7] , we have that
We have completed the Lemma 2.6.
Proof. To obtain (2.19), it suffices to prove that
which follows from Lemma 7.2 of [7] .
We have completed the proof of Lemma 2.7.
Proof. Combining Lemma 2.6 with the proof of page 737 in [7] , we have Lemma 2.10.
Lemma 2.9. Let s ∈ R and δ ∈ (0, 1), then for −
, we have that
For the proof of Lemma 2.9, we refer the readers to Lemma 1.10 of [10] .
For the proof of Lemma 2.10, we refer the readers to Lemma 1.6 of [10] .
Lemma 2.11. Let s ∈ R and 0 < ǫ < 1 10000(2j+1) and
where F ∈ L 2 . Then
Proof. From (2.23) and Lemmas 2.2, 2.9, we have that
(2.25)
We have completed the proof of Lemma 2.11.
Remark: Lemma 2.11 improves the result of Lemma 3.2 in [12] with µ = 2j + 1.
Lemma 2.12. Let
and s ∈ R and 0 < ǫ < 1 10000(2j+1) and
(2.27)
Proof. By using Lemmas 2.3, 2.4,2.11, we have that
We have completed the proof of Lemma 2.12.
Bilinear estimates
In this section, we establish some important bilinear estimates which are the core of this paper Lemma 3.1. Let u l (x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic functions of x and s ≥ 2−j 2
, then we have that
Proof.Letũ andũ 1 ,ũ 2 be the extension of u, u 1 , u 2 , respectively, according to Lemma 2.10, we have that
By duality and the Plancherel identity, for u ∈ X δ −s, 1 2 , to obtain (3.1), it suffices to prove
Without loss of generality, we can assume that F η t δ ũ l (k l , τ l ) ≥ 0(l = 1, 2) and
To obtain (3.2), it suffices to prove that
From the mean zero condition, we can assume that k = 0, k l = 0(l = 1, 2).
Since min {|k|, |k 1 |, |k 2 |} ≥ 1, from Lemma 2.4, we have that one of the following three cases must occur:
When (a) : |σ| = max {|σ|, |σ 1 |, |σ 2 |} ≥ C|k min ||k max | 2j , we have that
, from (3.4), we have that
; (3.6) from (3.5)-(3.6), by using the Plancherel identity and the Hölder inequality as well as Lemma 2.11, we have that
When (b) : |σ 1 | = max {|σ|, |σ 1 |, |σ 2 |} ≥ C|k min ||k max | 2j , by using the proof similar to (3.5)-(3.6), we have that
by using the Cauchy-Schwarz inequality and Lemma 2.12, we have that
When (c) :
|σ 2 | = max {|σ|, |σ 1 |, |σ 2 |} ≥ C|k min ||k max | 2j , this case can be proved similarly to case (b) :
We have completed the proof of Lemma 3.1. 
By duality and the Plancherel identity, for u ∈ X δ −s, 1 2 , it suffices to prove that
To obtain (3.10), it suffices to prove that
(3.11)
From the mean zero condition, we can assume that k = 0, k l = 0(l = 1, 2 When (a) : |σ| = max {|σ|, |σ 1 |, |σ 2 |} ≥ C|k min ||k max | 2j , we have that
, from (3.12), we have that
; (3.14)
from (3.13)-(3.14), by using the Plancherel identity and the Hölder inequality and Lemma 2.11, we have that
(3.15)
When (b) : |σ 1 | = max {|σ|, |σ 1 |, |σ 2 |} ≥ C|k min ||k max | 2j , by using the proof similar to (3.13)-(3.14), we have that
We have completed the proof of Lemma 3.2.
Lemma 3.3. Let u l (x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic functions of x and s ≥ − , then we have that
Lemma 3.3 can be proved similarly to Lemma 3.2.
Lemma 3.4. Let v l (x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic
Proof. Letṽ 1 ,ṽ 2 be the extension of v 1 , v 2 , respectively, according to Lemma 2.10, we have that
Without loss of generality, we can assume that F η
To obtain (3.18), it suffices to prove that
Since min {|k|, |k 1 |, |k 2 |} ≥ 1, from Lemma 2.4, we know that one of the following three cases must occur:
in this case, by using the proof similar to (3.5)-(3.6), we have that
by using (3.20) , the Cauchy-Schwarz inequality and the Plancherel identity as well as Lemmas 2.3, 2.13, then we have that
, this case can be proved similarly to case
, in this case we have that
and
by using the proof similar to (3.5)-(3.6), we have that
Consequently, by using (3.14) and the Cauchy-Schwartz inequality with respect to τ and Lemmas 2.8, 2.11, we have that
. by using the proof similar to (3.5)-(3.6), we have that
by using the Cauchy-Schwarz inequality with respect to τ and Lemma 2.12, we have that
When (c) : |σ 2 | = max {|σ|, |σ 1 |, |σ 2 |} ≥ C|k min ||k max | 2j . This case can be proved similarly to (b) :
We have completed the proof Lemma 3.4.
Lemma 3.5. Let v l (x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic
By using the proof similar to Lemma 3.4, we can obtain Lemma 3.5.
Lemma 3.6. Let v l (x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic
By using the proof similar to Lemma 3.4, we can obtain Lemma 3.6.
Lemma 3.7. Let u l (x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic functions of x. Then
(3.27)
Combining Lemma 3.1 with Lemma 3.4, we have Lemma 3.7.
Lemma 3.8. Let u(x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic
Combining Lemma 3.2 with Lemma 3.5, we have Lemma 3.8.
Lemma 3.9. Let u(x, t) with l = 1, 2 which are zero x-mean for all t be 2π-periodic functions of x. Then
4. Proof of Theorem 1.1
Now we are in a position to prove Theorem 1.1. We define
By using Lemmas 2.8-2.9, 3.7-3.9, for sufficiently small δ > 0, we have that
which yields that
For u, v ∈ B, for sufficiently small δ > 0, we have that
From (4.3), by using the fixed point Theorem, we have that there exists a u such that Φ(u) = u. The proof of the remainder of Theorem 1.1 is standard.
We have completed the proof of Theorem 1.1.
Modified energy
In this section, we give the almost conserved law which can be used to extend the local solution to the Cauchy problem for (1.1) to the global solution to the Cauchy problem for (1.1).
Lemma 5.1. Let
2−j 2
≤ s < 1 and u be the solution to the Cauchy problem for (1.1) on
Proof. To obtain (5.1), it suffices to prove that
To prove (5.2), it suffices to prove
We define A = A 1 ∪ A 2 ∪ A 3 , where
The integrals corrsponding to A j (j = 1, 2, 3) will be denoted by I 1 , I 2 , I 3 . We consider cases (a) : |σ| = max {|σ|, |σ 1 |, |σ 2 |} ≥ C|k min ||k max | 2j ,
1. Estimate of I 1 . By using the mean value Theorem, we have that
thus in region A 1 , we have that |θk 1 + k 2 | ∼ |k 2 | which yields that
When (a) is valid, by using (5.4), the Plancherel identity and Hölder inequality as well as Lemma 2.11, we have that in this case the left hand side of (5.3) can be bounded by
When (b) is valid, by using (5.4), the Plancherel identity and Hölder inequality as well as Lemma 2.12, we have that in this case the left hand side of (5.3) can be bounded by
When (c) is valid, this case can be proved similarly to case (b).
2. Estimate of I 2 . In this case, we have that
When (a) is valid, we have that in this case the left hand side of (5.3) can be bounded
≤ 0, by using the Plancherel identity and the Hölder inequality as well as Lemma 2.11, we have that (5.5) can be bounded by
, by using the Plancherel identity and the Hölder inequality as well as Lemma 2.11, we have that (5.5) can be bounded by
When (b) is valid, by using (5.4) and the Plancherel identity and the Hölder inequality as well as Lemma 2.11, we have that in this case the left hand side of (5.3) can be bounded
≤ 0, by using the Plancherel identity and the Hölder inequality as well as Lemma 2.12, we have that (5.6) can be bounded by
, (5.6) can be bounded by
3. Estimate of I 3 . In this case, we have that 
When (b) is valid, by using (5.7) and the Plancherel identity and the Hölder inequality as well as Lemma 2.12, since 2−j 2 ≤ s ≤ 1, we have that in this case the left hand side of (5.3) can be bounded by
We have completed the proof of Lemma 5.1.
We give Theorem 5.1 which is a variant of Theorem 1.1 before giving the proof of and u 0 be 2π-periodic function and zero x-mean and Iu 0 ∈ H 1 (T). Then the Cauchy problems (6.1)(6.2) are locally well-posed.
Proof. Let Iu = v, we define
By using Lemmas 3.7-3.9, 5.1-5.3, we have that
. To obtain (6.11), it suffices to choose s > We have completed the proof of Theorem 1.2.
