Introduction
Classifications are usually done by classifiers such as support vector machines [1] , decision trees [2] , or other machine learning algorithms. After being trained on some sample data, these classifiers can be used to classify new data. However, many challenging applications require the reuse of the old classifiers to derive a new classifier. This later problem emerges in various settings, such as, the following two cases.
(1) Classification integration: Consider three hospitals that keep separate records of their cardiology patients (see Fig. 1 ). Suppose that after each hospital analyzes its own patients, they find three different classifications of cardiology patients for the same characteristics, in this case, heart disease risk. Intuitively, the three hospitals could get a potentially better classification of cardiology patients if they could combine their databases. Combining their databases, called data integration [3, 4] , could be followed by running a new classification algorithm on the integrated data.
However, data integration often fails for several reasons. First, the hospitals may have tested different variables on their own patients. That would yield many missing values in the integrated data. Most classification algorithms perform poorly when there are many missing values in the data. Second, the hospitals may be restricted in sharing their data due to privacy and legal concerns.
In this paper, we propose classification integration as a new approach to address the above problems. Our key insight is to let the hospitals share only their classifiers. Then instead of the data the classifications can be integrated, which yields a new classifier that may be better than the individual classifiers.
(2) Reclassification: The problem may be further complicated if two classifiers classify different characteristics. For example, suppose that one classifier tests whether patients have disease A and another classifier tests whether they have disease B. If one wants to combine these two classifiers, then one would need a classifier for patients who (1) have both diseases, (2) have only disease A, (3) have only disease B, and (4) have neither disease. In general, when combining n classifiers, there are 2 n combinations to consider. Hence, many applications would be simplified if a single combined classifier could be found. For example, Figs. 2 and 3 present two different ID3 decision tree classifiers for the status of patients and the efficiency of a drug. For simplicity, the status of patients is classified as alive, dead, or transplanted, and the drug efficiency is classified as penicillamine and placebo. Analysis of such decision trees is difficult. For instance, just by looking at these decision trees, it is hard to tell whether any patient died after taking a placebo, or whether any patient who used the drug is still alive. The problem with the above simplelooking queries is that no decision tree contains both patient status and drug efficiency. Finding a single decision tree that contains both patient status and drug efficiency would provide a convenient solution to the above queries. In Section 4, we propose a novel constraint database-based [5, 6] reclassification method that results in a single classifier and enables to answer many challenging queries on medical data.
The rest of the paper is organized as follows. Section 2 presents a review of basic concepts and related work. Section 3 describes a novel classification integration method that relies on constraint databases. Section 4 presents a reclassification with constraint databases method, which extends with SVMs our preliminary work on reclassification [7] . Section 5 describes some computer experiments and discusses their significance. Finally, Section 6 gives some concluding remarks and open problems. Decision tree for the prediction of the drug efficiency using primary biliary cirrhosis data.
Basic concepts and related work
Section 2.1 reviews classifiers, including support vector machines and decision trees. Section 2.2 reviews constraint databases and their prior applications for classifications.
Classifiers
In many problems, we need to classify items, that is, we need to predict some characteristics of an item based on several parameters of the item. Each parameter is represented by a variable which can take a numerical value. Each variable is called a feature, and the set of variables is called a feature space. The number of features is the dimension of the feature space. The characteristics of the item we want to predict is called the label or class of the item.
To make the predictions, we use classifiers. Each classifier maps a feature space X to a set of labels Y. The classifiers are found by various methods using a set of training examples, which are items where both the set of features and the set of labels are known.
A linear classifier maps a feature space X to a set of labels Y by a linear function. In general, a linear classifier f ðxÞ can be expressed as follows:
where w i 2 R are the weights of the classifiers and b 2 R is a constant. The value of f ðxÞ for any itemx directly determines the predicted label, usually by a simple rule. For example, in binary classifications if f ðxÞ ! 0, then the label is þ1, else the label is À1.
Example 2.1. Suppose that a disease is conditioned by antibodies A and B, the feature space is X ¼ fAntibody A; Antibody Bg and the set of labels is Y ¼ fDisease; No Diseaseg, where Disease corresponds to þ1 and No_Disease corresponds to À1. Then, a linear classifier is:
where w 1 ; w 2 2 R are constant weights, and b 2 R is a constant. We can use the value of f ðfAntibody A; Antibody BgÞ as follows: If f ðfAntibody A; Antibody BgÞ ! 0 then the patient has Disease. If f ðfAntibody A; Antibody BgÞ < 0 then the patient has No_Di-sease.
Support vector machines
Suppose that numerical values can be assigned to each of the n features in the feature space. Letx i 2 R n with i 2 ½1 . . . l be a set of l training examples. Each training examplex i can be represented as a point in the n-dimensional feature space.
Support vector machines (SVMs) are popular classification tools. SVMs classify the items by constructing a hyperplane of dimension n À 1 that will split all items into two classes +1 and À1. As shown in Fig. 4 , several separating hyperplanes may be suitable to split correctly a set of training examples. In that case, an SVM will construct the maximum-margin hyperplane, that is, the hyperplane which maximizes the distance to the closest training examples. The maximum-margin hyperplane is defined in Eq. (2):
To find the hyperplane with the largest margin,w and b can be scaled so that the closest training examplesx i to the hyperplane satisfy j f ðx i Þj ¼ 1. In this case, the margin equals 2=jjwjj as shown in Fig. 5 . Maximizing the margin is then equivalent to solving the following optimization problem:
subject to:
Eq. (3) leads to the following solution:
where a i are positive real coefficients and y i 2 fþ1; À1g is the label ofx i . However, in practice, data are rarely linearly separable, and Eq. (4) may not be used. Vapnik [1] combined the technique described above with a mathematical method called the kernel trick. The kernel trick consists in a mapping function f such that data, which are not linearly separable in the input feature space, may be linearly separable in a higher dimensional feature space. Using the kernel trick, Eq. (4) can be reformulated as:
We call the function Kðã;bÞ ¼ hfðãÞ Á fðbÞi the kernel of the SVM.
Various kernels are commonly used. In this paper, we are interested in reclassifying linear classifications. Hence, we choose a linear kernel defined as in Eq. (6): Figure 4 . A set of training examples with labels þ1 (^) and À1 (). This set is linearly separable because a linear decision function in the form of a hyperplane can be found that classifies all examples without error. Two possible hyperplanes that both classify the training set without error are shown (solid and dashed lines). The solid line is expected to be a better classifier than the dashed line because it has a wider margin, which is the distance between the closest points and the hyperplane. Letx ¼ ðx 1 ; x 2 ; . . . ; x n Þ. Combining Eqs. (5) and (6), f ðxÞ becomes:
with w j ¼ P l i¼1 a i y i x i j .
Decision trees: the ID3 algorithm
Decision trees were frequently used in the nineties by artificial intelligence experts because they can be easily implemented and they provide an explanation of the result. A decision tree is a tree with the following properties:
Each internal node tests an attribute. Each branch corresponds to the value of the attribute. Each leaf assigns a classification.
The output of decision trees is a set of logical rules in the form of disjunctions of conjunctions. To train a decision tree, following the ID3 algorithm [2] , we use the three steps below:
(1) The best attribute, A, is chosen for the next node. The best attribute maximizes the information gain which is defined as follows:
where S is a sample of the training examples, S v is the subset of S generated by v and A is a partition of the parameters. Like in thermodynamics, the entropy measures the impurity of S, purer subsets having a lower entropy:
where S is a sample of the training examples, p i is the proportion of i-valued examples in S, and n is the number of attributes. (2) We create a descendant for each possible value of the attribute A. (3) For each non-perfectly classified branch repeat steps (1) and (2).
ID3 is a greedy algorithm without backtracking. This means that the algorithm is sensitive to local optima. Furthermore, ID3 is inductively biased: the algorithm favors short trees and high information gain attributes near the root. At the end of the procedure, the decision tree perfectly suits the training data including noisy data. This leads to complex trees, which usually lead to problems in classifying new data. According to Occam's razor, shortest explanations should be preferred. To avoid overfitting, decision trees are usually pruned after the training stage by minimizing sizeðtreeÞ þ error rate, where sizeðtreeÞ is the number of leaves in the tree, and error_rate is the ratio of the number of misclassified instances and the total number of instances. Finally, accuracy is defined as accuracy ¼ 1 À error rate.
It is interesting to compare decision trees with SVMs. The ID3 decision trees and SVMs are linear classifiers because their effects can be represented mathematically in the form of Eq. (1). Unlike decision trees, SVMs are not subject to local optima issues because SVMs are guaranted to find the global optimum. Hence SVMs are expected to generalize better than other machine learning algorithms such as decision trees. On the other hand, decision trees have the advantage of providing an explanation of their classifications, while SVMs do not provide any explanation.
Constraint databases
Constraint databases [5, 6] form an extension of relational databases [8] where the database can contain variables that are usually constrained by linear or polynomial equations.
Constraint databases can be queried similar to relational databases by both Datalog and SQL queries [9] [10] [11] . Constraint database systems include CCUBE [12] , DEDALE [13] , IRIS [14] , and MLPQ [15] .
Example 2.2. We can represent the linear classifier of Example 2.1 in a constraint database as in Table 1 . Suppose a patient has 44 units of Antibody A and 24 units of Antibody B. Then the following SQL query in the MLPQ system can find whether the patient is sick.
SELECT Label FROM Classifier WHERE Antibody_A = 44 AND Antibody_B = 24 As an alternative, we can represent the linear classifier as in Table 2 . Using this alternative representation, the above SQL query becomes:
SELECT ''Disease'' FROM Classifier WHERE Antibody_A = 44 AND Antibody_B = 24 AND F ? = 0 This query returns ''Disease'' if the patient is sick. Constraint databases, which were initiated by the original article of Kanellakis et al. [16] , have many applications ranging from spatial databases [17, 18] through moving objects [19, 20] to epidemiology [21] . The original constraint database model was extended recently to labelled object-relational constraint databases (LORCDB) by Gó mez-Ló pez et al. [22] and applied to model-based diagnosis.
Geist [23] and Lakshmanan et al. [24] applied constraint databases to data mining and classsification problems and discussed the constraint representation of decision trees. In Section 4.3, we give a variant of this idea but using instead the ID3 algorithm to generate decision trees. Neither Geist [23] nor Lakshmanan et al. [24] considered the representation of support vector machines (SVMs) by constraint databases. They also did not consider applying constraint databases to the classification integration and the reclassification problems, which are the main issues addressed in this paper.
The classification problem
We first review the classification problem by giving an example in Section 3.1. Section 3.2 reviews the traditional approach of data integration-based classification. Section 3.3 introduces the new approach of classification integration. Table 1 Constraint database representation of a linear classifier.
Antibody_A
Antibody_B Label Table 2 Alternative constraint database representation of a linear classifier.
The classification problem with multiple sources Example 3.1. A common problem in classification arises when we have several different sources of data. For example, the Cleveland Clinic Foundation has a heart disease data set, which is described in detail in Section 5.1. For simplicity, in this example, we can consider the following smaller version with only six randomly selected patients, where the features are: chest pain P, cholesterol C, gender G, and resting blood pressure B, and the label is disease D, which is 'Yes' or 'No' according to whether a patient has a heart disease.
The Institute of Cardiology in Budapest, Hungary collected another data set for heart disease patients. From this data set, we may select randomly seven patients. The Cleveland and the Budapest relations are shown in Table 3 .
The main problem is how to combine the two data sources and use them together. We describe two different solutions in the following two sections.
Data integration
To solve the classification problem raised in Example 3.1, we can use data integration [3, 4] . In data integration, we first take the union of the two data sets, yielding an integrated data set with thirteen patients (Table 4) .
Second, we use the integrated data set to build a linear classification using a SVM. The D value 'No' is converted to À1 and 'Yes' is converted to þ1 before the SVM algorithm is applied. The SVM algorithm yields a linear classifier, which can be represented by a linear constraint relation (see Table 5 ).
Classification integration
Considering the Cleveland Patients table, the Cleveland Clinic Foundation may build the linear classifier using a SVM shown in Table 6 (top). Similarly, the Institute of Cardiology in Budapest, Hungary may build based on its data set the linear classification shown in Table 6 (bottom).
As an alternative to data integration, we propose the use of classification integration by taking the natural join of the two linear constraint relations and then selecting the value d ¼ 0:5d 1 þ 0:5d 2 (see Table 7 ). Since the integrated classification is based on two data sets, it can be expected to be better than either the Cleveland classification or the Budapest classification in itself. Table 5 Linear constraint representation of the SVM trained on the integrated data from Cleveland and Budapest. Table 6 Constraint database for the SVMs trained using Cleveland and Budapest patients.
Cleveland classification Table 7 Classification integration of the classifiers from Cleveland and Budapest using a join operator. The constraint relation may be simplified using a projection operator on the variables d 1 and d 2 .
Integrated classification
The reclassification problem
We describe the reclassification problem by giving an example in Section 4.1. Then we introduce several new reclassification methods. Section 4.2 describes the Reclassification with an oracle method. While oracle-based methods do not exist in practice, those methods give a theoretical limit to the best possible practical methods. Section 4.3 describes the practical Reclassification with constraint databases method.
The need for reclassification arises in many situations. Consider the following. where cholesterol is the serum cholesterol in mg/dl, hepatomegaly is '1' if the liver is enlarged and '0' otherwise, gender is '0' for male and '1' for female, and triglicerides level is measured in mg/dl. Fig. 2 shows an example decision tree for the status of patients obtained after training by 50 random examples. A sample training data is shown in Table 8 (left).
Another study found a classifier to distinguish between a real drug and a placebo using: Building a new classifier for ðX ¼ X 1 [ X 2 ; Y ¼ S Â DÞ seems easy, but the problem is that there is no database for ðX; YÞ. Finding such a database would require a new study with more data collection, which would take a considerable time. That motivates the need for reclassification. As Section 4.2 shows, a classifier for ðX; YÞ can be built by an efficient reclassification algorithm that uses only the already existing classifiers for ðX 1 ; SÞ and ðX 2 ; DÞ.
Suppose we need to find a classifier for The next two sections present two different solutions to this problem.
Reclassification with an oracle
In theoretical computer science, researchers study the computational complexity of algorithms in the presence of an oracle that tells some extra information that can be used by the algorithm. The computational complexity results derived using oracles can be useful in establishing theoretical limits to the computational complexity of the studied algorithms.
Similarly, in this section we study the reclassification problem with a special type of oracle. The oracle we allow can tell the value of a missing attribute of each record. That allows us to derive essentially a theoretical upper bound on the best reclassification that can be achieved. The reclassification with oracle method extends each of the original relations with the attributes that occur only in the other relation. Then one can take a union of the extended relations and apply any of the chosen classification algorithms. We illustrate the idea behind the Reclassification with an oracle method using an extension of Example 4.1 and ID3. (Table 9 , top) and triglicerides measure and patient status class to each record of the Drug Efficiency relation ( Table 9 , bottom). After the union of these two relations, we can train an ID3 decision tree to yield a reclassification as needed to complete Example 4.1.
Reclassification with constraint databases
The Reclassification with constraint databases method has two main steps:
(1) Translation to constraint relations: We translate the original linear classifiers to a constraint database representation. Our method does not depend on any particular linear classification method. (2) Join: The linear constraint relations are joined together using a constraint database join operator [5, 6] .
Example 4.3. We give first an example to illustrate the Translation to Constraint Relations. Assume the following variables in the feature space: b, the bilirubin serum, c, the cholesterol rate, g, the gender of the patients, Table 8 Example of medical records for the status of patients and the efficiency of penicillamine. Suppose we try to predict the drug efficiency d on each patient. Then we use the decision tree shown in Fig. 3 to classify the efficiency of the drug. The decision may be translated into linear constraint as shown in Table 10 (top). We also try to predict the status s. Similarly, the decision tree represented in Fig. 2 is used to generate the constraint relations in Table 10 (bottom).
The reclassification problem can be solved by a constraint database join of the Drug and Status relations, expressed in nonrecursive Datalog as follows:
Reclass(b,c,g,h,t,d,s) :-Drug(b,c,g,h,d), Status(c,g,h,t,s).
The evaluation of the above query requires a constraint database join, which is explained in detail, for example in the textbook [6] . The pseudocode below presents an outline of the database join. In the pseudocode, we use R½i for the ith constraint tuple of relation R. The pseudocode uses two functions, namely combine_and_simplify and satisfiable, which takes the conjunction and simplifies the constraint tuples and tests the satisfiablity of a constraint tuple, respectively.
Join (R1; R2) input: R1 and R2 two constraint relations. output: Relation S containing the join of R1 and R2. S := empty fori := 1 to size(R1)do forj := 1 to size(R2)do Temp := combine_and_simplify (R1½i; R2½ j) ifsatisfiable(Temp)then S := S [ Temp end-if end-for end-for return (S)
To find the value of the Reclass relation in our present case, the constraint join operator will try to combine every constraint tuple of Drug with every constraint tuple of Status. If the combination of the two tuples yields an unsatisfiable set of constraints, then it is discarded. Only those combinations are kept that are satisfiable for some input values for the features. As there are eight constraint tuples in both Drug and Status, there are 64 possible combinations to consider. Table 11 shows the first five satisfiable constraint tuples of Reclass.
In the Reclass relation, the first tuple is a combination of the first tuple of Drug with the first tuple of Status. A constraint database would usually not only check satisfiability but also simplify the constraints. That would mean deleting unnecessary constraints. For example, c < 106 is unnecessary because it is already implied by c < 74, which is the first constraint in the first tuple of Reclass.
Next, the first tuple of Drug and the second tuple of Status are combined. However, that is unsatisfiable because one contains c < 74 while the other contains c > 106. Hence this combination is not part of Reclass. Similarly, we also discard the combination of the first tuple of Drug with the third and fourth tuples of Status. Therefore, the next combination that is satisfiable is the first tuple of Drug and the fifth tuple of Status. This satisfiable combination is recorded as the second constraint tuple of Reclass. The other tuples are determined similarly. With n constraint tuples in both input relations, the overall time complexity of the constraint join operator is Oðn 2 Þ [6] , that is, it is as efficient as a relational database join operator.
Let Patients(id,b,c,g,h,t) be a relation that records the identification number and the features of each patient. Then the following non-recursive Datalog query can be used to predict the drug efficiency and the status for each patient:
Instead of Datalog queries, one can use the logically equivalent SQL query:
CREATE VIEW Predict AS SELECT R.d, R.s FROM Patients as P, Reclass as R
The SQL query is evaluated similarly to the Datalog query. It is largely a stylistic preference whether one uses SQL or Datalog queries.
Experimental results and discussion
Section 5.1 compares the data integration and the classification integration methods of Section 3, while Section 5.2 compares the reclassification with an oracle and the reclassification with constraint databases methods of Section 4.
We tested our methods using both SVMs and decision trees. However, our goal is not to compare SVMs with decision trees but to show the versatility of our methods. Note that each method can use either SVMs or decision trees, but comparing a method that uses SVM with another method that uses decision Table 10 Translation of the decision trees shown in Figs. 2 (bottom) and 3 (top) . trees cannot decide which method is better because the difference may be due only to the differences between SVMs and decision trees.
Data integration vs. classification integration
We compare the data integration and the classification integration methods assuming that both methods use either SVMs or decision trees as original linear classifiers. In our experiments, we used the SVM implementation from SVMLib [26] and a heart disease diagnosis data set [25] , which includes data from the following three hospital sources:
Cleveland Clinic Foundation, USA (303 patients), Institute of Cardiology, Budapest, Hungary (294 patients), University Hospital of Zü rich, Switzerland (123 patients).
Each hospital records the following ten features:
(1) age: years (2) gender: (0 = female, 1 = male) (3) cp: chest pain (1 = typical angina, 2 = atypical, 3 = nonanginal, 4 = asymptomatic) (4) trestbps: resting blood pressure (in mmHg on admission to the hospital) (5) chol: serum cholestoral in mg/dl (6) restecg: resting electrocardiographic results (7) thalach: maximum heart rate achieved (8) exang: exercise induced angina (0 = no, 1 = yes) (9) oldpeak: ST depression induced by exercise relative to rest (10) disease: presence of heart disease (À1 = not present, 1 = present)
We used the first nine features to predict the last feature, using the following procedure, where n is a parameter controlling the size of the training set:
(1) Randomly select 60 patients from the three hospitals as a testing set. (2) Randomly select n percent of the remaining patients as a training set. Figs. 6 and 7 (top) report the average results of repeating the above procedure ten times for each n equal to 5; 15; 25; . . . ; 95 when using SVMs and decision trees respectively as original classifiers.
We also simulated missing values by generating the following three subsets from the original data set by removing two features from each source:
BUDAPEST with features (1, 2, 3, 4, 5, 7, 9, 10) CLEVELAND with features (1, 2, 3, 5, 7, 8, 9, 10) ZÜ RICH with features (1, 2, 3, 5, 6, 7, 9, 10) In each subset, we used the first seven features to predict the last one. We used those three subsets in a similar manner as described in the above procedure.
Results: The classification integration method was more accurate than the data integration method when both used SVMs (Fig. 6 ) but less accurate when both used decision trees (Fig. 7) . Surprisingly, classification integration improves in both cases when the training data set contains missing values.
Discussion: Classification integration and data integration can be compared for both accuracy and general applicability.
Accuracy: We can say that in general classification integration is more accurate than data integration when both use SVMs. Further, the experiments suggest that the increased accuracy is due to classification integration preserving better the relationships found by the original classifiers. As a hypothetical example, if chest pain is strongly related to heart attack, it will be recognized as such in a hospital where the chest pain of each patient is recorded. However, if the data from that hospital is aggregated with data from other hospitals that did not measure chest pain, then the relationship of chest pain and heart attack may be less clear and recognizable. In that case, a classifier used on the integrated data may miss some of the relationships. That seems to be the reason for the increase of the relative performance of the classification integration over data integration when there are missing values. Based on the SVM experiments, our hypothesis is that as the amount of missing information increases, the classification integration will eventually outperform data integration in the case of other linear classification methods too. Since the experimental results will vary in accuracy according to the actual classifier used and the data, the exact degree of missing information needed for the classification integration to outperform data integration will also vary.
Applicability: Classification integration has a wider applicability than data integration has because a frequent issue in medicine is the lack of availability of raw data due to privacy and legal concerns. When raw data is not available, standard data integration methods cannot be applied but classification integration is still possible to apply.
Reclassification with an oracle vs. reclassification with constraint databases
In this section, we compare the reclassification with an oracle and the reclassification with constraint databases methods. We also compare reclassification with constraint databases with the original linear classification for the DISEASE and the DRUG classes.
We used a Mayo Clinic data set [27] , which contains the medical records of 314 primary biliary cirrhosis patients with the following recorded features:
(1) case number, (2) days between registration and earliest of death, transplantion, or study, (3) age in days, (4) gender (0 = male, 1 = female), (5) asictes present (0 = no or 1 = yes), (6) hepatomegaly present (0 = no or 1 = yes), (7) spiders present (0 = no or 1 = yes), (8) edema (0 = none, 0.5 = edema resolved, 1 = edema despite diuretics), (9) serum bilirubin in mg/dl, (10) serum cholesterol in mg/dl, (11) albumin in mg/dl, (12) urine copper in mg/day, (13) alkaline phosphatase in Units/liter, (14) SGOT in Units/ml, (15) triglicerides in mg/dl, Figure 8 . Prediction of DISEASE (top) of the patients and DRUG (bottom) from the primary biliary cirrhosis data using SVMs. Note that the SVMs and their constraint database representations are identical.
(16) platelets per cubic ml/1000, (17) prothrombin time in seconds, (18) status (0 = alive, 1 = transplant, or 2 = dead), (19) drug (1 = D-penicillamine or 2 = placebo), and (20) histologic stage of the disease (1, 2, 3, 4) .
We generated the following two subsets from the original data set: DISEASE with features (3, 4, 5, 7, 8, 9, 10, 13, 14, 16, 17, 20) DRUG with features (3, 4, 6, 7, 8, 9, 10, 11, 13, 16, 17, 19) Results: In both subsets, we used the first eleven features to predict the last feature. Fig. 8 shows the results of our experiments using SVMs as original classifications. The constraints defining the separating hyperplane of the SVMs can be exactly represented in the constraint database; hence the accuracies of the original SVMs and their constraint database representation are identical. Fig. 9 shows the results with ID3 decision trees. Constraint databases provide a more flexible representation of the original classifications. The experimental results show that constraint databases may significantly improve the accuracy of the classification depending on the choice of the original classifier. Fig. 10 compares the accuracies of the reclassification with an oracle and with constraint databases for SVMs (top) and decision trees (bottom). The results show that the reclassification with an oracle and the reclassification with constraint databases perform similarly for both SVMs and decision trees.
Discussion: In any experiment, we consider the theoretical limit to be the maximum achievable with the use of the original linear classification algorithm. Fig. 10 proves that our practical reclassification with constraint databases method achieves the theoretical limit represented by the reclassification with an oracle method. Figure 9 . Prediction of DISEASE (top) of the patients and DRUG (bottom) from the primary biliary cirrhosis data using ID3 decision trees.
Conclusion
This paper presented the classification integration method and experimentally showed that when classification integration is built upon support vector machines and decision trees and there are many missing values in the data, then it is more accurate than current data integration methods. In addition the reclassification problem was also shown to be solvable using constraint databases without requiring access to the raw data.
In the future, we plan to experiment with other data sets and use non-linear classifiers in addition to SVMs and decision trees. Another interesting direction is to investigate extensions of our methods when the input data vary in time. For example, instead of having all the measurements of a patient at the same time, we have different pieces of measurements with different time instances. Constraint databases are already used for various spatio-temporal applications, and it would be interesting to explore the connections between these applications and the problem of dealing with temporally varying data.
