In this paper, we adapt the differential signature construction to the equivalence problem for complex plane algebraic curves under the actions of the projective group and its subgroups. Given an action of a group G, a signature map assigns to a plane algebraic curve another plane algebraic curve (a signature curve) in such a way that two generic curves have the same signatures if and only if they are G-equivalent. We prove that for any G-action, there exists a pair of rational differential invariants, called classifying invariants, that can be used to construct signatures. We derive a formula for the degree of a signature curve in terms of the degree of the original curve, the size of its symmetry group and some quantities depending on a choice of classifying invariants. For the full projective group, as well as for its affine, special affine and special Euclidean subgroups, we give explicit sets of rational classifying invariants and derive a formula for the degree of the signature curve of a generic curve as a quadratic function of the degree of the original curve. We show that this generic degree is the sharp upper bound.
Introduction
In the most general terms the group equivalence problem can be stated as follows: given an action of a group G on a set of objects, decide whether or not one object can be transformed to another by a group element. An elementary geometry problem of deciding whether or not two triangles are congruent under the action of the group of rigid motions (the Euclidean group) is an example. Many problems in mathematics and applications can be reformulated in this manner, and equivalence problems are closely related to many important classification problems.
The differential signature construction originated from Cartan's method for solving equivalence problems for smooth manifolds under Lie group actions [7] . Signatures and, in particular, signatures of smooth curves gained popularity in many applications, such as image processing, computer vision, and automated puzzle assembly [3, 5, 21, 14] . The differential signature construction for curves consists of the following steps: (1) an action of a group on a plane is prolonged to the jet space of curves of sufficiently high order; (2) on this jet space, a pair of independent differential invariants is constructed; (3) the restriction of this pair to a given a curve parametrizes the signature curve. Since the signature is based on invariants, two equivalent curves have the same signature. The challenge lies in finding a pair of invariants so that (most) non-equivalent curves have different signatures. In principle, such a pair of invariants can be found either by the classical moving frame method formulated by Cartan [6] or by its modern generalization by Fels and Olver [10] , although in practice this may be challenging for large groups. The invariants obtained by the moving frame method are, in general, only locally defined and are designed to solve local equivalence problems, i.e. a problem of deciding whether or not there exist segments of two smooth curves that are G-equivalent. The challenges arising when using these signatures for solving global equivalence problems for smooth curves, even in the case of the well-studied Euclidean action, underscored are in works [19] , [20] and [29] .
In contrast with the smooth case, any two irreducible algebraic curves that are locally equivalent are also globally equivalent. In addition, in the algebraic setting we can take advantage of well-developed computational algebra algorithms to compute, compare and analyze signature curves. In order to take the full advantage of this machinery, we need to build signature from rational invariants, in which case the signature of an algebraic curve is again algebraic. The differential invariants obtained by the classical Cartan moving frame method (called normalized invariants) or their counterparts obtained Fels-Olver generalization (called replacement invariants) are not rational in general. In fact, an algebraic adaptation of the Fels-Olver given in [23] shows that local replacement invariants, in general, are algebraic over the field of global rational invariants.
As the first main result of this paper, we prove existence of two rational differential invariants that can be used to construct signatures with good separation properties: Result 1. Let G ⊂ PGL(3) be any closed algebraic subgroup of the projective group of positive dimension. Then there exists a pair of rational differential invariants, called classifying invariants, of differential order at most equal to the dim G, such that the signatures based on these invariants characterize equivalence classes of generic algebraic curves of degree d for all d such that d+2 2 − 2 ≥ dim G. See Theorem 2.36.
Here and throughout the paper we formulate several results for a generic curve of degree d. This means that there exists a nonempty Zariski-open subset P d of the vector space C[x, y] ≤d of all polynomials of degree at most d, such that a result is valid for all curves whose defining polynomials lie in P d .
Given a pair of rational classifying invariants, the signature of a curve X ⊂ C 2 is constructed as follows. The restriction of classifying invariants to an algebraic curve X ⊂ C 2 defines a rational map σ X : X C 2 called the signature map. Its image S X = σ X (X) is called the signature of X, and it is a Zariski-dense 1 subset of its closure S X , called the signature curve of X. The defining polynomial for the signature curve can be explicitly computed using elimination algorithms, as was studied in [4] . However this computation is not always practically feasible and it is natural to ask what properties of signature curves can be determined a priori. As the first step in this direction, we obtain a formula for the degree of the signature curve.
Result 2. For a fixed algebraic group and a fixed set of classifying invariants, we derive a formula for the degree of the signature curve of an algebraic curve in terms of the degree of the original curve, the size of its symmetry group, and some quantities that depend on a choice of classifying invariants. See Theorem 3.8.
One consequence of Theorem 2.20 is that, over C, a classifying set of differential invariants can be computed by an algorithm for computing generators for the field of rational invariants, such as algorithms presented in [8] and [22] . However the running time for these algorithms can be prohibitively large for large groups, and these algorithms may produce a redundant set of generators from which two appropriate invariants must be chosen. For the actions of the full projective group PGL(3) and its classical subgroups it appears more practical to build rational classifying invariants from the classical (non-rational) differential invariants. We give explicit formulas for the classifying pairs for the special Euclidean SE(2), the special affine SA(2), the affine A(2) and projective PGL(3) groups. These groups are especially relevant in computer vision and image processing. We derive formulas for the degrees of signatures of generic curves based on these pairs of invariants and show that these degrees are sharp upper bounds.
Result 3. For the actions of the full projective group PGL (3) , and its subgroups such as the special Euclidean SE(2), the special affine SA(2), the affine A(2) and the classifying pairs of invariants given by (17) , we find an upper bound for the degree of the algebraic signature of a plane curve of degree d and show that this bound is tight for generic curves. See Theorem 4.13.
While the results are proved for complex curves under the action of complex algebraic groups, for many practical applications solving equivalence problems over the real field is important. For this reason, throughout the paper we often compare and contrast with the real case. In particular, we would like to note that the pair of classifying invariants (17) can be proved to be classifying over R (see [4] ). Therefore, the signature of the real part of a complex curve X is contained in the real part of the signature curve S X . Thus the degree results obtained in Theorem 4.13 are also applicable in the real case.
The paper is structured as follows. In Section 2 we review known results about actions and invariants of algebraic groups, as well as the results about the jet spaces and differential invariants. We then prove our first main result about the existence of a pair of classifying invariants. Additionally we establish some basic facts about the relationship of the symmetry group of a curve and the curve's signature map, which play an important role in the degree formulas. In Section 3 we review some necessary definitions and theorems of algebraic geometry and prove our second main result, which is a formula for the degree of the signature polynomial. In Section 4 we examine the signature polynomial for some specific examples of subgroups of the projective group and prove our third main result about the degree of signatures of the generic curves for these groups. We also consider the family of Fermat curves, defined by polynomials F d (x, y) = x d + y d + 1, to show that the degree of a signature curve may be significantly lower than the generic degree. For this family, we give explicit formulas for signatures polynomials for all d under the actions of the projective and affine group.
Although the paper contains only few examples and computational details, the Maple code and a large selection of examples is available on an online supplementary material page https: //mgruddy.wixsite.com/home/dsag-supplementarymaterials.
Differential invariants and signatures of algebraic curves
In this section, we prove our main structural results about the field of rational differential invariants and signatures of algebraic curves. We start by reviewing, in Section 2.1, known results about actions and invariants of algebraic groups. In Section 2.2, we consider the action of the projective group and its subgroups on algebraic curves, give definitions of equivalence and symmetry for algebraic curves, and prove some useful results about the symmetry groups of curves (Propositions 2.9-2.11). In Section 2.3 we prolong the action to the jet space of curves and define the notion of rational classifying differential invariants. We prove an important structural result about the field of rational differential invariants (Theorem 2.17), as well the existence of a classifying set (Theorem 2.20). In Section 2.4, we show how differential invariants are evaluated on an algebraic curve. We define the notion of exceptional curves and show that generic curves are non-exceptional (Theorem 2.26). Section 2.5, we define the signature map and the signature curve of a non-exceptional algebraic curve. We show that signatures characterize the equivalence classes of generic algebraic curves (Theorem 2.36) and prove that the signature map of a curve X is generically n to one where n is the cardinality of the symmetry group of X (Theorem 2.37).
Actions and invariants of algebraic groups
In this section we review common definitions and known results about actions and invariants of algebraic groups on algebraic varieties. The exposition follows [38] and we refer to this publication for details, proofs, and further references. 4. If the field C(Y) is rational 2 and the transcendental degree of C(Y) G over C equals to 1 or 2, then C(Y) G is rational over C.
Remark 2.7. It is worthwhile mentioning that the second part of the proposition is not valid over real numbers. For example, the field of rational invariants for the action of the group R * (non-zero real numbers under multiplication) on R 2 defined by (x, y) → (λ 2 x, λ 2 y) is generated by K = x y , but K is not separating. Conversely, for the translation action of R on R 2 defined by (x, y) → (x + a, y), the invariant K = y 3 is separating but not generating.
Equivalence classes and symmetries of algebraic curves
We now restrict our attention to the regular action of an algebraic group on the complex projective plane CP 2 . Such action induces a homomorphism from G to Aut(CP 2 ) = PGL(3), see [18] . Thus we view an algebraic group G acting on CP 2 as a closed subgroup of the projective linear group PGL(3) 3 An element g ∈ G can be represented by a 3 × 3 non-singular complex matrix A g , which is defined up to scaling. We use homogeneous coordinates [x 0 : x 1 : x 2 ] to represent a point p ∈ CP 2 . Then the action of G on CP 2 is defined by:
On C 2 , we use coordinates (x, y). For an affine point p = (x, y) ∈ C 2 , we use abbreviation [1 : p] = [1 :
x : y] to denote the corresponding projective point. The action (1) induces a rational action Φ : G × C 2 C 2 given by
We are interested in the characterization of the equivalence classes of algebraic curves under this action. Given a curve X ⊂ C 2 , let g · X denote the the image of X under g, namely Φ(g, X). As this is a rational action, the image may not be an algebraic curve, and so we will consider its Zariski closure g · X.
Definition 2.8. We say that an algebraic curve X ⊂ C 2 is G-equivalent to an algebraic curve Y ⊂ C 2 if there exists g ∈ G such that X = g · Y .
Clearly G-equivalence satisfies all properties of an equivalence relation, and we use the notation X ∼ = G Y to denote the G-equivalence of curves X and Y . Elements g ∈ G defining self-equivalences of X are called symmetries of X in G. It is not difficult to show that the set of all symmetries Sym(X, G) = {g ∈ G | X = g · X} form a closed algebraic subgroup of G, called the symmetry group of X with respect to G. Note that the symmetries of X that fix every point of the curve form a normal subgroup of Sym(X, G), called the stabilizer group of X with respect to G:
We show that for a natural class of curves, Stab(X, G) only consists of the identity element. Proposition 2.9. For an irreducible curve X ⊂ C 2 of degree greater than one, the stabilizer group Stab(X, G) consists of only the identity. 2 i.e. isomorphic to a field of rational functions of a finite number of independent variables. 3 From now on we will refer to PGL(3) as the projective group.
Proof. For g ∈ G and let A g ∈ GL(3) be any of its representatives. Then a point p ∈ C 2 is fixed by g if and only if (1, p) is an eigenvector of A g . Therefore, the set C 2 g of points fixed by g is the intersection of the affine plane {x 0 = 1} with the union of the eigenspaces of the matrix A g . There are three possibilities: (1) A g has three linearly independent eigenvectors, then C 2 g consists of (at most) three distinct points, (2) A g has an eigenspace of dimension 2 and an eigenspace of dimension 1, then C 2 g consists of (at most) a line and a point, (3) A g has an eigenspace of dimension 3, then C 2 g = C 2 . If g ∈ Stab(X, G), then X ⊂ C 2 g . Since X is irreducible of degree > 1, it follows that C 2 g = C 2 . This implies that A g is a scalar multiple of the identity matrix and g is the identity element of PGL(3).
We finish this section by proving two useful propositions concerning the orbits of Sym(X, G). Proposition 2.10. If X is irreducible of degree greater than one, then | Sym(X, G)| is infinite if and only if there exists a point p ∈ X whose orbit under Sym(X, G) is dense in X.
Proof. Let H = Sym(X, G). This is an algebraic group acting on X.
(⇒) Assume |H| is infinite. Then since H is algebraic, dim H > 0. Let H 0 denote the connected component of H containing e. By [36, Prop. 2.2.1], this is a closed normal subgroup of H of finite index and so dim H 0 > 0. By Proposition 2.3, for any p ∈ X the orbit H 0 p is an irreducible quasi-affine subvariety of X. Since dim X = 1, the dimension of H 0 p is either zero or one. If for all p ∈ X, dim H 0 p = 0, then H 0 p = {p} for all p ∈ X. In this case, Stab(X, G) contains H 0 , contradicting the statement of Proposition 2.9. Therefore, there exists p ∈ X such that dim H 0 p = 1. Since X is irreducible of dimension 1, this implies H 0 p = X.
(⇐) Assume there exists a point p ∈ X whose orbit under H is dense in X. Then dim Hp = 1. By Proposition 2.3, dim Hp ≤ dim H. Therefore dim H > 0 and so |H| is infinite. Proposition 2.11. If X is irreducible of degree greater than one and | Sym(X, G)| = n < ∞, then for all but finitely many points p ∈ X the orbit under Sym(X, G) consists of exactly n distinct points.
Proof. Let H = Sym(X, G). For g ∈ H, define X g = {p ∈ X | g · p = p}. From the proof of Proposition 2.9 it follows that if g = e, then X g is either empty or finite. Consider the set E g = {p ∈ X | g · p is undefined}, which is also empty or finite. Since |H| is finite, the set ∆ = ∪ g∈H (E g ∪ X g ) is empty or finite. For all p ∈ X\∆, g · p is defined for all g ∈ H and the stabilizer H p = {e}. Then |Hp| = |H|/|H p | = n.
It is important to note that under the action G ⊂ PGL(3) described by (2) the degree and the irreducibility property are preserved. From now on and throughout the paper we will make the following assumptions:
2. The rational action of G on C 2 is defined by (1) and (2).
3. X ⊂ C 2 is an irreducible algebraic curve of degree greater than one.
Classifying differential invariants
To define differential invariants, we prolong the action of G to the jet space J n of planar curves. For our purposes, we can ignore the points where the curve has vertical tangent and identify J n with C n+2 . The coordinate functions on J n are denoted by (x, y, y (1) , . . . , y (n) ). Although formally, y (k) is viewed as an independent coordinate function, we define the prolongation formulas keeping in mind that y (k) is the "place holder" for the k-th derivative of y with respect to x. Definition 2.13. Let G act on C 2 . For a fixed g, let (x, y) = g · (x, y). The prolongation of the G-action from C 2 to J n is a rational action defined by g · (x, y, y (1) , . . . , y (n) ) = (x, y, y (1) , . . . , y (n) ) where
for k = 1, . . . , n − 1.
The operator d dx is the total derivative operator. This is the unique C-linear operator mapping C(J n ) → C(J n+1 ) for n ≥ 0 satisfying the product rule, d dx (x) = 1, and d dx (y (k) ) = y (k+1) for k ≥ 0. Here we use the convention that y = y (0) and coordinate functions of g are considered to be constant with respect to x. Definition 2.14. A differentiable function K(x, y, y (1) , . . . , y (n) ) on J n is called a differential function. The differential order of K is the maximal k, such that K explicitly depends on y (k) :
If K is invariant under the prolonged action it is called a differential invariant.
Note that if ord(K) = k, then K ∈ C(J n ) for all n ≥ k. In Theorem 2.17, we show that the field C(J r ) G of rational invariants of the order at most r = dim G has a very simple structure. We start by formulating (in our context) an important result originally due to Ovsiannikov [33] (see also [30, Theorem 5.11] ). 4 Proposition 2.15. Let a group G of dimension r act on C 2 . Then there is k ≥ 0 such that, for all n ≥ k, the maximal orbit dimension of the prolonged action on J n is r.
We also will need the following result that can be directly verified (see also [30, Prop. 5.15] ). Lemma 2.16. Assume K 1 and K 2 are two independent differential invariants such that max {ord(K 1 ), ord(K 2 )} = k. Then dK 2 dK 1 := dK2 dx dK1 dx is a differential invariant of order k + 1.
The proof of the next theorem invokes the line of the argument in the proof of Theorem 5.24 in [30] and uses Proposition 2.6 stated above.
Theorem 2.17. Let dim G = r, then the field of C(J r ) G of rational invariants on J r is a rational field of transcendental degree two. In other words, there exists two rational invariants
Moreover K 1 and K 2 can be chosen so that K 1 is of differential order k, strictly less than r, and K 2 is of differential order r. In addition, the field C(J k ) G of rational invariants on J k is a rational field of transcendental degree one and
Proof. The dimension of an orbit can not exceed the dimension of the group. Therefore, since dim J r−1 = r + 1, the transcendental degree of C(J r−1 ) G is at least 1 by Part 3. of Proposition 2.6. Thus there exists a rational invariant K 1 such that ord(K 1 ) = k 1 < r. We may assume that the order k 1 of K 1 is minimal among all such invariants. Similarly, since dim J r = r +2, the transcendental degree of C(J r−1 ) G is at least 2, and there exists a rational invariant K 2 , algebraically independent from K 1 , such that ord(K 2 ) = k 2 ≤ r. By the minimality assumption on k 1 , we have k 1 ≤ k 2 . Assume that k 2 < r. By Proposition 2.16, invariant H 1 = dK2 dK1 is of order k 2 + 1. For i > 1, we define invariants H i = dHi−1 dK1 . The n + 2 invariants K 1 , K 2 , H 1 , H 2 , . . . , H n are of orders k 1 , k 2 , k 2 + 1, . . . k 2 + n, respectively. Since K 1 and K 2 are independent, and each subsequent invariant contains a new jet variable, the gradients of these invariants as functions on J k2+n are independent, and hence the invariants are independent. Therefore the maximal orbit dimension on J k2+n does not exceed dim J k2+n − (n + 2) = k 2 . Since n can be arbitrary large, it follows from Proposition 2.15 that k 2 = r. In summary, we proved so far
and that there are no differential invariants of orders strictly less than k 1 , or strictly between k 1 and r.
Assume that there is an invariant K 3 of order r, independent of K 1 and K 2 . Then by similar argument as in the above paragraph, the n + 3 invariants K 1 , K 2 , K 3 , H 1 , H 2 , . . . , H n of orders k 1 , r, r, r + 1, . . . r + n, respectively, are independent for all n. It follows that the maximal orbit dimension on J r+n does not exceed dim J r+n − (n + 3) = r − 1 for all n. This contradicts Proposition 2.15.
We conclude that the transcendental degree of C(J k ) G is 1 and the transcendental degree of C(J r ) G is 2. Then (3) and (4) follow from Part 4 of Proposition 2.6.
Remark 2.18. In fact, from Theorem 5.24 in [30] and Sophus Lie's classification of all infinitesimal group actions on the plane (see Table 5 in [30] ) it follows that there are only three possibilities for the differential order k of the lower order classifying invariant K 1 , namely k = r − 1, k = r − 2 and k = 0. For most of the actions (and all actions considered in Section 4 of this paper) k = r − 1. The case k = 0 occurs if and only if the action G is intransitive on C 2 . An example of such action is the action of a 2-dimensional subgroup of PGL(3), given by (x, y) → (λx + a, y), where λ ∈ C * is non-zero and a ∈ C. Among subgroups of PGL(3), the third possibility, k = r − 2 = 0, occurs only for two actions: (1) a three-dimensional subgroup acting by (x, y) → (λx + a, λy + b), where λ ∈ C * and a, b ∈ C and (2) a four-dimensional subgroup acting by (x, y) → (λx + a, cx + λ 2 y + b), where λ ∈ C * and a, b, c ∈ C
We can use the same definition of the classifying invariants as was given in [4, Definition 7] in the real case.
Definition 2.19. Let r-dimensional algebraic group G act on C 2 . Let K 1 and K 2 be rational differential invariants of orders r − 1 and r, respectively. The set Over C we can prove existence of a classifying set of invariants of any group action: Theorem 2.20. For any action of G ⊂ PGL(3) on C 2 there exists a classifying set I = {K 1 , K 2 } of differential invariants. Moreover the set I is classifying if and only if I generates the field C(J r ) G of rational differential invariants of order r = dim G and K 1 generates the field C(J r−1 ) G of rational invariants of order r − 1 .
Proof. This result follows immediately from Theorem 2.17 and Part 2 of Proposition 2.6. Remark 2.7 underscores that over R the above proof of Theorem 2.20 is not valid. It is an interesting question, whether or not the statement of this theorem (or possibly some modification) is valid over R. In Section 2.5 we show that signatures based on classifying invariants characterize the equivalence classes of generic algebraic curves. In Section 4.1 we list the classifying invariants for the full projective group and several of its classical subgroups.
Restriction to algebraic curves
To evaluate differential functions on an affine curve, we lift them into the jet space as follows.
For any point p = (p 1 , p 2 ) ∈ X with F y (p) = 0 the curve X agrees in some neighborhood of p with the graph of an analytic function y = f (x). Then for a positive integer n, we can define y (n)
X is a rational function on X that, using the implicit differentiation, can be written as a rational function of partial derivatives of F . For example,
It follows that, y (n)
X is a rational function on X. Definition 2.21. The n-th jet of a curve X ⊂ C 2 , denoted X (n) , is the algebraic closure of the image of X under the rational map j n X : X J n , where for p ∈ X,
Note that the prolongation of the action of G to J n (Definition 2.13) is defined so that the following fundamental property holds:
In particular, the n-th jet of the image of X under the action of g ∈ G coincides with the image of the n-th jet of X under the prolonged action of g:
g · X (n) = (g · X) (n) .
Definition 2.22. For a curve X, the restriction of a differential function K to X is denoted K| X and defined by the composition, K| X = K • j n X . If K is a rational differential function on J n , then K| X is a rational function on X, and we can obtain the explicit formula for K| X as a rational function of x and y by substituting the expressions y (1) X , . . . , y (n) X in (5) for coordinates y (1) , . . . , y (n) . Definition 2.23. Let I = {K 1 , K 2 } be a classifying set of rational differential invariants for a group G of dimension r. Let ord(K 1 ) = k and let W 1 ⊂ J k be a maximal domain of separation for {K 1 } and W 2 ⊂ J r be a maximal domain of separation for I. Then, for
and ∂K2 ∂y (r) | j r X (p) = 0 otherwise. The condition that j r X (p) is defined can equivalently be stated as F y (p) = 0 where F (x, y) is the polynomial whose zero set equals X. Thus singular points of X are not I-regular. Definition 2.24. A complex algebraic curve X ⊂ C 2 is called non-exceptional with respect to a classifying set of differential invariants, I, if all but a finite number of its points are I-regular.
We will need the following lemma to show that generic curves are non-exceptional. Lemma 2.25. Let d, n be positive integers satisfying n ≤ d+2 2 − 2. For a generic point a = (a 0 , . . . , a n ) ∈ C n+1 , there exists an algebraic curve X ⊂ C 2 of degree d for which (0, a 0 ) ∈ X and j (n) X (0, a 0 ) = (0, a 0 , . . . , a n ).
is a rational function of both the points of V (F ) and the coefficients of F , as seen in (5) , this is a quasi-projective variety. The conditions F (0, a 0 ) = 0 and a k = y (k) X (0, a 0 ) are algebraically independent, since each involves a new variable, a k . From this, it follows that Y has codimension n + 1 in P(C[x, y] ≤d ) × C n+1 and thus dimension d+2 2 − 1. The projection of Y onto C n+1 is therefore a quasi-affine variety. It either contains a nonempty Zariski-open set or is contained in a hypersurface in C n+1 . We need to rule out the latter when n ≤ d+2
Suppose for the sake of contradiction that for some n ≤ d+2 2 − 2, there is a polynomial relation P (y, y (1) , . . . , y (n) ) = 0 that holds for every point on the image of X ∩ V (x) under j (n) X for every irreducible curve X of degree d. Without loss of generality, we can assume that n is the minimal integer for which this holds and that the polynomial P is irreducible. Then, by Bertini's theorem, for generic a 0 , . . . , a n−1 ∈ C, P (a 0 , . . . , a n−1 , y (n) ) is a non-zero polynomial in y (n) with simple roots, around which y (n) is an analytic function of a 0 , . . . , a n−1 . Due to the uniqueness theorem for the solutions of complex ODEs [24] , for any such a 0 , . . . , a n−1 and a n with P (a 0 , . . . , a n ) = 0, there exists a unique solution y = f (x) to the differential equation P (y, y (1) , . . . , y (n) ) = 0 satisfying the initial conditions x = 0, f (0) = a 0 , and f (k) (0) = a k for k = 1, . . . , n.
If there exists an irreducible polynomial F ∈ C[x, y] of degree d for which F (x, f (x)) is identically zero, then F is unique up to scaling. This means that every point in the projection of Y onto C n+1 has at most one preimage. Since the projection has dimension ≤ n, this implies that the dimension of Y is also at most n, which contradicts the calculation that dim(Y) equals d+2 2 − 1 > n. Therefore the projection of Y onto C n+1 must be Zariski-dense.
Theorem 2.26. Let I be a G-classifying set of rational differential invariants for the action of a group G. Then for d ∈ Z + with d+2 2 − 2 ≥ dim(G), a generic plane curve of degree d is non-exceptional with respect to I.
Proof. For an irreducible curve X, the I-regular points form a Zariski-open subset of X, as seen in Definition 2.23. Either this is all but finitely-many points of X, in which case X is non-exceptional, or empty, meaning that no points of X are I-regular. In particular, if all intersection points of X with V (x) are I-regular, then X is non-exceptional.
Indeed, the condition that a point p is I-regular on X is equivalent to the jet j (r)
is also dominant. Therefore, for a generic plane curve of degree d, the points X ∩ V (x) are I-regular in X, and thus X is non-exceptional.
We will also make use of the G-invariance of the set of non-exceptional curves.
Proof. We check that if conditions (a) -(c) in Definition 2.23 are satisfied by all but finitely many points on X, then the same is true for Y .
(a) Assume that there are at most finitely many points p ∈ X, such that j r X (p) is undefined (equivalently F y (p) = 0, where F is a defining polynomial of X). This is, in fact, true for any irreducible curve of degree greater than 1. Since the action of G preserves these properties, there are at most finitely many points p ∈ Y , such that j r Y (p) is undefined. (b) Assume that there are at most finitely many points p ∈ X, such that j k X (p) / ∈ W 1 and j r X (p) / ∈ W 2 . From the G-invariance of W 1 and W 2 and (6), combined with the fact that Y \(g · X) is a finite set, it follows that there are at most finitely many points
We start by showing that if K is a differential invariant of order n, then the set of points
, whenever both sides are defined, and the differentiation with respect y (n) using the chain rule yields:
The last equality follows from the fact that the functions x, y, and y (i) , given in Definition 2.13, do not depend on y (n) for i = 1, . . . , n − 1. Thus if ∂K ∂y (n) (p (n) ) = 0, so does every point in the orbit of p (n) .
Condition (c) states that, if K 1 is constant on X, then for all but finitely many p ∈ X, ∂K1 ∂y k | j k X (p) = 0, otherwise for all but finitely many p ∈ X, ∂K2 ∂y r | j r X (p) = 0, where k = ord(K 1 ) and r = ord(K 2 ). Due to (6) , and G-invariance property showed above, the same is true for Y .
Differential signatures of algebraic curves
Definition 2.28. Let I = {K 1 , K 2 } be a classifying set of rational differential invariants with respect to the action G, and let X ⊂ C 2 be a non-exceptional curve. Then the rational map σ X : X C 2 with coordinates (K 1 | X , K 2 | X ) is called the signature map. The image of S X = σ X (X) is called the signature of X.
Note that since X is irreducible, then the closure S X is also an irreducible variety of dimension 0 or 1. If dim(S X ) = 0, then it is a single point and, therefore, σ X is a constant map. If dim(S X ) = 1, then it is an irreducible planar curve, which we call the signature curve of X. An irreducible polynomial vanishing on S X is called a signature polynomial and is denoted by S X and it is unique up to scaling by a non-zero constant.
Proposition 2.29. Assume that X, Y ⊂ C 2 are G-equivalent and non-exceptional with respect to a classifying set of rational differential invariants
Proof. If X and Y are G-equivalent, then there exists g ∈ G such that Y = g · X. Due to the fundamental property of prolongation (6), we have j r Y (q) = g · j r X (p), for any p ∈ X where q = g · p is defined. Since K 1 and K 2 are invariant, we have
This implies σ X (p) = σ Y (q). Since g · p is defined for all but finitely many points in X and g · X is dense in Y , this implies that S X = S Y .
We will gradually work towards proving the converse of the above statement, and thus showing that the signature polynomials characterize the equivalence classes of curves. We will also show the relationship between the cardinality of the preimage of a generic point under a signature map and the cardinality of the symmetry group. For both of these results we need several lemmas. Lemma 2.30. Let I = {K 1 , K 2 } be a classifying set of rational differential invariants with respect to the action G, and let X, Z ⊂ C 2 be two non-exceptional curves, such that the restrictions of K 1 to both curves equal to the same constant function:
Proof. Since p is non-singular for both X and Z, in some neighborhood of p, curves X and Z coincide with the graphs of an analytic functions y = f (x) and y = g(x), respectively. Both y = f (x) and y = g(x) are solutions of the differential equation
with the same initial condition described by the point j k
∂y k | j k X (p) = 0, and so using the implicit function theorem, (8) can be rewritten as y (k) = H(x, y, y (1) , . . . , y (k−1) ) in a neighborhood of j k X (p), where H is an analytic function of the jet coordinates. We can now invoke the uniqueness theorem for the solutions of complex ODEs [24] to conclude that f (x) = g(x). Therefore X and Z coincide on a positive dimensional subset. Since they are irreducible X = Z. Lemma 2.31. Let I = {K 1 , K 2 } be a classifying set of rational differential invariants with respect to the action G, and let X, Z ⊂ C 2 be two non-exceptional curves with the same signature curves, S X = S Z . If there exists p ∈ X ∩ Z such that
Proof. If σ X (and, therefore, σ Z ) is a constant map, then there exists c ∈ C, such that K 1 | X = c and K 1 | Z = c. Then we are in the situation of Lemma 2.30 and the conclusion follows. Otherwise, σ X and, σ Z define the same signature polynomial
Since p is non-singular for both X and Z, in some neighborhood of p, curves X and Z coincide with the graphs of an analytic functions y = f (x) and y = g(x), respectively. Both y = f (x) and y = g(x) are solutions of the differential equation
with the same initial condition described by the point j k X (p) = j k Z (p). By assumption, ∂S ∂κ2 | σ X (p) and ∂K2 ∂y (r) | j r X (p) are both nonzero. Then using the implicit function theorem, (9) can be rewritten as y (r) = H(x, y, y (1) , . . . , y (r−1) ) in a neighborhood of j k X (p), where H is an analytic function of the jet coordinates. As in the previous lemma, we invoke the uniqueness theorem for the solutions of ODEs, to conclude X = Z. Lemma 2.32. Let I = {K 1 , K 2 } be a classifying set of rational differential invariants with respect to the action G, and let X be a non-exceptional curve. Let p, q ∈ X be two nonexceptional points, such that 1. σ X (p) = σ X (q) 2. if dim S X > 0 and S X (κ 1 , κ 2 ) is the signature polynomial, then ∂S ∂κ2 | σ X (p) = 0. Then there exists g ∈ Sym(X, G), such that q = gp.
Proof. Since, σ X (p) = σ X (q) we have K 1 (j r X (p)) = K 1 (j r X (q)) and K 2 (j r X (p)) = K 2 (j r X (q)).
Since I is a separating set, and p and q are non-exceptional, there exists g ∈ G, such that j r X (p) = g ·j r X (q). Consider a curve Z = g · X. By Lemma 2.27, Z is non-exceptional. Condition S X = S Z holds due to Proposition 2.29. Due to the fundamental property of prolongation (6) we have j r Z (p) = g · j r X (q). This implies p = g · q ∈ Z and j r Z (p) = j r X (p). We verified that X and Z satisfy all conditions of Lemma 2.31. Then X = Z = g · X and, therefore g ∈ Sym(X, G).
Lemma 2.33. Suppose that X is a non-exceptional curve with respect to a classifying set of rational differential invariants I = {K 1 , K 2 }. Then the following are equivalent:
the signature S X consists of a single point.
Proof. (1) ⇒ (2) Assume K 1 | X = c is a constant function on X. Fix a non-exceptional point p. We will show that any non-exceptional point on X belongs to the orbit Hp. Since nonexceptional points are dense in X, the conclusion would follow from Proposition 2.10.
Let q be a non-exceptional point on X. Then K 1 (j k X (p)) = K 1 (j k X (q)) = c where k equals ord(K 1 ). Since K 1 is separating on J k , there exists g ∈ G, such that j k X (p) = g · j k X (q). Consider a curve Z = g · X. By Lemma 2.27, Z is non-exceptional. Condition S X = S Z holds due to Proposition 2.29. Therefore K 1 | Z is the same constant function as K 1 | X . Due to the fundamental property of prolongation (6) we have j r Z (p) = g · j r X (q). This implies p = g · q ∈ Z and j r Z (p) = j r X (p). We verified that X and Z satisfy all conditions of Lemma 2.30. Then X = Z = g · X and, therefore g ∈ H and so q ∈ Hp.
(2) ⇒ (3) Let p be a non-exceptional point. For any q ∈ Hp, there exists g ∈ H, such that p = g · q and X = g · X. If q is non-exceptional, it follows from (6) that j k X (p) = g · j k X (q). Since K 1 is a differential invariant, K 1 | X (g · j k X (q)) = K 1 | X (j k X (q)). Then
Since H is infinite, from Proposition 2.10, it follows the orbit Hp is dense in X. The set of non-exceptional points is also dense in X. Thus K 1 | X is a constant rational function on a dense subset of X and, therefore, is constant on X.
(3) ⇒ (1) Obvious from the definition of S X .
We are now ready to prove the converse of the Proposition 2.29.
Proposition 2.34. If algebraic curves X, Y ⊂ C 2 are non-exceptional with respect to a classifying set of rational differential invariants I = {K 1 , K 2 } under an action of G on C 2 and their signature curves are equal, S X = S Y , then X and Y are G-equivalent.
Proof. Then S := S X = S Y is an irreducible curve, and let S(κ 1 , κ 2 ) be its defining polynomial. If ∂S ∂κ2 were identically zero, then K 1 | X would be constant and Lemma 2.33 would imply that S is a single point. Therefore ∂S ∂κ2 | s is nonzero for all but finitely many points s ∈ S. Moreover, since X and Y are non-exceptional, for all but finitely many such points s ∈ S, none of the points in the preimage σ −1 X (s) are exceptional in X and none of the points in the preimage σ −1 Y (s) are exceptional in Y . By Chevalley's Theorem (see e.g. [17, Thm. 3.16] ), the images S X and S Y are constructible sets and thus all but at most finitely many points of their Zariski closure S. We fix a point s ∈ S with these desired properties, a point p ∈ σ −1 X (s) and a point q ∈ σ −1 Y (s). Otherwise S X (and, therefore, S Y ) is a single point, and we let p and q be any non-exceptional points on X and Y , respectively.
In both cases, σ X (p) = σ Y (q), meaning that K 1 (j r X (p)) = K 1 (j r Y (q)) and K 2 (j r X (p)) = K 2 (j r Y (q)).
Since I is separating and p and q are non-exceptional, there exists a group element g ∈ G for which j r X (p) equals g · j r Y (q). Consider a curve Z = g · Y . By Lemma 2.27, Z is non-exceptional. Condition S X = S Z holds due to Proposition 2.29. Due to the fundamental property of prolongation (6), we have j r Z (p) = g · j r X (q). Therefore, p = g · q ∈ Z and j r Z (p) = j r X (p). We verified that X and Z satisfy all conditions of Lemma 2.31. Then X = Z = g · Y .
Combining Lemma 2.33 with Propositions 2.29 and 2.34 we get the following corollary. We are finally ready to state the first main result of the paper about the existence of a pair of classifying invariants characterizing the equivalence classes of generic irreducible algebraic curves:
Then there exists a pair of differential invariants I = {K 1 , K 2 } of differential order at most r, such that for all integers d, where d+2 2 − 2 ≥ r, there exists a Zarski open subset P d ⊂ C[x, y] ≤d such that any curves X, Y whose defining polynomials lie in P d satisfy:
where S X and S Y are signatures of X and Y based on invariants I, as given by Definition 2.28.
Proof. From Theorem 2.20 we know that there exists a classifying set I of rational differential invariants of order at most r. By Propositions 2.29 and 2.34, the statement (10) The next theorem establishes an important relationship between the size of the symmetry group of an algebraic curve and some properties of its signature map. This result plays a crucial role in our degree formula derived in the next sections.
Theorem 2.37. Suppose that X is a non-exceptional curve with respect to a classifying set of rational differential invariants I = {K 1 , K 2 } for action G. Then | Sym(X, G)| = n if and only if the map σ X is generically n : 1.
Proof. (⇒) We need to show that there exists a dense subset S 0 ⊂ S X , such that |σ −1 X (s)| = n for all s ∈ S 0 . Denote H := Sym(X, G). Since H is finite, from Lemma 2.33, it follows that S X is an irreducible curve and its defining polynomial S(κ 1 , κ 2 ) depends non-trivially on κ 2 . Therefore the set S 1 = s ∈ S X ∂S ∂κ2 s = 0 is dense in S X . Due to Proposition 2.11 for all but may be finitely many points p ∈ X the orbit Hp consists of exactly n distinct points. Moreover, since X has only finitely many exceptional points, the set of points X 0 = {p ∈ X | Hp consists of exactly n non-exceptional points} is dense in X. Then its image S 2 = σ X (X 0 ) is dense in S X . It follows that the intersection S 0 := S 1 ∩ S 2 is dense in S X . For any s ∈ S 0 , let p ∈ σ −1 X (s). By Lemma 2.32, σ −1 X (s) = Hp and so |σ −1 X (s)| = n. (⇐) Suppose that the map σ X is generically n : 1. Then, by Lemma 2.33, Sym(X, G) is finite. By the forward implication, n = Sym(X, G). Example 2.38. Consider the the special Euclidean group SE(2) of complex translations and rotations of C 2 . The set I SE = {K 1 , K 2 }, where K 1 = κ 2 , the square of Euclidean curvature, and K 2 = κ s its derivative with respect to Euclidean arc-length, explicitly given in (16) is classifying. Indeed, one can check directly that I SE separates orbits on the SE-invariant open subset:
x, y, y (1) , y (2) , y (3) | y (1) 2 + 1 = 0 and K 1 separates orbits on an open set W 1 = π(W 2 ) ⊂ J 2 under the standard projection π : J 3 → J 2 . Thus the conditions of Definition (2.19) are satisfied. According to Theorem 2.20 we conclude that C(J 3 ) SE(2) = C(K 1 , K 2 ) and C(J 2 ) SE(2) = C(K 1 ).
By a careful considerations of the conditions in Definition 2.23, we conclude that there are non irreducible curves of degree greater than 1 that are I SE -exceptional.
We will now compute the signature polynomial for the ellipse X defined by the zero set of
The signature map σ X = (K 1 | X , K 2 | X ) : X → C 2 is explicitly defined by
Under the SE(2)-action the ellipse has a symmetry group of cardinality two generated by the 180 • -degree rotation. We observe that in agreement with Theorem 2.37, σ X is generically a 2 : 1 map on X. One can use a Gröbner basis elimination algorithm to compute a signature polynomial of X, that is an irreducible polynomial vanishing on the image of rational map σ X :
Any curve SE(2)-equivalent to X will have the same signature polynomial. For most degree three algebraic curves, it takes much longer to compute their signature polynomials under SE(2) actions, and for higher degree curves it is rarely possible in practice. For this reason, it is of interest to determine properties, such as the degree, of signature polynomials for curves without their explicit computation.
The degree of the signature of algebraic curves
In this section, we give a formula for the degree of the signature polynomial for a nonexceptional curve with finite symmetry group. In Section 3.1 we give the necessary algebraic geometry background for the derivation of degree formula for the signature polynomial. Section 3.2 contains the main result (Theorem 3.8) of this section and some easily computable bounds on the degree of the signature polynomial (Corollary 3.9).
Multiplicity, plane curves, and rational maps
Here we review and establish some fundamental properties of plane curves, their intersections, and their images under rational maps. See, for example, [12] or [35] for more background. In particular, m p (I) is positive if and only if p belongs to the variety V (I). For a homogeneous ideal J ⊂ C[x 0 , x 1 , x 2 ] and a point p = [p 0 : p 1 : p 2 ] ∈ CP 2 with p i = 0, we define the multiplicity of J at p, denoted m p (J), to be m p (I), where p ∈ C 2 and I are obtained from p and J by restricting p i and x i to equal 1, respectively. On can check that this definition is independent of the choice of non-zero coordinate p i .
An important special case is when the ideal I is generated by two polynomials, I = F, G , in which case we call m p (I) = m p (F, G) the intersection multiplicity of F, G at p. In this case, m p (F, G) = 1 if and only if p ∈ V (F, G) and ∇ p F and ∇ p G are linearly independent.
An equivalent definition of multiplicity uses power series. After a change of coordinates, we can take p = (0, 0). Then m p (I) equals the dimension as a C-vector space of the quotient of the power series ring C[[x, y]] by the image of I in this ring:
We now establish some basic facts and notation about rational maps on
are homogeneous polynomials of the same degree d defines a rational map φ : CP 2 CP 2 (denoted by the same symbol). For any non-zero homogeneous polynomial h ∈ C[x 0 , x 1 , x 2 ], a polynomial vector hφ = [hφ 0 , hφ 1 , hφ 2 ] defines an equivalent rational map, in that it defines the same function whenever both are defined. In what follows we do not assume that gcd(φ 0 , φ 1 , φ 2 ) = 1 and the following definition clearly depends on the choice of a polynomial vector.
are homogeneous polynomials of the same degree d, is called a homogeneous vector of degree d and the notation deg(φ) = d is used. The base locus of φ is the set of points at which all its components are zero
We say that φ is defined on an algebraic curve X if X is not contained in Bl(φ). We say that φ is non-constant on an algebraic curve X, if the corresponding rational map φ : CP 2 CP 2 is non-constant when restricted to X. Proof. (a) If p ∈ Bl(φ), then φ is defined at p. Then φ(p) belongs to V (L) if and only if p belongs to V (φ * L). If p belongs to Bl(φ), then it clearly also belongs to V (φ * L).
(b) Since F is irreducible, φ * L and F have a common factor if and only if F divides φ * L. The set of a ∈ CP 2 for which F divides φ * L is Zariski-closed in CP 2 . Since φ is defined on F, there is some φ j not divisible by F, and hence this set is not all of CP 2 . Therefore there is a nonempty Zariski-open set of a ∈ CP 2 for which F and φ * L have no common factors.
(c) Consider the (quasi-projective) variety
where V (F) sing denotes the variety V ( ∂F ∂x0 , ∂F ∂x1 , ∂F ∂x2 ). Let π : Y → CP 2 denote the regular map defined by projection π(p, a) = a. Note that restricting to p ∈ Bl(φ) ∪ V (F) sing makes Y nonsingular. Bertini's generic smoothness theorem [35, Thm 2.27 ] then guarantees the existences of a nonempty Zariski-open set U ⊂ CP 2 so that for all a ∈ U and all preimages (p, a) ∈ π −1 (a), the induced map on tangent spaces d (p,a) π : T Y,(p,a) → T CP 2 ,a is surjective. This induced map on tangent spaces is also projection and one can check that this map d (p,a) π is surjective if and only if the gradients (with respect to x) of F and a 0 φ 0 + a 1 φ 1 + a 2 φ 2 at x = p are linearly independent.
From this, we conclude that for generic a ∈ CP 2 , and any point p in V (F, φ * L), either p ∈ Bl(φ) ∪ V (F) sing or F and φ * L intersect transversely at p and m p (F, φ * L) = 1. For generic a ∈ CP 2 , V (L) misses the image φ(V (F) sing ) of singular points of V (F). Therefore V (φ * L) contains no points in V (F) sing \Bl(φ). Lemma 3.4. Let F ∈ C[x 0 , x 1 , x 2 ] be homogeneous and irreducible, and let φ be a homogeneous vector. For p ∈ V (F) ∩ Bl(φ), the minimum of m p (F, a 0 φ 0 + a 1 φ 1 + a 2 φ 2 ) over all a ∈ CP 2 is achieved generically.
Proof. If p is a non-singular point of V (F), then for any j ∈ Z ≥0 the collection of G for which
Now suppose p is a singular point of X = V (F) and consider a non-singular model Y of this curve with birational morphism f : Y → X (see [12, Ch. 7] ). This induces an embedding of the function fields C(X) → C(Y). Choose some linear form ∈ C[x 0 , x 1 , x 2 ] 1 with (p) = 0. The intersection multiplicity m p (F, G) only depends on G = G/ deg(G) in C(X). Then m p (F, G) The minimum multiplicity in Lemma 3.4 will reappear frequently and we denote it by
The following bounds can be useful for computing this multiplicity:
be an irreducible homogeneous polynomial and φ be a homogeneous vector defined on V (F). For p ∈ Bl(φ) and for any a = [a 0 : a 1 : a 2 ] ∈ CP 2 ,
where the right inequality is tight for generic a ∈ CP 2 .
Proof. For the first inequality, note that for any a ∈ CP 2 , φ * L = a 0 φ 0 + a 1 φ 1 + a 2 φ 2 belongs to the ideal φ 0 , φ 1 , φ 2 . By definition, larger ideals have smaller multiplicities. More precisely, for homogeneous ideals I ⊂ J ⊂ C[x 0 , x 1 , x 2 ] and a point p ∈ CP 2 , we have that m p (I) ≥ m p (J). Therefore for every point p ∈ CP 2 , m p (F, φ * L) ≥ m p ( F, φ 0 , φ 1 , φ 2 ). The inequality then follows from a generic choice of a ∈ CP 2 and equation (12) . The second inequality follows directly from the definition of mult p (F, φ), and tightness follows from Lemma 3.4. Theorem 3.6. Let F ∈ C[x 0 , x 1 , x 2 ] be irreducible and homogeneous and φ be a homogeneous vector, such that the rational map φ : CP 2 CP 2 is defined and generically n : 1 on V (F). Let P ∈ C[y 0 , y 1 , y 2 ] denote the minimal polynomial vanishing on the image φ(V (F)). Then
Proof. Genericity also ensures that φ * L is nonzero and its degree equals deg(φ). By Proposition 3.3(c), for each point p ∈ V (F) ∩ φ −1 (V (L)), the intersection multiplicity m p (F, φ * L) equals one. Since φ is generically n : 1, there are at most finitely many points p ∈ V (F) for which |φ −1 (φ(p)) ∩ V (F)| = n, meaning that the generic line V (L) will not contain the image φ(p) of any of these points. Therefore for every point p ∈ φ −1 (L) ∩ V (F), there are exactly n points of V (F) in the set φ −1 (φ(p) ). Putting this all together gives that
By Chevalley's Theorem (see e.g. [17, Thm. 3.16] ), the image φ(V (F)) is all but finitely many points of its Zariski closure V (P). The genericity of L ensures that every point in V (L) ∩ V (P) belongs to V (L) ∩ φ(V (F)) and that the number of these points equals deg(P). This proves equality in (12).
3.2
The degree of the signature polynomial Definition 3.7. Let X ⊂ C 2 be an algebraic plane curve and let ψ : X C 2 be a rational map. We say that a rational map φ :
for a Zariski-dense set of points p ∈ X at which ψ is defined and φ 0 (1, p) = 0.
Recall from Section 2.5, that a classifying set of rational differential invariants of the action of a group G on C 2 define a signature map σ X on a non-exceptional, irreducible curve X ⊂ C 2 . As in Definition 2.28, we fix a classifying set of rational differential invariants I with respect to the action G and suppose that the signature map σ X : X C 2 is non-constant on X. We will consider a projective extension σ : CP 2 CP 2 . Note that while we will drop X from the notation, the map σ still heavily depends on the original curve X. Theorem 3.8. Let X ⊂ C 2 be a non-exceptional algebraic curve defined by an irreducible polynomial F , and let n = | Sym(X, G)|. Then for any homogeneous vector σ, defining a projective extension σ : CP 2 CP 2 of the signature map σ X , the degree of the signature polynomial S X satisfies
Here F ∈ C[x 0 , x 1 , x 2 ] denotes the homogenization of F .
Proof. From Theorem 2.37 we know that σ X : X C 2 is generically n : 1 map. Then σ is defined and generically n : 1 on V (F), which is the Zariski-closure of the image of X in CP 2 . Since F , and thus F, is irreducible, the minimal polynomial P vanishing on the image σ(V (F)) is also irreducible. Its dehomogenezation is exactly the signature polynomial S X . The result then follows from Theorem 3.6.
At first glance the last term in the degree formula (13) appears to be difficult to obtain as we recall from (11), mult p (F, φ) is defined as the minimal multiplicity over a ∈ CP 2 . The following corollary shows that a generic choice of a ∈ CP 2 gives the desired minimal multiplicity, and thus the degree of the signature can be computed by randomized algorithms. It also establishes the degree bounds, that can also help in determining the degree of a signature curve. Corollary 3.9. Under the hypotheses of Theorem 3.8, for any a ∈ CP 2 , we have
with equality holding for a generic a. In addition:
Proof. This is a direct corollary of Proposition 3.5 and Theorem 3.8.
In the following example we show how one can use the bounds in Corollary 3.9 to predict the degree of the signature polynomial and what problems can arise. Example 3.10. We will illustrate Theorem 3.8 and Corollary 3.9 by studying the signature of the curve X defined by the zero set of the irreducible cubic F (x, y) = x 2 y + y 2 + y + 64 121
for the action of the affine group A(2) consisting of linear transformations and translations on C 2 . We will use classifying invariants (17) introduced in Section 4.1 below. If we restrict these invariants to X and cancel common factors, then we can construct a projective extension σ of σ X where deg(σ) = 26.
In Figure 1 in red, on the left, the real affine points of X are shown, while on the right, the real affine points of its signature curve S X . In blue, on the right, is the line V (L) defined by a = [5 : 1 : 1] and on the left its pullback V (σ * L). Under the action of the affine group of transformations on the plane, X has a symmetry group of size two. Then by Theorem 2.37, the map σ is generically 2 : 1 on X.
A direct computations of the rightmost terms in (14) and (15) give that
This allows us to conclude that p∈Bl(σ) mult p (F, σ) We now show that a lineL defined byã = [1 : −6 : 1] does not provide us with exact degree count (the corresponding pictures are given by Figure 2 ). For this choice of line, p∈Bl(σ) m p (F, σ 0 − 6σ 1 + σ 2 ) = 32 and Corollary 3.9 tells us only that 23 ≤ deg(S X ) ≤ 24 and thatã is non-generic. Indeed, V (L) intersects S X at the point [0 : 6 : 1] which is not in S X , a property that must be avoided by generic lines. 
Classical subgroups of the projective groups
In this section, we apply our general results to the actions of the full projective group and its affine, special affine, and special Euclidean subgroups. In Section 4.1 we explicitly list classifying pairs and exceptional curves for each of these groups. In Section 4.2, we derive the degree formula for signatures of generic curves under these actions as a function of the degree of the original curve (Theorem 4.13), observe that this dependence is quadratic and show that these generic degrees are sharp upper bounds. Finally, in Section 4.3, we use Fermat curves to illustrate that non-generic curves, in particular curves with a large symmetry group, may have much lower degree than generic curves. For arbitrary degree curves in this family, we give formulas of their projective and affine signature polynomials and observe that the degrees of these signatures do not depend on the degrees of the original curves.
Classifying invariants
Here we introduce rational classifying pairs of invariants for the actions of PGL(3) and some of it of well-known subgroups: the affine group A(2), the special affine group SA(2), and the special Euclidean group SE(2).
As we discussed at the beginning of Section 2.2, PGL(3) is a group of automorphisms of CP 2 and is isomorphic to the quotient group GL(3)\{λI}, where GL(3) denotes the group of 3 × 3 non-singular matrices, λ ∈ C is non-zero and I is the identity matrix. The actions of PGL(3) and its subgroups on CP 2 and C 2 are given by (1) and (2). The real subset of SE(2) is the well-known special Euclidean group of rotations and translations on R 2 .
In [4] , the authors used classical non-rational differential invariants to build two lowest order rational invariants for the projective and affine groups and directly proved that they satisfy the Definition 2.19 of classifying invariants over R (see Theorem 4 in [4] ). Using the same line of argument, we can show that these invariants are classifying over C, and also produce classifying pairs for the actions of the special affine and the special euclidean groups over C. The following inductive expressions [9, 26] for classical differential invariants are useful for expressing these pairs in a concise manner. We start with the classical Euclidean curvature and arc-length:
and express the special affine curvature and arc-length in terms of them:
In a similar manner, the projective curvature and arc-length are Group
The explicit formulas for Θ's in terms of jet coordinates are given in Table 1 .
We use I SE , I SA , I A , and I P to denote the respective pairs of classifying invariants in (17) .
Proof. In [4, Theorem 4], I A , and I P are shown to be classifying in the real case. The proof for the complex case follows similarly and an analogous argument can be applied to I SE and I SA . See [27] for details.
Proposition 4.5. The exceptional curves with respect to I P , I A , and I SA are lines and conics. The I SE -exceptional curves are lines. In particular, if X = V (F ) is a curve exceptional with respect to the classifying invariants in (17) then F has degree at most two. Table 1 : Differential functions used in (17) . Here u k denotes y (k) .
The generic signature degree
We derive formulas for the degrees of signatures of generic 5 curves for the four actions discussed in Section 4.1 with signature maps based on the classifying sets I SE , I SA , I A , I P given in (17) . To do so we analyze each term in the degree formula (13) of Theorem 3.8. We start by taking a closer look at the rational functions defining invariants (17) . Proof. One can check that each derivative function restricted to X = V (F ) can be written
where P n ∈ Q ∂ i+j F ∂x i ∂y j : i + j ≤ n and P n (x, y) is a polynomial of degree (2n − 1)d − (3n − 2). One can evaluate the formulas given for Θ 1 , . . . , Θ 8 given in Table 1 . For example, plugging in the rational expressions for y (n) | X to the differential formula for Θ 4 gives Θ 4 = 3P 4 P 2 − 5(P 3 ) 2 /F 10 y . See [27] for explicit computations. The numerator has degree 10d − 14, but it is also divisible by F 2 y . This gives an expression Θ 4 = T 4 (x, y)/(F y ) 8 where T i has degree less than or equal to 8d − 12. The arguments for the other differential functions follow similarly.
Explicit formulas for the polynomials T i are quite long. A code to compute them can be found in [27] . Note that for each of the classifying invariants, the partial derivative function F y cancels out and leaves each invariant as a rational function of the polynomials T 1 , . . . , T 8 . In the following lemma, we use homogenizations of T 1 , . . . , T 8 to write down projective extensions σ of the signature maps for each pair of invariants (17) . Lemma 4.7. Fix an irreducible polynomial F ∈ C[x, y] of degree d ≥ 3 and let X = V (F ). For G = SE, SA, A, P, let σ G X denote the signature map given by the invariants I G in (17) . Then σ SE = [T 3
1 :
are projective extensions of the maps σ SE X , σ SA X , σ A X , and σ P X , respectively, where for each i, T i equals the homogenization, Proof. First, we note that by Lemma 4.6, the coordinates of σ G are homogeneous of the stated degrees and that by Proposition 4.5, X is non-exceptional with respect to each of the classifying sets of invariants in (17) . Moreover, with G = A, for a point p ∈ X we see that,
.
Here the middle equality follows from the fact that the factors of F y given by the degrees d i in Lemma 4.6 all cancel out in the above expressions. If σ A (p) is not defined then Θ 4 (p) = 0, meaning p is not I-regular. Thus σ A (p) is defined at all but finitely many points of X. Analogous arguments show that σ SE , σ SA , and σ P are projective extensions of σ SE X , σ SA X , and σ P X .
We are now ready to analyze the last term in the degree formula (13) where the sum of multiplicities is taken over the base locus of a projective extension σ of the signature map. We first show that, for our choices of projective extensions, all base locus points belonging to a generic curve are "at infinity". We consider this condition on the cofficients a polynomial F = i+j≤d c ij x i y j . Note that a point [1 : p] belongs to the base locus of the map σ A if and only if T 4 (p) = T 5 (p) = 0. As discussed in Lemma 4.6, T 4 and T 5 are polynomials functions of the partial derivatives of F , meaning that we can consider T 4 (p) and T 5 (p) as polynomials in the coefficients c ij . This lets us express V A p as the variety of F (p), T 4 (p), and T 5 (p). For p = (0, 0), we can use computational algebra techniques to find the codimension of this set. The highest order partial derivative appearing in the expressions for T 4 and T 5 has order 5. Therefore T 4 (0, 0) and T 5 (0, 0) can be written as polynomials of c ij where i + j ≤ 5. One can check (see [27] ) that these three polynomials in Q[c ij : i + j ≤ 5] impose algebraically independent conditions, meaning that V A (0,0) has codimension 3 in C[x, y] ≤d . Now we claim that for any point p ∈ C 2 , a polynomial F belongs to V A p if and only if its image under translation F (x, y) = F (x + p 1 , y + p 2 ) belongs to V A (0,0) . Note that the partial derivative functions of F are invariant under translation, meaning that for all i, j we have that ∂ i+j F ∂x i y j (x, y) = ∂ i+j F ∂x i y j (x + p 1 , y + p 2 ). Let T 4 , T 5 denote the polynomials obtained from Lemma 4.6 from F . Since these are functions of the partial derivatives of F , they are also invariant under translations meaning T i (x, y) = T i (x + p 1 , y + p 2 ). Then F belongs to V A p if and only if F (p) = F (0, 0) = 0, T 4 (p) = T 4 (0, 0) = 0, and T 5 (p) = T 5 (0, 0) = 0, which occurs if and only if F ∈ V A (0,0) . This shows that the set of polynomials not satisfying the condition in the statement of Lemma 4.8 can be written as
Then the dimension of V A is at most dim(V A (0,0) ) + 2. Since V A (0,0) has codimension 3 in the space of polynomials C[x, y] ≤d , this means that V A has codimension ≥ 1. This shows that the base locus of σ A contains no point [1 : p] where F (p) = 0.
A similar argument goes through for σ SE , σ SA , and σ P . Here a point [1 : p] ∈ CP 2 belongs to the base locus if and only if T 1 (p) = T 2 (p) = 0, T 2 (p) = T 4 (p) = 0, T 5 (p) = T 7 (p) = 0 for σ SE , σ SA , and σ P respectively. The highest order partial derivative appearing in each expression is y (7) . Therefore the evaluations of the polynomials T i at p = (0, 0) belong to Q[c ij : i + j ≤ 7]. To follow through an argument analogous to that for σ A it suffices to show that each pair of polynomials evaluated at p = (0, 0) along with c 0,0 are algebraically independent (see [27] ).
To precisely compute intersection multiplicities at a point p, we will parametrize a neighborhood of p in V (F) using Laurent series, C((t)). Formally, the ring of Laurent series consists of elements of the form ∞ j=k a j t j for some integer k ∈ Z. The elements we consider will converge for t ∈ C * of sufficiently small modulus. We define the valuation, denoted val(a), of a Laurent series a = ∞ j=k a j t j to be the smallest power of t with nonzero coefficient. Lemma 4.9. Let F ∈ C[x 0 , x 1 , x 2 ] d be a generic homogeneous polynomial of degree d. The neighborhood of any point p = [0 :
Moreover, for any homogeneous polynomial G ∈ C[x 0 , x 1 , x 2 ], the intersection multiplicity of F and G at p is given by val(G(α)).
Proof. Suppose F ∈ C[x 0 , x 1 , x 2 ] d has the property that F(0, 0, 1) = 0 and the discriminant of the univariate polynomial F (0, 1, x 2 ) is nonzero. Then for any point p ∈ V (F) ∩ V (x 0 ) will have p 1 = 0, meaning that we can take p 1 = 1. Consider the restriction H = F(v, 1, w) ∈ C[v, w] and variety V (H) ⊂ C 2 , which contains the point (0, p 2 ). By genericity, we can assume that H w (0, p 2 ) = ∂F ∂x2 (p) is non-zero, meaning that in some neighborhood of (0, p 2 ), the curve V (H) agrees with the graph w = f (v) of an analytic function f . We obtain α as a power series expansion of this function with a j = f (j) (0) j! . For the claim that the intersection multiplicity of F and G is given by val(G(α)), see [11, §3.5] .
Lemma 4.10. For d ≥ 3, the set of points (a 0 , . . . , a 8 ) that can be extended to the coefficients a parametrization α for some F ∈ C[x 0 , x 1 , x 2 ] d in Lemma 4.9 is Zariski-dense in C 9 .
Proof. Note that (a 0 , . . . , a 8 ) can be extended to the coefficients a parametrization α for a polynomial F ∈ C[x 0 , x 1 , x 2 ] d if and only if F(0, 1, a 0 ) = 0, the derivative of F with respect to x 2 at this point in non-zero, and j (8) X (0, a 0 ) equals (0, a 0 , 1!a 1 , . . . , 8!a 8 ), where X is the plane curve defined by F(x 0 , 1, x 2 ) = 0. If F is irreducible, then it is obtained from F(x 0 , 1, x 2 ) by homogenization. The result then follows from Lemma 2.25, since d+2 2 − 2 ≥ 8.
Lemma 4.11. Let F ∈ C[x, y] ≤d be a generic polynomial with degree d ≥ 3 and let α(t) denote the parametrization given by Lemma 4.9 for its homogenezation F. For sufficiently small t ∈ C * , the Laurent series β = t −1 (α 1 (t), α 2 (t)) = t −1 , ∞ j=0 a j t j−1 parametrizes the curve V (F ). The differential functions Θ i along this parametrization satisfy: Proof. First let us calculate the image of β in the jet space. For (x, y) = (t −1 , t j ) with j ≥ 1, the derivative of y with respect to x equals −jt j+1 . Repeated applications of ∂ ∂x then yields that y (k) (x) equals (−1) k k−1 i=0 (i + j)t j+k . By linearity, for (x, y) = β and k ≥ 2,
We can then evaluate the differential functions Θ 1 , . . . , Θ 8 on truncations of these formulas, where a j are indeterminates. (See [27] .) For example, evaluating Θ 4 and Θ 5 give Θ 4 (β) = −36 · a 2 · t 8 + higher order terms, and Θ 5 (β) = −4320 · (2a 3 3 − 3a 2 a 3 a 4 + a 2 2 a 5 ) · t 15 + higher order terms.
In each case, the leading coefficients are polynomials of a 0 , . . . , a 8 . Therefore, by Lemma 4.10 and the genericity of F , we may assume that these leading coefficients do not vanish. Proof. Let α ∈ C[[t]] 3 be the local parametrization guaranteed by Lemma 4.9. For each i = 1, . . . , 5, let v i denote the valuation of T i (α). By the same lemma, the desired multiplicities are
mult p (F, σ A ) = min{3v 4 , 2v 5 , v 4 + v 6 }, and mult p (F, σ P ) = min{8v 5 , 3v 7 , 4v 5 + v 8 }.
Let β ∈ C((t)) 2 be the tuple of Laurent series given by Lemma 4.11. Since T i is homogeneous of degree τ i and α = t · (1, β), we see that
By genericity, the coefficient of x d−1 in F y is nonzero, meaning that the valuation of F y (β) is −(d − 1). This and the formulas T i = Θ i · (F y ) di from Lemma 4.6 give that v i = val(T i (α)) = τ i + val(T i (β)) = τ i + val(Θ i (β)) + d i val(F y (β))
Then combining the data from Lemmas 4.6 and 4.11 gives that v 1 = 0, v 2 = 2, v 3 = 2, v 4 = 4, v 5 = 9, v 6 = 11, v 7 = 24, and v 8 = 36.
Then the minimums above are achieved by 3v 1 = 0, 8v 2 , 3v 4 = 12, and 8v 5 = 72. Let S SE X , S A X , S SA X , and S P X denote the signature polynomials defined the invariants in (17) . Then, when the symmetry group of X is finite,
Furthermore these bounds are tight for generic F ∈ C[x, y] ≤d .
Proof. First we show that the bounds above are achieved for generic F ∈ C[x, y] ≤d . By Proposition 4.5, the curve X is non-exceptional for I SE , I A , I SA , and I P and we can apply Theorem 3.8. Since X is a general curve of degree ≥ 4, its symmetry group is trivial, meaning n = 1.
Let F ∈ C[x 0 , x 1 , x 2 ] denote the homogenization of F and X = V (F) ∈ CP 2 . For each of the signature maps σ, Theorem 3.8 states that
By genericity, V (F) contains exactly d points with x 0 = 0. The multiplicities of the signature map at each point is given by Lemma 4.12. By Lemma 4.8, these are the only points of V (F) in the base locii of the projective extensions σ SE , σ A , σ SA , and σ P . All together, this gives
Now consider any irreducible polynomial F . By Proposition 4.5, the curve X is nonexceptional for I SE , I A , I SA , and I P and the space of non-exceptional curves in C[x, y] ≤d is of codimension greater than one. Thus if H is a generic choice of a polynomial in C[x, y] ≤d , then the pencil defined by F + λH contains no exceptional curves for any value of λ ∈ C. One can check that F + λH is irreducible over C[x, y, λ].
Suppose that G = A. Then the map σ A defined in Lemma 4.7 is a projective extension of σ A X for all irreducible, non-excetional curves X. Thus, if we denote the irreducible polynomial vanishing on the image of F + λH under σ A as P ∈ C[κ 1 , κ 2 , λ], the image σ A F +λ0H (F + λ 0 H) is contained in V (P | λ=λ0 ) for any fixed value of λ 0 ∈ C. For almost all values of λ 0 the signature polynomial S F +λ0H is of degree 24d 2 − 48d, and since P is irreducible, dim(V (P | λ=λ0 ) = 1 as it cannot contain the plane λ = λ 0 . Therefore, for any value of λ 0 the signature polynomial S F +λ0H is a factor of P | λ=λ0 . In particular it is of degree less than or equal to 24d 2 − 48d. Taking λ 0 = 0 proves the theorem.
We note that for all groups we consider, for generic curves, the degree of the signature curve has a quadratic dependence on the degree of the original curve. The symmetry group of a generic curve is trivial, but many interesting and important curves have non-trivial symmetry groups. In accordance with the degree formula (13), these curves have lower degree signature. The next subsection is devoted to the Fermat curves family. For this family, in the case of the projective and affine action, the growth of the signature curve degree is completely suppressed by the increase in the symmetry group size.
The Fermat curves
The d-th degree Fermat curve, denoted in this section by X d , is the zero set over
The symmetry group of the d-th degree Fermat curve with respect to full projective, affine and special Euclidean groups are:
• Sym(X d , A(2)) = S 2 (Z d × Z d ) of cardinality 2d 2 , and
• Sym(X d , SE(2)) = Z 1 of cardinality 1, when d is odd Z 2 × Z 2 of cardinality 4, when d is even.
Here S k is the permutation group over k-elements and Z k is the cyclic groups of k-elements.
Proof. In [37] it has been shown that Sym(X d , PGL (3)) consists of compositions of permutations of the homogeneous coordinates [x 0 : x 1 : x 2 ] and transformations scaling the coordinates by d-th roots of unity, i.e. [x 0 : x 1 : x 2 ] → [x 0 : ω 1 x 1 : ω 2 x 2 ], where ω 1 and ω 2 are d-th roots of 1. This shows the first result. Since Sym(X d , A(2)) is the subgroup of Sym(X d , PGL (3)) that fixes the homogenous coordinate x 0 , in the second result S 3 must be replaced with S 2 . Finally, in the case of the special Euclidean group for odd d there are no non-trivial symmetries, while for even d the symmetry group is generated by two independent elements, each of order two, namely [x 0 : x 1 : x 2 ] → [x 0 : −x 2 : x 1 ] and [x 0 : x 1 :
For the projective and for the affine groups, the cardinality of the symmetry groups depend quadratically on d. At the same time Theorem 4.13 shows that the degrees of generic signature curves depend quadratically on d. In fact, these quadratic dependencies cancel, and the degrees of signatures of the Fermat curves for these actions are independent of d. • degree four for all d ≥ 3 for the PGL(3)-action.
• degree two for d = 3 and degree three for all d ≥ 4 for the A(2)-action.
We remind the reader that the signatures of lines and conics are undefined under the projective and affine actions. The above result can be proven by computing all quantities involved in (13) (see [27] for details) or by explicit computation of signature polynomials. We present here the explicit formulas for signatures polynomials and observe that their coefficients (but not their degrees) depend on d. For the projective group the signature polynomial of the Fermat curve of degree d > 2 is: The signature polynomial of the Fermat curve of degree d > 2 under the affine action is: For d = 3, the coefficient of κ 3 2 vanishes and the degree of the signature polynomial drops to two.
Discussion and future directions
The problem of equivalence and symmetry of algebraic curves under the action of the projective group and its subgroups is intimately related to the problem of the equivalence and symmetries of ternary forms under the action of the general linear group and its subgroups. Such problems and their generalizations were at the heart of classical 19th century invariant theory. Linear changes of variables induce linear transformations of the coefficients of polynomials. The latter serve as coordinates on the d+2 2 -dimensional vector space C[x 0 , x 1 , x 2 ] d . The classical problem was to find generators of the rings of polynomial invariants and generators of the fields of rational invariants under such actions. Actions on the product space C[x 0 , x 1 , x 2 ] d × C 3 were also considered, and the invariants with respect to these actions were called covariants in the classical literature. An overview of the classical methods for constructing invariants and covariants as well their application to the classification of polynomials can be found in [13] , [16] , [31] . Due to Hilbert's finite basis theorem, the generating sets for such actions are finite [1] , but their cardinality and the complexity of the invariants grow dramatically with the degree. In fact, the complete set of the generators remains unknown except for the ternary forms of low degrees. Applications of differential invariants to the problems in classical invariant theory was first proposed by Sophus Lie [28] . One of the main advantages of using differential invariants in comparison with classical algebraic invariants and covariants is that the same set of invariants can be used for all ternary forms independently of their degrees. Differential signature constructions for homogeneous polynomials in two variables (binary forms) was first introduced by Olver [31] and applied to their symmetry groups computation in [2] . For the case of ternary forms, a fundamentals set of differential invariants was first computed in [25] and it has been shown in [15] that the differential algebra of invariants can be generated by a single differential invariant and two invariant differential operators. In his thesis, Wears [39] , considered differential signatures of polynomials in an arbitrary number of variables. In the above literature, one extends the action to the jets of the graphs of homogeneous polynomials u = F(x 0 , x 1 , x 2 ) or in-homogeneous polynomials u = F (x, y), computes the set of fundamental invariants of a sufficiently high order, and uses these invariants to construct signatures. In contrast to the signatures developed in this paper, the signatures of these graphs are surfaces rather than curves.
Gaining an understanding of the relationship between signatures surfaces of the defining polynomials, considered in the above literature, and signatures curves of their zero sets, considered in this paper, is an interesting problem for future research. In particular, signature surfaces of the graphs of the Fermat polynomials with respect to the projective groups computed in [25] can be compared with the signatures of Fermat curves obtained here.
The signatures curves and their degrees depend on a choice of classifying invariants, but a careful study of this dependence is outside of the scope of the current paper. By Theorem 2.20, different choices of classifying invariants for a group action G correspond to automorphisms of the rational field C(J r ) G and interaction of between this choice and the degree of a generic signature curve deserves further study.
Since explicit computation of signature polynomials is challenging, it is helpful to identify their properties that can be computed a priori. In this paper we derived the degree formula of signature polynomials. One natural step is to determine their Newton polytope, which gives a more detailed information about the monomials of the signature polynomial.
It is immediate that the signatures curves of rational curves are rational. However, the signatures of non-rational curves may be also rational, as happens for instance in the case of all Fermat curves under the affine and the projective actions. It is an interesting problem to identify classes of curves with rational signatures and, more generally, to understand if we can predict the genus of a signature curve.
