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Abstract – Concept Trees are a type of database that can organise arbitrary textual information 
using a very simple rule. Each tree ideally represents a single cohesive concept and the trees can link 
with each other for navigation and semantic purposes. The trees are therefore a type of semantic 
network and would benefit from having a consistent level of context for each of the nodes. The tree 
nodes have a mathematical basis allowing for a consistent build process. These would represent 
nouns or verbs in a text sentence, for example. A basic test on text documents shows that the tree 
structure could be inherent in natural language. New to the design can then be lists of descriptive 
elements for each of the nodes. The descriptors can also be weighted, but do not have to follow the 
strict counting rule of the tree nodes. With the new descriptive layers, a much richer type of 
knowledge can be achieved and a consistent method for adding context is suggested. It is also 
suggested to use the linking structure of the licas system as a basis for the context links. The 
mathematical model is extended further and to finish, a query language is suggested for practical 
applications. 
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1 Introduction 
The term ‘concept base’ has been used previously ([8] or [15], for example) and has been 
adopted in [6] to describe a database of heterogeneous sources of arbitrary concepts. They 
would be more similar to an OO database than a relational one, for example. The term 
‘concept’ can be used to describe a single value or a complex entity equally and so the 
concept base can store information of arbitrary complexity. If the information is arbitrary, it 
is probably the case that some level of structure must be added first, before the information 
can be processed, data mined, or reasoned over. One realisation of the concept base is as a 
flat structure of 1 or 2 levels [6] and another is as concept trees [5]. The trees start with a 
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root node that is extended by branches, where a strict frequency count rule does not allow 
a branch node to have a higher count than the parent node. A formal and mathematical 
process for doing this was described [5], allowing unstructured concept groups to build the 
tree-like structures. Even if the concept that a tree represents is quite abstract, a consistent 
build process would mean that it can be used or shared between different scenarios. The 
tree structure can therefore be the basic building block for a distributed database and can 
also be normalised. A basic test of parsing scientific papers and building trees from them 
shows that the frequency count rule is probably inherent in natural language. This paper 
extends the theory by adding layers of descriptive elements to each of the tree nodes. The 
nodes form a more permanent structure, but descriptors can add context, when a more 
dynamic type of reasoning can then occur over the fixed structure. To keep the structure 
flexible, the licas dynamic linking mechanism [9][7] can be used to link descriptors, or even 
form the basis of the whole tree structure. With considerations for context, it is possible to 
extend the mathematical model further, thereby allowing the construction process to be 
automated in that respect. 
 
The rest of this paper is organised as follows: section 2 gives some related work. Section 3 
reviews concept trees and introduces some new ideas, while section 4 shows that the 
structure could be inherent in natural language. Section 5 extends the mathematical model 
for contextual considerations and section 6 describes a possible query language for 
processing that context. Section 7 gives some examples of the query process, while, section 
8 gives some conclusions on the work. 
 
 
2 Related Work 
The Concept Tree has previously been compared to Markov Models [12][3] and is very 
similar to them, including the construction rule that can be implicit in a Markov Model. The 
paper [14] is a survey of these and notes that there are many different types that obey 
different rules. While the Concept Tree is a static structure for storing knowledge; with the 
addition of feedback control structures, it is possible to consider it for state changes as well. 
If parsing text to produce word sequences, then NGram structures [1] are also related, but 
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they are typically used to predict word sequences, which is a more exact measurement than 
a type of set membership. 
 
This paper is based on the earlier papers by the author [4]-[7]. In particular, [5] introduced 
the idea of concept trees, while [6] describes a related symbolic neural network and the 
query language that is to be used. The book [7] writes about the original linking ideas, 
including the permanent and dynamic links that are now part of the structure. The software 
has been written with the help of the licas system [9] and also OpenNLP [11] and WordNet 
[2][10]. A Concept Base [6] is the idea used for the database that manages the concept 
structures. In one type of implementation it can be relatively shallow or flat and in another 
it can manage the deeper concept tree structures of this paper. Two earlier examples of 
other concept databases include [8] and [15]. As the concept base is also a type of semantic 
network, one reference for that would be [13].  
 
 
3 Concept Trees 
Concept trees [5] start with a base node that is extended by branches of related nodes. A 
strict frequency count rule does not allow a branch node to have a higher count than the 
parent node. This is actually the case if the tree is always updated starting from the base, 
but might not be the case if the tree can be updated from other places. As part of the 
process therefore, trees can be split into two or more, where links between the parts can be 
maintained, to help with navigation and concept realisation. The paper [5] gives a more 
formal set of rules that would help to build the database of trees in a normalised way and 
also how to update and re-structure it. Figure 1 is an example of what a concept base might 
look like with 3 trees. Because ‘drank milk’ is important to more than one tree, it creates a 
separate tree that gets linked to (key M) by the other concepts, for example. As part of a 
cognitive model, the linking mechanisms would be mostly dynamic, so while the frequency 
count is a fixed rule, there should also be provision for links weakening and also 
disappearing over time. The tree links could therefore use the licas linking mechanism [9][7], 
because it can store paths of key values, and for the descriptor layers, it may be ideal. 
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Figure 1. Example trees with indexed links for navigation. 
 
 
3.1 Creating Trees from Text Streams 
One option would be to create trees directly from text streams, where parsed word 
sequences can build the tree structure. There are different ways to parse the text stream, 
including a statistical evaluation first of the most popular words, to be used as base nodes; 
or possibly simply parsing each sentence separately and adding as is. Natural language is 
already highly structured and intelligent and so parsing and using as is would pass some of 
that structure onto the concept base. To demonstrate this, section 4 gives the results of 
some basic tests that parse text documents into concept trees. 
 
3.2 Contextual Descriptors 
A new suggestion for this paper is that the tree nodes should only be nouns or verbs. These 
are more solid and static real-world concepts, as opposed to the more transitory descriptive 
ones. The nouns and verbs would therefore make up the static tree structure. Each node 
would then be allowed to have any number of descriptors – adjectives for nouns and 
adverbs for verbs. For simplicity and a clear process, the descriptors can link only to other 
descriptors and do not determine static structure. Figure 2 is a version that has added a 
layer of descriptors, one for each node. The black lines are the tree structure, while the blue 
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lines are from the concept to its descriptors and the dashed lines link descriptors with each 
other, probably created through dynamic feedback.  
 
 
 
 
Figure 2. The Concept Base Trees with Descriptors 
 
 
As shown in Figure 1, there is a black cat, but the cat could also be white, tabby, or 
whatever. Also, a thirsty boy, who might be hungry as well. So this type of context in Figure 
1 would more correctly be changed into the descriptive elements and added as dynamic 
content to the related node. If the context nodes are more transitory, then they do not have 
to follow the strict counting rule of the static structure and so they can build more arbitrary 
relations with other descriptors in the same tree or even across trees. This more dynamic 
structure would also relate to cognitive processes. 
 
3.3 Negative Reinforcement 
Negative reinforcements can be looked at as a positive statement not to do something or as 
a statement to switch something off. The first case can be used to actually add structure to a 
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tree. Figure 3 gives an example where a wet mat would cause a negative reaction. The large 
arrows possibly indicate some dynamic input from the environment.  
 
 
 
Figure 3. Concept Tree with new feedback branch. 
 
 
In this figure, the cat prefers to sit on the mat, which has a score of 12 to 8 over the grass. It 
would therefore firstly choose that branch, but in this case the mat ‘environment’ is wet and 
so the cat receives negative feedback. This is represented structurally as an active 
backwards link from the ‘wet’ descriptor to the node’s parent node. The sat node may then 
choose a different path and select the ‘grass’ option. If the tree is traversed again and the 
wet descriptor does not apply, the preferred mat can be selected instead. The figure also 
starts to look more like a state machine, although the negative link is not really a state 
change, but more of a correction. 
 
 
4 Parsing Text Documents 
When writing or speaking, it is typical to introduce an item before describing it. The 
description comes after the introduction. If the description also repeats, then it can have 
some statistical meaning. One option would be to create new trees from text streams, 
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where parsed word sequences can build the tree structure. There are different ways to 
parse the text stream, including a statistical evaluation first of the most popular words, to 
be used as base nodes; or possibly simply parsing each sentence separately and adding as is. 
For these tests, popular words were determined first by parsing the document and counting 
the frequency of each word. Common words, or words of length 2 or less were also 
removed. The 10 most frequent words were selected to be base words for nested 
sequences. In fact, the most popular word overall would be the base node in the tree and 
the other 9 words would become child nodes at level 1. The text would be parsed into a list 
of single words and each keyword would realise a sequence from one occurrence to the 
next. In that sequence, the most popular 10 words would be kept as the nested words for 
the keyword. This would produce a number of sequences over the whole document for each 
keyword. The occurrence of a word in a sequence would then be added up and used to 
select the aggregated most popular 10 words for each keyword. This would therefore realise 
10 keywords, each with a set of 10 other words. The tree was then constructed by adding 
the keyword at the base and the nested set as child nodes. The child nodes would actually 
be added at the first possible position in the tree, not necessarily a child of the keyword, if 
the node already existed and so the word lists are unstructured.  
 
If a node in one document tree links to the base of another document’s tree, then it would 
be relevant and could suggest other documents of interest. There may therefore be some 
overlap in related words that can help with navigation and knowledge extraction.  
 
4.1 Test Results 
Popular word count is the main factor, but because sequences are also determined by 
relative positions, a better distribution in the sequences can result in a slightly less frequent 
word obtaining a larger count when the sequences are aggregated together. When that 
happens, the tree may need to be split because of the frequency count rule. This happened 
only three times in 75 documents however. The trees most often had a depth of 2 (root 
concept and nested concept), and 3 less often, but deeper trees with a depth of 4 or more 
was possible. With regard to document overlap, there were 234 nodes anywhere in more 
than 1 tree compared to 686 nodes anywhere in just 1 tree. Of those 234 nodes, 52 were at 
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the base of a tree and of those 52 nodes, 39 words would have links from a branch node to 
a base, which is over 70%. There were 82 separate trees in total, created from the 75 
documents, an increase of less than 10%. This construction process therefore appears to 
show that the frequency count rule is inherent in the text structure and so the reduced tree 
content could give some type of summarised meaning of the related text document. 
 
 
5 Extending the Mathematical Model 
This section extends the mathematical model of [5] to take consideration of a more dynamic 
structure. Some ideas have been based on nature, but they are put in terms of a sound 
mathematical framework. With the introduction of equations, as well as the counting rule, 
dynamic behaviour can be realised. This is important when only partial results are available 
to update trees, or for increasing functionality into something more like a state machine. 
 
5.1 Word Overlap 
This is the case where single words or concepts exist in more than 1 tree. The granularity is 
too small to be significant, but at what size should they become new separate trees? This 
would require fine-tuning, but an automatic process may be possible, as follows: For 
example, through normalisation of the trees and subsequent linking, some of the trees with 
shared concepts may get linked together. Then as with refactoring, that part can be 
removed to create a new tree. Merge the rest of the two trees and add a link to the 
refactored part. Through time, the refactored tree can be re-joined with the merged tree. 
 
5.2 Joining Trees  
The first paper [5] considers that a tree-join or re-join is a more intelligent act than breaking 
a tree up. Because of this conclusion, it is likely to have a more complex rule associated with 
it. Concept trees would have larger frequency counts inside of the tree than in the links 
between trees, or are also separated by the counting rule. As this is mandatory, the 
difference in the frequency count size could help to indicate if trees should be re-joined as a 
single tree concept. If a link’s count, for example, becomes closer and closer to the base 
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count for the tree it is linking with, then this might suggest to join the two trees. One 
definite rule can be to join, if and only if there is one link to the base of the second tree. In 
which case normalisation is maintained and updates to the second tree’s base node will 
remain consistent. If this is nearly always the case, then maybe the rule can be more flexible 
and it is also interesting to consider the tree shapes. So, it would be possible to model this 
with a mathematical equation that indicates when it is legal and when it is not legal. In that 
case, it can be modelled to a particular type of application and could allow trees to link 
slightly differently, probably only if it does not disturb the fundamental tree counting rule. 
 
Tree size, shape and the idea of the concept ordering, can also be considered. If an equation 
decides that two trees can be joined when the link and base node counts become similar, it 
might also consider the relative size or shape of each tree. It may decide to factor in the fact 
that a larger tree, representing a more stable concept, should not join as a branch to a 
smaller tree. Rather like a heavy branch would break off unless it was most securely 
attached, and so it can be dependent on the link conditions. The shape of the tree is also 
significant. A wide shallow tree is more likely to be a base tree than a narrow deep tree. 
What a node represents can even be considered ([5], section 6.4), such as a car drives on a 
road and so always have the road tree at the base, even if it is a smaller tree. A function of 
factors that therefore include the size of the tree (number of nodes n) and its width and 
depth (w, d) can help to define the tree itself. 
 
fst(n, w, d) 
 
If then comparing two trees and considering if they should be joined: the two tree functions 
can be considered along with the branch link in tree 1 (lt1) and the base node link in tree 2 
(lt2) and finally any concepts in either tree (Ct1 and Ct2). 
 
fjoin(fst1, fst2, lt1, lt2, Ct1, Ct2) 
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5.3 Where to Add Context  
Adding context can also be managed through some basic mathematics. For example, if we 
have a tree with the concept ‘road’ at the base and then maybe lots of shallow branches for 
vehicles like ‘car’, ‘lorry’, ‘bus’ and so on. The tree can define that the vehicles drive on the 
road, but it is not very interesting to know that a blue, red, white, black, silver, or green car 
drove on the road, for example. This context has no meaning and belongs somewhere else. 
Therefore, the context that gets added should relate directly to a link in the tree, although 
this can be simply the link from the parent node. Therefore, it may be possible to be more 
specific and state that: 
 
A context should only be added if it would potentially change the link of a node.  
 
For example, a parent node of ‘road’ may have a ‘car’ child node and it could have any 
number of colour contexts, but that information is irrelevant to whether the car drives on 
the road or not. If the tree had something to do with insurance, then maybe the car colour 
becomes relevant.  When adding new values from the concept base, even if values are 
stored as individual pieces of information, try to store as individual concept-context pairs, 
where the context can be missing, for example: 
 
[A1, Va1] [B1, Vb1] [C1, Vc1] 
 
In this instance, A, B or C is the concept type and Va1, Vb1, Vc1 is a related context value. If 
the concept base stores information even as separate pairs, then the context can help to 
define where a concept should go. If the source can also provide information on links, then 
that will help, as in the text parsing of section 4. 
 
5.4 Negative Structure 
For a state machine, another thing to consider then is the positive or negative feedback and 
that would also relate to context. If negative feedback is returned, then it is likely that the 
current tree path is not good and so the search should start from an earlier point. This can 
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be modelled as a link from a child node to an earlier parent node. If positive feedback is 
returned, then the search can continue down the path. Therefore, another rule can be that: 
 
Negative feedback should be realised as a link from a child node back to a parent node. 
 
5.5 Count Updates 
If nodes are always updated together, then the counts will remain consistent. This will 
always be the case, even for negative feedback or path changes. If context is used, then this 
is not static structure and so it may be preferable to update it separate of the tree structure. 
Therefore, the context gets added and then updated only during use. The tree itself can be 
changed when new nodes are added or again through use, but that use should be a final 
path selection and not the reasoning over context. The rule might be: 
 
When searching over trees, context can be updated, but node counts should not be. When 
selecting a tree path or changing tree structure, tree nodes can be updated, but context 
should not be. 
 
 
6 Query language 
As the concept tree is a type of database, it should be possible to use it outside of a 
cognitive scenario and also to query the information. A most basic query can take the form 
of a tokenised list of words that can match with the general structure. With tokenised word 
sequences, a Horn clause [6] might be an appropriate query construct and would keep 
things relatively simple, although, changing the minor features in the implementation can 
change what a query result would be. In this example, each clause is a tree concept with a 
related descriptor. Each query part could therefore be represented by a noun or verb and 
related descriptor, where the query process would try to find all trees that match with the 
terms. If a slot is empty, then a returned tree can make a suggestion for the missing 
information. 
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6.1 Tree and Query Construction 
A NLP query can be accepted and processed automatically, before it is tokenised. Something 
like OpenNLP [11] can be used to parse a sentence into associated word phrases. Each word 
phrase would be presented as a single structure to the concept base. To recognise the word 
types in the group, something like WordNet [2][10] can be used. Nouns and verbs need to 
be recognised first. Then, if a noun has an adjective either side of it, it can be added as a 
descriptor for the noun. If a verb has an adverb either side of it, it can be added as a 
descriptor for the verb. So the NLP might add some ambiguity, but the database matching 
process would help to confirm what is correct. For example, add the descriptor anywhere it 
may be relevant and it will only be used if it is in fact returned as part of a search process. 
Any successful traversal can also be used to update node counts. 
 
Ordering of the clauses might not be possible if strict ordering is not maintained in the trees, 
but natural language still uses natural word groups, where each phrase should map to 
distinct tree parts. If the descriptors link with other descriptors, then cycles in the search 
paths can be found – from concept to concept and from a concept descriptor back to an 
earlier concept descriptor. Otherwise, paths that simply traverse all of the terms can be 
found and links between the trees that satisfy the query should be favoured. There could 
then be different solution sets that could be measured as more or less correct. 
 
 
7 Computer Program and Test Scenarios 
A test program has been written in the Java programming language. It does not implement 
the concept base in full, with regard to the model and rules, but it allows for trees to be 
added and then searched over. The program can read a text document, parse it into 
sentences, remove the additional formatting and then use OpenNLP to construct each 
phrase or word group. WordNet then helps to parse this into concepts with related 
descriptors. Each phrase is then presented to the concept base and added as a tree 
structure. A similar process can be used to update the concept base, so that links can be 
created. Another set of text sentences, for example, can be parsed in the same way and 
used to search over the concept base trees. Sets of trees that satisfy the criteria can be 
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retrieved and related links updated. This is still a query process, but there is a requirement 
to return some knowledge or information. Therefore, after some links have been 
established, a query construct can be executed and can search the database in the same 
manner; but instead of updating links, it can fill in any missing slots in the query clauses, 
thereby providing new information for the user. If different sets of trees return a choice of 
answer, then some reasoning might be required, but there are a lot of numerical values to 
suggest what the best answers might be.  
 
Parsing text documents gives a list of terms with some linking structure, or using the tree 
will also update individual links. If a node or descriptor is incorrect or unsuitable, it will 
probably not be used as part of a query result and so it will not get linked to. This also allows 
for a small amount of ambiguity in the sentence parsing, because the subsequent link 
updates can help to remove the error through use, even if it gets presented. So the 
descriptor can be added both to any noun or verb that comes before and/or after it in the 
parsed term list. 
 
7.1 Example Scenario 
A very simple example would be parsing the sentence ‘Jack wore a white shirt and blue 
trousers’. If this was added to the concept base and a query executed asking about [shirt-
white]  [trousers-?], then the tree structure would return [shirt-white]  [trousers-blue], 
suggesting that the trousers are blue. Equally however, a question like ‘was something blue 
worn with a white shirt?’, or [shirt-white]  [?-blue], could be asked and would not 
necessarily require a search of the whole database. If descriptors link with each other, then 
a blue descriptor that links with the white descriptor of the shirt node can indicate a 
trousers concept node that might contain relevant information. 
 
 
8 Conclusions 
This paper describes enhancing concept trees with layers of descriptive context. This 
provides a richer level of knowledge and would make them more useful in practice. Basic 
tests on parsing text documents show that they probably inherently contain the concept 
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tree structure. While the structure may be contained in any type of nesting, for example, 
natural language also uses it for communication. It has also been possible to update the 
underlying mathematical model and suggest some new rules. The Concept Base has been 
used both for a cognitive application and as a database. For the cognitive model ([4] and 
related papers), the descriptive layers might actually fit better with the symbolic neural 
network. This is the upper structure that is more experience-based and would process 
dynamic context more naturally than the knowledge-based concept tree. It shows however 
that the structures all have similarities and overlap. For the database model, the query 
structure of a Horn clause [6] can be tried, where the idea of an attribute name and value is 
the same as the concept name and context of this paper. Positive feedback can always be 
used to update links, but negative feedback can also create structure. In [7] it was created 
from query feedback over a distributed network and a similar scenario is realised in this 
paper, again from automatic processes. 
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