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Figure 1: Spatial illustration of a dynamic assignment problem
Consider the problem of dynamically assigning drivers for a truckload motor carrier to handle loads that arise randomly over time. At a n y instant in time, we h a ve a set D of drivers to be assigned to a set L of loads, where the size of L may be greater or smaller than D. The situation is illustrated in gure 1 which shows drivers representing units of capacity and a series of loads to be covered. The problem is to decide what driver to assign to each load. Loads are characterized by a start and ending time window for each task, b origin and destination of the task the origin and destination of each task may be the same, c duration which might include travel time if the origin and destination are di erent and d a vector of required or desirable attributes for the driver being assigned to handle the task. Drivers, on the other hand, are characterized by a time of availability which m a y be in the future, if the driver is currently utilized on a task, or the past, if the driver became available earlier, b location at time of ETA, and c a vector of attributes which might include hours of service, desired time o , training which determines which tasks he can cover, equipment a vailable special type of tractor or trailer, special tools, and home domicile.
The load matching problem for truckload motor carriers is an instance of a resource allocation problem where a complex resource a driver needs to be assigned to tasks loads that arise randomly over time. While demands are random, they do arise in a somewhat predictable way. In particular, the distribution of demands over time and space is inhomogeneous. Furthermore, if a demand cannot be serviced within a reason-
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Region A Region B Figure 2 : Illustration of checkerboarding in an assignment problem able period of time, it is lost to the system, with the associated penalties that accompany poor service loss of revenue, loss of goodwill.
The need to reposition resources in anticipation of future demands arises in problems like taxi service or truckload trucking where a driver is responsible for moving a full load from one point to another, where the origin and destination of the task is di erent. In such problems, the ow i n bound to a particular region or area is often not equal to the ow out of a region, creating over time imbalances in the allocation of capacity o ver space. In some instances, these imbalances can be handled in real-time using a process known as checkerboarding, which is illustrated in gure 2. In this gure, region A has one truck and no loads, while region B has one truck and two loads. If we h a ve assigned drivers greedily to loads, it is likely that we w ould have ended up with a solution where there would have been no drivers to cover the second load in region B. However, by performing a global assignment, we are able to e ectively shift drivers from region A to region B, often by assigning drivers to loads other than the closest load. This solution assumes, however, that all the drivers can move the longer distances and still pick u p their loads on time. In some instances, it is necessary to move excess capacity before all the demands are known.
This paper accomplishes the following tasks:
1. We describe basic truckload motor carrier operations, and summarize the key dimensions of the dynamic eet managment problems for truckload motor carriers. 2. We review alternative models for the dynamic assignment problem, and discuss their strengths and weaknesses. 3. We develop a stochastic model of the dynamic booking process for truckload motor carriers, and show h o w it can be integrated into a stochastic network model for planning vehicle movements. 4. We develop a methodology for evaluating and testing dynamic eet management models in a continuous time setting using rolling horizon simulations. This methodology is implemented in a system called MIDAS, which is described and used to test both the speed of the model and the quality of the resulting solution.
The primary methodological contributions of this paper include:
1. A new model is developed for solving approximately the stochastic, dynamic assignment problem in continuous time and space. The resulting model combines actual and forecasted demands in an integrated way that allows the model to react to real demands at the same time that it anticipates forecasted demands. We believe this model is the rst model proposed for the stochastic, dynamic assignment problem in a continuous time, continuous space setting. 2. The hybrid model can be solved as a pure network, which allows it to be used in a real-time setting. We show that the model is computationally fast enough to handle the largest problems that may arise in actual applications. The model also possesses the exibility to accommodate a variety of real-world issues. 3 . Extensive simulation experiments demonstrate that the model outperforms myopic models which are widely used in practice. Our experiments show that this e ect is most pronounced over relatively long periods of time several weeks of dispatching.
Finally, using the eet simulator, we are able to make substantive contributions to our understanding of the economics of eet operations:
1. By simulating eets of di erent size, we w ere able to estimate the economies of density for truckload motor carriers. The results demonstrate that carriers with eets of over 1,000 trucks have a signi cant cost advantage over carriers with eets under 500 trucks. This is the rst quantitative estimate of the value of increased density for the truckload industry reported in the research literature. 2. By simulating the e ects of di erent demand booking pro les, we w ere able to estimate the cost of uncertainty in demand forecasts, and the value of having shippers provide advance notice regarding demands. We provide experimental evidence to support the hypothesis that the value of this advance information is minimal.
Although the model is developed for truckload motor carriers, we believe some of the ideas expressed here can be applied to other dynamic eet management problems. The model should also be of interest to researchers in stochastic programming since this is the framework we use to handle uncertainties in forecasted demands. Also, since the model is an approximation, we feel that other researchers may be able to contribute insights which m a y further improve the model.
We are not aware of any papers which directly address the real-time dispatching problem of truckload motor carriers. Brown and Graves 8 present a n i n teger linear programming formulation of a real-time routing and scheduling problem for petroleum tank trucks. The model develops truck tours for known deterministic customer demands the problem they consider, however, is much more complex than our problem. Bell et al. 4 describes a set-partitioning formulation for a similar problem routing and scheduling of tanker trucks in real time. Gavish 18 describes an optimization-based, hierarchical model for real-time routing and scheduling. All of these papers present optimal algorithms or near optimal heuristics actually, e v en the optimal methods produced suboptimal results due to heuristic pruning of the solution space for use in a real-time environment. At the same time, the underlying models are all essentially static and deterministic, running on periodic snapshots of data, and do not incorporate forecasted demands.
Considerably more attention has been given to handling forecasted demands in the literature on the dynamic vehicle allocation problem. Early papers treated forecasted demands as deterministic White 37 , Magnanti and Simpson 23 and focused on the development of specialized algorithms White and Bomberault 38 , Aronson and Chen 2 . More recently, a series of papers have considered models which explicitly treat uncertainty in demand forecasts. Jordan and Turnquist 20 rst introduced stochastic demands using a distribution formulation, and represented stochastic inventories of vehicles using normal distributions. Powell 26 extended this model to the full dynamic vehicle allocation problem which modeled stochastic loaded movements. Later, Powell 28 showed how this problem could be modeled as a multistage dynamic network with random arc capacities. Methods for approximating the expected recourse function for this problem have since been developed 17 , 31 , 30 , 10 and shown to outperform deterministic models. Crainic et al. 12 proposes a stochastic dynamic model for the allocation of empty containers, again using the distribution form introduced by Jordan and Turnquist repositioning empty containers without tracking loaded movements. They propose, but do not test, a stochastic linearization approach for incorporating forecasted demands.
A separate but related literature has evolved around the dynamic traveling repairman problem. Like the dynamic vehicle allocation problem, the DTRP has the elements of a foundation problem for dynamic routing. A series of papers 7 , 6 , and 5 have provided a probabilistic analysis of relatively simple heuristics for solving the dynamic traveling repairman problem. Thus, the underlying models used in these papers are essentially myopic in nature. The analysis methods used to study these heuristics typically assume stationary demand rates which allow the problem to be studied in steady state and spatially uniform demands.
A limited literature has evolved around stochastic formulations for a stochastic version of the classical vehicle routing problem see 15 , 35 , 14 , 21 , 22 , and 34 . However, all of these papers focus primarily on a two-stage formulation where vehicle routes are designed prior to knowing customer demands.
Section 1 provides a description of truckload motor carrier operations, including an overview of the dynamic eet management problem, and an introduction to basic driver dispatching. The next four sections describe a series models for the dynamic assignment problem. Section 2 presents a static network assignment model for handling driver assignment. Section 3 describes a deterministic, dynamic network model, followed in section 4 by a stochastic formulation of the same model. Section 5 reviews methods for approximating the expected recourse function, and section 6 shows how a piecewise linear separable approximation yields a pure network for the rst stage problem. Finally, a h ybrid model is introduced in section 7 which combines the strengths of all three models. Section 8 presents the results of a series of experiments to test the performance of the new model as well as answer several substantive questions regarding the economics of truckload motor carrier operations. Included in this section is a description of the demand generation process.
Dynamic eet management for truckload motor carriers
Truckload motor carriers represent a relatively simple operation in transportation. Basically, a shipper calls a carrier and requests that a driver come by and pick up a load. The load may be in the form of a trailer that is already loaded with freight, or it might represent a consignment of freight that must be loaded into a trailer. In the rst case, the carrier must send a driver with a tractor the driver might also bring a trailer that will be dropped o at the shippers trailer pool; in the second, the driver must bring an empty trailer that will then be lled with freight. Once the trailer is loaded, it is the job of the carrier to move the load from origin to destination. In most cases, this simply involves having the driver drive the load to the destination over the road network. In some instances, the driver might bring the trailer back to a terminal and turn it over to another driver who will handle the movement. Many loads must be delivered quickly and therefore must be handled by a single driver or a team of two drivers, which allows the trailer to move without stopping for rest. Some loads might h a ve several days of slack built into the schedule, allowing or even forcing the carrier to store the trailer at a yard this creates both problems and opportunities for the carrier.
After the load is delivered, the driver becomes available to be assigned to a new demand. It is the responsibility of the carrier to nd work for the driver, who is typically paid by the mile. If the load terminated in a region with low demand relative to the supply of trailers the carrier must decide between holding the driver in the region until a demand does arise, or repositioning him empty to another region which is more promising.
Elements of the eet management problem can be divided into supply or capacity management serving the customer and demand management controlling the demands placed on the carrier. The supply management problem includes:
Determining what driver to assign to handle a demand. Repositioning excess capacity from one region to the next. Determining how a load is to be handled once it is picked up. A driver may simply move the load directly from origin to destination. Alternatively, the carrier may be able to hold the load for a period of time at a location, and assign a new driver to move the load to the nal destination. In the extreme, a carrier could move the load using several drivers over a relay network where each driver simply moves the load a single leg this allows the carrier to keep drivers close to home. Managing the ows and inventories of trailers required to satisfy shipper demands.
An important dimension of the capacity management problem is driver management.
The choice of what driver to assign to a load, repositioning empty drivers, and the routing and scheduling of the driver while moving a load, must take i n to consideration factors such as:
Driver work rules -Federal laws, and in some cases local work rules, limit the number of hours a driver can work at any one time. The most important rules are: a the driver cannot be on the road for more than 10 hours during a single work shift, b the driver cannot be on duty driving plus other on-duty activities for more than 15 hours before an eight hour rest period, and c the driver cannot work more than 70 hours time on duty in any eight-day stretch. Since a driver can be on duty up to 15 hours in a day, this last constraint is often binding a driver that has worked 65 hours in the last seven days can only work 5 hours on the eighth day. Driver pay -drivers are only paid when they work, and therefore the carrier must be careful to balance the workload across drivers this is especially important during low demand periods. Returning drivers home -Drivers in truckload trucking may easily spend anywhere from one to four weeks away from home, although most carriers try to return a driver home at least every two w eeks. Assigning drivers to loads that bring the driver home, then, is an important criterion in the choice of load assignment.
Driver skills -A load may require special skills, such as experience handling hazardous materials or oversize loads, or expertise with customs for cross-border loads. Driver quality -Some shippers expect or require drivers with good customerrelation skills.
Demand management is an important side of the eet management problem. Demands may arise either because the shipper calls the carrier of course, this is the most common mechanism or through a call to the shipper initiated by the carrier. Shippers can further be divided into three broad groups: aprimary shippers, where the carrier is e ectively obligated to move a n y load tendered by the shipper, b secondary shippers, where the carrier is obligated to move loads only in certain tra c lanes for example, the carrier may only take the shipper's northeast freight, and c tertiary shippers, where the carrier may accept or reject any piece of freight.
Under these conditions, the carrier must manage two important aspects of the eet management problem, which include:
Load acceptance rejection -For secondary and tertiary shippers, a carrier may accept or reject certain loads based on real-time capacity a vailability or system balance considerations. Load solicitation -The carrier may wish to aggressively solicit freight out of speci c regions or in speci c lanes to correct short term balance problems.
Load acceptance rejection and load solicitation represent t wo important tools in a carrier's arsenal to in uence the demands on the carrier. They require that a carrier be able to quickly evaluate the pro tability of spot" loads loads tendered by secondary and tertiary shippers, anticipate areas of surplus or de cit, and trade o the pro tability o f current v ersus future demands especially when the current demand is from a tertiary shipper, while the future demands might be from a primary account.
2 A deterministic assignment model This, of course, is a simple assignment model with dummy supply and demand nodes to handle situations with excess drivers or excess loads. For a given set of costs, the problem of nding the optimal assignment of drivers is easily handled using an e cient network algorithm.
Variations of this basic model are now marketed commercially by software vendors to truckload motor carriers. While in its infancy only a handful of carriers have actually implemented optimization models as of 1994, the widespread availability and use of satellite tracking and two-way mobile communications between driver and dispatcher have increased the demand for computer-assisted dispatch systems. Of particular value in the dynamic world of truckload trucking is the speed with which simple assignment models can be solved. In truckload trucking, a medium-sized carrier will have b e t ween 300 and 1000 drivers, and only two carriers have more than 5000 drivers. These problems can be solved from scratch on a modern workstation in a few seconds for medium sized carriers. Futhermore, in a real-time setting, these models can be optimized each time the data changes a new load is called in, a driver is dispatched, a pickup or delivery appointment c hanges in a fraction of this time. In fact, most of the time required to fully respond to a change in the data is consumed by reading and writing les.
The real challenge in developing the model DAP is estimating the cost coe cients. In an elementary model, we could use: c a dl = cost of moving empty from a driver's current location d to the pickup point of the load l. This is normally the distance times a xed cost per mile, c h d = 0, if we do not wish to penalize holding, or we might use a xed cost per hour that a driver has been waiting even more realistic, we could use a nonlinear function to penalize making drivers sit a long time, c r l = management speci ed penalty" for not assigning any driver to a load equal, perhaps, to the cost of the longest acceptable" empty m o vement.
Speci c, technical limitations of this cost structure include:
1. If there are not enough drivers to handle a particular load now, there may be drivers becoming available in the future that can cover the load. Thus, it is important not to set c r l too high.
2. Depending on the location of a driver and the number of drivers available relative to demands, the cost of holding a driver may actually be quite high, re ecting the fact that the driver will likely have t o w ait a long time before being assigned a load.
The real strength of the model is its exibility which allows it to handle a wide variety of practical concerns by modifying the basic cost structure with a set of penalties and bonuses negative costs. For example, it is possible to put an increasingly high penalty for not assigning a driver to a load so that drivers that have been waiting longer will be favored over drivers that just became available the cost tradeo must be set by management. Other issues that can be accommodated using similar methods include:
Assigning drivers to loads that will help return them to their home domicile. Favoring drivers with more seniority or better work records. Also, placing good drivers on longer loads which are more pro table for the driver. Favoring loads for special customers. Ensuring that driver teams teams of two drivers that move continuously, alternating driving are assigned to longer loads. Assigning drivers with tractors requiring maintenance to loads that bring the tractor near a maintenance facility. Assigning drivers with special skills e.g. experience handling customers paperwork to loads with special needs loads headed to Canada or Mexico.
Of course, the determination of these bonuses and penalties is ad hoc, but it does provide an important degree of management participation. In summary, the strengths of the static driver assignment model include:
1. It is easy to develop and explain. 2. It can be optimized in real-time using simple, robust network optimization codes. 3. It can be easily adapted to handle a wide variety of real-world issues.
The model does, however, su er from several limitations as a result of the static formulation. Weaknesses include:
1. The model is unable to recommend repositioning drivers to neighboring regions in anticipation of forecasted loads. 2. The model is unable to recommend which loads should be accepted or rejected based on the pro tability of the destination of the load. 3. The model can not be used to provide recommendations of where the carrier should solicit new freight to ll anticipated capacity in the future.
To be sure, all of these issues can be dealt with in an ad hoc way. H o wever, we can consider more advanced models which explicitly handle forecasted demands and future inventories of trucks. Supplies of vehicles enter nodes over the rst few time periods, representing inventories of vehicles that either are available or are becoming available. In the basic model, all of these supplies leave through a supersink. We start by de ning: C = set of cities or regions aggregations of space, where we will use i and j to index this set ij = travel time from i to j ii = 1 T = length of the planning horizon x ijt = ow of loaded vehicles from i to j, departing in period t and arriving in period t + ij y ijt = ow of empty v ehicles from i to j, departing in period t y iit = vehicles held in region i from time period t to t + 1 . D ijt = market demand for loads from i to j in period t c ijt = cost of moving empty from i to j in period t r ijt = net revenue derived from a loaded move in time period t R it = capacity e n tering the network for the rst time in region i at time t This model can be stated mathematically in two forms: a simultaneous form, and a recursive form. The simultaneous form of the problem is stated as
r ijt x ijt , c ijt y ijt 3 subject to, for t = 0 ; : : : ; T : P j2C x ijt + y ijt , P k2C x ki;t, ki + y ki;t, ki = R it 8i 2 C x ijt D ijt 8i; j 2 C x ijt ; y ijt 0 8i; j 2 C 4
In this model, we assume that T is chosen to be a near forecast horizon Aronson 1 ,  meaning that it is long enough to suggest that the optimal rst period provide good results when implementing solutions x 0 ; y 0 on a rolling horizon basis.
An alternative to the simultaneous form of the model is the recursive form. First, for notational simplicity, assume all travel times are one period. That is, ij = 1 ; i ; j2 C . The recursive form of the basic model is important because it sets the foundation for the stochastic model presented later. Powell et al. 29 shows that for nonlinear cost functions, the recursive forms allow the development o f m uch faster algorithms. Below, the recursive form is necessary to handle uncertainties in forecasted demands. For the basic linear model, however, the only methods that have been specialized for linear, dynamic networks are the inductive algorithms presented in White and Bomberault 38 and Aronson and Chen 2 , which start with a one period problem and solve progressively longer horizons.
Speci c advantages of this model over the assignment model include:
1. It captures both actual and forecasted demands over the planning horizon. 2. The model can recommend repositioning excess capacity from one region to the next. 3. The model can recommend which loads to accept or reject when there is too little capacity.
Disadvantages of the model include:
1. Deterministic loads which h a ve already been booked are not di erentiated from forecasted loads. The model can recommend moving a load that has been forecasted but has not really materialized. 2. Truncation errors can be signi cant in a deterministic model, forcing the use of a long planning horizon. The result can be a surprisingly large dynamic network. 3. Forecasted demands are generally noninteger, producing fractional solutions. Heuristic rounding of the demands or the optimal fractional ows can introduce significant errors. 4. Spatial aggregation into regions simpli es demand forecasting, but eliminates the ability to recognize speci c characteristics of drivers and loads.
A stochastic dynamic model
Some of the weaknesses of the deterministic formulation of the dynamic vehicle allocation problem can be corrected by i n troducing a stochastic formulation that explicitly handles uncertainties in demand forecasts. Randomness in forecasted demands can be formulated using a dynamic network with random arc capacities. This model was rst proposed by Powell 28 . We review this basic model, starting with the simpler formulation which assumes that travel times between each pair of cities is exactly one time period. This assumption is also used in 28 , as well as in Frantzeskakis and Powell 17 , which proposes a method for solving the stochastic program. These earlier papers also assume that all demands in the rst period are known, and that all demands in future time periods are forecasted. In contrast, we suggest a method that not only handles multiple period travel times, but also a mixture of known and forecasted demands in future time periods.
Single time period travel times
To begin, we assume that we h a ve a probability space ; F; P with elementary outcome ! = f! 1 ; ! 2 ; : : : ; ! T g. W e assume that decisions x t ; y t are made in time period t after the realization of demands in period t, and before the realization of demands in later time periods. In this case, we refer to time period t as a stage. The history of the process, H t , i s g i v en by H t = fx 0 ; y 0 ; ! 1 ; x 1 ; y 1 ; ! 2 ; x 2 ; y 2 ; : : : ; ! t,1 ; x t,1 ; y t,1 g The history of the system, for our purposes, can be summarized by a state variable S t .
Let D ijt ! t = random market demand from i to j in period t.
D ij0 = actual known market demand from i to j in period 0. x ij0 = ow of loaded vehicles in stage 0, y ij0 = ow of empty v ehicles in stage 0, S t = S t H t = state of the system at the beginning of stage t, which depends on the history of the process up to stage t, x t S t ; ! t ; y t S t ; ! t = ows of loaded,empty vehicles in stage t, which depends on both the state of the system S t and the random outcomes in stage t; ! t .
It is important in our notation to express the fact that our decision variables are conditionally dependent on both the state of the system at the beginning of the stage or alternatively, the history of the process up to that stage as well as random outcomes in that stage.
Under the assumption that ij = 1 , S t is de ned by equation 6. For the case with unit travel times, the basic stochastic model for dynamic eet management can be written as the following multistage stochastic program: x ijt D ij0 8i; j 2 C x ij0 ; y ij0 0 8i; j 2 C P i x ij0 + y ij0 , S j1 = 0 8i; j 2 C 11 Q 1 S 1 ; ! 1 i s t h e conditional recourse function, de ned recursively using: Q t S t ; ! t = maxfr t x t S t ; ! t , c t y t S t ; ! t + E ! t+1 Q t+1 S t+1 ; ! t+1 g 12 14 subject to: P j x ijt S t ; ! t + y ijt S t ; ! t = S it 8i 2 C P i x ijt S t ; ! t + y ijt S t ; ! t , S j;t+1 = 0 8j 2 C x ijt S t ; ! t D ijt ! t 8i; j 2 C x ijt ; y ijt 0 8i; j 2 C 13 Let Q t S t = E !t fQ t S t ; ! t g be the expected r ecourse function.
Q t S t i s a c o n vex function of S t . I f w e could determine this function explicitly, w e could substitute it back i n to equation 10 and determine the optimal rst-period decisions.
Multiperiod travel times
The previous section bene ted from the simpli cation a orded by the assumption that all travel times between cities require one period. In practice, of course, travel times between cities might take o n i n teger values ij = 1 ; 2; : : : ; . One way to handle multiperiod travel times is to de ne an extended state variable: S jt k = ow i n bound to region j at time period k that will not actually arrive to region j until time period t + k N j k = fij ij = kg The conditional recourse function is de ned similarly: Q t S t ; ! t = maxfr t x t S t ; ! t , c t y t S t ; ! t + E ! t+1 Q t+1 S t+1 ; ! t+1 g subject to:
X j x ijt S t ; ! t + y ijt S t ; ! t = S it 0 X i x ijt S t ; ! t + y ijt S t ; ! t + S j;t k , S j;t+1 k , 1 = 0 x ijt S t ; ! t D ijt ! t x; y 0
This rather straightforward extension to multiperiod travel times is technically correct, but as we show below, causes us problems in the development of tractable approximations. 5 Approximating the recourse function Stochastic programs, and especially multistage stochastic programs, are in practice computationally intractable, requiring instead the development of approximations. In this section, we review methods for approximating the expected recourse function, focusing on techniques for replacing the recourse function with a nonlinear or piecewise linear, separable approximation. We begin with scenario aggregation, which is a general purpose method widely used in the eld of stochastic programming. Against this brute force" approach are a number of other methods that do more to take advantage of the speci c structure of our problem.
Scenario aggregation
Scenario aggregation involves solving the so-called equivalent deterministic function Wets 36 as being a single stage. In e ect, we will allow decisions in period t to anticipate" the outcomes in period t+1, for periods t 1. However, even this approximate formulation can produce intractably large linear programs. For example, assume we h a ve a stochastic network with 1,000 nodes and 10,000 arcs, of which 1,000 have random upper bounds. If we model this problem with, say, 50 scenarios, it becomes a linear program with 600,000 constraints one for each node and capacitated arc, times the number of scenarios, plus a nonanticipativity constraint for each arc and each scenario, and 500,000 variables one for each arc and each scenario. The advantage of the equivalent deterministic formulation, which is a standard approach used within the stochastic programming community, is that it allows for the random generation of correlated demands, and explicitly represents the full optimization problem under each scenario. Thus, the approach allows for the simultaneous optimization of current and future actions. The major limitation is that this approach t ypically produces a very large scale linear program, forcing us to use a relatively small number of scenarios to capture future outcomes. In addition, the method does little to take advantage of the underlying structure of most problems that arise in transportation.
Stochastic Gradient Methods
Stochastic gradient methods generally referred to as stochastic quasigradient, or SQG, methods replace the expected recourse function with sample gradients. At each iteration, we w ould solve problems of the form: 
where is a smoothing constant and g! k is a subgradient o f QS; ! k de ned in equation 12. For our problem, QS; ! k is a pure network, so g! k i s t ypically just the duals of the ow conservation constraints 11.
Stochastic quasigradient methods were developed by Ermoliev 16 using a projection operator to handle constrained problems. Gupal and Bajenov 19 demonstrate convergence for the constrained stochastic linearization, which requires the smoothing step for the gradient estimate that is, it requires 1.
Response surface methods Of course, we could include cross products and higher order terms, but the basic idea is to replace the recourse function with a statistically estimated function. If we c hoose to use a separable function, then the rst stage problem can be solved as a nonlinear network. If the dimensionality o f S is high which i s t ypical then a large number of samples may be required to adequately estimate the coe cients.
Simple recourse
The complexity of problem 10 is the demand constraint 13 with the random right hand side. Assume now that we replace this constraint with the following: The functionQ k S k 1 is updated iteratively using:
This method assumes that we start with an initial approximationQ 0 S. This approximation could be as simple asQ 0 S = jSj 2 , or it could be produced using one of the other methods described above. It is shown in 11 that the sample information can greatly improve the quality of the solution in a two-stage problem. Furthermore, since we are basically adding a linear correction term to the original approximation, we retain properties of separability if these exist in the original approximationQ 0 S.
Remarks
Each of these methods o ers speci c strengths and weaknesses, and testing each one is a project in itself. Scenario aggregation provides a mechanism for capturing complex correlations in the data. This is usually done by sampling realizations from past history. However, the resulting model is typically a very large linear program, which becomes intractably large if we try to capture multistage e ects. Integer solutions are extremely di cult to obtain.
At the other extreme are stochastic gradient methods which replace the recourse function with a linear approximation. While we are not aware of results for solving multistage problems, these methods have rigorous proofs of convergence for two stage applications by contrast, scenario methods provide an optimal solution only for the speci c scenarios represented, not the entire sample space. Stochastic gradient methods are also very easy to solve, and produce integer solutions naturally. H o wever, they are known to have notoriously slow rates of convergence.
Response surface methods have a certain appeal, combining the exibility of sampling with nonlinear approximations, but we are not aware of any testing or re nement of these methods for this problem class. It is an approach w orth pursuing, but out of the scope of this paper.
Simple recourse provides simple nonlinear approximations which are easy to solve, but the approximations are very poor in quality, and the resulting models do not easily yield integer solutions.
The SLAP and SCAM approximations, which are more sophisticated versions of the approximation rst introduced in Powell 27 , both represent attempts to replace the expected recourse function with a separable, piecewise linear approximation. Current evidence suggests that the SCAM approximation will outperform SLAP which in turn, should outperform the approximation in 27 , but this is purely an experimental question. The primary limitation of all these approximations is that they are not convergent -they are purely approximations.
The hybrid method described in 11 o ers the promise of combining a good approximation with an adjustment term that provides a rigorous proof of convergence. The attractiveness of this approach is that it achieves this goal without destroying the underlying network structure of the problem. The result certainly has theoretical appeal, but it remains to be seen whether it contributes substantially to the accuracy of the approximations. 6 A pure network approximation If the random variables in the expected recourse function are discrete, thenQS t should be a piecewise linear, convex function. In this case, 28 is equivalent to the network shown in gure 4, where the approximate recourse function is represented by a cluster of stochastic links" which capture the expected marginal contribution of each unit of ow i n to a region in a time period. Known demands in the rst time period are represented as links moving between the origin and destination of the demand, with a positive contribution and an upper bound of one or equal to the number of loads moving between the same origin and destination.
In addition to assuming one period travel times, this formulation also assumes that there is no known" information in the future. In practice, real problems not only have m ultiperiod travel times, but a portion of the demands that have to be satis ed in the future will be known now. Of course, we can simply lump these into the forecasted demands, but in doing so, we lose the opportunity t o w ork with this additional information.
If travel times span multiple time periods, then we w ould solve: 
Stochastic links Transportation links
Figure 4: Equivalent network formulation of stochastic program with single-period travel times
This section has outlined an approach for solving the rst stage problem of managing vehicle inventories by approximating the expected recourse function as a separable, piecewise linear function. The network model shown in gure 5 was rst introduced in Powell 27 , and was the basis for the LOADMAP model rst implemented at North American Van Lines 33 .
A h ybrid model for the dynamic assignment problem
We h a ve n o w reviewed two broad classes of models for the real-time dynamic problem. The rst uses a static assignment model that assigns speci c drivers to speci c loads, while the second uses a dynamic network that accounts for forecasted demands, but requires temporal and spatial aggregation to handling forecasting of future activities. We have also described both deterministic and stochastic versions of the dynamic network. Clearly, each model o ers both valuable strengths as well as signi cant w eaknesses. It is possible to produce a model that combinies the best features of both models, illustrated in gure 6. The network has two components. The rst is the assignment network, which includes nodes for each individual driver and load, and arcs representing the assignment of drivers to loads. The second part is the forecast network, which w orks at an aggregate level and includes all forecasted demands as well as loads that have already been called in but are not to be picked up until some time into the future. Loads which are available to be picked up immediately or in the near future are represented by an origin pickup node in the assignment network, and a destination node in the forecast network. The only other set of links that move b e t ween the assignment network and the forecast network are empty repositioning arcs which join a driver to a speci c region and time period. We assume for the modeling of the forecast network that time is aggregated into speci c time periods. In truckload trucking, a typical time period is one day, since most loads must be picked up on a speci c day with varying time windows within the day. The model, however, may be solved in real-time over the course of a day as new information on drivers and loads becomes available. For this reason, the rst time period in the forecast network which w e refer to as time period 0 speci cally covers demands which are forecasted to be called in during the remainder of the day, while all future time periods refer to complete days of course, time periods need not be of a particular size time period 3 could cover two d a ys if we wish. For example, when the model is run at 10 am, the rst time period will include demands that are forecasted to be called in for pickup later that day. These forecasts will have to be updated periodically over the course of the day.
Nodes in the assignment network drivers and loads do not necessarily represent activities in the rst time period. Rather, we associate with each node a time of avail- Figure 6: Hybrid network for solving combined assignment and eet management problem ability. F or example, driver D i might be enroute to Chicago, and is forecasted to become available at hour 14 later in the same day. Refer to this time as 0; 14. We could still represent this driver as a node in the assignment network, but we w ould have to restrict the links that can be generated out of this node. For example, this driver could only be assigned to loads that could be picked up after time 0; 14, accounting for driving time from the destination of the load to the origin of the next load. Now consider a load that is available at time 1; 15 that is, hour 15 on day 1 i n region i. W e can represent the origin of this load as a node in the assignment network, or as a link emanating from the node for region i on day 1 in the forecast network.
The value of modeling the load as a node in the assignment network is that it allows us to capture all the characteristics of the load. By contrast, if we model the load as originating in the forecast network, then it is possible the load could be covered by a driver moving, say, from region k to region i on day 1, which could then be assigned to handle the second load. In this way, the model can assign one driver to handle two loads, although the unique characteristics of the driver and load are lost in the forecast network.
When a driver is assigned to an activity in the forecast network, there are essentially four possible options. The driver may be assigned to a node in the current time period or a future one. In addition, a driver may be assigned to a node representing the region where he is currently located, or a di erent region. The actions to be taken for each option are summarized as follows:
Assignment to rst time period: Assignment t o o wn" region: 1. The truck should sit and do nothing. Its most pro table option is to wait for a load to be called in later in the day. Assignment to a di erent region:
2. The truck should reposition empty to the region in anticipation of demands that may be called in later in the day. If the truck sits where it is, it may be too far away from the load when it is called in, thereby resulting in lost revenue. Assignment to a future time period:
Assignment t o o wn" region: 3. Again, the truck should sit and do nothing, but if the model assigns him to a future time period, then it is unlikely that the driver will be used any time soon. This represents an opportunity for using telemarketing to perform load solicitation. Assignment to a di erent region:
4. The driver should reposition empty t ypically moving overnight to another region. Since the driver is not expected to be needed until some time in the future, it may not be necessary for the truck to start moving empty immediately. Drivers and loads can be modeled with the same level of detail possible in a static assignment model. The model can not only recommend which driver should be assigned to a particular load, but also whether a driver should be held" in a region in anticipation of future loads or repositioned empty to a neighboring region again, in anticipation of future loads. Known booked" loads and forecasted loads are each handled in a natural way. The model avoids the problem of deterministic models where known and forecasted loads are indistinguishable to the model. The model is a pure network, and can be optimized extremely quickly. The model returns integer solutions.
The integration of known and forecasted demands in a single model in this way is, we believe, new. Of particular value is the combination of the assignment network, which provides a high level of detail, and the forecast network, which handles forecasted activities at a lower level of detail.
Of course, the model also possesses limitations, including:
The model can assign a driver to a single load, but cannot develop tours for speci c drivers that cover multiple loads. The model can assign a driver to more than one load, but loses the identity of the driver past the rst load. Forecasted loads require spatial and temporal aggregation, which can produce errors in decisions to reposition equipment. The separable approximation of the expected recourse function can ignore interactions between neighboring regions. In some cases, vehicles arriving to a region i 1 might be routinely repositioned empty to region i 2 which might be quite close by.
The result can be signi cant distortions in the recourse functions for both regions.
At this point, we h a ve a model with tremendous potential for solving the real-time driver assignment problem for truckload motor carriers. The question that arises is: What is the value of including an approximation of the expected recourse function, and how do errors introduced by approximating the recourse function impact the actual dispatch decisions? Lacking theoretical answers, we h a ve to address this question experimentally.
Experimental testing
The hybrid network illustrated in gure 6 represents an important extension of the standard assignment model that is most widely used in practice. It raises a series of experimental questions: Does the hybrid, stochastic, dynamic network model outperform a myopic, assignment model working alone? Can the resulting network model be optimized in real time for problems of realistic size? Does the model accurately capture the dynamics of real-time dispatching?
These questions address the validity of the model and whether it can be solved in realtime. The rst question is of particular interest, since the standard approach in practice is to use a myopic assignment model to assign drivers to loads. The practical argument in favor of this simple model is that carriers do not need to reposition drivers empty i n anticipation of future demands. Instead, they will simply wait until the customers call in, and then take advantage of the large size of the eet to cover loads.
If the third question can be answered a rmatively, then not only have w e developed the foundation for a successful real-time dispatching system, we also have a simulation model that can be used to address more substantive questions. For example:
What is the cost of uncertainty in truckload dispatching? What are the economies of density that can be derived from larger operations?
A stochastic, dynamic model is particularly valuable in estimating the value of knowing more demands in advance. If we tried to answer this question with a simple myopic model, we could overestimate the value of reducing uncertainty simply because the myopic model might perform arti cially badly in an environment where very little is known in advance but where demands can be forecasted.
We i n vestigate these questions using a simulation package called MIDAS Micro Dispatch and Simulation which is described in section 8.1. Section 8.2 describes the process by which demands are generated. Next, section 8.3 describes the speci c optimization model used in MIDAS. Section 8.4 outlines the design of the experiments used to answer the research questions. Finally, the results of the simulations are presented in section 8.5.
The MIDAS simulator
MIDAS is a system that simulates the real-time process of customers calling in orders truckload movements and the dispatching of drivers to those loads. The system uses as input a set of regions used for the forecast network, forecasted region to region demands by d a y o f w eek, travel times and distances, hour of day booking pro le, and the distribution of days between the time an order is called in, and the earliest time it can be picked up. The user xes the number of drivers the system should use, and a preprocessor generates a le of initial driver positions location, and the earliest time they will be available. Loads are also randomly generated in advance and stored in a le. With these datasets in place, we are now ready to run a full simulation using MIDAS. MIDAS runs a simulation at a rate that is a speci ed factor times an actual clock. We did not, for example, allow MIDAS the time to optimize the problem with the clock turned o . This approach allowed us to determine whether the optimization could actually keep up with a problem. For example, assume that loads are called in at a rate of 600 per week. This rate is equivalent t o a n a verage hourly rate of 3.5 loads per hour. However, this could easily produce peak demand rates of up to 30 loads per hour. If we run the simulation at, say, 50 times normal speed, then we are testing the ability of the simulation to actually handle as much as 1500 loads per hour.
The running of the simulation was relatively simple. An internal loop cycled continuously, constantly checking the real" time. An event list of drivers becoming available, and the call-in time of the next load, was maintained. Whenever the time of an event matched the real clock time, the system would call the optimization model to determine what action should be taken. As each action was taken, or as new events occurred such as a new load being called in" we w ould update the network model and reoptimize.
Whenever an action was taken, statistics would be computed and a running summary was presented to the user. In addition, a le giving cumulative statistics each hour was produced. Statistics recorded included: total pro ts, total empty miles, total loaded miles, total loads moved, and total refused loads.
We developed the model with a detailed graphical user interface which allowed us to see each individual dispatch. This display w as valuable in the early stages of the development both for model debugging, as well as re ning the model. For example, one anomaly that was discovered through the graphical interface was the tendency of the model to move trucks empty back and forth between certain nearby regions, since this empty cost was less than the driver layover cost the result was higher pro ts, but also higher empty miles.
The graphical interface is depicted in gure 7. In the lower left hand corner is a map of the United States with a small rectangle. By adjusting the size and location of the rectangle, the user could control the contents of the main panel. In the main panel, the system would show loads waiting to be picked up, drivers waiting and unassigned, drivers moving loaded, drivers moving empty to pick up a load, and drivers moving empty as a repositioning move to a neighboring region. At the bottom of the screen is a system summary report with a variety of statistics that are updated as the simulation progresses. Finally, along the right hand column, three panels are provided which allows the user either to override the recommendation of the optimization model, or to perform all the optimizations manually. This feature allowed us to run simulations comparing the performance of the optimization model to that of manual dispatchers students. This simple booking model captures a number of important qualities of an actual demand process. An important dimension of the process is the booking pro le which tells us how m uch of the demand is known in advance. In addition, we capture time of day, and day o f w eek e ects, as well as a realistic spatial pattern. All of the parameters driving this model are easily estimated for a real company using commonly available historical data. At the same time, the model ignores other e ects, some of which are easily incorporated, and others being more di cult. Among the easier xes are using distributions that are dependent on the origin time of day and day o f w eek distributions may v ary geographically or even the destination of the load. The booking pro le depends on the day of the week this is particularly important for weekends but not the time of day the likelihood that a load should be picked up the next day increases with time of day. Also, the underlying model is Poisson, and does not account for more complex patterns of demands.
The optimization model
The optimization model used within MIDAS is the network model displayed in gure 6, as originally described in Cape 9 . The expected recourse function was calculated using the methods described in Powell 27 . This is not the most advanced technology, as it ignores subsequent developments in Frantzeskakis and Powell 17 and Cheung and Powell 10 . The testing of di erent calculations of the expected recourse function is very di cult from a software development perspective, and the testing and comparison of alternative technologies for approximating the expected recourse function is beyond the scope of this paper.
The network model was generated from scratch at the beginning of the simulation, and at midnight for each subsequent d a y. This step is time consuming, but we t o o k advantage of the low demand rate after midnight to perform the reoptimization we did not stop the clock" to regenerate and optimize the network. Once generated, the model was then updated and reoptimized over the course of the day, using the previous basis as a starting point. Once a driver is actually dispatched on a load, the model would Table 1 : Day o f w eek booking pro le estimate the next time of availability for the driver, and regenerate the driver node, and links to any load nodes taking into account the time of availability of the driver, which might be several days in the future. Each time a new load was called in" the model would generate a new load node in the assignment network, and a link from this node to the appropriate node in the forecast network. Then, we w ould generate links from nearby drivers into the load node.
The network was optimized with a primal network simplex code, developed by the author. A big M" start was used for the initial optimization. Each time a driver was dispatched on a load, a high cost would be put on the corresponding assignment arc. The model would ag this arc to be dropped, and it would be eliminated from the data structures as soon as the system detected that the link was no longer in the basis at this point, both the loaded movement arc, as well as all assignment arcs into the load node, would be dropped from the network.
Experimental design
The data for our runs was derived from a major truckload motor carrier. The carrier had a eet of approximately 1,100 drivers serving 2,600 loads per week between 60 regions. Using a historical dataset that covered approximately one month of actual loads, we were able to construct the distribution of loads by origin; the conditional distribution of loads by destination; the distribution of loads called in by hour and by d a y o f w eek; and the booking pro le. The hour of day distribution is given in gure 8.
The booking pro le, which gives the distribution of loads called in 0; 1; 2; : : : ;days in advance, was replaced with a simpler distribution for the purposes of parametric testing. The data showed that approximately 60 percent of the loads were called in for same day pickup, and roughly 40 percent w ere for pickup on the next working day. Therefore, Using this data, we randomly generated a set of drivers and loads. We decided to scale the system to a 200 driver eet. We c hose a system demand rate equal to 600 loads per week. The ratio of three loads per driver per week is higher than is achieved in practice, where numbers in the range of 2 to 2:5 are more typically the ratio depends on the average length of a load. Our choice of a higher load to driver ratio was intended to capture refused loads, which are never present in historical datasets which only show the loads that were actually carried.
A n umber of runs were conducted to determine model warm-up and to evaluate the statistical stability o f k ey output estimates such as operating contribution per mile. We initially expected that, given our care in generating realistic initial conditions, that we w ould not need to account f o r a w arm-up period, and, given the number of events being simulated, that a one or two w eek simulation would su ce. However, one key aspect of the model we are testing is its ability to reposition empty equipment from regions with excess inbound demand to regions with excess outbound demand. Figure  9 shows the number of drivers available in each region at the end of each w eek, over a four week run. From these data, we concluded that the distribution of inventories had not stabilized even at the end of a full week of simulated dispatching, despite the care given to generating reasonable initial distributions. However, weeks 2; 3 and 4 do seem fairly similar. For all subsequent analyses, we discarded statistics derived from the rst week, and averaged the last three weeks. We next conducted a series of runs to develop a sense of the statistical stability o f a simulation run. Table 3 summarizes the results of four separate datasets, each using a di erent set of drivers and loads. For each run, we show the loads per driver per week, the contribution in dollars per driver per week, the percent of miles run empty, and the percent of loads that were refused." This dataset is too small to provide accurate estimates of the distribution or even the standard deviation of these statistics, but it does provide an indication of the degree of variability in each statistic.
These runs were all conducted using an internal simulation clock that ran 120 times real time. To further speed the simulations, we used a speedup factor of 400 between 7pm and 7am, when there was relatively little activity. A t this speed, our 200 driver eet with 600 loads per week had the e ective size, in terms of algorithmic demands, of a eet with 24,000 drivers and 72,000 loads per week. By contrast, the largest truckload eets have approximately 8,000 drivers handling approximately 20,000 loads per week. However, we w ere not able to run a 1,000 driver eet at this speed. The runs were made on a Silicon Graphics IRIS workstation. To k eep execution times reasonable, we implemented a strategy where dispatching is performed once every 15 simulated minutes. Thus, new customer requests are batched up and dispatched once every 15 
Experimental results
We begin our investigations by addressing the question of the value of the stochastic, dynamic model. Other researchers have considered the value of a stochastic, dynamic model over a deterministic, dynamic model 17 , 10 . This prior research w as restricted to discrete time using a unit of one day and discrete space where capacity in one region was not allowed to handle demands in another region in the same day. Here, we test the value of a stochastic, dynamic model in the context of a continuous time, continuous space problem. As described earlier, a discrete time, discrete space approximation was used for the forecast network. However, the assignment model observed no such boundaries. Furthermore, MIDAS simulates real-time dispatching, thereby testing the model in both a continuous time, continuous space setting.
We tested the value of the stochastic, dynamic model by i n troducing a discount factor" in front of the expected recourse function QS. If At the same time, overall performance is optimum with = :3, which outperforms the fully dynamic model = 1. The performance of the system with = 0 is fairly good in week 2 of the simulation, but degrades substantially in weeks 3 and 4. Thus, the value of a dynamic model is noticeable only over a fairly long simulation period. If we excluded week 2, and treated weeks 3 and 4 as more representative of steady state, the value of the dynamic model would be even more pronounced. By contrast, week 2 is not that di erent from weeks 3 and 4 for values of greater than 0:2. the exact same set of drivers and loads, but simply generated new pickup dates for each load. This approach minimized the statistical variability b e t ween the runs. The results show a steady improvement in pro ts as the proportion of advance information increases. Interestingly, there was not a signi cant c hange in the percent of loads refused which actually seemed to increase slightly but there was a marked decline in empty miles, and approximately a 15 percent improvement i n o verall pro tability b e t ween the two extremes. One application of this result is calculating the bene ts of a price discount t o e ncourage advance booking. The question is, are the savings of advance information large enough to warrant a price discount, which in itself would have to be large enough to encourage a change in behavior on the part of the shipper. From the results in table 4, it seems unlikely that the economics are strong enough to warrant the use of signi cant price discounts to encourage shippers to call in their demands early. F rom a base of 40 percent advance booking, increasing the advance booking to 80 percent w ould improve average pro tability of each driver by approximately 8 percent. This improvement w ould be o set by a decrease in price of approximately one percent. Thus, a price discount t o encourage shippers to call in their orders one day i n a d v ance would have to be less than one percent to be attractive to the carrier.
Our last set of experiments addressed the substantive question of economies of density in the motor carrier industry. W e created ve di erent datasets, with 100; 200; 300; 400 and 1000 drivers, respectively. F or each dataset, we held the ratio between the number of loads per week and the number of drivers to exactly three. Each simulation was run for four weeks.
The results are shown in table 5. First, it is useful to note that most carriers will average between 2:0 and 2:5 loads per driver per week. Also, an unoptimized carrier that is, using manual dispatching will exhibit empty mile rates of around 6 to 8 percent for the largest carriers, to 10 to 12 percent for medium sized carriers. Considering that our model optimizes empty miles, without regard to other factors such as getting drivers home which w ould increase overall empty miles, the numbers in table 5 seem quite realistic, with the exception of those for the 100 truck eet. In practice, a 100 truck eet and even 200 trucks would serve only a regional customer base, whereas our simulator generates demands nationally heavily weighted around the midwest, east and south. Therefore, we should discount the statistics for our smallest eet size.
The most important column is the contribution per truck per week, which shows substantial improvements in overall pro tability from the increase in density. T ypically, a truck will average around 2,000 miles per week. Comparing the 200 truck eet to the 1,000 truck eet shows over a $100 per week improvement i n o verall contribution, which translates to improved pro ts of around $0:05 per mile. With transportation rates around $1 per mile, such a n a d v antage would provide a carrier with a substantial cost advantage.
Today, there are perhaps approximately two dozen carriers with eets of 1,000 drivers or more, with two megacarriers with eets approaching 10,000 drivers. While we did not simulate eets this size, it is likely that these largest carriers also enjoy a modest cost advantage of around $0.01 per mile due purely to economies of density. H o wever, in an industry with tight pro t margins, such a di erence is indeed signi cant.
Conclusions
This paper has provided both an introduction to the load matching problem for truckload motor carriers, and an overview of a variety of di erent modeling approaches. The paper represents one of the earliest attempts to perform dynamic routing and scheduling of drivers using a model that takes explicit account of forecasted demands. The experimental results in this paper, on a single dataset derived from an actual carrier, show that the dynamic model does in fact outperform the more standard myopic one. This paper is, at the same time, only a rst, small step in what is likely to become an active eld of research. While these initial results are encouraging, many questions remain. Methodologically, this paper has described several ways for approximating the expected recourse function, but only the most primitive w as actually tested. Additional testing is needed to evaluate the newer approximations that have been developed such as 17 and 10 . We also need to re ne and test the hybrid method suggested in 11 . This method has tremendous conceptual appeal, but experimentation is needed for the complete evaluation.
An area that sparks considerable debate within the research community is the need for stochastic models. 17 and 10 show that stochastic approximations will outperform deterministic models, but other researchers will no doubt argue that a better deterministic approximation might w ork as well, or better, than the stochastic model. Deterministic models do not need the separability approximation that we h a ve used in the development of our stochastic models. A signi cant problem with our separable approximations is our need to treat a location i at time t independently of location i at time t+1. Assuming separability across time limits our ability to use smaller time steps. Deterministic models do have h a ve this problem. Only time will tell which approximation works out the best.
There is an open question of how all of these methods work with di erent data sets. Real problems vary in terms of the width of the time windows, which in turn impacts the need to anticipate future demands. If there is a single, important factor in the testing of stochastic models in a dynamic setting, it is the need to anticipate demands before they happen. Clearly, taxi drivers must anticipate their demands. Railroads, on the other hand, do not face the same service demands. Truckload carriers fall in between. As we tested our models, we found that consistently, the area where they performed poorly was their tendency to overanticipate demands. The introduction of the discount factor represented a simple, heuristic mechanism to dampen the e ect of the recourse function, which reduced some of the unnecessary empties.
Another question of this research is our ability to approximate the history of the process using a relatively simple state variable, giving the number of drivers available at each location at each point in time in the future. Thus, we care about how many drivers will be in Chicago on Wednesday, but we do not care how many of these drivers need to get home, how many h a ve run out of hours, how many h a ve tractors needing maintenance, and so on. In our simulations, we ignored the need to get drivers home, but did capture their duty hours. This research suggests that aggregate state variables may be useful, but again, more research is needed.
There are, of course, many other questions that arise. Considering the relative simplicity of the problem, it is astonishing, and exciting, to see the number of research questions that arise. Having developed the Midas simulator in the 80's, we are now embarking on the developing of an entirely new simulation library that will become a test bed for investigating some of these questions.
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