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This paper gives an analysis of an attractor neural network model dubbed 
the Phonological Latching Network. The model appears to reproduce certain 
quintessentially phonological phenomena, despite not having any of these 
phonological behaviours programmed or taught to the model. Rather, 
assimilation, segmental-OCP, and sonority sequencing appear to emerge 
spontaneously from the combination of a few basic brain-like ingredients 
with a phonology-like feature system. The significance of this can be 
interpreted from two angles: firstly, the fact that the model spontaneously 
produces attested natural language patterns can be taken as evidence of the 
model’s neural and psychological plausibility; and secondly, it provides a 
potential explanation for why these patters appear to frequently in natural 
language grammars. Namely, they are a consequence of latching dynamics 
in the brain. 
Keywords: phonology; neuroscience; neural networks; attractors; Potts 
model 
1. Introduction 
In 1887, Albert Fournie claimed that “[s]peech is the only window through which 
the physiologist can view the cerebral life” (translation from Lashley 1951). There 
is nothing novel then, in the claim that the study of language should provide some 
insight into the workings of the human mind/brain. Indeed, even today, this is 
one of few mantras shared by linguists of the seemingly irreconcilable “Gener-
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ative” and “Cognitive” schools (e.g., Chomsky 2002; Lakoff 1988). Given this 
apparent consensus then, it is perhaps surprising that no breakthrough in our 
understanding of the brain can yet be attributed to some insight from the study 
of language. 
 An analysis and critique of this state of affairs is given by Poeppel & Embick 
(2005), who identify (amongst other things) that we currently have no way of 
relating the ontologies of linguistics and neuroscience. This Ontological Incommen-
surability Problem (OIP) can be resolved, they argue, by the use of a Linking Hypo-
thesis, which spells out linguistic computations at the relevant level of algorithmic 
abstraction, such that the neuroscientist need only find the exact implementations 
of those algorithms in the brain. If such a hypothesis were sufficiently complete 
then it could, in principle, predict the kinds of neural configurations required for 
natural language processing, using linguistic theories as their starting point. In 
this way, we could finally realize the long sought-after goal of cashing in theories 
of language for understanding of the human brain. Simultaneously, a Linking 
Hypothesis also has the potential to unearth lower-level explanations for linguistic 
phenomena, for example where those explanations might depend on purely 
neurobiological notions (e.g., neuronal morphology, synaptic density, metabolic 
efficiency, etc.). 
 
1.1. Emergence as a Linking Hypothesis 
The specific approach to the OIP advocated by Poeppel & Embick treats the neu-
robiological level of analysis as something akin to a decomposition of a linguistic 
theory. That is, a linguistic theory can be reduced to individual processes (e.g., 
concatenation, linearization, etc.), and the problem of how to realise each process 
can be attacked individually. And, while this approach is certainly a logical 
possibility for resolving the OIP, it rests on assumptions which treat the brain as 
being fundamentally like a digital, programmable computer. Implicitly, it has 
borrowed from computer science the idea that the different levels of abstraction 
for which we might describe a cognitive function, are related to one another 
through a strict compositional semantics. That is, any property at one level of ab-
straction can be neatly decomposed to some combination of properties at a lower 
level of abstraction (e.g., Block 1995). 
 A full rebuttal of these assumptions is well beyond the scope of this article. 
It is sufficient to note that this view is by no means the only starting point for 
constructing a Linking Hypothesis. The alternate approach offered here draws 
inspiration from the natural sciences, where the apparent incommensurability 
between different levels of abstraction is frequently resolved by treating the 
higher levels as epistemologically emergent1 from lower ones (e.g., Anderson 1972; 
Luisi 2002). According to this approach, the goal is not to decompose a macro-
level ontology to see how each component is “implemented” at the micro-level. 
 
1 Alternatively: weakly emergent (Bedau 1997). Also note that this notion of emergence is strictly 
orthogonal to the notion of ontogenetic emergence employed in the study of language 
acquisition. Whether linguistic ontology is epistemologically/weakly emergent does not predict 
whether it is learned/innate/none of the above. 
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Rather, the goal is to see what kinds of configurations at the micro-level give rise 
to a complex system whose behaviour is captured by the macro-level theory. 
 Therefore, to claim that linguistics is emergent from neuroscience entails that 
linguistic properties do not separately decompose to neuroscientific properties, 
contra the way that the functions of a high-level computer language reduce to 
combinations of primitive operations. Instead, the relationship between lingu-
istics and neuroscience would be analogous to, for example, the molecular theory 
of gasses.2 Under this view, linguistic properties would be analogous to macro-
level concepts like temperature or pressure, while neuroscientific properties are 
analogous to molecular explanations of these phenomena. The most relevant 
aspect of this analogy is that the properties present at each level of abstraction are 
quite different. So different, in fact, that the different levels of abstraction can seem 
metaphysically inconsistent. For example, while a notion such as pressure can be 
reduced to the average behaviour of all molecules in a system, no single molecule 
can be said to possess, explain, or cause pressure in any meaningful sense. Pressure 
is simply a concept which exists at the macro-level, but not at the micro-level. Nor 
can pressure and temperature be decomposed separately (e.g., there are not two 
types of molecule which cause pressure and temperature independently), rather, the 
properties of the macro-level appear to emerge, fully formed, once the micro-level 
analysis becomes sufficiently complex. In more general terms, there is some point 
in our analysis at which the collection of molecules ceases to be, and is a replaced 
by something radically different: a gas (see, e.g., Truesdell & Muncaster 1980). 
 Applying this analogy, if we allow that the relationship between the brain 
and phonology is one of emergence, rather than a strict compositional semantics, 
then a Linking Hypothesis should take the form of a complex dynamical system, 
and demonstrate the emergence of phonology-like properties from some specific 
combination of brain-like elements. 
 
2. Introducing Attractors 
The preceding argument leaves us with a well-defined problem: What kind of 
dynamical system could possibly give us something like a phonological gram-
mar? The first obstacle to answering this question is that, while formal grammars 
are defined over a set of discrete symbols, dynamical systems (such as the brain) 
are typically understood as being fundamentally continuous3. This is where 
attractor dynamics are critical, because attractors allow us a way of realizing 
discrete behavior in an otherwise continuous system. Moreover, they are easily 
realizable in neural networks, making them a plausible candidate for a neural 
mechanism capable of underlying the discrete behaviour observable in phonolo-
gical grammars. 
 
2 Conceptually at least, this analogy is not a novel idea in phonology. For example, it appears 
in Prince & Smolensky (1997) as a proposal for interpreting Optimality Theory. 
3 In one sense, this situation is precisely the inverse of the kinetic theory of gasses, which seeks 
to replace many discrete particles with a continuous field (Truesdell & Muncaster 1980). 
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Like other artificial neural networks (ANNs), attractor networks consist of a 
number of simple units, which are interconnected with varying degrees of 
efficacy. Unlike other ANNs, attractor networks are characterized by symmetrical 
connections between units, which cause the network activity to settle on one of a 
number of asymptotically stable network states (i.e. attractor states). These stable 
states can be formally defined as local minima in an energy function and the 
behaviour of the network can be understood as analogous to the second law of 
thermodynamics: the entropy of the system increases over time, as the free energy 
decreases. This is sometimes visualised as a landscape of peaks and valleys (Figure 
1), with the network always rolling down into the nearest valley. 
 The dynamics of attractor ANNs were popularized by Hopfield (1982), who 
noted that, if the attractor states are taken to represent pieces of information, then 
the network functions as a content addressable memory system. 
 Crucially for linguists, these attractor-memories are effectively discrete 
pieces of information. This is even true in cases where the individual units of the 
network are functionally gradient (Hopfield 1984). Thus, attractor dynamics are 
arguably our best candidate for explaining how a grammar over discrete elements 
could emerge in a seemingly analogue system like the human brain. 
 The model under examination here, the Phonological Latching Network 
(PLN), represents an attempted first step towards such a model. In its nascent 
form, it is necessarily an incomplete model of phonological grammar. It has no 
notion of lexical items, suprasegmental phenomena, or even a distinction between 
underlying and surface forms. Nonetheless, it does demonstrate how quintessen-
tially phonological phenomena, such as assimilation, the Sonority Sequencing 
Principle (e.g., Clements 1990), and the Obligatory Contour Principle (e.g., 
Figure 1: Conception of a network state-space. The z-axis corresponds to the free energy of the network. The 
red dots are attractors. (Illustration curtesy of Chris Eliasmith, Scholarpedia; source DOI: 10.4249/scholar 
pedia.1380; license CC BY-NC-SA 3.0.) 
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McCarthy 1986), can emerge spontaneously from a relatively simple form of 
neural coding and memory retrieval. 
 
3. Background and Outline of the Model 
The PLN is a type of attractor network, similar to the Hopfield network (Hopfield 
1982). This means that it stores memories as asymptotically stable states, which 
the network “self-organises” towards. However, most Hopfield-like ANNs have 
relatively simple dynamic properties: once switched on, the network will begin 
rearranging itself into the closest attractor state, where it will remain until the 
simulation is switched off. This limited degree of complexity has proven sufficient 
for investigating certain aspects of perception (e.g., Nasrabadi & Choo 1992) and 
memory capacity (e.g., Tsodyks & Feigelman 1988). However, it is clearly inade-
quate for modelling natural language grammar, which requires (minimally) the 
ability to define relationships between discrete memories. 
 Latching networks can be understood as an attempt to introduce between-
memory dynamics into an attractor network. Fundamentally, latching networks 
behave like a Hopfield network, with the additional property that once an 
attractor state has been reached; the network begins to “latch” into a different 
attractor basin. Thus, the network can produce strings of discrete elements, which 
exhibit a kind of inherent grammar. 
 The latching dynamics themselves emerge from the introduction of a 
“fatigue” function (i.e. adaptation or inhibition) to active units, which means that 
attractor states become increasingly unstable once reached. This is what causes 
the network to latch into a different, nearby attractor, and ultimately places 
restrictions on what kinds of strings the network can produce. 
 
3.1. The Potts Unit 
The notion of fatigue in a latching network requires that individual units have an 
inactive state, that is a state which they tend to after periods of activity. The 
classical binary-unit Hopfield network lacks this property, since its units are 
either in an excitatory or inhibitory state. 
 The solution explored here is replace the binary-state Hopfield units with 
multi-state (or “Potts”) units, which have previously been studied as models of 
associative memory (Treves 2005; Russo & Treves 2012; Pirmoradian & Treves 
2012; 2014; Song, Yao & Treves 2014; Kang et al. 2017; Naim et al. 2017). As in the 
case of the Hopfield network, single unit dynamics can be modelled using a rule 
based on heat bath dynamics (Treves 2005; Kanter 1988). These dynamics can be 
conceptualized as something akin to a compass needle being pulled in different 
directions by the various inputs received from other units in the network. The 
number of different directions in which the needle can be pulled is determined by 
the parameter S, which is typically in the order of 5 to 9, with one extra direction 
for the inactive state. Therefore, the state of a given Potts unit i is a probability 
vector of S+1 components, denoted below by 𝜎!" for the active states, and 𝜎!# for 
the null-state. 
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      (1) 
 
Where r is dynamic input variable, β is the global noise parameter, and U is a 
global parameter determining input to the inactive state. The time dependent 
thresholds for each state of each unit are given by the vector θi, which also has 
S+1 components denoted by 𝜃!" for the active-state thresholds, and 𝜃!# for the null-
state threshold. 











      (2) 
 
Calculating the values for 𝜎!	 at time t requires first determining both the values 
for the dynamic thresholds 𝜃! and the input variables 𝑟!, which are linked through 
a system of differential equations (Equations 3, 4, and 5). 
 Firstly, the dynamic thresholds for the active-states are calculated from the 






= 𝜎!"(𝑡) − 𝜃!"(𝑡)       (3) 
 
As the level of activation of a given state, k, in 𝜎! increases, so too will the 
corresponding threshold in 𝜃!, modulated by the coefficient 𝜏,, which is a global 
parameter controlling the rate of active-state fatigue (or adaptation). 






= ∑ 𝜎!"(𝑡)7"89 − 𝜃!1(𝑡)      (4) 
 
Therefore, 𝜃!# increases relative to the sum of all active-states in 𝜎!, modulated by 
the global parameter 𝜏-. 
 Note that 𝜃!# and 𝜃!" (and their respective parameters 𝜏- and 𝜏,) are intended 
to model two different forms of fatigue over two different timescales. While 𝜏, is 
typically assumed to represent the rate of short-term depression in synapses, 𝜏- is 
assumed to represent the rate of slow inhibition within a cortical patch. 
 Finally, once the dynamic thresholds for unit i at time t are known, the input 






= ℎ!"(𝑡) − 𝜃!"(𝑡) − 𝑟!"(𝑡)      (5) 
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 The local field for each state at time t is defined as the summed influence of 
presynaptic units, added to a local feedback term with the coefficient w: 
 
ℎ!"(𝑡) = ∑ ∑ 𝐽!:";𝜎:;(𝑡) + 𝑤/𝜎!"(𝑡) − *(∑ <$
&(*)(&)* 07;89=!>:    (6)
  
Where 𝐽!."/ denotes the connection strength between state k of unit i and state l of 
unit j (see Section 3.3.1 below for explanation of how connections strengths are 
determined). 
 Under the standard interpretation, each Potts unit is an effective model for 
a smaller attractor network (Naim et al 2018). Therefore, the w-term is intended to 
subsume the internal dynamics of each cortical patch. Continuing the compass 
needle analogy, it can be thought of as giving the compass needle an extra push 
towards whichever direction it is currently closest too. 
 
3.2. Latching Dynamics 
The relationship between fatigue on individual units and the emergence of 
latching dynamics is relatively transparent: an attractor state simply can’t be 
maintained once the active units start switching off. What is less transparent 
however, is the rich complexity of the latching dynamics themselves. 
 In one sense, a latching network obeys the same principle of minimizing 
free-energy that all attractor networks obey, that is it “rolls into the valley” (Figure 
1). The additional complexity arises from the fact the free-energy of any given 
network state is continuously changing as the fatigue rises and declines on 
individual units. In other words, the attractor landscape itself is constantly 
shifting. What was “downhill” at one moment in time can become “uphill” the 
next. The sheer mathematical complexity of these dynamics means that 
attempting to give a deterministic account of why one attractor latches into 
another is, although theoretically possible, massively intractable in practice. 
 For this reason, latching dynamics have more commonly been analysed 
probabilistically, for example, what determines the probability of a latch between 
any two attractors? This is still a non-trivial problem, but in general terms we can 
state that the probability of a latch between any two given attractors in the net-
work depends on the overlap in the representations of those attractors (Russo & 
Treves 2012; Kang et al. 2017). The notion of “overlap” here has two dimensions: 
Firstly, how many active units do the two attractor states share? Secondly, how 
many of those shared units are in the same unit state? The interaction between 
these two types of overlap is quite complex, owing to the fact that they are 
governed by slightly different fatigue effects. The fatigue on individual unit states 
is controlled by the parameter τ2, while the fatigue on whole units is controlled by 
the parameter τ3 . In the case where τ2<<τ3, an individual unit state will fatigue 
long before the unit itself begins to switch off (i.e. enter its inactive state). Thus, 
the degree of fatigue of an individual unit can bias the target of a latch in several 
ways: If a given unit is not fatigued, then the network will prefer to latch into an 
attractor in which that unit is both active and remains in the same unit state. 
However, if an individual unit state is fatigued, but not the whole unit, then the 
network might prefer to latch into an attractor in which the unit is active but in a 
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different state. Finally, if the unit itself is fatigued, then it will begin to enter to 
switch off and the network will prefer to latch into an attractor in which that unit 
is inactive.  
 The resulting global dynamics produces distinct “latching bands” in the 
degree of overlap between attractors: for some degrees of overlap, a latch will be 
highly probable, while for other it will be impossible (Russo & Treves 2012). If we 
allow ourselves a rhetorical simplification, we could say that the latching obeys a 
Goldilocks-principle; preferring to latch between memories which are neither too 
similar nor too dissimilar. In this sense a latching network always has an inherent 
grammar to it, since encoding multiple attractors in the network will always 
produce varying degrees of overlap between those attractors. Thus, a given 
latching network typically cannot produce all possible permutations of the 
memories represented by its attractors, but only a subset. 
 Finally, although the description of latching dynamics given so far only 
considers the probability of a latch between any two attractors, it should not be 
inferred that the network behaves like a finite-state machine. A latching network 
typically does exhibit long distance effects. This is a consequence of two facts: 
Firstly, the recovery time of a fatigued unit will typically be longer than a single 
latch. Thus, even if a given unit is inactive in the current attractor, it may still be 
fatigued from some earlier activation, and thus be less inclined to switch on again 
for the next latch. Secondly, in practice the retrieval of a memory is not actually 
understood as reaching one specific attractor state, but rather as passing through 
that state’s basin of attraction. This means that there are very many network states 
that would all be interpreted as a retrieval of the same memory, and each of these 
network states can behave differently in terms of where they would prefer to latch 
next. 
 When viewed from the macro-level then, the behaviour of the network 
might seem quite opaque: a single memory (or attractor basin) can produce a latch 
to one of many different targets, for reasons which are only apparent when 
viewed from the micro-level. This typically precludes reducing the global 
behaviour of the network to that of a deterministic automaton.4 
 Despite this, it is nonetheless possible to uncover distinct tendencies or 
biases in the strings produced by latching, when using probabilistic methods. As 
we shall see, the Goldilocks behaviour of the network can be seen to give rise to 
common phonological processes such as place assimilation and the Obligatory 
Contour Principle (OCP), while the slower cycles of fatigue can reproduce a kind 
of Sonority Sequencing Principle (SSP). 
 
3.3. Constructing a Neurologically Plausible Model 
Unlike many ANNs, the Potts units of the latching network do not strive to model 
individual synapses, firing rates or action potentials. Rather they can be thought 
of as an effective, or “grey box”, model, where certain details are subsumed into 
a system of differential equations. For this reason, a Potts model is as much a 
 
4 This does not entail that no configuration of a latching network can reproduce some level of 
complexity on the Chomsky hierarchy; this ultimately remains to be seen. 
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theoretical model of specific system dynamics, as it is a model of neurological 
reality. Indeed, while many aspects of the latching model are intended to capture 
known facts about neural function, the exact neural implementation of a Potts unit 
is somewhat open to interpretation.5 Under the standard view, each Potts unit is 
an effective model for small patches of cortex. The active states of each unit 
represent different local attractors in each patch, while the self-reinforcement term 
represents the internal attractor dynamics of the patch. Then the behaviour of the 
network as a whole is taken to model global dynamics between relatively distant 
areas of the cortex (Naim et al. 2018). This standard view of a Potts network seems 
well suited to modelling language, which is known to be a widely distributed 
cognitive faculty (see, e.g., Hickok & Poeppel 2007). 
 The PLN is intended to model the representation of phonological 
information in the cortex. While a great deal is still unknown on this topic, recent 
ECoG studies have uncovered a striking degree of congruence between 
phonological representations in the cortex and the abstract, discrete features 
employed by linguists to explain the behaviour of phonological grammars 
(Bouchard et al. 2013; Mesgarani et al. 2014). Specifically, these studies uncovered 
the existence of small patches of cortex which are highly sensitive to specific 
phonological features. Moreover, they hint at a spatial asymmetry between 
manner and place features, with manner features being distinguished more 
strongly in the superior temporal gyrus (STG), and place features being distingu-
ished more strongly in the ventral sensorimotor cortex (vSMC). Similarly, both 
experimental results and theoretical modelling have suggested that phase 
coupling between these areas may form a critical component of the phonological 
capacity (Assaneo & Poeppel 2018). 
 These findings suggest three relevant criteria for the structure of the PLN: 
Firstly, the network should be split into two sub-networks: an auditory sub-
network for manner features, and a motor sub-network for place features, and 
that production should arise from synchronous activity between these areas. 
Secondly, phonological similarity between phones should be captured in terms of 
shared units in the network (i.e. shared patches of cortex), such that the 
Goldilocks-principle is acting over phonological properties. Finally, the congruity 
between the ECoG studies and phonological theory suggests that the represent-
ations themselves could be constructed using abstract phonological features as a 
guide. 
 
3.4. Building Phones 
Unlike neural networks typically employed in machine learning and connecti-
onist frameworks, the PLN is not subject to any form of supervised learning (cf. 
Alderete & Tupper 2018). Rather, the patterns of activity which represent 
memories are generated algorithmically by the experimenter, and then encoded 
in the connections between units using a simple Hebb-like rule. 
 
5 In Marrian terms (e.g., Marr & Poggio 1973), if the linguistic model is the computational level, 
then the latching network is the algorithmic level, while the implementational level would be 
occupied by some exact neural model of the Potts units. 
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Because the memories in the PLN are intended to represent phones, the algorithm 
for memory generation in the PLN works from a given phoneme inventory, which 
is formally defined in terms of a relevant set of phonological features (see 
Appendix). Broadly, each of the features is defined as a random pattern of activity. 
These patterns can then be combined into phones, following the definitions in the 
phoneme inventory. The process for combining features is a competitive one, 
whereby the individual features are used as competing “suggestions” for the final 
phone. Contradictions between suggestions are resolved by weighting individual 
features, such that only the strongest suggestions for each unit will contribute to 
the phone representation. 
 The same features are used in both the auditory and manner sub-networks, 
and the asymmetry is achieved by reversing the weighting of those features. So, 
the auditory network representations are generated with heavily weighted 
manner features and weakly weighted place features, and vice-versa for the motor 
sub-network. 
 The phone inventory is loosely derived from English phonology, with the 
important caveat that there are no minimal pairs based on voicing distinction. The 
large number of features means that phones are redundantly over-specified, as 
otherwise the algorithm tended to produce phones with excessive overlap. Slowly 
adding redundant features to the inventory was a way of overcoming this 
problem. However, it should be noted that some information is lost during phone 
creation, so not all the features should be regarded as playing a role in the 
behaviour of the system (by extension, the PLN should not be interpreted as for 
or against any particular theory of phonological features). 
 The process for generating representations in the PLN will now be 




?, … , 𝜑@
? 7         (7) 
 
The notation 𝜑0 indicates that feature 𝜑 is a member of phone µ. 
 The features defining a given phone are, in principle, unordered. However, 
the process for generating phones requires two different orderings of the features 
in µ (one for each sub-network). 
 A sub-network is defined as a pool of units and is denoted by Q, which in 
the PLN can take the value mot or aud. Any given unit in the network, i, is assigned 
membership to one, and only one, of the pools. The two pools contain the same 
number of units: N/2. 
 The auditory and motor components of each phone are defined as ordered 
tuples of all elements in µ: 
 
𝜇A ≔ 𝜑9
?1 , … , 𝜑B
?1 , … , 𝜑@
?1         (8) 
 
The order is always derived from the inventory given in the Appendix. Also note 
that 𝜇234 and 𝜇567 always contain the same elements, but in the reverse order, 
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 The function W assigns a weight to each feature, with respect to its position 





><* 	          (9) 
 
Where m is the index of feature 𝜑 in 𝜇8, M is the total number of features in 𝜇8, 
and q is a global parameter used to control the cumulative influence of lowly 
weighted features (the smaller the value of q, the greater the influence of the lower 
weighted features).  
 The result of the function W is that the weightings of the features in 𝜇8 fall 
along an exponential scale between 1 (when m=1) and ℯ?	(when m=M). 
 The weightings from W are used to determine the actual representations for 
a phone. 
 First, the representation for phone 𝜇 in pool Q is denoted as 𝜉0!, which is 
defined as a tuple whose components represent the units in pool Q, and can take 
a value from 0 to S. 
 
𝜉?1 ∶= 𝜉9
?1 , … , 𝜉!
?1 , … , 𝜉@
A
?1        (10) 
 
The final representation for a given phone will simply be the concatenation of the 
two pools: 𝜉0: = -𝜉0"#$ , 𝜉0%&'/. 
 Generating the representations for phones depends on the representations 
for individual features. Each of the features in the phoneme inventory is defined 
as a hypothetical network state within each sub-network which, following 
Pirmoradian & Treves (2012; 2014), are generated using sparse6 patterns of noise. 
The random noise pattern representing a feature 𝜑 is indicated as 𝜉B, where, 
again, each element takes a value between 0 and S. 
 
𝜉F ∶= 𝜉9
F, … , 𝜉!
F, … , 𝜉@
A
F        (11) 
 
Crucially, the patterns for features are uncorrelated with one another, i.e. they 
should be approximately equally dissimilar. 
 Additionally, the sparsity of these patterns is enforced by the parameter 
𝑎CD27, which represents the probability that the value of any component 𝜉!
B is non-
zero. In practice, the value of 𝑎CD27 is typically lower than the value of a, the 
sparsity of the phones. This ensures that no phone can be dominated by a single 
feature. 
 Note that any given feature pattern, 𝜉B, is constant for all phones and all 
pools. Features vary only in terms of their membership in µ and weighting in 𝜇8. 
Also note that each feature pattern is only defined over half the total units of the 
network. This is because, in principle, each feature appears in both the auditory 
and motor sub-networks. 
 
6 That is, only a small subset of units are active. 
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 As well as the patterns representing phonological features, each phone also 
has a corresponding “noise” feature, 𝒩, which is introduced as a means of 
preventing excessive overlap between phones. The noise feature is similarly 
defined: 
 
𝜉	𝒩 ≔	𝜉9𝒩 , … , 𝜉!𝒩 , … , 𝜉=/4𝒩         (12) 
 
 Having defined and generated all the relevant feature representations, the 
final value of any unit in 𝜉0! is set to the value of k (between 0 and S) which carries 








10 + 𝑝𝑒L𝛿J$𝒩"  (13) 
 
The Kronecker delta is a function which equals 1 when its arguments are the same, 
but 0 otherwise. The last term in (13) represents the influence of each phone’s 
unique noise feature, 𝒩, where p is a global parameter used to control the 
influence of all noise features. Note that if p=1, then the weight of the noise feature 
will be equal to the weight of the strongest feature in 𝜇8. High values of p (greater 
than 1), were found to be useful for maintaining an optimum degree of overlap 
between representations. 
 Additionally, the sparsity of the representations is maintained by assigning 
a value of 0 to those units whose weighted suggestion falls below some threshold. 
The value of this threshold depends on the sparsity parameter a, such that only 
the aN/2 strongest suggestions in 𝜉0! are non-zero. 
 Having generated the representations for each phone, the patterns are 
encoded in the weight matrix as attractors using a Hebb-rule. Each phone μ 
suggests a connection strength J between state k of unit i and state l of unit j, which 
is given by the rule in:  
 




()(1 − 𝛿"	1)(1 − 𝛿;	1)    (14) 
 
Here, as before, the Kronecker delta’s output is 1 when the two arguments are 
equal and is 0 otherwise. Therefore, in a pattern, 𝜉0, if unit i is in state k and unit j 
is in state l, where k=l, then the connection will be positive (excitatory), else the 
connection will be negative (inhibitory). The last two factors ensure there are no 
connections to/from units in the null state (if k or l equal 0). 
 The final value for each connection is determined by summing over all 





∑ 𝐽!:";(𝜇)	∀?          (15) 
 
Where 𝑐!. is set to 1 when i and j share a connection and is 0 otherwise. This value 
is normalized by C, the average number of connections per unit, and a, the sparsity 
parameter. 
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The probability that they share a connection is defined by the variable cint if i and 
j are both in the same sub-network, or cext if they are not: 
 





0 𝑤𝑖𝑡ℎ	𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦	(1 − 𝑐DK7)
 
 





0 𝑤𝑖𝑡ℎ	𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦	(1 − 𝑐!L7)
 
 
This process is intended to ensure that the similarity between the representations 
of phones in the PLN correlates strongly with their phonological similarity, as is 
given by the feature definitions in the phoneme inventory. We can see evidence 
of the non-random structure of the PLN memories, shown in Figure 2. Here we 
can see that, in general, the more units two memories in the PLN share, the more 
likely it is that those shared units are in the same Potts state. This implies that 
overlap between representations is a consequence of shared features which 
suggest specific Potts states for individual units. 
 
4. Analysis of PLN Behaviour 
Because the process of generating features depends heavily on randomization, it 
is possible to generate multiple weight matrices for the same phoneme inventory, 
which have different latching properties (i.e. they produce different grammars). 
Using the same phoneme inventory and network hyperparameters (see 
Appendix), the latching strings from 125 trials, representing 8 different grammars, 
Figure 2: Overlap of memories produced by feature super-position. The size of each circle indicates the total 
number of attested transitions between the two memories during the simulations. 
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were collected into a corpus containing a total of 464 individual phoneme 
transitions. This was found to be large enough to allow statistical generalization, 
but small enough that all latching transitions could be manually checked for 
network pathologies (failed retrievals, mixed states, etc). Only strings which 
exhibited no obvious pathologies were included in the corpus. All strings were 
between 2 and 8 segments long, with an average length of 4.7 segments. Strings 
were generated by placing the network into a state which matched a 50% memory 
retrieval and allowing it to run for 400 time steps. 
 The strings were assessed for evidence of assimilation, OCP and SSP. The 
rate at which these phenomena occur was then compared to chance level, that is 
a grammar in which the probability of a transition between any two phones is the 
same for all phones in the inventory. The extent to which the PLN grammars 
deviate from chance level can be taken as evidence of whether these processes are 
inherent to the PLN. 
 
4.1. Segmental OCP 
In its general form, the Obligatory Contour Principle (OCP) requires that there be 
some minimum degree of difference between adjacent objects. This may or may 
not be an instance of a more general bias against repetition in language (see, e.g., 
Walter 2007). In relation to segmental phonology, this can be interpreted in two 
different ways: firstly, it can mean that the same phone cannot surface twice in a 
row, or secondly, that adjacent segments cannot be similar with regards to some 
featural specification (McCarthy 1986). 
 This first sense of segmental-OCP is a trivial property of the PLN, since the 
latching dynamics are driven specifically by an active memory becoming 
unstable. There is simply no way the network could latch out of, and immediately 
back into, the same memory. The simulations confirmed this, with phone 
repetitions exhibited in exactly 0% of the recorded transitions. 
 The PLN also seems to exhibit something closer to the second definition of 
segmental-OCP. For example, there were no recorded examples of a transition 
Figure 3: Example of a latching string. 
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between /s/ and /ʃ/, suggesting that the network has reproduced something like 
the OCP-driven epenthesis seen in English plurals and possessives (e.g., bu[ʃ] -> 
bu[ʃәz] etc.). However, one grammar did spontaneously produce the string 
[kŋut͡ʃsθu], where the transition from /t͡ʃ/ to /s/ would normally be seen as an 
OCP violation in the context of English phonology. 
 A closer examination of the representation overlap of these phones reveals 
the important difference. Firstly, the total percentage of shared units between /s/ 
and /ʃ/ in this grammar is much higher (31.2%) than /s/ and /t͡ʃ/ (22.4%). And 
secondly, of those shared units, a much higher percentage are in the same Potts 
state when comparing /s/ to /ʃ/ (50%) than /s/ and /t͡ʃ/ (28%). This supports 
the hypothesis the absence of /s/->/ʃ/transitions in the PLN is an OCP effect, 
while /s/ and /t͡ʃ/ are dissimilar enough to fall within the “Goldilocks” zone. 
 
4.2. Assimilation 
Processes in which segments become more similar to their neighbours – in terms 
of their feature specification – are extremely common cross linguistically (e.g., 
Figure 4: The /θ/ and /t/ phones are similar in both their manner and place of articulation, but are still a 
possible transition for the PLN. 
Figure 5: The /f/ and /u/ share the feature [round], so the first transition is interpreted as an instance of place 
assimilation. 
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Ohala 1990). With the PLN, a transition was counted as an instance of assimilation 
if the two phones shared a feature, as defined by the inventory in the Appendix. 
An example of this is shown in Figure 5. 
 
4.2.1. Place 
Transitions exhibiting place assimilation were found in 244 (52.6%) transitions, 
which is slightly above the chance rate (44%). However, the picture becomes more 
interesting when we break down the assimilation probabilities for each feature. 
As we can see in Table 1, the features HIGH, EXTERIOR, LABIAL, VELAR and 
ALVEOLAR appear to assimilate at above chance rate, while the others assimilate 
below chance rate. 
 These numbers suggest that only some of the features are participating in 
assimilation. This is arguably a welcome result, since natural phonological 
grammars typically only exhibit assimilation for one or, at most, a few place 
features. 
 However, these numbers alone do not immediately inform us of why some 
features participate in assimilation, but not others. This picture is further 
complicated by the fact that not all of these features are independent. In cases 
where the phones delineated by one feature are a strict subset of the phones 
delineated by another feature (e.g., all labials are also exterior, etc.), then a naive 
statistical method doesn’t allow us to determine which feature is decisive for 
causing assimilation. 
 We can partially circumvent this problem by comparing mutally exlusive 
pairs of features, for example, HIGH vs LOW, LABIAL vs CORONAL, and 
ALVEOLAR vs POST-ALVEOLAR. Each phone may have, at most, one of the 
features from each of these pairs. 
 Looking at Table 1, we can see that within each exclusive pair, it is the feature 
with the highest weight during phone generation (Section 3.3.1) which appears to 
assimilate at above chance rate, while the feature with the lower weight 
assimilates at a below chance weight. 
 
FEATURE ASSIMILATION % BASELINE % 
HIGH 3.66 1.7 
LOW 1.08 4.73 
FRONT 3.45 6.8 
EXTERIOR 35.34 18.9 
LABIAL 15.73 6.8 
DORSAL 2.16 6.8 
CORONAL 9.27 12.1 
VELAR 2.59 0.76 
GLOTTAL 0.22 0.76 
ANTERIOR 0.65 1.7 
ALVEOLAR 6.03 4.73 
POST-ALVEOLAR 0.43 0.76 
Table 1: Place assimilation probabilities by feature, ordered from strongest weight in motor sub-network 
(HIGH) to lowest (POST-ALVEOLAR). 
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FEATURE ASSIMILATION % BASELINE % 
APPROXIMANT 0.22 2.01 
CONTINUANT 76.29 54.63 
NASAL 3.01 1.7 
SONORANT 61.42 31.94 
VOCALIC 17.89 7.05 
CONSONANTAL 26.5 37.05 
Table 2: Manner assimilation probabilities by feature. 
 This gives us some indication that the relative weighting of features during 
phone creation plays a role in determining assimilation in the emergent grammar. 
Intuitively, this makes sense insofar as features with heavier weights will “sug-
gest” more unit states for the final representation of each phone. Therefore, the 
heavier the weight of a feature, the more overlap we should expect between any 
two phones which share that feature, and the greater the probabilty that the 
network will prefer to latch between them. 
 
4.2.2. Manner 
The random baseline for manner assimilation is much higher at 81.1%, owing to 
the smaller number of manner features, and the larger number of individual 
phones delimited by each manner feature. The actual rate of manner assimilation 
within the network is, again, slightly above chance at 89.4%. 
 Similar to place features, we also see a difference between individual 
manner features (Table 2). 
 That the CONTINUANT and NASAL features exhibit assimilation is 
broadly in keeping with natural phonology, for example, intervocalic 
spirantization (Kaplan 2010) and vowel nasalization (Krämer 2019). More 
surprising, perhaps, is the apparent assimilation of the features SONORANT and 
VOCALIC, which are typically not thought to spread or assimilate (see, e.g., 
Clements & Hume 1995 where these features appear on the root node). However, 
this can actually be explained as an effect of the sonority sequencing effect in the 
network (see Section 4.3), whereby the network tends to slowly oscilate between 
greater and lesser sonority. Since the features SONORANT and VOCALIC are the 
main delineators between degrees of sonority, the sonority sequencing will 
naturally cause phones with these features to cluster together, rather than being 
even distributed. Thus, the statistical effect need not be regarded as a consequence 
of spreading or assimilation per se, but rather of sonority sequencing. 
 
4.3. Sonority Sequencing Principle 
The Sonority Sequencing Principle (SSP) refers to the tendency for sonority to 
follow a monotonically rising-then-falling pattern across a single syllable. 
Arguably, this forms the very definition of a syllable: it is a sonority peak 
(Clements 1990). For this reason, the SSP represents a good measure for the 
“naturalness” of the strings produced by the PLN. For example, strings which 
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VOWELS GLIDES LIQUIDS NASALS OBSTRUENTS 
0 1 2 3 4 
Table 3: Sonority scale. 
neatly transition between consonants and vowels could be regarded as more 
natural than strings which consist only of stops. 
Unlike the other measures, the extent to which the network obeys sonority 
sequencing is defined in relation to whole syllables, not individual transitions. 
And since the PLN does not itself process any information relating to syllable 
structure, the experimenter must parse the strings into syllables manually. This 
requirement presents the basis for a simple metric for approximating the model’s 
preference for strings which obey SSP. Specifically, each string produced by the 
PLN is given the best possible parse according to the SSP. The string is then 
assigned a value from the sonority scale (Table 3), according to the least sonorant 
nucleus required when parsing (Table 4). 
 Note that this method ignores syllable plateaus and size of the sonority 
“jump” between adjacent segments. Some examples of how these scores would 
be assigned to example strings are given in Table 4. 
 Once every string in the database has been assigned a sonority score, the 
mean score (across all strings) is compared to a random baseline, whose sonority 
sequencing score has been computed for strings of length 3, 4, 5, 6, 7.7 The sonority 
scores for different string lengths, both from the PLN and the baseline, are given 
in Figure 6. 
 The SonSeq score for the latching strings is lower than the baseline for all 
string lengths, suggesting that the PLN tends towards strings which can be parsed 
by to the SSP. 
 Naturally, this simple metric inherently ignores various complexities 
associated with sonority sequencing in natural grammars (minimum/maximum 
distance, permissible plateaus, onset/codas asymmetries, etc.). However, it does 
capture the extent to which the PLN wants to oscillate monotonically between 
vowels and obstruents. This is informative insofar as it presents an unbiased 
measure of how well the latching strings conform to sonority sequencing, within 
the confines of a system which has no actual notion of syllable structure. 
 





“Ʃ L O” ʃlo o 0 
“L Ʃ O” l. ʃo l 2 
“Θ N Æ L P F” θnælpf æ 0 
“Θ N Æ L P F M” θnæl.pfm m 3 
Table 4: Example sonority scores. 
 
7 Note that the SonSeq score worsens (increases) as the strings lengthen by simple virtue of 
the fact that the longer the string, the greater the probability of encountering a low sonority 
nucleus. 
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4.3.1. SSP as Oscillation 
Having established the PLN’s propensity for oscillating between sonorous and 
non-sonorous segments, it remains to determine why the network exhibits this 
behaviour. Much like the OCP effect, the SSP effect can also be understood as 
following from the fatiguing of individual units. In simple terms, because the 
network representations are intended to reflect phonological properties, we 
should expect that certain units will be more active when representing sonorous 
phones than non-sonorous ones (and vice-versa). Thus, if these “sonority units” 
are fatigued from repeated activation, then we should expect the network to latch 
into non-sonorous memories for a time, at least until the “sonority units” have 
recovered from their fatigue. Similarly, the converse will be true for any “non-
sonority units” which are most active for non-sonorous phones. Therefore, we 
should expect the network to slowly oscillate between sonorous and non-
sonorous states, driven by the slow fatiguing and recovery of the individual units. 
 Of course, this oscillation can only persist if sonority is indeed encoded in 
the network in this way. As already noted in Section 4.2.2, the degrees of sonority 
within the phone inventory are determined primarily by the features 
SONORANT and VOCALIC. However, because the process of generating 
representations relies on randomisation, we need to look at the network 
representations themselves to see whether or not these features actually play a 
role in producing the SPP effect. We can get a sense of this by grouping the indi-
vidual phones in the network into 3 broad sonority categories: vowels, sonorant 
consonants, and obstruents (which correspond to the features SONORANT+ 
VOCALIC, just SONORANT, or neither, respectively) and examining the average 
representation overlap within and across these categories.8 
 The data in Table 5 show the overlaps across these categories from a single 
randomly chosen grammar of the PLN. As we might expect, the average overlap  
 
8 Distinguishing the entire sonority hierarchy requires additionally the features APPROXI-
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Mean SonSeq Score by String Length
Baseline Latching
Figure 6: Sonority Sequencing score for latching strings (red) versus random baseline (blue). 





AVERAGE % OF 
SHARED UNITS 
% OF THOSE SHARED 
UNITS IN SAME STATE 
(ABSOLUTE %) 
SON-SON 29.24 30 (8.8%) 
OBS-OBS 27.6 31 (8.55%) 
V-V 27.6 33 (9.2%) 
SON-V 26.05 25 (6.47%) 
OBS-SON 25.63 25 (6.38%) 
OBS-V 24.83 20 (5.05%) 
Table 5: Overlap across sonority categories within a single grammar. 
is highest within each category (obstruent, sonorant, vowel), somewhat lower 
when comparing obstruents to sonorants and sonorants to vowels, and lowest 
when comparing obstruents to vowels. The divide is even sharper when we 
examine the ratio of those shared units which are in the same Potts state, where 
we also see a much higher ratio of shared unit states within categories, when 
comparing across categories (Table 5). 
 This pattern, taken with the high rate of SONORANT and VOCALIC 
assimilation (Section 4.2.2), supports the oscillation explanation outlined above. 
To understand why, recall that the network has two types of fatigue, one which 
applies to individual Potts states, and one which applies to whole units. The 
tension between these two types of fatigue are critical for determining the 
behaviour of the latching network. Specifically, latching is driven by memory 
overlap in the case where unit fatigue is slower than individual Potts state fatigue 
(Kang et al. 2017), which is the case in the PLN. This is because latching occurs 
when an attractor becomes unstable due to fatigue, and since unit states fatigue 
faster than whole units, then latching will be driven the competing drives to 
maintain active units but to deactivate fatigued unit states. The consequence in 
this case will be a latch between memories which share the most units, but only if 
those units differ enough in their individual states. 
 
5. Discussion 
The analysis of the latching corpus presented here suggests that the PLN exhibits 
a degree of place assimilation and sonority sequencing, with a near-absolute kind 
of segmental OCP, or anti-adjacent-repetition of phones. 
 In terms of understanding why the network exhibits certain behaviours, 
arguably the most straightforward of the three is the segmental OCP. The 
“Goldilocks” behaviour of the PLN—preferring latching targets which are 
sufficiently dissimilar but not too dissimilar—will naturally prohibit latching out 
of and back into the same phone. Of course, depending on the specific overlaps of 
the memories in the network, this OCP effect can also to extend to phones which 
are similar though not identical. Thus, as seen in Section 4.1, it is perfectly possible 
to create an English-like grammar where /s/ and /ʃ/ are separate phones, but 
where transitioning from one to the other is strictly impossible, by virtue of the 
high degree of overlap in their representations. 
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 Similarly, the PLN’s bias towards assimilation can be straightforwardly 
understood as a result of the “Goldilocks” principle – the network prefers latching 
targets which are sufficiently different from the current state (OCP), but not too 
different (assimilation). Once again, whether or not a given grammar actually 
exhibits a given type of assimilation depends on the exact network represent-
ations that constitute the phones in the inventory: If two phones share a feature 
with a higher weight (during phone creation), then more of the overlap between 
the phones will be determined by that feature, ergo strongly weighted features 
are more likely to cause assimilation. 
 Finally, the PLN’s apparent preference for oscillating between greater and 
lesser sonority can also be understood as a cumulative effect of the fatiguing of 
individual units in the network. However, unlike the OCP and assimilation 
effects, we need to consider the role of fatigue over a longer timescale. 
 Nonetheless, because the PLN is, in some sense, an incomplete model of 
phonological processing, a certain degree of care is required when attempting to 
draw direct comparisons with concepts taken from phonological theory. With that 
in mind, it is worth considering some of the limitations of the PLN model, how 
that affects our interpretation in phonological terms, and what that might mean 
for future research. 
 For example, the OCP-like effect exhibited by the PLN does not, by itself, 
capture the variety of different phonological effects which phonologists might 
ascribe to the OCP. This is true even if we ignore suprasegmental phenomena 
(tone, etc.) of which the PLN has no notion. Indeed, even at the segmental level, 
we might cite the OCP as a motivator for epenthesis, deletion, gemination, 
metathesis, etc. But whether or not the PLN can exhibit any of these processes is 
a moot point, since they are defined as the relationship between a surface form 
and a corresponding underlying form, whereas the PLN has only a single level of 
representation. 
 However, this should not be regarded as a fatal flaw in the PLN per se, but 
rather as an indication of how the PLN should be expected to interact with the 
other components of a complete linguistic system. Speculatively, if the represent-
ations in the PLN were interpreted as surface phonological representations, then 
the underlying representations should correspond to the lexical representations 
which trigger a given latching string. In this way, input-output mappings in the 
phonology could be understood as the interaction between the lexical input and 
the PLN itself. 
 Again, the PLN does not have a lexical-memory component, so exactly how 
the activation of a lexical item triggers a latching string is not yet modelled 
explicitly. But the possibilities here are clearly bounded. For example, the PLN 
simulations are conducted by “giving” the network a single, incomplete pattern. 
The exact properties of this initial pattern are what determine the trajectory of the 
subsequent string. Moreover, it has already been established that small differ-
ences in the initial pattern can produce large differences much later in the string—
an effect loosely analogous to a butterfly’s flapping wing causing a hurricane on 
the other side of the world. For example, consider these three strings, taken from 
the same grammar in the PLN corpus: 
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(1) a. ʔ m u o i ʃ n m 
 b. ʔ m u o i s n m 
 c. ʔ m u o ɑ ʃ n m 
 
Each string begins with an incomplete version of the same phone, /ʔ/, and the 
strings follow the same trajectory for the subsequent 3 latches, before diverging 
at the 4th and 5th latches, and then returning to the same trajectory for the final two 
latches. Note that the cause for the differences in each string lies solely in the 
subtle differences in the initial state for each case, which are invisible when the 
system is viewed from the macro-level (recall: memory retrieval is understood as 
passing through an attractor basin, not arriving at an exact point). 
 This presents an obvious hypothesis that lexical items could trigger a given 
string simply by sending a short, initial cue to the phonological system. If we 
suppose that one such cue is sent every time, for example, the syntax/morpho-
logy picks a new morpheme, then the cues sent to the phonology would 
correspond to word/morpheme boundaries, and phonological processes could be 
understood as the latching network resolving the mismatch between the input 
from syntax/morphology and its own internal bias for preferred latching targets. 
 To give an explicit example, suppose we have a network which has latched 
into an /ʃ/, and then receives a new initial cue in the form of a /z/, as in the case 
of an English plural like bu/ʃ-z/. If, in the given language, the representation for 
these two phones are too similar, then directly latching into the /z/ will be 
impossible. Therefore, the network could react in a number of ways. For example, 
additional excitation might lengthen the duration of the current retrieved memory 
(gemination), the network might latch to a similar but sufficiently different 
memory (dissimilation), it might latch to an intermediate memory before latching 
to the /s/ (epenthesis), or might fail to latch to the /s/ entirely (deletion). Exactly 
which strategy the network adopts will depend on the exact nature of the input 
received from the lexicon. Thus, the phonological grammar for a given language 
would be localized both within the PLN, and the connections to the lexicon 
themselves.9 
 Whether or not this model is workable in practice is a topic for future 
research, since it presupposes a model of lexical storage and retrieval. Currently, 
there exists no method for exactly “controlling” the strings produced by a latching 
network. In part, this is because the number of possible initial states for the 
network is unfathomably large, 8200 in the case of the PLN (which is a number 180 
digits-long if expressed in regular notation). However, while it is quite conceiv-
able that the majority of those possible initial states do nothing interesting, it need 
only be true that a tiny subset of them produce unique strings in order for the 
PLN to be able to produce a vocabulary of lexical items which is comparable in 
size to that of a typical adult speaker (i.e. in the order of 10s of thousands). 
 Finally, it should be noted that the method for producing representations, 
outlined in Section 3.3.1 is somewhat volatile, insofar as it frequently produces 
grammars with obvious pathologies (failing to retrieve phones, mixed-state 
 
9 Conceptually, this is strongly analogous to the Optimality Theoretic concepts of markedness 
(PLN representation) and faithfulness (connection to lexicon). 
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retrievals, etc.). The solution pursued here was to produce large numbers of 
grammars and filter out the pathological cases before conducting the analysis. 
However, in addition to being time-consuming, this method does not allow for a 
detailed analysis of exactly which variables distinguish the pathological cases 
from the phonology-like cases. A preferred approach would be the development 
of a memory-generating algorithm which allows for a more exact control over the 
variables that differentiate the possible configurations of the network. Such an 
algorithm has been developed in the context of semantic memories (Boboeva et 
al. 2018) but has not yet been generalised to a phonology-like case. Of course, 
semantic memories are fundamentally different to phonological memories insofar 
as the semantic system is much larger and depends on radically different 
associations between those memoires. However, it is quite conceivable that the 
method employed by Boboeva et al might be modified for a smaller phonology-
like system. This remains a plausible topic for future research. 
 
6. Conclusion 
At the start of this paper I claimed that the PLN can be understood as a Linking 
Hypothesis which bridges the ontological incommensurability between neurosci-
ence and phonological theory. It does not do so by decomposing specific linguistic 
models into simpler computational mechanisms, but rather by demonstrating 
how to produce strings which exhibit phonology-like behaviour (assimilation, 
OCP, SSP), using only a small number of brain-like ingredients (recurrent 
connections, distributed representations, short-term adaptation), plus a system of 
memories defined in terms of phonological features. In this way, the components 
of the linguistic formalism are understood to be emergent from a complex 
dynamical system. 
 The relevance of the results from the model can be understood from two 
perspectives: that of the neuroscientist and that of the linguist. From the 
neuroscientist’s perspective, it is significant that the phonological behaviours 
exhibited are not explicitly taught to the network, nor are they pre-programmed 
in any way. Rather, they seem to emerge spontaneously from the specific 
combination of phonologically-inspired representations and neurally-inspired 
network dynamics. This fact supports the plausibility of latching dynamics as a 
real neural mechanism. This type of indirect evidence is crucial because, although 
latching dynamics have been studied theoretically in a variety of contexts, 
measuring them directly is likely beyond current neuroscientific techniques. Of 
course, the PLN still leaves open a number of questions about the underlying 
neurological reality. Most notable is the specific neural correlate of the Potts units 
themselves, which are intended to subsume a large amount of potential 
complexity into a relatively simple and tractable approximation. However, the 
Potts units are not totally opaque, and the specific parameters of the model 
implicitly delimit the range of possible underlying biological mechanisms that we 
can posit. Further research into the PLN is likely to yield clearer predictions in 
this regard, because as the parameters of the model become more fine-tuned, so 
too do the neural predictions. Thus, the PLN presents us with an interesting case 
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where linguistic facts could be used to deduce relatively fine-grained neural 
properties. 
 From the linguist’s perspective the implications of the PLN are less direct, 
since we are discussing across two quite different levels of abstraction, that is 
linguistics and neuroscience. In general, we should be cautious about drawing 
direct correlations between the ontologies of neutrally inspired models and 
formal linguistic theories. However, the PLN could nonetheless inform the 
discussions and assumptions surrounding formal linguistic theories, if not the 
theories themselves. One example of this is the topic of innateness and learnability 
which, although not necessarily properties captured within a formal theory, are 
nonetheless topics of thorough debate by linguists (e.g., Odden 2013).  
 Indeed, under one reading, Chomsky’s articulation of Universal Grammar 
(UG) could lead one to believe that the primary goal of formal linguistics is 
precisely to disentangle the innate parts of language from the rest (e.g., Chomsky 
2005). Of course, it should also be noted that the PLN itself is not a theory of 
language acquisition. However, if the PLN is remotely plausible then it suggests 
that the UG/disentangling project is not something that could be properly 
expressed at the level of a linguistic theory. That is, the components of linguistic 
theory are themselves an irreducibly complex mixture of genetic and 
environmental factors.  
 For example, if the OCP or SSP are consequences of latching dynamics (as 
the PLN suggests), then they neither need to be independently learned nor 
innately specified, since they appear to be largely coextensive with latching 
dynamics. They could perhaps be equated with Chomsky’s third factor (Chomsky 
2005), however even this categorisation may be too coarse. Because although the 
OCP and SSP do seem to follow from a purportedly more general mechanism (i.e. 
latching), it is also true that these behaviours appear to depend on the way the 
memories themselves are encoded, which seems to be a fact about phonological 
inventories and the features which define them. 
 The SSP, for example, is dependent on the particular properties of manner 
features—namely that they loosely cluster the inventory into two groups along a 
single dimension: sonorants and obstruents. Given this clustering, latching 
dynamics seems to naturally produce oscillation between the two clusters. Thus, 
the SSP is the result of a complex interaction between something specific to 
phonology (sonority) and something much more general (latching dynamics). Of 
course, this interaction is not necessarily captured at the level of linguistic 
formalisms, meaning that the relevant subdivision into innate/learned/third-
factor cannot occur at the level of the linguistic theory itself.   
 This does not necessarily entail that UG is a doomed project, merely that the 
complex influence of genetic and environmental factors on language acquisition 
may only be understandable when we integrate insights from linguistic theory 
into neutrally inspired models such as the PLN (and beyond, into neurobiology, 
etc.). Thus, properly defining UG may not be a problem that linguists can solve in 
isolation. This conclusion could render moot long standing discussions about the 
innateness of (e.g.,) phonological features (e.g., Mielke 2008), since features might 
not be atomic objects which can be neatly described as either innate or learned. 
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 Of course, this brief discussion of learning is by no means exhaustive. It is 
intended merely to demonstrate how intermediate, neurally-inspired models 
such as the PLN can help to bridge the gap between linguistics and neuroscience 
in a way that permits more nuanced argumentation, rather than causing “inter-
disciplinary cross-sterilization” (Poeppel & Embick 2005). The ultimate goal is 
integration of linguistic and neuroscientific theories into a grander understanding 
of the mind/brain and, while this goal is certainly a long way off, models such as 
the PLN do present us with a potential way forward. 
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This appendix contains the parameters and phonological inventory used in this 
study. 
 The results in Section 4 were all obtained from simulations using a constant 
set of network parameters: 
 
S = 5   
N = 200  
afeat = 0.2  
a = 0.25  
p = 1.1 
q = 0.1  
𝜏M = 1.5  
𝜏, = 70  
𝜏- = 100  
𝛽 = 4 
w = 1.8  
U = 0.45  
cint = 0.2  
cext = 0.2 
 
 The inventory of phones and their featural specification is given in the table 
on the next page (Table Appendix 1). Note that the ordering of the features in the 
table reflects the weighting of the features within each sub-network. 
  





































   +  +                    + p 
   + +     +          +    + f 
   + +               + + +  + 
m
 
      +    +   +           +  t  
      +   +  +     +     +    + s  
  +    +     +    +    +    + ʃ 
  +    +     +      +      + tʃ 
      +    +    +     +    + θ 
      +     +       +   +  +  + l 
      +    +         + + +  + n 
   +  +   +                 + k 
   +  +  +             +  +  +   +  ŋ  
 +   +      +                +  ʔ 
 +  +     +           +    + h 
   +  +  +              +  +   +    w 
 +      +       +      +  +   +    r 
+  +   +    +         +   +   j 
+   +                  +   +  +   i 
  +                  +   +  +   e  
 +                   +   +  +   a 
 + +                 +  + +  
æ
 
   + + +              +  + +  o  
+   + + +              +  + +  u  
Appendix Table 1: Inventory of phones and their featural specification. 
