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Non-Uniform Stability, Detectability, and, Sliding Mode Observer Design for
Time Varying Systems with Unknown Inputs
Markus Tranninger∗ , Sergiy Zhuk† , Martin Steinberger† , Leonid Fridman‡ , and Martin Horn†
Abstract. This paper discusses stability and robustness properties of a recently proposed observer algorithm
for linear time varying systems. The observer is based on the approximation and subsequent modi-
fication of the non-negative Lyapunov exponents which yields a (non-uniform) exponentially stable
error system. Theoretical insights in the construction of the observer are given and the error sys-
tem is analyzed with respect to bounded unknown inputs. Therefor, new conditions for bounded
input bounded state stability for linear time varying systems are presented. It is shown that for
a specific class of linear time varying systems, a cascaded observer based on higher order sliding
mode differentiators can be designed to achieve finite time exact reconstruction of the system states
despite the unknown input. A numerical simulation example shows the applicability of the proposed
approach.
Key words. linear time varying system, Lyapunov exponents, state estimation, exact reconstruction, strong
observability, sliding mode
1. Introduction. Observers which are robust with respect to unknown inputs, so-called
unknown input observers are used in a large number of different applications like fault detec-
tion [5, 21, 9] or decentralized state estimation [23]. Most of the contributions deal with linear
time invariant (LTI) systems which fulfill the so-called rank condition [21]. In [9], sliding
mode unknown input observers for LTI systems which fulfill the rank condition are presented.
In [15, 6] this work is extended to linear parameter varying (LPV) systems where the system
matrices depend on a scheduling parameter. It is shown in [4] that the rank condition can be
relaxed by using higher order sliding mode estimation schemes. Recently, [13] generalized the
ideas of [4] to linear time varying (LTV) systems. This generalization is worthwhile as a large
number of problems in control and estimation can be formulated as LTV problems including
LPV systems or the linearization of nonlinear systems around a trajectory.
The observer presented in [13] is based on a deterministic interpretation of the Kalman filter,
a so-called Least Squares filter [29]. This is a particular case of the general minimax filter
dealing with bounded unknown inputs and measurement noise as presented in [31]. A main
issue regarding this class of observers is the computational complexity. The feedback gain is
given by the solution of a differential Riccati equation which might become computationally
intractable for systems with a large number of states. Furthermore, geometrical numerical
integration schemes must be used to preserve all the quadratic invariants of the observer error
equation, e.g. the Lyapunov function which decays along the estimation error trajectory, for
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long estimation durations [10]. Such schemes are typically implicit and require solving the
corresponding linear matrix Hamiltonian system which doubles the dimension of the state
space and makes the computations even more expensive. In [11] a remedy of this problem in
the form of a numerically efficient observer algorithm is presented. However, unknown inputs
are not considered in [11].
This work proposes a numerically efficient observer algorithm as an extension of [11] for
systems with unknown inputs. The observer gain is computed in the sense that only unstable
modes of the original system are stabilized in the observer error dynamics. This may reduce
the computational effort as typically the dimension of the non-stable subspace is much lower
than the dimension of the whole state space.
The observer is based on a directional detectability condition which is utilized to stabilize the
error equation if the non-stable subspace is regularly observed as time goes towards infinity.
This detectability condition is discussed in detail and compared with classical detectability
notions for linear time varying systems. The advantage of the observer presented in [11] is that
it is not required to solve a differential Riccati equation, but a numerically stabilized matrix
valued ordinary differential equation on a reduced state space only. The aforementioned
advantage comes at a price: the observer cannot be made arbitrarily fast as it does not
affect modes other than the non-stable ones even if the system is observable. Furthermore,
it only guarantees non-uniform exponential convergence. Thus, conditions for bounded input
bounded state stability are presented in this contribution to guarantee stability of the error
system in the presence of bounded disturbance inputs. Imposing additional assumptions on
the considered system, it is shown that combining the ideas of [11] and higher order sliding
mode techniques, it is possible to exactly reconstruct the system states in finite time despite
an unknown but bounded input.
The paper is structured as follows: in section 2, important concepts of Lyapunov stability
theory and the computational aspects of the approximation of Lyapunov exponents are sum-
marized. Furthermore the concept of strong forward regularity is introduced in addition to
existing notions of forward regularity. Based on the strong forward regularity assumption,
conditions for bounded input bounded state stability are presented in section 3. Section 4
discusses the directional detectability condition and the observer algorithm presented in [11].
It is shown that under some additional assumptions, the error system of the proposed ob-
server can be rendered bounded input bounded state stable. It is shown in section 5 that in
combination with a higher order sliding mode reconstruction scheme, the system states can
be reconstructed in finite time despite the unknown input and the cascaded observer design
is carried out step-by-step. Finally, a numerical simulation example given in section 6 shows
the applicability of the proposed approach and section 7 concludes the paper.
Notation. If not stated otherwise, ‖ ·‖ denotes the 2-norm of a vector or the corresponding
induced matrix norm. If Q ∈ Rn×m is an orthogonal basis for a subspace in Rn×n, Q⊥ ∈
Rn×n−m is its orthogonal complement. For a Matrix A ∈ Rn×n, aij denotes the element in
the i-th row and j-th column.
32. Preliminaries.
2.1. General Preliminaries.
Definition 2.1 (Quasi integrability). Let f(x) be a scalar function. Then, f(x) = f+(x)−f−(x)
with
(1) f+(x) := max(f(x), 0) and f−(x) := max(−f(x), 0)
where f+ and f− are non-negative. On an interval [a, b] the integrals
(2)
∫ b
a
f+(x)dx and
∫ b
a
f−(x)dx
are either finite or infinite. If one of the integrals in (2) is finite, then f(x) is quasi-integrable
on [a, b] and
(3)
∫ b
a
f(x)dx :=
∫ b
a
f+(x)dx−
∫ b
a
f−(x)dx.
If both integrals in (2) are finite, f(x) is integrable on [a, b].
Note that (3) is not defined if both integrals in (2) are infinite.
2.2. Lyapunov Basis and Lyapunov Exponents. This section recalls basic concepts of
Lyapunov stability theory for linear time varying systems. Consider the system
(4) x˙(t, t0, x0) = A(t)x(t, t0, x0), x ∈ Rn, x(t0) = x0
with t0 as initial time and A(t) ∈ Rn×n continuous and bounded. Define the function
(5) λ(x0) = lim sup
t→∞
1
t− t0 log ‖x(t, t0, x0)‖
which measures the asymptotic rate of exponential growth or decay of the solution of (4)
with initial condition x0. Considering every x0 ∈ Rn, this function attains at most n distinct
values λ1, . . . , λs, s ≤ n [2]. These numbers are called Lyapunov exponents. Moreover, di ∈ N
is the multiplicity of the corresponding Lyapunov exponent λi such that d1 + · · · + ds = n.
Without loss of generality it is assumed that the Lyapunov exponents are ordered such that
λ1 ≥ λ2 ≥ · · · ≥ λs.
Definition 2.2 (Ordered normal Lyapunov basis). Under the assumption of n distinct Lyapunov
exponents, a basis V = [v1 v2 · · · vn ] ∈ Rn×n such that λ(v1) = λ1, λ(v2) = λ2, . . . , λ(vn) =
λn is called ordered normal Lyapunov basis.
A more general formulation where the multiplicity of the Lyapunov exponents may be larger
than one is shown in the proof of Theorem 1.2.2. in [2]. The subspace which is spanned by
Vu = [v1 v2 · · · vk] ∈ Rn×k such that the corresponding λ1, . . . , λk ≥ 0 is called non-stable
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tangent space. It is well known that system (4) is non-uniformly exponentially stable if and
only if λ1 < 0 as
(6) ∀t0,  > 0 ∃C > 0 : ‖x(t, t0, x0)‖ ≤ Ce(λ1+)(t−t0)‖x0‖, ∀t ≥ t0,
holds, see [2, p. 9]. Thus, if dimVu = 0 which is equivalent to λ1 < 0, for any sufficiently small
, x(t) → 0 as t → ∞. In other words, if all Lyapunov exponents are negative, system (4) is
non-uniformly exponentially stable.
2.3. Continuous QR-decomposition. Consider the (continuous) QR decomposition of a
differentiable matrix X(t) ∈ Rn×m, n ≥ m, i.e. X(t) = Q(t)R(t) where Q ∈ Rn×m is
orthogonal i.e. QTQ = I and R ∈ Rm×m is upper triangular. Differentiating X = QR and
QTQ = I yields
(7)
X˙ = Q˙R+QR˙
0 = Q˙TQ+QT Q˙,
where QT Q˙ = S is a skew symmetric matrix. Details on the continuous QR decomposition
can be found in [7] and the main results are summarized in the next Lemma.
Lemma 2.3 (Continuous QR decomposition, [7]). Assume that X(t) ∈ Rn×m, n ≥ m has full
column rank and is k times continuously differentiable. Then, there exists a k times contin-
uously differentiable QR decomposition X = QR with orthogonal Q and upper triangular R
such that
(8)
R˙ = QT X˙ −QT Q˙R = QT X˙ − SR,
Q˙ = (I −QQT )X˙R−1 +QS
with S skew symmetric such that R˙ is upper triangular. Furthermore, if X is the solution of
a matrix differential equation X˙(t) = A(t)X(t), equations (8) simplify to
(9)
R˙ = BR with B = (QTAQ− S),
Q˙ = (I −QQT )AQ+QS,
with S = −ST and Sij = (QTAQ)ij for i > j.
It is pointed out in [7, Theorem 3.1] that if X(t) loses rank at some time instants and if the
matrix obtained by differentiating the columns of X still has full rank at these instants, the
QR decomposition still exists and is unique. However, the smoothness properties might get
lost.
2.4. Computation of a Lyapunov basis and approximation of Lyapunov exponents.
The Lyapunov exponents can be approximated by using the fundamental matrix differential
equation corresponding to (4),
(10) X˙ = A(t)X(t), X(t) ∈ Rn×n,
5with the initial condition X(t0) = [x1,0 . . . xn,0] as an ordered normal Lyapunov basis [2].
However this matrix differential equation is numerically ill conditioned. Thus, based on Per-
ron’s lemma [2, Lemma 1.3.3], the authors in [8, 11] suggest to numerically approximate the
Lyapunov exponents based on the transformation of (10) to the upper triangular form
(11) R˙ = BR
by using a regular coordinate transformation R = QTX. This can be achieved by the full
continuous time QR-decomposition [8, 11] with B in the form of (9). It is well known that the
stability property based on Lyapunov exponents is not robust under small perturbations [2].
However, assuming the additional condition of forward regularity, stability is preserved in the
presence of small perturbations.
Definition 2.4 (Forward regularity, [11, 2]). Let R = [R1, . . . , Rn] be the unique solution of (11)
and B as in (9). Then, the Lyapunov exponent λ(R0,i) = λi is called forward regular provided
(12) lim sup
t→∞
1
t− t0
∫ t
t0
Bii(s)ds = lim inf
t→∞
1
t− t0
∫ t
t0
Bii(s)ds,
with Bii as the corresponding diagonal element of B in (11) and R0,i = Ri(t0).
It is pointed out in [11, 2] that even if this condition seems quite strong, it typically holds.
Furthermore, regularity is provided for discrete time systems by Oseledec’s theorem and thus
it typically holds for systems resulting from discretization in time, see [11, 20]. It is shown in
[11] that if the system is forward regular then,
(13) λi = λ(vi) = lim
t→∞
1
t− t0
∫ t
t0
Bii(s)ds = lim
t→∞
1
t− t0
∫ t
t0
QTi (s)A(s)Qi(s)ds,
holds for any ordered Lyapunov basis V = [v1 · · · vn] and Qi as the i-th column of Q as in (9)
for m = n, and i = 1, . . . , n. Due to the modified Gram-Schmidt orthogonalization [8], the
Lyapunov exponents obtained by averaging over the diagonal elements of B are ordered such
that λ1 ≥ λ2 ≥ · · · ≥ λn. To approximate the corresponding Lyapunov exponents, (13) can be
computed for finite time horizons. If the dimension of the non-stable state space k is known
a priori, it is reasonable to approximate only the k largest Lyapunov exponents. Therefor it
suffices to solve (9) on a reduced state space only such that X˙k = A(t)Xk(t) and Xk = QR with
Q ∈ Rn×k andR ∈ Rk×k. Due to the modified Gram-Schmidt orthogonalization procedure, for
almost every choice of the initial condition X(t0) = Q(t0)R(t0), Q converges to an orthogonal
basis for the non-stable tangent subspace.
Now, a stronger concept than forward regularity is introduced. It is shown in the subsequent
section that strong forward regularity together with negative Lyapunov exponents is sufficient
for bounded input bounded output stability.
Definition 2.5 (Strong forward regularity). The Lyapunov exponent λi is called strongly forward
regular if it is forward regular and for an arbitrarily small  > 0,
(14) bi(t) =
{
Bii(t)−  for λi ≥ 0
Bii(t) +  for λi < 0
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is quasi integrable on [t0,∞).
3. Bounded Input Bounded State Stability. In [3], conditions for stability under bounded
perturbations are stated in terms of admissibility for non-uniform exponential contractions.
However, the sufficient conditions given in [3, Theorem 6] imply a non-uniform bound such
that the perturbation should vanish if time tends towards infinity. In this paper, a uniform
bound on the perturbation or input is assumed. Hence, stronger conditions than negative and
forward regular Lyapunov exponents are needed in this case. This section presents conditions
for bounded input bounded state stability of linear time varying systems
(15) x˙(t, x0) = A(t)x(t, x0) +D(t)w(t), x ∈ Rn, x(t0) = x0,
with D(t) ∈ Rn×m bounded and A(t) ∈ Rn×n continuous and bounded. Furthermore, it is
assumed that the input w(t) ∈ Rm is bounded according ‖w(t)‖ ≤ w¯. Note that by defining
f(t) = D(t)w(t), f(t) is also bounded by some constant ‖f(t)‖ ≤ f¯ .
Definition 3.1 (Bounded input bounded state stability). System (15) is called bounded input
bounded state (BIBS) stable if for every bounded input and every initial condition there exists
a scalar c(w¯, x0) > 0 such that ‖x(t)‖ ≤ c holds for all t ≥ t0.
3.1. Scalar Case. Consider the scalar system
(16) x˙ = a(t)x+ f(t) with |f(t)| ≤ f¯
and a(t) continuous and bounded. A sufficient condition for BIBS stability of (16) is given in
the next theorem.
Theorem 3.2. System (16) is bounded input bounded state stable if the Lyapunov exponent λ
of the corresponding homogeneous system x˙ = a(t)x is strongly forward regular and λ < 0.
Proof. The solution of (16) can be written as
(17) x(t) = Φ(t, t0)x0 +
∫ t
t0
Φ(t, τ)f(τ)dτ,
with
(18) Φ(t, t0) = e
∫ t
t0
a(τ)dτ
.
For a bounded input as in (16),
(19)
|x(t)| ≤ e
∫ t
t0
a(τ)dτ |x0|+
∫ t
t0
e
∫ t
s a(τ)dτ |f(s)|ds
≤ e
∫ t
t0
a(τ)dτ |x0|+ f¯
∫ t
t0
e
∫ t
s a(τ)dτds,
holds. The bound in the last line of inequality (19) is exactly the solution of the auxiliary
system
(20) z˙ = a(t)z + f¯ with z0 = z(t0) = |x0|.
7This system can be recast as an homogeneous second order system of the form
(21)
[
z˙
ξ˙
]
=
[
a(t) 
0 0
] [
z
ξ
]
,
with an arbitrarily small  > 0 and
(22) ξ0 = ξ(t0) =
1

f¯ , z0 = |x0|.
Note that due to (19), stability of (21) implies BIBS stability of (16). To derive the stability
condition stated in Theorem 3.2, consider the bound on the state transition matrix based on
Lozinskii’s estimate using logarithmic norms. Following the results presented in [1, Theorem
4.6.3], the transition matrix can be bounded according to
(23) ‖Φ(t, t0)‖∞ ≤ exp
∫ t
t0
max
µ
aµµ(s) +∑
µ 6=ζ
|aµζ(s)|
 ds

with ‖.‖∞ as the induced row sum norm and aµζ as the coefficients of the system matrix.
Writing (23) explicitly for system (21) gives
(24) ‖Φ(t, t0)‖∞ ≤ e
∫ t
t0
max[a(s)+,0]ds
.
As by assumption in Theorem 3.2, the Lyapunov exponent of x˙ = a(t)x is negative,
(25) λ = lim
t→∞
1
t− t0
∫ t
t0
a(s)ds < 0,
holds. Thus, one can select a sufficient small  such that
(26) lim
t→∞
1
t− t0
∫ t
t0
[a(s) + ] ds = λ+  < 0.
Together with the strong forward regularity assumption, the integral can be written as
(27)
∫ t
t0
[a(s) + ] ds =
∫ t
t0
max [a(s) + , 0] ds−
∫ t
t0
max [−a(s)− , 0] ds.
Now as
(28) lim
t→∞
∫ t
t0
[a(s) + ] ds = −∞,
by quasi-integrability the integral
(29)
∫ t
t0
max(a(s) + , 0)ds
converges for t→∞ and thus
(30) lim
t→∞ e
∫ t
t0
max[a(s)+,0]ds
<∞.
This completes the proof.
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3.2. General case. Now, the results of the previous section are generalized to system (15).
Let X = QR be the unique full QR decomposition of the fundamental matrix X˙ = A(t)X, X ∈
Rn×n and transform system (15) in upper-triangular form with
(31) ζ := QTx, ϕ := QTD(t)w(t).
Then,
(32) ζ˙ = B(t)ζ + ϕ, ζ0 = ζ(t0) = QTx0 ∈ Rn
is in upper triangular form with B(t) as in (9) and ‖ζ(t)‖ = ‖x(t)‖. Note that if the system
is forward regular, the diagonal elements of B(t) correspond to the Lyapunov exponents
according to
(33) λi = lim
t→∞
1
t− t0
∫ t
t0
Bii(s)ds
as stated in (13).
Theorem 3.3. If all Lyapunov exponents of (15) in the homogeneous case, i.e. D(t)w(t) =
0,∀ t, are strongly forward regular and negative, system (15) is bounded input bounded state
stable.
Proof. Consider the last equation ζ˙n = Bnnζn + ϕn of (32). Clearly, this is the scalar case as
ϕn is bounded and thus it reduces to the condition stated in theorem 3.2. Next, consider
(34) ζ˙n−1 = Bn−1,n−1ζn−1 +Bn−1,nζn + ϕn−1.
If Bnn fulfills the condition for the scalar case, ζn is bounded and (34) can be recast to
ζ˙n−1 = Bn−1,n−1ζn−1 + ϕ˜n−1 with ϕ˜n−1 = Bn−1,nζn + ϕn−1. The auxiliary input ϕ˜n−1 is
bounded and thus this sub-system as well is BIBS stable if the Lyapunov exponent cor-
responding to Bn−1,n−1 is negative fulfills the strong regularity condition. Repeating this
argument for every component of ζ in (32) completes the proof.
In the work of Perron [22], necessary and sufficient conditions for BIBS stability are given.
However, these conditions might be hard to verify in practice whereas the conditions stated
in Theorem 3.3 in fact imply that the diagonal coefficients Bii(t) of the system in triangular
form are non-negative only on a finite number of compact time intervals.
It is shown in [17] that for linear systems in the form of (15), bounded input bounded state
stability is equivalent to uniform asymptotic stability and uniform exponential stability of the
corresponding homogeneous system under the additional assumption that there exists some
scalars c1 ≤ c2 such that
(35) 0 < c1 ≤ ‖D(t)w‖ ≤ c2 <∞ for all ‖w‖ = 1, t ≥ t0.
In [26], this assumption is relaxed to uniform complete controllability as introduced by Kalman
[16]. Forward regular and negative Lyapunov exponents only guarantee (non-uniform) expo-
nential stability. As an extension of this concept, the strong forward regularity assumption
9together with negative Lyapunov exponents guarantees uniform convergence of the homoge-
neous system under the aforementioned assumptions. Now, consider the output
(36) y(t) = C(t)x(t)
of system (15) with C(t) ∈ Rr×n bounded. It is well known that y(t) is bounded if (15) is
BIBS stable [26]. This suggests that the input-ouput operator
f 7→ y : y(t) =
∫ t
t0
C(t)Φ(t, τ)f(τ)dτ
is a bounded linear operator from L∞(t0,+∞,Rm) to L∞(t0,+∞,Rr).
4. Detectability and Observer Design. Consider the system
(37)
x˙(t) = A(t)x(t) + F (t)u(t) +D(t)w(t)
y(t) = C(t)x(t)
with the state x ∈ Rn, the known input u ∈ Rq, the unknown input w ∈ Rm, the system
output y ∈ Rr and known time varying matrices A(t), F (t), D(t) and C(t) of appropriate
dimensions. Furthermore, it is assumed that the matrices A(t), D(t) and C(t) are bounded and
continuous and the unknown input is bounded according to some known constant ‖w(t)‖ ≤ w¯.
Furthermore, it is assumed that all Lyapunov exponents of X˙ = A(t)X are forward regular.
The goal is to design an observer following the ideas of [11] such that the error system is
bounded input bounded state stable with respect to the unknown input.
It is well known for the linear time invariant case, that detectability is necessary and sufficient
to design an asymptotically stable (e.g. Luenberger type) observer. However, the concept
of detectability in the linear time varying setting is not unique and different definitions for
detectability in the time varying setting exists in the literature [28]. It is shown that these
definitions coincide for special classes of time varying systems like for example constant rank
or periodic systems. Detectability according to Wonham [30] is recalled now.
Definition 4.1 (Detectability). The pair (A,C) is called detectable, if there exists an output
feedback matrix L such that the system
(38) x˙ = [A(t)− L(t)C(t)]x
is asymptotically stable.
As this definition gives no constructive or verifiable conditions, [11] proposes a stabilizing
feedback gain based on a directional detectability condition. The observer design together
with a stability analysis of the error system is presented in the subsequent section.
4.1. Observer Design. Following [11, Corollary 4.4], the following observer is proposed
for system (37) to achieve an exponentially stable error system if no unknown input is
present.
(39) ˙˜x(t) = A(t)x˜(t) + F (t)u(t) + L(t) (y(t)− y˜(t)) ,
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with y˜(t) = C(t)x˜(t) and the observer gain L(t) determined according to
(40) L = pQQ˜TCT , p > 0,
with
(41) Q˜R˜ = CTCQ
obtained by QR-decomposition and Q as the solution to the matrix differential equation
(42)
Q˙ = (I −QQT )AQ+QS, Q(0) = Q0 ∈ Rn×k
S = −ST , Sij = (QTAQ)ij , i > j,
where k is the dimension of the non-stable subspace of X˙ = A(t)X. Thus, in contrast to
the tools presented in subsection 2.4, the continuous QR-decomposition with Q as in (42)
is carried out on the non-stable subspace only. Again, due to the modified Gram-Schmidt
orthogonalization procedure, Q converges to a basis for the non-stable subspace [11]. For sake
of simplicity, R˜ is determined by the discrete QR-decomposition at every time instant which
can be achieved by using the modified Gram-Schmidt (mGS) algorithm. However, it would
also be possible to derive a continuous QR decomposition in the form of (8) if CTCQ has full
rank for almost all t, see [7]. The proposed observer gain yields to the concept of directional
detectability as introduced in [11] for a more general nonlinear setting.
Definition 4.2 (Directional detectability). The pair (A,C) is called detectable in the direction
of Qj if
(43) lim sup
t→∞
1
t− t0
∫ t
t0
R˜jj(s)ds > 0,
with Qj as the j-th column of Q. The pair (A,C) is called asymptotically directionally de-
tectable, if for every λj ≥ 0 with
(44) λj = lim
t→∞
1
t− t0
∫ t
t0
Bjj(s)ds = lim
t→∞
1
t− t0
∫ t
t0
QTj (s)A(s)Qj(s)ds ≥ 0
the pair (A,C) is detectable in the direction of the corresponding Qj.
As already mentioned in subsection 2.3, differentiability of the feedback gain might get lost if
CTCQ is not of full rank for all t. These findings are summarized in the next proposition.
Proposition 4.3 (Differentiability of the feedback gain).
Assume that A(t) and C(t) are ν-times continuously differentiable. Then
(45) A˜(t) = A(t)− L(t)C(t)
is also ν times continuously differentiable if CTCQ according to (41) has full rank for all t.
Proof. If A is ν-times continuously differentiable then the same holds for Q which follows from
the continuous QR decomposition (9). Hence, differentiability of the resulting feedback gain
might only get lost if CTCQ looses rank for some time instants, see [7].
In the next section, stability of the resulting error system is investigated.
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4.2. Stability analysis of the error system.
The dynamics of the estimation error e(t) = x(t)− x˜(t) in the presence of unknown inputs
can be written as
(46) e˙(t) = [A(t)− L(t)C(t)] e(t) +D(t)w(t)
with the output error defined as ey(t) = Ce(t). The existence of a stabilizing feedback gain L
is summarized in the next theorem.
Theorem 4.4 (Stability of the observer error system).
Assume that w(t) = 0. Then, there exists a parameter p > 0 for (40) such that (46) is
exponentially stable if and only if (A,C) is detectable in any direction Qj of the non-stable
tangent subspace.
Furthermore, assume that CTCQ has full rank for almost all t ≥ t0 and all Lyapunov exponents
corresponding to the non-detectable directions are strongly forward regular and negative. Then
there exists a large enough p > 0 such that the perturbed error system
e˙(t) = [A(t)− L(t)C(t)] e(t) +D(t)w(t)
is bounded input bounded state stable.
Proof. The first part of the proof is stated in detail in [11] and is sketched here to understand
the basic idea of the observer algorithm. Denote
(47) X = QR, X ∈ Rn×n
as the full QR-decomposition of the fundamental solution of x˙ = A(t)x, whereas
(48) Xk = QR, X ∈ Rn×k
is the thin QR-decomposition with k as the dimension of the non-stable tangent subspace.
Using the Lyapunov transformation z = QT e, the error system (46) in the new coordinates is
(49)
z˙ =
(
QTAQ− S−QTLCQ) z +QTDw
=
(
B −QTLCQ) z +QTDw,
with S skew symmetric and B upper triangular as pointed out in subsection 2.3. Note that
Q˙ = QS as Q is square and orthogonal in this case. Furthermore, by (40) it follows that
LC = pQQ˜TCTC and thus
(50) QTLCQ =
[
QT
QT⊥
]
pQQ˜TCTC
[
Q Q⊥
]
= p
[
R˜ Q˜CTCQ⊥
0 0
]
with Q˜ and R˜ as in (41). Since the diagonal elements Bii of B correspond to the Lyapunov
exponents of the system x˙ = A(t)x according to
(51) λi = lim
t→∞
1
t− t0
∫ t
t0
Bii(s) ds,
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the Lyapunov exponents of the homogeneous error system e˙ = (A− LC)e are
(52)
µi = lim
t→∞
1
t− t0
∫ t
t0
QTi (A− LC)Qi ds
= λi − p lim
t→∞
1
t− t0
∫ t
t0
R˜ii(s) ds, i = 1, . . . , k.
Since the diagonal elements R˜ii ≥ 0, it follows that the leading k Lyapunov exponents can
be made negative with this choice of feedback gain if and only if the directional detectability
condition (43) of Definition 4.2 holds as in this case there exists a p > 0 such that
(53) p lim
t→∞
1
t− t0
∫ t
t0
R˜ii(s)ds > λi > 0, i = 1, . . . , k.
Thus, for a large enough p > 0, the unperturbed error system e˙ = (A−LC)e is exponentially
stable.
For the proof of the second part, again consider the transformed error system (49). The
matrix
(54) B˜ = B −QTLCQ
is upper triangular due to (50) and the first k diagonal elements are
(55) B˜ii = Bii − pR˜ii, i = 1, . . . , k.
As the diagonal elements Bii are bounded, the corresponding B˜ii can be made negative for
almost all t if CTCQ has full rank for almost all t. Thus the corresponding Lyapunov exponents
µi from equation (52) are negative and strongly forward regular according to Definition 2.5. As
the remaining Lyapunov exponents are assumed to be negative and strongly forward regular,
the error system
(56) e˙ = (A− LC)e+Dw
is bounded input bounded state stable according to Theorem 3.3 for any bounded w(t).
It is clear that the diagonal of R˜ has zero elements if CTCQ is rank deficient. Hence, from (52)
it follows that for every µi, the Lyapunov exponent of the error equation which correspond to
limt→∞ 1t
∫ t
0 R˜iids = 0 is not modified by the gain L. Since the maximal rank of C
TCQ is r it
is possible to assign an arbitrary decay rate to at most r Lyapunov exponents. On the other
hand, if CT (t)C(t)Qi(t) = 0 for some specific time instants t and Qi(t) from the non-stable
tangent subspace, the directional detectability condition still holds as the non-stable tangent
space spanned by Q should have non-trivial intersection with kerCTC most of the time.
It should be pointed out that the directional detectability condition ensures the existence
of a feedback gain such that e˙ = (A − LC)e is exponentially stable. Thus, the directional
13
detectability condition is sufficient for the detectability notion by Wonham presented in Def-
inition 4.1. The opposite is not true which is demonstrated by a simple counter example:
Consider the (linear time invariant) double integrator system
(57)
x˙ =
[
0 1
0 0
]
x
y =
[
1 0
]
x.
Clearly, this system is observable as its observability matrix
(58)
[
C
CA
]
=
[
1 0
0 1
]
has full rank. Thus, the system is detectable in the sense of Definition 4.1. As for linear time
invariant systems, the real parts of the eigenvalues correspond to the Lyapunov exponents,
there are two non-negative Lyapunov exponents λ1 = λ2 = 0. However, as rank C = 1,
the asymptotic directional detectability condition in definition 4.2 cannot be fulfilled in this
case. Nevertheless, the detectability definition by Wonham as stated in Definition 4.1 is not
constructive and hard to verify in practice. Based on the directional detectability notion
of Definition 4.2 it is possible to design a stabilizing feedback gain. Directional detectability is
discussed in detail in [11] and it is shown that it can also be used to design observer algorithms
for non-linear systems.
Imposing additional restrictions on the class of systems, it is possible to exactly reconstruct
the system states despite the unknown input by using the presented observer and higher order
sliding mode concepts. This strategy is discussed in detail in the following section.
5. Finite Time Exact Reconstruction. For a specific class of linear time varying systems
it is possible to exactly reconstruct the states despite the unknown input. The concept of
strong observability and state reconstruction based on the output and its derivatives are
recalled. The proposed exact reconstruction method is a cascaded observer structure based
on the observer algorithm presented in section 4 and a higher order sliding mode (HOSM)
corrector. The output error of the observer together with its derivatives obtained by Levant’s
robust exact differentiator is then used to correct the “wrong” observer estimates.
5.1. Strong observability of linear time varying systems. As the known input u(t) can
always be canceled out in the observer error dynamics only the triple (A(t), D(t), C(t)) of
system (37) is considered subsequently. Furthermore, it is assumed that these matrices are
sufficiently differentiable and the unknown input w(t) is assumed to be differentiable and
bounded according to ‖w(t)‖ ≤ w¯ with a known w¯. First, recall the definition of strong
observability:
Definition 5.1 (Strong observability [18, 14]).
The triple (A(t), D(t), C(t)) is called strongly observable if x˙ = A(t)x+D(t)w(t), C(t)x(t) = 0
on some non-degenerate time interval implies that x(t) = 0 on this interval for any input w(t).
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The generalized controllability and observability matrices for (A(t), D(t), C(t)) are defined
as [25]
(59)
Qk(t) =
[
P0(t) P1(t) · · · Pk−1(t)
] ∈ Rn×km,
RTk (t) =
[
CT0 (t) C
T
1 (t) · · · CTk−1(t)
] ∈ Rn×kr.
Matrices Pi(t) and Ci(t), i = 0, . . . , k are recursively defined according to
(60)
Pi+1(t) = A(t)Pi(t) + P˙i(t), P0(t) = D(t),
Ci+1(t) = Ci(t)A(t) + C˙i(t), C0(t) = C(t).
These generalized controllability and observability matrices are used to specify the class of
constant rank systems.
Definition 5.2 (Constant rank system, [27]).
The system (A(t), D(t), C(t)) is called a constant rank system if there exist positive integers
µ, ν, qc and q0 such that D(t), C(t), and A(t) are µ, ν and max(µ, ν)− 1 times continuously
differentiable, respectively, such that
(61)
rankQµ(t) = rankQµ+1(t) = qc ≤ n, ∀t,
rankRν(t) = rankRν+1(t) = q0 ≤ n, ∀t,
holds. The smallest integers µ and ν for which relation (61) holds are called the controllability
and observability index, respectively.
Note that in the linear time varying case, integers µ, ν may be strictly greater than n. To
design the observer in the present contribution, conditions for strong observability together
with a reconstruction method presented in [18] are utilized. Therefor, consider the auxiliary
matrices
(62)
Dα+1,α(t) = C0(t)D(t)
Dα+1,0(t) = Cα+1(t)D(t) + D˙α,0(t)
Dα+1,β(t) = Dα,β−1(t) + D˙α,β(t)
for 0 ≤ α ≤ ν − 1,
for 1 ≤ α ≤ ν − 1,
for 1 ≤ β < α ≤ ν − 1.
Based on these matrices, a necessary and sufficient condition for strong observability presented
in [18] is summarized in the next theorem.
Theorem 5.3 (Strong observability, [18]).
The constant rank system (A(t), D(t), C(t)) is strongly observable on a time interval if and
only if
(63) rankS(t) = rankS∗(t)
holds on this interval for
(64) S(t) =
[
Rν(t) Jν(t)
]
, S∗(t) =
[
In 0
Rν(t) Jν(t)
]
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with
(65) Jν(t) =

0 0 · · · 0
D1,0 0 · · · 0
D2,0 D2,1 · · · 0
...
...
. . .
...
Dν−1,0 Dν−1,1 · · · Dν−1,ν−2
 ∈ Rrν×m(ν−1),
and ν as the observability index.
Theorem 5.3 can be directly used to reconstruct the states by using the system output and
its derivatives as summarized in the next proposition.
Proposition 5.4 (State reconstruction, [18]).
Assume that the triple (A(t), D(t), C(t)) is a strongly observable constant rank system and
u(t) ≡ 0. Define a matrix K(t) ∈ Rrν×rν such that
(66) KerK(t) = Im Jν(t) ∀t
and furthermore let
(67) H(t) = RTν (t)K
T (t)K(t)Rν(t).
Then, H(t) is invertible and
(68) x(t) = H−1(t)RTν (t)K
T (t)K(t)yˆ(t)
holds, with
(69) yˆ(t) =
[
yT (t) y˙T (t) · · · (y(ν−1))T (t)]T .
Note that by the choice of K(t), the matrix K(t)Rν(t) has full column rank if and only if the
triple (A(t), D(t), C(t)) is strongly observable, see [18] for a detailed description.
5.2. Cascaded Observer Design. If an additional known input u(t) exists, the reconstruc-
tion concept presented in Proposition 5.4 usually cannot be applied directly as the system
would have to be strongly observable with respect to known and unknown inputs. Moreover,
if system (37) is unstable, Levant’s sliding mode differentiator [19] cannot be applied directly
to obtain the derivatives of the output. The problem thereby is that this differentiator re-
quires a bounded ν-th derivative which does not hold for general unstable systems and thus
only semi-global convergence can be guaranteed [4]. Under the stated assumption of strong
forward regularity, the observer presented in section 4 can be designed such that it is bounded
input bounded state stable. A higher order sliding mode differentiator together with the re-
construction scheme of Proposition 5.4 is then applied to the output error ey of the observer
to reconstruct the estimation error e(t). Thus, the “wrong” state estimates x˜ can be corrected
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Figure 1: Cascaded observer structure.
in this case. The cascaded observer structure is depicted in Figure 1. This type of cascaded
observer was first introduced by [4] and [12] for the linear time invariant case.
The question is under which conditions it is possible to reconstruct e(t) by using ey(t) and
its derivatives. Indeed, the error system should be strongly observable with respect to the
unknown input which is satisfied if and only if the original system is strongly observable.
Proposition 5.5 (Strong observability of the error system). The triple (A(t)−L(t)C(t), D(t), C(t))
is strongly observable if and only if the triple (A(t), D(t), C(t)) is strongly observable.
Proof. The assumption ey = 0 yields e˙(t) = A(t)e(t) +D(t)w(t) for (46). This implies that
e(t) ≡ 0 if the triple (A(t), D(t), C(t)) is strongly observable which proofs sufficiency. For
necessity, assume that ((A(t) − L(t)C(t), D(t), C(t)) is not strongly observable which means
that one can find an input w(t) such that ey(t) = 0 and e(t) 6= 0. Thus it would be also
possible to find w(t) such that for system (37) y(t) = u(t) = 0 and x(t) 6= 0 holds, which is a
contradiction.
This guarantees that if the original system is strongly observable the estimation error can
be reconstructed by using the output error and its derivatives following the ideas presented
in subsection 5.1, see [18].
5.3. Higher Order Sliding Mode Corrector. To determine the derivatives of the output
error, Levant’s robust exact differentiator [19] is utilized in the cascaded observer and is
thus briefly summarized here. Consider an unknown smooth signal f0(t) where the r-th
derivative f
(r)
0 (t) exists and has a known Lipschitz constant i.e. |f (r+1)0 (t)| < L. Then, the
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differentiator [19] is defined in the recursive form
(70)
z˙0 = v0 = −λrL1/(r−1)|z0 − f0(t)|r/(r+1)sign(z0 − f(t)) + z1,
z˙1 = v1 = −λr−1L1/r|z1 − v0|(r−1)/rsign(z1 − v0) + z2,
...
z˙r = −λ0Lsign(zr − vr−1),
with sufficiently large parameters λi. An established choice of parameters for a differentiator
up to order 5 is λ0 = 1.1, λ1 = 1.5, λ2 = 2, λ3 = 3, λ4 = 5, λ5 = 8, as proposed in [19]. It is
shown in [19] that in the absence of noise the equations
(71) |zi − f (i)0 (t)| = 0, i = 0, . . . , r
hold after a finite transient time and thus this differentiator can be used to exactly reconstruct
the derivatives of f0(t).
This differentiator allows to reconstruct the observer error e(t) by applying it component
wise to the output error ey(t) = C(t)e(t). The reconstruction can be carried out by apply-
ing Proposition 5.4 to the error system, which yields
(72) e˜(t) = H−1e (t)R
T
ν,e(t)K
T
e (t)Ke(t)eˆy(t).
Here, e˜(t) is the estimate for e(t), He(t) and Ke(t) are designed for the error system according
to Proposition 5.4 and Rν,e is the observability matrix for (A(t)−L(t)C(t), C(t)). The output
error and its derivatives are combined in
(73) eˆy =
[
eTy e˙
T
y · · ·
(
e
(ν−1)
y
)T]T
.
If the smoothness requirements stated inProposition 4.3 together with the strong regularity
assumptions in Theorem 4.4 are fulfilled, the derivatives are bounded. Thus, the HOSM
differentiator (70) can be applied component wise to ey which yields
(74) e˜y =
[
eTy ˙˜e
T
y · · ·
(
e˜
(ν−1)
y
)T]T
,
where ˙˜ey, . . . , e˜
(ν−1)
y are the estimated derivatives. For sufficiently large differentiator
gains, (73) can be reconstructed exactly and
(75) eˆy(t) = e˜y(t)
holds after a finite transient time tf [19]. Hence, it is possible to replace eˆy with e˜y in (72).
This convergence can be made theoretically arbitrarily fast by growing the differentiator
gains [19].
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5.4. Sliding mode tangent space observer. This section combines the previous results
in order to construct the cascaded observer using a step by step design procedure. Let sys-
tem (37) be strongly observable with respect to a bounded input w(t) and constant rank with
observability index ν. To design the cascaded observer the following steps have to be carried
out
i) Determine the dimension of the non-stable subspace k by approximating the Lyapunov
exponents utilizing the continuous QR-decomposition, see subsection 2.3. The number
of non-negative Lyapunov exponents equals k.
ii) Check if the directional detectability condition holds for the non-stable tangent sub-
space and if the smoothness and strong regularity assumption of Proposition 4.3
and Theorem 4.4 hold.
iii) Verify the strong forward regularity requirement according to Theorem 4.4 and choose
the observer parameter p > 0 such that this condition holds for the non-stable sub-
space.
iv) Determine the matrices Rν,e(t), Ke(t) and He(t) for the error system using Proposi-
tion 5.4.
v) Compute the ν − 1 derivatives of the output error ey by component-wise application
of the HOSM differentiator (70). Use this derivatives to reconstruct the estimation
errors e˜, see (72).
vi) Correct the observer estimates x˜ according to
(76) xˆ(t) = x˜(t) + e˜(t).
As the sliding mode differentiator converges in finite time for sufficiently large differ-
entiator gains,
(77) x(t) = xˆ(t) ∀ t ≥ tf
where tf represents a finite time instant.
6. Numerical Examples. Consider a system in the form of (37) with the time varying
dynamic matrix as
(78) A(t) =

−1.3 a12 0 0 a15 −0.12 0.42 0.92
−a12 −3.2 a23 0.51 a25 −0.23 0 −0.31
0 −a23 −4.4 0.48 −0.80 0.53 0 0.17
0 −0.51 −0.48 3.35 0.64 0.59 0 a48
−a15 −a25 0.80 −0.64 1.80 −0.62 0.31 0.50
0.12 0.23 −0.53 −0.59 0.62 −2.45 −0.67 −0.48
−0.42 0 0 0 −0.31 0.67 −3.47 0
−0.92 0.31 −0.17 −a48 −0.50 0.48 0 −4.71

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with
a12 = 0.23 sin(0.5t), a15 = −0.25 sin(0.5t),
a23 = 0.083 sin(0.3t), a25 = 0.09 sin(0.3t),
a48 = −0.055 sin(0.3t).
Moreover,
(79)
BT =
[
0 0 0 0 0 0 0.67 0.8
0.98 0.63 0 0.54 0.54 0 0 0
]
,
DT =
[
0 0 0 0 0.89 1.4 0 0
]
,
and
(80) C =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
 .
The unknown input is specified as
(81) w(t) = 0.3 + 10 sin(2pi0.1t) + 3 sin(2pi0.4t).
As the system is unstable the simulations are carried out for the stabilized system. However,
as u(t) is known, the controller design does not influence the observer error dynamics. The
integration of (42) is carried out using a so-called projected RK4 which is a standard fourth
order Runge-Kutta (RK4) in combination with a modified Gram-Schmidt orthogonalization
to keep Q orthogonal [8]. The remaining part of the simulation is carried out using RK4
integration. The step size is 1 ms. The sliding mode differentiator is implemented in discrete
time using the toolbox presented in [24] to avoid discretization chattering.
It can be verified that (A(t), D(t), C(t)) is a constant rank system with observability index
ν = 2. The non-stable tangent space is of dimension k = 2, which was determined by
approximating the largest three Lyapunov exponents over a simulation duration of 200 s. The
results together with the determined asymptotes are depicted in Figure 2. It is sufficient to
solve (42) for the reduced dimension k = 2 and the tuning parameter of the observer is selected
as p = 30. The system states are depicted in Figure 3 and the norm of the reconstruction
error ‖x(t)− xˆ(t)‖ =
√
(x− xˆ)T (x− xˆ) is shown in Figure 4.
The error of the observer without correction is bounded despite the unknown input. Due to
the numerical implementation the error of the cascaded observer (Obsv. + HOSM) converges
to a small vicinity of the origin. Note that due to the chosen discretization scheme for the
HOSM differentiator, discretization chattering is avoided successfully.
The logarithmic estimation errors are shown in Figure 5. It is evident that the estimation
errors for the measured states x1 to x4 are very small as expected. As the states x5 to x8 are
not directly measured, the corresponding estimation errors are larger but still have an order
of magnitude of approximately 10−3 and less.
20 M. TRANNINGER, S. ZHUK, M. STEINBERGER, L. FRIDMAN, M. HORN
0 5 10 15 20
−2
0
2
4
Time /s
L
y
a
p
u
n
o
v
E
x
p
o
n
en
ts
λ1 ≈ 2.901
λ2 ≈ 1.84
λ3 ≈ −1.615
Figure 2: Approximated Lyapunov exponents together with the corresponding asymptotes.
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Finally, a simulation is carried out adding Gaussian measurement noise with standard devi-
ation σ = 10−3. For the reconstruction, a filtered version of ey is used in eˆy of (72) which is
inherently generated by the HOSM differentiator. This is done to mitigate the measurement
noise in the reconstruction. The result for the estimates of x7 and x8, which show the largest
errors in the noise free case, are depicted in Figure 6. It can be concluded that the proposed
method achieves satisfying results also in the presence of small measurement noise.
7. CONCLUSION AND OUTLOOK. This paper discusses stability and robustness prop-
erties of a recently proposed observer algorithm for linear time varying systems. The observer
is numerically efficient, especially if the non-stable subspace is of low dimension. The resulting
error system is analyzed with respect to uniformly bounded disturbance inputs and conditions
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for bounded input bounded state stability based on Lyapunov exponents are presented. Based
on this observer, a finite time exact state reconstruction scheme utilizing higher order sliding
mode differentiators is presented for a special class of linear time varying systems. Future
topics of interest are the relaxation of the assumed smoothness properties, especially the dif-
ferentiability assumption on the unknown input and the extension of the concept to nonlinear
systems.
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