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Abstract
The design of an optimal (output feedback) reduced order control (ROC) law for a dynamic
control system is an important example of a difficult and in general non-convex (nonlinear) op-
timal control problem. In this paper we present a novel numerical strategy to the solution of the
ROC design problem if the control system is described by partial differential equations (PDE).
The discretization of the ROC problem with PDE constraints leads to a large scale (non-convex)
nonlinear semidefinite program (NSDP). For reducing the size of the high dimensional control
system, first, we apply a proper orthogonal decomposition (POD) method to the discretized
PDE. The POD approach leads to a low dimensional model of the control system. Thereafter,
we solve the corresponding small-sized NSDP by a fully iterative interior point constraint trust
region (IPCTR) algorithm. IPCTR is designed to take advantage of the special structure of the
NSDP. Finally, the solution is a ROC for the low dimensional approximation of the control
system. In our numerical examples we demonstrate that the reduced order controller computed
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from the small scaled problem can be used to control the large scale approximation of the PDE
system.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Optimal control problems for nonlinear partial differential equations are often
hard to tackle numerically so that the need for developing novel techniques emerges.
One such technique is given by reduced order methods. Recently the application of
reduced-order models to optimal control problems for partial differential equations
has received an increasing amount of attention. The reduced-order approach is based
on projecting the dynamical system onto subspaces consisting of basis elements
that contain characteristics of the expected solution. This is in contrast to e.g. finite
element techniques, where the elements of the subspaces are uncorrelated to the
physical properties of the system that they approximate. The reduced basis method
as developed, e.g., in [23] is one such reduced-order method with the basis elements
corresponding to the dynamics of expected control regimes.
Proper orthogonal decomposition (POD) provides a method for deriving low order
models of dynamical systems. It was successfully used in a variety of fields includ-
ing signal analysis and pattern recognition (see [16]), fluid dynamics and coherent
structures (see [6,43]) and more recently in control theory (see [1,3,37,42,45]) and
inverse problems (see [5]). Moreover, in [4] POD was successfully utilized to compute
reduced-order controllers. The relationship between POD and balancing was consid-
ered in [30]. Error analysis for nonlinear dynamical systems in finite dimensions were
carried out in [21,40].
In our application we apply POD to derive a Galerkin approximation in the spatial
variable, with basis functions corresponding to the solution of the physical system at
pre-specified time instances. These are called the snapshots. Due to possible linear
dependence or almost linear dependence, the snapshots themselves are not appropriate
as a basis. Rather a singular value decomposition (SVD) is carried out and the leading
generalized eigenfunctions are chosen as a basis, referred to as the POD basis; see
Section 2.2. In Section 2.3 the close relationship between POD and SVD is shown.
It appears that [28] was the first work that deals with approximation properties of
Galerkin POD based schemes for linear as well as certain nonlinear evolution systems.
Asymptotic results in the sense that the constants appearing in the estimates did not
depend on the snapshot set were discussed in [29].
Output feedback controller synthesis for linear time invariant control systems
that meet desired performance and/or robustness specifications is an attractive
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model-based control design tool and has been an active research area of the control
community for several decades (see [11,49]). Indeed, it is not always possible to have
full access to the state of the control system and a controller based on the measurements
has to be used. Output feedback synthesis without additional complexity constraints
yields in general a controller order equal to n the dimension of the dynamical system.
The computation of the controller action becomes more expensive with increasing
controller dimension. This is one reason why full order synthesis control has not been
widely used in industry. In view of real-time implementation the need for fixed output
feedback reduced order control design is obvious. Furthermore, they are relevant when
a simple controller must be used due to cost and reliability. During the past decade,
control problems with combined H2 and H∞ design criteria have gained a great
deal of attention. Concerning continuous-time systems, [14] provides the solution
of standardH2 andH∞ control problems in terms of algebraic Riccati equations,
where both state feedback and full order compensator-based output feedback are
considered. The design of feedback controllers that satisfy bothH∞ andH2 speci-
fications is interesting because it offers robust stability and nominal performance. In
1989, Bernstein and Haddad [7] introduced a mixedH2/H∞ problem. Other related
works on the design ofH2/H∞ controllers by state or full order output feedback can
be found, for example, in [13,20]. Recently, linear matrix inequalities (LMIs) have
attained much attention in control engineering [8], since many control problems can
be formulated in terms of LMIs and thus solved via convex programming approaches.
For example, this includesH∞ [17],H2 [49], and mixedH2/H∞ [26]. However,
the resulting controllers are state feedback or of order n equal to the plant. The
difficulties arise, if we want to design a ROC of given dimension nc  0, where
nc  n. In this case, the optimal control problems consist of finding a ROC law
which minimizes a certain nominal performance measure subject to stability and/or
robustness constraints. It is known that they can be rewritten to non-convex equality
constraint matrix optimization problems (see [22,24,31,32,44]). Notice that in [31]
the author extend these matrix optimization problems to NSDPs by including explic-
itly the stability condition (modelled by two matrix inequalities) into the problem
formulation.
Finding a numerical solution to the non-convex NSDP is a difficult task, par-
ticularly, if the dimension of the NSDP is large. Usually this will be the case if
the control system dynamics are given by a partial differential equation . Then, the
dimension of the discretized counterpart can be very large and the computation of an
output feedback controller maybe impossible. In particular, the ROC case requires
the solution of a large scale NSDP with several million variables, which is usually
not solvable. This is one of our main motivations for considering the ROC problem
for PDE constrained control problems in combination with the POD method for
deriving a low dimensional control system and the IPCTR algorithm for solving the
corresponding low dimensional NSDP. The ROC law can be constructed from the
solution of low dimensional NSDP. In our numerical examples, we will demonstrate
that this ROC can be used for controlling the large dimensional PDE system. To our
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knowledge, there are only two interior point algorithms available for solving non-
convex NSDPs: the QQP Algorithm proposed by Jarre [25] and IPCTR proposed by
Leibfritz and Mostafa [34]. The major drawback of the QQP-method is the use of the
QR-decomposition of the Jacobian of the nonlinear equality constraints for computing
a search direction and the evaluation of the Hessian matrix in every QQP-iteration
which can be very time consuming. In [22], the authors have used the QQP method for
computing an optimalH∞ controller of order nc = 5 for an active suspension system
of order n = 27. For this example, QQP requires more than four hours for solving
the corresponding NSDP. This bad performance of QQP was one of the motivation
of the authors in [34] for the development of IPCTR. In particular, IPCTR uses ideas
of interior point methods for nonlinear programs and for linear SDPs combined with
trust region techniques (see [2,10,12,36,46]). IPCTR exploits the inherent structure
of NSDPs arising in the design of static output feedback control problems without
evaluating the Hessian matrix explicitly. The computational performance of IPCTR
seems very promising, even for moderate sized problems up to several hundred state
variables of the control system. To test the IPCTR algorithm, the author in [33] has
collected a set of benchmark examples. Test runs of IPCTR on a subset of COMPleib
indicates that IPCTR seems very robust and potentially efficient for the solution of
NSDPs arising in the design of ROC or SOF controllers.
One of our main goals in this paper is to demonstrate that a clever combination
of efficient solvers is a very useful tool for the design of a feedback control strategy
for large scale optimal control problems. In particular, we will use the POD method
for reducing the high dimensional (discrete) PDE system to a very low dimensional
model. Then, from the small-scaled approximation of our control system, we will
form a nonlinear semidefinite program for the computation of the fixed order output
feedback controller. As a solver for the NSDP we will take the IPCTR procedure.
Finally, having found the ROC law for the small system by IPCTR, we will form the
feedback controller for the large system from the information of the low dimensional
model. In our numerical studies we will illustrate the applicability of the novel tool for
some instances of nonlinear and unstable PDE systems. For our examples, we observe
that the feedback control law, computed from the low dimensional approximation of
the system, will be able to stabilize the original unstable large dimensional control
system quite well.
The organization of the paper is as follows. In Section 2 we state the POD method
for abstract dynamical systems. Moreover, the relation of POD to SVD can be found in
this paragraph. The discussion of fixed order output feedback control design problems
for finite dimensional systems is contained in Section 3. We present three important
ROC design instances: H2, H∞ and mixed H2/H∞ ROC design, respectively,
and we derive the corresponding ROC-NSDPs. In Section 4 we state the necessary
modification of [34, IPCTR] such that IPCTR is also applicable to the ROC-NSDPs.
Finally, we present our numerical results in Section 5.
Notation:Throughout this paper,Sn denotes the linear space of real symmetric
n × n matrices. In the space of real m × n matrices we define the inner product
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by 〈M,Z〉 = Tr(MTZ) for M,Z ∈ Rm×n, where Tr(·) is the trace operator, and
‖ · ‖ denotes the Frobenius norm given by ‖M‖ = 〈M,M〉1/2, while other norms
and inner products will be specified, e.g., the L2-norm ‖ · ‖L2 . For a matrix M ∈
Sn we use the notation M  0, M 	 0, M ≺ 0, M  0 if it is positive definite,
positive semidefinite, negative definite, negative semidefinite, respectively. For a twice
differentiable mapping G : U→W we denote by GU , GUU the first and second
partial derivatives of G with respect to U . Moreover, GU(·)H is used when a linear
operator GU(·) is applied to an element H ∈ U. Furthermore, G∗U(·) denotes the
adjoint of GU(·) andL(U,V) refers to the space of linear, bounded operators. For
related positive quantities α and β, we write α = O(β) if there is a constant κ > 0
such that α  κβ for all β sufficiently small. We also write α = (β) if β = O(α).
2. The POD method
POD is a method to derive reduced-order models for dynamical systems. In this
section we introduce the POD method for an abstract dynamical system and propose
the numerical realization of POD. The close connection between POD and singular
value decomposition (SVD) is shown.
2.1. Abstract dynamical system
Let us consider the following semi-linear initial value problem:{ dy(t)
dt +Ay(t) = f (t, y(t)) for t ∈ (0, T ),
y(0) = y◦,
(2.1)
where −A is the infinitesimal generator of a C0-semigroup S(t), t > 0, on X, y◦ ∈ X
and f : [0, T ] × X → X is continuous in t and uniformly Lipschitz-continuous on
X for every t . Problem (2.1) has a unique mild solution y ∈ C([0, T ];X) given by
the integral representation
y(t) = S(t)y◦ +
∫ t
0
S(t − s)f (s, y(s)) ds for t ∈ (0, T ),
see for instance [39, p. 184]. Then for given time instances 0  t1 < · · · < tn  T
the members of the ensemble can be given by the mild solution to (2.1):
yj = y(tj ) = S(tj )y◦ +
∫ tj
0
S(tj − s)f (s, y(s)) ds ∈ X for j = 1, . . . , m.
2.2. Computation of the POD basis
Let V and H be real separable Hilbert spaces and suppose that V is dense in H
with compact embedding. Throughout we assume that X denote either the space V
or H and that y denotes the unique solution to (2.1). For given n ∈ N let
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0 = t1 < t2 < · · · < tn  T (2.2)
denote a grid in the interval [0, T ] and set tj = tj − tj−1, j = 2, . . . , n. We suppose
that the snapshots y(tj ) of (2.1) at the given time instances tj , j = 1, . . . , n, are
known. We set
V = span {y1, . . . , yn}
and refer toV as the ensemble consisting of the snapshots {yj }nj=1, at least one of
which is assumed to be nonzero. Notice thatV ⊂ V by construction. Throughout the
remainder of this section let X denote either the space V or H .
Let {ψi}di=1 denote an orthonormal basis for V with d = dimV. Then each
member of the ensemble can be expressed as
yj =
d∑
i=1
〈yj , ψi〉Xψi for j = 1, . . . , n. (2.3)
The method of POD consists in choosing an orthonormal basis such that for every
 ∈ {1, . . . , d} the mean square error between the elements yj , 0  j  2n, and the
corresponding th partial sum of (2.3) is minimized on average:
min J (ψ1, . . . , ψ) = 1
n
n∑
j=1
∥∥∥∥∥∥ yj −
∑
i=1
〈yj , ψi〉Xψi
∥∥∥∥∥
2
X (2.4)
subject to 〈ψi, ψj 〉X = δij for 1  i  , 1  j  i.
A solution {ψi}i=1 to (2.4) is called POD basis of rank . The subspace spanned by
the first  POD basis functions is denoted by V , i.e.,
V  = span{ψ1, . . . , ψ}. (2.5)
The solution of (2.4) is characterized by the necessary optimality condition, which
can be written as an eigenvalue problem. For that purpose we endow Rn with the
weighted inner product
〈v,w〉nR =
1
n
n∑
j=1
vjwj (2.6)
for v = (v1, . . . , vn)T, w = (w1, . . . , wn)T ∈ Rn and the induced norm. Let us in-
troduce the bounded linear operator Yn : Rn → X by
Ynv = 1
n
n∑
j=1
vjyj for v ∈ Rn. (2.7)
Then the adjoint Y∗n : X → Rn is given by
Y∗nz = (〈z, y1〉X, . . . , 〈z, yn〉X)T for z ∈ X. (2.8)
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It follows that Rn = YnY∗n ∈L(X) andKn = Y∗nYn ∈ Rn×n are given by
Rnz = 1
n
n∑
j=1
〈z, yj 〉Xyj for z ∈ X and (Kn)ij = 1
n
〈yj , yi〉X, (2.9)
respectively. The matrixKn is often called a correlation matrix.
Using a Lagrangian framework we derive the following optimality conditions for
the optimization problem (2.4):
Rnψ = λψ, (2.10)
compare e.g. [6, pp. 88–91] and [47, Section 2]. Note thatRn is a bounded, self-adjoint
and nonnegative operator. Moreover, since the image ofRn has finite dimension,Rn
is also compact. By Hilbert–Schmidt theory (see e.g. [41, p. 203]) there exist an
orthonormal basis {ψi}∞i=1 for X and a sequence {λi}∞i=1 of nonnegative real numbers
so that
Rnψi = λiψi, λ1  · · ·  λd > 0 and λi = 0 for i > d. (2.11)
Moreover, V = span{ψi}di=1. Note that {λi}∞i=1 as well as {ψi}∞i=1 depend on n.
Contents permitting the notation of this dependence is dropped.
Remark 2.1. Setting
vi = 1√
λi
Y∗nψi for i = 1, . . . , d
we find Knvi = λivi and 〈vi, vjRn = δij for 1  i, j  d. Thus, {vi}di=1 is an or-
thonormal basis of eigenvectors ofKn for the image ofKn. Conversely, if {vi}di=1
is a given orthonormal basis for the image of Kn, then it follows that the first d
eigenfunctions of Rn can be determined by
ψi = 1√
λi
Ynvi for i = 1, . . . , d.
Hence, we can determine the POD basis by solving either the eigenvalue problem for
Rn or the one forKn. We will address this in Section 2.3.
The sequence {ψi}i=1 solves the optimization problem (2.4). This fact as well as
the error formula below were proved in [6, Section 3], for example.
Proposition 2.2. Let λ1  · · ·  λd > 0 denote the positive eigenvalues of Rn with
the associated eigenvectors ψ1, . . . , ψd ∈ X. Then, {ψni }i=1 is a POD basis of
rank   d, and we have the error formula
J (ψ1, . . . , ψ) = 1
n
n∑
j=1
∥∥∥∥∥∥ yj −
∑
i=1
〈yj , ψi〉Xψi
∥∥∥∥∥
2
X
=
d∑
i=+1
λi. (2.12)
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2.3. POD and singular value decomposition
In this section we point out that POD is closely related to the singular value
decomposition (SVD). This fact is very useful for implementation issues, in particular,
for the computation of the POD basis functions ψi as well as of the corresponding
eigenvalues λi . The finite-dimensional case was studied in [27].
From Remark 2.1 we infer that there exist uniquely determined real numbers
σ1  · · ·  σd > 0 and orthonormal bases {vi}ni=1 of Rn and {ψi}di=1 ofV such that
Ynvi = σiψi and Y∗nψi = σivi for i = 1, . . . , d, (2.13)
where d  n. The nonnegative numbers σ1, . . . , σd are called the singular values of
Yn and (2.13) is the singular value decomposition of Yn.
Let A˜ = {v˜1, . . . , v˜n} and B˜ = {ψ˜1, . . . , ψ˜d} be two orthonormal bases of Rn and
V, respectively. The uniquely determined representation matrix MA˜
B˜
(G) =
((aij )) ∈ Rd×n of a given G ∈L(Rn,V) with respect to the bases A˜ and B˜ is
defined by
Gv˜j =
d∑
i=1
aij ψ˜i for j = 1, . . . , n.
It is well-known that the mapping MA˜
B˜
:L(Rn,V) → Rd×n is linear and bijective.
Remark 2.3. Let G ∈L(Rn,V). Analogous to (2.13) there exist a uniquely deter-
mined diagonal matrix ˜ = diag(σ˜1, . . . , σ˜d ) ∈ Rd×d and orthonormal bases A˜ of
Rn and B˜ ofV so that
MA˜
B˜
(G) = (˜ 0),
where 0 is an d × (n − d) matrix of zeros.
The previous remark motivates to the next definition.
Definition 2.4. Let G and ˜ be given as in Remark 2.3. We define a norm ‖| · ‖| on
L(Rn,V) by
‖|G‖| = ‖˜‖F =
(
d∑
k=1
σ˜ 2k
)1/2
for G ∈L(Rn,V),
where ‖ · ‖F denotes the Frobenius norm. Furthermore, the rank of G is given by
rank ˜.
Remark 2.5. Since ‖ · ‖F is a norm, it is obvious that the mapping ‖| · ‖| is a norm
onL(Rn,V). Furthermore, the properties of the Frobenius norm imply that ‖˜‖F =
‖MAB (G)‖F for any orthonormal basesA and B of Rn andV, respectively.
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Example 2.6. In many applications the snapshots {yj }nj=1 are given by a Galerkin
approach, i.e.,
yj =
k∑
i=1
Yijϕi ∈ Xh = span{ϕ1, . . . , ϕk} ⊂ X,
where Y ∈ Rk×n and the set {ϕi}ki=1 is linearly independent in Xh. For vh =
∑k
i=1 vi
ϕi ∈ Xh and wh = ∑ki=1 wiϕi ∈ Xh we find
〈vh,wh〉X = vTMw,
where v = (v1, . . . , vk)T, w = (w1, . . . , wk)T ∈ Rk are column vectors and
M = ((Mij )) ∈ Rk×k with Mij = 〈ϕj , ϕi〉X
denotes the positive definite mass matrix. Setting D = diag(1, . . . , 1)/√n ∈ Rn×n
and Yˆ = DY ∈ Rk×n It follows that the correlation matrixKn = Y∗nYn introduced
in (2.9) is given by
Kn = Yˆ TMYˆ .
Now we turn to the operator Rn = YnY∗n, which was also introduced in (2.9). For
every zh ∈ Xh there exist unique coefficients z1, . . . , zk and r1, . . . , rk in R satisfying
zh =
k∑
i=1
ziϕi and Rnzh =
k∑
i=1
riϕi .
Then the linear mapping n : Rk → Rk , (z1, . . . , zk) → (r1, . . . , rk), is given by
n = Yˆ Yˆ TM.
Using SVD we obtain a result analogous to the one in Proposition 2.2. The propo-
sition extends the work in [27, Section 2], where the authors studied the case, where
V is a subset of Rk for some k ∈ N. A proof of the next result is given in [48].
Proposition 2.7 (POD and SVD). Let σ1  σ2  · · ·  σd > 0 denote the singular
values ofYn and letA = {v1, . . . , vn} andB = {ψ1, . . . , ψd} be the corresponding
orthonormal bases of Rn andV such that
Ynvi = σiψi for i = 1, . . . , d.
For   d we define the bounded linear operator Yn : Rn →V by
Yn =
1
n
n∑
j=1
(
∑
i=1
〈v, vi〉Rnvi
)
j
yj for v ∈ Rn. (2.14)
Then the POD basis of rank  is given by {ψi}i=1. Moreover, for allF ∈L(Rn,V)
with rankF =  we have
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‖|Yn −F‖|2  ‖|Yn −Yn‖|2 =
d∑
i=+1
σ 2i . (2.15)
Remark 2.8. Let us discuss the application of Proposition 2.7 to Example 2.6. The
POD-basis of rank  can be computed from the eigenvalue problem
Yˆ Yˆ TMψi = σ 2i ψi with ψTi Mψj = δij for 1  i, j  d. (2.16)
The eigenvalue problem (2.16) can be solved by utilizing singular value analysis.
Multiplying (2.16) by the positive square root M1/2 of M from the left and setting
ui = M1/2ψi we obtain the symmetric k × k-eigenvalue problem
Y˜ Y˜ Tui = σ 2i ui with uTi uj = δij for 1  i, j  d, (EP1)
where Y˜ = M1/2Yˆ = M1/2DY ∈ Rk×n. The POD basis can also be computed by
using generalized singular value analysis, see e.g. [18, Theorem 8.7.4]. If we multiply
(2.16) with M from the left we obtain the generalized symmetric eigenvalue problem
MYˆ Yˆ TMψi = σ 2i Mψi with ψTi Mψj = δij for 1  i, j  d. (EP2)
Alternatively, we can compute the POD-basis utilizing the operatorKn:
Yˆ TMYˆvi = σ 2i vi with vTi D2vj = δij for 1  i, j  d, (2.17)
where (vi)j denotes the j th component of the eigenvector vi . Multiplying (2.17) with
D from the left and setting wi = Dvi we obtain the symmetric n × n-eigenvalue
problem
Yˆ TMYˆwi = σ 2i wi with wTi wj = δij for 1  i, j  d, (EP3)
Due to Remark 2.1 the POD basis is given by
ψi = 1
σi
Ywi for i = 1, . . . , d.
For n  k one should solve (EP3) instead of (EP1) or (EP2). In comparison to (EP1)
the advantage of the generalized eigenvalue problem (EP2) is the fact that the linear
system M1/2ψi = ui need not be solved.
3. ROC design problems and NSDP formulations
Depending on the ROC design goal, it is possible to derive a nonlinear semidefinite
program from the specific control synthesis problem. In this section, we describe three
different output feedback ROC design problems (e.g.,H2,H∞ or mixedH2/H∞
design, respectively) and state the corresponding NSDPs which can be solved by
IPCTR for obtaining the output feedback ROC gain of the discretized PDE system.
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3.1. Output feedback reduced order control system
A typical instance of a reduced order output feedback control system can be stated
as follows. Consider a (finite dimensional) linear time-invariant plant of order ns with
state space realization:
x˙s(t) = Asxs(t) + Bsus(t) + B1sw(t),
ys(t) = Csxs(t),
z(t) = C1sxs(t) + D1sus(t),
(3.1)
where xs ∈ Rns , us ∈ Rps , ys ∈ Rrs , z ∈ Rnz , and w ∈ Rnw denote the state, control
input, measured output, regulated output, and noise input, respectively. We assume
that the plant data As, Bs, Cs, B1s , C1s ,D1s are appropriately dimensioned real con-
stant matrices and the triple (As, Bs, Cs) is stabilizable as well as detectable (see [49]).
For a given integer 0  nc  ns consider the ncth reduced order output feedback
controller:
x˙c(t) = Acxc(t) + Bcys(t),
us(t) = Ccxc(t) + Dcys(t), (3.2)
where xc ∈ Rnc denotes the state of the dynamic ROC law and the controller matrices
Ac ∈ Rnc×nc , Bc ∈ Rnc×rs , Cc ∈ Rps×nc , Dc ∈ Rps×rs are not known. We collect the
controller unknowns in the ROC output feedback operator F , defined by
F =
[
Ac Bc
Cc Dc
]
∈ Rp×r , p := nc + ps, r := nc + rs . (3.3)
If nc = 0, the ROC system (3.2) coincides with the static output feedback (SOF)
controller, e.g.,
us(t) = Fys(t), F := Dc ∈ Rps×rs . (3.4)
In this case, the ROC problem reduces to the standard SOF control design problem
(see [31]). By the following well known system augmentation technique [44], it is
always possible to transform the output feedback ROC problem to a SOF synthesis
problem. We augment the plant state xs by the controller state xc and define the
augmented state, control and measurement variables by
x(t) :=
[
xs(t)
xc(t)
]
∈ Rn, u(t) :=
[
x˙c(t)
us(t)
]
∈ Rp, y(t) :=
[
xc(t)
ys(t)
]
∈ Rr ,
(3.5)
respectively, where n := ns + nc. Moreover, the augmented state space data is given
by
A :=
[
As 0
0 0nc
]
, B :=
[
0 Bs
Inc 0
]
, C :=
[
0 Inc
Cs 0
]
,
B1 :=
[
B1s
0
]
, C1 :=
[
C1s 0
]
, D1 :=
[
0 D1s
]
. (3.6)
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If we replace the system quantities in (3.1) by the augmented counterparts and sub-
stitute the ROC law (3.2) into the augmented state space plant, then we get the closed
loop system plant cl in SOF form:
cl
{
x˙(t) = A(F)x(t) + B(F)w(t),
z(t) = C(F)x(t), (3.7)
where A(F) := A + BFC, B(F) := B1, C(F) := C1 + D1FC are the augmented
closed loop operators, respectively.
3.2. Constrained matrix optimization problems
We focus our discussion on three ROC design examples (ROC-H2, ROC-H∞
and ROC-H2/H∞, respectively) and the corresponding NSDP formulations. The
concepts ofH∞ norm andH2 norm are well known (see [49]). Therefore, we will
omit detailed discussion and content ourselves with starting the following definitions
for reference. Assume the ROC law (3.2) is given such that the closed loop system
(3.7) is internally stable, i.e., the real parts of the eigenvalues of A(F) are all strictly
negative. In this case, A(F) is called Hurwitz. Due to the Lyapunov theorem (see
[49]) there is an elegant representation of the Hurwitz property. It reduces the stability
problem to an algebraic problem.
Theorem 3.1 (Lyapunov Theorem). Let A ∈ Rn×n, B ∈ Rn×p and C ∈ Rr×n be
given, then the following are equivalent:
(i) There exists F ∈ Rp×r such that A(F) = A + BFC is Hurwitz.
(ii) For each W ∈ Rn×n, there exists F ∈ Rp×r such that the Lyapunov equation
A(F)TX + XA(F) + W = 0 (3.8)
has a unique solution X ∈ Rn×n. If W  0 (W 	 0), then X  0 (X 	 0).
(iii) There exist F ∈ Rp×r and V ∈Sn such that
Fs := {F ∈ Rp×r | ∃V ∈Sn :A(F)TV + VA(F) = −I ≺ 0, V  0} = ∅,
(3.9)
whereFs denotes the set of stabilizing ROC gains F.
Remark 3.2. Obviously, there exist other equivalent definitions of Fs . For ROC
design problems we prefer the definition of Fs as stated in (3.9). In particular, we
model the internal stability of a (closed loop) system by the matrix constraints
∃ F ∈ Rp×r , V ∈Sn : A(F)TV + VA(F) + I = 0, V  0. (3.10)
We include the stability condition explicitly into the following matrix optimization
problems as proposed by [31]. These further matrix constraints ensure the existence
of a stabilizable ROC output feedback gain.
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Using the stability constraints (3.10), we are able to demonstrate that the IPCTR
method of Leibfritz and Mostafa [34] can be modified accordingly such that it solves
the more general ROC design problems. The modification of IPCTR and the use
of (3.10) is necessary for a controller of fixed order nc > 0. In this case, the ma-
trices B1BT1 , C
T
1 C1 and D
T
1 D1 will never be positive definite for the augmented
matrices B1, C1, D1. They are always positive semidefinite. Only in the SOF case
(nc = 0), one can impose some restrictions on the data matrices such as DT1 D1  0
and B1BT1  0, which are common assumptions in the standard SOF/LQ literature.
IPCTR in [34] also uses these assumptions for solving SOF design problems and thus,
the corresponding NSDPs can use the same Lyapunov matrix for modeling the matrix
equality and the stability (inequality) constraints. This is not possible for ROCs. But
with the modifications described below, it is possible to adapt IPCTR such that it
solves more general ROC design problems.
3.2.1. ROC-H2 design and NSDP formulation
The most basic optimal control problem is the followingH2 design problem (see
[31,44]):
Optimal fixed orderH2 synthesis: Given real matrices A,B,C,B1, C1,D1 and
an integer 0  nc < n, find a controller gain F of order nc such that the closed loop
matrix A(F) is Hurwitz and theH2 norm of the closed loop system (3.7) is minimal.
If A(F) is Hurwitz, it is well known that theH2 norm of cl is given by
‖cl‖2H2 = 〈L,B(F )B(F )T〉 = Tr(LB1BT1 ), (3.11)
where L ∈Sn satisfies the Lyapunov equation
A(F)TL + LA(F) + C(F)TC(F) = 0. (3.12)
Using Theorem 3.1, (3.10) and (3.11), the optimal fixed order output feedbackH2
problem is equivalent to the following nonlinear semidefinite program:
min Tr(LB1BT1 )
s.t. A(F)TL + LA(F) + C(F)TC(F) = 0,
A(F )TV + VA(F) + I = 0, V  0.
(3.13)
For the ROC case with nc > 0 it is essential to use different Lyapunov variables L and
V . Here, an optimal L corresponds with the solution of the Lyapunov equation (3.12),
while an optimalV together with an optimalF satisfies the stability constraints (3.10).
If nc > 0, then at an optimal point (F, L, V ) of (3.13), we can only guarantee that,
in general, C(F)TC(F) is positive semidefinite and L 	 0. Hence, it is very likely,
that the set of optimal solutions of (3.13) is empty if we use the same Lyapunov
variable for the stability constraints (3.10) and the Lyapunov matrix equation (3.12).
The bilinear dependence of the constraints on the free controller parameter F and
the variables L, V make the problem non-convex. Moreover, the NSDP-constraints
A(F)TV + VA(F) = −I ≺ 0, V  0 ensure the internal stability of the closed loop
system (3.7), i. e.A(F) is Hurwitz. Notice that this is the main motivation for including
these constraints explicitly into (3.13) (see [31]).
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3.2.2. ROC-H∞ design and NSDP formulation
In a similar fashion, we are able to reformulate the optimal fixed orderH∞ problem
as a NSDP (see [22,33,31]).H∞ synthesis is an attractive model-based control design
tool and it allows incorporation of model uncertainties in the control design.
Let a scalar γ > 0 be given and assume that A(F) is Hurwitz and theH∞ norm of
(3.7) is less than γ , i. e. ‖cl‖H∞ < γ . Then it is a standard fact (see [31, Corollary
2.1.8] or [50]) that this is equivalent to the existence of a unique matrix L ∈Sn and
F ∈ Rp×r satisfying the Riccati equation
A(F)TL + LA(F) + C(F)TC(F) + 1
γ 2
LB1B
T
1 L = 0, (3.14)
and A(F) + 1
γ 2
B1B
T
1 L is Hurwitz. Therefore, we formulate the optimal fixed order
H∞ problem as follows:
Optimal fixed orderH∞ synthesis: Given real matrices A,B,C,B1, C1,D1 and
an integer 0  nc < n, find a controller gain F of order nc, L ∈Sn and γ > 0 such
that for minimal γ , the triple (γ, F, L) satisfies the Riccati equation (3.14) and the
Hurwitz property of A(F) + 1
γ 2
B1B
T
1 L.
Using (iii) of Theorem 3.1 and (3.14), this problem is equivalent to the non-convex
and nonlinear semidefinite program:
min γ
s.t. A(F)TL + LA(F) + C(F)TC(F) + 1
γ 2
LB1B
T
1 L = 0, γ > 0,
(A(F ) + 1
γ 2
B1B
T
1 L)
TV + V (A(F) + 1
γ 2
B1B
T
1 L) + I = 0, V  0.
(3.15)
In the presented form, the optimal fixed orderH∞-NSDP (3.15) fit into the class of
NSDPs as considered in Section 4. This is not the case, if we use the strict bounded
real lemma ([50]) for deriving an equivalent optimal H∞-NSDP as stated in [22,
Problem 2], e.g.,
min γ
s.t. X  0, γ > 0, −

A(F)TX + XA(F) XB(F) C(F )TB(F)TX −γ I D(F)T
C(F) D(F) −γ I

  0,
(3.16)
where, in our case, D(F) ≡ 0. The major drawback of (3.16) is the dimension of
the bilinear matrix inequality (BMI) constraint. Moreover, due to the BMI, it is not
possible to exploit the problem structure in an optimization solver. The left hand
side of the BMI lies inSn+nw+nz . In contrast to these drawbacks, considering (3.15)
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instead of (3.16), the inherent problem structure of (3.15) can be completely exploited
by a solver like IPCTR. This is the case, since the first order optimality conditions of
(3.15) contain a set of Lyapunov equations, which can be solved successively during
the computation of a Newton-like step within a conjugate gradient like procedure.
Due to this, it is also not necessary to compute the Hessian of the Lagrangian in each
iteration, a very time consuming process. For more details, we refer the interested
reader to [31,34,35].
3.2.3. ROC-H2/H∞ design and NSDP formulation
A combination ofH2 andH∞ design objectives leads to mixedH2/H∞ syn-
thesis (see [7,26,32]). Due to the special structure of the state space plant (3.1), the
regulated output of the closed loop system (3.7) is not driven (directly) by a noise
input signal. Therefore, the H2 norm of cl is finite and given by (3.11), if A(F)
is Hurwitz. For simplifying our presentation, we have assumed (implicitly) that the
representation of z and y is noise free. For the more general case, one alternative is
to consider two different noise signals, e.g., w0, w1, and transfer functions, e.g., T0,
T1, of the closed loop system. For example, T0 maps w0 into z and defines theH2
norm. Similarly, T1 maps w1 into z and is used for describing theH∞ norm bound
(see [7,32,26]).
The design goals are the following: For a given scalar γ , the H∞ norm of the
closed loop system cl is less than γ , A(F) is Hurwitz and the H2 norm of cl is
minimal. Formally, we have:
Optimal fixed orderH2/H∞ synthesis: Given real matrices A,B,C,B1, C1,D1,
a scalar γ > 0 and an integer 0  nc < n, find a controller gain F of order nc, such
that A(F) is Hurwitz, ‖cl‖H∞ < γ and ‖cl‖H2 is minimal.
By the discussion of the H∞ problem, we already know that A(F) is Hurwitz
and ‖cl‖H∞ < γ if and only if there exist F and L satisfying the Riccati equation
(3.14) such that A(F) + 1
γ 2
B1B
T
1 L is Hurwitz. On the other hand, theH2 norm of
cl is given by (3.11) and (3.12), if A(F) is Hurwitz. Obviously, a common solution
which fulfills both equations may not exists. One way out of this dilemma is to
introduce a further matrix variable L0 which satisfies the Lyapunov equation and
enters the objective function of the corresponding NSDP. Another possibility is due
to the following Lemma, which is similar to [31, Lemma 4.1.1].
Lemma 3.3. Consider the closed loop system cl and let γ > 0 be given. Suppose
A(F) is Hurwitz. If there exists a pair (F, L) satisfying (3.14) such that A(F) +
1
γ 2
B1B
T
1 L is Hurwitz, then
(a) ‖cl‖H∞ < γ
(b) 0  L0  L, where L0 	 0 satisfies (3.12). Consequently, we have
‖cl‖2H2 = Tr(L0B1BT1 )  Tr(LB1BT1 ). (3.17)
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Proof. Part (a) is clear from the discussion above (or, use [31, Corollary 2.1.8]).
(b) Substract (3.12) from (3.14) to obtain
A(F)T(L − L0) + (L − L0)A(F ) + γ−2 LB1BT1 L = 0.
This is a Lyapunov equation in (L − L0). SinceA(F) is Hurwitz andL0 	 0, the Lya-
punov theorem implies 0  L0  L. Hence, 0  BT1 L0B1  BT1 LB1, which implies
(3.17). 
By Lemma 3.3, theH∞ constraint is automatically enforced when a solution to
the Riccati equation (3.14) exists and it yields an upper bound to the H2 norm of
cl. This motivates the following nonlinear semidefinite programming version of the
fixed orderH2/H∞ problem:
min Tr(LB1BT1 )
s.t. A(F)TL + LA(F) + C(F)TC(F) + 1
γ 2
LB1B
T
1 L = 0,
(A(F ) + 1
γ 2
B1B
T
1 L)
TV + V (A(F) + 1
γ 2
B1B
T
1 L) = −I, V  0.
(3.18)
Note that we have include explicitly the last two nonlinear matrix conditions in (3.18)
due to the Hurwitz assumption.
As we have seen in the previous discussion, output feedback ROC problems can
be transformed into NSDPs. This is a well known fact in the control community. In
example, the famous work of Boyd et al. [8] contains a huge list of full order output
feedback and/or state feedback controller design examples which can be reformulated
as linear (and therefore convex) semidefinite programs. In a similar fashion, most of
the corresponding ROC output feedback counterparts are transformable into certain
NSDPs. Unfortunately, they are in general non-convex and thus, much harder to
solve. Furthermore, there is no commercial or free optimization code for the solution
of NSDPs available. This is one further reason for the development of IPCTR such
that it also solves NSDPs in the form of (3.13), (3.15) and (3.18), respectively.
4. Interior point constraint trust region method
To compute an output feedback gain we adapt the IPCTR algorithm of Leibfritz
and Mostafa [34,35] to the broader class of NSDPs as discussed in the previous
paragraph. Since a detailed description and the whole convergence analysis is far
beyond the scope of this paper, in this section we state only a brief sketch of IPCTR
for solving nonlinear semidefinite programs of the form
minF,L,V J (F,L, V )
s.t. H(F,L) = 0, G(F,L, V ) = 0, Y (F,L, V ) 	 0, (4.1)
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where J : Rp×r ×Sn ×Sn → R, H : Rp×r ×Sn →Sn, G,Y : Rp×r ×Sn ×
Sn →Sn are assumed to be sufficiently smooth. Obviously, the NSPDs (3.13),
(3.15) and (3.18) of the previous section are in the form of the more general NSDP
(4.1). The goal is to describe an iterative interior point approach for the solution of
such NSDPs by using the same ideas and algorithmic concepts as proposed in [34]
for a more special NSDP than (4.1). Note that the class of NSDPs considered in [34]
is contained in the formulation of (4.1). In our presentation of IPCTR for (4.1) we
follow closely Leibfritz and Mostafa [34,35] and specify only the main changes in
IPCTR which are needed for the adaption. For more details we refer the interested
reader to [34,35].
The main difference to the NSDP considered in [34] is that (4.1) contains a further
matrix equation, e.g., G(F,L, V ) = 0, and a further matrix variable, e.g., V . Notice
that we assume explicitly, that the matrix function H(·) does not depend on the matrix
variable V . This will simplify the presentation of the algorithm. On the other hand,
this assumption is satisfied for the NSDPs presented in Section 3. Thus, this is no
restriction for the problems we have mind.
The structure of the matrix constraints H(F,L) = 0, G(F,L, V ) = 0 allows an
explicit composition of the optimization variables (F, L, V ) into variables inSn, e.g.,
(L, V ), and variables inRp×r , e.g., F . This structure is analogous to the one exhibited
by many discretized optimal control problems. In the language of those problems
F represents the controls, L,V represent the states, H(F,L) = 0, G(F,L, V ) = 0
represent state equations, and the nonlinear SDP-constraints Y (F,L, V ) 	 0 can be
interpreted as state and/or control constraints.
During the whole section we use the following basic assumptions and definitions.
Assumption 4.1
(i) X := Rp×r ×Sn ×Sn, X := (F, L, V ) ∈ X and p, r < n.
(ii) J : X→ R, H,G, Y : X→Sn are at twice continuously (Frechét-) differen-
tiable matrix functions and the mapping H(·) is only a function in the variables
(F, L), i.e., HV(X) ≡ 0.
(iii) For givenX = (F, L, V ) ∈Fs , the mappingsHL(X) andGV(X) are invertible,
whereFs := {X ∈ X | Y (X)  0}.
(iv) There exist strict feasible points X0 = (F0, L0, V0) inFs .
Following the strategy of interior point and SDP-methods we associate with (4.1)
the following barrier problem in the matrix variables X = (F, L, V )
min µ(X) = J (X) − µ log det(Y (X))
s.t. H(X) = 0, G(X) = 0, (4.2)
where µ > 0 and Y (X) is (implicitly) assumed to be positive definite. The Lagrangian
function associated with the barrier problem (4.2) is defined by
µ(X,K) = µ(X) + 〈Kh,H(X)〉 + 〈Kg,G(X)〉 (4.3)
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where K := (Kg,Kh) ∈Sn ×Sn are Lagrange multipliers for the equality con-
straints.
4.1. Structure of the NSDP problem
Since HV(X) = 0, the linearized equality constraints of (4.2) are given by
H lin = HF(X)F + HL(X)L + H(X) = 0,
Glin = GF(X)F + GL(X)L + GV(X)V + G(X) = 0, (4.4)
where X = (F,L,V ) ∈ X. Since the mappings HL(·), GV(·) are assumed
to be invertible, (4.4) implies the following natural representation of the step
X = (F,L,V ) = T (X)F + N(X) (4.5)
for given X = (F, L, V ), where T (X)F denotes the tangential and N(X) the nor-
mal component of X. Let I : Rp×r → Rp×r be the identity mapping, the linear
operator
T (·) = (I, T1(·), T2(·)) ∈L(Rp×r ,Rp×r ×Sn ×Sn),
T1(·) := −H−1L (·)HF(·), T2(·) := −G−1V (·)(GF(·) − GL(·)H−1L (·)HF(·)),
(4.6)
characterizes the null space of (H ′(·),G′(·)), given by N(H ′,G′) = {T (X)F,
F ∈ Rp×r}. Moreover, denoting by 0 the zero matrix, the normal component is
defined by
N(·) = (0,−H−1L (·)H(·),
−G−1V (·)(G(·) − GL(·)H−1L (·)H(·))
) ∈ Rp×r ×Sn ×Sn. (4.7)
This problem structure is very similar to the reduced SQP structure of IPCTR as
discussed in [34]. Therefore, by taking the problem structure of (4.1) into account,
we can also use IPCTR as an optimization solver for (4.1). Basically, IPCTR consists
of the solution of a sequence of equality constraint barrier problems of the form
(4.2). It (approximately) solves (4.2) for a sequence of barrier parameters µj > 0,
j = 0, 1, 2, . . ., whose limiting value is zero. Fixing µj > 0, each barrier problem
(4.2) can be solved by a particular trust region type method, the so-called tangent
space approach. This approach was suggested by Byrd [9] and Omojokun [38] and
has been used by many authors (see, e.g., [10,12,34]). In this approach, the trial step
X = (F,L,V ) is decomposed into the tangential and the normal compo-
nent as mentioned in (4.5). Before we specify some more details of the trust region
method in IPCTR, we start by describing the general framework of the interior point
method.
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4.2. Sketch of the interior point algorithm
To distinguish the overall algorithm from the inner minimization/iteration, that is
the approximate solution of the barrier subproblem (4.2), we call the former the outer
minimization/iteration. We formally state the outer minimization as Algorithm 4.1.
For a convergence analysis and more specific details of the following algorithm we
refer to [34].
Algorithm 4.1. (Outer minimization/iteration, j  0)
Initialization An initial barrier parameterµ0 > 0, the inner termination criterion
j > 0, and X0 = (F0, L0, V0) with Y (X0)  0 are given. Set k = 0.
Inner minimization/iteration Approximately solve the barrier problem (4.2).
Stop as soon as an inner iterate Xk = (Fk, Lk, Vk) satisfies
‖∇µjF (Xk,Kk)‖ + ‖H(Xk)‖ + ‖G(Xk)‖  j ,
where the multipliers Kk := (Kh,Kg)k are the solutions of the adjoint (multi-
plier) equations ∇µL(X,Kh,Kg) = 0, ∇µV(X,Kh,Kg) = 0; e.g.,
Kg = −(G−1V (·))∗∇µV(·), Kh = −(H−1L (·))∗(∇µL(·) − G∗L(·)Kg).
(4.8)
Choose µj+1 < µj , j+1 < j , increment j by one, and perform the next inner
minimization.
Notice that in a practical implementation we also compute a predictor step for
each new barrier parameter. This ensures, that the new initial guess to the next barrier
problem is closer to the approximate solution of the new problem. As mentioned
above, IPCTR computes an approximate solution to the barrier problem by a con-
strained trust region method. In the following paragraph we state some details of this
algorithm applied to our NSDP.
4.3. Trust region method
We specify some details of the trust region method which we use to perform
the inner iteration of Algorithm 4.1. During the whole subsection, we assume that
µ > 0 is fixed and a strictly feasible pair X = (F, L, V ) ∈Fs be known. The goal
is to solve the barrier subproblem efficiently. As a first result of (4.5), we have the
following lemma which is similar to [34, Lemma 2.2].
Lemma 4.1. Let X = (F, L, V ) ∈Fs be given, HV(·) = 0 and HL(·), GV(·) be
invertible, then the linearized constraints (4.4) decompose into the following four
linear equations:
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HL(X)L
n + H(X) = 0, (4.9)
HL(X)L
t + HF(X)F = 0, (4.10)
GV(X)V
n + GL(X)Ln + G(X) = 0, (4.11)
GV(X)V
t + GL(X)Lt + GF(X)F = 0. (4.12)
With Lemma 4.1 we are able to state an approximate solution of the quasi-normal
problem. It is a trust region subproblem of the following form:
min 12 (‖HL(·)Lˆn + H(·)‖2 + ‖GV(·)Vˆ n + GL(·)Lˆn + G(·)‖2)
s.t. ‖(Lˆn,Vˆ n)‖  ωδ,
where ω ∈ (0, 1) is a given scalar and δ > 0 denotes the current trust region radius.
One approach to solve the quasi-normal problem is the following: First, compute
(Lˆn,Vˆ n) by solving the linear equations (4.9), (4.11) and second, control the size
of (Lˆn,Vˆ n) such that they are inside the trust region. In particular, compute a
scalar β ∈ (0, 1] by
β =
{
1, if ‖(Lˆn,Vˆ n)‖  ωδ,
ωδ
‖(Lˆn,Vˆ n)‖ , else.
(4.13)
and set (Ln,V n) = β(Lˆn,Vˆ n).
As a result of Lemma 4.1 and the representation of the step (4.5), the tangential
component depends on F and, thus, if F is known, (Lt ,V t ) = (T1(·)F,
T2(·)F) can be obtained as the solutions of the linear equations (4.10), (4.12),
respectively. Therefore, the tangential problem can be reformulated as a quadratic
trust region subproblem which depends only onF . Particularly, a routine calculation
shows, that a quadratic model of the Lagrangian functional µ can be restated as a
function ψ depending only on F (see [34]). Setting again X = (F, L, V ), we obtain
the following compact form of our quadratic model
ψ(F)= 〈F, T ∗∇µX + T ∗∇2µXXN 〉+ 12 〈F, T ∗∇2µXXTF 〉, (4.14)
where ∇µX = (∇µF (X),∇µL(X),∇µV(X)) ∈ X, µ = µ(X,Kg,Kh), T and N
denotes the reduction mapping (4.6) and the normal operator (4.7), respectively.
Notice that T ∗∇2µXXT ∈L(Rp×r ,Rp×r ) is the reduced Hessian of the barrier
Lagrangian and T ∗∇µX indicates the reduced gradient of µ(X). Thus we search
an approximate solution of the tangential trust region subproblem
minF ψ(F)
s.t. ‖F‖  δ, Y (X + T (X)F + Xn) 	 (1 − σ)Y (X) (4.15)
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for computing the F -part of the tangential component, where σ ∈ (0, 1) be a given
scalar, Xn = (0,Ln,V n) and X + TF + Xn = (F + F,L + T1F +
Ln, V + T2F + V n).
Now we apply the modified conjugate gradient (CG) algorithm as described in [34,
Algorithm 2.1] for finding an approximate solution of the tangential problem (4.15).
The conjugate gradient approach in [34, Algorithm 2.1] has the following properties:
(1) It solves approximatively a reduced Newton-like equation in F ; i. e. on exit, the
approximate solution F of (4.15) generated by CG satisfies approximatively
the equation ψF = 0, e.g. (see [34, Lemma 2.4])
T ∗(X)∇2µXX(·)T (X)F = −T ∗(X)(∇µX(X) + ∇2µXX(·)N(X)). (4.16)
(2) During each CG iteration, the method computes a maximal scalar τ > 0, which
makes sure that the inequality constraint in (4.15) is fulfilled. In particular, on
exit, it is guaranteed that the step F stays inside the trust region and the point
X + T (X)F + Xn satisfies the SDP constraint in (4.15).
(3) In every CG iteration the operator T has to be applied. In particular, for a given
conjugate direction Fcg , first we solve the linear equation (4.10) for Lt (e.g.,
Lt = T1(·)Fcg). Then we put the solution of (4.10) in (4.12) and solve this
linear equation for V t (e.g., V t = T2(·)Fcg).
(4) There are different ways in which the CG method can terminate:
(i) A direction of negative curvature is encountered in the CG iteration. In
this case, we follow this direction until reaching the boundary of the
intersection of the trust region and the SDP-constraints. Then the result-
ing step is returned as an approximate solution of tangential subproblem
(4.15).
(ii) The CG iterate has stepped outside of the intersection of the trust region
and the SDP-constraints. In this case, we backtrack to this region and return
the resulting step as an approximate solution of (4.15).
(iii) The algorithm terminates with a pre-specified inexact termination criterion.
The advantages of this strategy are: The CG-loop works only in the space of the
F -variable, which is in general much smaller as the abstract state space Sn ×Sn,
where the variables (L, V ) lives in. There is no need for evaluating the Hessian of
the Lagrangian explicitly. We only need to evaluate it applied to a direction. On exit,
it is guaranteed that the matrix inequality is strictly satisfied. For given F , the L-
and V -part of the tangential component Xt can be obtained by solving the linear
(matrix) equations (4.10) and (4.12), respectively.
Taking the modifications as discussed above into account, the constraint trust
region algorithm for the solution of the barrier problem (4.2) can be formulated
similar to [34, Algorithm 2.2]. Therefore, we state only an outline of [34, Algorithm
2.2] for reference.
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Algorithm 4.2. (Trust region framework)
Initialization Let 0 < γ < 1, µ > 0,  > 0, X0 = (F0, L0, X0) with Y (X0) 
0 be given. Set k = 0. Calculate the Lagrange multiplier estimates K0 =
(Kg,Kh)0 by solving the adjoint equations in (4.8), and pick δ0 > 0.
Trust region iteration until ‖∇µjF (Xk,Kk)‖ + ‖H(Xk)‖ + ‖G(Xk)‖  
1. Compute the normal step (Lnk,V
n
k ) and solve the tangential problem
(4.15) for Fk by CG algorithm (see [34, Algorithm 2.1]).
2. Determine (Ltk,V
t
k ) = (T1(·)Fk, T2(·)Fk) by solving (4.10), (4.12)
and set Xk = Xnk + Xtk = (Fk,Lnk + Ltk,V nk + V tk ).
3. Compute the multiplier estimate Kk+1 by solving (4.8).
4. Evaluate the ratio rk = ared(Xk)/pred(Xk) of the actual and predicted
reduction.
5. Update the penalty parameter by the scheme stated in [34, Algorithm 2.2]).
6. Update the trust region and accept or reject the trial step Xk:
(a) If the ratio is too small, shrink the trust region and reject the step, e.g.,
if rk < γ , set δk+1 = 0.2 max{‖Xnk‖, ‖Fk‖} and Xk+1 = Xk .
(b) Otherwise, increase the trust region and accept the step, e.g., if rk  γ ,
set δk+1 = 2δk and Xk+1 = Xk + Xk .
For defining the actual problem reduction, we use the augmented Lagrangian
(X,Kh,Kg) = µ(X,Kh,Kg) + ρ(‖G(X)‖2 + ‖H(X)‖2)
as a merit function. In particular, we define the actual and predicted model reduction
by
ared(Xk) =(Xk,Kg,k,Kh,k) − (Xk + Xk,Kg,k+1,Kg,k+1),
pred(Xk) =k(0) −k(Fk) − 〈Kg,k+1 − Kg,k,Glink 〉 − 〈Kh,k+1
−Kh,k,H link 〉 + ρk(‖Gk‖2 − ‖Glink ‖2) + ρk(‖Hk‖2 − ‖H link ‖2),
where Glink ,H
lin
k denotes the linearized constraints (4.4) evaluated at Xk , Xk and
Hk = H(Xk), Gk = G(Xk), respectively. For more details and some convergence
results, we refer the interested reader to [12,34].
4.4. More algorithmic details of IPCTR
In this paragraph we state some specific features of the overall algorithm, the
IPCTR method, which is a combination of Algorithm 4.1 and the trust region Al-
gorithm 4.2. Especially, we use the trust region method for the inner minimization
process of the interior point method. The choice of the barrier parameter sequence
{µj }, the forcing sequence {j } and the initial guess (the predictor step) are essential
for the performance of the algorithm. In an implementation of IPCTR, we have chosen
the parameters µj and j in the spirit of Dussault [15] and Gould et al. [19]. In
particular, if the actual barrier parameter µj < 1 we set
564 F. Leibfritz, S. Volkwein / Linear Algebra and its Applications 415 (2006) 542–575
µj+1 = 
(
µ
4m
2m+1
j
)
, m ∈ N,
which is equivalent to µj+1  µ
4m
2m+1
j , where for related positive quantities α and β,
we write α = O(β) if there is a constant κ > 0 such that α  κβ for all β sufficiently
small and α = (β) if β = O(α). Otherwise, we choose µj+1 = aµj , a ∈ (0, 1).
Using this rule, the rate at which the barrier parameter approaches zero can be made
as close to quadratic as one desires.
The updating rule for the inner minimization termination criterion is given by
j+1 = O
(
µ
1
m
j+1
)
.
In our practical implementation, we choose m ∈ {2, 3, 4, 5}.
A simple choice for the starting guess to the next barrier problem for the inner
minimization loop is just the approximate solution of the current barrier problem. If
the barrier parameter is sufficiently small, a better choice of the initial point to the
next subproblem is the following predictor strategy. We compute the initial guess X0
in Algorithm 4.1 for µj+1 by a combination of one further reduced Newton iteration
with a reduced extrapolation step. In particular, we compute
X0 = Xj + Xex(µj+1 − µj ) + Xne, (4.17)
where Xj is the approximate solution to the current barrier problem, Xne =
(F ne,Lne,V ne), Xex = (F ex,Lex,V ex). The reduced Newton step
Xne can be computed by first solving the reduced Newton equation
T ∗(Xj )∇2µXX(·)T (Xj )F ne = −T ∗(Xj )(∇µX(Xj ) + ∇2µXX(·)N(Xj ))
and then Lne = T1(Xj )F ne + Ln, V ne = T2(Xj )F ne + V n. Similarly,
we compute the reduced extrapolation step Xex by first solving
T ∗(Xj )∇2µXX(·)T (Xj )F ex = −T ∗(Xj )
(
d
dµ
∇µX(Xj )
)
and then Lex = T1(Xj )F ex, V ex = T2(Xj )F ex. Finally, the initial estimates
for the Lagrange multipliers K0 = (Kh,Kg)0 are given as the solutions of the adjoint
equations (4.8) evaluated at X0. If the inner minimization corresponding to µj+1 is
started with initial guess (4.17) and assuming the subsequent reduced Newton step
X1 is acceptable to the inner minimization trust region method, then one can show
(see, e.g., [15,19]):
‖∇µj+1F (X1,K1)‖ + ‖H(X1)‖ + ‖G(X1)‖ = O
(
µ4j /µ
2
j+1
)
 j+1 = O
(
µ
1
m
j+1
)
,
which imply locally a two-step superlinear convergence rate (one step is the combined
Newton/extrapolation step and the other is one subsequent Newton iteration).
F. Leibfritz, S. Volkwein / Linear Algebra and its Applications 415 (2006) 542–575 565
5. Numerical results
As examples for an application of output feedback ROC design we consider two
nonlinear parabolic control problems. For the presented nonlinear examples, we com-
pute the linear output feedback ROC law (3.2) from the linearized control system.
Instead of computing the ROC output feedback operator F (3.3) directly from the
discretized (uncontrolled) nonlinear PDE problem, first, we reduce the dimension of
the large dimensional PDE model by using the POD method as described in Section
2. Then we compute the ROC output feedback operator F for the corresponding
linearized (uncontrolled) low dimensional POD closed loop system of the form (3.7)
by solving theH2/H∞-NSDP (3.18) with IPCTR (see Section 4). Alternatively we
can also solve one of the other ROC-NSDPs stated in Section 3.2. Finally, we plug
in the computed POD–ROC feedback gain Section 3.2. into the large dimensional
nonlinear PDE model. In the numerical examples we will demonstrate that the output
feedback ROC computed for the linearized POD system can be used for controlling
the large dimensional nonlinear PDE control problem. All of our computations has
been done by using the MATLAB environment.
5.1. Example (Perturbed nonlinear heat equation)
The first example is a case study of a two dimensional heat equation with bound-
ary control inputs and a nonlinear radiation term on one part of the boundary. For
motivation we formulate the infinite dimensional control problem.
Let v(ξ, η; t) denote the temperature at time t > 0 and at (ξ, η) ∈  ⊂ R2, where
 is an U -shaped domain and  = ⋃8j=1 j is the boundary of . In particular, for
0 < a1 < a2, 0 < b1 < b2 < b3, we choose
1 = {(ξ, η) ∈ R2 | ξ = a2, η ∈ [b2, b3]},
2 = {(ξ, η) ∈ R2 | ξ ∈ [0, a2], η = b3},
3 = {(ξ, η) ∈ R2 | ξ = 0, η ∈ [0, b3]},
4 = {(ξ, η) ∈ R2 | ξ ∈ [0, a2], η = 0},
5 = {(ξ, η) ∈ R2 | ξ = a2, η ∈ [0, b1]},
6 = {(ξ, η) ∈ R2 | ξ ∈ [a1, a2], η = b1},
7 = {(ξ, η) ∈ R2 | ξ = a1, η ∈ [b1, b2]},
8 = {(ξ, η) ∈ R2 | ξ ∈ [a1, a2], η = b2},
and set a1 = 12 , a2 = 1, b1 = 13 , b2 = 23 , b3 = 1. Furthermore, we use the following
notation and parameters for the thermal properties of copper:
C = 0.0914 : heat capacity,
λ = 0.05 : heat conduction,
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ρ = 8.94 : density,
κ = λ
Cρ
: diffusion coefficient,
α4 = 0.1 : heat exchange factor on 4,
αˆ = 0.2 : heat exchange factor on j , j = 6, 7, 8,
va4 = 1700 : ambient temperature on 4,
vˆa = 400 : ambient temperature on j , j = 6, 7, 8,
u4 : boundary control on 4,
uˆ : boundary control on j , j = 6, 7, 8,
ε4 = 0.00023 : radiation coefficient on 4,
σ = 5.6697 × 10−8 : Stefan–Boltzmann constant
v : temperature in K on ,
v0 = 850 K : initial temperature on ,
yi : observation information to the control variables at
time t > 0 (i = 1, 2, 3).
The two dimensional heat equation with boundary output feedback control inputs
and a nonlinear radiation term is given as follows: All (v(ξ, η; t), u4(t), uˆ(t)) satisfy
the perturbed diffusion equation
vt (ξ, η; t) = κ(+ δ)v(ξ, η; t), in , t > 0, (5.1)
where δ denotes a linear perturbation operator, with boundary and initial conditions
−λ vn (ξ, η; t) = 0, on j , j = 1, 2, 3, 5, t > 0,
−λ vn (ξ, η; t) = α4(v(ξ, η; t) − va4 + u4(t))
+ ε4σ(v(ξ, η; t)4 − (va4 )4), on 4, t > 0,
−λ vn (ξ, η; t) = αˆ(v(ξ, η; t) − vˆa + uˆ(t)), on j , j = 6, 7, 8, t > 0,
v(ξ, η, 0) = v0(ξ, η), in .
(5.2)
Thus, the system is described by a linear perturbed partial differential equation (the
heat equation) coupled, through the boundary conditions to a nonlinear radiation
term. We are interested in using sensed information to design a output feedback ROC
law of the form (3.2). In particular, we assume that there are only two control inputs
acting exclusively on the boundary parts4 and6 ∪ 7 ∪ 8, and the only measured
information available to these controls is the temperature at time t at three fixed sensor
locations on the boundary of the domain . In particular, there are three observations
yi, i = 1, 2, 3, where
y1(t) = v(0, b3; t), y2(t) = v(0, 0; t), y3(t) = v(a1, 12b3; t). (5.3)
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Fig. 5.1. Controlled case at T = 20.
It is well known that the system governed by Eqs. (5.1)–(5.3) can be written as an
abstract dynamical system of the form (2.1) in an appropriate (infinite dimensional)
state space. For computing the linear output feedback ROC law of the form u(t) =
Fy(t), F ∈ Rp×r , we apply standard finite difference approximation techniques to
the infinite dimensional system (5.1)–(5.3). Although it is not essential to use finite
differences, we restrict our attention to this approximation approach because it is
easy to implement. Alternatively, a finite element approximation can also be used.
We discretize the domain by a uniform grid, where h = a266 ≈ 0.01515 is the spatial
step size in ξ - and η-direction. The resulting number of grid points is n = 3796. Thus,
we obtain the following large scale, finite dimensional nonlinear approximation of
the infinite dimensional control system (5.1)–(5.3):
Ex˙(t) = (A + A)x(t) + G(x(t)) + Bu(t) + B1w(t), x(0) = x0,
y(t) = Cx(t), (5.4)
with only two control inputs u (p = 2) and three measured output variables y (r = 3).
Notice that E ∈ Rn×n denotes a regular diagonal matrix. Due to the fixed ambient
temperature va = [va4 , vˆa]T on some parts of the boundary, the term B1w(t) with
w(t) ≡ [1, . . . , 1] ∈ Rnw represents this constant part in our discrete model. The
matrix A ∈ Rn×n approximates the perturbation operator δ and
G : Rn → Rn, G(x(t)) := Nx(t)4, N ∈ Rn×n
models the approximation of the nonlinear boundary part εσv(·; t)4 on 4. Note
that we have chosen A = 0.3825 · I such that the real part of the largest eigenvalue
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Fig. 5.2. Uncontrolled case at T = 20.
of (A + A) is positive, i. e. the perturbed (nonlinear) model (5.4) is unstable. Pre-
multiplying the nonlinear ODE in (5.4) by E−1 and neglecting the nonlinear term
E−1G(x(t)), leads to the corresponding (augmented) linear control system (3.1)
with data matrices (3.6) if we redefine (A + A), B, B1 by A := E−1(A + A),
B := E−1B, B1 := E−1B1. For computing an output feedback ROC gain F of this
unstable (linear) system, we must solve a large scale nonlinear and non-convex matrix
optimization problem as discussed in Section 3.2. In particular, the total number of
decision variables of theH2/H∞-NSDP (3.18) is given by
n(n + 1) + pr = 14.413418 × 106, (n = 3796, p = 2, r = 3).
As far as we know, solving a NSDP with more than 14 million variables is impossible.
Therefore, we compute only five POD basis functions from the snapshots of the
uncontrolled nonlinear system (for u = 0) which results in a very low dimensional
POD system of order npod = 5. Then, in a second step, we solve the corresponding
low dimensionalH2/H∞-NSDP (3.18) for computing the ROC gain F (withnc = 0)
of the linearized (unstable) POD system (e.g., we have deleted the nonlinear term).
Note that the total number of variables of the POD–NSDP is now given by
npod(npod + 1) + pr = 36, (npod = 5, p = 2, r = 3).
The plots in Figs. 5.1 and 5.3 illustrates pretty well that the output feedback ROC
law of order nc = 0 protect the material (here: copper) from overheating (melting
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Fig. 5.3. Controlled case at t = 1.5, 3, 10, 20.
temperature: 1356.2 K). The hot spot of the material is 300 K below the
melting temperature of copper. Notice that the inner holes in the domain of  can
be interpreted as cooling channels which are embedded in the material. Using the
POD–ROC law we achieve the stable stationary temperature distribution of copper
after 20 s. For discretizing the time axis, we have chosen a uniform time grid with
step size dt = 0.08333. On the other hand, the graphs in Figs. 5.2 and 5.4 visualizes
the instability of the uncontrolled nonlinear system. In the uncontrolled case, the
temperature increases rapidly. After 1.5 s of the heating process, the temperature is
above the melting temperature of copper. Roughly speaking, without any control, the
system burns out completely.
The optimal output feedback ROC boundary control input (computed by IPCTR)
can be found in Fig. 5.5. The blue dash dotted curve represents the control input uˆ
acting on the boundaries 6 ∪ 7 ∪ 8. Or, in other words, uˆ controls the cooling
action of the system in the cooling channels. On the other hand, the red solid line
represents the feedback control inputu4 on4. This control acts on the outer boundary
of the domain, where the ambient temperature va4 = 1700 K is larger then the melting
temperature of copper.
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Fig. 5.4. Uncontrolled case at t = 1.5, 3, 10, 20.
The convergence behavior of IPCTR for computing the ROC output feedback
gain F for the low dimensional POD control system can be found in Fig. 5.6. For this
instance, IPCTR computes the solution of the corresponding nonlinear semidefinite
program within 1.372 CPU seconds on a DELL notebook with a Pentium III, 1.0
GHz, processor. It needs 8 outer and a total of 82 inner iterations for determining the
optimal ROC output feedback gainF . This figure also demonstrates that the algorithm
can achieve global linear as well as fast local convergence rates. In particular, for a
sufficiently small barrier parameter, the local convergence rate is superlinear (see the
last two iteration dots in Fig. 5.6).
Summing up, this simple output feedback ROC law with only two control inputs
and three observation points is able to stabilize the nonlinear and unstable large
dimensional control system quite well. This example illustrates that the combination
of a POD model reduction and nonlinear semidefinite programming can be considered
as a useful tool for the design of reduced order output feedback control laws for
nonlinear and unstable PDE models.
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5.2. Example (Viscous Burgers’ equation)
In this example we consider the viscous Burgers equation
vt − νvξξ + vvξ = 0 in Q = (0, T ) × , (5.5a)
νv′(t, 0) = 0 for all t ∈ (0, T ), (5.5b)
νv′(t, 2π) = u for all t ∈ (0, T ), (5.5c)
v(0, ξ) = sin(ξ) for all ξ ∈ , (5.5d)
where ν = 0.05 denotes a viscosity parameter, T > 0 is the end time, u ∈ L2(0, T )
is the control input and  = (0, 2π). There are only one control input acting on the
right-end of the interval . The only measured information available to this control
is the state at time t ∈ (0, T ) at ξ = 2π , i.e.,
y(t) = v(t, 2π) for all t ∈ (0, T ). (5.5e)
As in the previous example, we can express (5.5a) by a dynamical system in
an appropriate (infinite-dimensional) state space. The goal of our optimal control
problem is to compute an output feedback ROC law as in (3.2) to track the system to
zero, i.e., to minimize the cost
J (v, u) = 1
2
∫ T
0
∫

|v(t, ξ)|2 + |vξ (t, ξ)|2dξdt + β2
∫ T
0
|u(t)|2dt,
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where β = 0.0005 is a fixed regularization parameter. As in Example 5.1 we compute
the ROC output feedback gain F with nc = 0 for the linearized control system, i. e.
we delete the nonlinear term vvx in (5.5a). For the finite element discretization we
utilize the software Femlab, Version 2.2, where we took quadratic Lagrange elements
with 2515 degrees of freedom. The uncontrolled solution is presented in the left plot
of Fig. 5.7 while the controlled case is illustrated in the right graph of the same figure.
In Fig. 5.8 the mapping t → |v(t, 2π)| is plotted. For the computation of the POD
basis we utilize X = L2() and X = H 1(). The computation of the POD basis for
  6 consumes less than 2 s CPU time. Here, we determine the eigenvalues and
Fig. 5.7. Uncontrolled (left) and controlled (right) solution to the Burgers equation.
F. Leibfritz, S. Volkwein / Linear Algebra and its Applications 415 (2006) 542–575 573
10 20 30 40 50 60 70 80
10−8
10−6
10−4
10−2
100
t-axis
Decay of t > |y (t) | = |v (t, 2π)|
uncontrolled
L2norm
H 1norm
Fig. 5.8. Decay rate: absolute value at ξ = 2π .
eigenvectors of the correlation matrixKn by calling the Matlab routine eigs and
obtain the POD basis as explained in Remark 2.1. In particular, due to the measure-
ments at x = 2π , the values of |v(t, 2π)| decay to values that are smaller than 10−4
whereas the values |v(t, 2π)| of the uncontrolled dynamics achieve a constant value
close to 0.1, see Fig. 5.8. The results do not change very much if we take  = 6 POD
basis function. For this example, the IPCTR algorithm consumes less than 2 s CPU
time and requires 15 total inner and five outer iterations.
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