Abstract-Continuous miniature crystal element (cMiCE) detectors are a potentially lower cost alternative to high resolution discrete crystal PET detector designs. We report on performance characteristics of a prototype PET scanner consisting of two cMiCE detector modules. Each cMiCE detector is comprised of a 50 mm by 50 mm by 8 mm LYSO crystal coupled to a 64 channel multi-anode PMT. The cMiCE detectors use a statistics-based positioning method based upon the maximum likelihood method for event positioning. In addition, cMiCE detectors can provide some depth of interaction event positioning information. For the prototype scanner, the cMiCE detectors were positioned across from one another on a horizontal gantry with a detector spacing of 10.1 cm. Full tomographic data were collected by placing the object to be imaged on a rotating stage. Data were collected in a step and shoot fashion with 6 degree angular steps. Data were collected for point sources placed at 1, 5, 10 and 15 mm radial offset from the center of the imaging field of view. Data were binned using single slice rebinning and reconstructed using filtered back projection with a ramp filter. The average image resolutions for X (radial), Y (transverse) and Z (axial) were 1.09 mm, 0.99 mm, 1.25 mm FWHM, respectively. The initial imaging results from a prototype cMiCE imaging system demonstrate the outstanding image resolution performance than can be achieved using cMiCE detectors.
I. INTRODUCTION
mall animal PET offers researchers a non-invasive imaging technique to perform longitudinal animal studies. Since the development of the first true small animal PET system (i.e., the microPET system [1] ), there have been a number of small animal PET systems developed that achieve an image resolution of < 2.0 mm full width at half maximum (FWHM). However since mice are generally three orders of magnitude smaller than a human, small animal PET systems Manuscript received November 15, 2010. This work was supported in part by the NIH grants NIBIB EB001563 and EB002117.
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really need to achieve ~0.7 mm FHWM image resolution to provide species equivalent image resolution between whole body mouse imaging and whole body human imaging. While the HIDAC small animal PET system was able to achieve <1.0 mm image resolution (using OSEM) using multi-wire proportional chamber technology combined with lead converter plates [2] , it never became a commercial success probably due to its low intrinsic detection efficiency. In addition, a few research scintillator based PET systems have been able to achieve <1.0 mm FWHM image resolution [3] [4] [5] ; however, due to high costs for fabricating ultra-high resolution discrete crystal detectors none of these systems have been commercialized.
During the development of the micro crystal element (MiCE) detector [6, 7] , we realized that fabrication costs could limit the wide spread production of PET detector systems utilizing discrete crystals with cross-sections of less than 1.0 mm by 1.0 mm. It was during that time that we began investigating the potential of achieving very high spatial resolution using a monolithic crystal PET detector design. We referred to our design as the continuous miniature crystal element (cMiCE) detector [8] . This PET detector was similar in concept to the modular gamma camera detector that had previously been developed at the University of Arizona [9] . To achieve a large useful imaging area for the cMiCE detector, we developed a statistics based positioning method base upon the principles of maximum likelihood [10] [11] . At the same time we were developing our cMiCE detector, there were a number of other researchers working on high spatial resolution, monolithic crystal PET detector designs [12] [13] [14] [15] [16] .
The initial goals of the cMiCE project were to support a system configuration that could achieve an absolute detection efficiency of >2.5% and an image resolution of <1.2 mm FHWM using filtered back projection. The original cMiCE detector was comprised of a 25 mm by 25 mm by 4 mm slab of LSO coupled to a 1 inch square Hamamatsu 6+6 crossanode, metal dynode PMT. This detector module achieved ~1 mm FWHM intrinsic spatial resolution for a 22mm by 22 mm useful imaging area; however, it had limited detection efficiency. Thus efforts were made to design cMiCE detectors using thicker crystal slabs.
For the second version of the cMiCE detector we switched to the larger area (52 mm by x 52 mm) H8500 flat panel PMTs, which has 64 (8x8) channels (Hamamatsu, Japan). These were coupled with thicker crystal slabs (e.g., 50 mm by 50 mm by 8 mm (and 6 mm)) [17, 18] . During the characterization procedure for the 8 mm thick crystals, we S noticed that the light response function was very dependent upon the depth of interaction of the 511 keV photon. From that observation we developed techniques to extract some depth of interaction information for three-dimensional calibration of our cMiCE detector modules [18] [19] [20] .
In this work, we constructed a prototype cMiCE detector system consisting of two cMiCE detector modules; a rotating stage; and a 128-channel data acquisition system. Data were collected in a step and shoot mode, saved to disk, and processed off-line. After event positioning within each crystal block, the data were binned using single slice rebinning [21] and then reconstructed using filtered back projection with a ramp filter. Gobain, Newbury, OH) coupled to a 64-channel multi-anode PMT (H8500, Hamamatsu, Japan). One of the 50 mm by 50 mm surfaces was polished.
II. DETECTOR DESIGN AND METHODS

A. cMiCE Prototype: Detector
All other surfaces were roughened. The polished surface was coupled to the PMT using Bicron BC-630 optical grease. The opposite face was painted white using a mixture of white latex paint and BC-620 (Bicron Direct, Solon, OH) white reflective paint. The side surfaces of the crystal were painted black to reduce light reflections off the sides. Three-dimensional (3D) event positioning is achieved using the maximum likelihood method [18] . We refer to our methodology as statistics based positioning (SBP) [8] . [8] Suppose, the distributions of observing signal outputs M = M 1 , M 2 , …, M n for scintillation position x, are independent normal distributions with mean, µ(x), and standard deviation σ(x).
B. Statistics-based Positioning (SBP) Method
The likelihood function for making any single observation m i from distribution M i given x is:
The maximum likelihood estimator of the event position x is given by:
The SBP method requires that the light response function versus interaction location be characterized for the detector. The light response function at a given location is measured using an electronically collimated (i.e., using a coincidence detector) point source with a spot size of ~0.6 mm full width at half maximum (FWHM). To calibrate the full detector, the point flux is raster scanned across the face of the detector at a user specified sampling interval. Two SBP look-up tables (LUTs) corresponding to the mean and variance of the light probability density function (PDF) versus (x,y) position are created during the characterization process. For this work, the detector was sampled at 1.013 mm intervals in both X and Y and the LUTs were interpolated to 0.253 mm bins. To speed up the detector characterization process we have built a multicoincidence source apparatus [22] . The device allows us to characterize a cMiCE detector at 16 spatially separated locations simultaneously, thus reducing the time required for detector calibration. For a more complete description of the cMiCE detector calibration procedure please refer to [22] .
To support 3D positioning in a cMiCE detector, we have developed a Maximum-likelihood-based method for building 3D LUTs. The method used to separate the data into different depth regions is described in [18] [19] [20] . After the 3D LUTs are generated, the maximum likelihood estimator for event positioning is utilized as described above.
C. cMiCE Prototype: System Assembly
The prototype cMiCE detector system consists of two cMiCE detector modules; a rotating stage; and a 128-channel data acquisition system. The cMiCE detectors were mounted onto a horizontal gantry plate with a detector separation of 10.1 cm, as pictured in Figure 2 . For imaging, the source object was placed on the imaging platform as illustrated in Figure 3 . Data were collected in a step and shoot mode, saved to disk, and processed off-line. Data were collected for 30 view angles over 180 degrees.
The data acquisition electronics consisted of a custom made front end amplifier board; NIM electronics; a VME-based acquisition system; and an Apple computer running the ORCA software package [23] . The front end amplifier board amplified each of the 64 signal channels and the last dynode signal from each of the PMTs. The last dynode signals from each of the amplifier boards were fed to an ORTEC octal constant fraction discriminator (CFD) module (OCT CF8000, Oak Ridge, TN). The CFD outputs were fed to an ORTEC CO4020 Quad 4-Input Logic unit for overlap coincidence determination. The output of the
logic unit was routed to a LeCroy Model 222 Dual Gate Generator and a custom VME board for control of the gate signal that was sent to the ADCs. The data acquisition software was the ORCA package developed at the University of Washington. 
D. cMiCE Prototype: Data Processing
The data were positioned within the detector using our SBP algorithm. Data were positioned using 4 DOI SBP LUTs and also LUTs without DOI. The coincidence data were binned using single slice rebinning (SSRB) [21] and then reconstructed using filtered back projection with a ramp filter. The maximum axial acceptance angle for SSRB was 5.6 degrees. A sampling density correction was applied to the sinogram data before image reconstruction. No corrections were applied for detector normalization or dead time.
The data were reconstructed as follows. For image resolution determination, the data were binned into 400 0.125 mm distance bins and 180 1 degree angle bins. The data were reconstructed using filtered back projection with a nonapodized ramp filter. The image resolution was determined by summing the profiles corresponding to the profile through the maximum voxel in the image plus the profiles +/-4 voxels along the radial and tangential dimensions of the three dimensional image volume. Therefore the profile used to determine the image resolution of the system is the sum of 81 profiles. This was done to reduce the effects of noise in the measurement. For image display, the data were binned into 200 0.25 mm distance bins and 180 1 degree angle bins.
III. RESULTS
A. cMiCE Prototype: Detector Results
The intrinsic spatial resolution characteristics of our cMiCE detectors were determined during the detector calibration procedure. A contour plot representing the FWHM of the intrinsic spatial resolution characteristics of one of the detectors is illustrated in Figure 4 . The red dots in the figure represent a subset of test locations. The dots are separated by 2.026 mm. The average X, Y spatial resolution is 1.28 +/-0.35 mm FHWM over a 46.6 mm by 46.6 mm region of the detector. The results shown were for data positioned using a 4 DOI LUT. The average X, Y spatial resolution was 1.35 +/-0.34 mm FWHM for the second cMiCE detector. The DOI spatial resolution for 8 mm thick cMiCE detectors is ~3.5 mm FHWM.
B. cMiCE Prototype: Imaging Results
An image of the reconstructed point sources is shown in Figure 5 . The point sources were located at approximately 1, 5, 10 and 15 mm from the in-plane center of the field of view. The individual data sets were reconstructed independently. To aid in viewing the sources, the images were scaled to the same maximum voxel value and then added together. The measured reconstructed image resolution for each of the point sources is listed in Table 1 . In addition to positioning the data using 4 DOI bins, the data were also positioned without DOI information. The image resolution results without the use of DOI for positioning are listed in Table 2 . A two detector prototype cMiCE PET imaging system has been constructed and initial point source images have been collected to demonstrate the imaging capabilities of the system. Our results display the excellent intrinsic spatial resolution that can be achieved using monolithic crystal detectors. The average intrinsic spatial resolution achieved for our two cMiCE detectors were better than 1.35 mm FHWM. Using our SBP algorithm, we were also able to use over 85% of the surface area of our cMiCE detectors for imaging (i.e., 46.6 mm by 46.6 mm out of 50 mm by 50 mm). In addition to outstanding X, Y positioning, cMiCE detector modules can also provide some DOI positioning information. A third feature of continuous crystal detectors is that they can provide detector sampling finer than their intrinsic spatial resolution. This helps to maintain the detector's spatial resolution characteristics during the image reconstruction process.
Overall the reconstructed in-plane image resolution approached 1.0 mm FHWM using filtered back projection with a ramp filter (without adjusting for the size of the source). The axial resolution was also right around 1.0 mm FWHM near the center of the imaging field of view. The axial resolution showed some broadening as the point source was moved away from the center of the field of view due to the use of SSRB.
Implementing fully 3D iterative image reconstruction with point source modeling should lead to reconstructed image resolution below 1.0 mm FHWM and can potentially meet 0.7 mm FWHM image resolution to provide species equivalent image resolution between mice and men.
Images were also reconstructed using non-DOI LUTs. The reconstructed image resolution was approximately 12% better when we used the DOI information for positioning. These results indicate that our DOI characterization method improves event positioning. There was no benefit to DOI positioning in regards to the axial image resolution, probably because of the restricted axial acceptance angle that was used to limit the effects of SSRB on our results.
In summary, these results demonstrate that monolithic crystal PET detectors are a viable alternative to finely pixilated, discrete crystal detectors for the development of ultra-high resolution PET systems.
