In recent years, response surface methodology (RSM) has been used for modelling and optimising a variety of water and wastewater treatment processes. RSM is a collection of mathematical and statistical techniques for building models, evaluating the effects of several variables, and obtaining the values of process variables that produce desirable values of the response. This paper reviews the recent information on the use of RSM in different water and wastewater treatment processes.
INTRODUCTION
The efficiency of different processes employed in water and wastewater treatment are influenced by a number of process variables. Optimisation of these processes in order to obtain the maximum benefit would result in both cost reduction as well as reduction in consumption of valuable resources such as energy and materials. The traditional approach to the optimisation problem is the one-factor-at-time method. In this approach, the influence of one variable is studied while keeping other variables at a constant level. In order to obtain the optimum conditions, this procedure is repeated with other variables also. This approach, however, does not depict the interactive effects among the variables studied, and thus cannot give the complete effects of the variables on the process. Further, the number of experiments required in the one-factor-at-time approach would be large, thus making it costly and time consuming (Mason et al. ) .
Design of experiments has been used to overcome these problems. The advantages of the design of experiments include the same amount of information in fewer experiments, estimation of interactions between the factors and development of empirical models. The graphical perspective of the design of experiments has led to the response surface methodology (RSM) (Ankenman & Dean ; Myers et al. ; Montgomery ) . RSM is a collection of mathematical and statistical techniques for the design of experiments, building models, evaluating the effects of several factors, and obtaining the optimum conditions for responses with a limited number of planned experiments (Khuri & Cornell ) . Originally developed by Box and Wilson (Box & Wilson ) to improve yield from chemical and other process industries, RSM now finds application in varied fields such as electronics, biotechnology, aerospace, automotive, life sciences, agricultural settings and process industries (Anderson-Cook et al. ; Myers et al. ) .
In recent years RSM has become a popular tool for optimising and analysing different water and wastewater treatment processes such as coagulation-flocculation, adsorption, advanced oxidation processes, electro-chemical processes and disinfection. Availability of several computer softwares specifically for RSM has made the task of applying RSM rather simple. However, this has also led to the use of RSM in situations where it is not useful/relevant. A thorough understanding of the RSM including its limitations/applicability as well as the process being studied is needed for successful application of this methodology. This paper reviews the recent literature on the use of RSM in different water and wastewater treatment processes. The basic procedure of RSM is first described. Its applications in coagulation-flocculation, adsorption, advanced oxidation processes, electro-chemical processes, disinfection, etc. are reviewed. The limitations of RSM are also highlighted. Attempts made to improve the RSM by combining it with other techniques are also described.
RSM PROCEDURE
In RSM, mathematical models generated by using data on experimental design, defines the relationships between the independent variables (factors) and the dependent variables (responses). These models are used in analysing the effects of independent variables and their interactions on the responses, and also for optimising the process. The results are generally presented as 2-D contours and 3-D plots. The RSM requires the use of statistical experimental design, linear regression modelling and optimisation methods. Several stages/steps are involved in the application of RSM as an optimisation tool. These include (i) selection of independent variables and their ranges, (ii) selection of experimental design and carrying out the experiments, (iii) generation of linear regression model equation based on the experimental results, (iv) verification of model adequacy and (v) graphical representation of the model and obtaining optimal conditions.
Selection of independent variables
A large number of independent variables (factors) may affect the response of a system. Since it is not possible to include all these variables in the experimental design due to economic reasons, screening experiments are necessary to identify the variables with major effects. These variables are generally identified by conducting experiments with the one-factor-at-a-time approach or with two-level factorial designs (Montgomery ) . Selection of proper range (level) for these factors over which the variables are to be tested is also important since it affects the accuracy of the model equation. Prior knowledge of the system/process being studied is crucial to select a narrower range for the factors.
Codification of selected variables is done before regression analysis. Codification is done in order to normalise the variables. Independent variables may have different units and orders of magnitude, and codification ensures that all independent variables affect the responses evenly. The following equation can be used to transform a real value into a coded value (Moghaddam et al. ):
where x i ¼ dimensionless coded value of independent variable, z i ¼ uncoded value of the ith independent variable, z 0 ¼ uncoded ith independent variable at the centre point, the Δz i ¼ step change value between the low level (À1) and high level (þ1) (Moghaddam et al. ) .
Experimental design
Different designs are available for conducting the experiments. These designs differ from one another with respect to their selection of experimental points and number of runs. Some of the popularly used experimental designs are (i) full three-level factorial design, (ii) Box-Behnken design (BBD) and (iii) central composite design (CCD). Experimental design matrices for these designs for three independent variables are presented in Figure 1 . In full three-level factorial design the factors are varied at three levels, À1, 0 and þ1 representing minimum, mean and maximum respectively. The number of experiments required is 3 k where k is the number of independent variables. For more than two independent variables, the number of experiments required for full three-level factorial design becomes very large, and other designs are generally used.
Proposed by Box and Behnken in 1960 , the Box-Behnken design is formed by combining two-level factorial design with incomplete block design (Box & Behnken ; Khuri & Cornell ) . In BBD all experimental points lie on a sphere of radius √2 and BBD is usually very efficient due to reduced number of runs as compared with full factorial design, as shown in Figure 1(b) . As Box-Behnken design does not contain any experimental points at the vertices of the cubic region, this could be advantageous when testing at these points is expensive or impossible due to practical reasons (Montgomery ) . The number of experiments is governed by the expression 2k (k-1) þ c p , where k is the number of factors and c p is the number of replicates at the central point (Bezerra et al. ) .
Central composite design was introduced by Box and Wilson in 1951 as an alternative to full-level factorial design (Box & Wilson ) . Central composite design consists of a two-level factorial design, a central point and an additional design in which experimental points are at a distance α from the centre. The number of experimental runs can be calculated from the expression 2k þ 2k þ c p where c p is the number of replicates at the central point. The value of α is generally taken as α ¼ √k (Montgomery ). Central composite design gives quite high efficiency for up to about five or six factors and then begins to decrease rapidly. CCD can be applied for optimisation with a large number of factors if all the experiments can be carried out in parallel (i.e. all at the same time) instead of sequentially (i.e. one after the other) (Massart et al. ) . Although designs such as the Doehlert uniform shell design, Box-Draper saturated designs and D-optimal designs are described in the literature, these designs are rarely used in the field of water and wastewater treatment as central composite design and Box-Behnken design are simpler and robust. Doehlert designs are not rotatable while central composite designs are rotatable (Montgomery ) . Central composite designs consist of factorial and axial points which help in sequential strategy of experimentation. If curvature is important, the two-level design can be augumented with axial runs to obtain central composite design (Montgomery ). Box-Behnken designs are economical and hence popular in industrial research.
Selection of model
In most RSM problems, since the form of the relationship between independent variables and response is unknown, suitable approximation between the factors and response is to be found. The most widely used approximating functions are polynomials. Since a simple linear equation cannot describe the interaction effect between different parameters and cannot determine the critical point, the full quadratic second-order equation (Equation (2)) with interaction terms is generally used in RSM.
where β 0 , β i , β ii and β ij are regression coefficients for intercept, linear, quadratic and interaction coefficients respectively, x i and x j are coded independent variables and ε is the residuals associated to the experiments. This model can evaluate the interactive effects between different independent variables and the critical point (maximum, minimum or saddle points).
Model adequacy checking
Once a suitable mathematical model has been chosen, the predictive ability of the model should be validated before it is used for prediction. This is to ensure that the model provides an adequate approximation to the true system. Different expressions used for this checking are summarised in The significance of each factor and interactions between each other is checked with the help of a Fisher test. The larger the magnitude of the F-value and correspondingly the smaller the 'p > F', the more significant are the corresponding model and the individual coefficients (Montgomery ). If 'p > F' value is below 0.05, then the model is significant at 95% confidence interval. The model can also be evaluated by the lack of fit test. The lack of fit test measures the model failure in representing data points in the experimental domain by comparing the residual error to the pure error from the replicated experimental design points (generally the central points in the experimental design) and should be insignificant. If this ratio is greater than the tabulated F value, it is concluded that there is evidence of a lack of fit and the model needs improvement (Massart et al. ) .
Normal probability plot of residuals is constructed in order to check the normality assumption. If the residuals are normally distributed, the plot of the residuals will follow a straight line with some moderate scatter indicating that the model is well fitted. ( 
Graphical representation of the model
In RSM the visualisation of the regression model can be obtained by surface response plots and contour plots. The three dimensional graphical representation of the fitted models is termed a response surface while the two dimensional plot is known as a contour plot. These graphical plots are helpful to understand the nature of the response at different factor levels.
Figure 2 presents different profiles for the quadratic response surface plots in the optimisation of two variables based on Equation (2). Figures 2(a) and 2(b) represent surfaces where the maximum and minimum points are within the experimental region and the contour plots display ellipses or circles. When a contour plot displays a hyperbolic system, as in Figure 2 (c), it presents a saddle point which is an inflexion point between a relative maximum and relative minimum and it is neither a minimum nor a maximum point. Figure 2 (d) shows that the maximum point is outside the experimental region, while in Figure 2 (e) there is a plateau in relation to a variable and variation of its level will not affect the system. It may be noted that if there are three or more factors, the plot visualisation is possible only if one or more variables are set to a constant value.
Response surface optimisation
Response surfaces can be analysed to obtain the maximum or minimum responses and the corresponding optimum conditions. With multiple responses, the optimum conditions can be met when all the parameters concurrently meet the desirable criteria. The optimum conditions can be obtained graphically by superimposing the contours of the response surfaces of the regression models in an overlay plot. Graphical optimisation displays the area of feasible response values in the factor space and the regions that fit the optimisation criteria (Ghafari et al. ) .
When there are more than three independent variables it will be difficult to find the conditions that simultaneously satisfy all the responses (Myers et al. ; Montgomery ) . Here the use of multicriteria methodology can be followed. Desirability function is the mostly commonly used multicriteria methodology. In this, each response is converted into an individual desirability function that varies over the range 0 to 1. If the response is at its target, then desirability function is 1, and if a response is outside an acceptable region, then the desirability functions is 0. The simultaneous optimisation process is reduced to find the levels of factors that give the maximum overall 
APPLICATIONS OF RSM IN WATER AND WASTEWATER TREATMENT
In recent years a large number of studies have been reported on the use of RSM modelling for analysis and optimisation of different processes used in water and wastewater treatment. Some of these are discussed here.
Coagulation-flocculation
Coagulation is a most common process used in water and wastewater treatment for destabilisation of the colloidal particles. Usually iron or aluminium salts are added to form hydroxide precipitates which entrap the colloidal particles.
Overdose of coagulant can result in reduction in particle removal efficiency and determining optimum dose is important. Since the process is influenced by a number of factors such as coagulant dose, pH, initial turbidity and concentration of co-coagulants, RSM can be advantageously used for finding the optimum operating conditions. Several studies have been reported in the literature. Zainal-Abideen et al.
() performed a comparative study between the traditional one-factor-at-a-time approach and RSM to determine the optimum operating conditions using the jar test. Initial pH, alum dose and polymer dose were the factors considered, while final turbidity and pH, and residual aluminium were the responses studied. A central composite design of 18 runs including four replicates at the centre point was used in the RSM. The optimum conditions obtained from the traditional jar test were 12 mg/L alum dose with 0.02 mg/L polymer dose and pH 7.6, which gave turbidity 0 NTU, settled pH 6.8 and residual aluminium 0.12 mg/L. The optimum conditions with RSM were obtained by superimposing the contour plots of the responses, and these conditions were 7 mg/L alum dose with a polymer dose of 0.004 mg/L and pH 6.9, which produced a final turbidity of 0.64 NTU, settling pH 6.74 and residual aluminium 0.13 mg/L. The RSM results were verified by further tests. The study showed that the RSM approach resulted in lower alum and polymer dosages than the traditional approach, still producing comparable and acceptable quality of coagulated water in terms of pH, turbidity and residual aluminium. Performances of alum and poly-aluminium chloride were compared by using RSM (Trinh & Kang ) . A CCD with coagulant dose and initial pH as factors, and turbidity and dissolved organic carbon (DOC) removals as responses was used. By superimposing the contours of the responses, optimum removals were obtained. While polyaluminium chloride gave turbidity and dissolved organic carbon removals of 91.4% and 31.2% respectively, with a dose of 0.11 mmol/L, alum produced turbidity and dissolved organic carbon removals of 86.8% and 34.5% with a dose of 0.15 mmol/L. The authors concluded that poly-aluminium chloride gave better performance in comparison to alum. In a similar study, Ghafari et al. () used RSM to compare performance of alum and poly-aluminium chloride for coagulation of landfill leachate. The factors considered were coagulant dose and pH, while the chemical oxygen demand (COD), turbidity, colour and total suspended solids (TSS) removals were considered as the responses. COD removal was higher with alum, while turbdity, colour and TSS removals were more efficient with PACl. Liu et al. () compared the performance of different iron-based coagulants, poly-ferric sulfate (PFS), ferric chloride and ferric sulfate for treatment of landfill leachate using RSM, and the results showed that PFS gave better performance compared with traditional iron-based coagulants. Other recent studies that utilised RSM in the coagulationflocculation process are summarised in Table 2 .
Adsorption and biosorption
Adsorption and biosorption processes are used in water and wastewater treatment, especially for removing heavy metals and toxic organics from water. Adsorption is the process by which the ions or molecules in a solution are condensed and concentrated on a suitable interface. The factors playing an important role in the adsorption process are the pH, ionic strength, nature of the adsorbing surface, and adsorbent/ adsorbate ratio (Metcalf & Eddy ; Sawyer et al. ). RSM has been applied to optimise operational parameters during adsorption and biosorption, and some of these reported studies are reviewed here. () studied methylene blue removal using Parthenium hysterophorus, a harmful weed as a low cost adsorbent. RSM was used to statistically optimise the process variables for preparation of the adsorbent and for removal and recovery of the dye. The factors considered for carbonising conditions were weight ratio of activating agent to Parthenium (1.0-1.5), temperature (450-550 W C) and time of carbonisation (1-2 h). The optimum conditions obtained for the response decolourising power were weight ratio 1.05:1, carbonised at 550 W C for 1 h. The prepared sample was used for further study for dye removal. The factors considered for dye removal were initial concentration of dye (25-50 mg/L), weight of adsorbent (0.2-0.5 mg/L), pH (5-9) and temperature (30-40 W C). A maximum removal of 99.9% was achieved with an initial dye concentration of 25 mg/L, adsorbent weight 0.5 g, pH 7 and temperature 35 W C. For dye recovery, amount of spent adsorbent (0.2-0.5 g), pH (5-9) and contact time (1-3 h) were the independent variables. It was observed from the model that the recovery rate increased with decrease in pH while it increased with increase in contact time.
Sarkar & Majumdar () used RSM to optimise biosorption of heavy metals viz. Cu(II), Ni(II) and Zn(II) on surfactant modified chitosan bead. Half factorial design of five factors (2 5À1 ) was conducted to identify the important variables. After screening experiments, the three important variables, pH, metal concentration and adsorbent dosage were selected. The adsorption increased with the increase in the dose of adsorbent due to greater availability of the adsorbent surface. The optimum conditions for Cu(II) adsorption were found at pH 5.5, adsorbent dosage 0.5 g/L and initial concentration 30 mg/L through RSM with central composite design. More applications of RSM in the adsorption/biosorption process are summarised in Table 3 .
Advanced oxidation process
Advanced oxidation involves the use of hydroxyl radicals as strong oxidant to oxidise complex organic matter into simpler end products. The hydroxyl radicals are produced by strong oxidising agents such as ozone, hydrogen peroxide, hypochlorite, etc. in the presence of ultraviolet rays, ultrasonics, photocatalysts, etc. The hydroxyl radicals react with the dissolved contaminants, instigating a chain of oxidation reactions until the contaminants are completely 
Electrochemical treatment
Recently, there has been an increased interest in electrochemical techniques such as electro-oxidation, electrocoagulation and electro-flotation as an alternate wastewater treatment method due to the non-biodegradable nature of some industrial wastewaters. The major influencing factors in the electrochemical treatment process are electrode material, input current, pH, conductivity, electrolyte concentration and initial concentration of the pollutants (Sirés & Brillas ) . Several authors have used RSM to study the influence of these factors on different electrochemical processes. Some of the studies are discussed here. A summary of other recent studies are presented in Table 5 . Soloman et al. () investigated improvement in biodegradability of pulp and paper industry wastewater by pre-treatment with the electrochemical process. RSM was applied to optimise the operating parameters viz. current density, electrolysis time and initial pH. Box-Behnken design was used to derive the relationship between the input variables and the response. The amount of anode dissolved, COD removal, colour removal, biodegradability index, weight of sludge formed and the final pH were the responses studied. The second order polynomial model generated showed that all the factors had considerable influence on BI while the interaction terms had the least influence. COD removal increased with increase in treatment duration and current density at neutral pH. The optimal conditions for maximum BI were: current density 112.9 A/m 2 , time 6.9 min and pH 7.3.
Optimisation of electrochemical treatment of textile dye wastewater containing Levafix Blue CA, Levafix Red CA and Levafix Yellow CA reactive dyes using RSM was investigated by Körbahti () . The input variables included initial dye concentration (400-2,000 mg/L), current density (1-11 mA/cm 2 ), electrolyte (NaCl) concentration (0-4 g/L)
and electrolysis time (0-40 min) at 28 W C, while COD, colour and turbidity removals were the responses. The optimised conditions obtained were 6.7, 5.9 and 5.4 mA/cm 2 for current density and 3.1, 2.5 and 2.8 g/L for NaCl concentration for Levafix Blue CA, Levafix Red CA and Levafix Yellow CA reactive dyes, respectively.
Other applications of RSM in water and wastewater treatment
Recently, Moon et al. () used RSM for studying sulfate removal by a mixed anaerobic mesophilic culture fed glucose, linoleic acid and sulfate under several pH conditions using a three factor three level BBD. The linoleic acid concentration, initial pH and the COD/SO 4 2À ratio were the three experimental factors studied. Increasing the COD/ SO 4 2À ratio increased the quantity of sulfate removed. The COD/SO 4 2À ratio showed the largest effect on reducing the sulfate level. Significant interactions between the three experimental factors were confirmed by the surface plots, interaction plot and ANOVA. A minimum residual sulfate concentration of 36.2 mg/L was recorded at 1,500 mg/L LA with a COD/SO 4 2À ratio of 2.18 and a pH 6.0. Thus the model provided a useful approach for predicting the residual sulfate concentration in inhibited mixed anaerobic cultures. RSM was used for optimising the chlorination process for landfill leachate with a CCD (Umar et al. ) . The effect of chlorine dose and contact time on the inactivation of total coliforms and E. coli was evaluated. Maximum total coliform inactivation of 59% occurred at 1 mg/L chlorine dose and 60 s contact time, while 100% inactivation of E. coli was obtained at the same conditions. Reducing the chlorine dose to 90% for the same contact time gave 90% inactivation of E. coli. Both the responses were superimposed upon each other to obtain the optimal conditions using desirability function. At the optimum conditions of 43.5 s contact time and 0.91 mg/L chlorine dose, 99% inactivation of E. coli and 50% inactivation of total coliform were predicted. Results from further experiments conducted at these optimum conditions were in agreement with the values predicted by the model. RSM has also been used for modelling and optimisation of other processes such as ultrafiltration for heavy metal 
IMPROVING RSM
While RSM has many advantages over other optimisation procedures, it has several shortcomings also. These are listed in Table 6 . One of the most important issues to be dealt with while using RSM is the starting point. Often, the initial approximation of operating conditions will be far away from the actual optimum and then the experimenter has to move to the optimum region by the method of steepest ascent or steepest descent to provide the best combination of factors (Abbasi & Mahlooji ) .
Another shortcoming is the small experimental domain. RSM is unable to develop models over a wide range. Hence the experimenter should have sound knowledge of the process being studied to select the experimental domain (Geiger ) . RSM uses a second order polynomial for modelling which cannot explain all systems containing curvature (Baş& Boyaci a, b).
In order to overcome the shortcomings of RSM, attempts have been made to combine RSM with other optimisation procedures. Artificial neural network (ANN) is one such technique which provides nonlinear modelling for response surfaces. ANN analysis is generally flexible in regards to the number and form of the experimental data. Also, combining RSM with ANN would give a superior accuracy in data learning and prediction over the traditional RSM (Bezerra et al. ) . ANN uses all data points to predict the response. However, the number of experiments required by ANN technique is more compared with RSM (Geyikci et al. ) .
Integration of RSM with other modelling techniques such as fuzzy logic (Kim & Lin ) , simulation annealing (Wang & Wu ) and genetic algorithm (Khoo & Chen ) has also been investigated. These methods have been proven to improve the RSM to determine the near optimal values. Although this approach has been applied in several other fields, few studies have been reported on their application in analysing/optimising water and wastewater treatment processes.
Integration of uniform design with RSM was attempted by Wang et al. () for optimising the coagulation-flocculation process for pulp mill wastewater treatment. With the uniform design method, the number of experiments needed is controlled only by the level of factors and not by the number of factors. This method can also be used when the levels of factors are different. Thus the integrated approach could optimise the processes using fewer experiments and would be attractive for situations where running experiments are costly (Wang et al. ) .
CONCLUDING REMARKS
RSM is a highly efficient procedure as it not only finds the optimum operating conditions to maximise the performance of a system but also generates a response surface model that predicts a response based on a combination of factor levels. Further, it gives the relative magnitude and effect of different factors on the response and their interactions. This has led to their use in modelling a variety of water and wastewater treatment systems/processes, as shown in this review.
In most of the studies reported in the literature, optimisation of a system/process was carried out without cost considerations. Thus there is a need to include economic 
Advantages
Generates large amount of information from a small number of experiments
Main effects of variables and interaction effects between the variables on the response can be studied Models can be built that help to predict response Graphical illustrations help in visual interpretation of the functional relationship between the response and the independent variables
Determine the factor levels that provide the optimum response Multiple responses can be analysed and the optimum conditions considering all the responses can be determined
Since the experiments are well planned, duration of the project can be estimated
Sensitivity of a response to the factors of interest can be analysed
Limitations
Number of experiments increases with the number of independent variables
Poor prediction capability outside the experimental domain
Fit the data only to first or second order polynomials
The factors considered should vary continuously over the experimental domain
The model can tell what happens at different conditions but cannot explain the mechanism of the process
Adapted from Geiger (1997); Baş& Boyaci (2007a, b) ; Abbasi & Mahlooji (2012) .
factors while optimising a particular system/process, and this can be easily achieved using RSM. Further, RSM can be used to determine a region of the factor space in which the required operating conditions are satisfied. This is especially relevant in water and wastewater treatment systems where different standards/specifications are to be met. Experimenter's knowledge of the process being studied is crucial in achieving the correct solutions from an RSM study. The review shows that in many studies involving optimisation, real optimum points were not found due to wrong selection of range of independent variables, which results in optimum conditions being outside the experimental region. In such situations, conditions relating to the maximum/minimum responses are wrongly reported as optimum. This shows the importance of proper preliminary work to decide the correct range of independent variables during experimental design.
Although many studies are reported in the literature on the use of RSM in water and wastewater treatment, there is not much information on the application of this procedure in the field. Thus, more studies relating to real-life applications of this technique are needed. Further, more research is needed to compare and combine RSM with other modelling techniques such as ANN and fuzzy logic for modelling different water and wastewater treatment processes.
