Monte Carlo (MC) methods are commonly used in Bayesian signal processing to address complex inference problems. The performance of any MC scheme depends on the similarity between the proposal (chosen by the user) and the target (which depends on the problem). In order to address this issue, many adaptive MC approaches have been developed to construct the proposal density iteratively. In this paper, we focus on adaptive Markov chain MC (MCMC) algorithms, introducing a novel class of adaptive proposal functions that progressively "stick" to the target. This proposed class of sticky MCMC methods converge very fast to the target, thus being able to generate virtually independent samples after a few iterations. Numerical simulations illustrate the excellent performance of the sticky proposals when compared to other adaptive and non-adaptive schemes.
INTRODUCTION
A common problem in statistical signal processing is inferring some parameters of interest given a set of observations or measurements. Bayesian inference addresses this problem by defining a prior probability density function (pdf), that encompasses all the information available before performing the experiment, and a likelihood (i.e., an input-output model), and constructing the posterior pdf through Bayes theorem. The optimal estimator of the parameters is then typically an integral function of the posterior pdf. In most practical applications this integral cannot be solved analytically, and Monte Carlo (MC) methods are commonly used to approximate it [1, 2, 3] . MC methods can be divided into two large families [2, 4] : importance sampling (IS) and Markov chain Monte Carlo (MCMC). In both families, samples are initially drawn from a density chosen by the user (the proposal pdf), and then either weighted appropriately (in IS) or checked for acceptance (in MCMC) to guarantee that the final set of weighted samples is distributed according to the target (which depends on the problem). However, regardless of the family, the performance of any MC algorithm is directly related to the similarity between the proposal and target densities. Consequently, many adaptive IS [5, 6, 7, 8, 9] and adaptive MCMC [10, 11, 12, 13] approaches have been developed to construct the proposal density iteratively. Nevertheless, several issues still remain: mixing for multi-modal targets with narrow peaks, applicability to a large class of practical densities, scalability to highdimensional problems, etc.
In this paper, we address the first two issues, developing a universal method that allows us to sample virtually from any univariate target density. Furthermore, the proposed algorithm can be easily applied within some other scheme (like the Gibbs sampler) to sample efficiently from multivariate pdfs. Starting from a set of support points (either selected by the user or chosen randomly), our aim is building a nonparametric approximation of the target iteratively using some simple and efficient construction. This goal is achieved by incorporating previously drawn samples to the set of support points according to some suitable rule. As a result, the proposed approach builds a sequence of proposal functions that progressively "stick" to the target. The novel class of sticky MCMC methods includes the recently proposed IA 2 RMS scheme as a particular case [14, 15] , which in turn builds upon the well-known ARMS algorithm [16] . Sticky proposals converge very fast to the target, thus allowing us to generate virtually independent samples after a few iterations and improving the performance of other competing (both adaptive and non-adaptive) techniques.
The paper is structured as follows. Firstly, Section 2 states the problem and introduces the notation. Then, adaptive MC algorithms are briefly reviewed in Secion 3, and the novel adaptive sticky MCMC approach proposed is described in detail in Section 4. Finally, numerical simulations are provided in Section 5, and the conclusions close the paper in Section 6.
PROBLEM STATEMENT
Bayesian signal processing usually requires computing some moment of a posterior probability density function (pdf),
where x ∈ X ⊆ R Dx is the set of parameters to be inferred, f (x) can be any square-integrable function, y ∈ Y ⊆ R N ×Dy is the set of N observations or measurements, and the posterior pdf, p(x|y), is obtained through Bayes theorem:
where p(x) is the prior density, p(y|x) is the likelihood, and p(y) = X p(y|x)p(x)dx is the evidence. For instance, (1) corresponds to the well-known and widely used minimum mean squared error (MMSE) estimator when f (x) = x. Unfortunately, an analytical solution of (1) cannot be found in most practical applications. In these cases, Monte Carlo (MC) methods are commonly used to approximate I.
ADAPTIVE MONTE CARLO
MC methods are simulation-based techniques that provide an approximate solution to Eq. (1). For the sake of simplicity, let us denote the posterior or target pdf asπ(
, where Z(y) = p(y). If we are able to draw samples x t ∼ π(x) for t = 1, . . . , T , then I can be approximated aŝ
However, sampling directly from the target is usually unfeasible. In this cases, samples are drawn from some simpler proposal pdf, i.e., x t ∼ q(x) for t = 1, . . . , T , and then (1) is approximated asÎ
where w(x t ) denotes some properly selected weights. Two large families of MC methods exist [2, 4] :
• Importance sampling (IS) algorithms, that weight the samples drawn from q(x) as w(x t ) =π
q(xt) in order to obtain unbiased and consistent estimators. is the target,π(x), by drawing samples from q(x) and accepting or rejecting them. In this case, w(x t ) ∈ Z + is simply the number of times that each sample is used to construct the final estimator.
In both families, as well as in the many hybrid approaches described in the literature that combine IS and MCMC (see, e.g., [18] ), the performance of the method is directly related to the similarity between the proposal and the target densities. For this reason, many adaptive IS and adaptive MCMC methods have been proposed. In all cases, the goal is exploiting the information from the previously drawn samples to construct an improved sequence of proposal densities:
Focusing on adaptive MCMC methods, we can distinguish between parametric approaches, which update some (or all) of the parameters of some pre-defined proposal density, and non-parametric approaches, that build a proposal incrementally by using some suitable procedure. Regarding the first class of methods, they include the seminal work by Haario, where he used a random walk Gaussian proposal and adapted the covariance matrix using an empirical estimator [10] . This work was recently extended to a mixture of Gaussians, where all the parameters were updated using simple empirical estimators [13] . Regarding the second class, the best known example is the adaptive rejection Metropolis sampling (ARMS) algorithm [16] , which constructs a piecewise linear proposal in the log-domain using a set of support points that is built iteratively from previously rejected samples. Although ARMS provides a good performance in many applications, there is a flaw in its adaptive mechanism that prevents the full convergence of the proposal to the target, as shown in [14, 15] , where an improved method was also proposed: independent doubly adaptive rejection Metropolis sampling (IA 2 RMS). The novel class of methods described in the following section generalizes both IA 2 RMS and ARMS.
ADAPTIVE INDEPENDENT STICKY MCMC
Letπ(x) ∝ π(x), with x ∈ X ⊆ R, be a bounded target pdf. Let S 0 = {s 0 , . . . , s m0 } be the initial set of support points (either selected by the user or chosen randomly), with m 0 = |S 0 | denoting the cardinality of S 0 , and S t = {s 1 , . . . , s mt } be the set of support points at the t-th iteration. An adaptive sticky MCMC method is composed of the following three stages:
1. Construction of the proposal: Given S t , build a proposal function q t (x|S t ) using some appropriate nonparametric procedure.
MCMC stage:
Apply some MCMC algorithm to obtain x t+1 given x t , employing q t (x|S t ) as the proposal pdf.
Update of the support set:
Perform some suitable statistical test to decide whether a new point is added to S t in order to obtain S t+1 or not.
In the following sections we describe in detail an adaptive sticky MCMC algorithm.
Adaptive independent sticky Metropolis (AISM)
The simplest method belonging to the class of sticky MCMC is the adaptive independent sticky Metropolis (AISM) technique. At each iteration, AISM builds a non-parametric proposal function using one of the approaches described in Section 4.2, performs a single Metropolis-Hastings (MH) step using this proposal, and decides whether the set of support points should be updated according to a suitable rule that fulfills the conditions enumerated in Section 4.3. Table 1 summarizes the AISM algorithm. The key novelty of AISM is the statistical control applied in Step 3 to decide whether the set S t should be updated or not. The point z, rejected in the previous MH test, is added to S t with probability
where d t (z) denotes any valid distance function between the target and proposal functions (like the L 1 distance defined in Eq. (6) or the distance in Eq. (7) that is used in the simulations) evaluated at z, and η t (z, d t (z)) is some suitable acceptance rule, as detailed in Section 4.3. The rationale behind this test is to use information from the target density in order to include in the support set only those points where the proposal pdf differs substantially from the target. Note that, since z is always different from the current state (i.e., z = x t for all t), the proposal pdf is independent from the current state according to Holden's definition [19] , and thus the theoretical analysis of AISM is greatly simplified [20] .
Construction of the sticky proposals
There are many valid alternatives for the construction of a suitable sticky proposal (SP) pdf. Given the set of support points S t , there are three properties that an SP must satisfy:
1. The proposal function always has to be positive, i.e., q t (x|S t ) > 0 for all x ∈ X and any valid S t .
2. The L 1 distance between π(x) and q t (x) must tend to zero as the number of support points increases, i.e.,
3. Samples can be drawn directly and easily from q t (x|S t ) using some exact sampling procedure.
All of the approaches described in [14, 15] , which build a piecewise constant or linear proposal pdf (either in the pdf's domain or in the log-domain) directly from the support points with a suitable construction for the tails, fulfill these three properties and can thus be used here. Other alternative procedures can also be found in the literature [16, 21, 22] . 2. MH step:
Draw x ∼ qt(x|St).
2.2 Set xt+1 = x and z = xt with probability
Otherwise (i.e., with probability 1 − α), set xt+1 = xt and z = x . 
Update of the set of support points
A suitable choice of the function,
) must fulfill the following properties:
2.
Note that, for a given value of z, η t satisfies all the properties of a continuous distribution function (cdf) associated to a positive random variable. Therefore, any pdf for positive random variables can be used to define a valid test function η t through its corresponding cdf. Note also that η t controls the trade-off between the performance and the computational cost of AISM, since P a (z) = η t (z, d t (z)) is the probability of incorporating z to the set of support points. Indeed, the use of a large number of support points improves the performance (as the proposal becomes closer to the target) at the expense of a higher storage and computational cost. Hence, a good adaptive strategy should only include new points in regions where there is a large discrepancy between the proposal and the target functions. In the following section we provide one example of such test function.
NUMERICAL SIMULATIONS
In order to check the performance of AISM, we test it on a mixture model with heavy tailed components. More specifi- Table 2 . Results of the slice sampler, ARMS and AISM for Mix1 (upper portion) and Mix2(κ) (lower portion). Each row shows the mean, the standard deviation (SD), the autocorrelation function (ACF(k)) at lags k ∈ {1, 10, 50}, the final number of support points (m T ), the final estimates of the normalizing constant (c T ,c T ), and the normalized computing time.
cally, we consider the following mixtures of generalized exponential power (GEP) distributions: The notation GEP(μ, σ 2 , α, κ) indicates a GEP distribution with location, scale, shape and asymmetry parameters μ, σ, α and κ, respectively. The shape parameter α controls the tails of the density function and determines whether it is flat or peaked. The parameter κ is an inverse scale factor which controls the asymmetry of the distribution. When α = 2 (and κ = 1) we have the Gaussian distribution, and when α = 1 (and κ = 1) we have the Laplacian distribution. A smaller value of α corresponds to a heavy tailed distribution, and when α → 0 we have the Dirac mass centered at μ. The GEP distribution has the exponential power (EP) distribution, which has been successfully applied in many fields (see [23] for a review), as special case for κ = 1.
In the sequel we test the performance of AISM, using a piecewise linear proposal directly in the pdf's domain (see [14, 15] for further details), and a random test function:
with β = 1.
2 For the sake of comparison we use ARMS [16] and the slice sampler [24] . We generate T = 5, 000 draws from each algorithm and compute (averaged over 2,000 independent runs without removing any burn-in samples) the mean, the autocorrelation function, and the final number of support points. We start ARMS and AISM with the same initial value and set of support points, S 0 = {−1, 1, 20}. The results for two different experiments are shown in Table 2 . In general, the performance of the algorithms in terms of estimated mean is similar (note that the true mean is 20 in the first case, 62 in the second, and 34 in the third). However, AISM substantially improves the performance of the other two methods in terms of the standard deviation of the estimates and the auto-correlation of the samples generated. Furthermore, AISM is also more efficient in terms of normalized computation time than the other two algorithms.
CONCLUSIONS AND FUTURE LINES
In this paper, we have introduced a novel class of adaptive MCMC methods which are based on iteratively building a non-parametric proposal function that progressively "sticks" to the target pdf. The AISM algorithm described in the paper is able to provide virtually independent samples and an improved performance w.r.t. other state-of-the-art adaptive (ARMS) and non-adaptive (slice sampler) techniques in onedimensional problems. Future lines include exploring the use of sticky proposals with more sophisticated MCMC schemes, like the multiple try Metropolis (MTM) [25, 26, 27] , and testing the proposed approach in higher dimensional problems by embedding it within another MCMC technique, like Gibbs sampling or the hit-and-run algorithm.
