Abstract. The convergence of the Monte Carlo method for numerical integration can often be improved by replacing random numbers with more uniformly distributed numbers known as quasirandom. In this paper the convergence of Monte Carlo particle simulation is studied when these quasi-random sequences are used. For the one-dimensional heat equation discretized in both space and time, convergence is proved for a quasi-random simulation using reordering of the particles according to their position. Experimental results are presented for the spatially continuous heat equation in one and two dimensions. The results indicate that a significant improvement in both magnitude of error and convergence rate can be achieved over standard Monte Carlo simulations for certain low-dimensional problems.
1.1. Integration and discrepancy. If f(xl,... ,xs) is a function of s variables over the s-dimensional unit cube Is, then the integral of f over this domain may be approximated by averaging f at randomly selected points in the cube. This is the basic standard Monte Carlo method. The error e is then given by
where {xi} is a sequence of N random points in the cube. It can be shown that E(e2) N where E(-) is the expectation with respect to the random variables and a2(f) is the variance of f. This leads to the well-known results that the Monte Carlo method converges like N -/2 [6] . The random points used here are assumed to be independent and uniformly distributed over Is. It is the uniformity of any set of N random points that makes this method work; for integration the independence is of secondary importance. Thus, it seems plausible that if the random sequence is replaced by a more uniform sequence, smaller error may result. This is known as quasi-Monte Carlo integration.
Initially it may appear that a grid would provide optimal uniformity. However, grids suffer from several difficulties. First, in high dimension, the number of points required to create even a course mesh is exponentially large as a function of dimension s. Also, grids have rather high discrepancy, a quantity which measures the uniformity of a set of points. This is defined and discussed below. Finally, the standard method for increasing accuracy of a grid is to halve the mesh size, which requires adding 28 times the current number of points. Although it is desirable to be able to increase the number of points used without adding such an extremely large number, it is unclear how to place additional points on a grid to maintain uniformity unless the mesh is halved.
The solution to this problem is to use infinite sequences of points known as quasirandom or low-discrepancy sequences such that for every N, the first N terms of the sequence are uniformly distributed throughout the cube. In order to quantify this, the discrepancy of a set of N points is defined as follows. If Q is a rectangle contained in By the law of iterated logarithms, the discrepancy of a random sequence is bounded by (log log N)N -1/2. There are many quasi-random sequences known for which the discrepancy is bounded by a constant times (log N)8/N, which suggests greater uniformity than a random sequence. Examples of such sequences are the Halton, Sobol', and Faure sequences, which have been analyzed in several papers [3] , [5] , [13] , [14] , [17] , [18] . A common one-dimensional sequence, which has structure similar to many quasi-random sequences, is the van der Corput sequence. This sequence can be written {113153719513} 2' 4' 4' 8' 8 ' 8' 8' 16' 16' 16' 16 The nth term of the sequence is generated by taking the dot product of the vector ..) with the vector (a,a2,a3, ..), where the binary expansion of n is (2 4 8 16 am'"a2al, and all ak with k > m are set to zero so that the dot product is a finite sum. Note that as n increases and fluctuates between being odd or even, a fluctuates and from 0 to 1, so that the terms of the sequence switch between being less than 5 greater than 1/2. The computational cost of generating this and other quasi-random sequences is not significantly greater than the cost for pseudorandom sequences. The discrepancy of a sequence can be related to integration error as an upper bound through the Koksma-Hlawka inequality; it is also possible to formulate an L2 version of discrepancy, which has recently been shown to be equivalent to average case integration error for continuous functions with respect to a Wiener sheet measure [19] . In [9] we present a discussion of bounds for discrepancy and compare computations of discrepancy with theoretical results. We have also performed a computational study of the convergence properties of quasi-random sequences for moderate values of N, the results of which appear in [10] . A number of other papers also discuss the properties of quasi-Monte Carlo integration [2] , [4] , [8] , [11] , [12] , [16] , [15] .
in phase space according to the dynamics described in the equation. The particles at some later time or position are then the sampled points from the distribution function solution of the equation. An example of this is the direct simulation Monte Carlo method used to solve the Boltzmann equation [1] . In this method the particles represent gas molecules, and the distribution function is density in physical and velocity space. The particles evolve by convection and collisions; random numbers are used to determine which particles collide and the results of the collision.
It may be hoped that the improvement achieved by using quasi-random sequences in place of random numbers in integration problems can also be attained in particle simulations. This presents a more difficult problem of how to effectively apply these sequences and preserve convergence. In particle simulations the independence of the random numbers again becomes important, particularly in nonlinear or time dependent problems where particles interact or are manipulated over several time steps. If care is not taken in how the quasi-random sequences are used, the correlations may destroy the method. In [7] u' , so that the total amount of "heat" in the system is conserved. For the particle simulation, this means that no particles enter or leave the domain. The approximation of the continuous heat equation by this discretized version is a well-studied subject in numerical analysis and will not be addressed further here.
The simulation consisted of using N equally weighted "particles of heat." Initially [Nu] particles are placed at each grid point xi. Here [z] is the nearest integer to z.
The approximation to the solution at time At is then obtained by moving each particle according to the dynamics described in the difference equation. With probability 1 2A, a particle at xi remains at the same position. With probability A, a particle at xi moves one grid space to xi-1; and with probability A, a particle at xi moves one grid space to xi+l. Thus each particle random walks around the grid, moving at most one grid space per time step. After each particle has had a chance to move is given by counting the number of particles at xi once, the approximation to ui and dividing by N. The particles then move again, and the solution at time 2At is calculated. The simulation continues on in this manner. It should be remarked that the CFL condition on A prohibits the probability of staying at the same position from becoming negative.
In standard Monte Carlo, the random walk described above would be performed by choosing a uniform random number z between 0 and 1. If 2A < z <: 1, the particle stays put; if 0 _< z _< A, the particle moves left; and if A < z _< 2A, the particle moves right. The application of quasi-random sequences to this problem is not quite so simple. One possibility is to assign a different one-dimensional quasi-random sequence (of length n) to each particle. Without some kind of random scrambling, this will cause the particle to just repeat the same pattern over and over, and thus the method will not converge. Moreover, the number of sequences required (and thus the effective dimension of the problem) is N, which among other things is quite impractical. Another possibility is to use only a single one-dimensional sequence (of length N) for all particles at a given time step. The first particle would be given the first term of the sequence, the second particle the second term, and so forth. At the next time step, a different one-dimensional sequence could be used. This simulation can be described by an integral over the n-dimensional cube, where n is the number of time steps. The difficulty here is that as At decreases or the total time of the calculation increases, the dimension of the quasi-random sequence grows, and the problems of high dimensionality arise. Thus this approach is not practical.
These difficulties may be avoided by using the a single one-dimensional sequence (of length nN) for all time steps. However, this cannot be implemented in a straightforward fashion, because of correlations. If A 1/2, the number of particles N is even, and the van der Corput sequence is used, then if what is originally labeled the first particle is always assigned the first term of the next N terms of the sequence, this particle will always move left. The second particle will always move right, and so on. This is an extreme case of what may happen, but even if the correlations are not as strong, convergence cannot be guaranteed. If the particles are relabeled, or reordered, according to their position at each time step, this difficulty disappears. For the one-dimensional heat equation, if x(j) is the spatial position of the jth particle, the reordering means relabeling the particles so that Xl _< x(1) _< x(2)..
This has the effect of breaking correlations, and allows the same sequence to be used at the next time step.
The idea of reordering is motivated by a paper by Christian Lcot [7] in which a convergence proof for a simulation of the spatially homogeneous Boltzmann equation [0, 1] , such that the twodimensional Hammersley sequence .formed from any contiguous subsequence of (b} of length N has discrepancy bounded by DN. If (b} is used in the simulation of the discrete periodic one-dimensional heat equation described above with particle reordering, then the weak measure of error at time step n, l)v satisfies 77v <_ 5 n ON + I)N where T)g is the error in representing the initial data by the particle approximation. As is usual with particle method convergence estimates, convergence is shown here only in a weak sense. This fits well with the idea of the discrepancy of a sequence in that discrepancy measures how well a sequence integrates a class of test functions--namely, the rectangles. The first step of the proof is to sum the difference equations against a test function over the grid points. This establishes a weak formulation of the equation. The idea is then to define a weak measure of error which tells how well the particle distribution approximates the exact solution with reference to the test function at time tn+l. This measure is related to the error at time t n plus a term to account for the error introduced during the particle movement over one time step.
The particle movement is shown to be a Monte Carlo evaluation of an integral over the unit square, and the error is bounded by the discrepancy of the quasi-random sequence.
The upper bound in Lemma 1 grows linearly with the number of time steps n, but this growth with t is not observed in computational experiments. Computational experiments also show that discrepancy is a good indicator of the error for this problem, although this has not been the case in other integration and transport problems [9] , [10] .
Proof. It is first necessary to construct a weak formulation of the equations, which can be expressed as 1
[U]t(Xi, t) (Ax) 2 (U(Xi+l, t) 2U(Xi, t) q-U(Xi-1, t)). The quantity dv(S r) is then defined to measure how good the approximation is for characteristic functions of intervals. The corresponding sup over all intervals is taken as the weak measure of error.
Error for one time step. The operator g'+l(b,c) is defined to relate (X +1) to (X). A sequence of N terms in 12 is constructed by pairing the one-dimensional sequence used to move X to X +1 with the sequence (1/2N,..., (2N-1)/2N ). This creates pairs 2j (bj, cj) where cj determines which particle, and bj describes the motion of this particle. This represents the assignment of a number to each particle as an evaluation of a function on 12. K + is constructed so that fi K '+ 1(b, c) dbdc gives the exact weak solution formulation for one time where s' s + Ax and r' r + Ax, holds true. But this last quantity is just dv(s' r').
For particles moving to the left, the same relationship can be established, except with s" s Ax and r" r-Ax. Thus ev(S r) A(dv(S' r') + dv(s" r")).
Bounding the right-hand side by the sup over all intervals, it follows that
The quantity 6(s, r) can be written, using the definition of K n+l as
Here 2k (bk, Ck). Because 8,r and @j are both characteristic functions of intervals, and because the particles are reordered so that X _< X+ for all j, the integrand is the characteristic function of a region like the one shown in Fig. 1 can either stay put or move to the left and still be in the interval. These particles are described by region A4. All particles between the two extreme grid points will be counted no matter how they move; this is region A3. Region A1 refers to particles that are not in Is, r], but will be if they move right, and region A5 is for the particles that must move left to end up in the interval. The reordering of the particles is vital to this argument. Otherwise, Fig. 1 could contain more than N disjoint rectangles, as opposed to the three adjacent disjoint rectangles that now appear.
Because of the possibility of wrapping around the ends due to periodicity, the maximum number of disjoint rectangles that will be formed, given that the particles have been reordered, is 5. It follows then that v(s,r) is bounded by 5 times the error of integrating each rectangle separately. But this integration error is bounded by the discrepancy of the sequence. Thus, I(s, r)l < 5DN. The result given in the lemma then follows easily from repeated substitution. If the van der Corput sequence is used to determine the particle motion, then ON <_ c(log N)/N, where c is a constant [11] . Thus convergence like 1IN is obtained.
This has been verified computationally. Figure 2 shows the results of the simulation using a pseudo-random sequence and using the van In order for the quasi-random sequence to work, it is again necessary that the particles be reordered at each time step. The ordering was done by simply sorting the particles according to position, so that particle 1 was always the furthest left and particle N was always the furthest on the right. Since the state space is continuous in this problem, there is no straightforward way to measure the total error of the simulation, as there was for the discrete problem. Indeed the convergence is only weak, and so the accuracy of the particle solution was measured by computing the integral of the solution u(x, t) over the interval [.75, 1] .
Because the initial data were normalized to have total mass 1, the particle approxi- Gaussian random variables with variance At is a Gaussian random variable with variance nat means that the number of steps taken should not affect the accuracy of the solution. Figure 3 shows the results of the simulation using the first dimension of the Fig. 4 . If the effects of reflection are added, there will be additional, smaller disjoint staircases. The stepsize limit means there will only be a finite number of the staircases. The accuracy of the simulation is then reduced to the question of how accurately quasirandom sequences can integrate this kind of characteristic set. The complicated and non-rectangular shape of this set is believed to be responsible for degradation of the convergence rate from N -1 to N-'s. method, involves using two uniform numbers Zl and z2 to produce one Gaussian number x through the formula x v/-21ogzl cos(27rz2). Quasi-random sequences can be used to produce Gaussian numbers in this way as long as zl and z2 come from different dimensions. However, there is an additional disadvantage to using this method in the heat equation simulation, other than the fact that an additional dimension is required. The set in the unit square of points (Zl, z2) which maps x to an interval Is, r] is no longer a rectangle, but is more like a two pronged fork. Figure   5 shows such a region corresponding to choosing a value of x such that -.5 < x < -.25. Thus the set describing the motion of all particles becomes a three-dimensional staircase with pointy steps. This suggests that this method will perform noticeably poorer in the heat equation simulation than the inverse error function approach. To further investigate the performance of quasi-random numbers for simulations, another experiment was run to solve the two-dimensional heat equation. The domain was taken to the unit square, again with insulated boundary conditions. The initial data were taken to be 0) + cos(4 x)cos( ) which satisfies the boundary conditions. This leads to a solution u(x, y, t) 1 + cos(4rx) cos(3ry) exp(-25r2t).
Initially the particle positions were chosen using a quasi-random acceptance-rejection method to sample from u(x, y, 0). The error in this sampling was found to be an order of magnitude smaller than the error from the simulation, so no attempt was made to optimize this step. The simulation again required that the particles be reordered when a quasi-random sequence was used. In two dimensions or higher, there is no absolute way to do the reordering. The method used was to first sort the particles into 1024 radial bins centered at (1/2, 1/2). The bins were formed from uniform spacing along the radius, so that the ones further out had greater area. The particles were then sorted according to angle within the bins. There are many other possible ways to reorder the particles, and no attempt was made here to determine the optimal choice. What works best for any given simulation will probably be quite problem dependent. Figure 7 shows the results of this simulation using 20 time steps, averaged over 21 runs. The two dimensional Halton sequence was used to determine the particle motion. Once again, the quasi-random sequence produced lower errors than the expected random error and faster convergence, although now the convergence is only about N-'69. On the other hand the error reduction for quasi-Monte Carlo is limited as the spatial dimension increases, in a way very similar to the behavior of the error for quasi-Monte Carlo evaluation of integrals [10] . For dimension one the error for a quasiMonte Carlo simulation of the heat equation is of size clN -1, compared to error size c2N -1/2 for random simulation (which has this error size for all spatial dimensions).
For dimension two, however, the convergence rate for quasi-Monte Carlo is reduced to c3 N-'69. Still both the exponent and constant are significantly better than those for random simulation. Thus for a fixed error tolerance level, the quasi-random simulation requires significantly smaller number N of simulation points. In many problems, use of the simulation points entails a lot of computation, so that the resulting reduction in computational effort will more than compensate for the increased work required to generate the quasi-random sequence.
Our computations also indicate that use of quasi-random sequences is delicate, since the elements of the sequence are correlated. For example, efficient simulation of the heat equation is only possible if the particle labels are reordered, as described in 2. While reordering by position is natural in one dimension, there is no reordering scheme that is equally effective in higher dimensions. Moreover, we do not know how to correctly simulate a single realization of a random walk using a quasi-random sequence, as is easily done with random or pseudorandom numbers.
A second example of the difficulty in using quasi-random sequences comes from the Box-Muller method for sampling a Gaussian distribution. This method involves a mapping of the plane into itself that is highly stretched and curved in some regions. Since quasi-random sequences are best at representing the area of rectangular regions, this stretching and curving results in significant loss of efficiency when sampling a quasi-random sequence with the Box-Muller method.
These difficulties suggest that great care must be used in applying variance reduction techniques to quasi-Monte Carlo simulation. We expect this to be even more true for simulation of nonlinear processes, such as a reaction-diffusion equation, the random vortex method for the Navier-Stokes equations, or direct simulation for the nonlinear Boltzmann equation [7] .
