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Zusammenfassung
Um ihre innere Organisation aufrechtzuerhalten, müssen lebende Systeme Energie auf molekularer
Ebene dissipieren. Somit arbeiten sie weit entfernt vom thermodynamischen Gleichgewicht. Auf
größeren Skalen kann sich Nichtgleichgewichtsverhalten in zirkulärer Bewegung im Phasenraum der
mesoskopischen Koordinaten niederschlagen. Um diese Zirkulation zu erkennen und zu quantifizieren,
wurden verschiedene Techniken und Methoden entwickelt. Es ist jedoch immer noch nicht klar, was
diese Methoden über die physikalischen Eigenschaften des Systems aussagen und wie sie für nützliche
Vorhersagen eingesetzt werden können. In dieser Arbeit werden wir zunächst die jüngsten Fortschritte
bei der Erkennung und Quantifizierung mesoskopischer Ströme in Systemen aus weicher lebendender
Materie untersuchen. Anschließend werden wir minimale Modelle aktiv getriebener viskoelastischer
Netzwerke verwenden, um zu verstehen, wie die Nichtgleichgewichtsdynamik durch deren interne
mechanische Struktur beeinflusst wird. Schließlich werden wir eine Methode zur Messung von
Nichtgleichgewichtsfluktuationen aus Zeitraffermikroskopieaufnahmen, ohne tracking auskommt,
einführen.
Die Arbeit ist in vier Kapitel unterteilt:
Kapitel 1 - Einführung
Hier ordnen wir unsere Arbeit innerhalb des allgemeinen Rahmens der “Physik aktiver Materie” ein.
Dann stellen wir die biologischen Systeme vor, die unsere Arbeit motivieren, sowie die wichtigsten
theoretischen Werkzeuge, die zum Verständnis der folgenden Kapitel erforderlich sind. Wir zeigen
explizit, wie diese Werkzeuge für zwei gekoppelte aktive Teilchen (“two-beads model”) funktionieren,
ein paradigmatisches Nichtgleichgewichtssystem, das in dieser Arbeit mehrfach auftaucht.
Kapitel 2
mit Federica Mura, Jannes Gladrow und Chase P. Broedersz.
Dieses Kapitel gibt einen Überblick über die jüngsten Fortschritte in der Erkennung und Quantifizie-
rung von Nichtgleichgewichtsverhalten in weicher lebender Materie. Besonderes Augenmerk wird
auf biologische Beispiele gelegt, die von Membranen und Gewebe, bis hin zu Zytoskelett-Netzwerken
und Flagellen reichen.
Kapitel 3
mit Benedikt M. Remlein und Chase P. Broedersz.
Nach der Einführung in die Konzepte der Isostatizität, einem kritischen mechanischen Zustand mit
einer divergierenden Längenskala, untersuchen wir in diesem Kapitel, wie die Nähe zum isostatischen
Punkt die Nichtgleichgewichtsdynamik eines aktiv getriebenen viskoelastischen Netzwerks bestimmen
kann. Wir zeigen, wie die Statistik der Kreisfrequenzen, eine neue Art der Quantifizierung von
Zirkulation im Phasenraum, die ungeordnete, kritische Natur der zugrunde liegenden mechanischen
Struktur widerspiegelt. Wir liefern eine Intuition für unsere Ergebnisse über ein mean-field Modell für
das two-beads model. Kurz gesagt, verknüpft diese Arbeit das gut etablierte Gebiet der mechanischen
Stabilität mit dem neueren Feld der statistischen Nichtgleichgewichtsmechanik.
Kapitel 4
mit Grzegorz Gradziuk, Pierre Ronceray und Chase P. Broedersz.
Im dritten Kapitel entwickeln wir eine neue Methode zur Ableitung von Nichtgleichgewichtseigen-
schaften eines Systems nur aus Beobachtungen mittels Zeitraffermikroskopie. Nach der Einführung
eines neuen Werkzeugs zur Ableitung von Kraftfeldern aus stochastischen Trajektorien (Stochastic
Force Inference), wenden wir diese Methode in Kombination mit einem prinzipienfesten Dimensiona-
litätsreduktionsansatz an. Damit können wir die Entropieproduktionsrate sowie die auf das System
wirkenden deterministischen Kräfte ermitteln. Wir testen unsere Methode an einem two-beads model
und an einem Netzwerk aktiver Fasern, das durch Strukturen im Zytoskelett inspiriert ist.

Summary
To maintain internal organization, living systems need to dissipate energy at the molecular level, thus
operating far from thermodynamic equilibrium. At the larger scales, non-equilibrium behavior can be
manifest through circulation in the phase space of mesoscopic coordinates and various techniques
and measures have been developed to detect and quantify this circulation. It is however still not
clear what these measures teach us about the physical properties of the system and how they can be
employed to make useful predictions. In the following thesis, we will first review recent progress in
detecting and quantifying mesoscopic currents in soft living systems; we will then employ minimal
models of actively driven viscoelastic networks to understand how the non-equilibrium dynamics
are affected by the internal mechanical structure. Finally, we will introduce a method of assessing
non-equilibrium fluctuations in a tracking-free fashion via time-lapse microscopy imaging.
This work is divided into four chapters:
Chapter 1 - Introduction
Here, we first locate our work within the general setting of ‘Active Matter Physics’. We then introduce
the biological systems that constitute the motivation for our work, as well as the main theoretical
tools needed to understand the following chapters. We explicitly show how these tools work on the
‘two-beads model’, a non equilibrium paradigm that recurs various times in this thesis.
Chapter 2
with Federica Mura, Jannes Gladrow, and Chase P. Broedersz.
This Chapter consists of a topical review of recent advances in the detection and quantification of
non-equilibrium behavior in soft living matter. Particular emphasis is put on biological examples
ranging from membranes, tissue, to cytoskeletal networks and flagella.
Chapter 3
with Benedikt M. Remlein, and Chase P. Broedersz.
After introducing the concepts of isostaticity, we study here how the vicinity to the isostatic point, a
critical mechanical state with a diverging length scale, can determine the non-equilibrium dynamics
of an actively-driven viscoelastic network. We show how the statistics of cycling frequencies, a novel
way of quantifying phase space circulation, reflect the disordered, critical nature of the underlying
mechanical structure. We provide intuition for our findings via a mean field two-beads model.
Overall, this work connects the well-established field of mechanical stability to the novel field of
non-equilibrium statistical mechanics.
Chapter 4
with Grzegorz Gradziuk, Pierre Ronceray, and Chase P. Broedersz.
In this Chapter, we develop a novel method of inferring non-equilibrium properties of a system by
pure observation via time-lapse microscopy. After introducing a novel tool to infer force fields from
stochastic trajectories (Stochastic Force Inference), we apply this method in combination with a
principled dimensionality reduction approach, to reconstruct the entropy production rate and the
deterministic forces acting on a system. We test our method on a two-beads model and an active
fibrous network inspired by cytoskeletal assemblies.
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1 Introduction
Nothing in life is to be feared, it is only to be understood.
Now is the time to understand more, so that we may fear less.
— Maria Skłodowska Curie
Life is possible due to constant dissipation at the molecular scale. In fact, meta-
bolic activity avoids an otherwise inevitable decay of an organism towards equilib-
rium and death. In the words of Erwin Schrödinger: “What an organism feeds upon
is negative entropy. Or, to put it less paradoxically, the essential thing in metabolism
is that the organism succeeds in freeing itself from all the entropy it cannot help
producing while alive” [1].
In recent years, an unprecedented effort to understand the mechanisms of life
has given rise to a new field of study: Active Matter Physics [2–5]. In this field,
physicists rethink standard approaches in soft condensed matter to account for
the dissipative character of living entities. In contrast to standard non-equilibrium
physics, where externally imposed fields maintain the system far from equilibrium,
active matter is driven by dissipation of energy at the microscopic scale. For instance,
in living structures such as the cytoskeleton or the membrane of a cell, the constant
release of chemical potential energy by ATP hydrolysis guarantees that molecular
motors are able to move and to generate forces on their surroundings [6–10]. Life
mechanisms such as cell division [11], cell migration or muscle contraction [12–15]
are the result of this constant interplay between enzymatic activity at the molecular
scale and the viscoelastic structures that span the entire cell.
Although most of the individual pieces are there, we still have difficulties in
reconstructing and understanding the puzzle of cellular life. In many cases we
lack theoretical insights into how activity at the nanoscale emerges at the large
scales, giving rise to order and patterns [16]. We are struggling to reliably measure
non-equilibrium fluctuations at the cellular scale and, if we are able to measure
them, it is not always clear what they can teach us about the underlying physical
properties of the system [17–19].
This thesis addresses some aspects of these fundamental open questions by
employing simple models of actively driven viscoelastic networks inspired by cyto-
skeletal systems. In these model networks, we systematically quantify and interpret
the non-equilibrium dynamics at different lengthscales. Specifically, we aim to
answer the following questions:
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How does the internal viscoelastic structure of soft matter systems control their
non-equilibrium properties?
Is it possible to directly detect and quantify forces and irreversibility in a living
system only by observing its motion under a microscope?
As a preface to this thesis, we first introduce the biological systems that inspire
our work and then briefly outline the main theoretical tools developed to study
the non-equilibrium dynamics of these systems. In particular, we first touch upon
the idea of measuring violations of the Fluctuation-Dissipation Theorem. We then
continue by presenting some results of Stochastic Thermodynamics and the idea
of Broken Detailed Balance. Finally, we conclude the Introduction by exemplifying
these concepts and tools via an intuitive non-equilibrium paradigm, the two-beads
model.
1.1 Cytoskeletal filaments
This introductory Section is a brief account of the properties of filaments that form
the cell’s cytoskeleton. The models presented in Chapter 3 and 4 are largely inspired
by these structures.
Semiflexible polymers constitute the fundamental building blocks of the cell’s
scaffold, the cytoskeleton [20, 21]. In addition to giving the cell structure and
rigidity, the cytoskeleton is fundamental for locomotion, intracellular transport ,and
organization, as well as for cellular division [6, 22, 23]. As their name already indic-
ates, semiflexible polymers are neither completely flexible and entropy-dominated
as a random chain, nor totally stiff and only bending-dominated. Often, this defining
property is expressed in term of a relevant length scale, the persistence length `p,
that sets the scale at which thermal fluctuations balance bending stiffness. At room
temperature, the persistence length of semiflexible polymers is of the same order of
magnitude as their contour length, as noted in Fig. 1.1.
Although cytoskeletal filaments are usually separated into three main categories
according to their characteristic thickness and function in the cell (Fig. 1.1), they
all belong to the class of semiflexible polymers at the relevant cellular length
scales. Microtubules are the stiffest among biopolymers: typically, the 13 polar
protofilaments that compose a microtubule are arranged laterally in a helical fashion,
forming a cylindrical structure of diameter ≈ 25 nm (Fig. 1.1a) [24]. Microtubules
are polar filaments as a result of the head-to-tail arrangement of the  and -tubulin
dimers in a protofilament. Due to the polar nature of microtubules, processive, ATP-
fueled motors such as kinesins and dyneins walk for large distances and transport
cargo along these filaments. Other non-processive molecular motors (e.g. kinesin
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14) can organize in groups that crosslink and exert forces on microtubules [25].
Although microtubules are crucial for the intracellular transport in the cell and
for cell division, they do not play a fundamental role in determining the cell’s
viscoelastic behavior [20].
L ≲ ℓp L ∼ ℓp L ≳ ℓp
actin filament intermediate  filamentmicrotubule
25 nm 7-9 nm 8-12 nm
a) b) c)
Figure 1.1 Top: Fluorescence microscopy images of a network of microtubules (a), the actin
cytoskeleton (b) and an intermediate filaments network (c). Reproduced from MicroscopyU,
microscopyu.com. Bottom: schematics of different kind of filaments with characteristic
physical parameters. Reproduced from [26].
More relevant for our focus are intermediate filaments and microfilaments (Fig.
1.1 b-c), in particular F-actin [23]. An actin filament is composed of two parallel
protofilaments of actin-monomers that twist around each other, forming a right
handed double-helix of diameter between 7 and 9 nm (see Fig. 1.1b). Although
if taken singularly an actin filament is much less rigid than a microtubule, actin
can organize into stiff crosslinked networks and form bundles in the presence of
crosslinking proteins such as fascin or -actinin [6, 23, 27]. Another defining
property of F-actin is that, similar to a microtubule, it is polar: this polar nature
allows, for example, non-processive motors such as myosin II to bind with one
head onto one actin filament and the other head onto a parallel actin filament with
opposite polarity, thereby exerting opposite forces on the two filaments [28].
Cells rely on constant ATP consumption and thus energy dissipation to drive many
of their internal processes. Thus, understanding the role of dissipation in shaping
the efficiency of cellular processes, cellular response to external mechanical stimuli,
as well as in cell migration, is of fundamental importance [17, 18, 29–31]. Although
modern microscopy techniques have revealed that ATP-fueled motor proteins are
the nano agents that drive cytoskeletal networks [32–34], it is not obvious how to
detect and quantify the effects of their concerted activity at larger cellular scales,
especially at steady-state conditions. Rather than because of deficient experimental
techniques or noisy intracellular environment, it is in fact possible that the dynamics
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of processes that break time reversal symmetry at the molecular level, appear instead
to be time-reversible at the larger scales [19, 35–37]. This poses the question how
one can reliably detect non-equilibrium at the larger mesoscopic scales in biological
systems and distinguish active dissipative systems from passive equilibrium ones.
1.2 Probing the active dynamics: FDT violation
Sx(ω)
2kbT
ω
χ′ ′ (ω)
ω
a) b) c)
Figure 1.2 a) A bead fluctuating in a reconstituted biopolymer network with motors. The
fluctuations of the bead’s position are employed to measure the power spectrum Sx(!) . b)
Forces can be exerted on an embedded bead via optical tweezers to measure the dissipative
response ′′(!). c) Sketch of FDT violation: at low frequencies the power spectrum Sx
deviates from the expected spectrum at equilibrium 2kbT! 
′′(!).
One of the first techniques to detect non-equilibrium features in biological sys-
tems hinges on measuring violations of the Fluctuation Dissipation Theorem, a
fundamental result in equilibrium statistical mechanics. The Fluctuation Dissipation
Theorem (FDT) in its simplest form is known as the Einstein-Smoluchowski [38,
39] relation for the diffusion coefficient of a Brownian particle:
D = kBT , (1.1)
where kB is Boltzmann’s constant, T is the temperature of the fluid and  the
particle’s mobility. The result Eq. (1.1) is derived on the hydrodynamic level by
imposing balance of forces but can also be derived employing a Langevin description
of Brownian motion at thermal equilibrium. In the latter case, Eq. (1.1) is usually
known as the Stokes-Einstein relation:  = 1/ and the friction coefficient  is
given by the Stokes formula  = 6r with  being the fluid’s viscosity and r the
radius of the particle.
A generalization of Eq. (1.1), known as Fluctuation Dissipation Theorem, can
be derived in the context of linear response theory [40]. The linear response of a
particle’s position x(t) to a time-dependent force f (t) switched on at t = 0 is defined
by 〈x(t)〉 − 〈x(t)〉0 =
´ t
0 dt
′ (t − t′) f (t′); 〈x(t)〉0 denotes an ensemble average with
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no force applied and (!) is the response function. The FDT relates the particle’s
fluctuations or power spectrum Sx(!) =
´∞
−∞ 〈x(0)x(t)〉 ei!t to the dissipative part
of the response ′′(!) = Im
´∞
−∞ dt (t)ei!t:
Sx(!) =
2kBT
!
′′(!) . (1.2)
To test whether the dynamics of cytoskeletal systems are out of thermodynamic
equilibrium, microscopic beads embedded in reconstituted biopolymer assemblies
[41], as well as in the cytoplasm of live cells [42], have been used to measure
violations of the FDT as a result of motor activity. This has been possible by using a
combination of two experimental techniques: Passive microrheology (PMR) and
Active microrheology (AMR) [43–45]. While the former measures the fluctuations
of the bead’s position (i.e. the power spectrum Sx(!), see Fig. 1.2a), the latter is
able to measure the response function to a specific force (for example an oscillatory
force) applied to the bead e.g. via optical tweezers, as shown in Fig. 1.2b.
Violations of the FDT have been reported in reconstituted cytoskeletal systems
such as actin-myosin assemblies, as well as in live cells. Independent measurements
of beads’ power spectra in live cells reported Sx(!) ∼ 1/!2 at frequencies ! . 10Hz
[46, 47]. Importantly, this 1/!2 dependence of Sx(!) is deceptively similar to the
scaling of beads’ power spectra measured in purely viscous systems at thermal
equilibrium. However, the cytosplasm is not a viscous solvent, but a weak elastic
medium [42]. Indeed it can be shown with a simple model of active forces in a
viscoelastic medium, that at frequencies larger than the typical motor-frequency,
but smaller than the system’s characteristic frequency, such ∼ 1/!2 spectra arise
naturally [48]. If only thermal forces are present, subdiffusive spectra are expected
in a weakly elastic medium such as the cytoskeleton [19].
FDT violations can only be measured if both the fluctuations and the response
function of the system are measured. Measuring response function requires e.g.
dragging a silica bead through the medium and might thus not always be a feasible
approach in fragile biological contexts. Furthermore, glassy rheological behavior
has been measured in cellular environments too [49, 50] and violations of the FDT
have been reported in glassy systems that are not microscopically driven [51].
Alternative methods of non-equilibrium probing have been developed in which
only fluctuations of embedded probes or fluorescently labelled proteins aremeasured.
These methods, however, rely on the comparison between spectra measured in
unperturbed vs. perturbed conditions (for example via chemical perturbation such
as myosin inhibition, ATP depletion or thermal perturbations) and are thus also
intrinsically invasive. Ideally, one would like to devise protocols that enable probing
of non-equilibrium properties and their links with biological functions, without
interfering with the system’s natural conditions. Before discussing these methods,
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we give a brief account of the theoretical tools needed to measure irreversibility
from single trajectories.
1.3 Stochastic Thermodynamics: measuring
irreversibility from single trajectories
Entropy is the cost of structure.
— Ilya Prigogine
Stochastic Thermodynamics (ST) aims at scaling down the laws of thermodynam-
ics to mesoscopic length scales. Concepts like heat, work, and entropy are defined
on the trajectory level, thus offering a new way of interpreting and measuring ther-
modynamic quantities in stochastic physical systems. Importantly, ST does not rely
either on linear-response assumptions or on close-to-equilibrium conditions, making
it an ideal theory to study the behavior of strongly driven microscopic systems. The
main assumption is that a separation of fast degrees of freedom (effect of a thermal
bath) and slow observable degrees of freedom holds. We will here concentrate only
on ST results that are relevant for our work and refer the reader to the excellent
review [52] for an in-depth discussion of the vast field of ST.
The typical framework of ST is the overdamped Langevin equation for a Brownian
particle:

dx
dt
= F(x) + (t) , (1.3)
where  is the friction coefficient of the solvent, F(x) is a generic force term compris-
ing both internal conservative forces −∂xV(x) and external forces f (x) (conservative
or not), while  is a Gaussian white noise term: 〈〉 = 0 and 〈(t)(0)〉 = 22D(t).
At thermal equilibrium the Einstein relation implies D = kBT/. Eq. (1.3) is valid
in the limit in which inertial effect are negligible, i.e. if the time scales on which the
position of the particle is considered are much longer than the momentum relaxation
time: ∆t  m/, withm being the mass of the particle.¹ This assumption is satisfied
for all our applications and we will make extensive use of Eq. (1.3) throughout this
thesis. Note that Eq. (1.3) is only valid in the case of space-independent diffusion
coefficient (non-multiplicative noise): we will come back to this point in Chapter 4.
For single particles at the mesoscopic scales, traditional thermodynamic notions
of heat and work are not applicable. These definitions are in fact only valid in the
context of large numbers of particles where fluctuations are negligible. Instead,
the Langevin Eq. (1.3) describes precisely how fluctuations shape the motion of
1 This of course implies in turn that the time resolution is much larger than the typical molecular
times (O(10−12s)).
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a Brownian particle: the concepts of heat and work must be thus readapted to
this context. The generalisation of the first law of thermodynamics to a Brownian
particle redefines heat at the mesoscopic scales and expresses conservation of energy
by relating changes in the internal energy of a system to heat and work [52]:
du = q + dw , (1.4)
where dw > 0 is the infinitesimal work done on the particle, q > 0 if heat is
transferred from the environment to the particle, and du is the infinitesimal change
of the internal energy of the particle. The change in internal energy of the particle
is determined by its position in the potential landscape du = ∂xV(x) ◦ dx. Eq.
(1.3) indicates that all external forces acting on the particle are − dxdt + (t): the
infinitesimal heat transferred to the particle can thus be defined as
q = (−dx
dt
+ (t)) ◦ dx(t) , (1.5)
where the ◦ indicates a Stratonovich product [52, 53]. Employing Eq. (1.3), we can
express the heat change as q = −F ◦ dx = ∂xV ◦ dx − f ◦ dx. Since the Stratonovich
convention follows the usual rules of calculus, the first term is identified as the change
in internal energy du, while the second term − f ◦ dx should be identified with
the work done by the external force f (with a negative sign given our convention).
For a trajectory of length  the total heat and the total work can be obtained by
integrating the respective infinitesimals along the trajectory:
q[x] = −
ˆ x()
x(0)
F(x(t)) ◦ dx(t) ; (1.6)
w[x] = −
ˆ x()
x(0)
f (x(t)) ◦ dx(t) . (1.7)
The concept of heat is invevitably linked to dissipation and irreversibility. Scaling
down the second law of thermodynamics to the Langevin level implies defining the
concept of trajectory-dependent entropy [52]:
S[x(t)] = −kB ln p(x(t), t) . (1.8)
The probability density p(x(t), t) is the solution of the following one-dimensional
Fokker-Planck (FP) equation for the Brownian particle
∂tp(x, t) = −∂x j(x, t) = −∂x(F(x) − D∂x)p(x, t) (1.9)
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with  = 1/ being the particle’s mobility. Importantly, averaging Eq. (1.8) over an
ensemble of trajectories yields the Shannon entropy : S(t) = 〈S[x(t)]〉.
To analyze dissipation in the system, it is useful to consider the derivative w.r.t.
time of the entropy defined by Eq. (1.8)²:
ÛS(t) = − 1
p(x(t), t)∂tp(x(t), t) −
1
p(x(t), t)∂xp(x, t)

x=x(t)
Ûx (1.10)
= −∂tp(x(t), t)
p(x(t), t) + D
−1 j(x(t), t)
p(x(t), t) Ûx − D
−1F(x(t)) Ûx (1.11)
where we have used the fact that p(x, t) satisfies the FP Eq. (1.9). Recalling the
definition Eq. (1.5) and the Einstein-Smoluchowski relation Eq. (1.1), the last term
in Eq. (1.11) can be identified with the heat released into the medium per unit time
or, equivalently, with the increase of the entropy of the medium per unit time:
ÛSm = Ûq/T = F(x(t)) Ûx/T . (1.12)
Thus, the total entropy production rate (EPR) ÛStot (sum of the system’s own ÛS and
the medium’s ÛSm entropy production rates) is
ÛStot = ÛS + ÛSm = −
∂tp(x(t), t)
p(x(t), t) +
D−1 j(x(t), t)
p(x(t), t) Ûx . (1.13)
By first taking a conditional average on the positions and then integrating over all
positions, we obtain the corresponding thermodynamic quantity (the first term of
Eq. (1.13) vanishes upon averaging) [52]:〈 ÛStot〉 = 〈D−1 j(x, t)p(x, t) Ûx〉 = ˆ dx j(x, t)D−1 j(x, t)p(x, t) = 〈v (x, t)D−1v (x, t)〉 ≥ 0 ,
(1.14)
where we have defined the phase space velocity field v (x, t) = j(x, t)/p(x, t). Note
that while ÛStot (Eq. (1.13)) can be negative, the total ensemble entropy production
(Eq. (1.14)) is a semi-positive definite quantity that vanishes if and only if j ≡ 0
everywhere, i.e. at thermodynamic equilibrium. In a non-equilibrium steady state
(NESS), the entropy production of the system is constant and the total entropy
production is simply equal to the entropy production in the medium and can be
written, in the limit  →∞, as a time average
ÛS = lim
→∞
1

ˆ 
0
ÛStotdt . (1.15)
2 kB = 1 from now on.
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In Chapter 4 we will compute the EPR by discretizing the time integral Eq. (1.15).
Finally, we stress that when only partial information is available about the system
(because of hidden/unobserved degrees of freedom), the partial entropy production
is still a positive definite quantity that is a lower bound to the total entropy produc-
tion rate. This property is crucial when dealing with multi-dimensional systems, as
we will see in Chapter 4
The EPR as defined above can seem a difficult concept to grasp. However, inform-
ally speaking, the EPR quantifies how distinguishable a steady state trajectory is
from its time-reversed counterpart and thus directly quantifies time-irreversibility in
a physical system. The Kullback-Leibler divergence quantifies how distinguishable
two distributions are, and, if computed for the distributions of the forward and
backward trajectories, directly yields the EPR [54, 55]. Eq. (1.14) has also been
employed to derive an energy-speed-accuracy relation for sensory adaptation in
bacteria which has been tested in E. Coli [30]. Other results of ST, known as Fluctu-
ation Theorems, such as the Jarzysnski equality and the Crooks theorem have been
experimentally tested in single molecule experiments [56, 57]. Unfortunately, these
approaches require invasive measurement protocols that might not be ideal when
dealing with fragile biological structures. To explicitly avoid external manipulation
when assessing the non-equilibrium character of biological systems, alternative
approaches based on the concept of detailed balance have been developed.
1.4 Broken detailed balance and non-invasive
measurements
Consider a stationary system described at thermal equilibrium by a general set of
coordinates y that are even under time-reversal (i.e. positional coordinates); the
detailed balance condition for the joint probability distribution reads [59]:
p(y2, t + ; y1, t) = p(y1, t + ; y2, t) , (1.16)
where y1 and y2 are any pair of distinct phase space states. In words, Eq. (1.16)
expresses the fact that, at thermal equilibrium, transitions between any pair of
states of the system must be pairwise balanced (see Fig. 1.3a-b). If the system is
also Markovian, detailed balance can be written as
p(y2,  |y1, 0)p(y1) = p(y1,  |y2, 0)p(y2) . (1.17)
If the system is not only described by even variables under time reversal, but also by
odd variables, the detailed balance condition (and the equivalent conditions on the
FP equation) needs to be modified accordingly [59]. In this thesis we mostly deal
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Figure 1.3 a) Detailed balance holds: transition rates are pairwise balanced. b) Broken
detailed balance: the transition rates are not pairwise balanced. c) Schematic of a primary
cilium with angle  and curvature  indicated. Reproduced from [58]. d) Continuous phase
space trajectory (blue) and grid-discretization (dashed lines). e) Transition rates between
each cell and its neighboring cells: with this coarse-grained desciption, when the rates are
pairwise balanced (black arrows) there is no net current, while if the rates are unbalanced
(red-blue arrows) a net current is revealed. Reproduced from [19].
with systems that obey overdamped Langevin dynamics (i.e. they are described
by even variables under time reversal), hence Eq. (1.17) will suffice. Furthermore,
most of the considered systems are Markovian and satisfy a FP equation (see for
example Eq. (1.9)), implying that the detailed balance condition (in one dimension)
is equivalent to [59]:
(F(y) − D∂y)p(y) = j(y) = 0 , (1.18)
where j is the FP current. Importantly, the generalisation of Eq. (1.18) to a multi-
dimensional system with a general state-dependent diffusion coefficient D(y) has
to be carried out carefully and necessitates the addition of a ∇ · D term on the right
side of Eq. (1.3) in the Itô convention [60]. We will come back to this point in
Chapter 4.
Live biological systems are typically multi-dimensional and subject to strong
measurement-noise, making it challenging to distinguish a trajectory from its time
reversed and thus to infer whether the system is out of thermodynamic equilibrium.
Recently, a novel approach has been introduced that aims at detecting the presence
of non-zero FP current or, more generally, at detecting broken detailed balance
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with a non-invasive approach [58]. The dynamics of primary cilia of Madin-Darby
Canine kidney cells (MDCK) have been analyzed in the phase space defined by
two coordinates: the angle with respect to a chosen direction and the curvature
(Fig. 1.3c). The phase space is discretized into a grid-like structure and transition
probabilities between the grid cells are computed, as shown in Fig. 1.3d-e. These
transition probabilities yield a discretized phase-space current which is found to
be non-zero, thus providing evidence for the non-equilibrium character of primary
cilia [58].
As a result of these experimental findings, various measures of phase space
circulation have been proposed with the purpose of extracting relevant information
about the underlying system without perturbing the system itself. A possible scalar
quantity that serves this purpose is the average frequency with which a pair of
observables circulates in phase space [19, 61–66] or the average area enclosed by
these observables per unit time, the area enclosing rate [64, 67–70]. We will give
next a brief analytical derivation of these quantities for a non-equilibrium paradigm,
the two-beads model, and show how the cycling frequencies, the area enclosing
rate, and the entropy production rate are closely related in a linear system. We will
make extensive use of the two-beads model in Chapter 3 and Chapter 4.
1.5 A non-equilibrium paradigm: the two-beads
model
The two-beads model (Fig. 1.4a) is a minimal model of a non-equilibrium system
that displays phase space circulation. The overdamped Langevin equation for the
displacement x = (x1, x2) of the beads from their rest position is [19, 63, 71, 72]
Ûx = Ax(t) +
√
2D , (1.19)
where the interaction matrix is Ai j = (1 − 3i j)k/, the diffusion matrix is Di j =
i jkBTi/ and  is a delta correlated Gaussian white noise.
The probability density function (pdf) for such a system obeys the FP equation
∂tp(x, t) = −∇ · (Axp(x, t) − D∇p(x, t)) = −∇ · j(x, t) . (1.20)
In the long-time stationary limit the solution of the FP equation is independent of
time and thus ∇ · j(x, t) = 0. Given that the distribution of the noise is Gaussian
and the interaction linear, the stationary solution of the FP equation will itself be a
Gaussian pdf [73]:
p(x) = N (C)e−xTC−1x/2 , (1.21)
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Figure 1.4 a) The two beads models: the cold bead (temperature Tc-blue) and the hot
bead (temperature Th-red) are coupled to one-another and anchored to two opposing walls
by springs of constant k. The system is immersed in a fluid of friction coefficient . b)
Sample trajectories of the hot bead (red) and cold bead (blue). c) Schematic showing the
continuous phase space trajectory (black line) the area enclosed in one time step A(x(t))
(shaded area) and the angle between the vertical axis and the phase-space position at time
t.
whereN is a normalization constant and C is the covariance matrix C =
〈
xxT
〉
. The
latter is a solution of the following Lyapunov equation relating C, D and A [74]:
AC + CAT = −2D . (1.22)
The solution of the FP equation allows us to write the steady-state FP current as
j = Axp(x) − D∇p(x) = (A + DC−1)xp(x) = Ωxp(x), where Ωx is the velocity v (x)
with which probability is advected in phase space [61].
The circulating character of the FP current is manifest in covariance-identity-
coordinates (cic) where C = C−1 = 1. In these coordinates in fact Ωcic =
(Acic − ATcic)/2 = −ΩTcic. The eigenvalues of Ωcic are either zero or purely ima-
ginary 1,2 = ±i!, where ! is termed ‘cycling frequency’. At the trajectory level,
the time derivative of the angle-variable shown in Fig. 1.4c is
Û(t) =
x j(t) Ûxi(t) − xi(t) Ûx j(t)
x2i (t) + x2j (t)
. (1.23)
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By performing an ensemble average of Eq. (1.23) we can establish the equivalence〈 Û〉 ↔ ! [52, 62, 66]. A direct calculation of ! for the two-beads model yields
!i j =
√
3k(Ti − Tj)
(T2i + 14TiTj + T2j )
(1.24)
which as expected vanishes at thermal equilibrium. In the limit of small temperature
difference Ti = Tj + ", with "  1, Eq. (1.24) reduces to:
!i j =
√
3"
4Tj
, (1.25)
which is then linear in the temperature difference ".
Closely related to the Ω matrix is the average area enclosed by the trajectory in
phase space per unit time, the area enclosing rate (AER) matrix A with elements:
Ai j =
1

ˆ 
0
xidx j − x jdxi
2
. (1.26)
Note that unlike Ω and the cycling frequency !, the elements of A correspond
exactly to the average area enclosed by the trajectory per unit time in the plane
{i, j}. The relation between Ω and A is readily obtained by taking the average of
Eq. (1.26):
A = CA
T − AC
2
= ΩC , (1.27)
where we have used the Lyapunov Eq. (1.22) in the last step. Taking the determinant
on both sides of Eq. (1.27) allows us to relate the cycling frequency to the AER:
Ai j = !i j
√
detC . (1.28)
In Chapter 3 we will employ the cycling frequencies to quantify circulation
between pairs of degrees of freedom in the system, while in Chapter 4 we will
use the AER to find dissipative modes, i.e. special directions in phase space that
account for maximal entropy production rate. Indeed for a linear system such as the
two-beads model, there is a relation between the AER and the entropy production
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rate ÛS at steady state. Employing Eq. 1.13 and the relation v(x) = AC−1x, we find
ÛS =
〈
v(x)TD−1v(x)
〉
(1.29)
=
〈
Tr(xTC−1ATD−1AC−1x)
〉
(1.30)
= Tr(ATD−1AC−1
〈
xxT
〉
C−1) (1.31)
= Tr(AC−1ATD−1) , (1.32)
where in the second line we have used the fact the trace of a scalar is the scalar itself,
in the third and last line we used the cyclic property of the trace and the fact that
〈Tr(·)〉 = Tr(〈·〉). The EPR is invariant under coordinate changes, thus we can move
to cic coordinates where ÛS = Tr(AcicATcicD−1) = A2i jTr(D−1cic ) = !2i jTr(D−1cic ). This last
expression establishes a direct link between EPR, AER and cycling frequencies.
The non-equilibrium tools introduced in this section will be largely employed
throughout this thesis and can be readily generalized to higher dimensions.
1.6 Outline of this thesis
This thesis is outlined as follows:
Chapter 2
This chapter consists of a topical review on broken detailed balance and on non-
equilibrium dynamics in living systems. We begin by illustrating different techniques
to detect violations of the FDT, e.g. in reconstituted biopolymer networks and in live
cells. We discuss some results of Stochastic Thermodynamics known as Fluctuation
Theorems and uncertainty relations, together with some of their experimental
validations. Next, we review in detail a novel way of inferring broken detailed
balance that avoids invasive manipulation of the system by reconstructing coarse
grained phase space currents directly from time-traces. Finally, we discuss extensions
of this method to study actomyosin assemblies via the bending modes of semiflexible
probe filaments embedded in the meshwork.
Chapter 3
Chapter 3 introduces a simple model of a marginal viscoelastic network driven out
of equilibrium by molecular motors. Specifically, we model the elastic components of
the system as Hookean springs and arrange them randomly between the nodes of a
triangular network. At zero temperature and ss a function of the bond concentration,
this network exhibits a critical phase transition from solid to floppy. We show with
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simulations that when the network is locally driven out of equilibrium, the presence
of a zero-temperature critical point affects the behavior of the cycling frequencies
between pairs of network’s node positions. We predict scaling exponents for the
cycling frequencies near criticality and provide insight into this phenomenon with a
simple mean field two-beads model. We conclude by showing that a divergent length
scale present in the system also governs the scaling of the cycling frequencies with the
distance between the nodes, thus providing a first step towards the understanding
of the role of marginality in out of equilibrium systems.
Chapter 4
In the final chapter of this thesis we study actively driven viscoelastic networks
directly via ‘Brownian movies’ of their dynamics. This tracking-free approach makes
use of the intrinsic dissipative character of the system to infer a reduced set of
relevant modes in the high-dimensional image phase space. Projecting the image
dynamics on this set of modes allows us not only to reconstruct the partial entropy
production of the system but also to infer the deterministic force field in image
space. We benchmark our method onto the two-beads model and demonstrate
its broader applicability onto a simulated viscoelastic network driven by a hetero-
geneous temperature distribution at the nodes and inspired by real biopolymer
networks.

2 Non-equilibrium dynamics in living
systems: topical review
Abstract of the chapter
This chapter reviews recent advances in theoretical and experimental approaches
to the study of living systems. Examples range from beating flagella and cilia, to
cellular membranes, reconstituted biopolymer networks, and live cells. We begin by
reviewingmethods that are based on violations of the fluctuation dissipation theorem
(FDT), an equilibrium statistical mechanics result derived in linear response theory.
We discuss rheological techniques that make the measurement of this violation
possible in reconstituted assemblies such as acto-myosin, DNA gels and in live
cellular environments such as the cellular cortex or the cytoplasm. We conclude
this section by discussing assessments of FDT violations in the flickering motion of
red blood cells and how measured fluctuation spectra of embedded probes can be
intuitively understood with a minimal model of active force generation by molecular
motors. In the following section we introduce the field of stochastic thermodynamics
and present results known as ‘fluctuation theorems’ for the distribution, e.g., of
the entropy production along a stochastic trajectory. Such fluctuation theorems
have been carefully verified using driven synthetic beads in controlled environment
and have been successfully applied to the study of sensory adaptation and self-
replication in bacteria, as well as to estimate the efficiency of single molecular
motors. Interestingly, a universal bound relating current fluctuations and entropy
production has also been established for generic systems in a non-equilibrium steady
state (NESS). Systems in a NESS are the focus of the remaining of the review; in
particular, we focus on a recently introduced method that aims at detecting non-
equilibrium by inferring phase-space currents via a coarse-graining of phase space.
The presence of currents implies breaking of detailed balance, a necessary and
sufficient condition for equilibrium. This non-invasive method has been successfully
employed to demonstrate the non-equilibrium character of the stochastic dynamics
of isolated flagella and cilia. We conclude the review by discussing an analytically
solvable ‘toy model’ for studying broken detailed balance and further analytical
approaches to study the fluctuating motion of synthetic probe filaments in actively
driven gels.
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Abstract
Living systems operate far from thermodynamic equilibrium. Enzymatic activity can induce 
broken detailed balance at the molecular scale. This molecular scale breaking of detailed 
balance is crucial to achieve biological functions such as high-fidelity transcription and 
translation, sensing, adaptation, biochemical patterning, and force generation. While biological 
systems such as motor enzymes violate detailed balance at the molecular scale, it remains 
unclear how non-equilibrium dynamics manifests at the mesoscale in systems that are driven 
through the collective activity of many motors. Indeed, in several cellular systems the presence 
of non-equilibrium dynamics is not always evident at large scales. For example, in the 
cytoskeleton or in chromosomes one can observe stationary stochastic processes that appear 
at first glance thermally driven. This raises the question how non-equilibrium fluctuations can 
be discerned from thermal noise. We discuss approaches that have recently been developed to 
address this question, including methods based on measuring the extent to which the system 
violates the fluctuation-dissipation theorem. We also review applications of this approach 
to reconstituted cytoskeletal networks, the cytoplasm of living cells, and cell membranes. 
Furthermore, we discuss a more recent approach to detect actively driven dynamics, which 
is based on inferring broken detailed balance. This constitutes a non-invasive method that 
uses time-lapse microscopy data, and can be applied to a broad range of systems in cells and 
tissue. We discuss the ideas underlying this method and its application to several examples 
including flagella, primary cilia, and cytoskeletal networks. Finally, we briefly discuss recent 
developments in stochastic thermodynamics and non-equilibrium statistical mechanics, which 
offer new perspectives to understand the physics of living systems.
Keywords: non-equilibrium, fluctuations, active living matter, fluctuation-dissipation theorem, 
detailed balance, cellular biophysics
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1. Introduction
Living organisms are inherently out of equilibrium. A con-
stant consumption and dissipation of energy results in non-
equilibrium activity, which lies at the heart of biological 
functionality: internal activity enables cells to accurately 
sense and adapt in noisy environments [1, 2], and it is crucial 
for high-fidelity DNA transcription and for replication [3, 4]. 
Non-equilibrium processes also enable subcellular systems to 
generate forces for internal transport, structural organization 
and directional motion [5–9]. Moreover, active dynamics can 
also guide spatial organization, for instance, through nonlin-
ear reaction-diffusion patterning systems [10–12]. Thus, non-
equilibrium dynamics is essential to maintain life in cells [13].
Physically, cells and tissue constitute a class of non-
equilibrium many-body systems termed active living matter. 
Importantly, cellular systems are not driven out of equilib-
rium by external forces, as in conventional active condensed 
matter, but rather internally by enzymatic processes. While 
much progress has been made to understand active behavior 
in individual cases, the common physical principles underly-
ing emergent active behavior in living systems remain unclear. 
In this review, we primarily focus on research efforts that 
combine recent developments in non-equilibrium statistical 
mechanics and stochastic thermodynamics [14–16] (see sec-
tion 3) together with techniques for detecting and quantifying 
non-equilibrium behavior [17] (see sections 2 and 4). For phe-
nomenological and hydrodynamic approaches to active mat-
ter, we refer the reader to several excellent reviews [18–21].
A characteristic feature of living systems is that they are 
driven out of equilibrium at the molecular scale. For instance, 
metabolic processes, such as the citric acid cycle in animals 
and the Calvin cycle for carbon fixation in plants, generally 
involve driven molecular reaction cycles. Such closed-loop 
fluxes break detailed balance, and are thus forbidden in ther-
modynamic equilibrium (figures 1(A) and (B) [23]. Similar 
directed chemical cycles also power reaction-diffusion pat-
terning systems in cells [11] and molecular motors, includ-
ing myosins or kinesins [24]. Indeed, such molecular motors 
can generate mechanical force by coupling the hydrolysis of 
adenosine triphosphate (ATP) to conformational changes in 
a mechano-chemical cycle [24, 25]. The dissipation of this 
chemical energy drives unidirectional transitions between 
molecular states in this cycle. Such unbalanced transitions 
break detailed balance and result in directional motion of an 
individual motor.
One of the central theoretical challenges in the field of 
active living matter is to understand how the non-equilibrium 
dynamics of individual molecular components act in concert 
to drive collective non-equilibrium behavior in large interact-
ing systems, which in general is made of both active and pas-
sive constitutents. Motor activity may drive sub-components 
of cells and tissue [17, 26, 27], but it remains unclear to what 
extent this activity manifests in the dynamics at large scales. 
Interestingly, even for systems out of equilibrium, broken 
detailed balance, for instance, does not need to be apparent 
at the supramolecular scale. In fact, at large scales, specific 
driven systems may even effectively regain thermodynamic 
equilibrium and obey detailed balance [28, 29].
There are, of course, ample examples where the dynam-
ics of a living system is manifestly out of equilibrium, such 
as cell division or cell migration. In many cellular systems, 
however, one can observe stationary stochastic processes 
that appear at first glance thermally driven. Indeed, for many 
macromolecular assemblies in cells such as chromosomes 
[30], the nucleus [31], the cytoplasm [32–34], membranes 
[35–39], primary cilia [22, 40], and tissue [41] it has been 
debated to what extent non-equilibrium processes dominate 
their dynamics. Such observations raise the fundamental and 
practical question how one can distinguish non-equilibrium 
dynamics from dynamics at thermal equilibrium. To address 
this question, a variety of methods and approaches have 
been developed to detect and quantify non-equilibrium in 
biological systems. When active and passive microrheology 
are combined, one can compare spontaneous fluctuations to 
linear response functions, which are related to each other 
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through the Fluctuation-Dissipation theorem (FDT) when the 
system is at thermal equilibrium [42–45]. Thus, the extent 
to which a system violates the FDT can provide insight into 
the non-equilibrium activity in a system. We will discuss 
this approach in detail in section 2. Other methods employ 
temperature or chemical perturbations to test the extent to 
which thermal or enzymatic activities primarily drive the 
behavior of a system, but such experiments are invasive and 
are often difficult to interpret. More recently, a non-invasive 
method to discriminate active and thermal fluctuations based 
on detecting broken detailed balance was proposed to study 
the dynamics of mesoscopic systems. This new approach has 
been demonstrated for isolated flagella (see  figure 1(C)) and 
primary cilia on membranes of living cells [22]. The ideas 
underlying this method will be detailed in section  4 after 
briefly reviewing related work in stochastic thermodynamics 
in section 3.
Additional important insights on the collective effects of 
internal activity came from studies on a host of simple recon-
stituted biological systems. Prominent examples include a 
variety of filamentous actin assemblies, which are driven inter-
nally by myosin molecular motors. 2D actin-myosin assays 
have been employed to study emergent phenomena, such as 
self-organization and pattern formation [46, 47]. Moreover, 
actin-myosin gels have been used as model systems to study 
the influence of microscopic forces on macroscopic network 
properties in cellular components [43, 48–51]. Microrheology 
experiments in such reconstituted actin cytoskeletal networks 
have revealed that motor activity can drastically alter the 
rigidity of actin networks [52–54] and significantly enhance 
fluctuations [43, 55]. Importantly, effects of motor forces 
observed in vitro, have now also been recovered in their native 
context, the cytoplasm [34, 45, 55] and membranes [35, 36]. 
Further experimental and theoretical developments have 
employed fluorescent filaments as multiscale tracers, which 
offer a spectrum of simultaneously observable variables: their 
bending modes [56–58]. The stochastic dynamics of these 
bending modes can be exploited to study non-equilibrium 
behavior by looking for breaking of detailed balance or break-
ing of Onsager symmetry of the corresponding correlations 
functions [59, 60]. This approach will be discussed further in 
section 4.3.
2. Non-equilibrium activity in biological systems 
and the fluctuation-dissipation theorem
Over the last decades, a broad variety of microrheological 
methods have been developed to study the stochastic dynam-
ics and mechanical response of soft systems. Examples of 
such systems include synthetic soft matter [61–65], reconsti-
tuted biological networks [26, 66–73], as well as cells, tissue, 
cilia and flagella [21, 22, 43, 71, 74–77]. In this section, we 
discuss how the combination of passive and active microrhe-
ology can be used to probe non-equilibrium activity in soft 
living matter. After briefly introducing the basic framework 
and the most commonly used microrheological techniques, 
we will discuss a selection of recent studies employing these 
approaches in conjunction with the fluctuation-dissipation 
theorem to quanti fy non-equilibrium dynamics.
2.1. The violation of the FDT as a non-equilibrium measure
Microscopic probes embedded in soft viscoelastic environ-
ments can not only be used to retrieve data about the sponta-
neous fluctuations of the surrounding medium, but can also be 
employed to measure the mechanical response of this medium 
to a weak external force. In the absence of an applied force, 
the average power spectrum Sx(ω) = 〈|∆x2(ω)|〉 of fluc-
tuations in the bead position x(t) can be directly measured. 
The brackets here indicate an ensemble average. The same 
bead can, in principle, be used to extract the linear response 
function χx(ω) = 〈∆x(ω)〉/f (ω) by measuring the average 
displacement induced by a small applied force f (ω). In sys-
tems at thermal equilibrium, these two quantities are related 
through the Fluctuation-Dissipation theorem (FDT), derived 
in the context of linear response theory [78, 79] (see figure 2). 
In frequency space, the FDT relates the autocorrelation func-
tion of position fluctuations of an embedded probe particle 
in the absence of external forces, to the imaginary part of the 
associated response function:
Sx(ω) =
2kBT
ω
χ′′x (ω). (1)
Figure 1. (A) In thermodynamic equilibrium, transitions between 
microscopic states are pairwise-balanced, precluding net flux among 
states. (B) Non-equilibrium steady states can break detailed balance 
and exhibit flux loops. (C) Snapshots of an isolated Chlamydomonas 
flagellum’s beat cycle together with the 3D probability flux map of 
flagellar dynamics in a coarse grained phase space spanned by the 
first three modes. From [22]. Reprinted with permission from AAAS.
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Importantly, a system that is actively driven into a 
 non-equilibrium steady-state will typically not satisfy this 
equality; this fact can be used to our advantage to study activity 
in such a system. Indeed, the violation of the FDT has proven 
to be a useful method to assess the stochastic non-equilibrium 
nature of biological systems, for instance, by providing direct 
access to the active force spectrum in cells [45].
One of the first efforts to investigate deviations from the 
FDT in a biological system was performed on hair bundles 
present in the aural canal of a frog [80]. Hair bundles are 
thought to be primarily responsible for the capability of the 
ear to actively filter external inputs and emit sound [80, 81]. 
To trace the dynamics of the hair bundle, a flexible glass fiber 
was attached to the bundle’s tip to measure both the position 
autocorrelation function and the associated response to peri-
odic external stimuli. Interestingly, the magnitude of position 
fluctuations was observed to largely exceed the linear-reponse-
based levels for a purely thermal system. This violation of the 
FDT indicates the presence of an internal energy source driv-
ing the system out of equilibrium.
A suggested measure of the degree of violation of the FDT 
is a frequency-dependent ‘effective temperature’ Teff(ω) [80, 
82–86], defined as the ratio between fluctuations and dissipa-
tion: Teff(ω) ≡ ω Sx(ω)/2kBχ′′x (ω). For a system at thermal 
equilibrium Teff = T . However, this quantity can be drasti-
cally modified for an actively driven bundle: Close to its spon-
taneous oscillation frequency ω0, the imaginary part of the 
response function of the hair bundle becomes negative. This 
implies that Teff is frequency dependent and can also assume 
negative values.
Even though this example illustrates how the dimen-
sionless quantity Teff/T  provides a simple metric for 
 non-equilibrium, the concept of an effective temperature in 
this context remains a topic of debate [36, 37, 80, 87, 88]. 
Note, the existence of an effective temperature should not be 
mistaken for the existence of a physical mapping between 
an active system and an equilibrium system at a temperature 
Teff. While there certainly are examples where such a map-
ping exists, this will not be the case in general. Furthermore, 
although it is not obvious how to interpret negative or fre-
quency dependent effective temperatures, an interesting per-
spective is offered by Cugliandolo et al [82]. These authors 
demonstrated for a class of systems that the effective temper-
ature can indicate the direction of heat flow and that this 
quantity can act as a criterion for thermalization [82]. In a 
more recent study, conditions were derived for systems in 
non-equilibrium steady states to be governed by a quasi-
FDT: a relation similar to the equilibrium FDT, but with the 
temperature replaced by a constant Teff > T  [89]. These con-
ditions entail that the intrinsic  relaxation time of the system 
is much longer than the characteristic time scale of the active 
forces. However, these conditions may become more com-
plicated in systems with a viscoelastic response governed by 
a spectrum of timescales for which the thermal force spec-
trum is colored [90]. Beyond being a simple way of meas-
uring deviations from the FDT, the concept of an effective 
temperature may thus provide insight into active systems, 
but this certainly requires further investigation. Alternative 
measures for non-equilibrium have been the subject of more 
recent developments based on phase spaces cur rents and 
entropy productions rates, which are discussed in sections 3 
and 4.
2.2. Active and passive microrheology
The successful application of the FDT in an active unidi-
mensional context, as in the case of the hair bundle described 
above, paved the road for new approaches: microscopic probes 
were embedded into increasingly more complex biological 
environ ments to study the mechanics and to detect activity 
inside reconstituted cytoskeletal systems [26, 42, 43, 70] and 
living cells [42, 75, 91].
Probing violations of the FDT in such soft biological sys-
tems relies on high-precision microrheological approaches. 
Conventional single particle microrheology is divided into 
two categories: passive microrheology (PMR) [92] and active 
microrheology (AMR) [93–95]. PMR depends on the basic 
assumption that both the FDT and the generalized Stokes 
relationship apply. This assumption ensures that a measure-
ment of the position fluctuation spectrum directly yields the 
rheological properties of the medium. Indeed, the generalized 
Stokes relation connects the force-response function to the 
viscoelastic response of the medium [92],
χx(ω) =
1
6πaG(ω)
, (2)
where a is the radius of the bead. This equation is valid in 
the limit of Stokes’ assumptions, i.e. overdamped spherical 
Figure 2. The fluctuation dissipation theorem implies a relation 
between thermal forces exerted by the molecules of the fluid on 
a Brownian bead and drag forces due to the viscosity of the fluid. 
(A) Cartoon of a freely diffusing Brownian particle. (B) Mean 
square displacement of the particle obtained by performing a 
Brownian simulation (black), and comparison with the analytical 
prediction  <(x(t)  −  x(0))2  >  =2Dt (red). (C) Schematic of an 
external force f in the positive x direction applied on the particle 
via an optical tweezer. (D) The average displacement for the driven 
particle (black), obtained from Brownian dynamics simulation, 
increases linearly with time, as < x(t) − x(0) >= µft, where μ is 
the mobility. In this simple cases, the FDT reduces to the Einstein 
relation: D = µkBT .
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particle embedded in a homogeneous incompressible con-
tinuum medium with no slip boundary conditions at the par-
ticle’s surface. Here, G(ω) = G′(ω) + iG′′(ω) describes the 
complex shear modulus, where the the real part is the storage 
modulus G′ describing the elastic component of the rheologi-
cal response, and the imaginary part, G′′, is the loss modulus 
accounting for the dissipative contribution. Under equilib-
rium conditions, the imaginary part of the response function 
χ′′x  is also related to the position power spectral density via 
the FDT (equation (1)). Thus, in PMR, the response function 
and the shear modulus are measured by monitoring the mean 
square displacement (MSD) 〈∆x2〉(t) ≡ 〈(x(t) − 〈x〉)2〉 of 
the embedded beads. By contrast, in AMR the mechanical 
response is directly assessed by applying an external force on 
an embedded probe particle, usually by means of optical traps 
or magnetic tweezers. Within the linear response regime, the 
response function can be measured as χx = 〈∆x(ω)〉/f (ω), 
and the complex shear modulus can then be determined from 
the generalized Stokes relation (equation (2)).
Although one-particle PMR has proven to be a useful tool 
to determine the equilibrium properties of homogeneous sys-
tems, biological environments are typically inhomogeneous. 
Such intrinsic inhomogeneity can strongly affect the local 
mechanical properties [96, 97], posing a challenge to deter-
mine the global mechanical properties using microrheology. 
To circumvent this issue, two-point particle microrheology is 
usually employed [42, 98]. This method is conceptually simi-
lar to one-point microrheology, but it is based on a generalized 
Stokes-Einstein relation for the cross-correlation of two parti-
cles at positions r1 and r2 with a corresponding power spectral 
density Sr1,r2(R, ω) with R = |r2 − r1|. This correlation func-
tion depends only on the distance between the two particles 
and on the macroscopic shear modulus of the medium. Thus, 
Sr1,r2 is expected to be less sensitive to local inhomogeneities 
of the medium [98].
PMR has been extensively employed to assess the rheology 
of thermally driven soft materials in equilibrium, such as poly-
mer networks [44, 62, 92, 99–104], membranes and biopoly-
mer-membrane complexes [36, 105, 106], as well as foams 
and interfaces [107–109]. However, a PMR approach cannot 
be employed by itself to establish the mechanical properties of 
non-equilibrium systems, for which the FDT generally does 
not apply. If the rheological properties of the active system are 
known, the power spectrum of microscopic stochastic forces 
∆(ω)—with both thermal and active contributions—can be 
extracted directly from PMR data for a single sphere of radius 
a [42, 44, 110]
∆(ω) = 6πa Sx(ω)|G(ω)|2 . (3)
The expression for the power spectrum of force fluctuations 
was justified theoretically [42, 111], considering the medium 
as a continuous, incompressible, and viscoelastic continuum 
at large length scales. The results discussed above laid out the 
foundations for a variety of studies that employed microrheo-
logical approaches to investigate active dynamics in recon-
stituted cytoskeletal networks and live cells, which will be 
discussed next.
2.3. Activity in reconstituted gels
The cytoskeleton of a cell is a composite network of semi-
flexible polymers that include microtubules, intermediate fila-
ments, F-actin, as well as associated proteins for cross-linking 
and force generation [6, 26, 112, 113]. The actin filament 
network is constantly deformed by collections of molecular 
motors such as Myosin II. These motors are able to convert 
ATP into directed mechanical motion and play a major role in 
the active dynamics of the cytoskeleton [8, 34, 43, 114, 115].
To develop a systematic and highly controlled platform for 
studying this complex environment, simplified cytoskeletal 
modules with a limited number of components were recon-
stituted in vitro, opening up a new field of study [26, 66, 
116, 117]. Among these reconstituted systems, F-actin net-
works are perhaps the most thoroughly examined [20, 43, 68, 
117–120]. Indeed, in the presence of motor activity, these net-
works display a host of intriguing non-equilibrium behaviors, 
including pattern formation [46–48, 121], active contractiliy 
and nonlinear elasticity [49, 52, 122–125], as well as motor-
induced critical behavior [50, 53].
To study the steady state non-equilibrium dynam-
ics of motor-activated gels, Mizuno et  al constructed a 
 three-comp onent in vitro model of a cytoskeleton, includ-
ing filamentous actin, an actin crosslinker, and Myosin II 
molecular motors [43]. The mechanical properties of the net-
work were determined via AMR, while the activity-induced 
motion of an embedded particle was tracked via PMR. The 
measured imaginary component of the mechanical compli-
ance, χ′′x (ω), was compared to the response predicted via the 
FDT, i.e. ωSx(ω)/2kBT , as shown in figure 3. In the presence 
of myosin, the fluctuations in the low-frequency regime were 
Figure 3. Violation of the FDT in reconstituted actin-myosin 
networks (inset). At frequencies below 10 Hz the response function 
estimated from spontaneous fluctuations of a probe bead via the 
FDT deviates significantly from the response χ′′ measured directly 
using active microrheology (full circles). From [43]. Reprinted with 
permission from AAAS.
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observed to be considerably larger than expected from the 
the measured response function and the FDT, indicating that 
myosin motors generate non-equilibrium stress fluctuations 
that rise well above thermally generated fluctuations at low 
frequencies.
These observations raise the question why motor-driven 
active fluctuations only dominate at low frequencies. This 
can be understood from a simple physical picture in which 
myosin motor filaments bind to the actin network and steadily 
build up a contractile force during a characteristic processivity 
time τp [126]. After this processivity time, the motor filament 
detaches from the actin polymers to which they are bound, 
producing a sudden drop in the force that is exerted locally 
on the network. Such dynamics generically generate a force 
spectrum ∆(ω) ∼ ω−2  [111, 127], which can dominate over 
thermally driven fluctuations in an elastic network on time 
scales larger than the characteristic relaxation time of the net-
work, but smaller than the processivity time of the motors (see 
section 2.6 for a more detailed discussion).
In addition to the appearance of non-equilibrium fluctua-
tions, the presence of motors in the network led to a substantial 
ATP-dependent stiffening. It is well known that crosslinked 
semiflexible polymer networks stiffen under an external strain 
[67, 128–131]. Motors can effectively crosslink the network 
leading to stiffening, but they can also generate local contractile 
forces, and it is less clear how internal stress generation from 
such motor activity can induce large scale stresses and con-
trol network stiffness [54, 111, 123, 125, 132–136]. In a more 
recent experimental study, it was shown that motor generated 
stresses can induce a dramatic stiffening behavior of semiflexi-
ble networks [52]. This mechanism could be employed by cells 
and tissues to actively regulate their stiffness [132, 137–139].
An ensemble of beads dispersed in an active gel can not 
only be used to obtain fluctuation spectra, but also to infer 
the full probability distribution of the beads’ displacements 
at a time-lag τ [88, 140, 141]. This distribution is typically 
observed to be Gaussian for a thermal systems, while non-
Gaussian tails are often reported for an active system. In 
actin-myosin gels, for example, exponential tails in the par-
ticle position distributions are observed at timescales τ less 
than the processivity time of the motors. By contrast, at larger 
time lags, a Gaussian distributions is observed, in agreement 
with what was previously found for fluctuation spectra in fre-
quency space [43]. Importantly however, non-Gaussianity is 
not a distinctive trait of non-equilibrium activity, since it can 
also appear in thermal systems with anharmonic potentials. 
In some cases, active systems are also governed by Gaussian 
distributions (see section 3.2).
The hallmarks of activity discussed above for actin-myo-
sin gels are also observed in synthesized biomimetic motor-
driven filament assemblies. For example, Betrand et al created 
a DNA-based gel composed of stiff DNA tubes with flexible 
DNA linkers [142]. As an active component, they injected 
FtsK50C, a bacterial motor protein that can exert forces on 
DNA. An important difference with the actin-based networks 
described above, is that here the motors do not directly exert 
forces on the DNA tubes, which constitute the filaments in the 
gel. Instead, the motors attach to long double-stranded DNA 
segments that were designed to act as cross-linkers between 
two stiff DNA tubes. Upon introduction of the motors, the 
MSD of tracer beads that were embedded in the gel was 
strongly reduced, even though the motors act as an additional 
source of fluctuations. This observation suggests a substantial 
stiffening of the gel upon motor activation. Furthermore, the 
power spectrum of bead fluctuations exhibited  ∼ω−2 behav-
ior, similar to results for in vitro actin-myosin systems and 
even for live cells, which we discuss next.
2.4. Activity in cells
The extensive variety of biological functions performed by 
living cells places daunting demands on their mechanical 
properties. The cellular cytoskeleton needs to be capable of 
resisting external stresses like an elastic system to maintain its 
structural integrity, while still permitting remodelling like a 
fluid-like system to enable internal transport as well as migra-
tion of the cell as a whole [113, 143]. The optimal mechanical 
response clearly depends on the context. An appealing idea is 
that the cell can use active forces and remodelling to dynami-
cally adapt its (nonlinear) viscoelastic properties in response 
to internal and external cues [144–146]. In light of this, it is 
interesting to note that experiments on reconstituted networks 
suggest that activity and stresses can lead to responses varying 
from fluidization to actual stiffening [7, 52, 147]. Currently, 
however, it remains unclear how such a mechanical response 
plays a role in controlling the complex mechanical response 
of living cells [6, 143, 145, 148–151].
Important insights into the mechanical response of cells 
were provided by experiments conducted by Fabry et al via 
beads attached to focal adhesions near the cortex of human 
airway muscle cells. Their data indicate a rheological 
response where the loss and storage moduli are comparable, 
with a magnitude roughly in the range 100–1000 Pa around 
1 Hz; also the moduli depend on frequency as a power law 
|G(ω)| ∼ ωx  with a small exponent 0.1  x  0.3 [75], remi-
niscent of soft glassy rheology [84, 152–155].
The studies conducted by Lau et al [42] and Fabry et al 
[75] employed different probes at different cell sites for 
active and passive measurements, and determined a diffusive-
like spectrum 〈∆x2〉 ∼ ω−2. A more recent assessment [74] 
was able to measure the cellular response and the fluctua-
tion spectrum with the same probe and at the same cellular 
location. The rheological measurement of G was found to 
depend critically on the size of the engulfed magnetic beads 
and yielded a power law dependence on the applied torque-
frequency G(ω) ∼ ω0.5−0.6. Furthermore, the conjuncted 
PMR and AMR assessments revealed a clear violation of the 
FDT, with the MSD of the beads increasing super diffusively 
with time. Measurements of the MSD of micron-size beads 
located around the nucleus of a living fibroblast also exhib-
ited super-diffusive spectra, with a ∼ t3/2 dependence [156]. 
Upon depoly merization of the microtubule network, diffusive 
behavior was restored suggesting that the rectifying action 
of microtubule-related molecular motors might be respon-
sible for the super diffusive behavior. Furthermore, when 
the motors were inhibited without perturbing the polymer 
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network, subdiffusive behavior was observed, in accordance 
to what is expected in equilibrium for a Brownian particle dif-
fusing in a viscoelastic environment [110].
A systematic measurement of both active and passive 
cytoplasmic properties was carried out by Guo et al via sub-
micron colloidal beads injected into the cytoplasm of live 
A7 Melanoma cells. The probe beads were conveniently 
employed to perform both PMR and AMR with the use of 
optical tweezers. The active microrheology experiments indi-
cated a response with a shear modulus around 1 Pa, softer than 
measured near the cortex in [75], but with a similar power-
law dependence of the complex shear modulus on frequency 
|G(ω)| ∼ ω0.15 [45]. Passive microrheology was employed 
to measure the mean square displacement (MSD) of posi-
tion fluctuations in the cytoplasm under the same conditions 
 (figure 4(A)). At short time-scales, the MSD is almost con-
stant, as expected for a particle embedded in a simple elas-
tic medium. By contrast, at long time scales, the system can 
relax, resulting in a MSD that increases linearly with time, 
as would be expected for simple diffusion-like behavior of a 
probe particle in a viscous liquid [91, 157].
Although these observations are deceptively close to 
the features of simple Brownian motion, this is clearly not 
the correct explanation for this phenomenon, given that the 
mechanical response of the system measured by AMR is 
predominantly elastic at these time scales. Furthermore, by 
treating cells with blebbistatin, an inhibitor of Myosin II, the 
magnitude of fluctuations notably decreased in the long time 
regime. While this suggests an important role for motor gener-
ated activity in driving the fluctuations of the probe particle, 
Myosin inhibition could also affect the mechanical proper-
ties of the cytoplasm, and thereby also the passive, thermally 
driven fluctuations of the probe particle. Nonetheless, by com-
bining AMR and PMR it became clear that the system violates 
the FDT at these long time scales, implying that the system 
is not only out of equilibrium, but also that non-equilibrium 
activity can strongly alter the spectrum of force fluctuations.
The combination of AMR and PMR measurements was 
employed to infer the spectrum of force fluctuations using 
a method called force spectrum microscopy (FSM). This 
method makes use of the relation ∆(ω) = |k(ω)|2〈∆x2〉(ω), 
where the complex spring constant k ≡ 1/χx  is related to G 
by k = 6πGa (see equation (2)). The measured force spectrum 
exhibited two different power-law regimes: at high frequen-
cies ∆(ω) ∼ ω−0.85, while at low frequencies (ω  10 Hz), 
∆(ω) ∝ ω−2 , in agreement with what is expected for typical 
molecular motor power spectra, as depicted in figure 4(B).
The observed high-frequency behavior is in accord-
ance with predictions for particle fluctuations driven 
by thermal forces in a nearly elastic medium. In fact, if 
G ∼ ωβ, then 〈∆x2〉(ω) ∼ ω−(β+1) at thermal equilib-
rium [42]. This implies that ∆(ω) ∼ ω−0.85, with the 
measured β = 0.15. By contrast, an active model predicts 
〈∆x2〉(t) ∼ t1+2β if ∆(ω) ∼ ω−2 , which is consistent with 
what is observed in reconstituted motorized gels at timescales 
shorter than the processivity time τp [52, 55]. These experi-
ments and others [34, 158] have thus established the active 
nature and the characteristics of force spectra in the cytoplasm 
using embedded beads.
Various experiments employing PMR in live cells have 
been performed using alternative synthetic probes, such as 
nanotubes or embedded intracellular entities, including micro-
tubules, vesicles, and fluorescently labeled chromosomal loci. 
In a recent study, Fakhri et al developed a new technology to 
investigate the stochastic dynamics of motor proteins along 
cytoskeletal tracks [34]. This cutting-edge method consists 
of imaging the near-infrared luminescence of single-walled 
carbon nanotubes (SWNT) targeted to kinesin-1 motors in 
live cells. Although traces of moving SWNT show long and 
relatively straight unidirectional runs, the dependence of the 
Figure 4. Fluctuations of probe particles inside living cells. (A) The 
MSD, 〈∆x2(τ)〉, of tracer beads rescaled by the particle diameter d, 
for untreated, Myosin inhibited, and ATP depleted cells. For untreated 
cells the MSD shows a plateau at short time scales, after which the 
MSD increases linearly with time. When Myosin is inhibited by 
blebbistatin, the power law does not change but the magnitude of the 
MSD is reduced. By depleting ATP in the cytoplasm, the dependence 
of the MSD on time becomes consistent with thermal motion in a 
viscoelastic environment at short times. A cartoon of AMR and PMR 
performed inside the cytoplasm is shown in the inset. (B) Measured 
force spectrum in the cytoplasm of untreated (red), blebbistatin 
treated (blue) and ATP-depleted (black) A7 cells. Adapted from [45], 
Copyright (2014), with permission from Elsevier.
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tracers MSD on time exhibits several powerlaw regimes with 
an exponent that depends on the time range: At t ≈ 0.1 s the 
exponent transitions from a value around 0.25 at short times 
to a value of 1 at larger times. By decomposing the MSD in 
motion along and perpendicular to the microtubule axis, it was 
shown that the dynamics of SWNT tracers originates from 
two distinct contributions: directed motion along the microtu-
bules together with transverse non-directed fluctuations. The 
transverse fluctuations were attributed to bending fluctuations 
of the stiff microtubules, owing to motor-generated activity in 
the surrounding cytoskeleton, consistent with prior observa-
tions [158]. Indeed, the full time depend ence of the MSD of 
traced kinesin motors could be described quantitatively with a 
model that assumes cytoskeletal stress fluctuations with long 
correlation times and sudden jumps. This is in agreement with 
a physical picture in which myosin mini-filaments locally con-
tract the actin network during an attachment time set by the 
processivity time of the motors, followed by a sudden release.
Active bursts generated by Myosin-V are fundamental 
for nuclear positioning in mouse oocytes. In fact, active dif-
fusion is here thought to create pressure gradients and direc-
tional forces strong enough to induce nuclear displacements 
[31, 159, 160]. As in the earlier studies discussed above, the 
FDT is sharply violated at low frequencies, while it is recov-
ered at large ones [161].
To study the steady-state stochastic dynamics of chro-
mosomes in bacteria, novel fluorescence-labelling tech-
niques were employed on chromosomal loci in E.Coli cells. 
These experiments yielded sub-diffusive MSD behavior: 
〈∆x2〉(t) ∼ t0.4 [30, 156, 162, 163]. Although purely ther-
mal forces in a viscoelastic system, such as the cytoplasm 
or a nucleoid, can also generate sub-diffusive motion [164], 
Weber et al demonstrated a clear dependence of the MSD on 
ATP levels: When ATP was depleted from the cell, the MSD 
magnitude was reduced. Surprisingly however, the exponent, 
α = 0.4, was not affected by varying ATP levels. Under the 
assumption that a change in the ATP level does not effect the 
dynamic shear modulus of the cytoplasm, this effect could 
be interpreted as resulting from active forces with a white 
noise spectrum and from a shear modulus that scales with 
frequency as G ∼ ω0.7. While these results provide evidence 
for the existence of active diffusion by chromosomal loci, 
less invasive and more direct approaches are required to con-
firm and further study non-equilibrium behavior in the bacte-
rial cytoplasm [165] and to understand the dynamics of the 
chromosome.
2.5. ATP-dependent elastic properties and membrane 
 fluctuations in red blood cells
The elastic properties of cells play an important role in many 
biological systems. The unusually high deformability of red 
blood cells (RBCs) is a prominent example in this respect, 
lying at the heart of the cardiovascular system. RBCs have 
the astonishing capability to squeeze through micron-sized 
holes, which ensures seamless blood flow through tight capil-
laries. To explore how these astonishing properties emerge, a 
detailed understanding of passive and active behavior of the 
membrane enclosing RBCs and its connection to the underly-
ing cytoskeleton is required.
The bending dynamics of membranes are largely deter-
mined by their curvature and their response to bending forces 
thus depends on their local geometry [166–169]. In flat mem-
branes, the power spectral density of bending fluctuations 
is expected to scale as ω−5/3 for large w [35, 169, 170]. A 
spectrum close to a  −5/3-decay has indeed been reported in 
measurements of red blood cell membrane fluctuations [35]. 
Interestingly, the same experiments showed decreasing fluc-
tuation amplitudes upon ATP-depletion, possibly indicating 
the role of non-equilibrium processes. The precise origin and 
nature of these processes, however, is difficult to determine 
due to the composite, ATP-dependent structure of erythrocyte 
membranes and cytoskeleton.
In addition, a flickering motion of RBC membranes 
observed in in microscopy experiments has sparked a discus-
sion about the origin of these fluctuations. Indeed, the extent 
to which active processes determine the properties of RBCs is 
subject of intense research activity [35, 37, 171–177].
Although myosin is present in the cytoskeleton of human 
erythrocytes, mechano-chemical motors are not the only 
source of active forces in the cell. In the membrane of RBCs, 
actin forms triangular structures with another filamentous 
protein called spectrin. These structures are linked together 
by a protein known as 4.1R. Phosphorylation of 4.1R, an 
ATP-consuming process, causes the spectrin-actin complex 
to dissociate, which could lead to a softening of the cell. In 
accordance with this model, ATP-depletion was found to 
increase cell stiffness [38], and at the same time reduce mem-
brane fluctuations on the 1−  10 s time scale. This is exempli-
fied by the comparison between the green (ATP-depleted) and 
black (normal conditions) curves in figure 5(C).
In order to relate the magnitude of fluctuations to mem-
brane stiffness κ and tension σ, Betz et al [35] employed a 
classical bending free-energy [178]
F [h(r)] =
∫
d2r
[κ
2
(h)2 + σ
2
(∇h)2
]
. (4)
A mode decomposition of the transverse displacement h(q), 
evolving under thermal equilibrium dynamics of this energy 
functional leads to the correlator,
〈h(q, t)h(q ′, t′)〉 = (2π)
2 kBT
κq4 + σq2
δ(q +q ′)e−
|t−t′|
τq , (5)
which is reminiscent of the correlator derived for semiflex-
ible filaments (see section 4.3). The decorrelation time τq is 
given by τq = 4ηq/(κq4 + σq2). A Fourier transformation of 
the correlator yields the theoretical prediction for the power 
spectral density shown in figure 5. This model was also gen-
eralized to consider membrane fluctuations in the presence of 
active forces [169, 174, 177].
The observed stiffening of the membrane upon ATP-
depletion, presented a dilemma: membrane stiffening at low 
ATP could be the cause of the reduction of thermally driven 
membrane flickering, as apposed to a picture in which mem-
brane flickering is primarily due to stochastic ATP-driven 
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processes. This conundrum was resolved in a subsequent 
study, in which RBC flickering motion was shown to violate 
the equilibrium FDT, providing strong evidence for an active 
origin of the flickering [36]. To demonstrate this, Turlier et al 
[36] attached four beads to live erythrocytes, three of them 
serving as a handle, while the remaining bead can either be 
driven by a force exerted by optical tweezers or the unforced 
bead motion can be observed to monitor spontaneous fluctua-
tions. The complex response χx(ω) is then obtained from the 
ratio of Fourier transformations of the position x(ω) and force 
F(ω). The equilibrium FDT in equation (1) relates these two 
quantities. The measured imaginary response χ′′x (ω) is plot-
ted together with the response calculated from equation  (1) 
in  figure 5(B). While the two curves exhibit stark differences 
at low frequencies, they become comparable for frequencies 
above 10 Hz. Thus, whatever the precise nature of active pro-
cesses in erythocyte membranes is, the intrinsic timescales of 
these processes appear to be on the order of 1–10 Hz.
To explore the contributions to the mechanical properties 
of the membrane that arise specifically due to phosphoryla-
tion of 4.1R (and other molecules) in erythrocytes, the authors 
devised a semi-analytical non-equilibrium model for the elas-
tic response of the membrane. Phosphorylation events are 
here modelled as on-off telegraph processes, which are added 
to an equilibrium description of membrane bending, such as 
in equation (4). The authors then decompose the membrane 
shape into spherical harmonic modes and calculate the single-
mode power spectral density, which reads
Slmx (ω) =
2kBT
ω
χlmx (ω)
′′ +
2〈na〉 (1 − 〈na〉) τa
1 + ωτa
∣∣Nlm(ω)
∣∣2 ,
 (6)
with τa = (ka + ki)−1 being the timescale, na = ka/(ka + ki) 
being the phosphorylation activity, and Nlm(ω) capturing the 
effects of tangential active noise on the membrane shape. The 
rate coefficients ka and ki characterize the simplified activate-
inactivate (a-i) telegraph model, that the authors employ. The 
expression in equation (6) bears interesting similarities with 
the power spectrum of filament fluctuations (see section 4.3, 
equations  (50) and (51)). The mode response here in equa-
tion  (6) is also composed of independent thermal and non-
equilibrium contributions. Interestingly, the model shows that 
the curvature of the membrane is crucial for it to sustain active 
flickering motions. Only a curved surface allows fluctuations 
of tangential stress to result in transversal motion. Modes that 
correspond to wavelengths too short to couple to tangential 
stresses also do not seem to be affected by non-equilibrium 
processes. The flickering therefore appears to be caused by 
a coupling of tangential stresses to transversal motion only 
within a certain window of spherical modes 2  l  l∗.
ATP-dependent fluctuations seem to contribute directly 
to the extraordinary mechanic properties of erythrocytes and 
may even help maintain their characteristic biconcave shape 
[175]. Recently, bending fluctuations of membranes have 
been implicated in general cell-to-cell adhesion [179]. The 
satisfactory agreement of theoretical and experimental fluc-
tuation spectra in the examples discussed above highlights the 
merit of non-equilibrium statistical approaches to model and 
indeed explain properties of living biological matter.
In summary, the violation of the FDT is an elegant tool for 
the detection of activity in biological systems, as illustrated by 
the many examples discussed in the section above. That being 
said, for such a method to be applicable, the simultaneous 
Figure 5. (A) Cartoon of a red blood cell whose membrane 
conformations and response are tracked via four attached microscopic 
beads. (B) The response and flickering spectrum of a red blood cell 
differ below 10 Hz, indicating a clear violation of the FDT. Adapted 
by permission from Macmillan Publishers Ltd: Nature Physics [36], 
Copyright (2016). (C) Power spectrum of RBC membrane fluctuations 
under normal conditions (black), after ATP-depletion (green) and 
after addition of a PKC (red). PKC stands for protein kinase C, 
which catalyzes the phosphorylation of 4.1R, leading to increased 
dissociation of actin-spectrin structures. Adapted from [35] with 
permission. Copyright © 2009 National Academy of Sciences.
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measurement of fluctuations and response is required. Even 
though this method gives information on the rheological 
properties of the system, its applicability can be challeng-
ing in contexts where the system is particularly delicate or 
poorly accessible such as chromosomes, the cytoskeleton, 
intracellular organelles, and membranes. Thus, in many cases 
a less invasive approach might be desired. These alternative 
approaches are further discussed in section 4.
2.6. Simple model for ω−2 active force spectra in biological 
systems
As illustrated by the examples discussed above, the mean 
square displacement of a probe particle in the cytoskeleton 
or in a reconstituted motor-activated gel has been widely 
observed to be surprisingly similar to a diffusive spec-
trum in a viscous medium: 〈∆x2〉 ∼ t. In a purely viscous 
environ ment, with only Brownian thermal forces, the force 
spectrum is well-described by white noise, which has a flat 
power spectrum over the whole frequency range by defini-
tion. The magnitude of the complex shear modulus for such 
a purely viscous fluid is |G|2 ∼ ω2. Such a simple rheological 
response, taken together with a white noise force spectrum, 
yields a displacement spectrum 〈∆x2〉 ∼ ∆/|G|2 ∼ ω−2 at 
all frequencies. This mechanism, however, does not explain 
the effective diffusive behavior measured in cells below 10 
Hz [7, 32, 34, 45, 88, 180]. Below, we illustrate with a sim-
ple model [111, 127, 180–182] that any active force with 
a sufficiently rapid decorrelation time can induce effective 
diffusive behavior of a bead in an elastic medium. The rel-
evant range of time-scales is bound by the characteristic 
relaxation time of the network and by the processivity time 
of the motors.
Consider a particle moving in a simple viscoelastic solid 
with both active forces, fA, and thermal forces, fT. The sto-
chastic motion of such a particle can be described by an over-
damped Langevin equation [37, 42, 44, 65, 182–185]:
γẋ(t) = −kx(t) + fT(t) + fA(t) , (7)
where k is the elastic stiffness and γ the friction coefficient of 
the gel, which is modelled as a Kelvin–Voigt medium [186]. 
For such a system, the thermal noise is described by:
〈 fT(t)〉 = 0 ,
〈 fT(t′) fT(t)〉 = 2γkBTδ(t′ − t).
By contrast, the independent active contribution, fA, is model-
led as a zero-average random telegraph process of amplitude 
f0 [182, 187], whose autocorrelation function is
〈 fA(t) fA(s)〉 =
f 20
4
e−|t−s|/τ .
The inverse time constant τ−1 = τ−1on + τ
−1
off  k/γ  is the 
sum of the switching rates of the motors between on and off 
states.
Suppose we perform a PMR experiment in which we only 
have access to the power spectral density of the position, we 
would measure
Sx(ω) =
〈 f 2T 〉 + 〈 f 2A 〉
k2 + γ2ω2
=
2γkBT +
f 20
2
τ
(ωτ)2+1
k2 + γ2ω2
. (8)
If we consider frequencies τ−1  ω  k/γ  and assume 
that, in this frequency range, the magnitude of thermal fluc-
tuations 2γkBT  is negligible in comparison to the active 
force amplitude, the spectrum reduces to Sx ≈ f 20 τ−1/2(kω)2. 
In other words, to observe the characteristic ω−2 spectrum, 
the frequency needs to be higher than the operational fre-
quency of the motors 1/τ , but smaller than the characteris-
tic frequency of the medium k/γ . Note that the functional 
depend ence on frequency in this limit is identical to the case 
of purely Brownian motion in a simple liquid. For frequen-
cies ω  1/τ , Sx ∼ const., consistent with experiments (see 
figure 6(A) of [45]). Thus, this simple model illustrates how 
active forces with a characteristic correlation time can account 
for the characteristic features of active particle motion in vis-
coelastic solids.
3. Entropy production and stochastic 
thermodynamics
3.1. Entropy production as a stochastic non-equilibrium 
measure
Put colloquially, entropy is about disorder and irreversibility: 
transitions that increase the entropy of the universe are asso-
ciated with an exchange of heat and should not be expected 
to spontaneously occur in reverse. Historically, this picture 
was shaped by experiments on the macroscopic scale, where 
temper ature and pressure are well-defined variables. However, 
on length scales ranging from nanometers to microns, where 
most cellular processes occur, fluctuations matter. Entropy, 
once thought to increase incessantly, here becomes a stochas-
tic variable with fluctuations around its norm. These ideas 
sparked many new developments in stochastic thermodynam-
ics [14–16].
In this section, we briefly introduce and motivate several 
recent theoretical and experimental advances of this stochastic 
approach, which has extended thermodynamics to the realm 
of small systems. In particular, we will discuss a class of 
results known as ‘fluctuation theorems’ (FTs), together with 
a selection of general developments that highlight the appli-
cations of these results to living systems. In section 3.2 we 
discuss aspects of entropy production that are specific to lin-
ear multidimensional system, and in section 3.3, we review 
a recent study that demonstrates how these concepts can be 
used to understand noisy control systems in cells. Finally, in 
section  3.4, we discuss a recently introduced fundamental 
lower bound for fluctuations around the currents of probabil-
ity, which are associated with out-of-equilibrium systems.
A key idea of stochastic thermodynamics is to extend the 
classical notion of ensembles and define ensemble averages 
of variables, such as heat, work, and entropy over specific 
stochastic time trajectories of the system [188]. These tra-
jectories can be seen as realizations of a common generating 
process, associated with a particular thermodynamic state. 
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The distribution P(δ) of fluctuations δ is often of interest. 
Fluctuation theorems are usually applicable far from equilib-
rium and constrain the shape of this distribution. Most FTs 
derived so far adhere to the following form
P(δ)
P(−δ) = e
δ , (9)
which is always fulfilled for Gaussian probability distribu-
tions P(δ) ∝ e−1/2(δ−θ)2/σ2 with a mean θ that equals the 
variance θ = σ2/2. Other distributions may of course also 
fulfill this theorem. The fluctuation theorem governing the 
amount of entropy produced after a time ∆t , S(∆t) = ±ω, 
P(ω)/P(−ω) = eω has received particular attention. This result 
underlines the statistical nature of the second law of thermo-
dynamics: a spontaneous decrease in the entropy of an iso-
lated system is not prohibited, but becomes exponentially 
unlikely. However, since the entropy is an extensive quantity, 
negative fluctuations only become relevant when dealing with 
small systems, such as molecular machines.
The first fluctuation theorems were derived in a determin-
istic context [189], then extended to finite time transitions 
between two equilibrium states [190], and finally to micro-
scopically reversible stochastic systems [191]. Later, meso-
scopic stochastic approaches based on a Langevin descriptions 
were proposed. These descriptions turn out to be especially 
suitable in an experimental biological context were typically 
only mesoscopic degrees of freedom are tracked [192–195].
Further physical intuition for entropy production can be 
obtained in the description provided by Seifert [195]. Here, 
the 1D overdamped motion of a colloidal particle is treated 
as a model system. The particle moves in a medium at fixed 
temperature T and is subject to an external force F(x, λ) at 
position x, which evolves according to a protocol λ. The 
entropy production associated with individual trajecto-
ries, ∆stot = ∆sm + ∆s, is given by the sum of two distinct 
contributions: the change of entropy of the medium ∆sm  
and the change of entropy of the system ∆s. The former is 
related to the amount of heat dissipated into the medium, 
q̇ = F(x, λ)ẋ, as ∆sm =
∫
dt′ q̇/T . The entropy change of the 
system is obtained from a trajectory-dependent entropy:
s(t) = −kB ln(P(x(t), t)). (10)
where P(x(t), t) is the probability of finding the particle at 
x(t) at time t. Taking the average of s(t) naturally leads to 
the Gibbs entropy, S = −kB〈ln(P(x(t), t))〉. Within this frame-
work, the integral fluctuation theorem (IFT) for ∆stot can be 
derived [195], which reads
〈
e−
∆stot
kB
〉
= 1. (11)
The IFT expresses a universal property of entropy production, 
which is valid if the process can be captured by a Langevin or 
master equation description. Note, that in this context this the-
orem also implies the second law, since it implies 〈∆stot〉  0. 
In steady-state, a similar approach leads to the steady-state 
fluctuation theorem (SSFT)
P(−∆stot)/P(∆stot) = e−
∆stot
kB , (12)
which is a stronger relation from which equation (11) follows 
directly. In early studies [192, 196] this theorem was obtained 
only in the long time limit, but it has been now extended to 
shorter timescales [195]. To experimentally validate the fluc-
tuation theorems discussed, Speck et al studied a silica bead 
maintained in a NESS by an optical tweezer. In this study, a 
single silica bead is driven along a circular path by an opti-
cal tweezer [197]. The forces felt by the bead fluctuate fast 
enough to result in an effective force f, which is constant 
along the entire circular path. The entropy production calcu-
lated directly from trajectories indeed adhered to the SSFT 
described above.
The development of fluctuation theorems has given a fresh 
boost to the field of stochastic thermodynamics and has led to 
a number of interesting studies. For example, several condi-
tions for thermodynamic optimal paths have been established 
[198–200]. These optimal paths represent a protocol for an 
external control parameter that minimizes the mean work 
required to drive the system between two equilibrium states in 
a given amount of time. These results could provide insight into 
thermodynamic control of small biological systems. Recently, a 
fundamental trade-off between the amount of entropy produced 
and the degree of uncertainty in probability currents has been 
derived, which was considered in the context of sensory adapta-
tion in bacteria. This trade-off is discussed in section 3.4.
Another important connection between energy dissi-
pation and the spontaneous fluctuations of a system in a 
 non-equilibrium steady-state was found by Harada and Sasa 
[201]. When a system is driven out of equilibrium, the fluctua-
tion dissipation theorem (FDT) is violated (see section 2). A 
natural question to ask is what the violation of the FDT teaches 
us about the non-equilibrium state of a system. Starting from 
a Langevin description for a system of colloidal particles in a 
non-equilibrium steady state, a relation was derived between 
the energy dissipation rate and the extent of violation of the 
equilibrium FDT [201],
〈Ẇ〉 =
N−1∑
i=0
γi
{
v2i +
∫ +∞
−∞
[
S̃v,ii(ω) − 2Tχ̃′v,ii(ω)
] dω
2π
}
 
(13)
where 〈Ẇ〉 is the average rate of energy dissipation and γi  
denotes the friction coefficient for the ith-coordinate; S̃v,ii(ω) 
and χ̃v,ii(ω) are the Fourier transform of the velocity correla-
tion function and response function respectively. A remark-
able feature of this relation is that it involves experimentally 
measurable quantities such as the correlation function and 
the response function, thereby allowing a direct estimate of 
the rate of energy dissipation. The violation of FDT has been 
measured, for instance, for molecular motors such as F1 ATP-
ase or Kinesin. Using the Harada–Sasa relation, it has been 
possible to infer information on the dissipated energy and effi-
ciencies of such biological engines [202, 203].
Intuitively, any experimental estimate of the entropy 
production rate will be affected by the temporal and spa-
tial resolution of the observation. In [204] a coarse-grained 
description of a system in terms of mesostates was con-
sidered. With this approach, it was shown how the entropy 
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production obtained from the mesoscopic dynamics, gives 
a lower bound on the total rate of entropy production. 
Interestingly, in systems characterized by a large separa-
tion of timescales [205] where only the slow variables are 
monitored, the hidden entropy production arising from the 
coupling between slow and fast degrees of freedom, can be 
recovered using equation (13). Another interesting notion in 
this context is the partial entropy production, which refers 
to the fraction of entropy production that can be recovered 
from a partial observation of the system, i.e. when only a 
subset of degrees of freedom is accessible. This concept is 
illustrated and discussed in [206, 207], and a partitioning of 
the entropy production related to the observed and hidden 
variables with relative FTs is derived in [208].
The entropy production rate appears to be a good way 
of quantifying the breakdown of time reversal symmetry 
and energy dissipation. However, it is still unclear how this 
quanti ty is affected by the timescales that characterize the sys-
tem. To address this, a system of active Ornstein–Uhlenbeck 
particles was considered [87]. This system can be driven out 
of equilibrium by requiring the self-propulsion velocity of 
each particle to be a persistent Gaussian stochastic variable 
with decorrelation time τ, thereby providing a simple, yet rich 
theoretical framework to study non-equilibrium processes. 
Interestingly, to linear order in τ, an effective equilibrium 
regime can be recovered: This regime is characterized by an 
effective Boltzmann distribution and a generalized FDT, even 
though the system is still being driven out of equilibrium. 
Indeed, the leading order contribution of the entropy produc-
tion rate only sets in at ∼ τ 2.
In complex systems, we may sometimes face limited infor-
mation about local or global thermodynamic forces. In such 
situations, the direction in which processes evolve, that is, the 
direction of time itself may in principle become unclear. Due 
to micro-reversibility, individual backward and forward tra-
jectories are indistinguishable in equilibrium. Thus, it is natu-
ral to ask‘ how much information is needed to tell if a given 
trajectory runs forward or backward in time? 
This question was studied by Roldan et  al [209] using 
decision-theory, a natural bridge between thermodynamic and 
information-theoretic perspectives. Entropy production is here 
defined as ∆stot(t) = kB ln(P(Xt)/P(X̃t)) with Xt and X̃t  denot-
ing a forward trajectory and its time-reversed counterpart . The 
unitless entropy production, ∆s(t)/kB assumes the role of a 
log-likelihood ratio L(t) of the probability associated with the 
forward-hypothesis P(Xt|H→) and the  backward-hypothesis 
P(Xt|H←), that is, L(t) = ln P(Xt|H→)/P(Xt|H←). In a 
sequential-probability ratio test, L(t) is required to exceed 
a pre-defined threshold L1 or subceed a lower threshold L0, 
to decide which of the respective hypotheses H1, H0 is to be 
rejected. The log-likelihood ratio L(t) evolves over time as 
more and more information is gathered from the trajectory 
under scrutiny.
Interestingly, for decision-thresholds placed symmetrically 
around the origin L0 = −L, L1 = L, the observation time τdec 
required for L(t) to pass either threshold turns out to be dis-
tributed independently of the sign of L, i.e.
P(τdec| ←) = P(τdec| →). (14)
From a thermodynamics perspective, this insight, implies 
that the average time it takes for a given process to produce 
a certain amount of entropy, must equal the average time it 
takes the same process to consume this amount of entropy. A 
process that consumes entropy takes up heat from the environ-
ment. This can only occur rarely, of course, so that the the 
second law is not violated.
In a related recent study, Neri et al [210] discuss the prop-
erties of ‘stopping times’ of entropy production processes 
using a rigorous mathematical approach. The stopping time 
here is defined as the time a process on average takes to pro-
duce or consume a certain amount of entropy relative to time 
t0. This stopping time equivalence is sketched in figure 6(B). 
Importantly, stopping times are first passage times condi-
tioned on the process actually reaching the threshold. The dis-
tribution of stopping times, therefore does not say anything 
about how probable it is for an observer to witness the process 
of reaching the threshold at all. Only if a trajectory reaches the 
Figure 6. Entropy as a stochastic variable: illustration of the mean 
infimum inequality and the equivalence of entropy production 
stopping times. (A) The average of the minimum of an ensemble of 
entropy-trajectories (purple, red and blue) 〈∆sinf(t)〉 (cyan) is bound 
from below by kB (thick yellow). (B) For entropy-bounds ±stot  
that are symmetrically placed around 0 (thick red and blue), the 
stopping times T+ and T− share the same probability distribution 
(the figure shows unnormalized histograms). The stopping time T+ 
(T−) here is defined as the first-passage time of the entropy past the 
upper (lower) bound. Reproduced from [210]. CC BY 3.0.
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threshold, the conditional first passage time can be measured. 
Figure 6(A) depicts another property of the entropy ∆s(t): the 
average entropy is bounded from below by kB.
These ideas were further illustrated by a few examples. 
The time a discrete molecular stepper, similar to the one 
illustrated in figure  9, would spend making N steps for-
ward in a row, on average, is the same as it would spend 
making N steps backwards. This results from the way the 
entropy production for this system scales with the position, 
∆stot(t) = −N(t)Fl/(kBT), where F is the driving force and 
l denotes the step length. Related first-passage-time equiva-
lences have been discussed in the context of transport [211], 
enzymes [212], molecular motors [213], and drift-diffusion 
processes [214]. Entropy stopping times, however, provide 
a unifying and fruitful perspective on first passage times of 
thermodynamic processes. Finally, we note that the properties 
of stochastic entropy production discussed above can also be 
derived from an Itô equation of the entropy that was recently 
derived [215].
Living systems form one of the most intriguing candidates 
to apply key concepts of stochastic thermodynamic. Several 
fluctuation relations have been experimentally verified for 
various biological processes[15, 216–222] and a stochastic 
thermodynamic description for chemical reaction networks 
have been developed [223] and applied, for instance, in cata-
lytic enzymatic cycles [216]. A multitude of thermodynamic 
equalities and lower bound inequalities involving the entropy 
production have been used to investigate the efficiency of bio-
logical systems. This provides insight into the energy dissipa-
tion required for a system to perform its biological function at 
some degree of accuracy. Important contributions in this direc-
tion can be found, for instance, in [224] where the efficiency 
of molecular motors in transforming ATP-derived chemical 
energy into mechanical work is discussed. Following this 
line, we could ask how precise cells can sense their environ-
ment and use this information for their internal regulation. 
This was addressed in several works [1, 2, 225], highlighting 
a close connection between the amount of entropy produced 
by the cellular reaction network responsible for performing 
the ‘measurement’, and the accuracy of the final measured 
information (see section  3.3). In [226, 227] these concepts 
were further expanded and applied to more complex macro-
scopic systems, such as the self-replication of bacteria, whose 
description is not captured by a simple system of chemical 
reaction networks. Despite the system’s complexity, insightful 
results were obtained by deriving the more general inequality:
∆Sm + ∆S  − ln
π(II → I)
π(I → II) . (15)
Here, the system’s irreversibility, i.e the ratio of the prob-
ability of transition between two macrostates π(II → I) and 
the transition probability of the reversed process, represents 
a lower bound for the total entropy production: ∆Sm + ∆S, 
where ∆S is the internal entropy difference between the two 
macrostates and ∆Sm is the change of entropy of the bath. One 
can now identify the two macrostates I and II with an environ-
ment containing one and two bacterial cells respectively. 
Using probabilistic arguments it is then possible to express 
the probability ratio in equation (15) as a function of measur-
able parameters, which characterize the system’s dynamics. 
With this approach, one can make a quantitative comparison 
between the actual heat produced by E.coli bacteria during a 
self-replication event and the physical lower bound imposed 
by thermodynamics constraints. These results may also have 
implications for the adaptation of internally driven systems, 
which are discussed in [227, 228].
3.2. Coordinate invariance in multivariate stochastic systems
Energy dissipation, variability, unpredictability are traits 
not exclusively found in biological systems. In fact, it was a 
meterologist, Edward Lorenz, who coined the term ‘butter-
fly effect’ to describe an unusually high sensitivity on initial 
conditions in what are now known as ‘chaotic systems’ [229]. 
In a fresh attempt to explain their large variability, stochastic 
models have been applied to periodically recurring meteo-
rological systems. El-Niño, for example, is characterized by 
a slow oscillation of the sea surface temperature, which can 
cause violent weather patterns when the temperature is close 
to its maximum. Such a change in temperature can lead to 
new steady-states, in which the system is permanently driven 
out-of equilibrium under constant dissipation of energy and 
exhibits a rich diversity of weather ‘states’. Out of equilib-
rium, transitions between states are still random, but certain 
transitions clearly unfold in a preferred temporal sequence.
Interestingly, in an effort to model meteorological systems 
stochastically, Weiss uncovered a direct link between energy 
dissipation and variability, which is intimately related to bro-
ken detailed balance [230]. More specifically, he found that 
out-of equilibrium systems can react more violently to per-
turbations than their more well-behaved equilibrium counter-
parts. This finding may be relevant in a much broader context, 
including biology, and we will therefore briefly summarize 
the main points here. Specifically, we will briefly explore 
this phenomenon of noise amplification from a perspective of 
coordinate-invariant properties [230].
In an open thermodynamic system in equilibrium, all state 
variables x , are subject to the dialectic interplay of random 
forcing (noise) ξ , relaxation, and dissipation. Consider an 
overdamped two-bead toy system at equilibrium, for example 
(see figure 12(A) and section 4.2.3), where the two beads are 
coupled by springs and are placed in contact with independ-
ent heat baths. Energy stored in the springs is permanently 
released and refuelled by the thermal bath, and flows back and 
forth between the two colloids in a balanced way. A sustained 
difference in temperature between the beads, T1 = T2, how-
ever, will permanently rectify the flow of energy and break 
this balance. Crucially, this temperature difference is a matter 
of perspective. If we set, for example, T1  =  0, then bead 1 
will not receive any noise any more and energy will flow to 
it from bead number 2. Interestingly, if we look at the nor-
mal coordinates of the beads u1(t) = (x1(t) − x2(t))/2 and 
u2(t) = (x1(t) + x2(t))/2, we find that their respective ther-
mal noise has exactly the same temperature T2/2. However, 
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if we could measure the fluctuations of noise in these coor-
dinates, we would find that both noise terms correlate. Thus, 
in this case, mode 1 and 2 are driven not only by the same 
temperature, but by the very same white noise process.
Correlations amongst noise processes ξ1(t) and ξ2(t) excit-
ing different variables x1(t) and x2(t) can, in principle, break 
detailed balance, even if the overall variance of the noise is 
equal in all directions, i.e. 〈ξ21〉 = 〈ξ22〉. In other words, cor-
relations in random forces in one coordinate system, result 
in differences in temperature in other coordinates and vice-
versa. The simple temperature criterion T1 = T2 is thus insuf-
ficient to rule out broken detailed balance (see section 4.1); a 
comprehensive coordinate-invariant criterion is required.
Consider variables x(t) of a generic system, evolving sto-
chastically according to a Langevin equation (16),
dx
dt
(t) = Ax(t) + Fξ(t) (16)
while the dynamics of the associated probability density ρ(x, t) 
is given by the corresponding Fokker-Planck equation (17).
∂ρ
∂t
(x, t) = −∇ · (Axρ (x, t) − D∇ρ (x, t)) . (17)
In the equations above, F denotes the forcing matrix, in which 
any noise variance is absorbed, such that ξ  here has unit vari-
ance 〈ξ(t)ξT(t′)〉 = 1δ(t − t′). The forcing matrix is directly 
related to the diffusion matrix D = 12 F
TF, and the term Ax  
describes deterministic forces, and the matrix A therefore 
contains all relaxational timescales. Any linear system with 
additive, state-independent white noise ξ  can be mapped onto 
these generic equations.
In an equilibrium system with independent noise 
 processes, D is diagonal and fulfills the standard fluctua-
tion-dissipation theorem D = kBTM, where M denotes the 
mobility matrix. In steady-state, the correlation matrix 
C = 〈x ·xT〉 both in and out of equilibrium, obeys the 
Lyanpunov equation  AC + CAT = −2D, which can be 
thought of as a multidimensional FDT. The density ρ can 
therefore always be written as a multivariate Gaussian distri-
bution ρ(x, t) = 1/
√
|C|e− 12xT C−1x .
Apart from systems with temperature gradients, detailed 
balance is also broken in systems with non-conservative forces 
Ax , which have a non-zero rotation ∂i (Ax)j = ∂j (Ax)i. Within 
our matrix framework, this condition simplifies to Ai,j = Aj,i  
and thus requires A to be symmetric in equilibrium. In sec-
tion 4.2.3 we give a detailed example for a 2D linear system 
of this framework and the bootstrapping technique discussed 
in section 4.2.2. In our example, A would represent a prod-
uct between a mobility matrix and a stiffness matrix, both of 
which are symmetric resulting in a symmetric A.
Note, this framework only applies to systems with dissi-
pative coupling; reactive currents require a separate analy-
sis. The two ways of breaking detailed balance in our case 
(temper ature gradients and non-conservative forces) are 
reflected by a coordinate-independent commutation criterion 
for equilibrium [230]:
AD − DAT = 0. (18)
It was also argued that a system with broken detailed bal-
ance will sustain a larger variance than a similar system with 
the same level of noise, which is in equilibrium. This effect, 
referred to by Weiss as noise amplification, had previously 
been attributed to non-normality of the matrix A, which is 
only true for diagonal D. This type of noise amplification is 
now understood to be caused by broken detailed balance.
Although this amplification can be captured by different 
metrics, we here focus on the gain matrix G = 1 + ACD−1. 
The gain matrix is a measure of the variance of the system 
normalized by the amplitude of the noise input. To obtain a 
scalar measure, one can take, for example, the determinant of 
G which yields the gain g. It can be shown, that g  g0 when 
detailed balance is broken, where g0 is the gain of the same 
system in equilibrium. Finally, it is interesting to note, that the 
noise amplification matrix G is related to the average produc-
tion of entropy in our generic model system. Let Π denote the 
production of entropy, then
Π = kB tr (AG) , (19)
providing a direct link between dissipation and increased vari-
ability in multivariate systems out of equilibrium.
3.3. Energy-speed-accuracy trade-off in sensory adaption
Energy dissipation is essential to various control circuits found 
in living organisms [231]. Faced with the noise inherent to 
small systems, cells are believed to have evolved strategies to 
increase the accuracy, efficiency, and robustness of their chem-
ical reaction networks [232–234]. Implementing these strate-
gies, however, comes at an energetic price, as is exemplified 
by Lan et al in the case of the energy-speed-accuracy (ESA) 
trade-off in sensory adaption [1, 235, 236]. This particular cir-
cuit is, of course, not the only active control in cell biology. 
The canonical example of molecular ‘quality control’ is the 
kinetic proofreading process, in which chemical energy is used 
to ensure low error rates in gene transcription and translation 
[3]. Furthermore, fast and accurate learning and inference pro-
cesses, which form the basis of sensing and adaptation, require 
some energy due to the inherent cost of information processing 
[2, 237–239]. A similar trade-off occurs in biochemical oscil-
lations, which serve, for instance, as internal biological clocks. 
Here, the number of coherent cycles is linearly related to the 
energetic price that the system pays [240].
Sensory learning and adaptation at the cellular level 
involves chemical feedback circuits that are directly or indi-
rectly driven by ATP hydrolysis, which provides energy input 
to break detailed balance. Examples of adaptation circuits are 
shown schematically in figures 7(B) and (C). These examples 
include the chemotactic adaption mechanism in E. coli (panel 
(B)), a well-established model system for environmental sens-
ing. Common to all circuits is a three-node feedback struc-
ture, as depicted in figure  7(A). Conceptually, this negative 
feedback circuit aims to sustain a given level of activity a0, 
independent of the steady amplitude of an external stimulus s, 
which here is assumed to be inhibitory. This adaptive behav-
ior allows the circuit to respond sensitively to changes to the 
external stimulus over a large dynamic range in s.
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The authors condense the dynamics of such a chemical 
network into a simple model (figure 7(A)) with abstract con-
trol m(t) and activity a(t) variables described by two coupled 
Langevin equations,
ȧ = Fa(a, m, s) + ξa(t) (20)
ṁ = Fm(a, m, s) + ξm(t) (21)
with Fa, Fm denoting the coarse-grained biochemical 
response and ξa, ξm being white-noise processes with differ-
ent variances 2∆a and 2∆m, respectively. Importantly, these 
biochemical responses do not fulfil the condition for conser-
vative forces discussed in the previous section (above equa-
tion (18)). To function as an adaptive system with negative 
feedback, ∂mFa and ∂aFm must have different signs, which 
implies a breaking of detailed balance. Indeed, adaptation 
manifests in a sustained probability current j = ( ja, jm) in 
the phase space spanned by a × m; the energetic cost to 
maintain this non-equilibrium steady-state is given by the 
amount of heat exchanged with the environment per unit 
time, which must equal the entropy production rate Π mul-
tiplied by the temperature T of the heatbath to which the 
system is coupled.
In general, a non-equilibrium system at steady-state that 
adheres to a Fokker-Planck equation  produces entropy at a 
rate [14, 241],
Π = kB
∫
dx
1
ρ(x, t)
jT(x, t)D−1j(x, t) (22)
where ρ(x, t) is the probability density in phase space and D−1 
is the inverse diffusion matrix. We note, that for linear systems 
equation (22) simplifies to equation (19).
Applying equation  (22) to the model above for 
sensory adaption, yields the heat exchange rate 
Ẇ =
∫ ∫
dmda
[
j2a/(∆aρ) + j
2
m/(∆mρ)
]
. An assumed 
separation of timescales that govern the fast activity a and 
the slower control m, allows the authors to derive an Energy-
Speed-Accuracy (ESA) relation, which reads
Ẇ ≈ (c0σ2a)ωm log
(ε0
ε
)
, (23)
where, σ2a  represents the variance of the activity, and ε denotes 
the adaptation error defined as ε ≡ |1 − 〈a〉/a0|, while c0 and 
ε0 are constants that depend on details of the model. Here, ωm 
parametrizes the rate of the control variable m. Therefore, an 
increase in ωm or a reduction in ε requires an increased dissi-
pation Ẇ ; put simply, swift and accurate adaptation can only 
be achieved at high energetic cost.
The authors argue that a dilution of chemical energy in liv-
ing bacteria will mainly affect the adaptation rate, but leave 
the adaptation error unchanged. Starvation should therefore 
lead to lower adaptation rates to uphold the ESA relation. 
This prediction was tested in starving E. coli colonies under 
repeated addition and removal of MeAsp (see figure  8), an 
attractant which stimulates the chemotactic system shown in 
figure 7(B). The cells in this study were engineered to express 
fluorescent markers attached to two proteins involved in adap-
tation. Physical proximity between any of these two molecules 
is an indicator of ongoing chemosensing, and was measured 
using Foerster-resonance-energy transfer (FRET). Since the 
donor-acceptor distance correlates with the acceptor intensity, 
but anticorrelates with the donor intensity, the ratio of YFP 
(acceptor) and CFP (donor) intensities lends itself as a read-
out signal to monitor adaptation. Indeed, after each addition/
A
B C
Figure 7. Models of adaptive feedback systems. (A) Simplified topology of a feedback circuit. The input s here is chosen to have an 
inhibitory effect. On the right the response of the output a is shown following a step in the input s. (B) Chemotactic circuit in E. coli. 
Ligand binding to a methyl-accepting-protein (MCP) causes further addition (mediated by CheR) or deletion (mediated by CheB) of 
methylgroups to MCP. This methylation counteracts the effects of ligand binding. (C) Osmotic sensing circuit in yeast. A reduction 
of osmolarity results in dephosphorylation of Sln1p→ Sln1, which activates the HOG1 (High osmolarity glycerol) mechanism. This 
mechanism acts to restore the tugor pressure inside the cell and eventually phosphorylates Sln1→Sln1p. Adapted by permission from 
Macmillan Publishers Ltd: Nature Physics [1], Copyright (2012).
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removal cycle of MeAsp, the signal recovers, albeit at a gradu-
ally decreasing pace, as is shown in the inset in figure 8(A). 
The decrease in the speed of adaptation is attributed to the 
progressing depletion of nutrition in the colony. In panels b 
and c, the adaptation half-time and relative accuracy are plot-
ted. The graph in panel c clearly demonstrates the constancy 
of the accuracy of chemotatic system as nutrients are depleted 
over time, which is argued to be close to optimality.
3.4. Current fluctuations in non-equilibrium systems
Directed and chemically-specific transport of proteins, RNA, 
ions, and other molecules across the various membranes that 
foliate the cell is often achieved by active processes. A library 
of active membrane channel proteins has been described, 
which ‘pump’ ions into and out of cells to control osmolar-
ity, the electrical potential or the pH [242]. Furthermore, in 
eukaryotic cells, a concentration gradient of signalling mol-
ecules across the nuclear envelope causes messenger RNA 
(mRNA) molecules, expressed within the nucleus, to diffuse 
outwards through channels known as nuclear pore complexes 
(NPC) [112]. Outside of the nucleus, the mRNA is translated 
into proteins by the ribosomes, which are too large to traverse 
the NPCs. All these directed transport processes are essential 
to the cell. Thus, this raises the question of reliability of such 
processes [243, 244]. For example, how steady should we 
expect the supply of mRNA to the ribosomes to be [245]? 
Or, more generally, how predictable is the output rate of any 
given non-equilibrium process? Even active processes still 
endure fluctuations: molecular motors, at times, make a step 
backwards, or stall. Polymerizing filaments will undergo brief 
periods of sluggish growth or even shrinkage. Similarly, active 
membrane channels will sometimes transport more, and in 
other times fewer molecules. To illustrate this, an abstract 
example of such current fluctuations is depicted in figure 10, 
which will be further discussed below.
It seems intuitive, that predictability on the microscale 
always comes with an energy-price tag. In recent years, signifi-
cant progress has been made to calculate the level of deviations 
from the average rate of a non-equilibrium process that is to be 
expected over finite times [199, 246–250]. More formally, a 
universal bound for finite-time fluctuations of a probability cur-
rent in steady-state has been established. Such an uncertainty 
relation is perhaps best illustrated by the simple motor model 
discussed by Barato et al [247]: A molecular motor moves to 
the right at a rate k+ , and to the left at a rate k−. The move-
ment is biased, i.e. k+ > k−, driven by a free energy gradient 
∆F = kBT log (k+/k−). A few trajectories for various values 
of k+ are depicted in figure 9(A). As can be seen, the walker 
(shown in the inset), on average, moves with a constant drift 
〈x(t)〉 = t(k+ − k−). Associated with this drift is a constant 
rate of entropy production Π = (k+ − k−)∆F/T . Barato et al 
showed that the product of the total entropy produced S(t) = Πt 
and the squared uncertainty ε2 = 〈(x(t) − 〈x(t)〉)2〉/〈x(t)〉2 
always fulfils the bound
TS(t)ε(t)2  2kBT . (24)
For this particular model, the square uncertainty reads 
ε(t)2 = (k+ + k−)/[(k+ − k−)2t], such that the product 
TS(t)ε(t)2 is constant in time. To further illustrate this point, 
we plotted the quantity TS(t)ε(t)2 for each choice of k+ in 
 figure 9(A), averaged over an ensemble of a hundred simu-
lated trajectories in figure  9(B). Due to the finite ensemble 
size, the graphs fluctuate, but stay well above the universal 
lower bound of 2kBT  for longer times t. So far, the theory 
underlying uncertainty relations was shown to be valid in the 
long time limit. Only recently, its validity has been extended 
to finite time scales [249, 250].
The bound in equation  (24) can be generalized to any 
Markovian non-equilibrium steady-state [246, 248]. The four-
node system in the inset in figure 10 is an example. Here, the 
integrated current Jt =
∫ t j(t′)dt′ between any two nodes is 
distributed as P(Jt = tj) ∼ e−tI( j), with I( j) denoting the 
large deviation function. This function therefore controls the 
variability of Jt. Interestingly, it can be shown that the large 
deviation function obtained in the linear response regime ILR, 
is never exceeded by I, even far away from equilibrium [246]. 
Thus, an increase in currents is accompanied by an increase in 
the variability of these currents when a system is driven further 
Figure 8. Experimental evidence for an energy-speed-accuracy (ESA) trade-off in E. coli chemotaxis. (A) Ratio of intensity of 
fluorescent reporters of adaptation. Changes in this signal are indicative of adaptation in the chemotatic circuit to external stimuli 
presented by the addition/removal of MeAsp. The inset illustrates the reduction of the FRET signal at the three different points in time 
indicated by arrows. (B) Half-times inferred from the responses to addition/removal cycles shown in (A). (C) Relative accuracies of 
adaptation. Adapted by permission from Macmillan Publishers Ltd: Nature Physics [1], Copyright (2012).
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away from equilibrium. The relative uncertainty ε generalizes to 
ε2 = var(J)/〈J〉2. The lower bound for this general ε2 is similar in 
form to equation (24) and reads 2kB/(Πt), i.e. Πtε2  2kB, where 
Π = kB
∑
m<n j(m,n) log[( p
(s)
(m)r(m,n))/( p
(s)
(n)r(n,m))] is the 
average entropy production rate in the system in steady-state 
[246]. The steady-state probability distribution is denoted 
here by p(s)(m). The relation above is a bound for the uncer-
tainty of the entire system. A similar relation also applies 
to any individual edge between two nodes n and m, 
〈( j(m,n) − 〈 j(m,n)〉)2〉/〈 j(m,n)〉2  2kB/(Π(m,n)t), where Π(m,n) 
denotes the entropy production associated with the edge (m, n). 
Recently, in an interesting connection to section 3, Gingrich et al 
[251] have found an uncertainty relation of the  first-passage 
time T of a cumulative current J. More precisely, the time T it 
takes J to exceed a given threshold Jthr fulfils the relation
var(T)
〈T〉 Π  2kB. (25)
While the uncertainty relations discussed above appear 
abstract at first, they may soon prove useful in studying trans-
port or control systems in cellular biology due to their general 
applicability. Reminiscent of Carnot’s efficiency for mac-
roscopic engines, one implication of equation  (24) is that a 
reduction in uncertainty can only be achieved by dissipating 
more energy when the system is close to optimality.
4. Detecting broken detailed balance in living 
systems
Up to this point we discussed intrinsically invasive methods 
to probe biological systems for non-equilibrium dynamics. 
For instance, to determine violations of the fluctuation-
dissipation theorem a response function is required, which 
can only be measured by performing a perturbation in non-
equilibrium systems (see section 2). Other methods that are 
used to probe for non-equilibrium involve thermal or chemi-
cal perturbations, and are therefore also inherently invasive. 
Such approaches are not ideal for investigating the stochastic 
dynamics of delicate sub-cellular system. Performing a con-
trolled perturbation of such a system might not only be tech-
nically challenging, it may also be undesirable because of 
potential effects on the behavior or function of such a fragile 
system.
Ideally, we would like to avoid the technical and conceptual 
difficulties of invasive protocols to probe for non-equilibrium 
behavior. This raises the question: Could we perhaps measure 
a system’s non-equilibrium behavior simply by looking at it? 
With this purpose in mind, we recently developed a method 
that indeed uses conventional video microscopy data of cel-
lular and subcellular systems [22]. Detecting non-equilibrium 
behavior in the stochastic dynamics of mesoscopic coordi-
nates of such systems can be accomplished by demonstrating 
that these dynamics break detailed balance. In this section, 
we will illustrate these ideas and discuss some recent related 
theoretical developments.
4.1. Equilibrium, steady state, and detailed balance
Suppose we can describe a system on a mesoscopic level by 
dividing phase space into small cells, such that the state of the 
system can be described by a state variable n. If the system is 
ergodic and irreducible, it will evolve towards a unique sta-
tionary solution p(s)n , which is constant in time. A necessary 
and sufficient requirement for such steady-state conditions is 
that the rate of transitions into any particular microstate, m, 
is balanced by the total rate of transitions from m to other 
microstates n:
∑
n
Wn,m =
∑
n
Wm,n, (26)
where Wn,m describes the rate of transitions from state m to 
n. This result must hold for any system, at equilibrium or far 
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Figure 9. Variability of non-equilibrium steady states: (A) Example 
trajectories to show the spread in the average position 〈x(t)〉 after 
t steps. The inset depicts a simple model for a molecular motor 
in a sawtooth potential. (B) The products TS(t)ε(t)2 calculated 
over an ensemble of trajectories are bounded from below by the 
uncertainty relation. Despite the small size of the ensemble (1 0 0), 
equation (24) is fulfilled.
Figure 10. Variability of non-equilibrium steady states: Fluctuations 
of the cumulative probability current JT(m, n) =
∫ T jm,n(t)dt  along 
all nodes in the four state system shown in the inset. Fluctuations 
result in perturbations of the currents around their intrinsic rates 
r(m, n). Adapted figure with permission from [246], Copyright 
(2016) by the American Physical Society.
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from equilibrium, that has reached steady state conditions. 
When the system is Markovian, equation (26) reduces to
∑
n
wnmp(s)m =
∑
n
wmnp(s)n , (27)
where wnm describes the rate of transitions from state m to n, 
given that the system is in state m.
In thermodynamic equilibrium, it can be shown that a sys-
tem must obey an even stronger condition: detailed balance. 
Classical closed ergodic systems are characterized by a time-
independent Hamiltonian, which we will here restrict to be an 
even function of the momenta and independent of magnetic 
fields. The microscopic degrees of freedom of such a system 
obey deterministic dynamics described by Hamilton’s equa-
tions, which are time reversal invariant. This has important 
implications also for the probability distribution of meso-
scopic observables, which characterize the systems states at 
thermodynamic equilibrium. Consider, for instance, a meso-
scopic variable y, which represents a generalized coordinate 
that either does not depend on the microscopic momenta, or 
that is an even functions of the microscopic momenta. Then, 
the transition between states must obey [187]
p(e)2 (y2, τ ; y1, 0) = p
(e)
2 (y1, τ ; y2, 0) . (28)
Here we indicate with p(e)2  the two-point joint probability dis-
tribution. This result is referred to as the principle of detailed 
balance. Put simply, it means that the transitions between any 
two mesostates are pairwise balanced, and this result derives 
from the transition rates between any two microstates also 
being pairwise balanced. For Markovian systems we can write 
detailed balance more conveniently as
w(y2|y1) p(e)(y1) = w(y1|y2) p(e)(y2), (29)
where the w’s indicate the conditional rates between states. 
Finally, we note that if we add observables z, which are odd 
functions of the momenta, equation (28) needs to be general-
ized to
p(e)2 (y2, z2, τ ; y1, z1, 0) = p
(e)
2 (y1, −z1, τ ; y2, −z2, 0) . (30)
It is important to note that for a system in steady state 
dynamics, broken detailed balance is direct evidence of 
non-equilibrium, but showing that a system obeys detailed 
balance in a subspace of coordinates is insufficient to prove 
equilibrium. Indeed, even for systems out of equilibrium, 
broken detailed balance is not necessarily apparent at the 
supramolecular scale [28, 29, 59, 60]. One can also often 
observe stationary stochastic processes in cells that, at first 
glance, appear to be thermally driven. Examples include 
the fluctuations of cytoskeletal filaments such as microtu-
buli, F-actin filaments or the fluctuations of intracellular 
organelles. These cases should be contrasted with obvious 
examples of mesoscopic non-equilibrium, non-stationary, 
irreversible processes such as cell growth, locomotion and 
mitosis. Thus, in general, it is unclear how and when bro-
ken detailed balance that realized on the molecular level also 
manifests at larger scales.
4.2. Probability flux analysis
In this section, we describe the basis and methodology that 
can be used to infer broken detailed balance from micros-
copy data. We consider a system, which is assumed to evolve 
according to stationary dynamics. This could, for instance, be 
a primary cilium or a flagellum [22]. In general, these sys-
tems exhibit stochastic dynamics, comprised of both a deter-
ministic and a stochastic component. The dynamics of such 
systems can be captured by conventional video microscopy. 
To quantify this measured stochastic dynamics, we first need 
to parameterize the configuration of the system. The shape of 
a flagellum, for instance, could be conveniently decomposed 
into the dynamic normal modes of an elastic beam. In this 
example, the corresponding mode amplitudes represent time-
dependent generalized coordinates of the system. Note, these 
mode amplitudes can be extracted from a single time frame 
and strictly represent configurational coordinates, which are 
independent of the microscopic momenta.
In general, a video microsocopy experiment can be used 
to extract time traces of D mesoscopic tracked coordinates 
x1, ..., xD, which represent the instantaneous configuration 
of the system. Clearly, this only represents a chosen subset 
of all coordinates that completely specify the whole sys-
tem. Furthermore, only spatial or conformational degrees 
of freedom are considered in this discussion here. Indeed, 
fluctuations in momenta in a typical overdamped biologi-
cal or soft-matter systems relax on very short time-scales, 
which are not resolved in typical video microscopy experi-
ments. However, the basic methodology described below 
can readily be generalized to also include momentum-like 
variables.
We define a probability density, ρ(x1, ..., xD, t), in terms of 
only the tracked degrees of freedom. This probability den-
sity can be obtained from the full joint probability density in 
terms of a complete set of variables, by integrating out all the 
untracked degrees of freedom. In the reduced configurational 
phase space of the tracked degrees of freedom, the dynamics 
of the system still obeys a continuity equation:
∂ρ(x1, ..., xD, t)
∂t
= −∇ ·j(x1, ..., xD, t) (31)
where j(x1, ..., xD, t) is the current density describing the net 
flow of transitions of the system in the D-dimensional con-
figurational phase space. Here, we only consider systems with 
dissipative currents [90]. While at steady state the divergence 
of the current needs to vanish, in equilibrium any dissipative 
current itself must be identically zero.
4.2.1. Estimating phase space currents Here we discuss 
one way of estimating currents from a set of time-traces. To 
provide a simple illustration of this approach, we consider a 
system with a 2D configurational phase space, as illustrated 
in figure 11(A). The dynamics of the system is captured by a 
time trace in this configurational phase space. It is convenient 
to analyze these trajectories using a discretized coarse-grained 
representation of the 2D phase space. This coarse-grained 
phase space (CGPS) consists of a collection of equally sized, 
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rectangular boxes, each of which represents a discrete state 
 figure  11(B). Such a discrete state in CGPS encompasses 
a continuous set of microstates, each of which belongs to a 
unique, discrete state. The primary reason for using this dis-
cretized representation of phase space is to be able to obtain 
informative results on experimental data with limited statistics.
In this 2D CGPS, a discrete state α has two neighboring 
states, respectively α+ (larger xi) and α− (smaller xi), along 
each direction xi, resulting in four possible transitions. The 
dynamics of the system indeed satisfies the discrete continuity 
equation
dpα
dt
= −W̃(x1)α−,α + W̃
(x1)
α,α+ − W̃
(x2)
α−,α + W̃
(x2)
α,α+ , (32)
where W̃α,β = Wα,β − Wβ,α is the net rate of transitions from 
state β to α and pα is the probability to be in discrete state α, 
which will become time independent when the system reaches 
steady-state conditions.
This probability pα is related to the probability density 
ρ(x1, ..., x2, t) defined above, and equation (32) can be obtained 
by integrating equation  (31) on both sides over the volume 
of state α in CGPS. We can estimate this probability from a 
measured trajectory by using
pα = tα/ttotal, (33)
where tα is the accumulated time that the system spends in 
state α and ttotal is the total duration of the experiment.
The net rates W̃  in CGPS can be estimated from the meas-
ured trajectories simply by counting the net number of trans-
itions per unit time:
W̃(xi)α,β =
N(xi)α,β − N
(xi)
β,α
ttotal
. (34)
Here N(xi)α,β  is the number of transitions from state β to state α 
along the direction xi. In a mechanical system, the trajectories 
through phase space are continuous such that there can be only 
transitions between neighboring states. However, due to the 
discreteness in a measured time trajectory, it is possible that a 
transition between neighboring states is ‘skipped’, resulting in 
an apparent transition between non-neighboring states. In these 
cases, it is convenient to perform an interpolation of the time 
trace to estimate the intermediate transitions. It is important 
that this interpolation is performed in a time-symmetric way, 
so that the interpolation filter preserves time-reversal symme-
try. In fact, this should be taken into account with any kind of 
filtering that is performed on measured time traces.
The currents in CGPS that describes back-and-forth trans-
itions through all four boundaries of the box associated with a 
discrete state (figure 11(C)), can be defined by:
J(xα) =
1
2
(
W̃(x1)α−,α + W̃
(x1)
α,α+ , W̃
(x2)
α−,α + W̃
(x2)
α,α+
)
. (35)
Here, xα is the center position of the box associated with state 
α.
With this approach, prominent examples such as an iso-
lated beating flagella of Chlamydomonas reinhardtii were 
examined [22] (see figure  1). Dynein motors drive relative 
axial sliding of microtubules inside the axoneme of the flagel-
lum [77, 252, 253]. To quantify the non-equilibrium dynamics 
of this system, we decomposed the axoneme shapes measured 
using time-lapse microscopy into the dynamic normal modes 
of an elastic filament freely suspended in a liquid. Using this 
approach, we obtained the amplitudes of the projections coef-
ficients for the first 3 modes. These amplitude time series were 
used to construct a trajectory in a phase space spanned by the 
three lowest-order modes, which were analyzed using PFA, 
as shown in figure 1(C). Here, the vector fields indicate the 
fluxes for the first three modes. Thus, this method can be used 
to quantify the non-equilibrium dynamics of the flagellum in a 
phase space of configurational degrees of freedom.
In addition, we considered primary cilia of Madin-Darby 
Canine Kidney (MDCK II) epithelial. Primary cilia are hair-
like mechano and chemosensive organelles that grow from the 
periphery of certain eukaryotic cells [40, 254, 255]. At first 
glance the dynamics of the deflection angle and curvature of 
primary cilia appear to exhibit random fluctuations. Using 
probability flux analysis (PFA), however, it was demonstrated 
that there are significant circulating probability fluxes in a 
configurational phase space of angle and curvature, providing 
evidence for the non-equilibrium nature of primary cilia [22]. 
This approach is now gaining traction in variety of systems, 
ranging from the post translation Kai circadian clock [256] 
to motility phenotypes [257]. When the mobility of a system 
is known, a related approach can be used to estimate the heat 
dissipation [258]. However, in a non-equilibrium system, the 
mobility must be obtained by a perturbative measurement.
4.2.2. Bootstrapping. In practice, the finite length of exper-
imental or simulated trajectories limits the accuracy with 
which we can estimate fluxes in phase space. This has an 
Figure 11. Schematic illustrating the coarse-graining procedure 
for the estimation of phase space currents and corresponding 
error bars. (A) Trajectory in continuous phase space. (B) Grid 
illustrating the discretization of the continuous phase space. (C) 
By counting transitions between first neighbour discrete states it is 
possible to estimate the currents (indicated by the arrows) across the 
boundaries. (D) Current error bars representation obtained through 
the bootstrapping procedure. From [22]. Reprinted with permission 
from AAAS.
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important implication: even when considering a system at 
thermodynamic equilibrium, a measurement from finite data 
will typically result in apparent non-zero currents. In such a 
case we can not statistically distinguish the measured apparent 
cur rent from a zero current. Therefore, it is important to asses 
if the estimated currents are statistically significant. Moreover, 
these current fluctuations may also be interesting to study in 
and of themselves (see section 3.4). In this section we briefly 
describe ‘bootstrapping’, a method that can be used to associ-
ate error bars to the measured currents.
The error bars on the probability flux can be determined 
by counting statistics of the number of transitions in equa-
tion  (34). In general, however, there may be correlations 
between in-and-outward transitions for a given state, which 
renders it difficult to perform a simple estimate of the error-
bar. A possible way around this, which naturally takes cor-
relations into account, is to bootstrap trajectories from the 
exper imentally measured or simulated trajectories.
To perform this bootstrapping procedure, we first deter-
mine all the transitions between discrete states in the CGPS 
from the measured trajectories. From this data, we construct a 
set A of n events, describing specific transitions of the system 
between two states, including the transition time. Given A, we 
can generate a new set of transitions, A′, by randomly sam-
pling n single events (with replacements) from A. This pro-
cedure, however, ignores possible correlations. To capture the 
effects of correlations on the accuracy of our current estima-
tor, we bootstrap trajectories by randomly sampling a group of 
m consecutive events from A to construct a new set of trans-
itions A’i(m) [259].
For each bootstrapped trajectory we calculate the current 
field and by averaging over all the realizations, we estimate 
the covariance matrix. To visualize the error bars (standard 
error of the mean) on the estimated currents, we depict an 
ellipse aligned with the principle components of this covari-
ance matrix. The short and long axes of these error-ellipses 
are defined by the square roots of the small and large eigen-
values, respectively, of the covariance matrix, figure  11(D). 
Empirically, we found that the estimated error bars reduce 
substantially by including pairwise correlations, i.e. in going 
from m  =  1 to m  =  2, after which the error bars became 
largely insensitive to m. Such correlations can arise because 
of the coarse graining of phase space, which can introduce a 
degree of non-Markovianity.
4.2.3. Toy model: two stochastically driven coupled 
beads. To provide some basic intuition for stochastic non-
equilibrium systems we next discuss a simple model, which 
can easily be solved both analytically and numerically. With 
this model, which was also studied in [260, 261], we illustrate 
how probability flux analysis (PFA) can be used on simulated 
data to obtain current densities in coarse grained phase space. 
The results are shown to be consistent with analytical calcul-
ations within error bars.
Consider a system consisting of two microscopic over-
damped beads in a liquid connected to each other and to a 
rigid boundary by springs with elastic constant k, as depicted 
in figure 12(A). The two beads are assumed to be in contact 
with two independent heat baths, respectively at temperatures 
T1 and T2. The stochastic dynamics of this system is described 
by the overdamped equation of motion
dx
dt
= Ax + Fξ,
 
(36)
where x = (x1, x2)T represents the beads positions. The deter-
ministic dynamics is captured by the matrix
A =
k
γ
(
−2 1
1 −2
)
. (37)
The drag coefficient γ, characterizing the viscous interactions 
between the beads and the liquid, is assumed to be identical 
for the two beads. The stochastic contribution, ξi, in the equa-
tion of motion is defined by
〈ξ〉 = 0, 〈ξ(t) ⊗ ξ(t′)〉 = Iδ(t − t′), (38)
and the amplitude of the noise is captured by the matrix
F =
√
2kB
γ
(√
T1 0
0
√
T2
)
. (39)
We can generate simulated trajectories for this system 
by numerically integrating equation  (36). We will con-
sider two exemplificative cases: (i) thermal equilibrium 
with T1 = T2, and (ii) non-equilibrium with T2 = 5T1. An 
example of the two simulated trajectories for this last case 
is shown in  figure 12(A), where we note that the dynam-
ics of individual trajectories appears to be, at first glance, 
indistinguishable from equilibrium dynamics. Interestingly 
however, the non-equilibrium nature of this system is 
revealed by applying PFA to these data, which gives coher-
ently circulating probability fluxes in the phase space 
(figure 12(C)). By contrast, in the case of thermal equilib-
rium (T1 = T2) we find, as expected, that the flux vanishes, 
as shown in figure 12(B).
To compare these results of the estimated fluxes from 
simulations with analytical calculations, we next consider the 
time evolution for the probability density function ρ(x, t) of 
the system, which is described by the Fokker Planck equation:
∂ρ(x, t)
∂t
= −∇ · [Axρ(x, t)] + ∇ · D∇ρ(x, t), (40)
where D = 12 FF
T is the diffusion matrix. The steady-state 
solution of this equation  is a Gaussian distribution, with a 
covariance matrix, C, which is found by solving the Lyapunov 
equation
AC + CAT = −2D. (41)
The steady state probability flux density is given by 
j = Ωxρ(x), where
Ω =
k(T1 − T2)
γc
(
2(T1 + T2) −(7T1 + T2)
(T1 + 7T2) −2(T1 + T2)
)
 (42)
with c = (T21 + 14T1T2 + T
2
2 ). As expected, the flux vanishes 
at thermal equilibrium when T1 = T2. In the near equilibrium 
regime, we can consider T1  =  T and T2 = T + ε with ε small. 
Within this limit, the current field can be written as
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j ∝ ε
T2
e−
k(x21−x1x2+x
2
2)
kBT
(
x1 − 2x2
−2x1 + x2
)
+ O(ε)2 (43)
where we note how the amplitude and the direction of the flux 
are set by the ratio εT2 , which vanishes at equilibrium. To gain 
some intuition on how the current decays with the distance 
in phase space, we can for example constrain equation  (43) 
along the vertical direction (x1  =  0),
j ∝ ε
T2
e−
kx22
kBT
(−2x2
x2
)
+ O(ε)2. (44)
From equation (44) we can notice two opposite contributions 
to the amplitude, the linear dependence, dominant for small x2 
and the exponential dependence, dominant for larger x2. This 
indicates an optimal distance from the origin at which the flux 
is maximum.
To compare the analytical expectation for the flux j  with 
the results obtained using PFA on simulated trajectories, we 
calculate the compatibility cij,l between the estimated ĵ and 
the theoretical j values of the flux field in cell i, j, and in direc-
tion xl:
cij,l =
|̂jij,xl − jij,xl |
σ
, (45)
where σ is the error obtained from the bootstrapping analysis 
in PFA. The results for the second component of j  yield an 
average compatibility of 〈cij〉  1.02 (figure 12(E)), indicat-
ing a good quantitative agreement between our estimation and 
the exact currents. A similar result is obtained in the equilib-
rium case (T1 = T2), for which the average compatibility is 
〈cij〉  0.95. This concludes our analysis of probability fluxes 
in phase space for stochastic trajectories. These results illus-
trate how PFA can be used to infer accurate currents in coarse 
grained phase space from stochastic trajectories.
4.3. Probe filaments to study broken detailed balance across 
scales in motor-activated gels
While mesoscopic objects, such as cilia or flagella, can often 
be directly imaged, detecting non-equilibrium dynamics inside 
live cells on the microscale and below is more challenging. 
The cellular cytoskeleton, discussed in section 2, is a promi-
nent example of active matter, which can best be described as 
a viscoelastic meshwork of biopolymers, activated by myosin 
motors [17, 21]. Random contractions of these myosin pro-
teins fuelled by ATP hydrolysis can drive vigorous steady-
state fluctuations in this polymer network. Such fluctuations 
can be quantified experimentally by embedding fluorescent 
probe particles. This technique has revealed multiple scal-
ing regimes of the time dependence of the mean-squared 
displacement [32], which were attributed to a combination 
of the viscoelastic behavior of the network and the temporal 
dynamics of motor activity. In particular, endogenous embed-
ded filaments such as microtubules, or added filaments such as 
single-walled carbon nanotubes have proved to be convenient 
probes [34, 55].
These experiments and others [45, 140, 262] have sparked 
a host of theoretical efforts [111, 185, 263–269] to elucidate 
the stochastic dynamics of probe particles and filaments in an 
active motorized gel. More recently, it has been suggested that 
Figure 12. (A) Schematic of the two coupled beads system and simulated time series of the beads positions for T2 = 5T1. ((B) and (C)) 
Probability distribution (color) and flux map (white arrows) obtained by Brownian dynamics simulations at equilibrium (T1 = T2) (B) and 
non-equilibrium (T2 = 5T1) (C). Translucent discs represent a 2σ confidence interval for fluxes. (D) Analytical result for the probability 
distribution (color) and flux map (white arrows) obtained for a non-equilibrium case, (T2 = 5T1). From [22]. Reprinted with permission 
from AAAS. (E) Compatibility estimated from equation (45) between the estimated and theoretical second components of the currents.
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probe filaments can be also used as a multi-variable probe to 
discriminate active from thermal fluctuations using detailed 
balance [59, 60], and could be used to detect correlations in 
the profile of active forces along its backbone [58].
In the following, we lay out a framework to describe fluc-
tuations of a semiflexible probe filament [56, 270–272], which 
is embedded in a motor-activated network [111, 127, 181]. We 
assume the probe filament to be weakly-bending, such that 
we can focus on the transverse coordinate r⊥(s, t), where the 
arclength 0  <  s  <  L parametrizes the backbone, as shown in 
figure 13. The overdamped dynamics of such a probe filament 
is governed by a balance of (i) viscous and elastic forces of 
the surrounding viscoelastic medium, (ii) bending forces, (iii) 
thermal agitation, and (iv) motor-induced fluctuations, which 
read in this order as
t∫
−∞
dt′ α(t − t′)r⊥(s, t′) + κ
∂4r⊥
∂t4
(s, t) = ξ(s, t) + fM(s, t).
 (46)
Terms on the left describe relaxation, while terms on the 
right contain stochastic contributions. For a predominantly 
elastic network, we can use the generalized Stokes equation, 
α̂(ω) = k0Ĝ(ω) to approximate the viscoelastic kernel on the 
left hand side as Ĝ = G0 + iηω, i.e. as a Kelvin–Voigt-type 
viscoelastic solid. The factor k0 has a geometrical origin, and 
is given by k0 ≈ 4π/ ln(L/d) for an infinitesimal rod seg-
ment of diameter d [126]. In a crosslinked actin network this 
approximation is reasonable for low frequencies typically 
below roughly 100 Hz, beyond which the network modulus 
exhibits a characteristic stiffening with frequency [45, 273, 
274]. When the network is described as such a simple visco-
elastic solid, the thermal noise is given by a Gaussian white-
noise process ξ(s, t), to which we add independent actively 
induced forces fM(s, t), specified in detail further below.
Bending forces can be conveniently studied from the per-
spective of bending modes of the probe filament. Following 
the approach in [59, 60], a description in terms of bend-
ing modes can be obtained from a decomposition of the 
backbone coordinates into orthogonal dynamic modes 
r⊥(s, t) = L
∑
q aq(t)yq(s) [56–58]. In this coordinate sys-
tem, the multiscale character of probe filaments becomes 
apparent: each bending mode amplitude aq(t) is sensitive to 
a lengthscale corresponding to its wavelength. The precise 
form of bending modes, however, depends on the boundary 
conditions of the filament. The simplest case is a filament 
with zero transverse deflections at its end, where classical 
sine-modes yqm(s) =
√
2/L sin(qms) form an orthonormal 
set. Importantly, these modes are independent in equilib-
rium, due to their orthogonality. For fixed-end modes, mode 
number m ∈ {1, 2, 3, ...} and wave-vector q are related via 
q(m) = mπ/L. The relaxational timescale of each mode is set 
by a balance between both elastic and viscous forces of the 
network and the bending rigidity of the filament. For inexten-
sible filaments in purely viscous environments, this results in 
a strongly length-dependent decay
τq =
η
κq4/k0 + G0
. (47)
In the linear-response regime, we obtain the mode-response 
function to transverse deflections, χq(t), in fourier space 
χ̂q(ω) = (α̂(ω) + κq4)−1. This response function is related 
to mode variances in equilibrium via the mode fluctuation-
dissipation theorem
〈|âq(ω)|2〉 =
2kBT
L2ω
χ̂′′q (ω). (48)
Bending modes are thus ideally suited to not only detect motor 
activity, but also to measure their spatial and temporal charac-
teristics. Perhaps for these reasons, bending mode fluctuations 
have been the subject of a number of studies in biological non-
equilibrium systems.
In a study by Brangwynne et al [55], fluorescently labelled 
microtubuli were used to probe the active fluctuations in actin-
myosin gels. The persistence lengths of microtubuli is on the 
order of millimeters [57], such that these filaments can be 
treated effectively as rigid on microscopic lengthscales under 
thermal conditions. By contrast, in actin-myosin gels, micro-
tubuli exhibit significant fluctuations, caused by contractions 
of myosin, which deform the network in which the micro-
tubules are embedded. A quantitative analysis of thermal 
bending mode fluctuations reveals a q−4-decay in actin net-
works (without myosin). By contrast, adding myosin not only 
increases the amplitudes of fluctuations, but also results in a 
breakdown of the standard mode decay (see equation  (47). 
The spatial extent of individual indentations in motor-agitated 
microtubuli can be used to extract forces induced by myosing. 
These force range between 0−30 pN, in accord with more 
recent studies in live cells [34, 45]. Importantly, the results 
also suggest a very narrow profile of the force exerted on the 
microtubules. Furthermore, in the cell cortex, microtubules 
often appear considerably more curved, despite their rigid-
ity. Indeed, this curved microtubule structure is not due to 
Figure 13. Fluctuations of a probe filament (blue) embedded in 
a viscoelastic actin (grey) network, driven out of equilibrium by 
random contractions of myosin (red, red arrows). Adapted figure 
with permission from [60], Copyright (2017) by the American 
Physical Society.
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temporal bending fluctuations of the microtubule, but rather 
results from geometrical constraints that randomly deflect the 
microtubule tip during polymerization [158].
Motivated by these experimental observations, we can 
model the motor-induced force, exerted on the probe at the 
points where it is coupled elastically to the network, as a 
superposition of all active forces in the environment:
fM(s, t) =
∑
n
fn(s, t), (49)
where each fn(s, t) denotes the force contribution from active 
motors, which affect the filament at the nth entanglement 
point. Active forces have a characteristic spatial decay, since 
myosin motors exert forces in dipoles rather than in single 
directions [275]. The model in equation (49) does not account 
for such details; its main purpose is to provide a non-uniform 
force background f (s) along the backbone s.
Measurements of myosin dynamics have revealed a 
Lorentzian power spectrum [111, 274]. A simple on-off 
telegraph process T (t) is in accord with these observa-
tions and appears to be adequate to model the stochastic 
force dynamics of individual motors. Taking furthermore 
into account the narrow profile of motor forces inferred 
from experiments [55], we arrive at a model for motor-
induced forces, which reads fn(s, t) = fnδ(s − sn)Tn(t). Here 
Tn(t) is a telegraph process with exponential decorrelation 
〈T (t)T (t′)〉 = C2 exp(−|t − t′|/τM).
Using this simple description for the stochastic behav-
ior of motor-generated forces together with equation  (48), 
we compute the mode correlator, which decomposes 
into active and thermal contributions: 〈aq(t)aw(t′)〉 =  
〈aq(t)aw(t′)〉Th + 〈aq(t)aw(t′)〉M, given by
〈aq(t)aw(t′)〉Th =
kBTτq
L2γ
δq,we
−|t−t
′|
τq (50)
〈aq(t)aw(t′)〉M =
1
L2γ2
Fq,wC2Cq,w (t − t′) . (51)
Fq,w specifies the geometry of motor-induced forces in mode 
space and is defined by Fq,w =
∑
n f
2
n yq (sn) yw (sn), where the 
sum runs over the filament-network contacts. The function 
Cq,w(∆t) denotes the temporal decorrelation of active mode 
fluctuations. In contrast to thermal equilibrium, active fluctua-
tions decay as a double exponential
Cq,w(t − t′) = τqτw
(
e−
|t−t′|
τM(
1 − τqτM
) (
1 + τwτM
) .
− 2 τq
τM
e−
|t′−t|
τq
(
1 −
(
τq
τM
)2) (
1 + τwτq
)
)
,
 
(52)
which indicates a competition between two decorrelating pro-
cesses: mode relaxation and the internal decorrelation of the 
motor state. The correlator is not symmetric in the indices q 
and w as can be seen from equation (52), which results in a 
breaking of Onsager’s time-reversal symmetry [60].
This double exponential in equation (52) is the footprint of 
colour of the noise process, which we use to describe motor-
induced forces. The q−4-decay of mode amplitudes relaxation 
times, τq, levels off around τM as shown in figure 14(C). This 
saturation occurs because modes cannot decorrelate faster 
than the force that is driving them. Under coloured noise, 
the relaxation times cannot be directly inferred from decor-
relation. This is indeed confirmed in Brownian dynamics 
simulations of filaments subject to active fluctuations [59]. To 
further illustrate these results, simulations of mode variances 
over mode vector in passive (figure 14(A)) and active (figure 
14(B)) networks are shown together with theoretical predic-
tions from equations  (50) and (51). For comparison, exper-
imentally obtained mode variances [55] are plotted over q in 
figure 15. As one would expect, in both cases mode variances 
are elevated in active environments.
In the long time regime t  τM, motor forces effec-
tively appear as sources of white-noise. In this ‘white-
noise limit’, the motor correlator converges to a δ-function, 
〈∆T (t)∆T (t′)〉 → C2/2τMδ(t − t′) with a factor τM, which 
remains only as a scale of the variance of the motor process. 
The mode correlation function in the white-noise limit can be 
derived by a series expansion of Cq,w(t), which yields
〈aq(t)aw(t′)〉M =
C2τM
L2γ2
Fq,w
τqτw
τq + τW
δ(t − t′). (53)
We can now contract the thermal and motor-white noise 
processes into a single process ψ(t), with a correlator 
〈ψq(t)ψw(t′)〉 = (4kBTγδq,w + C2τMFq,w)
δ(t−t′)
2L2 .
It is useful at this stage to compare this scenario with 
that described in section 3.2: Here, mode variables are inde-
pendent, but are subject to noise with a cross-mode correla-
tions, such that different modes are simultanously excited 
by a motor event. By constrast, thermal noise is uniform in 
amplitude and uncorrelated throughout the system, giving 
rise to independent stochastic forces in mode-space. As we 
discussed in section  3.2, a correlation in the external noise 
in one coordinate system, may appear as a ‘temper ature’ 
Figure 14. Mode fluctuations under (A) purely thermal agitated 
and (B) under additional influence of motor-induced forces. C) 
Convergence of mode decorrelation times onto the motor timescale. 
Different colors correspond to the different times ∆t  shown in the 
legend in panel (A). Adapted figure with permission from [55], 
Copyright (2008) by the American Physical Society.
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gradient in different coordinates. It is this mechanism, 
which gives rise to a probability flux in mode space, which 
breaks detailed balance in the fluctuations of the probe fila-
ment. In other words, a motor-induced force background 
〈 fM(s, t)〉temporal = limt1→∞
∫ t1
t0
dtfM(s, t) (see lower panel 
in figure 13), which varies along the filament, will lead to a 
breaking of detailed balance in a hyperplane spanned by the 
affected modes.
The magnitude and structure of this probability current, is 
given as a solution of the multivariate Fokker-Planck equa-
tion  ∂tρ(a, t) = −∇ ·j(a, t) in mode space. The probability 
current, j(a), can be written in steady-state as
j(a) = (K + DC−1)aρ(a) ≡ Ωaρ(a), (54)
where Kq,w = −1/τqδq,w is the deterministic matrix which 
defines the linear force field, and D and C represent respec-
tively the diffusion and covariance matrices. Within this lin-
ear description, Ω is the matrix that captures the structure 
of the current [230, 276]. A rotational probability current in 
the Fokker-Planck picture is associated with a net rotation 
of variables in the Langevin description: On average, mode 
ampl itudes cycle around the origin, when detailed balance is 
broken in steady-state, as illustrated in figure 16.
The circular character of the current is reflected mathemat-
ically by the skew-symmetry of ΩT = −Ω in the coordinate 
system where C̃ = 1 (‘correlation-identity coordinates’). 
This can be seen from equation  (41), which dictates that 
K̃ + K̃T = −2D̃ in this system, such that Ω̃ = 12
(
K̃ − K̃T
)
. 
The eigenvalues of any skew-symmetric matrix R  are either 
zero or purely imaginary, with the latter leading to rotational 
currents in a hypothetical dynamical system described by 
̇x = Rx . Moreover, since Tr (Ω) = 0, in two dimensions, this 
implies that the eigenvalues can be rewritten as λ1,2 = ±iω. 
In a steady-state, the probability current j  (in any dimension) 
has to be orthogonal to the gradient of the density ρ(a, t), since 
∇ ·j(a) = ρ(a)∇ · (Ωa) + (Ωa) · ∇ρ(a) = ∂tρ = 0. The 
first term must be zero, since it is proportional to Tr (Ω)a, 
so that the second term has to vanish as well. This, how-
ever, implies that ∇ρ ⊥ Ωa : the gradient of the density must 
be perpendicular to the flow field. In a linear system, the 
probability density is always Gaussian ρ ∝ e− 12aT C−1a , such 
that the flow field must have an ellipsoidal structure [230]. 
In correlation-identity coordinates, where the density has a 
radial symmetry, the profile of ̃j  would thus be purely azi-
muthal, and its magnitude would represent an angular veloc-
ity. An average over the angular movements 〈ϕ̇〉 of the mode 
vector a(t) in the plane will yield the cycling frequency. The 
imaginary part of the positive eigenvalue of Ω must there-
fore represent the average cycling frequency of the mode 
vector in the plane.
In a reduced 2D system consisting only of aq(t) and aw(t), 
the cycling frequency can be calculated analytically and reads
Figure 16. Steady-state probability currents in mode space. (A) 
Projection of the multidimensional current on the mode amplitude 
pair a1 and a3. (B) The same current in three dimensions a1, a3, 
and a5. Due to the geometry of probe-network interactions in this 
example, only modes of similar number parity (e.g. odd–odd) 
couple. Adapted figure with permission from [59], Copyright (2016) 
by the American Physical Society.
Figure 15. Mode amplitude variations in fluctuating microtubules 
embedded in actin-myosin gels over mode number q. (A) In ATP-
depleted gels (purely thermal noise), mode variances follow a 
power law decay. (B) Active fluctuations result in enhanced mode 
variances in accord with the theory In figure 14. At high q-values 
measurement noise leads to an increase in mode variances. 
Adapted figure with permission from [59], Copyright (2016) by the 
American Physical Society.
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ω2Dq,w =
(τq − τw) Fq,w√
τqτw
(
(τq + τw)
2
β − 4τqτwF2q,w
) (55)
where β = ( 2kBTγC2τM )
2 + 2kBTγC2τM (Fq,q + Fw,w) + Fw,wFq,q.
Interestingly, equation (55) shows that in the case of equal 
relaxation times τq = τw, the cycling frequency would be zero 
and thus, detailed balance would be restored, regardless of 
differences between the modes in motor-induced fluctuations. 
This hints at an important role of relaxation times in deter-
mining the shape of the current in multidimensional systems. 
Furthermore, the denominator of equation (55) shows how an 
increase in overall temperature T could mask broken detailed 
balance by reducing the cycling frequency.
In summary, filaments as multi-scale and multi-variable 
probes offer a novel perspective on non-equilibrium phe-
nomena in active matter and could be used in the future as 
‘non-equilibrium antennae’. As we illustrated in this section, 
a heterogeneous force background fM(s, t) created by motor-
induced fluctuations leads to a breaking of detailed balance in 
mode space of embedded filaments. The intricate structure of 
the probability current in steady-state may contain a wealth of 
information about the geometric and, perhaps, temporal struc-
ture of impinging active forces.
The theory laid out in this section  can be generalized to 
other objects, such as membranes [35, 36, 167, 172]. In prin-
ciple, the membrane mode decomposition described in sec-
tion 2 could be used to detect a breaking of detailed balance, 
since active processes in the cortex of red blood cells might 
result in noise input that correlates over different membrane 
modes.
5. Outlook
The examples discussed in this review illustrate how exper-
imental measurements of non-equilibrium activity and irre-
versibility can provide a deeper conceptual understanding of 
active biological assemblies and non-equilibrium processes 
in cells. In many cases, non-equilibrium fluctuations have 
successfully been identified and quantified using the com-
bination of active and passive microrheology techniques to 
study the violation of the fluctuation-dissipation theorem, 
[36, 43]. Such studies can for instance reveal the force spec-
trum inside cells, [45]. However, these approaches require 
invasive micromechanical manipulation. Furthermore, a com-
plete generalization of the fluctuation-dissipation theorem for 
non-equilibrium system is still lacking, such that the response 
of a non-equilibrium system can not be inferred from its spon-
taneous fluctuations. However, this does not mean that the 
fluctuations of a non-equilibrium steady state do not contain 
valuable information about the nature of the system. Indeed, 
non-invasive approaches to measure broken detailed balance 
from stochastic dynamics have now been establishes to reveal 
phase space currents in mesoscopic degrees of freedom of 
biological systems, [22]. It remains an open question what 
information can be inferred about the underlying system from 
such phase space currents, [59, 60]. However, recently derived 
theoretical relations for energy dissipation and entropy pro-
duction to characterize non-equilibrium activity are find-
ing traction in various biological systems such as molecular 
motors and chemical control systems [1, 2, 225, 247].
Taken together, the research discussed in this review illus-
trate that the gap between fundamental approaches in sto-
chastic thermodynamics and its application to real biological 
system is slowly closing. Indeed, studies of biological active 
matter are not only yielding insights in non-equilibrium phys-
ics, they have also suggested conceptually novel mechanisms 
in cell biology. For instance, the collective effect of forces 
exerted by molecular motors has been implicated in intracel-
lular transport and positioning of the nucleus [31, 32, 34, 45, 
110]. This novel mode of transport, known as active diffusion, 
is thought to complement thermal diffusion and directed, 
motor-driven modes of transport in cells. Another intriguing 
example is the role of DNA-binding ATPases, which have 
been suggested to be capable of generating forces on the 
chromosomes through a DNA-relay mechanism [277] or loop 
extrusion [278, 279]. ATP- or GTPases can also interact with 
membranes or DNA to play a role in pattern forming systems 
[10–12], for instance in the Min system in E. coli and CDC42 
in yeast. In these systems, certain proteins can switch irrevers-
ibly between different conformational states, affecting their 
affinity to be in the cytosol or the membrane. This, together 
with nonlinear interactions between these different proteins, 
can result in non-equilibrium dynamic pattern formation.
Another important example in this respect is how cells 
break symmetry to form a polarity axes. Intracellular myosin 
activity has been implicated in establishing a sense of direc-
tion (‘polarity’) in cells. In order to divide, cells must ‘decide’ 
on the axis of the mytotic spindle, which is a crucial part of 
the cell division apparatus [280–283]. Cortical flows result-
ing from asymmetries in myosin activity have been shown to 
effectively polarize C. elegans cells and break the initial cel-
lular symmetry [284].
Non-equilibrium phenomena also emerge at the multicel-
lular scale: Groups of motile cells exhibit collective active 
dynamics, such as flocking, swarming, non-equilibrium 
phase transitions or the coordinated movements of cells 
during embryonic developments [285, 286]. More broadly, 
 non-equilibrium physics is emerging as a guiding framework 
to understand phenomena related to self-replication and adap-
tation [226–228], the origin of life (see for example [287, 
288]), as well as synthetic life-like systems (See [289] and 
references therein).
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3 Nonequilibrium dynamics of isostatic
spring networks
Abstract of the chapter
In chapter 2 we reviewed recent advances and challenges in inferring non-equilibrium
in living systems and in extracting relevant information from their fluctuating tra-
jectories. We have highlighted how broken detailed balance at the molecular scale
might manifest itself differently at the larger cellular scales and how, from the
theoretical point of view, there is limited understanding of how non-equilibrium
measures are affected by the system’s intrinsic structural properties.
In this chapter we introduce a minimal framework to study how the non equilib-
rium dynamics of biological systems are affected by their underlying mechanical
properties. In particular, we propose to do so by employing a model of diluted
spring networks that displays non-trivial critical mechanical behavior. Our system is
driven into a non-equilibrium steady state by stochastic forces induced by motors.
We model these motor-forces as active white noise at the nodes as well as colored
noise. We quantify the non-equilibrium dynamics between pairs of node trajectories
via a two-point measure, the cycling frequency !. Interestingly, as we lower the
connectivity of our network, the cycling frequencies show similar qualitative fea-
tures independently of the kind of active driving. Furthermore, we find that in the
vicinity of the isostatic point the scaling of the distribution of cycling frequencies
can be captured by a homogeneity relation typical of critical systems. We give
insight into the origin of this result via a mean-field two-beads model. Finally, we
demonstrate how a divergent length-scale present in the system governs the large
length-scale behavior of cycling frequencies. Overall, our approach elucidates the
role of the isostatic threshold in determining the non-equilibrium dynamics of active
marginal systems and offers concrete predictions that could be experimentally tested
in non-invasive ways.
Research question: How does isostaticity affect the non-equilibrium dynamics of
spring networks?
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3.1 Mechanics of disordered spring networks
We begin this chapter by reviewing the concepts of rigidity transition and of isostati-
city in disordered networks of Hookean springs at zero temperature.
3.1.1 Rigidity and Isostaticity
z > zcz ≈ zcz < zcb)
a)
c)
floppy over constrainedmarginal
G
zzc = 430 6
floppydisconnected rigid
Figure 3.1 a) Left: example of a floppy structure where the number of internal degrees of
freedom Nd − d(d + 1)/2 is larger than the number of constraints Nc. Middle: an isostatic
or marginal structure where Nc = Nd − d(d + 1)/2 and the number of floppy modes N0 is
zero. Right: an over constrained structure with Nc > Nd − d(d + 1)/2: a state of self stress
is realized by imposing tensions on the external bonds and compressions on the cross-bonds.
b) A sub-critical (left), a critical (middle) and a super-critical (right) randomly diluted
triangular network. c) The shear modulus as a function of the connectivity for a diluted
triangular network.
Isostaticity is a key concept to understand the structural rigidity not only of
fiber networks, but also of foams, colloidal suspensions and granular packings close
to jamming. A system is isostatic or marginal when it is, to linear order in the
deformation, neither rigid or floppy. According to Maxwell’s definition [75], in an
isostatic structure of N vertices in d dimensions, the number of degrees of freedom
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Nd is exactly balanced by the number of constraints Nc in the system. More precisely,
Maxwell’s counting argument states that the number of zero or floppy modes N0 (i.
e. zero-energy collective displacement modes) is given by
N0 = Nd − d(d + 1)/2 − Nc , (3.1)
where d(d + 1)/2 is the number of rigid body rotations and translations. A
system is isostatic when N0 = 0, which is a condition realized when the number of
constraints Nc equals the number of internal degrees of freedom Nd − d(d + 1)/2
(Fig. 3.1a middle). When the number of constraints is less than the number of
internal degrees of freedom the structure is, to linear order, floppy and N0 > 0
(Fig. 3.1a left). On the contrary, when the number of constraints exceeds the
number of internal degrees of freedom the structure is overconstrained (See Fig.
3.1a right) and, according to Eq. (3.1) the number of zero modes is negative, which
is unphysical. Maxwell’s counting thus needs to be modified to include states of self
stress Ns [76, 77]:
N0 = Nd −
d(d + 1)
2
− Nc + Ns . (3.2)
A system is in a state of self stress if its bonds are under tension or compression
in a way that the resulting force at the nodes is zero, as shown in Fig. 3.1a right.
Importantly, if the system is isostatic (Nc = Nd − d(d + 1)/2), a finite number of
zero modes can arise because of states of self stress in the structure.
In this chapter we will focus on the properties of randomly diluted triangular
networks in two dimensions, such as those shown in Fig. 3.1b. Eq. (3.1) can be
expressed in terms of the connectivity z of the network by noting that Nc = zN/2:
N is the total number of nodes in the network and periodic boundary conditions are
realized. In the limit N  1, we can neglect the number of rigid body motions and
the isostaticity condition yields a critical connectivity zc = 4. If disorder is realized
in the lattice by randomly diluting bonds with probability q = 1 − p, p ∈ [0, 1],
then the average connectivity is z = 6p and the critical dilution probability lies
at pc = 2/3. Similarly to Fig. 3.1a, different diluted network configurations in
different elastic regimes are shown in Fig. 3.1b.
The linear elastic behavior of networks can be quantified by measuring their linear
elastic moduli, such as the shear G modulus, when an infinitesimal external strain is
imposed. As more and more bonds are removed, the system undergoes a mechanical
phase transition, going from a rigid state where, e.g. G is non-zero and the system
can resist strain deformations (Fig. 3.1b right), into a soft or floppy phase where
G is zero (Fig. 3.1b left). Interestingly, G goes to zero continuously as the average
connectivity z decreases from 1 (fully connected system) to 0 (fully disconnected
system), as shown in Fig. 3.1 c. Moreover, this transition involves a diverging
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length scale at the onset of rigidity, a connected set of critical exponents [78]
and, more generally, contitutes a universality class known as rigidity percolation
[79–81]. In a diluted triangular network, for z > zc the shear modulus scales
linearly with the distance z − zc from the isostatic point, as shown in Fig. 3.1 c. The
mean-field approach developed by Feng et al. known as Effective Medium Theory
correctly predicts this scaling [81]. In the vicinity of zc however, long range strain
fluctuations induce a critical scaling regime that is not captured by EMT [78, 82]:
G ∼ (z−zc) f, f ≈ 1.4 (3.1c). We will later on revisit the distinct critical regimes and
EMT when investigating how non-equilibrium measures scale close to isostaticity. As
a final remark, we note that although similar in form, the much better understood
connectivity percolation problem constitutes a separate universality class. Indeed,
while connectivity percolation (z = 3, p = 0.5 for the triangular network-Fig. 3.1c)
identifies the point at which a cluster of connected nodes spans the system size,
rigidity percolation occurs if the cluster is additionally rigid [80].
Given the limited number of parameters needed to describe such networks
(namely the spring constant k and the dilution probability p), diluted spring net-
works have been one of the most employed model to study isostaticity. Their static
linear response has been studied extensively both analytically and numerically at
zero temperature [79, 80, 83], at finite non zero temperature [84], as well as in
the presence of non-dissipative active stresses generated by contractile force dipoles
[85]. Their rheology (dynamical response) when put in contact with a viscous fluid
is also well understood [86]. Their well understood behavior at thermodynamic
equilibrium makes spring networks an optimal ground to investigate what happens
when dissipative, non-equilibrium driving is added to the system.
3.2 Actively driven disordered spring networks: the
model
The field of active matter has been flourishing in the last years due to the possibility
of investigating in a quantitative manner the properties of active systems such as
membranes [87], tissues [88, 89], reconstituted cytoskeletal systems with motors
[90], as well as active DNA gels [91]. Importantly, signatures of critical behavior
have been detected in active systems such as actin-myosin assemblies, which can
also self-organize and tune their connectivity close to a critical point [92, 93]. An
accurate description of how motor-generated non-equilibrium driving affects the
dynamics of critical biological networks is still lacking.
To bridge the gap between pre-existing theories of critical mechanical behavior
and the thriving field of active matter, we introduce here a minimal theoretical
model of a marginal elastic network where motors constantly exert contractile forces
on the bonds. We consider a triangular network of spring-like bonds immersed in a
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Figure 3.2 a) Schematic of a disordered triangular network of beads and springs with
motors. Motors attach to bonds with rate −1on and detach with rate 
−1
off . For simplicity, we
assume on = off = . b) Two stochastic trajectories of beads’ displacements (projected
along the distance-vector) as a function of time. All quantities are plotted in natural units
(see main text). c) The time-averaged cycling frequency converges to a non-zero value as
t →∞. Inset: Phase space trajectory (colored by the instantaneous cycling frequency) and
probability current (red arrows) for the data in panel b. d) Sketch of a disordered triangular
network with heterogeneous white noise activity at the nodes. The color indicates the
different magnitude of white-noise activity in the system.
newtonian fluid at temperature T . The bonds of the network are removed with prob-
ability 1− p, thereby introducing disorder in the system. The binding and unbinding
of motors is modeled as a random telegraph process fM with binding/unbinding
rate on/of f , while the amplitude of the motor contraction is drawn from a folded
normal distribution of variance 2M . A schematic of the model is shown in Fig. 3.2a.
We simulate the dynamics of the networkwith the following overdamped Langevin
equation for the displacement at each node:

dxi
dt
(t) = fEi (t) + fMi (t) +
√
2kBT i(t) , (3.3)
58 Nonequilibrium dynamics of isostatic spring networks
where  is the drag coefficient.
The full elastic force on node i is fEi = −
∑
j∈NN ki, j(‖xi, j(t)‖ − `0)x̂i, j, where xi, j =
xi−xj, x̂i, j is the corresponding unit vector, and ki, j = k if the bond between nearest
neighbor (NN) sites is present or else ki, j = 0. Thermal forces act on the beads
as Gaussian white noise (〈ix(t) jy(t′)〉 = i j xy (t − t′) and 〈ix〉 = 〈iy〉 = 0).
Note, we neglect hydrodynamic interactions between beads and use fixed boundary
conditions to prevent rigid body translation and rotation.¹ In addition, we employ
natural units, measuring time in units of /k, lengths in units of `0 and temperature
in units of k`20/kB, leaving T , M and  as the remaining free parameters.
We employ an Euler-Maruyama scheme to integrate the Brownian dynamics
Eq. (3.3) and, after equilibration, we are able to record trajectories for all nodes
in the network. Note that a trajectory is the projection of the displacement of the
node ui onto the distance vector between neighboring nodes ri j. A pair of recorded
trajectories is shown in Fig. 3.2b. The non-equilibrium character of the system
is manifest in the characteristic circulatory behavior of the probability current, as
shown in the inset of Fig. 3.2c. To quantify the non-equilibrium character of the
system we assign a simple pseudo-scalar measure, the cycling frequency ! (see Sec.
1.5 of the Introduction), to any pair of recorder trajectories. If detailed balance is
broken in the phase space of the degrees of freedom, the time-averaged cycling
frequency converges to a non-zero value, as shown in Fig. 3.2c. Importantly, we
expect our chosen non-equilibrium measure to reflect not only the active driving of
the motors, but also the spatial heterogeneity of the elastic structure of the network.
In the limit in which the typical relaxation times of the network are large com-
pared to the on-off times of the motors,² we might consider the effect of multiple
motors as a white noise process with heterogeneous amplitudes at different nodes
(Fig. 3.2 d). As we will show later, this model exhibits statistics similar to the model
with correlated motor activity, but has the great advantage of being analytically
tractable. The nodes’ fluctuations in this model are described by the following
overdamped Langevin equation:

dxi
dt
(t) = −
∑
j∼i
ki, j(‖xi, j(t)‖ − `0)x̂i, j(t) + ai i(t) . (3.4)
The only difference between Eq. (3.4) and Eq. (3.3) is that now all fluctuating
forces acting on the beads are described as Gaussian white noise. Thus, for nodes i
and j, 〈ix(t) jy(t′)〉 = i j xy (t − t′) and 〈ix〉 = 〈iy〉 = 0. Here, the white noise
amplitude includes both thermal and active fluctuations: ai =
√
2kB(T + |i |). Im-
1 Using fixed instead of periodic boundary conditions slightly affects the value of pc: we compute
the corrected pc in the Supplementary Material [63].
2 This limit is particularly relevant for large relaxation times of the network, i.e. close to a critical
point.
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portantly, while the amplitude of the thermal contribution is homogeneous through-
out the system, the amplitude of the active noise is heterogeneous and is described
using quenched disorder. Specifically, we draw the amplitudes i from a normal
distribution with average  and variance 2, such that   T + . Note, when
 = 0, the system obeys equilibrium dynamics. In what follows we use the natural
units introduced for the model of Eq. (3.3) and we are left with only one free
parameter ai =
√
2(T + |i |) in Eq. (3.4).
3.3 Results
3.3.1 Understanding the local response: nearest-neighbor
cycling frequencies
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Figure 3.3 a) The cumulative distribution function (CDF) of !NN for different p and for the
model with motors (Fig. 3.2 a) simulated using Eq. (3.3) with M = 10−3, T = 10−5 and
 = 0.5. b) The 68th percentile of !NN as a function of p. (c-d) CDF and 68th percentile for
the full (nonlinear) model in (c) with  = 10−6, T +  = 10−5.
To gain a first understanding of how the cycling frequencies are affected by
the different elastic regimes induced by the bond-dilution protocol, we compute
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the cumulative distribution function (CDF) of directly connected nearest-neighbor
cycling frequencies !NN as a function of the dilution parameter p.³ Results for
the both models introduced in Sec. 3.2 are shown in Fig. 3.3a-b: as previously
noted, the statistical features of the nearest-neighbor ! are, for the two models,
qualitatively similar. For p > 0.8 the CDF gradually increases to 1, but only for large
!NN. By contrast, below isostaticity (pc ≈ 0.65) the CDF immediately saturates to 1
at low values of !NN, indicating a large shift of the predominant cycling frequencies
towards zero. We utilize the 68th percentile P!NN of the distribution as an order
parameter to characterize this transition: P!NN is non-zero in the rigid phase p > pc,
while it vanishes continuously when p < pc (Fig. 3.3c-d ).
Although there have been analytical attempts to study, on the one hand, the
non-linear elastic response of spring networks close to isostaticity [94] and, on the
other hand, the non-equilibrium dynamics in the absence of dilution [64–66], it is
particularly daunting to try to tackle analytically models that combine non-linear
equation of motions such as Eq. 3.4 with intrinsic non-equilibrium activity. However,
in the limit of modest driving (i.e.   (T + )  1) the displacements of the
nodes will be small and we might linearize the elastic interaction fEi to first order in
the displacement. The force on node i now reads −∑j∼i Ai juj, with the interaction
matrix A given by:
Ai j =
{
−ki, jr̂i, j r̂i, j, i , j∑
n,i
kinr̂i,n r̂i,n, i = j
, (3.5)
where r̂i, j is the unit vector connecting the rest positions of nodes i and j and
greek indices denote cartesian components. This linearized model captures the
non-equilibrium fluctuations of the system, as shown by the good comparison of
68th percentile curves for the full model and the linearized model (see Appx. E of
[63]).
Thanks to the linearity of the problem, at steady state the covariance matrix
Ci j = 〈uiuj〉 satisfies the Lyapunov equation (see Sec. 1.5 of the Introduction) :
AC + CAT = −2D , (3.6)
where D is the diffusion matrix Di j = 12a
2
i i j. While A is invertible for a fully
connected network , zero-energy modes with diverging relaxation time appear as we
remove network bonds. To avoid the resulting divergences in the covariance matrix,
it is convenient to insert a weak "-spring of elastic constant "  1 (" is in units of
k) whenever a k-spring is removed, as sketched in Fig. 3.4a top-left [82, 83]. In
the limit " → 0 we expect to recover the dynamics of the simulated network. This
3 While the specific choice of neighbors connected by a bond may seem rather specific at this point,
this choice will allow us to intuitively understand the local non-equilibrium behavior in terms of a
simple two-beads model.
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dilute-and-replace procedure allows us to stabilize the zero modes in a controlled
way.
Once the network is stabilized it becomes possible to compute analytically the
cycling frequencies directly from the covariance matrix (see Sec. 1.5 of the Intro-
duction) and thus to study the behavior of the cycling frequencies as a function
of ", even at subcritical dilution values p < pc. Compared to the simulated data
(Fig. 3.3d), we find that the sharpness of the transition in P!NN is softened by the
stabilizing field ", as shown in Fig. 3.4b. Thus, it appears as if " acts as a scaling field
driving the system away from criticality. To test this hypothesis, we test whether
P!NN obeys a homogeneity relation of the form:
P!NN(p, ") = |∆p| f P±(" |∆p|−) , (3.7)
where ∆p = p − pc and P± is a universal function. By rescaling the data for
different " and p according to this relation we observe a good collapse (Fig. 3.4c).
Based on this analysis, we identify three distinct scaling regimes: a super-critical,
k-dominated regime where P!NN ∼ |∆p| f , a critical regime P!NN ∼ " f/, and a
sub-critical one where P!NN ∼ "1/2 |∆p| f−/2. We find a reasonable collapse with
the exponents f = 0.45 ± 0.05,  = 1.8 ± 0.2.
We can make progress in the analytical approach to this problem by considering
a mean-field version of a two-beads model, shown in Fig. 3.4a bottom. The main
idea is to first map the disordered network onto a uniform network with an effective
stiffness m (Fig. 3.4a top right–Effective Medium Theory, EMT [81]). Then, by
requiring the dipole response of the disordered network (Fig. 3.4a top-left) to match
the response in the effective medium (Fig. 3.4a top-right), we effectively map the
problem onto a two-beads model for which we can analytically compute the cycling
frequencies. As shown in the Appendix F and in Fig. 3 of our manuscript [63],
we can expect this approach to work well in the low-activity limit. In this limit,
fluctuations in the elastic constants of the two-beads model appear in fact only as a
second order correction in the expression for the cycling frequency.
The two-beads EMT theory successfully predicts the scaling of P!NN for the
original, stabilized network with exponents f = 1/2,  = 2, as shown by the
dashed purple line of Fig. 3.4c (see Appx. G of [63] for the derivation of the
exponents). More than confirming our scaling ansatz (Eq. (3.7) and dashed purple
line of Fig. 3.4c), this intuitive analytical approach provides insight into the non-
equilibrium fluctuations of a disordered marginal system. The various phases and
their boundaries predicted by this mean-field model are summarized in the phase
diagram in Fig. 3.4d.
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Figure 3.4 a) Top left: Schematic of network with "-bond replacement ("-bonds are
light, k-bonds dark). Top right: Schematic of effective medium, with all bonds replaced by
m except where the dipole is applied. Bottom: Effective two-bead model with external
spring constants m. b) 68th percentile, P!NN for different p and ". c) Scaling of the 68th
percentile P!NN(p, ") = |∆p| f P(" |∆p|−) around pc. The dashed purple line indicates
the mean-field prediction. Results were obtained employing Eq. (3.6) for a lattice of size
W = 40×40 and  = 10−4, T + = 10−3. d) Schematic phase diagram: (1) P!EMT ∼ k;
(2) P!EMT ∼ k1/2 |∆p|1/2; (3) P!EMT ∼ k3/4"1/4; (4) P!EMT ∼ k1/2"1/2 |∆p|−1/2.
3.3.2 From local to global: a diverging length scale sets the
scaling properties of cycling frequencies
Critical phenomena are associated with a diverging length scale . In isostatic
networks, this phenomenon has been investigated via finite size scaling of the shear
modulus and the non-affine measure [78]. Here, we show that a divergent length
scale affects the radial scaling of cycling frequencies in the vicinity of the critical
point. Results for uniform triangular networks showed that
√
〈!2(r)〉 ∼ r−3, where
r is the distance of any node from the center of the network and the average is over
all nodes at the same distance (Fig. 3.5a) [65]. As p is lowered from one to the
isostatic threshold, the scaling r−3 of
√
〈!2(r)〉 is at first robust, but starts deviating
significantly from the uniform scaling once the vicinity of pc is reached, as shown in
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Figure 3.5 a) Scaling of
√
〈!2(r)〉/〈!2(1)〉 with r for different p values. b) Universal scaling
with |∆p| and r of the normalized root-mean-square value of the cycling frequencies around
the critical point. Results were obtained from Eq. (3.6) for a lattice of sizeW = 100 × 100
and  = 10−6, T +  = 10−5.
Fig. 3.5a. To study if this intricate scaling behavior can be understood within the
framework of rigidity percolation, we rescale r by  and test the following scaling
relation near pc √
〈!2〉∗(p, r) = |∆p|−S±(r |∆p|) . (3.8)
In Eq. (3.8) We eliminated the r−3 scaling of a uniform network by defining√
〈!2〉∗ B
√
〈!2〉(p, r)/
√
〈!2〉(p = 1, r). Remarkably, the rescaled cycling fre-
quencies collapse onto a master curve with  = −1 ± 0.2 and  = 1.3 ± 0.2, as
shown in Fig. 3.5b. Note that this value of  is consistent with the exponent of
the correlation length found in studies of rigidity percolation in diluted spring
networks [78, 95]. In conclusion, we have shown how a diverging length-scale
originally discovered for marginal athermal systems, also governs the large scale
dynamics of actively driven diluted spring networks.
3.4 Summary and Discussion
In this chapter we investigated how measures of non-equilibrium, the cycling fre-
quencies, can be controlled by the isostatic critical point. We proposed to do so by
using a minimal framework of a randomly diluted spring network with active motor
contractions.
Starting from the local nearest-neighbor dynamics, we have shown that the zero-
temperature isostatic threshold which separates the floppy phase of the network
from the rigid one, also regulates the statistics of cycling frequencies. Interestingly,
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two different models of motor activity, one with time-correlated contractions of the
springs, and one with white noise at the nodes, display similar non-equilibrium
statistics as the average connectivity is varied across the critical value. This suggests
that the presence in the network of zero-modes with diverging relaxation time
dictates the behavior of cycling frequencies independently of the specific kind of
active driving.
After identifying a viable order parameter, the 68-th percentile of the cycling
frequencies’ distribution, a simplified version of the model with linear interactions
allowed us to compare numerical results with analytical ones obtained via an
EMT-based two-beads model. While this theory yields accurate exponents for the
nearest-neighbor scaling relation, the behavior at larger distances is not captured
by the mean-field model.
Recent experimental developments in the field of active matter have made it
possible to systematically study the non-equilibrium dynamics of disordered systems.
Hence the need for non-equilibrium theories that make testable predictions. The
scaling of cycling frequencies at different length-scales has been proposed as a
non-invasive technique for investigating the features of the active driving as well as
the structural features of nearly-ordered biological assemblies [64–66]. We have
here shown how, for a diluted system, the presence of a diverging length-scale can
induce different scaling behaviors of the cycling frequencies near criticality. Although
we focused here on this single non-equilibrium measure, the relations between
cycling frequencies and other two-point quantitites such as the area-enclosing-rate
or the reduced entropy-production-rate are well established (see Sec. 1.5 of the
Introduction) [66, 69, 70]. Our predictions might be particularly relevant in fragile
biological contexts where structural disorder cannot be neglected and non-invasive
measurement techniques are necessary.
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Marginally stable systems exhibit rich critical mechanical behavior. Such isostatic assemblies can be actively
driven, but it is unclear how their critical nature affects their nonequilibrium dynamics. Here, we study the
influence of isostaticity on the nonequilibrium dynamics of active spring networks. In our model, heteroge-
neously distributed white or colored, motorlike noise drives the system into a nonequilibrium steady state. We
quantify the nonequilibrium dynamics of pairs of network nodes by the characteristic cycling frequency ω—an
experimentally accessible measure of the circulation of the associated phase space currents. The distribution
of these cycling frequencies exhibits critical scaling, which we approximately capture by a mean-field theory.
Finally, we show that the scaling behavior of ω with distance is controlled by a diverging length scale. Overall,
we provide a theoretical approach to elucidate the role of marginality in active disordered systems.
DOI: 10.1103/PhysRevE.100.013002
I. INTRODUCTION
The concept of isostaticity has been central in providing
a unifying understanding of the mechanics of soft disordered
systems [1–4]. A system is isostatic when its degrees of free-
dom are exactly balanced by its internal constraints, poising
the system at the verge of mechanical stability [5,6]. Exam-
ples of such marginal matter include colloidal suspensions,
granular packings and foams near the jamming transition
[7,8], spring lattices [9–11], and fiber networks [3,4,12–14].
Recently, a variety of nonequilibrium dynamics have been
reported in such soft matter systems with active driving, rang-
ing from active colloidal suspensions [15,16] and biopolymer
networks with molecular motors [17–20] to living systems
such as cells, tissues, and bacterial populations [21–25]. In
particular, actin-myosin cortical networks extracted from cells
can self-organize in highly responsive, nonequilibrium steady
states with marginal connectivity [26]. Moreover, in weakly
connected reconstituted networks of actin filaments, myosin
motor activity can drive the system into a critical state [17,27].
However, a theoretical framework to describe the nonequilib-
rium fluctuations of such marginal disordered systems is still
lacking.
Active systems cannot be fully characterized by conven-
tional equilibrium measures. To study fragile biological sys-
tems, a noninvasive approach based on measuring broken
detailed balance has been proposed [28]: a nonequilibrium
steady state is characterized by the presence of steady-state
probability currents. Consequently, the trajectory of a pair of
mesoscopic observables revolves, on average, with a char-
acteristic cycling frequency ω in a two-dimensional phase
space (see Fig. 1) [29–31]. In linear systems, the cycling
frequencies are directly related to another popular measure of
*These authors contributed equally to this work.
†C.broedersz@lmu.de
irreversibility: the entropy production rate [32]. It has now be-
come possible to experimentally determine such nonequilib-
rium measures in active biological gels such as actin-myosin
networks [33]. However, it is unclear how nonequilibrium
measures are affected by the system’s architecture and by the
onset of mechanical rigidity.
To provide conceptual insight into the stochastic dynamics
of biological gels such as actin-myosin assemblies, we here
develop a theoretical approach to study the active dynamics
of a marginal elastic network driven by motors [Fig. 2(a)].
Motors randomly bind and unbind to the network bonds where
they exert contractile forces, thereby driving the system into
a nonequilibrium steady state. By tuning network connectiv-
ity, we investigate how isostaticity controls nonequilibrium
fluctuations. We quantify these steady-state fluctuations using
the experimentally accessible cycling frequency ω associated
with pairs of network nodes. Interestingly, we find that the
cumulative distribution function of ω is highly sensitive to net-
work connectivity, with a drastic transition near the isostatic
point. We employ a generalized median, the 68th percentile
of the distribution, as an order parameter to characterize this
transition. The 68th percentile obeys universal scaling laws,
which are captured approximately by a mean-field theory.
To understand how isostaticity controls the nonequilibrium
dynamics at different length scales, we employ a simplified
model with white-noise activity. Specifically, we demonstrate
how a diverging length scale impacts the scaling behavior
of nonequilibrium cycling frequencies. Together, our results
demonstrate how isostaticity can control the nonequilibrium
fluctuations in disordered systems.
II. ACTIVELY DRIVEN RANDOMLY DILUTED
TRIANGULAR NETWORKS
A. Model with motor activity
We start our analysis by considering a triangular net-
work of springs, which is immersed in a viscous fluid at
2470-0045/2019/100(1)/013002(10) 013002-1 ©2019 American Physical Society
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FIG. 1. (a) Schematic of two fluorescent tracer beads embedded
in a motor-driven actin network: cycling frequencies can be calcu-
lated employing the positional trajectory of the two tracers in time.
(b) Two stochastic trajectories of beads’ displacements (projected
along the distance vector) as a function of time. All quantities are
plotted in natural units (see main text). (c) Phase space trajectory
(colored by the instantaneous cycling frequency) and probability
current (red arrows) for the data in panel (b). (d) The time-averaged
cycling frequency converges to a nonzero value as t → ∞.
thermodynamic equilibrium at temperature T [Fig. 2(a)].
Network connectivity is tuned by randomly diluting bonds
with probability p. Molecular motors can attach to each bond
of the network and exert a contractile force between two
neighboring nodes. The random binding and unbinding of
motors is modeled as a telegraph process (Appendix A) with
rates τ−1on and τ
−1
off [34]; the local activity, i.e., the intensity
of the motor force | f Mk |, is drawn from a folded Gaussian of
variance σ 2M.
The overdamped stochastic equation for the position xi of
each network node reads
γ
dxi
dt
(t ) = fEi (t ) + fMi (t ) +
√
2γ kBT ηi(t ), (1)
where γ is the drag coefficient. The full elastic force on node i
is fEi = −
∑
j∈NN ki, j (‖xi, j (t )‖ − 0)x̂i, j , with xi, j = xi − x j ;
x̂i, j the corresponding unit vector; and ki, j = k if the bond
between nearest neighbor (NN) sites is present or else ki, j =
0. Thermal forces act on the beads as Gaussian white noise
[〈ηix(t )η jy(t ′)〉 = δi j δxy δ(t − t ′) and 〈ηix〉 = 〈ηiy〉 = 0]. Note
that we neglect hydrodynamic interactions between beads
and use fixed boundary conditions to prevent rigid body
translation and rotation. In addition, we employ natural units,
measuring time in units of γ /k, lengths in units of 0, and
temperature in units of k20/kB, leaving T , σM, and τ as the
remaining free parameters.
We employ a Brownian dynamics approach to simulate
the network dynamics. Specifically, we determine the fluc-
tuating displacements of various pairs of beads in the net-
work. We quantify the nonequilibrium nature of these two-
point fluctuations using the cycling frequency—the average
FIG. 2. (a) Schematic of a disordered triangular network of beads
and springs with motors. Motors attach to bonds with the rate τ−1on and
detach with the rate τ−1off . For simplicity, we assume τon = τoff = τ .
(b) The cumulative distribution function (CDF) of ωNN for different
p for the full model in panel (a) simulated using Eq. (1) with σM =
10−3, T = 10−5, and τ = 0.5. (c) The 68th percentile of ωNN as a
function of p. (d) Sketch of a disordered triangular network with
heterogeneous white noise activity at the nodes. The color indicates
the different magnitude of white-noise activity in the system. (e),
(f) CDF and 68th percentile for the full (nonlinear) model in panel
(c) with σα = 10−6 and T + μα = 10−5.
number of revolutions, per unit time, in the two-dimensional
configurational phase space of these beads [Figs. 1(c)
and 1(d)]. By determining the cycling frequencies, we assign a
simple pseudoscalar measure of nonequilibrium phase space
currents to each pair of beads in our network. The cycling
frequencies for distinct bead pairs will in general differ not
only because of the heterogenous motor activities but also
because of the disordered network structure.
To investigate the interplay between internal driving and
disorder, we determine the cumulative probability distribution
function, CDF(ωNN), of cycling frequencies ωNN for directly
connected beads [Figs. 2(a) and 2(b)]. For p > 0.8 the CDF
gradually increases to 1, but only for large ωNN. By contrast,
below isostaticity (pc ≈ 0.65, Appendix I) the CDF immedi-
ately saturates to 1 at low values of ωNN, indicating a large
shift of the predominant cycling frequencies towards zero. We
utilize the 68th percentile PωNN [Fig. 2(c)] of the distribution
as an order parameter to characterize this transition: PωNN is
nonzero in the rigid phase p > pc, while it vanishes continu-
ously when p < pc [Fig. 2(c)]. These results indicate how the
isostatic threshold can impact the statistics of nonequilibrium
measures.
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B. Model with spatially varying white-noise activity
We obtain further insight into these nonequilibrium dy-
namics by considering a simplified model in which the in-
ternal driving is modeled as white noise heterogeneously
distributed over the network [Fig. 2(d)]. The dynamics of this
model is simulated according to the following overdamped
Langevin equation for the node positions:
γ
dxi
dt
(t ) = −
∑
〈i, j〉
ki, j (‖xi, j (t )‖ − 0)x̂i, j (t ) + aiηi(t ), (2)
where γ is the drag coefficient of each bead in the fluid,
ki, j = k if the bond is present or ki, j = 0 if the bond is
removed, xi, j = xi − x j , and x̂i, j is the corresponding unit
vector. Internal fluctuating forces acting on the beads are
described as Gaussian white noise. Thus, for nodes i and j,
〈ηix(t )η jy(t ′)〉 = δi j δxy δ(t − t ′) and 〈ηix〉 = 〈ηiy〉 = 0. Here,
the white-noise amplitude includes both thermal and ac-
tive fluctuations: ai =
√
2γ kB(T + |αi|). Importantly, while
the amplitude of the thermal contribution is homogeneous
throughout the system, the amplitude of the active noise
is heterogeneous and is described using quenched disorder.
Specifically, we draw the amplitudes αi from a normal dis-
tribution with average μα and variance σ 2α , such that σα 
T + μα . Note that when σα = 0 the system obeys equilibrium
dynamics. In what follows we use the natural units introduced
for the model of Eq. (1) and we are left with only one free
parameter, ai =
√
2(T + |αi|), in Eq. (2).
Importantly, the statistics of the cycling frequencies of
this simpler model [Figs. 2(e) and 2(f)] exhibits the same
qualitative features as the model with explicit motor activity
[Figs. 2(b) and 2(c)]. These results suggest that the transition
in the statistics of cycling frequencies reflects the underlying
elastic features of the marginal systems, independent of the
specific internal driving.
III. THE TWO-BEAD MODEL PREDICTION
FOR CYCLING FREQUENCIES
To provide physical intuition for which features determine
the distribution of cycling frequencies in our system, we first
ask: what sets the local value of ωNN? To address this, we
consider a network where all fluctuations are suppressed. We
then determine the linear response to three force configura-
tions applied to a pair of neighboring nodes in the network
[Fig. 3(a)]. Using these responses, we map the disordered
network onto an effective one-dimensional two-bead model
[Fig. 3(b)], with spring constants k1, k2, and k12 set so that the
effective system retains the local response of the full network.
While this procedure works well for the mechanics of
the network, the mapping does not extend to the stochastic
dynamics of the active system [35,36]. However, as a first
approximation, we neglect the active fluctuations of all other
beads in the network and include in our two-bead model only
the activities, α1 and α2, of the considered pair of nodes
[Fig. 3(b)]. We can now use the two-bead model to make a
prediction for the cycling frequencies in the full network. In
the limit of small activity difference, i.e., δα  T + α with
FIG. 3. (a) Two monopole forces, f1 and f2, and a dipole force,
f12, are applied at two neighboring network nodes. The response to
the forces yields three different effective spring constants: k1, k2, and
k12. (b) Two-bead model with activities equal to those of the nodes
in the full network. (c) Scatter plot of the cycling frequencies ωNN
calculated for each pair of neighboring nodes for full networks with
varying p (y axis) and the corresponding estimate from the two-bead
model ω2B (x axis).
α1 = T + α + δα and α2 = T + α (Appendix B),
ω2B ≈ k12
√
k12(k1 + k2) + k1k2
k1 + 2k12 + k2
δα
T + α . (3)
The cycling frequencies ωNN for all pairs of neighbors in the
full disordered network agree well on a case-by-case basis
with the two-bead model prediction ω2B [Fig. 3(c)]. Note,
however, that ω2B are in absolute value larger than ωNN.
We attribute this effect to the activities of the other network
nodes (Appendix C), which are excluded in this simple model.
Nonetheless, these results indicate that the local mechanical
response together with the local activity difference sets the
scale of the local cycling frequency.
IV. LINEAR MODEL
Next, we would like to build on the intuition provided
by the two-bead model to fully understand the disordered
network dynamics near isostaticity. Studying analytically the
full system of Fig. 2(d) is arduous, as nonlinearities may be-
come increasingly more important when the system is diluted
and driven out of equilibrium by large noise. However, the
elastic contribution to the force in our model can be linearized,
resulting in a simplified equation of motion (in natural units),
dui
dt
(t ) = −
∑
〈 j〉
Ai ju j + aiηi(t ), (4)
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with ui representing the displacement of node i from its rest
position and the elastic-matrix A being defined as
Aiα jβ =
⎧⎨
⎩
−ki, j r̂i, jα r̂i, jβ, i = j,∑
n =i
kinr̂i,nα r̂i,nβ, i = j, (5)
where r̂i, j is the unit vector connecting the rest positions of
nodes i and j and Greek indices denote Cartesian components.
This linearized model captures the nonequilibrium fluctua-
tions of the system, as shown by the good comparison of 68th
percentile curves for the full model and the linearized model
(see Fig. 9 of Appendix E).
For such a linear system, we can extract nonequilibrium
measures from the steady-state covariance matrix Ciα jβ =
〈uiαu jβ〉, which satisfies the Lyapunov equation [37]
AC + CAT = −2D, (6)
with Diα jβ = 12 a2i δi jδαβ being the diffusion matrix. While A is
invertible for a fully connected network, zero-energy modes
with diverging relaxation times appear as we remove network
bonds. To avoid the resulting divergences in the covariance
matrix, it is convenient to insert a weak spring of elastic
constant ε  1 (ε is in units of k) whenever a k spring is
removed, as sketched in Fig. 4(a) [10,38]. In the limit ε → 0
we expect to recover the dynamics of the simulated network.
This dilute-and-replace procedure allows us to stabilize the
zero modes in a controlled way.
Because of the sixfold rotational symmetry of the lattice,
we can obtain the cycling frequencies by considering a spe-
cific direction, say the x displacements of nodes connected by
x-directed bonds, using [32]
ωi j = 1
2
(AC − CAT )ix jx√
CixixCjx jx − Cix jxCjxix
. (7)
In the limit of modest activity: σα  (T + μα )  1, the
nonlinear model is well approximated by its linearized version
[Eq. (4)]. With this result, we can directly predict the CDFs
[Fig. 2(e)] and in particular PωNN (Appendix G). Moreover,
the replacement of removed bonds by ε springs allows us to
stabilize the rigidity of our network also below pc. Using this
approach, we find that the characteristic change in the shape
of CDF(ωNN) near the critical point pc, is reflected by a sharp
but continuous decrease of PωNN , as shown in Fig. 4(b) for
varying ε.
Because the network is stabilized by the soft ε springs, the
jump in PωNN becomes less pronounced for larger ε. It appears
as if ε acts as a scaling field taking the system away from
criticality. To test this idea, we investigate if PωNN obeys a
homogeneity relation of the form
PωNN (p, ε) = |p| f P±(ε|p|−φ ), (8)
where p = p − pc and P± is a universal function. By
rescaling the data for different ε and p according to this
relation we observe a good collapse [Fig. 4(c)]. Based on
this analysis, we identify three distinct scaling regimes: a
supercritical, k-dominated regime where PωNN ∼ |p| f , a
critical regime PωNN ∼ ε f /φ , and a subcritical one where
PωNN ∼ ε1/2|p| f −φ/2. We find a reasonable collapse with the
exponents f = 0.45 ± 0.05 and φ = 1.8 ± 0.2.
FIG. 4. (a) Schematic of network with ε-bond replacement.
(b) The 68th percentile PωNN for different p and ε. (c) Scaling of
the 68th percentile PωNN (p, ε) = |p| f P(ε|p|−φ ) around pc. The
dashed purple (gray) line indicates the mean-field prediction. Results
were obtained employing Eq. (6) for a lattice of size W = 40 × 40,
σα = 10−4, and T + μα = 10−3. (d) Schematic of effective medium,
with all bonds replaced by μm except for where the dipole is applied.
(e) Effective two-bead model with external spring constants μm.
(f) Scaling of the 68th percentile Pωr (p, ε) = |p| f ′ P̃(ε|p|−φ′ )
around pc for r = 10 ( f ′ = 1.4, φ′ = 4.8, and pc = 0.63). (g)
Schematic phase diagram: (1) PωEMT ∼ k, (2) PωEMT ∼ k1/2|p|1/2,
(3) PωEMT ∼ k3/4ε1/4, and (4) PωEMT ∼ k1/2ε1/2|p|−1/2.
V. EFFECTIVE MEDIUM THEORY FOR
THE TWO-BEAD MODEL
We obtain further insight into the origin of the critical
scaling of the cycling frequency distribution by using the
two-bead model [Fig. 3(b)] to develop a mean-field ap-
proach. In the case of r = 1, it is straightforward to construct
an effective medium theory (EMT) [38,39] to predict the
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statistical properties of the cycling frequencies in our sys-
tem. The idea underlying the EMT is to map a lattice with
randomly diluted bonds onto a network with uniform bond
stiffness μm. Importantly, we anticipate this approach to work
well in the low-activity limit because of the structure of
Eq. (3): fluctuations in the elastic constants of the two-bead
model only appear as a second-order correction to the cycling
frequency (Appendix F).
By solving the following self-consistency equation we
obtain the p-dependent effective spring constant μm for our
system [38]: 〈
μm − k
μm/a∗ − μm + k
〉
= 0, (9)
where the average 〈·〉 is taken over the distribution of stiff-
nesses of the network bonds. In our case the distribution
of bond stiffnesses is binary P(ki, j = k) = p, P(ki, j = ε) =
1 − p, and the constant a∗ = pc = 2/3 for a triangular net-
work [39]. We then map the effective network onto a two-
bead model by requiring the dipole-response of the network
in Fig. 4(d) to be equivalent to the two-bead response in
Fig. 4(e). Finally, we use Eq. (3) to find a mean-field estimate
of the cycling frequency (Appendix F)
ωEMT ≈ k
k + μm
√
μm(2k + μm) δα
2(T + α) . (10)
By choosing α1 = T + α and α2 = T + α + δα—the activi-
ties of the two-bead model—to be distributed as the activities
of the full network, we obtain the cycling frequency distribu-
tion and the 68th percentile PωEMT .
This mean-field model successfully predicts the scaling
of the PωNN for the original stabilized network with expo-
nents f = 1/2 and φ = 2 (Appendix G). Interestingly, the
percentile Pωr for non-nearest neighbor nodes is captured by
the same scaling form [Eq. (8)], but with non-mean-field ex-
ponents [Fig. 4(f)] independent of r (Appendix H). More than
confirming our scaling ansatz [Eq. (8), dashed purple (gray)
line of Fig. 4(c)], this intuitive analytic approach provides
insight into the nonequilibrium fluctuations of a disordered
marginal system. The various phases and their boundaries
predicted by this mean-field model are summarized in the
phase diagram in Fig. 4(g).
VI. DIVERGING LENGTH SCALE AND DISTANCE
SCALING OF CYCLING FREQUENCIES
The critical behavior of an isostatic network has an asso-
ciated diverging length scale, ξ ∼ |p|−ν [6,13]. In uniform
triangular networks with heterogenous driving it has been
found that
√
〈ω2(r)〉 ∼ r−3 [Fig. 5(a)] [32]. To study how
a diverging length scale affects this scaling behavior, we
investigate how
√
〈ω2(r)〉 depends on p. Interestingly, the
scaling exponent of
√
〈ω2(r)〉 is robust when p is lowered
below 1. However, close to the rigidity percolation threshold,√
〈ω2(r)〉 exhibits a more intricate dependence on r, as shown
in Fig. 5(a). To study if this intricate scaling behavior can be
understood within the framework of rigidity percolation, we
rescale r by ξ and test the following scaling relation near pc:√
〈ω2〉∗(p, r) = |p|−βS±(r|p|ν ). (11)
FIG. 5. (a) Scaling of
√〈ω2(r)〉/〈ω2(1)〉 with r for different p
values. (b) Universal scaling with |p| and r of the normalized
root-mean-square value of the cycling frequencies around the critical
point. Results were obtained from Eq. (6) for a lattice of size W =
100 × 100, σα = 10−6, and T + μα = 10−5.
Here, we eliminated the scaling of a uniform network by
normalizing
√
〈ω2〉(p, r) with
√
〈ω2〉(p = 1, r). Remarkably,
the rescaled cycling frequencies collapse onto a master curve
with θ = −1 ± 0.2 and ν = 1.2 ± 0.2, as shown in Fig. 5(b).
Note that this value of ν is consistent with the exponent of the
correlation length in rigidity percolation of spring networks
[6,13]. Our results show how the presence of a diverging
length scale in the system affects the distance scaling of the
cycling frequencies and, more broadly, how nonequilibrium
measures can show distinct characteristic distance scaling be-
haviors according to the different properties of the underlying
elastic structure.
VII. CONCLUSIONS
In conclusion, we have determined theoretically how the
dynamics of actively driven elastic networks are governed by
the vicinity to an isostatic critical point. Interestingly, while
the network in our model is driven out of equilibrium by
active noise, we find that various statistics of nonequilib-
rium measures such as cycling frequencies are governed by
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properties of the zero-temperature and zero-driving system.
Our results show how experimentally accessible measures of
nonequilibrium are sensitive to the different elastic regimes of
the system. The scaling behavior of the cycling frequencies
shows how nonequilibrium fluctuations determined by a two-
point nonequilibrium measure manifest on different scales in
an internally driven system. Considering that the scaling of cy-
cling frequencies is governed by the elastic zero-temperature
isostatic point, cycling frequencies provide a noninvasive
alternative for assessing the underlying elastic properties of a
nonequilibrium system and may thus prove particularly useful
in fragile biological environments. These cycling frequencies
are directly related to other nonequilibrium measures, such
as the entropy production rate [32]. A detailed study of a
realistic cytoskeletal-like system goes beyond the scope of
this paper. Our findings, however, provide an important step
towards establishing a general framework for understanding
the dynamics of disordered nonequilibrium systems and might
help in guiding experimental studies of active marginal matter
in biological ensembles.
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APPENDIX A: RANDOM TELEGRAPH PROCESS TO
MODEL MOTOR CONTRACTIONS
We model the contraction of the springs of our network
due to molecular motors as a telegraph process with on-off
rates τ−1on and τ
−1
off . The contractile force of the jth motor
on node i is given by fMi (t ) = −
∑
j∈NN | f Mj |x̂i, jT j (t ), where
the telegraph process associated with each motor uncorrelates
in time as 〈T j (t )T j (t ′)〉 = e−(τ−1on +τ−1off )|t−t ′|. An example of a
contraction protocol in time is shown in Fig. 6.
APPENDIX B: DERIVATION OF EQ. (3)
In this Appendix we derive the expression for the cycling
frequency of the system depicted in Fig. 3(b) of the main text.
The linear equation of motion for the displacements ui (i = 1
FIG. 6. (a) Realization of a random telegraph process between
0 and 1 with rates τ−1on = τ−1off = 0.5. (b) Autocorrelation function
(solid blue line) for the telegraph process shown in panel (a) and
the analytical prediction (dashed orange line).
and 2) of the two beads is
d
dt
(
u1
u2
)
= A
(
u1
u2
)
+
(
a1η1
a2η2
)
, (B1)
where
A =
(−(k1 + k12) k12
k12 −(k12 + k2)
)
, (B2)
〈ηi(t )η j (t ′)〉 = δi jδ(t − t ′), and ai =
√
2αi (i ∈ {1, 2}) is the
amplitude of the Gaussian white noise. This choice leads to
the diffusion matrix
D =
(
α1 0
0 α2
)
, (B3)
which can then be inserted in the Lyapunov equation,
AC + CAT = −2D, to solve for the covariance matrix
C = (C11 C12C21 C22 ), where C11 = 2((α2−α1 )k12
2+(k12+k2 )(k1+2k12+k2 )α1 )
(k1+2k12+k2 )[k12k2+k1(k12+k2 )] ,
C12 = C21 = 2k12((k12+k2 )α1+(k1+k12 )α2 )(k1+2k12+k2 )[k12k2+k1(k12+k2 )] , and C22 is equal to C11
with all variables with index 1 replaced by variables of index
2 and vice versa.
By using Eq. (6) from the main text for i = 1 and j = 2,
we obtain the cycling frequency
ω12 = (α1 − α2)k12
√
k1(k12 + k2) + k12k2
4α1α2k12(k1+k2) + α1α2(k1+k2)2 + (α1+α2)2k122
. (B4)
Replacing α1 → T + α + δα and α2 → T + α (T is the tem-
perature of the thermal bath) and Taylor-expanding for δα 
1, we find
ω12 = ω2B = k12
√
k12k2 + k1(k12 + k2)
k1 + 2k12 + k2
δα
T + α + O(δα
2).
(B5)
APPENDIX C: TWO-BEAD MODEL PREDICTION FOR
THE CYCLING FREQUENCIES: NETWORKS WITH
ACTIVITY RETAINED AT TWO NODES ONLY
The two-bead model estimates of the cycling frequen-
cies for a network with heterogeneous activity distributions
are larger (in absolute value) than the simulated cycling
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FIG. 7. (a) Scatter plot of cycling frequencies calculated from the
two-bead model (x axis) and computed via multiple simulations of a
10 × 10 network with one active bead pair for p = 1 and p = 0.75
(y axis). (b) The same plot as in panel (a) but obtained employing
the numerical solution of the Lyapunov equation for the linearized
system.
frequencies, as mentioned in the main text and shown in
Fig. 3(c). Here, we show that this deviation is due to the
fluctuations of all other active beads in the network. Indeed,
if we turn off the activities of all other nodes, we obtain
cycling frequencies that are well predicted by the two-bead
model without systematic deviations. To demonstrate this, we
generate a configuration of the network where only one bead
pair is “active”; all other beads are assigned zero activity, and
for simplicity we set the temperature of the bath to be zero. To
obtain all the cycling frequencies between different bead pairs
we simulate different configurations and make a case-by-case
comparison with the corresponding two-bead estimate. The
results from the simulations and from the numerical solutions
of the Lyapunov equation are shown in Fig. 7.
FIG. 8. (a) PDF of ωNN for our model with motor generated noise
[Fig. 2(a) of the main text]. (b) PDF of ωNN for our model with
heterogeneous active noise [Fig. 2(d) of the main text].
APPENDIX D: PROBABILITY DENSITY FUNCTION
OF CYCLING FREQUENCIES
In the main text we discuss the cumulative distribution
function of cycling frequencies [Figs. 2(b)–2(d)]: for com-
pleteness, we plot in Fig. 8 the probability density function
(PDF) for the same data as in Figs. 2(b) and 2(e) of the main
text.
APPENDIX E: COMPARISON OF 68th PERCENTILE
CURVES FOR THE NONLINEAR MODEL AND THE
LINEARIZED MODEL
As shown in Fig. 9, the 68th percentile curve for the full
nonlinear model is well approximated by its linearised version
for all p values.
APPENDIX F: DERIVATION OF EQ. (10)
The expression for the cycling frequency of our effective
two-bead model follows directly from Eq. (B5) [Eq. (3)] by
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FIG. 9. The 68th percentile as a function of p for the full non-
linear model (black dots) and the linearized model [red (gray) dots].
The system size is 40 × 40, μα + T = 10−5, and σα = 10−6. For the
linear model the soft spring constant has a value of ε = 10−5.
substituting k12 → k and k1, k2 → μm. This yields
ωEMT = 1
2
k
k + μm
√
μm(2k + μm) δα
T + α + O(δα
2). (F1)
Note that this equation follows from a first-order expansion
in δα  1: corrections to the mean-field values of the spring
constants contribute only to the second order, i.e.,
ωEMT = f (k, μm) δα
T + α
+ O(δk21 , δk212, δk22 , δk1δα, δk12δα, δk2δα, δα2). (F2)
As noted in the main text, this explains why our mean-
field predictions are in good agreement with the numerically
calculated values.
APPENDIX G: ANALYTICAL DERIVATION
OF THE SCALING REGIMES FOR PωEMT
Here we describe the analytical procedure to retrieve the
four different scaling regimes of PωEMT . First of all, note that
the cycling frequency estimate in Eq. (9) is composed of two
contributions: the stochastic contribution δα/(T + α) and the
elastic contribution that depends on k and μm. This elastic
prefactor is completely deterministic and acts as a scale factor
when computing the distribution of cycling frequencies.
For simplicity we rewrite Eq. (F1) in the following way:
ωEMT = a(p, k, ε) δα
T + α . (G1)
Note that δα ∼ N (0,√2σα ) and T + α ∼ N (T, σα ). We now
have to compute the probability density distribution of ωEMT:
given that the stochastic part δαT +α of Eq. (F1) is a ratio of two
Gaussian random variables, we can express the symmetric,
strictly positive probability density Z of Z := δαT +α as
ω(ω) = 1
a(p, k, ε)
Z [ω/a(p, k, ε)], a > 0, (G2)
for the probability density of the cycling frequencies. Note
that in general ω(ω) is not normal. We now have to compute
the q percentile of the probability density, which is defined by
q =
∫ Pq
−Pq
ω(ω)dω. (G3)
An analytical calculation of Pq would require finding a
closed-form solution of the integral appearing in Eq. (G3) and
then an analytical inversion of the resulting function. Given
that our goal is not to completely solve Eq. (G3), but only
to find the scaling regimes of Pq, we can proceed as follows.
By fixing the distribution of activities in our system [i.e., we
fix the distribution of z in Eq. (G2)], the percentiles of the ω
distributions for two different sets of parameters of our system
must satisfy∫ Pq,1/a1
−Pq,1/a1
Z (z)dz =
∫ Pq,1
−Pq,1
ω1 (ω1)dω1 = q (G4)
=
∫ Pq,2
−Pq,2
ω2 (ω2)dω2 =
∫ Pq,2/a2
−Pq,2/a2
Z (z)dz. (G5)
Since Z is a positive function, this equation reduces to the
following requirement:
Pq,1/a1 = Pq,2/a2. (G6)
If we now choose realization 1 to be the fully connected
network with the spring constant k = 1, the elastic pref-
actor becomes a1(p = 1, k = 1, ε) =
√
3
4 [at p = 1, μm = k,
hence a(p = 1, k, ε) =
√
3
4 k; this follows immediately from
Eq. (F1)]. Realization 2 is instead a general p-dependent
configuration for which the percentile reads
Pq(p, k, ε)/Pq(p = 1, k = 1) = 4√
3
a(p, k, ε). (G7)
Note that this equation implies that the scaling of PωEMT is
determined by the deterministic prefactor a, since P (p =
1, k = 1) is a number. The elastic prefactor depends on p
through the effective spring constant μm, which is determined
by solving the self-consistency equation〈
μm − k
μm/pc − μm + k
〉
= 0, (G8)
where the ensemble average 〈·〉 is taken over the binary
distribution
k (x) = pδ(x − k) + (1 − p)δ(x − ε). (G9)
We thus have to solve the following equation for μm:
p(μm − k)
k + μm/pc − μm +
(1 − p)(μm − ε)
μm/pc + ε − μm = 0, (G10)
for the different p, k, and ε regimes. This results in [38]
μm ∼
⎧⎪⎨
⎪⎩
k, p ≈ 1,
kp, p > 0,
k1/2ε1/2, p ≈ 0,
|p|−1ε, p < 0.
(G11)
Plugging this scaling form into the definition of a(p, k, ε) and
employing Eq. (G7), we find that the 68th percentile of the
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FIG. 10. Data collapse of Pωr for r = 15 (a) and r = 20 (b).
ωEMT scales as
PωEMT (p, k, ε) ∼
⎧⎪⎪⎨
⎪⎪⎩
k, p ≈ 1,
k|p|1/2, p > 0,
k3/4ε1/4, p ≈ 0,
k1/2|p|−1/2ε1/2, p < 0.
(G12)
APPENDIX H: COLLAPSE OF 68th PERCENTILE
FOR r = 15 AND r = 20
As noted in the main text, we observe that the expo-
nents f = 1.4′ and φ′ = 4.8 do not depend on the distance
r between the nodes, if the special case r = 1 is excluded.
Figure 10 explicitly shows this for two additional r values.
FIG. 11. Light red (gray) indicates the “frozen” nearest-neighbor
degrees of freedom due to the fixed boundary conditions. The system
size L refers to the nonfixed nodes. The different boundary scenarios
of the lattice are shown: at the upper-left corner and at the lower-right
corner three neighbors are fixed, while at the other two corners four
neighbors are fixed. Along the four edges two neighboring nodes are
absent and inside all six nearest neighbors are present.
APPENDIX I: CALCULATION OF pc VIA
COUNTING ARGUMENT
Following Maxwell’s counting argument for a two-
dimensional (2D) lattice with periodic boundary conditions
[5], we count the degrees of freedom of a triangular lat-
tice of size L × L with fixed boundaries. This results effec-
tively in counting the fixed neighbors of the boundary nodes
[highlighted in red (gray) in Fig. 11] and subtracting them
from the result for a periodic lattice [39].
At the four corners of the lattice there are three or four fixed
neighbors depending on the corner and along the four edges
each node has two fixed neighbors. In the bulk of the lattice the
counting is equivalent to Maxwell’s formulation. Hence, due
to the corners, 14 nearest neighbors are overcounted and have
to be subtracted; along the four edges there are instead 4 ×
2(L − 2) neighbors that need to be subtracted. The fraction of
zero-frequency modes for a 2D triangular lattice is therefore
given by
f = 2L
2 − 3pL2 − 8p(L − 2) − 14p
2L2
= 1 − p
pc
, (I1)
from which the critical connectivity or dilution probability is
calculated to be
pc = 2L
2
3L2 + 8L − 2 . (I2)
We used this to estimate pc for the finite networks presented
in the main text. Note that this result is consistent with
Maxwell’s result pc = 2/3 in the limit of an infinite lattice.
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4 Learning the nonequilibrium dynamics of
“Brownian movies”
Abstract of the chapter
In the previous chapter we explored how the critical mechanical nature of diluted
spring networks that are close to isostaticity modifies their non-equilibrium dynamics.
To do so, we recorded the node’s positions in time and, under different mechanical
conditions, computed the cycling frequencies. We then described in which way the
cycling frequencies carry information about the critical mechanics of the network.
In this chapter we take a different perspective to study non-equilibrium dynamics
and lift two fundamental assumptions about the system of interest: 1) that tracking
the positions of embedded objects or of specific regions of the system is always
feasible; 2) that the degrees of freedom we arbitrarily decide to track (for example
the positions of the nodes) are informative about the non-equilibrium dynamics
of the system. Being able to lift such assumptions might be particularly relevant
for biological contexts where the dynamics is intrinsically stochastic, the system
comprises of many degrees of freedom that are not easy to track, and measurements
are affected by noise in the imaging apparatus. After introducing the topic and
defining what “Brownian movies” are, we develop our tracking-free analysis method
and extract relevant non-equilibrium information directly from a movie of a physical
system. Specifically, we are able to directly infer a relevant set of “image-modes”
from the movie and to project the high-dimensional image frames onto this set,
thus performing a dimensionality reduction. By virtue of reduced dimensionality,
we are then able to infer non-equilibrium quantities such as the entropy production
rate and the deterministic image-forces acting on the system. We first test our idea
with a simple two-beads model. Then, we demonstrate the broader applicability of
our method by considering a complex spring-network system comprising multiple
degrees of freedom. In the latter example we introduce a novel, principled way
of selecting for the most dissipative modes of the system: Dissipative Component
Analysis. Finally, we introduce a scalable version of our force-inference method
that exploits locality of interactions, therefore addressing the problem of force-
inference in systems with a large number of degrees of freedom. We thus provide
a real alternative to tracking-based methods in assessing microscopic forces and
irreversibility in soft living matter.
Research question Given time-lapse microscopy data of a soft matter system, how
can one identify relevant degrees of freedom and infer intrinsic non-equilibrium
properties of the system?
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4.1 Inferring force and dissipation from trajectories:
Stochastic Force Inference
The foundations of Brownian motion lie deep in physics: it is in fact the thermal
motion mesoscopic particles that determines the erratic motion of pollen grains
observed by Brown in 1827 [96] and successfully explained by Einstein in 1905
[38]. In general, the dynamics of Brownian particles comprises of deterministic and
stochastic forces. Being able to separately measure these forces given finite traject-
ories of multiple relevant degrees of freedom is challenging. This problem is made
even harder by the presence of uncorrelated noise that corrupts the measurement.
In the first section of this chapter, we present a tool developed in [67] to address
this problem and to reliably infer forces and related observables from trajectories
of Brownian systems, Stochastic Force Inference (SFI). We will here only highlight
some of the main results of [67] and we refer the reader to the original manuscript
for a complete discussion of the topic. We will employ SFI extensively throughout
this chapter and in the related manuscript [70].
We consider a Brownian system governed by an overdamped Langevin equation
for some general coordinates x = (x1, · · · , xd) in a d-dimensional space :
Ûx = F(x) +
√
2D(t) . (4.1)
In Eq. (4.1) the mobility has been absorbed in the definition of F, D is the
diffusion coefficient,  a delta-correlated Gaussian white noise term, and the
Einstein notation for repeated indices is understood. The goal of SFI is to reliably
estimate the force field F(x) acting on such a system and the diffusion coefficient
D. Furthermore, if the system is out of equilibrium, phase space currents, velocities,
and entropy production rate are also relevant quantities that can be inferred.
The main idea of the method is to infer the deterministic part of the steady-state
dynamics by projecting the unknown force field onto a known basis of functions.
Starting from a given basis of nb known functions {b(x)}=1, ··· ,nb (e.g. polynomials
or Fourier modes), a basis {ĉ(x)} of functions that are orthonormal with respect
to the measure induced by the empirical probability density function p̂(x) =
1

´ 
0 dt(x − x(t)) can be constructed. Given ĉ(x), the projection of the force field
onto this function is
F =
1

ˆ 
0
dtF(x(t))ĉ(x(t)) . (4.2)
Employing the Langevin Eq. (4.1), we find
F =
1

ˆ 
0
Ûx(t)ĉ(x(t))dt −
1

ˆ 
0
√
2D(t)ĉ(x(t))dt . (4.3)
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Since the second term on the right side of Eq. (4.3) goes to zero in the long time
limit (here we always employ the Itô convention unless stated otherwise), we can
identify the first term on the right-hand side of Eq. (4.3) with the inferred projection
coefficient F̂. With a discrete set of time measurements, we can compute the force
projection coefficient as F̂ = 1/
∑N
i=1 ∆x(ti)ĉ(x(ti)). Studying the statistics
of the second term on the right hand side of Eq. (4.3), yields a self consistent
estimate of the error on the projection coefficient. This error quantifies how the
inferred projection coefficient F̂ deviates from the projection coefficient of the
exact force field F; this error does not instead estimate how well the exact force
field is represented in the chosen basis. Indeed, the exact force field is in general
unknown. If the diffusion coefficient D is known, the error on the force projection
coefficients goes as ∼
√
Nb/2Îb where Nb is the total number of coefficients to infer
and Îb = 4D
−1
 F̂ F̂.¹ Thus, as customary for average quantities, the error on the
force decreases with the length of the trajectory as ∼ 1/
√
.
If D is not know a priori and if it is space-independent, it can be easily estimated
via the MSD:
D̂ =
1
2
N∑
i=1
∆x(ti)∆x(ti) . (4.4)
The phase space velocity (defined in Eq. (1.3) of the introduction) can be estimated
via a projection-procedure equivalent to the procedure used to project the force
field.² The inferred projection coefficients for the velocity then read:
v̂ =
1

ˆ 
0
ĉ(x(t)) ◦ dx(t) ≈
1

N−1∑
i=1
ĉ
[
x(ti) + x(ti+1)
2
]
∆x(ti) , (4.5)
where the symbol ◦ denotes a Stratonovich integral. Note that these projection
coefficients are odd under time reversal, reflecting the analogous symmetry of the
phase space velocity. Consistent with this, all coefficients go to zero at equilibrium.
Having inferred the phase space velocity and the diffusion tensor, the entropy
production rate (see Eq. 1.14 of the Introduction) can also be inferred as:
Û̂S = v̂ D̂−1v̂ . (4.6)
The estimator for the EPR is biased, the bias being of order 2Nb/, and the remaining
error is roughlyO(
√
2̂ ÛS
 +
2Nb
 ). The errors are computed assuming that the diffusion
1 In two dimensions a second degree polynomial expansion requires inferring 6 coefficients.
2 The phase space velocity can be calculated from a trajectory as v (x) = 〈Ûx|x(t) = x〉, where the
average along the trajectory is to be taken in a Stratonovich sense [52].
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coefficient is known. If this is not the case, errors on the inference of the diffusion
coefficient have repercussions on all other errors too.
Up to this point we have considered space-independent diffusion. Howver, dif-
fusion is space-dependent in various cases such as diffusion close to walls in a
confined geometry when hydrodynamic interactions cannot be neglected [60]. Im-
portantly, in the-Langevin Eq. (4.1), if diffusion is space-dependent, an additional
noise-induced drift arises when employing the Itô convention:
Ûx = F(x) + ∂D(x) +
√
2D(x)(t) . (4.7)
The same idea of projecting onto a known basis of function can be used to infer the
diffusion tensor-field coefficients:
D̂ =
1
2
∑
i
∆x(ti)∆x(ti)ĉ(ti) , (4.8)
the error on the projection coefficients being O(
√
Nb∆t/).
Experimental trajectories are often corrupted to a certain degree by measurement
noise, meaning that the recorded time-trace is y(ti) = x(ti) +  i, where the
measurement noise  i is modeled as a zero-average time-uncorrelated white noise:〈
 i
〉
= 0 and
〈
 i
j

〉
= 2i j. In case of strong measurement noise, the
force coefficients F̂ and the diffusion projection coefficients D̂ (Eq. (4.8)) are
biased by measurement noise, the bias being non-vanishing in the infinite time limit.
Howver, a bias-corrected estimator of the diffusion coefficient can be obtained at
the price of a larger error for short trajectories [67, 97]. Moreover, the coefficients
of the phase space velocity (Eq. (4.5)) are not biased. Hence, to obtain an unbiased
estimator of the force, it is possible to first infer the phase space velocity and then
infer the force using the unbiased estimator for the diffusion coefficient. This
approach exploits a relation existing between force and phase space velocity to
obtain F from v and D³:
F(x) = v(x) − D(x)∂ log(p(x)) , (4.9)
from which the inferred projection coefficients read
F̂ = v̂ −
∑
i
∆t

∂
[
D̂ ĉ
]
(x(ti)) . (4.10)
3 This relation is valid on the ensemble level and thus independently of the convention used at the
Langevin level.
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Unfortunately, correcting diffusion and forces for measurement noise adds an ad-
ditional bias of order O(1/(∆t)) to the entropy production rate. To infer EPR in
the presence of measurement noise we will thus need long enough trajectories with
reasonably large ∆t.
This final chapter of the thesis is dedicated to the analyses of time-lapse micro-
scopy data. As we will see in Sec. 4.3, the stochastic dynamics that governs the
time evolution of a sequence of images of a Brownian system must take into ac-
count the possibility of space-dependent diffusion and the presence of measurement
noise. This means that we will always use the noise-corrected estimators for the
diffusion coefficient and the force, even if this means increasing the errors for short
trajectories.
4.2 To track or not to track? Selecting the relevant
degrees of freedom
Traditional methods to analyze the non-equilibrium dynamics of biological systems
rely on tracking the position of embedded objects or of fluorescently labeled regions
[41, 42, 98, 99]. Once the object has been tracked, probability distributions,
correlation functions and related quantities can be directly obtained from its time
trace. If the dynamics of the tracked object satisfy Eq. (4.1) or (4.7), additional
information such as the force field or the phase space currents can be inferred, as
described in the previous section and shown in Fig.4.1a.⁴ There might be situations,
however, where tracking embedded objects is not feasible without altering the
physical system of interest. Furthermore, we can imagine a scenario were the
tracked object (for example a bead or a filament) is trapped in a region were little
activity is present, as shown in Fig. 4.1b. In this case, tracking of the beads would
lead to no observable non-equilibrium fluctuations in the trajectory. In general,
even if tracking of embedded objects or fluorescently labeled regions is feasible,
it is not clear a-priori which tracked coordinates will be most informative about
the dissipative nature of the system. Ideally, one would like to study the non-
equilibrium dynamics by employing the full image-data about the system (e.g. the
full filamentous structure sketched in Fig. 4.1) without biasing the analysis towards
tracking of embedded objects.
In the rest of this chapter we will present an alternative to tracking that directly
employs all the information available from time-lapse microscopy imaging to infer
dissipation and forces in the system.
4 We note that given a trajectory, verifying that the dynamics is correctly described by Eq. (4.1)
or (4.7) is not easy, especially in the presence of strong measurement noise that obscures the
Brownian dynamics. Here, we assume that this is the case and that our system is well described
by Eq. (4.7).
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Figure 4.1 Panel a) and b) show two fictional cases of a motorized network where tracking
two beads in an active region of the network can yield measurable phase space circulation
(a) but tracking of the same beads in a region with little activity yields no measurable
curculation (b). Top: Drawing of a motorized network with two embedded beads (the color
of the beads reflects the intensity of the fluctuations). Center: the trajectories of the two
beads. Bottom: Phase space circulation quantified by the phase space velocity v(x).
4.3 Learning by observing: principle of the method
As previously noted, our method is based on the assumption that the observed
physical system (see Fig. 4.2 a) follows an overdamped Langevin equation such
as Eq. (4.7). This assumption is not unjustified as the cytoplasm of cells has been
shown to be mostly an elastic solid over a broad range of frequencies [42]. The
Langevin Eq. for the state variables x is then
dx
dt
= Φ(x) +
√
2D(x)(t), (4.11)
where we have included force and noise induced drift in a general ‘drift field’
Φ(x) = F(x) + ∇ · D(x).
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Figure 4.2 a) Sketch of a network of biopolymers (black) with embedded fluorescent
filaments and beads (green). b) Image-frames of the fluorescent components in panel
a) at three successive time points. c) The time trajectories of the projection coefficients
c1(t), c2(t), · · · : the coefficients and respective trajectories discarded by the dimensional
reduction are faded. d) Sketch of the inferred velocity v(c) (top) and force field F(c) (bottom)
in the space {c1, c2}.
We imagine to record a series of images {I(t0), · · · , I(tN)} (L ×W-dimensional
vectors of real-valued pixel intensities) of the steady state dynamics (Eq. (4.11))
of the system at successive time-steps, as shown in Fig. 4.2b. This collection of
successive images is a ‘Brownian movie’. In general, the recorded images I will
be an imperfect representation of the state of the system because of measurement
noise. Here, the measurement noise N (t) is assumed to be time uncorrelated and
added on top of the ‘ideal’ image Ī, such that the recorded images are given by
I(t) = Ī(t) + N (t). Furthermore, imaging the full state of the system might be
impossible, as there could be regions of the systems that are hidden to the imaging
apparatus. For this reason, we can only write a Markovian Langevin Eq. for the
system comprised of visible degrees of freedom (the ideal image map Ī) and hidden
ones xh:
d
dt
(Ī, xh) = (Ī, xh) +
√
2D(Ī, xh)(t) . (4.12)
Given the inevitable information loss in the imaging process, in the best-case
scenario we would infer the average drift (Ī) B
〈
Ī(Ī, xh)|Ī
〉
, the average
phase space velocity V(Ī) B
〈
V(Ī, xh)|Ī
〉
, and the mean image diffusion tensor
D(Ī) B
〈
DĪ(Ī, xh)|Ī
〉
, averaged over the hidden degrees of freedom xh. From the
average drift and the average diffusion tensor we could immediately reconstruct
force fields as F(Ī) = (Ī) − ∇ · D(Ī), as well as the ‘apparent’ entropy production
rate ÛSapparent =
〈
VT(Ī)D−1(Ī)V(Ī)
〉
, which is a lower bound to the total entropy
production rate of the system.
Unfortunately, inferring observables directly in image space as suggested above
is highly unpractical due to the high dimensionality of the image-data. We thus
first seek to reduce the dimensionality of the problem by projecting the image
dynamics on an appropriate set of ‘modes’ or ‘components’ (Fig. 4.2c). The number
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of modes that we employ to describe our system is an important trade-off parameter
of our method: by retaining few modes we have the advantage of having greatly
reduced dimensionality, thus making inference in the reduced space simpler; how-
ever, retaining few modes implies greater loss of information about the actual image
dynamics. In our manuscript [70] we elaborate on how to appropriately choose
modes and we establish three truncation criteria. Once dimensionality has been re-
duced, we can employ SFI to disentangle the stochastic component of the dynamics
from the deterministic one, thus obtaining the average drift Φ(c) B 〈Φc(c, xh)|c〉,
the average diffusion field D(c) B 〈Dc(c, xh)|c〉, as well as the average force field
F(c) = Φ(c) − ∇ · D(c) and velocity field v(c) B 〈vc(c, xh)|c〉 (see Fig. 4.2d). Im-
portantly, now the hidden variables xh comprise also the variables discarded during
the truncation procedure. The inferred observables in component space allow us
to reconstruct directly the apparent entropy production rate (which, as previously
remarked, is a lower bound to the total entropy production):
ÛSapp. =
〈
v(c)TD(c)−1v(c)
〉
. (4.13)
Moreover, by transforming force fields from component space back to image space
we can reconstruct pixel force-maps that are informative about the deterministic
component of the dynamics.
4.4 Benchmarking the method onto a minimal
non-equilibrium system
Before applying our movie analysis to model systems and discuss the results, we
briefly introduce the first dimensional reduction method that we will employ in this
section: Principal Component Analysis (PCA).
4.4.1 Principal Component Analysis
Principal Component Analysis is a well established dimensionality reduction method
that has been successfully applied both to structured data (such as an ensemble
of particle positions) and unstructured data (series of images such as our movies).
The idea of PCA is to infer orthogonal ‘components’ or vectors in such a way that,
by projecting the data onto the linear space defined by these vectors, we retain
maximal variance [100] (see Fig. 4.3). Given a set of length N of d-dimensional
column-vectors xn , n = 1, · · · , N, we seek to find a transformation that projects
our data onto a space of dimensionality m < d and that maximizes the variance of
the projections. First, we compute the covariance matrix C from the data centered
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x1
x2 pc1 pc2
Figure 4.3 PCA maximizes the variance of the data (blue dots) projected along the principal
components pc1 and pc2.
around the mean x̄ =
∑N
n=1 xn/N:
C =
N∑
n=1
1
N
(xn − x̄)(xn − x̄)T . (4.14)
The covariance matrix C is a d × d real symmetric matrix and thus, by the spectral
theorem, there exists an orthonormal basis of d eigenvectors vi, i = 1, · · · , d of C in
which C is diagonal. We will sort the eigenvectors in order of decreasing magnitude
of the associated eigenvalue  i and rename them pci. The variance of the data xn
projected onto the first eigenvector pc1 is:
1
N
∑
n
(pcT1xn−pcT1 x̄)2 =
1
N
∑
n
pcT1(xn− x̄)(xn− x̄)Tpc1 = pcT1Cpc1 = 21 . (4.15)
Thus, the variance of the data projected onto the first principal component pc1 is
21, which is maximal.
4.4.2 Brownian movie of the two-beads model: analysis results
Having introduced PCA, we can employ it to reduce the dimensionality of a Brownian
movie (Fig. 4.4a) of the two-beads model (Sec. 1.5 of the Introduction).⁵ While
the first two principal components pc1, pc2 seem to reflect the collective in - and
out-of-phase motion of the two-beads, components three pc3 and four pc4 highlight
5 For details on how the two-beads model is simulated and how the movies are generated see the
Supplement to [70].
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Figure 4.4 a) 40 × 20 Frames of the noisy (10% noise) Brownian movie for the two-beads
model at successive time-points. b) The first 4 principal components with time-traces
of respective projection coefficients. The color map displays negative values in black and
positive values in red. c) Top: Snapshot of the original image I (left) and of the reconstructed
image Irec (right) reconstructed with the first four principal components. Bottom: associated
kymographs. We compare pixel intensities along the superimposed horizontal dashed line.
d) Inferred entropy production rate Û̂S for varying temperature ratio Tc/Th and number of
included principal components. e) Top: comparison of inferred F̂ and exact Fex image-
space force fields. Bottom: associated kymographs. f) Scatter plot of the exact image force
field Fex vs. inferred image force field F̂ for different pixels and time points (data has
been binned for visualization purposes). Results are obtained using the first four principal
components. Panels c)-e)-f) have been obtained with Tc/Th = 0.5 and for a trajectory
of length ttot = 105∆t, ∆t = 0.01. Panel d) with ttot = 5 × 104∆t. The SFI routine was
employed with a first order polynomial basis for the inference of forces and diffusion fields.
The noise-corrected estimator was used to infer the diffusion fields [67].
the isolated fluctuations of the two beads, as shown in Fig. 4.4b. The first four
principal components lead to an accurate reconstruction of the images in time,
as reported in Fig. 4.4c. Interestingly however, when we compute the entropy
production rate for different number of included principal components, we find
that the first two components suffice to almost fully infer the entropy production of
4.5 Dissipative Component Analysis: learning the non-equilibrium dynamics of
viscoelastic networks
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the system. Furthermore, if pc3 and pc4 are included, the analysis overestimates
the total entropy production rate, as shown in Fig. 4.4d. This behavior is not only
consistent with the intuitive picture by which the first two components are enough to
reconstruct the dynamics of the imaged physical system, but also with our truncation
criteria (see Supplement of [70]).
Our procedure allows us to reconstruct force pixel-maps by transforming force
fields in component space to force maps in the original image space. An adequate
reconstruction of the images Irec is possible by including the first four components,
as shown in Fig. 4.4c; we thus employ the first four PCs to infer forces as well via
the relation: F̂(I(t)) ≈ ∑4i=1 F̂i(c(t))pci. To assess whether our method accurately
predicts force maps, we compare the inferred forces to the exact image force field
obtained from the simulations as Fex(t) = [Ī(x(t) + F(x(t))∆t) − Ī(x(t))]/∆t. For
different time points we compute the inferred F̂(t) and the exact force pixel map
Fex(t) and display the results in a kymograph (Fig. 4.4e) and in a scatter plot
(Fig. 4.4f). To quantify the deviation of the inferred forces from the exact ones,
we compute the relative squared error on the inferred image force field (2
F̂
=∑
t‖F̂(t)−Fex(t)‖2/
∑
t‖F̂(t)‖2). Remarkably, we find excellent correlation between
exact and inferred force maps (Pearson correlation coefficient  = 0.93) and squared
error 2
F̂
= 0.14 (Fig. 4.4f).
In this section we have tested the capabilities of our analysis-method on a simple
two-beads model, reliably inferring the entropy production rate and the forces
acting on the system. Although in this minimal scenario tracking seems to be a
more straightforward approach, this is not necessarily the case for more complex
scenarios that we will consider next.
4.5 Dissipative Component Analysis: learning the
non-equilibrium dynamics of viscoelastic
networks
In Chapter 3 of this thesis we have introduced a cytoskeleton-inspired model of a
viscoelastic networks with heterogeneous temperature distribution at the nodes.
While in that case the non-equilibrium dynamics were quantified via the recorded
time-traces of the nodes’ positions (which is a ‘perfect’ tracking of the nodes), here we
wish to analyze Brownian movies of such networks and quantify, in our tracking-free
way, the entropy production rate and the forces.
We simulate the steady state dynamics of the nodes of a 5× 5 triangular network
of springs (see Supplement of [70] for details) and at each time step we create an
image where all neighboring nodes are connected by filament-segments, as shown
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Figure 4.5 a) Three frames (100 × 80, 10% noise) of the spring network. b) Percentage of
recovered entropy production rate Û̂S/ ÛSex via PCA (blued dots and line) and DCA (orange
triangles and line) as a function of the number of retained components. c) Full network-
50PCs included: Comparison between exact Fex and inferred F̂ pixel force maps at t =
7500∆t. d) Full network-50PCs included: Scatter plot of inferred F̂ vs. exact Fex force
for the first 1000 time steps along the trajectory. e) Single cropped patch-20PCs included:
Comparison between exact Fex and inferred F̂ pixel force maps at t = 7500∆t. f) Full
network force field via patch-wise inferene: Scatter plot of inferred vs. exact force pixel
for the first 1000 time steps along the trajectory. All results have been obtained with a
trajectory of 106 time steps, ∆t = 0.005, and 100 × 80-pixels frames for the full network.
The SFI routine was employed with a first order polynomial basis for the inference of forces
and diffusion fields. Noise-corrected diffusion estimates have been employed.
in Fig. 4.5a. To reduce dimensionality, we first apply PCA to the movie and compute
the entropy production rate for varying number of included components (4.5b blue
dots/line). In this complex scenario PCA recovers less than 10% of the full entropy
production rate: in fact, as proved in Sec. 4.4.1, PCA maximizes the projected
variance and large variance does not imply large dissipation.
Ideally, one would like to devise a principled method to infer the dissipative
components, i.e. components that yield maximal entropy production rate, and
employ these dissipative components instead of principal components to reduce
dimensionality. In what follows, we show that such a method (‘Dissipative Com-
ponent Analysis’-DCA) can indeed be rigorously derived for a linear system with
homogeneous diffusion. Although the dynamics of our Brownian movie are neither
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linear or with homogeneous diffusion, we will show that DCA is still capable of
capturing substantial dissipation in the system and of greatly outperforming PCA.
To explain how Dissipative Component Analysis works, we consider a general
scenario in which a system described by d coordinates x = (x1, · · · , xd), obeys the
Langevin equation
Ûx = Ax +
√
2D , (4.16)
where, as usual,  is a Gaussian delta-correlated white noise term, A is the interaction
matrix, and D the constant diffusion matrix. As discussed in the Introduction
(Chapter 2, Sec. 1.5), the Area Enclosing Rate (AER) matrix whose elements are
defined by Ai j = 12
´ 
0 (xidx j − x jdxi), is related to the entropy production rate ÛS
by ÛS = Tr(AC−1ATD−1), where C is the covariance matrix. In covariance-identity-
coordinates (cic), this relation simplifies to Tr(AcicATcicD−1). The matrix product
AcicATcic is a real symmetric matrix and can thus be diagonalised⁶: in the special-cic
coordinates that diagonalize AcicATcic, the full EPR is decomposed into independent
terms:
ÛS =
∑
i∈odd
 i[(D−1scic)ii + (D−1scic)i+1 i+1] , (4.17)
where  i are the eigenvalues of AcicATcic. Importantly, the terms in the sum of Eq.
(4.17) can be ordered according to their magnitude and the pairs of eigenvectors of
AcicATcic sorted accordingly. We term the ordered pairs of eigenvectors ‘Dissipative
Components’ (DCs) and denote them by {dc1, dc2}, {dc3, dc4}, · · · .
After applying PCA to our data both to reduce dimensionality and noise, we
compute the dissipative components for the Brownian movie of the network (Fig.
4.5a), project the dynamics onto the DCs and compute the entropy production rate
using SFI. Remarkably, we find that the EPR inferred with DCA allows to reconstruct
up to 40% of the total EPR, performing about twenty times better than PCA, as
shown in 4.5b.
Our method is not limited to inferring the entropy production rate ofthe system
from phase space currents. Our PCA-based approach allows us in fact to infer pixel
force maps both at equilibrium and out of equilibrium. By transforming the force
fields inferred from PC-space back to image space, we construct force maps at each
time step along the trajectory. Qualitatively, we capture the basic features of the
force field, as shown in the comparison Fig. 4.5c. Then, we quantitatively compare
the inferred and the exact force field maps pixel by pixel. For a selected portion
of the trajectory we plot the inferred and exact pixel values one against the other
and obtain the scatter plot shown in Fig. 4.5d. Due to the large dimensionality of
6 In the case of even dimension N of phase space, the matrix AcicATcic has d/2 pairs of eigenvalues
(each pair consists of equal eigenvalues) and d/2 associated pairs of eigenvectors. In the case of
odd d there is at least one unpaired eigenvalue equal to zero.
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the network, we need to include 50 PCs in our analysis in order to estimate forces.
However, force inference performs rather poorly in this high dimensional context, as
shown in Fig. 4.5d. Thus, this leaves little hope for reliable inference of force maps
for even larger systems. Nevertheless, we can exploit the fact that in our system the
interactions between the components are local and use this to infer forces for the
full network. To this end, we divide each movie into disjoint ‘patches’ and apply our
full inference method to each patch separately (see Fig. 4.5e and Supplement of
[70]). Rejoining the inferred force maps in each patch, leads to a largely improved
inference for the full network, as shown in Fig. 4.5f.
4.5.1 Two-beads model revisited: in and out-of-focus
fluctuations
In section 4.4.2 we considered two beads that fluctuate in the focal plane of the
microscope, tacitly assuming that the total intensity of each bead remained constant
in time. Here, we would like to extend the two-beads model to simulate conditions
in which the beads can also fluctuate out of the focal plane of the microscope in
the z direction, as shown in Fig. 4.6a-b. When objects are out of focus they become
blurry; to simulate this, we allow the intensity of each bead to decrease linearly with
the displacement in the z direction. Importantly, we make no distinction between
positive z direction (away from the camera/microscope in Fig. 4.6a) and negative z
direction (towards the camera/microscope): the intensity of a bead always decreases
by a factor ∼ 1 − |z |/zmax. Although from our movie it is possible to detect whether
a bead is moving out of or in the focal plane, we expect some loss of information:
it is in fact not possible to tell whether a bead is e.g. moving from z = 0 towards
positive z-values or towards negative z-values. Nevertheless, an approach based
on tracking would not be able to detect motion out of the focal plane, leading to
complete loss of information about motion in the z direction.
Following the same approach as in Sec. 4.4.2, we perform PCA on the movie
(Inset of Fig. 4.6c): while pc1 is analogous to the first principal component of Fig.
4.4b, pc2 is different. This second PC represents in-phase motion of the two beads in
the z direction. We can understand why PCA select this kind of motion by realizing
that the z direction is, to first order, floppy, leading to little restoring force and thus
large variance.
If we assess the irreversibility of our system via PCA, we recover little EPR with
the first two or three PCs (Fig. 4.6c). This is in contrast to the two-beads model
(Fig. 4.4d) analyzed in Sec. 4.4.2 where the first two PCs mostly sufficed to recover
the full EPR. Due to the aforementioned loss of information about motion in the
z-direction, we do not recover the full EPR even if four PCs are included (Fig. 4.6c).
We expect DCA to perform better than PCA and to be able to recover more EPR
with fewer included components. Indeed, this is the case and with the first two DCs
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Figure 4.6 a) Schematics of the two-beads model with in-plane (x-direction, dashed line)
and out of plane (z direction) fluctuations. b) Three 40 × 20 frames of the noisy (10%
noise) Brownian movie: notice how at t2, the left bead has weaker intensity than the
right one due to motion in the z-direction. c) Inferred entropy production rate Û̂S as a
function of the temperature ratio Tc/Th for different number of PCs included. Inset: first four
principal components for Tc/Th = 1/2. d) Inferred entropy production rate Û̂S vs. Tc/Th for
different number of DCs included. Inset: first four dissipative components for Tc/Th = 1/2.
e) Comparison of inferred force field with exact force field using the first four PCs (or,
equivalently, first four DCs). All results are obtained with spring constant k = 2, friction
coefficient  = 1 and for a trajectory of length 105∆t, ∆t = 0.01.
we recover almost three times more EPR than with the first two PCs (Fig. 4.6d).
Consistently, if all four DCs are included PCA and DCA are equivalent and they
perform equally.
Finally, we also compare inferred image forces obtained with four PCs (or four
DCs equivalently) and the exact image force in Fig. 4.6e: although the inclusion of
more modes would presumably improve the results, force-inference still performs
well ( = 0.76, 2
F̂
= 0.48). We remark once again that it is by construction
impossible in this Brownian movie, to distinguish forces in the positive from forces
in the negative z-direction.
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Overall, we showed how PCA alone is not able to recover a substantial fraction of
the EPR and we devised an alternative method, DCA, that succeeds at this task by
identifying components that maximize the retained dissipation. We demonstrated
the efficacy of our method on a challenging Brownian movie of a 5 × 5 viscoelastic
triangular network and on an extension of the two-beads model that additionally
includes fluctuations out of the focal plane of the microscope. Furthermore, we
employed our method to reconstruct image force fields that are informative about
the deterministic dynamics of the system: by showing, via a cropping procedure,
that our approach is scalable, we can infer forces also in the case of large systems
with local interactions.
4.6 Summary and Discussion
The goal of this chapter was to introduce a novel method to analyze the stochastic
dynamics of time-lapse microscopy data. By employing the full information available
in the recorded pixel intensity map, we developed a tracking free algorithm that
is able to successfully quantify the non-equilibrium dynamics of model systems
inspired by biological assemblies.
Our approach consists of three steps: imaging 7→ component analysis 7→ model
inference. The first step maps the overdamped Langevin dynamics onto a noisy
pixel map in a non-linear way. During the imaging process, only visible degrees
of freedom are revealed, hence the resulting dynamics is non Markovian and only
average observables can be inferred. The ‘curse of dimensionality’ prevents us from
solving the inverse Brownian dynamics problem directly in image space; for this
reason, the second step in our procedure consists of finding an appropriate reduced
set of components onto which we can project our dynamics. We accomplish this via a
combination of a traditional dimensionality reduction scheme –Principal components
analysis– and Dissipative component analysis (DCA), the latter being an original
way of finding components that maximize the retained entropy production rate. The
reduced dimensionality of the problem after projection onto components makes it
possible to infer a model (step three of our method) and hence to infer observables
such as diffusion, force, and velocity fields, as well as the entropy production rate.
To this end, we employ SFI: a data-efficient routine that, together with inference of
average observables, provides estimates of inference errors and performs well in
reasonably high dimensional spaces.
Having validated our PCA-based method on the two-beads model, we moved on
to a challenging example of a viscoelastic network inspired by cytoskeletal structures.
Here, PCA is not sufficient to recover a substantial fraction of the entropy production
rate; DCA instead successfully selects the most dissipative components, yielding
largely improved EPR inference. Furthermore, DCA also performs well in the realistic
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scenario of two beads that fluctuate in and out of the focal plane of the microscope.
Apart from quantifying the irreversible dynamics present in the movie, our approach
is also able to extract image force fields, thus providing a novel way of assessing
the microscopic forces acting on a physical system. In summary, we demonstrated
how it is possible to extract and quantify non-equilibrium behavior directly from
a Brownian movie, thus opening new doors to data-driven analyses of soft living
matter.
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Time-lapse microscopy imaging provides direct access to the dynamics of soft and living systems.
At mesoscopic scales, such microscopy experiments reveal intrinsic fluctuations, which may have
both thermal and non-equilibrium origins. These intrinsic fluctuations, together with measurement
noise, pose a major challenge for the analysis of the dynamics of these “Brownian movies”. Tra-
ditionally, methods to analyze such experimental data rely on tracking embedded or endogenous
probes. However, it is in general unclear how to select appropriate tracers; it is not evident, espe-
cially in complex many-body systems, which degrees of freedom are the most informative about their
non-equilibrium nature. Here, we introduce an alternative, tracking-free approach that overcomes
these difficulties via an unsupervised analysis of the Brownian movie. We develop a dimensional
reduction scheme that selects a basis of modes based on dissipation, and we subsequently learn
the non-equilibrium dynamics in this basis and estimate the entropy production rate. In addition,
we infer time-resolved force maps in the system and show that this approach is scalable to large
systems, thus providing a potential alternative to microscopic force-probes. After benchmarking our
method against a minimal two-beads model, we illustrate its broader applicability with an example
inspired by active biopolymer gels.
Over the last two centuries, fundamental insights have
been gleaned about the physical properties of biological
and soft matter systems by using microscopes to image
their dynamics [1, 2]. At the micrometer scale and below,
however, this dynamics is inherently stochastic, as ever-
present thermally driven Brownian fluctuations give rise
to short-time displacements [3–5]. This random motion
makes such “Brownian movies” appear jiggly and erratic;
this randomness is further exacerbated by measurement
noise and limited resolution intrinsic to, e.g., fluorescence
microscopy [6]. In light of all these sources of uncertainty,
how can one best make use of measured Brownian movies
of a systems dynamics, to learn the underlying physics of
the fluctuating and persistent forces?
In addition to thermal effects, active processes can
strongly impact the stochastic dynamics of a system [7–
11]. Recently, there has been a growing interest in quan-
tifying and characterizing the non-equilibrium nature of
the stochastic dynamics in active soft and living sys-
tems [12–24]. In cells, molecular-scale activity, powered
for instance by ATP hydrolysis, control mesoscale non-
equilibrium processes in assemblies such as cilia [25, 26],
flagella [27], chromosomes [28], protein droplets [29] or
cytoskeletal networks [30–33]. The irreversible nature
of such non-equilibrium processes can lead to measur-
able dissipative currents in a phase space of mesoscopic
degrees of freedom [8, 16, 17, 34–36]. Such dissipative
currents can be quantified by the entropy production
rate [18, 19, 21, 23, 37], but it remains an outstanding
challenge to accurately infer the entropy production rate
by analyzing Brownian movies of such systems.
∗ ronceray@princeton.edu
† c.broedersz@lmu.de
Traditional approaches to measure microscopic forces
and analyze time-lapse microscopy data typically rely on
tracking the position or shape of well-defined probes such
as tracer beads, fluorescent proteins and filaments, or
simply on exploiting the natural contrast of the intracel-
lular medium to obtain such tracks [13–16, 28, 30, 33, 38–
41]. The tracer trajectories can be studied through
stochastic analysis techniques to extract an effective
model for their dynamics and infer quantities like the en-
tropy production [18, 19, 21, 23, 42–45]. There are, how-
ever, many cases in which tracking is impractical [46, 47],
due to limited resolution or simply because there are
no recognizable objects to use as tracers. Another,
more fundamental limitation of tracking is that one then
mostly learns about the dynamics of the tracked object—
not of the system as a whole. Indeed, the dissipa-
tive power in a system might not couple directly to the
tracked variables, and a priori, it might not be clear
which coordinates will be most informative about such
dissipation. This raises the question how one can iden-
tify which degrees of freedom best encode the forces and
non-equilibrium dissipation in a given system.
Here we propose an alternative to tracking: learn-
ing the dynamics and inferring the entropy production
directly from the unsupervised analysis of Brownian
movies. We first decompose the movie into generic prin-
cipal modes of motion, and predict which ones are the
most likely to encode useful information through a “Dis-
sipative Component Analysis” (DCA). We then perform
a dimensional reduction, which leads to a representation
of the movie as a stochastic trajectory in this component
space. Finally, we employ a recently introduced method,
Stochastic Force Inference (SFI) [23], to analyze such tra-
jectories. Our approach not only yields an estimate of the
entropy production rate of a Brownian movie, which is a
2
FIG. 1. Schematic illustration of our approach to learn non-equilibrium dynamics from a Brownian movie.
a) Sketch of a network of biopolymers (black) with embedded fluorescent filaments and beads (green). b) Image-frames of
the fluorescent components in panel a) at three successive time points. c) The time trajectories of the projection coefficients
c1(t), c2(t), · · · : the coefficients and respective trajectories discarded by the dimensional reduction are faded. d) Sketch of the
the inferred velocity v(c) (top) and force field F(c) (bottom) in the space {c1, c2}.
controlled lower bound to the system’s total entropy pro-
duction, but also important dynamical information such
as a time-resolved force map of the imaged system. Thus,
our approach may provide an alternative to methods that
use microcopic force sensors [40, 41, 48, 49]. In this ar-
ticle, we first present the method in its generality, then
benchmark it on a simple two-beads model. Finally, we
demonstrate the potential of our approach on simulated
semi-realistic fluorescence microscopy movies of out-of-
equilibrium biopolymer networks, and we show that the
force inference approach is scalable to large systems.
I. PRINCIPLE OF THE METHOD
We begin by describing a tracking-free method to infer
the dynamical equations of a system from raw image se-
quences. This approach allows us to determine a bound
on the dissipation of a system, as well as the force-field
in image space.
Our starting point is the assumption that the physi-
cal system we observe (Fig. 1a)—such as a cytoskeletal
network or a fluctuating membrane—can be described
by a configurational state vector x(t) at time t, under-
going steady-state Brownian dynamics in an unspecified
d-dimensional phase space:
dx
dt
= Φ(x) +
√
2D(x)ξ(t), (1)
where Φ(x) is the drift field, D(x) is the diffusion tensor
field, and throughout this article ξ(t) is a Gaussian white
noise vector (〈ξ(t)〉 = 0 and 〈ξi(t)ξj(s)〉 = δijδ(t − s)).
Note that when diffusion is state-dependent,
√
2D(x)ξ(t)
is a multiplicative noise term: we employ the Itô conven-
tion for the drift, i.e. Φ(x) = F(x) + ∇ · D(x), where
F(x) is the physical force in the absence of Brownian
noise [50, 51].
Our goal is to learn as much as possible about the
process described by Eq. 1 from an experimental obser-
vation. In particular, we aim to measure if, and how far,
the system is out-of-equilibrium by determining the ir-
reversible nature of its dynamics. This irreversibility is
quantified by the system’s entropy production rate [37]
Ṡtotal =
〈
v(x)D−1(x)v(x)
〉
, (2)
where 〈·〉 denotes a steady-state average, throughout
this article we set Boltzmann’s constant kB = 1, and
v(x) is the mean phase space velocity field quantifying
the presence of irreversible currents. Specifically, using
the steady-state Fokker-Planck equation one can write
v(x) = F(x)−D(x)∇ logP (x), where P (x) is the steady-
state probability density function, and flux balance im-
poses that ∇ · (Pv) = 0.
The input of our method consists of a discrete time-
series of microscopy images of the physical system
{I(t0), . . . I(tN )}—a “Brownian movie” (Fig. 1b). Each
image I(t) is an imperfect representation of the state
x(t) of the physical system as a bitmap, i.e. a L ×W
vector of real-valued pixel intensities [52]. Specifically,
we model the imaging apparatus as a noisy nonlinear
map I(t) = Ī(x(t)) + N (t), where N is a temporally
uncorrelated noise representing measurement noise (such
as the fluctuations in registered fluorescence intensities),
and Ī(x) is the “ideal image” returned on average by
the microscope when the system’s state is x. We assume
that this map Ī(x) is time-independent (i.e. that the
microscope settings are fixed and stable).
Importantly, if no information is lost by the imaging
process, the ideal image Ī(t) undergoes a Brownian dy-
namics equation determined by the nonlinear transforma-
tion of Eq. 1 through the map x 7→ Ī(x), as prescribed by
Itô’s lemma [53]. In general, however, there is informa-
tion loss and Ī(x) is not invertible: due to finite resolu-
tion or because some elements are simply not visible, the
imaging may not capture the full high-dimensional state
of the system. For this reason, the dynamics in image
space are not uniquely specified by the ideal image value
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Ī; they also depend on “hidden” degrees of freedom xh
not captured by the image. In this case, a Markovian
dynamical equation for Ī alone does not exist, but by
including the dynamics of xh, we can write
d
dt
(Ī,xh) = φ(Ī,xh) +
√
2D(Ī,xh)ξ(t), (3)
Here φ(Ī,xh) and D(Ī,xh) are the drift field and dif-
fusion tensor, respectively, in the combined space of
pixel intensities and hidden variables. Our Brownian
movie analysis allows us to infer the mean image drift
φ(Ī) :=
〈
φĪ(Ī,xh)|Ī
〉
and mean image diffusion ten-
sor D(Ī) :=
〈
DĪ(Ī,xh)|Ī
〉
, averaged over the degrees
of freedom xh lost in the imaging process. From drift
and diffusion fields we can directly obtain the mean im-
age force field F(Ī) = φ(Ī) −∇ · D(Ī). Similar to force
and diffusion fields, the phase space currents v(x) in the
d-dimensional physical phase space, transform into cur-
rents V(Ī) in the L×W -dimensional image space—again,
averaged over unobserved degrees of freedom. These cur-
rents result in an apparent entropy production associated
to the image dynamics [54],
Ṡapparent =
〈
V(Ī)D−1(Ī)V(Ī)
〉
. (4)
Importantly, the function (V,D) 7→ VD−1V is multivari-
ate convex, and thus by Jensen’s inequality, Ṡapparent ≤
Ṡtotal: the apparent entropy production is a lower bound
to the total entropy production.
The goal of our method is to reconstruct the mean
image-space dynamics (F(Ī),D(Ī)), and in particular
the corresponding entropy production (Eq. 4). However,
doing so in the high-dimensional image space is unprac-
tical and would require unrealistic amounts of data. We
therefore need to reduce the dimensionality of our system
to a tractable number of relevant degrees of freedom.
Because each image represents a physical state of the
system, we expect that the ideal images Ī(t) all share
similar structural features. Consequently, the Brownian
movie occupies only a smaller subspace in the space of all
configurations of pixel intensities. To restrict ourselves to
the manifold of images representing the physical states,
we can either perform only Principal Component Analy-
sis (PCA) or, as we shall see later, reinforce PCA with an
analysis which provides an additional basis transforma-
tion to select the most dissipative components. The idea
behind this approach is that the components are hierar-
chically ordered according to how much they contribute
to the entropy production, such that it becomes possi-
ble to truncate the basis and reduce the dimensionality
of the problem, while retaining maximum information
about the system’s irreversibility.
We truncate the basis of components according to
three criteria: 1) Noise floor—due to the finite amount of
data and the measurement noise present in the Brownian
movie, some modes are indistinguishable from the mea-
surement noise. We only keep modes that rise above this
noise floor. 2) Time resolution of the dynamics—we only
consider the components whose statistical properties are
consistent with Brownian dynamics, i.e. such that the
short-time diffusive behavior can be resolved through the
noise. 3) Dimension of phase space—for a physical sys-
tem x(t) with d observable degrees of freedom the ideal
images Ī(x(t)) will form a d-dimensional manifold in the
large (L ×W )-dimensional image space. Depending on
the shape of the manifold it may be possible to project
the images I(t) on an appropriate d-dimensional linear
subspace, without losing any information about the dy-
namics of x(t). This restriction ensures that the dynam-
ics is inferred in a space of dimensionality smaller or equal
to that of the physical system, thus avoiding singulari-
ties in the inference of diffusion and related quantities.
We determine the dimensionality of the manifold d by
performing PCA locally, in a region where the manifold
is approximately flat and keep only the first d principal
components of the globally performed PCA (see Supple-
mentary Material Sec. V). Note, while these first d com-
ponents will be sufficient to represent the dynamics of
x(t), more modes may be need to faithfully reconstruct
configurational and dynamical quantities in image space.
Our task is now reduced to inferring the mean dynam-
ics in component space,
Φ(c) := 〈Φc(c,xh)|c〉 , D(c) := 〈Dc(c,xh)|c〉 (5)
where c(t) = (c1(t), c2(t), · · · , cn(t)) are the components
obtained after a linear transformation of the images (see
Fig. 1c), and the hidden degrees of freedom xh now also
include those present in the image, but left out after the
components’ truncation. This procedure has reduced the
system’s dynamics to that of a smaller number of com-
ponents, making it possible to learn Φ(c) and D(c).
To this end, we employ a recently introduced method,
Stochastic Force Inference [23] (SFI), for the inverse
Brownian dynamics problem. Briefly, this procedure is
based on a least-squares approximation of the diffusion
and drift fields using a basis of known functions (such as
polynomials). This method is data-efficient, not limited
to low-dimensional signals or equilibrium systems, robust
against measurement noise, and provides estimates of the
inference error, making it well suited for our purpose. In
practice, we use SFI in two ways: 1) we infer the ve-
locity field v(c) (Fig. 1d) and the diffusion field D(c),
which we use to measure the entropy production. 2)
We infer the drift field Φ(c), compute the image force
F(c) = Φ(c) −∇ ·D(c) (Fig. 1d), and thus reconstruct
the dynamics of the components. To render this de-
terministic dynamics more intelligible, we can transform
F(c) back into image space by inverting the I 7→ c linear
transformation: this results in a “pixel force” map, which
indicates at each time step which pixel intensities tend
to increase or decrease. This provides, we argue, a novel
way to gain insight into the dynamics of Brownian sys-
tems and disentangle deterministic forces from Brownian
motion without tracking.
Our analysis framework can thus be schematically
summarized as: imaging → component analysis → model
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inference (Fig. 1). This procedure allows the inference of
entropy production and reconstruction of the dynamical
equations from image sequences of a Brownian system.
II. A MINIMAL EXAMPLE: TWO-BEADS
BROWNIAN MOVIES
Next, we test the performance of our procedure on
a simple non-equilibrium model: two coupled beads
moving in one dimension. The beads are coupled by
Hookean springs with stiffness k and experience Stokes
drag with friction coefficient γ, due to the surround-
ing fluid (Fig. 2a). In this two-bead model, the time-
evolution of the bead displacements x(t) = (x1(t), x2(t))
obeys the overdamped Langevin Eq. (1), with F(x) =
Ax and Aij = (1−3δij)k/γ. The system is driven out of
thermodynamic equilibrium by imposing different tem-
peratures on the two beads: Dij = δijkBTi/γ [8, 21, 55–
57]. First, we obtain position trajectories for the two
beads by discretizing their stochastic dynamics using an
Euler integration scheme (see Supplementary Material
Sec. I). Then, we use these position trajectories to con-
struct a noisy Brownian movie (Fig. 2b) (cf. Supplemen-
tary Material Sec. II and Supplementary Movie 1). Note
that by construction, the steady-state dynamics of the
two-beads system in image space is governed by a non-
linear Langevin equation with multiplicative noise.
We seek to reduce the dimensionality of the data by
finding relevant components. To this end, we employ
Principal Component Analysis (PCA) [58] and determine
the basis of n principal components pc1,pc2, · · · ,pcn
to expand each image around the time-averaged image
〈I〉: I(t) = 〈I〉 + ∑ni=1 ci(t)pci. The dynamics of the
projection coefficients are on average governed by the
drift field Φ(c) and diffusion tensor D(c) (see Eq. (5)).
In the simulated data of the two-bead model, the first
four principal components satisfy criteria 1) and 2) in-
troduced in Sec. I (Fig. 2c). Interestingly, pc1 and
pc2 resemble the in-phase and out-of-phase motion of the
two beads, respectively and should suffice to reproduce
the dynamics of (x1(t), x2(t)), consistently with our third
truncation criterion. The components pc3 and pc4 ap-
pear to mostly represent the isolated fluctuations of the
hot and cold beads and mainly account for the nonlinear
details of the image representation. The first four com-
ponents, however, allow for an adequate reconstruction
of the original images (Fig. 2d).
From the recorded trajectories in pc1 × pc2 space we
can already infer key features of the system’s dynamics
using SFI. Specifically, we infer the force and diffusion
fields (Fig. 2e). In the phase space spanned by the first
two principal components, we identify a stable fixed point
at (0, 0) (Fig. 2e). As may be expected in this case, the
pc1-direction (in-phase motion) is less stiff than the pc2
direction (out-of-phase motion).
The temperature difference between the two beads re-
sults in phase-space circulation, as revealed by the in-
ferred mean velocity field (Fig. 2f). To quantitatively
assess the irreversibility associated with the presence of
such phase space currents, we estimate the entropy pro-
duction rate of the system ̂̇S, which converges for long
enough measurement time (Fig. 2g-inset). Strikingly, al-
ready with two principal components we find good agree-
ment between the inferred and the exact entropy pro-
duction rate, capturing from 78 ± 25% at Tc/Th = 0.5)
to 88 ± 7% of the entropy production at Tc/Th = 0.2
(Fig. 2g). Furthermore, the difference between the exact
and inferred entropy production is consistent with the
typical inference error predicted by SFI. As expected, the
estimate of the entropy production rate increases with
the number of included components. Note that includ-
ing more modes than the dimension of the physical phase
space (in this case 2) can lead to an overestimate of Ṡ
(Fig. 2g). Finally, we note that the functional depen-
dence of Ṡ on Tc/Th is fully recovered and, importantly,
no significant entropy production is inferred when the
bead temperatures are identical (equilibrium).
We can also use the information contained in the
first four principal components to quantitatively in-
fer forces in image-space via the relation F̂(I(t)) =∑4
i=1 F̂i(c(t))pci. Note that while two modes were suffi-
cient to infer ̂̇S, more modes are needed to reconstruct the
full images and image-force fields as a linear combination
of modes. Importantly, when inferring forces we always
subtract from the drift the spurious force ∇·D(c) arising
in overdamped Itô stochastic differential equations with
multiplicative noise. For comparison purposes, the exact
image force field is obtained directly from the simulated
data as: Fex(t) = [Ī(x(t) + F(x)∆t)− Ī(x(t))]/∆t. Re-
markably, we find good qualitative agreement between
inferred and exact image force fields for specific realiza-
tions of the system, as shown in the kymographs in Fig. 2i
(see also Supplementary Movies 2 and 3). Moreover, we
find a strong correlation (Pearson correlation coefficient
ρ = 0.93) between inferred and exact image-forces. To
further quantify the performance of force inference, we
compute the relative squared error on the inferred im-
age force field (σ2F̂ =
∑
t‖F̂(t) − Fex(t)‖2/
∑
t‖F̂(t)‖2),
which in this case is modest σ2F̂ = 0.14 (Fig. 2h).
Thus, with sufficient information, we can use our ap-
proach to accurately predict at any instant of time the
physical force fields in image space from the Brownian
movie, even if the system is out of equilibrium. More-
over, the results for this simple two-bead system demon-
strate the validity of our approach: we reliably infer the
non-equilibrium dynamics of this system. Arguably, di-
rect tracking of the two beads is, in this case, a more
straightforward approach. However, this changes when
considering more general soft assemblies comprised of
many degrees of freedom.
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FIG. 2. Benchmarking the Brownian movie learning approach with a simple toy model a) Schematic of the two-bead
model. We use k = 2, γ = 1, kB = 1; the temperature of the hot bead Th = 1 is fixed and the temperature of the cold bead
Tc ≤ 1 is varied. b) 40× 20 Frames of the noisy (10% noise) Brownian movie for the two bead-model at successive time-points
c) The first 4 principal components with time-traces of respective projection coefficients. The color map displays negative pixel
values in black and positive pixel values in red. d) Top: Snapshot of the exact image Iex (left) and the reconstructed image Irec
(right) reconstructed with the first four principal components. Bottom: associated kymographs. We compare pixel intensities
along the superimposed horizontal dashed line. e) Force field in the space of the first two principal components pc1 × pc2.
Inset: trace of diffusion tensor Tr(D). f) The mean phase space velocity in pc1 × pc2. g) Inferred entropy production rate ̂̇S
for varying temperature ratio Tc/Th and number of included principal components. Inset:
̂̇S as a function of trajectory length
for a fixed Tc/Th = 0.5. h) Scatter plot of the exact image force field Fex vs. the inferred image force field F̂ for different
pixels and time points (data has been binned for visualization purposes). Results are obtained using the first four principal
components. i) Top: comparison of inferred F̂ and exact Fex image-space force fields. Bottom: associated kymographs. Panels
c)-d)-e)-f)-h)-i) have been obtained with Tc/Th = 0.5 and for a trajectory of length ttot = 10
5∆t, ∆t = 0.01. Panel g) with
ttot = 5 × 104∆t. The SFI routine was employed with a first order polynomial basis for the inference of forces and diffusion
fields. The noise-corrected estimator was used to infer the diffusion fields [23].
III. DISSIPATIVE COMPONENT ANALYSIS: A
PRINCIPLED APPROACH TO CONSTRUCT
THE MOST DISSIPATIVE COMPONENTS
To expand the scope of our approach, we next con-
sider a more complex scenario inspired by cytoskele-
tal assemblies: a network of elastic filaments (Fig. 3a).
The filaments are modeled as Hookean springs that con-
nect two neighboring nodes on a triangular network.
The Langevin equation for the two-dimensional displace-
ment xi of the network’s i-th node is given by Eq. 1.
In this case, the force acting on node i is Fi(x) =
−∑j∼i kγ (‖xi,j(t)‖ − `0)x̂i,j , xi,j = xi − xj , x̂i,j . is the
corresponding unit vector, and the sum runs over nearest-
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neighbors j of i. Similarly to the two-bead model (Fig. 2),
we drive the system out of equilibrium by imposing spa-
tially heterogeneous node temperatures drawn randomly
from a uniform distribution, as shown in Fig. 3b. We
impose rigid boundary conditions to avoid rotations and
diffusion of the system as a whole.
We simulate the dynamics of a 5× 5 network: for each
time step we create an image in which neighboring nodes
are connected by filament segments and measurement
noise is added to generate a Brownian movie (see Sup-
plementary Material Sec. II, Fig. 3a, and Supplementary
Movie 4). In this spatially extended system, generated
from an underlying dynamics with 50 degrees of freedom,
it is not obvious based on the recorded Brownian movie
how to select and analyze the relevant degrees of freedom.
We start our movie-based analysis by employing PCA
to reduce the dimensionality of the image data (Fig. 3c).
For this set of simulation data, our truncation criteria
indicate that the maximum number of retainable com-
ponents is roughly 50, consistent with the number of de-
grees of freedom in the underlying dynamics. Although
we greatly reduced dimensionality of the image data us-
ing this truncation, it is still intractable to infer dynamics
in a 50-dimensional space due to limited statistics. How-
ever, even a subset of these modes may suffice to glean
useful information about the system’s non-equilibrium
dynamics. Therefore, as a first attempt, we identify the
modes that retain most of the variance via PCA and in-
fer the dynamics in increasingly larger PC-space via SFI.
This allows us to infer the retained percentage of entropy
production rate as a function of the number of principal
components considered (Fig. 3e). In contrast to the two-
beads case, we observe that in this more realistic scenario
we recover less than 10% of the system’s entropy pro-
duction rate with the first twenty PCs. Indeed, PCA is
designed to find modes that capture the most variance in
the image data, and large variance, does not necessarily
imply large dissipation. Thus, in this case, PCA fails at
selecting components that capture a substantial fraction
of the entropy production rate.
Our goal is to infer the system’s non-equilibrium dy-
namics. We thus propose an alternative way of reducing
data dimensionality that spotlights the time-irreversal
contributions to the dynamics, which we term Dissipative
Component Analysis (DCA). DCA represents a princi-
pled approach to determine the most dissipative pairs of
modes for a linear system with state-independent noise
(see Supplementary Material Sec. III). For such a linear
system, there exists a set of component pairs for which
the entropy production rate can be expressed as a sum of
independent positive-definite contributions, which can be
ranked by magnitude. After a suitable truncation, this
basis ensures that the components with the largest en-
tropy production rate are selected. While the approach is
only rigorous for a linear system with state-independent
noise, we demonstrate below that this method also per-
forms well for more general scenarios.
DCA relies on the measurement of an intuitive
trajectory-based non-equilibrium quantity: the area en-
closing rate (AER) matrix A associated to a general set
of coordinates y. The elements of the AER matrix, in
Itô convention, are defined by [23, 59–61]
Aij =
1
2
〈yj ẏi − yiẏj〉, (6)
where yi denotes the i-th coordinate centered around its
mean value and 〈·〉 a time average. This non-equilibrium
measure quantifies the average area enclosed by the tra-
jectory in phase space per unit time. Importantly, the
AER is tightly linked to the entropy production rate.
Specifically, for a linear system Ṡ = Tr(AC−1ATD−1)
where the covariance matrix Cij = 〈yiyj〉. DCA identifies
a basis of vector pairs {dc1,dc2; dc3,dc4; . . .} that si-
multaneously transforms C to the identity and diagonal-
izes AAT (see Supplement Sec. III). By doing so, DCA
naturally separates the entropy production rate into in-
dependent contributions that can be readily ordered by
magnitude, i.e. Ṡ = Ṡdc1,dc2 + Ṡdc3,dc4 + · · · with
Ṡdc1,dc2 > Ṡdc3,dc4 > · · · . Truncating the basis of dis-
sipative components using the aforementioned criteria,
allows us to identify a few components that are assured
to maximally contribute to the dissipation of the system.
To test the performance of DCA, we revisit the net-
work simulations. We first perform PCA to reduce noise
and dimensionality. Subsequently, we perform DCA
with these first 50 principal component coefficients as in-
put. The dissipative components are very different from
the principal components (Fig. 3d): while the principal
components seem to capture the collective displacement
modes of the filaments, the dissipative components ap-
pear to reflect the local temperature inhomogeneities in
the network. Strikingly, DCA allows us to recover a sub-
stantial portion of the total entropy production rate (al-
most 40% with 20 components) performing about twenty
times better than the PCA-based approach, as shown in
Fig. 3e.
Even when we recover only a fraction of the entropy
production, our inference approach yields additional in-
sightful information about the dynamics in the system,
such as force field estimates. To investigate to what ex-
tent our movie-based learning approach reconstructs the
elastic forces exerted by the network’s filaments, we com-
pare the inferred force field in image space to the exact
one. For this purpose, we employ PCA in our dimen-
sional reduction scheme, which can be used both in and
out of equilibrium. Remarkably, even in this large net-
work we find that the inferred force field in image space
can capture the basic features of the exact force field, as
shown in Fig. 3f-g and in Supplementary Movies 5 and 6.
However, inferring image force fields with high accuracy
for the full 5× 5 network is challenging due to the curse
of dimensionality [58], as confirmed by the sizeable force
inference error reported in Fig. 3g.
To perform accurate force inference on large systems,
we perform a piecewise learning of spatially cropped
Brownian movies. Put simply, we can exploit the locality
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FIG. 3. Learning the non-equilibrium dynamics of Brownian movies of simulated filamentous networks a) 100×80
frames of a 5×5 filamentous network with fixed boundary conditions driven out of equilibrium by a heterogeneous temperature
distribution. b) The temperatures at the nodes are indicated with a different color ranging from blue (low temperature) to
red (high temperature). c-d) Trajectory of the projection coefficient (top) and image-component (bottom) for PCA (c) and
DCA (d). e) The estimated entropy production rate ̂̇S as a function of the number of components included in the analysis.
See Supplementary Sec. IV for additional data at equilibrium and convergence of the estimates. f) Full network: Comparison
of the exact image-force Fex (top) to the inferred one F̂ (bottom) at a selected instant of time with 50 PCs. g) Scatter plot
of the exact force field Fex vs. the inferred force field F̂ for different pixels and time points with 50 PCs (data has been
binned for visualization purposes). At the bottom right the Pearson correlation coefficient ρ and the relative error squared σ2F̂
are indicated. h) Single cropped patch: Comparison of the exact image-force Fex (top) to the inferred one F̂ (bottom) at a
selected instant of time with 20 PCs. Arrows indicate the deterministic velocity field. Colorbar same as in f). i) Piecewise
reconstruction of force inference for full network from cropped patches: Scatter plot of the exact force field Fex vs. the inferred
force field F̂ for different pixels and time points with 20 PCs. Colorbar same as in g). All results have been obtained with a
trajectory of 106 time steps, ∆t = 0.005 and 100× 80-pixels frames for the full network. The SFI routine was employed with a
first order polynomial basis for the inference of forces and diffusion fields, and noise-corrected diffusion estimates.
of the interactions in the system to extract information
about local forces from local dynamics in image space.
More specifically, we divide each frame of the movie into
disjoint cropped patches and reconstruct image-forces in
each patch separately, as shown in Fig. 3h (see Supple-
mentary Material Sec. VI). Then, we can use the force
field inferred in each patch to reconstruct the force field
for the full image and thus for the full network. This
procedure not only improves force inference, as shown
in Fig. 3i, but also has the advantage of being scalable:
While image force inference for a whole system becomes
unfeasible for large assemblies, the cropping procedure
can yield accurate force estimates independent of system
size.
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In sum, we have demonstrated how a combination of
PCA and DCA allows us to recover a substantial fraction
of the entropy production in a complex scenario such
as a 5 × 5 network with measurement noise. Note the
dynamics in image space in this system is described by a
non-linear Langevin equation with multiplicative noise.
Despite this complexity, our scalable approach is able to
infer the basic features of the force field.
IV. DISCUSSION
We considered the dynamics of movies of time-lapse mi-
croscopy data. Under the assumptions outlined in Sec. I,
these movies undergo Brownian dynamics in image space:
the image-field obeys an overdamped Langevin equation
of the form of Eq. (3). Rather than tracking selected
degrees of freedom, we propose to analyze the Brownian
movie as a whole.
Our approach is based on constructing a reduced set of
relevant degrees of freedom to reduce dimensionality, by
combining PCA with a new method that we term Dissi-
pative Component Analysis (DCA). In the limit of a lin-
ear system with state-independent noise, DCA provides a
principled way of constructing and ranking independent
dissipative modes. The order at which we truncate is
an important trade-off parameter of this method: on the
one hand we wish to significantly reduce the dimension-
ality of the data, on the other hand we need to include
enough components to retain the information necessary
to infer the system’s dynamics. After the dimensional
reduction, we infer the stochastic dynamics of the sys-
tem, revealing the force field, phase space currents, and
the entropy production rate in this basis. This informa-
tion can then be mapped back to image-space to provide
estimators for the stochastic dynamics of the Brownian
movie. We illustrated our approach on simulated data
of a minimal two-beads model and on filamentous net-
works in both equilibrium and non-equilibrium settings,
and showed that it is robust in the presence of measure-
ment noise. Beyond providing controlled lower bounds
of the entropy production rates directly from the Brow-
nian movie, our approach yields estimates of the force-
fields in image space for an instantaneous snapshot of the
system and we demonstrated that this approach can be
scaled up to large systems. Thus, we provide in princi-
ple an alternative to microscopic force and stress sensing
methods [40, 41, 48, 49].
We focused here on a class of soft matter systems
termed “active viscoelastic solids” [8, 62]. Such systems
include active biological materials such as cytoskeletal as-
semblies [30, 32, 33, 63], membranes [15, 64, 65], chromo-
somes [28], protein droplets [29], as well as active turbu-
lent solids [66] and colloidal systems [9]. Although these
structures are constantly fluctuating both due to energy-
consuming processes (e.g. rapid contractions generated
by molecular motors) and thermal motion, they do not
exhibit macroscopic flow. Useful insights into the prop-
erties of such systems have been obtained via different
non-invasive techniques. Typically, these techniques em-
ploy time traces of tracked object to extract information
about the active processes governing the non-equilibrium
behavior [15–19, 57, 64]. Often, however, it is not a pri-
ori obvious which physical degrees of freedom should be
tracked, how tracking can be performed in fragile envi-
ronments, and to what extent the dynamical informa-
tion about the system of interest is encoded in the mea-
sured trajectories [46]. While tracking-free approaches
have been proposed to obtain rheological information of
a system under equilibrium conditions [47], our approach
offers an alternative to tracking that can provide infor-
mation on dissipative modes and the instantaneous force
fields of a fluctuating non-equilibrium system.
In summary, we presented a viable alternative to
traditional analysis techniques of high-resolution video-
microscopy of soft living assemblies. Indeed, we envision
experimental scenarios where our approach may serve as
a guide, providing novel insights by disentangling the de-
terministic and stochastic components of the dynamics,
and by helping to identify the source of thermal and ac-
tive forces as well as the dissipation in the system. Over-
all, our movie-based approach constitutes an adaptable
tool that paves the road for a systematic, non-invasive
and tracking-free analysis of time-lapse data of soft and
living systems.
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Learning the Non-Equilibrium Dynamics of Brownian Movies: Supplementary
Material
I. NUMERICALLY INTEGRATING THE BROWNIAN DYNAMICS
We simulate the stochastic dynamics of the two-beads model by numerically integrating the overdamped
Langevin equation for the beads’ displacements x = (x1, x2) (Eq. 1 main text), with F(x) = Ax, Aij =
(1 − 3δij)k/γ, Dij = δijkBTi/γ. We discretize the equation of motion for the two beads using an Euler
scheme with discretization step ∆t. Thus, the discretized equation of motion after n time steps for the i-th
bead reads: xi((n + 1)∆t) = xi(n∆t) +
∑
j=1,2Aijxj(n∆t)∆t +
∑
j=1,2
√
2Dij∆tξj , where ξj is a random
number drawn from a normal distribution with mean zero and average one. We initialize the simulation
with the beads in their rest state and we only record the positions of the beads after an equilibration time
teq = 10
5∆t to allow the dynamics to reach steady state. The parameters for the results of Fig. 2 of the
main text are: ∆t = 0.01, k = 2, γ = 1, kB = 1, T1 = 1 and 0.2 < T2 ≤ 1.
The dynamics of the 5 × 5 spring network is generated in a similar way. In this case, we discretize the
overdamped Langevin equation for the nodes’ positions x with time step ∆t = 0.005. For the network the
elastic force acting on node i reads: Fi(x) = −
∑
i∼j
k
γ (‖xi,j(t)‖−`0)x̂i,j , xi,j = xi−xj , xi,j is the unit vector
between nodes i and j, k = 4, and `0 = γ = kB = 1. The heterogeneous temperatures at the different nodes
are chosen randomly from 25 uniformly spaced values in the interval [T0 − T0/2, T0 + T0/2] with T0 = 10−2.
The simulation is initialized with the network in its rest state and we wait an equilibration time teq = 10
5∆t
before recording trajectories.
II. GENERATING THE BROWNIAN MOVIES
We first outline the procedure to generate a Brownian movie for the two-beads model (see Fig. 2 of the
main text). The input consists of the numerically generated position trajectories of the two beads. We
then transform the trajectories from position space to image space into pixel units (we used a 40× 20 pixel
grid). Specifically, we set the image pixel intensities at a given time point by centering a radially symmetric
Gaussian function centered at the bead’s position, with amplitude 1 and variance 9 pixels . Finally, to
simulate measurement noise in a simple way, we add uncorrelated white noise sampled uniformly from [0, a]
(a = 0.1, i.e. in Fig. 2 of the main text) independently at each pixel. As in real imaging devices, pixels are
saturated at intensity 1, thus any intensity larger than 1 is truncated to one.
Next, we briefly explain how we generate a movie for the 5× 5 network. The N × 50-dimensional position
array which is the output of the numerical integration of the Langevin equation is transferred to a custom
Python routine that directly plots all lines connecting neighboring nodes at each time step onto a 100 × 80
grid. Specifically, the pixel intensities decay with the distance from each line as a Gaussian function with
amplitude 0.8 and variance 2 pixels. Finally, to simulate measurement noise, we add uncorrelated white noise
sampled uniformly from [0, a] (a = 0.08–10% of the maximum intensity– in Fig. 3 of the main text).
III. INFERRING THE DISSIPATIVE MODES: DISSIPATIVE COMPONENT ANALYSIS
The aim of Dissipative Component Analysis (DCA) is to infer a set of modes that maximize dissipation or,
more precisely, the entropy production rate. This method is a principled approach only for a linear dynamical
system with constant diffusion. However, as we demonstrate in the main text, this method can be successfully
employed in high-dimensional situations when dealing with image-data, when the dynamics is close to linear
(close to the stable fixed points of the system). In such cases DCA can reduce the dimensionality by exploiting
the non-equilibrium character of the system, as outlined below.
We consider a generic linear system described by an n-dimensional column-vector of coordinates y that
obeys the Langevin equation
dy
dt
(t) = Ay(t) +
√
2Dξ(t) , (S1)
2
where A is the interaction matrix and D the diffusion matrix. Note that D and A may in general not satisfy
detailed balance and the system may thus be out of equilibrium.
As a preliminary step we perform principal component analysis (PCA) on data obtained simulating
the time-evolution described by Eq. S1 for N time-steps: we first compute the covariance matrix C =
1
N
∑N
t=1(y(t)−〈y〉) · (yT (t)−〈y〉T ), where 〈y〉 = 1N
∑N
t=1y(t). We then retain the first m < n eigenvectors of
C (see Sec. V for details on the truncation criteria), ordered by magnitude of the associated eigenvalues, and
use them to construct the m× n transformation matrix E. The time evolution of the system projected onto
the PC-coordinates is then ypca(t) = E
Ty(t). In this basis, the covariance matrix Cpca is diagonal with the
ordered eigenvalues as diagonal entries. This preliminary step is useful for two reasons: it reduces dimension-
ality and it conveniently filters out measurement noise from the images. Next, we transform the data into
covariance identity coordinates (cic), in which the covariance matrix is the identity. This is accomplished by
ycic(t) = C
−1/2
pca ETy(t).
In the next step, we focus on the non-equilibrium character of the system and compute the area-enclosing-
rate matrix (AER) Ȧ in CIC coordinates [1–3]:
Acic,ij =
1
2ttot
N∑
t=1
[ycic,i(t)∆ycic,j(t)− ycic,j(t)∆ycic,i(t)], (S2)
where ttot = N∆t is the total simulation time and ∆yi denotes the displacement of the i-th coordinate
between two successive time-steps. Each element Aij of the AER matrix corresponds to the area that the
trajectory encloses on average in the plane (yi, yj) per unit time. This area enclosing rate quantifies broken
detailed balance in the system and is zero in thermal equilibrium. Having defined the AER allows us to
conveniently write the total entropy production of the system as [2, 4]:
Ṡ = Tr(AcicATcicD−1cic ), (S3)
where Dcic :=
1
2ttot
∑
t ∆ycic(t)∆y
T
cic(t). It is now key to observe that the matrix product AcicATcic, appearing
in the expression for the entropy production rate Eq. S3, is real and symmetric and thus admits a real
orthonormal basis of eigenvectors. Moreover, since Acic is antisymmetric, all non-zero eigenvalues of AcicATcic
are two-fold degenerate. Furthermore, note that the orthonormal basis of AcicATcic is unique up to rotations
in the two-dimensional eigenspaces that correspond to the same eigenvalue. Importantly, in these special
covariance identity coordinates (scic), the total entropy production rate reads
Ṡ =
∑
i∈odd
λi[(D
−1
scic)ii + (D
−1
scic)i+1 i+1], (S4)
with λi being the eigenvalues of AcicȦTcic. We refer to the corresponding eigenvectors as the dissipative
components.
IV. DEPENDENCE OF ENTROPY PRODUCTION RATES ON THE TRAJECTORY LENGTH
The entropy production rate is a semi-positive definite quantity: at steady state Ṡ ≥ 0. Given finite-length
data, the estimate of the entropy production rate will be biased. While this bias can be computed analytically
for homogeneous diffusion coefficients [5], this may be difficult for space-dependent diffusion coefficients and
in the presence of measurement noise. Given that we are here concerned with finite-size data of systems
with multiplicative noise partially corrupted by measurement noise, we use the following approach to reduce
the bias of the entropy production rate and, correspondingly, to avoid overfitting: We separate our data
set of length N into two independent and successive sets, a training set of length m and a test set of
length n = N − m. The results in Fig. 3 of the main text are obtained with m = N/10. We first infer
relevant components using the training set, and we then project the test set onto these components and
infer the corresponding entropy production rate, as shown in Supplementary Fig. 1a . Although entropy
production rate estimates remain weakly positively biased for short trajectories, the bias approaches zero
for long trajectories, as shown in Supplementary Fig. 1b for the spring network with uniform temperatures
(equilibrium). Note, however that our error bar estimates always intersect zero for all trajectory lengths
(Supplementary Fig. 1b). When the network is out of equilibrium, the entropy production rate estimates
converge to non-zero values for long trajectories, as shown in Supplementary Fig. 1c.
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Supplementary Figure 1. a): Schematic of the training/test set splitting procedure: the full trajectory (length N) is
split into a training set (length m) and into a test set (length n). b) Decay to zero of the entropy production rate bias
(estimated with 20 pc-blue dots and 20 pc-orange triangles) as a function of the trajectory length at equilibrium. c)
Convergence of the entropy production rate (estimated with 20 pc-red dots and 20dc-green squares) as a function of
the trajectory length. The parameters of the simulations and noise level are the same as in Fig. 3 of the main text.
Equilibrium is obtained by setting all temperatures equal to T0 = 10
−2.
V. DIMENSIONAL REDUCTION: TRUNCATION CRITERIA
For the Brownian-movie learning procedure it is important to reduce the dimensionality of image data to a
more tractable number of components. Therefore, we require criteria to decide on the maximum number of
components that we consider in our analysis of the stochastic dynamics. Two main limiting effects arise due
to the finite length of trajectories and measurement noise.
1) Noise floor
We start by asking what is the maximum number of components that we can distinguish from a noise
floor set by the imaging noise and the finite length of the data. Our image data is a matrix X of ttot (total
simulation time) rows and L × W (total number of pixels in a single image) columns. We first estimate
the principal components — the normalized eigenvectors of the covariance matrix of image data — and sort
these components according to the magnitude of the corresponding eigenvalues. To determine the noise floor,
we eliminate temporal correlations in the image data by shuffling the values of X separately along each of
its columns [6]. What we obtain is a shuffled data set Xshuffled for which we can also compute principal
components and eigenvalues. The largest eigenvalue of the covariance matrix of Xshuffled yields the noise
floor. Thus, we truncate the basis of principled components to exclude components with eigenvalues below
this noise floor. To illustrate this procedure, a plot of the eigenvalues for X together with the noise threshold
is shown in Supplementary Fig. 2 a-b for the two beads model and for the filamentous network.
2) Resolution of the dynamics
Criterion 1) ensures that the components are distinguishable from imaging noise, which is a static property
of the data. The Brownian-movie analysis is concerned with the dynamics. We thus want to make sure that
we can resolve the dynamics of the components selected with criterion 1). This is a necessary condition to
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infer force and diffusion fields in image-space. A criterion for selecting components whose dynamics can be
resolved using SFI is based on computing the autocorrelation function of the projection coefficients (c in the
main text) centered around their average value (ci(t)→ ci(t)− 〈ci〉):
Ci(n∆t) =
∑N−n∆t
t=1 ci(t+ n∆t)ci(t)∑N
t=1 c
2
i (t)
. (S5)
We are only able to resolve the dynamics if ci(t) does not decorrelate too fast, i.e. if Ci(n∆t) does not decay
to zero in a time comparable to the time-step ∆t. We therefore employ the following criterion: we only retain
components for which |Ci(∆t) − Ci(0)| < 0.25. We applied criterion 2) to the two-beads data and to the
network data and plot the results in Supplementary Fig. 2 c-d. Criterion 2) is clearly sensitive both to the
time resolution ∆t and to the signal to noise ratio in the trajectories.
a) b)
c) d)
Supplementary Figure 2. a-b): Eigenvalues λi of the covariance matrix for the data X (blue markers) together with
the noise floor (largest eigenvalue of Xshuffled-orange line) for the two-beads model (a) and the filamentous network
(b). In panels (a) and (b) the noise level on the image is 10%. c-d): Decrease (absolute value) of the autocorrelation
function of principal component coefficients after one time-step at different noise levels for the two-bead model (c)
and the filamentous network (d). The solid line indicates the 25% level used in our criterion. Panel a-c (Panel b-d):
same simulation parameters as Fig. 2 (Fig. 3) of the main text.
3) Dimension of the physical phase space
For a physical system x(t) with d observable degrees of freedom, the ideal images of the system Ī(t)
form a d-dimensional manifold in the (L×W )-dimensional image space. The registered images I(t), which
include the measurement noise, lie in a neighborhood of the manifold. For this reason it may be possible
to project the image-trajectory on a d-dimensional linear subspace, without loosing information about the
original dynamics of x(t). To determine this linear subspace we perform PCA on the whole image set and
order the principal modes according to their variance. Because of the curvature of the manifold such analysis
may not reveal the physical phase space dimension d.
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To resolve this problem we randomly choose an image I(t0) and look for all the points of the image trajec-
tory lying in a sphere of radius r around it. Having found the set Br[I(t0)] = {I(t) : ‖I(t0)− I(t)‖2 ≤ r2}
we proceed to perform a local version of PCA on the sets Br[I(t0)]. As we decrease the radius r, we begin
to probe the manifold in a region where it is approximately flat. Consequently, we observe a gap appearing
in the plot of the eigenvalues of the covariance matrix (see Supplementary Fig. 3), indicating the actual
dimension of the manifold.
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Supplementary Figure 3. Plots of the variances of the first 100 local PCA modes calculated for N images inside a
sphere Br[I(t0)]. The images used here represent the dynamics of the 5 × 5 network (50 degrees of freedom). The
variances of the first 50 principal components are plotted in blue, the remaining ones in red. The distribution of the
variances of the modes changes as we decrease the radius of the sphere r. For small radii a gap appears at the 50th
mode.
VI. PATCHING PROCEDURE FOR FORCE INFERENCE
In this section, we briefly outline the patching procedure that allowed us to improve force inference for the
network and make the approach scalable to large systems. First, we tessellate every frame of our movie into
25 disjoint patches, as shown in white in Supplementary Fig. 4. To infer forces inside a patch (for example
the red patch in Supplementary Fig. 4), we learn the dynamics of a slightly larger region (indicated in blue
in Supplementary Fig. 4. This region approximately encloses the parts of the image that interacts with those
inside the patch. We then compare the inferred force field in the smaller patch (red in Supplementary Fig. 4).
Repeating this procedure for every patch yields the plot of Fig. 3i of the main text.
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Supplementary Figure 4. Schematic of the patching procedure: The 25 patches in which every frame of the movie is
divided are indicated in white. The dynamics is learned inside a larger blue patch and forces inferred in the smaller
red patch (see Fig. 3h of the main text for the force pixel map in this patch).
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Conclusions
This thesis focused on detecting, quantifying, and interpreting the non-equilibrium
features of soft living matter. Inspired by cellular structures such as the actin cyto-
skeleton, we studied the stochastic, non-equilibrium dynamics of model viscoelastic
networks via the cycling frequencies, the area enclosing rates between pairs of
mesoscopic coordinates, as well as via the entropy production rate, a direct measure
of time-irreversibility.
In Chapter 2 – Non-equilibrium dynamics in living systems: topical review – we re-
viewed progress made in recent years in detecting and quantifying non-equilibrium
activity in living systems. We stressed that, although these systems break detailed
balance via energy consumption at the molecular scale, their active behavior is not
always manifestly irreversible at the larger scales relevant for biological functions.
Hence, there is a need for reliable methods of activity detection at the mesoscopic
scale. One of these methods relies on the idea of measuring violations of the Fluctu-
ation Dissipation Theorem. Although its applications range from hair bundles inside
the frog inner ear [101, 102], to the cytoplasm of live cells [42, 103], this technique
requires external manipulation of the examined physical system. Promising altern-
atives to this approach stem from the field of ‘Stochastic Thermodynamics’ [52].
The goal of this recently developed field is to define thermodynamic quantities such
as work, heat, and entropy production at the level of single trajectories. Inspired by
the possibility of measuring meaningful physical quantities from single trajectories,
a method to quantify broken detailed balance between pairs of mesoscopic observ-
ables in a non-invasive fashion was recently introduced in [58]. After reviewing this
method and its applications to flagella and cilia in detail, we discussed how a more
detailed quantification of non-equilibrium dynamics in motor-activated gels might
be possible by measuring the cycling frequencies [62]. We noted, however, how
further research was needed to highlight the link between the underlying physical
properties of these gels and the cycling frequencies.
In Chapter 3 – Nonequilibrium dynamics of isostatic spring networks – we ad-
dressed the question of how the cycling frequencies between pairs of mesoscopic
observables are informative of the underlying mechanical structure of the system.
By employing a model of a disordered viscoelastic network driven by motors, we
found that the distance from the zero-temperature isostatic threshold governs the
scaling behavior of cycling frequencies at short, nearest-neighbors’ scales, as well as
at the larger scales. Therefore, we established an explicit link between the different
elastic regimes of a our system and its non-equilibrium dynamics. Importantly,
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experiments have found that an interplay between motor activity and connectivity
can drive actomyosin assemblies into a critically connected state reminiscent of an
isostatic state [104, 105]. Although our approach to this problem is still mainly
conceptual, measurements of cycling frequencies require no external manipulation
and could, therefore, be possibly employed in fragile biological essays to assess the
underlying mechanical state of the system.
As shown in Chapter 1 and in [65, 66], the cycling frequencies are related to
a ‘reduced’ entropy production rate between pairs of coordinates. Despite being
difficult to interpret it physically, this reduced entropy production rate provides a
lower bound to the full entropy production of the system. Future research could
then study how the reduced and the full entropy production rate are affected by the
system’s connectivity. If successful, this research could shed light on the connection
between the level of dissipation and the internal structure of biological assemblies
and could help to conceive design principles to construct Brownian machines that
perform work efficiently [106–108].
Finally, in Chapter 4 – Learning the nonequilibrium dynamics of “Brownianmovies”
– we took a radical approach to the study of stochastically-driven, non-equilibrium
systems: we showed how it is possible to infer a lower bound to the entropy produc-
tion rate and to infer the forces acting on a model viscoelastic network directly from
a Brownian movie. Our approach is based on a principled way of finding image-
modes (Dissipative Component Analysis-DCA) that retains maximal dissipation. By
projecting the image-dynamics onto these components we were not only able to
reduce dimensionality and to infer the entropy production rate, but also to infer
the force field in component space. By transforming the force field back to image
space we constructed pixel force-maps that visually represent the deterministic
forces acting on the system. However, it is still unclear how to obtain the physical
forces acting on the system from these pixel-force maps. Finally, we exploited local
interactions in the systems examined here to make our force-inference approach
scalable to large multi-component systems.
Extensions of this research that connect back to the work of Chapter 3 are
imaginable: Will DCA still perform well and reconstruct a consistent fraction of the
entropy produced when analyzing Brownian movies of diluted networks? Will our
force-inference method detect different elastic regimes as the connectivity is varied?
And will it be possible, from the movie, to measure the elastic moduli of the network
in the fully connected state, as well as when connectivity is varied?
Our Brownian-movie analysis mainly examined systems that exhibit small fluctu-
ations of their components around the rest state, rather than exhibiting macroscopic
collective flow typical of other active matter systems [3]. Despite jammed states of
active matter being reminiscent of the type of dynamics analyzed here [109–111],
extending our movie-based approach to flowing systems would be of great interest
and could help to characterize, for example, the types of interactions between
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the system’s components. Moreover, our approach could be used to distinguish
between systems driven by temperature inhomogeneities combined with conservat-
ive forces (such as classical elastic interactions considered here), from those driven
by non-conservative forces (such as active Brownian particles or driven colloids),
thus identifying the source of activity in the system. In the current era of Big Data,
in which large amounts of image-microscopy data of living systems’ dynamics are
readily available, our method constitutes a reliable way of harnessing as much non-
equilibrium information as possible from such data and systematically analyzing
the dynamics in an efficient, tracking-free, and non-invasive manner.
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