In this paper, we propose a novel method for estimating time-to-contact (TTC) in scattering media environments, such as fog and water. For an object moving towards another object, time-to-contact measures the time remaining until collision. Therefore, it is especially useful for safe automated vehicle navigation in the 3D space. Time-to-contact estimation is advantageous because it does not require camera calibration, freeing it from calibration errors. Earlier studies commonly used geometric features of objects such as edges and points to estimate time-to-contact. In scattering media environments, the degradation of image intensity caused by light scattering makes it difficult to obtain clear geometric features. Thus, in this paper we propose a method for estimating time-to-contact in scattering media by using the photometric features in the image instead. We use statistical priors to obtain depth information from the captured image intensity and compute the time-to-contact from estimated transmission of the media.
Introduction
One of the leading causes of traffic accidents is human error. Due to this problem, self-driving cars have been developed widely in recent years. To ensure safe navigation, these automated vehicles require an automated system that is able to sense and analyze the surrounding scene. One of the sensors used to capture the scene is a camera. In this case, the automated system must be able to understand the scene and the objects contained in it from a captured image. For automated vehicle navigation in normal everyday traffic, it is desirable to estimate the 3D distance of other cars, as well as other road objects. In particular for moving vehicles, it is useful to estimate the time-to-contact.
Assuming that the vehicle is moving at constant speed, time-to-contact represents the time remaining before collision 2) . Hence it is useful for automated navigation and collision avoidance of moving vehicles in the 3D space. Unlike the estimation of the 3D distance, the estimation of time to contact does not need calibrated cameras, nor does it require a full 3D reconstruction of the scene. Existing methods commonly estimate timeto-contact from the geometric features of objects in the image, such as corners and edges 2) . The drawback is that these works assume the scene is located in an environment where the surrounding media is relatively clear such as shown in Fig.1(a) . However, in real world situations, there are many different conditions, such as fog and underwater environments as shown in Fig.1(b) and (c). In these cases the surrounding media will contain microparticles resulting in scattering effects. We will refer to these types of media as scattering media. In scattering media environments, the degradation of image intensity makes it difficult to find geometric features in the captured image, as shown in Fig.1(b) and (c).
As an alternative, Watanabe et al. 3 )4) proposed a method for estimating time-to-contact using photometric features. Their method handles dark night images and can estimate time-to-contact by using the image intensity directly without extracting geometric features. Unfortunately, their method only applies to clear environments without light scattering effects. In scattering media, the photometric model differs from that in clear media, therefore we need a more complex model to analyze the photometric properties 5)6) . For scattering media environments, Rahadianti et al. 7) 8) proposed a method for computing time-to-contact based in scattering media. Their method uses a light propagation model specialized for scattering media, and was able to estimate time-to-contact even in scattering media. However, their method requires active lighting from a point light source adjacent to the camera, and hence it is limited. Furthermore, it needs 3 observations for estimating time-to-contact, while the previous geometric methods only needed 2 observations.
In this paper we propose a method for estimating time-to-contact in scattering media without using active lighting from only 2 observations. In our approach we assume a natural outdoor scene which is illuminated naturally by ambient sunlight. We use the dark channel prior 9) and red channel prior 10) to obtain relative depth information of the scene. While previous works have used these priors for recovering clear images from scattering images, we use these priors for directly estimating time-to-contact in scattering media. This paper is organized as follows. Section 2 will go into more detail about the properties of images captured in scattering media environments, including the image formation process and the statistical priors used. Next, Section 3 will describe the method for estimation of airlight in the scene, and the proposed time-tocontact estimation method from transmission will be described in Section 4. Finally, the experiments and results will be shown in Section 5, and the conclusion will be presented in Section 6.
Properties of Scattering Media Images
The basis of a clear captured images is the implicit assumption that the the light traveling from the object to the camera is unhindered, which is violated in scattering media environments. Due to the microparticles contained in the scattering media, the light traveling from the scene to the camera will be subject to absorption and scattering effects, as demonstrated in Fig.1 . Subsequently, the captured image will then suffer from low contrast and attenuated intensity 6) . This section will describe the light propagation model in scattering media in more detail.
1 Light Propagation Model in Scattering
Media In natural images, it has been established that we can perceive a difference between areas in the scene based on their distance from the camera due to atmospheric scattering 11) . This phenomenon is observable even in natural outdoor scenes due to atmospheric effects, and in scattering media environments these effects will become much more pronounced.
The microparticles contained in scattering media interfere with the light propagation from the scene to the imaging device. A microparticle that encounters a light ray may absorb the light's intensity (absorption), as well as alter its path (scattering). The combination of these effects attenuate the overall light that is finally captured by the camera as shown in Fig.2 . The effects of absorption and scattering in observed images are characterized by the absorption coefficient a and scattering coefficient b. The value of these coefficients are different depending on the location, temperature, and contents of the scattering media 12)13) .
The physical phenomenon of scattering of an electromagnetic wave can be described by the widely-known Mie theory 14) . The Mie scattering model suggests that the size of the scattering particles is comparable to the wavelength, while in normal atmospheric conditions, the particles are usually very small compared to the wavelength of the light. Therefore, atmospheric scattering is more commonly described by the Rayleigh scattering model 15) . In order to keep our computations controllable, in this paper we assume that the scattering media is homogeneous with a relatively low density 6)8)10) . This assumption is reasonable in light fog situations as well as in non-murky natural waters.
( 1 ) Transmission Due to the microparticles, the amount of light that is able to penetrate the scattering media depends on the properties of the media and the distance traveled. This can be computed based on the Beer-Lambert law. Assuming a homogeneous scattering media, the fraction of light that can pass through a medium t can be described as follows:
where, c(λ) is the total attenuation coefficient of the media with respect to a light wavelength λ, and d is the distance between the object and the camera. The term t in Eq.(1) is called transmission. The coefficient c is a sum of the absorption coefficient a and scattering coefficient b of the media. In the case of fog and haze, the scattering and absorption coefficients are roughly equal regardless of wavelength, but in underwater environments the coefficients are wavelength dependent. This wavelength dependence yields a bluish hue in underwater environments.
( 2 ) Image Formation in Scattering Media In scattering media environments, the captured image at the camera is the sum of the direct and backscattering components 8) .The direct component is the original intensity of the scene which is attenuated by the scattering media, while the backscattering component is the effect of light scattered by the microparticles (Fig.3 ). Additionally, we consider the scattering and absorption effects to be wavelength-dependent, which is especially important in underwater environments. The final image captured by the camera can thus be described as follows:
where, ρ is the reflectance of the object, E is the power of light, P is the scattering phase function, b is the scattering coefficient, and λ is the wavelength.
Since we are using 3-channel RGB images, we simplify the wavelength-dependent model to the R, G, and B channels separately. We also solve the integration and rewrite Eq.(2) as follows:
In Eq.(3), the multiplication of reflectance ρ and light E can be considered as the original color of the object, and we rewrite it as J. On the contrary, the term b s .P.E s c s does not carry any information of objects, and originates solely from the light source and the scattering media. This term describes the color of the ambient light in the surrounding media, and is called airlight A as follows:
Therefore the final intensity captured by the camera can be expressed simply as:
2 Statistical Priors
While most of the earlier works on 3D distance and time-to-contact estimation have assumed a clear surrounding media 2)4) , some later studies have started to consider scattering media as well. Most of these studies treat the scattering effects as noise, and aim to remove the scattering effects to recover the clear scene J from I 16)17) . However, the scattering effects themselves can provide us useful depth cues 11) . Thus, in this paper we propose to use the scattering effects directly for 3D depth estimation.
Unfortunately, this problem is under-constrained if the input is only scattering images I. Therefore it is necessary to use additional constraints such as statistical priors. In this paper we use 2 different priors to handle hazy images and underwater images separately. We use the dark channel prior (DCP) for hazy or fog images, and the red channel prior (RCP) for underwater images.
( 1 ) Dark Channel Prior For hazy or foggy images, He et al. 9) proposed the Dark Channel Prior (DCP) based on observations of haze-free (clear) natural outdoor images. For clear images, the DCP states that in local patches of non-sky regions, there are pixels with very low intensity in at least 1 channel in {R, G, B}. Meanwhile, in hazy images, the intensity of these dark pixels come from the amount of transmitted airlight A, which will give a direct cue to the depth. For a clear image J, the dark channel prior can be written as follows:
where x denotes the pixel location in the image, and Ω(x) denotes the local patch of pixels centered at x. Based on the dark channel prior in Eq.(6), He et al. 9) , derived the transmission t from a hazy image I and the airlight A as follows:
with the assumption that the transmission t in the local patch Ω(x) is constant. The dark channel prior can be used to obtain a depth cue for scattering media images such as hazy or foggy images. It is physically valid and has been tested using natural daytime outdoor images 9) .The dark pixels observed by the dark channel prior are usually caused by shadows, bright colors, or dark objects. Therefore the dark channel prior may fail on account of a bright object, or an object with a similar intensity to the airlight A. However, it works well in most of the cases.
( 2 ) Red Channel Prior While the dark channel prior works well for hazy or foggy images, it was not designed to handle underwater scenes. Due to the wavelength dependent nature of attenuation in underwater images, the J R channel is often very low in the entire image, making the DCP invalid. To handle these underwater images, several modifications of the dark channel prior have been proposed 10)18) 19) .
In this paper we use the red channel prior (RCP) proposed by Galdran et al. 10) to process underwater images. In order to handle the low R channel intensities, the J R channel is replaced with its reciprocal channel 1 − J R , which takes into account the wavelength color distortion in underwater scattering.
For clear underwater images, the RCP states that in local patches of non-water regions, there are pixels with very low intensity in at least 1 channel in {1 − R, G, B}. These clear areas only occur very near to the camera.
For farther areas, the RCP value gives us information about the amount of transmitted airlight A, which then gives us information about the depth. For a clear image J, the red channel prior can be written as follows:
In the same manner as the dark channel prior, it is also possible to estimate the transmission t of the minimum channel of an underwater image I based on the red channel prior in Eq. (8) . Using the airlight A, the transmission can be computed as follows:
Airlight Estimation
Based on the statistical priors described in Section 2. 2, the transmission t of scattering media can be estimated based on Eq. (7) and (9) . To estimate transmission, it is necessary to know the image intensity I and airlight A. The image intensity I is straightforward, but the airlight A must be estimated from the scene. In this section we will elaborate on the airlight estimation used in this research.
In the cases where airlight is not present in the scene, such as when the object is very near to the camera, the transmission based on Eq. (7) and (9) can not be computed. In this paper, we assume that the airlight is always present in the scene, and therefore the transmission can be estimated.
1 Airlight Indicators
As shown in Section 2. 2, the accuracy of the estimated airlight A is important for the accuracy of the estimated transmission t of the scene. To correctly estimate the airlight in a scattering media image, it is necessary to take into account various depth cues.
( 1 ) Statistical Priors In Section 2. 2, both priors, DCP and RCP, state that the value of the prior depends on the amount of airlight transmitted at that point, as shown in the second term on the right-hand side of Eq. (5) . Consequently, the value of the priors depend on the the distance of the point from the camera. If the distance is large, the priors will also be large, and if the distance is small, the priors will also be small. Thus, the maximum distance of the scene can be found where where the prior becomes maximum. In natural images, the airlight can be found at the maximum distance from the camera (d → max). Therefore, the airlight A can also be found where where the DCP or RCP becomes maximum 9)10) .
Despite this intuition, in reality the airlight is not always correctly found using the statistical priors due to the airlight-albedo ambiguity. The albedo of objects colored similarly to the airlight is often confused with the correct airlight, which happens with bright or white objects in foggy images and blue objects underwater. Therefore, it is necessary to incorporate additional indicators for estimating airlight.
( 2 ) Texture Through additional observation of scattering media images, we concluded that texture is also an important indicator for airlight areas. In natural images, the area of air or water is generally non-textured compared to the objects in the scene. Therefore we also use a texture feature to estimate airlight. To represent the texture of a local area, we take the gradient magnitude of the grayscale version of image I. We then compute its local standard deviation as follows:
where ΔI is the gradient magnitude of image I in grayscale, x is the pixel location in the image, and Ω(x) denotes the local patch of pixels centered at x.
2 Naive Bayes Classifier for Airlight Estimation
In order to improve the accuracy of the airlight estimation, we use both the statistical priors and texture feature σ as airlight indicators as explained in Section 3. 1.
First, we join the statistical prior and σ into a 2dimensional feature vector F to represent the scene I. For the statistical prior, we use either the dark channel prior DCP or the red channel prior RCP depending on the type of dataset. RCP is used specifically for underwater images, and DCP is used for hazy, foggy or other general scattering media images.
In our current implementation, the underwater and hazy datasets are processed separately, hence the prior is selected manually depending on the type of scattering media. For future work, a classifier can be used to determine whether the image falls into the underwater or hazy image category, and automatically determine which prior to use.
The feature vector F is then defined as follows:
Using the feature F in Eq.(11), we use a Naive Bayes classifier to obtain the final estimate of airlight. Based on the Bayes Theorem, we can compute the probability of an image intensity I(x) being airlight based on F (x) as follows:
where, P (A|F ) is the probability of airlight A given feature F , P (A) is the probability of airlight and P (F ) is the probability of feature F . The probability of feature F given airlight A, P (F |A), can be obtained from the feature distribution at airlight areas in scattering media images. Upon estimating the probability P (A|F ) for every pixel in the image I, we then take the intensity of the pixel with highest probability as the airlight A of the scene.
Once the airlight A is estimated, it can then be used further for computing the transmission t in Eq. (7) or Eq.(9). The estimated transmission t will then be used for computing the time-to-contact in the next section.
Time-to-contact from Transmission
In the case of an object moving towards the camera with a constant speed, or vice versa, time-to-contact is the time remaining before collision of the object with the camera 2) . This time-to-contact T c can be computed as the ratio of the distance d between the object and camera with the rate of change in distance Δd, which can be written as follows:
Since the distance d between the camera and object itself is not explicitly known, the time-to-contact is estimated using observable features in the images. In clear environments, it is possible to use the geometric properties of the observed object such as height, width or area in images 2)20) . However, in the case of scattering media environments, these geometric properties are more difficult to extract accurately due to the scattering effects in the image as shown in Fig.1 (b) and (c).
In Section 2. 2, we have shown that statistical priors can be used to estimate the transmission t of the scene. We have also established that the distance information is encoded in the transmission as described in Eq.(1), therefore we can now define time-to-contact directly from 2 consecutive estimations of transmission.
Suppose we have a camera which moves with a constant speed Δd observing a target object with a flat fronto-parallel surface in a homogeneous scattering media environment. In normal everyday traffic conditions, this assumption applies to most objects encountered by a vehicle while navigating the roads.
First, we take an image where the camera is at a distance d from the object as shown in Fig.4 . Using the red channel prior for underwater images or the dark channel prior for other scattering media images, we obtain the transmissiont at this position from Eq.(7) or (9). Next, we take another image after camera motion, in which the distance becomes d − Δd. Then, we estimate the transmissiont based on the dark or red channel priors again.
Based on the Beer-Lambert law shown in Eq.(1), the transmission can be written as a function of distance. Therefore the estimated transmissiont andt at both observation times can also be rewritten as:
By substituting Eq.(14) into the original time-tocontact estimation in Eq.(13), we are able to estimate the time-to-contact from transmission as follows:
Since the transmissiont andt can be computed from Eq. (7) or (9), the time-to-contact T c can be obtained just from image intensity at two different observation times. It is not necessary to know the detailed properties of the scattering media, such as absorption and scattering coefficients to estimate time-to-contact using the proposed method.
It is important to note that the transmission estimation in Eq.(7) or (9) requires the airlight A as an input. Therefore, it is necessary for the airlight A to be present in the scene. In the context of time-to-contact estimation, however, it is sufficient for the airlight A to be present in at least 1 observation. Since the airlight of the scene is constant, as long as we can detect airlight A in 1 observation, the same A can be used in all other observations. For simplicity, in this paper we assume that the airlight A is present in all images.
Experiments and Results
In this section, we evaluate the proposed airlight estimation proposed in Section 3 as well as the TTC estimation method proposed in Section 4.
1 Image Datasets ( 1 ) Natural Image Dataset
In order to study the properties of scattering media images and airlight, we put together a dataset of various natural images in scattering media. Due to the different statistical priors used, we created a separate dataset for hazy images and underwater images respectively. We used 80 images from the Waterloo IVC Database 21) and the University of Texas LIVE Image Corpus 22) for the hazy image dataset, and 80 images from the SUN Image Database 23) and other underwater image researches 10)24) for the underwater image dataset. Examples of the images in our natural image dataset are shown in Fig.5 .
( 2 ) Experimental Image Dataset Additionally, we simulated a scattering media environment using a 30 cm × 40 cm × 20 cm aquarium filled with water. To make the scattering effects more prominent in this small environment, we added turbidity in the water and created 2 different solutions. The first solution was created by mixing 10 liters of water with 2 ml of milk, creating a 0.02% milk solution. The resulting scattering effects resembles the haze and fog effects as shown in Fig.6(a) . For the next solution, we take the original milk solution and add a drop of blue food coloring to create a blue solution. The scattering effects then become bluish, simulating the conditions of an underwater environment as shown in Fig.6(b) .
For the image capture, the aquarium was put in an outdoor sunny environment. The experimental images were captured using an 8-bit action camera with its waterproof casing which was submerged into the solutions. The observed object had a flat fronto-parallel surface facing the camera as shown in Fig.6 . We moved the camera gradually closer to the object, changing the distance from 24 cm to 6 cm with 1 cm intervals, and captured images of the object. The observed images are shown in Fig.7 . 
2 Airlight Estimation
In this experiment, we used the natural image dataset described in Section 5. 1 to evaluate the airlight estimation method proposed in Section 3. Among the 80 hazy images in the natural image dataset, 40 were used as training data while the remaining 40 were used for testing. Similarly, the underwater images were also divided into 40 training images and 40 testing images.
( 1 ) Training To estimate the airlight of the scene, the airlight probability P (A|F ) described in Eq. (12) must be computed for the image. Therefore, it is necessary to know the probability of airlight P (A), as well as the probability of feature F given airlight A, P (F |A). We assume the probability of airlight and non-airlight to be equal, hence we set P (A) to be exactly 0.5.
For the probability of feature F given airlight A, P (F |A), we train the classifier using the training set of the natural image dataset described in Section 5. 1.
In order to do so, the airlight areas of the images in our dataset were manually labeled to distinguish them from the non-airlight areas. Fig.8(a) shows some examples of the labeled airlight areas in scattering media images.
Using the training set of 40 images, we obtained the P (F |A) from the features of both hazy and underwater images. As a comparison, we also computed the probability of feature F not being airlight, P (F |O), from the same dataset. Fig.8(b) shows some examples of the labeled non-airlight areas in scattering media images. The probability distribution of the features for the hazy image dataset can be seen in Fig.9 , and for the underwater image dataset in Fig.10 . From these figures we can see that the probability of both features clearly separates the airlight and the non-airlight parts of the image.
To evaluate the ability of the proposed probability model to separate airlight from objects in the scene, we show the probability of selected images from the natural image test set. Using the proposed probability model, we visualize the degree of separation of probability in scattering natural images in Fig.11 and Fig.12 .
In these visualizations, we superimpose the probability of airlight P (A|F ) and the probability of object P (O|F ) over the test image. The probability values range from 0 to 1, with higher values indicated in red, and lower values indicated in blue. From Fig.11 and Fig.12 , we can see that the probability model is able to separate the object and airlight areas of the images with the proposed probability model based on the feature F .
( 2 ) Testing Using the probability of features given airlight P (F |A), we were able to compute the probability of airlight given features P (A|F ) for both the hazy and underwater datasets. First, we used natural image dataset to test the probability model. The remaining 40 images that were not used in the training process were used as the test set. Some examples of the estimated airlight results are shown in Fig.13 . The first column shows the original test images. In the second column, we show their corresponding airlight probability map P (A|F ) in yellow. We then take the pixel with the highest probability as the estimated airlight using the probability model. This pixel is indicated with a green marker in the first and second columns of Fig.13 .
As a comparison, the third column of Fig.13 also shows the DCP/RCP scores of the test image in cyan. Based on the explanation in Section 3. 1, we then take the pixel with highest statistical prior score as the estimated airlight using statistical priors. This pixel is indicated with a red marker in the first and third columns of Fig.13 .
For visualization purposes, the DCP/RCP scores as well as the probability map P (A|F ) shown in the second and third column of Fig.13 are mapped using a non-linear increasing exponential function. This mapping was done to be able to clearly distinguish the larger values from the lower values.
In general, both the proposed method and the statistical prior method can provide us sufficiently good estimates of airlight, such as in Fig.13 (a) and (c). However, in some cases, the statistical prior method provides us a wrong estimation as shown in Fig.13 (b) and (d) , while the proposed method provides us good estimations even under these cases.
The accuracy of the airlight estimation is shown in Fig.14. Overall, for the hazy image test set, we obtained 82.5% accuracy using the dark channel prior alone, and 97.5% accuracy using the proposed probability model. For the underwater image test set, we obtained 60% accuracy using the red channel prior alone, and 92.5% accuracy using the proposed probability model. Based on these results, we conclude that the proposed probability model performs better than the statistical priors on their own, and the erroneous results using the prior alone can be corrected using the proposed probability model. Next, we also estimated airlight in the experimental image dataset shown in Fig.7 . As we described in Section 2. 2, the dark channel prior was used for the milk solution images and the red channel for the blue solution images. The estimated airlight is shown in Fig.15 for the milk solution images and in Fig.16 for the blue solution images. The airlight points estimated from the probability model are indicated by green markers, while the airlight points estimated from the statistical prior alone are shown in red. From these results, we find that the proposed probability model provides us more accurate airlight estimations.
3 Time-to-Contact Estimation
In this experiment, we evaluate the proposed TTC estimation method proposed in Section 4 using the experimental image dataset. Although the proposed estimation method can compute the time-to-contact from just a single point on the object surface, we instead consider a larger homogeneous region of the object's surface. As mentioned multiple times in this paper, geometric features are difficult to find in scattering media images, which makes it difficult to find exact point and line correspondences across multiple observation times. Therefore the usage of homogeneous regions can simplify the object tracking problem between the two ob- servations. From a homogeneous region, we compute the average transmissiont of the object's surface area to estimate time-to-contact to help compensate for the natural noise in images. Additionally, we also avoid large localization error, since the regions need not be exact at every observation. With this relaxation, a rough detection of the homogeneous region will be sufficient to estimate time-to-contact. In our experiments, homogeneous regions were extracted manually. The automatic extraction of homogeneous regions is a part of our future work.
Using the images shown in Fig.7 , we then computed the time-to-contact from transmission as proposed in Eq. (15) . Assuming a constant speed of 1 cm/s, we computed the time-to-contact of the captured scene at every 1 second. Although any homogeneous region can be used for time-to-contact estimation, in this first experiment we randomly selected the red homogeneous region located in the middle of the object.
As a comparison, we also estimated time-to-contact using the existing method proposed by Watanabe et al. 3 al. 8) requires active lighting, it is not applicable to our experimental images captured under natural light. The estimated time-to-contact results are shown in Fig.17 . From Fig.17 we can see that the proposed time-tocontact estimation method shows good results and the estimation lines follow the correct slope of the ground truth, while the existing method is not able to handle the scattering media. The proposed method is especially reliable for smaller distances up to 18 cm from the camera. As a further analysis, we estimated the time-tocontact of the object using different homogeneous patches with different reflectances on the object surface. We used the images captured in the milk solution, and estimated time-to-contact of multiple homogeneous patches. In addition to the previously used red patch, we also calculated the time-to-contact using the green and yellow homogeneous patches as shown in Fig.18 . Fig.18 shows that regardless of the reflectance of the chosen patch, the estimated time-to-contact is still able to follow slope of the ground truth.
From the results shown in Fig.17 and Fig.18 , the estimated time-to-contact has proven to be reliable for smaller distances. At higher distances, the difference of intensity between 2 observations may be very small and not observable by the camera, making it difficult to estimate the time-to-contact.
Hence, we next attempt to estimate time to contact under larger speeds of camera motion with the hope that the difference between the 2 observations becomes large enough to estimate time-to-contact. In this experiment, we estimate time-to-contact using images taken in the milk solution under the speeds of 1 cm/s, 2 cm/s, and 4 cm/s. For comparing the results of different camera speeds, the estimated time-to-contact was transformed into distance information by multiplying with the camera speed. The estimated results are shown in Fig.19 .
As shown in Fig.19 , we could estimate time-tocontact even in larger distances in the case of 4cm/s and 2cm/s, while the time-to-contact estimated from 1cm/s is inaccurate in larger distances. This is because the larger camera motion provides us a larger change in intensity and transmission, and thus the estimated time-to-contact is less affected by the image noise and image quantization. In natural environments, the correct airlight can be found at the maximum distance, which is at infinity. However, due to our experimental setup, the maximum distance in our images is finite. Therefore, the airlight in our images is an approximation to the real airlight value. This affects the transmission estimation, as well as the final time-to-contact estimation. Due to this, at higher distances, we observed that the proposed method tends to underestimate the time-to-contact.
4 Accuracy Evaluation
As a further evaluation of the proposed time-tocontact estimation method, we also conducted experiments using synthetic images. The synthetic images were created based on Eq.(5), simulating the change in intensity without changing the scale and position of the object, as if it was captured using an orthographic camera. Although an orthographic projection is not necessary for estimating time-to-contact in our method, we used the orthographic projection in this experiment to simplify the experiments and focus on the change in intensity used in the proposed method.
The synthetic images were generated under some different attenuation coefficients, changing the distance from 24 cm to 5 cm with the camera speed of 1cm/s. Some example synthetic images are shown in Fig.20 . Coefficients 1 and 2 are wavelength independent coefficients with equal scattering over the spectrum. These images simulate hazy or foggy images, and the dark channel prior is used for the airlight and transmission estimation steps. Coefficients 3 and 4 are wavelengthdependent, and simulate underwater images. Hence, for these images the red channel prior will be used instead. The camera used to estimate time-to-contact experiments done in Section 5. 3 was a 8-bit CCD action camera. The signal-to-noise ratio of this camera was estimated using captured images, which resulted in a Peak Signal to Noise Ratio (PSNR) of 48.03 dB and an average standard deviation of 0.84 in intensity. Therefore, for the accuracy evaluation, we added an artificial Gaussian noise with a standard deviation σ of 1.0 to the intensity of each pixel of the synthetic image.
( 1 ) Dynamic Range and Accuracy In the real image experiments in Section 5. 3, we showed that an 8 bit camera was not sufficient for computing time-to-contact under the speed of 1cm/s in higher distances. We speculated that it was due to the 8-bit representation which was not able to encode the small differences between the observations. Therefore in this experiment, we compared an 8-bit camera with 16-bit and 24-bit cameras in the estimation of time-tocontact. We estimated the time-to-contact using the proposed method at a speed of 1 cm/s using 8-bit, 16bit, and 24-bit images. The results are shown in Fig.21 .
Based on the results in Fig.21 , we find that the timeto-contact estimation does indeed benefit from the use of high dynamic range (HDR) cameras. We find that the time-to-contact estimated from 8-bit images is accurate for lower distances but is erroneous at higher distances, just as seen in the real image experiment. Meanwhile when we use 16-bit and 24-bit images, the estimation is more accurate even in higher distances. This is because the differences in intensity between 2 observations at a small interval is captured better HDR cameras, and thus the time-to-contact can be estimated accurately. For the subsequent experiments, we estimate the time-to-contact using 16-bit images to minimize the effect of quantization error in higher distances.
( 2 ) Attenuation Coefficients and Accuracy In this experiment we attempt to estimate time-tocontact of synthetic images generated using various attenuation coefficients to analyze its effect on accuracy. We use the wavelength independent coefficients such as shown in Fig.20 (a) and (b) , with values from 0.01 to 0.35. Examples of the synthetic images under different coefficients are shown in Fig.22 .
Using the images shown in Fig.22 , we estimated the time-to-contact using 16-bit images at a fixed distance of 10 cm. This experiment was repeated 100 times with random Gaussian noise added to the image intensity, and then we took the average error of estimation. The relationship between the attenuation coefficients and the error of time-to-contact estimation is shown in Fig.23 .
From Fig.23 , we find that the accuracy of time-to- contact estimation increases as we increase the attenuation coefficient. This is because the change in image intensity caused by the camera motion increases as we increase the attenuation coefficient, and the signalto-noise ratio improves. However, this improvement breaks at around 0.34 as shown in Fig.23 . At this point the scattering effects are very large, and due to quantization error the change in intensity caused by the camera motion can no longer be observed, as shown in Fig.22(c) .
( 3 ) Object Reflectance and Accuracy Lastly, we evaluate the relationship between the object reflectance and the accuracy of time-to-contact estimation. We use target objects with various reflectances ρ in the R and G channels. In this experiment, the B channel remains 0 in order to fulfill the criteria of dark channel prior and red channel prior in natural images, as described in Section 2. 2. We change the reflectance of the R and G channels from 0.01 to 1. As an example, Fig.24 shows objects with reflectances of ρ1 = 0.8, ρ2 = 0.6, and ρ3 = 0.4.
These target objects are then simulated as if they were in scattering media at a fixed distance of 10 cm using Coefficient 1 as shown in Fig.20(a) . Once again we estimated the time-to-contact of these images 100 times adding random Gaussian noise, but instead of the typical error of estimation, we show the standard deviation of the error of estimation. This standard de- viation of error is plotted against the reflectance of the object. The results are shown in Fig.25 . From Fig.25 we can see that the error in estimation fluctuates randomly based on the injected Gaussian noise and does not relate to the reflectance of the bright channel. Since we estimate time-to-contact based on transmission, and the transmission is based on the dark channel of the image, the change of reflectance in the bright channels of the image does not affect the accuracy. However, it is important that the target scene follows the rule of natural images as described in Section 2. 2, where a dark channel is present with a value near 0. If this condition is fulfilled, the proposed method is able to estimate time-to-contact accurately regardless of the reflectance of the target object.
Conclusion
In this paper we proposed a time-to-contact estimation method for automated vehicle navigation in scattering media environments. The proposed time-tocontact estimation method does not require any prior knowledge of the cameras, objects or the scattering media. The proposed method uses statistical priors for obtaining transmission as a depth cue. The priors used in this proposed method are the dark channel prior for hazy and foggy images, and the red channel prior for underwater images.
The proposed time-to-contact estimation method is computed based on transmission estimation, which in turn is based on the airlight of the scene. Although it is possible to infer the airlight from the statistical priors alone, it sometimes fails due to airlight-albedo ambiguity. In order to increase the accuracy of the airlight estimation, in this paper we also proposed a probabil-ity model for airlight estimation. Using a natural image dataset, we can see that the probability model can estimate the airlight with higher accuracy than the statistical prior alone. Furthermore, in the experimental images used in our experiments, the proposed probability model is able to estimate airlight correctly in the cases where the statistical priors alone fail.
We conducted experiments to estimate time-tocontact using real scattering media images captured in an experimental setup. Compared to the existing time-to-contact estimation methods in scattering media, the proposed method is able to handle scattering media without active lighting and can compute time-tocontact from only 2 observations. The time-to-contact estimation method proposed in this paper shows good results, especially in lower distances. For higher distances, a high dynamic range camera is required to ensure robustness.
As an additional analysis, we conducted further experiments with synthetic images and estimated timeto-contact using different dynamic range cameras, scattering coefficients, and reflectances of target object. The proposed time-to-contact method indeed benefits largely from a high-dynamic range camera with at least 16-bit image representation. For different scattering coefficients, the results show that the error in time-tocontact estimation is minimum with higher attenuation coefficients when there is sufficient scattering effects in the image. Finally, we evaluated the error in time-tocontact estimation in regards to the reflectance of the object. Since the time-to-contact estimation relies on the dark channels of the image, the reflectance of the bright channels is not detrimental to the accuracy of our method.
For future work we aim to create a fully automated framework for image capture and time-to-contact estimation for automated vehicles in scattering media. To relax the tracking requirement, we use homogeneous regions of the target object instead of points over multiple observations. Currently, the homogeneous region of the target object used for transmission estimation is manually extracted. For an automated navigation system, we will investigate methods to obtain target areas automatically without human input. 
