Introduction
There have been extensive studies about permutation flowshop scheduling (PFSP) in the literature with many important applications in manufacturing and service systems [1] [2] [3] [4] . The traditional PFSP is concerned with scheduling n jobs through m machines in such a way that the same sequence is applied to each machine. An important assumption is such that work-in-process inventory is allowed since there are infinite buffer capacities amongst consecutive machines. Hence, allowing jobs to be waiting in front of machines for their next operations words. On the other hand, if any storage capacity amongst machines is not available, the traditional PFSP is said to be blocking flowshop scheduling problem The rest of the paper is organized as follows. In Section 2, the blocking flowshop scheduling problem with speed-up method is formulated. Section 3 presents the components of the VBIH algorithm. Section 4 presents the design of experiment approach for parameter tuning. The computational results and comparisons are provided in Section 5. Finally, Section 6 gives the concluding remarks.
Blocking Flow Shop Scheduling Problem
In the blocking flowshop scheduling problem, n jobs from the set J = {1, 2, .., n} have to be processed on m machines from the set M = {1, 2, .., m} with the same permutation on each machine without any intermediate buffer. Each job j has a processing time on machine k, which is denoted as p j,k . The setup time is assumed to be included in the processing time. Only a single job can be processed on each machine. Since waiting times are not allowed in the flowshop due to no intermediate buffers, jobs cannot leave machines after completing their operations until next machines are free. In other words, if the next machine is busy, then the current job on the machine must be blocked since there is no intermediate buffer amongst machines. The goal is to obtain a permutation, which will be applied to each machine and the total flowtime (TFT) is to be minimized. Given a job sequence π = {π 1 , π 2 , .., π n }, the departure time d π j ,k of job π j on machine k can be computed by following Ronconi [6] as follows:
., n and k = 1, .., m − 1 (4)
where d π j ,0 , j = 1, .., n denotes the starting time of job j on the first machine. Since C π j ,m = d π j ,m for all j, then the total flowtime of the sequence π can be given as TFT (π) = ∑ n j=1 C π j ,m . Briefly, the objective is to determine a sequence π * in the set of all sequences Π such that TFT (π * ) ≤ TFT (π) ∀π ∈ Π.
There are two neighborhood structures in scheduling problems in general. These are based on insertion and swap neighborhood structures. As known, the computational complexity of both neighborhood structures is O n 3 m . For the traditional PFSP with the total flowtime criterion, Lia et al. [42] proposed a speed-up method for the swap and insertion neighborhood structures. They showed that the proposed speed-up method makes a reduction in the CPU times up to 40 to 50 percent. Based on their idea, we develop a fast fitness function calculation for insertion and swap moves. Suppose that we have sequence π. We first calculate the departure times of each job on each machine and store them in a matrix denoted as D π j ,k . Given the current sequence as π = {1, 2, 3, 4, 5}. Now, suppose that we would like to interchange job 3 at position 3 with job 4 at position 4. Due to the fact that the departure times are stored in D π j ,k in advance until job 3 at position 3, we do not need to re-calculate departure times until job 3 at position 3, again. In other words, after interchanging those two jobs, the departure times of the new sequence π = {1, 2, 4, 3, 5} can be calculated as follows. First, we copy the departure times from D π j ,k matrix with d π j ,k = D π j ,k f or j = 1, .., 3 and k = 1, .., m. Then, we calculate the departure times starting from position 3 to 5 with d π j ,k , j = 3, .., 5, k = 1, .., m.
In order to generalize it, we first determine two randomly chosen positons pos1 and pos2 such that (pos1 < pos2) ∈ (1, n). Our swap function, π = Swap π 0 , pos1, pos2 , interchanges jobs π 0 j=pos1 and π 0 j=pos2 ; then, store the new sequence on a temporary sequence π. Finally, our fast fitness function, f f ast ( π, pos1), copies the departure times from D π j ,k matrix until position j = pos1 and then, re-calculates the departure times starting from position pos1 to the end of the remaining part of the sequence. After swapping jobs and storing them in a sequence π, the fast fitness function is given in Figure 1 . The same fast fitness function can be used for insertion moves, too. Before we get into details, we need to clarify that our insertion move function utilizes forward or backward insertion move with an equal probability of 0.5. We again determine two random positions pos1 and pos2 such that (pos1 < pos2) ∈ (1, n). Our insertion function, π = Insert π 0 , pos1, pos2 , either removes job π 1 j=pos1 at position pos1 and inserts it into pos2 in a temporary sequence π (indicating a forward insertion move) or removes job π 1 j=pos2 at position pos2 and inserts it into pos1 in π (indicating a backward insertion move). In both cases, one does not need to re-calculate the departure times until position pos1, which are copied from the D π j ,k matrix. In other words, f f ast (π, pos1) function in Figure 1 can also be used for insertion moves. then, re-calculates the departure times starting from position 1 to the end of the remaining part of the sequence. After swapping jobs and storing them in a sequence , the fast fitness function is given in Figure 1 .
The same fast fitness function can be used for insertion moves, too. Before we get into details, we need to clarify that our insertion move function utilizes forward or backward insertion move with an equal probability of 0.5. We again determine two random positions 1 and 2 such that ( 1 < 2) ∈ (1, ) . Our insertion function, = ( , 1, 2) , either removes job at position 1 and inserts it into 2 in a temporary sequence (indicating a forward insertion move) or removes job at position 2 and inserts it into pos1 in (indicating a backward insertion move). In both cases, one does not need to re-calculate the departure times until position 1, which are copied from the , matrix. In other words, ( , 1) function in Figure 1 can also be used for insertion moves.
Variable Block Insertion Heuristic
Traditional local search algorithms are based on swap and insertion neighborhood structures. The swap operator exchanges two jobs in a sequence, whereas the insertion operator removes a job from a sequence and inserts it into another position in the sequence. Recently, local search algorithms, which are based on block moves, are presented for the single machine scheduling problem in the literature. A block move of 2-edge exchange was presented in Kirlik and Oguz [43] . Then, Subramanian et al. [44] developed five different neighborhoods: swap, insertion, edge-insertion, 3-block insertion and 3-block reverse. The basic idea is to use larger neighborhood move operators rather than the swap and insertion move operators. Relying on this idea, Xu et al. [45] presented a neighborhood structure called a Block Move in which consecutive jobs (called a block) are inserted into another position in the sequence. They represent a block move by a ( , , ), where represents the position of the first job of the block, denotes the target position of the block to be inserted and represents the size of the block. Note that one edge insertion, two edge-insertion and 3-block insertion corresponds to the block move neighborhoods with = 1 , = 2, and = 3 . Similarly, Gonzales and Vela [46] developed a variable neighborhood descent algorithm by using three block move neighborhoods were developed and used in a memetic algorithm.
Inspiring from the algorithms above, we propose a similar, but a different block insertion heuristic, which we call it a variable block insertion heuristic (VBIH) algorithm. We denote two block sizes as and , where is the minimum block size and is the maximum block size. In addition, we define a block move insertion size with a maximum insertion move size denoted as . The VBIH algorithm removes a block of jobs with size, , from the current sequence starting from = 1, then it makes a number of block insertion moves randomly in the partial sequence, which we denote it as the block insertion move procedure, ( ()). It chooses the 
Traditional local search algorithms are based on swap and insertion neighborhood structures. The swap operator exchanges two jobs in a sequence, whereas the insertion operator removes a job from a sequence and inserts it into another position in the sequence. Recently, local search algorithms, which are based on block moves, are presented for the single machine scheduling problem in the literature. A block move of 2-edge exchange was presented in Kirlik and Oguz [43] . Then, Subramanian et al. [44] developed five different neighborhoods: swap, insertion, edge-insertion, 3-block insertion and 3-block reverse. The basic idea is to use larger neighborhood move operators rather than the swap and insertion move operators. Relying on this idea, Xu et al. [45] presented a neighborhood structure called a Block Move in which l consecutive jobs (called a block) are inserted into another position in the sequence. They represent a block move by a triplet (i, k, l), where i represents the position of the first job of the block, k denotes the target position of the block to be inserted and l represents the size of the block. Note that one edge insertion, two edge-insertion and 3-block insertion corresponds to the block move neighborhoods with l = 1, l = 2, and l = 3. Similarly, Gonzales and Vela [46] developed a variable neighborhood descent algorithm by using three block move neighborhoods were developed and used in a memetic algorithm.
Inspiring from the algorithms above, we propose a similar, but a different block insertion heuristic, which we call it a variable block insertion heuristic (VBIH) algorithm. We denote two block sizes as bS min and bS max , where bS min is the minimum block size and bS max is the maximum block size. In addition, we define a block move insertion size with a maximum insertion move size denoted as mS max . The VBIH algorithm removes a block of jobs with size, bS, from the current sequence starting from bS min = 1, then it makes a number mS max of block insertion moves randomly in the partial sequence, which we denote it as the block insertion move procedure, (bI M()). It chooses the best one amongst a number mS max of block insertion moves. The sequence obtained after bI M() procedure goes under a variable local search (VLS), which is based on traditional insertion and swap neighborhood structures. If the new sequence obtained after the VLS local search is better than the current sequence, it replaces the current sequence. As long as it improves, it keeps the same block size, i.e., bS = bS. Otherwise, the block size is incremented by one, i.e., bS = bS + 1 and a simulated annealing type of acceptance criterion is used to accept the inferior solution in order to escape from local minima. This process is repeated until the block size reaches at the maximum block size, i.e., bS ≤ bS max . The outline of the VBIH algorithm is given in Figure 2 . Note that π R is the reference sequence; T is temperature parameter for the acceptance criterion, and tPF_ NEH(x) is a constructive heuristic providing an initial sequence to the VBIH algorithm. They will be explained in detail in the subsequent sections.
best one amongst a number of block insertion moves. The sequence obtained after () procedure goes under a variable local search ( ), which is based on traditional insertion and swap neighborhood structures. If the new sequence obtained after the local search is better than the current sequence, it replaces the current sequence. As long as it improves, it keeps the same block size, i.e., = . Otherwise, the block size is incremented by one, i.e., = + 1 and a simulated annealing type of acceptance criterion is used to accept the inferior solution in order to escape from local minima. This process is repeated until the block size reaches at the maximum block size, i.e., ≤ . The outline of the VBIH algorithm is given in Figure 2 . Note that is the reference sequence;
is temperature parameter for the acceptance criterion, and _ ( ) is a constructive heuristic providing an initial sequence to the VBIH algorithm. They will be explained in detail in the subsequent sections. 
Initial Solution
The initial solution for the VBIH algorithm is generated by the _ ( ) heuristic, which is proposed for the first time in this paper in the literature. It is a novel modification of the _ ( ) heuristic presented in Pan and Wang [16] . In the _ ( ) heuristic, the cost function to determine the next job to be scheduled is comprised of the total idle and blocking times. Note that the cost function devised for any constructive heuristic has a significant impact on the results. For this reason, Tasgetiren et al. [47] developed a _ ( ) heuristic for the BFSP with the makespan criterion, which was inspired from the _ ( ) heuristic in [16] . In [47] , a new cost function was devised by adding the departure time of the last job on the last machine to the total idle and blocking times. In this paper, we extend the _ ( ) heuristic to the total flowtime criterion and denote it as the _ ( ) heuristic. As in the _ ( ) heuristic, we consider the total idle and blocking times as a part of the cost function. In addition, we also consider the sum of the departure times on all machines of the last job that could be inserted into the partial sequence, which is one of the main contribution of this paper.
To implement the _ ( ) heuristic, an initial order of jobs should be determined. To construct the initial order, we use the front delay and total processing times of each job as in Ribas et al. [41] . The following measure is employed to construct the initial order of jobs of jobs: In order to establish the initial order of jobs, we sort the ( ) values with an ascending order. Now, the number of new sequences can be generated from the initial order of jobs as follows. Since the first job has an impact on the solution quality, the first job of the initial order is taken as the first 
The initial solution for the VBIH algorithm is generated by the tPF_ NEH(x) heuristic, which is proposed for the first time in this paper in the literature. It is a novel modification of the PF_ NEH(x) heuristic presented in Pan and Wang [16] . In the PF_ NEH(x) heuristic, the cost function to determine the next job to be scheduled is comprised of the total idle and blocking times. Note that the cost function devised for any constructive heuristic has a significant impact on the results. For this reason, Tasgetiren et al. [47] developed a PFT_ NEH(x) heuristic for the BFSP with the makespan criterion, which was inspired from the PF_ NEH(x) heuristic in [16] . In [47] , a new cost function was devised by adding the departure time of the last job on the last machine to the total idle and blocking times. In this paper, we extend the PFT_ NEH(x) heuristic to the total flowtime criterion and denote it as the tPF_ NEH(x) heuristic. As in the PFT_ NEH(x) heuristic, we consider the total idle and blocking times as a part of the cost function. In addition, we also consider the sum of the departure times on all machines of the last job that could be inserted into the partial sequence, which is one of the main contribution of this paper.
To implement the tPF_ NEH(x) heuristic, an initial order of jobs should be determined. To construct the initial order, we use the front delay and total processing times of each job as in Ribas et al. [41] . The following measure is employed to construct the initial order of jobs of jobs:
In order to establish the initial order of jobs, we sort the iO (j) values with an ascending order. Now, the number x of new sequences can be generated from the initial order of jobs as follows. Since the first job has an impact on the solution quality, the first job of the initial order is taken as the first job of the new sequence and the tPF_ NEH(x) heuristic is applied to generate the new solution. Then, the second job of the initial order is taken as the first job of the new sequence and tPF_ NEH(x) heuristic is applied to generate another new solution. This is repeated x times and the number x of new sequences will be generated. Of course, the best one amongst them is chosen as the initial solution for the VBIH algorithm.
The proposed constructive heuristic can be summarized as follows. Suppose that π i−1 jobs have already been scheduled and a partial sequence, π = {π 1 , π 2, .., π i−1 }, is obtained. Clearly, job π i will be the next job to be inserted into the partial sequence π i−1 . It can be any job from all jobs in the set U of the unscheduled jobs. To select the job π i , we need a cost measure (CM). For the BFSP with the total flowtime criterion, we propose a new cost function consisting of the total idle and blocking times as well as the sum of the departure times of job π i on all machines. We first calculate the total idle and blocking time as follows:
Then, we calculate the indexed sum of the departure times of job π i on all machines as follows:
Now, we define our cost function as follows:
Note that we also employ an index function,
, to give a weight to departure time on each machine. Then, the job with the smallest sum of CM i amongst all jobs in U is determined as the ith job to be inserted to the partial sequence π i−1 . Figure 3 outlines the procedure of the proposed heuristic. As seen in Figure 3 , the tPF (π * , h) procedure takes the initial sequence as π * and the job-index as y sent by the tPF_ NEH(x) heuristic. By using the job-index y, the x number of sequences will be generated. heuristic is applied to generate another new solution. This is repeated times and the number of new sequences will be generated. Of course, the best one amongst them is chosen as the initial solution for the VBIH algorithm. The proposed constructive heuristic can be summarized as follows. Suppose that jobs have already been scheduled and a partial sequence, = , , . . , , is obtained. Clearly, job will be the next job to be inserted into the partial sequence . It can be any job from all jobs in the set of the unscheduled jobs. To select the job , we need a cost measure ( ). For the BFSP with the total flowtime criterion, we propose a new cost function consisting of the total idle and blocking times as well as the sum of the departure times of job on all machines. We first calculate the total idle and blocking time as follows:
Then, we calculate the indexed sum of the departure times of job on all machines as follows:
Note that we also employ an index function, ( + × ( − )/( − 2)) ⁄ , to give a weight to departure time on each machine. Then, the job with the smallest sum of amongst all jobs in is determined as the th job to be inserted to the partial sequence . Figure 3 outlines the procedure of the proposed heuristic. As seen in Figure 3 , the ( * , ℎ) procedure takes the initial sequence as * and the job-index as sent by the _ ( ) heuristic. By using the job-index , the x number of sequences will be generated. Pan and Wang [16] showed that the heuristic is very effective, but applying the heuristic to the whole sequence can worsen the objective function, i.e., total flowtime. To avoid it, Pan and Wang [16] showed that the PF heuristic is very effective, but applying the NEH heuristic to the whole sequence can worsen the objective function, i.e., total flowtime. To avoid it, they applied the NEH heuristic to only the last δ jobs. As can be seen above, the tPF_ NEH(x) heuristic has two parameters, namely, δ and µ. Since the number x of sequences that will be generated are not so costly until the number of jobs is less than 200, i.e., n ≤ 200, in terms of CPU times, we determined it as i f (n ≤ 200) then x = n; else x = 20. Another distinction between PF_ NEH(x) and tPF_ NEH(x) is about how to choose the best one amongst x number of sequences. Since even the partial NEH implementation may result in an inferior solution when compared to tPF heuristic, we check both solutions and keep the better one. Note that in all figures throughout the paper, f (π) and r corresponds to the total flowtime (TFT) value of a sequence π and a uniform random number between 0 and 1, respectively. The tPF_ NEH(x) heuristic is outlined in Figure 4 .
Algorithms 2016, 9, 71 7 of 23 they applied the heuristic to only the last jobs. As can be seen above, the _ ( ) heuristic has two parameters, namely, and . Since the number x of sequences that will be generated are not so costly until the number of jobs is less than 200, i.e., ≤ 200, in terms of CPU times, we determined it as ( ≤ 200) ℎ = ; else = 20 . Another distinction between _ ( ) and _ ( ) is about how to choose the best one amongst x number of sequences.
Since even the partial implementation may result in an inferior solution when compared to heuristic, we check both solutions and keep the better one. Note that in all figures throughout the paper, ( ) and corresponds to the total flowtime (TFT) value of a sequence and a uniform random number between 0 and 1, respectively. The _ ( ) heuristic is outlined in Figure 4 . 
Block Insertion Move Procedure
( , , ) procedure is a core function in the VBIH algorithm. It takes the sequence , the block size, and the maximum insertion move size, as parameters. The procedure randomly removes a block of jobs with size, from the current sequence , which is denoted as . Then, the partial sequence after removal will be denoted as = − . Then, the procedure carries out a number of block insertion moves with the block size, . In other words, the block is inserted in the partial sequence randomly in which the maximum size of the insertion moves is . Finally, it chooses the best one amongst a number of block insertion moves. The ( , , ) procedure is given in Figure 5 .
In order to ease the understanding of the block insertion move procedure, we give the following example. Suppose that we have a current sequence = 7,4,1,8,2,6,5,3 . In addition, suppose that the block size is = 3 and maximum insertion move size is = 3. Suppose that we randomly choose a block = 8,2,6 . Then, the partial sequence will be = 7,4,1,5,3 . Without considering the total flowtime of the sequence , we randomly choose three positions, for instance, 1, 2, 5, and insert the block in these positions. Hence we have three sequences as = 8,2,6,7,4,1,5,3 , = 7,8,2,6,4,1,5,3 , and = 7,4,1,5,8,2,6,3 . Amonst these three sequences we take the one with the lowest total flowtime criterion. Note that the same speed up methods explained before can be used to accelerate the insertion procedure. For example, after removing the block = 8,2,6 , , matrix of partial sequence is once calculated, and then the fast fitness calculation procedure is used to accelerate the insertion procedure. 
bI M (π, bS, mS max ) procedure is a core function in the VBIH algorithm. It takes the sequence π, the block size, bS and the maximum insertion move size, mS max as parameters. The procedure randomly removes a block of jobs with size, bS from the current sequence π, which is denoted as π b . Then, the partial sequence after removal will be denoted as π p = J − π b . Then, the procedure carries out a number mS max of block insertion moves with the block size, bS. In other words, the block π b is inserted in the partial sequence π p randomly in which the maximum size of the insertion moves is mS max . Finally, it chooses the best one amongst a number mS max of block insertion moves. The bI M (π, bS, mS max ) procedure is given in Figure 5 .
In order to ease the understanding of the block insertion move procedure, we give the following example. Suppose that we have a current sequence π = {7, 4, 1, 8, 2, 6, 5, 3}. In addition, suppose that the block size is bS = 3 and maximum insertion move size is mS max = 3. Suppose that we randomly choose a block π b = {8, 2, 6}. Then, the partial sequence will be π p = {7, 4, 1, 5, 3}. Without considering the total flowtime of the sequence π, we randomly choose three positions, for instance, 1, 2, 5, and insert the block in these positions. Hence we have three sequences as π 1 = {8, 2, 6, 7, 4, 1, 5, 3}, π 2 = {7, 8, 2, 6, 4, 1, 5, 3}, and π 3 = {7, 4, 1, 5, 8, 2, 6, 3}. Amonst these three sequences we take the one with the lowest total flowtime criterion. Note that the same speed up methods explained before can be used to accelerate the insertion procedure. For example, after removing the block π b = {8, 2, 6}, D j,k matrix of partial sequence π p is once calculated, and then the fast fitness calculation procedure is used to accelerate the insertion procedure.
Variable Local Search
The traditional variable neighborhood search (VNS) algorithm was developed in [48] and successfully applied to scheduling problems in [49] [50] [51] [52] [53] . Very recently, a variable local search (VLS) algorithm is developed by Ribas et al. [32, 40, 41] . The VLS algorithm is a novel and different from the traditional VNS algorithms in such a way that when a sequence is improved by any randomly chosen neighborhood structure, it switches to another neighborhood structure. For example, if a sequence is improved by the LS1 local search (i.e., swap neighborhood), it systematically switches to LS2 local search (i.e., insertion neighborhood), which is the difference between traditional VNS and VLS algorithms. As seen in Figure 6 , if a sequence is improved by the local search type "LS", it switches to = 1 − . Suppose that the is randomly chosen as 1, then if the sequence is improved by the insertion neighborhood, the variable local search type is switched to 0 by = 1 − 1 = 0. This is different from the traditional VNS algorithms, where if a neighborhood improves, that neighborhood is kept for the search process and it switches to the second neighborhood if it fails, which is a common sense to follow. Note that, at least one time, both neighborhoods are ensured to be applied by using a . The VLS local search is given in Figure 6 . 
The traditional variable neighborhood search (VNS) algorithm was developed in [48] and successfully applied to scheduling problems in [49] [50] [51] [52] [53] . Very recently, a variable local search (VLS) algorithm is developed by Ribas et al. [32, 40, 41] . The VLS algorithm is a novel and different from the traditional VNS algorithms in such a way that when a sequence is improved by any randomly chosen neighborhood structure, it switches to another neighborhood structure. For example, if a sequence is improved by the LS1 local search (i.e., swap neighborhood), it systematically switches to LS2 local search (i.e., insertion neighborhood), which is the difference between traditional VNS and VLS algorithms. As seen in Figure 6 , if a sequence is improved by the local search type "LS", it switches to LS = 1 − LS. Suppose that the LS is randomly chosen as 1, then if the sequence is improved by the insertion neighborhood, the variable local search type is switched to 0 by LS = 1 − 1 = 0. This is different from the traditional VNS algorithms, where if a neighborhood improves, that neighborhood is kept for the search process and it switches to the second neighborhood if it fails, which is a common sense to follow. Note that, at least one time, both neighborhoods are ensured to be applied by using a Counter. The VLS local search is given in Figure 6 . 
The traditional variable neighborhood search (VNS) algorithm was developed in [48] and successfully applied to scheduling problems in [49] [50] [51] [52] [53] . Very recently, a variable local search (VLS) algorithm is developed by Ribas et al. [32, 40, 41] . The VLS algorithm is a novel and different from the traditional VNS algorithms in such a way that when a sequence is improved by any randomly chosen neighborhood structure, it switches to another neighborhood structure. For example, if a sequence is improved by the LS1 local search (i.e., swap neighborhood), it systematically switches to LS2 local search (i.e., insertion neighborhood), which is the difference between traditional VNS and VLS algorithms. As seen in Figure 6 , if a sequence is improved by the local search type "LS", it switches to = 1 − . Suppose that the is randomly chosen as 1, then if the sequence is improved by the insertion neighborhood, the variable local search type is switched to 0 by = 1 − 1 = 0. This is different from the traditional VNS algorithms, where if a neighborhood improves, that neighborhood is kept for the search process and it switches to the second neighborhood if it fails, which is a common sense to follow. Note that, at least one time, both neighborhoods are ensured to be applied by using a . The VLS local search is given in Figure 6 . Note that the VLS algorithm employs two powerful local search algorithms in the VBIH algorithm, namely, referenced insertion scheme (RIS) and referenced swap scheme (RSS). Briefly, in the VLS algorithm, the RIS local search is used as LS1 whereas the RSS local search is employed as LS2. The RIS and RSS local search algorithms are outlined in Figures 7 and 8 Note that the VLS algorithm employs two powerful local search algorithms in the VBIH algorithm, namely, referenced insertion scheme (RIS) and referenced swap scheme (RSS). Briefly, in the VLS algorithm, the RIS local search is used as LS1 whereas the RSS local search is employed as LS2. The RIS and RSS local search algorithms are outlined in Figures 7 and 8 , respectively. The RIS local search is an insertion local search neighborhood. The details can be found in [47, [54] [55] [56] [57] [58] [59] . Note that the fast fitness calculation is used in the RIS local search. The RIS local search is an insertion local search neighborhood. The details can be found in [47, [54] [55] [56] [57] [58] [59] . Note that the fast fitness calculation is used in the RIS local search. Note that the VLS algorithm employs two powerful local search algorithms in the VBIH algorithm, namely, referenced insertion scheme (RIS) and referenced swap scheme (RSS). Briefly, in the VLS algorithm, the RIS local search is used as LS1 whereas the RSS local search is employed as LS2. The RIS and RSS local search algorithms are outlined in Figures 7 and 8 , respectively. The RIS local search is an insertion local search neighborhood. The details can be found in [47, [54] [55] [56] [57] [58] [59] . Note that the fast fitness calculation is used in the RIS local search. As seen in Figure 8 , the RSS local search designates the job to be swapped by using the reference sequence π R as in the RIS algorithm. Then, for each job π k , it exchanges job π k with each π i until the last job in the sequence. As long as the sequence improves after a number n of swap moves, the counter is fixed to 1 so that the search starts from the beginning again. Note that the fast fitness calculation is used in RSS local search, too.
After the local search phase, it should be decided if the new sequence is accepted as the incumbent sequence for the next iteration. A simple simulated annealing type of acceptance criterion is used with a constant temperature, which is suggested by Osman and Potts [60] , as follows:
where τP is a parameter to be adjusted.
Parameter Tuning
In this section, we first determine the parameters of the PFT_NEH(x) heuristic through a design of experiment (DOE) approach [61] . Then, we again make a design of experiment for the proposed VBIH algorithm in order to determine its parameters.
Parameter Tuning of PFT_NEX(x) Heuristic
As mentioned before, since the number x of sequences generated are not so costly until n ≤ 200 in terms of CPU times, we determined it as i f (n ≤ 200) then x = n else x = 20. Then, PFT_NEX(x) heuristic has two important parameters. Namely, µ and δ. To determine µ and δ parameters, we carry out a design of experiments (DOE) [61] . To do it, we generate random instances with the method proposed in [20] . In other words, random instances are generated for each combination of n ∈ {20, 50, 100, 200, 500} and m ∈ {5, 10, 20}. Five instances are generated for each job and machine combination, respectively. Ultimately, we obtained 75 instances for each pair of job and machine size. We consider two parameters, namely, the weight of the cost function µ and the size of the partial NEH heuristic δ. We have taken µ with 21 levels as µ = 0.00, 0.05, .., 1.00 and δ with 10 levels as δ = 5, 10, 15, 20, 25, 30, 35, 40, 45, 50. We conducted a full factorial design of experiments resulting in 21 × 10 = 210 treatments. For each job and machine combination, each instance is run for 210 treatments (210 PFT_ NEX(x) heuristics with µ and δ values). The relative percent deviation is calculated as follows:
where C i is the total flowtime generated by each treatment and C min is the minimum total flowtime found amongst 210 treatments. This is repeated for five instances and RPD values are averaged for each treatment. Then the response variable is obtained by averaging the RPD values of 15 different job and machine combinations for each treatment. The DOE is coded in Visual C++13 and carried out on an Intel(R) Core(TM) i7-2600 CPU with 3.40 GHz PC with 8.00 GB memory. Once the response variable was determined for each treatment, we analyze the main effects plot of parameters, which is given in Figure 9 . Figure 9 suggests that µ (parW) and δ (parNEH) should be taken as 0.35 and 15, respectively.
However, Figure 9 suggests that µ values with 0.25, 0.30, 0.35, 0.40, 0.55 and 0.60 with δ = 15 generate very good and diversified results on random benchmark instances. Table 1 summarizes the computational results of those µ values as well as the CPU times in seconds. It can be seen in Table 1 that µ = 0.30 and µ = 0.35 provided the best results as Figure 9 suggested. However, µ = 0.25, 0.40, 0.55 and 0.60 provide some diversified solutions, too. Note that the PFT_ NEH(x) heuristics are substantially better than the HPF2 heuristic presented in [41] since it generated the ARPDs of 1.473 and 1.468, respectively when compared to the ARPD of 3.287. In addition, the same authors proposed GRASP-based algorithms as well as NHPF1 and NHPF2 heuristics for the initial solution procedures in [40] . PFT_ NEH(x) heuristics are also substantially better than NHPF1 and NHPF2 heuristics since the ARPDs of 1.473 percent and 1.468 percent are much better than those ARPDs of 3.018 percent and 2.797 percent. In addition to above, PFT_ NEH(x) heuristics were able to further improve some larger instances in about 0.760 s on overall average. 
Parameter Tuning of VBIH Algorithm
In this section, we again present a DOE approach for parameter setting of the VBIH algorithms. In order to carry out experiments, we generate random instances with the method proposed in [20] . In other words, random instances are generated for each combination of ∈ 20,50,100,200,500 and ∈ 5,10,20 . Five instances are generated for each job and machine combination, respectively.
Ultimately, we obtained 75 instances for each pair of job and machine size. We consider three parameters in the DOE approach. These are maximum block size ( ), maximum block insertion move size ( ); and temperature adjustment parameter ( ). We have taken the maximum block size with four levels as ∈ (4, 8, 12, 16) ; the maximum block insertion move size with three levels 
where is the total flowtime generated by each treatment and is the minimum total flowtime found amongst 60 treatments. This is repeated for five instances and RPD values are averaged for each treatment. Then the response variable is obtained by averaging the RPD values of 15 different job and machine combinations for each treatment. The DOE is coded in Visual C++13 and carried out on an Intel (R) Core (TM) i7-2600 CPU with 3.40 GHz PC with 8.00 GB memory. 
In this section, we again present a DOE approach for parameter setting of the VBIH algorithms. In order to carry out experiments, we generate random instances with the method proposed in [20] . In other words, random instances are generated for each combination of n ∈ {20, 50, 100, 200, 500} and m ∈ {5, 10, 20}. Five instances are generated for each job and machine combination, respectively. Ultimately, we obtained 75 instances for each pair of job and machine size. We consider three parameters in the DOE approach. These are maximum block size (bS max ), maximum block insertion move size (mS max ); and temperature adjustment parameter (τP). We have taken the maximum block size with four levels as bS max ∈ (4, 8, 12, 16) ; the maximum block insertion move size with three levels as mS max ∈ (0.1 * (n − bS max ) , 0.2 * (n − bS max ) , 0.3 * (n − bS max )) ; and the temperature adjustment parameter with five levels as τP ∈ (0.1, 0.2, 0.3, 0.4, 0.5). We conducted a full factorial design of experiments resulting in 4 × 3 × 5 = 60 treatments. For each job and machine combination, each instance is run for 60 treatments with a maximum CPU time equal to T max = 10 × n × m milliseconds. The relative percent deviation is calculated as follows:
where C i is the total flowtime generated by each treatment and C min is the minimum total flowtime found amongst 60 treatments. This is repeated for five instances and RPD values are averaged for each treatment. Then the response variable is obtained by averaging the RPD values of 15 different job and machine combinations for each treatment. The DOE is coded in Visual C++13 and carried out on an Intel (R) Core (TM) i7-2600 CPU with 3.40 GHz PC with 8.00 GB memory. Once the response variable was determined for each treatment, we analyze the main effects plots of the parameters, which are given in Figure 10 . Figure 10 suggests that the bS max should be taken as bS max = 16; mS max should be taken as mS max = 0.1 * (n − bS max ); and τP should be taken as τP = 0.2.
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Once the response variable was determined for each treatment, we analyze the main effects plots of the parameters, which are given in Figure 10 . Figure 10 suggests that the should be taken as = 16; should be taken as = 0.1 * ( − ); and should be taken as = 0.2. The main effects plot might not be meaningful when there are significant interactions between the parameters. For this reason, the ANOVA table should be analyzed to see whether interactions are significant or not. The ANOVA results are given in Table 2 . From Table 2 , it can be seen that * interaction is found to be significant because of the very high magnitude of ratio and the p-value being less than α = 0.05 level. For these reasons, we look at the * interaction plot, which is given in Figure 11 . The main effects plot might not be meaningful when there are significant interactions between the parameters. For this reason, the ANOVA table should be analyzed to see whether interactions are significant or not. The ANOVA results are given in Table 2 . From Table 2 , it can be seen that bS max * mS max interaction is found to be significant because of the very high magnitude of F ratio and the p-value being less than α = 0.05 level. For these reasons, we look at the bS max * mS max interaction plot, which is given in Figure 11 .
As seen in Figure 11 , bS max = 16 with mS max = 0.3 * (n − bS max ) generated the lowest ARPD. For this reason, we decided to take the parameters as follows: bS max = 16; mS max = 0.3 * (n − bS max ); and τP = 0.2. 
Computational Results
To test the performance of the VBIH algorithms proposed, extensive experimental evaluations and comparisons with other powerful methods are provided based on the well-known flowshop benchmark suite of Taillard [20] . The benchmark set is composed of 15 groups of the given problems with the size ranging from 20 jobs and 5 machines to 500 jobs and 20 machines, and each group consists of ten instances. However, in [62] , these benchmark problems are extended to 200 × 5, 500 × 5 and 500 × 10 sizes with each containing 10 instances. Ultimately, we employ 150 instances as in the DABC_RCT algorithm in [41] . We treat them as blocking flow shop scheduling problems with the total flowtime criterion. In the experimental tests, all algorithms are coded in Visual C++13 and carried out on an Intel(R) Core(TM) i7-2600 CPU with 3.40 GHz PC with 8.00GB memory. Note that the maximum CPU time is fixed at = 100 × × milliseconds for all algorithms compared. We compare to the following best performing algorithms from the literature:
1. DABC_RCT in [41] . The DABC_RCT algorithm is a very efficient algorithm and has three phases. In the employed bee phase, the TNO procedure is employed with the VLS local search.
In the onlooker bee phase, the path-relinking approach is employed to generate the onlooker bees. In the scout bee phase, HPF2 is used to generate the scout bees. We refer to [41] for the details. We have coded the DABC_RCT algorithm in Visual C+13 to have a fair comparison. Note that the DABC_RCT algorithm uses HPF2 heuristic as an initial solution. Since our PFT_NEH(x) heuristic is substantially better than HPF2 heuristic, we employ the PFT_NEH(x) heuristic with = 0.35 and = 15 as one of the solution in the population. The rest of the population individuals are constructed randomly as suggested in the DABC_RCT algorithm and we denote it as the DABC*_RCT algorithm to have a fair comparison. The same parameters are also used which are suggested in the DABC_RCT algorithm [41] . Note that fast fitness calculation is Figure 11 . Interaction plot.
To test the performance of the VBIH algorithms proposed, extensive experimental evaluations and comparisons with other powerful methods are provided based on the well-known flowshop benchmark suite of Taillard [20] . The benchmark set is composed of 15 groups of the given problems with the size ranging from 20 jobs and 5 machines to 500 jobs and 20 machines, and each group consists of ten instances. However, in [62] , these benchmark problems are extended to 200 × 5, 500 × 5 and 500 × 10 sizes with each containing 10 instances. Ultimately, we employ 150 instances as in the DABC_RCT algorithm in [41] . We treat them as blocking flow shop scheduling problems with the total flowtime criterion. In the experimental tests, all algorithms are coded in Visual C++13 and carried out on an Intel(R) Core(TM) i7-2600 CPU with 3.40 GHz PC with 8.00GB memory. Note that the maximum CPU time is fixed at T max = 100 × n × m milliseconds for all algorithms compared. We compare to the following best performing algorithms from the literature:
1. DABC_RCT in [41] . The DABC_RCT algorithm is a very efficient algorithm and has three phases.
In the employed bee phase, the TNO procedure is employed with the VLS local search. In the onlooker bee phase, the path-relinking approach is employed to generate the onlooker bees. In the scout bee phase, HPF2 is used to generate the scout bees. We refer to [41] for the details. We have coded the DABC_RCT algorithm in Visual C+13 to have a fair comparison. Note that the DABC_RCT algorithm uses HPF2 heuristic as an initial solution. Since our PFT_NEH(x) heuristic is substantially better than HPF2 heuristic, we employ the PFT_NEH(x) heuristic with µ = 0.35 and δ = 15 as one of the solution in the population. The rest of the population individuals are constructed randomly as suggested in the DABC_RCT algorithm and we denote it as the DABC*_RCT algorithm to have a fair comparison. The same parameters are also used which are suggested in the DABC_RCT algorithm [41] . Note that fast fitness calculation is employed to accelerate the insertion and swap neighborhood structures in the VLS local search they employed in the TNO procedure. In other words, the current solution is perturbed with several insertion moves and then the VLS local search is applied to the solution after perturbation. Then, the acceptance criterion is imposed to the solution obtained. We denote this variant of the VBIH algorithm as IVLS algorithm.
Each instance is run for five (R) independent replications and the relative percentage deviation. RPD is computed as follows:
where H, BKS, and R are the total flowtime value generated by the algorithms in each run, the most recent best-known solution value reported in [41] , and the number of runs, respectively. In addition, the ARPD for each instance, totally 150, is recorded to make statistical analyses. The computational results are given in Table 3 . The first observation from Table 3 that the IG_RIS and DABC_RCT algorithms are not competitive to the DABC*_RCT and VBIH variants. Especially, even though the fast fitness calculation is employed in the IG_RIS algorithm, which is known as one of the best algorithms in the scheduling literature, it could not be able to generate competitive results. In fact, its local search is based on only the insertion neighborhood, which is very effective for the makespan criterion. However, the results in Table 3 indicate that the swap neighborhood should be used in algorithms designed for the total flowtime criterion. The second observation is the performance of the DABC*_RCT algorithm, which is quite competitive to the VBIH variants. The overall ARPD is decreased from 0.593 percent to 0.376 percent due to the use of the PFT_NEH(x) heuristic as a solution in the initial population. It indicates that the proposed PFT_NEH(x) heuristic was so effective on the results of the DABC*_RCT algorithm. Amongst the VBIH variants, the first four variants were able to generate results ranging from 0.303 percent to 0.285 percent. As can be seen from Table 3 , especially, the larger instances with sizes 500 × 20, 500 × 5 and 500 × 10 were further improved by the first four variants of the VBIH algorithms. In order to see the statistical difference between algorithms, we provide the interval plot of the algorithms compared in Figure 12 . Since the 95% confidence intervals of DABC*_RCT and VBIH variants do not overlap, we can conclude that the DABC*_RCT and the VBIH variants generated results, which are statistically significant to those results generated by the IG_RIS and DABC_RCT algorithms. When we look at the confidence intervals of the DABC*_RCT and VBIH variants, there are overlaps between the algorithms. However, an overlap does not mean that there is no difference. There may be statistically significant difference even if there is an overlap [63] . To determine the difference, the paired t-tests should be used [63] .
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In order to see the statistical difference between algorithms, we provide the interval plot of the algorithms compared in Figure 12 . Since the 95% confidence intervals of DABC*_RCT and VBIH variants do not overlap, we can conclude that the DABC*_RCT and the VBIH variants generated results, which are statistically significant to those results generated by the IG_RIS and DABC_RCT algorithms. When we look at the confidence intervals of the DABC*_RCT and VBIH variants, there are overlaps between the algorithms. However, an overlap does not mean that there is no difference. There may be statistically significant difference even if there is an overlap [63] . To determine the difference, the paired t-tests should be used [63] . The results of the paired t-tests are given in Table 4 . If the 95% confidence interval for the mean difference between the two compared algorithms does not include zero values, it indicates that there is a difference between the two algorithms compared. In addition, p-values, which are smaller than α = 0.05 level, further suggest that the compare algorithms perform differently. As can be seen from Table 4 , the IVLS, VBIH1, VBIH2, VBIH3 and VBIH4 algorithms are statistically better than the DABC*_RCT algorithm. However, the VBIH5 and VBIH 6 algorithms are statistically equivalent. The results of the paired t-tests are given in Table 4 . If the 95% confidence interval for the mean difference between the two compared algorithms does not include zero values, it indicates that there is a difference between the two algorithms compared. In addition, p-values, which are smaller than α = 0.05 level, further suggest that the compare algorithms perform differently. As can be seen from Table 4 , the IVLS, VBIH1, VBIH2, VBIH3 and VBIH4 algorithms are statistically better than the DABC*_RCT algorithm. However, the VBIH5 and VBIH 6 algorithms are statistically equivalent. Finally, in Table 5 , we provide the best solutions found by each algorithm. 52 out of 150 problems instances are further improved together with 15 solutions being equal during in this study. All the results and permutations are available based on request. 
