Adaptive human behavior depends on the capacity to adjust cognitive processing after an error. Here we show that transcranial direct current stimulation of medial-frontal cortex provides causal control over the electrophysiological responses of the human brain to errors and feedback. Using one direction of current flow, we eliminated performance-monitoring activity, reduced behavioral adjustments after an error, and slowed learning. By reversing the current flow in the same subjects, we enhanced performance-monitoring activity, increased behavioral adjustments after an error, and sped learning. These beneficial effects fundamentally improved cognition for nearly 5 h after 20 min of noninvasive stimulation. The stimulation selectively influenced the potentials indexing error and feedback processing without changing potentials indexing mechanisms of perceptual or response processing. Our findings demonstrate that the functioning of mechanisms of cognitive control and learning can be up-or down-regulated using noninvasive stimulation of medial-frontal cortex in the human brain.
Introduction
Event-related potential (ERP) and neuroimaging studies have shaped our view of how executive mechanisms monitor our behavior and respond to errors so we can improve information processing (Ridderinkhof et al., 2004; Brown and Braver, 2005; Gehring et al., 2012; Sheth et al., 2012; Zhua et al., 2012) . This research has identified two medial-frontal potentials indexing the monitoring of task performance. The error-related negativity (ERN) and the feedback-related negativity (FRN) are observed shortly after an errant behavioral response (Falkenstein et al., 1990; Gehring et al., 1993) and negative feedback (Miltner et al., 1997) , respectively. These potentials are hypothesized to be generated in the medial-frontal lobe (particularly the anterior cingulate cortex) by executive control mechanisms that detect errors (Falkenstein et al., 1990; Gehring et al., 1993 Gehring et al., , 2012 Miltner et al., 1997) or more generally support learning (Holroyd and Coles, 2002; Brown and Braver, 2005; Alexander and Brown, 2011) . Our goal here was to test these hypotheses using causal manipulations of medial-frontal cortex. In addition, we used a type of electrical stimulation that can increase activity in an area, resulting in the prediction that, if these hypotheses are correct, then we should be able to improve executive control and learning.
We causally manipulated medial-frontal cortex using transcranial direct current stimulation (tDCS) (Utz et al., 2010) while recording subjects' ERN and FRN to assess the efficacy of our stimulation in affecting the mechanisms of interest. We noninvasively passed current through medial-frontal cortex (i.e., the anterior cingulate cortex [ACC] and supplementary motor area [SMA] ; for details of the current flow model, see Fig. 1A and Fig.  10 ) (Dehaene et al., 1994; Carter et al., 1998) . Anodal stimulation has been shown to up-regulate neural activity in a targeted region, whereas cathodal stimulation down-regulates neural activity (Bindman et al., 1962; Nitsche et al., 2003c) , depending on certain stimulation parameters, such as intensity level and duration (Batsikadze et al., 2013; Monte-Silva et al., 2013) . This gave us bidirectional causal control over activity in medial-frontal cortex.
First, we predicted that manipulating medial-frontal cortex and the electrophysiological signatures of performance monitoring (i.e., the ERN and FRN) should allow us to influence subjects' detection and reactions to errors (Falkenstein et al., 1990; Gehring et al., 1993; Miltner et al., 1997) , resulting in changes in error rates as well as the speed and accuracy of responses after the commission of an error. Second, we tested the hypothesis that medial-frontal activity underlies our ability to rapidly learn new tasks (Holroyd and Coles, 2002; Brown and Braver, 2005; Alexander and Brown, 2011) . In a previous study, repetitive transcranial magnetic stimulation over medial-frontal cortex reduced ERN amplitude and posterror behavioral accuracy (Rollnik et al., 2004) . The advance of the current study is to test multiple hypotheses about the functional significance of medial-frontal cortex and its electrophysiological indices. Further, we sought to determine whether we could exert bidirectional control over medial-frontal activity and potentially enhance the medial-frontal ERPs and the high-level cognitive functions they index.
Materials and Methods
Subjects. Subjects gave informed consent before procedures approved by the Vanderbilt University Institutional Review Board and were provided financial compensation. We conducted four experiments with each using a within-subjects design: the principal 3 day experiment (Experiment 1, N ϭ 18, mean Ϯ SD age 26 Ϯ 5.2, 10 female), a 2 day experiment examining the duration of the primary beneficial effects observed in Experiment 1 (Experiment 2, N ϭ 18, mean Ϯ SD age 22 Ϯ 3.7, 4 female), a 3 day experiment controlling for the reference electrode location (Experiment 3, N ϭ 10, mean Ϯ SD age 24 Ϯ 3.4, 6 female), and a 3 day experiment extending our findings to a simpler paradigm (Experiment 4, N ϭ 18, mean Ϯ SD age 22 Ϯ 4.5, 8 female). All subjects reported no history of neurological problems, such as seizures, multiple sclerosis, or head trauma. All subjects reported to be right-handed, have normal color vision, and normal or corrected-to-normal visual acuity.
The necessary sample size was estimated from a pilot experiment using a sample of 10 subjects, all of whom received sham, anodal, and cathodal tDCS on 3 separate days. By conservatively pooling mean difference and SD values in behavioral and electrophysiological responses between active and sham tDCS conditions, we estimated Cohen's d effect size based on paired samples two-tailed t tests (stop signal reaction time [RT] : 2 ϭ 0.94, stimulus-response mapping error: 2 ϭ 2.34, posterror RT slowing:
2 ϭ 1.50, ERN: 2 ϭ 1.51, FRN: 2 ϭ 0.95). We found that a sample size of 18 subjects is sufficient to detect an effect of the same magnitude with 80% power at the p ϭ 0.05 significance level.
Stimuli and procedure. All experiments began with brain stimulation and were followed by an ERP recording. In Experiments 1, 3, and 4, each subject participated in three different stimulation conditions (i.e., anodal, cathodal, and sham) on different days with order counterbalanced across subjects. In Experiment 2 (i.e., the duration experiment), all subjects first underwent a sham stimulation session so that we could acquire neural and behavioral baselines for each subject. On a subsequent testing day, all subjects received an anodal stimulation session, followed by a 1 h break, and then another sham stimulation session. This design allowed us to determine whether the effects of anodal tDCS could last for up to 6 h. In all experiments, the time interval between testing days was Ͼ48 h, which avoids ordering confounds related to repeated brain stimulation exposure (Monte-Silva et al., 2013) .
Immediately after active stimulation or sham, the subjects from Experiments 1-3 performed a two-alternative forced-choice target discrimination task in which stop signals could also occur (see Fig. 1B ), whereas the subjects from Experiment 4 performed a simple detection version of this target discrimination task with stop signals (i.e., the target stimulus was always a black square, 10 cd/m 2 , requiring a simple detection response with only one button on the gamepad). All trials of the task began with central fixation (0.37°square, 30 cd/m 2 , 800 -1200 ms). On all trials, a peripheral target (1°ϫ 1°, 10°from the center of screen along the horizontal meridian, 700 ms) appeared to the left of fixation on half of the trials and to the right on the remainder of the randomly interleaved trials. On no-stop trials (66% of all trials), only the target was present. On the randomly interleaved stop trials (33% of all trials), subjects had to withhold their response when they saw the stop signal (a central square subtending 0.66°, with 0.08°line width, 30 cd/m 2 ). Six stop signal delays (SSDs, the stimulus-onset asynchrony between on the onset of the target and the onset of the stop signal) were sampled with equal probability: 60, 120, 180, 240, 300, and 360 ms. Previous experiments in our laboratory and others have shown this to be an effective SSD range in target discrimination tasks with results mirroring those obtained using a dynamic tracking procedure (Logan et al., 1984; Reinhart et al., 2012) . Additionally, by not implementing a dynamic tracking procedure, our task avoided the restricting effects that such a method would have on the dynamics of subjects' response processes on no-stop trials, and ensured that error rates on stop trials could vary across stimulation conditions. After presentation of the stop signal, the stimuli remained on the screen until 700 ms had elapsed from the presentation of the target. The intertrial interval was 1000 -1200 ms, randomly jittered with a rectangular distribution.
Adopting the established learning manipulation of Holroyd and Coles (2002) , Experiments 1-3 required subjects to learn which of two buttons on the handheld gamepad to press to respond to each target color. Then, the target colors changed across days so that subjects would have to relearn the stimulus-response mapping on each day. On any given testing day, target stimuli could appear in 1 of 3 pairs of colors (red, x ϭ 0.612, y ϭ 0.333, 15.1 cd/m 2 and blue, x ϭ 0.146, y ϭ 0.720, 6.41 cd/m 2 ; magenta, x ϭ 0.295 y ϭ 0.153, 19.3 cd/m 2 and green, x ϭ 0.281, y ϭ 0.593, 45.3 cd/m 2 ; or purple, x ϭ 0.245 y ϭ 0.126, 9.3 cd/m 2 and yellow, x ϭ 0.408, y ϭ 0.505, 54.1 cd/m 2 ). Subjects were told that one button on the handheld gamepad was to be used to respond to one color and another button was to be used to respond to the other color presented during that session. Both buttons were pressed with the thumb of their right hand. The stimulus-response mapping assignments (i.e., which of the three color pairs and the mapping of each color to the appropriate button) were randomized across days with the order of each color-tobutton set randomized across subjects. However, the subjects had to learn during the session through trial and error which button was mapped to which color. This was made more challenging by our implementation of a 700 ms deadline for any button press and the simultaneous demands of inhibiting responses to the interleaved stop signals. The competing cognitive demands of the task enabled us to stretch learning across the first 25-30 trials and allowed us to obtain enough errors to reliably measure the ERN and FRN.
To effectively establish stimulus-response mappings, subjects were provided with performance-based feedback at the end of every trial, including correct stop trials and trials in which the response deadline was missed. Feedback occurred 1000 ms after the 700 ms response window had lapsed. Feedback was in the form of a 1000 ms, centrally presented outline of a circle (0.88°diameter, 0.13°thick) or cross (0.88°length, 0.13°thick) with the meaning of these symbols (i.e., correct vs incorrect) randomized across sessions and subjects. There was no learning manipulation or feedback stimuli presented in Experiment 4. Each subject performed 1440 trials in each session interspersed with short breaks to prevent fatigue.
The tDCS was administered using a battery-driven, constant current stimulator (Mind Alive) and pair of conductive rubber electrodes (active, 19.25 cm 2 ; reference, 52 cm 2 ). The electrodes were placed in salinesoaked synthetic sponges and held in place by a headband. The reference electrode was placed on the center on the right cheek (Experiments 1, 2, and 4) or the left cheek (Experiment 3) to avoid any confounding effects from other brain regions (Berryhill et al., 2010; Hsu et al., 2011; Tseng et al., 2012) . Specifically, the cheek electrode was placed diagonally, 3 cm from the cheilion (lip corner at rest) along an imaginary line connecting the cheilion to the ipsilateral condylion (palpable when the jaw is moved) (see Fig. 1C ). Current was applied for 20 min at 1.5 mA intensity over medial-frontal cortex (site FCz, from the International 10 -20 System). Comparable stimulation protocols are thought to be sufficient to create an excitatory (anodal) or inhibitory effect (cathodal) for up to 90 min in motor cortex Nitsche et al., 2003c) . However, the differences between previous stimulation protocols and the present study are noteworthy. In part, the methodological differences between the present study and past work motivate Experiment 2 where we determine the duration of the effects we observe in Experiment 1. We selected the placement of stimulation at electrode site FCz because our current flow models indicated that we would influence the medial-frontal structures hypothesized to generate these medial-frontal negativities, as well as this being the site where the ERN and FRN are maximal (Gehring et al., 2012; Reinhart et al., 2012) . A sham tDCS condition was administered following an identical procedure, but stimulation only lasted 30 s, ramping up and down at the beginning, middle, and end of the 20 min period, mirroring the periodic tingling sensation that subjects endorsed at stimulation sites on active testing days. Debriefing questions confirmed that subjects were blind to the presence and polarity of stimulation, and no subject reported adverse effects of stimulation beyond mild tingling under tDCS electrodes.
During each session, subjects' ERPs were recorded using our standard procedures (Reinhart et al., 2012) . The raw electroencephalogram (EEG) was acquired (250 Hz sampling rate, 0.01-100 Hz bandpass filter) using an SA Instrumentation Amplifier from 21 tin electrodes, including 3 midline (Fz, Cz, and Pz), 7 lateral pairs (F3/F4, C3/C4, P3/P4, PO3/PO4, T3/T4, T5/T6, and O1/O2), and 2 nonstandard sites (OL, midway between O1 and T5; and OR, midway between O2 and T6), arrayed according to the International 10 -20 System and embedded in an elastic cap (Electrocap International). Electrode impedances were kept Ͻ5 k⍀. Signals were referenced online to the right mastoid electrode and rereferenced offline to the average of the left and the right mastoids (Nunez and Srinivasan, 2006) . Horizontal eye position was monitored by recording electrooculogram (EOG) from bipolar electrodes located at the outer canthi of each eye. Vertical eye position and blinks were similarly monitored with bipolar electrodes placed above and below the left orbit. Periorbital electrodes were used to detect eye movements and a two-step ocular artifact rejection method was implemented (Woodman and Luck, 2003) . One subject was replaced for excessive blinks. The ERPs were digitally filtered with a zero-phase shift, 35 Hz low-pass hamming window (SD ϭ 6 ms) for presentation in the figures. However, we performed all statistical analyses on unfiltered data.
Data analyses: behavior. We adopted the method of Logan et al. (1984) as implemented by other researchers (e.g., Hanes et al., 1998; Godlove et al., 2011; Reinhart et al., 2012) to estimate stop signal reaction time (SSRT). In short, SSRT was estimated by one method assuming that SSRT is a constant, and by a second method assuming that SSRT is a random variable. Because there is no basis for choosing one assumption over the other, we averaged both SSRT estimates. Posterror slowing calculations accounted for the effects of nonstationarity on RT estimates (Nelson et al., 2010) . For this correction, posterror slowing was calculated as the RT on no-stop trial n ϩ 1 minus RT on no-stop trial n Ϫ 1, where n is an error after a stop signal or on a no-stop trial.
ERPs. For the ERN, error positivity (Pe), and correct-related negativity (CRN) analyses, the continuous EEG recording was time-locked to the button-press onset and baseline corrected to the interval from 200 to 50 ms before response. The baseline interval ended 50 ms before the timelocking event to allow these analyses to reveal error-related activity starting before response onset (Gehring et al., 2012) . For the FRN analysis, EEG was time locked to the onset of the external feedback stimuli and baseline corrected from 200 to 0 ms before feedback. For P1 and N1 analyses, EEG was locked to target onset and baseline corrected 200 to 0 ms before target. For the lateralized-readiness potential (LRP) analysis, EEG was locked to button-press onset, baseline corrected 800 to 600 ms before response (Smulders and Miller, 2012) . For the analysis of the responses to the stop signals, previously described as the central or stopsignal N2 (Luck and Hillyard, 1990; Pliszka et al., 2000; Schmajuk et al., 2006) , EEG was locked to stop-signal stimuli on correct stop trials and baseline corrected from 200 to 0 ms before stop-signal onset. Stop trials on which subjects responded before stop signals were presented were not included in ERN analyses because subjects did not have the necessary information to deduce that an error had been committed. When constructing grand average ERP waveforms collapsed across left and right target locations, the number of trials presented at each location was matched in a given condition by excluding random trials from the more heavily represented target with the behavior of interest. Because of the lateralized nature of P1 and N1 components in this paradigm, data were collapsed across left and right target locations and averaged using a procedure that preserved the electrode location relative to the target location.
The ERN and FRN amplitudes were measured from midline electrodes (Fz, Cz, and Pz) using a time window from Ϫ50 to 150 ms relative to the response onset and 200 -400 ms relative to the feedback onset, respectively. We calculated amplitude of the voltages as the mean area under the curve of the difference wave subtracting errant no-stop trials from correct no-stop trials (Gehring et al., 2012). The Pe was measured as the maximum amplitude on no-stop error trials, 200 -400 ms after response onset at the midline parietal electrode (Pz) (Gehring et al., 2012). The P1 (measured from electrodes OR and OL, from 100 to 150 ms after target onset), N1 (measured from electrodes OR and OL, from 150 to 200 ms after target onset), and N2 (measured from electrode Cz, from 175 to 225 ms after stop-signal onset) amplitudes quantified as mean values during the time windows, consistent with previous research (Luck and Hillyard, 1990; Pliszka et al., 2000; Schmajuk et al., 2006) . Latency was measured using peak amplitude in each measurement window for each component. The LRP was measured from central lateral electrodes (C3/C4) during the time window from Ϫ200 to 0 ms relative to response onset as contralateral Ϫ ipsilateral waveforms with respect to the right hand used for the button-press responses (Smulders and Miller, 2012) . It should be noted that the LRP we measured was untraditional because of our use of responses made by a single hand to avoid Simon-effect interference from the lateralized targets. The LRP amplitude was defined as mean voltage in the window from LRP onset until response, and the LRP onset latency was defined as the time point at which the voltage reached 50% of the peak amplitude (Miller et al., 1998; Kiesel et al., 2008) .
The signal-to-noise ratio was calculated by statistically estimating the total power of the signal and the noise using the following equations:
where P noise is noise power, P signal is signal power, K is the number of data points in a segment, N is the number of segments, and x is EEG amplitude. Similar methods are used in ERP research (e.g., Clayson et al., 2013) . It is assumed that the signal and noise are uncorrelated and that the average power of the signal is equal to the difference between the average total power and the average noise power. We entered the ERN and FRN amplitudes into within-subjects ANOVAs with the factors of condition (anodal vs sham vs cathodal), trial type (correct vs error), and electrode site (Fz vs Cz vs Pz). In addition, we used preplanned two-tailed t tests for simple comparisons between each tDCS condition versus sham. ANOVAs with the factors of condition (anodal vs sham vs cathodal) and trial bin (bin 1 vs bin 2 vs bin 3 vs bin 4) were used for learning analyses. Separate bin-wise analyses were performed for each dependent variable of RT, accuracy (in percentage correct), ERN and FRN values averaged into 4 bins of 10 trials each (i.e., bin 1 contained trials 1-10, bin 2 contained trials 11-20, etc.) consistent with previous work (Holroyd and Coles, 2002) . Interactions were parsed with follow-up ANOVAs. We adjusted p values using the Greenhouse-Geisser correction for nonsphericity when this assumption was violated (Jennings and Wood, 1976) . Finally, we used median and range as measures of central tendency and variability in the follow-up experiment examining the right versus left laterality of tDCS reference electrode (i.e., Experiment 3) because of a smaller sample size (N ϭ 10). In this experiment, we used the Wilcoxon Signed Ranks Test for comparison between pairs of variables (e.g., within-condition contrasts between error and correct trials); and for the nonparametic alternative to the ANOVA with repeated measures, we used the Friedman's two-way ANOVA by ranks.
Current-flow model. Our model of tDCS current flow was informed by previously established methods (De Lucia et al., 2007; Wagner et al., 2007b; Sadleir et al., 2010) . This involved (1) MRI segmentation, (2) electrode placement, (3) generation of a finite element model, and (4) computation. We used the MNI T1-weighted MRI reference brain from the CURRY 6.0 multimodal neuroimaging software (Compumedics Neuroscan). A combination of automated and manual segmentation tools was used to obtain tissue masks, including Gaussian filters, and morphological and Boolean operations implemented in MATLAB (MathWorks). Volumetric mesh was generated from the segmented data (Ͼ140,000 vertices, Ͼ800,000 tetrahedral elements). Segmented compartments and their respective isotropic electrical conductivities (in S/m) included: skin (0.33), skull (0.0042), and brain (0.33).
Our forward computation used a finite element model, implemented in SCIRun (available as open source software: http://software.sci.utah. edu). We simulated normalized current flow using a bipolar electrode configuration with the anode (19.25 cm 2 ) centered over FCz, and the cathode (52 cm 2 ) centered over the right cheek between the zygomaticus major and the condylion. The left cheek was used for our follow-up experiment using this electrode configuration. Current density corresponding to 1.5 mA total current was applied at the anode electrode and ground was applied at the negative electrode.
The Laplace equation. ٌ ជ ⅐ ٌ͑ ជ ͒ ϭ 0. (, potential; , conductivity) was solved, and the following boundary conditions were used. Inward current flow ϭ J n (normal current density) was applied to the exposed surface of the anode electrode. The ground was applied to the exposed surface of the cathode electrode. All other external surfaces were treated as insulated. Plots showing the course of electrical field magnitude through brain tissue were generated in MATLAB.
Current-density model. Using the same volume conductor model described above for our forward model, we computed current density models of subjects' response-and feedback-locked ERPs. The standardized low-resolution electromagnetic tomography (sLORETA) weighted accurate minimum norm method (SWARM) was estimated using electrode positions based on the International 10 -20 System. SWARM combines the methods of diagonally weighted minimum norm least squares (Dale and Sereno, 1993) and sLORETA (Pascual-Marqui, 2002 ) to compute a current density vector field (Wagner et al., 2007a) . This electrical field modeling was based on the grand average ERP difference waves (i.e., no-stop error Ϫ no-stop correct) during the ERN (Ϫ50 to 150 ms) and FRN measurement windows (200 -400 ms) using the entire array of electrodes. Although distributions of reconstructed current density provide an estimate of the location of neuronal generation of ERPs, they provide no definitive information about the neural origins of these ERPs (Luck, 2005; Woodman, 2010) .
Results
First, we describe the results from the principal experiment (i.e., Experiment 1). Then, we describe the results from several follow-up experiments designed to examine the duration of the primary effects (Experiment 2), rule out alterative interpretations of the results (Experiment 3), and extend the findings to a task with fewer competing cognitive demands (Experiment 4).
Experiment 1: error-and feedback-related negativities
We found that switching the direction of the current flow switched the direction of the causal effects on the medial-frontal negativity elicited by errors (i.e., the ERN) and by negative feedback (i.e., the FRN; Fig. 1C ; see below for a detailed discussion of this feedback-locked ERP effect). After cathodal stimulation, the ERN and FRN were essentially eliminated such that there was no significant difference in the waveforms between correct and error responses (t (17) ϭ 1.27, p ϭ 0.22), or positive and negative feedback (t (17) ϭ 0.81, p ϭ 0.43). Consistent with this observation, the amplitude of the ERN and FRN was significantly reduced relative to those measured in the sham condition with the same subjects (ERN t (17) ϭ 3.85, p Ͻ 0.01, FRN t (17) ϭ 4.33, p Ͻ 0.01; for additional details, see Figs. 2 and 3). In contrast, after anodal stimulation, the ERN and FRN amplitudes were almost twice that observed in the sham condition (ERN t (17) ϭ 3.58, p Ͻ 0.01, FRN t (17) ϭ 4.50, p Ͻ 0.01). Consistent with our ability to control the amplitudes of the ERN and FRN, the current-density models of these medial-frontal negativities overlap with the current flow model of the tDCS (compare Fig. 1 A, D) . Previous correlational studies suggested that the medial-frontal cortex could be the source of the ERN and FRN (Gehring and Willoughby, 2002; Ito et al., 2003) , and our causal manipulations provide converging support for this proposal. In sum, cathodal stimulation of medialfrontal cortex nearly eliminated the normal electrophysiological activity related to human performance monitoring, whereas anodal stimulation significantly boosted this activity.
To further examine the effects of medial-frontal stimulation on the amplitudes of the ERN and FRN, we analyzed these waveforms across the midline electrode sites as a function of tDCS condition. Figure 2 shows that tDCS up-and down-regulated the amplitude of the ERN and FRN with a cathodal Ͻ sham Ͻ anodal pattern. To confirm these observations statistically, we computed within-subjects ANOVAs with the factors of condition (anodal vs sham vs cathodal), trial type (correct vs error), and electrode site (Fz vs Cz vs Pz) on the amplitude of the ERN (Ϫ50 to 150 ms) and FRN (200 -400 ms). For both components, there were three-way interactions of condition ϫ trial type ϫ electrode site (ERN F (4, 68) (17) ϭ 3.16, p Ͻ 0.01) were largest at anterior electrode sites relative to the posterior sites, the known distribution of these components (e.g., Reinhart et al., 2012) ; and (3) that the largest ERNs and FRNs were observed after anodal stimulation, whereas the smallest ERNs and FRNs followed cathodal stimulation (i.e., cathodal Ͻ sham Ͻ anodal). To summarize, errors elicited the expected medial-frontal negativities in the sham condition, with the familiar distribution of effects shown across frontal, central, and parietal midline electrode sites. Critically, cathodal stimulation over medial-frontal cortex in the same subjects completely eliminated these neural signatures of performance monitoring, whereas anodal stimulation over the same region increased the amplitudes of these components.
The tDCS bidirectional effects on the medial-frontal negativities were consistent across subjects. Figure 3 shows the crosssubject variability in the bidirectional effects of tDCS on the ERN and FRN. A majority of subjects (14 of 18 for both conditions) exhibited significant ERN amplitude enhancement after anodal stimulation (t test, two-tailed, p Ͻ 0.05, t value, mean Ϯ SEM, 3.65 Ϯ 0.6) and significant reduction after cathodal stimulation (t value, mean Ϯ SEM, Ϫ4.44 Ϯ 0.6). Similarly, a majority of subjects (anodal, 15 of 18; cathodal, 14 of 18) showed the same pattern of results for the amplitude of the FRN (anodal, 4.16 Ϯ 0.5; cathodal, Ϫ4.12 Ϯ 0.7). In sum, we observed bidirectional effects of tDCS on the performance-monitoring electrophysiology in the vast majority of our sample (ϳ75% of the individual subjects), emphasizing the between-subjects reliability of these findings.
Experiment 1: behavior
The bidirectional changes in neural activity were paralleled by similarly bidirectional changes in the behavioral responses of the subjects to the targets. As shown in Figure 4A (see also Table 1), we found that, when the medial-frontal potentials were eliminated by cathodal stimulation, the error rates increased without changing RTs relative to sham. In contrast, doubling the amplitude of these potentials with anodal stimulation caused error rates to be cut in half without any accompanying change in RTs. Specifically, subjects made significantly more errors responding to the target colors on no-stop trials after cathodal stimulation (t (17) ϭ 3.59, p Ͻ 0.01) and significantly fewer errors after anodal stimulation (t (17) ϭ 3.76, p Ͻ 0.01) relative to sham. Moreover, Figure 5 shows that individuals with the greatest anodal-induced gains in ERN (r (16) ϭ Ϫ0.543, p Ͻ 0.02) and FRN (r (16) ϭ Ϫ0.469, p Ͻ 0.05) amplitude showed the most improvements in no-stop accuracy (i.e., decreased error rates), whereas subjects with the largest cathodal-induced reductions in ERN (r (16) ϭ Ϫ0.538 p Ͻ 0.03) and FRN (r (16) ϭ Ϫ0.471, p Ͻ 0.05) amplitude committed the most number of errors. These changes in stimulusresponse mapping errors were not due to subjects simply failing to respond (probability of responding on no-stop trials, mean Ϯ 95% within-subjects confidence interval, cathodal 97.2 Ϯ 0.9, sham 96.6 Ϯ 1.3, anodal 96.5 Ϯ 1.4, p Ͼ 0.2), or to changes in RTs across stimulation conditions ( Fig. 4A ; p Ͼ 0.4) as mean RTs on correct no-stop trials were uninfluenced by the stimulation. This shows that the changes in accuracy were not simply due to subjects trading speed for accuracy across the different stimulation conditions.
Cognitive control theories attribute posterror slowing to adaptive control mechanisms that induce more careful behavior to reduce the probability of error commission (e.g., Rabbitt and Rodgers, 1977; Brewer and Smith, 1989; Cohen et al., 2000; Botvinick et al., 2001) . If medial-frontal stimulation changes the operation of an adaptive control mechanism, then we should see costs and benefits in the compensatory behavior on trials after an error. This is precisely the pattern of results we observed. Subjects' posterror slowing was cut in half after cathodal (t (17) ϭ 2.56, p Ͻ 0.02) and doubled after anodal stimulation (t (17) ϭ 4.35, p Ͻ 0.01) relative to the significant posterror slowing after sham tDCS (t (17) ϭ 3.68, p Ͻ 0.01) (Fig. 4B) . Subjects also made a correct response on the trial after an error more frequently after anodal (t (17) ϭ 3.88, p Ͻ 0.01) and less frequently after cathodal stimulation (t (17) ϭ 5.17, p Ͻ 0.01) relative to sham (Fig. 4B) .
Our tDCS manipulations were relatively selective in that they only influenced the widely accepted markers of cognitive control reported above (i.e., posterror slowing and error rate) and not a variety of other behavioral measures. For example, the probability of any incorrect response on a stop trial did not significantly differ across stimulation conditions (mean Ϯ 95% withinsubjects confidence interval, cathodal 54.2 Ϯ 4.0, sham 50.9 Ϯ 1.3, anodal 48.2 Ϯ 3.2, p Ͼ 0.09). Similarly, analyses of SSRT, an index of how quickly a planned response can be shut down, showed that the amount of time subjects needed to successfully stop was not significantly affected by tDCS (mean Ϯ 95% withinsubjects confidence interval, cathodal 224.9 Ϯ 7 ms, sham 219.3 Ϯ 6 ms, anodal 215.3 Ϯ 7 ms, p Ͼ 0.13). That our tDCS protocol appears to discriminate between categories of behavioral errors is consistent with the dissociation often drawn between different types of errors, particularly stop versus no-stop errors (Verbruggen and Logan, 2008; Verbruggen et al., 2008; van Driel et al., 2012; Schroder and Infantolino, 2013) . However, it is noteworthy that our stimulation protocol had trend-level effects on stop-trial behavior. In sum, tDCS effects on RT and accuracy after an error provide causal support for the view that the medialfrontal activity underlying the ERN and FRN performs error monitoring (Falkenstein et al., 1990; Gehring et al., 1993; Miltner et al., 1997) and is necessary to exert cognitive control by slowing processing after an error (Rabbitt, 1966; Laming, 1968) .
Experiment 1: perceptual, response, and stop signal ERPs
The results we have shown so far would hardly be surprising if our stimulation influenced stages of cognitive processing before error detection. For example, if the medial-frontal tDCS affected perceptual processing or preparation of the manual button-press responses, then the behavioral effects could be attributed to modulations of mechanisms that operate before the medial-frontal ERN and FRN. We examined the effects of our tDCS on other ERP components beginning with the earliest sensory and perceptual potentials (Eason et al., 1969; Van Voorhis and Hillyard, 1977) and continuing through to the ERP components related to response processes. Figure 6A shows that the P1 and N1 elicited by the target stimuli were unaffected by the stimulation (for the statistical results, see Table 2 ). Next, we tested for differences across stimulation conditions on the response-locked ERPs from correct no-stop trials (i.e., the LRP and CRN) and the stop signallocked ERPs on correct stop trials (i.e., the stop-signal N2). We found that our tDCS manipulations left all these ERP components unchanged (Figs. 1C and 6 iological responses of the ERN and FRN, but not changing the operation of cognitive mechanisms indexed by other components.
Experiment 1: medial-frontal activity and learning
Above we found evidence supporting the idea that medial-frontal activity enables executive control of cognition through reactions to an error-detection mechanism; however, a more recent view states that this activity underlies our ability to rapidly learn new tasks (Holroyd and Coles, 2002; Brown and Braver, 2005; Alexander and Brown, 2011) . According to this view, actions and events are linked to their outcomes by a reward prediction error signal to the response (i.e., the ERN) and a reward prediction error signal to the feedback (i.e., the FRN), which are both associated with the arrival of phasic dopamine in the anterior cingulate of medial cortex (Holroyd and Coles, 2002) . The learning account of medial-frontal cortex proposes that the information needed to generate an error signal early in learning will only be available at the end of a trial when external feedback is provided, whereas later in learning the brain will detect the error at the time of the response and will not need to wait for the feedback. This results in the prediction that we should observe smaller ERN amplitudes and larger FRN amplitudes early in learning, but larger ERN amplitudes and smaller FRN amplitudes later as learning establishes the contingencies between stimuli, responses, and feedback (Holroyd and Coles, 2002; Brown and Braver, 2005) . Our findings from the sham condition are consistent with the learning account of the medial-frontal negativities. We observed that the ERN elicited by an error response grew progressively larger, whereas the FRN elicited by negative feedback grew progressively smaller (Fig. 7 A, B) . These observations were confirmed statistically by main effects of trial bin on ERN (F (3,51) ϭ 8.93, p Ͻ 0.01) and FRN amplitude (F (3,51) ϭ 4.29, p Ͻ 0.04). As subjects learned the stimulus-response mappings in the sham condition (Fig. 7C,D) , RT sped up (F (3,51) ϭ 25.68, p Ͻ 0.01) and accuracy increased (F (3,51) ϭ 26.15, p Ͻ 0.01).
If our medial-frontal stimulation changed the neural signals used in learning (i.e., the ERN and FRN across trials), then we also should have changed subjects' learning rates with tDCS. Figure 7A-D shows that with cathodal stimulation we slowed the rate of learning, whereas with anodal stimulation we sped up the rate of learning. This was demonstrated by interactions of stimulation condition ϫ trial bin on ERN amplitude (F (3,51) ϭ 7.20, p Ͻ 0.01) and FRN amplitude (F (3,51) ϭ 4.64, p Ͻ 0.02), as well as RT (no-stop trial mean RT, F (3,51) ϭ 3.80, p Ͻ 0.05) and accuracy (no-stop trial percentage correct, F (3,51) ϭ 5.09, p Ͻ 0.02). Additionally, by fitting these learning data with a power function to model learning rates, we found that cathodal stimulation reduced the rate parameters of the ERN (t (17) ϭ 3.86, p Ͻ 0.01), FRN (t (17) ϭ 2.45, p Ͻ 0.03), and RTs (t (17) ϭ 2.43, p Ͻ 0.03) relative to sham, whereas anodal stimulation increased the rate parameters of the ERN (t (17) ϭ 4.35, p Ͻ 0.01), FRN (t (17) ϭ 2.63, p Ͻ 0.02), RT (t (17) ϭ 2.45, p Ͻ 0.03), and accuracy (t (17) ϭ 2.25, p Ͻ 0.04). Thus, our causal manipulation of medial-frontal cortex exerted bidirectional control over the rate of learning, consistent with learning models of medial-frontal cortex; most notably, we found that anodal tDCS increased the rate of learning across behavioral and electrophysiological metrics in our healthy young adults.
Experiments 1 and 2: duration of medial-frontal stimulation effects
In Experiment 1, we found that the effects of anodal tDCS on the indices of performance monitoring lasted throughout the full 2 h neurophysiological recording session. Figure 8 illustrates the within-session dynamics of mean ERN and FRN amplitudes, posterror slowing, and error rate sorted in 100 trial-wide bins (i.e., ϳ10 min per bin) for each stimulation condition (i.e., cathodal, sham, anodal) from Experiment 1. We observed stable bidirectional effects of tDCS across the entire recording period. To confirm statistically, we computed within-subjects ANOVAs for each neural and behavioral measure with the factors of condition (anodal vs sham) and time (bins 1-14). Main effects of condition revealed that anodal tDCS increased the amplitude of the ERN (F (1,17) ϭ 16.80, p Ͻ 0.01) and FRN (F (1,17) ϭ 14.43, p Ͻ 0.01), prolonged posterror slowing (F (1,17) ϭ 18.78, p Ͻ 0.01), and decreased error rate (F (1,17) ϭ 14.92, p Ͻ 0.01). The same analyses using the cathodal versus sham data revealed the opposite effects: tDCS reduced the amplitude of the ERN (F (1,17) ϭ 12.84, p Ͻ 0.01) and FRN (F (1, 17) ϭ 18.36, p Ͻ 0.01), shortened posterror slowing (F (1,17) ϭ 6.55, p Ͻ 0.02), and increased error rate (F (1,17) ϭ 11.79, p Ͻ 0.01) relative to sham. Next, we analyzed the same data using two-tailed t tests to detect significant deviations between stimulation conditions (anodal vs sham and cathodal vs sham) at each of the 14 individual 10-min-long time points. We found that a majority of time points exhibited significant (i.e., p Ͻ 0.05) differences for comparisons between anodal and sham (ERN 12 of 13 time points, t Ͼ 2.15, FRN 11 of 13 time points, t Ͼ 2.78, posterror slowing 11 of 13 time points, t Ͼ 2.08, error rate 11 of 13 time points, t Ͼ 3.10) and between cathodal and sham conditions (ERN 13 of 13 time points, t Ͼ 2.32, FRN 12 of 13 time points, t Ͼ 2.60, posterror slowing 11 of 13 time points, t Ͼ 3.05, error rate 12 of 13 time points, t Ͼ 2.39). These results show the stability and enduring nature (longer than 2 h) of the positive and negative after-effects caused by our medial-frontal tDCS protocol in our healthy human subjects.
To determine the stability and duration of the effects of medial-frontal stimulation on the mechanisms of performance monitoring, we ran another within-subjects tDCS and ERP experiment (Experiment 2). The broadly cited estimate of a 90 min duration of tDCS is derived from research on human motor cortex using a stimulation protocol of 1 mA polarization for 5-15 min Nitsche et al., 2003a, b) . In contrast, the current study targeted medial-frontal cortex and potentially more sensitive executive mechanisms. We also used a stimulation protocol of 1.5 mA polarization for 20 min. Given these differences in targeted function, brain region, and stimulation parameters, we sought to determine precisely how long the effects lasted after the administration of medial-frontal tDCS. Our duration experiment (Experiment 2) was identical to the primary experiment (Experiment 1) except that it differed in the order of the tDCS conditions and focused only on the beneficial cognitive effects of anodal stimulation (Fig. 9A) . The findings of Experiment 2 are shown in Figure 9B -E, representing mean ERN, FRN, posterror slowing, and no-stop error rate in 100 trial-wide bins across each successive recording session (i.e., sham, followed by anodal, followed by sham). The behavioral and electrophysiological findings from this experiment replicated all of the findings from the anodal and sham conditions of Experiment 1 (Tables 1 and 3) . We observed stable anodal-induced enhancements throughout the full 2 h recording period (ERN 13 of 13 time points, t Ͼ 3.47; FRN 12 of 13 time points, t Ͼ 3.52; posterror slowing 10 of 13 time points, t Ͼ 2.03; error rate 10 of 13 time points, t Ͼ 2.16). Interestingly, each neural and behavioral measure gradually returned to their respective baseline levels after ϳ4.8 h after the end of anodal stimulation. That is, almost 5 h after the beneficial effects of anodal tDCS began, subjects' neural and behavioral indices of performance monitoring and executive control were no longer significantly different ( p Ͼ 0.05) from those collected on their first day after sham stimulation. These results show that we can now causally enhance executive control processes in humans with relatively long-lasting effects using a single 20 min session of noninvasive brain stimulation over medial-frontal cortex.
Experiments 3 and 4: replications and extensions
We performed additional experiments to determine the robustness and reliability of our causal manipulations of medial-frontal activity and behavior. First, we found the same pattern of results on the ERN and FRN whether the right or the left cheek was used . Duration of tDCS effects across 6 h. Schematic illustration of the experimental design from Experiment 2 (A). Each subject underwent a 2 day experiment. On the first day, subjects received sham stimulation over medial-frontal cortex before ERP and behavioral data collection (i.e., testing). On the second day, subjects first received anodal stimulation over medial-frontal cortex followed by testing. Subjects then waited 1 h before undergoing a final session of sham stimulation followed by testing. Mean amplitude of the ERN (B) and FRN (C), mean percentage of stimulus-response mapping errors on no-stop trials (D), and mean posterror RT slowing from stop and no-stop trials (E) sorted into 100 trial-wide bins (ϳ10 min per bin) shown for each testing session. Solid black lines indicate data from day 1 after sham stimulation. Blue lines indicate data from day 2 immediately after anodal stimulation (left, 0 -2 h) and several hours later (right, 4 -6 h). Dashed black lines indicate an average of the data collected from day 1 after sham stimulation (i.e., baseline levels). The line break on the x-axes indicates the passage of 2 h (i.e., 1 h break, 40 min ERP setup, 20 min sham stimulation). Error bars indicate SEM. *p Ͻ 0.05, significant differences between conditions at single time points (t test, two-tailed, paired samples). Magenta arrows indicate the time point at which a measure was no longer significantly different from baseline ( p Ͼ 0.05, followed by at least 2 consecutive nonsignificant time points).
as the site of the reference electrode paired with the medial stimulation site (Experiment 1 vs 3; Fig. 10 ). This demonstrates that the medial cortex is the critical generator of the medial-frontal negativities and not a lateralized area in the path of the current flow (Gehring et al., 2012) . Second, we replicated the tDCS effects on the ERN in a second experiment using an even simpler version of the task in which a different group of subjects made a simple detection response to targets unless countermanded by a stop signal (Experiment 4; Fig. 11 ). The stimulation conditions again changed only the medial-frontal ERN and not the ERP components indexing perceptual processing, response selection, or the waveforms recorded on correct trials. Thus, these follow-up experiments replicated and extended the behavioral and electrophysiological effects of medial-frontal tDCS we previously observed.
To visualize and model the brain areas affected by our tDCS manipulations, we computed a forward model of the current flow (De Lucia et al., 2007; Wagner et al., 2007b; Sadleir et al., 2010) . Figure 10A shows the current flow during active tDCS based on our stimulation protocol and standard estimates of underlying anatomy and tissue properties. Electrical fields were modeled as extending through regions along the medial wall of frontal cortex, including SMA and ACC, but most likely affecting SMA and neighboring areas with higher intensity than ACC. To a lesser extent, right middle frontal and right superior temporal cortices were implicated, but this appeared to be due to the location of the reference electrode. An additional model of tDCS current flow based on the left cheek reference electrode that we used in Experiment 3 also implicated SMA and ACC but spared the rightlateralized regions (Fig. 10B) . To determine the involvement of these right-lateralized regions, we invited back the subjects who had participated in Experiment 1 to participate in another within-subjects 3-day tDCS and ERP experiment using a left cheek reference electrode (i.e., Experiment 3; 10 of 18 subjects returned for this experiment).
If right frontal and temporal lateral cortices were playing a critical role in the modulation of ERN and FRN by tDCS, then we should find that the tDCS effects are significantly reduced after tDCS using a left cheek reference. The ERP results from Experiment 3 are shown in Figure 10C . We found that the ERN and FRN components were clearly modulated by tDCS in the familiar cathodal Ͻ sham Ͻ anodal direction as reported in Experiment 1. To confirm these observations, we used nonparametric statistical tests (for details, see Materials and Methods) given the relatively small sample size (N ϭ 10), but these results were also significant using parametric tests. We found a significant difference among the distributions of the three tDCS conditions for the ERN (Ϫ50 to 150 ms, F 2͑2͒ ϭ 11.54, p Ͻ 0.01) and FRN (200 -400 ms, F 2͑2͒ ϭ 8.60, p Ͻ 0.02), based on pairwise Friedman's two-way ANOVAs by ranks. Specifically, we found that, relative to sham stimulation, anodal tDCS caused larger ERN (Wilcoxon signed-rank test, z ϭ 2.00, p Ͻ 0.05) and FRN amplitudes (z ϭ 2.30, p Ͻ 0.03), whereas cathodal tDCS caused smaller ERN (z ϭ 2.50, p Ͻ 0.02) and FRN amplitudes (z ϭ 1.94, p Ͻ 0.04). Indeed, after cathodal stimulation, there was no significant difference in the distributions among correct and error trials (i.e., ERN, z ϭ 1.73, p ϭ 0.83) or positive and negative feedback trials (i.e., FRN, z ϭ 0.65, p ϭ 0.51). In addition to these electrophysiological results, all behavioral results replicated the findings from Experiment 1, including significant bidirectional effects in stimulus-response mapping error rate (cathodal z ϭ 2.31, p Ͻ 0.03; anodal z ϭ 2.52, p Ͻ 0.02), posterror RT slowing (cathodal z ϭ 2.70, p Ͻ 0.01; anodal z ϭ 2.55, p Ͻ 0.02) ( Fig. 10D ; Table 1 ), and posterror accuracy (mean Ϯ 95% within-subjects confidence interval, cathodal 91.4 Ϯ 3.1%, z ϭ 2.42, p Ͻ 0.02; anodal 99.3 Ϯ 0.5%, z ϭ 3.20, p Ͻ 0.01 relative to sham 96.3 Ϯ 1.4%). We entered the ERP data into a mixed-model ANOVA with the data from the same subjects from Experiment 1 using the right cheek reference. This analysis yielded no significant interactions involving the reference site term (left vs right cheek, p Ͼ 0.68). These findings support the conclusion that stimulation of the medial-frontal structures, such as SMA and ACC, but not right middle frontal or superior temporal cortices, was critical in changing the medialfrontal negativities that we measured. Experiment 1 demonstrates our causal manipulations of the medial-frontal negativities and behavior using a choice target discrimination task with stop signals and a learning manipulation. To determine the generality of our findings, we ran a different set of subjects (N ϭ 18) through another 3 day tDCS and ERP experiment using a simple detection version of this discrimination task with no feedback stimuli or learning manipulation (i.e., Experiment 4; Fig. 11A ). The findings from Experiment 4 replicated the fundamental results presented in Experiment 1 of a causal influence on the ERN, accompanied by changes in errormonitoring behavior (posterror slowing effects). This demonstrates that the effects of medial-frontal tDCS on the electrophysiological responses of the human brain and on behavior can be generalized to more basic laboratory tasks with fewer competing demands than in Experiment 1.
We found that performance related to adaptive control and behavioral monitoring in Experiment 4 was selectively influenced by the polarity of tDCS current flow. Posterror RT slowing was evident in the sham condition (t (17) ϭ 3.87, p Ͻ 0.01), reduced after cathodal stimulation (t (17) ϭ 2.76, p Ͻ 0.02), and increased after anodal stimulation (t (17) ϭ 2.31, p Ͻ 0.03) (Fig. 11B) . However, a variety of other behavioral measures were uninfluenced by tDCS. There were no differences across tDCS conditions in the mean probability of responding on no-stop trials (mean Ϯ 95% within-subjects confidence interval, cathodal 96.6 Ϯ 1.8, sham 97.8 Ϯ 2.1, anodal 97.1 Ϯ 2; p Ͼ 0.4) or in the mean RT on no-stop trials (cathodal 518.5 Ϯ 26 ms, sham 511.1 Ϯ 29 ms, anodal 516.9 Ϯ 23 ms; p Ͼ 0.41). Moreover, the speed and accuracy of response inhibition were not significantly modulated by tDCS. This was evidenced by measures of SSRT ( Fig. 11B ; p Ͼ 0.11) and inhibition errors on stop-signal trials (probability of any incorrect response on a stop trial, mean Ϯ 95% withinsubjects confidence interval, cathodal 54.1 Ϯ 11, anodal 48.3 Ϯ 7, sham 51.1 Ϯ 4; p Ͼ 0.25). These results are consistent with those obtained in Experiment 1 using a choice discrimination task with stop signals and further reinforce the specificity of the tDCS effects on behavioral adjustments made after an error, but not other performance metrics.
Analyses of the ERN, CRN, P1, N1, LRP, and N2 from Experiment 4 replicated those results obtained in Experiment 1 and provide additional evidence that tDCS selectively influenced the ERN (Fig. 11C ) and did not casually influence the amplitudes or latencies of these other ERP components. Specifically, a withinsubjects ANOVA was computed with the factors of condition (anodal vs sham vs cathodal), trial type (correct vs error), and electrode site (Fz vs Cz vs Pz) on the amplitude of the waveforms during the ERN measurement window (Ϫ50 to 150 ms relative to response onset). A three-way interaction between condition ϫ trial type ϫ electrode site (F (4,68) ϭ 5.19, p Ͻ 0.01) was obtained and parsed with follow-up analyses for each of the three tDCS conditions. Significant effects of trial type and trial type ϫ electrode site were observed for sham (F (1,17) ϭ 40.87, p Ͻ 0.01 and F (2,34) ϭ 4.65, p Ͻ 0.02, respectively) and anodal conditions (F (1,17) ϭ 61.95, p Ͻ 0.01 and F (2,34) ϭ 38.04, p Ͻ 0.01, respectively), but not for the cathodal condition (F (1,17) ϭ 0.99, p ϭ 0.33 and F (2,34) ϭ 1.39, p ϭ 0.26, respectively). As in our choice discrimination task, these results show that error trials elicited more negative potentials (i.e., the ERN) after sham and anodal tDCS and that larger ERNs followed anodal stimulation, whereas smaller ERNs followed cathodal stimulation (i.e., cathodal Ͻ sham Ͻ anodal).
In contrast to the effects we observed on the ERN during Experiment 4, we observed that none of the other ERP components significantly changed as a function of active tDCS (i.e., the CRN, P1, N1, LRP, and N2; Fig. 11C-F ) . This was evidenced by no main effects of condition on the amplitude of the CRN (F (2, 34) These results reinforce the conclusion that medial-frontal tDCS selectively modulated error-monitoring potentials and not other cognitive mechanisms indexed by the other ERP waveforms measured during the task.
Next, we computed a current-density model of the ERN component recorded during Experiment 4 (Fig. 11C) . We found that the distribution of the current density model suggested plausible ERN neural generators within the dorsal bank of frontal cortex, including ACC and adjacent SMA (92% explained variance). The location of these reconstructed ERN current densities was consistent with our modeling results from Experiment 1 (Fig. 1D) as well as previous fMRI (Carter et al., 1998) , ERP source modeling (Dehaene et al., 1994) , and patient lesion studies (Swick and Turken, 2002) . These results also show a tight correspondence with our modeled current flow of tDCS (Fig. 1A) .
Experiments 1-4: error positivity
In addition to the ERN, research on error processing is focused on the positive-going waveform immediately after the ERN that is maximal over centroparietal cortex. The error positivity (or Pe) (Falkenstein et al., 1990; Gehring et al., 1993 ) is hypothesized to reflect error awareness and the affective response to the error (for review, see Falkenstein, 2004; Overbeek et al., 2005) . Here, we asked whether our medial-frontal tDCS protocol influenced the amplitude of the Pe. An ANOVA with factors of stimulation condition (anodal vs cathodal vs sham), electrode site (Fz vs Cz vs Pz), and trial type (error vs correct) was computed on Pe amplitude (200 -400 ms after response onset). For Experiment 1 using errant no-stop trials ( Fig. 2A) , we found a condition ϫ electrode ϫ trial type interaction (F (4,68) These results demonstrate three findings: (1) errant responses elicited greater positive potential after the ERN (i.e., the Pe) in each stimulation condition across all experiments; (2) tDCS affected the distribution of the Pe, broadening its positivity over the front of the head after cathodal stimulation and narrowing its distribution across midline electrodes after anodal stimulation; and (3) the largest Pe values were observed after cathodal stimulation, whereas the smallest Pe values were observed after anodal stimulation. Thus, errors generated the expected late positivity in the sham condition, with the familiar distribution of effects shown across frontal, central, and parietal midline electrodes sites. Most important, cathodal stimulation in the same subjects boosted the Pe, whereas anodal stimulation over the same region reduced the amplitude of this component.
Discussion
Here we establish medial-frontal tDCS as a powerful causal tool for investigating the mechanisms that evaluate the output of cognitive processing and determine learning rate. There are a growing number of research domains and empirical phenomena being examined to determine the role played by medial-frontal cortex (e.g., Ridderinkhof et al., 2004; Amodio and Frith, 2006; Euston et al., 2012) . Our results constrain models that cast medial-frontal cortex as a monitor of errors during information processing (Gehring et al., 2012 ) and as a high-level decision-making mechanism (Holroyd and Coles, 2002; Brown and Braver, 2005) , generating training signals to drive learning as contingencies change (Walton et al., 2004; Behrens et al., 2007) . Thus, our findings point to a possible reconciliation of diverse, but not mutually exclusive, theoretical perspectives on the functional significance of medial-frontal cortex.
We have shown that controlling the medial-frontal negativities with tDCS provides control over behavioral adaptations after error commission, which are taken as reflections of cognitive control processes. Models of compensatory behavior propose that such adjustments after high-interference events, including errors, occur from a decrease in baseline response activation or an increase in response threshold (e.g., Botvinick et al., 2001 ). Other proposals claim that posterror adjustments represent the behavioral manifestation of comparing outcomes with expectations (e.g., Holroyd et al., 2005) or reflect the continuation of a malfunctioning error-monitoring process (Gehring et al., 1993) . Our study demonstrates the fertile ground for future work exploiting the causal control provided by tDCS to determine whether compensatory behavior is due to higher-order executive processes or engagement of a more reflexive, automatic phenomenon, such as the attentional orienting response to rare events (Notebaert et al., 2009 ).
We interpret the medial-frontal tDCS effects as due to the modulation of a performance-monitoring mechanism in the brain, serving as an online detector of information processing output and implementing adjustments needed to reinstate goaldirected behavior and support learning. However, an alternative explanation is that our stimulation changed the operation of response-selection mechanisms originating from pre-SMA. For example, cathodal tDCS might have induced noise in responseselection activity, thereby increasing error rates in our subjects. Our results from the LRP are inconsistent with this hypothesis. To further test this alternative explanation, we performed signalto-noise ratio analyses based on each subject's waveforms in the 300 ms preceding response initiation (see Materials and Methods). We found that, across all four experiments, the variance of the ERPs did not change before response initiation between the stimulation conditions showing that the signal-to-noise ratios were similar (Experiment 1, F (2,34) ϭ 1.48, p ϭ 0.24; Experiment 2, F (1,17) ϭ 1.87, p ϭ 0.21; Experiment 3, F (1,9) ϭ 1.21, p ϭ 0.30; Experiment 4: F (2,34) ϭ 1.94, p ϭ 0.17). Thus, the operation of the cognitive mechanism of response selection does not appear to be the source of the changes in error-related behavior caused by tDCS. However, given the likelihood that the medial-frontal tDCS procedure activated pre-SMA, including its pathway to the subthalamic nucleus; and given previous work showing the involvement of this pathway in trial-to-trial behavior (Bogacz et al., 2010) , the role of response-selection processes should not completely be ruled out.
Throughout we have interpreted the causal chain of events induced by tDCS as flowing from the electrophysiology of the brain to the behavior of the subject. This direction of causality is intuitive given our causal method of brain stimulation. It is also consistent with our findings that tDCS is influencing stop-trial electrophysiology, but not stop-trial behavioral errors (see above). However, our data cannot rule out the reverse order of causal events, from behavior to electrophysiology. It is possible that medial-frontal stimulation is directly affecting error-related behavior, changing error probability and leading to the observed differences in ERN and FRN amplitude. For example, cathodal tDCS may be increasing error rates, thereby reducing the amplitude of the medial-frontal negativities because these components are sensitive to error likelihood. This interpretation is supported by previous studies showing that ERN amplitude is inversely correlated with error probability, such that infrequent errors produce larger ERNs (Gehring et al., 1993; Holroyd et al., 2005) .
It is plausible that the feedback-related component we measured is not the FRN but rather the anterior N2. Like the FRN, the anterior N2 exhibits a frontocentral spatial distribution with a peak ϳ260 ms poststimulus onset and is thought to originate from the ACC (Holroyd, 2004; Foti et al., 2011) . Unlike the FRN, which is sensitive to negative valence, the primary characteristic of the anterior N2 is its increase in negative amplitude as the eliciting stimulus occurs less frequently (Squires et al., 1976; Duncan-Johnson and Donchin, 1977) . This is precisely the case in the sham condition of Experiments 1-3: as subjects proceed through the task, fewer errors are made and negative feedback occurs less often. The infrequency of task-relevant feedback events may be eliciting dips in dopamine activity, activating ACC and generating a larger N2 (Holroyd et al., 2008; Foti et al., 2011; Wessel et al., 2012) . Under active tDCS conditions, the N2 amplitude is bidirectionally modulated, perhaps because of the manipulation of positive and negative reward prediction errors and their association with increased and decreased dopamine levels, respectively. Alternatively, the factual assumption in ERP research that the FRN and anterior N2 are two separate components indexing difference cognitive processes may be false. Instead, these components could be different manifestations of the same underlying phenomenon. Similarities in functional dependencies, morphology, amplitude, latency, polarity, and scalp distribution support this view (Holroyd, 2004) .
Our Pe results dissociate two leading hypotheses about the functional relevance of the Pe component. One view holds that the Pe reflects conscious error monitoring as Pe amplitude has been shown to modulate with overt versus covert error commission (Vidal et al., 2000) and perceived versus unperceived saccadic errors (Nieuwenhuis et al., 2001) . Our findings are inconsistent with this view because after cathodal stimulation the Pe was larger relative to the other conditions and subjects made more errors and exhibited weaker corrective behavior. Following this interpretation, greater error awareness indexed by the increased Pe amplitude should have reduced error rate and facilitated corrective behavior. An alternative proposal forwarded by Falkenstein et al. (2000) is that the Pe might index the subjective or emotional significance of the error. This explanation fits with our results. For example, cathodal stimulation might have increased the negative valence of the errors committed by the subjects. Evidence showing a relationship between medial-frontal cortex and affective processing provides further support for this interpretation (Bush et al., 2000) .
Finally, our results suggest translational opportunities to improve cognitive control and learning in a variety of populations. Our study shows that anodal tDCS improves task accuracy and speeds learning, even in healthy adults who are already high functioning. This means that anodal tDCS of medial-frontal cortex has the potential to improve cognitive control and learning in a variety of task settings given that 20 min of noninvasive stimulation showed benefits for nearly 5 h. In addition to the potential to improve cognition during critical tasks performed by healthy individuals (e.g., pilots, soldiers, or students), the present methods may translate into clinical treatments in the near term. For example, it is known that patients with schizophrenia (Kopp and Rist, 1999; Frith et al., 2000; Alain et al., 2002; Bates et al., 2002; Mathalon et al., 2002; Morris et al., 2006 ), Alzheimer's disease (Mathalon et al., 2003) , Huntington's disease (Beste et al., 2008 ), Parkinson's disease (Ito and Kitagawa, 2006; Stemmer et al., 2007) , and attention deficit hyperactivity disorder (Schachar et al., 2004) all exhibit error-monitoring impairments. The present findings suggest that, with anodal stimulation, we could noninvasively treat such patients, potentially changing their performance to look more like healthy subjects.
