The quality of available network connections can often have a large impact on the performance of distributed applications. For example, document transfer applications such as FTP, Gopher and the World Wide Web su er increased response times as a result of network congestion. For these applications, the document transfer time is directly related to the available bandwidth of the connection. Available bandwidth depends on two things: 1) the underlying capacity of the path from client to server, which is limited by the bottleneck link and 2) the amount of other tra c competing for links on the path. If measurements of these quantities were available to the application, the current utilization of connections could be calculated. Network utilization could then be used a s a b asis for selection from a set of alternative connections or servers, thus providing reduced r esponse time. Such a dynamic server selection scheme would be e s p ecially important in a mobile computing environment in which the set of available servers is frequently changing.
Introduction
For many applications, the quality o f network connections can have a large impact on performance. One important c haracteristic of a network connection is the bandwidth available to clients using that connection. In particular, for document transfer applications (e.g. FTP, Gopher and the World Wide Web) higher available bandwidth implies faster document transfer time. Available bandwidth depends on two things: 1) the underlying capacity o f t h e path between client and server which is limited by t h e slowest (or bottleneck) link, and 2) the presence of competing tra c (congestion).
One technique to minimize the time between document request and document arrival begins with an evaluation of the quality of a set of connections to candidate servers. The application may t h e n c hoose to retrieve the document from the server with the highest quality connection. In this context, the quality of the network connection is determined by an estimate of network utilization which can be used to assess potential transfer time. Utilization, in turn, depends on both the bandwidth of the path (limited by the bottleneck link) and the presence of other tra c competing for the path.
However, neither of these two useful pieces of information are readily available to applications. In order to discover this information we developed two tools: bprobe, which measures the uncongested bandwidth of the bottleneck link of a connection and cprobe, which estimates the current congestion along the bottleneck link of the path. When applications are provided with measurements of the current n e t work state, application-level congestion avoidance becomes possible. By application-level congestion avoidance we mean that applications can use estimates of tra c volume to actively avoid paths that are currently heavily loaded.
The measurement of bottleneck link speed involves sending a series of ICMP echo packets from source to destination and measuring the inter-arrival times between successive p a c kets. Under certain conditions analysis of the distribution of the inter-arrival times leads to a straightforward, yet reliable, calculation of the bottleneck link speed of the connection. Bprobe is speci cally designed to make the necessary conditions occur and performs the analysis required to make a robust estimate of bottleneck link speed.
The method of measurement of competing tra c used by cprobe also relies on echo packets. An estimate of congestion can be made based on the elapsed time between the return of the rst and last of a series of packets and the amount o f data sent by the probe tool. Cprobe is designed to make a reliable estimate of competing tra c under real network conditions.
In the following sections we motivate and describe bprobe and cprobe. We p r e s e n t the theory behind the tools and explain the obstacles to making reliable measurements in practice. We then explain how the the probe tools were designed to overcome these obstacles. We also describe the validation process in which w e compared the measurements made by our tools to known link capacities on local, regional and wide-area networks. We present the results of a survey of WWW servers and discuss the implications of our ndings for replication and server selection. We conclude with a discussion of ongoing and future work.
Related Work
In 2], the author gives a model for packet travel through links and routers along a connection in the Internet. The bandwidth of the bottleneck link is studied by comparing the round-trip times (rtt) of adjacent packets from a sequence sent at regular intervals. The rtt's of successive packets are plotted against each other (rtt i vs r t t i;1 ). The inverse of the slope of a line tted to this data gives the bandwidth and the intercept gives the latency. The line tting is done by hand and a very large number of packets are needed to make manual tting possible. An expanded version of that paper gives preliminary suggestions as to how this process can be used to determine the makeup of interfering tra c 1]. However, many obstacles exist to the automatic application of this idea in real networks. Our work overcomes these obstacles and results in a robust procedure that can calculate the bottleneck link speed with minimal overhead.
The author in 6], de nes the notion of a packet-pair, two back-to-back p a c kets that travel from source to destination and result in two acknowledgment packets returning. The calculation of bandwidth based on the returning ACKs is similar to ours but in that work, a network of Rate-Allocating Servers (RAS) is assumed. With RAS each incoming stream of packets is served in turn with one packet processed from each queue in its turn if any packets are present. This in e ect shares the packet processor equally among all incoming lines. Thus, the actual bandwidth available to the source can be accurately measured since the inter-arrival time of two p a c kets from the same source will be increased by the processing time of one packet from each competing input line in use. In contrast, we assume the conditions prevalent in the current I n ternet, which are much less tractable, and we require only that packets not be reordered in transit.
Treno 3] is a tool from Pittsburgh Supercomputer Center that emulates a TCP connection including slowstart and necessary retransmissions. They have set up a Web-based server that measures the path back to the calling client. Using a scheme similar to traceroute, it sends UDP packets with increasing TTL along the path from the server to the invoking client. Then it reports the available bandwidth that TCP would nd along each of the path pre xes to the destination. In order to get the full e ect of TCP, it is recommended that the tool be run for at least 10 seconds of continuous tra c. In contrast, our cprobe tool measures the estimated available bandwidth without regard to any particular higher-level protocol while our bprobe tool measures the underlying bottleneck link speed. In addition, we nd that our measurement process is typically faster than the 10 seconds necessary for treno to reliably measure the bandwidth available using TCP.
Measuring Bandwidth and Congestion at the Application Level
We use the term base bandwidth of a connection to mean the maximum transmission rate that could be achieved by the connection in the absence of any competing tra c. This will be limited by the speed of the bottleneck link, so we a l s o refer to this as the bottleneck link speed. However, packets from other connections may share one or more of the links along the connection we w ant to measure this competing tra c lowers the bandwidth available to our application. We use the term available bandwidth to refer to the estimated transfer rate available to the application at any instant. In other words, the portion of base bandwidth which is not used by competing tra c. We de ne the utilization of a connection as the ratio of available bandwidth to base bandwidth, that is, the percentage of the base bandwidth which should be available to the application.
If a measure of current utilization is available, applications can make informed resource allocation decisions. For the speci c problem of WWW server selection, knowledge of current n e t work utilization allows better prediction of information transfer time from the candidate servers.
With this objective in mind, we set out to develop tools to measure the current utilization of a connection. These measurements are necessarily done from a distance and in a unknown environment. Therefore, we refer to our measurement process as probing and the tools as probes. Our design goals for the probes were that they: should work at the application level i.e. by usable by a n y user program should have a minimal impact on both the network and the server we are probing should not rely on cooperation from the network or the server should be robust and perform properly under varying conditions and should be as accurate as possible while providing timely information.
The following sections describes the design and validation of bprobe and cprobe.
2.1 Bprobe: Measuring Base Bandwidth
Measurement Theory
In the following discussion we assume a network like t h e I n ternet. In such a n e t work, a path between any t wo h o s t s i n t h e n e t work is made up of one or more links. Between each set of links along the path is a router which examines the destination address of each p a c ket and forwards it along the appropriate outgoing link. Our main requirement o f t h e n e t work is that packets are not frequently reordered in transit. We also assume that the path is stable, by w h i c h w e mean that the path packets take a t a n y instant will not change for the next few seconds, at least. For the Internet, routing table updates are infrequent enough that this is a reasonable assumption. We further assume that the bottleneck in both directions is the same link, although this assumption could be relaxed in a di erent design.
Recall that the output of bprobe is a measurement of the base bandwidth of a connection: the speed of the bottleneck link. The situation is as presented in Figure 1 . In order to compute utilization, it would be most useful to know the minimum speed among the links along the path from the Source to the Target. The method used by bprobe is to send a sequence of ICMP ECHO packets from the source to the target and measure the inter-arrival times of the returning packets. Figure 2 illustrates the journey of a pair of packets along the round-trip path from source to target and back.
When the packets depart from the Source host, the inter-departure gap is measured as ( capacities. In general, the size of the gap varies inversely with the capacity of the link. Figure 2 shows that the gap between the packets is stretched when the packets ow through the bottleneck l i n k . On the return trip the packets ow again over the bottleneck link and the gap is unchanged. When the packets return to the Source, the inter-arrival time (a 2 ; a 1 ) re ects the speed of the bottleneck l i n k .
The essential idea behind the probe, then, is this: if two p a c kets can be caused to travel together such t h a t they are queued as a pair at the bottleneck link, with no packets intervening between them, then the inter-packet spacing will be proportional to the processing time required for the bottleneck router to process the second packet of the pair. This well-known e ect is illustrated in the familiar diagram shown in Figure 3 The goal of the bprobe tool is to create this condition and to use it to make reliable measurements. In other words, if packets from the probe tool alone are queued at the bottleneck link, then the inter-arrival time of those pairs that were queued can be used at the endpoint of the path to estimate the base bandwidth of the bottleneck link. Under ideal conditions, the receiver can use this information to measure the bottleneck link speed as follows: the trailing edge of the rst of a pair of packets marks the time when the router started processing the second packet of the pair and the trailing edge of the second packet records the time when the router nished processing that packet. Given a packet of size P, and the inter-arrival time (or gap), we can estimate the base bandwidth This is illustrated in Figure 4 which s h o ws the situation when probe packets alone are queued at a router.
Obstacles to Measuring Base Bandwidth in Practice
However, in contrast to the the network architecture assumed in 6], in our experimental environment (the current Internet) this ideal behavior is not easily achieved. There are several problems that arise in practice:
Queuing failure: Probe packets may not queue at the bottleneck l i n k .
Competing tra c: Competing tra c along the path may i n tervene between probe packets. Each o f these problems can be the cause of spurious estimates of base bandwidth. The major obstacle to implementation, then, is this: given a set of inter-arrival time measurements, how can the probe tool decide which will result in valid bandwidth estimates? The challenge was to start from the intuitive idea captured in Figure 3 and design an accurate, robust and low-impact tool to measure bandwidth. We now present our solutions to these problems.
Solutions to Implementation Problems
Both bprobe and cprobe are built on top of the ICMP ECHO mechanism. Because of our use of ICMP ECHO, a client can send packets to a host and receive replies without installing new software at the remote site, which a ords wide utility of our tools.
There are two principal techniques with which w e attack these problems. First, the use of multiple packets of varying sizes second, the tool uses a careful ltering process which discards inaccurate measurements.
Queuing failure: The rst problem to overcome is that the client sending the probe packets may not happen to send data fast enough to cause queuing at the bottleneck router. In order to ensure such queuing, we s e n d a numberofpackets and we use packets of varying sizes. Larger packets will naturally take more processing time at routers and increase the possibility of queuing. Therefore, we w ant to use as large a packet as can negotiate the round-trip path. The upper limit on packet size will vary from path to path, however, so we use packets of varying size.
Currently, the probe runs in distinct phases with each phase using packets of successively larger sizes. The rst phase sends a numberofpackets (currently 10) of the smallest size that will be used (currently 124 bytes). The next phase uses even larger packets and this process continues until we reach the maximum packet size which our test client can send (approximately 8000 bytes). In this way, w e adapt to the maximum feasible size for each connection.
Competing tra c: The second problem is the interference of other tra c sharing a link along the path. In the ideal case, no non-probe packets intervene. One or more intervening packets will cause an increase in the inter-arrival time and therefore an underestimate of the bottleneck link speed. This is illustrated in Figure 5 which s h o ws a non-probe packet queued between two p r o b e p a c kets. The resulting inter-arrival time measures the processing time for the P bytes of packet P2 as well as the unknown number of bytes contained in the intervening packet. Therefore, the estimated link speed will be an underestimate.
The solution to this problem is two-fold. By sending a large number of packets, we increase the likelihood that some pairs will not be disrupted by competing packets. Even when many pairs are disrupted, the number of intervening bytes will often vary from pair to pair. This results in di ering bandwidth estimates which m a y then be ltered to determine the correct estimate. We explain the ltering process below.
As a further measure, we increase the packet size by alternating factors of 150% and 250%. This ensures that no two packet sizes are integer multiples of each other. If we simply doubled the packet size, the bandwidth estimated when one packet of size x intervenes between probe packets of size y would be the same as the bandwidth estimated when two packets of size x intervene between probe packets of size 2y. As will be clear from the discussion of our ltering method, this could easily result in an erroneous nal estimate. The use of alternating increments diminishes the probability of a bad estimate.
Probe packet drops: The third problem that must be addressed is dropped probe packets. Some packets are simply lost, but large packets are more likely to cause bu er over ow and be dropped. Large packets will be fragmented and this also increases the likelihood of dropped packets due to fragment l o s s . (Aside from this e ect, fragmentation of large packets has not been a problem for our tools.) We a void this problem by sending packets of varying sizes. Sending many p a c kets of each size also serves to make the probe tolerant of a few packet losses regardless of the cause.
Downstream congestion: The fourth problem occurs when queuing occurs on the return trip, after passing through the bottleneck link. That is, even if all goes well from client to the server and back through the bottleneck link, congestion at intermediate servers downstream from the bottleneck can invalidate an estimate. Consider a pair of packets whose inter-packet gap was properly set by the bottleneck l i n k . If these packets subsequently get queued, the inter-packet gap will be reset, thus measuring the wrong link. Since this subsequent queuing is unlikely, w e can alleviate this problem during ltering. Some of the pairs may, in fact, measure the wrong link but if enough of the pairs make i t b a c k without further queuing, the erroneous estimates will be ltered out. The Filtering Process: The most di cult problem that must be addressed by the probe is identi cation of those estimates that should be used to determine the base bandwidth from those that should be discarded due to lack of queuing, subsequent queuing or interference from competing tra c. Each phase of 10 probe packets results in at most 9 inter-arrival measurements. Thus, at most 7 sets of at most 9 measurements each are the input to the ltering process. Given the packet size (and some intelligent guesses as to protocol headers and link level headers and trailers) each pair of packets generates one raw estimate of the bandwidth assuming queuing as de ned before.
For example, Figure 6 shows the raw estimates for 5 invocations of the probe tool. All of the data points belonging to one invocation are shown by plotting a numeral representing the invocation numb e r a t e a c h d a t a point. The abscissa of a data point is the bandwidth estimate, and the ordinate increases with packet size. Thus, all the measurements for the rst invocation occur on the bottom 5 line segments of the graph, all those for the second on the next higher 5 lines and so on. Within each i n vocation, packet size is increasing from bottom to top. Notice the clustering of estimate values as packet size increases this shows that, in general, larger packet sizes yield more consistent results.
The multi-phase variable-packet-size design of the probe results in 1) correlation among correct estimates and 2) lack of correlation among incorrect estimates. For example, suppose all intervening packets are of size x, and the probe packet sizes for two probe phases are p1 a n d p2 with p1 6 = p2. The estimates produced by the packet sequences p1 ; x ; p1 a n d p2 ; x ; p2 will both underestimate the base bandwidth, but the important characteristic is that the two estimates will di er. On the other hand, sequences like p1 ; p1 and p2 ; p2 w i l l produce agreeing correct estimates. Other incorrect estimates such as produced by the sequence p1 ;x;x;x;p1 will be even less correlated with the correct estimates and also uncorrelated with other. It is these properties of the data, which are evident in Figure 6 , that we seek to exploit using non-linear ltering.
We have tested two ltering methods both of which rely on computing an \error interval" around each estimate, and subjecting these intervals to further set operations as explained below. The error interval can be expanded as necessary until a satisfactory estimate of the speed of the bottleneck link is determined. The intersection ltering method nds overlaps between estimate intervals and computes the intersection, with the idea being that we w ant to nd the estimate that occurs in all sets. Since we observed that larger packets provide better estimates we start intersecting using the estimates from the largest packets and iteratively intersect with estimates derived from successively smaller packets. The union ltering method combines overlapping intervals using set union, and selects an interval only if enough sets contribute to it. Both methods produce one interval as the nal result and the midpoint o f t h i s i n terval is returned as the nal estimate.
The two methods are illustrated in Figure 7 , in which t wo sets of estimates are combined using either Union or Intersection. In the top of the gure are histograms representing the two sets. The horizontal axis gives intervals of estimated bottleneck bandwidth (increasing to the right) and the vertical axis gives the number of measurements in each interval. The lower portion of the gure represents the histograms resulting from combination using the Union or Intersection operations. For the union result, the height of the histogram bar, h, and the number of sets which c o n tribute to it, s, i s s h o wn under each i n terval using the notation: (h s). For example, the fourth interval has a total of 7 measurements which originate in 2 sets. In this case the only interval that has members from more than one set is the (7 2) interval and the midpoint of this interval would be the resulting estimate of bottleneck bandwidth.
In our experience the union approach s h o ws less dispersion of estimates than intersection and we h a ve adopted it as the ltering method currently used by bprobe.
Validation of bprobe
To v alidate the base bandwidth probe tool, we performed three sets of experiments. We tested bprobe between a xed host and hosts on our local network, on our regional network, and on the wide-area network. For each of the networks we u s e d a vailable maps of link capacities to determine the bottleneck link speed for each of the target servers. Therefore, we were able to compare the results of the tool against the known bottleneck link speeds.
Local validation: First, we tested the probe to a set of 16 hosts on our local network, 9 of which were connected by Ethernet and 7 of which w ere connected over 56Kbps lines. Each m i n ute over a period of 4 days we ran the probe tool and recorded the bandwidth estimate. The results of these tests are summarized in Figure 8 and Figure 9 which presents histograms of bprobe bandwidth estimates for the two classes. In both gures, the histogram bins are labeled with bottleneck link speeds in bits-per-second. Regional validation: The next set of tests was performed within NearNet, the regional network to which o u r site belongs. Here we were able to add a third category of bottleneck capacity: T1. For the regional network we have sets of hosts with bottleneck link capacities of 56Kbps, 1.544Kbps (T1) and 10Mbps (Ethernet). Once again the measurements were made periodically over a few days and the results are presented as histograms of bottleneck link speed estimates. Figure 10 shows the histogram of bottleneck bandwidth estimates for the hosts known to have a 56Kbps bottleneck. The histogram of bandwidth estimates for 681 probes of the 6 hosts shows a v ery tight grouping of estimates. Although there is a consistent underestimate, we still nd 73% of the estimates within 5% of the theoretical capacity, 87% of the estimates within 10% of the theoretical capacity and 92% of the estimates within 20% of the theoretical capacity.
For the hosts with a T1 bottleneck, Figure 11 gives the histogram of 1156 probes of the 9 hosts. The picture is a little less clear for this case as there appear to be several minor peaks in the data. However, we still nd most of the estimates close to the rated capacity. In particular, we nd: 23% of the estimates within 5% of the rated capacity, 52% of the estimates within 10% of the rated capacity and 75% of the estimates within 20% of rated capacity. Finally, Figure 12 shows the histogram for regional hosts connected by Ethernet. The 397 probes of the 3 Ethernet hosts resulted in another tight grouping, with fractiles comparable to the results for the 56Kbps hosts. For the 10Mbps hosts we n d : 68% of the estimates within 5% of the 10Mbps capacity, 86% of the estimates within 10% of the 10Mbps capacity and 92% of the estimates within 20% of the 10Mbps capacity.
Wide-area validation: The nal validation test was done using a set of hosts on SURANET, a regional network in the Baltimore{Washington, D.C. metropolitan area. Hosts on this regional net are approximately 16 hops away from our test client including 7 MCI backbone hops. Once again, we w ere able to obtain capacity maps which let us independently verify the capacity of the bottleneck l i n k t o e a c h of the selected hosts. Figure 13 shows the histogram of bandwidth estimates for the 611 probes of the 4 56Kbps hosts. Once again, the histogram shows a tight grouping of estimates near the known bottleneck s p e e d . Figure 14 shows the histogram of bandwidth estimates for the 459 probes of the 3 T1 hosts. In this case, as in the regional case, we nd minor peaks around the main peak at the expected value. We suggest an explanation in the Discussion section below. Figure 15 shows the histogram of bandwidth estimates for the 475 probes of the 3 Ethernet hosts. Here we nd a fair amount of serious underestimates, but the bulk of the data is still clustered around the known value. Table 1 , which p r e s e n ts a more quantitative view of the validation results. The columns show percentages of error relative to the rated capacity of the bottleneck link each r o w g i v es measurements for a particular subset of hosts. Each e n try in the table gives the percentage of the bandwidth estimates that fall within a g i v en relative percentage of the rated capacity. For example, 96% of the bandwidth estimates of local 56Kbps hosts were within 10% of 56Kbps. As is evident from Figure 8 there is a systematic underestimation error due to unaccounted for link-level encapsulation overhead. In practice, this should not be a signi cant problem. For example, this could be addressed using a table of commonly available capacities to round the bandwidth estimates to the nearest likely value.
The results for T1 connections at the regional and wide-area levels were surprising. In contrast to the single large peaks found in the histograms for the other link capacities, for the two T 1 h o s t s e t s w e nd multiple peaks in the histograms (Figures 11 &14) . An immediate suggestion was that the peaks correspond to individual hosts and represent underlying hardware di erences. However, this is not the case. Bottleneck link speed estimates for any particular host were found in many o f t h e p e a k s .
Our hypothesis is that consistent cross-tra c consisting of small packets of nearly equal size could cause this e ect. Such tra c might be generated by telnet sessions, for example. This competing tra c would result in underestimation of bottleneck bandwidth as explained in section 2.1.3. If the source of the cross-tra c was regular enough, many of the resulting underestimates produced by bprobe would agree and thus defeat our ltering process. The resulting estimate of bottleneck link speed for the host would then be an underestimate. Nevertheless, as measured by the fractile statistics, the estimates in these cases are still fairly accurate.
Relative Error Network Rated Capacity No. Hosts 5% 10% 20% Local 56Kbps 7 55% 96% 99% 10Mbps 9 80% 97% 100% Regional 56Kbps 6 73% 87% 92% 1.54Mbps 9 23% 52% 75% 10Mbps 3 68% 86% 92% Wide-area 56Kbps 4 84% 93% 97% 1.54Mbps 3 12% 54% 82% 10Mbps 3 31% 53% 63% Table 1 : Measurements of bprobe accuracy for local, regional and wide-area host sets.
The results of these three sets of experiments convince us of the accuracy of the probe tool. For three very di erent classes of hosts we w ere able to accurately measure the base bandwidth of links using bprobe. As we move from local to regional and then wide-area hosts, the tool shows only a minor loss in estimate accuracy.
Considering now our stated goals, we nd that bprobe does provide accurate base bandwidth estimates in spite of the di cult environment it measures it operates without explicit cooperation from the network or servers and it provides reliable estimates without excessive t i m e o verhead. At the current time, a reasonable concern is the probe's impact on the network. The current implementation consumes too much network bandwidth. Two approaches are under development: First, we believe we can achieve nearly the same accuracy and reliability with fewer packets and second, it is anticipated that the base bandwidth estimate of a path will be cached, so that redundant measurements of a path will be unnecessary.
Survey of Bottlenecks to WWW Servers
As a further demonstration of the use of bprobe we surveyed a set of 5825 randomly selected WWW servers to get an idea of the distribution of base bandwidth of connections to servers on the WWW. The servers were chosen uniformly from a list obtained from 7] . Previously, w e performed a similar survey primarily concerned with the distribution of hops and latency to WWW Servers 4] . During the latest survey we gathered these statistics in addition to bandwidth estimates. For the set of 5825 servers, Figure 16 presents the distribution of hops (measured by traceroute) and Figure 17 gives the distribution of latencies (measured by ping). As discussed in 4] the striking di erence between the two distributions has implications for replica placement and server selection. In particular, the lack o f correlation between the two measures suggests that hops is a bad predictor of latency, a n d t h us a bad metric for distance in an internetwork. What is needed is a dynamic measurement o f c u r r e n t n e t work conditions. This observation motivated us to design bprobe and cprobe. Figure 18 shows the histogram of bottleneck link speed estimates from this survey of WWW servers. Notice the distinct peak at 10Mbps. There are no higher estimates because the survey was run from a machine on a 10Mbps local network. Since bprobe measures the bottleneck link, readings higher than this should not be expected. Another concentration of estimates appears around 1 Mbps.
Inspecting the data, we nd that of the 5825 servers surveyed, 2586 have bottleneck bandwidth estimates greater than 5Mbps. In other words, about 44% of the servers were reachable at Ethernet speeds. However, nearly 56% of the servers surveyed had a bottleneck link speed less than half of Ethernet speed and nearly 40% of them exhibit a bottleneck less than 20% of Ethernet speed.
In Figure 19 we restrict the histogram to estimates smaller than 200Kbps. This range includes servers with a low-speed modem as the bottleneck a s w ell as other low-capacity connections. There are 659 (about 10%) of the servers with bottlenecks in this range. There is a clear peak at 56Kbps, a value which w e h a ve established as a common bottleneck speed in our validation experiments. Another peak appears near the ISDN rate of 128Kbps. Figure 20 gives estimates in the range 200Kbps to 2Mbps, a region which includes T1 connections, fractional T1 and other values. This region includes 2351, or about 40% of the servers surveyed.
What are the implications of this distribution for replication and server selection? If we assume a uniform distribution of copies of popular documents over this set of servers, it becomes clear that measurement o f the bottleneck l i n k speed is of prime importance when a c hoosing among replicas. For this distribution, choosing a server at random gives a better than even chance of getting a slow link. Clearly, a c hoice based on available bandwidth should give better performance. More precise evaluation of the amount of improvement to be gained by dynamic server selection policies are the focus of our current w ork.
Cprobe: Measuring Available Bandwidth
In the previous section we described our bandwidth probing tool which gives a fairly reliable estimate of the bottleneck link speed for a path between two hosts on the Internet. We now consider estimating available bandwidth.
To measure available bandwidth, we d e v eloped a tool called cprobe. Cprobe's technique is straightforward:
by bouncing a short stream of echo packets o of the target server and recording the time between the receipt of the rst packet and the receipt of the last packet, we can measure the presence of competing tra c on the bottleneck link. Dividing the number of bytes sent by this time yields a measure of available bandwidth, B avail , that represents the actual throughput achieved by the probe bytes. As long as we can send packe t s a t a higher rate than the bottleneck link speed (which w e can measure using bprobe) this e ect should occur. Any additional time lag between the rst packet and the last one represents delay due to intervening non-probe bytes (competing tra c).
The utilization of the bottleneck link can then be computed as the ratio of available bandwidth measured by cprobe to the bottleneck link speed as estimated by bprobe:
In practice, we discovered a complication during testing of cprobe. Occasionally, the sending host would be momentarily delayed due to operating system e ects, delaying the returning ow o f packets. This resulted in an unusually long delay b e t ween one pair of packets which then caused an overestimate of competing tra c, since the delay w as wrongly attributed entirely to tra c. In addition, scheduling e ects on the receiving side can cause the inter-packet time to be unrealistically short. To eliminate these two kinds of erroneous readings from o u r d a t a w e discard the highest and lowest inter-arrival measurements when calculating B avail . We h a ve found that this improves the accuracy of the measurements signi cantly. In order to tolerate packet drops and possible re-ordering of packets (which invalidate inter-arrival time measurements), we use the results of four separate 8-packet streams when calculating the available bandwidth.
As in the case of bprobe, c a r e m u s t b e t a k en to ensure that the cprobe's results are valid. We v alidated the individual inter-arrival measurements using a packet tracing tool running on a local Ethernet. The experimental set-up consisted of the probe client and the probe target a host running the packet trace tool and other hosts between which FTP sessions were run to provide a background load. While varying the background load we r a n several repetitions of the probe tool. We then compared the probe's measurements of packet inter-arrival times with the log of the packet traces. The probe's measurements of elapsed time for packet transfers were generally accurate to within 10% relative to the packet trace measurements. We then compared cprobe's estimate of available bandwidth with that derived from the packet trace log. Using the log, we calculated the time di erence between the rst and last reply, and divided by t h e amount o f data sent, duplicating the calculation done by cprobe. The measurements are quite accurate as can be seen from the fractile results in Table 2 . Three quarters of the measurements are within 5% of the actual value and all are with 25% of the actual value. Of course, these results are limited to the local-area network where we can control the cross-tra c and measure all probe and non-probe packets. Beyond the local network validation becomes very di cult.
Relative error Fractile Percentage of measurements within Fractile 5% 74% 10% 81% 15% 88% 20% 92% 25% 100% We h a ve plans to extend this work in several directions.
Our primary interest is using bprobe and cprobe in addition to ping to gather current information about the state of the network and using this information as input to dynamic server selection algorithms. We plan to evaluate the contribution of each of these measurement techniques and combinations of them to determine which are of use in selecting a server dynamically.
Currently, w e are building a version of the Mosaic WWW browser which uses the bprobe tool to inform the user of the relative expected transfer speeds of links on a Web page. The hypertext anchor is color-coded with a measure of the current n e t work state. For instance, faster expected transfers are coded green while slower ones are red.
Another browser extension we are considering is support for multiple URLs per link in a document. This list of alternate servers can be used as input to dynamic server selection by t h e b r o wser. This represents a step along the way t o i n tegrated support for replication in which the browser would have t o obtain a list of replicas. Such a m e c hanism might be particularly attractive t o h e a vily loaded sites.
We also plan to package the probe tools as a daemon that can be placed strategically throughout a network to allow probing of conditions in remote parts of the network. This would also allow measurement of a link as a part of several paths providing con rmation of probe estimates.
In conclusion, we have introduced and validated two tools useful for measuring network conditions at the application level: bprobe, which uses ECHO packets to measure the bottleneck link speed of paths between hosts in the Internet and cprobe, which measures the presence of competing tra c on the bottleneck link. We have presented validation results for each t o o l showing that accurate and reliable measurements of bottleneck link speed can be made under real network conditions. As an example application of our tools we presented a study in which w e u s e d bprobe to measure the base bandwidth to a set of WWW servers. The results of this survey illustrate the potential for performance improvements based on dynamic measurement of current network conditions such a s p r o vided by bprobe and cprobe.
