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Abstract
Combinatorics is a fundamental mathematical discipline as well as an es-
sential component of many mathematical areas, and its study has experienced
an impressive growth in recent years. One of the main reasons for this growth
is the tight connection between Discrete Mathematics and Theoretical Com-
puter Science, and the rapid development of the latter. While in the past
many of the basic combinatorial results were obtained mainly by ingenuity
and detailed reasoning, the modern theory has grown out of this early stage,
and often relies on deep, well developed tools. This is a survey of two of the
main general techniques that played a crucial role in the development of mod-
ern combinatorics; algebraic methods and probabilistic methods. Both will
be illustrated by examples, focusing on the basic ideas and the connection to
other areas.
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Keywords and Phrases: Combinatorial nullstellensatz, Shannon capacity,
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1. Introduction
The originators of the basic concepts of Discrete Mathematics, the mathemat-
ics of finite structures, were the Hindus, who knew the formulas for the number of
permutations of a set of n elements, and for the number of subsets of cardinality k
in a set of n elements, already in the sixth century. The beginning of Combinatorics
as we know it today started with the work of Pascal and De Moivre in the 17th
century, and continued in the 18th century with the seminal ideas of Euler in Graph
Theory, with his work on partitions and their enumeration, and with his interest in
latin squares. These old results are among the roots of the study of formal methods
of enumeration, the development of configurations and designs, and the extensive
∗School of Mathematics and Computer Science, Raymond and Beverly Sackler Faculty of Exact
Sciences, Tel Aviv University, Tel Aviv, Israel 69978. E-mail: noga@math.tau.ac.il
120 Noga Alon
work on Graph Theory in the last two centuries. The tight connection between Dis-
crete Mathematics and Theoretical Computer Science, and the rapid development
of the latter in recent years, led to an increased interest in combinatorial techniques
and to an impressive development of the subject. It also stimulated the study of
algorithmic combinatorics and combinatorial optimization.
While many of the basic combinatorial results were obtained mainly by ingenu-
ity and detailed reasoning, without relying on many deep, well developed tools, the
modern theory has already grown out of this early stage. There are already well de-
veloped enumeration methods, some of which are based on deep algebraic tools. The
probabilistic method initiated by Erdo˝s (and to some extent, by Shannon) became
one of the most powerful tools in the modern theory, and its study has been fruit-
ful to Combinatorics, as well as to Probability Theory. Algebraic and topological
techniques play a crucial role in the modern theory, and Polyhedral Combinatorics,
Linear Programming and constructions of designs have been developed extensively.
Most of the new significant results obtained in the area are inevitably based on the
knowledge of these well developed concepts and techniques, and while there is, of
course, still a lot of room for pure ingenuity in Discrete Mathematics, much of the
progress is obtained by relying on the fast growing accumulated body of knowledge.
Concepts and questions of Discrete Mathematics appear naturally in many
branches of mathematics, and the area has found applications in other disciplines
as well. These include applications in Information Theory and Electrical Engineer-
ing, in Statistical Physics, in Chemistry and Molecular Biology, and, of course, in
Computer Science. Combinatorial topics such as Ramsey Theory, Combinatorial
Set Theory, Matroid Theory, Extremal Graph Theory, Combinatorial Geometry
and Discrepancy Theory are related to a large part of the mathematical and sci-
entific world, and these topics have already found numerous applications in other
fields. A detailed account of the topics, methods and applications of Combinatorics
can be found in [35].
This paper is mostly a survey of two of the main general techniques that played
a crucial role in the development of modern combinatorics; algebraic methods and
probabilistic methods. Both will be illustrated by examples, focusing on the basic
ideas and the connection to other areas. The choice of topics and examples described
here is inevitably biased, and is not meant to be comprehensive. Yet, it hopefully
provides some of the flavor of the techniques, problems and results in the area in
a way which may be appealing to researchers, even if their main interest is not
Discrete Mathematics.
2. Dimension, geometry and information theory
Various algebraic techniques have been used successfully in tackling problems
in Discrete Mathematics over the years. These include tools from Representation
Theory applied extensively in enumeration problems, spectral techniques used in
the study of highly regular structures, and applications of properties of polynomials
and tools from algebraic geometry in the theory of Error Correcting Codes and in
the study of problems in Combinatorial Geometry. These techniques have numer-
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ous interesting applications. Yet, the most fruitful algebraic technique applied in
combinatorics, which is possibly also the simplest one, is the so-called dimension
argument. In its simplest form, the method can be described as follows. In order
to bound the cardinality of a discrete structure A, one maps its elements to vectors
in a linear space, and shows that the set A is mapped to a linearly independent set.
It then follows that the cardinality of A is bounded by the dimension of the corre-
sponding linear space. This method is often particularly useful in the solution of
extremal problems in which the extremal configuration is not unique. The method
is effective in such cases because bases in a vector space can be very different from
each other and yet all of them have the same cardinality. Many applications of this
basic idea can be found in [13], [14], [37].
2.1. Combinatorial geometry
An early application of the dimension argument appears in [49]. A set of points
A ⊂ Rn is a two-distance set if at most 2 distinct positive distances are determined
by the points of A. Let f(n, 2) denote the maximum possible size of a two-distance
set in Rn. The set of all 0/1 vectors in Rn+1 with exactly two 1’s shows that
f(n, 2) ≥ n(n+1)/2, and the authors of [49] proved that f(n, 2) ≤ (n+1)(n+4)/2.
The upper bound is proved by associating each point of a two-distance set A with
a polynomial in n variables, and by showing that these polynomials are linearly
independent and all lie in a space of dimension (n + 1)(n + 4)/2. This has been
improved by Blokhuis to (n + 1)(n + 2)/2, by showing that one can add n + 1
additional polynomials that lie in this space to those obtained from the two-distance
set, keeping the augmented set linearly independent. See [14] and its references for
more details. The precise value of f(n, 2) is not known.
Borsuk [21] asked if any compact set of at least 2 points in Rd can be par-
titioned into at most d + 1 subsets of smaller diameter. Let m(d) be the smallest
integer m so that any such set can be partitioned into a most m subsets of smaller
diameter. Borsuk’s question is whether m(d) = d+1 (the d+1 points of a simplex
show thatm(d) is at least d+1.) Kahn and Kalai [42] gave an example showing that
this is not the case for all sufficiently large d, by applying a theorem of Frankl and
Wilson [33]. Improved versions of their construction have been obtained by Nilli in
1994, by Raigorodski in 1997, by Hinrichs in 2001 and by Hinrichs and Richter in
2002. The last two results are based on some properties of the Leech Lattice and
give a construction showing that already in dimension d = 298, more than d + 1
subsets may be needed. All the constructions and the proofs of their properties are
based on the dimension argument. Here is a brief sketch of one of them.
Let n = 4p, where p is an odd prime, and let F be the set of all vectors
x = (x1, . . . , xn) ∈ {−1, 1}n, where x1 = 1 and the number of negative coordinates
of x is even. One first proves the following.
If G ⊂ F contains no two orthogonal vectors then |G| ≤∑p−1i=0 (n−1i ). (1)
This is done by associating each member of G with a multilinear polynomial
of degree at most p− 1 in n− 1 variables, so that all the obtained polynomials are
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linearly independent. Having established (1), define S = {x ∗ x : x ∈ F}, where
F is as above, and x ∗ x is the tensor product of x with itself, i.e., the vector of
length n2, (xij : 1 ≤ i, j ≤ n), where xij = xixj . The norm of each vector in S is n
and the scalar product between any two members of S is non-negative. Moreover,
by (1) any set of more than
∑p−1
i=0
(
n−1
i
)
members of S contains an orthogonal pair,
i.e., two points the distance between which is the diameter of S. It follows that S
cannot be partitioned into less than 2n−2/
∑p−1
i=0
(
n−1
i
)
subsets of smaller diameter.
This shows that m(d) ≥ c
√
d
1 for some c1 > 1. An upper bound of m(d) ≤ cd2 where
c2 =
√
3/2+o(1) is known, but determining the correct order of magnitude of m(d)
is an open question. The following conjecture seems plausible.
Conjecture 2.1 There is a constant c > 1 such that m(d) > cd for all d ≥ 1.
An equilateral set (or a simplex) in a metric space, is a set A, so that the
distance between any pair of distinct members of A is b, where b 6= 0 is a constant.
Trivially, the maximum cardinality of such a set in Rn with respect to the (usual) l2-
norm is n+1. Somewhat surprisingly, the situation is far more complicated for the
l1 norms. The l1-distance between two points ~a = (a1, . . . an) and ~b = (b1, . . . , bn) in
Rn is ‖~a−~b‖1 = (
∑n
k=1 |ai−bi|. Let e(ln1 ) denote the maximum possible cardinality
of an equilateral set in ln1 . The set of standard basis vectors and their negatives
shows that e(ln1 ) ≥ 2n. Kusner [39] conjectured that this is tight, i.e., that e(ln1 ) =
2n for all n. For n ≤ 4 this is proved in [44]. For general n, the best known upper
bound is e(ln1 ) ≤ c1n logn for some absolute positive constant c1. This is proved in
[9] by an appropriate dimension argument. Each vector in an equilateral set of m
vectors in Rn is mapped to a vector in lt2 for an appropriate t = t(m,n), by applying
a probabilistic technique involving randomized rounding. It is then shown, using a
simple argument based on the eigenvalues of the Gram matrix of these new vectors,
that they span a space of dimension at least c2m, implying that c2m ≤ t(m,n) and
supplying the desired result. The precise details require some work, and can be
found in [9].
2.2. Capacities and graph powers
Let G = (V,E) be a simple, undirected graph. The power Gn of G is the
graph whose set of vertices is V n in which two distinct vertices (u1, u2, . . . , un) and
(v1, v2, . . . , vn) are adjacent iff for all i between 1 and n either ui = vi or uivi ∈ E.
The Shannon capacity c(G) of G is the limit limn→∞(α(Gn))1/n, where α(Gn) is
the maximum size of an independent set of vertices in Gn. This limit exists, by
super-multiplicativity, and it is always at least α(G).
The study of this parameter was introduced by Shannon in [61], motivated
by a question in Information Theory. Indeed, if V is the set of all possible letters
a channel can transmit in one use, and two letters are adjacent if they may be
confused, then α(Gn) is the maximum number of messages that can be transmitted
in n uses of the channel with no danger of confusion. Thus c(G) represents the
number of distinct messages per use the channel can communicate with no error
while used many times.
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Calculation of c(G) seems to be very hard. For example c(C5) =
√
5 was only
shown in 1979 by Lova´sz [50], and c(C7) remains unknown. Certain polynomially
computable upper bounds on c(G) are known including Lova´sz’s theta function
θ(G), and other upper bounds are due to Haemers and to Schrijver.
Another upper bound, based on the dimension argument and related to the
bound of Haemers [40], is described in [3], where it is applied to solve a problem of
Shannon on the capacity of the disjoint union of two graphs. The (disjoint) union of
two graphs G and H , denoted by G+H , is the graph whose vertex set is the disjoint
union of the vertex sets of G and of H and whose edge set is the (disjoint) union of
the edge sets of G and H . If G and H are graphs of two channels, then their union
represents the sum of the channels corresponding to the situation where either one
of the two channels may be used, a new choice being made for each transmitted
letter. Shannon proved that for every G and H , c(G+H) ≥ c(G) + c(H) and that
equality holds in many cases. He conjectured that in fact equality always holds. In
[3] it is shown that this is false in the following strong sense.
Theorem 2.2 For every k there is a graph G so that the Shannon capacity of the
graph and that of its complement G satisfy c(G) ≤ k, c(G) ≤ k, whereas c(G+G) ≥
k(1+o(1))
log k
8 log log k and the o(1)-term tends to zero as k tends to infinity.
Therefore, the capacity of the disjoint union of two graphs can be much bigger
than the capacity of each of the two graphs. Strangely enough, it is not even known
if the maximum possible capacity of a disjoint union of two graphs G and H , each
of capacity at most k, is bounded by any function of k. It seems very likely that
this is the case.
3. Polynomials, addition and graph coloring
The study of algebraic varieties, that is, sets of common roots of systems of
polynomials, is the main topic of algebraic geometry. The most elementary property
of a univariate nonzero polynomial over a field is the fact that it does not have
more roots than its degree. This elementary property is surprisingly effective in
Combinatorics: it plays a major role in the theory of error correcting codes, and
has many applications in the study of finite geometries — see, e.g., [14]. A similar
property holds for polynomials of several variables, and can also be used to supply
results in Discrete Mathematics. In this section we describe a general result of this
type, which is called in [4] Combinatorial Nullstellensatz, and briefly sketch some
of its applications in Additive Number Theory and in Graph Theory.
3.1. Combinatorial nullstellensatz
Hilbert’s Nullstellensatz (see, e.g., [65]) is the fundamental theorem that as-
serts that if F is an algebraically closed field, and f, g1, . . . , gm are polynomials in
the ring of polynomials F [x1, . . . , xn], where f vanishes over all common zeros of
g1, . . . , gm, then there is an integer k and polynomials h1, . . . , hm in F [x1, . . . , xn]
124 Noga Alon
so that
fk =
n∑
i=1
higi.
In the special case m = n, where each gi is a univariate polynomial of the form∏
s∈Si(xi − s) for some Si ⊂ F , a stronger conclusion holds. It can be shown
that if F is an arbitrary field, f, gi, Si are as above, and f vanishes over all the
common zeros of g1, . . . , gn (that is; f(s1, . . . , sn) = 0 for all si ∈ Si), then there
are polynomials h1, . . . , hn ∈ F [x1, . . . , xn] satisfying deg(hi) ≤ deg(f)− deg(gi) so
that
f =
n∑
i=1
higi.
As a consequence of the above one can prove the following.
Theorem 3.1 Let F be an arbitrary field, and let f = f(x1, . . . , xn) be a polynomial
in F [x1, . . . , xn]. Suppose the degree deg(f) of f is
∑n
i=1 ti, where each ti is a
nonnegative integer, and suppose the coefficient of
∏n
i=1 x
ti
i in f is nonzero. If
S1, . . . , Sn are subsets of F with |Si| > ti, then there are s1 ∈ S1, s2 ∈ S2, . . . , sn ∈
Sn so that
f(s1, . . . , sn) 6= 0.
The detailed proof, as well as many applications, can be found in [4]. A quick
application, first proved in [5], is the assertion that for any prime p, any loopless
graph G = (V,E) with average degree bigger than 2p− 2 and maximum degree at
most 2p− 1 contains a p-regular subgraph.
To prove it, let (av,e)v∈V,e∈E denote the incidence matrix of G defined by
av,e = 1 if v ∈ e and av,e = 0 otherwise. Associate each edge e of G with a variable
xe and consider the polynomial
f =
∏
v∈V
[1− (
∑
e∈E
av,exe)
p−1]−
∏
e∈E
(1− xe),
overGF (p). Applying Theorem 3.1 with ti = 1 and Si = {0, 1} for all i, we conclude
that there are values xe ∈ {0, 1} such that f(xe : e ∈ E) 6= 0. It is now easy to
check that in the subgraph consisting of all edges e ∈ E for which xe = 1 all degrees
are divisible by p, and since the maximum degree is smaller than 2p all positive
degrees are precisely p, as needed.
Pyber applied the above result to solve a problem of Erdo˝s and Sauer and
prove that any simple graph on n vertices with at least 200n logn edges contains
a 3-regular subgraph. Pyber, Ro¨dl and Szemere´di proved that this is not very far
from being best possible, by showing, using probabilistic arguments, that there are
simple graphs on n vertices with at least cn log logn edges that contain no 3-regular
subgraphs. See [58] for some further related results.
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3.2. Additive number theory
The Cauchy-Davenport Theorem, which has numerous applications in Ad-
ditive Number Theory, is the statement that if p is a prime, and A,B are two
nonempty subsets of Zp, then
|A+B| ≥ min{p, |A|+ |B| − 1}.
Cauchy proved this theorem in 1813, and applied it to give a new proof to a
lemma of Lagrange in his well known 1770 paper that shows that every positive
integer is a sum of four squares. Davenport formulated the theorem as a discrete
analogue of a conjecture of Khintchine about the Schnirelman density of the sum
of two sequences of integers. There are numerous extensions of this result, see, e.g.,
[56]. A simple algebraic proof of this result is given in [7], and its main advantage is
that it extends easily and gives several related results. This proof can be described
as a simple application of Theorem 3.1. If |A| + |B| > p, then the result is trivial,
as the sets A and g −B intersect, for each g ∈ Zp. Otherwise, assuming the result
is false and |A +B| ≤ |A|+ |B| − 2, let C be a subset of Zp satisfying A +B ⊂ C
and |C| = |A|+ |B| − 2. Define f = f(x, y) =∏c∈C(x+ y− c) and apply Theorem
3.1 with t1 = |A| − 1, t2 = |B| − 1, S1 = A,S2 = B to get a contradiction.
Using similar (though somewhat more complicated) arguments, the following
related result is proved in [7].
Proposition 3.2 Let p be a prime, and let A0, A1, . . . , Ak be nonempty subsets of
the cyclic group Zp. If |Ai| 6= |Aj | for all 0 ≤ i < j ≤ k and
∑k
i=0 |Ai| ≤ p+
(
k+2
2
)−1
then
|{a0 + a1 + . . .+ ak : ai ∈ Ai, ai 6= aj for all i 6= j}| ≥
k∑
i=0
|Ai| −
(
k + 2
2
)
+ 1.
The very special case of this proposition in which k = 1, A0 = A and A1 =
A−{a} for an arbitrary element a ∈ A implies that if A ⊂ Zp and 2|A| − 1 ≤ p+2
then the number of sums a1 + a2 with a1, a2 ∈ A and a1 6= a2 is at least 2|A| − 3.
This supplies a short proof of a result of Dias Da Silva and Hamidoune [23], which
settles a conjecture of Erdo˝s and Heilbronn (cf., e.g., [27]).
Snevily [62] conjectured that for any two sets A and B of equal cardinality in
any abelian group of odd order, there is a renumbering ai, bi of the elements of A
and B so that all sums ai + bi are pairwise distinct.
For the cyclic group Zp of prime order, this follows easily from Theorem 3.1
by considering the polynomial f =
∏
i<j(xi − xj)
∏
i<j(ai + xi − aj − xj) with
S1 = · · · = Sk = B.
More generally, Dasgupta et al. [24] proved the conjecture for any cyclic
group of odd order, by applying the polynomial method for polynomials over Q[ω],
where ω is an appropriate root of unity, and by considering G as a subgroup of the
multiplicative group of this field. Further related results appear in [63].
Additional applications of Theorem 3.1 in additive number theory can be found
in [4].
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3.3. Graph coloring
Theorem 3.1 has various applications in the study of Graph Coloring, which
is the most popular area in Graph Theory. We sketch below the basic approach,
following [12]. See also [52], [53] for a related method.
A vertex coloring of a graph G is an assignment of a color to each vertex of G.
The coloring is proper if adjacent vertices get distinct colors. The chromatic number
χ(G) of G is the minimum number of colors used in a proper vertex coloring of G.
An edge coloring of G is, similarly, an assignment of a color to each edge of G. It is
proper if adjacent edges receive distinct colors. The minimum number of colors in
a proper edge coloring of G is the chromatic index χ′(G) of G. This is equal to the
chromatic number of the line graph of G.
A graph G = (V,E) is k-choosable if for every assignment of sets of integers
S(v) ⊂ Z, each of size k, to the vertices v ∈ V , there is a proper vertex coloring
c : V 7→ Z so that c(v) ∈ S(v) for all v ∈ V . The choice number of G, denoted by
ch(G), is the minimum integer k so that G is k-choosable. Obviously, this number
is at least the chromatic number χ(G) of G. The choice number of the line graph
of G, denoted by ch′(G), is usually called the list chromatic index of G, and it is
clearly at least the chromatic index χ′(G) of G.
The study of choice numbers was introduced, independently, by Vizing [67]
and by Erdo˝s, Rubin and Taylor [29]. There are many graphs G for which the
choice number ch(G) is strictly larger than the chromatic number χ(G) (a complete
bipartite graph with 3 vertices in each color class is one such example). In view
of this, the following conjecture, suggested independently by various researchers
including Vizing, Albertson, Collins, Tucker and Gupta, which apparently appeared
first in print in [17], is somewhat surprising.
Conjecture 3.3 ( The list coloring conjecture) For every graph G, ch′(G) = χ′(G).
This conjecture asserts that for line graphs there is no gap at all between the
choice number and the chromatic number. Many of the most interesting results in
the area are proofs of special cases of this conjecture, which is still wide open.
The graph polynomial fG = fG(x1, x2, . . . , xn) of a graph G = (V,E) on a set
V = {1, . . . , n} of n vertices is defined by fG(x1, x2, . . . , xn) = Π
{
(xi − xj) : i <
j , ij ∈ E}. This polynomial has been studied by various researchers, starting
already with Petersen [57] in 1891.
Note that if S1, . . . , Sn are sets of integers, then there is a proper coloring
assigning to each vertex i a color from its list Si, if and only if there are si ∈ Si
such that fG(s1, . . . , sn) 6= 0. This condition is precisely the one appearing in the
conclusion of Theorem 3.1, and it is therefore natural to expect that this theorem
can be useful in tackling coloring problems. By applying it to line graphs of planar
cubic graphs, and by interpreting the appropriate coefficient of the corresponding
polynomial combinatorially, it can be shown, using a known result of Vigneron [66]
and the Four Color Theorem, that the list chromatic index of every 2-connected
cubic planar graph is 3. This is a strengthening of the Four Color Theorem, which
is well known to be equivalent to the fact that the chromatic index of any such
graph is 3. An extension of this result appears in [25].
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Additional results on graph coloring and choice numbers using the above al-
gebraic approach are described in the survey [2]. These include the fact that the
choice number of every planar bipartite graph is at most 3, thus solving a conjec-
ture raised in [29], and the assertion, proved in [32], that if G is a graph on 3n
vertices, whose set of edges is the disjoint union of a Hamilton cycle and n pairwise
vertex-disjoint triangles, then the choice number and the chromatic number of G
are both 3.
4. The probabilistic method
The discovery that deterministic statements can be proved by probabilistic
reasoning, led already in the middle of the previous century to several striking
results in Analysis, Number Theory, Combinatorics and Information Theory. It
soon became clear that the method, which is now called the probabilistic method, is
a very powerful tool for proving results in Discrete Mathematics. The early results
combined combinatorial arguments with fairly elementary probabilistic techniques,
whereas the development of the method in recent years required the application
of more sophisticated tools from Probability Theory. In this section we illustrate
the method and describe several recent results. More material can be found in the
recent books [11], [16], [41] and [55].
4.1. Thresholds for random properties
The systematic study of Random Graphs was initiated by Erdo˝s and Re´nyi
whose first main paper on the subject is [28]. Formally, G(n, p) denotes the prob-
ability space whose points are graphs on a fixed set of n labelled vertices, where
each pair of vertices forms an edge, randomly and independently, with probability
p. The term “the random graph G(n, p)” means, in this context, a random point
chosen in this probability space. Each graph property A (that is, a family of graphs
closed under graph isomorphism) is an event in this probability space, and one may
study its probability Pr[A], that is, the probability that the random graph G(n, p)
lies in this family. In particular, we say that A holds almost surely if the probability
that G(n, p) satisfies A tends to 1 as n tends to infinity. There are numerous papers
dealing with random graphs, and the two recent books [16], [41] provide excellent
extensive accounts of the known results in the subject.
One of the important discoveries of Erdo¨s and Re´nyi was the discovery of
threshold functions. A function r(n) is called a threshold function for a graph
property A, if when p(n)/r(n) tends to 0, then G(n, p(n)) does not satisfy A almost
surely, whereas when p(n)/r(n) tends to infinity, then G(n, p(n)) satisfies A almost
surely. Thus, for example, they identified the threshold function for the property of
being connected very precisely: if p(n) = lnnn +
c
n , then, as n tends to infinity, the
probability that G(n, p(n)) is connected tends to e−e
−c
.
A graph property is monotone if it is closed under the addition of edges. Note
that many interesting graph properties, like hamiltonicity, non-planarity, connec-
tivity or containing at least 10 vertex disjoint triangles are monotone.
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Bolloba´s and Thomason [18] proved that any monotone graph property has
a threshold function. Their proof applies to any monotone family of subsets of a
finite set, and holds even without the assumption that the property A is closed
under graph isomorphism.
Friedgut and Kalai [30] showed that the symmetry of graph properties can
be applied to obtain a sharper result. They proved that for any monotone graph
property A, if G(n, p) satisfies A with probability at least ǫ, then G(n, q) satisfies
A with probability at least 1− ǫ, for q = p+O(log(1/2ǫ)/ logn).
The proof follows by combining two results. The first is a simple but fun-
damental lemma of Margulis [51] and Russo [60], which is useful in Percolation
Theory. This lemma can be used to express the derivative with respect to p of the
probability that G(n, p) satisfies A as a sum of contributions associated with the
single potential edges. The second result is a theorem of [19], which is proved using
Harmonic Analysis, that asserts that at least one such contribution is always large.
The symmetry implies that all contributions are the same and the result follows.
See also [64] for some related results. These results hold for every transitive group
of symmetries. In [20] it is shown that one can, in fact, prove that the threshold
for graph properties is even sharper, by taking into account the precise group of
symmetries induced on the edges of the complete graph by permuting the vertices.
It turns out that for every monotone graph property and for every fixed ǫ > 0, the
width of the interval in which the probability the property holds increases from ǫ
to 1 − ǫ is at most cδ/(logn)2−δ for all δ > 0. The power 2 here is tight, as shown
by the property of containing a clique of size, say, ⌊2 log2 n⌋.
It is natural to call the threshold for a monotone graph property sharp if for
every fixed positive ǫ, the width w of the interval in which the probability that the
property holds increases from ǫ to 1−ǫ satisfies w = o(p), where p is any point inside
this interval. In [31] Friedgut obtained a beautiful characterization of all monotone
graph properties for which the threshold is sharp. Roughly speaking, a property
does not have a sharp threshold if and only if it can be approximated well in the
relevant range of the probability p by a property that is determined by constant size
witnesses. Thus, for example, the property of containing 5 vertex disjoint triangles
does not have a sharp threshold, whereas the property of having chromatic number
bigger than 10 does. A similar result holds for hypergraphs as well. The proofs
combine probabilistic and combinatorial arguments with techniques from Harmonic
analysis.
4.2. Ramsey numbers
Let H1, H2, . . . , Hk be a sequence of k finite, undirected, simple graphs. The
(multicolored) Ramsey number r(H1, H2, . . . , Hk) is the minimum integer r such
that in every edge coloring of the complete graph on r vertices by k colors, there
is a monochromatic copy of Hi in color i for some 1 ≤ i ≤ k. By a (special case
of) a well known theorem of Ramsey (c.f., e.g., [38]), this number is finite for every
sequence of graphs Hi.
The determination or estimation of these numbers is usually a very difficult
problem. When all graphs Hi are complete graphs with more than two vertices, the
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only values that are known precisely are those of r(K3,Km) for m ≤ 9, r(K4,K4),
r(K4,K5) and r(K3,K3,K3). Even the determination of the asymptotic behaviour
of Ramsey numbers up to a constant factor is a hard problem, and despite a lot
of efforts by various researchers (see, e.g., [38], [22] and their references), there are
only a few infinite families of graphs for which this behaviour is known.
In one of the first applications of the probabilistic method in Combinatorics,
Erdo˝s [26] proved that if
(
n
k
)
21−(
k
2) < 1 then R(k, k) > n, that is, there exists a
2-coloring of the edges of the complete graph on n vertices containing no monochro-
matic clique of size k. The proof is extremely simple; the probability that a random
two-edge coloring of Kn contains a monochromatic Kk is at most
(
n
k
)
21−(
k
2) < 1 ,
and hence there is a coloring with the required property.
A particularly interesting example of an infinite family for which the asymtotic
behaviour of the Ramsey number is known, is the following result of Kim [43]
together with that of Ajtai, Komlo´s and Szemere´di [1].
Theorem 4.1 ([43], [1]) There are two absolute positive constants c1, c2 such that
c1m
2/ logm ≤ r(K3,Km) ≤ c2m2/ logm
for all m > 1.
The upper bound, proved in [1], is probabilistic, and applies a certain random
greedy algorithm. The lower bound is proved by a “semi-random” construction and
proceeds in stages. The detailed analysis is subtle, and is based on certain large
deviation inequalities.
Even less is known about the asymptotic behaviour of multicolored Ramsey
numbers, that is, Ramsey numbers with at least 3 colors. The asymptotic behaviour
of r(K3,K3,Km), for example, has been very poorly understood until recently, and
Erdo˝s and So´s conjectured in 1979 (c.f., e.g., [22]) that
lim
m 7→∞
r(K3,K3,Km)
r(K3,Km)
=∞.
This has been proved recently, in a strong sense, in [10], where it is shown that in
fact r(K3,K3,Km) is equal, up to logarithmic factors, to m
3. A more complicated,
related result proved in [10], that supplies the asymptotic behaviour of infinitely
many families of Ramsey numbers up to a constant factor is the following.
Theorem 4.2 For every t > 1 and s ≥ (t− 1)!+ 1 there are two positive constants
c1, c2 such that for every m > 1
c1
mt
logtm
≤ r(Kt,s,Kt,s,Kt,s,Km) ≤ c2 m
t
logtm
,
where Kt,s is the complete bipartite graph with t vertices in one color class and s
vertices in the other.
The proof combines spectral techniques, character sum estimates, and proba-
bilistic arguments.
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4.3. Tura´n type results
For a graph H and an integer n, the Tura´n number ex(n,H) is the maximum
possible number of edges in a simple graph on n vertices that contains no copy of
H . The asymptotic behavior of these numbers for graphs of chromatic number at
least 3 is well known, see, e.g., [15]. For bipartite graphs H , however, much less
is known, and there are relatively few nontrivial bipartite graphs H for which the
order of magnitude of ex(n,H) is known.
A result of Fu¨redi [34] implies that for every fixed bipartite graph H in which
the degrees of all vertices in one color class are at most r, there is some c = c(H) > 0
such that ex(n,H) ≤ cn2−1/r. As observed in [6], this result can be derived from
a simple and yet surprisingly powerful probabilistic lemma, variants of which have
been proved and applied by various researchers starting with Ro¨dl and including
Kostochka, Gowers and Sudakov (see [46], [36], [47]). The lemma asserts, roughly,
that every graph with sufficiently many edges contains a large subset A in which
every a vertices have many common neighbors. The proof uses a process that may
be called a dependent random choice for finding the set A; A is simply the set of
all common neighbors of an appropriately chosen random set R. Intuitively, it is
clear that if some a vertices have only a few common neighbors, it is unlikely all
the members of R will be chosen among these neighbors. Hence, we do not expect
A to contain any such subset of a vertices. This simple idea can be extended.
In particular, it can be used to bound the Tura´n numbers of degenerate bipartite
graphs.
A graph is r-degenerate if every subgraph of it contains a vertex of degree at
most r. An old conjecture of Erdo˝s asserts that for every fixed r-degenerate bipartite
graphH , ex(n,H) ≤ O(n2−1/r), and the above technique suffices to show that there
is an absolute constant c > 0, such that for every such H , ex(n,H) ≤ n2−c/r.
Further questions and results about Tura´n numbers can be found in [6], [15]
and their references.
5. Algorithms and explicit constructions
The rapid development of Theoretical Computer Science and its tight con-
nection to Discrete Mathematics motivated the study of the algorithmic aspects of
algebraic and probabilistic techniques. Can a combinatorial structure, or a sub-
structure of a given one, whose existence is proved by algebraic or probabilistic
means, be constructed explicitly (that is, by an efficient deterministic algorithm)?
Can the algorithmic problems corresponding to existence proofs be solved by ef-
ficient procedures? The study of these questions often requires tools from other
branches of mathematics.
As described in subsection 3.3, if G is a graph on 3n vertices, whose set of edges
is the disjoint union of a Hamilton cycle and n pairwise vertex-disjoint triangles,
then the chromatic number of G is 3. Can we solve the corresponding algorithmic
problem efficiently ? That is, is there a polynomial time, deterministic or random-
ized algorithm, that given an input graph as above, colors it properly with 3 colors?
Similarly, as mentioned in subsection 3.3, the list chromatic index of any planar
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cubic 2-connected graph is 3. Can we color properly the edges of any given planar
cubic 2-connected graph using given lists of three colors per edge, in polynomial
time?
These problems, as well as the algorithmic versions of additional applications
of Theorem 3.1, are open. Of course, an algorithmic version of the theorem itself
would provide efficient procedures for solving all these questions. The input for
such an algorithm is a polynomial in n variables over a field described, say, by
a polynomial size arithmetic circuit. Suppose that this polynomial satisfies the
assumptions of Theorem 3.1, and that the fact it satisfies it can be checked efficiently.
The algorithm should then find, efficiently, a point (s1, s2, . . . , sn) satisfying the
conclusion of Theorem 3.1.
Unfortunately, it seems unlikely that such a general result can exist, as it would
imply that there are no one-way permutations. Indeed, let F : {0, 1}n 7→ {0, 1}n
be a 1− 1 function, and suppose that for any x = (x1, . . . , xn) ∈ {0, 1}n, the value
of F (x) can be computed efficiently. Every Boolean function can be expressed as a
multilinear polynomial over GF (2), and hence, when we wish to find an x such that
F (x) = y = (y1, . . . , yn), we can write it as a system of multilinear polynomials
over GF (2): Fi(x) = yi for all 1 ≤ i ≤ n. Equivalently, this can be written as∏n
i=1(Fi(x) + yi + 1) 6= 0. This last equation has a unique solution, implying that
its left hand side, written as a multilinear polynomial, is of full degree n (since
otherwise it is easy to check that it attains the value 1 an even number of times).
It follows that the assumptions of Theorem 3.1 with f =
∏n
i=1(Fi(x) + yi + 1),
ti = 1 and Si = GF (2) hold. Thus, the existence of an efficient algorithm as
above would enable us to invert F efficiently, implying that there cannot be any
one-way permutations. As this seems unlikely, it may be more productive (and
yet challenging) to try and develop efficient procedures for solving the particular
algorithmic problems corresponding to the results obtained by the theorem.
Probabilistic proofs also suggest the study of the corresponding algorithmic
problems. This is related to the study of randomized algorithms, a topic which has
been developed tremendously during the last decade. See, e.g., [54] and its many
references. In particular, it is interesting to find explicit constructions of combinato-
rial structures whose existence is proved by probabilistic arguments. ”Explicit” here
means that there is a an efficient algorithm that constructs the desired structure in
time polynomial in its size. Constructions of this type, besides being interesting in
their own, have applications in other areas. Thus, for example, explicit construc-
tions of error correcting codes that are as good as the random ones are of interest
in information theory, and explicit constructions of certain Ramsey type colorings
may have applications in derandomization — the process of converting randomized
algorithms into deterministic ones.
It turns out, however, that the problem of finding a good explicit construction
is often very difficult. Even the simple proof of Erdo˝s, described in subsection
4.2, that there are two-edge colorings of the complete graph on ⌊2m/2⌋ vertices
containing no monochromatic clique of size m, leads to an open problem which
seems very difficult. Can we construct, explicitly, such a coloring of a complete
graph on n ≥ (1 + ǫ)m vertices, in time which is polynomial in n, where ǫ > 0 is
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any positive absolute constant ?
This problem is still open, despite a lot of efforts. The best known explicit
construction is due to Frankl and Wilson [33], who gave an explicit two-edge coloring
of the complete graph on m(1+o(1))
log m
4 log log m vertices with no monochromatic clique
on m vertices.
The construction of explicit two-edge colorings of large complete graphs Kn
with no red Ks and no blue Km for fixed s and large m also appears to be very
difficult. Using probabilistic arguments it can be shown that there are such colorings
for n which is c
(
m
logm
)(s+1)/2
for some absolute constant c > 0. The best known
explicit construction, however, given in [8], works only formδ
√
log s/ log log s, for some
absolute constant δ > 0. The description of the construction is not complicated
but the proof of its properties relies on tools from various mathematical areas.
These include some ideas from algebraic geometry obtained in [45], the well known
bound of Weil on character sums, spectral techniques and their connection to the
pseudo-random properties of graphs, the known bounds of [48] for the problem of
Zarankiewicz and the well known Erdo˝s-Rado bound for the existence of ∆-systems.
The above example is typical, and illustrates the fact that tools from vari-
ous mathematical disciplines often appear in the design of explicit constructions
of combinatorial structures. Other examples that demonstrate this fact are the
construction of Algebraic Geometry codes, and the construction of sparse pseudo-
random graphs called expanders.
6. Some future challenges
Several specific open problems in Discrete Mathematics are mentioned through-
out this article. These, and many additional ones, provide interesting challenges for
future research in the area. We conclude with some brief comments on two more
general future challenges.
It seems safe to predict that in the future there will be additional incorpora-
tion of methods from other mathematical areas in Combinatorics. However, such
methods often provide non-constructive proof techniques, and the conversion of
these to algorithmic ones may well be one of the main future challenges of the area.
Another interesting recent development is the increased appearance of Computer
aided proofs in Combinatorics, starting with the proof of the Four Color Theorem,
and including automatic methods for the discovery and proof of hypergeometric
identities — see [59]. A successful incorporation of such proofs in the area, without
losing its special beauty and appeal, is another challenge. These challenges, the
fundamental nature of the area, its tight connection to other disciplines, and the
many fascinating specific open problems studied in it, ensure that Discrete Mathe-
matics will keep playing an essential role in the general development of science in
the future as well.
Discrete Mathematics: Methods and Challenges 133
References
[1] M. Ajtai, J. Komlo´s and E. Szemere´di, A note on Ramsey numbers, J. Combi-
natorial Theory Ser. A 29 (1980), 354–360.
[2] N. Alon, Restricted colorings of graphs, in Surveys in Combinatorics, Proc.
14th British Combinatorial Conference, London Mathematical Society Lecture
Notes Series 187, edited by K. Walker, Cambridge University Press, 1993, 1–33.
[3] N. Alon, The Shannon Capacity of a union, Combinatorica 18 (1998), 301–310.
[4] N. Alon, Combinatorial Nullstellensatz, Combinatorics, Probability and Com-
puting 8 (1999), 7–29.
[5] N. Alon, S. Friedland and G. Kalai, Regular subgraphs of almost regular graphs,
J. Combinatorial Theory Ser. B 37 (1984), 79–91.
[6] N. Alon, M. Krivelevich and B. Sudakov, Tura´n numbers of bipartite graphs
and related Ramsey-type questions, Geom. Funct. analysis, to appear.
[7] N. Alon, M. B. Nathanson and I. Z. Ruzsa, The polynomial method and re-
stricted sums of congruence classes, J. Number Theory 56 (1996), 404–417.
[8] N. Alon and P. Pudlak, Constructive lower bounds for off-diagonal Ramsey
numbers, Israel J. Math. 122 (2001), 243–251.
[9] N. Alon and P. Pudlak, Equilateral sets in lnp , Geom. Funct. Analysis, to appear.
[10] N. Alon and V. Ro¨dl, Asymptotically tight bounds for some multicolored Ram-
sey numbers, to appear.
[11] N. Alon and J. H. Spencer, The Probabilistic Method, Second Edition,
Wiley, New York, 2000.
[12] N. Alon and M. Tarsi, Colorings and orientations of graphs, Combinatorica 12
(1992), 125–134.
[13] L. Babai and P. Frankl, Linear Algebra Methods in Combinatorics, to
appear.
[14] A. Blokhuis, Polynomials in Finite Geometries and Combinatorics, in Surveys
in Combinatorics, Proc. 14th British Combinatorial Conference, London Math-
ematical Society Lecture Notes Series 187, edited by K. Walker, Cambridge
University Press, 1993, 35–52.
[15] B. Bolloba´s, Extremal Graph Theory, Academic Press, London, 1978.
[16] B. Bolloba´s, Random Graphs, Second Edition, Academic Press, London,
2001.
[17] B. Bolloba´s and A. J. Harris, List colorings of graphs, Graphs and Combina-
torics 1 (1985), 115–127.
[18] B. Bolloba´s and A. Thomason, Threshold functions, Combinatorica 7 (1987),
35–38.
[19] J. Bourgain, J. Kahn, G. Kalai, Y. Katznelson and N. Linial, The influence of
variables in product spaces, Israel J. Math. 77 (1992), 55–64.
[20] J. Bourgain and G. Kalai, The influence of variables in product spaces under
group symmetries, GAFA 7 (1997), 438–461.
[21] K. Borsuk, Drei Sa¨tze u¨ber die n-dimensionale euklidische Spha¨re, Fundamenta
Math. 20 (1933), 177–190.
[22] F. Chung and R. L. Graham, Erdo˝s on Graphs: His Legacy of Unsolved
Problems, A. K. Peters, Wellesley, MA, 1998.
134 Noga Alon
[23] J. A. Dias da Silva and Y. O. Hamidoune, Cyclic spaces for Grassmann deriva-
tives and additive theory, Bull. London Math. Soc. 26 (1994), 140–146.
[24] S. Dasgupta, G. Ka´rolyi, O. Serra and B. Szegedy, Transversals of additive
Latin squares, Israel J. Math. 126 (2001), 17–28.
[25] M. N. Ellingham and L. Goddyn, List edge colourings of some 1-factorable
multigraphs, Combinatorica 16 (1996), 343–352.
[26] P. Erdo˝s, Some remarks on the theory of graphs, Bulletin of the Amer. Math.
Soc. 53 (1947), 292–294.
[27] P. Erdo˝s and R. L. Graham, Old and New Problems and Results in
Combinatorial Number Theory, L’Enseignement Mathe´matique, Geneva,
1980.
[28] P. Erdo˝s and A. Re´nyi, On the evolution of random graphs, Publ. Math. Inst.
Hungar. Acad. Sci. 5 (1960), 17–61.
[29] P. Erdo˝s, A. L. Rubin and H. Taylor, Choosability in graphs, Proc. West Coast
Conf. on Combinatorics, Graph Theory and Computing, Congressus Numer-
antium XXVI, 1979, 125–157.
[30] E. Friedgut and G. Kalai, Every monotone graph property has a sharp threshold,
Proc. AMS 124 (1996), 2993–3002.
[31] E. Friedgut, Sharp thresholds of graph properties and the k-sat problem (with
an appendix by J. Bourgain), J. Amer. Math. Soc. 12 (1999), 1017–1054.
[32] H. Fleischner and M. Stiebitz, A solution to a coloring problem of P. Erdo˝s,
Discrete Math. 101 (1992), 39–48.
[33] P. Frankl and R. Wilson, Intersection theorems with geometric consequences,
Combinatorica 1 (1981), 259–286.
[34] Z. Fu¨redi, On a Tura´n type problem of Erdo˝s, Combinatorica 11 (1991), 75–79.
[35] R. L. Graham, M. Gro¨tschel and L. Lova´sz, Editors, Handbook of Combi-
natorics, North Holland, Amsterdam, 1995.
[36] W. T. Gowers, A new proof of Szemere´di’s theorem for arithmetic progressions
of length four, Geom. Funct. Analysis 8 (1998), 529–551.
[37] C. Godsil and G. Royle, Algebraic Graph Theory, Springer-Verlag, New
York, 2001.
[38] R. L. Graham, B. L. Rothschild and J. H. Spencer, Ramsey Theory, Second
Edition, Wiley, New York, 1990.
[39] R. Guy, editor, Unsolved Problems: an olla-podrida of open problems, often
oddly posed, Amer. Math. Monthly 90 (1983), 196–200.
[40] W. Haemers, On some problems of Lova´sz concerning the Shannon capacity of
a graph, IEEE Trans. Inform. Theory 25 (1979), 231–232.
[41] S. Janson, T.  Luczak and A. Rucin´ski, Random Graphs, Wiley, New York,
2000.
[42] J. Kahn and G. Kalai, A counterexample to Borsuk’s conjecture, Bulletin of
the AMS 29 (1993), 60–62.
[43] J. H. Kim, The Ramsey number R(3, t) has order of magnitude t2/ log t, Ran-
dom Structures and Algorithms 7 (1995), 173–207.
[44] J. Koolen, M. Laurent and A. Schrijver, Equilateral dimension of the rectilinear
space, Designs, Codes and Crypt. 21 (2000), 149–164.
Discrete Mathematics: Methods and Challenges 135
[45] J. Kolla´r, L. Ro´nyai and T. Szabo´, Norm-graphs and bipartite Tura´n numbers,
Combinatorica 16 (1996), 399–406.
[46] A. Kostochka and V. Ro¨dl, On graphs with small Ramsey numbers, J. Graph
Theory 37 (2001), 198–204.
[47] A. Kostochka and B. Sudakov,On Ramsey numbers of sparse graphs, to appear.
[48] T. Ko¨vari, V.T. So´s and P. Tura´n, On a problem of K. Zarankiewicz, Collo-
quium Math., 3 (1954), 50–57.
[49] D. G. Larman, C. A. Rogers and J. J. Seidel, On two-distance sets in Euclidean
space, Bull. London Math. Soc. 9 (1977), 261–267.
[50] L. Lova´sz, On the Shannon capacity of a graph, IEEE Trans. Inform. Theory
25 (1979), 1–7.
[51] G. A. Margulis, Probabilistic characteristics of graphs with large connectivity,
Prob. Peredachi Inform. 10 (1974), 101–108.
[52] Y. Matiyasevich, A criterion for colorability of vertices of a graph stated in
terms of edge orientations (in Russian), Discrete Analysis (Novosibirsk) 26
(1974), 65–71.
[53] Y. Matiyasevich, Some algebraic methods for calculation of the number of col-
orings of a graph, to appear.
[54] R. Motwani and P. Raghavan, Randomized Algorithms, Cambridge Uni-
versity Press, New York, 1995.
[55] M. Molloy and B. Reed, Graph Coloring and the Probabilistic Method,
Springer-Verlag, Berlin, 2001.
[56] M. B. Nathanson, Additive Number Theory: Inverse Theorems and
the Geometry of Sumsets, Springer-Verlag, New York, 1996.
[57] J. Petersen, Die Theorie der regula¨ren Graphs, Acta Math. 15 (1891), 193–220.
[58] L. Pyber, V. Ro¨dl and E. Szemere´di, Dense Graphs without 3-regular Sub-
graphs, J. Combinatorial Theory Ser. B 63 (1995), 41–54.
[59] M. Petkovsek, H. Wilf and D. Zeilberger, A=B, A. K. Peters, Wellesley, 1996.
[60] L. Russo, On the critical percolation probabilities, Z. Wahrsch. werw. Gebiete
43 (1978), 39–48.
[61] C. E. Shannon, The zero-error capacity of a noisy channel, IRE Trans. Inform.
Theory 2 (1956), 8–19.
[62] H. S. Snevily, The Cayley Addition Table of Zn, Amer. Math. Monthly 106
(1999), 184–185.
[63] Z. W. Sun, On Snevily’s conjecture and restricted sumsets, to appear.
[64] M. Talagrand, On Russo’s approximate zero-one law, Ann. Probab. 22 (1994),
1576–1587.
[65] B. L. van der Waerden, Modern Algebra, Julius Springer, Berlin, 1931.
[66] L. Vigneron, Remarques sur les re´seaux cubiques de classe 3 associe´s au
proble´me des quatre couleurs, C. R. Acad. Sc. Paris, t. 223 (1946), 770–772.
[67] V. G. Vizing, Coloring the vertices of a graph in prescribed colors (in Russian),
Diskret. Analiz. No. 29, Metody Diskret. Anal. v. Teorii Kodov i Shem 101
(1976), 3–10.
