Abstract-This paper considers a flexible frequency-selective link adaptation scheme for dynamic scheduling systems. Adaptation is performed based on mutual information metrics imposing no constraints on the scheduling and resource allocation. The proposed bit loading algorithm adjusts the codeword length to the available resource units such that codewords may be transmitted over several slots. Simulation results confirm the flexibility of the proposed algorithm which works irrespective of packet and slot lengths and yields a throughput close to the optimum.
I. INTRODUCTION
Adaptive transmission is an indispensable part of modern wireless communication systems and involves several aspects of the communication protocol. In particular, adaptive allocation of time and frequency resources in accordance with the available radio resources, the channel quality, as well as the user requirements is playing an important role in the quest for approaching the limits of wireless communications.
Modern packet-oriented multi-carrier systems comprise various functions which adapt to both the radio environment as well as the user and traffic requirements, e.g.
• the scheduler allocates resource units (RU) to the users.
The size and location in frequency of the RU may change dynamically • the link adaptation scheme, also called adaptive coding and modulation (ACM) adapts the data rate • the MAC and RLC protocols control the packet queues and trigger retransmissions in case of detected errors. There exist various dependencies between these functions, which make a joint design difficult: e.g. the scheduler depends on the channel state, the queue lengths, the QoS requirements of different data flows, while the ACM scheme depends principally on the channel but also on the packet lengths and should be ideally designed jointly with the HARQ (hybrid automatic repeat request) protocol.
In this paper, we consider the issues related with the combination of dynamic scheduling, frequency-selective link adaptation (bit-loading) and HARQ from a physical-layer point of view and show how a frequency-selective link adaptation can fit seamlessly into a highly dynamic system. Some of the aspects which are sometimes neglected in the design of ACM schemes involve the constraints imposed by the MAC protocol and the scheduler. Typically, the packet length is determined by higher-layer protocols and might not fit entirely into the resources provided by the scheduler for the current slot. Since the RUs are dynamic, as well as the queued packets, there is no fixed relation between their lengths and hence the link adaptation has to cope with this situation. In the following, we will show how packet encoding and scheduling can be separated in an efficient way from rate adaptation and bitloading, thus avoiding unnecessary segmentations.
Although ACM, bit-loading and resource allocation are problems that have been widely investigated, jointly optimum solutions have resulted very complex, in particular when taking practical constraints into account . In [1] , [2] , [3] , [4] theoretical efforts are made to address the problem from joint queueing and information theory.
Here, we focus on a link adaptation scheme, which does not impose any constraints on the scheduling and resource allocation but in turn makes the best out of the given resources. We propose a flexible bit-loading algorithm, which fits seamlessly into an OFDMA system with dynamic scheduling and a MAC protocol with hybrid automatic repeat request. In addition to jointly considering code rate adaption and bit-loading, we focus on the implications from dynamically varying resource units and given constraints on the packet lengths.
II. THE SYSTEM MODEL FROM DIFFERENT POINTS OF VIEW
The system model considers an OFDMA scheme provided with a dynamic scheduler which may allocate users both in time and frequency domain resources. It is common for OFDMA systems to establish a minimum resource unit that comprises n t OFDM symbols and n f subcarriers, often denoted as chunk. Typical values of this resource unit are n f = 8 subcarriers and n t = 12 OFDM symbols. We assume the size of the smallest resource unit is fixed and is designed a priori. The system model for the downlink is represented in Fig. 1 . For an individual link, both for the uplink and the downlink, the block diagram in Fig. 2 applies, where a subset of all available subcarriers is selected.
A. Scheduling
The scheduler controls the access of the users to the common radio resources and implements the multiple-access scheme. As illustrated in Fig. 1 , users' packets are stored in a buffer, to which the scheduler assigns specific time-frequency resources for its transmission over the wireless channel. The transmission of a packet involves a forward error correction (FEC) encoding followed by the link adaptation enabler in the form of a rate matching process followed by the adaptive modulation scheme.
The task of the scheduler is to allocate these time-frequency resources to the users. The allocation is performed in a nonoverlapping subset of chunks.
B. Link Adaptation
After the assignment of the RUs by the scheduler, each active user disposes of a set of chunks for which it can adapt its transmission parameters. We assume that the channel gains are known at the transmitter. Considering each chunk as a subchannel, the problem is well-known under the rubric of bit-loading. While the classical algorithms, starting with the famous Hughes-Hartogs algorithm [5] , focussed mainly on uncoded QAM, the combination with strong channel coding has been considered relatively recently [6] , [7] , [8] , [9] . From a more theoretical perspective, the classical water-filling solution for power allocation has long been considered as the reference until a more accurate formulation was found recently, which considers the discrete nature of the applied transmit alphabets [10] .
For the combination of FEC with bit-loading, in principle two alternatives are conceivable: one channel code for all subchannels or a separate code for each subchannel. While the latter approach promises a finer granularity, the former scheme turned out to be superior, mainly due to its higher coding gain [6] , [11] . This is intuitive because joint coding of all subcarriers leads to longer codewords and thus a better protection of the data.
C. Mapping of Packets to Slots
We assume that the packet length is fixed by the MAC or higher-layer protocols and the available RUs for the user are determined by the scheduler for each slot. It is therefore possible that many packets do not fit into one slot and have to be transmitted over several slots, as illustrated in Fig. 3 : while the first two packets are transmitted entirely in the first slot, the third packet is only started in the first slot, its transmission is continued in the second slot and it is terminated in the third slot. In addition to the variable size of the assigned RUs, the channel itself is also variable, such that even for the same RU size (i.e. the same number of QAM symbols), the number of coded bits M b varies. The main challenge for the rate adaptation is to cope with situations as illustrated for the third packet in Fig. 3 . To avoid packet segmentation, packets are preferably encoded into one codeword. Transmission of the codeword has then to start before the code rate can be determined.
III. MODULATION AND CODING
The underlying modulation and coding scheme, as depicted in Fig. 2 , consists of an encoder with a given mother code rate R m followed by a buffer for puncturing, which can also be used to implement an incremental redundancy based HARQ scheme, and a QAM mapper. For frequency-selective adaptation, i.e. bit-loading, the modulation is adapted per subchannel while one common channel code is applied to all subchannels of the link [11] , [12] .
The joint optimization of the modulation and coding rates for multicarrier transmission is not feasible in an exact way, since for a given practical channel code with an implementable decoder, usually no analytical expressions are available. While for uncoded QAM, there exist solutions for optimum bitloading [5] , [13] , for coded systems the problem becomes much more complex. An approach to avoid this complexity and to solve the problem of bit-loading with coded modulation very accurately is given by the separate description of coding and modulation. This can be done by considering the mutual information per coded bit as the key metric to characterize the interplay of coding and modulation [6] , [7] .
A. Capacity of the Modulation Scheme
We consider the capacity of the channel seen by the coding scheme, i.e. the mutual information between the bit vector c in Fig. 2 and its corresponding L-values in the receiver. With 2 m -QAM, we have m binary subchannels with capacities [14] , [15] C m,q (γ) I(c q ; y)
where q = 1, . . . , m and X q i is the subconstellation with the bit in position q fixed to the value of i. The capacity per QAM symbol is thus
This is actually the capacity of BICM (bit-interleaved coded modulation), which is slightly lower than the coded modulation capacity I(x; y), which is achieved by e.g. multilevel coding [15] . Although in our system we do not employ an interleaver between coding and modulation, the BICM capacity applies because the bits belonging to one QAM symbol are treated separately.
B. Characterization of the Channel Code
In this paper, we use the quasi-cyclic block LDPC code with mother code rate R m = 1/2 which has been selected as the reference FEC scheme in the EU project WINNER II [16] . Higher code rates with
are derived from the mother code by rate-compatible puncturing [17] . The performance in terms of word error ratio (WER) of this coding scheme has been obtained by simulations with QPSK over the fast Rayleigh fading channel with mean SNR γ. The corresponding bit-wise mutual information is then given by [18] , [19] I c = 1
with the β-function
and Ψ(x) being the Psi or Digamma function.
In the following, we employ this mutual information as the metric which constitutes the link between coding and modulation. It has been observed by several authors, e.g. [6] , [7] , that the performance of the coding scheme in terms of WER can accurately described by the mutual information per coded bit, (nearly) independent of the modulation scheme and the channel model. Interestingly, this metric also plays a central role in the EXIT chart tool for the design of iterative coding schemes [20] . For BICM over the AWGN channel, this mutual information is given by (1) as I c = C m,q (γ).
The obtained WER as a function of I c is depicted in Fig. 4 for p = 0, 1, . . . , 22. While these results have been obtained with QPSK over the fast Rayleigh fading channel, for which the closed-form relation (4) between the SNR and the mutual information is available, very similar results have been obtained for the AWGN channel and all considered modulations.
For a specific target WER, in the following set to P w,target = 0.01, we can relate the mutual information with the code rate and obtain a nearly linear function as can be observed in Fig. 5 1 . For the lowest code rate, a mutual information of I c,min = 0.59 is required.
For the adaptation of the code rate, it turns out to be convenient to express this relationship with the accumulated mutual information (ACMI) I w = NI c for a word of length N = 
IV. BIT-LOADING ALGORITHM
The following bit-loading scheme shares some basic ingredients with Stiglmayr's MI-ACM algorithm [6] : the link between coding and modulation is given by the bit-wise mutual information I c and the code rate is adapted according to the relationship between I c and R c in Fig. 5 . In the MI-ACM algorithm, the common code rate is computed by assuming a linear relation between I c and R c , and all coded bits of one slot are interleaved. Here, we consider the case that codewords may span several slots and therefore we cannot use an interleaver nor compute the code rate in the first slot if the codeword spans more than one slot. The details of this adaptation are specified next.
A. Adaptation of Modulation
The modulation is adapted such that the capacity is maximized with the constraint that the average bit-wise capacity is above the threshold I c,min which is determined by the mother code. Formally, this means for each SNR γ,
and is illustrated in Fig. 7 . The corresponding SNR thresholds for 2 m -QAM are given in Table I . The modulation is hence adapted according to the SNR on the subchannel and is completely independent of the code rate adaptation.
B. Adaptation of Code Rate
The difficulty for the determination of the code rate comes from the proposition to allow a codeword to span various slots. While the modulation is adapted subchannel-wise and independently from slot to slot, the transmission of a codeword has to start before its rate is known. The key idea to circumvent this difficulty relies on the rate-compatible puncturing which is implemented with a codeword buffer, from which the first N bits are taken to form a codeword with rate K/N and on the representation of the required ACMI as a function f w (N ) of the word length N (see Fig. 6 ). The rate adaptation algorithm simply increments the word length bit by bit until the ACMI reaches the required value.
The algorithm is specified in detail in Fig. 8 . The SNR on the n-th subchannel is denoted by γ n and b n ∈ {1, 2, 4, 6, 8} denotes the selected modulation rate per subchannel. For the adaptation of the code rate, the ACMI I w is incremented bit by bit with the corresponding bit-layer capacity. Once the ACMI is higher than the reference f w (N t ), the word length N (i) = N t is found and the variables I w and N t are reset to zero. Then, for the next codeword the mutual information is accumulated until the required value is reached. This process can extend over several slots as long as the values of I w and N t are stored. The minimum word length is determined by the highest code rate as N min = K Rc,max = 13 12 K and the maximum length is N max = K Rm = 2K, while N dec denotes the number of terminated codewords per slot. The process of incrementing N t and I w can be visualized by a trajectory, which is a piecewise linear function of the accumulated word length N t with slopes C m,q (γ n ). This trajectory increases until it exceeds the reference f w (N t ). In Fig. 6 , this trajectory is drawn for the case that the ACMI is incremented subchannelwise.
This formulation of the algorithm determines the word length with bit-wise granularity and considers the bit-layer BICM capacities C m,q according to (1) to increment the ACMI. A slightly simpler variant of the algorithm would work with the granularity of QAM symbols and not consider bitlayer capacities. For simplicity, the algorithm is formulated for the case that a subchannel is formed by a single QAM symbol, while in practical designs a subchannel corresponds to a chunk of e.g. 8 × 12 QAM symbols. The extension to this case is straightforward and offers a further possibility to decrease the granularity (now chunk-wise) and complexity.
The proposed algorithm, denoted ACMI-ACM for accumulated mutual information -adaptive coding and modulation is formulated in Fig. 8 in its simplest form. For implementation, there are some obvious possibilities to reduce its computational complexity: since I w is strictly increasing with N , instead of the linear search, a bisection approach can be used. Also, by reducing the granularity from bits to QAM symbols or chunks, the complexity reduces. Note also that the adaptation of the modulation may be done in a separate loop before the code rate adaptation.
V. SIMULATION RESULTS
In order to evaluate the performance of the described algorithm, we have performed simulations for the case of a highly dynamic system and compared them to the results achieved with the MI-ACM algorithm. In each slot, the scheduler allocates N ch chunks comprising n t n f = 96 QAM symbols to the user, where N ch is uniformly distributed between 1 and 25. The packet length (i.e. the message length) is fixed to K = 2304 bits, the code rate is adapted with bit-wise granularity from 1/2 to 12/13, while the modulation alphabet is selected between BPSK, QPSK, 16-QAM, 64-QAM and 256-QAM, i.e. b n ∈ {1, 2, 4, 6, 8}. The channel coefficients are constant within one chunk and are i.i.d. Rayleigh distributed from chunk to chunk.
With these parameters, the number of coded bits per chunk varies from 0 to 8 · N ch · 25 = 19200 bits. The probability that a packet fits entirely into a slot increases with the average SNR since the modulation rate also increases. For comparison, we applied the MI-ACM algorithm [6] , [12] , [21] with the message lengths K = 288 and K = 2304. In this case, an integer number of packets is transmitted per slot and the remaining bits have been exploited by lowering the code rate, which does not compromise the throughput but reduces the error rate. The achieved throughputs are illustrated in Fig. 9 while Fig. 10 shows the obtained word error rates. The proposed ACMI-ACM algorithm achieves a similar throughput as the MI-ACM algorithm [21] , [12] as long as the effect of short slots is not dominating. For K = 2304 and low SNR, most slots are too short to transmit a packet entirely and therefore the MI-ACM algorithm achieves significantly less throughput. In this scenario, MI-ACM requires shorter packet sizes. The error rates are below the pre-defined target in all cases. However, note that if packets of original length K = 2304 bits have to be segmented to messages of K = 288 bits, the corresponding WER should also be reduced if the same packet error rate is to be maintained.
These results confirm the flexibility of the proposed algorithm: it works irrespective of packet and slot lengths and yields a throughput close to the optimum that is achievable with a given channel code. On the other hand, for situations where the slot length is much higher than the codeword length, the MI-ACM algorithm in its original form already provides near-optimum performance. Therefore, the described ACMI-ACM algorithm, which may be considered an evolution of the original MI-ACM, is preferable when the size of the allocated resource units is highly variable.
VI. CONCLUSIONS
We have described a flexible frequency-selective link adaptation scheme which adjusts the modulation and the code rate separately, using the mutual information per coded bit as the link between them. The rate is adapted such that transmission of a codeword may commence before all required resource units have been allocated. This allows to transmit encoded packets in several slots while the transmit parameters are both matched to the packet length and the channel, without imposing any constraints on the packet length nor on the resource allocation. Simulation results show that the performance is close to optimum. 
