In this paper, we first develop an ergodic theory of an expectation-preserving map on a sublinear expectation space. Ergodicity is defined as any invariant set either has 0 capacity itself or its complement has 0 capacity. We prove, under a general sublinear expectation space setting, the equivalent relation between ergodicity and the corresponding transformation operator having simple eigenvalue 1, and also with Birkhoff type strong law of large numbers if the sublinear expectation is strongly regular. We also study the ergodicity of invariant sublinear expectation of sublinear Markovian semigroup. We prove that its ergodicity is equivalent to the generator of the Markovian semigroup having eigenvalue 0 and the eigenvalue is simple in the space of continuous functions. As an example we show that GBrownian motion on the unit circle has an invariant expectation and is ergodic. Moreover, it is also proved in this case that the invariant expectation is strongly regular and the canonical stationary process has no mean-uncertainty under the invariant expectation.
Introduction
The measure theoretical ergodic theory deals with a measure preserving mapθ : (Ω,F ) → (Ω,F ) such thatθP =P .
Here (Ω,F ,P ) is a probability space. The map induces a transformation operator from L p (Ω,F ,P ) into self for (p ≥ 1),
It is a linear isometry U 1 on L p (Ω,F ,P ) i.e. ||U 1 f || L p = ||f || L p , where ||f || L p = ( Ω |f | p dP ) 1 p . Recall that the measurable dynamical system {θ n } n∈N on (Ω,F,P ) is called ergodic if any invariant set A ∈F , i.e.θ −1 A = A, has either full measure or zero measure.
From the above concept, as any invariant set of an ergodic dynamical system has either 0 measure or full measure, so the ergodicity describes the indecomposable property of the system. This is equivalent to that the image of any positive-measure set will fill the entire space. Thus the orbit of almost every initial point underθ is dense inΩ and returns infinitely often to any positive-measure subset. The latter is known as Poincaré's recurrence theorem (c.f. [33] ).
Two elegant and fundamentally important equivalent descriptions of ergocity were discovered in literature. One is in terms of the spectrum of the transformation operator U 1 in the function space L 2 (Ω, dP ). As it is a unitary operator, so all the eigenvalues must be on the unit circle and as U 1 1 = 1 so 1 is an eigenvalue. The fundamental result here is thatθ is ergodic if and only if the eigenvalue 1 is simple. The other one is given by Birkhoff's theorem ( [2] ), known as the strong law of large numbers in the probability language. It says that a dynamical system is ergodic if and only if in the long run, the time average of a function along its trajectory is the same as the spatial average on the entire space with respect to the stationary measure ( [2] , [31] , [32] ).
Due to the spreading nature of random forcing, ergodicity is an important common feature of stochastic systems. It has aroused enormous interests of mathematicians (c.f. [7] , [11] , [16] ). A stochastic dynamical system on a Banach space X with Borel σ-field B(X) is a measurable random mapping or flow Φ : I × Ω × X → X with a metric dynamical system (Ω, F, θ t , P ), where the probability space (Ω, F, P ) is the space of the sources of noise describing uncertainty and randomness in the system. When Φ is Markovian and its Markovian semigroup has an invariant measure, one can construct, by the Kolmolgorov extension theorem, a canonical dynamical system (Ω,F,θ t ,P ), whereΩ = X I as the space of X valued functions,F is σ-field generated by cylindrical sets,P is a measure onF whose finite dimensional distributions are invariant measures on all the individual state space X. The canonical path is a stationary path andθ preservesP . This construction made it possible to define the ergodicity of stochastic systems with an invariant measure by that of the corresponding canonical deterministic dynamical system. It is well known that 1, is a simple eigenvalue of the Markovian semigroup iff the stochastic system is ergodic, and is a unique eigenvalue iff the stochastic system is weakly mixing. The latter is equivalent to the Koopman-von Neumann theorem. Recently, we have established the ergodic theory for periodic measures and observed that the Markovian semigroup has eigenvalues, {e i 2mπ τ t } m∈Z , for a τ > 0, on the unit circle apart from the eigenvalue 1 ([16] ).
In this paper, we will go beyond the measure space framework to establish an ergodic theory in a sublinear expectation setting. The existing ergodic theory was built on a measure space where the expectation/integration automatically exists and is linear. The sublinear expectation scenario is a sublinear functional setting where the existing ergodic theory deals the case with linear functionals. The lack of the dominated convergence and the Riesz representation create a lot of difficulty to the analysis of its dynamics. But the topology of a sublinear expectation space is still rich enough for us to define the ergodicity. Similar to the well-known measure theoretical ergodic theory in the classical setting, we call the new endeavour of ergodic theory of expectation preserving dynamical systems the "sublinear expectation theoretical ergodic theory". We will establish the equivalence in terms of the indecomposable property and spectrum of transformation operators. The law of large numbers also implies ergodicity, but the converse also holds under the strong regularity assumption.
We will also study Markovian stochastic dynamical systems with noise over a sublinear ex-pectation space where a Markovian semigroup framework is already available ( [26] ). Assume an invariant expectation exists. As in the case for linear probability case, in this paper, a canonical sublinear expectation space is constructed from an invariant expectation by the nonlinear Kolmogorov extension theorem. In the following, we always use (Ω, D, E) to denote a sublinear expectation space as the noise space and (Ω,D, {θ t },Ê) as an expectation preserved dynamical system. The latter could be the canonical dynamical system generated from a stochastic dynamical system over a sublinear expectation space (Ω, D, E) as its noise space. The ergodicity of stochastic systems is then given by that of the canonical dynamical systems. Its equivalence with a spectral property of the Markovian semigroup is also established.
We would like to point out that first a general expectation theoretical ergodic theory is established with no need of reference of stochastic dynamical system and noise, though it is applicable to the stochastic case.
As an example we show that the G-Brownian motion B(t) = √ tξ on the unit circle, where ξ has normal distribution N (0, [σ 2 ,σ 2 ]) with σ 2 > 0, has an ergodic invariant expectation. Moreover, the invariant expectation and its extension on the canonical path space are strongly regular so a Birkhoff type law of large numbers holds.
The concept of sublinear expectation is central in probability and statistics under uncertainty and useful in understanding uncertainty in statistics, measures of risk and superhedging in finance ( [1] , [5] , [14] , [18] ). For instance the risk of financial losses in a financial market, denoted by F , which forms a space of random variables. A coherent risk measure is a real valued (monetary value) functional with properties of constant preserving (cash invariance), monotonicity, convexity and positive homogeneity. It is equivalent to the sublinear expectationÊ[−F ]. A systematic stochastic analysis of nonlinear/sublinear expectation has been given in the substantial work [26] , [27] , [28] .
It is worth noting that economists already observed "nonlinearities" in the behaviour of real world trading in financial market due to heterogeneity of expectation-formation processes ( [6] , [9] , [19] , [20] , [34] ). Potentially biased beliefs of future price movements drive the decision of stock-market participants and create ambiguous volatility. To use sublinear expectations and G-Brownian motions to model ambiguity has been attempted in mathematical finance literature e.g. [5] , [15] .
With the help of the theory of nonlinear/sublinear expectations and Peng's observation of G-Brownian motions and associated stochastic analysis, it is clear now that the corresponding partial differential equations are fully nonlinear parabolic partial differential equations. They give the Markovian semigroup of G-diffusion processes. It is noted that fully nonlinear PDEs have been intensively studied in literature e.g. [3] , [23] , [24] . More recently, the viscosity solution of path dependent fully nonlinear PDEs has been of great interests ( [12] , [13] , [29] ). However, study of the dynamical properties of long time behaviour of G-diffusion processes are still missing. In this context, an ergodic theory will be key to the study of invariant properties, equilibrium and the statistical property of the stochastic dynamical systems under uncertainty. The analogue of Birkhoff's ergodic theorem reveals that large time average is given by space average. This could provide a new statistical machinery to study uncertainty while its spectrum equivalence would provide an analytic tool.
Our result on G-Brownian motion on the unit circle also says that the canonical stationary process, which is the process corresponding to the large time behaviour, has no mean-uncertainty under the invariant expectation. It is interesting to note that a theoretical economics model suggested in [34] contains both the pro-cyclical optimism in a short term and the mean-reverting mechanism in the long term. The latter aspect guarantees that stock prices eventually adjust to their fundamental values. It seems what we have proved here for the G-Brownian motion has some similarity with the phenomenon observed by economists. We are not claiming we proved the economic result mathematically since G-Brownian motion on the unit circle itself is not a correct model of the economics problem. But it would be of big interests to study ergodicity and no mean-uncertainty of limiting process in a great generality e.g. for real financial models.
Sublinear expectation theoretical ergodic theory
We first brief the concept of sublinear expectation for convenience. Let (Ω,F ) be a measurable space. Let L b (F ) be the linear space of allF-measurable real-valued functions such that supω ∈Ω |X(ω)| < ∞. LetD be vector lattice of real valued functions defined onΩ such that 1 ∈D and |X| ∈D if X ∈D.
(ii) Constant preserving:
(iii) Sub-additivity: for each X, Y ∈D, The representation result ( [1] , [8] , [17] ) says that there exists a family of linear expectations {E θ : θ ∈ Θ} defined onD such thatÊ[X] = sup θ∈Θ E θ [X] for X ∈D. By Daniell-Stone theorem, there exists a family of probability measures P = {P θ , θ ∈ Θ} on (Ω,F ), multiple prior probability measures, such that
The sublinear situation is very subtle due to short of the linearity for functionals. As a consequence, it is lack of the dominated convergence and the Riesz representation. This creates a lot of difficulty to the analysis of its dynamics. But the topology of a sublinear expectation space is still rich enough for us to define the ergodicity, which is in line with the classical definition in measure theoretical ergodic theory. However, this mission may not be possible in a nonlinear expectation space without assuming condition (iii) and (iv) in Definition 2.1. We observe that three different forms of ergodicity in terms of invariant sets, spectrum of transformation operators and strong law of large numbers are still equivalent under the sublinear expectation setting with slightly stronger functionals satisfying the strong regularity given below. We do not need the regularity definition immediately until Proposition 3.26, where it is used as an approximation procedure to prove the strong regularity. But we list it here for a comparison with the strong regularity condition.
Remark 2.4. (i).
The above definition is equivalent to that if for any A n ∈F, A n ↓ A and EI A = 0 we haveÊ[I An ] ↓ 0. This can be see from
(ii) A similar condition as strong regularity of Definition 2.3 was introduced in [26] . To be consistent with Definition 2.2 and to distinguish from the regularity condition, we call it the strong regularity assumption. Set the transformation operator U 1 :D →D by
Then expectation preserving ofθ is equivalent tô
Then {θ n } n∈N forms a family of measurable transformations from (Ω,F ) to itself and satisfies expectation preserving property and the semigroup property:
Thus {θ n } n∈N is a dynamical system on (Ω,D,Ê) and preserves the sublinear expectation. In the following we will denoteŜ = (Ω,D,Ê, {θ n } n∈N ) the dynamical system.
We use the notation of capacities from [4] and [10] . For a given set P of multiple prior probability measures on (Ω,D), we define a pair (V, v) of capacities by
Recall that a statement is called to hold quasi-surely if it is true for allω ∈Ω \ A for a set A with V(A) = 0 and v-almost surely (v − a.s.) if it is true for allω ∈Ω \ A for a set A with v(A) = 0.
If a set B ∈F satisfiesθ (iii) For every A ∈F withÊI A > 0, we haveÊI
have the following relations: (i) and (ii) are equivalent; (iii) implies (iv); (iv) implies (i). Moreover, ifÊ is strongly regular, then (ii) implies (iii) and all the above four statements are equivalent.
Proof. (i)⇒(ii). Assume B ∈F andÊIθ −1 B∆B = 0. Define
Then it is easy to see thatθ
Thus B ∞ is an invariant set. By the ergodicity assumption, we havê
Note for any n ∈ Nθ
So by the monotonicity and subadditivity ofÊ and the expectation preserving property ofθ,
Thus it follows from (2.8) and (2.9) that
From the above we haveÊ
But note as n → ∞,
So by the monotone (increasing) convergence of sublinear expectation ( [26] , [10] ), we have as n → +∞,Ê
Thus it follows from (2.11) thatÊ
It then follows by applying the monotonicity of sublinear expectation and (2.10) that
Note the strong regularity condition is not needed here. Thuŝ 
Therefore the assertion (ii) is proved.
−n A) c = 0. It then follows together with applying subadditivity and monotonicity ofÊ that,
Thus it is obvious that there must exist n ∈ N such thatÊ[
, then by assumption (iv) and invariant assumption of B,
This is a contradiction and thusÊI B = 0 orÊI B c = 0. So (i) is proved.
(ii)⇒(iii)under the strong regularity assumption. Assume A ∈F andÊI A > 0. Set
It is easy to see thatθ
where the notation A ∞ is used in the same fashion as in the proof of "(i)⇒(ii)". It is easy to see thatθ
According to assumption (ii), we know eitherÊI A∞ = 0 orÊI A c ∞ = 0. We claim the case that EI A∞ = 0 is impossible. Otherwise, I A∞ = 0 quasi-surely. It then follows that Iθ −n A 1 ↓ I A∞ = 0 quasi-surely. So asÊ is strongly regular so thatÊIθ −n A 1 → 0 as n → ∞. However by the expectation preserving property ofθ, the definition of A 1 and the monotonicity ofÊ,
We have a contraction. ThusÊI A c ∞ = 0 holds. Then it follows thatÊI A c
It is then obvious that all the four statements are equivalent under the strong regularity condition. (ii). Whenever ξ :Ω → R (or C) is measurable and U 1 ξ = ξ, then ξ is constant quasi-surely; (iii). Whenever ξ :Ω → R (or C) is measurable and U 1 ξ = ξ quasi-surely, then ξ is constant quasi-surely;
) is measurable and U 1 ξ = ξ quasi-surely, then ξ is constant quasi-surely.
Proof. It is trivial to see that (iii)⇒(ii)⇒(iv) and (iii)⇒(v)⇒(iv). It remains to show that (i)⇒(iii) and (iv)⇒(i).
(i)⇒(iii). Letθ be ergodic, ξ be measurable and U 1 ξ = ξ quasi-surely. We assume ξ to be real-valued as if ξ is complex-valued, we can consider the real and imaginary parts separately. we will prove ξ is a constant. Without any loss of generality we can assume ξ is real valued. If ξ is not a constant, then for a number α ∈ R, the sets A = {ω : ξ(ω) > α} and 
Moreover equalities in all the three inequalities in (2.14) hold for ξ satisfying ξ(θω) = ξ(ω) quasi-surely, i.e. then as n → ∞,
Remark 2.9. In fact, it will be shown that the ergodicity and the SLLN are equivalent ifÊ is strongly regular. This means you can use either of them as the definition of the dynamical system {θ n } n∈N being ergodic. Without the strong regularity assumption, the SLLN still implies ergodicity, but it is not clear the vice versa is true.
As U 1 1 = 1 by definition of U 1 . So it is obvious that 1 is an eigenvalue of
The following result is almost obvious, but fundamental. Theorem 2.10. IfŜ satisfies SLLN, then the eigenvalue 1 of U 1 on L 1 is simple andθ is ergodic.
Proof. Consider ξ that satisfies
Thus by the SLLN assumption, we have
This means that ξ is constant quasi-surely. Therefore the eigenvalue 1 of U 1 is simple. Finally by Theorem 2.7,θ is ergodic.
We now investigate the converse part of Theorem 2.10. For this we study the Birkhoff's ergodic theorem under sublinear expectation. Before doing this, we need the following lemma.
Proof. The proof is similar to the case of linear expectation given by Garsia (1965), so omitted here.
Define the space for some p ≥ 1,
and
Lemma 2.12. The space H p (and H p C ) is a Banach space.
We only need to prove the real valued random variable case. To see this, assume
then by the sublinearity ofÊ
i.e. ξ 1 + ξ 2 has no mean-uncertainty. Since ξ 2 has no mean-uncertainty, so does −ξ 2 . Thus from what we have proved, we conclude that ξ 1 − ξ 2 has no mean-uncertainty.
Thus if ξ 1 has no meanuncertainty, so does λ 1 ξ 1 . Similarly if ξ 2 has no mean-uncertainty, so does λ 2 ξ 2 . Then by what we have proved, λ 1 ξ 1 + λ 2 ξ 2 has no mean-uncertainty. Now when λ 1 > 0, λ 2 < 0, if ξ 1 and ξ 2 have no mean-uncertainty, then λ 1 ξ 1 and −λ 2 ξ 2 have no mean-uncertainty. Hence λ 2 ξ 2 has no mean-uncertainty. Thus λ 1 ξ 1 + λ 2 ξ 2 have no mean-uncertainty. This claim is also true for
Assume ξ n ∈ H p is a Cauchy sequence and with the limit ξ ∈ L p (Ω), i.e.
Then let's show that ξ also has no mean-uncertainty. In fact,
Then let n → ∞, we know the first two terms in above will go to 0 because of (2.18). Thuŝ
The following theorem is the Birkhoff ergodic theorem under sublinear expectation with the strong regularity assumption. Let I ⊂F be the collection of such sets A such that EI (θ −1 A)∆A = 0. Note for any ξ ∈ L 1 (Ω) and each P ∈ P, E P [ξ|I](ω) = E P [ξ|I](θω) quasi-surely as E P [ξ|I] is I measurable. Defineξ * , ξ * to be I-measurable random variables such that
quasi-surely for each P ∈ P.
Lemma 2.13. AssumeÊ is strongly regular. Then for any ξ ∈ L 1 (Ω) and ǫ > 0,
Proof. Recall S n is defined by (2.16). Let
Our goal is to proveÊ
Now applying the maximal ergodic theorem, we know thatÊ[
However, it follows that
Thus we get (2.19). DefineD
Applying the above result to −ξ, we can get v(D) = 0. Therefore (2.20) holds.
Theorem 2.14. AssumeÊ is strongly regular and the dynamical systemŜ is ergodic. Then SLLN holds, i.e. all the requirements in Definition 2.8 are satisfied.
Proof. Now we consider the case when the dynamical systemŜ is ergodic. Then for any A ∈ I, we have eitherÊI A = 0 orÊI A c = 0. Thus for any P ∈ P,
quasi-surely. Thus we can takeξ * =Ê(ξ) and ξ * = −Ê(−ξ), by Lemma 2.13,
Moreover recall what we have proved above that D defined above is an invariant set. Thus eitherÊI D = 0 orÊI D c = 0. We claim that the caseÊI D c = 0 is impossible. This is because
ThusÊI D = 0. Similarly one can prove thatÊID = 0. It follows from the subadditivity ofÊ thatÊI D∪D = 0. Note here that D andD depend on ǫ. Now we denote them by D ǫ andD ǫ . Above result says thatÊI D 1 n ∪D 1 n = 0 for all n ∈ N. Thus by the sub-additivity,
Thus (2.14) holds quasi-surely. Finally (2.15) follows from above and the no mean-uncertainty assumption easily.
Finally for any ξ satisfying ξ(θω) = ξ(ω) quasi-surely, by Theorem 2.7, ξ is constant quasisurely. Thus ξ satisfies no-mean uncertainly and (2.15). The SLLN is asserted. 
Consider a family of sublinear expectation parameterized by t ∈ R + : 
satisfies the following Chapman semigroup formula
There are many examples of sublinear Markov semigroups. We list some of them here, though they were already known, for the completeness and an aid to understand the problem we address here. 
This defines a sublinear Markov semigroup. Define Ω = C 0 (R + , R d ), the space of all R d -valued continuous functions (ω t ) t∈R + , with ω 0 = 0, equipped with the distance
Then there exists a sublinear expectation E, known as the
. It was proved in Theorem 2.5 in Chapter VI in [28] that there exists a weakly compact family of probability measures P on (Ω, B(Ω)) such that
Its canonical path is G-Brownian motion {B t } t≥0 on a sublinear expectation space (Ω, D, E) with B t ∈ D for each t ≥ 0 such that
(ii). For each t, s ≥ 0, the increment B t+s − B t is N ({0} × s ) distributed and independent of (B t 1 , B t 2 , · · · , B tn ), for each n ∈ N and 0 ≤ t 1 ≤ t 2 ≤ · · · ≤ t n ≤ t.
is the viscosity solution of the following G-heat equation
Then (T t ϕ)(x) = u(t, x) defines a semilinear Markovian semigroup.
4)
with initial condition X t = x. Define F :
and defines a sublinear Markovian semigroup for ϕ ∈ C b,lip (R d ).
In this section, we will give the construction of canonical dynamical system on path space under the assumption of the existence of invariant nonlinear expectations of Markovian semigroups. Then we follow the standard philosophy in literature to define the ergodicity of the canonical dynamical system as the ergodicity of the stochastic dynamical systems (c.f. [7] ). The invariant sublinear expectation has not been studied very much in literature. As far as we know, so far there is only one work ( [21] ) on the existence of invariant sublinear expectation for G-diffusion processes if the system is sufficiently dissipative. They tried to use the convergence of
to define ergodicity. Though this might work in the classical ergodic theory in the classical case of linear probability spaces, however, it is not the case in the sublinear expectation space scenario. Due to some essential difficulties caused by lacking of the linearity, convergence theorems etc, the convergence no longer implies the desired capacity result about invariant sets, neither vice versa. Thus it does not describe the indecomposibility or the property that the orbits of any nontrivial set sweep out the whole space, which are the essence of the ergodicity.
Firstly, we give the definition of an invariant expectation of nonlinear Markovian semigroups as a natural extension of invariant measures.
where
As an example, we consider a G-Brownian motion on the unit circle S 1 = [0, 2π] defined by X(t) = x + B(t) mod 2π, where B is a one-dimensional G-Brownian motion such that B(1) has normal distribution N (0, [σ 2 , σ 2 ]). Here σ 2 ≥ σ 2 > 0 are constants. For ϕ ∈ C b,lip (S 1 ), set
Then u is a viscosity solution of the following fully nonlinear PDE ( [27] )
Then according to [23] , [24] , when t > 0, u(t, x) is C 1,2 in (t, x), thus a classical solution for any t > 0. In fact, we can extend the solution to the case when ϕ is bounded and measurable and obtain a classical solution for any t > 0. Before we give this result, we need the following lemma about the strong regularity of T t .
Lemma 3.6. Assume σ 2 > 0, for T t defined in (3.7), we have for any t > 0, A n ∈ B(S 1 ) such that A n ↓ ∅, we have (T t I An )(x) ↓ 0.
Proof. From [10] , we know that for any function ϕ ∈ L b (B(S 1 )), 
(3.11)
By the heat kernel formula of Brownian motion on S 1 , we have Note the upper bound of (3.12) is independent of x, z and θ · , so it follows from (3.9) and (3.10) that
since Leb(A n ) → 0 as n → ∞.
Lemma 3.7. Assume σ 2 > 0 and ϕ ∈ L b (B(S 1 )), then for any t > 0, u(t, x) = T t ϕ(x) given by (3.7) is C 1,2 and a classical solution of (3.8).
Proof. Consider ϕ ∈ L b (B(S 1 )). First note there exists an increasing sequence of simple functions ϕ
n ↑ ϕ with ||ϕ
n || ∞ ≤ ||ϕ|| ∞ . Thus by the monotone convergence of sublinear expectation we know that
where {A 1 i } are Borel sets on S 1 . By a standard result (c.f. Taylor [30] ), there exists a finite number of open intervals whose union is denoted by B 0 i such that A 1 i △ B 0 i can be sufficiently small. Define
As the Brownian motion is nondegenerate (σ 2 > 0), so by Lemma 3.6, the expectation EI n (x + B(t)) is sufficiently close to u nm || ∞ ≤ ||ϕ (2) n || ∞ . By monotone convergence theorem,
Summarizing above, we conclude there exists a sequence of continuous functions ϕ n such that u n (t, x) = Eϕ n (x + B(t)) → u(t, x) = Eϕ(x + B(t)).
For any given δ > 0, by Krylov's result of the strongly regularity of fully nonlinear parabolic partial differential equation of non-degenerate type ( [23] , [24] ), we know that
for a constant M > 0 being independent of n and x. Thus the sequence u n (δ, x) = (T δ ϕ n )(x) of continuous functions is equi-continuous. Thus its limit u(δ, x) = (T δ ϕ)(x) is continuous in x. As T t ϕ = T t−δ T δ ϕ, by Krylov's result again, we can see that u(t, x) = T t ϕ(x) given by (3.7) is C 1,2 in (t, x) for any t > 0. 
is independent of δ > 0 and is the unique invariant expectation of T t , t ≥ 0. Moreover, T t ϕ →T ϕ as t → ∞.
Proof. For each ϕ ∈ L b (B(S 1 )), define m(ϕ) as integral of ϕ with respect to the Lebesgue measure (normalised) It is easy to see that if ϕ is convex, then T σ t ϕ(x) is a convex function of x for each t and
which is a concave function of x for each t. Then it is well-known that mT σ t ϕ = mϕ, mT σ t ϕ = mϕ, for t ≥ 0 and as t → ∞, for any x ∈ [0, 2π]
Thus if ϕ is convex or concave, then mT t ϕ = mϕ, (3.17) and as t → ∞, for any x ∈ [0, 2π]
Now we consider ϕ ∈ C Lip ([0, 2π]). It is well-known that there exist a convex function ϕ 1 and a concave function ϕ 2 such that ϕ = ϕ 1 + ϕ 2 . By the sublinearity of T t , we have
It follows from the linearity of m that
So (3.17) holds true for any Lipschitz function ϕ, so it is also true for ϕ ∈ C([0, 2π]) by a completion argument.
Moreover, for any ϕ ∈ C Lip ([0, 2π]), as above ϕ = ϕ 1 + ϕ 2 , ϕ 1 is convex and ϕ 2 is concave, we have when t → ∞, 
This leads to (3.18) for any ϕ ∈ C([0, 2π]). Now consider ϕ ∈ L b (B(S 1 )). By Lemma 3.7, for any δ > 0, (T δ ϕ)(x) is continuous in x. Applying (3.18) for continuous function, we have
So the last statement of the theorem is verified. But T t ϕ is independent of δ, then m(T δ ϕ) is independent of δ > 0, which means m(
Then for any t ≥ 0,T
ThusT is an invariant expectation. The uniqueness follows from the convergence of T t ϕ. Define Ω * = C(R, R d ), the space of all R d -valued continuous functions (ω * t ) t∈R equipped with the distance
as the space of all R d -valued functions on (−∞, +∞),F is the smallest σ-field containing all cylindrical sets ofΩ.
Given a nonlinear Markov semigroup T t , t ≥ 0 and the invariant sublinear expectationẼ[·], we can define the family of finite-dimensional nonlinear distributions of the canonical process
. . .
We now consider two different set-ups. The first one is to consider ϕ m :=T [ϕ m−1 (·)] and
In fact, TT t =T , for t ≥ 0 and
For a set of sequence of distinct real numbers I = {t 1 , t 2 , · · · , t m }, let I ′ = {t π 1 , t π 2 , · · · , t πm } be a permutation of I so that t π 1 < t π 2 , · · · < t πm . Define
The second set-up is to set ϕ m (x) := T t 1 [ϕ m−1 (·)](x) for t 1 ≥ 0 following [26] . Then
and 
It was already known that there exists a unique sublinear expectation E x with finite dimensional expectation E x = T x t 1 ,t 2 ,··· ,tm , m ∈ N, by applying the nonlinear Kolmogorov extension theorem ( [26] ). For our purpose, by applying Kolmogorov's theorem again, there exists a unique sub-linear expectation EẼ on L 1 0 (Ω) such that
. Now we write the canonical process and associated σ-field aŝ
21)
The processX t , t ∈ R, is Markovian in the sense that for h > 0
where the initial expectation ofX isT .
Now we introduce a group of invertible measurable transformation
Then it is easy to see that for any ϕ ∈ L 1 0 (Ω),
i.e.θ t EẼ = EẼ . Thusθ t is an expectation preserving (or distribution preserving) transformation. Thus SẼ = (Ω,D, (θ t ) t∈R , EẼ ) defines a dynamical system, called canonical dynamical system associated with T t , t ≥ 0 andẼ,θ t preserving the expectation EẼ for any function ϕ ∈ L 1 0 (Ω). The group θ t , t ∈ R induces a group of linear transformation U t , t ∈ R, either on the real space
Denote B(x, δ) = {y ∈ R d : |y − x| < δ}.
Definition 3.11. A stochastic processX(t), t ∈ R on (Ω,D, EẼ ) is said to be stochastically continuous if for any δ > 0, lim
Definition 3.12. A sublinear Markov semigroup T t , t ≥ 0 is said to be stochastically continuous if
Theorem 3.13. If a Markov semigroup T t , t > 0 is stochastically continuous, then
Since T t is stochastically continuous, we have lim t→0 T t f (x) = f (x).
Theorem 3.14. Let T t , t ≥ 0 be a stochastically continuous Markov semigroup andẼ be strongly regular. Then the corresponding canonical processX(t), t ∈ R on (Ω,D, EẼ ) is stochastically continuous.
Proof. Assume that T t , t ≥ 0 is stochastically continuous, then for any t > s and δ > 0, we have
by Markov property. Since T t , t ≥ 0 is stochastically continuous andẼ is strongly regular, we have lim
Proposition 3.15. If the semigroup T t , t ≥ 0 is stochastically continuous,Ẽ is strongly regular, then the dynamical system SẼ is continuous, i.e.
Proof. First we check (3.23) for all ξ ∈ Lip b,cyl (Ω), i.e. for all ξ of the form
Since from Theorem 3.14,X t is stochastically continuous, (3.23) follows or all ξ ∈ Lip b,cyl (Ω).
For any ξ ∈ L 2 G (Ω), there exist ξ n ∈ Lip b,cyl (Ω) such that for any ǫ > 0, there exists N > 0, such that for any n ≥ N , we have EẼ |ξ n − ξ| 2 < ǫ 9 .
Now for the fixed N , there exists a δ > 0,
The proposition is proved.
Mirrored by the discrete case, we can give the following definitions.
Definition 3.16. A set A ∈F is said to be invariant with respect to SẼ = (Ω,D,θ t , EẼ ) if for any t ∈ R, U t I A = I A , i.e. I A (θ tω ) = I A (ω) quasi surely.
We denote the collection of invariant sets by I. As U t 1 = 1 by definition of U t . So it is obvious that 1 is an eigenvalue of U t : L 2 0 → L 2 0 . Similar to the proof of Theorem 2.7 we can prove:
Theorem 3.18. The dynamical system SẼ is ergodic if and only if the eigenvalue 1 of U t is simple.
Definition 3.19.
A dynamical system SẼ = (Ω,D, (θ t ) t∈R , EẼ ) is said to satisfy the strong law of large numbers (SLLN) if
for any ξ ∈ L 2 0 and ξ ≥ 0, andξ and ξ satisfy U sξ =ξ and U s ξ = ξ for any s ≥ 0 quasi-surely. Moreover all equalities in (3.24) holds when ξ ≥ 0 satisfies U s ξ = ξ for all s ≥ 0 quasi-surely. Proof. Consider ξ ∈ L 2 0 (Ω) that satisfies
Consider ξ ≥ 0 first. As the dynamical system satisfies the SLLN, so
is a constant. Now we consider the case for general ξ satisfying U t ξ = ξ, t ≥ 0. This leads to U t ξ + = ξ + and U t ξ − = ξ − , t ≥ 0. Thus ξ + and ξ − are constants. Therefore the eigenvalue 1 of U t is simple. Ergodicity then follows from Theorem 3.18. Now let us prove the converse part of Theorem 3.20 under the strong regularity assumption.
Theorem 3.21. Assume the eigenvalue 1 of U t on L 2 0 is simple and EẼ is strongly regular. Then the dynamical system SẼ satisfies SLLN.
Proof. Assume 1 is a simple eigenvalue of U t on L 2 0 . For an arbitrary h > 0, ξ ∈ L 2 0 , ξ ≥ 0, define
and considerθ h , a fixed measure preserving transformation onΩ. Then
and therefore by Theorem 2.14,
] be the maximal nonnegtive integer less than or equal to
In particular, it follows thatξ * h = hξ * 1 . But it is easy to see that
, for all h ≥ 0. However, from the assumption,ξ * 1 should be a constant quasi-surely. Sō
This proves that the dynamical system SẼ satisfies the SLLN.
So the condition that U t ξ = ξ, quasi-surely, is equivalent to ϕ(ω(t)) = ϕ(ω(0)), quasi − surely and therefore ϕ(X(t)) = ϕ(X(0)), quasi − surely, (3.25) whereX(t), t ∈ R is the canonical process. To prove (3.25) , note that
By Markovian property and the assumption that T t ϕ = ϕ, T t (−ϕ) = −ϕ and |ϕ(ω(0))| 2 has no mean-uncertainty, we have
Note also
It turns out that |ϕ(X(t)) − ϕ(X(0))| = 0, quasi − surely.
The result is proved.
Lemma 3.23. Assume that ξ ∈ L 2 0 satisfies U t ξ = ξ, quasi-surely. Then for an arbitrary random variableξ ∈ L 2 0 which isF [−t,t] -measurable, t ≥ 0, we have
Proof. First we have for the sublinear expectation,
where we have usedX is a Markov process, that U tξ and U −tξ are respectivelyF [0,2t] -andF 0 -measurable and that U t is EẼ -preserving transformation.
By Jensen's inequality and sublinearity of EẼ, we have
Moreover, it follows from EẼ -preserving property of U t that
The result follows.
Now we are ready to prove the converse part of Proposition 3.22.
Thus by Lemma 3.23, lim
By Borel-Cantelli lemma ([10]), we can choose a quasi-surely convergent subsequence, still denoted by ϕ n (X(0)). Now we define ϕ(x) = lim n→∞ ϕ n (x) if the limit exists, 0 otherwise.
Then ξ = ϕ(X(0)). It follows from U t ξ = ξ that ϕ(X(t)) = U t ϕ(X(0)) = ϕ(X(0)).
By using conditional expectations, we have
The proof is complete.
By Theorem 3.18, Proposition 3.22 and Proposition 3.24, we can easily prove the following theorem. 
Applying Theorem 3.25, we can prove that the G-Brownian motion on the unit circe is ergodic as an example. Firstly, we need the following proposition where the no mean-uncertainty condition needed in Theorem 3.25 is proved in (ii) below. (ii) For each ϕ ∈ L b (B(S 1 )), ϕ(X(0)) has no mean-uncertainty with respect to the invariant expectationẼ.
(iii) There exists a weakly compact family of probability measures P on (Ω * , B(Ω * )).
(iv) The invariant expectationẼ is strongly regular. Moreover, for any A n ∈ B(S 1 ) such that
(v) Define for each ξ ∈ B(Ω * ), the upper expectation
Then for any F n ∈ B(Ω * ) such that I Fn ↓ 0, then E * [I Fn ] ↓ 0. Thus E * is strongly regular.
Proof. (i) Note by the sublinear expectation representation theorem, for the sublinear expectation EẼ on (Ω, L 1 0 (Ω)), there exists a family of linear expectations {E θ : θ ∈ Θ} such that
Note further that if {ϕ n } ∞ n=1 ⊂ C b,Lip ((S 1 ) m ) satisfies ϕ n ↓ 0, then by a similar argument as in the proof of Lemma 3.3 of Chapter I in [28] ,
and it follows from (3.27) that
But for each θ ∈ Θ, E θ is controlled by EẼ. Thus E θ [ϕ n (ω t 1 ,ω t 2 , · · · ,ω tm )] ↓ 0 as n → ∞. So by the Daniell-Stone Theorem (c.f. [28] ), there is a unique probability measure
Thus we have a family of finite dimensional distributions {Q θt , t ∈ T }. It is easy to check that {Q θt , t ∈ T } is consistent. By Kolmogorov's consistence theorem, there is a probability measure Q θ on (Ω,F ) such that {Q θt , t ∈ T } is the finite dimensional distribution of Q θ . The probability distribution Q θ is unique as by Daniell-Stone theorem, its finite dimensional distribution is unique so the uniqueness of Q θ follows from the monotone class theorem. It is now clear that E θ [X] = E Q θ [X] for any X ∈ Lip b,cyl (Ω). Thus it follows from (3.27) that
where P e is a family of probability measures on (Ω, B(Ω)). Define the associated capacity:
and the upper expectation of each B(Ω)-measurable real function X which makes the following definition meaningfulÊẼ
[X] = sup
On the space Lip b,cyl (Ω), EẼ =ÊẼ . Consider the canonical processX on (Ω, 28) where c > 0 is a constant independent of t and s. Then by the Kolmogorov continuity theorem for sublinear expectations (Theorem 1.36, Chapter VI, [28] ), the processesX has a continuous modification, denoted byX.
(ii). Now we prove for any ϕ ∈ L b (B(S 1 )), ϕ(X(0)) has no mean-uncertainty. We follow the 3-step approximation procedure of using a sequence of continuous functions to approximate ϕ. Note the no mean-uncertainty of ϕ(X(0)) when ϕ ∈ C b (S 1 ) follows from (3.13) and the fact thatT is a Lebesgue integral in this case automatically. Adopting the same notation as in the proof of Lemma 3.7, consider the increasing sequence of continuous functions ϕ
n , when m → ∞. First note by Remark 3.9 (i),
nm (X(0))).
(3.29)
By Lemma 2.12, we have ϕ
n (X(0)) has no mean uncertainty,
n (X(0)) has no mean uncertainty. As ϕ
n ↑ ϕ, by Lemma 2.12 again, ϕ(X(0)) has no mean uncertainty,Ẽ (−ϕ(X(0))) = −Ẽ(ϕ(X(0))).
(iii). In the following we will find a weakly compact family of probability measures P on (Ω * , B(Ω * )) such that the upper expectation (3.26) gives a sublinear expectation on P on (Ω * , B(Ω * )) with finite dimensional expectation of ϕ(ω
For each Q θ ∈ P e , let Q θ •X −1 which is a probability measure on (Ω * , B(Ω * )) induced bỹ X from Q θ and set P 1 = {Q θ •X −1 : Q θ ∈ P e }. Then similar to (3.28), we havê
Applying the moment criterion for the tightness of Kolmogorov-Chentsov's type, we conclude that P 1 as a family of probability measures on (Ω * , B(Ω * )) is tight. Denote P the closure of P 1 under the topology of weak convergence. Then P is weakly compact. Notē
Then by a similar argument as in Theorem 2.5, Chapter VI in [28] , we have P =P 1 , which is the closure of P 1 under the topology of weak convergence, and (iv). From Remark 3.9,T φ is linear in φ. So it is obvious thatẼ is regular. It is also strongly regular if for any A n ∈ B(S 1 ) such that I An ↓ 0, then by (3.13) and Lemma 3.6, we haveẼ[I An ] ↓ 0.
(v). For P given in (ii), we define the associated G-capacity On Lip b,cyl (Ω * ), E * =ĒẼ and it is regular as P is a weakly compact family of probability measures on (Ω * , B(Ω * )). Now consider for any F n ∈ B(Ω * ), such that I Fn ↓ 0. Define
Moreover, define Then it is easy to see that ξ n (ω) is continuous in ω ∈ Ω * , I Fn ≤ ξ n and ξ n ↓ 0 as n → ∞. By the regularity of E * , we have that E * [ξ n ] ↓ 0 as n → ∞. It follows that E * [I Fn ] ↓ 0. Proof. Consider ϕ ∈ L b (B(S 1 )) with T t ϕ = ϕ and T t (−ϕ) = −ϕ, t ≥ 0. From the convergence result that as t → ∞, T t ϕ →T ϕ in Theorem 3.8, it is easy to know that ϕ =T ϕ so ϕ is constant. Note |ϕ(X(0))| 2 have no mean-uncertainty with respect to the invariant expectatioñ E by Proposition 3.26 andX is a modification ofX, thus |ϕ(X(0))| 2 have no mean-uncertainty. By Theorem 3.25, the invariant expectation is ergodic.
Remark 3.28. Following the strong regularity result of E * in Proposition 3.26, and the ergodicity results for the G-Brownian motion on the unit circle, it follows that SLLN holds by Theorem 3.21. Moreover, by the no mean-uncertainty result, all the equalities hold for inequalities in SLLN (3.24) in this case.
Inspired by Theorem 3.25, we observe that the study of the ergodicity of the invariant expectationT is equivalent to the study of the spectrum of the semigroup T t on the space of L b (B(R d )). It is noted that due to the constant preserving property of the nonlinear expectation, the sublinear semigroup T t on L b (B(R d )) has eigenvalue 1. Theorem 3.25 says that 1 is a simple eigenvalue of T t on L b (B(R d )). Denote in general u(t, x) = T t ϕ(x) satisfies ∂ ∂t u = G(u), u(0, x) = ϕ(x). (3.33) Here the solution of (3.33) is understood in the sense of viscosity solution. It is easy to see even G is nonlinear, one still has lim t→0 T t ϕ − ϕ t = G(ϕ), (3.34) for ϕ being a twice differentiable functions. It is easy to see that G(c) = 0 for any constant c. This suggests that 0 is an eigenvalue of the generator G in the space of twice differentiable functions. However, if G(ϕ) = 0 and ϕ is twice differentiable, it is easy to see that T t ϕ = ϕ. So ϕ is constant. This observation can be extended to the extension of operator G in the space of continuous functions if we use the idea of viscosity solutions under more conditions on the operator G. For this, assume that a twice differentiable function ψ : R d → R 1 satisfies G(u) ≥ 0 iff ψ is convex and G(u) ≤ 0 iff ψ is concave. Let ϕ is viscosity solution of G(ϕ) = 0. Then if ψ, ψ are twice differentiable functions such that ψ ≥ ϕ ≥ψ and ψ(x) = ϕ(x) and ψ(x) = ϕ(x) for some x,x ∈ R d . Then G(ψ)(x) > 0 and G(ψ)(x) < 0. So ψ is convex in a neighbourhood of x, andψ is concave in a neighboroughhood of x ′ . Notice that x and x ′ are actually arbitrary. So the above observation suggests that the function ϕ must be linear. With an appropriate boundary condition such as the periodic boundary or the Neumann condition for a bounded domain or the boundedness condition in the R d case, we may be able to conclude that the function ϕ is constant.
In the last part of the paper, as an example we consider G-Brownian motion on the unit circle again. The corresponding infinitesimal generator is G(u) = A function ϕ that satisfies the above two properties must be a linear function. Now from the periodic boundary of ϕ, we conclude easily that ϕ is a constant.
