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Abstract This paper is devoted to the design of efficient primal-dual algorithm (PDA) for solving
convex optimization problems with known saddle-point structure. We present a PDA with non-
monotonically updating and larger step sizes, only using a local information of the linear operator
rather than its norm or some line-search procedures. The proposed method has the same low
computational cost as original PDA per iteration, but extends the acceptable range of parameters
to obtain larger step sizes. The convergence and ergodic convergence rate are established under
the larger range of parameters, and in case when one of the prox-functions is strongly convex. The
numerical experiments illustrate the improvements in efficiency from the low computational cost
and larger step sizes.
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1 Introduction
Let X , Y be two finite-dimensional real vector spaces equipped with an inner product 〈·, ·〉 and its
corresponding norm ‖ · ‖ =√〈·, ·〉. We are focusing on the following primal problem
min
x∈X
f(Kx) + g(x), (1)
where
– K : X → Y is a bounded linear operator, with operator norm L = ‖K‖;
– f :→ (−∞,+∞] and g : X → (−∞,+∞] are proper lower semicontinuous convex functions.
Let f∗ denotes the Legendre-Fenchel conjugate of the function f , and K∗ the adjoint of the
operator K, then f∗ is a proper, convex, lower-semicontinuous (l.s.c.) function. The dual problem
of (1) reads as:
min
y∈Y
f∗(y) + g∗(−K∗y). (2)
✉ Xiaokai Chang
xkchang@lut.cn
1 School of Science, Lanzhou University of Technology, Lanzhou, Gansu, P. R. China.
2 School of Mathematics and Statistics, Xidian University, Xi’an, Shaanxi, P. R. China.
3 School of Mathematics and Information Science, Xianyang Normal University, Xianyang, P. R. China.
2 Xiaokai Chang1,2 et al.
Actually, problem (1) together with its dual (2) is equivalent to the following convex-concave saddle
point problem
min
x∈X
max
y∈Y
g(x) + 〈Kx, y〉 − f∗(y). (3)
By introducing an auxiliary variable z, problem (1) can be written as two-block separable
convex optimization:
min f(z) + g(x)
s.t. Kx− z = 0, (4)
x ∈ X, z ∈ Y.
The convex-concave saddle point problem (3) and its primal problem with forms (1) and (4)
are widely presented in many disciplines, including mechanics, signal and image processing, and
economics [6–9, 17, 18, 28]. Saddle point problems are ubiquitous in optimization as it is a very
convenient way to represent many nonsmooth problems, and it in turn often allows to improve the
complexity rates from O(1/√N) to O(1/N). However, the saddle point problem (3) is a typical
example where the two simplest iterative methods, the forward-backward method and the Arrow-
Hurwicz method [3], will not work.
Many efficient methods have been proposed for solving problem (3), for instance, alternating
direction method of multipliers (ADMM) [8, 11, 12, 19], extrapolational gradient methods [2, 21,
22, 25], primal-dual algorithms (PDA) [10, 14, 20, 33, 37] and their accelerated and generalized
versions [23,26,30]. Here, we concentrate on the most simple first-order PDA and its acceleration.
The iterative scheme of the original PDA [14,26, 33] with fixed step sizes reads as
yn+1 = proxλnf∗(yn + σKzn+1),
xn+1 = proxλng(xn − τK∗yn+1),
zn+1 = xn+1 + δ(xn+1 − xn),
 (5)
where δ is called an inertial or extrapolation parameter, τ > 0 and σ > 0 are regarded as step sizes.
When δ = 0 in (5), the primal-dual procedure (5) reduces to the Arrow-Hurwicz algorithm [1],
which has been highlighted in [38] for TV image restoration problems. In [14], it was shown that the
primal-dual procedure (5) is closely related to many existing methods including the extrapolational
gradient method [34], the Douglas- Rachford splitting method [15], and the ADMM.
The convergence of (5) was proved in [14] under assumptions δ = 1 and τσL2 < 1. Of course, it
requires knowing the operator norm L of K to determine step sizes, namely, one need to compute
the maximal eigenvalue λmax(K
∗K). For simple and sparse K it can not matter, however, for large
scale dense matrix K computation of norm is much more expensive. Moreover, the eigenvalues of
K∗K can be quite different, so the step sizes governed by the maximal eigenvalue will be very
conservative. Even if one can use a diagonal precondition [33] to overcame this drawback, but still
there is no strong evidence that such precondition improves or at least does not worsen the speed
of convergence of PDA.
Generally, larger step sizes often yield a faster convergence, a linesearch thus was introduced
to gain the speed improvement in [26]. It is known that, the linesearch requires the extra proximal
operator or evaluations of K, or even both in every linesearch iteration, they will turn to be
computationally expensive in situations, where the proximal operator is hard to compute and
somewhat expensive. In addition, the complexity estimates become not so informative, as they
only say how many outer iterations one needs to reach the desired accuracy in which the number
of linesearch iterations is of course not included. The linesearch in [26] is to find a proper step size
τn satisfying √
βτn‖K∗yn+1 −K∗yn‖ ≤ α‖yn+1 − yn‖ (6)
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with β > 0 and α ∈ (0, 1), while the upper bound 1 of α may hamper larger step sizes. To avoid
the estimate of Lipschitz constant L and linesearch procedure, some adaptive algorithms were
presented recently in [13, 27, 36]. These methods do not require a linesearch to be run, and their
step sizes are computed using current information about the iterates.
Contributions. Our purpose here is to propose an efficient PDA with non-monotonically
updating step sizes (PDA-U for short) rather than with linesearch to be run, and to study whether
the upper bound of α in (6) can be improved for getting larger step sizes. We extend the range of δ
to ]
√
5−1
2 ,+∞[, obtain a larger value of α (can close to
√
ϕ ≈ 1.272, ϕ =
√
5+1
2 is the golden ratio),
and then improve the range of step sizes. The step sizes are adaptively obtained by the aid of an
inverse local Lipschitz constant of K∗, thus they are separated from zero. Moreover, we prove that
PDA-U converges with ergodic rate O(1/N) for the primal-dual gap, and introduce an accelerated
version of PDA-U under the assumption that the primal or dual problem is strongly convex. The
theoretical rate of convergence can be further improved to yield an ergodic rate of convergence
O(1/N2) for the primal-dual gap.
The paper is organized as follows. In Section 2, we provide some useful facts and notations.
Section 3 is devoted to our basic PDA with non-monotonically updating step sizes. We prove the
convergence and establish the ergodic convergence rate for the primal-dual gap. In Section 4 we
propose an accelerated versions of PDA-U under the assumption that the primal or dual problem
is strongly convex. In addition, we consider a more general problem and introduce a generalized
PDA-U. The implementation and numerical experiments, for solving some problems tested in the
existing literatures, are provided in Section 5. We conclude our paper in the final section.
2 Preliminaries
We state the following notations and facts on the well-known properties of the proximal operator
and Young’s inequality. Some properties are included in textbooks such as [4].
Let g : X → (−∞,+∞] be a proper lower semicontinuous convex functions, the proximal
operator proxλg : X → X is defined as proxλg(x) = (I+λ∂g)−1(x), λ > 0, x ∈ X , and explicitly as
proxλg(x) = argmin
y∈X
{
g(y) +
1
2λ
‖x− y‖2
}
, ∀x ∈ X,λ > 0.
Fact 1 [4] Let g : X → (−∞,+∞] be a convex function. Then for any λ > 0 and x ∈ X,
p = proxλg(x) if and only if
〈p− x, y − p〉 ≥ λ[g(p)− g(y)], ∀y ∈ X.
Fact 2 Let {an}n∈N, {bn}n∈N be two nonnegative real sequences and ∃N > 0 such that
an+1 ≤ an − bn, ∀n > N.
Then {an}n∈N is convergent and limn→∞ bn = 0.
Fact 3 (Young’s inequality) For any a, b ≥ 0 and ε > 0, we have
ab ≤ a
2
2ε
+
εb2
2
.
The following identity (cosine rule) appears in many convergence analyses and we will use it
many times. For any x, y, z ∈ Rn,
〈x− y, x− z〉 = 1
2
‖x− y‖2 + 1
2
‖x− z‖2 − 1
2
‖y − z‖2. (7)
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We assume that the solution set of problem (3) is nonempty and denoted by S. Let (x¯, y¯) be a
saddle point of problem (3), i.e. (x¯, y¯) ∈ S, it therefore satisfies
Kx¯ ∈ ∂f∗(y¯), − (K∗y¯) ∈ ∂g(x¯),
where ∂f∗ and ∂g are the subgradients of the convex functions f∗ and g. For more details on the
theory of saddle point, see [4]. Throughout the paper we will assume that f and g are proper (or
simple), in the sense that their resolvent operator has a closed-form representation.
By the definition of saddle point, for any (x¯, y¯) ∈ S we have
Px¯,y¯(x) := g(x)− g(x¯) + 〈K∗y¯, x− x¯〉 ≥ 0, ∀x ∈ X, (8)
Dx¯,y¯(y) := f
∗(y)− f∗(y¯)− 〈Kx¯, y − y¯〉 ≥ 0, ∀y ∈ Y. (9)
The primal-dual gap can be expressed as Gx¯,y¯(x, y) = Px¯,y¯(x) + Dx¯,y¯(y). In certain cases when
it is clear which saddle point is considered, we will omit the subscript in P , D and G. It is also
important to highlight that functions P (·) and D(·) are convex for fixed (x¯, y¯) ∈ S.
3 Primal-Dual Algorithm with Non-monotonically Updating Step Sizes
In this section, we state our fully adaptive Primal-Dual Algorithm with non-monotonically Updat-
ing step sizes (PDA-U) and explore its convergence. The algorithm preserves the same computa-
tional cost per iteration as (5) (i.e., without linesearch), the step sizes are updated by the aid of
an inverse local Lipschitz constant of K∗ and larger than that obtained using linesearch in [26].
Algorithm 1 (PDA-U for solving (3))
Step 0. Take δ ∈]
√
5−1
2 ,+∞[, choose a sequence {φn}n∈N with φn ∈ [1, 1+δδ ] and limn→+∞ φn = 1,
x0, y0 ∈ X, λ0 = λ1 > 0, β > 0 and α ∈]0, 1√
δ
[. Set n = 0.
Step 1. Compute
xn+1 = proxλng(xn − λnK∗yn), (10)
zn+1 = xn+1 + δ(xn+1 − xn),
yn+1 = proxλn+1f∗(yn + βλn+1Kzn+1). (11)
Step 2. Update
λn+2 =
{
min
{
α‖yn+1−yn‖√
β‖K∗yn+1−K∗yn‖ , φnλn+1
}
, if K∗yn+1 −K∗yn 6= 0,
λn+1, otherwise.
(12)
Step 3. Set n← n+ 1 and return to step 1.
Remark 1 It is clear that the computation per iteration of PDA (5) and Step 1 in PDA-U are
the same. Before the updating of step sizes, we have to compute K∗yn and K∗yn+1 for the next
iteration, and then during the updating should compute ‖yn+1 − yn‖ and ‖K∗yn+1 − K∗yn‖, but
this is cheap and comparable with the cost of a vector-vector. Hence, the cost per iteration of PDA
(5) and PDA-U are almost the same for all cases.
Remark 2 As in [26], parameter β plays the role of the ratio σ
τ
between fixed steps in PDA. We
can always set δ ∈]
√
5−1
2 ,+∞[ and choose fixed steps λ and βλ with βλ2 ≤ α
2
L2
(α ∈]0, 1√
δ
[) in
PDA-U. For brevity of establishing convergence, different step sizes λn and λn+1 are used in (10)
and (11), respectively. So we have to take two step sizes to compute xn+1 and yn+1, then obtain
the next step size λn+2 during each iteration.
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Remark 3 The role of multiplier φn ∈ [1, 1+δδ ] is to allow step sizes to increase during all it-
erations, which fulfills that the step sizes can be updated non-monotonically, unlike the updating
strategies presented in [36].
Remark 4 Let ϕ =
√
5+1
2 be the golden ratio, then α can close to
√
ϕ(> 1.27) when δ closes to 1
ϕ
,
it means the step sizes can be larger than 1.27√
βL˜
(here L˜ is a local Lipschitz constant of the operator
K∗). Namely, we extend the range of δ and then improve the upper bound of α, which results in
larger step sizes that will be more efficient for numerical experiments. Furthermore, if δ = 1, then
α < 1, in this sense the step sizes agree with that introduced in [14,26].
Lemma 1 Let {λn}n∈N be a sequence generated by PDA-U, then {λn}n∈N is bounded, lim
n→∞
λn > 0
and lim
n→∞
λn
λn−1
= 1.
Proof. If K∗yn+1 −K∗yn 6= 0, we have ‖K∗yn+1 −K∗yn‖2 ≥ L0‖yn+1 − yn‖2 with L0 > 0 being
the minimum non-zero eigenvalue of KK∗. This together with (12) ensures that {λn}n∈N is upper
bounded due to λn+2 = λn+1 when K
∗yn+1 −K∗yn = 0. On the other hand, note that K∗ is a
L-Lipschitz continuous mapping with L = ‖K‖, we have
α‖yn+1 − yn‖
‖K∗yn+1 −K∗yn‖ ≥
α‖yn+1 − yn‖
L‖yn+1 − yn‖ =
α
L
forK∗yn+1−K∗yn 6= 0, which implies {λn}n∈N has a lower bound min{ α√βL , λ0}. By limn→+∞ φn =
1, we have λ := lim
n→∞
λn > 0, consequently, lim
n→∞
λn
λn−1
= 1. 
The properties of the generated step sizes, shown in Lemma 1, are vital for establishing con-
vergence of PDA-U. In sequel, we give an observation on the convergence by using the properties
obtained in Lemma 1.
3.1 Convergence Analysis
This section devotes to the convergence theorem of PDA-U. First, we give the following lemmas
for any δ ∈]
√
5−1
2 ,+∞[, which play a crucial role in the proof of the main theorem.
Lemma 2 Let (x¯, y¯) ∈ S, and {(xn, yn)}n∈N be a sequence generated by PDA-U. Defining
ηn := (1 + δ)P (xn)− δP (xn−1) +D(yn), (13)
then for any (x, y) ∈ X × Y , we have
λnηn ≤ 〈xn+1 − xn, x¯− xn+1〉+
〈
1
β
(yn − yn−1), y¯ − yn
〉
+
〈
λn(zn − xn)
δλn−1
, xn+1 − zn
〉
+λn〈K∗yn −K∗yn−1, zn − xn+1〉.
Proof. By (10), (11) and Fact 1, we have
〈xn+1 − xn + λnK∗yn, x¯− xn+1〉 ≥ λn[g(xn+1)− g(x¯)], (14)〈
1
β
(yn − yn−1)− λnKzn, y¯ − yn
〉
≥ λn[f∗(yn)− f∗(y¯)]. (15)
Similarly as in (14), for any x ∈ X we have
〈xn − xn−1 + λn−1K∗yn−1, x− xn〉 ≥ λn−1[g(xn)− g(x)].
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Substituting x = xn+1 and x = xn−1 in the inequality above, we obtain
〈xn − xn−1 + λn−1K∗yn−1, xn+1 − xn〉 ≥ λn−1[g(xn)− g(xn+1)], (16)
〈xn − xn−1 + λn−1K∗yn−1, xn−1 − xn〉 ≥ λn−1[g(xn)− g(xn−1)]. (17)
Multiplying (17) by δ and then adding it to (16) yields
〈xn − xn−1 + λn−1K∗yn−1, xn+1 − zn〉 ≥ λn−1[(1 + δ)g(xn)− g(xn+1)− δg(xn−1)], (18)
where we use zn = xn+ δ(xn−xn−1). Multiplying (18) by λnλn−1 and using zn = xn+ δ(xn−xn−1)
again, we get〈
λn(zn − xn)
δλn−1
+ λnK
∗yn−1, xn+1 − zn
〉
≥ λn[(1 + δ)g(xn)− g(xn+1)− δg(xn−1)]. (19)
Note that
〈K∗yn −K∗y¯, zn − x¯〉 = 〈Kzn −Kx¯, yn − y¯〉, (20)
adding (14) and (15) to (19) gives
〈xn+1 − xn, x¯− xn+1〉+
〈
1
β
(yn − yn−1), y¯ − yn
〉
+
〈
λn(zn − xn)
δλn−1
, xn+1 − zn
〉
+λn〈K∗yn −K∗yn−1, zn − xn+1〉 − λn〈K∗y¯, zn − x¯〉+ λn〈Kx¯, yn − y¯〉
≥ λn[f∗(yn)− f∗(y¯)] + λn[(1 + δ)g(xn)− g(x¯)− δg(xn−1)]. (21)
Recalling the definitions of P and D in (8) and (9), and
(1 + δ)g(xn)− g(x¯)− δg(xn−1) + 〈K∗y¯, zn − x¯〉
= (1 + δ)[g(xn)− g(x¯) + 〈K∗y¯, xn − x¯〉]− δ[g(xn−1)− g(x¯) + 〈K∗y¯, xn−1 − x¯〉]
= (1 + δ)P (xn)− δP (xn−1),
we can rewrite (21) as
〈xn+1 − xn, x¯− xn+1〉+
〈
1
β
(yn − yn−1), y¯ − yn
〉
+
〈
λn(zn − xn)
δλn−1
, xn+1 − zn
〉
+λn〈K∗yn −K∗yn−1, zn − xn+1〉
≥ λn[D(yn) + (1 + δ)P (xn)− δP (xn−1)],
the proof is completed with the definition of ηn in (13). 
Lemma 3 Let (x¯, y¯) ∈ S, and {(xn, yn)}n∈N be a sequence generated by PDA-U. Then, for any
ε > 0, defining
an : = ‖xn − x¯‖2 + 1
β
‖yn−1 − y¯‖2 + 2λn−1(1 + δ)P (xn−1), (22)
bn : = (
λn
δλn−1
− αελn
λn+1
)‖xn+1 − zn‖2 +
(
1− λn
δλn−1
)
‖xn+1 − xn‖2 + δλn
λn−1
‖xn − xn−1‖2
+
1
β
(
1− αλn
ελn+1
)
‖yn − yn−1‖2, (23)
we have
an+1 ≤ an − bn.
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Proof. By Lemma 2, (7) and Cauchy-Schwarz inequality, we obtain
‖xn+1 − x¯‖2 + 1
β
‖yn − y¯‖2 + 2λn(1 + δ)P (xn)
≤ ‖xn − x¯‖2 + 1
β
‖yn−1 − y¯‖2 + 2λnδP (xn−1)− 2λnD(yn)
− λn
δλn−1
[‖zn − xn‖2 + ‖xn+1 − zn‖2] +
(
λn
δλn−1
− 1
)
‖xn+1 − xn‖2 − 1
β
‖yn − yn−1‖2
+2λn‖K∗yn −K∗yn−1‖‖xn+1 − zn‖
≤ ‖xn − x¯‖2 + 1
β
‖yn−1 − y¯‖2 + 2λnδP (xn−1)− 2λnD(yn)
− λn
δλn−1
[‖zn − xn‖2 + ‖xn+1 − zn‖2] +
(
λn
δλn−1
− 1
)
‖xn+1 − xn‖2
+
2α√
β
λn
λn+1
‖yn − yn−1‖‖xn+1 − zn‖ − 1
β
‖yn − yn−1‖2. (24)
Using Fact 3 with any ε > 0, we have
2√
β
‖yn − yn−1‖‖zn − xn+1‖ ≤ 1
εβ
‖yn − yn−1‖2 + ε‖xn+1 − zn‖2. (25)
Combining (24) with (25), by zn − xn = δ(xn − xn−1) we have
‖xn+1 − x¯‖2 + 1
β
‖yn − y¯‖2 + 2λn(1 + δ)P (xn)
≤ ‖xn − x¯‖2 + 1
β
‖yn−1 − y¯‖2 + 2λnδP (xn−1)− 2λnD(yn)
−( λn
δλn−1
− αελn
λn+1
)‖xn+1 − zn‖2 −
(
1− λn
δλn−1
)
‖xn+1 − xn‖2 − δλn
λn−1
‖xn − xn−1‖2
− 1
β
(
1− αλn
ελn+1
)
‖yn − yn−1‖2. (26)
Since (x¯, y¯) is a saddle point, then D(yn) ≥ 0 and P (xn−1) ≥ 0. Together with δ > 0 and
0 < λn ≤ 1+δδ λn−1, the proof is completed by the definitions of an and bn. 
Theorem 1 Let (x¯, y¯) ∈ S and {(xn, yn)}n∈N be a sequence generated by PDA-U. Then it is a
bounded sequence in X × Y and all its cluster points are solutions of (3). Moreover, if g| dom g is
continuous then the whole sequence {(xn, yn)} converges to a solution of (3).
Proof. By Lemma 1, we observe lim
n→∞
λn
λn+1
= 1 and lim
n→∞
λn
λn−1
= 1. Setting ε = 1√
δ
in Lemma 3,
since α < 1√
δ
and δ ∈]
√
5−1
2 ,+∞[ we deduce
lim
n→∞
( λn
δλn−1
− αελn
λn+1
) = 1
δ
− α√
δ
> 0,
lim
n→∞
(
1− αλn
ελn+1
)
= 1− α√δ > 0,
lim
n→∞
(
1− λn−1
δλn−2
+ δλn
λn−1
)
= 1− 1
δ
+ δ > 0.
 (27)
Under this situation, there exists an integer N > 2, such that for any n > N ,
λn
δλn−1
− αλn√
δλn+1
> 0,
1− α
√
δλn
λn+1
> 0,
1− λn−1
δλn−2
+ δ λn
λn−1
> 0.
 (28)
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By xn+1 − xn = zn+1−xn+1δ , Lemmas 1 and 3 with ε = 1√δ we deduce
∞∑
n=N+1
(an+1 − an)
≤ −
∞∑
n=N+1
(
λn
δλn−1
− αλn√
δλn+1
)‖xn+1 − zn‖2 − 1
β
∞∑
n=N+1
(
1− α
√
δλn
λn+1
)
‖yn − yn−1‖2
−
∞∑
n=N+2
(
1− λn−1
δλn−2
+
δλn
λn−1
)
‖xn − xn−1‖2 − δλN+1
λN
‖xN+1 − xN‖2
≤ 0. (29)
This together with an ≥ 0 implies that {an}n∈N is bounded. It follows from (28) that lim
n→∞
‖xn+1−
zn‖ = 0, lim
n→∞
‖xn+1 − xn‖ = 0 and lim
n→∞
‖yn+1 − yn‖ = 0.
By the definition of an in (22), the sequence {(xn+1, yn)}n∈N is bounded because {an}n∈N is
bounded. Let {(xnk+1, ynk)}k∈N be a subsequence that converges to some cluster (x∗, y∗), then
znk → x∗. Applying Fact 1, we deduce that
〈xnk+1 − xnk + λnkK∗ynk , x− xnk+1〉 ≥ λnk [g(xnk+1)− g(x)]〈
1
β
(ynk − ynk−1)− λnkKznk , y − ynk
〉
≥ λnk [f∗(ynk)− f∗(y)],
}
(30)
for any (x, y) ∈ X × Y , which implies (x∗, y∗) is a saddle problem (3) by passing to the limit and
the fact λn is separated from 0.
We take (x¯, y¯) = (x∗, y∗) in the definition of an and label as a∗n. Notice that {λn}n∈N is bounded
and P (x∗, ·) is continuous when g| dom g is continuous, hence, P (xnk)→ 0. Using (29) gives
0 ≤ lim
j→∞
a∗j ≤ lim
k→∞
a∗nk+1
= lim
k→∞
(
‖xnk+1 − x∗‖2 +
1
β
‖ynk − y∗‖2 + 2λnk(1 + δ)P (xnk)
)
= 0,
which means xn+1 → x∗ and yn → y∗. This completes the proof. 
Remark 5 Actually for PDA-U with δ ≥ 1, as lim
n→∞
(
1− λn
δλn−1
)
≥ 0, there exists an integer
N1 > 2, such that bn ≥ 0 for any n > N1 from the proof of Theorem 1. Combining with Fact 2 and
Lemma 3, {an}n∈N is convergent and lim
n→∞
bn = 0. Hence the proof of convergence can be simplified
if the case of δ ≥ 1 is only considered.
Remark 6 From [26], the condition of g| dom g to be continuous is not restrictive: it holds when
dom g is an open set (this includes all finite-valued functions) or g = δC for any closed convex set
C. Moreover, it holds for any separable lower semicontinuous convex function from [4, Corollary
9.15].
3.2 Ergodic Convergence Rate
In this section, we investigate the convergence rate of the ergodic sequence {(Xj, Yj)}j∈N defined
in (31), similar as that in [26]. Firstly, recall that lim
n→∞
λn
λn−1
= 1, there exists N̂ > N (N is from
Theorem 1) such that δλn
λn−1
+1− 1
δ
> 0 for any n > N̂ . Then we will show the ergodic rate O(1/j)
of convergence for the primal-dual gap.
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Theorem 2 Let {(xn, yn)}n∈N be a sequence generated by PDA-U and (x¯, y¯) ∈ S. There exists a
n > N̂ and a sufficiently large J ∈ N (depending on n), we define
sj =
j∑
l=n
λl, Xj =
λnδxn−1 +
∑j
l=n λlzl
λnδ + sj
, Yj =
∑j
l=n λlyl
sj
, (31)
for any j > J , then
G(Xj , Yj) = P (Xj) +D(Yj) ≤ 1
2sj
[
‖xn − x¯‖2 + 1
β
‖yn−1 − y¯‖2 + 2δλnP (xn−1)
]
.
Proof. First of all, we have by the definition of ηn in (13) and (26) that
2λnηn ≤ ‖xn − x¯‖2 − ‖xn+1 − x¯‖2 + 1
β
‖yn−1 − y¯‖2 − 1
β
‖yn − y¯‖2 − bn, (32)
where bn is defined in (23). Recalling (28), for any n > N̂(> N), we have
2λnηn
≤ ‖xn − x¯‖2 − ‖xn+1 − x¯‖2 + 1
β
‖yn−1 − y¯‖2 − 1
β
‖yn − y¯‖2
−
(
1− λn
δλn−1
)
‖xn+1 − xn‖2 − δλn
λn−1
‖xn − xn−1‖2.
Fixed n > N̂ and summing from l = n to j > n, we get
‖xn − x¯‖2 + 1
β
‖yn−1 − y¯‖2 − ‖xj+1 − x¯‖2 − 1
β
‖yj − y¯‖2 ≥ 2
j∑
l=n
λlηl + ζn,j
with
ζn,j =
δλn
λn−1
‖xn − xn−1‖2 +
(
1− λj
δλj−1
)
‖xj+1 − xj‖2. (33)
If δ ≥ 1, according to lim
n→∞
λn
λn−1
= 1 there exists a sufficiently large J1 ∈ N, for any j > J1 we
have ζn,j ≥ 0 as lim
j→∞
(
1− λj
δλj−1
)
≥ 0. Otherwise for δ < 1, since ‖xn+1 − xn‖ → 0(n → +∞),
there exists a n > N̂ such that ‖xn−xn−1‖ 6= 0 (else ‖xj+1−xj‖ = ‖xn−xn−1‖ = 0, then ζn,j = 0
and x
N̂
is a solution), and a sufficiently large J2 ∈ N satisfying ‖xj+1 − xj‖ ≤ ‖xn − xn−1‖ 6= 0
for any j > J2. Consequently,
ζn,j ≥
(
δλn
λn−1
+ 1− λj
δλj−1
)
‖xj+1 − xj‖2 ≥ 0,
due to lim
j→∞
(
δλn
λn−1
+ 1− λj
δλj−1
)
= δλn
λn−1
+ 1− 1
δ
> 0. Let J = max{J1, J2}, we deduce ζn,j ≥ 0 for
the fixed n > N̂ and any j > J .
Note that
j∑
l=n
λlηl = λj(1 + δ)P (xj) +
j∑
l=n+1
[(1 + δ)λl−1 − δλl)]P (xl−1)− δλnP (xn−1) +
j∑
l=n
λlD(yl).
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By convexity of P (·), we observe
λj(1 + δ)P (xj) +
j∑
l=n+1
[(1 + δ)λl−1 − δλl)]P (xl−1)
≥ (λnδ + sj)P
(
λn(1 + δ)xn +
∑j
l=n+1 λlzl
λnδ + sj
)
= (λnδ + sj)P
(
λnδxn−1 +
∑j
l=n λlzl
λnδ + sj
)
≥ sjP (Xj),
where sj =
∑j
l=n λl. Similarly,
j∑
l=n
λlD(yl) ≥ sjD
(∑j
l=n λlyl
sj
)
= sjD(Yj).
Hence
j∑
l=n
λlηl ≥ sj [P (Xj) +D(Yj)]− λnδP (xn−1),
and we conclude
G(Xj , Yj) = P (Xj) +D(Yj) ≤ 1
2sj
[
‖xn − x¯‖2 + 1
β
‖yn−1 − y¯‖2 + 2δλnP (xn−1)
]
,
which finishes the proof. 
Notice that {λn}n∈N has a lower bound τ := min{ α√βL , λ0} from the proof of Lemma 1. Fix
n > N̂ , we get sj ≥ (j − n+ 1)τ . This implies sj → +∞ when j → +∞ and PDA-U has the same
O(1/j) ergodic rate of convergence when j > J .
4 Accelerated and Generalized PDA-U
In this section, we consider accelerated and generalized versions of the primal-dual algorithm, when
our updating strategy is adapted.
4.1 Acceleration
In many cases, the speed of convergence of PDA crucially depends on the ratio β between primal
and dual steps. It is shown in [5, 14, 26, 29, 31] that in case g or f∗ are strongly convex, one can
modify PDA and derive O(1/N2) convergence by adapting alterable β. We show that the same
holds for PDA-U with δ ≥ 1 and when a special strategy is used to update λn. Due to the symmetry
of the primal and dual variables in the problem (3) and our method PDA-U, we will only treat the
case where g is strongly convex for simplicity, the case where f∗ is strongly convex is completely
equivalent.
Assume that g is γ-strongly convex, i.e.,
g(x2)− g(x1) ≥ 〈u, x2 − x1〉+ γ
2
‖x2 − x1‖2, x1, x2 ∈ X,u ∈ ∂g(x1),
and the parameter γ is known. Exploiting the strong convexity of g, we introduce the following
accelerated PDA-U (APDA-U).
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Algorithm 2 (Accelerated PDA-U for solving (3) when g is γ-strongly convex.)
Step 0. Take δ ∈ [1,+∞[, choose a sequence {φn}n∈N with φn ∈ [1, 1+δδ ] and limn→+∞ φn = 1,
x0, y0 ∈ X, λ0 = λ1 > 0, β0 > 0 and α ∈]0, 1√δ [. Set n = 0.
Step 1. Compute
xn+1 = proxλng(xn − λnK∗yn),
zn+1 = xn+1 + δ(xn+1 − xn),
βn+1 = βn(1 + γλn+1), (34)
yn+1 = proxλn+1f∗(yn + βn+1λn+1Kzn+1).
Step 2. Update
λn+2 =

min
{
α‖yn+1−yn‖√
βn+1‖K∗yn+1−K∗yn‖
,
√
βn√
βn+1
φnλn+1
}
, if K∗yn+1 −K∗yn 6= 0,
√
βn√
βn+1
λn+1, otherwise.
(35)
Step 3. Set n← n+ 1 and return to step 1.
The main difference of the accelerated variant APDA-U from the basic PDA-U is that now we
have to update βn+1 by βn+1 = βn(1+γλn+1) in every iteration, and obtain λn+2 from the special
strategy (35), which will result in the unboundedness of {βn}n∈N and λn → 0(n→ +∞). Even so,
the desired properties can be established for the sequences {βn}n∈N and {λn}n∈N, shown in the
following Lemma. Also notice that the accelerated algorithm above coincides with PDA-U when a
parameter of strong convexity γ = 0.
Lemma 4 Let {λn}n∈N and {βn}n∈N be sequences generated by APDA-U, then
(i) 0 < λn ≤ 1+δδ λn−1, limn→∞λn = 0 and limn→∞
λn
λn−1
= 1;
(ii) there exists C > 0 such that βn ≥ Cn2 for all n > 0.
Proof. (i) The result 0 < λn ≤ 1+δδ λn−1 is clear as
√
βn√
βn+1
< 1 and δ ≥ 1. Let σn :=
√
βn−1λn,
using (35) yields
σn+2 =
{
min
{
α‖yn+1−yn‖
‖K∗yn+1−K∗yn‖ , φnσn+1
}
, if K∗yn+1 −K∗yn 6= 0,
σn+1, otherwise.
By the similar techniques as in Lemma 1, {σn}n≥1 is bound and has a lower bound min{αL , σ1},
then its limit lim
n→∞
σn(:= σ) exists and σ > 0.
Suppose that λn 9 0 when n → +∞, we observe βn → +∞ as βn+1 = βn(1 + γλn+1) and
λn > 0, then σn → +∞, which is a contradiction. Thus, we have λn → 0. Consequently, we deduce
lim
n→∞
βn+1
βn
= lim
n→∞
(1 + γλn+1) = 1,
and
lim
n→∞
λn+1
λn
= lim
n→∞
σn+1
σn
√
βn−1√
βn
= 1.
(ii) By (35) and φn ≥ 1, we find
λn+2 =
α‖yn+1 − yn‖√
βn+1‖K∗yn+1 −K∗yn‖
≥ α√
βn+1L
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or
λn+2 ≥
√
βn√
βn+1
λn+1 ≥
√
βn√
βn+1
√
βn−1√
βn
· · ·
√
βn0√
βn0+1
α√
βn0L
=
α√
βn+1L
for some n0 < n such that λn0+2 =
α‖yn0+1−yn0‖√
βn0+1‖K∗yn0+1−K∗yn0‖
. Then, we have
βn+1 = βn(1 + γλn+1) ≥ βn
(
1 + γ
α√
βnL
)
= βn + γ
α
√
βn
L
. (36)
By induction, there exists C > 0 such that βn ≥ Cn2 for all n > 0. 
From Lemma 4 (i), Lemmas 2 and 3 are still valid with βn instead of β, but Theorem 1 is not
necessarily in place due to λn → 0. In sequel, we explain that our accelerated method APDA-U
yields essentially the same rate O(1/j2) of convergence for the primal dual gap, though we will not
be able to prove convergence of {yn}n∈N.
Instead of (14), now one can use a stronger inequality
〈xn+1 − xn + λnK∗yn, x¯− xn+1〉 ≥ λn[g(xn+1)− g(x¯) + γ
2
‖xn+1 − x¯‖2]. (37)
In turn, using (37) and the definition of ηn yields a stronger version of (32) (also with βn instead
of β).
(1 + γλn+1)‖xn+1 − x¯‖2 + βn+1
βn
1
βn+1
‖yn − y¯‖2 + 2λnηn
≤ ‖xn − x¯‖2 + 1
βn
‖yn−1 − y¯‖2 − bn. (38)
Since βn+1
βn
= 1 + γλn+1 in APDA-U. For brevity let
An := ‖xn − x¯‖2 + 1
βn
‖yn−1 − y¯‖2,
then (38) gives
βn+1An+1 + 2βnλnηn ≤ βnAn − βnbn.
Recalling (28), for any n > N , we have
βn+1An+1 + 2βnλnηn ≤ βnAn − βn
(
1− λn
δλn−1
)
‖xn+1 − xn‖2 − βn δλn
λn−1
‖xn − xn−1‖2.
Since δ ≥ 1, there exists N1 ≥ N such that 1 − λnδλn−1 ≥ 0 for any n > N1. Fix n > N1 and sum
from l = n to j > n, we get
βnAn − βj+1Aj+1 ≥ 2
j∑
l=n
βlλlηl.
Defining
sj =
j∑
l=n
βlλl, Xj =
λnδxn−1 +
∑j
l=n βlλlzl
βnλnδ + sj
, Yj =
∑j
l=n βlλlyl
sj
,
for any j > n, and using the similar process as in Theorem 2, we observe
βj+1Aj+1 + 2sjG(Xj , Yj) ≤ βnAn + 2δβnλnP (xn−1).
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From this we deduce that the sequence {yn}n∈N is bounded and
G(Xj , Yj) ≤ 1
2sj
[βnAn + 2δβnλnP (xn−1)],
‖xj+1 − x¯‖2 ≤ 1
2βj+1
[βnAn + 2δβnλnP (xn−1)] .
Then follows Lemma 4, for some constant C1 > 0 we have
‖xj+1 − x¯‖2 ≤ C1
(j + 1)2
.
From (36), we get βn+1 − βn ≥ γ α
√
βn
L
. Since
βnλn = βnλn+1
λn
λn+1
=
λn
λn+1
βn+1 − βn
γ
≥ λn
λn+1
α
√
βn
L
≥ λn
λn+1
α
√
Cn
L
,
we obtain sj =
∑j
l=n βlλl = O(j2) using limn→∞
λn
λn+1
= 1. This means that for some constant C2 > 0,
G(Xj , Yj) ≤ C2
j2
.
Finally, we have shown the following result:
Theorem 3 Let {(xn, yn)}n∈N be a sequence generated by APDA-U. Then ‖xj− x¯‖ = O(1/j) and
G(Xj , Yj) = O(1/j2).
4.2 Generalized PDA-U
In this section we consider the more general problem
min
x∈X
max
y∈Y
g(x) + h(x) + 〈Kx, y〉 − f∗(y), (39)
which is the convex-concave saddle-point form of the primal minimization problem
min
x∈X
f(Kx) + g(x) + h(x).
Here in addition to the previous assumptions, we suppose that h is a proper, lower semicontinuous,
convex function, with ∇h Lipschitz continuous on X , i.e. there exists a Lh > 0 such that
‖ ∇h(x) −∇h(y) ‖≤ Lh ‖ x− y ‖, ∀x, y ∈ X.
Clearly, the convexity and Lipschitz continuity of h implies that
0 ≤ h(y)− h(x)− 〈∇h(x), y − x〉 ≤ Lh
2
‖y − x‖2, ∀x, y ∈ X. (40)
Algorithm 3 (Generalized PDA-U (GPDA-U) for solving (39))
Step 0. Take δ ∈]
√
5−1
2 , 1], choose a sequence {φn}n∈N with φn ∈ [1, 1+δδ ] and limn→+∞ φn = 1,
x0, y0 ∈ X, λ0 = λ1 > 0, λ̂ > 0, β > 0 and α ∈]0, 1[. Set n = 0.
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Step 1. Compute
xn+1 = proxλng(xn − λnK∗yn),
zn+1 = xn+1 + δ(xn+1 − xn),
yn+1 = proxλn+1f∗ [yn + βλn+1(Kzn+1 −∇h(yn))]. (41)
Step 2. Compute
a = β‖K∗yn+1 −K∗yn‖2,
b = β[h(yn+1)− h(yn)− 〈∇h(yn), yn+1 − yn〉],
c = −α‖yn+1 − yn‖2.
Step 3. Update
λn+2 =
{
min
{√
b2−ac−b
a
, φnλn+1, λ̂
}
, if a 6= 0,
λn+1, otherwise.
(42)
Step 4. Set n← n+ 1 and return to step 1.
The constant λ̂ in GPDA-U is given only to ensure the upper bound of {λn}n∈N. Hence, it
makes sense to choose λ̂ quite large. Note that in case h ≡ 0, GPDA-U corresponds exactly to
PDA-U. If K∗yn+1 −K∗yn 6= 0, then a > 0 and c < 0, consequently 0 < λn+2 ≤
√
b2−ac−b
a
, which
implies that λn+2 is a solution of the inequalities λ > 0 and aλ
2 + 2bλ + c ≤ 0. Furthermore, it
follows from
√
b2−ac−b
a
> 0 when a 6= 0 and lim
n→+∞
φn = 1 that the sequence {λn}n∈N generated by
GPDA-U is convergent,
lim
n→+∞
λn > 0, and lim
n→+∞
λn
λn−1
= 1.
Let (x¯, y¯) be any saddle point of (39), we briefly sketch the proof of convergence. Similarly to
(14), (15), and (19), we get
〈xn+1 − xn + λnK∗yn, x¯− xn+1〉 ≥ λn[g(xn+1)− g(x¯)],〈
1
β
(yn − yn−1)− λn(Kzn −∇h(yn−1), y¯ − yn
〉
≥ λn[f∗(yn)− f∗(y¯)],〈
λn(zn−xn)
δλn−1
+ λnK
∗yn−1, xn+1 − zn
〉
≥ λn[(1 + δ)g(xn)− g(xn+1)− δg(xn−1)].
Adding them gives us
〈xn+1 − xn, x¯− xn+1〉+
〈
1
β
(yn − yn−1), y¯ − yn
〉
+
〈
λn(zn − xn)
δλn−1
, xn+1 − zn
〉
+λn〈K∗yn −K∗yn−1, zn − xn+1〉 − λn〈K∗y¯, zn − x¯〉+ λn〈Kx¯, yn − y¯〉
+λn〈∇h(yn−1), y¯ − yn〉
≥ λn[f∗(yn)− f∗(y¯)] + λn[(1 + δ)g(xn)− g(x¯)− δg(xn−1)]. (43)
By the updating (42), we deduce aλ2n+1 + 2bλn+1 + c ≤ 0, i.e.,
α
2β
‖yn − yn−1‖2 − 1
2
‖K∗yn −K∗yn−1‖2λ2n+1 ≥ λn+1[h(yn)− h(yn−1)− 〈∇h(yn−1), yn − yn−1〉].
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Since h(y¯) − h(yn−1) − 〈∇h(yn−1), y¯ − yn−1〉 ≥ 0 from (40), combining it with inequality above,
multiplied by λn
λn+1
, we get
α
2β
λn
λn+1
‖yn − yn−1‖2 − 1
2
λn
λn+1
‖K∗yn −K∗yn−1‖2λ2n+1
≥ λn[h(yn)− h(y¯)− 〈∇h(yn−1), yn − y¯〉].
This together with (43) gives
〈xn+1 − xn, x¯− xn+1〉+
〈
1
β
(yn − yn−1), y¯ − yn
〉
+
〈
λn(zn − xn)
δλn−1
, xn+1 − zn
〉
+λn〈K∗yn −K∗yn−1, zn − xn+1〉 − λn〈K∗y¯, zn − x¯〉+ λn〈Kx¯, yn − y¯〉
+
α
2β
λn
λn+1
‖yn − yn−1‖2 − 1
2
λn
λn+1
‖K∗yn −K∗yn−1‖2λ2n+1
≥ λn[(f∗ + h)(yn)− (f∗ + h)(y¯)] + λn[(1 + δ)g(xn)− g(x¯)− δg(xn−1)].
For any (x¯, y¯) ∈ S we have
D˜(y) := (f∗ + h)(y)− (f∗ + h)(y¯)− 〈Kx¯, y − y¯〉 ≥ 0, ∀y ∈ Y. (44)
Now we can rewrite (43) as
λnη˜n ≤ 〈xn+1 − xn, x¯− xn+1〉+
〈
1
β
(yn − yn−1), y¯ − yn
〉
+
〈
λn(zn − xn)
δλn−1
, xn+1 − zn
〉
+λn〈K∗yn −K∗yn−1, zn − xn+1〉
+
α
2β
λn
λn+1
‖yn − yn−1‖2 − 1
2
λn
λn+1
‖K∗yn −K∗yn−1‖2λ2n+1.
where η˜n := (1+ δ)P (xn)− δP (xn−1)+ D˜(yn). By cosine rules (7) and Cauchy-Schwarz inequality,
we obtain
‖xn+1 − x¯‖2 + 1
β
‖yn − y¯‖2 + 2λn(1 + δ)P (xn)
≤ ‖xn − x¯‖2 + 1
β
‖yn−1 − y¯‖2 + 2λnδP (xn−1)− 2λnD˜(yn)
− λn
δλn−1
[‖zn − xn‖2 + ‖xn+1 − zn‖2] +
(
λn
δλn−1
− 1
)
‖xn+1 − xn‖2 − 1
β
‖yn − yn−1‖2
+2λn‖K∗yn −K∗yn−1‖‖xn+1 − zn‖+ α
β
λn
λn+1
‖yn − yn−1‖2 − λn
λn+1
‖K∗yn −K∗yn−1‖2λ2n+1.
Using Fact 3 with ε = 1, we have
2λn‖K∗yn −K∗yn−1‖‖xn+1 − zn‖ ≤ λn
λn+1
[λ2n+1‖K∗yn −K∗yn−1‖2 + ‖xn+1 − zn‖2].
Consequently, we observe by the definition (22) of an that
an+1 ≤ an − λn
δλn−1
‖zn − xn‖2 − ( λn
δλn−1
− λn
λn+1
)‖xn+1 − zn‖2 −
(
1− λn
δλn−1
)
‖xn+1 − xn‖2
− 1
β
(1− αλn
λn+1
)‖yn − yn−1‖2,
from which the convergence of {(xn, yn)}n∈N to a saddle point of (39) can be derived in a similar
way as in Theorem 1, when δ ∈]
√
5−1
2 , 1], α ∈]0, 1[ and g| dom g is continuous.
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5 Numerical Experiments
We present numerical results to demonstrate the computational performance of PDA-U (Algorithm
1), its acceleration (Algorithm 2) and generation (Algorithm 3)1 for solving some minimization
problems with saddle-point structure. The following state-of-the-art algorithms are compared to
investigate the computational efficiency:
– Tseng’s forward-backward-forward splitting method used as in [24, Section 4] (denoted by
“FBF”), with β = 0.7, θ = 0.99;
– Proximal gradient method (denoted by “PGM”), with fixed step 1‖K‖2 ;
– Proximal extrapolated gradient methods [24, Algorithm 2] (denoted by “PEGM”), with line
search and α = 0.41, σ = 0.7;
– Primal-Dual algorithm with linesearch [26] (denoted by “PDA-L”), with µ = 0.7, α = 0.99,
and τ0 =
√
min{n,m}
‖K‖F .
– FISTA [5,29] with standard linesearch (denoted by “FISTA”), with β = 0.7, λ0 = 1;
We denote the random number generator by seed for generating data again in Python 3.8. All
experiments are performed on an Intel(R) Core(TM) i5-4590 CPU@ 3.30 GHz PC with 8GB of
RAM running on 64-bit Windows operating system.
There are many choices of the sequence {φn}n∈N satisfying φn ∈ [1, 1+δδ ] and limn→+∞φn = 1,
but in the earlier iterations the large range of λn is benefit for selecting proper step size, we thus
use
φn =
{
1+δ
δ
, if n ≤ nˆ;
1+δ+n−n̂
δ+n−n̂ , if n > n̂,
(45)
for a given nˆ ∈ N. For PDA-U, we set α = 1.27 when δ = 0.6181, and α = 0.99 when δ = 1.
Problem 1 (LASSO) We want to minimize:
min
x
φ(x) :=
1
2
||Kx− b||2 + µ||x||1
where K ∈ Rm×n is a matrix data, b ∈ Rm is a given observation, and x ∈ Rn is an unknown
signal.
We can rewrite the problem above in a primal-dual form as follows:
min
x∈Rn
max
y∈Rm
g(x) + 〈Kx, y〉 − f∗(y), (46)
where f(p) = 12 ||p− b||2, f∗(y) = 12 ||y||2 + (b, y) = 12 ||y + b||2 − 12 ||b||2 and g(x) = µ||x||1.
We set seed = 1 and generate some random w ∈ Rn in which s random coordinates are drawn
from N (0, 1) and the rest are zeros. Then we generate ν ∈ Rm with entries drawn from N (0, 0.1)
and set b = Kw + ν. The matrix K ∈ Rm×n is constructed in one of the following ways:
1. n = 1000,m = 200, s = 10, µ = 0.1. All entries of K are generated independently from N (0; 1).
The s entries of w are drawn from the uniform distribution in [−10, 10].
2. n = 2000, m = 1000, s = 100, µ = 0.1. All entries of K are generated independently from
N (0, 1). The s entries of w are drawn from N (0, 1).
For the primal-dual form (46) of Problem 1, we apply primal-dual methods, and for the problem
in a primal form we apply PGM and FISTA. For this we set h(x) = f(Ax) and get ∇h(x) =
K∗(Kx − b). The values of parameters are set as in [26], here we rewrite them to facilitate the
readers. For PGM and FISTA a fixed step size α = 1‖K‖2 is used. For PDA (5) we use σ =
1
20‖K‖ , τ =
20
‖K‖ . For PDA-L and PDA-U we set β =
1
400 and for PDA-U we set nˆ = 5000. The
initial points for all methods are x0 = (0, · · · , 0) and y0 = Kx0 − b.
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Fig. 1 Comparison of φ(x) − φ∗ and λn (or τk) for solving Problem 1 generated by the first way.
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Fig. 2 Comparison of φ(x) − φ∗ and λn (or τk) for solving Problem 1 generated by the second way.
To illustrate how does the values φ(xn)−φ∗ (φ∗ = φ(x¯) with (x¯, y¯) ∈ S) and λn for PDA-U (or
τk for PDA-L) change over iterations, we give four convergence plots for the maximum number of
iterations set at 10,000. From the results shown in Fig. 1 and 2, primal-dual methods show better
performance for the instances of Problem 1, though they require a tuning the parameter β. And,
PDA-U with δ = 0.6181 is more efficient than PDA-L. The advantage of PDA-U is a larger interval
for possible step size λn, see Fig. 1(b) and Fig. 2(b), which resulted from the smaller choice of δ
and the larger value of α.
Problem 2 (Min-max matrix game) The second problem is the following min-max matrix game
min
x∈∆n
max
y∈∆m
〈Kx, y〉 , (47)
where x ∈ Rn, y ∈ Rm, K ∈ Rm×n, and ∆m, ∆n denote the standard unit simplices in Rm and
R
n respectively.
The variational inequality formulation of (47) is:
〈F (z∗), z − z∗〉+G(z)−G(z∗) ≥ 0 ∀z ∈ Z,
where
Z = Rn × Rm, z =
(
x
y
)
, F =
[
0 K∗
−K 0
]
, G(z) = δ∆n(x) + δ∆m(y).
1 All codes are available at http://www.escience.cn/people/changxiaokai/Codes.html
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For a comparison we use a primal-dual gap (PD gap) as in [26], which can be easily computed
for a feasible pair (x, y), defined as
G(x, y) := max
i
(Kx)i −min
j
(K∗y)j .
We use an auxiliary point (see [35]) to compute the primal-dual gap for Tseng’s method FBF,
as its iterates may be infeasible. The initial point in all cases is chosen as x0 =
1
n
(1, · · · , 1) and
y0 =
1
m
(1, · · · , 1). We use the algorithm from [16] to compute projection onto the unit simplex.
For PDA we set τ = σ = 1‖K‖ , which we compute in advance. The input data for FBF and PEGM
with linesearch are taken the same as in [24]. For PDA-L and PDA-U we set β = 1 (the same as
τ = σ in PDA) and for PDA-U we set nˆ = 40, 000.
We consider four differently generated samples of the matrix K ∈ Rm×n with seed = 100 as
in [26]:
1. m = 100, n = 100. All entries of K are generated independently from the uniform distribution
in [−1, 1];
2. m = 100, n = 100. All entries of K are generated independently from the normal distribution
N (0, 1);
3. m = 500, n = 100. All entries of K are generated independently from the normal distribution
N (0, 10);
4. m = 100, n = 200. All entries of K are generated independently from the uniform distribution
in [0, 1].
Table 1 Results of Time from different methods for Problem 2.
Example (m,n)
Time(seconds)
PDA FBF PEGM PDA-L PDA-U
1 (100, 100) 4.8 16.2 5.1 13.9 6.1
2 (100, 100) 4.7 16.9 5.2 12.3 6.3
3 (500, 100) 12.8 40.3 13.6 31.6 17.8
4 (100, 200) 6.8 20.1 7.3 16.4 8.7
For every case we report the computing time (Time) measured in seconds, and show the primal-
dual gap vs the number of iterations. The results are presented on Table 1 and Fig. 3. The execution
time of all iterations for PDA and PEGM is almost the same from Table 1, PDA-U is slightly more
than PDA, FBF is more than in 3 times expensive, and PDA-L is about 2 times more expensive
than PDA.
From Fig. 3, PDA-L and PDA-U show better performance than PDA for the instances of
Problem 2. Furthermore, we notice that sometimes PDA-U with δ = 1 can be better than that
with δ = 0.6181. Namely for Problem 2, PDA-U with larger step size is not always better than
that with others.
Problem 3 (Nonnegative least square problem) We are interested in the following problem
min
x>0
φ(x) :=
1
2
||Kx− b||2
or in a primal-dual form
min
x∈Rn
max
y∈Rm
g(x) + 〈Kx, y〉 − f∗(y), (48)
where f(p) = 12 ||p− b||2, f∗(y) = 12 ||y||2 + (b, y) = 12 ||y + b||2 − 12 ||b||2, g(x) = δRn+(x).
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Fig. 3 Comparison of PD gap for solving Problem 2.
We consider two real data examples from the Matrix Market library 2 One is “WELL1033”:
sparse matrix with m = 1033, n = 320, another is “ILLC1033”: sparse matrix with m = 1033, n =
320. For all cases the entries of vector b ∈ Rm are generated independently from N (0, 1).
To apply FISTA, we define h(x) = f(Kx) = 12 ||Kx − b||2 for Problem 3, then ∇h(x) =
K∗(Kx− b). Since f∗ is strongly convex, in addition to PDA, PDA-L, and FISTA, we include in
our comparison APDA, APDA-L and APDA-U. We apply APDA-L to the primal-dual form (48)
and APDA-U to the symmetry of (48), namely,
f∗(y) = δRn
+
(y), g(x) =
1
2
||x+ b||2 − 1
2
||b||2.
We take parameter of strong convexity as γ = 1/2. For PDA, APDA, and FISTA we compute ‖K‖
and set τ = σ = 1‖K‖ , α =
1
‖K‖2 . For PDA-L and PDA-U we set β = 1 (the same as τ = σ in
PDA) and for PDA-U we set nˆ = 5000. Since λn → 0 from Lemma 4, we set φn ≡ 1 for APDA-U
in this section. The initial points are x0 = (0, · · · , 0) and y0 = Kx0 − b = −b.
We illustrate the plots of φ(xn)− φ∗ and λn from PDA-U (or βn−1λn from APDA-U, τk from
PDA-L) change over iterations. From the results shown in Fig. 4 and 5, we observe that PDA-U
and PDA-L show better performance for the case “WELL1033”, while APDA-U and APDA-L for
the case “ILL1033”. It is interesting to highlight that sometimes non-accelerated methods can be
better than their accelerated variants.
In addition, we show the plots of φ(xn)− φ∗ from the accelerated methods for solving the case
“ILL1033” in Fig. 6. We notice that APDA-U is more efficient than other methods, and APDA-U
with δ = 0.6181 is slightly better than that with δ = 1, though its convergence remains unclear.
Also notice how similar the performance of APDA and FISTA.
2 https://math.nist.gov/MatrixMarket/data/Harwell-Boeing/lsq/lsq.html.
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Fig. 4 Comparison of φ(x) − φ∗ and λn(or βn−1λn, τk) for solving Problem 3 with “WELL1033”.
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Fig. 5 Comparison of φ(x) − φ∗ and λn(or βn−1λn, τk) for solving Problem 3 with “ILL1033”.
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Fig. 6 Comparison of φ(x) − φ∗ from accelerated methods for solving Problem 3 with “ILL1033”.
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Problem 4 (Elastic net problem) Finally, we consider the elastic net problem which has been
extensively used for feature selection and sparse coding. It is written as the following optimization
problem:
min
x
φ(x) :=
1
2
||Kx− b||2 + µ||x||1 + ν||x||22
where K ∈ Rm×n is a matrix where its columns are features and b ∈ Rm is the measurement vector.
For ν = 0, the elastic net is equivalent to the well-known l1-regularization (or LASSO) problem.
The ENP can be rewritten as the following saddle-point problem:
min
x∈Rn
max
y∈Rm
µ||x||1 + ν||x||22 + 〈Kx, y〉 −
1
2
||y||2 − 〈b, y〉.
We use the same initial points, parameters β and b as in Problem 1. We set µ = 1 and ν = 10−3.
The matrix K ∈ Rm×n is constructed in one of the following ways:
1. All entries of K are generated independently from N (0; 1). The s entries of w are drawn from
the uniform distribution in [−10, 10].
2. All entries of K are generated independently from N (0, 1). The s entries of w are drawn from
N (0, 1).
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Fig. 7 Comparison for solving Problem 4 generated by the first way (n = 100, m = 500, s = 10).
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Fig. 8 Comparison for solving Problem 4 generated by the second way (n = 500, m = 100, s = 10).
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Table 2 Results of Time from GPDA-L and GPDA-U for Problem 4 generated by the first way.
n m s
Time(seconds)
GPDA-L GPDA-U
100 500 10 0.74 0.44
100 1000 10 0.92 0.53
500 1000 100 1.90 1.14
500 3000 100 16.96 10.18
500 100 10 0.69 0.45
1000 100 10 0.93 0.52
1000 500 100 2.01 1.13
3000 500 100 17.02 10.21
Figures 7 and 8 show the plots of φ(x)−φ∗ and λn (or τk) from the general primal-dual algorithm
with a linesearch (GPDA-L) [26, Algorithm 4] and our GPDA-U (Algorithm 3) with (45), n̂ = 3000
and α = 0.99, for solving Problem (4). Here we can see, for the majority of iterations, the step
sizes in GPDA-U can be slightly larger than that in GPDA-L, though they use the same α = 0.99.
The results on the CPU time are shown in Table 2 for solving problems generated by the first way,
as there are similar results for the second cases. The execution time of all iterations for GPDA-L
is more than 1.5 times expensive than that for GPDA-U.
6 Conclusions
In this work, we have presented a primal-dual algorithm with non-monotonically updating step sizes
and explored its acceleration and generalization. Firstly, the proposed PDA-U allows us to avoid
the evaluation of the operator norm, and to make larger steps when δ < 1. Secondly, our strategy
to update step sizes is very simple and does not require additional operations or evaluations of K.
Hence, the cost per iteration of PDA-U is almost the same as that of PDA for all cases. Finally,
we have proved convergence and established convergence rate, for PDA-U and its accelerated and
generalized versions under different ranges of δ.
However, the convergence of the proposed PDA-U remains unknown when δ ≤
√
5−1
2 . If so,
whether can the step size be further improved, and can the efficiency of PDA-U be enhanced? We
leave this as an interesting topic for our future research.
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