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Momen七 invarian七s，Fourier descrip七orsand po1ygona1 
approximations are discussed as three kinds of fea七ure
parameters appropriate for shape descriptions of七wo-
dimensiona1 neurona1 soma images. Discussions are a1so 
extended七othree-dimensiona1 structures. A procedure for 
describing and comparing angu1ar dis七ributionsof七he
sprouting si七esof processes emerging from somas is pro-
posed. Various "dis七ance"or "simi1arity" measures are 
introduced for c1arifying and identifying morpho1ogica1 
types of somas. A1so discussed include: feature ex七raction
from the branching pattern of neurona1 processes， a scheme 
for faster au七omaticmeasuremen七sof ce11 configurations 
and da七aaccumu1ation in the form of a pic七uredatabase. 
The va1ue of the video disc as potentia1 pic七uredatabase 
media is s七ressed. Fina11y， a perspective view is given 
as 七o the need for and a desirab1e schema of the CNS 
picture database system. 
1 はじめに
情報処理機械左しての脳の構造と動作原理を解明するためには，先ず基本的構成要素としての種
種の異なる型のニューロンの機能上の特徴を把握し，次でそのような各種のニューロン相互の結合
形態ならびに結合様式を解きほぐす必要があるO さらにこのような細胞構築的知識の基盤の上で，
脳の様々の働きと脳各部位におけるニューロン群の活動や細胞構築の分化・変容との関係を明らか
にして行かなければならない O 細胞構築の知識を集大成し，脳の機能に関係した実験の計画や実験
データの蓄積・検索を助けるためには，
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(1) 主要な核の精細図を含む脳解剖図
(2) 各部位での代表的ニューロンの形態
(3) 樹状突起などの細部構造
など，種々のレベルで表現した画像データを含むデータベースが何れ不可欠となろう O
このような画像デ タベ スが有用なのは画像を介して直接，計算機との聞の入出力が可能にな
るからである O 上記の種々のレベルのうち， (1)の脳解剖図は PETや NMRを利用した脳のマグ
ロ的な局所代謝量や血液量の分布，種々の抗体を利用しての特定の化学物質の分布を示す盛光発色
像などを解析し，得られたデータを蓄積・検索するときの基準として，叉測定対象のニューロンや
これと直接・間接につながるニューロンの位置・方位を表示するための 3次元的な地図左して有用
である O 次に (2)のニューロンの形態図は測定したニューロンの形態の肉視による大よその識別や
計算機による自動識別の結果の確認のために役立つo さらには)は細部にわたって個々のニューロ
ンの形態を特徴付ける助けとなろう O いうまでもなくニューロンの形態の解析は， ニューロン相互
の結合形態の解明に必要なだけでなく，ニューロンの機能との関連において，ニューロンの型の識
別を助けるために役立つO
以上述べたことに関連して，ここでは先ずニューロンの形状記述の方法を一般的に論じ，次で上
記の脳・神経系の画像データベースの技術的可能性を文献などをもとにして検討した結果をまとめ
てみた。
2 ニューロン細胞体の形状記述
閉曲線で囲まれた 2次元領域の形状記述とそれに基づく形態識別は，パターン認識の恰好の研究
対象として数多くの研究がなされている O このような研究成果の中から，細胞体の形状の特徴の記
述に適したものとして，次の 3通りの方法が浮かび上ってくる。
(1) モーメント不変量
いくつかの慣性モーメントを組合せて作った，平行移動・回転の座標変換に対する不変量を形状
の特徴量として使用する。 2次元形状であれば， 2次までの不変量 2個で楕円近似が可能であり，
3次までとれば 7個の不変量 1)で大まかな形状記述が可能である。
(2) フーリエ記述子
単位の長さの半径をもっ円の円周を歪曲させて得られる閉曲線を考える。歪曲の仕方としては長
さを一様に拡大・縮少させたのち，長さを変えないようにして歪ませるやり方もあろうし，半径方
向に沿って伸縮させるやり方も考えられる O 何れにしても元の円周上の点と歪曲したあ左の閉曲線
上の点との聞に一対ーの写像関係が保たれるとし，元の円周に沿っての弧の長さ tを，歪曲したあ
との閉曲線上の点の座標(X ， y)をラベル付けするのに使用する。上記の 2通りの歪曲の仕方の
うち，前者に従えば七は閉曲線に沿っての正規化された長さ，後者に従えば (x，y )を極座標
( r， 0 )で表わしたときの角度。になる。一般にはこれ以外のものであってもよい。何れにして
も閉曲線上の任意の点を複素数面上の点
z ( t ) = x (七)+ i y ( t ) 
で表わすことにすれば， z (t)の七についてのフーリェ変換
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?
?
?
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が計算できるtnは任意の整数である O 。をtに選べば，上式は r( 0 )の Oについてのフーリエ
変換を定義することに注意されたい。座標原点のとり方は A 0に関係するだけである O 叉座標軸の
方向と七=0の始点の選び方により，複素数値としての Anの位相が影響を受ける O しかし形状記
述にはこの位相情報を無視できないので，座標軸の方向と始点とを適当にきめて位相を確定するこ
とになる O ニユーロン細胞体の場合には( 1 )で記した楕円近住lできまる長軸方向を Z 軸にとれば
よいであろう O ただし x軸の向きに関しては問題が残る O 勿論 3次のモーメントできめることは
可能であるが，場合によっては他の細胞体との形状比較まで保留しておいた方がよいかも知れない。
なお. 2次元形態の面重心の位置と A0 = 0できまる輪郭線の中心の位置とは一般に一致しないが，
形状の比較のときの中心としては前者をとり. Aoは形状比較のパラメータのーっとして残すべき
であろう~An(n=O. ::I:l， :12 ・・・)のフーリエ逆変換によって元の閉曲線が完全に復元で
きるが，飛行機のシルエツトの形状記述の研究 2)からすれば，形状比較のための特徴パラメータと
して In Iの値の小さい Anを高々 30個程度kれば充分と思われるO
(3) 多角形近似
閉曲線に沿って曲率が局所的に極大kなる点を直線で結んで多角形近似を行い，この多角形によ
り形状記述を行う。ニューロン細胞体の場合は頂点の数が30個程度あれば，かなり忠実に元の形を
記述できると思われる O
以上何れの方法も閉曲面で固まれた 3次元領域の形状記述に拡張可能であるが. (2)のフーリ
エ記述子については一考を要する o 3次元の場合は基準形状として単位球の球面をとり，一対ーの
写像関係として極座標から得られる r( ().ψ)の 2次元フーリエ変換を形状記述に使用するか，
又は単位球を一定の軸に垂直に輪切りにして得られる円周のそれぞれからの同一平面内での写像を
考えることになる O 後者の場合は 2次元での手法がそのまま適用できるが，それぞれの平面でのAo
の値は単に閉曲線の中心の面重心からのずれという以外に，上下に積み重なったスライスの面重心
のずれもつけ加わったものになるO なお後者の手法は脳解剖図において一定の方向での載断図から
元の 3次元形態を推定するのにも応用できる手法で，裁断図の途中は上下の裁断図から得られる閉
曲線のフーリエ記述子を補間することによって記述可能である O
輪切りによって得られる閉曲線の記述にはフーリエ記述子のみならず，上記(3 )の多角形近似
も可能であるo (3 )の拡張としての多面体近似は細胞体の 3次元立体表示とそーメントの計算に
直接利用できる。
なお 3次元の場合にも 2次のモーメントをもとにして楕円体近似を行い，楕円体の主軸によっ
て直交座標系の座標軸をきめればよいが，大雑把な形状記述は各座標軸に沿っての投影図によって
も可能であろう。
*フーリエ記述子についての論文は数多く発表されているが，ここに記したように単位円との写像
関係で把えた記述は見当らない。
1因みに細胞体の中心としては 2値画像の細線化叉は細面化の手続きをくり返して最後に残る点を
選ぶやり方もあるが，試験データについて試してみた結果として，形状合わせのためには矢張り重
心の方がよさそうである O
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3 樹状突配の切落しと多角形近似
形状記述に当って文献で扱われていないニューロン独特の問題は樹状突起ならびに軸索の扱いで
あるO 細胞体自体の形状を問題にするときには，これらの枝は細胞体の根本で切落すべきであろう。
このためのアルゴリズムとしては， 2値画像を扱っているときには枝に沿って境界からの距離が最
大になる点を連ねたときの距離の値が急激に増大する点を検出することが考えられるせこの手法は
3次元の場合に直ちに拡張可能であるという意味で魅力があるO しかしここでは 2次元形態で，樹
状突起・軸索を含め細胞体の輪郭に沿って適当な間隔で一筆書きに座標値のデータが与えられてい
るという状況から出発した場合のことを考えよう O この場合，任意の樹状突起に沿って互いに相対
する辺から相手側への最短距離の点を求めるこ kができるO このとき一方の側から他方の側へ集中
する点を見出せば，その点を樹状突起のつけ根kみなせる O 実際，基生研の中研一教授から提供を
受けたナマズ網膜内神経節細胞 153個の手書き図にこの手法を適用した所，ある程度満足な結果が
得られたが，必ずしもうまく行かない場合もみられた。そこでこのような経験をふまえて，新たに
下記の手法を提案する O
1
0 前節 (3 )の多角形近似を樹状突起を含めた細胞体全体に施すo (勿論，樹状突起の先端があ
る所でカットされていてもよい)
20 樹状突起に沿って，多角形の頂点となっている点Piから相対する辺までの最短距離
〆Fー『¥
di = P i P~ を計算するO
30 Pi， Pi+lあるいは PiPjが同ーの辺で一定の向きでの相隣る 2点であったとしよう c ここで
ムh=五Pi+lあるいは王子j，ムd= I di+1 - di Iあるいは Idj - di Iとしたとき，
ム d/ム h が前後で最も大きく変化する点 P i とそれに相対する点 P~ を樹状突起のつけ根とす
るO
上記の手法に従えば，樹状突起のつけ根となる一対の点の片一方は必ず多角形近似の一つの頂点
左なっている O
4 細胞体の形態比較の距離尺度
前々節で述べた細胞体形状記述の 3通りの手法に則して，細胞体の形態分類のために下記の手法
が可能である。ここでは 2次元形態と 3次元形態とを並行して論ずるO 細胞体の相対的形状を問題
にするときには何れの場合も面積ないし体積を一定の大きさに規格化しておく必要がある。
(1) モーメント不変量
利用可能なデータについてそれぞれのモーメント不変量の分散が略々等しくなるように適当な係
数をかけたのち，使用するモーメント不変量全体の共分散行列を計算する。これをもとに， Kar-
hunen -Loeve変換を行い，細胞体形状の特徴記述に最も有効なパラメータをとり出すο比較し
ようとする一対の細胞体毎に三そのようなパラメータの値の差の自乗和を作り，形状の"距離"の尺
度とする3)
(2) 極座標
2次元の場合は γ( () )の差の自乗積分， 3次元の場合は r( ()， ψ)の差の自乗積分を二つの
細胞体の形状の距離の自乗とするo 2次元の場合， Parsevalの関係
F1(O)-W)|2dOzf|AE1-AM|2 ( 3 ) 
により，上記の意味での距離の自乗を r(O)のフーリエ展開の係数の差の自乗和でおきかえればよ
い。 3次元の場合はフーリエ記述子の代りに， r ( 0， cp)を球調和関数により展開した左きの展開
係数を用いることができる O
(3) 共通面積又は体積
上記(2 )で， r (0)叉は r( 0，ψ) の差の自乗積分の代りに，差の絶対値の積分をとれば，
比較する一対の細胞体を重ね合わせたときの，互いに重ならない部分の面積あるいは体積を計算し
たことになる O 同様の計算は多角形ないし多面体近似を用いて直接行うことができる O この場合，
多角形又は多面体の頂点の座標をもとにして計算するO 多角形については計算のアルゴリズムを作
成したが，その記述はここでは省略する。
(4) 2次元形態のフーリエ記述子
2節の( 1 )， (2)両式に現われるパラメータ七として輪郭線に沿っての長さをとることによ
り，二つの図形を重ね合わせたときの，写像関係にある点のずれの自乗和として，
J 1 z， (七)-z2 (七) 12 d t = .I 1 An 1 -A n212 
n 
を計算し，形状の距離とする。 3次元の場合には楕円体近似の主軸の方向の投影図に対して，この
手法を適用してもよい。
以上のいくつかの手法のうち， (1 )の手法は， -s.それぞれの細胞体について特徴量の値を求
めてしまいさえすれば，あ左は計算時間が少なくてすむ手法であるo (2 )は入組んだ形状の場合
は適用不可能なことも起こり得るo ( 3 )はどのような形状にも適用可能であるが，計算時間に難
点がある o ( 4 )を適用するには予め 2次元形状の多角形近似を行い，その上でフーリエ記述子を
求めるのがよいであろう O
何れにしても，形態分類や識別のための種々の距離ないし類似度の尺度の優劣は， 6節で述べる
クラスタ分析の結果の良し悪しと計算時間できまることになる。これらの手法の組合わせ kして，
先ず計算時間が少なくてすむ方法で大よその分類・識別を行い，次いである程度似ているもの同士
でより精密な比較をすることが考えられる。
5 樹状突起の発芽位置の角度分布
ニューロン細胞体の形状と密接な関係があるものに，樹状突起・軸索のプロセスの数，並びにそ
れらの細胞の中心からみた発芽位置の方向の角度分布があり，これは形態分類の上で見逃せない重
要な特徴である O そこでこの特徴を定量的に把えるために次の手法を提案する O
10 細胞体の楕円ないし楕円体近似を行って得られる主軸により，細胞体に相対的な直交座標系を
きめる O
20 座標系の原点から各プロセスの発芽個所に向けてベクトルを画き，このベクトルが原点を中心
とする単位円の円周あるいは単位球の球面と交わる点を求める O
30 上記の各交点を中心として，単位円の円周あるいは単位球の球面に沿っての角度を位置変数と
するポテンシャル関数を作り，一つの細胞体のすべてのプロセスについてのそれらの関数を円周
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あるいは球面上ですべて足し合わせるO
40 比較したい二つの細胞体のそれぞれについて 30の計算を行い，得られた関数値の差の絶対値の
円周あるいは球面上での積分を行う O この積分値を二つの細胞体のプロセスの発芽位置の角度分
布に関する距離とするO
ポテンシャル関数の関数形の選び方として最も簡単なのは，中心から ±π /2の範囲内は lの値
をとり，この範囲をこえる部分については 0とすることである O との場合，比較しようとするプロ
セスが一つずつで，それぞれの方向が一致した場合から方向が全く逆になった場合まで考えると，
距離の大きさは Oから最大値まで二つの方向がなす角度に比例して綜形に変化することになる。
上述の手法は，比較しよう左するこつの細胞体のプロセスの数が一致しない場合にも適用できるO
角度分布の距離尺度がプロセスの数に余り依らないようにするためには，各プロセスについてのポ
テンシャル関数の和の代りに平均をとることも考えられる(プロセスの数が 0の場合は全体に一様
に1/2の値)0 各プロセスのつけ根の太さによって平均を kる左きの重率をかえるかどうかも一
つの問題点であるO
6 ニューロン細胞体の形態分類と識別
細胞体の幾何学的形状・大きさと樹状突起などのプロセスの発芽位置の角度分布をもとにして，
クラスタ分析により多くの細胞体の形態分類が可能であるO このための手法は必ずしも標準化され
ていないが，例えば次のような手順が考えられる O
10 上述の"距離"あるいは"類似度"の尺度をも左にして，一つ一つの細胞体毎に最もよく似た
他の細胞体を集めてみるO 一定の大きさの類似度の範囲内に，できるだけ数多くの他の細胞体を
集めたものが"代表的"形態を表わす細胞体ということになるO
20 類似度の限界を適当に選び，上記の意味での代表(七empユate )を選び出すO これらの代表は
それぞれ一つのクラスタの中心を定義する。
30 改めてすべての細胞体について，最小距離法によってどのクラスタに属するかの識別を行うの
40 以上の結果をも左に， クラスタリングの良さを判定する基準量
(クラスタ間距離の平均 l/(クラスタ内距離の平均)
を計算する O この値が最大になるように 20からやり直す。
以上のクラスタ分析をすでに導入したいくつかの類似度ないし距離尺度のそれぞれ毎に行い，最
終的に得られる上記の基準量をもとに; どの尺度が細胞体の形態分類に適しているかの判定を行う
必要があるO この仕事は本報告の執筆時点ではまだ未完成である O しかし前述の神経節細胞のデー
タを使って，共通面積の類似度が大きく，プロセスのつけ根の角度分布の距離が小さい一対の細胞
を技き出してみた所，図 1，..図 4のように見た眼にも極めてよく似ており，上記の手順の妥当性を
裏付けているように思われるO
図ー l 楕円近似の長径/短径の略々等しいこつの細胞体の形と楕円近似O
細胞体内の×印の点は境界から最も奥まった点を表わしている O
図-2 樹状突起の発芽位置の角度分布と共通面積の尺度で形状の似ている二つの細胞体の例O
細胞体の輪郭を二つ重ね合わせた図のうち，下の方は座標軸の向きを逆にした場合O
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図-3 図 2と同様の基準で形状の似ている二つの細胞体の例
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凶-4 図2と同様の基準で形状の似ているもう一組の細胞体の例。
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ス 樹状突起の枝分れパターンの特徴抽出
ニューロンの形態分類は多くの場合，神経科学の専門家自身による樹状突起の張り方や枝分れパ
ターンの肉視によって行なわれているが，この作業を自動化できないかと考えるのは当然のことで
あるO 勿論複雑な枝分れを機械的に測定するのは大変なことであるが，枝分れが 3次元空間に拡が
っていることを考えれば，特定の一方向での投影図をもとにした肉眼でのパターン判定には限界が
あるO 叉飛行機のシルエアトによる識別実験4)でも明らかにされているように，データの数量化を
伴うパターン認識は肉視よりは計算処理による方が精度が高まる可能性があるO 今後，ニューロン
形態の測定の自動化が進み，数多くのニューロンについてのデータが集まれば，樹状突起の形態分
類・識別の自動化も可能となろう O
しかし樹状突起の枝分れパターンの特徴パラメータの選び方については今の所，未開拓の状況で
あるO このようなパラメータの抽出は実際のデータに即し，又ニューロンの機能のデータと絡み合
わせて行なわなければ効果的といえない。こ』に以下で述べるデータベース作成の必要性の一端が
ある O 先立つものはクラスタ分析に値するデータの集積である O
従って今の段階で云えることは枝分れパターンを記述する生長モデルの設定が望ましいというこ
とだけであるO このためには樹の枝分れのモデルも参考になろうが， network ana lys is 
theory の応用も考えられる。しかしこのような行き方とは別に，培養細胞や移植細胞について
枝分れの生長過程を解析し，生理学的事実に根ざしたモデ、ルを作ることも考えられる O 何れにして
もこのようなモデル作りは，単に樹状突起の枝分れパターンについての特徴パラメータの抽出に役
立つだけでなく，その生理学的意味を考察するのにも有用であろう O
8. ニューロンの形態測定の自動化
ニューロンの形態分類を効果的に推進するためにはニューロンの形態測定の自動化を一層押し進
める必要があるO 白血球の自動識別など医用も含めて画像処理の技術は急速に進歩しつつあり，画
像処理プロセツサによる一画素当りの処理速度は10年毎に103倍の率で向上しているtこのような
技術の進歩を背景にして，例えば光学顕微鏡によるニューロンの形態測定の自動化のために，次の
ような方式が考えられるO
1
0
計算機制御により顕徴鏡の標本台の X，y， z 3方向の位置を自動的にきめられるようにして
おく O
2
0
高解像度の TVカメラにより，顕微鏡像をビデオ信号に変換し， AD変換器を通して R，G， 
B各色毎に，一画面全体の濃淡情報を計算機にとり込む。
3
0 計算機側では明度やコントラストの調整を行なったのち，フィルタ処理により画像に含まれる
ノイズをできる限り除き，見易い画面を作るO 叉可能ならば血管像など不必要な像を取り除く O
この結果をディスクなどの大容量記憶装置に格納するO
4
0
標本台の水平位置を固定したま h 焦点深度を一定の刻みで変化させ 2
0
，3
0 の手順をくり
返す。
50 次で標本台の水平位置を一定の刻みで変化させ午ら，上記の手順をくり返す。
6
0
大容量記憶装置に 3次元の拡がりをもった濃淡画像が蓄えられているので，この画像データに
対して対話|的に処理を進めるO このため濃淡画像の空間に対して自由な大きさの窓を設定して，
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その窓に入る画像をそニタ TVに映し出すO カ ソルによりオペレータが画像上の任意の点を指
示できるようにすることは勿論であるO 画像処理によりニューロンの部分を 2値画像の形でとり
出し，必要に応じて色違いでモニタ TVに映し出すO これを元の画像と見較べ 2値化のうまく
行かなかった部分は対話的に修正を施すO
7
0 ニューロンの 2値画像をもとに，輪郭情報の抽出を行う O 叉プロセスの発芽位置の検出も行う
が，必要に応じ対話的に修正を加えるO
8
0 ニューロンの形状記述のためのパラメータ抽出を行うの
9
0 細胞体の楕円体近似で得られる三つの主軸方向の細胞全体の投影図を作り，原画像の代表的な
ものと一緒に，光ディスクにファイル化して格納するO 同時に，このニユーロンの脳地図上での
位置・方位，形状記述のパラメータ，機能に関するデータもデジタル情報の形で共に格納するO
上記のうち，画像処理の段階では画像処理プロセツサを使用したい。この方式によれば，人間に
とって最も見易い形でモニタ TVを介して対話形の処理が行なえ，測定者によらない客観的な測定
が可能になる O
呪 画像データベースの媒体としての光ディスク
光ディスクとしてはユーザ、側において録画ないし書込み可能な laser da七a disk普 あるい
はユaser digi七aユ disk もメーカー側で開発中であるが，こ Lでは既に市場に出廻っている
laser video d工sc"'"の脳・神経画像データベースの媒体としての可能性について論じよう。
laser video disc は原盤作りこそ数10万円と高くつく(但し l枚限りなら15万円でも可能)
が，一旦，原盤が出来上れば，複製は LPレコードと同様 injection moユdingの技術で
枚当り 2-3，000円の安さで作れる O 従ってデータベース用に最適でトあり，大量に複製して一般に
配布すれば，各自の手許で使用できる O 例えば片面当り， 54，000枚の質のよいテレビ静止画面を録
画できるという高密度のスライドファイル7) としての特性を生かして，種々の方向・倍率でみた脳
解剖の裁断図や立体透視図を l枚のディスクに納めておけば， MITで開発したMovie-Maps8) 
の手法にならって，利用者は最初は大局的な脳解剖図から出発し，周囲との関係に注意しながら，
最終的に到達したい部位に，必要な視野方向・拡大率の画面上で辿りつくことができる O 利用者は
さらに，タッチパネル9).タブレツトなどの手段によって直接，テレビ画面上で所望の位置を指示す
れば，計算機はその画面に相対的な位置を割り出し，位置デ タとして使えるようにしてくれるO
このようにすれば画面を介して直接，位置に関係のあるデータの蓄積や検索が可能になろう O
ユaser video disc のデータベースの媒体としての魅力は容易にその内容がそニタテレビ
に映し出せるだけでなく，必要とあればそのま L面倒なデータの移し変えの作業をすることなく計
算機に読取り可能なことである O 従って例数が少ない聞は解析の手間ばかりか』って引合わない仕
事も，兎に角 video disc に納めておきさえすれば，何れその価値を発揮するということもあ
り得ょう O 何しろ video disc の寿命は推定によれば500年と殆んど永久的といってよい位長
いから10)写真やテープと違ってdiscに入れておきさへすれば安心であるO さらに大量に蓄積した
*kとcの違いに注意されたい6L
画像データに対して，情報のインデックス付けによって短時間でランダムに検索が可能である O 又
MITで試みているように?画像左ともにデジタル情報も同時に記録するようにすれば，データベ
ースの媒体としての価値は一層高くなるO
データベースの利用上面倒なキーワードの入力も上述の画面上の位置を指示する機能を使えばか
なり容易になるO キ一入力を助ける画面は予めdiscに録画するようにすれば，利用者に便利な形
で様々の画面上の様式でキ一入力が可能となろう O
このようにvideo disc は公けの配布用として欠かすことのできない媒体であるが，最新の
データベースの維持・管理のために，これを補完する中央の更新機関が必要である1lとLでは各地
からの最新のデータを集め，又自らも画像処理の結果としての画像データを蓄積するために，最初
に触れたユaser da ta diskが必要となろう O
10. 脳・神経画像データベースの必要性
既に述べた通り，脳・神経画像データベースは，先ずは測定対象のニューロンや構造の脳内にお
ける位置を確かめるための基準として必要である O 脳内構造は個体聞のノミラツキが多く，最初から
標準的なものを設定するのは困難かも知れない。しかし何はともあれ，計算機化した解剖図をもと
に，その後に得られた各個体の解剖データのつき合わせを行ない，構造の形状のデータの定量化と
附随するデータの蓄積を行なって行けば，何れ脳内各構造の標準的形態が明らかとなることは間違
いない。叉同時に各構造の形状の変動の要因の解析も併せて行なえば，各構造の働らきについて種
々の有用な結論が導ぴき出せるに違いない。
次に計算機化した脳解剖図をもとにして得られた位置情報を用いて，例えばそのような部位に見
出されるニュ ロンの形態・機能，ニューロン間結合などのデータの蓄積・検索が行なえるO ニユ
ーロン間結合を自動的に辿れるようにすれば，あるニューロンと直接・間接に関係のある他のニユ
ーロンの全貌が結合の仕方・度合いと共に表示でき，そのニューロンの果している役割を推察する
尉けとなるかも知れない。
当然のこと乍ら，蓄積されたデータは自らの実験の計画や実験結果の確認に有効に利用できる筈
である。
上述のことは脳・神経画像データベースの効用のほんの一例であり，実際にそのようなものを作
っていけば思わぬ利用の途が聞けるかもしれない。これは単なる文献情報検索システムには期待で
きない Iac七uaユ data baseの強みであるが，複雑に絡み合った構成要素の集まりを対象とする
脳・神経デ タベースにおいて特にその可能性が大きいといえよう O
なお蛇足ながら，臨床面では CT関係のデータの解釈・整理のために計算機化した脳解剖図の必
要性が認識され，研究が行なわれていぎ守)とを指摘しておきたいo
11.脳・神経画像データベースにかげる夢
このようなデータベースの維持管理のためには
1。最新のデータは各研究機関が持ち，場合に応じて他の研究者がネットワークを通して利用可能
にするO
2
0 中央の機関で一定期間毎に共通のデータベースの更新を行う O 共通のデータベースは video
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discの形にして複製をとり，各研究機関に配布する O
3
0
利用者は配布された video discと，所属している研究機関さらには利用者自身が独自に管
理しているデータベースをもとに情報検索を行う O これで足りない分については中央機関に最新
情報のインデックスの照会を行ない，可能ならば中央機関ないし各研究機関から情報をとり寄せ
るO
といった階層的システムが考えられるlIL
このようなシステムを構築するに当つての難点は，従来の方式だと使いにく).，維持・管理が大
変なことであるO これを解決する一つの方策はすでに触れた画面上の位置指示によるキ一入力l与あ
るO とれも予め用意されたものだけでなく，原資料を映し出したTV画面からパターンマッチング
による入力も考えられるO 音声入力も当然検討されるべきであるO
しかしそれにも増して望ましいのは内容の関連性を基軸とした情報の自己組織化であろう O 情報
の蓄積も検索も連想を基本原理として行なわれる，そのようなデータベースがこの脳・神経画像デ
ータベースで具体化されると考えるのは夢であろうか。
脳自体の情報処理の仕組みが連想を基本としているとすれば，脳研究の成果を集約し，さらに将
来の脳研究の足場となる脳・神経画像データベースが脳をモテソレとして組立てられ，自己組織的に
発展して行くというのは素晴らしいことである(たとえそデルが似て非なるものであったとしても)。
このようなデ タベースが一樹ータに実現するとは思えないが，何はともあれそのような方向に向
けて着実に努力を積み重ねるということも，夢を夢として終らせないために必要なことであろう O
12.まとめ
ニューロンの形態分類の手法の筋道を述べ，これに関連する問題として脳・神経画像データベー
スの可能性についての考察を行なったO 云うは易くして行うは難しの典型がデ タベース作りなの
で，上述のととが簡単に実現できるとは思えないが，今後少しずつでもこの方向に向つての研究が
進展することを期待したい。
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