Why the P-value culture is bad and confidence intervals a better alternative.
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Abstract

33
In spite of frequent discussions of misuse and misunderstanding of P-values they still appear in most 34 scientific publications, and the disadvantages of erroneous and simplistic p-value interpretations grow 35 with the number of scientific publications. Osteoarthritis and Cartilage prefer confidence intervals. This 36 is a brief discussion of problems surrounding p-values and confidence intervals. P-values seem to be the solid foundation on which scientific progress relies. They appear in almost 50 every epidemiological, clinical, and pre-clinical research publication, either as precise decimal 51 numbers, inequalities (p>0.05 and p<0.05) or as symbols (***, **, *, and NS). Several scientific 52 arguments criticizing this p-value culture have been published (1). This criticism can, in fact, be traced 53 as far back as to 1933 (2). Attempts to demolish the culture have usually been futile (3), and the 54 problems of the p-value culture are growing with the increasing number of scientific publications. 55
Osteoarthritis and Cartilage recommends presenting sampling uncertainty in the form of confidence 56 intervals. This is a brief presentation of the weaknesses of p-values and strengths of confidence 57 intervals. 58 59 First, the aim of a scientific study or experiment is wider than just to observe, because it is required of 60 scientific results that they can be generalized to other patients or cells than only those examined or 61 experimented on. One difference between quantitative scientific research and other forms of 62 investigations is that the research work includes quantification of the uncertainty of the results. It is important to understand that these measures of generalization uncertainty have no relevance for the 72 studied sample itself, i.e. the studied groups of patients, animals or cells from which the generalization 73 is made. P-values and confidence intervals guide us in the uncertainty of whether an observed 74 difference is a random phenomenon, appearing just in the studied sample, or if it represents a true 75 difference in the entire (unobserved) population, from which the sample has been drawn and can be 76 indicates that observed data do not match the null hypothesis, and when the p-value is lower than the 121 specified significance level (usually 5%) the null hypothesis is rejected, and the finding is considered 122 statistically significant. The p-value has many weaknesses that need to be recognized in a successful 123 analysis strategy. 124 125 First, the tested hypothesis should be defined before inspecting data. The p-value is not easily 126 interpretable when the tested hypothesis is defined after data dredging, when a statistically significant 127 outcome has been observed. If undisclosed to the reader of a scientific report, such post-hoc testing is 128 considered scientific misconduct (5). 129 130 Second, when multiple independent hypotheses are tested, which usually is the case in a study or 131 experiment, the risk that at least one of these tests will be false positive increases, above the nominal 132 significance level, with the number of hypotheses tested. This multiplicity effect reduces the value of a 133 statistically significant finding. Methods to adjust the overall significance level (like Bonferroni 134 adjustment) exist, but the cost of such adjustments is high. Either the number of observations has to be 135 increased to compensate for the adjustment, or the significance level is maintained at the expense of the 136 statistical power to detect an existing effect or difference. 137 138 Third, a statistically insignificant difference between two observed groups (the sample) does not 139 indicate that this effect does not exist in the population from which the sample is taken, because the p-140 value is confounded by the number of observations; it is based on the SE, which has √n in the 141 denominator. A statistically insignificant outcome indicates nothing more than that the observed sample6 is too small to detect a population effect. A statistically insignificant outcome should be interpreted as 143 "absence of evidence, not evidence of absence" (6). 161 Sixth, when the tested null hypothesis is meaningless the p-value will not be meaningful. For example, 162 inter-observer reliability is often presented with a p-value, but the null hypothesis in this hypothesis test 163 is that no inter-observer reliability exists. However, why should two observers observing the same 164 object come to completely independent results? This is not a meaningful hypothesis to test using p- 
