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Abstract
Some sufﬁcient conditions and some sufﬁcient and necessary conditions are established for the oscillation of a
class of odd-order delay parabolic differential equations of the form
Nu(x, t)
tN
− a(t)u+
n∑
i=1
pi(x, t)u(x, t − i )−
m∑
j=1
qi(x, t)u(x, t − j )
+ h(t)f (u(x, t − r1), . . . , u(x, t − rl))= 0, (x, t) ∈ × [t0,+∞) ≡ G, t0 ∈ R,
whereN is an odd integer, is a bounded domain inRM with a smooth boundary , and is the Laplacian operation
with three different boundary conditions. To some extent, our results extended and improved the oscillatory results
of some references. Meanwhile, we corrected some mistakes in a main conclusion of reference (J. Comput. Appl.
Math. 147 (2002) 263).
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1. Introduction
Consider the following odd-order delay parabolic differential equation:
Nu(x, t)
tN
− a(t)u+
n∑
i=1
pi(x, t)u(x, t − i)−
m∑
j=1
qj (x, t)u(x, t − j )
+ h(t)f (u(x, t − r1), . . . , u(x, t − rl))= 0, (1.1)
whereN is an odd integer, nm, a, pi , qj are nonnegative coefﬁcients representing the phenomena which
underline the diffusion process, i = 1, . . . , n, j = 1, . . . , m. For example, in population dynamics the
term au corresponds to diffusion due to local concentration, while piu and qju, correspond to death
and birth rates, and f is nonlinear item, respectively, i = 1, . . . , n, j = 1, . . . , m.
We will assume throughout this paper that
(H1) a ∈ C([t0,∞),R+), pi , qi ∈ C(RM × [t0,∞),R+), i , j , rk ∈ [0,∞), t0 ∈ R for i = 1, . . . , n,
j = 1, . . . , m and k = 1, . . . , l,
(H2) There exists a portion of the set {1, . . . , m} into n disjoint subsets J1, J2, . . . , Jn such that j ∈ Ji
implies that j i , i = 1, . . . , n,
(H3) Pi(t)=minx∈ pi(x, t) and Qj(t)=maxx∈ qj (x, t) satisfy
Pi(t)
∑
k∈Ji
Qk(t + k − i) f or t t0 + i − k and i = 1, . . . , n,
(H4)
∫ t

∫ tN−1
 · · ·
∫ t2

∑p
i=1
∑
k∈Ji
∫ t−k
t−i Qk(s) ds dt1 . . . dtN−1< 1 for t t0 + i ,
(H5) h(t) ∈ C([t0,∞),R+), f ∈ C(C(RM × [t0 − r,∞),R) × · · · × C(RM × [t0 − rl,∞),R),R),
uif 0 for i = 1, . . . , l, f is convex, −f f (−u1, . . . ,−ul).
We consider the following boundary conditions:
u(x, t)= 0, (x, t) ∈ × [t0,∞), (B1)
u(x, t)
N
= 0, (x, t) ∈ × [t0,∞), (B2)
u(x, t)
N
+ u= 0, (x, t) ∈ × [t0,∞), (B3)
where N is the unit exterior normal vector to , and (x, t) is a nonnegative continuous function on
× [t0,∞), = max
1in
1jm
1k l
{i , i , rk}
and the initial data of the form
u(x, t)= (x, t) for −  t t0 x ∈ . (1.2)
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Let N = 1, f ≡ 0, then Eq. (1.1) have the following special form:
u(x, t)
t
− a(t)u+
n∑
i=1
pi(x, t)u(x, t − i)−
m∑
j=1
qj (x, t)u(x, t − j )= 0. (1.3)
The oscillatory behavior of solutions for parabolic equation with functional arguments has been dealt
in a few recent studies, we can refer to [1,3–5,7,8].
In the recent, Kubiaczyk and Saker [4] investigated Eq. (1.3) with boundary conditions (B1)–(B3), they
obtained some oscillatory results. Their main conclusions are stated as follows:
TheoremA. Assume that (H1)–(H4) hold, and every solution of the delay differential equation
z′(t)+
n∑
i=1
P˜i(t)−∑
k∈Ji
Q˜k(t + k − i)
 z(t − i)= 0, (1.4)
oscillates. Then every solution of problem (1.3)–(Bi) (i = 1, 2, 3) oscillates, where P˜i = Pi, Q˜k =Qk
for boundary conditions (B2) and (B3), P˜i = Pi exp{1
∫ t
t−i a(s) ds}, Q˜k =Qk exp{1
∫ t
t−k a(s) ds}for boundary condition (B1).
In TheoremA, the oscillatory result with boundary condition (Bi) (i=1, 2, 3) correspond to Theorems
3.1, 2.1 and 4.1 in [4], respectively.
Theorem B. Assume that (H1)–(H4) hold, setting
R˜i(t)= P˜i(t)−
∑
k∈Ji
Q˜k(t + k − i)z(t − i),
such that
0
n∑
i−1
∫ t+i
t
R˜i(t) ds, t t0
and ∫ ∞
t0
n∑
i=1
(
R˜i(t) exp
{
1−
n∑
i−1
∫ t+i
t
R˜i(t) ds
})
dt =∞. (1.5)
Then every solution of problem (1.3)–(Bi) (i = 1, 2, 3) oscillates, P˜i , Q˜k are deﬁned by Theorem A.
In Theorem B, the oscillatory result with boundary condition (Bi) (i=1, 2, 3) correspond to Theorems
3.3, 2.3 and 4.3 in [4], respectively. Theorem A is a new oscillatory condition, which combines the
oscillation of ﬁrst-order parabolic delay differential equation 0 with the oscillation of ﬁrst-order ordinary
delay differential equation. But Theorem B, that is, Theorems 2.3, 3.3 and 4.3 of [4] are not correct.
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Because the proof of Theorem 2.3 in [4] is fault. We may ﬁnd that the inequality
p∑
i=1
∫ N
N−i
(t) dt
1
e
∫ N
T
n∑
i=1
Ri(t)A(t) dt
cannot be obtained from (2.16) to (2.18), in P269 of [4], which leads to the ﬁnal fault conclusion.
For example, we consider
u(x, t)
t
− 
2
u(x, t)
x2
+ 2
e2
u(x, t − 1)= 0, x ∈ (0, 1), t1, (*)
with boundary condition ux |x=0 = ux |x=1 = 0.
It is easy to see that P(t) = 2/e2, R(s) = 2/e2 and that (H1)–(H4) hold,
∫ t+1
t
(2/e2) ds > 0,∫∞
t0
R(t)e(1−
∫ t+1
t R(s) ds) dt = ∫∞
t0
2/e2e(1−(2/e2)) dt =∞, The conditions of Theorem 2.3 of [4] are sat-
isﬁed, but one solution of (∗), u(x, t)= e−2t is nonoscillatory.
In this paper, we investigate Eq. (1.1) with boundary conditions (B1)–(B3), we obtain some sufﬁcient
conditions and necessary and sufﬁcient conditions. These results generalize and improve TheoremA, and
generalize the related results of other references. Moreover, we correct Theorem B (i.e Theorems 2.3, 3.3
and 4.3 in [4]), and our oscillatory conditions are nearly sharp.
The paper is organized as follows: in Sections 2,3 and 4, we discuss the oscillation for the solutions
of Eq. (1.1) with boundary conditions (B1), (B2), (B4), respectively, in Section 5, we correct Theorem B
and give some examples to explain the oscillation of problem (1.3) with the above boundary conditions.
For the reader’s convenience, we recall some deﬁnitions.
Deﬁnition 1.1. A function u(x, t) ∈ CN(G) ∩ C1(G¯) is said to be a solution of problem (1.1)–(Bi)
(i = 1, 2, 3) if it satisﬁes (1.1) in the domain G and satisﬁes the boundary conditions (Bi) i = 1, 2, 3.
Deﬁnition 1.2. The solution u(x, t) of problem (1.1) is said to be oscillatory in the domain G =  ×
[t0,∞) if for any positive number , there exists a point (x1, t1) ∈  × [,∞) such that the equality
u(x1, t1)= 0 holds.
If every solution of Eq. (1.1) is oscillatory, then Eq. (1.1) is called oscillatory.
Deﬁnition 1.3. A function u(x, t) is called eventually positive (negative) if there exists a number t1 t0
such that u(x, t)> 0 (< 0) for every (x, t) ∈ × [,∞).
Remark. If a solution is nonoscillatory, then it is eventually positive or eventually negative.
2. Oscillation of boundary value problem (1.1)−(B1)
Firstly, we consider the following Dirichlet boundary value problem in the domain, :
u+ u= 0, in (x, t) ∈ × [t0,∞), (2.1)
u= 0, on (x, t) ∈ × [t0,∞), (2.2)
in which  is a constant.
Z. Ouyang et al. / Journal of Computational and Applied Mathematics 175 (2005) 305–319 309
It is well known from [6] that the smallest eigenvalue 1 of problem (2.1) is positive and the corre-
sponding eigenfunction 	(x)0 for x ∈ .
Let u(x, t) be a solution of problem (1.1)–(Bi), i = 1, 2, 3, we deﬁne throughout this paper:
U(t)=
∫
 u(x, t)	(x) dx∫
 	(x) dx
, (2.3)
V (t)=
∫
 u(x, t) dx∫
 dx
, (2.4)
Theorem 2.1. Suppose that (H1)–(H3), (H5) hold and every solution of differential inequality
z(N)(t)+ 1a(t)z(t)+
n∑
i=1
Pi(t)z(x, t − i)−
m∑
j=1
Qk(t)z(x, t − j )
+ h(t)f (z(t − r1), . . . , z(t − rl))0, (2.5)
is oscillatory, then every solution of (1.1)–(B1) is oscillatory.
Proof. Assume that there is a nonoscillatory solution u(x, t) of problem (1.1)–(B1). Without loss of
generality, let u(x, t) be an eventually positive solution of problem (1.1)–(B1) (if it is eventually nega-
tive, the proof is similar), then there exists a number > t0 −  such that u(x, t)> 0, u(x, t − i) > 0,
u(x, t − rk)> 0, i = 1, . . . , n, i = 1, . . . , m, k = 1, . . . , l.
Multiplying both sides of Eq. (1.1) by 	(x), and integrating both sides over the domain  with respect
to x, we have
dN
dtN
∫

u	 dx − a(t)
∫

u	 dx +
n∑
i=1
∫

	pi(x, t)u(x, t − i) dx
−
m∑
j=1
∫

	qj (x, t)u(x, t − j ) dx
+ h(t)
∫

	f (u(x, t − r1), . . . , u(x, t − rl)) dx = 0, t. (2.6)
From (H3), (2.6) becomes
dN
dtN
∫

u	 dx − a(t)
∫

u	 dx +
n∑
i=1
Pi(t)
∫

	u(x, t − i) dx
−
m∑
j=1
Qj(t)
∫

	u(x, t − j ) dx + h(t)
∫

	f (u(x, t − r1), . . . , u(x, t − rl)) dx
0, t. (2.7)
Using Green’s formula, we get∫

a(t)u	 dx =−1
∫

u	 dx, t. (2.8)
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Combining (2.7), (2.8), and using Jensen’s inequality, we obtain
dN
dtN
∫

u	 dx + 1a(t)
∫

u	 dx +
n∑
i=1
Pi(t)
∫

	u(x, t − i) dx
−
m∑
j=1
Qj(t)
∫

	u(x, t − j ) dx
+ h(t)f
(∫
 	u(x, t − r1) dx∫
 	 dx
, . . . ,
∫
 	u(x, t − rl) dx∫
 	 dx
)∫

	 dx0, t.
According to (2.3) it follows
dN
dtN
U(t)+ a(t)U(t)+
n∑
i=1
Pi(t)U(t − i)−
m∑
j=1
Qj(t)U(t − j ) dx
+ h(t)f (U(t − r1), . . . , U(t − rl))0, t. (2.9)
Because u(x, t) is positive, from (2.3) again, we have that U(t) is positive eventually. This means that
U(t) is an eventually positive solution of (2.5), this contradicts the suppose. The proof is completed. 
Now, we give another main oscillatory condition of problem (1.1)–(B1).
Theorem 2.2. Suppose that (H1)–(H5) hold and every solution of the following differential equation:
z(N)(t)+
n∑
i=1
Pi(t)−∑
k∈Ji
Qk(t + k − i)
 z(x, t − i)
+ h(t)f (z(t − r1), . . . , z(t − rl))= 0, t. (2.10)
is oscillatory, then every solution of problem (1.1)–(B1) is oscillatory.
Proof. Assume that problem (1.1)–(B1) has a nonoscillatory solution u(x, t), without loss of generally,
we let u(x, t) be an eventuality positive (if it is eventually negative, we let −u(x, t) = v(x, t), and the
proof is similar). Then there exists a > t0− such that u(x, t)> 0, u(x, t−i) > 0 and u(x, t− rk)> 0,
i = 1, . . . , n, i = 1, . . . , m, k = 1, . . . , l.
From the proof of Theorem 2.1, we get that (2.9) has an eventually positive solution, then
U(N)(t)+
n∑
i=1
Pi(t)U(t − i)−
m∑
j=1
Qj(t)U(t − j )
+ h(t)f (U(t − r1), . . . , U(t − rl))0, t. (2.11)
Let
y(t)= U(t)−
∫ t

∫ tN−1

. . .
∫ t2

n∑
i=1
∑
k∈Ji
∫ t1−k
t1−i
Qk(s + k)U(s) ds dt1 . . . dtN−1, t.
(2.12)
It is easy to know by (H4) that y(t)U(t) and y(t)> 0.
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In fact, it is obvious that y(t)U(t). Now we prove y(t)> 0. Combining (2.11) and (2.12),
y(N)(t)+
n∑
i=1
Pi(t)−∑
k∈Ji
Qk(t + k − i)
U(t − i)
+ h(t)f (U(t − r1), . . . , U(t − rl))0 (2.13)
then y(N) < 0, so y(i)(t) is eventually monotone, i= 1, . . . , N − 1.We consider the following two cases:
Case 1: y ′(t)< 0. Assume that there exists a t∗1 such that y(t∗1 ) = 0, because y(t) is monotone
decrease strictly, then there exists a t∗2 > t∗1 such that y(t∗2 )= 
< 0, it means that y(t)y(t∗2 )= 
< 0 for
t > t∗2 , by (H4), we obtain
U(t)=y(t)+
∫ t

∫ tN−1

. . .
∫ t2

n∑
i=1
∑
k∈Ji
∫ t1−k
t1−i
Qk(s + k)U(s) ds dt1 . . . dtN−1,

+ max
t− max
1 in
{i} s t− min
1 km
{k}
U(s)
+ max
t− s t U(s), (2.14)
which implies that U(t)< 0, this is a contradiction.
Case 2: y ′(t)> 0. If there exists a t∗3 such that y(t∗3 )0, then there exists a t∗4 > t∗3 such that y(t∗4 )> 0,
for all t > t∗4 , we have y(t)> 0. Now, we assume, for the converse, that y(t)0, for all t > t∗3 , then
limt→∞y(t) exists, and limt→∞y(t)= limt→∞y(t)= 0, according to (2.14) and (H4), it follows:
lim
t→∞U(t)< + limt→∞ maxt− s t U(s) limt→∞U(t),
this is also a contradiction, and thus y(t)> 0 for all t > t∗4 .
From (2.13), (H5) and y(t)U(t), y(t)> 0, we obtain
y(N)(t)+
n∑
i=1
Pi(t)−∑
k∈Ji
Qk(t + k − i)
 y(t − i)
+ h(t)f (y(t − r1), . . . , y(t − rl))0, t (2.15)
have an eventually positive solution y(t).
Now we prove that (2.10) has an eventually positive solution.
Since y(N)(t)< 0, y(t)> 0, there exists an even number N∗ (0N∗N − 1) such that y(i)(t)> 0,
0iN∗, (−1)iy(i)(t)> 0, N∗iN.We consider the following possible cases.
Case 1′ : N∗ = 0. Integrating (2.15) from t to∞, we have
y(t)
∫ ∞
t
∫ ∞
t1
. . .
∫ ∞
tN−1
 n∑
i=1
Pi(s)−∑
k∈Ji
Qk(s + k − i)
 y(s − i)
+h(s)f (y(s − r1), . . . , y(s − rl))) ds dtN−1 . . . dt1

∫ ∞
t
(s − t)N−1
(N − 1)!
 n∑
i=1
Pi(s)−∑
k∈Ji
Qk(s + k − i)
 y(s − i)
+h(s)f (y(s − r1), . . . , y(s − rl))) ds. (2.16)
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Let T > 0 and > 0 such that (2.10) and (2.16) hold and t − >T − , y(T − )> 0 for tT . Set
K = {v ∈ C(T − ,∞),R+) : 0v(t)1 for t > T − },
and deﬁne an operator S on K as follows:
(Sv)(t)=

(Sv)(T ), T −  t < T ,
1
y(t)
∫∞
t
(s − t)N−1
(N − 1)!
(
n∑
i=1
(
Pi(s)− ∑
k∈Ji
Qk(s + k − i))v(s − i
)
y(s − i)
+h(s)f (v(s − r1)y(s − r1), . . . , v(s − rl)y(s − rl))
)
ds, tT .
It is easy to see by (2.16) that S maps K into itself, and for any v ∈ K , we have (Sv)(t)> 0, for
T −  t < T . Next, we deﬁne the sequences vk(t) in K,
v0(t) ≡ 1, tT − 
and
vk+1(t)= (Svk)(t), for tT − , k = 0, 1 . . . ,
lim
t→∞ vk(t)= v(t), tT − .
It follows from Lebesgues dominated convergence theorem that v(t) satisﬁes
v(t)= 1
y(t)
∫ ∞
t
(s − t)N−1
(N − 1)!
 n∑
i=1
Pi(s)−∑
k∈Ji
Qk(s + k − i)
 v(t − i)y(t − i)
+h(s)f (v(s − r1)y(s − r1), . . . , v(s − rl)y(s − rl))
 ds, tT
and
v(t)= (Sv)(T ), T −  t < T .
Again, set
w(t)= v(t)y(t).
It is easy to see that w(t)> 0 for T −  t < T and
w(t)=
∫ ∞
t
(s − t)N−1
(N − 1)!
 n∑
i=1
Pi(s)−∑
k∈Ji
Qk(s + k − i)
w(s − i)
+h(s)f (w(s − r1), . . . , w(s − rl)y(s − rl))
 ds, tT .
Thus, w(t) is a nonnegative solution of Eq. (2.10) for tT . Finally, it remains to show that w(t)> 0 for
t > T − . Assume that there exists a t∗>T −  such that w(t)> 0 for T − < t < t∗ and w(t∗) = 0.
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Then t∗>T , and
0= w(t∗)=
∫ ∞
t∗
(s − t∗)N−1
(N − 1)!
 n∑
i=1
Pi(s)−∑
k∈Ji
Qk(s + k − i)
w(s − i)
+h(s)f (w(s − r1), . . . , w(s − rl)y(s − rl))
 ds
which implies
Pi(s)−
∑
k∈Ji
Qk(s + k − i) ≡ 0 for s t∗, i = 1, . . . , n
and
q(s)f (w(s − r1), . . . , w(s − rl)) ≡ 0
which is impossible. Thus, w(t) is an eventually positive solution of Eq. (2.10), this is a contradiction to
the suppose,
Case 2′ : 2N∗n− 1. Integrating (2.15) from t to∞, we obtain
y(N
∗)(t)
∫ ∞
t
(s − t)N−N∗−1
(N −N∗ − 1)!
 n∑
i=1
Pi(s)−∑
k∈Ji
Qk(s + k − i)
 y(s − i)
+h(s)f (y(s − r1), . . . , y(s − rl))
 ds, tT .
Using a similar method of Case1′ yields that Eq. (2.10) has an eventually positive solution, this is also a
contradiction to the suppose, the proof is completed. 
Let
(H6) There exist P i(t),Qj (t), i = 1, . . . , n; j = 1, . . . , m, such that P i(t)Pi(t), Qj(t)Qj(t),
i = 1, . . . , n, j = 1, . . . , m, and P i(t)∑k∈JiQk(s + k − i).
(H7)
∫ t

∫ tN−1
 . . .
∫ t2

∑n
i=1
∑
k∈Ji
∫ −k
t−i Qk(s + k) ds dt1 . . . dtN−1< 1, for t t0 + v1.
Then Theorem 2.2 can be improved as follows:
Theorem 2.3. Suppose that (H1)–(H3), (H5)–(H7) hold and every solution of the following differential
equation:
z(N)(t)+
n∑
i=1
P i(t)−∑
k∈Ji
Qk(t + k − i)
 z(t − i)
+ h(t)f (z(t − r1), . . . , z(t − rl))= 0 (2.17)
is oscillatory, then every solution of problem (1.1)–(B1) is oscillatory.
The theorem can be showed by Theorem 2.2. Obviously, Theorem 2.3 has extended and improved
Theorem 3.1 in [4], that is
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Corollary 2.1. Suppose that (H1)–(H3), (H6)–(H7) hold and every solution of the following delay differ-
ential equation:
z′(t)+
n∑
i=1
P i(t)−∑
k∈Ji
Qk(t + k − i)
 z(t − i)= 0 (2.18)
is oscillatory, then every solution of problem (1.3)–(B1) is oscillatory.
3. Oscillation of boundary value problem (1.1)−(B2)
Now, we consider problem (1.1)–(B2).
Theorem 3.1. Suppose that (H1), (H3), (H5) hold and every solution of the delay differential inequality
z(N)(t)+
n∑
i=1
Pi(t)z(t − i)−
m∑
j=1
Qj(t)z(t − j )
+ h(t)f (z(t − r1), . . . , z(t − rl))0 (3.1)
oscillates. Then every solution of problem (1.1)–(B2) oscillates.
Proof. Assume that (1.1)–(B2) has a nonoscillatory solution u(x, t). Without loss of generality, we
assume that it be eventually positive (if it is eventually negative, the proof is similar), so there exists
a number > 0, such that for t > , u(x, t)> 0, u(x, t − i) > 0, u(x, t − j )> 0, u(x, t − rk)> 0,
i = 1, . . . , n, j = 1, . . . , m, k = 1, . . . , l.
Integrating both sides of (1.1) over the domain  respect to x, we have
dN
dtN
∫

u dx − a(t)
∫

u dx +
∫

n∑
i=1
pi(x, t)u(x, t − i) dx
−
∫

m∑
j=1
qj (x, t)u(x, t − j ) dx
+
∫

h(t)f (u(x, t − r1), . . . , u(x, t − rl)) dx = 0, t.
Using (H3), we have
dN
dtN
∫

u dx − a(t)
∫

u dx +
n∑
i=1
Pi(t)
∫

u(x, t − i) dx −
m∑
j=1
Qj(t)
∫

u(x, t − j ) dx
+
∫

h(t)f (u(x, t − r1), . . . , u(x, t − rl)) dx0, t. (3.2)
From the Green’s formula and boundary condition (B2)∫

u(x, t) dx =
∫

u(x, t)
N
ds = 0, t. (3.3)
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Using Jensen’s inequality, we get∫

h(t)f (u(x, t − r1), . . . , u(x, t − rl)) dx
h(t)f
(∫
 u(x, t − r1) dx∫
 dx
, . . . ,
∫
 u(x, t − rl) dx∫
 dx
)∫

dx, t. (3.4)
Combining (3.2)–(3.4), (H3) and (2.4), it follows:
V (N)(t)+
n∑
i=1
Pi(t)V (t − i)−
m∑
j=1
Qj(t)V (t − j )
+ h(t)f (V (t − r1), . . . , V (t − rl))0, t. (3.5)
According to (2.4), we know V (t)> 0, it means that V (t) is an eventually positive solution of (3.1). This
is a contradiction, the proof is completed. 
Using the similar methods to Theorems 2.2 and 2.3, we have
Theorem 3.2. Suppose that (H1)–(H5) hold and every solution of differential inequality
z(N)(t)+
n∑
i=1
Pi(t)−∑
k∈Ji
Qk(t + k − i)
 z(t − i)
+ h(t)f (z(t − r1), . . . , z(t − rl))= 0, t (3.6)
oscillates, then every solution of problem (1.1)–(B2) oscillates.
If pi(x, t) ≡ qi(x, t) ≡ 0, i = 1, . . . , n, j = 1, . . . , m, we can obtain the following sufﬁcient and
necessary condition for the oscillation of problem (1.1)–(B2).
Corollary 3.1. Suppose (H1), (H5) hold, then every solution of the following delay parabolic differential
equation:
N
tN
u(x, t)− a(t)u+ h(t)f (u(x, t − r1), . . . , u(x, t − rl))= 0, (3.7)
with boundary condition (B2) is oscillatory, if and only if, every solution of the following delay differential
equation:
y(N)(t)+ h(t)f (y(t − r1), . . . , y(t − rl))= 0 (3.8)
is oscillatory.
Proof. We may only prove the necessity. Suppose y(t) is a solution of (3.8), let u(x, t) = y(t), then
u(x, t) satisﬁes (B2) and (3.7). Because every solution of problem (3.7),B2 oscillates, therefore every
solution of (3.7) oscillates. the proof is completed. 
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Theorem 3.3. Suppose that (H1)–(H3), (H5)–(H7) hold and every solution of the following differential
equation:
z(N)(t)+
n∑
i=1
P i(t)−∑
k∈Ji
Qk(t + k − i)
 z(t − i)
+ h(t)f (z(t − r1), . . . , z(t − rl))= 0 (3.9)
oscillates, then every solution of problem (1.1), (B2) oscillates.
Taking N = 1, h(t)= 0, we have the following corollary.
Corollary 3.2. Suppose that (H1)–(H3), (H6)–(H7) hold, if every solution of the following delay differ-
ential equation:
z′(t)+
n∑
i=1
P i(t)−∑
k∈Ji
Qk(t + k − i)
 z(t − i)= 0 (3.10)
is oscillatory, then every solution of problem (1.3), (B2) is oscillatory.
Remark. Theorem 3.3 extended and improved Theorem 2.1 in [4].
4. Oscillation of boundary value problem (1.1)−(B3)
In this section, we establish some sufﬁcient conditions for oscillation of all solutions of boundary value
problem (1.1)–(B3).
Theorem 4.1. Assume that (H1)–(H5) hold, and every solution of the delay differential equation
z(N)(t)+
n∑
i=1
Pi(t)−∑
k∈Ji
Qk(t + k − i)
 z(t − i)
+ h(t)f (z(t − r1), . . . , z(t − rl))= 0 (4.1)
oscillates. Then every solution of problem (1.1)–(B3) oscillates.
Proof. Assume for the sake of contradiction that (1.1)–(B3) has a nonoscillatory solution. Without loss
of generality, we assume that (1.1)–(B3) has an eventually positive solution u(x, t) (if it has an eventually
negative solution, the proof is similar), that is, there exists a > t0 such that u(x, t)> 0, u(x, t −i) > 0,
u(x, t − j )> 0, u(x, t − rk)> 0 for t > , i = 1, . . . , n; j = 1, . . . , m; k = 1, . . . , l.
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Integrating (1.1) over the domain  respect to x, we have
dN
dtN
∫

u dx − a(t)
∫

u(x, t) dx +
∫

n∑
i=1
pi(x, t)u(x, t − i) dx
−
∫

m∑
j=1
qj (x, t)u(x, t − j ) dx +
∫

h(t)f (u(x, t − r1), . . . , u(x, t − rl)) dx, t.
From (H3),
dN
dtN
∫

u dx − a(t)
∫

u(x, t) dx +
n∑
i=1
Pi(t)
∫

u(x, t − i) dx
−
m∑
j=1
Qj(t)
∫

u(x, t − j ) dx +
∫

h(t)f (u(x, t − r1), . . . , u(x, t − rl)) dx, t.
(4.2)
According to the Green’s formula and boundary condition (B3), it follows that∫

u(x, t) dx =−
∫

(x, t)u(x, t) ds0, t, (4.3)
where ds is the surface element on . Using (4.3) and Jensen’s inequality, (4.2) reduces to
dN
dtN
[∫

u(x, t) dx
]
+
n∑
i=1
Pi(t)
∫

u(x, t − i) dx −
m∑
j=1
Qj(t)
∫

u(x, t − j ) dx
+ h(t)f
(∫
 u(x, t − r1) dx∫
 dx
, . . . ,
∫
 u(x, t − rl) dx∫
 dx
)∫

dx
 −
∫

u ds0, t. (4.4)
The completion of the proof is now similar to Theorem 2.2 and will be omitted. The proof is
completed. 
Applying Theorem 4.1, we have the following sufﬁcient conditions for oscillation of all solutions of
(1.3)–(B3).
Theorem4.2. Suppose that (H1)–(H3), (H5)–(H7)hold and solution of the following differential equation:
z(N)(t)+
n∑
i=1
P i(t)−∑
k∈Ji
Qk(t + k − i)
 z(t − i)
+ h(t)f (z(t − r1), . . . , z(t − rl))= 0 (4.5)
oscillates, then every solution of problem (1.1)–(B3) oscillates.
Taking N = 1, we have the following special form:
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Corollary 4.1. Suppose that (H1)–(H3), (H6)–(H7) hold and every solution of the following delay differ-
ential equation:
z′(t)+
n∑
i=1
P i(t)−∑
k∈Ji
Qk(t + k − i)
 z(t − i)= 0 (4.6)
oscillates, then every solution of problem (1.3)–(B3) oscillates.
Remark. Corollary 4.1 has improved Theorem 4.3 in [4] largely.
5. Application
Using the results of Sections 2,3 and 4, we consider the special case: N = 1, f ≡ 0, we can obtain
some special results for the oscillation of problem (1.1) with boundary condition (B1) or (B2) or (B3),
we corrected Theorems 2.3, 3.3 and 4.3 in [4] as follows.
Theorem 5.1. Suppose that (H1)–(H3), (H6)–(H7) hold and further assume that
(H8) limt→∞
∫ t+i
t
Ri(s) ds > 0,
(H9)
∫∞
t0
(
∑n
i=1Ri(t) ln(e
∑n
j=1
∫ t+j
t
Rj (s) ds)) dt =∞,
where Ri(s)= P i(s)−∑k∈JiQk(t + k − i), i = 1, 2, . . . , n.
Then every solution of Eq. (1.3) with boundary condition (B1) or (B2) or (B3) oscillates.
This theorem can be proved by Corollary 2.1 in this paper and Theorem 3.1 in [2].
Remark. Theorem 5.1 is a nearly sharp condition for the oscillation of (1.3).
Example 5.1. Consider the parabolic equation
ut = uxx − 4e
−2u(x, t − 2), (x, t) ∈ (0, )× R+, (5.1)
with the boundary condition
u(0, t)
x
= u(, t)
x
= 0, t0, (5.2)
where a(t)= 1, R(t)= 
4
e−2 and = 2.
Since
∫ t
t−2 R(s) ds=

2
e−2,
∫∞
0 R(t) ln(e
∫ t
t−2 R(s) ds) dt=∞, so it satisﬁes condition (H1)–(H4) and
every solution of problem (5.1), (5.2) is oscillatory. In fact, u(x, t)= e−t sin 
4
t cos x is such a solution.
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Example 5.2. If we consider (5.1), (5.2) by Theorem 3.2. The corresponding form of (5.1) is as follows:
z
′ + 
4
e−2z(t − 2)= 0. (5.3)
Let
(t)=−z
′(t)
z(t)
. (5.4)
Then (5.1) turns into
−(t)+ 
4
e−2 exp
{∫ t
t−2
(s) ds
}
= 0. (5.5)
We assume that (5.3) has a nonoscillatory solution z(t). Without loss of generality, we assume that
z(t) be eventually positive (if it is eventually negative, the proof is similar), then z′(t)< 0, (t)> 0,
limt→∞ z(t)= 0 and limt→∞ (z(t − 2))/(z(t))= 1, this means
lim
t→∞ (t)=− limt→∞
z′(t)
z(t)
=− lim
t→∞
z′(t)
z(t − 2) =

4
e−2.
Taking limit of left side of (5.5), we obtain
− lim
t→∞ (t)+

4
e−2 lim
t→∞ exp
{∫ t
t−2
(s) ds
}
= − 
4
e−2 + 
4
e−2 exp{2e−4}
= − 
4
e−2(exp{2
4
e−2} − 1)
= 0.
This is a contradiction. So every solution of (5.3) oscillates, therefore every solution of problems (5.1)
and (5.2) oscillates.
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