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図 2.2.1: 錯視のメカニズム (オプティカルフロー推定の誤計算)
5
2.2.2 視覚数理モデル
本シミュレーションで用いる視覚数理モデルは，中村らが提案するMT野 (Middle Temporal Area)
に属するMT細胞についてのモデル [3, 4]である．このモデルでは，Lucas-Kanade(LK)法 [12]に
よるオプティカルフロー推定を計算のベースとしている．入力画像の輝度を I(x, y, t)，xy空間の窓
関数を w(x, y)とすると，オプティカルフロー推定速度 v̂(x, y, t)は
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運動錯視の一例である drift illusion[13]を元にして入力画像を網羅的生成する．図 3.2.1のよう
に 1画素あたり 8階調で 1×8 pixelの一次元画素パターンを網羅的に生成する．このとき全パター

































プティカルフロー値を得るまでのデータの流れ図を図 3.3.4に示す． fx, S xy 等は二次元データ，前
半の矢印は畳み込み演算，後半の矢印は四則演算を有することを示している．例えば，S xyを求め
る際には， fxと fyの結果を得た後である必要がある．
データ転送を削減するため，今回の実装としては image1と image2のデータを CPUから GPU
へ転送，オプティカルフロー計算の結果として u, vのデータをGPUからCPUへ転送，この 2つの
転送だけで済むようにプログラムを書き換える．
3.3.3 メモリ確保及び解放の一括化








2 for(int j = 0; j < height; j++){




7 for(int l = 0; l < filter_size; l++){
8 for(int k = 0; k < filter_size; k++){




13 dst[i + j*width] = sum;
14 }
15 }
図 3.3.1: 畳み込み演算のコア部分 (C++)
1 // インデックスを変換する
2 const int x = blockDim.x * blockIdx.x + threadIdx.x;
3 const int y = blockDim.y * blockIdx.y + threadIdx.y;
4
5 extern __shared__ float SHAERD[];
6 // 入力画像とフィルタのシェアードメモリ内のアドレスを記憶
7 float *filter_shared = &SHAERD[0];
8 float *src_shared = (float*) &filter_shared[filter_size*filter_size];
9
10 const int tix = threadIdx.x;
11 const int tiy = threadIdx.y;
12 const int ix = blockIdx.x * blockDim.x + threadIdx.x; // 元の画像の座標 x
13 const int iy = blockIdx.y * blockDim.y + threadIdx.y; // 元の画像の座標 y
14 const int shared_width = blockDim.x + side;
15
16 // 入力画像をシェアードメモリに格納
17 src_shared[(tix) +(tiy) *shared_width] = src[(ix) +(iy) *ex_width];
18 src_shared[(tix+side)+(tiy) *shared_width] = src[(ix+side)+(iy) *ex_width];
19 src_shared[(tix) +(tiy+side)*shared_width] = src[(ix) +(iy+side)*ex_width];
20 src_shared[(tix+side)+(tiy+side)*shared_width] = src[(ix+side)+(iy+side)*ex_width];
21
22 // フィルタをシェアードメモリに格納
23 for(int i = tix + tiy * blockDim.x; i < filter_size*filter_size; i+=blockDim.x*blockDim.y){






30 if((x < width) && (y < height)){
31 float sum = 0.0; int f = 0;
32
33 // フィルタサイズでループ
34 for(int l = 0; l < filter_size; l++){
35 for(int k = 0; k < filter_size; k++){




40 dst[x + y * width] = sum;
41 }
図 3.3.2: 畳み込み演算のコア部分 (CUDA shared memory)
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function (conv_cuda_shared)




















1 int2 CUDATHREAD; CUDATHREAD.x = 32; CUDATHREAD.y = 16;
2 dim3 block(( w_ex1 + CUDATHREAD.x - 1) / CUDATHREAD.x,
3 (h_ex1 + CUDATHREAD.y - 1) / CUDATHREAD.y); // グリッドあたりのブロック数 =(16,32)
4 dim3 thread(CUDATHREAD.x, CUDATHREAD.y); // ブロックあたりのスレッド数 =(32,16)
5
6 /* それぞれの変数を格納するのに必要なメモリ領域を計算 */
7 size_t IMAGE = sizeof(float)*wh;
8 size_t IMAGE1 = sizeof(float)*wh_ex1;
9 size_t IMAGE2 = sizeof(float)*wh_ex2;
10 size_t FILTER1 = sizeof(float)*ff1;
11 size_t FILTER2 = sizeof(float)*ff2;
12 // IMAGE1,IMAGE2 dx,dy,gs fx,fy,ft fxfx ,... fxfx_ ,... rf
13 size_t MALLOC_SIZE = IMAGE*2 + IMAGE1*2 + FILTER1*3 + IMAGE*3 + IMAGE*10 + IMAGE2*5 + FILTER2
+ IMAGE*13;
14 float *malloc; cudaMalloc((void**)&malloc, MALLOC_SIZE); // メモリ確保
15
16 /* シェアードメモリ用の領域 */
17 int shared1 = sizeof(float)*(CUDATHREAD.x+2*side1)*(CUDATHREAD.y+2*side1) + FILTER1;
18 int shared2 = sizeof(float)*(CUDATHREAD.x+2*side2)*(CUDATHREAD.y+2*side2) + FILTER2;
19
20 /* 確保したメモリ領域のアドレスから，それぞれの変数の先頭部分を渡す */
21 float *img1 = &malloc[0];
22 float *img2 = &img1[wh];
23 (----略----)
24
25 /* CPUから GPUへデータ転送 */
26 cudaMemcpy(img1, h_img1, IMAGE, cudaMemcpyHostToDevice);
27 cudaMemcpy(img2, h_img2, IMAGE, cudaMemcpyHostToDevice);
28 cudaMemcpy(dx, h_dx, FILTER1, cudaMemcpyHostToDevice);
29 (----略----)
30
31 /* 畳み込み演算 */
32 conv_kernel_shared <<<block,thread,shared1 >>>(img1, fx, dx, w, h, f1); // img1 * dx → fx
33 conv_kernel_shared <<<block,thread,shared1 >>>(img1, fy, dy, w, h, f1); // img1 * dy → fy
34 conv_kernel_shared <<<block,thread,shared1 >>>(img2, ft, gs, w, h, f1); // img2 * gs → ft
35
36 mul_matrix_cuda <<<block,thread>>>(fx, fx, fxfx, w, h); // fx x fx → fxfx
37 conv_kernel_shared <<<block,thread,shared2 >>>(fxfx, S_xx, rf, w, h, f2); // fxfx * rf → S_xx
38 mul_matrix_cuda <<<block,thread>>>(fy, fy, fyfy, w, h); // fy x fy → fyfy
39 conv_kernel_shared <<<block,thread,shared2 >>>(fyfy, S_yy, rf, w, h, f2); // fxfx * rf → S_yy
40 mul_matrix_cuda <<<block,thread>>>(fx, fy, fxfy, w, h); // fx x fy → fxfy
41 conv_kernel_shared <<<block,thread,shared2 >>>(fxfy, S_xy, rf, w, h, f2); // fxfy * rf → S_xy
42 mul_matrix_cuda <<<block,thread>>>(fx, ft, fxft, w, h); // fx x ft → fxft
43 conv_kernel_shared <<<block,thread,shared2 >>>(fxft, S_xt, rf, w, h, f2); // fxft * rf → S_xt
44 mul_matrix_cuda <<<block,thread>>>(fy, ft, fyft, w, h); // fy x ft → fyft
45 conv_kernel_shared <<<block,thread,shared2 >>>(fyft, S_yt, rf, w, h, f2); // fyft * rf → S_yt
46
47 add_matrix_cuda <<<block,thread>>>(S_xx, epsilon, w, h);
48 add_matrix_cuda <<<block,thread>>>(S_yy, epsilon, w, h);
49
50 mul_matrix_cuda <<<block,thread>>>(S_xx, S_yy, S_xxyy, w, h); // S_xx x S_yy → S_xxyy
51 mul_matrix_cuda <<<block,thread>>>(S_xy, S_xy, S_xyxy, w, h); // S_xy x S_xy → S_xyxy
52 mul_matrix_cuda <<<block,thread>>>(S_yt, S_xy, S_ytxy, w, h); // S_yt x S_xy → S_ytxy
53 mul_matrix_cuda <<<block,thread>>>(S_xt, S_yy, S_xtyy, w, h); // S_xt x S_yy → S_xtyy
54 mul_matrix_cuda <<<block,thread>>>(S_xt, S_xy, S_xtxy, w, h); // S_xt x S_xy → S_xtxy
55 mul_matrix_cuda <<<block,thread>>>(S_yt, S_xx, S_ytxx, w, h); // S_xx x S_yy → S_xxyy
56
57 sub_matrix_cuda <<<block,thread>>>(S_ytxy, S_xtyy, u, w, h); // S_ytxy - S_xtyy → u




62 cudaDeviceSynchronize(); // スレッド同期
63 cudaMemcpy(dst, tmp_uu, IMAGE, cudaMemcpyDeviceToHost); // GPUから CPUへデータ転送
64 cudaFree(malloc); // メモリ解放


































































ミュレーションのプログラムコードの一部を図 3.3.10に示す．OpenMPの関数 omp get thread num
で自スレッド番号を取得できる．自スレッド番号が 0の場合はGPUにオプティカルフロー計算を






1 cudaMemcpyAsync(img1, h_img1, IMAGE, cudaMemcpyHostToDevice ,stream[0]); // 非同期データ転送
2 cudaMemcpyAsync(img2, h_img2, IMAGE, cudaMemcpyHostToDevice ,stream[2]);
3
4 cudaStreamSynchronize(stream[0]); // ストリーム同期 (データ転送の終了を待つ)
5
6 // stream 0 : m1 * dx -> fx
7 conv_kernel_shared <<<block,thread,shared1,stream[0]>>>(img1, fx, dx, w, h, f1);
8 // stream 1 : m1 * dy -> fy
9 conv_kernel_shared <<<block,thread,shared1,stream[1]>>>(img1, fy, dy, w, h, f1);
10 // stream 2 : m2 * gs -> ft
11 conv_kernel_shared <<<block,thread,shared1,stream[2]>>>(img2, ft, gs, w, h, f1);
12
13 // stream 0 : fx * rf -> S_xx -> S_xx+ep
14 cudaStreamSynchronize(stream[0]); // fx の計算が完了
15 mul_matrix_cuda <<<block,thread ,0,stream[0]>>>(fx, fx, fxfx, w, h);
16 conv_kernel_shared <<<block,thread,shared2,stream[0]>>>(fxfx, S_xx, rf, w, h, f2);
17 add_matrix_cuda <<<block,thread ,0,stream[0]>>>(S_xx, epsilon, w, h);
18
19 // stream 1 : fy * rf -> S_yy -> S_yy+ep
20 cudaStreamSynchronize(stream[1]); // fy の計算が完了
21 mul_matrix_cuda <<<block,thread ,0,stream[1]>>>(fy, fy, fyfy, w, h);
22 conv_kernel_shared <<<block,thread,shared2,stream[1]>>>(fyfy, S_yy, rf, w, h, f2);
23 add_matrix_cuda <<<block,thread ,0,stream[1]>>>(S_yy, epsilon, w, h);
24
25 // stream 2 : fx,fy * rf -> S_xy
26 cudaStreamSynchronize(stream[2]); // ft の計算が完了
27 mul_matrix_cuda <<<block,thread, 0,stream[2]>>>(fx, fy, fxfy, w, h);
28 conv_kernel_shared <<<block,thread,shared2,stream[2]>>>(fxfy, S_xy, rf, w, h, f2);
29
30 // stream 3 : fx,ft * rf -> S_xt
31 mul_matrix_cuda <<<block,thread, 0,stream[3]>>>(fx, ft, fxft, w, h);
32 conv_kernel_shared <<<block,thread,shared2,stream[3]>>>(fxft, S_xt, rf, w, h, f2);
33
34 // stream 4 : fy,ft * rf -> S_yt
35 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(fy, ft, fyft, w, h);
36 conv_kernel_shared <<<block,thread,shared2,stream[4]>>>(fyft, S_yt, rf, w, h, f2);
37
38 // stream 0,1
39 cudaStreamSynchronize(stream[0]); // S_xx の計算が完了
40 cudaStreamSynchronize(stream[1]); // S_yy の計算が完了
41 mul_matrix_cuda <<<block,thread ,0,stream[1]>>>(S_xx, S_yy, S_xxyy, w, h); // S_xx x S_yy
42 // stream 2
43 cudaStreamSynchronize(stream[2]); // S_xy の計算が完了
44 mul_matrix_cuda <<<block,thread ,0,stream[2]>>>(S_xy, S_xy, S_xyxy, w, h); // S_xy x S_xy
45 // stream 3
46 cudaStreamSynchronize(stream[3]); // S_xt の計算が完了
47 mul_matrix_cuda <<<block,thread ,0,stream[3]>>>(S_xt, S_yy, S_xtyy, w, h); // S_xt x S_yy
48 mul_matrix_cuda <<<block,thread ,0,stream[3]>>>(S_xt, S_xy, S_xtxy, w, h); // S_xt x S_xy
49 // stream 4
50 cudaStreamSynchronize(stream[4]); // S_yt の計算が完了
51 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(S_yt, S_xx, S_ytxx, w, h); // S_yt x S_xx
52 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(S_yt, S_xy, S_ytxy, w, h); // S_yt x S_xy
53
54 // stream 1,2
55 cudaStreamSynchronize(stream[1]); // S_xxyy の計算が完了
56 cudaStreamSynchronize(stream[2]); // S_xyxy の計算が完了




61 cudaDeviceSynchronize(); // 全スレッド同期
62 cudaMemcpy(dst, tmp_uu, IMAGE, cudaMemcpyDeviceToHost); // GPUから CPUへデータ転送
図 3.3.8: オプティカルフロー計算の実装一部 (CUDA,マルチストリーム化)
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ノード1


























4 int world_size , my_rank;
5 MPI_Init(&argc, &argv);
6 MPI_Comm_rank(MPI_COMM_WORLD , &my_rank);




11 #pragma omp parallel for private(PatternNumber) schedule(dynamic ,4)
12 for(PatternNumber = 0; PatternNumber < AllPattern; PatternNumber++){
13 if(omp_get_thread_num() == 0){ // スレッド番号0ならば GPUで計算
14 ---- G P Uでの計算内容 ----
15 res[PatternNumber] = result_calc;
16 } else { // スレッド番号1以上ならば CPUで計算
17 C P Uでの計算内容




22 if(my_rank != 0){ // 子ノードならば
23 ---- M P I _ S e n d関数で親ノードに結果を送信 ----
24 } else {
25 for(int i=1; i<world_size; i++) {
26 ---- M P I _ S e n d関数で子ノードから結果を受信 ----
27 }
28 }




CPU (Intel Core i5-6500)とGPU (NVIDIA GeForce GTX 660)を搭載したマシンにて，§3.3.1～3.3.4
のGPGPUにおける視覚数理モデルシミュレーションの高速化実装の計算時間を測定した．より詳
細なハードウェア・ソフトウェア環境は表 3.1の通りである．なお，本来であれば 88 = 16, 777, 216
通りの入力パターンに対して計算を行うが，ここでは実験時間短縮のため，256分の 1通りにあた





全体の約 20.6%をGPUでのメモリ管理に，約 21.5%を CPUとGPUの間のデータ転送に時間を要















表 3.1: ハードウェア・ソフトウェア環境 (GPU搭載，1ノード)











システム IF PCI Express x16 Generation 3　
OS Linux Mint 18.3
CXX compiler GNU 5.4.0
MPIライブラリ OpenMPI 2.0.1
コンピュータビジョンライブラリ OpenCV 3.2.0
CUDA C CUDA 9.0
20m23s
14m15s
















































図 3.4.1: 65,536通りのシミュレーション時間と割合 (単一ノード)
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図 3.4.2: マルチストリーム化実装前後の NVIDIA Visual Profilerのタイムライン比較
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3.4.2 GPUクラスタを用いたシミュレーション時間の結果と評価







コア数が 6倍になったのに対して，計算時間は約 5分の 1程度までしか減らなかった．このこと
より，並列化のオーバーヘッドが大きかったことが確認できた．
(G)は CUDAのみを使っているので，CPU 1コアがGPUの制御を，GPU 1台が実際の計算を実
行している．(E)と比較すると，約 4.5倍速で計算できていることから，GPU 1台は CPU約 4.5コ
ア分の計算パワーに匹敵することが分かる．
(H)は OpenMP及び CUDAを使っているので，(G)では利用されていなかった残りの CPU 5コ
ア分も計算の役目を担っている．その結果，(G)に比べて約 48.8%計算時間が削減できた．GPU
1台は CPU 4.5コア分の計算能力であると予測したことから，CPU及びGPUの全リソースを利用




計算を本研究では CUDAで記述し GPUクラスタを用いることで 2%以下に削減できた．
20
表 3.2: ハードウェア・ソフトウェア環境 (GPU搭載，16ノード)











システム IF PCI Express x16 Generation 3　
OS Ubuntu 18.04.03 LTS
CXX compiler GNU 8.28
MPIライブラリ OpenMPI 4.0.1
コンピュータビジョンライブラリ OpenCV 3.4.6
CUDA C CUDA 10.2
10h28m37s
















































































中村モデルでは動画像 I(x, y, t)の時空間微分を，微分および畳み込みの演算の定理を用いて動画
像 I(x, y, t)とガウス関数G(x, y)の偏微分との畳み込み演算に近似している．
∂
∂x
I(x, y, t) ≃ ∂
∂x
{































I(x, y, t) ≃ ∂
∂y
{































I(x, y, t) ≃ ∂
∂t
{






























像の提示 t = 1，背景画像の提示を t = 0とすると l(t), h(t)は，図 4.1.2左側のようなカーネルであ
る．時間カーネルは t = 1のみ，時間微分カーネルはフレーム差分に対して計算を行う．つまりは
2フレーム以上前 (t ≥2)の画像は計算には関係していないため，合計 3フレーム以上のシミュレー
ションには対応していない．そこで，時間カーネル l(t)，時間微分カーネル h(t)を変更し，複数フ
レームでシミュレーションを行えるようにする．
作成する l(t), h(t)の例を図 4.1.2右に示す．ただし，このカーネルは未知のパラメータである．
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量関数は確率 p,全試行回数 n，成功回数 Xとすると，
P(X = k) = nCx px(1 − p)n−x (k = 0, 1, 2, . . . , n) (4.1.4)
と記述できる．この式をグラフで表すと図 4.1.3のようになり，微分したグラフは図 4.1.3のよう
になる．パラメータは nと pの 2つであり，全てのプロットの値を全て足すと 1.0，プロットの最
大数 nの設定があり，微分した関数は必ず正から負に変化する式が得られるという性質がある．







0 ≤ l(t) ≤ 1,
4∑
t=0
l(t) = 1 (4.1.5)
−1 ≤ h(t) ≤ 1,
4∑
t=0
h(t) = 0 (4.1.6)
l(t)の合計が 1になるように，h(t)の合計が 0になるように定める．図 4.1.4に l(t), h(t)の例を示す．






4.2.1 心理物理実験の方法 (実験 1)
実験は明室にて，円環状画像を提示する装置として IPSパネル液晶ディスプレイ (EIZO製EV2436W)
を用いて行う．視距離はディスプレイの中心から 1mで統一する．明室のモニタ前の照度と色温度






ガンマ補正後の 8階調の輝度 (0.000, 0.378, 0.534, 0.654, 0.756, 0.845, 0.926, 1.000)を被験者に提示
する．
被験者への提示方法は，図 4.2.2のように 2種類の動画像を左右を対称に並べて提示し，被験
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0 1 2 3 4
図 4.1.4: 網羅的プロットと微分関数の例
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激前画像 (A)を 1秒間，動画像を 10fps (0.1sec/frame)で被験者が回答するまで提示する．ディス
プレイに表示された背景画像の視野角は，幅 29.0 deg ×高さ 18.4 degである．中心に注視点を起
き，被験者にはこの点を注視して左右に視点を動かさないように依頼する．2つの動画像の直径は
300pxで視野角は 4.64 deg，注視点から円の中心までの距離は 300pxで視野角は 4.64degである．
提示する動画像パターンを 10種選び，全組み合わせ (10C2 = 45通り)分実験を行う．実際に心
理物理実験に用いた動画像を図 4.1に示す．提示した動画像の中で，1枚目，2枚目については全
て同じ画像にする．2枚目は 1枚目を 4.5度回転させた画像である．円環状画像の元となる画素パ
ターンとしては，1枚目は (黒白白黒)で 2枚目は (黒黒白白)である．変化させた 3枚目の画像の
うち，1つは黒画像 (#01)，1つは白画像 (#02)，残りの 8つはランダムで選ぶ．
本来であれば 18度回転，つまりは 4枚画像で 1周回転するところを，3枚画像で回って見える
か検証をする．
4.2.2 心理物理実験の結果
















表 4.1: 提示した 10種の動画像
28
刺激前画像 動画像 1 枚目
動画像 2 枚目 動画像 3 枚目
被験者の回答を得るまでループ
図 4.2.2: 提示動画像の内容 (実験 1)




















果である予測回転量 Rは，t = 0が 1枚目のとき R132，t = 0が 2枚目のとき R213，t = 0が 3枚目




















としている．σ = 0.1, 0.2, 0.3のときのグラフを図 4.3.1に示す．σを大きくするとなだらかな曲線
に，小さくすると急な曲線になる．今回の心理物理実験によるヒトの知覚結果と視覚数理モデルに
よるマシン予測をグラフにプロットすると，縦軸は提示した 2つの動画像のうち左のほうが速い
とヒトが回答する確率となる．横軸は視覚数理モデルによる予測回転量の差 (Rl − Rr)である．提
示した 2つの動画像のうち左側の予測回転量を Rl，右側の予測回転量を Rr としている．例えば，
σ = 0.3のとき，Rl − Rr = 0.2であれば 75%が左のほうが速いと回答，Rl − Rr = 0.5であれば 95%
が左のほうが速いと回答すると予測できるといえる．
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図 4.3.1: 誤差関数 (σ = 0.1, 0.2, 0.3)
4.3.3 フィッテング結果と評価 (二項分布)
二項分布を元に n, pを網羅的に変えてシミュレーションした結果の中で，最もヒトの知覚とマ









全 840通りのシミュレーション結果を図 4.3.4に示す．この結果によると，n, pが反比例してい
るように見える．二項分布における n × pは期待値を示しており，λ = n × p(一定)のときポアソン
分布に従うことが知られている．つまり，初めから二項分布を元に nと pという変数 2つを網羅
的に変えるのではなく，ポアソン分布を元にして，変数は 1つで十分だったことがわかった．
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このときの時間カーネル，時間微分カーネルのパラメータを図4.3.6に示す．時間カーネルは t = 2，
つまりは 2つ分過去の画像以外は全て 0であった．時間微分カーネルは −1.0,−0.4, 1.0,−0.6, 1.0と
法則の読めない結果となった．
そもそも，今回の実験では 3枚の画像の切り替えを繰り返して提示している．つまり，I(x, y, 0) =
I(x, y, 3), I(x, y, 1) = I(x, y, 4)という条件である．この置き換えを考慮すると，時間微分カーネルは
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図 4.3.4: n, pを網羅的に変えたときの決定係数 R2の結果 (全 840通り)
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て回転をするので，arctan(4/8) ≈ 26.6degの縞であった．二次元フーリエ解析の結果は，原点 (0,0)
と横軸のなす角 θ1 = 64.4◦の位置に特徴点 s1が現れた．θ2 = −26.6degの位置にも数値は小さいが



















f (x, t) +
∂
∂x
f (x, t) = 0 (5.2.3)
この式をフーリエ変換すると
u(iωx)F(ωx, ωt) + (iωt)F(ωx, ωt) = 0 (5.2.4)
u = −ωtF(ωx, ωt)
ωxF(ωx, ωt)
(5.2.5)













































































成した．円環状画像 1枚あたり 44通り，3フレーム分で全 (44)3 = 16, 777, 216通り計算した．こ


















デルでは大きな値だが XT解析では 0，#19は提案モデルでは正の値を取るが XT解析では負の値
















図 5.3.1: 提案モデルと XT解析の比較 (3フレーム，44通り)










図 5.3.2: 提案モデルと中村モデル比較 (3フレーム，44通り)
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forced choice; 2AFC)．回答はキーボードを用いて，時計回りであれば J，反時計回りであれば Fと
した．1つの動画像パターンを左右 1回ずつ，さらには逆回転に回るものも 1回ずつ提示すること







時計回りであれば J，反時計回りであれば Fとした．1つの動画像パターンを左右 1回ずつ，さら
には逆回転に回るものも 1回ずつ提示することで，1パターンあたりで合計 4回提示した．この流









































右 1回ずつ，さらには逆回転に回るものも 1回ずつ提示することで，1パターンあたりで合計 4回
提示した．この流れを 4種類の動画像について行ったので，合計で 4 × 4 = 16回提示した．
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図 5.4.1: 提示した 11種の動画像のモデル予測 (実験 2)





表 5.2: 提示した 4種の動画像
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刺激前画像 動画像 1 枚目




刺激前画像 動画像 1 枚目
動画像 2 枚目 動画像 3 枚目
被験者の回答を得るまでループ
図 5.4.2: 提示動画像の内容 (実験 2)
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図 5.5.1: 提示した 4種の動画像のモデル予測 (実験 3)
5.5.2 各モデル予測とヒトの知覚の比較
男性 6人に心理物理実験を行った．各モデルに対する実験結果を図 5.5.2に示す．ヒトの知覚の
結果 (確率)と各モデルの予測 (変数)を単純に比較することはできない．そこで §4.3.2と同じよう
に式を用いて，モデルの予測を擬似的に確率変数へと変換することで比較する．非線形フィットに
よる回帰曲線を図 5.5.2に示す．二乗平均平方根誤差 (Root Mean Squared Error; RMSE)は回帰曲
線の誤差を評価する指標の 1つで，0に近づくほど誤差が小さいことを示している．提案モデルは
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図 2.2.1: 錯視のメカニズム (オプティカルフロー推定の誤計算)
5
2.2.2 視覚数理モデル
本シミュレーションで用いる視覚数理モデルは，中村らが提案するMT野 (Middle Temporal Area)
に属するMT細胞についてのモデル [3, 4]である．このモデルでは，Lucas-Kanade(LK)法 [12]に
よるオプティカルフロー推定を計算のベースとしている．入力画像の輝度を I(x, y, t)，xy空間の窓
関数を w(x, y)とすると，オプティカルフロー推定速度 v̂(x, y, t)は








S xx(x, y, t) S xy(x, y, t)






( −S xt(x, y, t)


































































運動錯視の一例である drift illusion[13]を元にして入力画像を網羅的生成する．図 3.2.1のよう
に 1画素あたり 8階調で 1×8 pixelの一次元画素パターンを網羅的に生成する．このとき全パター

































プティカルフロー値を得るまでのデータの流れ図を図 3.3.4に示す． fx, S xy 等は二次元データ，前
半の矢印は畳み込み演算，後半の矢印は四則演算を有することを示している．例えば，S xyを求め
る際には， fxと fyの結果を得た後である必要がある．
データ転送を削減するため，今回の実装としては image1と image2のデータを CPUから GPU
へ転送，オプティカルフロー計算の結果として u, vのデータをGPUからCPUへ転送，この 2つの
転送だけで済むようにプログラムを書き換える．
3.3.3 メモリ確保及び解放の一括化








2 for(int j = 0; j < height; j++){




7 for(int l = 0; l < filter_size; l++){
8 for(int k = 0; k < filter_size; k++){




13 dst[i + j*width] = sum;
14 }
15 }
図 3.3.1: 畳み込み演算のコア部分 (C++)
1 // インデックスを変換する
2 const int x = blockDim.x * blockIdx.x + threadIdx.x;
3 const int y = blockDim.y * blockIdx.y + threadIdx.y;
4
5 extern __shared__ float SHAERD[];
6 // 入力画像とフィルタのシェアードメモリ内のアドレスを記憶
7 float *filter_shared = &SHAERD[0];
8 float *src_shared = (float*) &filter_shared[filter_size*filter_size];
9
10 const int tix = threadIdx.x;
11 const int tiy = threadIdx.y;
12 const int ix = blockIdx.x * blockDim.x + threadIdx.x; // 元の画像の座標 x
13 const int iy = blockIdx.y * blockDim.y + threadIdx.y; // 元の画像の座標 y
14 const int shared_width = blockDim.x + side;
15
16 // 入力画像をシェアードメモリに格納
17 src_shared[(tix) +(tiy) *shared_width] = src[(ix) +(iy) *ex_width];
18 src_shared[(tix+side)+(tiy) *shared_width] = src[(ix+side)+(iy) *ex_width];
19 src_shared[(tix) +(tiy+side)*shared_width] = src[(ix) +(iy+side)*ex_width];
20 src_shared[(tix+side)+(tiy+side)*shared_width] = src[(ix+side)+(iy+side)*ex_width];
21
22 // フィルタをシェアードメモリに格納
23 for(int i = tix + tiy * blockDim.x; i < filter_size*filter_size; i+=blockDim.x*blockDim.y){






30 if((x < width) && (y < height)){
31 float sum = 0.0; int f = 0;
32
33 // フィルタサイズでループ
34 for(int l = 0; l < filter_size; l++){
35 for(int k = 0; k < filter_size; k++){




40 dst[x + y * width] = sum;
41 }
図 3.3.2: 畳み込み演算のコア部分 (CUDA shared memory)
10
function (conv_cuda_shared)




















1 int2 CUDATHREAD; CUDATHREAD.x = 32; CUDATHREAD.y = 16;
2 dim3 block(( w_ex1 + CUDATHREAD.x - 1) / CUDATHREAD.x,
3 (h_ex1 + CUDATHREAD.y - 1) / CUDATHREAD.y); // グリッドあたりのブロック数 =(16,32)
4 dim3 thread(CUDATHREAD.x, CUDATHREAD.y); // ブロックあたりのスレッド数 =(32,16)
5
6 /* それぞれの変数を格納するのに必要なメモリ領域を計算 */
7 size_t IMAGE = sizeof(float)*wh;
8 size_t IMAGE1 = sizeof(float)*wh_ex1;
9 size_t IMAGE2 = sizeof(float)*wh_ex2;
10 size_t FILTER1 = sizeof(float)*ff1;
11 size_t FILTER2 = sizeof(float)*ff2;
12 // IMAGE1,IMAGE2 dx,dy,gs fx,fy,ft fxfx ,... fxfx_ ,... rf
13 size_t MALLOC_SIZE = IMAGE*2 + IMAGE1*2 + FILTER1*3 + IMAGE*3 + IMAGE*10 + IMAGE2*5 + FILTER2
+ IMAGE*13;
14 float *malloc; cudaMalloc((void**)&malloc, MALLOC_SIZE); // メモリ確保
15
16 /* シェアードメモリ用の領域 */
17 int shared1 = sizeof(float)*(CUDATHREAD.x+2*side1)*(CUDATHREAD.y+2*side1) + FILTER1;
18 int shared2 = sizeof(float)*(CUDATHREAD.x+2*side2)*(CUDATHREAD.y+2*side2) + FILTER2;
19
20 /* 確保したメモリ領域のアドレスから，それぞれの変数の先頭部分を渡す */
21 float *img1 = &malloc[0];
22 float *img2 = &img1[wh];
23 (----略----)
24
25 /* CPUから GPUへデータ転送 */
26 cudaMemcpy(img1, h_img1, IMAGE, cudaMemcpyHostToDevice);
27 cudaMemcpy(img2, h_img2, IMAGE, cudaMemcpyHostToDevice);
28 cudaMemcpy(dx, h_dx, FILTER1, cudaMemcpyHostToDevice);
29 (----略----)
30
31 /* 畳み込み演算 */
32 conv_kernel_shared <<<block,thread,shared1 >>>(img1, fx, dx, w, h, f1); // img1 * dx → fx
33 conv_kernel_shared <<<block,thread,shared1 >>>(img1, fy, dy, w, h, f1); // img1 * dy → fy
34 conv_kernel_shared <<<block,thread,shared1 >>>(img2, ft, gs, w, h, f1); // img2 * gs → ft
35
36 mul_matrix_cuda <<<block,thread>>>(fx, fx, fxfx, w, h); // fx x fx → fxfx
37 conv_kernel_shared <<<block,thread,shared2 >>>(fxfx, S_xx, rf, w, h, f2); // fxfx * rf → S_xx
38 mul_matrix_cuda <<<block,thread>>>(fy, fy, fyfy, w, h); // fy x fy → fyfy
39 conv_kernel_shared <<<block,thread,shared2 >>>(fyfy, S_yy, rf, w, h, f2); // fxfx * rf → S_yy
40 mul_matrix_cuda <<<block,thread>>>(fx, fy, fxfy, w, h); // fx x fy → fxfy
41 conv_kernel_shared <<<block,thread,shared2 >>>(fxfy, S_xy, rf, w, h, f2); // fxfy * rf → S_xy
42 mul_matrix_cuda <<<block,thread>>>(fx, ft, fxft, w, h); // fx x ft → fxft
43 conv_kernel_shared <<<block,thread,shared2 >>>(fxft, S_xt, rf, w, h, f2); // fxft * rf → S_xt
44 mul_matrix_cuda <<<block,thread>>>(fy, ft, fyft, w, h); // fy x ft → fyft
45 conv_kernel_shared <<<block,thread,shared2 >>>(fyft, S_yt, rf, w, h, f2); // fyft * rf → S_yt
46
47 add_matrix_cuda <<<block,thread>>>(S_xx, epsilon, w, h);
48 add_matrix_cuda <<<block,thread>>>(S_yy, epsilon, w, h);
49
50 mul_matrix_cuda <<<block,thread>>>(S_xx, S_yy, S_xxyy, w, h); // S_xx x S_yy → S_xxyy
51 mul_matrix_cuda <<<block,thread>>>(S_xy, S_xy, S_xyxy, w, h); // S_xy x S_xy → S_xyxy
52 mul_matrix_cuda <<<block,thread>>>(S_yt, S_xy, S_ytxy, w, h); // S_yt x S_xy → S_ytxy
53 mul_matrix_cuda <<<block,thread>>>(S_xt, S_yy, S_xtyy, w, h); // S_xt x S_yy → S_xtyy
54 mul_matrix_cuda <<<block,thread>>>(S_xt, S_xy, S_xtxy, w, h); // S_xt x S_xy → S_xtxy
55 mul_matrix_cuda <<<block,thread>>>(S_yt, S_xx, S_ytxx, w, h); // S_xx x S_yy → S_xxyy
56
57 sub_matrix_cuda <<<block,thread>>>(S_ytxy, S_xtyy, u, w, h); // S_ytxy - S_xtyy → u




62 cudaDeviceSynchronize(); // スレッド同期
63 cudaMemcpy(dst, tmp_uu, IMAGE, cudaMemcpyDeviceToHost); // GPUから CPUへデータ転送
64 cudaFree(malloc); // メモリ解放


































































ミュレーションのプログラムコードの一部を図 3.3.10に示す．OpenMPの関数 omp get thread num
で自スレッド番号を取得できる．自スレッド番号が 0の場合はGPUにオプティカルフロー計算を






1 cudaMemcpyAsync(img1, h_img1, IMAGE, cudaMemcpyHostToDevice ,stream[0]); // 非同期データ転送
2 cudaMemcpyAsync(img2, h_img2, IMAGE, cudaMemcpyHostToDevice ,stream[2]);
3
4 cudaStreamSynchronize(stream[0]); // ストリーム同期 (データ転送の終了を待つ)
5
6 // stream 0 : m1 * dx -> fx
7 conv_kernel_shared <<<block,thread,shared1,stream[0]>>>(img1, fx, dx, w, h, f1);
8 // stream 1 : m1 * dy -> fy
9 conv_kernel_shared <<<block,thread,shared1,stream[1]>>>(img1, fy, dy, w, h, f1);
10 // stream 2 : m2 * gs -> ft
11 conv_kernel_shared <<<block,thread,shared1,stream[2]>>>(img2, ft, gs, w, h, f1);
12
13 // stream 0 : fx * rf -> S_xx -> S_xx+ep
14 cudaStreamSynchronize(stream[0]); // fx の計算が完了
15 mul_matrix_cuda <<<block,thread ,0,stream[0]>>>(fx, fx, fxfx, w, h);
16 conv_kernel_shared <<<block,thread,shared2,stream[0]>>>(fxfx, S_xx, rf, w, h, f2);
17 add_matrix_cuda <<<block,thread ,0,stream[0]>>>(S_xx, epsilon, w, h);
18
19 // stream 1 : fy * rf -> S_yy -> S_yy+ep
20 cudaStreamSynchronize(stream[1]); // fy の計算が完了
21 mul_matrix_cuda <<<block,thread ,0,stream[1]>>>(fy, fy, fyfy, w, h);
22 conv_kernel_shared <<<block,thread,shared2,stream[1]>>>(fyfy, S_yy, rf, w, h, f2);
23 add_matrix_cuda <<<block,thread ,0,stream[1]>>>(S_yy, epsilon, w, h);
24
25 // stream 2 : fx,fy * rf -> S_xy
26 cudaStreamSynchronize(stream[2]); // ft の計算が完了
27 mul_matrix_cuda <<<block,thread, 0,stream[2]>>>(fx, fy, fxfy, w, h);
28 conv_kernel_shared <<<block,thread,shared2,stream[2]>>>(fxfy, S_xy, rf, w, h, f2);
29
30 // stream 3 : fx,ft * rf -> S_xt
31 mul_matrix_cuda <<<block,thread, 0,stream[3]>>>(fx, ft, fxft, w, h);
32 conv_kernel_shared <<<block,thread,shared2,stream[3]>>>(fxft, S_xt, rf, w, h, f2);
33
34 // stream 4 : fy,ft * rf -> S_yt
35 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(fy, ft, fyft, w, h);
36 conv_kernel_shared <<<block,thread,shared2,stream[4]>>>(fyft, S_yt, rf, w, h, f2);
37
38 // stream 0,1
39 cudaStreamSynchronize(stream[0]); // S_xx の計算が完了
40 cudaStreamSynchronize(stream[1]); // S_yy の計算が完了
41 mul_matrix_cuda <<<block,thread ,0,stream[1]>>>(S_xx, S_yy, S_xxyy, w, h); // S_xx x S_yy
42 // stream 2
43 cudaStreamSynchronize(stream[2]); // S_xy の計算が完了
44 mul_matrix_cuda <<<block,thread ,0,stream[2]>>>(S_xy, S_xy, S_xyxy, w, h); // S_xy x S_xy
45 // stream 3
46 cudaStreamSynchronize(stream[3]); // S_xt の計算が完了
47 mul_matrix_cuda <<<block,thread ,0,stream[3]>>>(S_xt, S_yy, S_xtyy, w, h); // S_xt x S_yy
48 mul_matrix_cuda <<<block,thread ,0,stream[3]>>>(S_xt, S_xy, S_xtxy, w, h); // S_xt x S_xy
49 // stream 4
50 cudaStreamSynchronize(stream[4]); // S_yt の計算が完了
51 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(S_yt, S_xx, S_ytxx, w, h); // S_yt x S_xx
52 mul_matrix_cuda <<<block,thread, 0,stream[4]>>>(S_yt, S_xy, S_ytxy, w, h); // S_yt x S_xy
53
54 // stream 1,2
55 cudaStreamSynchronize(stream[1]); // S_xxyy の計算が完了
56 cudaStreamSynchronize(stream[2]); // S_xyxy の計算が完了




61 cudaDeviceSynchronize(); // 全スレッド同期
62 cudaMemcpy(dst, tmp_uu, IMAGE, cudaMemcpyDeviceToHost); // GPUから CPUへデータ転送
図 3.3.8: オプティカルフロー計算の実装一部 (CUDA,マルチストリーム化)
15
ノード1


























4 int world_size , my_rank;
5 MPI_Init(&argc, &argv);
6 MPI_Comm_rank(MPI_COMM_WORLD , &my_rank);




11 #pragma omp parallel for private(PatternNumber) schedule(dynamic ,4)
12 for(PatternNumber = 0; PatternNumber < AllPattern; PatternNumber++){
13 if(omp_get_thread_num() == 0){ // スレッド番号0ならば GPUで計算
14 ---- G P Uでの計算内容 ----
15 res[PatternNumber] = result_calc;
16 } else { // スレッド番号1以上ならば CPUで計算
17 C P Uでの計算内容




22 if(my_rank != 0){ // 子ノードならば
23 ---- M P I _ S e n d関数で親ノードに結果を送信 ----
24 } else {
25 for(int i=1; i<world_size; i++) {
26 ---- M P I _ S e n d関数で子ノードから結果を受信 ----
27 }
28 }




CPU (Intel Core i5-6500)とGPU (NVIDIA GeForce GTX 660)を搭載したマシンにて，§3.3.1～3.3.4
のGPGPUにおける視覚数理モデルシミュレーションの高速化実装の計算時間を測定した．より詳
細なハードウェア・ソフトウェア環境は表 3.1の通りである．なお，本来であれば 88 = 16, 777, 216
通りの入力パターンに対して計算を行うが，ここでは実験時間短縮のため，256分の 1通りにあた





全体の約 20.6%をGPUでのメモリ管理に，約 21.5%を CPUとGPUの間のデータ転送に時間を要















表 3.1: ハードウェア・ソフトウェア環境 (GPU搭載，1ノード)











システム IF PCI Express x16 Generation 3　
OS Linux Mint 18.3
CXX compiler GNU 5.4.0
MPIライブラリ OpenMPI 2.0.1
コンピュータビジョンライブラリ OpenCV 3.2.0
CUDA C CUDA 9.0
20m23s
14m15s
















































図 3.4.1: 65,536通りのシミュレーション時間と割合 (単一ノード)
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図 3.4.2: マルチストリーム化実装前後の NVIDIA Visual Profilerのタイムライン比較
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3.4.2 GPUクラスタを用いたシミュレーション時間の結果と評価







コア数が 6倍になったのに対して，計算時間は約 5分の 1程度までしか減らなかった．このこと
より，並列化のオーバーヘッドが大きかったことが確認できた．
(G)は CUDAのみを使っているので，CPU 1コアがGPUの制御を，GPU 1台が実際の計算を実
行している．(E)と比較すると，約 4.5倍速で計算できていることから，GPU 1台は CPU約 4.5コ
ア分の計算パワーに匹敵することが分かる．
(H)は OpenMP及び CUDAを使っているので，(G)では利用されていなかった残りの CPU 5コ
ア分も計算の役目を担っている．その結果，(G)に比べて約 48.8%計算時間が削減できた．GPU
1台は CPU 4.5コア分の計算能力であると予測したことから，CPU及びGPUの全リソースを利用




計算を本研究では CUDAで記述し GPUクラスタを用いることで 2%以下に削減できた．
20
表 3.2: ハードウェア・ソフトウェア環境 (GPU搭載，16ノード)











システム IF PCI Express x16 Generation 3　
OS Ubuntu 18.04.03 LTS
CXX compiler GNU 8.28
MPIライブラリ OpenMPI 4.0.1
コンピュータビジョンライブラリ OpenCV 3.4.6
CUDA C CUDA 10.2
10h28m37s
















































































中村モデルでは動画像 I(x, y, t)の時空間微分を，微分および畳み込みの演算の定理を用いて動画
像 I(x, y, t)とガウス関数G(x, y)の偏微分との畳み込み演算に近似している．
∂
∂x
I(x, y, t) ≃ ∂
∂x
{































I(x, y, t) ≃ ∂
∂y
{































I(x, y, t) ≃ ∂
∂t
{






























像の提示 t = 1，背景画像の提示を t = 0とすると l(t), h(t)は，図 4.1.2左側のようなカーネルであ
る．時間カーネルは t = 1のみ，時間微分カーネルはフレーム差分に対して計算を行う．つまりは
2フレーム以上前 (t ≥2)の画像は計算には関係していないため，合計 3フレーム以上のシミュレー
ションには対応していない．そこで，時間カーネル l(t)，時間微分カーネル h(t)を変更し，複数フ
レームでシミュレーションを行えるようにする．
作成する l(t), h(t)の例を図 4.1.2右に示す．ただし，このカーネルは未知のパラメータである．
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量関数は確率 p,全試行回数 n，成功回数 Xとすると，
P(X = k) = nCx px(1 − p)n−x (k = 0, 1, 2, . . . , n) (4.1.4)
と記述できる．この式をグラフで表すと図 4.1.3のようになり，微分したグラフは図 4.1.3のよう
になる．パラメータは nと pの 2つであり，全てのプロットの値を全て足すと 1.0，プロットの最
大数 nの設定があり，微分した関数は必ず正から負に変化する式が得られるという性質がある．







0 ≤ l(t) ≤ 1,
4∑
t=0
l(t) = 1 (4.1.5)
−1 ≤ h(t) ≤ 1,
4∑
t=0
h(t) = 0 (4.1.6)
l(t)の合計が 1になるように，h(t)の合計が 0になるように定める．図 4.1.4に l(t), h(t)の例を示す．






4.2.1 心理物理実験の方法 (実験 1)
実験は明室にて，円環状画像を提示する装置として IPSパネル液晶ディスプレイ (EIZO製EV2436W)
を用いて行う．視距離はディスプレイの中心から 1mで統一する．明室のモニタ前の照度と色温度






ガンマ補正後の 8階調の輝度 (0.000, 0.378, 0.534, 0.654, 0.756, 0.845, 0.926, 1.000)を被験者に提示
する．
被験者への提示方法は，図 4.2.2のように 2種類の動画像を左右を対称に並べて提示し，被験
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0 1 2 3 4
図 4.1.4: 網羅的プロットと微分関数の例
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激前画像 (A)を 1秒間，動画像を 10fps (0.1sec/frame)で被験者が回答するまで提示する．ディス
プレイに表示された背景画像の視野角は，幅 29.0 deg ×高さ 18.4 degである．中心に注視点を起
き，被験者にはこの点を注視して左右に視点を動かさないように依頼する．2つの動画像の直径は
300pxで視野角は 4.64 deg，注視点から円の中心までの距離は 300pxで視野角は 4.64degである．
提示する動画像パターンを 10種選び，全組み合わせ (10C2 = 45通り)分実験を行う．実際に心
理物理実験に用いた動画像を図 4.1に示す．提示した動画像の中で，1枚目，2枚目については全
て同じ画像にする．2枚目は 1枚目を 4.5度回転させた画像である．円環状画像の元となる画素パ
ターンとしては，1枚目は (黒白白黒)で 2枚目は (黒黒白白)である．変化させた 3枚目の画像の
うち，1つは黒画像 (#01)，1つは白画像 (#02)，残りの 8つはランダムで選ぶ．
本来であれば 18度回転，つまりは 4枚画像で 1周回転するところを，3枚画像で回って見える
か検証をする．
4.2.2 心理物理実験の結果
















表 4.1: 提示した 10種の動画像
28
刺激前画像 動画像 1 枚目
動画像 2 枚目 動画像 3 枚目
被験者の回答を得るまでループ
図 4.2.2: 提示動画像の内容 (実験 1)




















果である予測回転量 Rは，t = 0が 1枚目のとき R132，t = 0が 2枚目のとき R213，t = 0が 3枚目




















としている．σ = 0.1, 0.2, 0.3のときのグラフを図 4.3.1に示す．σを大きくするとなだらかな曲線
に，小さくすると急な曲線になる．今回の心理物理実験によるヒトの知覚結果と視覚数理モデルに
よるマシン予測をグラフにプロットすると，縦軸は提示した 2つの動画像のうち左のほうが速い
とヒトが回答する確率となる．横軸は視覚数理モデルによる予測回転量の差 (Rl − Rr)である．提
示した 2つの動画像のうち左側の予測回転量を Rl，右側の予測回転量を Rr としている．例えば，
σ = 0.3のとき，Rl − Rr = 0.2であれば 75%が左のほうが速いと回答，Rl − Rr = 0.5であれば 95%
が左のほうが速いと回答すると予測できるといえる．
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図 4.3.1: 誤差関数 (σ = 0.1, 0.2, 0.3)
4.3.3 フィッテング結果と評価 (二項分布)
二項分布を元に n, pを網羅的に変えてシミュレーションした結果の中で，最もヒトの知覚とマ









全 840通りのシミュレーション結果を図 4.3.4に示す．この結果によると，n, pが反比例してい
るように見える．二項分布における n × pは期待値を示しており，λ = n × p(一定)のときポアソン
分布に従うことが知られている．つまり，初めから二項分布を元に nと pという変数 2つを網羅
的に変えるのではなく，ポアソン分布を元にして，変数は 1つで十分だったことがわかった．
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このときの時間カーネル，時間微分カーネルのパラメータを図4.3.6に示す．時間カーネルは t = 2，
つまりは 2つ分過去の画像以外は全て 0であった．時間微分カーネルは −1.0,−0.4, 1.0,−0.6, 1.0と
法則の読めない結果となった．
そもそも，今回の実験では 3枚の画像の切り替えを繰り返して提示している．つまり，I(x, y, 0) =
I(x, y, 3), I(x, y, 1) = I(x, y, 4)という条件である．この置き換えを考慮すると，時間微分カーネルは









0 1 2 3 4 5 6 7 8 9 10 11 12































図 4.3.4: n, pを網羅的に変えたときの決定係数 R2の結果 (全 840通り)
33








































0 1 2 3 4
































































て回転をするので，arctan(4/8) ≈ 26.6degの縞であった．二次元フーリエ解析の結果は，原点 (0,0)
と横軸のなす角 θ1 = 64.4◦の位置に特徴点 s1が現れた．θ2 = −26.6degの位置にも数値は小さいが



















f (x, t) +
∂
∂x
f (x, t) = 0 (5.2.3)
この式をフーリエ変換すると
u(iωx)F(ωx, ωt) + (iωt)F(ωx, ωt) = 0 (5.2.4)
u = −ωtF(ωx, ωt)
ωxF(ωx, ωt)
(5.2.5)













































































成した．円環状画像 1枚あたり 44通り，3フレーム分で全 (44)3 = 16, 777, 216通り計算した．こ


















デルでは大きな値だが XT解析では 0，#19は提案モデルでは正の値を取るが XT解析では負の値
















図 5.3.1: 提案モデルと XT解析の比較 (3フレーム，44通り)










図 5.3.2: 提案モデルと中村モデル比較 (3フレーム，44通り)
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forced choice; 2AFC)．回答はキーボードを用いて，時計回りであれば J，反時計回りであれば Fと
した．1つの動画像パターンを左右 1回ずつ，さらには逆回転に回るものも 1回ずつ提示すること







時計回りであれば J，反時計回りであれば Fとした．1つの動画像パターンを左右 1回ずつ，さら
には逆回転に回るものも 1回ずつ提示することで，1パターンあたりで合計 4回提示した．この流









































右 1回ずつ，さらには逆回転に回るものも 1回ずつ提示することで，1パターンあたりで合計 4回
提示した．この流れを 4種類の動画像について行ったので，合計で 4 × 4 = 16回提示した．
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図 5.4.1: 提示した 11種の動画像のモデル予測 (実験 2)





表 5.2: 提示した 4種の動画像
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刺激前画像 動画像 1 枚目




刺激前画像 動画像 1 枚目
動画像 2 枚目 動画像 3 枚目
被験者の回答を得るまでループ
図 5.4.2: 提示動画像の内容 (実験 2)
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図 5.5.1: 提示した 4種の動画像のモデル予測 (実験 3)
5.5.2 各モデル予測とヒトの知覚の比較
男性 6人に心理物理実験を行った．各モデルに対する実験結果を図 5.5.2に示す．ヒトの知覚の
結果 (確率)と各モデルの予測 (変数)を単純に比較することはできない．そこで §4.3.2と同じよう
に式を用いて，モデルの予測を擬似的に確率変数へと変換することで比較する．非線形フィットに
よる回帰曲線を図 5.5.2に示す．二乗平均平方根誤差 (Root Mean Squared Error; RMSE)は回帰曲
線の誤差を評価する指標の 1つで，0に近づくほど誤差が小さいことを示している．提案モデルは
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