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Resumen
Los campos aleatorios se usan comúnmente en ingeniería civil para describir la 
variación espacial de las propiedades de los materiales. En este artículo se em-
plea un modelo de cópulas para simular campos aleatorios con dependencia no 
multi-Gaussiana. Se generan simulaciones de distintos campos aleatorios si-
guiendo la metodología propuesta y luego se examinan las correspondientes có-
pulas empíricas bivariadas. Se muestra que los resultados son satisfactorios en 
términos de la reproducción de las correspondientes cópulas teóricas. Con este 
simulador es posible incorporar un mayor grado de realismo en el modelo de 
ȱǰȱȱȱȱȱȱĚȱȱȱȱȱ-
de la presencia de zonas continuas más permeables gobierna el comportamiento 
hidráulico de la masa de suelo, o bien, en problemas de estabilidad de taludes 
ȱȱ¡àȱȱȱęȱȱȱȱȱȱȱȱȱ
de zonas continuas más débiles, por mencionar solo algunos.
Abstract
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Introducción
Un campo aleatorio es una colección de variables alea-
torias indexadas espacialmente, es decir, a cada punto 
del campo se asocia una variable aleatoria simple. De 
hecho, un campo aleatorio es un modelo probabilista 
que se utiliza para representar fenómenos que varían 
espacialmente. Modelos de este tipo se emplean por 
ejemplo en geotecnia para representar las variaciones 
ȱȱȱȱȱȱȱǻ	Ĝȱ¢ȱ
Fenton, 1993; 1997; Auvinet, 2002; López-Acosta y Au-
vinet, 2004). Con este enfoque, el valor observado en 
una ubicación particular se interpreta como una mues-
ȱȱȱàȱȱǯȱȱę-
àȱÇęȱȱȱȱȱȱȱ£àȱ
del campo aleatorio. Un campo aleatorio puede consi-
derarse entonces como un conjunto de realizaciones.
La simulación o generación de realizaciones del 
campo aleatorio se realiza comúnmente en una malla 
de puntos sobre el dominio de interés. El proceso se re-
duce por tanto a generar cierto número de variables 
aleatorias conjuntamente distribuidas. Cuando la den-
sidad de probabilidad conjunta de estas variables es 
gaussiana se dice que el campo aleatorio es multi-gaus-
siano y la distribución espacial de los valores simulados 
adquiere características propias de esta ley de probabi-
lidad. Entre ellas, destacan la simetría de la dependen-
cia, la alta entropía de las realizaciones y en conse- 
cuencia la conectividad nula de los valores en las colas 
de la distribución. En muchas ocasiones, estas caracte-
rísticas no son representativas de la variabilidad espa-
cial que presentan los geomateriales (Journel y Alabert, 
1989; Auvinet, 2002; Sánchez-Vila ȱ., 2006).
En diversas aplicaciones en ingeniería, para mejorar 
la representatividad del modelo de variabilidad espa-
cial es necesario recurrir a una hipótesis de dependen-
cia no multi-gaussiana, como en los casos en que la 
continuidad de los valores extremos o la asimetría de la 
dependencia impongan un efecto determinante en la 
respuesta del modelo físico. Esta situación se presenta 
ȱȱȱĚȱȱȱȱȱȱȱ¡-
tencia de zonas continuas permeables y zonas conti-
nuas impermeables gobierna el comportamiento 
hidráulico de la masa de suelo, o bien, en problemas de 
ȱȱȱȱȱ¡àȱȱȱę-
cie de falla puede controlarse por la presencia de zonas 
continuas más débiles, por mencionar solo algunos ca-
sos de interés práctico.
Se han desarrollado diversas metodologías para si-
mular campos aleatorios con dependencia no multi-
gaussiana. Entre las más utilizadas se encuentran: el 
método de expansión en series (Ghanem y Spanos, 
1991; Pineda-Contreras y Auvinet, 2013), el método de 
múltiples covarianzas indicadoras (Journel, 1983; Jour-
nel y Alabert, 1989) y el método de la representación 
ȱȱȱ¢ȱȱȱǻ¸ȱ¢ȱęǰȱ
1999; Emery, 2002). Una herramienta común en estas 
metodologías es el uso de ciertas variantes de una técni-
ca de interpolación ampliamente utilizada en geoesta-
dística conocida como  (Matheron, 1965).
Se puede mostrar que ninguno de los formalismos 
utilizados en las metodologías anteriores logra una dis-
àȱ ȱ ȱ ȱ ȱ Ě¡ȱ
como la que se obtiene empleando algunos modelos de 
cópulas multivariadas. Además, las cópulas tienen pro-
piedades deseables tanto para la interpolación geoesta-
dística como para la simulación de campos aleatorios, 
que no tienen las técnicas de interpolación del tipo -
 (Bárdossy, 2006; Bárdossy y Li, 2008).
En este artículo se emplea un modelo de cópulas para 
simular campos aleatorios con dependencia no multi-
gaussiana. La discusión del tema se divide en cuatro sec-
ciones principales. La primera sección presenta la 
introducción formal del modelo de cópulas empleado. 
La siguiente presenta un algoritmo para la simulación no 
condicional de campos aleatorios mientras que la tercera 
sección describe el algoritmo para la simulación condi-
cional de estos campos. Una serie de ejemplos se discu-
ten en la última sección con el propósito de mostrar y 
validar la utilidad de la metodología propuesta.
Cópulas
En un contexto probabilista, una cópula C(·) se puede 
interpretar como una función de distribución de pro-
babilidad (bivariada o multivariada) H(·)ǰȱ con distri-
buciones de probabilidad marginales uniformes que 
une (acopla) una función de distribución multivariada 
H(·) con sus funciones de distribución marginales F1, 
... Fn . Su expresión matemática es (Sklar, 1959; Joe, 
1997; Nelsen, 2006):
C(1, …, n) = H(F–11(1), …, F–1n (n))  (1)
donde: 
F–11, …, F
–1
n son los inversos de las funciones de distri-
bución marginales de H(·). Si F1, …, Fn son todas conti-
nuas, entonces C(·) es única.
Las cópulas son de interés como funciones aleato-
rias en modelos de variabilidad espacial debido a que 
expresan la dependencia entre variables aleatorias sin 
ȱ Ěȱ ȱ ȱ ȱ ȱ ǯȱ
Además, las cópulas son invariantes a transformacio-
nes monótonas estrictamente crecientes. Por ejemplo, si 
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Y(x) = ln(K(x)), entonces tanto K(x) como Y(x) compar-
ten la misma cópula. Con esto, las medidas de correla-
ción y asimetría expresadas únicamente en función de 
cópulas son invariantes.
&ySXODJDXVVLDQD
La cópula gaussiana multivariada se puede formular 
fácilmente. Por ejemplo, si en la ecuación 1, H(·) = )*(·), 
es la función de distribución multivariada Gaussiana 
con media cero, matriz de correlación *  y con F1 = … = 
Fn = ) donde ) es la función de distribución univariada 
gaussiana, entonces la cópula gaussiana C	* (·), se pue-
de escribir como:
C	* (1,…, n) = )* ()–1ǻ1), …, )–1(n))  (2)
&ySXOD9WUDQVIRUPDGD
La cópula V-transformada multivariada se obtiene apli-
cando una transformación no lineal a un campo aleato-
rio gaussiano 	(x) con media cero, varianza unitaria y 
matriz de correlación *, tal que (Bárdossy y Li, 2008; Li 
y Bárdossy, 2009):
ȱȱȱ(	(x) – m)D si  	(xǼȱǃȱm
Y(x) =
  m – 	(x) si  	(x) < m
donde Q es una constante positiva y m y D son reales. 
Cuando Q = 1 y D = 1, se obtiene la distribución F2 no cen-
trada multivariada para Y(x). Además, el efecto no lineal 
de la transformación desaparece cuando m o rz y la 
cópula resultante converge a la cópula gaussiana.
El efecto de la transformación en la ecuación 3 pro-
duce una función de distribución multivariada para el 
campo aleatorio Y(x) con funciones de distribución 
marginales idénticas dadas por:
FY = )[ (¢ / )1/D + m ] – )[ m – ¢ ]   (4)
La cópula V-transformada multivariada con paráme-
tros O = {, m, D} se puede escribir entonces como:
CVOǰ* (1,…, n) = HOǰ* (F–1Y (1),…, F–1Y (n))  (5)
donde HOǰ* (·), es la función de distribución multivaria-
da de Y(x).
Para n = 2, la cópula V-transformada bivariada es:
CVO* (1, 2) = )*[ (¢ / )1/D + m, (¢j / )1/D + m ] –  
          )*[ m – ¢ȱ(¢j / )1/D + m ] – )*[ (¢ / )1/D  
          + ǰȱȱȮȱ¢j ] + )*[ m – ¢ȱ, m – ¢j ]  (6)
donde )2(·), es la función de distribución gaussiana bi-
ȱȱęȱȱàȱU.
La cópula V-transformada bivariada se puede cons-
ȱ ·ȱ ȱ ȱ øȱ ę-
cientemente grande de pares de valores de la dis- 
àȱȱȱȱȱęȱȱ-
rrelación Uȱ¢ȱęȱȱ¤ȱm,  y DPara cada 
par se obtienen los valores correspondientes de la dis-
tribución acumulativa univariada de Y(x); es decir, 
1, 2j = FY(¢1ǰ¢2jǼǰ (1 para ¢1 and 2j para ¢2), donde 
(u1i,u2j) son valores uniformemente distribuidosȱʫ[0,1]. 
También se pueden obtener las densidades de probabi-
ȱȱȱàȱǻ¤¢ȱ¢ȱǰȱŘŖŖŞǼǯȱȱęȱŗǰȱȱ
ejemplo, muestra densidades de probabilidad de la có-
pula V-transformada teórica bivariada para diferentes 
valores de sus parámetros O.
De estas cópulas se pueden observar las característi-
cas de la dependencia entre variables para cada percen-
til de sus funciones de distribución marginales. Por 
ejemplo, se puede observar que la densidad de probabi-
lidad para valores en los percentiles superiores de la 
variable 2, dado un valor en los percentiles superiores 
de la variable 1 es muy grande y que este comporta-
miento no se repite para valores en los percentiles infe-
riores. Por lo tanto, la forma de la dependencia es 
asimétrica, excepto en el caso m = 5;  = 2; D = 1, el cual 
tiende a la cópula gaussiana.
Simulación no condicional
Las realizaciones no condicionales de un campo aleato-
rio se pueden generar aplicando la V-transformación a 
las realizaciones de un campo aleatorio gaussiano. Sin 
embargo, por el efecto de la transformación, la matriz 
de correlación de 	(x) no se conserva en Y(x). Por lo 
tanto, se requiere encontrar una matriz de correlación 
para 	(x) tal que provea la estructura de correlación 
prescrita para Y(x). 
El conjunto de parámetros O controlará la asimetría 
de la dependencia imponiendo correlación fuerte/débil 
en las colas de la distribución marginal. La asimetría 
ȱȱȱȱȱȱȱę-
car empleando funciones de asimetría. El conjunto de 
valores ʫ[0,1], que se obtiene de la distribución margi-
nal de Y(x) se puede utilizar para imponer una distribu-
ción marginal de cualquier tipo al campo aleatorio. La 
(3)
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explicación detallada de estos temas se presenta en esta 
sección.
/DIXQFLyQGHFRUUHODFLyQ
ȱȱȱȱȱȱę-
ciente de correlación de ȱ ȱ ȱ ęȱ ȱ
correlación U de ȱǻ
ěǰȱŗşŚŖǲȱȬ
Molina, 1992):
U = 12 Ǐ C(,)ȱ – 3   (7)
          [0,1]2
¢ȱȱęȱȱàȱW de ȱǻ
ěǰȱ
1948):
W  = 4 Ǐ C(,) dC(,) – 1   (8)
        [0,1]2
ȱęȱȱȱȱȱȱø-
camente de la jerarquía o “ranks” (,) de las variables 
aleatorias de la cópula bivariada C(,) y además son 
invariantes a transformaciones monótonas tales como: 
Y(x) = ln(K(x)). 
Entonces, tanto K(x) como Y(x) pueden compartir 
funciones de correlación idénticas.
ȱęȱU de la cópula bivariada C(,) se 
puede relacionar con una distancia en el correlograma 
de 	(x). Entonces, obteniendo U para diferentes U, la 
curva U-U se puede utilizar para determinar una fun-
ción de correlación prescrita para Y(x), a partir de un 
modelo de correlación apropiado para 	(x). El procedi-
miento se puede resumir como sigue:
1)   Ajustar una curva a la relación U-U.
2)   Sustituir los valores U en la curva ajustada en el 
paso anterior para obtener los valores ȱ ȱ ę-
ciente de correlación de  a las distancias en 
U. Esta es la curva -.
3)   Ajustar una curva a la curva - usando una combi-
nación lineal de funciones de correlación válidas.
Cabe mencionar que la función de correlación prescrita 
para Y(x) se logra como un promedio de un conjunto de 
realizaciones y que esta curva suele ser el mejor ajuste 
por mínimos cuadrados.
/DDVLPHWUtDGHODGHSHQGHQFLD
En un campo aleatorio no multi-gaussiano las depen-
dencias de los valores mayores y menores de la media-
)LJXUD'HQVLGDGHVGH
SUREDELOLGDGGHODFySXOD
9WUDQVIRUPDGDSDUDGLIHUHQWHV
SDUiPHWURVPYFRQD 
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na de la distribución marginal pueden ser diferentes. 
Esto representa la asimetría de la dependencia. Algu-
nas medidas de asimetría se pueden encontrar en la li-
ȱÇęȱǻ
ȱȱǯǰ 2008; Li y Bárdossy, 
ŘŖŖşǲȱǰȱŘŖŗŖǼǯȱȱȱȱę-
car la asimetría como una función de la distancia, de 
manera similar a las funciones de correlación, agrupan-
do pares de valores (,) obtenidos de la función de dis-
tribución marginal separados a una misma distancia. 
Para observar las características de la asimetría se pue-
den utilizar las cópulas empíricas bivariadas (Nelsen, 
2006; Bárdossy, 2006), como se muestra en los ejemplos 
ilustrativos.
/DIXQFLyQGHGLVWULEXFLyQPDUJLQDO
Los valores del campo aleatorio ʫ[0,1] que se obtienen 
de la distribución marginal de Y(x) se pueden utilizar 
para cambiar a una distribución marginal de cualquier 
tipo. Por ejemplo, haciendo: Y(x) = )–1(ȱ= FY(¢(x))) don-
de )(·) es la función de distribución gaussiana univa-
riada. Por lo tanto, un campo aleatorio puede tener 
funciones de distribución marginales gaussianas, la 
función de correlación del campo observado y una de-
pendencia no multi-gaussiana, la cual estará controlada 
por los parámetros O en la V-transformación. Además, 
haciendo: Y’(x) = –Y(x) ambos campos aleatorios pue-
den compartir primeros y segundos momentos pero 
exhibir la asimetría opuesta, porque esta transforma-
ción es monótona.
Simulación condicional
En esta sección se presenta el algoritmo que permite si-
mular campos aleatorios condicionales empleando có-
pulas. El algoritmo es general y permite incorporar 
cualquier modelo válido de cópulas para describir va-
riabilidad espacial.
3ODQWHDPLHQWR
Considérese el condicionamiento del campo aleatorio 
Z(x) en N localidades  dado un conjunto D con n obser-
vaciones. La función de distribución N-variada acumu-
lativa condicional (CCDF) de Z(x) se puede escribir:
FN(Z(x1),…, Z(xN)_(n)) = P(Z(xiǼȱǂȱ£(xi),   (9)
             = 1,…, ȹ_Z(xD) = £(xD), D = 1,…, n)
La ecuación 9 muestra que el valor simulado en la ubi-
cación  donde ȱƽȱ1,…,N se puede generar por muestreo 
a partir de la CCDF en etapas sucesivas que involucran 
una CCDF en cada ubicación  con un nivel de condicio-
namiento incremental (Devroye, 1986). En términos de 
cópulas, esta secuencia incremental se puede escribir:
F1(x,£1) = Cx_n(1 = F(Z(x1Ǽȱǂȱ£(x1))_D = F(£(xD))ǰD = 1,…, n)
F2(x,£2) = Cx_n(2 = F(Z(x2Ǽȱǂȱ£(x2))_D = F(£(xD)), D = 1,…, n+1) 
        (10)
FN(x,£N) = Cx_n(N = F(Z(xNǼȱǂȱ£(xN))_D = F(£(xD)),D = 1,…, n + N – 1) 
donde F(·) es la función de distribución marginal y 
Cx_n(·) es la cópula condicional (Bárdossy y Li, 2008). El 
proceso de simulación se restringe a observaciones lo-
cales x, para  = 1,…, n cercanas al nodo por simular 
debido al efecto de pantalla (“”) o de sombra. Los 
valores D incluyen tanto observaciones como valores 
simulados en etapas anteriores. El proceso de simula-
ción se realiza visitando las localidades no observadas 
de la malla siguiendo una trayectoria aleatoria. El pro-
ceso de simulación se completa después de visitar to-
dos los nodos de la malla.
$OJRULWPR
La simulación condicional de campos aleatorios em-
pleando cópulas se puede efectuar implementando el 
siguiente algoritmo. Por razones ilustrativas se considera 
el modelo de cópula V-transformada multivariada.
1)  Obtener los valores de la función de distribución 
acumulativa (CDF) [0,1], con  = 1,…, n emplean-
do la función de distribución acumulativa marginal 
empírica, del campo aleatorio Z(x), tales que 
=    (£).
2)   Obtener los valores teóricos £, utilizando los valo-
res  de la etapa anterior y la función de distribu-
ción univariada del modelo de cópula, por ejemplo 
el de la cópula V-transformada £ = F –1Y () con 
 = 1,…, n.
3)   Preparar cada nodo por similar j para j = 1,…, N so-
bre una trayectoria aleatoria .
4)   Hacer j = 1.
5)   Elegir n observaciones cercanas al nodo por similar 
j y obtener la cópula condicional para un intervalo 
de valores de [0,1] utilizando:
 Cx_n(_1 = FY(£1),…, n = FY(£n))  (11)
6)  Muestrear con el método de Monte Carlo el valor *j 
utilizando la cópula condicional:
ȱ *j=C –1x_n(ȱ_1 = FY(£1),…,n = FY(£n)) (12)
##
Fˆ
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 donde  es una variable aleatoria uniforme   [0,1].
7)  Asignar el valor muestreado *j al nodo j correspon-
diente. Ahora, este puede ser considerado en la ve-
cindad de los nodos subsecuentes por similar.
8)  Hacer j = j + 1.
9)  Si jȱǂȱN, obtener £j = F–1Y(*j) y seguir los pasos 5 a 7. 
De lo contrario ir al paso 10.
10) Obtener el valor simulado £j para cada ubicación j 
de la realización  empleando la función de distribu-
ción marginal empírica:
ȱ £j = 
^
F –1Z(*j)    (13)
Se obtienen múltiples realizaciones independientes vi-
sitando los nodos con distintas trayectorias aleatorias . 
Observe que el primer nodo por simular en cada reali-
zación se condiciona a n observaciones cercanas. Ade-
más, se puede ver en el paso 6 que el valor simulado *j 
 [0,1]. Por lo tanto, la distribución marginal del campo 
aleatorio simulado es la distribución uniforme. Luego, 
utilizando la función de distribución empírica del paso 
10 se obtiene la distribución marginal original del cam-
po observado.
,PSOHPHQWDFLyQ
Las estrategias de búsqueda para seleccionar los valo-
res cercanos en la vecindad del nodo por simular son 
idénticas a las que utiliza el programa SGSIM de la li-
brería GSLIB (Deutsch y Journel, 1992). La implementa-
ción del algoritmo para la simulación de campos 
ȱȱàȱȱȱęȱȱ-
ȱȱȱ¢ȱȱȱȱȱȱȃȄȱ
del Instituto de Ingeniería de la UNAM.
Ejemplos ilustrativos y discusión
Esta sección presenta ejemplos de aplicación que mues-
tran y validan la utilidad de la metodología propuesta. 
En los ejemplos se simulan campos aleatorios condicio-
nales con funciones de distribución Gaussianas, pero 
ȱȱÇǯȱ·ȱȱęȱȱà-
pulas empíricas con el objetivo de mostrar característi-
cas de dependencia no multi-gaussiana en las 
realizaciones generadas.
3DUiPHWURVGHVFULSWLYRV
Considérese un campo aleatorio condicional Z(x) con 
funciones de distribución marginales gaussianas y es-
ȱȱ àȱȱ ȱȱ ęȱȱ
correlación de  dado por:
U(h) = 6S·sen–1(U(h)/2)   (14)
donde U(h) es un correlograma exponencial con dis-
tancia de correlación isotrópica a = 10 m y h es un 
ǯȱȱàȱŗŚȱȱ¡ȱȱę-
ciente de correlación U(·) de  en función del 
ęȱ ȱ àȱ U(·) de ȱ (Krusal, 
1954), debido a que las funciones de correlación váli-
ȱȱȱȱȱÇęȱȱ¡ȱ
ȱ ·ȱ ȱ ęȱ ȱ àȱ U(·) de 
.
Se considera además que la asimetría del campo se 
puede describir con la cópula V-transformada. Los dis-
tintos casos de asimetría considerados en los ejemplos se 
muestran en la tabla 1. Note que en ausencia de observa-
ciones directas el primer valor simulado en la trayectoria 
aleatoria (paso 6) se puede generar por muestreo de la 
distribución uniforme. Después, el proceso de simula-
ción continúa como se ha expuesto.
5HDOL]DFLRQHVJHQHUDGDV\YDOLGDFLyQ
La estructura de correlación prescrita para el campo 
aleatorio en los diferentes casos de asimetría se obtiene 
siguiendo el procedimiento descrito anteriormente. La 
contribución de varianzas y las distancias de correla-
ción de los diferentes modelos de correlación anidados 
se muestran en la tabla 1. Con estos modelos de correla-
ción, los parámetros de la cópula V-transformada indi-
cados en la misma tabla y siguiendo el algoritmo 
propuesto se generaron 15 realizaciones de cada campo 
aleatorio sobre una malla cuadrada de 75 m por lado 
espaciada regularmente cada 1 m. La segunda realiza-
7DEOD0RGHORGHFRUUHODFLyQ
DQLGDGRSDUDFDGDXQRGHORVFDVRV
DQDOL]DGRV/DVFRQWULEXFLRQHVGH
ODVYDULDQ]DV\ODVGLVWDQFLDVGH
FRUUHODFLyQFRUUHVSRQGHQDODV
FRYDULDQ]DV*DXVVLDQDHVIpULFD
'HXWVFK\-RXUQHO\
H[SRQHQFLDOUHVSHFWLYDPHQWH
Caso Parámetros de la Cópula Contribución de varianzas Distancias de correlación1
m  D  1  2  3 a1 a2 a3
1 0 1 1 0.4 0.2 0.4 20 13 20
2 0 0.1 1 0.7 0.05 0.25 15 11 15
3 5 2 1 0.1 0.1 0.8 9 9 11
/DVGLVWDQFLDVGHFRUUHODFLyQVRQLVRWUySLFDV\HVWiQGDGDVHQPHWURV
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àȱȱȱȱȱȱȱ ȱęȱŘȱ¢ȱȱ
ȱÇȱȱȱęȱřǯ
ȱ àȱȱȱ ȱ£ȱȱ ȱę-
ra 2 muestra que la continuidad en los percentiles supe-
riores es mayor que para los percentiles inferiores, 
excepto en el caso 3 en donde los valores para ambos 
percentiles aparecen como cúmulos aislados. Esta condi-
ción corresponde aproximadamente al caso gaussiano.
ȱȱęȱřȱȱȱȱȱȱȱȱ
realización es muy cercano a la densidad gaussiana. 
Esto indica que la distribución de los valores en la si-
mulación condicional es muy cercana a la distribución 
uniforme, como se esperaba. Por otra parte, las funcio-
nes de correlación experimentales de las realizaciones 
siguen aproximadamente la función de correlación teó-
rica prescrita.
Se obtuvieron además las densidades de las cópulas 
bivariadas empíricas de estas realizaciones (Nelsen, 
2006; Bárdossy, 2006), para la dirección horizontal y 
magnitud entre pares de valores igual a 1m, es decir, 
cuando U(h) | 0.74. En las cópulas empíricas mostradas 
ȱȱęȱŚȱȱȱȱȱȱàȱ
de asimetría con respecto a la diagonal con pendiente 
ȱƺȱŚśq en los casos 1 y 2. En todos los casos las cópulas 
empíricas se asemejan a sus correspondientes cópulas 
teóricas. La asimetría que se observa en las cópulas em-
Çȱęȱȱȱȱàȱȱȱȱ-
zaciones inicialmente sugería, es decir, una mayor 
continuidad en los percentiles superiores que en los 
inferiores. 
ȱȱȱȱęȱȱȱȱȱ-
pos aleatorios empleando cópulas produce resultados 
satisfactorios debido a que las cópulas bivariadas están 
bastante bien aproximadas.
)LJXUD5HDOL]DFLRQHVUHSUHVHQWDWLYDVGHGLVWLQWRVFDPSRVDOHDWRULRVHPSOHDQGRODFySXODVWUDQVIRUPDGD
)LJXUD+LVWRJUDPDV\IXQFLRQHVGHFRUUHODFLyQHPStULFDVHQODGLUHFFLyQKRUL]RQWDO
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Conclusiones
En este trabajo se describió una metodología que permite 
la simulación de campos aleatorios empleando cópulas. 
Con este simulador es posible incorporar un mayor gra-
do de realismo en los modelos de variabilidad espacial, 
ȱ ǰȱ ȱȱȱĚȱȱ ȱ ȱ ȱ
donde la presencia de zonas continuas más permeables 
gobierna el comportamiento hidráulico de la masa de 
suelo, o bien, en problemas de estabilidad de taludes 
ȱ ȱ ¡àȱ ȱ ȱ ęȱ ȱ ȱ ȱ ȱ
controlada por la presencia de zonas continuas más dé-
biles, por mencionar solo algunos casos.
Se generaron simulaciones de distintos campos 
aleatorios siguiendo la metodología propuesta y luego 
se examinaron las correspondientes cópulas empíricas 
bivariadas. Se encontraron resultados satisfactorios en 
términos de la reproducción de las cópulas teóricas co-
rrespondientes. Los resultados sugieren que la metodo-
logía propuesta es una interesante alternativa para 
)LJXUD'HQVLGDGHV
GHSUREDELOLGDGGH
ODVFySXODVHPStULFDV
ELYDULDGDVGHUHFKD\ODV
FRUUHVSRQGLHQWHVYHUVLRQHV
WHyULFDVL]TXLHUGDGHODV
UHDOL]DFLRQHVPRVWUDGDVHQ
ODILJXUD
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modelar la variabilidad espacial con campos aleatorios 
empleando cópulas.
Debe reconocerse que la simulación de campos alea-
torios empleando cópulas puede resultar muy deman-
dante computacionalmente en mallas con un gran 
número de nodos. En general, el tiempo de cálculo ne-
cesario para simular un campo aleatorio no multi-gaus-
siano es considerablemente mayor al que se ne- 
cesita para simular uno multi-gaussiano. El algoritmo 
aquí presentado se podría optimizar para reducir el 
tiempo de cálculo.
Otra herramienta de gran interés práctico en inge-
niería es la simulación de campos aleatorios condicio-
nados a variables con distinto origen (variables se- 
cundarias) y, más aún, cuando estas variables son diná-
micas. Un simulador de campos aleatorios de este tipo 
se presentará en publicaciones subsecuentes.
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