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MOMENT EXPLOSIONS, IMPLIED VOLATILITY AND LOCAL VOLATILITY AT
EXTREME STRIKES
SIDI MOHAMED ALY
Abstract. We consider a stochastic volatility model where the moment generating function of the
logarithmic price is finite only on part of the real line. Using a new Tauberian result obtained in [1]
and [2], we show that the knowledge of the moment generating function near its critical moment gives
a sharp asymptotic expansion (with an error of order o(1)) of the local volatility and implied volatility
for small and large strikes. We apply our theoretical estimates to Gatheral’s SVI parametrization of the
implied volatility and Heston’s model.
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1. introduction
In [1] and [2] we derived a Tauberian result that gives a sharp asymptotic formula for the complementary
cumulative distribution function of a random variable whose moment generation function (MGF) is finite
only on part of the real line. The corresponding formula depends only on the behavior of the MGF
near its critical moment. This result is very useful in the case where the moment generating function is
known (as it is the case for the CIR process, Heston’s model and many time changed Le´vy processes,
cf. [1], [3]). In [2] we have shown that this Tauberian result may also be used in cases where MGF is
unknown in order to derive an asymptotic expansion of this MGF near its critical moment and then
(using the theorem once more) to derive a sharp asymptotic formula for the cumulative distribution;
indeed we proved in [2] that the MGF of V
2(1−p)
t , where V is given by the stochastic differential equation
dVt = (a− bVt)dt+ σV pt dWt,
explodes at the critical moment µ∗t =
b
σ2(1−p)(1−e−2b(1−p)t) t
and derived and sharp asymptotic formula for
the MGF of V
2(1−p)
t near µ
∗
t as well as the complementary cumulative distribution function of V
2(1−p)
t .
In the present work we give another application to the Tauberian result of [2] to the well known
Dupire’s local volatility surface: Σ2(t, k) = 2∂TC(T,K)/K
2∂KKC(T,K)|K=ek where C(T,K) denotes
the price of a European Call option with strike K and maturity T . Indeed, if we denote Xt = ln(St/S0)
with St referring to the stock price, then the Call price is given as (assuming without loss of generality
that the interest and dividend rates are 0)
C(T,K) = E(eXT −K)+.
Differentiating with respect to K we have
∂KC(T,K) = −P(XT > ln(K)).
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On the other hand, our Tauberian result states that if the logarithm of the MGF: Λ : p → lnEepX is
a regularly varying function of 1µ∗−p with a positive index near its critical moment µ
∗ (plus other non
restrictive assumptions) the Fenchel-Legendre transform Λ∗ of Λ is a good asymptotic approximation
of the logarithm of cumulative distribution of X with lim sup-lim inf arguments:
(1.1) P(X ≥ x) = e−Λ∗(x)
( √
p∗′(x)
p∗(x)
√
2pi
−
2 + α
(α+1)2
24µ∗
√
2pi
1
x2
√
p∗′(x)
+ o(
1
x2
√
p∗′(x)
)
)
.
Here p∗ is such that Λ∗(x) = p∗(x)x + Λ(p∗(x)) and α is the index of the regularly varying function
x → Λ(µ∗ − 1x). In particular if the logarithmic price Xt = ln(St/S0) satisfies the assumptions of the
theorem then we immediately have a sharp asymptotic formula for the price of Call option as well as
its derivative with respect to the strike; thus a sharp asymptotic formula can be derived for Dupire’s
local volatility function Σ(T,K) by integrating and differentiating (1.1) with respect to t and x. It will
turn out in fact that a sharp asymptotic formula for local volatility function can be obtained in terms
of Λ and its derivates with respect to t and µ via another method. We find indeed that under the same
assumptions as for (1.1), the local volatility for small/large strikes is given as
(1.2) Σ2(t,±y) = σ±0 (t)y +
∂t∆±(t, ν±(y))∓ q ∓ σ±0 (t)(1 ∓ 2µ∗± ± 1ν±(y))y/ν±(y)
1
2((µ
∗± − 1ν±(y))2 ∓ (µ∗± −
1
ν±(y)
))
(
1 + (γ2± − γ±) ν±(y)
2
2y2ν′
±
(y)
) + o(1),
where σ±0 =
−2∂tµ∗±(t)
µ∗
±
(t)∓µ∗
±
(t) , with µ
∗±(t) referring to the critical moment of (±Xt) and ν± is given in terms
of the moment generating function of (±Xt). In particular, the second term in the right hand side
is O(y
α±
α±+1 ), where α+ (resp. α−) is the index of the regularly varying function lnEe(µ
∗
+− 1x )Xt (resp.
lnEe−(µ
∗
−
− 1
x
)Xt).
The expansion (1.2) of the local volatility (and (1.1)) applies to a large class of time changed Le´vy
models (see e.g. [3] and [4]). Several affine stochastic volatility models satisfy also the assumption of
moment explosion (cf. [13]). The most famous example of the later family is the Heston model, whose
MGF satisfies the assumption of the main Tauberian theorem of [2]. In particular (1.1) holds for the
logarithmic price, as highlighted in [1]; this is a slight improvement on a result obtained in [7]. As
regards the local volatility asymptotics, Friz and Gerhold show in [8] that Σ(t, y) ∼ σ+0 (t)y. We clearly
see that (1.2) applied to Heston’s model gives a substantial improvement on [8]. We draw attention that
the authors of [8] use Saddle point and Hankel contour integration methods to obtain an equivalence
of the local volatility function for the specific Heston and NIG models, whereas our result is model
independent.
Our Tauberian result also allows to derive a sharp asymptotic formula for the Black-Scholes implied
volatility, similar to the one obtained for the local volatility function. Indeed, we show that the implied
volatility for small/large stokes is given as function of k := ln(K/S0) by:
(1.3) tσ2(t,±k) = 4Λ∗±(t, k)+2c˜±t (k)∓2k−4
√
(Λ∗±(t, k) +
c˜±t (k)
2
)(Λ∗±(t, k) +
c˜±t (k)
2
∓ k)+O(k
−α±∧1
α±+1 ).
where Λ∗±(t, .) is Fenchel-Legendre transform of Λ±(t, .) and c˜
±
t ∼ ln(k) is given in terms of Λ. We draw
attention to the fact that under the theorems assumption, Λ∗±(t, x) = µ∗±(t)x+O(x
α±
α±+1 ). In particular,
dividing both sides of (1.3) by k and letting k → ±∞ we find Lee’s moment formula [14].
MOMENT FORMULA FOR LOCAL/IMPLIED VOLATILITY 3
While our results apply to any model whose moment generating function of the logarithmic price is
given explicitly, we choose to study two examples. In the first one, we consider the SVI parametrization
of the implied volatility; we show that this will lead to an explosion of the MGF and that an asymptotic
formula for the distribution tail as well as the local volatility may be easily obtained. The second
example that we will study in details is the Heston model; we use the explicit formula for ESpt , for p < 0
and p ≥ 1 obtained in [1] (without any restriction on the parameters). We then apply our Tauberian
results to derive sharp asymptotic expansions for the left/right wings of local volatility as well as implied
volatility. We also show that a similar formula holds for the Stein-Stein model.
The literature around the implied/volatility is very vast and the number of papers dealing with issues
related to the implied/local volatility asymptotic in stochastic volatility model is countless. For the local
volatility case, the most relevant work to this paper is [8] mentioned above (see also [5] for the numerical
and practical aspects of [8]). As regards implied volatility and moment explosion, this work extends
the famous Lee’s moment formula obtained in [14] by looking more closely to the moments of the stock
prices. Benaim and Friz [3] have shown the equivalence of the regular variation property between the
logarithm of density and the implied volatility. Other results deal with the implied volatility of some
stochastic volatility models, such as [7], [11], [12], [9].
This paper is organized as follows: In section 2 we recall the main Tauberian result of [2] that we
will use to formulate and proof a new Tauberian result which will be the key to link the local volatility
asymptotics to the MGF near its critical moment; this link will be given as a theorem that is formulated
and proved in Section 3. In section 4 we give a result relating the (sharp) asymptotics of the implied
volatility for large strike and the MGF near its critical moment. Section 5 gives the application of
our results to the SVI parametrization of the implied volatility, while Section 6 studies extensively the
application the Heston model case. We then give the implication to Stein-Stein model.
2. Tauberian relation between the moment explosion and the distribution tails
Throughout this paper (ω,F , (Ft)t≥0,P) is a complete filtered probability space satisfying the usual
conditions and E refers to the expectation under P.
In this section, we first recall the Tauberian theorem that has been first formulated in [1] and then
extended in [2]. We then present a new Tauberian result that will be crucial when deriving the local
volatility from the moment generating function. We present the version that has been given in [2]; it
concerns a random variable X satisfying the following assumption:
Assumption 1. There exist µ∗ > 0 and α > 0 such that
(i) ∀µ ∈ [0, µ∗[, Λ(µ) := lnE eµX < +∞,
(ii) The function f(x) : x 7−→ Λ(µ∗ − 1x) is Rα and C2([M,∞[), for some M sufficiently large.
(iii) The function x 7→ 1µ∗−p∗(x) , with p∗(x) = Λ∗′(x), is smoothly varying with index 1α+1 , where Λ∗
is the Fenchel-Legendre transform of Λ.
We use the same notation as [2]; Rα refers to the set of regularly varying function with index α. It
is also worth noticing that (see Remark 2.1 in [2]) Λ is convex. In particular, Λ∗ is well defined and is
given as Λ∗(x) = p∗(x)x− Λ(p∗(x)), with p∗ is the unique solution to Λ′(p∗(x)) = x.
Theorem 2.1. Let Assumption 1 hold for some random variable X. Consider the function χx(.) defined,
for x sufficiently large, by
(2.1) χx(z) = (p
∗(x)− p∗(xz))xz + Λ(p∗(xz)) − Λ(p∗(x)),
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and let g be smoothly varying with index γ ∈ R. Then for any β ∈]0, 1[, we have the following expansion
as x→∞
(2.2)
∫ ∞
xβ−1
g(xz) eψx(z)dz =
g(x)
√
pi√
2x2p∗′(x)
(
2 +
γ2 + γα+1 + cα
x2p∗′(x)
+ o(
1
x2p∗′(x)
)
)
,
where
cα = −1
4
(1 +
1
α+ 1
)(2 +
1
α+ 1
) +
5
12
(1 +
1
α+ 1
)2.
Furthermore,
(2.3) lim sup
x→∞
(
x2
√
p∗′(x)
[
lnP(X ≥ x) + Λ∗(x)−
√
p∗′(x)
p∗(x)
√
2pi
])
≥ −
2 + α
(α+1)2
24µ∗
√
2pi
and
(2.4) lim inf
x→∞
(
x2
√
p∗′(x)
[
lnP(X ≥ x) + Λ∗(x)−
√
p∗′(x)
p∗(x)
√
2pi
])
≤ −
2 + α
(α+1)2
24µ∗
√
2pi
.
In particular, if ”lim sup” equals ”lim inf” then we have
(2.5) P(X ≥ x) = e−Λ∗(x)
( √
p∗′(x)
p∗(x)
√
2pi
−
2 + α
(α+1)2
24µ∗
√
2pi
1
x2
√
p∗′(x)
+ o(
1
x2
√
p∗′(x)
)
)
.
The only use we will make of this theorem in this paper is to prove the following result which will
be the key to link the local volatility asymptotics to the moment generating function near its critical
moment. The proposition is followed by its proof.
Proposition 2.1. Let X be a random variable satisfying Assumption 1. Assume that ”lim sup” and
”lim inf” in (2.4) and (2.3) are equal. Let g be smoothly varying with index γ ∈ R such that E|g(X)| <
∞. We have, for x sufficiently large,
(2.6)
E(g(X)e(µ
∗− 1
x
)X)
E(e(µ
∗− 1
x
)X)
= g(Λ′(µ∗ − 1
x
))
(
1 + (γ2 − γ) Λ
′′(µ∗ − 1x)
2Λ′2(µ∗ − 1x)
+ o(
Λ′′(µ∗ − 1x)
2Λ′2(µ∗ − 1x)
)
)
.
Remark 2.1. Note that under the theorem’s assumption,
Λ′′(µ∗− 1
x
)
2Λ′2(µ∗− 1
x
)
= O(x−α).
Proof. We shall not assume that X admits a smooth density; if that would be the case we could express
E(Uepx) by integrating with respect to this density function. Instead, we proceed as in [1] by using the
following representation of the exponential function:
g(U)epU = g(U)1U≤cepU + 1U>cg(U)epU
= g(U)1U≤cepU + 1U>c
(
g(c)epc +
∫ U
c
epz(g′(z) + pg(z))dz
)
= g(U)1U≤cepU + 1U>cg(c)epc +
∫ ∞
c
epz(g′(z) + pg(z))1z≤Udz
= g(U ∧ c)ep U∧c +
∫ ∞
c
epz(g′(z) + pg(z))1z≤Udz.
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which holds for any U, p, c ∈ R. Applying this to U = X we have
E[g(X)epX ] = E[g(X ∧ c)ep X∧c] +
∫ ∞
c
epz(g′(z) + pg(z))P(z ≤ X)dz.(2.7)
Let’s denote, for a function h with polynomial growth,
Ih(p) :=
∫ ∞
c
h(z)epz P(z ≤ X)dz.
With this notation we can write E[g(X)epX ] as
(2.8) E[g(X)epX ] = Eg(c) + I
g′(p) + pIg(p),
where
Eg(c) = E[g(X ∧ c)ep X∧c].
The idea here is to choose c to be large but so that Eg(c) is negligible with respect to the two terms I
g′
and Ig. It is worth noticing that under the assumption E|g(X)| = m ≤ ∞, we have
(2.9) |Eg(c)| ≤ E|g(X)|epc + g(c)epc = (m+ g(c))epc.
Now applying Theorem 2.1 to X we have
P(z ≤ X) = eΛ∗(z)f(z),
where f is given as
f(z) =
√
p∗′(z)
p∗(z)
√
2pi
− 2 + α/(α + 1)
2
24p∗(z)
√
2pi
+ o(
1
z2
√
p∗′(z)).
For x sufficiently large, define Z ≡ Z(x) by
(2.10) Z = Λ′(t, µ∗ − 1
x
)
In particular, we have
µ∗ − 1
x
= p∗(Z).
It follows that, for any function h (for which Ih is well defined), Ih(µ∗− 1x) ≡ Ih(p∗(Z)) may be written
as
Ih(p∗(Z)) =
∫ ∞
c
h(z)ep
∗(Z)eΛ
∗(z)f(z)dz = ZeΛ(p
∗(Z))
∫ ∞
c/Z
h(zZ)f(zZ)eχx(z)dz.
We then choose c = Zβ, where β = α2(α+1) (∈]0, 1[). In particular we have Zβ ∼
√
Λ(p∗(Z)) (and
hence eZ
β
is negligible with respect to eΛ(p
∗(Z))). Now we can easily see that f ∈ R−(α+2)
2(α+1)
. Hence
gf ∈ Rγ− α+2
2(α+1)
. The first statement of Theorem 2.1 ensures that
Ig(p∗t (Z)) = e
Λ(p∗(Z)) g(Z)f(Z)
√
2pi√
p∗′(Z)
(
1 +
(γ − α+22(α−1))2 + (γ − α+22(α+1))/(α + 1) + cα
Z2p∗′(Z)
+ o(
1
Z2p∗′(Z)
)
)
.
A similar statement holds for Ig
′
(p∗(Z)). It follows that for x sufficiently large we have
(2.11)
Ig
Iz 7→1
(p∗(Z)) = g(Z)
(
1 +
γ2 − γ
2Z2p∗′(Z)
+ o(
1
Z2p∗′
)
)
,
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and
(2.12)
Ig
′
Iz 7→1
(p∗(Z)) = g′(Z)
(
1 +
(γ − 1)2 − (γ − 1)
2Z2p∗′(Z)
+ o(
1
Z2p∗′
)
)
,
where we used the fact that g′ is smoothly varying with index γ − 1. The notation z 7→ 1 refers to the
”constant” function mapping R into {1}.
Now using the fact that β is such that Zβ is negligible with respect to Λ(p∗(Z)) we have
E[g(X)ep
∗(Z)X ]
E[ep∗(Z)X ]
=
Eg(Z
β) + Ig
′
+ p∗(Z)Ig
Ez 7→1(Zβ) + p∗(Z)Iz 7→1
=
1
p∗(Z)
Ig
′
Iz 7→1
+
Ig
Iz 7→1
+ o(eZ
β−Λ(p∗(Z))),
where we used (2.9) which ensures that Eg(Z
β)| ≤ (m+g(Zβ))epZβ . In particular Rg(Zβ)
Iz 7→1
= o(epZ
β−Λ(p∗(Z)))
decays exponentially to 0 as Z goes to ∞ (recall that Zβ ∼
√
Λ(p∗(Z))). Hence
E[g(X)ep
∗(Z)X ]
E[ep∗(Z)X ]
= g(Z)
(
1 +
γ2 − γ
2Z2p∗′(Z)
+ o(
1
Z2p∗′
)
)
.
Now from the definition of p∗ we have Λ′(p∗(Z)) = Z. It follows that
p∗′(Z) =
1
Λ′′(p∗(Z))
=
1
Λ′′(µ∗ − 1x)
.
On the other hand, p∗′ ∈ R−α+2
α+1
. It follows that
Z(x)2p∗′(Z(x)) ∼ Z(x) αα+1 ∼ x−α.
The proof is completed by replacing Z by Λ′(µ∗ − 1x) and p∗′(Z) by 1/Λ′′(µ∗ − 1x). 
3. From moment explosion to the local volatility asymptotics
In this section we study the link between the local volatility asymptotics and and the moment explosion.
We consider a stock price process St and denote Xt := ln(St/S0). Let’s also denote, for t, p > 0,
(3.1) Λ+(t, p) = lnE(e
pXt) and Λ−(t, p) = lnE(e−pXt).
Suppose that for every t > 0, Λ+(t, .) and Λ−(t, .) are finite only on part of the real line; i.e. there exist
µ∗+(t) and µ∗−(t) such that
0 < p < µ∗±(t), Λ±(t, p) < 0, and lim
p→µ∗
±
(t)
Λ±(t, p) =∞.
Consider the local volatility function Σ(t, x) such that the process Y defined by the stochastic differential
equation
dYt = (q − 1
2
Σ2(t, Yt))dt+Σ(t, Yt)dWt,
generates the same marginal distributions as X. The following result links Σ(t,±y) for large y to the
behavior of Λ+(t, .) and Λ−(t, .) near the critical moments µ∗+ and µ∗−.
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Theorem 3.1. If Λ+ and Λ− satisfy (ii)-(iii) in Assumption 1, then for y sufficiently large we have
(3.2) Σ2(t,±y) = σ±0 (t)y +
∂t∆±(t, ν±(y)) ∓ q ∓ σ±0 (t)(1∓ 2µ∗± ± 1ν±(y))y/ν±(y)
1
2((µ
∗± − 1ν±(y))2 ∓ (µ∗± − 1ν±(y)))
(
1 + (γ2± − γ±) ν±(y)
2
2y2ν′
±
(y) + o(
ν±(y)2
2y2ν′
±
(y))
) ,
where γ± =
α±
α±+1
, ∆±(t, x) = Λ±(t.µ∗±(t)− 1x), with
σ±0 (t) =
−2∂tµ∗±(t)
µ∗±
2(t)∓ µ∗±(t)
and
ν±(t, y) := (∂µΛ±(t, µ∗±(t)−
1
(.)
))−1(y).
Remark 3.1. Note that the second term in the right hand side of (3.2) is O(y
−α±
α±+1 ). It is also worth
noticing that ν±(y)
2
2y2ν′
±
(y)
∼ y
−α±
α±+1 .
Proof. Applying Itoˆ’s formula to the process epYt we find that, for t > 0 and p < µ∗+(t),
(3.3) ∂tψ
1
+(t, p) = qψ
1
+(t, p) +
1
2
(p2 − p)ψΣ2(t,.)+ (t, p),
where ψ1+(t, p) := E (e
pYt), and for a function f the notation ψf (.) refers to
ψf+(t, p) := E (f(Yt)e
pYt).
Define ∆+(t, x) := lnψ
1
+(t, µ
∗
+(t)− 1x)); we have
∂t∆+(t, x) =
∂tψ
1
+(t, µ
∗
+(t)− 1x)
ψ1+(t, µ
∗
+(t)− 1x)
+
∂tµ
∗
+(t)∂µψ
1
+(t, µ
∗
+(t)− 1x)
ψ1+(t, µ
∗
+(t)− 1x)
.
Noticing that ∂x∆+(t, x) =
∂µψ1+(t,µ
∗
+(t)− 1x ))
x2ψ1+(t,µ
∗
+(t)− 1x ))
and dividing both sides of (3.3) by ψ1+(t, µ
∗
+(t)− 1x) we have
(3.4) ∂t∆+(t, x) = q +
1
2
((µ∗+(t)−
1
x
)2 − (µ∗+(t)−
1
x
))
ψ
Σ(t,.)
+
ψ1+
(t, µ∗+(t)−
1
x
) + ∂tµ
∗
+x
2∂x∆+(t, x).
As highlighted in the introduction, we can actually derive an asymptotic formula for the local volatility
by integrating and differentiating (2.5) with respect to t and x. Without going through the formula, we
can prove that Σ2(t, .) is smoothly varying which allows us to apply Proposition 2.1. This gives
ψΣ
2(t,.)
ψ1
(t, µ∗+ −
1
x
) = Σ(t, x2∂x∆(t, x))(1 +O(x−α+)).
It follows that
Σ2(t, y) =
−2∂tµ∗+y + 2∂t∆+(t, ν(y))
µ∗+
2(t)− µ∗+(t) + 1ν(y)(1− 2µ∗+ + 1χ(y))
(1 +O(y
−α+
α++1 )),
where
ν(y) = [(.)2∂x∆+(t, .)]
−1(y) ∼ y
1
α++1 .
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Hence
Σ2(t, y) =
−2∂tµ∗+(t)
µ∗+
2(t)− µ∗+(t)
y +O(y αα+1 ).
This means that
Σ2(t, y) =
−2∂tµ∗+(t)
µ∗+
2(t)− µ∗+(t)
y +Σ1(t, y),
where Σ1(t, y) = O(y
α
α+1 ). Rewriting the partial differential equation (3.4) we have
∂t∆+(t, x) = q +
1
2
((µ∗+ −
1
x
)2 − (µ∗+ −
1
x
))(σ0(t)
ψId+
ψ1+
+
ψ
Σ1(t,.)
+
ψ1+
(t, µ∗+ −
1
x
)) + ∂tµ
∗
+x
2∂x∆+(t, x),
where Id : z 7→ z and
σ0(t) =
−2∂tµ∗+(t)
µ∗+
2(t)− µ∗+(t)
.
Observe that, for any µ > 0,
ψId+ (t, µ) := E(Yte
µYt) = ∂µψ
1
+(t, µ).
In particular
ψId+ (t, µ
∗
+ −
1
x
)/ψ1+(t, µ
∗
+ −
1
x
) = x2∂x∆+(t, x).
It follows that
∂t∆+(t, x) = q +
1
2
(1− 2µ∗+ +
1
x
)σ0(t)x∂x∆+(t, x) +
1
2
((µ∗+ −
1
x
)2 − (µ∗+ −
1
x
))
ψ
Σ1(t,.)
+
ψ1+
(t, µ∗+ −
1
x
).
Using Proposition 2.1 once more we have
ψ
Σ1(t,.)
+
ψ1+
(t, µ∗+ −
1
x
) = Σ1(t, x
2∂x∆(t, x))(1 + (γ
2 − γ) Λ
′′(µ∗ − 1x)
2Λ′2(µ∗ − 1x)
+ o(
Λ′′(µ∗ − 1x)
2Λ′2(µ∗ − 1x)
)),
where γ is the index of Σ1(t, .). It follows that
∂t∆+(t, ν+(y)) = σ0(t)(1− 2µ∗+ + 1/ν+(y))y/ν+(y) +
1
2
((µ∗+ −
1
ν+(y)
)2 − (µ∗+ −
1
ν+(y)
))Σ1(t, y)(1 + (γ
2 − γ) ν+(y)
2
2y2ν ′+(y)
+ o(
ν+(y)
2
2y2ν ′+(y)
)).
Hence γ = α+α++1 and we finally have
Σ1(t, y) =
∂t∆+(t, ν+(y))− q − σ+0 (t)(1 − 2µ∗+ − 1ν+(y) )y/ν+(y)
1
2((µ
∗
+ − 1ν+(y))2 − (µ∗+ − 1ν+(y)))
(
1 + (γ2 − γ) ν+(y)22y2ν′+(y) + o(
ν+(y)2
2y2ν′+(y)
)
) .
To prove the result for Σ(t,−k), we consider the process Y˜t = −Yt. This process is given by the
stochastic differential equation
dY˜t = (−q + 1
2
Σ˜2(t, Y˜t))dt+ Σ˜(t, Y˜t)dW˜t,
MOMENT FORMULA FOR LOCAL/IMPLIED VOLATILITY 9
where W˜t = −Wt and Σ˜(t, y) = Σ(t,−y). Applying Itoˆ’s formula to the process epY˜t we find that
∂tψ
1
−(t, p) = −qψ1−(t, p) +
1
2
(p2 + p)ψ
Σ˜2(t,.)
− (t, p),
where ψf−(t, p) := E(f(Y˜tepY˜t). Define ∆−(t, x) := lnψ1−(t, µ∗−(t)− 1x)). We have
∂t∆−(t, x) = −q + 1
2
((µ∗−(t)−
1
x
)2 + (µ∗−(t)−
1
x
))
ψ
Σ˜2(t,.)
−
ψ1+
(t, µ∗−(t)−
1
x
) + ∂tµ
∗
−x
2∂x∆−(t, x).
We find in the same way as for Σ(t, y) that
Σ2(t,−y) = σ−0 (t)y +
∂t∆−(t, ν−(y)) + q + σ−0 (t)(1 + 2µ
∗− − 1ν−(y) )y/ν−(y)
1
2((µ
∗− − 1ν−(y))2 − (µ∗− − 1ν−(y)))
(
1 + (γ2− − γ−) ν−(y)
2
2y2ν′
−
(y)
+ o( ν−(y)
2
2y2ν′
−
(y)
)
)
with σ−0 and ν− are given by the theorem. 
4. From moment explosion to Implied volatility asymptotics
Under Black Scholes model, the prices of standard European options are given explicitly via the famous
Black-Scholes formula. In particular the price of an European Call option with strike K and maturity
t is given by:
E(S0e
−σ2
2
t+σWt −K)+ = N( 1
σ
√
t
(−k + 1
2
σ2t))− ekN( 1
σ
√
t
(−k − 1
2
σ2t)),
whereN denotes the cumulative distribution function of the standard Gaussian law, k = ln(K/S0) and σ
is the volatility parameter. For any price quote there exists a unique volatility parameter (that depends
on t and k) such that the Black-Scholes formula gives the same price: this is called the Black-Scholes
implied volatility.
Suppose that the market is described by a model X (for (log(St/S0))) under the measure P. Today’s
price of a Call option with maturity t and and strike ek is then given as function of the Black-Scholes
implied volatility as follows:
(4.1) E(eXt − ek)+ = N( 1√
tσ(t, k)
(−k + 1
2
tσ2(t, k))) − ekN( 1√
tσ(t, k)
(−k − 1
2
tσ2(t, k))).
Differentiating both sides with respect to k we get
−ek P(Xt ≥ k) = ∂kCBS(k,
√
tσ(t, k)) +
√
t∂kσ(t, k)CBS(k,
√
tσ(t, k)),
where the notation CBS(k, v) refers to
CBS(k, v) := N(
1
v
(−k + 1
2
v2))− ekN(1
v
(−k − 1
2
v2)).
Hence
P(Xt ≥ k) = N˜( 1√
tσ(t, k)
(k +
1
2
tσ2(t, k))) −
√
t∂kσ(t, k)N
′(
1√
tσ(t, k)
(k +
1
2
tσ2(t, k))),
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where N˜(x) = 1 − N(x). We clearly see that when |k| is large, the quantity d(k) := 1√
tσ(t,k)
(k +
1
2 tσ
2(t, k))→∞. The following bounds hold for any positive y and obtained via an integration by part:
N ′(y)
y
(1− 1
y2
) ≤ N˜(y) ≤ N
′(y)
y
.
In particular, we have
N˜(y) =
N ′(y)
y
(1 +O(y−2)).
Applying this to the black Scholes formula we get
(4.2) P(Xt ≥ k) = 1√
2pi
e−
1
2
d2(k)
(
1
d(k)
−
√
t∂kσ(t, k) +O(d(k)−3)
)
,
Note that
d2(k) =
k2
tσ2(t, k)
+
1
4
tσ2(t, k) + k.
The left wing is obtained in a very similar way; let k be large enough and consider a European Put
option with strike e−k and maturity t. Its price is given by
(4.3) E(e−k − eXt)+ = e−kN(−d˜(k))−N(−d˜(k) −
√
tσ˜(t, k)),
where σ˜(t, k) = σ(t,−k) and
d˜(k) =
1√
tσ˜(t, k)
(k − 1
2
tσ˜2(t, k))
Differentiating both sides with respect to k we get
P(−Xt ≥ k) = N˜(d˜(t, k)) −
√
t∂k ˜˜σ(t, k)N
′(d˜(t, k)).
The bounds derived above hold also for d˜(t, k), which gives
(4.4) P(−Xt ≥ k) = 1√
2pi
e−
1
2
d˜2(k)
(
1
d˜(x)
−
√
t∂kσ˜(t, k) +O(d˜(k)−3)
)
.
Using the bounds (4.2) and (4.4), the next theorem links the left/right wings of the Black-Scholes
implied volatility to the moment generating function of −Xt/Xt.
Theorem 4.1. Suppose that for any t > 0, Xt and −Xt satisfy Assumption 1. For k sufficiently large
we have
(4.5) tσ2(t,±k) = 4Λ∗±(t, k)+2c˜±t (k)∓2k−4
√
(Λ∗±(t, k) +
c˜±t (k)
2
)(Λ∗±(t, k) +
c˜±t (k)
2
∓ k)+O(k
−α±∧1
α±+1 ).
with the notations Λ±(t, µ) := lnEeµ(±X), Λ∗±(t, .) is the Fenchel-Legendre transform of Λ±(t, .), α± is
the index of the regularly varying function x 7→ Λ±(t, µ∗±(t)− 1x) and c˜± is defined by
(4.6) c˜±t (k) = − ln(k∂kkΛ∗±(t, k)) + 2 ln
(√
µ∗±(t)
2
− µ
∗±(t)
2
√
∓2 + 4µ∗±(t)− 4
√
µ∗±(µ∗± ∓ 1)
)
.
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Proof. We have from Theorem 2.1
P(Xt ≥ k) = e−Λ∗+(t,k)
(√
∂xp∗+(t, k)
p∗+(t, k)
√
2pi
−
2 + α+
(α++1)2
24µ∗+
√
2pi
1
k2
√
∂xp∗+(t, x)
+ o(
1
k2
√
∂xp∗+(t, k)
)
)
.
Comparing this with (4.2) we see that
(4.7)
k2
tσ2(t, k)
+
1
4
tσ2(t, k)+k−2 ln( 1
d(k)
−
√
t∂kσ)+O(k−1) = 2Λ∗+(t, k)−2 ln(
√
∂xp
∗
+
p∗+(t, k)
)+O(k
−α+
α++1 ).
Hence
1
4tσ2(t, k)
×
(
tσ2(t, k) − 2(2Λ∗+(t, k)− k − 2
√
Λ∗+(t, k)(Λ∗+(t, k)− k))
)
×
(
tσ2(t, k) − 2(2Λ∗+(t, k)− k + 2
√
Λ∗+(t, k)(Λ∗+(t, k)− k))
)
= c+t (k) +O(k
−α+
α++1 ),
where
(4.8) c+t (k) := −2 ln(
√
p∗+
′(t, k)
p∗+(t, k)
) + 2 ln(
1
d(k)
−
√
t∂kσ(t, k)) +O(k−1) = O(ln(k)).
We emphasize that Λ∗+(t, k) = µ∗+(t)k + O(k
α+
α++1 ). On the other hand, Lee’s moment formula states
that
tσ2(t, k) ∼ k(−2 + 4µ∗+ − 4
√
µ∗+(µ∗+ − 1)).
Noticing that
2
(
2Λ∗+(t, k) − k − 2
√
Λ∗+(t, k)(Λ∗+(t, k) − k)
)
∼ k
(
−2 + 4µ∗+ − 4
√
µ∗+(µ∗+ − 1)
)
,
we conclude that
tσ2(t, k) = 2
(
2Λ∗+(t, k)− k − 2
√
Λ∗+(t, k)(Λ∗+(t, k)− k)
)
+O(ln(k)).
Plugging this value into the definition of c+t (k), (4.8), we find that c
+
t (k) = c˜
+
t (k) +O(k
−1
α+1 ), with
c˜+t (k) = − ln(k∂kkΛ∗+(t, k)) + 2 ln
(√
µ∗+
2
− µ
∗
+
2
√
−2 + 4µ∗+ − 4
√
µ∗+(µ∗+ − 1)
)
.
Now if we go back to (4.7) and plug the value of c+t (k) we have
k2
tσ2(t, k)
+
1
4
tσ2(t, k) + k = 2Λ∗+(t, k) + c˜
+
t (k) +O(k
−α+∧1
α++1 ).
We finally find that
tσ2(t, k) = 4Λ∗+(t, k) + 2c˜
+
t (k) − 2k − 4
√
(Λ∗+(t, k) +
c˜+(k)
2
)(Λ∗+(t, k) +
c˜+(k)
2
− k) +O(k−α∧1α+1 ).
12 SIDI MOHAMED ALY
The left wing is obtained in the same way: we write, using Theorem 2.1,
P(−Xt ≥ k) = e−Λ∗−(t,k)

√∂xp∗−(t, k)
p∗−(t, k)
√
2pi
−
2 + α−
(α−+1)2
24µ∗−
√
2pi
1
k2
√
∂xp∗−(t, x)
+ o(
1
k2
√
p∗−
′(t, k)
)

 .
We obtain, by comparing this with (4.4),
k2
tσ˜2(t, k)
+
1
4
tσ˜2(t, k)− k − 2 ln( 1
d˜(k)
+
√
t∂kσ˜) +O(k−1) = 2Λ∗−(t, k)− 2 ln(
√
∂xp∗−
p∗−(t, k)
) +O(k
−α−
α−+1 ).
We find in the same way as for the right wing that
tσ˜2(t, k) = 4Λ∗−(t, k) + 2c˜
−
t (k) + 2k − 4
√
(Λ∗−(t, k) +
c˜−t (k)
2
)(Λ∗−(t, k) +
c˜−t (k)
2
+ k) +O(k
−α−∧1
α−+1 ),
with
c˜−(t, k) = − ln(k∂kkΛ∗−(t, k)) + 2 ln
(√
µ∗−
2
− µ
∗−
2
√
2 + 4µ∗− − 4
√
µ∗−(µ∗− + 1)
)
.

5. From SVI parametrization of implied volatility to moment explosion and local
volatility
We remain in the same setup as the previous section, where S denotes the stock price and Xt =
ln(St/S0). We consider Gatheral’s SVI parametrization (cf. [10]):
(5.1) σ2(t, k) = a+ b
(
ρ(k −m) +
√
(k −m)2 + η2
)
.
It is worth noticing that all the parameters depend on t.
Proposition 5.1. Suppose that the Black-Scholes implied volatility function generated from the option
prices is given as (5.1). The moment generating functions of Xt and (−Xt) explode at critical moment
µ∗+ and µ∗− respectively, where
(5.2) µ∗±(t) =
1
2
(
1
bt(1± ρ) +
1
4
bt(1± ρ)± 1).
Furthermore we have
(5.3) E e(µ
∗
±
− 1
x
)(±Xt) = µ∗±ξ±e
d±0 +µ
∗
±
m
(
(2x)
1
2 +O(1)
)
,
where
d±0 =
1
2
(−m+ a
b2t(1± ρ)2 ∓
2m
bt(1± ρ) −
at
4
),
and
ξ± = ((2µ∗±)
−1
2 − 1
2
√
bt(1± ρ)).
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Proof. From (5.1) we have, for k sufficiently large,
tσ2(t, k) = at+ bt(1 + ρ)(k −m) + b
2
η2
k −m +O(k −m)
−3,
It follows that d2(y +m) may be written as
(5.4)
−1
2
d2(y +m) = −1
2
(
1
bt(1 + ρ)
+
1
4
bt(1 + ρ) + 1)y + d+0 +O(y−1),
where
d+0 =
1
2
(−m+ a
b2t(1 + ρ)2
− 2m
bt(1 + ρ)
− at
4
),
Note also that
1
d(y +m)
−
√
t∂kσ(y+m) = ((2µ
∗)
−1
2 − 1
2
√
bt(1 + ρ))y
−1
2 +(
d+0
2
(2µ∗)
−3
2 +
a
4
√
bt(1 + ρ)
)y
−3
2 +O(y−5/2),
where
µ∗+ =
1
2
(
1
bt(1 + ρ)
+
1
4
bt(1 + ρ) + 1).
We may differentiate with respect to k and consider the density function and then express the moment
generating function in terms of the density. But to stay in general setting (i.e. without assuming the
existence of a density function for Xt) we first use following representation of the exponential function
as in (2.7)
∀c, p, k,X ∈ R, epX = (1 ∧ c) ep(X∧c) + p
∫ ∞
c
epz1X≥zdz.
It follows that for any p > 0 such that EepXt <∞ and for any c > 0 we have
EepXt = (1 ∧ c)E ep(X∧c) + p
∫ ∞
c
epzP(Xt ≥ z)dz.
It is easy to see that Eeµ
∗Xt =∞. For x sufficiently large, we have
E e(µ
∗
+− 1x )Xt = (1∧ c)Ee(µ∗+− 1x )c∧Xt + 1√
2pi
(µ∗+−
1
x
)e(µ
∗
+− 1x )m
∫ ∞
c−m
e−
1
x
z+d+0 +O(z−1)(ξ+z
−1
2 +O(z−32 ))dz,
where ξ+ = ((2µ
∗
+)
−1
2 − 12
√
b(1 + ρ)). Choosing c = 1 +m, we find that
E e(µ
∗
+− 1x )Xt = (1 ∧ c)Ee(µ∗+− 1x )c∧Xt + 1√
2pi
x(µ∗+ −
1
x
)ed
+
0 +(µ
∗
+− 1x )m
∫ ∞
1
x
e−z(ξ+(zx)
−1
2 +O((zx)−1))dz.
Hence
E e(µ
∗
+− 1x )Xt = (1 ∧ c)Ee(µ∗+− 1x )c∧Xt + x(µ∗+ −
1
x
)ed
+
0 +(µ
∗
+− 1x )m(ξ+(
1
2
x)
−1
2 +O(x−1)).
Observing that Ee(µ
∗
+− 1x )c∧Xt ≤ eµ∗+|c|, we finally have
E e(µ
∗
+− 1x )Xt = µ∗+ν1e
d+0 +µ
∗
+m(2x)
1
2 +O(1)
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For (−Xt) we proceed in a very similar way; we write, for k sufficiently large,
(5.5) P(−Xt ≥ k) = 1√
2pi
e−
1
2
d˜2(k)
(
1
d˜(x)
−
√
t∂kσ˜(t, k) +O(d˜(k)−3)
)
,
where
d˜(k) =
1√
tσ˜(t, k)
(k − 1
2
tσ˜2(t, k)),
and
σ˜2(t, k) := σ2(t,−k) = a+ b
(
−ρ(k +m) +
√
(k +m)2 + η2
)
We find in the same way as before that
(5.6)
−1
2
d˜2(y −m) = −1
2
(
1
bt(1 − ρ) +
1
4
bt(1− ρ)− 1)y + d−0 +O(y−1),
where
d−0 =
1
2
(−m+ a
b2t(1− ρ)2 +
2m
bt(1− ρ) −
at
4
),
Note also that
1
d˜(y −m)
√
t∂kσ˜(t, y −m) = ((2µ∗−)
−1
2 − 1
2
√
bt(1− ρ))y−12 +O(y−3/2),
where
µ∗− =
1
2
(
1
bt(1− ρ) +
1
4
bt(1− ρ)− 1).
The rest is just repeating what we have done for Xt. 
We draw attention to the fact that a sharp asymptotic expansion of the price of standard European
options (namely Call and Put options) is easily derived under the SVI parametrization of the implied
volatility surface. It is given by the following result:
Proposition 5.2. The following expansions holds for European Call and Put options with strike ek and
e−k respectively:
(5.7) E(eXt − ek)+ = 1√
2pi
√
bt(1 + ρ)
2µ∗+ −
√
2µ∗+bt(1 + ρ)
k
−1
2 e−(µ
∗
+−1)k+d+0 +mµ∗+(1 +O(k−1)),
and
(5.8) E(e−k − eXt)+ = 1√
2pi
√
bt(1− ρ)
2µ∗− −
√
µ∗−bt(1− ρ)
k
−1
2 e−(µ
∗
−
+1)k+d−0 +mµ
∗
−(1 +O(k−1)),
with the same notations as in Proposition 5.1.
Proof. We have
C(t, k) = E(eXt − ek)+ = ekN˜(d(k)) − N˜(d(k) −
√
tσ(t, k))
=
N ′(d(k) −√tσ(t, k)
d(k)−√tσ(t, k) (1 +O((d(k) −
√
tσ(t, k))2))− ekN
′(d(k))
d(k)
(1 +O(d(k)2))
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=
1√
2pi
ek−µ
∗
+(k−m)+d+0 +O(k−1)
(
1
d(k)−√tσ(t, k) −
1
d(k)
+O(k−32 )
)
=
1√
2pi
√
bt(1 + ρ)
2µ∗+ −
√
2µ∗+bt(1 + ρ)
ek−µ
∗
+(k−m)+d+0 k
−1
2 (1 +O(k−1)).
The same analysis applies to Put option with small strike; we write
P (t, k) = E(e−k − eXt)+ = e−kN˜(d˜(k))− N˜(d˜(k) +
√
tσ(t,−k))
=
1√
2pi
e−k−µ
∗
−
(k−m)+d−0 +O(k−1)
(
1
d˜(k)
− 1
d˜(k) +
√
tσ(t,−k) −+O(k
−3
2 )
)
=
1√
2pi
√
bt(1− ρ)
2µ∗− −
√
µ∗+bt(1− ρ)
e−k−µ
∗
−
(k−m)+d−0 k
−1
2 (1 +O(k−1)).

From this expansion we can derive the large asymptotics of the local volatility function. We emphasize
that Dupire’s local volatility is defined as
(5.9) Σ2(t, k) =
2∂tE(e
Xt − ek)+
(∂kk − ∂k)E(eXt − ek)+ =
2∂tE(e
k − eXt)+
(∂kk − ∂k)E(ek − eXt)+ .
and
(5.10) Σ2(t,−k) = 2∂tE(e
Xt − e−k)+
(∂kk + ∂k)E(eXt − e−k)+ =
2∂tE(e
−k − eXt)+
(∂kk + ∂k)E(e−k − eXt)+ .
Corollary 5.1. Suppose that all prices of European Call options can be recovered from the SVI parametriza-
tion (5.1). Then the local volatility function is given by
Σ2(t,±y) = −2∂tµ
∗±(t)
µ∗±
2(t)∓ µ∗±(t)
(y − 2µ
∗± ∓ 1
2(µ∗±
2 ∓ µ∗±)
)) + ∂tc±(t) +O(y
−1
2 ),
where c±(t) = ln( 1√2pi
√
bt(1±ρ)
2µ∗
±
−
√
2µ∗
±
bt(1±ρ)) + d
±
0 +mµ
∗±, with the same notations as in Proposition 5.1.
Proof. It follows from (5.7), (5.7), (5.9) and (5.10) 
Remark 5.1. This result could have been proved differently using Theorem 3.1 and Proposition 5.1.
6. Heston’s model and Stein-Stein model
In this section we consider the application of the results obtained in the previous sections to two examples
of stochastic volatility model: Heston’s model and Stein-Stein model
6.1. Heston’s model. The Heston model is defined by the stochastic differential equation:
d(ln(St)) = −Vt
dt
+
√
VtdBt,
dVt = (a− bVt)dt+ σ
√
VtdWt,
d〈W,B〉t = ρdt.(6.1)
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This model is known to have the moment explosion property. In the case of negative correlation, Friz
and Gerhold [8] derive an equivalence for the local volatility corresponding to the Heston model as
Σ2(t, y) ∼ 2
µ∗+(t)(µ∗1 − 1)R1(t)R2(t)
y, as k →∞.
with an explicit expression for R1 and R2. It is clear that Theorem 3.1 gives much more accurate
expansion for the local volatility. It also applies to all cases (:k → −∞ and ρ > 0).
In order to apply Theorem 3.1 to the Heston model, we need first to calculate the moment generating
function of Xt = ln(St/S0). For µ > 0 we have
E eµXt = E e−
µ
2
∫ t
0 Vsds+µρ
∫ t
0
√
VsdWs+µ
√
1−ρ2 ∫ t0 √VsdW 2s
= E
{
e
µ2(1−ρ2)−µ
2
∫ t
0 Vsds+µρ
∫ t
0
√
VsdWs
[
E eµ
√
1−ρ2 ∫ t0 √VsdW 2s−µ2(1−ρ2)2
∫ t
0 Vsds
∣∣∣(Ws)s≤t
]}
= E
[
eµρ
∫ t
0
√
VsdWs−µ
2ρ2
2
∫ t
0
Vsds e
µ2−µ
2
∫ t
0
Vsds
]
= EQ e
µ2−µ
2
∫ t
0
Vsds,
where we used the law of iterated conditional expectation and the fact that Vs is measurable with
respect to W . The last inequality is a consequence of Girsanov theorem, where under Q, the process V
satisfies the stochastic differential equation
(6.2) dVt = (a− (b− ρσµ)Vt) dt+ σ
√
VtdW
Q
t
with Q−Brownian motion W 1,Q. Calculating E eµXt is then reduced to the calculation of the moment
generating function of the time average of the CIR process V under Q; this is given explicitly in [1] by
EQ e
µ2−µ
2
∫ t
0 Vsds = eaϕ(t;µ)+v0ψ(t;µ),
where ϕ(t;µ) =
∫ t
0 ψ(s;µ)ds and
(6.3)
ψ(t) =


ψ1(t;µ) :=
b−ρσµ
σ2
−
√
c1(µ)
σ2
c2(µ)e
√
c1(µ)t+1
c2(µ)e
√
c1(µ)t−1
, if 0 ≤ µ2−µ2 ≤ (b−ρσµ)
2
2σ2
,
ψ2(t;µ) :=
b−ρσµ
σ2
+
√
−c1(µ)
σ2
tan
(√
−c1(µ) t2 + arctan( −b+ρσµ√−c1(µ))
)
, if µ
2−µ
2 >
(b−ρσµ)2
2σ2
,
where c1 and c2 are defined by
(6.4) c1(µ) = (b− ρσµ)2 − σ2(µ2 − µ), and c2(µ) = b− ρσµ+
√
c1(µ)
b− ρσµ−
√
c1(µ)
.
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The function ϕ(.) is given by
(6.5) ϕ(t) =


ϕ1(t;µ) :=
b−ρσµ+
√
c1(µ)
σ2
t− 2
σ2
ln
(
c2(µ)e
√
c1(µ)t−1
c2(µ)−1
)
, if 0 ≤ µ2−µ2 ≤ (b−ρσµ)
2
2σ2
,
ϕ2(t;µ) :=
b˜
σ2
t− 2
σ2
ln

 cos
(√
−c1(µ) t2+arctan(
−b+ρσµ√
−c1(µ)
)
)
cos
(
arctan( −b+ρσµ√
−c1(µ)
)
)

 , if µ2−µ2 > (b−ρσµ)22σ2 .
Remark 6.1. We deliberately did not consider the case µ
2−µ
2 < 0. The reason is that when
µ2−µ
2 < 0,
the ψ(t, µ) might take a third form depending on other parameters (see Appendix A in [1]). This,
however, will not affect our analysis as µ
2−µ
2 < 0 happens only when 0 < µ ≤ 1. As it is well known
that S is a true martingale, the ”positive” critical moment of X is always larger than 1.
From (6.3) and (6.5) we clearly see that there exists µ∗+(t) > 1 (resp µ∗−(t) > 0) such that the
moment generating function of Xt (resp. −Xt) is finite between 0 and µ∗+(t) (resp. µ∗−(t)) and explodes
at µ∗+(t) > 0 (resp. µ∗−(t)). The next result is nothing but rewriting the moment generating function of
Xt and −Xt in terms of (6.3) and (6.5).
Proposition 6.1. Define µˆ+ and µˆ− by
(6.6) µˆ+ = min {µ > 0 : c1(µ) = 0} = σ
2 − 2bρσ +
√
(σ2 − 2bρσ)2 + 4b2σ2(1− ρ2)
2σ2(1− ρ2) ,
and
(6.7) µˆ− = min {µ > 0 : c1(−µ) = 0} = −(σ
2 − 2bρσ) +
√
(σ2 − 2bρσ)2 + 4b2σ2(1− ρ2)
2σ2(1− ρ2) .
where c1 is defined by (6.4). For any µ > 0 we have
(6.8) E eµXt1µ≥1 = eaϕ1(t;µ)+v0ψ1(t;µ)11≤µ≤µˆ+∧µ∗+(t) + e
aϕ2(t;µ)+v0ψ2(t;µ)1µˆ+<µ<µ∗+(t),
and
(6.9) E e−µXt1µ>0 = eaϕ1(t;−µ)+v0ψ1(t;−µ)10<µ<µˆ−∧µ∗−(t) + e
aϕ2(t;−µ)+v0ψ2(t;−µ)1µˆ−<µ<µ∗−(t),
where ϕ1,2 and ψ1,2 are given in (6.3) and (6.5)
Proof. This follows immediately from (6.3) and (6.5) and the fact that for µ > 1 or µ < 0, we have
0 ≤ µ2−µ2 and
µ2 − µ
2
<
(b− ρσµ)2
2σ2
⇐⇒ c1(µ) > 0.

The moment generating function of X and −X near the critical moments µ∗+ and µ∗− are given in
the following result.
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Proposition 6.2. Denote Λ±(t, µ) lnEe±µXt . For µ sufficiently close to µ∗+(t) (resp. µ∗−(t)) Λ±(t, µ)
is given as
(6.10) Λ±(t, µ) =
ω±(t)
µ∗±(t)− µ
+
2a
σ2
ln(
1
µ∗ − µ) +m±(t) +
∑
i≥1
d±i (t)(µ
∗
±(t)− µ)i
Proof. See Theorem 3.2 in [1]. A similar result is found in [7]. 
Remark 6.2. It is difficult, or even impossible to obtain an explicit expression for µ∗+ and µ∗−. How-
ever, all other coefficients of (6.10) may be obtained explicitly (or numerically) in terms of the model
parameters and µ∗±; to calculate numerically, one needs just to see them as
ω±(t) = lim
µ→µ∗
±
(t)
(µ∗±(t)− µ)
(
Λ±(t, µ)− 2a
σ2
ln(
1
µ∗ − µ)
)
,
m±(t) = lim
µ→µ∗
±
(t)
(
Λ±(t, µ)− ω±(t)
µ∗±(t)− µ
− 2a
σ2
ln(
1
µ∗ − µ)
)
, and for i ≥ 1,
d±i (t) = lim
µ→µ∗
±
(t)
1
(µ∗ − µ)i
(
Λ±(t, µ)− ω±(t)
µ∗±(t)− µ
− 2a
σ2
ln(
1
µ∗ − µ)−m±(t)
)
We clearly see that the Heston model satisfies the assumption of Theorem 3.1. The next result gives
a sharp asymptotic expansion of the local volatility under Heston’s model.
Proposition 6.3. The local volatility corresponding to the Heston model satisfies
(6.11) Σ2(t,±y) = σ±0 (t)y +
ω′±(t)ν˜±(y) +m′±(t)∓ q ∓ σ±0 (t)(1∓ 2µ∗± ± 1ν˜±(y))y/ν˜±(y)
1
2 ((µ
∗± − 1ν˜±(y))2 ∓ (µ∗± − 1ν˜±(y)))
(
1− 14 ν˜±(y)
2
2y2ν˜′
±
(y)
) + o(1),
where
σ±0 (t) =
−2∂tµ∗±(t)
µ∗±
2(t)∓ µ∗±(t)
,
and
(6.12) ν˜±(t, y) =
1√
ω±(t)
(y +
a2
σ4ω±(t)
)
1
2 − a
σ2ω±(t)
.
Proof. The first statement of the proposition follows from a direct application of Theorem 3.1. For the
approximation (6.12) we observe that ν±(t, y) is the unique solution of
ω±(t)x2 +
2a
σ
x− d±1 −
∑
i≥1
(i+ 1)d±i+1(t)x
−i = y.
This can be approximated by taking the unique positive solution to
ω±(t)x2 +
2a
σ
x = y : x = ν˜±(y) =
1√
ω±(t)
(y +
a2
σ4ω±(t)
)
1
2 − a
σ2ω±(t)
.
It is easy then to see that the error of this approximation of order y
−1
2 ; that is
ν±(t, y) = ν˜±(y) +O(y
−1
2 ).
Choosing ν± or ν˜± is then equivalent in the formula since the error is o(1). 
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Remark 6.3. The error in the expansion (6.11) is actually O(y−14 ) which is much more precise than
o(1) (the difference between this approximation and the actual local volatility tends to 0 as y → ∞
anyway). Indeed, the term o(1) comes from the product o( ν˜±(y)
2
2y2ν˜′
±
(y)
), which is equivalent to o(y
−1
2 ) and
the numerator of the second term in the right hand side of (6.11), which is ≈ y 12 . We can see by looking
at Theorem 2.1 and its proof in [1] and Remark 8 in [7] that o( ν˜±(y)
2
2y2ν˜′
±
(y)
) has to be O(y−34 ). This will
lead to an approximation of order O(y−14 ) instead of o(1) in (6.11).
Remark 6.4. The expansion (6.11) does not use the coefficients d±i as they appear only on higher order
terms which are not covered by Theorem 3.1. There will be therefore no need to calculate them if the
only goal is to apply Theorem 3.1.
A sharp asymptotic formula for the implied variance is easily obtained by applying Theorem 4.1. The
result is similar to the result obtained in [12].
Proposition 6.4. The following expansion holds for the implied volatility under Heston’s model
(6.13) tσ2(t,±k) = 4Λ˜∗±(t, k) + 2c˜±t (k)∓ 2k− 4
√
(Λ˜∗±(t, k) +
c˜±t (k)
2
)(Λ˜∗±(t, k) +
c˜±t (k)
2
∓ k) +O(k−12 ).
where Λ˜∗±(t, k) = (µ∗±(t)− 1ν˜±(t,k))k − Λ˜(t, µ∗±(t)− 1ν˜±(t,k)), with ν˜ defined by (6.12), Λ˜ is defined by
(6.14) Λ˜±(t, µ) =
ω±(t)
µ∗±(t)− µ
+
2a
σ2
ln(
1
µ∗ − µ) +m±(t),
where ω±, m± are given in Proposition 6.2 and c˜±t (k) is given by
c˜±t (k) = − ln(k
∂kν˜(t, k)
ν˜2(t, k)
) + 2 ln
(√
µ∗±(t)
2
− µ
∗±(t)
2
√
∓2 + 4µ∗±(t)− 4
√
µ∗±(µ∗± ∓ 1)
)
Proof. It follows from a direct application of Theorem 4.1 by replacing Λ with Λ˜. It’s worth noticing
that Λ˜∗±(t, .) is the Fenchel-Legendre transform of Λ˜. 
6.2. Stein-Stein model. The dynamics of the stock price in the Stein-Stein model is given by:
dSt = µStdt+ |Yt|StdWt,
dYt = q(m− Yt)dt+ σdZt, d〈W,Z〉t = ρdt.
This model was introduced by Stein and Stein in [15]. In [6], Deuschel et al derive an asymptotic
formulae for the density of Xt := ln(St) as
f(x) = e−B1(t)x+B2(t)
√
x− 1
2
ln(x)+B3(t)(1 +O(x−12 )).
From this we immediately have
P(Xt ≥ x) = e−B1(t)x+B2
√
x− 1
2
ln(x)+B3(t)−ln(B1(t))(1 +O(x−12 )).
We can then easily see that the (positive) moment generating function of Xt: Ee
µXt1Xt>0 explodes at
µ∗t = B1 and that
Λ(µ) := lnEeµXt =
1
4B
2
2
B1 − µ +
1
2
ln(
1
B1 − µ) +B3 −
1
2
ln(
B2
8piB1
) +O(B1 − µ).
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We derive then a very similar expansion of the local volatility as well as the implied volatility (the positive
wings) to the case of Heston’s model by applying the formulas in Proposition 6.3 and Proposition 6.4.
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