Permeability estimation from pressure-pulse decay method is complicated by two facts: (1) the decay curve often deviates from the single-exponential behavior in the early time period and (2) possible existence of gas adsorption. Both the two factors cause significant permeability error in most of pressure-pulse decay methods. In this paper, we first present a thorough analysis of pressure-pulse propagation process to reveal the mechanism behind the early time and later time behaviors of pressure decay curve. Inspired by the findings from these analyses, a new scaled pressure is proposed which can: (1) be easily used to distinguish the early time and later time data and (2) make the decay curves of all cases into a single 1:1 straight line for later time. A new data-proceeding method, which calculates the apparent porosity and permeability using the same set of measured data, is then developed. The new method could not only remove the effects of the adsorption on the permeability estimation, but also identify the apparent porosity as well as proper adsorption model and parameters. The proposed method is verified by comparing with true values and calculated values through numerical simulations that cover variations in typical rock properties (porosity, permeability, slippage, and adsorption) and the experiment configurations. It is found that the new method is accurate and reliable for all test cases, whereas the Brace's and Cui's approaches may cause permeability error in some cases. Finally, the new method has been successfully applied to real data measured in pressure-pulse decay experiments involving different types of rocks and gases.
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Introduction
Permeability estimation of reservoir rocks is critical for applications in unconventional oil and gas recovery (Karacan 2008; Jin et al. 2017; Fei et al. 2018) , geological storage facilities for CO 2 Kim et al. 2017 Kim et al. , 2018 , and seals for nuclear waste repositories (Berlepsch and Haverkamp 2016; Nasir et al. 2017; Zheng et al. 2017) . Currently, the steady-flow method and the transient-flow method are two major techniques for permeability measurement (Sander et al. 2017 ). The steady-flow method consists of imposing a constant pressure gradient to a sample and measures the flow rates. However, the steady-flow technology is not adequate for tight rocks with low permeability, such as shale and higher rank coals, because the flow rates across the tight rock samples are often too small to be measured, and the tests are fairly time-consuming and inaccurate. Therefore, the transient-flow method based on the pressurepulse decay signal, which is easier to measure, becomes the preferred option. The pressure-pulse decay technique was initially proposed by Brace et al. (1968) for the determination of permeability in tight rocks. This technique is based on the analysis of the differential pressure between the upstream and downstream (Fig. 1) . In a pulse decay test, the whole test system is kept at a uniform pore pressure for a period to get an equilibrium condition at first. Then, the pressure of upstream (or downstream) is increased (or decreased) to a specified level to create an initial pressure difference. The pressure responses at both ends are recorded after the valve is opened. The test ends when the upstream-downstream pressure difference becomes very small. The permeability can then be estimated from the pressure-pulse decay curve (the upstream-downstream pressure difference with time) using mathematical solutions of the related flow problem. The standard exponential decay solution (often called as the Brace's solution) was first developed by Brace et al. (1968) by assuming that the pressure gradient is constant along the length of the sample, although it is a function of time and that the pore volume of the sample can be neglected. Hsieh et al. (1981) obtained a general solution of the 1-D flow problem without the simplifications used by Brace. Dicker and Smits (1988) expressed the general solution in terms of dimensionless time and pressure difference for easier analysis. Jones (1997) introduced a factor "f" to make Dicker and Smits later time solution in a similar form of Brace's solution. Recently, some optimized pressure decay methods were developed. Metwally and Sondergeld (2011) implemented a new technique to simultaneously measure the permeability and storage parameters of tight rock samples by creating an infinite storage capacity for the upstream chamber. Yang et al. (2015) suggested that only one chamber should be used in pulse pressure tests to simplify the experiment configurations. Hannon (2016) provided a bi-directional model of pressure-pulse-decay permeametry, which reaches equilibrium much faster than the standard pressure-pulse decay.
The estimation of permeability from the measured pressure-pulse decay data is complicated by the fact that the decay curve will often deviate from the single-exponential behavior in the early time period (Fig. 2) . Considerable error may result if early time data are included for permeability calculation (Feng 2017) , because most of methods discussed Fig. 1 Schematic sketch of the pressure-pulse decay technique. The sample is first in equilibrium and then opens the valve between the upstream chamber and the sample to let fluid flowing from the upstream chamber to the downstream chamber through the sample driven by Δp above (Chen and Stagg 1984; Jones 1997; Yang et al. 2015; Feng 2017 ) require that only the late-time measurements are used for permeability calculation and the early time data, although the early time measurements may contain important information about the rock samples (Kamath et al. 1992; He and Ling 2016; Zhao et al. 2017) , should be discarded. However, the timepoint differentiating the early time and late-time behavior has not been clearly defined and was often somewhat arbitrary in the literature. Although Hsieh et al. (1981) found that for cases with the ratio of the compressive storage within the sample to the compressive storage in the upstream reservoir less than 10, the early time solution is applicable for the dimensionless time [defined in Eq. (14)] less than 0.2, while the later time solution is applicable for the dimensionless time larger than 0.2, this criterion cannot be used in practice, because the dimensionless time itself contains the permeability which is unknown when we need to decide the subset of later time data.
The estimation of permeability from the measured pressure-pulse decay data is further complicated due to possible existence of gas adsorption, a unique feature of kerogenbearing rocks. In those rocks, free gas will lose, because kerogen has a very high internal surface area for gas adsorption. In other words, the adsorption provides additional gas storage of the sample. Therefore, the estimated permeability from the pressure-pulse decay method may be incorrect if adsorption effects are not considered for those rocks with adsorbable gas. Cui et al. (2009) proposed an approach by incorporating the Langmuir model into the Dicker and Smits solution to consider adsorption effects. It becomes apparent that additional effort is required due to the increased number of input Langmuir parameters. Feng et al. (2017) tried to eliminate the effect of compressibility storage and sorption on permeability measurement by introducing a bi-directional pressure-pulse test (i.e., to create same magnitude but opposite direction of pressure pulses in each chamber concurrently). However, although the bi-directional pulse method could eliminate the net changes in compressive storage and sorption by equaling the initial pressure and the final pressure, the effects of spatially distributed adsorption/desorption on the upstream and the downstream pressure before ending of the pressure decay may not be properly cancelled each other, so that the method was found not to be effective in removing the effects of sorption on the permeability measurement.
In this paper, we presented a thorough analysis of the pressure-pulse propagation process to reveal the mechanism behind the early time and later time behaviors of pressure decay curve and the reasons why the pressure decay curves are controlled by the governing equation using the apparent permeability and the apparent porosity if adsorption and gas slippage are existing. Inspired by the findings from these analyses, we proposed a new scaling method that can make the decay curves of all cases into a single 1:1 straight line for later time, which facilitate a new approach for inferring permeability and other related parameters from the measured pressure decay curve. The new approach can automatically select the later time data from the raw measurements and calculate the permeability and its standard deviation as well as apparent porosity and adsorption capacity. The new approach could not only remove the effects of the adsorption on the determination of the permeability, but also identify proper adsorption model and parameters with multiple pressure-pulse tests. We then performed a series of numerical simulations of pressure decay experiments with various rock properties under typical experiment settings to evaluate the accuracy and the robustness of the proposed approach. Finally, the new approach (and the associated code, documented in "Appendix") is successfully applied to processing the real data obtained from several pressure decay experiments involving two types of rocks and two types of gases under different confining pressure and pore pressure.
The Principles of Pressure-Pulse
Decay Method: Apparent Porosity and Permeability
The pressure-pulse decay method involves a closed system that consists of two chambers, under different initial pressures, which are connected through the rock core (Fig. 1) . The initial pressure pulse will propagate through the rock core from the upstream chamber to the downstream chamber. The fundamental process can be seen as one-dimensional gas flow through the porous core sample, which can be described by the following governing equation:
where M is the total gas mass in the control volume, kg/m 3 ; ρ g is the density of gas, kg/m 3 ; t is time, s; μ is gas viscosity, Pa s; p is the gas pressure, Pa; and k a is apparent permeability, m 2 , which can be expressed as a general form including gas-slippage effects (Klinkenberg 1941): where k is true permeability, m 2 ; λ is Klinkenberg coefficient, Pa; and p m is a constant pressure, representing the mean gas pressure, Pa.
The gas mass in the control volume (M) consists of freephase gas in pore space (ϕρ g ) and adsorbed gas by rock matrix [the second term on the right of Eq. (3)], which can be described as follows:
where ρ R is the density of rock sample, kg/m 3 ; ψ(p) is the mass of gas adsorbed per unit mass of rock, kg of gas/kg of matrix material; and (1 − ϕ)ρ R represents the mass of rock matrix in the control volume.
Substituting Eq. (3) into Eq.
(1) and assuming that spatial changes in ρ g , k a , and μ are negligible yields Considering that the changes in true porosity due to a small pressure pulse in test can be negligible (i.e., d dp = 0 ), the second term on the left side of Eq. (4) can be reasonably omitted. As a result, the governing equation (4) can be expressed as by introducing the concept of apparent porosity:
where the apparent porosity is a summation of true porosity, ϕ, and the equivalent porosity due to gas adsorption, ϕ ad :
In addition, the equivalent porosity due to gas adsorption is a measure of the gas adsorption capacity of a sample in terms of "porosity" in Eq. (5). It can be defined as a function of the gradient of gas adsorption with respect to gas pressure:
(5)
where c is the gas compressibility c = 1 g d g dp ).
Note that the equivalent porosity due to adsorption is a virtual porosity to account for the adsorption in the mass balance equation (7) that controls the gas transport in the rock sample. It is a mathematic equivalent variable representing the adsorption capacity in terms of porosity and there is no physical volume or density of adsorbed gas is involved in this concept. The equivalent porosity due to adsorption could be as large as many times of the true porosity, not necessary limited by the maximum (true) porosity of 1. Cui et al. (2009) provided a number of examples of larger equivalent porosity, although they called it as effective adsorption porosity. Unlike Cui et al. (2009) who derived an equation to calculate the equivalent porosity based on Langmuir adsorption model, Eq. (7), here is a general relationship between the equivalent porosity and the adsorption. The concept of the equivalent porosity can be applied to all cases including Langmuir adsorption or even the case there is no closed form adsorption model exists. Gas ad-/desorption has been studied extensively and several analytic/semi-analytic models have been developed for predicting gas sorption behavior (Duong 1998) , such as Langmuir sorption, Freundlich sorption, BET (Brunauer, Emmett, and Teller) sorption, and Dubinin-Astakhov (D-A) sorption. If the adsorption can be described by the Langmuir model, the mass of gas adsorbed ψ can be calculated as a function of pressure (Zhang et al. 2008; Moridis and Pruess 2014; Ma et al. 2017): where m L describes the maximum gas adsorption capacity, kg of gas/kg of matrix material; p L is the pressure at which half of this capacity is reached, Pa; p is the pressure in the sample, Pa. In this case, the equivalent porosity can be calculated as
The equations for calculating the equivalent porosity due to adsorption for other adsorption models are listed in Table 1 .
Finally, the one-dimensional gas flow process in the pressure-pulse decay method can be described by the governing equation (5) completed by the following initial and boundary conditions:
where x denotes the distance along the sample from the upstream end, m; L refers sample length, m; V s , V u , and V d refer the volume of sample pore, upstream chamber and downstream chamber, m 3 , respectively; p 1 and p 2 are the pressure of upstream chamber and downstream chamber, Pa.
Note that Eqs. (5) and (9a-9e) have the same mathematical forms of the governing equations first presented by Brace et al. (1968) . Therefore, the Brace's simple solution, as well as Hsieh's general solutions, can be readily presented as solutions of Eq. (5) by replacing porosity and permeability with
in which where p f is the final equilibrium pressure, Pa; Δp is the initial pressure difference, Pa; A is sample cross-sectional area, m 2 ; and k a is the apparent permeability (instead of permeability in original Brace's solution), m 2 . Brace's solution [Eqs. (10) and (11)] is the first solution and its simplicity helped the pressure-pulse decay method to be widely used to measure the permeability of tight rock samples. However, the assumption of constant spatial pressure gradient in the rock sample (
x 2 = 0 ) may lead to significant permeability error in some cases which will be discussed later.
The more general Hsieh's solution (Hsieh et al. 1981 ) can be expressed in terms of dimensionless differential pressure as suggested by Dicker and Smits (1988) with modified symbols:
where S m is the mth term; θ m are the roots of Eq. (13); a and b are the ratios of apparent pore volume to upstream and downstream volume, respectively; t D is dimensionless time, defined in Eq. (14); and Δp D is the dimensionless pressure difference, defined in Eq. (15): 
apparent porosity and apparent permeability. In other words, in general, the permeability deduced from the pressure-pulse decay method is an apparent permeability and the porosity used in calculation of permeability should be the apparent porosity. The conventional practice that uses porosity obtained from other methods may lead to significant errors in permeability, especially if the adsorption is significant. With the apparent permeability, the Brace's solution can be written as
where the apparent porosity, ϕ a , and the apparent permeability, k a , are used instead of the porosity and permeability used in the original solutions. Although the analytical solution equation (12) is an exact solution of the problem including both an early time behavior and a late-time behavior, it is difficult to handle because of involving evaluation of infinite series.
Therefore, the first term of Eq. (12) is often recommended for routine permeability calculation (Jones 1997) , because the late-time solution is dominated by the first term (i.e., m = 1) in Eq. (12), as shown in Fig. 3 . The other terms (m > 1) only significantly affect the solution at early time and cause the solution deviating from the linear line described by the first term in a semi-log plotting (Fig. 3) . Such effects of the higher order terms on the solution decrease with decreasing of the parameter a (the ratio of pore volume in the sample over the volume of the upstream chamber, a = b here). However, the solution itself does not tell how to distinguish the early time and the later time measurement data.
Numerical Analysis of Pressure-Pulse Propagation Process: Early and Later Time behaviors
As described in Fig. 1 , the pressure-pulse decay method is basically an experiment of pressure-pulse propagation through the rock sample due to fluid flow from the upstream (higher pressure) chamber into the downstream (lower pressure) chamber. To understand the dynamics of such pressurepulse propagation through the various rock samples under different experimental parameters, we performed numerical simulations of 18 cases that cover variations in typical rock properties and the experiment configurations (e.g., a and b). Table 2 shows the parameters used in these numerical simulations. Taking Case 1 as the base case, a series Table 2 ). The initial pressure is set to 1 MPa and the pressure pulse is set to 0.1 MPa for all numerical tests. Note that Langmuir sorption model is used in Cases 14 to Case 16 to consider adsorption effects. In our numerical simulations, the core sample was discretized uniformly into 100 grid cells and two chambers were represented as two special grid cells attached to the upstream and downstream ends, respectively. The chamber grid cells have exact volumes as specified in each case with unit porosity and large permeability. The sample dimensions are representative of actual core tested in the laboratory flow tests, that is, 50 mm in diameter and 100 mm in length. CH 4 is used for the numerical simulations.
T h e s e s i m u l a t i o n s we r e c o m p l et e d u s i n g TOUGH + REALGASBRINE (TOUGH +), a widely used numerical simulator for non-isothermal multiphase flow (an aqueous phase and a real gas mixture) in a gas-bearing medium, with a particular focus in ultra-tight systems (Moridis and Pruess 2014) . Different from the analytical solutions discussed above, TOUGH + model does not assume constant gas density, viscosity, and compressibility. Instead, these properties are functions of pressure and temperature based on the real gas EOS model implemented in TOUGH + . Therefore, they will vary with space in the rock sample following the pressure as in reality, although such variations are expected to be small for the given pressure difference in typical pressure-pulse decay experiments. In addition, TOUGH + adopts instant equilibrium adsorption/ desorption (e.g., Langmuir model). Fewer simplifications make the numerical simulator to be more suitable than the analytical solutions to understand the dynamics and mechanism of the pressure-pulse propagation taking placing in a pressure-pulse decay experiment. Figure 4 shows semi-log plotting of dimensionless pressure difference vs. dimensionless time for all cases. In general, the dimensionless pressure-difference decays quickly at early time and then approaches exponentially decay mode of dimensionless time (shown as straight lines in the plotting) after certain timepoint, although the slope may vary greatly between cases.
To understand the mechanism behind such big changes in pressure decay pattern between early time and later time, we plot the contour of the normalized pressure change (defined as
) in temporal and spatial domain in Fig. 5 to see what happens inside the rock sample during the experiment. Each figure shows the evolution of pressure profile within the rock sample over time for each case. Breakthrough curve (the dashed line in Fig. 5 ) is defined as the normalized pressure reaches to 0.005 to describe the position of the front of the pressure pulse in the rock sample. In general, for the given pressure difference, velocity of the pulse propagation would be proportional to the permeability of the rock but inversely proportional to the storage terms (e.g., the pore volume of the rock, adsorption capability, and the fluid compressibility). For example, with two orders increases in permeability among Cases 1, 12, and 13, the breakthrough time decreases from 65530 s to 510 s to 7 s, respectively, in the same orders of the permeability. While the porosity increases from 0.01 to 0.05, 0.1 and finally to 0.25, the breakthrough time increases from 120 s to 510 s, 1010 s and finally to 2010 s, almost in the same multiple growths of the porosity. The effects of adsorption and slippage on breakthrough time are similar to the results of porosity and permeability due to the changes of apparent porosity and apparent permeability. Another important factor is upstream chamber volumes. For example, the breakthrough time is about 510 s in Case 1, 900 s in Case 4, and 2370 s in Case 5, as the upstream chamber volume decreases from 98.2 to 4.91, to 0.982 cm 3 , respectively. This is because a larger upstream chamber can hold more gas at the given pressure than a smaller one, so that its pressure drop due to the same amount of gas loss to the rock sample tends to be smaller. As a result, a larger upstream chamber can keep a larger driving force for flow through the rock sample, which results in fast breakthrough of the pressure pulse. The downstream volume has little effects on the breakthrough time (Cases 6 through Case 8), because the downstream chamber has no effects on the pressure-pulse propagation before the pressure pulse breakthrough the rock sample. The physical process of the pressure-pulse propagation is different before and after the breakthrough time. Before that time, the dissipation of the pressure at the upstream chamber behaves as if the pressure pulse is propagating through an infinite medium, which is quite different from the situation after the pressure pulse reaches the downstream chamber, so that the downstream boundary starts to affect the process. This difference in the process of the pressure-pulse propagation results in different behaviors of the measured pressure response (usually expressed as pressure difference between the upstream and downstream chambers) at early time and later time. The turning point is the time the pressure pulse reaches the downstream end. After that breakthrough time, the flow becomes "quasi-steady", in which the pressure distributions within the rock quickly approach the constant gradient patterns (Hsieh et al. 1981) .
To further show the evolution of pressure gradient over time, we plotted the difference in pressure gradient at two ends of the rock sample (Fig. 6 ). In principle, this difference shall be the maximum at time zero, gradually decreases with time and finally reaches zero, because the system reaches the equilibrium state (e.g., Fig. 6a ). As shown in Fig. 6b Fig. 7 . As can be seen from the figure, the first term (late-time solution) contributes more than 99.7% for all cases when t D = 0.4, indicating that the early time data can be neglected after t D > 0.4. Therefore, t D > 0.4 can be seen as a safe criterion for selecting the later time measurements. However, this criterion is not practical, because the dimensionless time, t D , contains the unknown permeability as defined in Eq. (14). We have to find a new criterion that is independent of permeability, which we will discuss next.
A new Approach to Determine
Permeability, Porosity, and Adsorption Capacity
Determination of Apparent Porosity
As discussed earlier, the first step to determine accurate permeability from a pressure-pulse decay experiment is to obtain the consistent apparent porosity which may vary with 
Pressure gradient difference (MPa/m) tested rock, type of working gas, and other experiment settings. We use the Boyle's law to estimate the apparent porosity of a rock sample from the mass balance equation at end of the given pressure-pulse experiment:
where z is gas compressibility factor at given pressure (= 1 for ideal gas) and p f is the final pressure at end of pressurepulse experiment. A is the cross-sectional area and L is the length of the rock sample. The apparent porosity can be easily solved from algebra equation (16), since all other parameters are known.
Determination of Apparent Permeability with Later Time Data
Although we understand that the time of the pressure-pulse breakthrough is the turning point between the early time and later time pressure responses and that the pressure gradient within the rock samples becomes almost spatially independent after t D = 0.4 (Fig. 6) , the criterion in terms of t D cannot be used directly to distinguish the early time and later time data in pressure decay method, because t D itself contains the unknown permeability which needs to be inferred from the measured data. To overcome this difficulty, inspired by Eq. (12), we propose to define a new scaled pressure decay, p*, as follows:
in which
Considering that the first term of the general analytical solution equation (12) is a good approximation solution for later time as discussed before, we have the later time solution as below:
By inserting Eq. (17) into Eq. (19), we simply have In other words, the scaled decay curve, p*(t D ), is a 1:1 straight line in later time. Therefore, we can conveniently use p* > 0.4 as the criterion to differentiate the early time data and late later data in pressure-pulse tests. We re-plot the data of Fig. 4 in Fig. 8 in terms of p* vs. t D . As shown in Fig. 8 , although p* can be positive or negative at early time depending on chamber volume ratio (e.g., negative for cases with V u > V d and positive otherwise), all data are nicely scaled to the single 1:1 straight line after t D > 0.4 (or p* > 0.4). The neat thing is that p* is independent of the unknown permeability. Therefore, the criterion base on p * is more practical than that based on t D .
Furthermore, by defining a scaled time we can rewrite Eq. (20), using Eq. (14), as 
Case17 Case18
Enlarged figure p* t D Therefore, the apparent permeability can be calculated from Eq. (22). The procedure to process the measured data series {Δp i , t i } can be summarized as follows:
Step 1 Calculate apparent porosity by solving Eq. (16).
Step 2 Calculate p * i using Eq. (17); t * i using Eq. (21).
Step 3 Calculate the raw estimation of permeability,
Step 4 Calculate the mean and the standard deviation of estimated permeability {k i }.
A list of source code implementing this algorithm in MATLAB is provided in "Appendix". We note that there are other methods available for obtaining the permeability from the measured data series {Δp i , t i }. One such technique would be the linear regression. No attempts have been made to examine the rigor or nuances of those methods.
Adsorption and Slippage
The adsorption and slippage parameters can also be inferred from a set of pressure-pulse decay experiments. First, the true porosity could be measured using non-adsorption gas or other independent porosity measurement methods under the same effective stress, and then, the equivalent porosity due to adsorption can be easily calculated using Eq. (6). Therefore, if the experiments are performed at two or more final pore pressures, but the same effective stress, the common equilibrium adsorption models, and corresponding parameters (e.g., Langmuir model, Freundlich model, D-A model, and BET model) can be deduced readily using Eq. (7).
After obtaining apparent permeabilities under two or more pore pressure with the same effective stress, the slippage parameter and true permeability can also be determined using Eq. (2).
Verification of the Proposed Method
To verify the accuracy of the proposed method, we calculated the parameters, using the method described in Sects. 4.2 and 4.3, from the simulated pressure decay data of 18 cases described in Sect. 3, and then compare them to the parameters actually used in the numerical simulations (Tables 3 and 4) . Table 3 shows the comparison between the calculated permeability using the proposed method from the data generated by numerical simulations (Case 1 through Case 13) and the true values used in numerical simulation. For comparison, we also included the estimated permeability from the same data sets using the methods from Brace et al. (1968) and Cui et al. (2009) . As shown in Table 3 , the proposed method successfully estimated the permeability. The determined permeability values are very close to the true values. The relative error between the mean estimated value and the true value ranges from 0.1 to 1.2%. The calculated standard deviation is within 1.37% of the true value. The calculated permeability using Cui's method is close to the true value for most cases. Since Cui's method does not differentiate the early time and late-time data, large error can also be found in some cases, especially for cases with lager value of a (e.g., the relative error is 8.8% in Case 4 for a = 2, and 25.1% in Case 5 for a = 10), in which the early time data deviate the single-exponential behavior significantly. An accurate estimation of permeability can improve the prediction of hydrocarbon in-place and recovery. Roadifer and Scheihing (2011) have taken the example of an actual field reservoir and demonstrate that a permeability error of 20% can propagate throughout the model building and history matching process, and may cause 27.8% underestimation of oil recovery.
On the other hand, the permeability estimated by the Brace's method is close to the true value only if the volume ratios, a and b, are small (Case 9). When the volume ratios are large, the Brace's method can significantly underestimate permeability and the relative error can reach up to 72.5% (Case 5). Table 4 shows the permeability results for the cases with adsorption effects. The permeability will be underestimated when testing sorptive rocks using Brace's solution even for cases with small volume ratios. Such trend is in qualitative agreement with the experimental results in Wang et al. (2015) and Feng et al. (2016) . These larger errors in estimated permeability are caused by two reasons: (1) violations of the strict assumptions used in developing Brace's solution and (2) error in porosity on permeability estimation (the apparent porosity rather than true porosity should be used). On the other hand, the results of using Cui's method and our method match the true permeability very well, with maximum relative errors of 0.8% in our method and 0.9% in Cui's method. It is worth mentioning that in Cui's method, the adsorption model and parameters are assumed to be known accurately, which requires additional adsorption experiments to obtain apparent porosity and only limits to Langmuir model. While for other adsorption models, permeability error can also be induced. For example, we carried out additional numerical cases using similar parameters as Case 14 but replacing Langmuir model with Freundlich model ( (p) = 0.01p 0.2 ) to generate pressure decay data. It turns out that a permeability error of 9.3% is produced by Cui's method. However, only a permeability error of 0.6% is caused with our method. Note that, in our method, the apparent porosity is estimated based on Eq. (16) without assuming any particular adsorption model.
The adsorption parameters were calculated by solving Eq. (8b) using two apparent porosity values obtained from two sets of simulations with initial pressure at 1 MPa and 2 MPa, respectively, for Cases 14-16. The calculated parameters match the true Langmuir parameters used in the numerical simulations very well (Table 4) , supporting the usefulness of our method. Table 5 shows the results of the cases with gas-slippage effects. The slippage parameter λ and absolute permeability were calculated using Eq. (2) using the apparent permeabilities obtained from two sets of simulations of Cases 17 and 18 with initial pressure at 1 MPa and 2 MPa, respectively. As listed in Table 5 , the slippage parameter determined is nearly identical to the true values ( Table 2 ). The apparent permeability increases with slippage effects for a given pressure.
To sum up, there are three main differences between our method and Brace's, Cui's method. First, the proposed method defines a new dimensionless pressure that allows consistent separation of the early and late-time regimes, which is lack in Brace's and Cui's method. Second, in Cui's method, the apparent porosity is calculated with the known Langmuir isotherm model to remove the effects of the adsorption on the determination of the permeability. In our method, the apparent porosity is measured from the same pressure-pulse tests using the initial pressure and final pressure, which is independent of particular adsorption models. Furthermore, with our method, we could not only remove the effects of the adsorption on the determination of the permeability, but also could identify proper adsorption model and parameters with multiple pressure-pulse tests. Third, the idea or method to simultaneously determine permeability, porosity, adsorption model/parameters, and slippage parameters from pressure-pulse decay experiments is novel. 
Application to Real Measurements
In this section, we applied the proposed method to process the real measured data under various experiment setting including different gas types. Two sets of pressure-pulse decay experiments with different volume ratios were carried out. Test 1 was conducted on a sorptive rock, shale, at constant effective stress of 3 MPa by fixing the difference between the confining pressure (p c ) and the pore pressure (p). In this test, two types of gases (CH 4 and He) were used, respectively, among which CH 4 is found to be adsorbed by the shale. Test 2 was conducted on a rock-like sample (a mixture of ordinary Portland cement, sand, and water at a ratio of 1:1.2:0.65) at a constant pore pressure of 2 MPa but the confining pressures p c ranges from 5 to 20 MPa, resulting in the effective stress varying from 3 to 18 MPa. Only He was used in Test 2. The purity of gases used in these experiments (He and CH 4 ) was 99.999%. The detailed experimental schemes are listed in Table 6 . The estimated permeability (with its standard deviation) and porosity of the samples are shown in Table 6 . As expected, the apparent permeability in Test 1 is nearly identical for all cases, since the effective stress is constant, although the gas-slippage effect slightly modifies the apparent permeability under the different pore pressure. The estimated slippage parameter λ is 0.34 for He and 0.20 for CH 4 and the true average permeability is 1.41 × 10 −18 m 2 . The apparent porosity in Test 1 with He shows little changes with the pore pressure (under the same effective stress), implying that He is not adsorbed by the shale. Therefore, the difference in the apparent porosity of the shale sample obtained with CH 4 and He can be seen as a measurement of the equivalent porosity due to adsorption of CH 4 by the shale. Given the relationship between the equivalent porosity due to adsorption and the associated pore pressure, we can easily obtain the adsorption model and corresponding parameters. Figure 9 shows the fitting curve of experimental data using different sorption models. The fitted parameters for these sorption models are listed in Table 7 . Note that the experimental temperature was above methane's critical temperature (− 82.7 °C); hence, the pseudo-saturation vapor pressure (Agarwal and Schwartz 1988; Harpalani et al. 2006) was used and calculated in BET model and D-A model. The figure indicates that Langmuir modeled results show the best match with the experimental results (with R 2 value of 0.99). Compared to other sorption models, BET model has the poorest performance with R 2 smaller than 0.5. Moreover, independent adsorption experiments were conducted on shale sample to measure adsorption parameters, which gives the Langmuir parameters m L = 0.0014 and p L = 5.67 MPa, matching the calculated results (Table 7) well. This proves that the proposed simultaneously determination of permeability, porosity, and adsorption capacity is effective.
Both the permeability and the porosity in Test 2 decrease with the increase of confining pressure for fixed pore pressure. This is consistent with the theory of the general relationship between the rock porosity/permeability and the effective stress. Because only one gas (non-adsorptive He) and a single pore pressure were used in Test 2, we could not infer the parameters of slippage and adsorption from these measurements.
Finally, with the obtained apparent porosities and permeabilities, the curves of p* vs. t D are plotted in Fig. 10 . The figure clearly illustrates that all data from these experiments (after p* > 0.4) obey Eq. (20), the general later time scaled solution.
To validate the accuracy of the obtained parameters from experimental tests, these obtained parameters (permeability, porosity, adsorption, and slippage parameters) were used as input for the numerical model to simulate the given Fig. 9 Fitting curve of experimental data using different sorption models (derivative function of sorption models are used to fitting experimental data)
pressure-pulse decay experiments. Figure 11 shows the simulated upstream and downstream pressures compared against the measured values for one of the cases (CH 4 pressure of 2 MPa in Test 1), as listed in Table 6 (others are similar). As can be seen from the figure, the solid curves match the solid circles very well, indicating that the parameters of the rock sample (permeability, porosity, adsorption, and slippage parameter) obtained using the proposed method are correct.
Conclusions
The pressure-pulse decay method can be seen as an experiment of the pressure-pulse propagation through the rock sample. The different flow conditions before and after the breakthrough of the pressure pulse result in different behaviors in terms of the observed pressure-pulse decay curve, i.e., early time decay curve (before breakthrough) and later time decay curve (after breakthrough). With our new scaling method, the later time decay curves obtained from experiments with various rock properties and experiment setting parameters can be scaled into a single straight 1:1 line on a p*(t D ) plot (scaled decay vs. dimensionless time plot). It was found that p* > 0.4 could be the universal criterion for determining the later time decay data used to estimate the permeability for all typical types of rock, gas, and experimental devices. Unlike the previous similar criterion for ; n = 0.217 0.98 BET model determining later time decay data in the literature, this criterion does not depend on the unknown permeability, so that it can be easily used to automatically distinguish the later time data from the raw measurements. Thoroughly analysis of the governing equations reveals that the permeability and the porosity controlling the pressure propagation in the rock are often apparent values if adsorption and gas slippage are existing (e.g., in shale gas applications). Therefore, the value directly estimated from pressure decay method is the apparent permeability, while the apparent porosity (i.e., including the adsorption-induced storage) must be used in calculation of such apparent permeability. We proposed a method to estimate the apparent porosity based on the mass balance equation in terms of initial pressure and final pressure of the same pressurepulse decay experiment for determining permeability. The equivalent porosity of the rock sample due to adsorption can be further obtained if either the true porosity is known independently or a non-adsorptive gas is also used under the same experimental conditions. Furthermore, the adsorption model and corresponding parameters can be estimated from a set of pressure-pulse decay experiments including different pore pressure, but the same effective stress. In later case, the slippage parameter can also be inferred from the pressurepulse decay experiments.
Based on the findings above, a new robust approach to simultaneously determine permeability and porosity from pressure-pulse decay measurements is developed. The new approach is implemented into MATLAB to automatically process the pressure-pulse decay data and estimate the apparent permeability including its standard deviation and the apparent porosity of rock samples. The tests of the method on the pressure-pulse decay data obtained by numerical experiments using TOUGH + REALGASBRINE prove that the proposed approach can provide permeability, porosity, adsorption parameters, and slippage parameter that are very close to the true values (the input values used in numerical simulations) without limitation of particular adsorption models. We also demonstrated the successful applications of the proposed approach to the real experimental data involving two rock types, two gas types, and various pore and confining pressures. clear all;clc; [Vu,Vd,A,l,p0,pf,dp,u,c,z1,z2]=textread('parameter.txt','%f%f%f%f%f%f%f%f%f%f%f', 'delimiter', ',') % please input the value of upstream and downstream chamber volume(Vu, Vd), rock size (A,l), initial pressure (p0), final equilibrium pressure (pf), pulse pressure (dp), fluid viscosity (u), fluid compressibility (c) and deviation factor of gas (z1 and z2) in a separated file named "parameter.txt". SI Units should be used.
Poro=-((Vu*dp+p0*(Vd+Vu))/z1-(pf*(Vd+Vu))/z2)/((A*l*p0)/z1-(A*l*pf)/z2); % porosity calculation a=Poro*A*l/Vu % Volume ratio of pore to upstream b=Poro*A*l/Vd % Volume ratio of pore to downstream syms x f1=tan(x)-(a+b)*x./(x.^2-a*b); f11=matlabFunction(f1); theta=fsolve(@(x)[f11(x)],1); % The first root of Eq.(13) C1=(a*(b^2+(theta)^2)-(-1)^1*b*sqrt((a^2+(theta)^2)*(b^2+(theta)^2)))/((theta)^4+(theta)^2*(a+a^2+b+b^2)+a*b*(a+b+a*b));
[t p]=textread('pressuredata.txt') % please input measured data of time and differential pressure in a separated file named "pressuredata.txt" pd=p/dp% Dimensionless pressure ps=1/theta^2*log(2*C1)-1/theta^2*log(pd) % scaled pressure decay ts=t/l^2/(Poro)/u/c % % permeability calculation n=size(ps,1) % cycle index j=1 for i=1:n if(ps(i)>0.4) % The early time data are skipped here. k(j)=ps(i)/ts(i) j=j+1 end end km=mean(mean(k)) % avarage value permeability kvar=var(k) % The variance of permeability kstd=std(k) % The standard deviation of permeability fprintf('Permeability= %e \n',km) fprintf('Standard deviation of permeability= %e \n ',kstd) 
