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Abstract
In the paper a generalization of the known construction of trivial extension algebras is introduced.
For the new constructed algebras one can indicate a construction of their Galois coverings. As an
application of these constructions one can obtain a nice Galois coverings for the enveloping algebras
of trivial extension algebras of triangular algebras.
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1. Introduction
Let K be a ﬁxed algebraically closed ﬁeld. An algebra is meant to be an
associative K-algebra (mainly ﬁnite dimensional with a unity). For a given K-algebra
C we shall also consider C-modules, by this is meant ﬁnite-dimensional right
C-modules.
Let C be an associative ﬁnite-dimensional K-algebra with a unity. Let M be a ﬁnite-
dimensionalC-C-bimodule.Thenwe can construct a newK-algebra structure on theK-linear
space C ⊕M . A multiplication in C ⊕M is given by the formula
(c1,m1) · (c2,m2)= (c1c2, c1m2 +m1c2)
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for any c1, c2 ∈ C, m1,m2 ∈ M . It is well known that this algebra is associative with a
unity. This new algebra is called a trivial extension algebra of the algebra C by the C-C-
bimoduleM, see [5]. In the special casewhen theC-C-bimoduleM is taken to be theminimal
injective cogenerator of the category mod(C) of all right ﬁnite-dimensional C-modules, the
algebra C ⊕M is simply denoted by T (C) and called the trivial extension of the algebra
C. The trivial extension algebras are of particular interest in the representation theory of
ﬁnite-dimensional algebras (see [5,8,10,17]).
The trivial extension algebras are always self-injective. But Wakamatsu [18] pointed out
that trivial extension self-injective algebras are not general enough in the class of all self-
injective algebras. He started to consider generalizations of the above construction to get
more complicated examples of self-injective algebras. His generalization was made in the
context of tilting theory [1,9,12].
We propose in the paper another generalization of the above construction. Let C be
an associative ﬁnite-dimensional K-algebra with a unity. Consider three C-C-bimodules
X, Y,Z and two C-C-bimodule isomorphisms 1 : X⊗CY → Z, 2 : Y⊗CX → Z.
With the help of these isomorphisms we deﬁne a structure of an associative K-algebra
with a unity on the K-linear space C ⊕ X ⊕ Y ⊕ Z = T (1,2)(C) (see Section 2).
In Section 3 we deﬁne an inﬁnite-dimensional associative K-algebra (without a unity)
Cˆ(1,2), which plays the same role as the repetitive algebra [10,16] for the trivial
extension algebra. It is a nice Galois cover in the sense of Gabriel [7] for the algebra
T (1,2)(C).
In Section 4 we apply our constructions and their properties to the following situation
which is our main motivation.
Let B be an associative ﬁnite-dimensional K-algebra with a unity.Assume that B is basic,
that is, B/rad(B)K × · · · × K , where rad(B) is the Jacobson radical of the algebra B.
Moreover, we assume that B is connected, which means that B has no proper decomposition
onto direct product of subalgebras. Then following Gabriel [6] we can attach to the algebra
B its Gabriel quiverQB . The algebra B is said to be triangular if its Gabriel quiverQB has
no oriented cycles of arrows.
For a triangular K-algebra B we consider the trivial extension algebra T (B)=A. We are
interested in the enveloping algebraAe=A⊗KAop of the trivial extension algebraA=T (B).
The algebra Ae is a self-injective algebra which is symmetric (see [14]). Then we want to
knowwhether there is a Galois covering F : A˜e → Ae in the sense of Gabriel [7], where A˜e
is a triangular locally boundedK-category. Moreover, the Galois covering functor F induces
the push-down functor F : mod(A˜e) → mod(Ae) (see [4,7]) that is not always dense. An
indecomposable ﬁnite dimensional rightAe-moduleN is said to be of the ﬁrst kind (with re-
spect to F) if there exists an indecomposable ﬁnite dimensional right A˜e-module L such that
F(L)N .
In studies of stable equivalences of Morita type [2,15] the following problem appeared:
for a given self-injectiveK-algebraCﬁnd aGalois coveringF : C˜e → Ce such that the inde-
composable rightCe-moduleC is of the ﬁrst kind with respect toF. Themainmotivation for
considering this problem is a possibility to useGalois covering techniques in a study of stable
equivalences of Morita type. The other motivation is a possibility of computing the Ce -
period of the algebraC.A positive answer to this problemwas found in [13] for self-injective
Nakayamaalgebras.But the solutionwas purely combinatorial.Using our newly constructed
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algebras one can prove algebraically the following theorem which is the main result of
the paper.
Theorem 1.1. Let B be a basic connected triangular ﬁnite dimensional K-algebra with a
unity. Then there is a Galois covering F : E → T (B)esuch that E is a triangular locally
bounded K-category and the right T (B)e-module T (B) is of the ﬁrst kind with respect
to F.
2. A construction of a generalization of trivial extensions
Let A be an associative ﬁnite-dimensional K-algebra with a unity 1. Consider three
ﬁnite-dimensional A-A-bimodules X, Y,Z. Moreover, we assume that there are two A-
A-bimodule isomorphisms 1 : X⊗AY → Z, 2 : Y⊗AX → Z. Then we deﬁne on
the K-linear space A ⊕ X ⊕ Y ⊕ Z a structure of a K-algebra in the following way. For
any two elements a + x + y + z, a′ + x′ + y′ + z′ ∈ A ⊕ X ⊕ Y ⊕ Z we deﬁne a
multiplication
(a + x + y + z) · (a′ + x′ + y′ + z′)
= aa′ + xa′ + ax′ + ya′ + ay′ + za′ + az′ + 1(x ⊗ y′)+ 2(y ⊗ x′).
We shall denote the K-linear space A ⊕ X ⊕ Y ⊕ Z with the above multiplication by
T (1,2)(A).
Lemma 2.1. For any associative ﬁnite-dimensional K-algebra with unity 1, and any A-
A-bimodule isomorphisms 1 : X⊗AY → Z, 2 : Y⊗AX → Z, the ﬁnite-dimensional
K-algebra T (1,2)(A) is an associative K-algebra with a unity.
Proof. In order to prove the lemma, it is enough to check whether the multiplication in
T (1,2)(A) is associative and to indicate a unity.
A straightforward calculation shows the associativity of the multiplication. Furthermore,
it is clear that the element 1 ∈ A is also a unity in the algebra T (1,2)(A). 
Lemma 2.2. For any associative ﬁnite-dimensional K-algebra with a unity and any
A-A-bimodule isomorphisms 1 : X⊗AY → Z, 2 : Y⊗AX → Z we have that the Jacob-
son radical rad(T (1,2)(A)) of the algebra T (1,2)(A) is of the form rad(A)⊕X ⊕
Y ⊕ Z.
Proof. We shall start the proof by observing that the K-linear subspace X ⊕ Y ⊕ Z of
the K-algebra T (1,2)(A) is a two-sided ideal in an obvious way. Furthermore, for any
element x ∈ X we have x2 = 0 in the algebra T (1,2)(A). Similarly for any element
y ∈ Y we have y2 = 0 in T (1,2)(A) and for any element z ∈ Z we have z2 = 0 in
T (1,2)(A). Therefore X ⊕ Y ⊕ Z ⊂ rad(T (1,2)(A)).
SinceX⊕Y ⊕Z is a two-sided ideal of the algebra T (1,2)(A), we infer by the above
considerations that X ⊕ Y ⊕ Z is a nilpotent ideal. Moreover, rad(A) ⊕ X ⊕ Y ⊕ Z is
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a two-sided nilpotent ideal of the algebra T (1,2)(A). Thus rad(A) ⊕ X ⊕ Y ⊕ Z ⊂
rad(T (1,2)(A)).
If a+ x + y + z ∈ rad(T (1,2)(A)) then 1− (a+ x + y + z) is an invertible element
by a well-known characterization of the Jacobson radical. But then (1 − a − x − y − z) ·
(a′ + x′ + y′ + z′)= (1− a)a′ + (1− a)x′ + (1− a)y′ + (1− a)z′ − xa′ − ya′ − za′ +
1(−x⊗ y′)+2(−y⊗ x′)= 1 for some element a′ + x′ + y′ + z′ ∈ T (1,2)(A). Then
we infer by the above considerations that (1− a)a′ = 1 in the algebra A. Thus a ∈ rad(A).
Consequently, rad(T (1,2)(A))= rad(A)⊕X ⊕ Y ⊕ Z. 
Proposition 2.3. If A is a basic K-algebra and 1 : X⊗AY → Z, 2 : Y⊗AX → Z are
A-A-bimodule isomorphisms then the algebra T (1,2)(A) is basic.
Proof. We infer by Lemma 2.2 that rad(T (1,2)(A)) = rad(A) ⊕ X ⊕ Y ⊕ Z. Then
T (1,2)(A)/rad(T (1,2)(A))=(A⊕X⊕Y⊕Z)/(rad(A)⊕X⊕Y⊕Z)A/rad(A).
SinceA is basic, we obtain that T (1,2)(A)/rad(T (1,2)(A))A/rad(A)K×· · ·×
K , which shows that the algebra T (1,2)(A) is basic. 
Lemma 2.4. For any ﬁnite-dimensional associative K-algebra A with a unity and any A-
A-bimodule isomorphisms 1 : X⊗AY → Z, 2 : Y⊗AX → Z we have that rad2
(T (1,2)(A))= rad2(A)⊕ (rad(A) ·X+X · rad(A))⊕ (rad(A) · Y + Y · rad(A))⊕Z.
Proof. The lemma is an obvious consequence of Lemma 2.2 and the fact that 1, 2 are
isomorphisms of A-A-bimodules. 
3. Galois coverings
Now we shall consider a construction of an inﬁnite-dimensional K-algebra (without a
unity) Aˆ(1,2) for a given associative ﬁnite-dimensional K-algebra A with a unity and
A-A-bimodule isomorphisms1 : X⊗AY → Z,2 : Y⊗AX → Z. The algebra Aˆ(1,2)
is an algebra of the form
Aˆ(1,2)=

. . .
. . .
· · · 0 A1 E1 0 · · ·
· · · 0 A0 E0 0 · · ·
· · · 0 A−1 E−1 0 · · ·
. . .
. . .

,
which consists of all inﬁnite matrices with only ﬁnitely many non-zero coefﬁcients, where
for any i ∈ Z we have Ai =A and Ei =X⊕ Y ⊕Z. Moreover, the addition of elements of
the algebra Aˆ(1,2) is the usual addition of matrices. However, we deﬁne amultiplication
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of elements of the algebra Aˆ(1,2) by the following formula:

. . .
. . .
ai+1 xi+1 + yi+1 + zi+1
ai xi + yi + zi
ai−1 xi−1 + yi−1 + zi−1
. . .
. . .

×

. . .
. . .
a′i+ 1 x′i+ 1+ y′i+1+ z′i+1
a′i x′i+y′i + z′i
a′i−1 x′i−1+ y′i−1+z′i−1
. . .
. . .

=

. . .
. . .
ai+1a′i+1 wi+1
aia
′
i wi
ai−1a′i−1 wi−1
. . .
. . .
 ,
where wi+1 = ai+1(x′i+1 + y′i+1 + z′i+1)+ (xi+1 + yi+1 + zi+1)a′i + 1(xi+1 ⊗ y′i+1)+
2(yi+1⊗ x′i+1), wi = ai(x′i + y′i + z′i )+ (xi + yi + zi)a′i−1+1(xi ⊗ y′i )+2(yi ⊗ x′i ),
wi−1=ai−1(x′i−1+y′i−1+z′i−1)+(xi−1+yi−1+zi−1)a′i−2+1(xi−1⊗y′i−1)+2(yi−1⊗
x′i−1).
Lemma 3.1. For any associative ﬁnite-dimensional K-algebra with a unity and any A-A-
bimodule isomorphisms 1 : X⊗AY → Z, 2 : Y⊗AX → Z the K-algebra Aˆ(1,2) is
associative.
Proof. A straightforward veriﬁcation shows the lemma.
For a givenK-algebra Aˆ(1,2)weconsider the followingmap Aˆ(1,2) : Aˆ(1,2)→
Aˆ(1,2). For any element
aˆ =

. . .
. . .
ai+1 wi+1
ai wi
ai−1 wi−1
. . .
. . .

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of the algebra Aˆ(1,2) we put Aˆ(1,2)(aˆ)= bˆ, where
bˆ =

. . .
. . .
bi+1 vi+1
bi vi
bi−1 vi−1
. . .
. . .

and for any j ∈ Z we have bj = aj+1 and vj = wj+1.
Lemma 3.2. The map 
Aˆ(1,2)
: Aˆ(1,2)→ Aˆ(1,2) is a K-linear automorphism of
the algebra Aˆ(1,2).
Proof. It is obvious by the deﬁnition of the map 
Aˆ(1,2)
that it is aK-linear morphism and
a homomorphism ofK-algebras. Thuswe deﬁne amap −1
Aˆ(1,2)
: Aˆ(1,2)→ Aˆ(1,2)
in the following way. For any
aˆ =

. . .
. . .
ai+1 wi+1
ai wi
ai−1 wi−1
. . .
. . .

we put −1
Aˆ(1,2)
(aˆ)= cˆ, where
cˆ =

. . .
. . .
ci+1 ui+1
ci ui
ci−1 ui−1
. . .
. . .

and for every j ∈ Z we have cj = aj−1 and uj = wj−1.
It is clear that the map −1
Aˆ(1,2)
is a homomorphism ofK-algebras. Moreover, we deduce
from the deﬁnitions of both homomorphisms that they aremutually inverse. Hence 
Aˆ(1,2)
is a K-linear automorphism of the algebra Aˆ(1,2).
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Now consider an inﬁnite cyclic groupG= (
Aˆ(1,2)
) of K-linear automorphisms of the
algebra Aˆ(1,2) generated by the automorphism Aˆ(1,2). This group acts freely on the
algebra Aˆ(1,2), that is, for any non-zero aˆ ∈ Aˆ(1,2) and any non-trivial g ∈ G we
have aˆ = g · aˆ.
For the algebra Aˆ(1,2) and the group G consider a quotient algebra Aˆ(1,2)/G
deﬁned in the following way. The set Aˆ(1,2)/G consists of theG-orbits of the elements
of Aˆ(1,2).
Lemma 3.3. For any two elements aˆ, bˆ ∈ Aˆ(1,2) the following conditions hold:
(1) There exist only ﬁnitely many elements g ∈ G such that aˆ(g · bˆ) = 0 in Aˆ(1,2) and
then the sum
∑
g∈G aˆ(g · bˆ) is well deﬁned.
(2) There exist only ﬁnitely many elements h ∈ G such that (h · aˆ)bˆ = 0 in Aˆ(1,2) and
then the sum
∑
h∈G (h · aˆ)bˆ is well deﬁned.
Moreover, we have G · (∑g∈G aˆ(g · bˆ))=G · (∑h∈G (h · aˆ)bˆ).
Proof. Notice that, by the deﬁnition of the algebra Aˆ(1,2), any two elements aˆ, bˆ ∈
Aˆ(1,2) are matrices with only ﬁnitely many non-zero coefﬁcients. Let j1 ∈ Z be the
maximal integer such that aj1 = 0 or wj1 = 0 in aˆ. Let j0 ∈ Z be the minimal in-
teger such that aj0 = 0 or wj0 = 0 in aˆ. Similarly, let i1 ∈ Z (resp. i0 ∈ Z) be
the maximal (resp. minimal) integer such that bi1 = 0 or vi1 = 0 (resp. bi0 = 0 or
vi0 = 0) in bˆ. Then we infer by the deﬁnition of the K-automorphism Aˆ(1,2) that
for any g = n
Aˆ(1,2)
we have aˆ(g · bˆ) = 0 when n> | j1 − i0 | or n<− | i1 − j0 |.
Thus there exist only ﬁnitely many g ∈ G such that aˆ(g · bˆ) = 0 and condition (1) is
proved.
A similar argument shows that condition (2) holds.
In order to complete the proof of the lemma, observe that if g ∈ G is such that aˆ(g ·bˆ) = 0
then there exists an element h ∈ G such that (h · aˆ)bˆ = 0. Indeed, it is enough to consider
h = g−1. Moreover, it is obvious that G · [(g−1 · aˆ)bˆ] = G · [aˆ(g · bˆ)]. Similarly, for any
h ∈ G such that (h · aˆ)bˆ = 0 we have aˆ(h−1 · bˆ) = 0 andG · [(h · aˆ)bˆ] =G · [aˆ(h−1 · bˆ)].
Therefore we haveG · [∑g∈G aˆ(g · bˆ)]=G · [∑h∈G (h · aˆ)bˆ] and the lemma is proved. 
The above lemma helps us to deﬁne a multiplication in the set Aˆ(1,2)/G. For any
two G-orbits G · aˆ, G · bˆ we put (G · aˆ) · (G · bˆ)=G · (∑g∈G aˆ(g · bˆ)).
Lemma 3.4. The above multiplication in the set Aˆ(1,2)/G is well deﬁned.
Proof. Suppose thatG · aˆ=G · aˆ1 andG · bˆ=G · bˆ1. Then there are g1, h1 ∈ G such that
h1 · aˆ = aˆ1 and g1 · bˆ = bˆ1. Further we have G · (∑g∈G aˆ1(g · bˆ1)) = G · (h1 ·∑g∈G aˆ1
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(g · bˆ1))=G · (∑g∈G (h1 · aˆ1)(g · bˆ1))=G · (∑g∈G aˆ(g · bˆ1))=G · (∑g∈G aˆ(gg1 · bˆ))=
G · (∑g′=gg1∈G aˆ(g′ · bˆ))=G · (∑g∈G aˆ(g · bˆ)), which shows the lemma. 
Now we shall deﬁne an addition in the set Aˆ(1,2)/G. For any two G-orbits G · aˆ,
G · bˆ we put (G · aˆ)+ (G · bˆ)=G · (aˆ + bˆ).
Lemma 3.5. The above addition in the set Aˆ(1,2)/G is well deﬁned.
Proof. Suppose that g · aˆ =G · aˆ1 andG · bˆ=G · bˆ1. Then there are g1, h1 ∈ G such that
aˆ1 = h1 · aˆ and bˆ1 = g1 · bˆ. Further we haveG · (aˆ1 + bˆ1)=G · ((h1 · aˆ)+ (g1 · bˆ))=G ·
h1(aˆ + (h−11 g1 · bˆ)) = G · (aˆ + (h−11 g1 · bˆ)). In order to ﬁnish the proof, it is enough to
show that for any g ∈ G we have G · (aˆ + bˆ)=G · (aˆ + (g · bˆ)). But notice that if
aˆ =

. . .
. . .
0 0
aj1 wj1
. . .
. . .
aj0 wj0
0 0
. . .
. . .

and
bˆ =

. . .
. . .
0 0
bi1 vi1
. . .
. . .
bi0 vi0
0 0
. . .
. . .

then
G · aˆ =G ·

. . .
. . .
0 0
aj1 + · · · + aj0 wj1 + · · · + wj0
0 0
. . .
. . .

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and similarly
G · bˆ =G ·

. . .
. . .
0 0
bi1 + · · · + bi0 vi1 + · · · + vi0
0 0
. . .
. . .
 ,
becauseG is a group ofK-linear automorphisms of the algebra Aˆ(1,2). Thus it is obvious
that for any g ∈ G we haveG · (aˆ + bˆ)=G · (aˆ + (g · bˆ)) which completes the proof. 
Proposition 3.6. For any associative ﬁnite-dimensional K-algebra A with a unity 1 and
any A-A-bimodule isomorphisms 1 : X⊗AY → Z, 2 : Y⊗AX → Z, the algebra
Aˆ(1,2)/G is an associative K-algebra with a unity.
Proof. It is obvious by the deﬁnition that the addition in the algebra Aˆ(1,2)/G is
associative and commutative. Moreover, G · 0 is the zero element. Furthermore, for any
aˆ ∈ Aˆ(1,2) we have (G · aˆ)+ (G · (−aˆ))=G · 0.
Now we shall check if for any aˆ, bˆ, cˆ ∈ Aˆ(1,2) we have (G · aˆ)((G · bˆ)+ (G · cˆ))=
(G · aˆ)(G · bˆ)+(G · aˆ)(G · cˆ).We deduce from the deﬁnition of the addition in Aˆ(1,2)/G
that (G · a)((G · bˆ) + (G · cˆ)) = (G · aˆ)(G · (bˆ + cˆ)). Then we infer by the deﬁnition of
the multiplication in Aˆ(1,2)/G that (G · aˆ)(G · (bˆ + cˆ))=G · (
∑
g∈G aˆ(g · (bˆ + cˆ))).
But we know from Lemma 3.2 that every element g ∈ G is a K-linear automorphism of the
algebra Aˆ(1,2). Thus for every g ∈ G we have g · (bˆ + cˆ) = (g · bˆ) + (g · cˆ). Hence
G · (∑g∈G aˆ(g · (bˆ+ cˆ)))=G · (∑g∈G aˆ((g · bˆ)+ (g · cˆ)))=G · (∑g∈G (aˆ(g · bˆ)+ aˆ(g ·
cˆ)))=G · (∑g∈G aˆ(g · bˆ)+∑g∈G aˆ(g · cˆ))=G · (∑g∈G aˆ(g · bˆ))+G · (∑g∈G aˆ(g · cˆ))=
(G · aˆ)(G · bˆ)+ (G · aˆ)(G · cˆ).
Using Lemma 3.3 we can show similarly that ((G · bˆ) + (G · cˆ))(G · aˆ) = (G · bˆ)(G ·
aˆ)+ (G · cˆ)(G · aˆ).
Now we shall show associativity of the multiplication in Aˆ(1,2)/G. Suppose that
aˆ, bˆ, cˆ ∈ Aˆ(1,2). Then [(G · aˆ)(G · bˆ)](G · cˆ) = [G · (
∑
g∈G aˆ(g · bˆ))](G · cˆ) = G ·
(
∑
h∈G (
∑
g∈G aˆ(g · bˆ))(h · cˆ))=G ·(
∑
h,g∈G aˆ(g · bˆ)(h · cˆ))=G ·(
∑
g∈G aˆ(g ·(
∑
h∈G bˆ(h ·
cˆ))))= (G · aˆ)[G · (∑h∈G bˆ(h · cˆ))] = (G · aˆ)[(G · bˆ)(G · cˆ)]. Hence the multiplication in
Aˆ(1,2)/G is associative.
In order to ﬁnish the proof, we have to indicate a unity in the algebra Aˆ(1,2)/G.
Consider
eˆi =

. . .
. . .
0 0
1 0
0 0
. . .
. . .
 ,
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where ei = 1 ∈ Ai is the unity of the ith copy of the algebra A. Notice that for any
i, j ∈ Z we have G · eˆi =G · eˆj . Moreover, for any aˆ ∈ Aˆ(1,2) we have (G · eˆi )(G ·
aˆ) = G · (∑g∈G eˆi(g · aˆ)) = G · aˆ. Similarly one proves that (G · aˆ)(G · eˆi ) = G · aˆ.
Therefore the G-orbit G · eˆi is the unity of the algebra Aˆ(1,2)/G, which completes the
proof. 
Theorem 3.7. For any associative ﬁnite-dimensional K-algebra A with a unity and any A-
A-bimodule isomorphisms 1 : X⊗AY → Z, 2 : Y⊗AX → Z we have that the algebras
T (1,2)(A) and Aˆ(1,2)/G are isomorphic.
Proof. We shall construct an isomorphism  : Aˆ(1,2)/G → T (1,2)(A) of K-
algebras. Consider a map  : Aˆ(1,2)/G → T (1,2)(A) deﬁned in the following
way. For any aˆ ∈ Aˆ(1,2) we know that there is an element a¯ ∈ Aˆ(1,2) such that
G · aˆ =G · a¯ and at most two coefﬁcients in a¯ are non-zero. Indeed, for an element
aˆ =

. . .
. . .
0 0
aj1 wj1
. . .
. . .
aj0 wj0
0 0
. . .
. . .

the above element is of the form
a¯ =

. . .
. . .
0 0
j1∑
j=j0
aj
j1∑
j=j0
wj
0 0
. . .
. . .

and
j1∑
j=j0
aj ∈ A0,
j1∑
j=j0
wj ∈ E0.
Then we put (G · aˆ)=(G · a¯)=∑j1j=j0 aj +∑j1j=j0 wj . It is easily seen that the map 
is K-linear. Furthermore, it is obvious that for the unity G · eˆi of the algebra Aˆ(1,2)/G
we have (G · eˆi )= 1.
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Now we shall show that the map  is a homomorphism of K-algebras. Consider aˆ, bˆ ∈
Aˆ(1,2). Then (G · aˆ)(G · bˆ) = (G · a¯)(G · b¯) = G · (
∑
g∈G a¯(g · b¯)). Since a¯ and b¯
are elements of Aˆ(1,2) concentrated only in A0 ⊕E0, we have that only for g = id and
g = 
Aˆ(1,2)
the product a¯(g · b¯) = 0. Thus
∑
g∈G a¯(g · b¯)= a¯b¯ + a¯(Aˆ(1,2)(b¯))
=
 j1∑
j=j0
aj
j1∑
j=j0
(xj + yj + zj )
0 0

·

i1∑
i=i0
bi
i1∑
i=i0
(x′i + y′i + z′i )
0
i1∑
i=i0
bi

=

(
j1∑
j=j0
aj
)(
i1∑
i=i0
bi
)
(
j1∑
j=j0
aj
)(
i1∑
i=i0
(x′i + y′i + z′i )
)
+
(
j1∑
j=j0
(xj + yj + zj )
)(
i1∑
i=i0
bi
)
+
j1∑
j=j0
i1∑
i=i0
1(xj ⊗ y′i )
+
j1∑
j=j0
i1∑
i=i0
2(yj ⊗ x′i )
0 0

= c¯.
Then((G·aˆ)(G·bˆ))=(G·c¯)=(∑j1j=j0aj )(∑i1i=i0 bi)+(∑j1j=j0 aj )(∑i1i=i0(x′i+y′i+z′i ))+
(
∑j1
j=j0(xj + yj + zj ))(
∑i1
i=i0bi)+
∑j1
j=j0
∑i1
i=i01(xj ⊗ y′i )+
∑j1
j=j0
∑i1
i=i02(yj ⊗ x′i ).
Since(G·aˆ)=∑j1j=j0aj+∑j1j=j0(xj+yj+zj ) and(G·bˆ)=∑i1i=i0bi+∑i1i=i0(x′i+y′i+z′i ),
it is easy to see that (G · aˆ) ·(G · bˆ)=(G · c¯). Therefore the map  is a homomorphism
of K-algebras.
For any a+ x+ y+ z ∈ T (1,2)(A) consider the G-orbitG · a¯, where a¯ ∈ Aˆ(1,2)
is of the form
a¯ =

. . .
. . .
0 0
a0 w0
0 0
. . .
. . .
 with a0 = a,w0 = x + y + z.
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Then it is clear that (G · a¯) = a + x + y + z. Thus  is a surjective epimorphism of
ﬁnite-dimensional K-algebras.
Now we are going to describe the kernel of the epimorphism . If (G · aˆ) = 0 then
G · aˆ =G · a¯ and the element
a¯ =

. . .
. . .
0 0
a0 w0
0 0
. . .
. . .

of the algebra Aˆ(1,2) is such that a0 + w0 = 0 in T (1,2)(A). Then a0 = 0 and
w0=0. Thus a¯=0, and soG · aˆ=0. Therefore the epimorphism is also a monomorphism
of K-algebras. Consequently, the homomorphism  is an isomorphism, which ﬁnishes the
proof.
Now we shall attach to the algebra Aˆ(1,2) an inﬁnite quiver. Notice that we have a
surjective epimorphism p : Aˆ(1,2)→ T (1,2)(A) of K-algebras. This epimorphism
is a composition of an epimorphism pˆ : Aˆ(1,2)→ Aˆ(1,2)/Gwith the isomorphism
 : Aˆ(1,2)/G → T (1,2)(A), where the epimorphism pˆ maps any element aˆ ∈
Aˆ(1,2) onto its G-orbit G · aˆ. The Jacobson radical rad(Aˆ(1,2)) of the algebra
Aˆ(1,2) is the two-sided ideal of the algebra Aˆ(1,2)which consists of the elements
aˆ ∈ Aˆ(1,2) such that p(aˆ) ∈ rad(T (1,2)(A)).
Lemma 3.8. The Jacobson radical rad(Aˆ(1,2)) of the algebra Aˆ(1,2) consists of
the elements
aˆ =

. . .
. . .
0 0
aj1 wj1
. . .
. . .
aj0 wj0
0 0
. . .
. . .

such that aj ∈ rad(A) for every j ∈ {j0, . . . , j1}.
Proof. The lemma is a straightforward consequence of the deﬁnition of rad(Aˆ(1,2))
and Lemma 2.2. 
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Lemma 3.9. The Jacobson radical square rad2(Aˆ(1,2)) of the algebra Aˆ(1,2) con-
sists of the elements
aˆ =

. . .
. . .
0 0
aj1 wj1
. . .
. . .
aj0 wj0
0 0
. . .
. . .

such that aj ∈ rad2(A), wj ∈ (rad(A) ·X +X · rad(A))⊕ (rad(A) · Y + Y · rad(A))⊕ Z
for every j ∈ {j0, . . . , j1}.
Proof. We deduce from the deﬁnition of the Jacobson radical of the algebra Aˆ(1,2) that
an element aˆ ∈ Aˆ(1,2) belongs to rad2(Aˆ(1,2)) if and only if p(aˆ) ∈ rad2(T (1,
2)(A)). Thus the lemma is an easy consequence of Lemma 2.4. 
Lemma 3.10. Let A be an associative ﬁnite-dimensional basic K-algebra with a unity. Let
1 : X⊗AY → Z, 2 : Y⊗AX → Z be A-A-bimodule isomorphisms, then Aˆ(1,2)/
rad(Aˆ(1,2))
⊕
i∈ZKi , where KiK for every i ∈ Z.
Proof. The lemma is an obvious consequence of Lemma 3.8.
Consider a basic associative ﬁnite-dimensionalK-algebrawith a unity 1. If 1=e1+· · ·+en
is a decomposition onto a sum of primitive pairwise orthogonal idempotents then we infer
by the construction of the algebra Aˆ(1,2) that the elements
eˆj,i =

. . .
0
ej
0
. . .
 ,
where ej ∈ Ai , form a system of primitive, pairwise orthogonal idempotents such that⊕n
j=1
⊕
i∈Zeˆj,i Aˆ(1,2)/eˆj,irad(Aˆ(1,2))Aˆ(1,2)/rad(Aˆ(1,2)) as right
Aˆ(1,2)-modules.
Now we can attach a quiver Qˆ to the algebra Aˆ(1,2) in the following way. The
vertices of the quiver Qˆ are the elements {eˆj,i}i∈Z,j=1,...,n. Moreover, there are exactly
dimK(eˆj,irad(Aˆ(1,2))eˆs,t /eˆj,irad2(Aˆ(1,2))eˆs,t ) pairwise different arrows in the
quiver Qˆ starting at the vertex eˆj,i and ending at the vertex eˆs,t . For every i ∈ Z we shall
denote by Qˆi the full subquiver of the quiver Qˆ formed by the vertices eˆ1,i , eˆ2,i , . . . , eˆn,i
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Example 3.11. Let B be the path algebra KQ, where Q is the quiver ◦ −→ ◦. Then for the
enveloping algebra Be we have Be-Be-bimodule isomorphisms 1 : [B⊗KD(Bop)]⊗Be
[D(B)⊗KBop] → D(B)⊗KD(Bop), 2 : [D(B)⊗KBop]⊗Be [B⊗KD(Bop)] → D
(B)⊗KD(Bop) given by the following formulae 1([b ⊗ f ] ⊗ [g ⊗ b′]) = bg ⊗ f b′,
2([g⊗ b′] ⊗ [b⊗ f ])= gb⊗ b′f . Then the quiver Qˆ of B̂e(1,2) is of the form where
connected subquivers with solid arrows are the subquivers Qˆi , which are isomorphic to the
quiver of Be
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Lemma 3.12. For any i ∈ Z the quiver Qˆi is isomorphic to the quiver QA of the
algebra A.
Proof. It is clear by the deﬁnition of the quiver Qˆi that there is a bijection f : (Qˆi)0 →
(QA)0 between the sets of the vertices of the quiver Qˆi and QA. In order to show that the
quivers Qˆi andQA are isomorphic, it is enough to show that for any two vertices eˆj1,i , eˆj2,i ∈
(Qˆi)0 the number of arrows starting at eˆj1,i and ending at eˆj2,i in the quiver Qˆi is equal to the
number of arrows starting at f (eˆj1,i ) and ending at f (eˆj2,i ) in the quiverQA. But f (eˆj1,i )=
ej1 and f (eˆj2,i )= ej2 . Then we have to show that dimK(eˆj1,irad(Aˆ(1,2))eˆj2,i/eˆj1,irad2
(Aˆ(1,2))eˆj2,i ) = dimK(ej1 rad(A)ej2/ej1 rad2(A)ej2). We know from Lemma 3.8 that
eˆj1,irad(Aˆ(1,2)) consists of the elements of the form
. . .
. . .
0 0
ej1ai ej1wi
0 0
. . .
. . .

such that ai ∈ rad(A) and wi ∈ E. Then eˆj1,irad(Aˆ(1,2))eˆj2,i consists of the elements
of the form
. . .
. . .
0 0
ej1aiej2 0
0 0
. . .
. . .

such that ai ∈ rad(A). Applying Lemma 3.9 similarly we obtain that eˆj1,irad2(Aˆ(1,2))
eˆj2,i consists of the elements of the form
. . .
. . .
0 0
ej1biej2 0
0 0
. . .
. . .

such that bi ∈ rad2(A). Consequently, it is clear that the above equality of dimensions holds
and the lemma is proved.
For a given associative basic ﬁnite-dimensionalK-algebra with a unity andA-A-bimodule
isomorphisms 1 : X⊗AY → Z, 2 : Y⊗AX → Z, we call the algebra Aˆ(1,2)
triangular if its quiver Qˆ does not contain any oriented cycle of arrows.
Proposition 3.13. If an algebra A is triangular then the algebra Aˆ(1,2) is triangular.
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Proof. We infer by Lemma 3.12 that for every i ∈ Z the subquiver Qˆi is isomorphic to
the quiver QA of the algebra A. Since A is triangular, any subquiver Qˆi does not contain
any oriented cycle. Next we deduce from the deﬁnition of the multiplication in the algebra
Aˆ(1,2) that eˆj,i Aˆ(1,2)eˆt,i−s=0 for every s2 and eˆj,i Aˆ(1,2)eˆt,s+r=0 for every
r1. Thus eˆj,irad(Aˆ(1,2))eˆt,s−i = 0 for every s2 and eˆj,irad(Aˆ(1,2))eˆt,s+r = 0
for every r1. Therefore, it is easy to see that the quiver Qˆ is created from the disjoint union∐
i∈ZQˆi of the subquivers Qˆi by adding some arrows starting at vertices of the subquiver
Qˆi and ending at vertices of the subquiver Qˆi−1 for any i ∈ Z. Thus the quiver Qˆ does not
contain any oriented cycles. Consequently, the algebra Aˆ(1,2) is triangular.
Let A be a basic ﬁnite-dimensional K-algebra with a unity 1. Let 1 : X⊗AY → Z,
2 : Y⊗AX → Z be two A-A-bimodule isomorphisms. Then we can attach to the algebra
Aˆ(1,2) aK-category in the sense ofGabriel [7] whichwe shall also denote by Aˆ(1,2).
Its objects are the idempotents from the set {eˆj,i; j = 1, . . . , n, i ∈ Z}. For any two objects
eˆj,i , eˆt,s a K-linear space of morphisms from eˆj,i to eˆt,s in Aˆ(1,2) is the K-linear space
eˆj,i Aˆ(1,2)eˆt,s . Moreover, a composition of morphisms in this category is given by the
multiplication in the algebra Aˆ(1,2).Now we shall prove that the above K-category is
locally bounded in the sense of Gabriel [7].
Lemma 3.14. The K-category Aˆ(1,2) is locally bounded.
Proof. It is obvious by the deﬁnition of the K-category Aˆ(1,2) that different objects are
not isomorphic. Furthermore, for everyobject eˆj,i wehaveEndAˆ(1,2)(eˆj,i )=eˆj,i Aˆ(1,2)
eˆj,i . Then we infer by the deﬁnition of the multiplication in the algebra Aˆ(1,2) that eˆj,i Aˆ
(1,2)eˆj,i = ejAej . Thus EndAˆ(1,2)(eˆj,i ) is a local ring.
For every object eˆj,i of the category Aˆ(1,2) we have
∑
t,sdimK HomAˆ(1,2)(eˆj,i ,
eˆt,s)=∑t,sdimK(eˆj,i Aˆ(1,2)eˆt,s <∞, because there are only ﬁnitely many s ∈ Z such
that eˆj,i Aˆ(1,2)eˆt,s = 0. Similarly
∑
t,sdimK HomAˆ(1,2)(eˆt,s , eˆj,i ) <∞.
Consequently, the K-category Aˆ(1,2) is locally bounded.
We know from [6,7] that the locally bounded K-category Aˆ(1,2) is isomorphic to
KQˆ/Iˆ , where Iˆ is some admissible two-sided ideal in the path category KQˆ of the
quiver Qˆ.
Corollary 3.15. The locally bounded K-category Aˆ(1,2) is triangular.
Proof. The corollary is an obvious consequence of Proposition 3.12 and the above
remarks. 
Following Gabriel [7] a K-linear functor F : R → S between two K-categories
is said to be a covering functor if the induced maps ⊕Fy=a R(x, y) → S(Fx, a)
and
⊕
Fy=a R(y, x) → S(a, Fx) are bijections for all objects x ∈R and a ∈ S.
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A particular case of a covering functor is a Galois covering. It is induced by a free ac-
tion of a group H on a locally bounded K-category R. In this case we call the category R a
Galois cover of the category S.
Theorem 3.16. If A is a basic triangular algebra with a unity and 1 : X⊗AY → Z,
2 : Y⊗AX → Z are A-A-bimodule isomorphisms. Then the algebra T (1,2)(A) has a
triangular Galois cover.
Proof. We infer by Theorem 3.7 that T (1,2)(A)Aˆ(1,2)/G. Then the epimor-
phism p : Aˆ(1,2) → T (1,2)(A) of K-algebras constructed above is induced by a
free action of an inﬁnite cyclic group G on the algebra Aˆ(1,2). It is obvious that this
epimorphism is a Galois covering. Moreover, we know from Proposition 3.13 that the alge-
bra (or locally bounded K-category) Aˆ(1,2) is triangular, which ﬁnishes the proof of the
theorem.
4. Applications to the enveloping algebras
In the sequel we shall assume that B is an associative ﬁnite-dimensional basic and con-
nected K-algebra with a unity. Moreover we shall assume that B is triangular. LetA=T (B)
be the trivial extension algebra of the algebra B by the minimal injective cogeneratorD(B),
where D = HomK(−,K) stands for the usual duality. We are interested in the enveloping
algebra Ae.
Let us notice that the tensor productsB⊗KD(Bop),D(B)⊗KBop have natural structures
of Be-Be-bimodules. Indeed, for any b ⊗ f ∈ B⊗KD(Bop), g ⊗ b′ ∈ D(B)⊗KBop,
b1 ⊗ b2 ∈ B⊗KBop = Be we have
(b ⊗ f ) · (b1 ⊗ b2)= bb1 ⊗ f b2, (b1 ⊗ b2) · (b ⊗ f )= b1b ⊗ b2f ,
(g ⊗ b′) · (b1 ⊗ b2)= gb1 ⊗ b2b′, (b1 ⊗ b2) · (g ⊗ b′)= b1g ⊗ b′b2.
Consider Be-Be-bimodule homomorphisms 1 : [B⊗KD(Bop)]⊗Be [D(B)⊗KBop] →
D(B)⊗KD(Bop), 2 : [D(B)⊗KBop]⊗Be [B⊗KD(Bop)] → D(B)⊗KD(Bop) given by
the following formulae:
1([b ⊗ f ] ⊗ [g ⊗ b′])= bg ⊗ f b′, 2([g ⊗ b′] ⊗ [b ⊗ f ])= gb ⊗ b′f .
Lemma 4.1. The Be-Be-bimodule homomorphisms 1, 2 are isomorphisms.
Proof. The proof can be found in the proof of Theorem 3.2 in [3, Chapter XI]. 
In view of Lemma 4.1 we may consider the algebra T (1,2)(Be). It is important for
us to compare the algebras Ae and T (1,2)(Be).
Theorem 4.2. The K-algebras T (1,2)(Be) and Ae are isomorphic.
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Proof. In order to prove the theorem, we shall construct an isomorphism  : Ae →
T (1,2)(B
e) of K-algebras. Consider a K-linear map  : Ae → T (1,2)(Be) given
by the following formula: ([b, g] ⊗ [b′, f ])= b⊗ b′ + b⊗ f + g⊗ b′ + g⊗ f . Now we
shall show that the K-linear morphism  is in fact a homomorphism of K-algebras.
Notice that for the unity 1 of the algebra B we have that [1, 0] ⊗ [1, 0] is the unity of
the algebra Ae. Then ([1, 0] ⊗ [1, 0])= 1⊗ 1 is the unity of the algebra T (1,2)(Be).
Furthermore, we have the following equalities:(([b, g]⊗[b′, f ]) · ([b1, g1]⊗[b′1, f1]))=
([b, g] · [b1, g1]⊗ [b′, f ] · [b′1, f1])=([bb1, bg1+ gb1]⊗ [b′b′1, b′f1+f b′1])= bb1⊗
b′b′1+bb1⊗(b′f1+f b′1)+(bg1+gb1)⊗b′b′1+(bg1+gb1)⊗(b′f1+f b′1)=bb1⊗b′b′1+
bb1⊗b′f1+bb1⊗f b′1+bg1⊗b′b′1+gb1⊗b′b′1+bg1⊗f b′1+gb1⊗b′f1+gb1⊗f b′1.
On the other hand we have the following equalities: ([b, g] ⊗ [b′, f ]) · ([b1, g1] ⊗
[b′1, f1]) = (b ⊗ b′ + b ⊗ f + g ⊗ b′ + g ⊗ f )(b1 ⊗ b′1 + b1 ⊗ f1 + g1 ⊗ b′1 + g1 ⊗
f1) = bb1 ⊗ b′b′1 + (b ⊗ f )(b1 ⊗ b′1) + (b ⊗ b′)(b1 ⊗ f1) + (g ⊗ b′)(b1 ⊗ b′1) + (b ⊗
b′)(g1 ⊗ b′1) + (b ⊗ b′)(g1 ⊗ f1) + (g ⊗ f )(b1 ⊗ b′1) + 1((b ⊗ f ) ⊗ (g1 ⊗ b′1)) +
2((g⊗ b′)⊗ (b1 ⊗ f1))= bb1 ⊗ b′b′1 + bb1 ⊗ f b′1 + bb1 ⊗ b′f1 + gb1 ⊗ b′b′1 + bg1 ⊗
b′b′1 + bg1 ⊗ b′f1 + gb1 ⊗ f b′1 + bg1 ⊗ f b′1 + gb1 ⊗ b′f1. Therefore we obtain that
(([b, g] ⊗ [b′, f ]) · ([b1 ⊗ g1] ⊗ [b′1, f1]))=([b, g] ⊗ [b′, f ]) ·([b1, g1] ⊗ [b′1, f1]),
and so, the K-linear morphism  is a homomorphism of K-algebras.
Nowwe shall checkwhether the homomorphism is an epimorphism. Letw=∑li=1bi⊗
b′i+
∑t
j=1bj ⊗fj +
∑m
s=1gs⊗b′′s +
∑n
z=1g′z⊗f ′z ∈ T (1,2)(Be). Then it is easy to see
that (
∑l
i=1[bi, 0] ⊗ [b′i , 0])=
∑l
i=1bi ⊗ b′i , (
∑t
j=1[bj , 0] ⊗ [0, fj ])=
∑t
j=1bj ⊗ fj ,
(
∑m
s=1[0, gs]⊗[b′′s , 0])=
∑m
s=1gs⊗b′′s and(
∑n
z=1[0, g′z⊗[0, f ′z])=
∑n
z=1g′z⊗f ′z . Hence
(
∑l
i=1[bi, 0]⊗[b′i , 0]+
∑t
j=1[bj , 0]⊗[0, fj ]+
∑m
s=1[0, gs]⊗[b′′s , 0]+
∑n
z=1[0, g′z]⊗
[0, f ′z])= w. Thus the homomorphism  is an epimorphism of K-algebras.
Since dimK(Ae)= dimK(Be)+ dimK(D(B)⊗KBop)+ dimK(B⊗KD(Bop))+ dimK
(D(B)⊗KD(Bop)) = dimK(T (1,2)(Be)), we have that the epimorphism  is an iso-
morphism of ﬁnite dimensional K-algebras which ﬁnishes the proof. 
Corollary 4.3. If B is a connected basic ﬁnite-dimensional triangular K-algebra then the
enveloping algebraAe of the trivial extension T (B) of the algebra B has a triangular Galois
cover.
Proof. We know from [11] that if B is a triangular basic algebra then the enveloping algebra
Be is also triangular and basic. Then we infer by Theorem 4.2 that AeT (1,2)(Be).
Finally we get by Theorem 3.16 the corollary.
Consider the trivial extension algebra T (B) of the algebra B. It is well known that A =
T (B) is a right Ae-module, where the structure of the right Ae-module on A is given as
follows; for any b, b1 ∈ B, b′1 ∈ Bop and any f, f1 ∈ D(B) and g1 ∈ D(Bop) we have
(b, f ) · [(b1, f1)⊗ (b′1, g1)] = (b′1, g1)(b, f )(b1, f1).
We have to explain how we consider the element g1 ∈ D(Bop) as an element of D(B).
Notice that the algebras B and Bop are equal as sets (or even as K-linear spaces). For
any element a ∈ B we denote the same element by ao when we treat it as an element
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ofBop. FurtherD(Bop) has the following structure ofBop-Bop-bimodule. For any a1, a2 ∈
B and any g ∈ D(Bop) the element ao1gao2 is such a K-linear map from Bop to K that
for any x ∈ B we have (ao1gao2)(xo) = g(ao2xoao1). But we infer by the deﬁnition of the
opposite multiplication in the algebra Bop that ao2xoa
o
1 = a1xa2, where the right hand side
of the equality is a product in the algebra B. Then g(ao2xoa
o
1) = g(a1xa2) and we get by
the equality of the K-linear spaces B and Bop that g ∈ D(B). Moreover, we infer by the
deﬁnition of the B-B-bimodule structure on D(B) that g(a1xa2)= (a2ga1)(x).
Since we know fromTheorem 4.2 that theK-algebras T (1,2)(Be) andAe are isomor-
phic, the isomorphism−1 : T (1,2)(Be)→ Ae,which is the inverse of the isomorphism
 : Ae → T (1,2)(Be) constructed in the proof of Theorem 4.2, gives a structure of a
right T (1,2)(Be)-module on T (B). We want to describe this structure directly.
For any (b, f ) ∈ T (B) and any b1⊗b′1+b2⊗g1+f1⊗b′1+f2⊗g2 ∈ T (1,2)(Be)
we put
(b, f ) · (b1 ⊗ b′1 + b2 ⊗ g1 + f1 ⊗ b′2 + f2 ⊗ g2)
= (b′1bb1, b′1f b1 + g1bb2 + b′2bf 1).
In this way we ought to obtain directly a structure of a right T (1,2)(Be)-module on
T (B). 
Lemma 4.4. The above multiplication yields a structure of a right T (1,2)(Be)-module
on T (B).
Proof. In order to prove the lemma. It is enough to show that for every (b, f ) ∈ T (B),
(b1⊗b′1+b2⊗g1+f1⊗b′2+f2⊗g2), (c1⊗c′1+c2⊗h1+d1⊗c′2+d2⊗h2) ∈ T (1,2)(Be)
wehave the equality (b, f )·[(b1⊗b′1+b2⊗g1+f1⊗b′2+f2⊗g2)(c1⊗c′1+c2⊗h1+d1⊗c′2+
d2⊗h2)]=[(b, f )·(b1⊗b′1+b2⊗g1+f1⊗b′2+f2⊗g2)]·(c1⊗c′1+c2⊗h1+d1⊗c′2+d2⊗h2).
Notice that we have the following equalities with ◦ standing for the multiplication in the
algebra Bop and the structural multiplications of elements of D(Bop) by elements of Bop:
(b, f )·[(b1⊗b′1+b2⊗g1+f1⊗b′2+f2⊗g2)(c1⊗c′1+c2⊗h1+d1⊗c′2+d2⊗h2)]=(b, f )·[b1c1⊗b′1◦c′1+b1c2⊗b′1◦h1+b1d1⊗b′1◦c′2+b1d2⊗b′1◦h2+b2c1⊗g1◦c′1+f1c1⊗b′2◦
c′1+f2c1⊗g2 ◦c′1+b2d1⊗g1 ◦c′2+f1c2⊗b′2 ◦h2]=(b, f ) · [b1c1⊗c′1b′1+b1c2⊗h1b′1+
b1d1⊗c′2b′1+b1d2⊗h2b′1+b2c1⊗c′1g1+f1c1⊗c′1b′2+f2c1⊗c′1g2+b2d1⊗c′2g1+f1c2⊗
h2b
′
2] = (c′1b′1bb1c1, c′1b′1f b1c1 + h1b′1bb1c2 + c′2b′1bb1d1 + c′1g1bb2c1 + c′1b′2bf 1c1).
On the other hand we have the following equalities: [(b, f ) · (b1 ⊗ b′1 + b2 ⊗ g1 + f1 ⊗
b′2 + f2 ⊗ g2)] · (c1 ⊗ c′1 + c2 ⊗ h1 + d1 ⊗ c′2 + d2 ⊗ h2) = (b′1bb1, b′1f b1 + g1bb2 +
b′2bf 1) · (c1 ⊗ c′1 + c2 ⊗ h1 + d1 ⊗ c′2 + d2 ⊗ h2) = (c′1b′1bb1c1, c′1(b′1f b1 + g1bb2 +
b′2bf 1)c1+h1b′1bb1c2+h1b′1bb1c2+c′2b′1bb1d1)=(c′1b′1bb1c1, c′1b′1f b1c1+c′1g1bb2c1+
c′1b′2bf 1c1 + h1b′1bb1c2 + c′2b′1bb1d1).
The above calculations show that we really deﬁned a right T (1,2)(Be)-module struc-
ture on T (B) correctly.
164 Z. Pogorzały / Journal of Pure and Applied Algebra 203 (2005) 145–165
Consider a right B̂e(1,2)-module structure on the K-linear space T (B)=B ⊕D(B)
given in the following way. For any (b, f ) ∈ T (B) and any
bˆ =

. . .
. . .
bi+1 ⊗ b′i+1 b¯i+1 ⊗ fi+1 + gi+1 ⊗ b¯′i+1 + f ′i+1 ⊗ g′i+1
bi ⊗ b′i b¯i ⊗ fi + gi ⊗ b¯′i + f ′i ⊗ g′i
. . .
. . .

∈ B̂e(1,2) we put (b, f ) · bˆ = (b′0bb0, b′0f b0 + f0bb¯0 + b¯′0bg0).
Lemma 4.5. Theabovemultiplication yields a right B̂e(1,2)-module structure onT (B).
Proof. Repeat the arguments from the proof of Lemma 4.4. 
Proof of Theorem 1.1. Let B be a basic and connected triangular K-algebra. Then we
infer by Theorem 4.2 that T (B)⊗KT (B)opT (1,2)(Be). Moreover, we know from
Theorem 3.16 that the algebra T (1,2)(Be) has a Galois covering F : B̂e(1,2) →
T (1,2)(B
e) induced by a free action of an inﬁnite cyclic group G on the algebra
B̂e(1,2) which is triangular by Corollary 3.15. Furthermore, we infer by Lemmas
4.4, 4.5 that F(T (B))T (B) as right T (1,2)(Be)-modules. Thus T (B) is a right
T (1,2)(B
e)-module of the ﬁrst kind with respect to F which ﬁnishes the proof. 
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