Abstract. We set up a framework for an abstract definition of persistence functions. We then study some constructions of simplicial complexes from graphs and define persistence functions on them, out of classical persistent homology. Finally, we give two examples of persistence functions on weighted graphs, not based on algebraic topology.
Introduction
Is persistence just persistent homology? Indeed, from the very beginning it has been so: A suitable choice of topological spaces and of continuous filtering functions made it possible to convey a more natural concept of shape in pattern recognition;"size functions" (which would eventually become "persistent 0-Betti numbers") were the tool for the first applications [16, 15, 14] . Not much later, persistent homology was conceived for deducing the true topology of sampled objects [35, 13] . A noticeable exception is the construction of persistence diagram for the analysis of faulty programs [36] . As will be seen in the next subsection, persistence has also been used in graph theory, but always through the construction of simplicial complexes and their homology.
The aim of this paper is to show that the persistence paradigm -comparing pairs of sublevel sets of a suitable filtering function -can be implemented in other mathematical contexts. It actually applies to any concrete category in which structures, typical of that category, can be counted and respect certain requirements (Def. 1). We are aware of the recent categorical generalizations of persistence [3, 26, 11] , but they seem to be rather far from the agile tool for applications we want to make available to the scientific community. In particular, we think that emergent research fields in which weighted graphs are essential tools -e.g. complex social networks and neural nets [12, 25] -deserve a dedicated persistence theory, not necessarily mediated by either complexes or homology.
The article has three technical sections. The core of Sect. 2 is the definition of persistence function (Def. 1) and of coherent covering (Def. 2) in a general concrete category. The section also provides the definition of natural pseudodistance, a measure of dissimilarity (Def. 7), the definition of persistence diagram (Def. 5) in this wider context, and the fact that the bottleneck distance is a lower bound for the natural pseudodistance (Thm. 1). The persistence diagrams of faulty programs are also discussed as a particular case. Section 3 analyzes some constructions of simplicial complexes from a graph in the framework of the previous section: Simplicial complexes of cliques, of independent sets, of neighborhoods and of enclaveless sets. Section 4 gives two examples of persistence functions, on a weighted graph, which don't rely (at least not directly) on simplicial complexes and homology. They can then be considered the first two examples of graph persistence which don't come from algebraic topology.
State of art
Graphs and persistence are bound together since the early days, long before the term "persistence" was even coined [42] . Graphs were a tool for managing the discretization of filtered spaces in applied contexts.
As far as we know, a true use of persistence in the study of graphs per se started with [22] , where the clique and neighborhood complexes were built on a time-varying network for application in statistical mechanics (see also [30] ). A research aiming at the physical application of persistence to polymer models of hypergraphs is developed in [1] .
Complex networks have been studied with persistent homology also in [23, 31] . In both cases, the main example is a network of collaborating people; simplices are formed on the basis of relationship measures between members.
Brain connections have been studied through complexes associated to graphs by various authors with different viewpoints and techniques, with exciting results: [32, 38, 34] .
A simplex consisting of n + 1 vertices is said to have dimension n and to be an n−simplex. The dimension of K is the maximum dimension of its simplices. In the remainder all simplicial complexes will be finite.
We refer to [40] for terminology and notions of simplicial and algebraic topology; another very nice reference is [20] . For the sake of clarity, the simplex having vertices v 0 , . . . , v n will be denoted as v 0 , . . . , v n .
For the purposes of this article, graphs will be defined as simplicial complexes of dimension 1. So, in graph-theoretical terms they are finite simple graphs. The category Graph will have graphs as objects and simplicial maps as morphisms. For both graph-theoretical notions and terminology we refer to [2] .
Since it is always possible to build a geometric realization of a finite-dimensional simplicial complex K, i.e. to associate a topological space |K| to K (its space or body) and to embed it in a suitable Euclidean space [40, Sect. 3.2, Thm. 9], we shall do it in both text and figures throughout the article.
Persistence functions
We set
We recall that a concrete category [28, Sect. I.7 ] is a pair (C, U) where C is a category and U is a faithful functor U : C → Set. We require that in C every subobject (in the sense of [28, Sect.V.7] ) of an object X corresponds to a unique object Y of C; we will then call Y itself a subobject of X. Of all the monics of hom(Y, X), the one which U applies to a set inclusion will be called an embedding of Y into X. In the remainder of this subsection (C, U) will be such a pair.
We recall that R is the poset category of the real numbers. Adapting from [26] , we define a filtration in C to be a functor F : R→ C such that F maps each morphism of hom(R) to an embedding of subobjects. Proposition 1. Let (X, f ) be a pair such that X ∈ Obj(C) and f : U(X) → R is a function such that for any t ∈ R there is exactly one subobject Y t of X with
The function f is called a filtering function for X. Let now an integer valued function Λ be defined on all embeddings ι of subobjects in C. In particular, given any pair (X, f ) as in Prop. 1, λ (X,f ) : ∆ + → Z is defined by λ (X,f ) (u, v) = Λ(ι) where ι is the embedding of subobjects sent by U to the inclusion map of f
Remark 2. The persistent Betti number functions (also called Rank Invariants), at all homology degrees, are the most relevant example of persistence functions, when C is the category of topological spaces, U is the forgetful functor and the filtering functions are continuous. The same holds in the category of simplicial complexes, where the filtering function respects the condition that its value on each simplex σ is greater than or equal to its value on each face of σ. See, e.g. [16, 35, 13] . The following definition is meant to generalize the type of coverings that classically generate persistence functions, e.g. connected components, path-connected components (giving rise to 0-Betti numbers inČech and singular homology respectively). This generalization will be used to define a persistence function from the blocks of a graph in Section 4.1.
Definition 2.
A coherent covering V on (C, U) is the assignment to each X ∈ Obj(C) of a set V(X) of subsets of U(X), such that
Because of the many symbols referring to various sets, we suggest that the reader keeps in mind the example of persistent 0-Betti numbers, where the Xs are sublevel sets and the Zs are their path-connected components.
Proposition 2. Let a coherent covering V be given on (C, U); for all objects X of C, for all filtering functions f : X → R, the function λ (X,f ) : ∆ + → Z, where
, is a persistence function.
Proof. By condition 1 of Def. 2, λ (X,f ) (u, v) is a nonnegative integer. For the remainder of this proof, for any real number w we set X w = S (X,f ) (w) = f −1 (−∞, w] . We now prove this easy claim:
e. a subset of X belonging to its covering) there are exactly one Z ∈ V(X ) and one
In fact, the existence and unicity of Z are condition 2 of Def. 2. The existence and unicity of Z comes from the same condition and from the transitivity of inclusion.
We shall now prove all claimed inequalities by showing that it is possible to define suitable injective maps.
(necessarily different by condition 2 of Def. 2), then by (*) they also contain elements of V(X u2 ), which are different by condition 2 of Def. 2; then
, and also ψ(Z ) ⊆ ψ(Z ). If Z ∈ V(X v+h ) is in the same situation as Z but different from it, then the corresponding Z and Z , and their images under ψ, are different from Z and Z and their images under ψ respectively, by condition 2 of Def. 2. Therefore
For the remainder of this section λ (X,f ) : ∆ + → Z will be a persistence function. The following simple propositions have the same proofs as the quoted propositions of [18] .
2. If v is a discontinuity point for λ (X,f ) (u, ·) and u < u < v then v is a discontinuity point also for λ (X,f ) (u, ·).
Proposition 4. [18, Lemma 2]
Any open path-connected neighborhood of a discontinuity point of λ (X,f ) contains at least one discontinuity point either in the first or in the second variable.
+ we define the multiplicity of p for λ (X,f ) to be the number µ(p) equal to the minimum, over all positive real ε with u + ε < v − ε, of
We shall call any p ∈ ∆ + with positive multiplicity a proper cornerpoint. 
We shall call any r with positive multiplicity a cornerpoint at infinity.
Proposition 6. [18, Lemma 3]
1. If u is a discontinuity point for λ (X,f ) (·, v) with u < v, then either there is a cornerpoint of λ (X,f ) on the closed half-line {(u, v) ∈ R 2 | v ≤ v}, or the line u = u is a cornerpoint at infinity, or both cases occur. 2. If v is a discontinuity point for λ (X,f ) (u, ·) with u < v, then there is a cornerpoint of λ (X,f ) on the closed half-line
Remark 4. Propositions 3 to 6, depending only on conditions 1 and 2 of Def. 1, grant the appearance with overlapping triangles typical of persistent Betti number functions.
From now on, we shall also assume that every function λ (X,f ) has a finite number of cornerpoints (proper and at infinity).
We now generalize the notion of persistence diagram [8, 7] to the wider context of functions λ (X,f ) , of the type described in this section.
Definition 5. The persistence diagram of λ (X,f ) is the multiset of its cornerpoints (proper and at infinity), each repeated as many times as its multiplicity, together with all points of the diagonal ∆, each counted with infinite (ℵ 0 ) multiplicity. For the sake of simplicity it will just be denoted as D(f ).
) respectively, let Γ be the set of all bijections between the multisets D(f ) and D(g). We define the bottleneck (formerly matching) distance as the real number
Remark 5. As in the "classical" persistence theory, this distance checks the maximum displacement between corresponding points for a given matching either between cornerpoints of the two diagrams or between cornerpoints and their own projections on the diagonal ∆, and takes the minimum among these maxima. Minima and maxima are actually attained because of the requested finiteness.
Always in the concrete category (C, U) let us now consider two pairs (X, f ), (Y, g) with X, Y ∈ Obj(C) and f :
where H is the (possibly empty) set of C-isomorphisms between X and Y . we can now generalize some definitions given in [19, 10, 26] .
The following theorem depends on the previous propositions and on condition 3 of Def. 1. The proof is the same of the corresponding Thm. 29 of [10] .
2.1 Persistence for the analysis of faulty programs This subsection is intended to embed the construction of [36] into the present theory. For the notions of Hierarchical Recurrent Network (HRN), of desired data output, of data flow, of magnitude of a data flow error and for the algorithm of generation of P-intervals we refer to that nice paper.
Let H be a HRN consisting ofh subprograms H 1 , . . . , Hh and δ = (δ 1 , . . . , δh) theh-tuple of fixed desired data outputs. For the sake of intuition, we report in There is exactly one morphism from
A functor U, making C(H, δ), U a concrete category with the required features, can be defined by (1) , . . . , Dh m(h) ), the sets S 1 of the indices of faulty subprograms and S 2 of able subprograms are defined (see [36] 
). Now, following Algorithm 1 of [36] (Generation of P-intervals), we define λ (D,f ) (u, v) as the sum of magnitudes of the data flow errors created by the faulty subprograms whose indices (in S 1 ) are less than or equal to h, which have not been resolved by the able subprograms whose indices (in S 2 ) are less than or equal to k; i.e. the dimension gap created by D h and not resolved by
Proof. we can limit our arguments to integer pairs in ∆ + . We just need to check that λ (D,f ) satisfies the conditions of Def. 1.
If h < h < k, then the data flow errors occurred in
If h < k < k , then D k might lack some able subprograms present in D k and miss to resolve some errors created by
This expression represents the sum of the magnitudes of errors arising in D h that are yet not fixed by able subprograms in
is the magnitude sum of errors created in D h , but not in D h , and not solved in D k . It is now sufficient to recall that k ≤ k to deduce that
Indeed, there could be able subprograms D ij k<ij <k that contribute to lower the sum magnitude of the errors. 3. By construction, each isomorphism class in C(H, δ) contains just one object.
Moreover for each object only one filtering function of the described type is possible, so this point is trivially satisfied.
Remark 6. The function just described produces the persistence diagrams of [36] but gives no more information. In particular, property 3 of Def. 1 and the consequent "stability" are disappointing and practically meaningless. It would be interesting to find other more interesting and useful formalizations with a different concrete category or a different filtering function. Also note that other algorithms could be designed (as duly remarked in [36] ) which could give different persistence functions.
Weighted graphs
We now put an important constraint on the vertices of the graphs we consider.
When filtering a graph we are interested only in subgraphs induced by edge sets.
Definition 8 (Weighted graphs).
The category wGraph of weighted graphs is defined as the category whose objects are pairs (G, f ) where G is a graph with no isolated vertices and the weight f : E(G) → R is a map on its edges. A morphism ϕ :
The functor U making (wGraph, U) a concrete category will be the forgetful functor sending a graph G either to its vertex set or to its edge set. Def. 7 applies also here, so we have a natural pseudodistance between weighted graphs. We then have a straightforward characterization:
Topological graph persistence
The "leit-motiv" of this section is to study simplicial complexes built from weighted graphs, to study then the filtration of the complexes with the methods of persistent homology. Our goal is actually to spot particular classes of sets in a graph such that the conditions (i) and (ii) of the definition of simplicial complex hold. A thorough treatise on these configurations can be found in [24] .
Complex of cliques
A clique in a graph is a nonempty set of vertices whose induced subgraph is complete.
Proposition 9. Given a graph G, the set Cl(G) of its cliques is a simplicial complex.
If K = Cl(G), then its suspension Σ(K) is the complex of cliques of
where x, y ∈ V (G). In particular, any sphere of dimension h ≥ 1 can be triangulated by the clique complex of a suitable nonempty graph, e.g. starting from a 4-cycle for S 1 and applying CSusp the necessary number of times.
Corollary 1. For any finite sequence σ of nonnegative integers, there exists a graph G such that σ is the sequence of Betti numbers of Cl(G).
The next proposition makes it possible to associate a filtration of simplicial complexes (hence also of their spaces) to a filtration of graphs.
Proposition 11. If G is a subgraph of H, Cl(G) is a subcomplex of Cl(H).

Proof. Every clique of G is also a clique of H.
Let now (G, f ) be a weighted graph. We define a filtering function f Cl : Cl(G) → R as follows:
-for every 0-simplex σ = v , f Cl (σ) is the minimum value of f on the edges incident on v; -for every k-simplex σ (k ≥ 1), i.e. for every (k + 1)-clique, f Cl (σ) is the maximum value of f on the edges of the induced complete subgraph.
Proposition 12. Cl(G), f Cl is a filtered complex.
Proof. By construction, the value of every simplex is ≥ the value of each of its faces.
Complex of independent sets
An independent (or stable) nonempty set in a graph is a set of vertices such that the induced subgraph does not contain any edge. Recall that, given a graph G = (V, E), its complement is the graph G c = (V, E ) where for all u, v ∈ V, u = v, u, v ∈ E if and only if u, v ∈ E; i.e. it has the same vertex set as G and its edge set is complementary to E with respect to the complete graph with the same vertices. Then a set of vertices is independent in G if and only if it is a clique in G c and conversely.
Proposition 13. Given a graph G, the set I(G) of its independent sets is a simplicial complex.
Remark 8. Of course a remark analogous to Rem. 7 applies, and we have the following proposition as a remedy.
Proposition 14. For any simplicial complex K, let K be its barycentric subdivision. Then for the graph G = (K ) 1 we have that I(G c ) is isomorphic to K and |I(G c )| is homeomorphic to |K|.
If K = I(G), then its suspension Σ(K) is the complex of independent sets of
where x, y ∈ V (G). In particular, a sphere of any dimension can be triangulated by a suitable I(G).
Corollary 2. For any finite sequence σ of nonnegative integers, there exists a graph G such that σ is the sequence of Betti numbers of I(G).
The sort of duality between cliques and independent sets implies that the monotonically increasing correspondence of Prop. 11 becomes decreasing here.
Proposition 15. If G is a subgraph of H, I(H) is a subcomplex of I(G).
Complex of neighborhoods
In a graph G = (V, E), given v ∈ V its neighborhood in G is the set N G (v) = {v} ∪ {u ∈ V | v, u ∈ E}. Not all simplicial complexes can be obtained as complex of neighborhoods of a graph: the boundary of a triangle for one. Here, the barycentric subdivision trick of Prop. 10 does not work. Still, we think this construction to be most interesting, because it diverges very much from the topology of G as a simplicial complex, so the topology of N b(G) can give information on combinatorial aspects of G detached from its homeomorphism type. See, e.g., Fig. 2 , where three obviously homeomorphic cycles give rise to complexes which are even nonhomotopic. Moreover, as stressed in [29, 22] , it seems to be a precious tool in applications to complex network analysis. 
Proposition 17. If G is a subgraph of H, N b(G) is a subcomplex of N b(H).
Proof. The neighborhood of every vertex v of G is a subset of the neighborhood of v in H.
Let now (G, f ) be a weighted graph. We define a filtering function f N b : N b(G) → R as follows:
-for every 0-simplex σ = v , f N b (σ) is the minimum value of f on the edges incident on v; -let now σ be a k-simplex (k ≥ 1) and let S = σ, E(S) be the subgraph of G induced by σ; then there exist at least one vertex in σ, but possibly h (i.e.
Proof. By construction, the value of every simplex is greater than or equal to the value of each of its faces.
Complex of enclaveless sets
Separation is as important as closeness in a network, and this is well represented by the duality clique/independent set. Somehow, there is a concept that merges these two aspects: In a graph G = (V, E) a set X ⊆ V is said to be dominating if every vertex of G either belongs to X or is adjacent to at least one of its vertices. Unfortunately, the inheritance property (ii) of simplicial complexes does Proposition 20. Given a graph G, the set El(G) of all its enclaveless sets is a simplicial complex.
Not all simplicial complexes can be obtained as complex of enclaveless sets of a graph: e.g. the one formed by a single n-simplex and its faces cannot; the smallest G such that El(G) contains an n-simplex must also contain an extra point. See Fig. 3 for n = 5. Still, spheres of any dimension and suspensions can be obtained.
If K = El(G), then its suspension Σ(K) is the complex of enclaveless sets of
where x, y ∈ V (G). It turns out to be the same construction as ISusp for the complex of independent sets. Spheres can be built also in another way:
Proof. Minimal dominant sets in a complete graph K n are all singletons; so the maximal enclaveless sets are all sets of n − 1 vertices; they together form the boundary of an (n − 1)-simplex, while the (n − 1)-simplex itself is not present in El(K n ).
Proposition 22. If G is a subgraph of H, El(G) is a subcomplex of El(H).
Proof. Every dominating set of H is also a dominating set of G.
Let now G = (V, E), f be a weighted graph. We define a filtering function f El : El(G) → R as follows:
-for every 0-simplex σ = v , f El (σ) is the minimum value of f on the edges incident on v;
-let now σ be a k-simplex (k ≥ 1); then there exist at least one set of edges in E, but possibly h (i.e. E 1 , . . . , E h ⊆ E) such that the respective induced subgraphs of G all have σ as vertex set; we then set
max{f (e) | e ∈ E i } Proposition 23. El(G), f El is a filtered complex.
Other complexes from graphs
There are several other classes of sets in a graph G = (V, E) which respect the definition of simplicial complex [24] . We have done a preliminary study on the following ones.
-the nonempty sets σ ⊆ V such that the subgraph induced by σ is acyclic; -the nonempty sets σ ⊆ E such that the subgraph induced by σ is acyclic; -(with G connected) the nonempty sets σ ⊆ E such that the subgraph induced by σ is acyclic and the subgraph induced by E − σ is connected. -for fixed positive j < k, the sets of k-cycles which share at least j vertices; -for fixed positive l, the sets of maximal cliques sharing at least l vertices.
We have decided to postpone the study of these complexes: The first three because, contrarily to the preceding examples, simplices of the same dimensions are not isomorphic as induced subgraphs, so much structure is forgotten. As for the last two, the dependence on j, k and l respectively suggests that this type of complex might be of use in very specific applications. So, out of the same weighted graph (G, f ) we can get different persistence functions and different persistence diagrams which give us information on both the graph and its filtration. 
Proof. Let the graph G = (V, E) be isomorphic to G ; then K(G) is a complex isomorphic to K(G ) (and the polyhedra |K(G)|, |K(G )| are homeomorphic). To each isomorphism from G to G there corresponds an isomorphism from K(G) to K(G ) (and a homeomorphism from |K(G)| to |K(G )|), but not conversely, in general. So
whereH is the set of all simplicial isomorphisms from K(G) to K(G ) and H is the set of all graph isomorphisms from K(G) to K(G ). On the other side,
is the classical stability result for filtered complexes or topological spaces (see, e.g., [8, 7, 10, 26] ).
Remark 9. Unfortunately, the inequality between the natural pseudodistances of filtered complexes and filtered graphs may be strict, so we cannot get an optimality result yet, although the elegant construction of [26, Prop. 5.8] applies to K = Cl through Prop. 1.
As the reader may have noted, I(G) is excluded from this subsection, because of its monotonically decreasing behaviour with respect to inclusion (Prop. 15). However, there is an interesting "extended" diagram that comes exactly from this phenomenon.
An extended persistence of Ramsey type
The celebrated Ramsey principle [33] , in its most common graph-theoretical version [2, sect. 12.3] makes it clear that one should also consider independent sets if one is interested in cliques and conversely. An equivalent viewpoint is: When interested in the information conveyed by the cliques of G, it is natural to also take into account the cliques of G c . In the persistence field, the concept of extended persistence [9] explores the lower half-plane ∆ − = {(u, v) ∈ R | u > v} by relative homology. We somehow merge these two philosophies in the following setting.
Given a weighted graph G = (V, E), f , build the pair (G, f ), where G = (V, E) is the complete graph on the vertex set V , and
Now, with a slight abuse we have that Cl(G, (−f ) is a filtered simplicial complex. For any weighted graph (H, h) let the function β r (H,h) be the persistent r-Betti number function of Cl(H), h Cl . 
These functions are actually carrying more information than the ones relative just to Cl(G), f Cl , as Fig. 4 shows on two filtrations of a same graph, which differ just in the last step. The two filtrations are indistinguishable using just the persistent Betti functions on Cl(G), f Cl : the persistent 0-Betti number functions are equal, and for n ≥ 1 the persistent n-Betti number functions are trivially zero. On the contrary, as shown in the figure, the extended persistent 0-Betti number functions are different. 
for all indices i in the relevant intervals. Then a straightforward check shows that
and that the identity of M realizes the natural pseudodistance (M, h), (M,
A toy example is given in Fig. 6 . We now follow the logical line of Thm. 32 of [10] for proving the optimality of the bottleneck (or matching) distance among 3 5 2 7 
and that the identity of M realizes the natural pseudodistance
A toy example is given in Fig. 6 . We now follow the logical line of Thm. 32 of [10] for proving the optimality of the bottleneck (or matching) distance among the lower bounds for the natural pseudodistance which can come from distances between persistent block diagrams. Theorem 2. Ifd is a distance for persistent block diagrams such that weighted graphs (G, f ), (G , f ) ,
Proof. We prove the inequality by contradiction: assume (G, f ), (G , f ) , with G, G isomorphic, exist such that
yielding a contradiction.
Edge-blocks
We recall that in a graph G a cut edge (or bridge) is an edge e ∈ E(G) whose deletion makes the number of connected components of G increase [2] . We define an edge-block as a connected graph which does not contain any cut edge. An edge-block of a graph G is a maximal subgraph H such that H is an edge-block.
We shall now work in the concrete category (Graph, U), where U is, this time, the forgetful functor mapping each graph to its vertex set. The proofs of the next statements are totally analogous to those of Section 4.1, except for Lemma 2, where the construction needs a slight, intuitive modification exemplified in Fig. 8 .
Proposition 27. The assignment E, which maps each graph G to the partition E(G) of its vertex set V (G) into the vertex sets of its edge-blocks, is a coherent covering.
Definition 11. Given a weighted graph (G, f ), we call persistent edge-block number the function ebl (G,f ) : ∆ + → Z which maps the pair (u, v) to the number of edge-blocks of U −1 f −1 (−∞, v] containing at least one edge-block of An example of persistent edge-block number function can be seen in Fig. 7 . We can associate to ebl (G,f ) , via Def. 5, a persistent edge-block diagram D ebl (f ).
Corollary 6. Given weighted graphs (G, f ), (G , f ) and the respective persistent edge-block diagrams f ) , ebl (G ,f ) be the persistent edge-block number functions of two weighted graphs (G, f ), (G , f ) which have no cut edges; let D ebl (f ), D ebl (f ) be the respective persistent block diagrams. Then there exist weighted 
Conclusions and future work
We have exposed a general framework for defining persistence functions, i.e. functions which can be described by persistence diagrams, well beyond the usual categories of topological spaces and simplicial complexes.
We have stressed the connection of these functions and diagrams with the natural pseudodistance, because we think that dissimilarity plays an essential role in all aspects of data analysis.
We have given some examples of this type of functions for weighted graphs in two ways: through construction of simplicial complexes and computation of their homology, and directly by using purely graph-theoretical concepts (blocks and edge-blocks).
We hope that this work paves the road to new applications of the persistence paradigm in various fields. We list a few possible developments by our team and hopefully by other researchers.
Topological graph persistence
After having defined the persistence functions of Sect. 3, it is important to study the information they convey in graph-theoretical terms.
We want to investigate further which complexes can be obtained from the considered constructions and which cannot.
Even in the cases when every sequence of Betti numbers can be produced by a certain construction (as is the case of Cor. 1), we need to know whether the natural pseudodistance between the resulting spaces coincides with the one between graphs, if we want to get an optimality (or universality) result like [26, Thm. 5.5] .
More structures in a graph respect the inheritance property, necessary for building a simplicial complex. We intend to proceed in examining them within the proposed framework.
A possible connection with Mapper [37] deserves attention.
Graph-theoretical persistence
k-connected and k-edge-connected "components" are our next case of coherent covering of a graph to be studied for persistence. Literally hundreds of graph-theoretical invariants can be explored for the possible production of persistence functions.
So far, we have only used Z as a range for persistence functions. In the comparison of two sublevel sets in a weighted graph, we could get something more interesting than an integer. We could have polynomials, e.g.: We are thinking of the chromatic polynomial, although the well-known recursive formula is likely to make this choice less dense of information. The connection with the study of hyperplane arrangements [41] makes this a worthy study anyway.
Beyond graphs
We believe that the persistence functions just defined can shed new light on hot research fields, e.g. social networks and neural nets.
So far we have just considered R as a parameter for filtrations, but there has been much progress in the study of filtering functions with R k [19, 6, 5] or even S 1 [4] as a range, and of spaces parametrized by a lattice [39] . The definition of persistence functions should be extended to these settings.
Persistence diagrams are but a shadow of much more general and powerful tools: persistence modules and further [3, 26, 11] , on which the interleaving distance plays a central role. It is necessary to connect the ideas of the present paper to that research domain.
Our boldest hope is that researchers, working in areas which are far from topology and graph theory, find our setting useful for introducing persistence in their fields.
