Abstract-Various formulations are considered where some information is more important than other and needs better protection. Our information theoretic framework in terms of exponential error bounds provides some fundamental limits and optimal strategies for such problems of unequal error protection. Even for data-rates approaching the channel capacity, it shows how a crucial part of information can be protected with exponential reliability. Channels without feedback are analyzed first, which is useful later in analyzing channels with feedback. A new channel parameter, called the Red-Alert Exponent, is fundamentally important in such problems.
I. INTRODUCTION Classical theoretical framework for communication assumes that all information is equally important. In this framework, the communication system aims to provide a uniform error protection to all messages: any particular message being mistaken as any other is viewed to be equally costly. With such uniformity assumptions, the reliability of a communication scheme is measured by either the average or the worst case probability of error, over all possible messages to be transmitted. In information theory literature, a communication scheme is said to be reliable if this error probability can be made small. Communication schemes designed with this framework turn out to be optimal in sending any source over any channel, provided that long enough codes can be employed. This homogeneous view of information motivates the universal interface of "bits" between any source and any channel [1] , which is often viewed as Shannon's most significant contribution.
In many communication scenarios, such as wireless networks, interactive systems, and control applications, where sufficient error protection becomes a luxury, providing such a uniform protection for all the information may be either a wasteful or an infeasible approach. Instead, it is more efficient here to protect a (crucial) part of information better than the rest. For example in a wireless network, control signals including channel state, power control, and scheduling information are often more important than the payload data, and should be protected more carefully. Similarly for the Internet, packet headers are more important and need better protection. Another example is when a multiple resolution source code is transmitted over a wireless channel, it makes sense to protect the coarse resolution better so the user can at least have some crude reconstruction after bad channel realizations. For such situations of heterogeneous information, unequal error protection (UEP) is a natural generalization of the conventional content-blind information processing.
The simplest method of unequal error protection is to allocate different channels for different types of data. For example, wireless systems allocate a separate "control channel", often with short codes and low spectral efficiency, to transmit control signals with high reliability. The well known Gray code, assigning similar bit strings to close by constellation points, can be viewed as UEP: even if there is some error in identifying the transmitted symbol, there is a good chance that some of the bits are correctly received. More systematic designs for UEP can be found in [7] and references therein. For erasure channels, this problem is known as "priority encoded transmission" (PET) [6] . For wireless channels, [8] analyzes this problem in terms of diversity-multiplexing tradeoffs. Most of these approaches focus on designing good codes for specific channel models. The optimality of these designs was established in only limited cases. This paper aims to provide a general information theoretic framework for understanding fundamental limits in UEP.
A general formulation of the unequal error protection problem requires some different definitions of decoding error than the commonly used ones. Consider a channel encoder which takes the input of l information bits, b = [b 1 , b 2 , . . . b l ], which is equivalent to a random variable M taking values from the set {1, 2, 3, . . . , 2 l }. Each message in this set corresponds to a particular value of the bit-sequence b. This set of possible values of M are referred to as "messages". After a message is encoded and transmitted over the channel, a decoding error is defined as the event that the receiver decodes to a different message than the transmitted one. In most information theory texts, when a decoding error occurs, the entire bit sequence b is rejected. That is, errors in decoding the message and in decoding the information bits are treated similarly.
In the existing formulations of unequal error protection codes, the information bits are divided into subsets, and the decoding errors in different subsets of bits are viewed as different kinds of errors. For example, one might want to provide a better protection to one subset of bits by ensuring that errors in these bits are less probable than the other bits. We call such problems "bit-wise UEP". Previous examples of packet headers, multiple resolution codes, etc. belong to this category of UEP.
However, in some situations, instead of bits one might want to provide a better protection to a subset of messages by ensuring a lower probability of error when one of these special messages is transmitted/decoded. For example, one might consider embedding a special message in a normal l-bit code, i.e., transmitting one of 2 l +1 messages, where the extra message has a special meaning and requires a smaller error probability. We call such problems as "message-wise UEP".
For example, this special message could indicate some system emergency, which is too costly to be missed. Borrowing from hypothesis testing, we call the conditional error probability of a special message as its missed-detection probability, which is the probability of missing to detect the special message when it was transmitted. Note that the decoding error conditioned on the special message is not associated to error in any particular bit. Instead, it corresponds to a particular bit-sequence (corresponding to the special message) being decoded as some other bit-sequence.
Alternatively, the special messages could demand small false-alarm probability: the event when the receiver erroneously chooses that message although some other message was sent. For example consider the reboot message for a remote-controlled system such as a robot or satellite. Its falsealarm could cause unnecessary shutdowns and other system troubles. For brevity however, we will not discuss false-alarms anymore and only focus on avoiding missed-detections in message-wise UEP.
In conventional data communication, there is no need to distinguish between bit-errors and message-errors, as all information is "created equal", its meaning (and importance) is separated from the engineering problem of communication [1] .
In the UEP problems however, bits and messages are different as some are labeled as "special" or "high priority". Now it becomes necessary to differentiate the two notions of special information: special bits and special messages.
The main contribution of this paper is a set of results, identifying the performance limits and optimal coding strategies, for a variety of UEP scenarios. We will focus on a few simplified notions of UEP, most with immediate practical applications, and try to illustrate the main insights for them. One can imagine using these UEP strategies for embedding protocol information within the actual data. By eliminating a separate control channel, this can enhance the overall bandwidth and/or energy efficiency.
For conceptual clarity, this article focuses on situations where the data-rate is essentially equal to the channel capacity 1 . By this analysis, we will be addressing UEP issues for scenarios where data rate is a crucial system resource that can not be compromised. In these cases, no positive error exponent in the conventional sense can be achieved. That is, if we aim to protect the entire information uniformly well, neither bit-wise nor message-wise error probabilities can decay exponentially fast with increasing block length. We ask the question then "can we make the error probability of a particular bit, or a particular message, decay exponentially fast with block length?"
The question of fundamental limits of UEP was clearly of interest in previous works on code designs for UEP. To the best of our knowledge, however, there was no general characterization of these limits in terms of error exponents; partially due to the difficulty in proving converses. In this paper and [5] , we develop such converses as well as optimal strategies. More importantly, the notion of message-wise UEP was essentially never addressed in the past (except in the paper Joint Source-Channel Error Exponent by Csiszár, [9] ).
When we break away from the conventional framework and start to provide better protection to selected parts of information, these parts of information need not be only bits. A general formulation of UEP could be an arbitrary combination of protection demands from messages, where each message demands better protection against some specific kinds of errors. In this general definition of UEP, bit-wise UEP and message wise UEP are simply two particular ways of specifying which kinds of errors are too costly compared to others.
In the following, Section II discusses bit-wise UEP and message-wise UEP for the no-feedback case. Theorem 1 shows that for data-rates approaching capacity, even a single bit cannot achieve any positive error exponent. Thus in bit-wise UEP, the data-rate must back-off from capacity for achieving any error exponent even for a single bit. On the contrary, in message-wise UEP, positive error exponents can be achieved even at capacity. If only one message in a capacity achieving code was special and demanded an error exponent, Theorem 2 shows its optimal value is equal to a new fundamental channel parameter called the Red-Alert Exponent. We then consider situations where an exponentially large subset of messages is special and demands a positive error exponent. Theorem 3 shows a surprising result that these special messages can achieve the same exponent as if all the other (ordinary) messages were absent. In other words, a capacity achieving code and an error exponent-optimal code below capacity can coexist without affecting each other. These results shed some new light on the structure of capacity achieving codes.
Insights from the no-feedback case become useful in Section III for the case with full feedback, which shows that full feedback creates some fundamental connections between bitwise UEP and message-wise UEP. Now even for bit-wise UEP, positive error exponent can be achieved at capacity. In fact, Theorem 4 shows that a single special bit can achieve the same exponent as a single special message, which equals the Red-Alert Exponent. For a single special message however, Theorem 5 shows that feedback does not improve the achievable exponent. The case of exponentially many messages is resolved in Theorem 6. Of course, many special messages cannot achieve a better exponent compared to a single special message. We will see that the special messages can achieve the same error exponent with feedback as if all other messages were absent. Lastly, some future directions are discussed in Section IV.
II. ERROR EXPONENTS AT CAPACITY: NO-FEEDBACK CASE
Consider a discrete memoryless channel W from input X to output Y and let X , Y denote their alphabets, respectively. The output distribution conditioned on input i ∈ X is denoted by W Y |X (·|i) and the channel capacity is denoted by C. We assume that all entries of the channel transition matrix are nonzero, i.e., every output is reachable from every input. Let us first review the classical definition of an error exponent when all information is treated equally [2] , [3] .
Definition 1: A (n, R, n ) code denotes a length n code of rate R, which has e nR messages and the average error probability of the overall code equals n .
where M andM are in {1, 2, · · · , e nR } denote the randomly chosen transmitted message and the decoded message, respectively.
At a given rate R, a sequence of (n, R, n ) codes with increasing block length n is said to achieve an error exponent if its error probability n can decay exponentially with n.
Definition 2:
The error exponent E(R) at rate R is the maximum value of E such that a sequence of (n, R, n ) codes exists for which n satisfies n . = e −nE . We use . = as a shorthand notation for
Reliable communication at capacity means that for arbitrarily small gap to capacity C −R Δ = ξ > 0, a sequence of (n, R, n ) codes exists for which n vanishes for large n. However, n cannot decay exponentially in this case. That is, no positive exponent is achievable for this error probability as the gap ξ to capacity vanishes [2] .
A. Special bit
We first address the situation where one particular (say the first) information bit out of the total nR/ log 2 information bits is a special bit-it needs a superior error protection compared to other bits. If this first bit is denoted as b 0 and its decoded value is denoted byb 0 . We require that the error probability for b 0 , Pr(b 0 = b 0 ), to decay exponentially while ensuring reliable communication at capacity for the remaining bits. Let us define its exponent.
Definition 3:
Let E b (ξ) be the largest value such that a sequence of (n, C − ξ, n ) codes exists for which n vanishes for large n and Pr(b 0 = b 0 ) . = e −nEb(ξ) . We define E b as the infimum of E b (ξ) over all positive ξ.
This is equivalent to this simpler version used later.
Definition 4:
E b is the largest number such that a sequence of (n, C − ξ, n ) codes exists for arbitrarily small ξ > 0, for which n vanishes, and Pr(b 0 = b 0 ) . = e −nEb . As noted earlier, the overall information cannot achieve any positive error exponent E(R) near capacity. However, it is not clear whether a single special bit can steal an error exponent E b near capacity. For achieving a positive error exponent for the special bit, the codewords in the two halves should be sufficiently separated from each other as seen in Fig. II-A . Such separation is necessary to ensure exponentially small probability of landing in the wrong half. However, above theorem indicates that such a thick patch takes too much volume, and is impossible when we have to fill . = e nC typical noise balls in the output space.
B. Special message
Now we focus on situations where one particular message (say M = 1) out of the total e nR messages is a special message-it needs a superior error protection. The missed detection (i.e., conditional error) probability Pr(M = 1|M = 1) for this 'emergency' message needs to be minimized.
Definition 5: E m is the largest number such that a sequence of (n, C − ξ, n ) codes exists for arbitrary ξ > 0, for which n vanishes, and Pr(M = 1|M = 1)
Theorem 2:
, where P * Y denotes the capacity achieving output distribution. Compare this with the corresponding result for classical communication near capacity. If all the messages demand equally small missed detection probability, then no positive error exponent is achievable for them near capacity. This follows from the previous discussion of the classical error exponent E(R). The above theorem shows the improvement in this exponent if we only demand it for a single message instead of all.
Definition 6:
Parameter D Red of a channel is defined as its Red-Alert Exponent.
The input letter achieving this maximum is denoted by x r . Notice the relation between D Red and C: the arguments to KL divergence are flipped. It is because Karush-Kuhn-Tucker conditions for achieving capacity imply the following [2] ,
Capacity C represents the best possible data-rate over a channel, whereas Red-Alert Exponent D Red represents the best possible protection of a message for data-rates near capacity.
It is worth mentioning here the "very noisy" channel in [2] . In this formulation [4] , the KL divergence is symmetric, which implies D(P *
Hence the Red-Alert Exponent and capacity become essentially equal. Optimal strategy: The special codeword is a repetition sequence of input x r . Its decoding region S contains every output sequence with empirical distribution (output type) different than the capacity achieving P * Y . For the ordinary codewords, use a capacity achieving code and apply ML decoding over them for output sequences outside S.
For a symmetric channel like BSC, any input letter can be used as x r . Since the P * Y is the uniform distribution (denoted by U Y ) for these channels, D Red = D(U Y (·) W Y |X (·|i)) for any input i. This is the sphere-packing exponent E sp (0) of this channel at rate 0.
Intuitive Interpretation: Having a large missed detection exponent for the special message corresponds to having a large decoding region G(1) for the special message. This ensures that when the special message is transmitted, probability of landing outside G(1) is exponentially small. In a sense, E md indicates how large G(1) could be made, while still filling . = e nC typical noise balls in the remaining space. The red region in Fig. 2 denotes such a large region. Note that the actual decoding region G(1) is much larger than this illustration, because it consists of all output types except P * Y , whereas the ordinary decoding regions only contain the output type P * Y .
Fig. 2. Avoiding missed-detection

C. Many special messages
Now consider that instead of a single special message, exponentially many of the e n(C−ξ) total messages are special. Let these special messages be the first e nr messages. Define E M (r) as their missed detection exponent.
Definition 7:
For a fixed r < C, define E M (r) as the largest number such that a sequence of (n, C − ξ, n ) codes exists for arbitrarily small ξ > 0, for which n vanishes, and
If there were only e nr messages in the code (instead of e n(C−ξ) ), their best missed detection exponent equals E(r). This is the classical exponent defined in Eq. (1) earlier.
Thus whatever E(r) is achievable for only e nr messages, is also achievable when there are e n(C−ξ) − e nr ≈ e nC extra ordinary messages requiring reliable communication. Optimal strategy: Start with an optimal code-book for e nr messages which achieves error exponent E(r). These codewords are used for the special messages. Now the ordinary codewords are added using random coding. The ordinary codewords which land close to a special codeword may be discarded without essentially any effect on the rate of communication. At the decoder, a two-stage decoding rule is employed. The first stage decides that some special codeword was sent if at least one of the special codewords is within a threshold distance from the received sequence. Otherwise, the first stage decides that an ordinary codeword was sent. Depending on the first stage decision, the second stage ignores all codewords of one kind and applies ML decoding to the rest.
Intuitive Interpretation: This means that we can start with a code of e nr messages, where the decoding regions are large enough to provide a missed detection exponent of E(r). Consider the balls around each codeword with sphere-packing radius (see Fig. 3(a) ). For each message, the probability of going outside its ball decays exponentially with the spherepacking exponent.
Although, these e nr balls fill up most of the output space, there are still some cavities left between them. These small cavities can still accommodate . = e nC typical noise balls for the ordinary messages (see Fig. 3(b) ), which are much smaller than the original e nr balls. This is analogous to filling sand particles in a box full of large boulders. This theorem is like saying that the number of sand particles remains unaffected (exponentially) in spite of the large boulders.
(a) Exponent optimal code (b) Achieving capacity III. EFFECTS OF FULL FEEDBACK Now we revisit the previous problems assuming perfect feedback at the transmitter: it knows all the past outputs before sending a new input symbol. Feedback allows us to use variable time decoding schemes. Similar to Burnashev [10] , we focus on block encoding schemes where transmission of a new message begins only after decoding of the old message is finished. Since the decoding time n could be a random variable now, letn denote its average.
Definition 8:
A (n, R, n ) feedback code denotes an encoding strategy which has en R messages and error probability n , wheren equals the average decoding delay assuming uniformly distributed messages.
where E [n|M = k] is average decoding time for message k.
A. Special bit
First consider the situation where the first bit b 0 out of thē nR/ log 2 bits is special. The error exponent for the special bit at capacity is defined as follows.
