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Le nombre maximal de lignes de matrices seront d&sign&es par: 
(a) R(k, h) si chaque ligne est une permutation de nombres 1, 2,..., k et si 
chaque deux lignes diffkrentes coincide selon X positions; 
(b) S”(k, X) si le nombre de colonnes est k et si chaque deux lignes diff& 
rentes coincide selon h positions et si, en plus, il existe une colonne avec les 
&5kents y1 , yz, y3, OLI y1 = h # Y, ; 
(c) T”(k, X) si c’est une (0, I)-matrice et si chaque ligne contient k unit&s et 
si chaque deux lignes diffkrentes contient les unit&s selon X positions et si, en 
plus, il existe une colonne avec les ClCments 1, 1, 0. 
La fonction T”(k, h) ttait introduite par Chvbtal et dans les articles de Deza, 
Mullin, van Lint, Vanstone, on montrait que T”(k, A) Q max(x + 2, (k - A)* + 
k - X + 1). La fonction S”(k, X) est introduite ici et dans le Thtorkme 1 elle est 
CtudiCe analogiquement; dans les remarques 4, 5, 6, 7 on donne les gCnCralisa- 
tions de probkmes concernant T”(k, A)), SO(k, h), dans la remarque 9 on gknkralise 
le problbme concernant R(k, X). La fonction R(k, h) ttait introduite et ktudi6e 
par Bolton. Ci-aprbs, on montre que R(k, A) < S”(k, A) < TD(k, A) d’oti ddcoule 
en particulier: R(k, X) Q X + 2 pour X > k + I - (k + 2)lis; R(k, A) = o(k2) 
pour k - X = o(k); R(k, X) Q (k - 1)2 - (k + 2) pour k > 1191. 
En juillet 1974, P. Erdas m’a communiquk le probkme suivant (posC 
par D. W. Bolton dans [l]) et a suppost qu’on pouvait utiliser les rksultats 
de mon article [5]. En effet, soit R(k, A), un nombre maximum v tel 
qu’existe une matrice A(/<, A; v), c’est-k-dire une matrice de dimensions 
21 x k telle que chaque ligne est une permutation des nombres 1, 2,..., Ic et 
que deux lignes quelconques coincident exactement en X positions cor- 
respondentes, 0 < X < k. D. W. Bolton a dtmontrt que R(k, A) < (k - 1)” 
pour k > 1; R(k, 1) < (k - 2)2 - {3/2 + (2/c - 6)j112, pour k 3 1191, 
R(6, 1) = 10, R(k, 0) = k (car& latins); R(k, k - 1) = I, R(k, k - 2) = 2, 
* Le rkund ttait publiC dans Graph Theory Newsletters, Vol. 4, No. 1. 
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R(k, k - 3) = k - 1, R(k, k - 4) = [k/2] pour k > 9; R(k, A) > 2 + 
PV{tk - W311 P our k > X + 2 (ici (X} = infin E N; n > X}). D. Woodall 
a demontre que R(4N f 1, N + 1) 3 N2 pour N = pa, p est un premier. 
Le thtoreme fondamental dtmontrt ci-dessus donne R(k, X) < 
max(X f 2, (k - X)z + (k - A) + 1) d ‘oti decoule immtdiatement les 
estimations superieures suivantes: 
(a) R(k, X) < X + 2 pour h 3 k + 1 - (k + 2)lp, 
cette estimation differe de l’estimation inferieure de Bolton de presque de 
(k - A)/3 fois; 
(b) R(k, h) < (k - X)z + (k - h) + 1 pour h < k + 1 - (k + 2)1/2, 
cette estimation differe de l’estimation inferieure de Woodall (dans son 
cas) de presque de 9 fois; 
(c) R(k, h) = o(k2) pour k - h = o(k), k + co, 
pour comparer je rappelle que apres Woodall R(k, h) 3 (k - I)“/16 pour 
k - X = 3(k - 1)/4 si (k - 1)/4 est un premier; 
(d) R(k, h) < (k - 1)” - (k - 2) pour k >, 1191 
ten effet, R(k, 4 < max(R(k, Q, W, I), max2sh<7c R(k, 4) < 
max(k, (k - 2)2 - (3/2 + (2k + 6)1/2), (k - 2)2 + (k - 2) + 1) = 
(k - I)” - k $ 2 grace a l’estimation superieure de R(k, 1) donne par 
Bolton). A ce propos je suppose que 
m~$~ R(k, h) = R(k, h’) pour h’ = min h, oti 3PG(2, k -- A). 
Dans l’estimation (a) nous avons egalitt pour h = k - 3; l’estimation 
(b) pour le cas h < k + 1 - (k f 2)l/” n’est peut &tre pas le meilleur 
(a propos, on peut montrer que 
R(k, A) < TO(k, A) < (k - A)2 + (k - A) + 1 si 
X < k/2 et PG(2, k - X) n’existe pas). 
TH~ORPME FONDAMENTAL. Soitk - 1 >X >O. On a 
R(k, X) < max(SO(k, h), k - X) < max(TO(k, h), k - A) 
< max(X + 2, (k - h)2 + (k - A) + 1). 
La demonstration du theoreme fondamental est constituee des 6 ttapes 
suivantes correspondant aux ThCoremes l-6. Introduisons les designa- 
tions necessaires. Pour tous entiers k, A, v (oti k 3 X 3 0 et v > 1 > k) 
dtsignons par B(k, h; v) toute matrice de dimension v x k, dont deux 
lignes differentes co’incident exactement dans h endroits communs. 11 est 
clair que toute matrice A(k, X; v) est B(k, h; v). DCsignons la matrice 
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B(k, A; v) par B(k, A; u),- (“non trivial”) ou B(k, A; v)~ (“trivial”) selon 
qu’elle contient ou ne contient pas une colonne contenant des ClCments 
Y,, Y, , y3 tels we y1 = y2 f Y, . Dtsignons la matrice B(k, A; 0) par 
B(k, A; V)i ou B(k, A; u)~ (“presque trivial”) selon qu’elle contient ou ne 
contient pas une colonne contenant des tltments yl, yz , y3, y4, tels 
que y1 f y2 = y3 f y, . lntroduisons les 2 fonctions suivantes: 
S”(k, A) = P(k, A) = 1 pour h = 0, k - 1, k; 
pour 1 < h < k - 2 
SO(k, A) = max 27, oti 3B(k, A; v),- , 
S’(k, A) = max U, oti 3B(k, A; o)i . 
TH~ORBME 1. 
(a) 3B(k, k 4, ; 
(b) %I(k, A; u),- c> h E [I, k - 21, 21 E E3, SO(k 41; 
(c) B(k, A; u)i * h E [l, k - 21, v E [4, Wk &I; 
(d) pour X E [I, k - 21 on a 
4 < F(k, A) < max(F(k, A), X + 2) = SO(k, A). 
THI?OR$ME 2. 
(a) pour h # k on a 3B(k, A; R(k, A)), = R(k, A) = k - A; 
(b) pour X E [l, k - 21 on a 
R(k, A) < max(SO(k, A), k - A) = max(P(k, A), k - h, X + 2). 
DCsignons par C(k, A; v) toute (0, 1)-matrice de v lignes, dans laquelle une 
ligne quelconque contient exactement k unit& et deux lignes diffhentes 
quelconques contiennent exactement h unit& communes. 
DCsignons la matrice C(k, A; v) par C(k, A; v)~ (“nontrivial”) ou 
C(k, A; v), (“trivial”) selon qu’elle contient ou ne contient pas une colonne 
contenant les ClCments 0, 1, 1. DCsignons la matrice C(k, A; v) par 
C(k, A; v)i ou C(k; v)~ (“presque trivial”) selon qu’elle contient ou ne 
contient pas une colonne contenant des Cltments 0, 0, 1, 1. 
Introduisons les deux fonctions suivantes: 
TO(k, h) = Tl(k, A) = 1 pour h = 0, k; Tl(k, k - 1) = 1; 
pour 1 < h < k - 1 
TO(k, A) = max z+ oii 3C(k, A; v)~ ; 
pour 1 < X < k - 2 
Tl(k, A) = max V, oti 3C(k, A; U)i . 
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TH~GORBME 3. 
(a> Wk k o), ; 
(b) 3C(k, A; u), -3 h E [l, k - 11, 21 E 13, To&, hII; 
(c) 3C(k, h; o)i * h E [I, k - 21, 2) E [4, TV, 41; 
(d) pourhE[l,k-2]ona 
4 < Tl(k, A) < max(P(k, A), h $ 2) = T”(k, X); 
T”(k, k - 1) = k $ 1 2 3. 
TH~ORAME 4. 
(a) 3B(k, h; v) +- SC(k, h; 1;) telle qu’il existe une partition de 
I’ensemble de des collones an k parties, de que la matrice formee par chaque 
partie contient exactement 1 unite duns chaque iigne; 
(b) S”(k, X) < T”(k, h); Sl(k, h) < Tl(k, X). 
TH&OR&ME 5. Pour j? # 0 on a 
(4 3”“(2P,P) <P”+P+ 1; 
(b) WY, P> = To@, PI = P" + P + 1, si 3PG(2, /3); 
(4 7-0w, P, < P" f  P + 1, si qPG(2, p). 
TH~ORBME 6. Soit k 3 h + 2. Alors 
(a) T”(k, h) < max(h + 2, (k - h)” + (k - h) + 1); on a aussi: 
(b) Tr(k, A) = T”(k, h) = (k - h)2 + (k - h) + 1, si X < k + 1 - 
(k + l)ri2, 3PG(2, k - X); 
(c) Tl(k, A) < (k - X)z + (k - X) + 2 < X + 2 = T”(k, h), si 
X > k $ I - (k + ])I/“; 
(d) Tl(k, h) < T”(k, h) < (k - h)2 + (k - h) f I, si X < k/2, 
3PG(2, k - h); 
(e) Tl(k, h) < (k - h)2 + (k - h) + 1, T”(k, h) = max(Tl(k, A), 
X + 2), si k/2 < X < k + 1 - (k + l)l/‘, lPG(2, k - A). 
II n’est pas difficile de montrer l’analogue du thtoreme 6 pour SO(k, h), 
S(k, A). 
Remarque 1. La fonction T”(k, h) (dans d’autres designations) a 
deja et6 envisagte. Le problbme a Ctt examine pour la premiere fois pour 
le cas particulier fondamental k = 2h dans [3-51 (dans [3] on obtient 
T0(2h, h) < 2h2); de l’estimation T0(2h, A) < A2 + h + 1 demontree dans 
310 MM. DEZA 
[4] decoule immediatement l’estimation T”(k, h) < max(P - h + 1, 
(k - h)” + (k - h) + l), utilisee dans [6] pour l’obtention de max,snirc 
T”(k, h) < k2 - k + 1. Pour le cas de k, h quelconques, la fonction 
T”(k, X), designee par P,,(k), a Ctt introduite pour la premiere fois dans 
[2]; dans [2], [6] cette fonction a ttC envisagee en liaison avec le probleme 
des d-systemes, pose par Erdos et Rado dans [8] et non encore resolu a ce 
jour. L’estimation de TO(k, X) < k2 - k + 1 pour h = 1 a Ctt prouvte 
dans I’. 1353 de [13] et re-prouvee dans [12] pour la description d’une 
serie infinie de sousgroupes uniprimitifs maximum de groupes alternes 
et symetriques. La question de la conduite asymptotique de C(k, h; tj) 
(appelees la (k, X)-designs) a CtC envisagte le plus completement dans [9], 
[lo] (dans [9] on donne les valeurs de T”(k, h) pour k - h = 1, 2, 3; dans 
[lo] pour X suffisamment grands (par comparaison avec k - h) on montre 
1’CgalitC T”(k, X) = h + 2 et que, si (k, X)-designs irreducible existe 
(c’est-a-dire une matrice C(k, h; v),- , ne contenant pas en qualite de sous- 
matrice d’ordre ZJ ni une colonne Y, d’unties ni une matrice d’identite I,), 
alors k - X divise h et ce design est BIB-design a parametres v, L’ - 1, h. 
Revzauque 2. Voici un autre example d’application de TO(k. X). Dans 
Section 3 de [7] on pose un probleme equivalent au suivant: trouver 
v*(k, h, n) = max D, oti existe une matrice C(k, h; c) contenant II colonnes. 
A l’aide du Theoreme 3 il est aise de montrer que v*(k, A, n) = 
[(n - A)/(k - h)] pour n suffisamment grands (prtcistment pour 
[(n - X)/(k - X)] > T”(k, X)). D’apres les Theoremes 5, 6 on voit que 
cette Cgalitt est vtrifiee, en particulier pour IZ > (k - X)3 + (k - A)z + A, 
si h 3 k/2 oti 3 PG(2, k - h); cette Cgalite n’a deja plus lieu pour 
n = (k - A)” + (k - h)2 + h, ou 3 PG(2, k - X). Dans Section 2 de [7] 
on pose un probleme analogue, mais saris la condition que toutes les lignes 
de la matrice contiennent au plus k unites; il est aise de montrer que dans 
cecasmaxv=n-h’lpourrz>T0(2/\,X)+h-1. 
Maintenant, avant d’aborder la demonstration des thtoremes, 
envisageons pour commencer la notion fondamentale de somme, utiliste 
ci-dessous dans les demonstrations. Partout ci-dessous, les ensembles 
B, = (B(k, h; v)lk 3 h > O>, C, = {C(k, h; v)/k > h b 0} sont envisages 
comme des semigroupes (c’est-a-dire des cones convexes sur (N) relative- 
ment 8. l’optration suivante d’addition: la somme de deux matrices de 2) 
lignes est une matrice de v lignes, constituee des colonnes des deux matrices. 
Done, ci-dessous les designations de la somme des matrices et du produit 
de la matrice par un nombre entier positief doivent &tre comprises non pas 
au sens dune addition ordinaire, mais 8. celui de cette definition. Far 
exemple, C(k, X; u), = (k - h) C(1, 0; v) + hC(1, 1; v). 11 est clair que 
C(1, 0; U) et C(1, I ; v) sont les points extr@mes du cGne convexe C, et que la 
COLUMNS OF MATRICES WITH COMMON ENTRIES 311 
condition v E [3, CO(k, X)] Cquivaut a l’existence d’autres points extremes 
de ce cone. (Dans le cas de B, le role de C(1, 0; 0) est joue par l’ensemble 
de tomes les matrices qui sont une colonne de v elements distincts, le role 
de C(1, I, v) est joue par l’ensemble de toutes les matrices qui sont une 
colonne de z, elements identiques. On a B(k, h; v)~ = Cl(i&k-n BI(l, 0; v) + 
ClSjSA Bjtl, l; v>.> 
Remarque 3. Introduisons les definitions: (k, , A,) 3 (kz , A,), si 
k, - k, 3 h, - h, 3 0.11 est clair que les semigroupes B, , C, deviennent 
ordonnes si on pose: B(k, , A, ; v) > B(k, , h, ; v), C(k, , A, J 2)) > 
C(k, , h, ; 0) pour (k, , X,) > (k, , h,). I1 est clair que C(k, , A, ; v),- + 
((k, - k,) - (A, - U) W, 0; 4 + (4 - 4) CO, 1; v> = WI , A, ; UX 
pour (k, , X,) < (k, , X,). En general on peut montrer que TO(k, A) > 
max!,,,,,),(,,,) T*(k’, X’) = max(TO(k - 1, X - l), T”(k - 1, A)) et que la 
presence ici dune intgalite rigoureuse tquivaut a ce que toute 
C(k, h; T”(k, X)) est la pointe extreme de C, . (Autrement dit toute matrice 
C(k, h; u& pour YJ = T*(k, X) ne contient pas de colonnes avec exactement 
1 ou zi unites.) L’affirmation analogue a lieu pour F(k, A), S”(k, A), 
S(k, h). 
Rernavque 4. On peut gtneraliser les Theoremes 1, 3 et la remarque 3 
en envisageant a la place de B, , C, n’importe lequel de leurs sous- 
semigroupes. Par exemple, pour tout entier 4 > 2 dtsignons par C,, le 
semigroupe de toutes les C(qh, X; 0). I1 est evident que (q - 1) C(1, 0; v) + 
C(1, 1; v) = C(q, 1; v) est le point extreme de C,, et que C(yX, h; v), = 
XC(q, 1, v). Dans [5] on envisage C,, et les resultats correspondants sont 
cites dans le ThCoreme 5 du present article. Une autre generalisation de 
B, , C, sont les semigroupes de matrices de ZI lignes qui apparaissent si les 
conditions = k ou = X sont remplacees par 3, <, = s(r). 
D&zonstration C& Th&oGne 1. En effet, l’affirmation (a) decoule de ce 
que &si~k-A B.@, 0; v) i C1~-jgA B,(l, 1; V) = B(k, h; ZJ)~ . Plus ioin, pour 
tome B = B(k, 0; u) on a B = xl~z~k B,(l, 0; v) = B(k, 0; v)* ; pour toute 
B = B(k, k, v) on a B = C1<j&k B,(l, 1; v) = B(k, k; v)* . Admettons que 
B = B(k, k - 1; v)~ existe pour v >, 3. Sans perdre la generalite, on peut 
poser que B = ((bij)), oti b,, = b,, f b,, . Alors, b,, = b,, ,..., bzi, = b,, , 
puisque la deuxieme et la troisieme ligne co’incident en h = k - 1 endroits. 
En vertu de ce que la premiere et la deuxieme lignes coi’ncident en k - 1 
endroits, il existe un nombrej E [2, k], tel que blj f bzf . Done, bij + b,? et 
b,, f b,, 3 ce qui contredit au fait que la premiere et la troisibme lignes 
coi’ncident en k - 1 endroits. Done, B(k, k - 1, u),- n’existe pas pour 
u > 3. A plus forte raison, B(k, h; V)i n’existe pas pour X = 0, k 
et h = k - 1 (pour o > 3). B(k, X; u),- n’existe pas pour 2~ # [3, S*(k, A)] 
s82alzo/3-4 
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et B(k, X; V)i POLK U $ [4, Sl(k, A)] en vertu de la dt%nition de B(k, A; ok, 
B(k, h; o)i et de S”(k, X), S(k, X). D’un autre c&C, d’aprbs la definition de 
So@, X) existe B(k, X; SO(k, A)) = ((bij)), telie que pour certains I <j < k 
et differems 1 < i , 1, i, , i, < v on a bi j = bi i i bi j. Pour tout v E 
[3, So@, X)] on peut obtenir B(k, X; uk: en rijetan; de cette matrice 
So&, h) - v lignes de So@, X) - 3 lignes, distinctes des lignes avec les 
numtros i, , i, , i, . Par analogie, on dtmontre l’affirmation correspon- 
dante pour F(k, h). Ainsi, les affirmations (a), (b), (c) du ThCoreme 1 sont 
demontrees. Ensuite, on a Sl(k, X) < S”(k, h), puisque toute matrice 
B(k, h; v)i est a plus forte raison B(k, A; vh . Pour X E [1, k - 21 existe 
111, 
112 
B(3, 1; 4)i = 212 
221 
d’oa Bt3, 1; 4)i + C1si~k-n-e B(l, 0; 4) + Cl<j<n-l Bj(1, 1; 4) = 
B(k, A; 4)i ; done F(k, A) 3 4. 11 existe ~galement 
12 ..- 22 
B(X + 2, A; h + 2)” = 21 ..a 22, 
22 ..a 21 
d’oti B(k, A; h + 2),- = B(h + 2, h; h + 2), + &,<lc-A-s B(l, 0; X f 2) = 
B(k, h; h + 2), ; done SO(k, X) 3 h + 2. Pour dtmontrer le ThCoreme 1, 
il reste a dtmontrer que SO(k, X) > S’(k, X) 3 S”(k, A) = h + 2. Soit 
B = B(k, h; v),- , oti S’(k, h) < b < S”(k, h). Done, B = B(k, X; v)~ et pour 
certains entiers x1 , x2 , x8 > 0 on a B = CIgi~,I B(1, 0; v) + B’ f 
ClsigV, B(l, 1; v), oh B’ est une matrice de dimension II x xg , constituee 
uniquement de colonnes dans lesquelles tous les tlements, sauf un, sont 
Cgaux entre eux. En calculant de deux facons le nombre de paires d’tle- 
ments (b,, , b,,J de la matrice B telles que 1 < j < k, 1 < i < i’ < v  et 
bij = b,,j , nous obtenons l’identite X(i) = x,(“;~) + x,(i) d'oti 
v(x, + xg - A) = 2x, . On a x2 > 0, puisque, au cas contraire, B n’est pas 
B(k, A; v)~. DOIIC x2 + x, - h > 0. Done v = 2x,/(x, + x3 - h) = 
2 - 2(x, - A)/(xs + XQ - A) < 2 + 2h(x, + x3 - A) = 2 + 2h/(k - h - Xl), 
puisque x, + x2 f x3 = k. On a B’ = B(k - x1 - x3 , h - x3 ; v)~ ; done, 
en vertu du point (c) du Thtoreme 1 deja demontrt, on a k - x,, - x3 3 
(A - x3) + 2, d’oti k - X - x1 > 2 et v < 2 + 2hj2 = X + 2. 
Le Theo&me 1 est demontre. 
D&nonstrafion CELL Th&orordme 2. En effet, soit v’ = R(k, A). Soit A une 
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A(k, A; v’). En vertu du fait que A(k, A; a’) = B(k, A; v’) et que B(k, A; u’)~ 
n’existe pas, on a A = C~G~(~-,, B,(l) 0; v’) + ClsjsA B,(l, 1; 21’). Du fait 
que toutes les lignes de la matrice CIGjsA BJ, 1; 0’) sont Cgales, il vient que 
C1sigJG-A &(I, 0; a’) = A(k - A, 0; D’). Done, u’ < k - A. D’autre part, 
voici un exemple de matrice A(k, A; k - A): 
1 2 . . . k-h- 1 k-X k-h+1 k-A++...k-1 k 
2 3... k--h 1 k--h+1 k--h+2 ... k- 1 k. 
. . . . . . 
k--X 1 . ..k-h-2k-X-lk-h+lk-A+2...k-lk 
L’affirmation (a) est demontree. L’affirmation (b) decoule immediatement 
de (a) et de l’affirmation (d) du Theo&me 1. 
D&monstvation du ThPordme 3. En effet, cette demonstration est 
analogue a celle du ThCoreme 1. On a (k - A) C(l, 0; v) + XC(1, 1; v) = 
C(k, A; u)~ . Pour tome C = C(k, 0; v) on a C = k C(l, 0; a) = C(k, 0; u)~; 
pour toute C = C(k, k; u) on a C = kC(I, 1; U) = C(k, k; u), . 
L’inexistence de C(k, k - 1; a)i pour v > 4 se demontre par analogie 
avec l’inexistence de B(k, k - 1; v)~ . 11 existe 
0111 000111 
C(3, 1; 3),- = 1 0 1 1, C(3, 1; 4)i = 0 1 1 1 0 0. 
1101 101010 
110001 
Pour firm, quand on demontre que P(k, A) > Tl(k, A) =S P(k, A) = X + 2, 
le role de X, , x2 , xQ (de la demonstration du Thtoreme 1) est joue par le 
nombre de colonnes de 1, v - 1, v unites respectivement. 
Remavque 5. Le ThCoreme 1, 3 et la remarque 4 peuvent &tre genera- 
lises dans la direction suivante. Dtsignons par B(X, , Xi ; v) une matrice 
de dimension v x A, , dans laquelle toutes i lignes distinctes coi’ncident 
exactement en hi endroits communs. Par analogie, on peut definir 
C(h, , hi ; v) et ensuite les fonctions So@, , Xi) = max b, oh 3 B(X, , Xi ; b) 
avec yap YI ,.-, Yi , Y. f y1 = . . . = yi dans une colonne et To@, , Ai = 
max v, avec 0 et i unites dans une colonne. 
Remarque 6. Les Thtoremes 1, 3 et les remarques 4, 5 peuvent tgale- 
ment etre gtntralisees dans la direction suivante. Pour tout entier z > 1 
designons par B(k, A; v)= (ou C(k, A; u)~) une matrice B(k, A; v) (ou 
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C(k, X; v)), si une colonne quelconque de cette matrice ne contient pas 
d’elements b, ,..., bz+3, tels que b, = ..* = b [(eT3)/21 f buz+3)/21+1 - - . . . = 
Dtsignons par B(k, X; u)~ (ou C(k, h; v)?) une matrice B(k, h; u) 
;;s C(k, A ) ; v , si elle n’est pas B(k, h; v), (ou C(k, X; v),) et appelons la 
z-nontrivial. Si v > 2 est tel que 3 B(k, X; v)~ ou C(k, h; v&, alors introdui- 
sons les fonctions 
S”(k, A) = max v, Oil 3 B(k, A; v)z, 
T”(k, A) = max zi, oti 3 C(k, A; v)~ . 
11 est aist de dtmontrer la generalisation suivante des Theoremes 1, 3: 
SZ(k, A) ,< S”pl(k, A); Tyk, A) < Tz-l(k, A); 
3 B(k, A; v)~ o u E [z + 3, S”(k, A)]; 
3 C(k, A; v)~ s+ z; E [z + 3, T”(k, A)]. 
A ce propos, on peut montrer que pour p 3 1 
T”(2p, /3) = T1(2/3, /3) = ... = T292p, p) = /3” + 6 + I, si 3 PG(2, ,8). 
DPmonstration du The’orL;me 4. En effet, soit B = B(k, h; v). Pour 
toute colonne bi = (b, ,..., bi,JT de la matrice B existe une partition de 
l’ensemble {I,..., v> en sous-ensembles nonintersectes Fil ,..., Fimi telle que 
b,, = b&l < g < h < v) si et seulement si les nombres g, h appartiennent 
au m&me ensemble FJl < e < m,). 11 est clair que 1 < mi < v. Designons 
par c(bJ = ((csIL)) une (0, 1)-matrice de dimension v x mi , dans laquelle 
c,h = 1 -bg,EFih. Par exemple, pour bi = (-5,2, 2)T, (-1, 2i12, 
-1, -(2)1/2)T on a 
10 100 
c(bJ = 0 1, 0 1 0. 
01 100 
00 1 
La matrice c(bJ contient exactement 1 unite dans chaque ligne. I1 est 
evident que, en substitutant de cette faGon toutes les colonnes b, ,..., b, de 
la matrice B aux matrices correspondantes c(b,),..., c(b& nous obtenons 
C = C(k, A; v). I1 est clair que B = B(k, h; v& 3 C = C(k, h; u),- et que 
B = B(k, X; v)i * C = C(k, X; u)r , ce qui dtmontre l’affirmation (b) du 
ThCoreme 4. 
Remarque 7. 11 est aist de generaliser le Theo&me 4 de la faGon 
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suivante. Soit B(k, {hi?); v) une matrice de dimension zi x k, dans laquelle 
pour tous 1 < i < j < u la ii&me et le jieme lignes comcident exactement 
en hij endroits; soit C(k, (Xij}; ) Y une (0, 1)-matrice de ~1 lignes, dans 
laquelle chaque ligne contient k unites et pour tous 1 < i < j < v la 
ii&me et lejitme lignes contiennent exactement hij unites communes. Alors, 
3 B(k, (&}; v> e 3 C(k, {&}; v), telle qu’existe une partition de I’ensemble 
de ses colonnes en k parties, telle que la matrice form&e par chaque partie 
contient exactement 1 unite dans chaque ligne. Si a la place de Ati nous 
prenons la distance de Hamming rij (nombre de positions non co’inci- 
dentes) alors on aura 3 B(k, {r&; v) * 3 C(k, {2r,?>; v) avec la m&me 
propritte. 
DPrnonstration du Th6orPme 5. Dans les termes de [3-51 l’existence de 
C(2h, h; v)~ Cquivaut a celle dun code equidistant nontrivial de u + 1 mots 
a distance 2h. Les points a), b) du ThCoreme 5 ont et6 donnes pour la 
premiere fois (en termes de codes equidistants) dans [4] en russe. Par la 
suite, ils ont CtC dCmontrCs en details dans [5]. L’affirmation (c) du 
theoreme a et6 demontree dans 1111. 
D&monstration du Thtfortme 6. On prouvera d’abord des 5 afIir- 
mations: 
(1) TO(k, A) < max(X2 + A + 1, (k - hJ2 + (k - A) + 1); 
(2) Tl(k, A) < T0(2k - 2X, k - A) + I; 
(3) s’il existe PG(2, k - h), alors 
T1(k,h)>,T1(2k-22X,k--)=(k-A)2+(k--)+1; 
(4) pour k > 2X on a 
TO(k, A) < T0(2k - 24 k - A); Tl(k, A) < T1(2k - 24 k - A); 
(5) pour k < 2X on a 
TO(k, A) > T0(2k - 24 k - A); Tl(k, A)) > T1(2k - 2X, k - A). 
En effet, l’affirmation I decoule immediatement du Theoreme 5. Pour 
prouver I’affirmation 2, nous prendrons une matrice C(k, A; v)i = ((C,,)). 
Sans perdre la generalite, posons C,, = C,, = ... = C,, = 1. Remplacons 
dans la matrice ((C$)) tous les elements &(I < i < v, 1 <J: ,< k) par 
1 - Cij ; ensuite, tliminons la premiere ligne. 11 est facile de verifier que 
nous obtiendrons la matrice C(2k - 2X, k - h; v - l),; cela dtmontre 
l’affirmation (2). On peut obtenir la matrice C(k, h; v)i en ajoutant a la 
matrice d’incidence de PG(2, k - X) h - 1 colonnes C(l, 1; v). L’affirma- 
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tion (4) dtcoule du fait que pour k > 2h on a C(k, A; v) + (k - 2A) 
C(1, 1; v) = C(2k - 2X, k - h; v). L’affirmation (5) decoule du fait que 
pour k < 2h on a C(2k - 2X, k - A; v) + (2X - k) C(1, 1; v) = C(k, A; v). 
Apres, en utilisant (l)-(5) et 1’CgalitC T(k, h) = max(F(k, h), h + 2) (je 
rappelle que cette CgalitC a CtC prouvee pour la premiere fois dans [IO]; 
mais cela est demontre ici dans (d) du Theo&me 3 d’une autre faGon) nous 
obtenons immediatement les propositions (b)-(e) du Theo&me 6 a 
l’exception de ce cas k/2 < h < k f 1 - (k + l)lie, 3 PG(2, h - X), ou 
nous avons Tl(k, A) = TO(k, h) = (k - h)2 + (k + A) + 1 ou = (k - A)z 
+ (k - h) + 2. La seconde possibiliti: s’exclut grace a [14]; cela complete 
la preuve de (b). L’affirmation (a) du ThCoreme 6 decoule de (b)-(e). 
D&nonstration du The’orPnze fondamental. En effet, en vertu des 
Theoremes 2,4 pour 1 < h < k - 2 on a R(k, h) < max(k - h, S”(k, h)) < 
max(k - h, TO(k, h)). En appliquant l’inegalite (a) du Theo&me 6, nous 
obtenons la derniere inegalite du ThCorbme fondamental. 
Remarque 8. Remarquons que dans l’intgalite R(k, A) < S”(k, A) < 
TO(k, h) differents cas sont possibles: par exemple R(k, A) = SO(k, A) = 
TO(k, h) = h + 2 pour k - 3 = h > 11; R(k, A) = 2 <Sl(k, A) = 
S”(k, X) = 4 < Tl(k, h) = TO(k, X) = 7 pour k = 3, X = 1 ou k = 4, 
X = 2. Du Theo&me 6 [14] on voit que SO(k, A) < Tl(k, A) = TO(k, A) = 
k2 - k + 1 au cas oti X = 1 et PG(2, k - 1) existe. D’apres le Theo&me 2 
de [lo] on voit que pour suffisamment grand h (par rapport a k - A) on a 
TO(k, X) > max(TO(k - 1, x - l), T”(k - 1, A)) * SO(k, A) < TO(k, h). 
Remarque 9. Nous considerons maintenant une classe de problemes 
qui sont proches du probleme d’estimation de RQk, h) et lies a la thtorie du 
chiffre. DCsignons par A(k, <h; v) une matrice de dimension v x k, telle 
que chaque ligne est une permutation de 1,2,..., k et chaque deux lignes 
differentes co’incide au maximum selon h positions. Designons R(k, < A) = 
max v, oti il existe A(k, <A; v). Analogiquement nous introduirons 
R(k, >X). De la m&me faGon, nous designerons les matrices B(k; < A, I; v), 
B(k, > h, I; v) (oh I est le nombre d’tlements differents de la matrice) et 
C(k, < X, n; v), C(k, > X, n; v) (oti n est le nombre de colonnes de la 
matrice). Alors, il existe des fonctions max v; nous les designerons respec- 
tivement par S(k, < h, l), S(k, > A, I), T(k, < h, n), T(k, 3 A, n). En 
gentralisant les Thtoritmes 2 et 4, il n’est pas difficile de montrer que 
S(k, < A) < S(k, d A, k) < T(k, < A, k2> et R(k, > h) < S(k, > A, k) < 
T(k, > X, k2). Mais on a, par exemple, R(2, < 1) = 2 < 6 = T(2, < 1, 22). 
Pour R(k, < h) on a R(k, < 0) = R(k, 0) = k et R(k, < A) = k! pour 
h = k - 2, k - 1, k. On a R(k, < h - 1) < R(k, < A) < R(k + 1, < 
h + 1) < (k + 1) R(k, < A). Pour tout 0 < Y < k, designons par F,” le 
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nombre de permutations {a,, a2 ,..., aA> telles que i{i/ai f i>[ < I’. Le 
nombre Di, = k! - F& ‘v e-lk! s’appelle nombre de desordres. 11 est 
evident que F,” = 1 + C~&. Di(:) N e-lk! xTc--lgi(k--a l/i!. On peut 
montrer que k!/F&,-, < g(i, < A) < k!/FL:,-,-,,,,, , d’ou e(k - I)-’ 
(A + 2)! 5 R(k, < A) < e([(k + A)/21 + l)!. Mais pour k = 4, h = 1 on 
a 8 < R(4, < 1) < 4! et les deux estimations k!/Fz” = 24/7 et k!/F,” = 4! 
ne s’obtiennent pas. L’ensemble de tous les k! permutations deviennent 
l’espace metrique si on definit la distance entre chaque deux permutations 
comme le nombre de positions differentes; l’ensemble R(k, < A) peut &tre 
consider6 comme un code maximal detectant X - 1 erreurs. Les estima- 
tions obtenues ci-haut sont analogiques aux estimations de Rao-Hamming 
et Varshamov-Gilbert de thtorie de codes correcteurs. En utilisant l’opera- 
tion ordinaire de multiplication de permutations, nous obtenons la notion 
de code de groupe, etc. 
PourR(k,<h)onaR(k,>O)=k!,R(k,&k-2)=R(k,k-2)=2, 
R(k, > k - 1) = R(k, 3 k) = 1. On a R(k, >, h + 1) < R(k, > A) < 
R(k + 1, > h + 1) < (k + 1) R(k, > A). On a R(k, > A) > max((k - A)!, 
FtFk-n,,zl) (la premiere estimation est realiste par une matrice qui contient 
h colonnes avec des elements Cgaux; la deuxieme estimation est rtalisee 
par une matrice dans laquelle chaque ligne differe de une permutation 
don&e au plus selon [(k - A)/21 positions; la deuxieme estimation est 
meilleure qui la premiere deja pour h = k - 4 > 4 et, en g&k-al, pour 




12 3 4. 
Done, pour h=k-3>3 on a R(k,>A)>k>63max(k-A)!, 
F[:k--h),B]). Je suPP ose que R(k, 3 A) = (k - A) ! pour k > A, parce que 
l’affirmation analogique a lieu pour (0, I)-matrices (le thtoreme bien connu 
de Erdijs-Ko-Rado dit que T(k, > A, n) = (:I:) pour n sufisamment 
grand). Je suppose aussi que pour k donne les fonctions R(k, <A) et 
R(k, > A) de l’argument X sont les plus proches l’une de l’autre dans 
A ‘v k/2. 
Note ajorrtte en &ewe. Quelques problkmes qui ont et6 posCs dans cet article 
sont examints plus dktaillement dans les articles suivants: 
(1) M. Deza, R. C. Mullin, S. Vanstone: 
(a) Recent results on (r, X)-designs, Proc. of conference on numerical mathematics, 
Univ. of Manitoba, October 1975; 
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(b) Ortogonal systems, & paraitre dans Aequationes Math; 
(c) Room squares and equidistant permutations arrays, B paraitre dans Ars 
Combinatoria 1; 
(2) M. Deza et P. Frankl, Maximum number of permutations with given minimal or 
maximal distance, B paraitre dans JCT-A. 
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