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ABSTRACT 1 
The study of macroscopic traffic features, such as flow, speed and travel time is 2 
essential to the understanding of the freeway and arterial road traffic. However, modeling the 3 
temporal evolution of these features and the relationship between them is difficult, especially 4 
for arterial roads, where the process of traffic change is driven by a variety of factors. The 5 
introduction of the Bluetooth technology into the transportation area has proven exceptionally 6 
useful in this pursuit, as it allows direct measurement of two important features, that is, travel 7 
time and traffic demand. 8 
In this work, we propose an approach based on a simple Bayesian network for 9 
analyzing and predicting the complex dynamics of flow or volume, based on travel time 10 
observations from Bluetooth sensors. The spatio-temporal relationship between volume and 11 
travel time is captured through a first-order transition model, and a Gaussian sensor model. 12 
The two models are trained and tested on travel time and volume data from an arterial link. 13 
To reduce the computational costs of the inference tasks, volume is discretized through Self-14 
Organizing Maps. 15 
Preliminary results show that the Bayesian network proposed can effectively estimate 16 
and predict the complex dynamics of arterial volume and travel time. Not only is the model 17 
well suited to produce posterior distributions over single past, current and future volume 18 
values; but it also allows estimating the joint distributions, over sequences of volume values. 19 
Furthermore, the Bayesian network can achieve excellent prediction, even when the stream of 20 
travel time observation is partially incomplete.  21 
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INTRODUCTION 1 
Monitoring traffic is key to understanding the principles of network state estimation and 2 
prediction. Traffic engineering has come a long way from manual photographic studies 3 
(Greenshields et al., 1933) to high tech road systems that can automatically report traffic state 4 
variables in high frequency to traffic control centers (Muller, 2005). 5 
Since the introduction of the Fundamental Diagram (FD) in 1935 (Greenshields), the 6 
relationship between fundamental factors, such as volume, density, and speed, has been used 7 
to study the behavior and performance of road networks (May, 1990). Numerous interesting 8 
interpretations have been proposed to explain the peculiar shape of such a diagram. It is 9 
generally accepted that, under certain conditions, macroscopic relations become reproducible 10 
curves. As congestion increases, however, scattering is observed and the behavior of the road 11 
network becomes harder to capture (Brockfeld et al., 2008). 12 
Data collection is essential for evaluating the performance of transportation systems 13 
and for supporting the development of new approaches to understand how traffic evolves 14 
(Barcelo et al., 2010). Every new sensor technology allows the research community to 15 
develop better models, to calibrate and validate existing ones, and so to improve traffic 16 
management. 17 
The recent introduction of the Bluetooth (BT) technology into traffic monitoring has 18 
enabled us to obtain more precise measurements of fundamental variables. Through 19 
Bluetooth scanners, the traffic data is sensed from various areas of the road network, and 20 
used to accurately measure travel time and traffic demand (Tsubota et al., 2011). 21 
A rollout of over 200 Bluetooth scanners (Delafontaine et al., 2012) within the 22 
Brisbane Metropolitan area, Australia, provided access to a large-scale individual travel time 23 
database that gave insight to the way the spatio-temporal data from BT scanners can be 24 
combined with volume data, in order to study and predict the behavior of arterial roads. In 25 
order to study the spatio-temporal evolution of volume and travel time variables in arterial 26 
roads, we use dynamic Bayesian networks. This probabilistic approach enables to find 27 
tractable solutions to complex inference problems. Moreover, it allows dealing with the 28 
uncertainty related to temporal transition and observation models. In this paper, we will show 29 
how these problems are addressed through Bayesian networks. Furthermore, we will show 30 
how the computational complexity of the temporal inference can be reduced, by partitioning 31 
the 3D space of the temporal FD into regions of homogeneous density. 32 
After reviewing related work, the theoretical framework will be introduced, as a 33 
means of studying and modeling the spatio-temporal relationship between an arbitrary set of 34 
traffic variables. From the general framework, a Bayesian network will then be built and 35 
utilized to show that accurate temporal interference on real-world traffic data can be made. 36 
The paper closes by reporting some initial findings and their interpretation, and an outlook to 37 
future work.  38 
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RELATED WORK 1 
The estimation and the prediction of traffic features such as traffic volume, densities, speeds 2 
or travel time has been attempted in numerous ways. The Fundamental Diagram (FD) shows 3 
that some of these features are highly correlated, at least under equilibrium situations 4 
(Lighthill and Whitham, 1955). Later studies have suggested that traffic reaches intermediate 5 
states before becoming congested (Kerner, 2004). At the urban scale, Macroscopic 6 
Fundamental Diagram (MFD) patterns have also been described and interpreted (Geroliminis, 7 
2011). 8 
A different stream of research has looked into the modeling of the spatio-temporal 9 
processes that underlie traffic state change, for estimation and prediction purposes. Auto 10 
Regressive Moving Average (ARMA), Auto Regressive Integrated Moving Average 11 
(ARIMA) or Autoregressive Moving Average with exogenous variable (ARMAX) have been 12 
applied to time series analysis of traffic (Clark, 2003). Bayes filters have been extensively 13 
used to estimate the state of the system, when noise and uncertainty significantly affecte the 14 
observation (Billot et al., 2010).  To this end, Kalman Filters (Kalman, 1960) have been used 15 
to estimate linear dynamics from noisy measurements. Recently, Barcelo et al. (Barcelo et al., 16 
2012) used Kalman Filters to estimate time-dependent Origin-Destination matrices, from the 17 
data available from Bluetooth sensors. To allow for the nonlinearities peculiar to road 18 
network systems, researchers have also utilized more complex probabilistic approaches, 19 
which are not tied to linear hypotheses under which Kalman Filters work. Amongst these, 20 
Extended Kalman Filters (van Hinsbergen et al., 2012), Unscented Kalman Filters (Hage et 21 
al., 2012) and Particle Filters (Shuyun et al., 2010) have been explored. Wang et. al. (2007) 22 
applied EKF in combination with a stochastic traffic model to carry out the traffic state 23 
estimation. In Hegiy et al. (2006), the performance of EKF and Unscented Kalman filters has 24 
been compared, considering freeway flow estimation, parameter estimation and joint and dual 25 
estimation. The use of particle filters for freeway traffic estimation has been described in 26 
detail by Mihaylova et. al (2004). 27 
Neural Networks (NNs) represent another commonly used approach to traffic state 28 
estimation and prediction. Van Lint (2004), carried out an extensive study of State Space 29 
Neural Networks (SSNN) for travel time prediction in freeways. Liu et al. (Liu et al., 2006)  30 
investigated the use of Extended Kalman Filters for improving the effectiveness of SSNN. A  31 
third family of approaches that have been employed for travel time prediction includes all 32 
Support Vector Machine (SVM) methods, including travel time regression (Wu et al., 2004) 33 
and traffic congestion classification (Sun et al., 2012). 34 
The framework used in this work is based on Bayes filters. In particular, we use 35 
dynamic Bayesian networks for traffic flow estimation, given travel time observations. 36 
Bayesian networks have captured more interest in the last five years within the traffic 37 
community (Sun et al., 2006a, Pascale and Nicoli, 2011, Castillo et al., 2008). The originality 38 
of this work, however, lies in the fusion of the data from Bluetooth scanners and loop 39 
detectors for arterial volume estimation; and in the use of an efficient and effective solution 40 
for reducing the computational cost of the Bayesian inference tasks. 41 
SPATIO-TEMPORAL PATTERNS IN FUNDAMENTAL DIAGRAMS 42 
Having large amounts of accurate travel time data from Bluetooth scanners has at least two 43 
advantages: it allow visualizing spatio-temporal traffic patterns in great detail, and enables to 44 
test and extend current approaches to travel time estimation and prediction. The motivation 45 
for our work mostly came from the former advantage, that is, the curiosity of observing how 46 
fundamental relationships, for arterial roads, unfold along the time dimension. This task was 47 
easily achieved, for all the data available from Bluetooth (BT) and loop detectors were time-48 
stamped. In building such diagrams, we represented the relationship between travel time and 49 
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volume (left of FIGURE 1), which is analogous the well-known speed-flow relationship. By 1 
adding time, as a third dimension to the 2D volume-travel time points, we effectively 2 
‘stretched’ the 2D spatial scattering along the time axis, and generated a 3D spatio-temporal 3 
surface (right of FIGURE 1). This surface showed the same hysteretic patterns observed by 4 
Geroliminis (Geroliminis, 2011). As reported by Geroliminis, the phenomenon appeared to 5 
be prominent at peak hours; when traffic became congested. 6 
Rather than testing the hypothesis of traffic hysteresis, however, we decided to 7 
contribute to the development of Bayesian networks, to capture spatio-temporal patterns 8 
between an arbitrary set of variables. As discussed in the previous section, Bayesian networks 9 
have been used for estimating and predicting freeway traffic. On arterial networks, however 10 
the task of  estimating and predicting travel time and volume becomes hard, due to exogenous 11 
variables such as signals and other intersection details (Brockfeld et al., 2008).  12 
Due to the reliability of the Bluetooth data, we nevertheless postulated that a 13 
probabilistic approach could still yield accurate traffic estimations, even on arterial links. 14 
Other research has shown that Bayesian networks can, in effect, capture complex arterial 15 
flow dynamics (Sun et al., 2006b). However, these networks have estimated flow, on the 16 
basis of other flow values observed at upstream and downstream intersections. We wish to 17 
show that Bayesian networks can model the spatio-temporal relationship between different 18 
data types, within the same link. As we shall see, once the spatio-temporal relationship 19 
between travel time and volume is established, the probabilistic model can be used to make 20 
useful inference about past, present and future volume values, even when travel time stops 21 
being observable. 22 
 23 
THEORETICAL FRAMEWORK 24 
In order to build a Bayesian network estimator of traffic, we will need to describe traffic as a 25 
series of snapshots, each of which representing the state of the arterial link a particular time. 26 
In general, a snapshot consists of a set of variables, some of which are observable and some 27 
of which are hidden, that is, not directly measurable. Examples of state variables are: volume, 28 
speed, density, signal timings and weather conditions, amongst others. 29 
We allow all these variables to be random and model the behavior of the road network 30 
with a temporal Bayesian structure, similar to the one depicted in FIGURE 2. In this way, the 31 
 
FIGURE 1 Fundamental relationships in space and time. (Left) Travel time versus volume diagram for 
an arterial segment in the Brisbane area. Points of the 2D space form different clusters, depending on 
the current traffic condition. (Right) By stretching the same 2D diagram along the time dimension, it 
becomes possible to distinguish the major trajectories in which the state of the system unfolds. Here, 
solid green and dashed red trajectories indicate traffic trends for weekends and week days, 
respectively. The dashed trajectory shows evidence of traffic hysteresis. 
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joint and conditional relationship within and between snapshots is systematically captured, 1 
and used to make useful inference, as will be explained shortly. 2 
 3 
Building a Bayesian network does not necessarily require training, provided the causal 4 
relationship between all state variables is known. If such a relationship is not given, it can 5 
still be elicited from the data, assuming that the state variables become observable for some 6 
time. It has been shown that Bayesian models are typically robust to noise (Bishop, 2006), as 7 
long as the uncertainty of the observation is known or can be measured. These advantages 8 
offered by Bayesian networks are crucial for our purposes. First, even when the process of 9 
state change is not fully understood, it is important to be able to predict how traffic will 10 
evolve in the near future, given the past chain of events. Second, having all traffic data 11 
always available from all sensors is hardly ever a possibility. Just like any other physical 12 
device, traffic sensors do fail at unpredictable times and rates. Yet, it is important to 13 
accurately estimate what the hidden data is, for example, in order to provide signals with a 14 
continuous stream of reliable data.  15 
TEMPORAL INFERENCE ON VOLUME INFORMATION 16 
In this section, we will show how dynamic Bayesian networks are used for learning spatio-17 
temporal patterns of data coming from heterogeneous sources; these latter being Bluetooth 18 
(BT) sensors and loop detectors (LDs). To this end, we consider travel time as continuous 19 
evidence. In contrast, traffic volume, from loop detectors, is assumed to be the hidden 20 
underlying cause for all travel time observations. The conditional relationship between these 21 
variables will be learned rather than being explicitly formulated. The two inference tasks that 22 
we set out to solve are:  23 
a) find the traffic volume at any past, present of future point in time, given all travel 24 
times to date  25 
b) find the sequence of volume values that best explain the travel times thus far 26 
observed 27 
In order to pose these tasks in concise terms, we will introduce some basic 28 
terminology. In particular, we will use   and   to denote the hidden volume and the travel 29 
time evidence, respectively. Moreover,         and         will indicate the posterior 30 
distribution over the current state and evidence, respectively. Finally, we will let       31 
indicate that the variable   (volume or travel time) assumed value    at some time    .  32 
Task a) therefore translates to performing smoothing, filtering and prediction, which 33 
simply means computing the posterior                , over previous (     ), current 34 
(   ) and future (   ) states. By contrast, task b) asks to determine the volume sequence 35 
         , for which the likelihood                        is maximum. 36 
Ht-1 Ht Ht+1
Et-1 Et
H0 ...
Past Present Future
 
FIGURE 2 Example dynamic Bayesian framework. The spatio-temporal relationship between system 
variables can be captured by a probabilistic graphical model. In this example, the state, H, of the 
system depends only on the previous state, and not on earlier states. The evidence, E, is direct 
consequence of the current state. 
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To keep the complexity of our model to a minimum, we required that the current state 1 
of the system depended only on the previous state (first-order Markov assumption): 2 
 
                        (1) 
Also, we assumed that the current travel time depended only on the current state: 3 
 
                           (2) 
The dynamic Bayesian model resulting from these assumptions coincides with the one 4 
illustrated in FIGURE 2. We will now turn our attention to the inference tasks given above, 5 
and give them precise formulation.  6 
Filtering, Smoothing and Prediction 7 
From the structure of the Bayesian network introduced earlier, it can be shown (Russell and 8 
Norvig, 2003) that filtering can be recursively estimated as: 9 
               
                                                        
    
 (3) 
The distribution      , prior to any observation, is usually assumed to be uniform, although 10 
this need not be the case. As explained earlier, smoothing is the process of computing the 11 
distribution over past states, given the travel time up to the present, that is,                 12 
for      . This can be efficiently computed from the sequence of filtered estimates using 13 
the Forward-Backward algorithm (Russell and Norvig, 2003). 14 
If we allow for    , then (3) becomes: 15 
                                                      
        
 (4) 
The above equation allows predicting what the future state of the system is likely to 16 
be, for some time   in the future. Note that the difference between filtering and prediction is 17 
that the posterior                 does not get updated by the sensor model 18 
           , for the evidence, by definition, is only sensed until  . Prediction can also be 19 
used to estimate the state of the system when the evidence becomes temporary unavailable. In 20 
practice, however, the accuracy of ‘blind’ predictions quickly decreases as times goes by. 21 
Most Likely Sequence of States 22 
A very efficient way of determining the sequence of states that best explains the travel time to 23 
date, is given by the Viterbi algorithm (Viterbi, 1967). This algorithm uses a dynamic 24 
programming procedure very similar to the one expressed by (3). The difference is that in 25 
Viterbi, the summation is replaced with a maximization over     , and only the maximum of 26 
the posterior                        is retained at each iteration. Computing the most 27 
likely sequence is the only option when more than one state is to be estimated. Indeed, while 28 
filtering and smoothing enable to compute the likelihood over individual states, 29 
               , the most likely sequence involves computing the joint likelihood      30 
                            of the sequence of states. 31 
It should be noted that, the inference tasks so far presented work on-line only for 32 
finite temporal sequences. As time elapses, more observations and states are added into the 33 
model, thus making the inference task computationally more costly. Fortunately, the dynamic 34 
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of traffic can be studied on a daily basis, as it can safely be assumed that, under normal 1 
conditions, the traffic from previous days does not affect that of the current and future days. 2 
Selection of Hidden and Evidence Variables 3 
The choice of considering volume as hidden variable was motivated by the limited 4 
availability and reliability of this data with respect to travel time. In general, the task of 5 
estimating traffic variables will always translate to assuming that there is some evidence 6 
which is more reliable and/or available than the data that is to be predicted. Travel time 7 
estimation and prediction can be performed through the same framework. To this end, one 8 
can take the time of the day, weather condition and even travel times over previous days as 9 
evidence; the travel time of the current day can be the hidden variable. 10 
TRAIN AND TEST SETS 11 
In this section, we will show how the data from two different sources (i.e. Bluetooth sensors 12 
and loop detectors) is processed in order to train both transition and sensor models of the 13 
Bayesian network. 14 
The data used for our experiments concerned a stretch of an arterial road in the 15 
Brisbane (Australia) area. Bluetooth (BT) scanners and Loop Detectors (LD) were located at 16 
both upstream and downstream intersections of the target arterial segment. BT scanners 17 
allowed the (anonymous) identification and timing of all devices that were discoverable in 18 
the proximity of the BT scanner. The travel time for a device detected at the two intersections 19 
was computed as the difference between the two related timestamps. Accordingly, if a device 20 
was detected at time    at the upstream intersection, and at    at the downstream intersection, 21 
then its travel time was        . The scanning frequency of BT detectors was of about    22 
seconds per scan cycle. Volumes were obtained from LDs, which periodically (every   23 
minutes) reported the sum of all detected vehicles (volume), for each lane. The target arterial 24 
road was composed of three lanes. 25 
In order to build the Bayesian network we clustered travel time and volume values 26 
into discrete time slices, or bins, of    minutes each. Travel times and volumes, collected 27 
over a period of one day (     minutes), were therefore binned into     time slices as 28 
follows: if time[ ] indicates the time of the  -th time slice, then a sample (travel time or 29 
volume), with timestamps   , shall fall into slice   if 30 
                       (5) 
This binning mechanism was also used to filter noise (e.g. pedestrian and cyclists) 31 
from the travel time data, as illustrated on the left of FIGURE 3. To this end, for each time 32 
bin, we computed the Median Absolute Deviation (MAD). A travel time in the time bin was 33 
considered valid if it would fall within the median travel time      D. The median of the 34 
filtered travel times was then used as representative travel time value. 35 
As far as concerns volumes, time binning was performed as follows. First, the 36 
cumulative sum of all volume values from all lanes was computed, for both the downstream 37 
and upstream set of detectors. These cumulative sums was then binned into time bins, 38 
according the volume timestamps, as in (5), and the mean for each bin was computed (filled 39 
and hollow circles on the right of FIGURE 3 denote the mean values of the cumulative 40 
sums). Finally, the discretized volumes for the arterial link were obtained as a difference 41 
between consecutive mean values of the cumulative sum. This process produced two volume 42 
profiles, related to each one of the two sets of loop detectors (endpoints) of the link. The final 43 
set of discrete volume values was calculated as element-wise average of the two profiles. 44 
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Missing values, due to insufficient (travel time or volume) samples, were replaced by linear 1 
interpolation. 2 
The data available covered a period of   days of a week of August 2011. Our dataset 3 
therefore consisted of     (     ) 3D points; the three dimensions being time (of the day), 4 
travel time and volume. As a training set, we used the data from the first three days of the 5 
week; these were     (       points) from Sunday, Monday and Tuesday. Testing was 6 
performed on the rest of the dataset, concerning Thursday, Friday and Saturday.  7 
 8 
SENSOR AND TRANSITION MODELS 9 
In previous sections, we showed how to address our temporal inference problems, through 10 
recursive estimations. In doing so, we assumed that the transition model,           , and the 11 
sensor models,         , were given. As stated earlier, these models can have a precise 12 
formulation if the ‘physics’ of the process is well known.  s an example, consider the 13 
transition model of the standard Kalman filter used to determine longitudinal and lateral 14 
speed of an object, given the observed longitudinal and lateral position (Thrun et al., 2005). 15 
Such a transition model is given by Newton’s laws of motions, assuming constant 16 
acceleration. 17 
In our case, transition and sensor models are not known, and need to be estimated 18 
instead. A common way to model            and          is through Gaussian Mixtures 19 
(Bishop, 2006). Because Equation (3) involves a summation over the domain of previous 20 
state values (    ), the domain itself is first partitioned into a number of discrete values. The 21 
smaller this number, the smaller the number of operations required to carry out the 22 
summation in (3). However, fewer discrete values also yield less accurate predictions. 23 
In this work, we propose to partition the volume domain into ‘interesting’ volume 24 
points. As an interestingness measure, we use the density of the 3D point cloud representing 25 
the time-travel time-volume surface, like the one depicted on the right of FIGURE 1. In this 26 
3D space, we define a region interesting if it shows homogeneous density. The automatic 27 
detection and clustering of homogeneous regions was achieved through Self-Organizing 28 
Maps (SOM) (Kohonen, 1989). The SOMs we used were composed of units organized in 29 
hexagonal grids. Each unit had a three-dimensional weight vector associated with it; 30 
encoding the unit position in input space. The interesting volume points coincided with the 31 
volume-related weight component of each unit (FIGURE 4). The proposed technique can be 32 
 
FIGURE 3 Time slicing and data de-noising. In order to build dynamic Bayesian models, the 
involved continuous variables need to be discretized. This was achieved by clustering the data into a 
finite number (144) of time bins. (left) Travel time data underwent de-noising, achieved by rejecting 
travel time points that lied outside the confidence interval of       , around the median travel 
time. (right) Volume discretization was carried out through cumulative sum of volume records from 
upstream (green, hollow circles) and downstream (red dots) set of loop detectors. See the text for 
more details.  
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seen as a type of dynamic state space partitioning, in which the state space is recursively 1 
decomposed according to the posterior probability mass (Thrun et al., 2005). 2 
Finally, the posterior distribution            was defined through a     transition 3 
matrix; with   being the number of SOM units. The      -th element of this matrix expressed 4 
the probability 5 
                    (6) 
This probability was the normalized frequency with which each state transition was 6 
observed, over the entire training set. As for the sensor model, the posterior distribution 7 
         was modeled through a set of   univariate Gaussians. Given that the density 8 
around each SOM unit is assumed to be rather homogeneous, the choice of a unimodal 9 
distribution, such as the Gaussian, seemed to be appropriate for the sensor model. Each 10 
Gaussian therefore represented the distribution             of travel times belonging to 11 
the  -th SOM unit, related to the volume   . The Gaussian parameters were estimated using 12 
Maximum Likelihood (ML). 13 
 14 
PRELIMINARY RESULTS 15 
In this section, we will present the results from the four inference tasks discussed earlier, 16 
performed by the trained Bayesian network on the test set. 17 
Filtering and Smoothing 18 
Both filtering and smoothing allow estimating the state of the system, at some current or past 19 
point in time. Smoothing, however, provides better estimates over past states, as more and 20 
more evidence is collected about future states. The difference in response between filtering 21 
and smoothing can be observed from the first columns of FIGURE 5. Note that there are 22 
cases in which filtering produces poor estimates, that is, excessively high volume values. 23 
Prediction 24 
We used prediction as a means of estimating the actual state of the system, in the case of 25 
missing data. To this end, we manually selected a set of points from the test set, and labeled 26 
them as missing data. We then used (4), rather than (3), whenever the travel time value was 27 
missing. Results are shown in the second column of FIGURE 5; red dots indicate points in 28 
 
FIGURE 4 SOM clustering of the fundamental surface. In order to reduce the computational burden 
associate with performing temporal inference, the fundamental surface was partitioned into a set of 
interesting regions of homogeneous density. The centers of such regions (red squares) were computed 
using Self-Organized Maps (SOMs). 
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time at which travel time became unavailable. As it can be observed, the model is capable of 1 
accurate ‘blind’ inference, even for critical state transition periods. 2 
 3 
Most Likely State Sequence 4 
Computing the most likely sequence of states is the type of inference that is to be made in 5 
order to determine the entire history of volume values, given the travel times thus far 6 
observed. It can be noticed, from FIGURE 6, that a simple Bayesian network trained over a 7 
relatively small set (    samples) yields good results. The level of confidence of the 8 
estimation (indicated by the color of the dots) is typically high for low-volume, uncongested 9 
situations. The confidence decreases, however, as volume – and therefore congestion – 10 
increases. Furthermore, it can be observed that the predicted volume is slightly shifted in 11 
time, with respect to the actual volume. This appeared to be the case, regardless of the 12 
number of clusters (i.e. SOM units) used to represent the state of the system. These two 13 
effects may suggest that, while regions of non-congested traffic are well captured by simple 14 
first-order Bayesian networks, regions of instable traffic may require higher-order models. In 15 
other words, the first-order Markov assumption made about the transition model may have 16 
oversimplified the problem, insofar as congested traffic is concerned. In these cases, other 17 
quantities may need to be incorporated into the Bayesian network framework, as observable 18 
causes for volume change. 19 
(a)
(b)
 
FIGURE 5 Filtering and prediction results. (first column) Blue, hollow circles are the values of the 
most likely volume, given the history of travel times (travel time values are not shown in the graphs). 
Green, filled circle indicate hindsight inference or smoothing. Note how temporary volume ‘spikes’, 
generated by filtering at about 5%, 10% and 70% of the time axis, are smoothed down to values that 
are closer to the actual volume data. (second column) When travel time data stops being observable, 
volume prediction can still be attempted. The proposed model is reliable, even when the missed 
observations (denoted by red, filled dots lying along the time axis) arrive at critical times of the day, 
that is, during the transition between off-peak and peak traffic. Rows (a) and (b) refer to week and 
weekend data, respectively.  
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 1 
In our experiments, we found that the system performance, measured through Mean 2 
Squared Error (MSE), was not greatly affected by the number of clusters used; that is the 3 
number of output units of the Self Organizing Maps (SOM). In particular, SOMs with 5 up to 4 
90 units enabled to maintain the error below        . However, the accuracy of the 5 
estimation degraded for SOMs with less than 5, or more than 90 units, resulting in higher 6 
MSEs (FIGURE 7). This effect is linked to the bias and variance of the model. As it should 7 
be expected, overly simple (e.g. too few SOM units) or complex (e.g. too many SOM units) 8 
models tend to exhibit high bias or variance, respectively. This, in turn, results in larger errors 9 
on validation and test sets (Bishop, 2006). 10 
 11 
CONCLUSION AND FUTURE WORK 12 
The Bluetooth technology is an extremely important tool for analyzing the behavior of traffic. 13 
Through Bluetooth sensors, it is becoming possible to accurately estimate travel time and 14 
traffic demand for virtually any type of road network. Having access to high quality, timed 15 
travel times allows building more accurate spatio-temporal macroscopic models. Bayesian 16 
 
FIGURE 7 MSE Performance. The Mean Squared Error (MSE) was used to quantify the difference 
between estimated and actual volumes. The graph shows the relationship between MSE and number 
of SOM units, across three different test days. Note how SOMs of less than 5, or more than 90, units 
may yield less accurate results. 
 
FIGURE 6 Confidence in the estimated volume. The graphs illustrate that the simple first-order 
Bayesian network is capable of accurate prediction, when traffic is not congested. Colored, filled dots 
denote the most likely volume values, given the travel times observed over one day. The colors of the 
dots represent the confidence in the estimate, ranging from lowest (0) to highest (1). Dashed lines 
indicate the 95.4 volume percentile. 
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networks provide excellent tools in this respect, for they can effectively and efficiently deal 1 
with uncertainty peculiar to any sensor and transition model.  2 
In this paper, a simple Bayesian network was built in order to show that reliable 3 
inference can be made about past, current and future volumes, once some sequence of travel 4 
time values are observed. Preliminary results show that travel time and volume are highly 5 
correlated in space and time, when traffic is not congested. In these cases, a simple first-order 6 
Bayesian networks can effectively capture the dynamics of the system. However, as traffic 7 
becomes congested, the system enters a less-predictable state, characterized by an increase in 8 
the uncertainty about the spatio-temporal fundamental relationships. In these cases, travel 9 
time and volume appear not to be self-sufficient to describe the dynamics of arterial links, as 10 
other quantities may have systematic effects on the state change. These findings are in line 11 
with other research, conducted on arterial networks (Geroliminis, 2011). 12 
Further research will take two main directions. On the one hand, higher order 13 
Bayesian networks will be investigated to study the effect of state history on the accuracy of 14 
traffic prediction. Also, the inclusion of further state and evidence variables will be 15 
considered, as a way for us to better understand the causes and consequences of instable 16 
traffic states. It is postulated that, as Bluetooth data will become more abundant, our 17 
understanding about the statistical properties of the spatio-temporal relationships between 18 
macroscopic factors will grow as well. 19 
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