Abstract. We introduce a generalized solution of the Riemann problem for a general resonant nonlinear balance law, and we prove the convergence of the 2 2 Godunov numerical method based on these solutions. In particular, we obtain generic conditions that guarantee a canonical structure for the elementary waves in the solution of the Riemann problem, and an interesting multiplicity of time-asymptotic wave patterns is observed and characterized.
is an inhomogeneous term that is treated as a variable (so that (2) is a system of two balance laws) to express the dependence of the time-asymptotic wave patterns on the inhomogeneity, and as a first attempt to model systems of this form.
In this paper we define a generalized solution of the Riemann problem for system (2) , we isolate generic conditions on the functions f and g that guarantee a unique canonical structure to the elementary waves that appear in the solutions near U,, and we construct the solution of the Riemann problem in a neighborhood of a state U, under these generic conditions. Because of the inhomogeneous term in (2) , there exists a multiplicity of solutions to the Riemann problem, (cf. [18] , [19] ), and here we introduce a new admissibilty criterion for Riemann problem solutions of (2) . In the final section we prove the convergence of the 2 x 2 Godunov numerical method [3] based on these admissible solutions of the Riemann problem, and time-independent bounds on solutions as well as convergence (after extraction of a subsequence) is proved when a(x) is an arbitrary function of bounded variation. Because of the appearance of a delta function in (2) when a is discontinuous, there is no classical weak formulation of (2) when a is discontinuous, but in the final section we prove that the limits of Note that one can replace f(a, u) by f(a(x), u) in (2) , in which case (2) reduces to a scalar conservation law with z-dependence. Our point of view here is to study (2) as a 2 x 2 nonstrictly hyperbolic system, and in this paper we characterize the generic structure of the time-asymptotic wave patterns (the solutions of the Riemann problem), and analyze the effects of implementing these elementary wave patterns in the 2 x 2 Godunov numerical method. The theory of scalar conservation laws does not apply to numerical methods which are based on the elementary waves for (2) when (2) is treated as a resonant nonlinear system. The presence of the coinciding wave speeds allows for oscillations to develop in solutions, and, in particular, this implies that the total variation of a solution u(z, t) at time t > 0 can be arbitrarily large relative to both the total variation of the initial data u(x, 0) and the total variation of a(z), the latter being 
(we assume f (U,) < 0),
9(u,) o.
The structure is qualitatively different for g > 0 and g < 0, and a complete description of the structure of the elementary waves (shock waves and rarefaction waves), in a neighborhood of U. is given in both cases. In the case 9 =-0, the system (2) reduces to (8) ut + f (a, u)x O, and the canonical structure of the waves presented in [10] for system (8) is obtained from the ones given here in the limit g 0. Note that when a --constant, so that a' 0, the solutions of (2) solve the equation (8) , which is a scalar conservation law because a is fixed.
The structure of asymptotic wave patterns is understood in terms of the solutions of the Riemann problem, i.e., the initial value problem with initial data given by the jump discontinuity UL ifx <0, (9) v0()= v ix>0.
The presence of the inhomogeneous term ag in (2) introduces nonuniqueness of solutions of the Riemann problem. This nonuniqueness results from a multiplicity of time-asymptotic wave pattens to which solutions will decay as t -c for given states UL and UR at x -c and x +e, respectively. Analogous multiplicities are observed in nozzle flow and in shallow water flow down a ramp [1] (see also [2] , [4] [5] [6] , [9] , [11] , [19] ). Our procedure is to construct a nonlinear functional F that generalizes the functional F defined in [22] . We use this functional as an entropy condition to pick out a set of admissible solutions of the Riemann problem. This functional assigns an "F-value" to every nonlinear wave, and we choose the admissible solutions of the Riemann problem as the ones that minimize the total variation in a as well as the "F-value" of the waves in the solutions. (Our admissible solutions are in general not unique.) We use this minimization property to show that the sum of the F-values of the waves in a solution at a given time level is monotone decreasing in time in the approximate solutions generated by the 2 2 Godunov method based on the admissible solutions of the Riemann problem given here. In particular, this implies the stability of the scheme (in the total variation norm defined in terms of the singular coordinate system of wave curves), as well as the compactness of the approximate solutions.
Since the functional F measures the strength of a wave, our results demonstrate that a finite amount of wave strength is generated in solutions of (2) . This helps explain why, as waves interact due to the nonlinearity of wave speeds, we expect solutions to decay to time-asymptotic wave patterns. In particular, we observe that, unlike linear equations that blow up in the presence of resonance, we expect the general resonant nonlinear system with source terms to exhibit decay instead of blowup.
Note that there is no general weak formulation of (2) when a is discontinuous, and so our solutions of the Riemann problem are actually generalized weak solutions of (2) . In 4 we show that the solutions generated by the 2 2 Godunov method arc bounded and converge (modulo extraction of a subsequence) and are weak solutions of (2) in the case when a is Lipschitz continuous. Also, it is interesting to note that the solutions of the Riemann problem in general contain four elementary waves, whereas at most three were observed in [10] when g 0. Equation (6) implies that (8) is genuinely nonlinear for each fixed a in a neighborhood of a, when u is in a neighborhood of U,. For definiteness, we assume that (10) f(U,) < 0, to be consistent with [10] . A nonlinear hyperbolic wave is a solution of the Riemann problem for the scalar conservation law (8) Let (a(x), u(x)) be a standing wave (i.e., time-independent) solution of (2) . Then
which is equivalent to fada + fdu gda.
We rewrite this as (11) (fa g)da + fdu O.
The nondegeneracy assumption (5) implies that fa g 7/= 0 in a neighborhood of U,, and therefore (11) (12) and any smooth function V)(x), the curve u (x), a as(v)(x)) is a standing wave solution of (2) . Moreover, if aL as(UL) and an as(un), then the standing wave discontinuity
is obtained as a limit of smooth solutions; specifically, if (z)
--U(x,t). We view the standing wave discontinuities defined in (13) as elementary waves (in fact, contact discontinuities) for system (2) . In 3, we construct the general solution of the Riemann problem for (2) (in a neighborhood of U,) in the class of standing waves and nonlinear hyperbolic waves. In 4, we prove the convergence of the 2 x 2 Godunov method based on this generalized solution of the Riemann problem.
The standing wave curves are solutions of (11) . Note that for a standing wave, da (14) Thus, d2a/du 2 < 0 in a neighborhood of U,. DEFINITION 1. The transition curve T associated with system (2) is the set (16) o}.
Since fu 0, the implicit function theorem implies that (in a neighborhood of U,) 7 -is a smooth curve passing through U,, which we denote by (17) u uT(a).
The curve T comprises the states near U, for which the nonlinear wave speed is zero.
By (14) and (15) , the standing wave curves -(a(u), u) (in a neighborhood of U,) are convex down, cross 7-transversally, and maximize a on 7-. (See Fig. 1.) We now define the 0-speed shock curve corresponding to a given standing wave curve. By our choice of signs (f < 0 and g-f > 0), the entropy shock waves (see [21] ) for the scalar conservation laws (8) jump always from left to right in the (z, t)-plane and (a, u)-plane simultaneously; thus, by the Rankine-Hugoniot jump relation for shocks, the 0-speed shocks (s 0) cross T from left to right at a constant value of f. By (6) and (14) , the curves f constant (near U,) also are convex down in the (a, u)-plane, taking a maximum value of a on T. (See Figs. 1 and 2 .) Since f < 0 and f 0 on T, f decreases with increasing a along T. Now, for a given standing wave a a(u) and a given state (a, u) on the standing wave to the left of T (i.e., < u(a)), define and g such that the states (a, g) and (a, g) lie to the right of T at the same a-level and lie, respectively, on the same standing wave curve and constant f curve as the state (a, ). That is, g satisfies (18) a(g) a(u), and g satisfies g(a, uR(a)) da {g(a, uL(a)) g(a, uR(a))} da,
where we have used as(uR) aL a(UL). Therefore, if g < 0, then g(a, uL(a)) > g(a, un(a)) for a a(UM), SO that by (22)we obtain
This, together with the assumption fa < 0, implies that the 0-speed shock curve lies above and to the right of the standing wave curve as(u) (see Fig. 2 [13] , [21] , [8] . [8] .
Even with these entropy conditions there is a multiplicity of solutions of the Riemann problem. To obtain the compactness of solutions generated by the 2 x 2 F. 3. gu < 0, UL < uT(aL ).
FG. 4 . gu < 0, U L > uT(aL).
FIG. 5. gu > O, u L < uT(aL).
FG. 6 . g > 0, UL > uT(aL).
Godunov method (based on these admissible solutions of the Riemann problem) in the next section, we impose as a further condition that the functional F defined below (in analogy with the functional introduced in [22] ) be minimized on the waves in the admissible solution of the Riemann problem. This final condition still does not lead to uniqueness. However, any further choice does not affect the compactness of the approximate solutions. We note also that the F-value of admissible solutions depends continuously on Uc and UR even though the waves change discontinuously in the (z, t)-plane. This reflects an interesting instability in the time asymptotics of solutions of (2).
We define F and the "singular" coordinate z in analogy with the quantities defined in [22] . The [22] , [18] . To read the diagrams, start at Uc and follow the arrows to an arbitrary state UR. The wave curves traversed then give the elementary waves in the solution of the Riemann problem going from left to right in the (z, t)-plane. It is easy to verify that in the limit as g tends to zero, these diagrams reduce to those for the resonant homogeneous system at O, ut + f(a, U)x 0 [10] . In this sense, the present analysis generalizes that for g 0.
In Figs. 3-6 , the solid convex down curves denote standing wave curves, and the dotted curve to the right of T denotes the 0-speed shock curve corresponding to the standing wave curve through Uc. In Figs. 3 and 4 , the dotted line falls to the right of the standing wave curve through Uc because g < 0. Similarly, in Figs. 5 and 6, it falls to the left because g > 0. (The proof that F is minimized on these admissible solutions follows by the argument given in [22] and [7] where the relevant geometry is the same.) We discuss the multiplicity of solutions in Figs. 3-5 below. In Fig. 6 , solutions are unique.
In each of Figs. 3-5, there is a region of right states U for which there are multiple solutions of the Riemann problem that minimize the total variation in a. In the interior of the region there are always three solutions, while at the boundary the multiplicity reduces to two solutions. We expect that all solutions of the Riemann problem represent possible time-asymptotic states to which solutions of the Cauchy problem can decay. Note also that some solutions are composed of four elementary waves, whereas there are at most three waves when g 0 [10] . The next result follows directly from the diagrams and implies an L bound on approximate solutions generated by this class of Riemann problems. PROPOSITION 1. All admissible Riemann problem solutions lie on the convex side of the outer of the two standing wave curves through UL and UR. In particular, the convex side of each standing wave curve is an invariant region for admissible solutions of the Riemann problem. 4 . The generalized Godunov method. Let Uzxx(x, t) denote an approximate solution of the Cauchy problem (2), (8) generated by the Godunov scheme, for initial data Uo(x) taking values in a neighborhood B of U, where the solution of the Riemann problem has been constructed in the previous sections. (We use the notation of [15] , and [16] .) To construct the approximate solutions, first discretize R We let x nAx, tj =jAt so that (xn, tj) denote the mesh points of the approximate solution. Define S {(x,t): ti _< t < ti+l}.
The approximate solution Ux generated by the Godunov scheme is defined as follows [15] : to initiate the scheme at n 0, define
Assuming that Uzxx(z, t) has been constructed for (x, t) E [-Ji=0 Si, then we define U/xx in Sn as the solution of (2) Proof. See Theorem 2 of [15] . Thus assume that U/x(x, t) is a sequence of Godunov approximate solutions that converges boundedly, pointwise almost everywhere to a function U(x, t), and satisfies the estimate (30) Varz{Uzx(.,t)} < 4Vz.
In the next section we conclude by showing that the limit function U(z, t) is a classical weak solution of (2) when a has no delta function singularities. []
