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a b s t r a c t
The empirical relevance of models of competitive storage arbitrage in explaining commodity price
behavior has been seriously challenged in a series of pathbreaking papers by Deaton and Laroque (1992,
1995, 1996). Here we address their major criticism, that the model is in general unable to explain the
degree of serial correlation observed in the prices of twelve major commodities. First, we present a
simple numerical version of their model which, contrary to Deaton and Laroque (1992), can generate the
high levels of serial correlation observed in commodity prices, if it is parameterized to generate realistic
levels of price variation. Then, after estimating the Deaton and Laroque (1995, 1996) model using their
data set, model specification and econometric approach, we show that the use of a much finer grid to
approximate the equilibriumprice function yields quite different estimates formost commodities. Results
are obtained for coffee, copper, jute, maize, palm oil, sugar and tin that support the specifications of the
storage model with positive constant marginal storage cost and no deterioration as in Gustafson (1958a).
Consumption demand has a low response to price and, except for sugar, stockouts are infrequent. The
observed magnitudes of serial correlation of price match those implied by the estimated model.
© 2009 Elsevier B.V. All rights reserved.1. Introduction
Commodity price risk has long been an important concern for
consumers and producers, and the potential of storage for moder-
ating such risks is widely recognized. In 1958, Gustafson (1958a,b)
made a major contribution to the study of the relation between
storage and price risk when he presented his model of the market
for a storable commodity subject to random supply disturbances,
anticipating the concept of rational expectations of Muth (1961).
Gustafson’s model showed that competitive intertemporal stor-
age arbitrage can smooth the effects of temporary gluts and, when
stocks are available, temporary shortages. Subsequent numerical
models in the Gustafson tradition, including Johnson and Sumner
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doi:10.1016/j.jeconom.2009.10.008(1976), Gardner (1979), Newbery and Stiglitz (1981, Ch. 30) and
Wright and Williams (1982), have confirmed that the qualitative
features of the price behavior of some important commodities are
consistent with the effects of such arbitrage. In addition, numeri-
cal storage models (for example, Park, 2006) can explain the key
qualitative features of farmers’ economic behavior when they face
high transaction costs, and the threat of hunger if local food crops
fail and prices soar.
The estimation of theoretically acceptable models of price
smoothing by storage arbitrage, however, was delayed for decades
by the absence of satisfactory time series of aggregate production
and stocks for major commodities. Deaton and Laroque pioneered
the empirical estimation of models of storage arbitrage, given such
data limitations, by developing an estimation strategy that used
only deflated price data, assuming a fixed interest rate and speci-
fying the cost of storage as proportional deterioration of the stock.
Their conclusions were discouraging regarding the contribution of
storage models to our understanding of the nature of commodity
price risk. They furnished a body of numerical and empirical evi-
dence (Deaton and Laroque, 1992, 1995, 1996) against the ability
of their model to explain commodity price behavior, nicely sum-
marized by Deaton and Laroque (2003, p. 290): ‘‘[T]he speculative
model, although capable of introducing some autocorrelation into
an otherwise i.i.d. process, appears to be incapable of generating
the high degree of serial correlation of most commodity prices.’’
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the competitive storage model, rather than a question of whether
their specifications could yield high correlations that are consistent
with the data (Deaton and Laroque, 1995, p. S28).
In this paper we re-assess the relevance of speculative stor-
age in explaining commodity price behavior. To do so, we must
first address the claim that the inability to match the high corre-
lations observed in commodity price data is a general feature of
themodels, regardless of the parameterization. One set of evidence
presented by Deaton and Laroque consists of simulations of var-
ious numerical specifications of the model (Deaton and Laroque,
1992, p. 11), all of which fail to generate sufficiently high autocor-
relation. We demonstrate that even their high variance simulation
model with linear consumption demand, like key illustrative ex-
amples in Gustafson (1958a,b), Gardner (1979), and Williams and
Wright (1991), fails to generate asmuchprice variation as observed
for the commodities they consider.With a less price-sensitive con-
sumption demand curve, we show that storage can generate in
their model levels of sample correlations and variation of price in
the ranges observed for a number of major commodities. Thus the
relevance of the storage model is re-established as an empirical
question.
Our numerical examples assume no storage cost apart from in-
terest. It is clear that very high decay rates for stored commodities,
such as those estimated byDeaton and Laroque (1995, 1996) (rang-
ing from 6% to 18% per annum), would greatly reduce the correla-
tions produced in our numerical examples, and make it less likely
that storage would in fact induce the high correlations observed
in price. A brief review of information on storage costs for some
commodities and time periods yields no cases consistentwith such
high decay rates. Indeed the evidence in general points to a spec-
ification presented in Gustafson (1958a), with positive constant
marginal storage cost.
Using the econometric approach of Deaton and Laroque (1995,
1996) and the same dataset of 13 commodity prices,1 we move
on to estimation. First, we re-evaluate the empirical results of the
PML estimates of Deaton and Laroque (1995, 1996) for the case of
i.i.d. production. Using amodel based on our understanding of their
empirical model and its implementation, we replicate the results
for most commodities quite accurately, including the very high
decay rates estimated by Deaton and Laroque.
However, investigation of their estimation procedure reveals
their fit of the price function to be unsatisfactory, due to use of in-
sufficient grid points in approximating the price functions through
splines. Re-estimation with finer grids yields quite different esti-
mates, with the estimated decay cost of storage reduced or elim-
inated when the number of grid points is substantially increased,
for most commodities. Simulations based on themodels estimated
with the finer grids reveal that, for five commodities (coffee, cop-
per, maize, palm oil and sugar), the observed value of first-order
correlation of prices lies within their symmetric 90% confidence
regions.
We then estimate a model that allows for a fixed positive
marginal cost of storage, as well as for the possibility of positive
deterioration of stocks, which therefore nests the model of Deaton
and Laroque (1995, 1996). We obtain results for seven commodi-
ties: coffee, copper, jute, maize, palm oil, sugar, and tin. The es-
timates indicate a fixed positive marginal storage cost with no
1 The commodities are bananas, cocoa, coffee, copper, cotton, jute, maize, palm
oil, rice, sugar, tea, tin and wheat. The original price indexes, attributed to World
Bank sources, and a series for the United States Consumer Price Index, are available
on-line at http://qed.econ.queensu.ca/jae/1995-v10.S/deaton-laroque/. The data
reported as the US CPI for the period 1900–1913 appear to be from the deflator
presented in Rees (1961).deterioration, providing empirical support to the specification
used in Gustafson (1958a). Simulations based on each of our es-
timates using this specification produce sample distributions of
the first- and second-order autocorrelation that include observed
values within the 90% symmetric confidence regions. Estimation
using the alternate 2% real interest rate assumed by Gustafson
(1958a) shows even better matches of mean prices, predicted au-
tocorrelations, and coefficients of variationwith the observed data.
Thus we have established that competitive storage can gener-
ate the high levels of autocorrelation observed for the prices ofma-
jor commodities. Further, the application of Deaton and Laroque’s
econometric approach, modified to improve its numerical accu-
racy, using their own data set, can yield empirical results that are
consistent with observed levels of price variation and autocorrela-
tion for seven major commodities.
2. Can storage generate high serial correlation?
We begin by focusing on a preliminary question: can a simple
storage model with i.i.d. production disturbances generate price
autocorrelations that are similar to those observed in time series
for major commodities? To address this question, we consider
specifications of the storagemodel that are special cases of models
presented in Gustafson (1958a), and Deaton and Laroque (1992).
Production is given by an i.i.d. sequence ωt (t ≥ 1) with
bounded support. The available supply at time t is zt ≡ ωt + xt−1,
where xt−1 ≥ 0 are stocks carried from time t − 1 to time t .
Consumption ct is the difference between available supply zt and
stocks xt carried forward to the next period. The inverse consump-
tion demand F(c) is strictly decreasing. There is no storage cost
apart from an interest rate r > 0. Storage and price satisfy the ar-
bitrage conditions:
xt = 0, if (1+ r)−1Etpt+1 < pt ,
xt ≥ 0, if (1+ r)−1Etpt+1 = pt ,
where pt represents the price at time t , and Et is the expectation
conditional on information at time t . The above complementary
inequalities are consistent with profit-maximizing speculation by
risk-neutral price-takers.
To investigate whether there exist, within the parameter space
of the model, specifications that yield price behavior characteristic
of observed commodity markets, one can solve the model for each
of a set of parameterizations by numerical approximation of the
equilibrium price function, and then derive by numerical methods
the implications for time series of price behavior. In the numeri-
cal approximations of Deaton and Laroque (1992, Table 2, p. 11),
the highest autocorrelation of price that they report is produced
by a specification that they denote the ‘‘high-variance case’’, which
matches an example in Williams and Wright (1991, pp. 59–60),
with no deterioration or other physical storage cost, r = 0.05, lin-
ear inverse consumption demand, F(c) = 600−5c , and production
realizations drawn from a discrete approximation to the normal
distribution (with mean 100 and standard deviation 10). This case
implies a price autocorrelation of 0.48, far below the sample corre-
lations calculated from the 88-year time series of prices of 13 com-
modities (bananas, cocoa, coffee, copper, cotton, jute, maize, palm
oil, rice, sugar, tea, tin, and wheat as listed in Table 1) which are all
in excess of 0.62. They conclude that perhaps the autocorrelation
observed in commodity prices needs to be explained by phenom-
ena other than storage (Deaton and Laroque, 1992, page 19).
Our solution of the storage model for the same specification,
when simulated for 100,000 periods, yields first- and second-order
autocorrelations of prices, over this long sample, of 0.47 and 0.31.
These values are close to those obtained by Deaton and Laroque
(1992) for the invariant distribution (0.48 and 0.31, respectively).
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distribution with mean 100 and standard deviation 10, truncated at five standard deviations from the mean.Table 1







Bananas 0.92 0.83 0.17
Cocoa 0.84 0.66 0.54
Coffee 0.81 0.61 0.45
Copper 0.85 0.67 0.38
Cotton 0.88 0.69 0.34
Jute 0.71 0.45 0.33
Maize 0.75 0.54 0.38
Palm oil 0.72 0.48 0.48
Rice 0.84 0.63 0.36
Sugar 0.62 0.39 0.60
Tea 0.80 0.64 0.26
Tin 0.89 0.75 0.42
Wheat 0.86 0.68 0.38
In order to assess the implications of the model for samples of
the same length as those of the observed commodity price series
used for this paper, we take successive samples of size 88 from the
simulated series, the first starting from period t = 1, the second
from period t = 2, and so on, andmeasure the autocorrelation and
coefficient of variation for each of them. Fig. 1 shows histograms of
simulated sample first-order correlations and coefficients of vari-
ation for this exercise. The median of the first-order autocorrela-
tions is 0.45. The 90th percentile is 0.61, a little below the lowest
value in the commodity price series, which is 0.62, for sugar. For
all twelve others in Table 1, the values are above 0.7, the 98.5 per-
centile of the distribution of simulated values; it is clear that the
example does not match the data for these others at all well. The
same criticism applies to many of the other examples in Wright
and Williams (1982), and Williams and Wright (1991), with simi-
lar specifications.
However this ‘‘high-variance case’’ has another problem. It does
not generate sufficient price variation tomatch the values for most
of the commodities in the 88-year samples. The long run estimate
of the coefficient of variation of price is 0.25, half its value when
storage is not possible.
The coefficients of variation for the time series of prices of all
the commodities in Table 1 but bananas and tea lie above the
98th percentile of the distribution of sample values generated from
simulation of this numerical model. It is clear that this specifi-
cation, and the others considered in Gustafson (1958a,b), Gard-
ner (1979), Wright and Williams (1982), Williams and Wright(1991) and Deaton and Laroque (1992, Table 2, p. 11), in fact imply
lower price variation than observed in major commodity markets.
Although it is conceivable that variation in production has been
substantially underestimated, it appears more likely that the con-
sumption demand functions specified in the numerical models,
with price elasticities (at consumption equal to mean produc-
tion) in the range −0.5 to −0.1, are more sensitive to price than
are consumption demands in the markets we consider.2 Hence
the simulations exhibit too little storage, too many stockouts, and
consequently values for price variation and serial correlation that
are too low to match those observed in the time series of prices of
major commodities.
To increase the price variation in themodel, we rotate the linear
consumption demand around itsmean, changing its price elasticity
at that point from −0.2 to −0.067, not, a priori, an unreasonable
value for the demand for a basic commodity. Once again we solve
themodel and generate a simulated sample of 100,000periods. The
results are presented in Fig. 2.
Themedian of the sample coefficients of variation derived from
this numerical exercise is 0.46, quite close to the observed values
for many of the commodities. Only bananas and tea have values
less than the 5th percentile of the generated sample distribution.
The median of the distribution of sample first-order correlations
generated by simulation is 0.60. The values for six commodities
(coffee, jute, maize, palm oil, sugar, and tea) lie between 5th and
the 95th percentiles.
Figs. 1 and 2 together show that tripling the price variation that
would occur without storage leads to sufficiently greater arbitrage
that the median price variation only doubles. The greater arbitrage
is also reflected in much higher serial correlation.
The simulations discussed above favor storage and high se-
rial correlation by assuming no storage cost other than interest
charges. But physical storage costs are not in general zero. Before
moving to a discussion of estimation of the model, we discuss the
choice of storage cost specification for the estimated model.
2 Choice of the appropriate demand elasticity is a challenge, due to the difficulty
in empirically distinguishing the consumption and storage demand responses. This
problem is noted by Gardner (1979) in his discussion of the finding of Hillman et al.
(1975) that the wheat demand elasticity is smaller at higher prices.
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with mean 100 and standard deviation 10, truncated at five standard deviations from the mean.3. The cost of storage
Gustafson (1958a,b) and much of the subsequent literature (in-
cluding Johnson and Sumner, 1976, Newbery and Stiglitz, 1979,
chapter 29; Wright andWilliams, 1982; Miranda and Helmberger,
1988 and Williams and Wright, 1991) focus on models where the
marginal physical cost of storage is constant. In contrast, Samuel-
son (1971) and Deaton and Laroque (1992, 1995, 1996) specify
the storage cost as a constant proportional deterioration or shrink-
age of the stock. This implies that, since the price is decreasing in
stocks, the marginal cost of storage is high when stocks are low.
The fees for storage in public warehouses might be considered
to be upper bounds on annual storage costs. They furnish some
evidence regarding the choice between these cost specifications.
When a commodity such as a grain or a metal is deposited in a
warehouse, the warehouse receipt specifies the grade and quan-
tity, and the depositor receives the right towithdraw later an equal
quantity of the same grade. Any shrinkage or other deterioration is
implicitly covered in the storage fee. There is evidence for some
commodities that, within the sample period, the fee for storing
one unit of commodity per unit of time has remained constant and
independent of price movements over substantial time intervals.3
This suggests that the cost of deterioration, which is proportional
to the value, might be too small to justify price-contingent storage
fees. To allow for this possibility, in our empirical model we spec-
ify the cost of storage to include both a fixedmarginal physical cost
and non-negative deterioration.4
3 For example, HolbrookWorking reports that daily charges for wheat storage in
public elevators in Chicago were constant from December 1910 through December
1916 (Working, 1929, p. 22). A detailed analysis of the cost of storing a number
of major commodities around the decade of the 1970s, when prices were highly
volatile, is found in UNCTAD (1975). The reported costs are not presented as
contingent on the commodity prices. Where relevant, costs of rotation of stocks
to prevent deterioration are explicitly recognized. Williams (1986, pp. 213–214)
reports that for cocoa, which spoils more easily than major grains, warehouse
storage fees in New York stayed around $ 5 per ton per month from 1975 through
1984 while the cocoa price fluctuated wildly, between $ 1063 and $ 4222 per ton.
In Oklahoma, Texas, Arkansas and Kansas, public elevators charge the same fees
per bushel for several grains, and these fees, which implicitly cover any shrinkage
or deterioration, remain constant for considerable periods of time. For example, in
Oklahoma, the grain storage cost per bushel was 2.5 cents per month from 1985
through 2000 (Anderson, 2005).
4 Like Deaton and Laroque (1992, 1995, 1996), we ignore the cost of initially
placing the commodity in a warehouse, and the cost of withdrawal. Implications4. The model and the estimation procedure
We model a competitive commodity market with constant,
strictly positive marginal and average storage cost and propor-
tional deterioration. All agents have rational expectations.
Supply shocks ωt are i.i.d., with support in R that has lower
boundω ∈ R. Storers are risk neutral and have a constant discount
rate r > 0. Stocks physically deteriorate at rate d, with 0 ≤ d < 1,
and the cost of storing xt ≥ 0 units from time t to time t + 1,
paid at time t , is given by kxt , with k > 0. The state variable zt is
the total available supply at time t , zt ≡ ωt + (1 − d)xt−1, with
zt ∈ Z ≡ [ω,∞[. The inverse consumption demand, F : R → R,
is continuous, strictly decreasing, with {z : F(z) = 0} ≠ ∅,




EF(ωt) − k > 0, where E denotes
the expectation taken with respect to the random variable ωt .
A stationary rational expectations equilibrium (SREE) is a price
function p : Z → R which describes the current price pt as a











xt = zt − F−1(p(zt)). (2)











x(z) = z − F−1(p(z)).
The existence and uniqueness of the SREE, as well as some
properties, are given by the following theorem:
of the costs of withdrawal for commodity prices are explored in Bobenrieth et al.
(2004).
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rium p in the class of continuous non-increasing functions. Further-
more, for p∗ ≡  1−d1+r  Ep(ω)− k,
p(z) = F(z), for z ≤ F−1(p∗),
p(z) > F(z), for F−1(p∗) < z.
p is strictly decreasing. The equilibrium level of inventories, x(z), is
strictly increasing for z > F−1(p∗).
Our proof of this theorem follows the same structure as the
proof of Theorem 1 in Deaton and Laroque (1992).5
We estimate the model described in this section assuming that
the inverse consumption demand is F(c) = a+ bc , where c is con-
sumption, using the pseudo-likelihood maximization procedure
of Deaton and Laroque (1995, 1996).6 First, we choose values ωnt+1
and Pr(ωnt+1) to discretize the standard normal distribution, 7 so
that condition (1) can be expressed as






p(ωnt+1 + (1− d)xt)
× Pr(ωnt+1)− k, a+ bzt

. (3)
Next, we solve (3) numerically by approximating the function p
with cubic splines on a grid of points over a suitable range of values
of zt , imposing the restriction represented by (2).
Then, using the approximate SREE price function p, we calculate





















Tomatch the prediction of themodel with the actual price data,




ln lt = 0.5












Keeping the interest rate fixed, we maximize the log pseudo-
likelihood function (4) with respect to the vector of parameters
θ˜ ≡ {a, b˜, d˜, k˜}, where b = −eb˜, d = ed˜, and k = ek˜. The
transformation is used to impose the restrictions b < 0, d > 0,
and k > 0. Even though (4) is not the true log-likelihood (in the
presence of storage, prices will not be distributed normally), the
estimates are consistent (Gourieroux et al., 1984).
5 When there is a constant additive positive marginal storage cost, equilibrium
price realizations can be negative. Recognition of free disposal avoids this problem.
A proof of a version of the theorem for a model with positive marginal storage
cost, possibly unbounded realized production, and free disposal is available from
the authors.
6 We are grateful to Angus Deaton for sending us their estimation code. Based
on this generous assistance, we developed our MATLAB code drawing on
our interpretation of the original code, which was, quite understandably, not
documented for third-party use. We added code for the estimation of standard
errors.
7 In practice, as in Deaton and Laroque (1995, 1996), ωnt+1 is restricted to take
one of the conditional means of N = 10 equiprobable intervals of the standard
normal distribution, ±1.755, ±1.045, ±0.677, ±0.386, ±0.126. The restrictions of
zero mean and unit variance for the distribution of the supply shocks are imposed
to identify the model (see Deaton and Laroque, 1996, Proposition 1, p. 906).Table 2
Our replication of the estimates of Deaton and Laroque (1995, 1996).
Commodity Parametersa
a b d PL
Cocoa 0.1612 −0.2190 0.1154 124.6209
(0.0103) (0.0326) (0.0405)
Cocoab 0.1412 −0.2228 0.0550 129.9174
(0.0167) (0.0260) (0.0345)
Coffee 0.2620 −0.1617 0.1360 112.0541
(0.0215) (0.0261) (0.0191)
Copper 0.5447 −0.3268 0.0687 74.0137
(0.0348) (0.0536) (0.0189)
Cotton 0.6410 −0.3131 0.1685 29.8815
(0.0338) (0.0341) (0.0280)
Jute 0.5681 −0.3624 0.0933 45.2556
(0.0269) (0.0565) (0.0510)
Maize 0.5800 −0.9619 0.0122 37.0061
(0.0468) (0.1549) (0.0322)
Palm oil 0.4618 −0.4288 0.0579 22.1912
(0.0510) (0.0601) (0.0282)
Rice 0.5979 −0.3358 0.1471 26.0648
(0.0262) (0.0294) (0.0389)
Sugar 0.6451 −0.6240 0.1790 −10.7309
(0.0471) (0.0656) (0.0308)
Tea 0.4762 −0.2156 0.1190 69.6786
(0.0174) (0.0251) (0.0329)
Tin 0.2531 −0.1728 0.1441 110.1603
(0.0433) (0.0482) (0.0514)
Wheat 0.6358 −0.4236 0.0575 28.5261
(0.0381) (0.0322) (0.0240)
Wheatc 1.0711 −1.0403 0.0936 10.5416
(0.1112) (0.5006) (0.0713)
For all commodities but cocoa and wheat, we use the same grid limits and sizes as
in Deaton and Laroque (1995, Table I). For cocoa, we replicate Deaton and Laroque’s
estimates with 21 grid points instead of 20 and for wheat the lower limit is set at
−5 rather than−3.
a Asymptotic standard errors in parentheses. PL is the value of the maximized
log-pseudo-likelihood.
b Estimates for a grid of 20 points.
c Estimates for a lower limit of the grid of−3.
To estimate the variance–covariance matrix of the vector of
original parameters θ ≡ {a, b, d, k}, we first obtain a consistent
estimate of the variance–covariance matrix of the parameters θ˜ by
forming the following expression:
V˜ = J−1G′GJ−1,




and Gt,i = ∂ ln lt
∂θ˜i
calculated by taking numerical derivatives8 of the log-pseudo-
likelihood, ln L, and of its components, ln lt , all evaluated at the
point estimates of the parameters θ˜ (see Deaton and Laroque,
1996, Eq. 18).
A consistent estimate of the variance–covariance matrix of the
original parameters θ is obtained using the delta method as
V = D˜V˜D˜′




1 0 0 0
0 −eb˜ 0 0
0 0 ed˜ 0
0 0 0 ek˜
 .
8 All numerical derivatives are obtained with a MATLAB routine coded
following Miranda and Fackler (2002, pp. 97–104).
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Our initial data set, which is identical to that reported byDeaton
and Laroque (1995), consists of a widely used set of commodity
price indices, deflated by the United States Consumer Price Index,
for bananas, cocoa, coffee, copper, cotton, jute,maize, palmoil, rice,
sugar, tea, tin, and wheat for the period 1900–1987, with features
summarized in Table 1.9
5.1. Replication of the PML results of Deaton and Laroque
To check our estimation routine, we first estimate the model
with k = 0, adopting parameterizations and grid specifications
of Deaton and Laroque (1995, 1996), assuming the same interest
rate, 5%. As shown in Table 2,we essentially replicate the point esti-
mates of the parameters for 10 of the 13 commodities. Like Deaton
and Laroque, we were unable to obtain an estimate for bananas,
and do not consider this commodity further. For another two com-
modities, maize and wheat, our estimates have higher pseudo-
likelihood values, and lower estimates of the rate of deterioration.
5.2. Estimation of the constant-decay model with a finer grid
In considering the estimation procedure, we have been con-
cerned that the use of cubic splines to approximate the function
p in the region of zero inventories might induce non-negligible
errors if the grid is sparse, due to the fact that p is kinked
(see Michaelides and Ng, 2000, p. 243; Cafiero, unpublished).10 To
investigate the extent of the approximation error, we first solve
the numerical model with the grid sizes and limits used by Deaton
and Laroque (1995), and thenwith amuch finer grid of 1000 points
with the same limits. In both numerical exercises we assume a lin-
ear inverse consumption demand, F(c) = a+ bc , with parameters
9 For sources of these data see footnote 1.
10 Deaton and Laroque use spline smoothing, to obtain faster convergence of their
numerical algorithm. See for example Deaton and Laroque (1995, p. S26).a = 0.645, b = −0.624, and decay rate d = 0.179.11 Fig. 3 shows
the effect of the change in grid size on the accuracy of approxima-
tion of the price function.
Notice that the fine grid of 1000 points allows for clear identi-
fication of the kink in the price function, which occurs at a price
equal to p∗, and that the inaccuracy of the approximation of the
price function with a sparse grid is especially large around that
point, within a range where many prices are observed. This af-
fects the accuracy of the evaluation of the pseudo-likelihood func-
tion, which makes use of the approximated price function to map
from the observed price to the implied availability (see for example
Eqs. 41 and 43 in Deaton and Laroque (1995)).12
To assess the extent of the effect induced by the approximation
error on the estimation, we experiment by estimating the model
for various numbers of grid points, on the presumption that a
finer grid would reduce the errors associated with the spline
approximation of the price function. The results of this experiment
are reported in Table 3 for cotton and sugar. The estimates appear
to become robust to the number of grid points only when the grid
is sufficiently fine; 1000 grid points appears to be adequate.
Using 1000 grid points, we are unable to obtain estimates for
rice, tin and wheat, while for sugar we identify two maxima of
the pseudo-likelihood (we report the maximum with the higher
pseudo-likelihood value). For the other commodities, we find only
one well-behaved maximum of the pseudo-likelihood. Increasing
the number of grid points to 1000 decreases the point estimate of
the depreciation rate substantially for every commodity, with the
exception of tea (see Table 4).
11 These are the values obtained in our replication of the estimates of Deaton and
Laroque for sugar, reported in Table 2.
12 For prices above the kink point, the implied levels of stock, i.e. the difference
between implied availability and consumption, should be zero. Use of the smoother
function in Fig. 3 would predict negative stocks. The effect of this appears to be
reflected in Fig. 7, and in the dotted line of Fig. 9 of Deaton and Laroque (1995) that
represents the predictions from their estimation of the i.i.d. storage model. Such a
prediction should coincide with p∗(1+ r)/(1− d)whenever current price is above
p∗ .
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Estimation of Deaton and Laroque models for varying grid size.
Grid size a b d PL
Cotton
10 0.6410 −0.3131 0.1685 29.8815
19 0.6343 −0.3281 0.1515 28.3221
37 0.6219 −0.3560 0.1254 28.4064
73 0.5716 −0.4366 0.0805 29.5948
145 0.5301 −0.5191 0.0462 29.6861
577 0.5292 −0.5123 0.0478 29.6761
1000 0.5295 −0.5133 0.0478 29.6761
1153 0.5311 −0.5114 0.0485 29.6783
Sugar
10 0.6451 −0.6240 0.1790 −10.73
19 0.2296 −1.2345 0.0000 −6.745
37 0.2588 −1.2874 0.0000 −6.978
73 0.2436 −1.2615 0.0000 −6.815
145 0.2491 −1.2722 0.0000 −6.7660
289 0.2514 −1.2742 0.0003 −6.788
577 0.2535 −1.2650 0.0016 −6.791
1000 0.2545 −1.2650 0.0020 −6.785
1153 0.2546 −1.2666 0.0021 −6.783
1500 0.2521 −1.2670 0.0006 −6.774
Other than for 1000 points, from one step to the next the number of grid points has
been changed to increase the number of grid nodeswithout affecting the position of
the existing ones, to avoid introducing further instabilities in the pseudo-likelihood
maximization routine. The previous estimates are used as starting values for the
estimates using the next grid size.
Table 4
Estimation of the Deaton and Laroque model with fine grids of 1000 points.
Commodity a b d PL
Cocoa 0.1276 −0.2651 0.0520 118.814
Coffee 0.6804 −6.4599 0.0 131.722
Copper 1.0482 −2.9135 0.0 96.798
Cotton 0.5295 −0.5133 0.0478 29.676
Jute 0.5572 −0.5738 0.0360 38.599
Maize 1.3842 −6.4838 0.0 41.425
Palm oil 1.0975 −5.5795 0.0 65.155
Sugar 0.2545 −1.2650 0.0020 −6.785
Tea 0.5108 −0.1687 0.1554 63.865
The effects of use of a finer grid for function approximation
on the estimation results are illustrated in Fig. 4, taking sugar
as an example. With the finer grid, the model estimates a
substantially steeper consumption demand (the slope of the
inverse demand function changes from −0.6249 to −1.2661) and
the estimated cutoff value p∗ increases from 0.6199 (87.3% of the
mean price, located close to the 52nd percentile of the observed
price distribution) to 0.9018 (127.1% of the mean price, located at
the 74th percentile), that is, by an amount that is large relative to
the distribution of observed prices. These changes in the estimated
values imply much more storage (the average amount of stocks
held over a long simulated series of 100,000 periods increases from
0.44, as predicted by the parameters estimated with the sparse
grid, to 4.17, as predicted instead with the parameters obtained
with the fine grid) and much higher price autocorrelations than
reported in Deaton and Laroque (1995, 1996): themodel estimated
with the 1000 grid points implies a first-order autocorrelation of
0.647 in a simulation of 100,000 periods, as opposed to the values
of 0.264, as reported by Deaton and Laroque (1996, Table I) and
of 0.223, as implied by our replication of the Deaton and Laroque
model reported in Table 2.
5.3. Estimation of the model with constant marginal storage cost
In this section, we set the number of grid points at 1000 and
estimate the model allowing for a positive k, assuming initially an
interest of 5%, as inDeaton and Laroque (1995, 1996) andGustafson
(1958a). The lowest value of the range of z over which the
price function is approximated is lower than the lowest possibleTable 5
Grids used in the estimation.
Commodity Minimum z Maximum z Points
Coffee −5 30 1000
Copper −5 40 1000
Jute −5 30 1000
Maize −5 40 1000
Palm oil −5 30 1000
Sugar −5 20 1000
Tin −5 45 1000
Table 6
Estimation of the constant marginal storage cost model (r = 0.05).
Commodity Parameters p∗
a b k PL
Coffee 0.5595 −3.0740 0.0014 131.8955 2.1443
(0.1206) (0.9098) (0.0019)
Copper 0.9952 −2.4775 0.0008 96.8285 2.1775
(0.1142) (0.6974) (0.0026)
Jute 1.1786 −3.5997 0.0064 53.5851 2.9230
(0.1884) (0.5692) (0.0075)
Maize 1.1395 −2.3858 0.0096 41.4971 2.2195
(0.1235) (0.3745) (0.0072)
Palm oil 1.2535 −4.1113 0.0053 66.0274 3.2685
(0.1314) (0.4387) (0.0032)
Sugar 0.6053 −0.8838 0.0329 −2.4657 0.9019
(0.0969) (0.1099) (0.0196)
Tina 5.8695 −24.1231 0.0024 152.4536 18.0644
(0.0420) (1.2814) (0.0004)
Asymptotic standard errors in parentheses.
a The estimate reported for tin is one of several that generate the same value of
the maximized pseudo-likelihood.
Table 7
Estimation of the constant marginal storage cost model (r = 0.02).
Commodity Parameters p∗
a b k PL
Coffee 0.3047 −1.8866 0.0035 132.6319 1.3657
(0.1032) (0.4443) (0.0022)
Copper 0.6787 −1.9770 0.0053 99.8395 1.7463
(0.0800) (0.3391) (0.0028)
Jute 0.8615 −3.2399 0.0115 55.3096 2.6210
(0.2358) (0.7406) (0.0087)
Maize 0.9217 −2.8352 0.0129 43.7939 2.4331
(0.2017) (0.5665) (0.0087)
Palm oil 0.8427 −3.2297 0.0099 68.8829 2.6060
(0.1299) (0.4808) (0.0040)
Sugar 0.5829 −0.8769 0.0429 −2.7104 0.9051
(0.1666) (0.1287) (0.0313)
Tin 0.5741 −2.6172 0.0039 155.6304 2.0350
(0.0178) (0.0493) (0.0004)
Asymptotic standard errors in parentheses.
production. The upper bound of the range for approximation
should be large enough to ensure that the approximated function
would cover even the lowest price data point. Finding this required
some experimentation for the various commodities, with results
reported in Table 5.
Estimating the model presented in Section 4, we find maxima
for the pseudo-likelihood function for seven commodities: coffee,
copper, jute, maize, palm oil, sugar and tin.We are unable to locate
well-behaved maxima for cocoa, cotton, rice, tea and wheat.
For each of the seven commodities for which we obtain
estimates, the estimated value of d approaches zero,13 while k is
estimated to be strictly positive. Results given d = 0 are presented
in Table 6. The log-pseudo-likelihood values for our estimated
13 Weestimate d˜ = log(d), which tends to large negative numbers as d approaches
zero. At some point, the slope of the objective function with respect to d˜ falls below
the preset tolerance. When this occurs, we set d = 0 and re-run the estimations.
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Maximized log pseudo-likelihood values for various models.
Proportional decaya Proportional decayb AR(1)c Fixed marginal costd
Sparse grid Dense grid, 1000 points r = 0.05 r = 0.02
Cocoa 125.2 118.8 124.1 – –
Coffee 111.0 131.7 118.9 131.9 132.6
Copper 73.9 96.8 81.1 96.8 99.8
Cotton 29.8 29.7 74.2 – –
Jute 44.8 38.6 50.2 53.5 55.3
Maize 32.1 41.4 27.0 41.5 43.8
Palm oil 22.2 65.1 27.6 65.9 68.9
Rice 26.0 – 61.0 – –
Sugar −10.7 −6.8 −27.0 −2.5 −2.7
Tea 69.3 63.9 100.9 – –
Tin 108.9 – 150.9 152.4 155.6
Wheat 24.6 – 52.8 – –
a Model estimated by Deaton and Laroque (1995, 1996), values reported in Deaton and Laroque (1995, Table III, column 3).
b Deaton and Laroque specification estimated with a fine grid of 1000 points.
c Reported by Deaton and Laroque (1995, Table III, column 2).
d Specifications used by Gustafson (1958a), estimated with a dense grid of 1000 points.models are all higher than the corresponding values reported
by Deaton and Laroque (1995, 1996) for their storage model with
i.i.d. shocks and proportional deterioration (see Table 8). They are
also substantially higher than the log-likelihood values reported
for the AR(1) model by Deaton and Laroque (1995, 1996) and
reproduced in Table 8. Table 7 shows estimates of the constant
marginal storage cost model using Gustafson’s alternate interest
rate of 2%. Other than for sugar, these latter had the highest
maximized pseudo-likelihood values.
5.4. Empirical distributions of implied time series characteristics
To explore the characteristics of time series of prices implied by
the econometric results, we simulate all of the estimatedmodels to
generate price series of 100,000 periods.14
Table 9 shows the values ofmean price, first-order auto correla-
tion (a.c. 1), second-order auto correlation (a.c. 2), and coefficient of
14 In all the simulations, we use a series of 100,000 independent draws from a
normal distribution with mean zero and variance one, truncated at ±5 standard
deviations.variation (CV)measured on the observed prices, 1900–1987. These
values are then located within the empirical distributions of the
sameparameters generated fromall possible samples of 88 consec-
utive periods drawn from each series of 100,000 prices. The table
reports the corresponding percentiles.
Our replication of the estimates of Deaton and Laroque (1995,
1996), identified in Table 9 as ‘‘proportional decay, sparse grid’’
with the caveats noted in Table 2, imply much too little price au-
tocorrelation, consistent with their conclusions, for all commodi-
ties butmaize. Formaize, our estimation results (which differ from
those of Deaton and Laroque) appear to imply sample distributions
quite consistent with the observed mean, correlations, and coeffi-
cient of variation of maize price indexes.
With the finer grid, estimates of the samemodel imply symmet-
ric 90% confidence intervals for coffee, copper, maize, palm oil and
sugar which contain the observed values. Though the estimates for
all of these commodities except palm oil present other problems,
they cannot support rejection of the storage model for failure to
reproduce observed levels of price autocorrelation.
Estimation of the constant marginal storage cost model
with the 1000-point grid and, as above, a 5% interest rate,
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Characteristics of price series and model predictions.
Commodity/model Mean a.c. 1 a.c. 2 CV
Cocoa
Observed values 0.1971 0.8357 0.6618 0.5444
Percentiles
Proportional decay, sparse grid 71.0 100 100 79.9
Proportional decay, dense grid, r = 5% 97.7 99.94 99.49 29.1
Constant marginal storage cost, dense grid, r = 5% n.a. n.a. n.a. n.a.
Constant marginal storage cost, dense grid, r = 2% n.a. n.a. n.a. n.a.
Coffee
Observed values 0.226 0.8058 0.6146 0.4524
Percentiles
Proportional decay, sparse grid 0.21 100 100 99.7
Proportional decay, dense grid, r = 5% 20.47 44.11 33.41 4.52
Constant marginal storage cost, dense grid, r = 5% 12.31 59.61 47.51 4.55
Constant marginal storage cost, dense grid, r = 2% 33.75 42.9 32.48 7.33
Copper
Observed values 0.4912 0.8514 0.6615 0.3802
Percentiles
Proportional decay, sparse grid 1.74 100 100 98.44
Proportional decay, dense grid, r = 5% 2.65 88.67 75.43 8.34
Constant marginal storage cost, dense grid, r = 5% 2.07 91.11 79.21 9.45
Constant marginal storage cost, dense grid, r = 2% 16.92 75.2 57.66 22.24
Cotton
Observed values 0.6463 0.8842 0.6808 0.3464
Percentiles
Proportional decay, sparse grid 44.4 100 100 69.0
Proportional decay, dense grid, r = 5% 96.45 100 99.97 11.47
Constant marginal storage cost, dense grid, r = 5% n.a. n.a. n.a. n.a.
Constant marginal storage cost, dense grid, r = 2% n.a. n.a. n.a. n.a.
Jute
Observed values 0.5994 0.7057 0.4549 0.325
Percentiles
Proportional decay, sparse grid 64.0 99.99 99.38 52.8
Proportional decay, dense grid, r = 5% 62.92 98.82 91.57 7.51
Constant marginal storage cost, dense grid, r = 5% 5.79 56.83 35.78 0.84
Constant marginal storage cost, dense grid, r = 2% 20.75 35.2 20.02 1.86
Maize
Observed values 0.7141 0.753 0.526 0.3834
Percentiles
Proportional decay, sparse grid 87.31 67.09 47.77 28.8
Proportional decay, dense grid, r = 5% 14.59 49.77 35.52 3.55
Constant marginal storage cost, dense grid, r = 5% 4.52 81.47 63.95 6.71
Constant marginal storage cost, dense grid, r = 2% 23.91 51.77 35.66 9.96
Palmoil
Observed values 0.5425 0.7246 0.4723 0.4772
Percentiles
Proportional decay, sparse grid 91.57 99.98 98.74 72.3
Proportional decay, dense grid, r = 5% 15.4 41.84 25.95 11.61
Constant marginal storage cost, dense grid, r = 5% 3.37 68.06 45.43 16.32
Constant marginal storage cost, dense grid, r = 2% 16.84 36.81 21.2 22.96
Sugar
Observed value 0.7096 0.6202 0.3836 0.6037
Percentiles
Proportional decay, sparse grid 70.1 99.98 99.6 85.2
Proportional decay, dense grid, r = 5% 100 29.83 17.56 30.5
Constant marginal storage cost, dense grid, r = 5% 87.67 84.06 67.48 44.27
Constant marginal storage cost, dense grid, r = 2% 92.06 80.8 63.61 42.5
Tea
Observed values 0.5133 0.7989 0.6161 0.257
Percentiles
Proportional decay, sparse grid 90.65 100 100 33.1
Proportional decay, dense grid, r = 5% 45.46 100 100 40.61
Constant marginal storage cost, dense grid, r = 5% n.a. n.a. n.a. n.a.
Constant marginal storage cost, dense grid, r = 2% n.a. n.a. n.a. n.a.
Tin
Observed values 0.2221 0.8859 0.7554 0.415
Percentiles
Proportional decay, sparse grid 0.58 100 100 83.6
Proportional decay, dense grid, r = 5% n.a. n.a. n.a. n.a.
Constant marginal storage cost, dense grid, r = 5% 0 88.06 81.64 6.49
Constant marginal storage cost, dense grid, r = 2% 6.93 74.75 65.15 17.48implies that the observed first- and second-order correlations lie
within symmetric 90% confidence regions for seven commodities
(coffee, copper, jute, maize, palm oil, sugar and tin), as shown
in Table 9. In this sense, the speculative storage model isconsistent with observed autocorrelation of the prices of these
commodities.
However, for jute and coffee the empirical 90% symmetric con-
fidence regions do not contain the observed coefficient of variation
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Implied probability of at least n stockout in periods of 88 years.
Model
Proportional decaya Constant marginal costb
(r = 5%) n (r = 5%) n (r = 2%) n
1 5 10 1 5 10 1 5 10
Cocoa 0.9917 0.8252 0.3909 n.a. n.a. n.a. n.a. n.a. n.a.
Coffee 0.3315 0.0574 0.0030 0.5219 0.1213 0.0097 0.3683 0.0542 0.0030
Copper 0.7435 0.2603 0.0362 0.7835 0.2973 0.0464 0.5656 0.1219 0.0100
Cotton 0.9999 0.9802 0.8165 n.a. n.a. n.a. n.a. n.a. n.a.
Jute 0.9986 0.9539 0.6915 0.7463 0.2585 0.0359 0.5491 0.1083 0.0092
Maize 0.5589 0.1346 0.0127 0.8859 0.4252 0.0958 0.6322 0.1450 0.0130
Palm oil 0.5286 0.1241 0.0109 0.7183 0.2307 0.0310 0.5289 0.0989 0.0088
Sugar 0.6137 0.1455 0.0145 0.9963 0.9044 0.5518 0.9939 0.8649 0.4633
Tea 1.0000 1.0000 1.0000 n.a. n.a. n.a. n.a. n.a. n.a.
Tin 0.4294 0.0919 0.0070 0.6069 0.1575 0.0165 0.4056 0.0639 0.0041
a Deaton and Laroque specification, estimated with fine grids of 1000 points.
b Specifications proposed by Gustafson, estimated with fine grids of 1000 points.Table 11
Average profits.
Commodity
Coffee Copper Jute Maize Palm oil Sugar Tin
r = 0.05
Average profits −0.0123 −0.0302 −0.0381 −0.0489 −0.0389 −0.0130 −0.0130
Percentiles 40.74 20.95 23.01 8.33 16.30 31.58 58.34
r = 0.02
Average profits −0.0081 −0.0210 −0.0265 −0.0321 −0.0261 −0.0074 −0.0083
Percentiles 29.97 6.70 17.38 8.62 14.60 39.45 48.30
The table reports the results for the constant marginal storage cost model, estimated for the two alternate interest rate values. For eachmodel, average profits implied by the
estimated models evaluated on the actual 88 year price series are reported in the first row. Percentiles of the corresponding distribution of average profits over 88-period
samples taken from one long series of 100,000 prices are reported in the second row.of price. For four of the seven commodities, the observed mean
price lies below its confidence interval. For jute in particular, our
estimation of the Gustafson specification of the speculative model
implies too much price variation, rather than too little correlation.
Finally, simulation of the models estimated assuming
Gustafson’s alternate 2% interest rate provided the best match, for
each commodity, of the estimated mean price, serial correlations,
and coefficient of variation with the observed data.
A feature of the results is that, according to the estimated mod-
els, stockouts occurred over the sample interval only for sugar. For
other commodities, the cutoff price for storage, p∗, exceeds the
highest price observed between 1900 and 1987. For all commodi-
ties but sugar, Table 10 shows that the probability of at least one
stockout, in an 88-period sample drawn from the simulated series
of 100,000 observations, is less than 0.88 at r = 0.05, and less than
0.63 at r = 0.02.
A stringent check on our results is to calculate the realized
profits for a speculator who buys one unit of the commodity when
the price is below p∗, and resells the unit in the next period.
For the observed time series for each commodity, we compare
the realized profits from such strategy with the simulated sample
distributions of profits for the 88-period sequences. Percentiles for
realized average profits are presented in Table 11. For all seven
commodities, imputed profits lie within each corresponding 90%
symmetric confidence interval.
6. Conclusion
Our numerical and empirical results offer a new, more posi-
tive assessment of the empirical relevance of the commodity stor-
age model. The pathbreaking and influential work of Deaton and
Laroque includes an empirical implementation that exhibits prob-
lems of accuracy of approximation, which we show lead to sub-
stantial errors in estimation of the consumption demand functions
and decay rates. When a finer grid is used, Deaton and Laroque’smodel yields estimates that are consistent with observed levels of
price autocorrelation, for five commodities.
Our estimates of the model that allows also for constant
marginal storage cost in addition to proportional deterioration
imply distributions of sample autocorrelations that generate 90%
confidence intervals that include observed values for seven major
commodities, coffee, copper, jute, maize, palm oil, sugar, and tin.
The estimates imply constant marginal storage cost with no signif-
icant deterioration and lower price elasticities of consumption de-
mand than assumed in most numerical storage models. Though no
stockouts are indicated, except for sugar, over the 1900–1987 pe-
riod, the average speculative profits implied by themodel for those
years are well within reasonable confidence regions for samples of
that size.
Numerical models in the tradition of Gustafson have tended
to assume higher sensitivity of consumption demand (as distinct
from market demand) to price, and lower price variability, than
indicated by our empirical results for the seven commodities we
consider. With less flexibility of consumption than previously as-
sumed, storage arbitrage is more active, and stockouts are less
frequent, inducing the high levels of serial correlation observed
in the prices of these commodities. Note that the implications of
suchprice behavior for producer riskmanagement are not straight-
forward. The short-run price variation is in general lower, but
price slumps are more persistent, than in an equivalent market
with the lower levels of price autocorrelation indicated in previous
empirical estimates. These results open the way for further em-
pirical exploration of the role of commodity storage in reducing
the amplitude, and increasing the persistence, of price variations
encountered in commodity markets.
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