High Capacity Image Data Hiding of Scanned Text Documents Using Improved
  Quadtree by Soleymani, Seyyed Hossein & Taherinia, Amir Hossein
High Capacity Image Data Hiding of Scanned Text Documents Using Improved
Quadtree
Seyyed Hossein Soleymania, Amir Hossein Taheriniaa,∗
aComputer Engineering Department, Ferdowsi University of Mashhad, Mashhad, Iran
Abstract
In this paper, an effective method was introduced to steganography of text document in the host image. In the available
steganography methods, the message has a random form. Therefore, the embedding capacity is generally low. In the
proposed method, the main underlying idea was the sparse property of scanned documents. The scanned documents
were converted from gray-level form to binary values by halftoning idea and then the information-included parts were
extracted using the improved quadtree and separated from document context. Next, in order to compress the extracted
parts, an algorithm was proposed based on reading the binary string bits, ignoring the zero behind the number, and
converting them to decimal values. Embedding capacity of the proposed method is higher than that of other available
methods with a random-based message. Therefore, the proposed method can be used in the secure and intangible
transfer of text documents in the host image.
Keywords: Steganograpy, Capacity, quadtree, Random message, Text document.
1. Introduction
In recent years, data hiding has been widely used in
different fields. According to the different application of
data hiding in today’s life, this science has been divided
into different subcategories based on its application. Two
main subcategories of data hiding include steganography
and watermarking [1]. The important similarity among
these subcategories is hidden messages, watermarks, or in-
formation. This similarity results in same sense in various
application of both subcategories.
In watermarking, some bite in robust, fragile, or semi-
fragile form, is embedded as a watermark in an image to
protect the image against claiming intellectual property,
forging, tampering, etc. [2–5]. Robust watermarking is
the ability to retrieve the watermark after intentional at-
tacks, such as image editing and manipulation, and unin-
tentional attacks, such as compression and image quality
enhancement processes. Besides, fragile and semi-fragile
watermarking is used to determine the manipulation of the
image and retrieve manipulation parts. However, the main
aim of steganography is to hide information in a form of a
message in an image, but the message and its secure and
imperceptible transmission are of central importance. In
fact, in steganography, in the most cases the image itself
does not matter, transferring a larger and more imper-
ceptible volume of the message is important. There is a
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challenge among the criteria of robustness, capacity, and
invisibility. Accordingly, increasing each one can reduce
the number of other criteria [4]. Therefore, one of the key
points in data hiding is to design an approach by consid-
ering the main goal and preserve the other goals.
In steganography methods, embedding the message in-
formation in an image is carried out in spatial and fre-
quency domains. Generally, embedding in spatial domain
is performed in less important bits of the image with-
out considering special conditions, which it is possible to
guess whether it is covered or not by evaluating the im-
age histogram. In order to increase the power of LSB-
based methods, LSB++ method is proposed, which aims
to avoid embedding in certain pixels of the image in order
to maintain the image histogram [6]. Some steganography
methods, which are known as reversible methods, try to
achieve relatively complete retrieval of host image in the
receiver after message extraction [7–10]. In terms of classi-
fication, the methods with higher capacity of steganogra-
phy including histogram transmission-based methods [11,
12], Quantization-based methods [13], interpolation-based
methods, Pixel Value Difference (PVD) based method [18]
and other methods [16]. All available steganography meth-
ods assume that the message has a random form, which
reduces the embedding capacity of the proposed algorithm.
According to the digitalization of academic and offi-
cial documents and letters, the secure and imperceptible
document image transferring and storing as a message is
needed. Although in steganography methods, several at-
tempts have been made to send any message as a ran-
dom bit, there has not been many efforts to embed and
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send scanned documents and administrative letters as a
message in a safer way [21]. In the present studies, a
high-capacity steganography for scanned documents as a
message in an image was proposed to embed a significant
amount of information in a host image. The paper pro-
ceeds as follows. In section 2, the related methods are
introduced. In section 3, the proposed method and its
sub-steps are discussed. Finally, the results and conclu-
sion are presented in section 4 and 5, respectively.
2. Related Works
In this section, the strongest methods and most related
methods were respectively evaluated on the embedding ca-
pacity of the random message and nonrandom message.
Besides, the main ideas along with embedding capacity
were briefly discussed.
In [14], AMBTC compression-based steganography in
an image was presented, in which the input image was con-
verted to 14 of its original size, and then the compressed
pixels were dispersed in a particular way in an image,
which was the same size as the original image. The empty
pixels were calculated through the proposed interpolation
ASAI method. An AMBTC compression resulted in a re-
duction in quality of the embedded image. In this method,
amount of PSNR and embedding capacity was 33.39 dB
and 1.2 bpp that both criteria had low values.
In [15], the main image was converted to a larger image
using interpolation, which is called cover image. The dif-
ference between the interpolated pixels and the maximum
pixels of a neighbor in blocks was used to determine the
amount of bit that could be embedded in an interpolated
pixel. Therefore, the visual quality of the image was fur-
ther preserved. The quality of the embedded image was
33.85 dB in terms of PSNR and its embedding capacity
was 1.79 bpp.
In [16], a method was proposed to have fewer changes
in the image and used the index function to calculate the
basic pixels. The pixels of each block were being displaced
based on the calculated amount for basic pixels. Amount
of embedded bit for each pixel was calculated by the dif-
ference between each pixel in a block with a base zero
number pixel. In this method, in order to maintain the
image quality in embedding phase, the ranges table was
used and the gray-level of pixels was divided into groups.
The embedded image quality was 28.45 dB and its em-
bedding capacity was 2.45 bpp. Although the value of
embedding capacity was relatively enough, the embedded
image quality was fewer than the embedded image with
over 35 dB.
In [17], weighted matrix and modular sum resulting
from the multiplication of a weighted matrix and image
pixels was used to calculate the location of the embedded
image and the message information was embedded in three
less important bits of the image. In this method, a differ-
ent weighted matrix was used for different blocks, which
resulted in an increase in security of steganography. In
terms of PSNR, the quality of the embedded image was
37.97 dB and storage capacity was 2.97 bpp.
In [18], an Octanary PVD-based high-capacity steganog-
raphy method was proposed. It means in each 3×3 block,
all neighbor pixels of central pixel were paired with cen-
tral pixels and then the amount of embedded bit in that
pair, as well as whether the pixels were an edge or not,
was decided. In this method, as in many similar meth-
ods, a ranges table was used to determine the interval of
each pixel placement. After embedding, a phase, under
the name of the readjustment, was used on embedded pix-
els to align on gray level correctly and not go beyond the
permissible range. In terms of PSNR metric, the quality
of the embedded image was 38.98 dB and storage capacity
was about 3.72 bpp, which both criteria had high value.
In [19], a high capacity steganography was proposed
that used a genetic algorithm to choose the suitable em-
bedding order in a 4×4 block. In fact, this paper indi-
cated that conventional embedding order did not have the
best image quality and embedding capacity. This method
aimed to convert the best embedding order to an optimiza-
tion problem and solve it using a genetic algorithm. Be-
sides, this method determined the best LSB bits to have
higher capacity. The embedding capacity was 3.95 bpp
and the quality of embedded image was about 35 dB.
In [20], a high capacity steganography method based
on determining the image edges was proposed. In this pa-
per, in order to determine the edge, three important bits
of each pixel were used in different conventional edge de-
tection methods including Sobel, Canny and fuzzy based
methods. Then image pixels were divided into the edge
and non-edge pixels. In each edge pixel and non-edge pixel,
4 and 2 bits of the message were respectively embedded.
The embedding capacity and quality was 4.7 bpp and 26
dB, respectively. As seen, this method has high embed-
ding capacity but its image quality is fewer than similar
method.
In [21], a steganography method was proposed, which
used the scanned document as a message. This method
aimed to perform an algorithm to compress the message
by considering the sparse property of the message. Two
important achievements of this method were to convert
gray-level image to binary image using halftone method
and convert the binary string to their equivalent decimal
value. One of the main disadvantages of this method was
to code the background area in addition to areas contain-
ing content. Embedding capacity and quality of embedded
image were 5.25 bpp and 36 dB, respectively.
By evaluating the recent high capacity steganography
methods it can be found that the most of these meth-
ods did not consider the type of input message, i.e., the
message was considered as random. In scanned text doc-
uments and letters, the background is white and the con-
tent part is black, therefore, if input message is produced
by scanned text documents, official letters, and etc. the
scanned document could be converted to a sparse message
through a special method. By considering the message as
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a sparse form, the high capacity steganography could be
presented to hide the message with large size.
3. Proposed Method
In Fig. 1 the proposed algorithm is presented. As seen
in Fig. 1, the main operations are shown with 5 numbers.
In the first step, which is called pre-processing stage, the
halftone image is calculated by scanned document and the
sparse message is obtained. In the second step, the op-
eration of content separation from the background is per-
formed using the improved quadtree method. Then in the
third step, in order to reduce the number of blocks, the
blocks are combined in two vertical and horizontal direc-
tions, which results in a reduction in the need of maintain-
ing coordinates for blocks. In next step, in order to achieve
more compression, the decimal coding is conducted on con-
tent. Finally, in the fifth step, the embedding of com-
pressed message has been shown in three low importance
pixels of host image. In extraction phase, information is
extracted from LSB pixels and by considering the coor-
dinates of each block, its content is placed in that block.
The details are given as follows.
3.1. Preprocessing step
In this stage, the gray-level scanned document by halftone
method is converted to embeddable bits. In fact, halftone
method creates a binary image from the gray-level of the
scanned text image and reduces its size 8 times. It means
each 8-bit pixel is shown by only one bit. Therefore, it
is possible to embed the scanned document in host im-
age, but the number of bits in scanned documents is very
high that make it impossible by conventional steganogra-
phy. There are various methods to calculate the halftone
image from the document image, which are divided into
two group including the error-diffusion based [22–24] and
dither based methods [25, 26]. Both halftone methods, by
considering the correlation between proximate pixels, de-
cide to convert each pixel (ranged from 0 to 255) to 0 or
1. In the present study, the proposed method of [22] was
used to calculate the halftone image. In order to convert
the halftone image to approximate image of the original
gray-level image, there are different inverse halftone calcu-
lation methods, which aim to retrieve the original image
more realistic [27, 28]. The reverse halftone image calcu-
lation is converted each 0 and 1 bit to an integer value
between 0 and 255. The simplest method to calculate the
inverse halftone image is to apply a Gaussian-softening
filter on halftone image. Therefore, the relatively good
gray-level image is obtained. In the present study, the
mentioned method was employed to calculate the reverse
halftone image. The advantage of halftone method to sim-
ple thresholding on text document is to act smartly when
the image document containing a contentious spectrum of
pixels such as a personal image. In this case, the simple
thresholding is not able to estimate the pixels values from
zero or one bits.
3.2. Embedding step
The embedding algorithm contains four sub-steps. In
the first sub-step, an algorithm was proposed to separate
the parts containing text, image, signature, or any signs
in the document using improved quadtree method. In the
second sub-step, in order to reduce the number of rectan-
gles, their merge was proposed. In this step, more com-
pression in the message was achieved, while there was more
ability for compressing. Therefore, in third sub-steps, an
idea was used to convert the binary message to decimal
ones and ignore the zero bits behind the binary bits string.
Finally, in the fourth step, the compressed bit strings were
embedded in three low importance bits of the pixel with a
certain structure.
3.2.1. Improved quadtree
The halftone image of a scanned document with the bi-
nary display can include text, image, table, and any other
signs, which are shown with zero bits and placed on a sur-
face of a white background with one bits. Definitely, the
coding and maintenance of bits of a background are not
worth and it is best to separate the document content from
the background and only the document content is embed-
ded in the host image. Accordingly, an improved quadtree
method is proposed. The main method of quadtree [29] is
performed on the gray-level of the image with square di-
mensions and power of 2. In the present study, enhanced
quadtree idea was proposed, which had the ability to be
applied to any image dimensions. The pseudo code of this
method was shown in Alg. 1. As seen, the input of this
algorithm is a gray-level image of the scanned document,
which can be rectangular. Besides, it has two thresholds
of T1 and T2 and its outputs are set to x, y, w, and h
values related to rectangles without the ability to divide
into more sub-rectangles. In this set, x and y are left and
upper side coordinates and w and h are width and height
of the rectangle.
In fact, first, the algorithm considers the input image
as a rectangle and if the difference between its largest and
smallest pixel is more equal than the threshold T1 and also
the minimum width and height of the rectangle is 2 times
larger than the threshold T2, it means that the rectangle
should be divided into sub-rectangles. Therefore, the al-
gorithm has divided the rectangle into four sub-rectangles,
which it is possible to be in a different size (different in one
row and column). This process is performed repeatedly on
all sub-rectangles and it would stop when there is no other
sub-rectangle with division conditions. The threshold T1
for the halftone image is one because of its binary property.
Fig. 2a and 2b show the square parts of halftone image and
R-Quadtree algorithm output, respectively. Most of these
rectangles contain no special information or text, therefore
it is not necessary to keep their content and coordinates.
3.2.2. Proximate Rectangles Integration
As seen in Fig. 1-step(2), not all rectangles contain
information; therefore, it is only needed to keep the con-
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Fig. 1. Diagram of document embedding algorithm in the host image.
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(a) (b)
Fig. 2. a: complement form of the halftone image, b: output of R-Quadtree algorithm.
tent and coordinates of rectangles that contains informa-
tion. On the other side, the number of these rectangles
can be high and maintain 4 numbers as coordinates for
each rectangle increase in the size of the final message and
reduce the advantage of its compression. Therefore, the
integration of proximate rectangles is proposed. The inte-
gration algorithm is shown in Alg.2. Input of algorithm is
FAllBlocks, all rectangles that contain information, and
its output is integrated rectangles in both vertical and hor-
izontal directions. This algorithm attempts to merge rect-
angles by scanning neighbor rectangles horizontally and
then vertically. The output of proximate rectangles inte-
gration is shown in Fig. 3. Fig. 3b shows all rectangles
that contain important information. As shown in Fig. 3c
and Fig. 3d, in the first scan, all rectangles that are neigh-
bors horizontally and have horizontal integration condition
are integrated and in the second scan, all output rectangles
of the first scan, which have vertical integration condition,
are integrated.
3.2.3. Decimal Coding
By ignoring the zeros in the left side of a binary bit
string, decimal coding algorithm aims to read longer bi-
nary bit strings and convert them to their equivalent deci-
mal value. In the first step, in order to increase the number
of zeros in the message, the bits of the original halftone im-
age is complemented (This work is done in step 1 of Fig. 1).
Then, the information of document dimension (two 20-bits
number), coordinates of all blocks (four 12-bits number for
coordinates of each block, width and length), and its con-
tents are attached in form of a vector and the decimal
coding algorithm is employed to read the binary bit string
and convert them to decimal values. In decimal coding
algorithm (Alg. 3), first, a string with a maximum length
of 63 bits is read such that its decimal value be less or
equal to 63. The numerical value of string length and its
decimal value are respectively named lengthval and decval.
Then, each one of the lengthval (an integer value in range
0 to 63) and decval (an integer value in range 0 to 63) are
converted to 6-bit binary number and it is used in final
embedment sub-step.
3.2.4. Final Embedding
At this point, the information bit strings are com-
pressed using halftone, R-Quadtree, and decimal coding
ideas. In order to embed the image and increase the invis-
ibility property, the pixels in the more complex texture of
image are considered as embeddable and pixels in smooth
texture of image are considered non-embeddable. For cal-
culating the embeddable and non-embeddable pixels, first,
three fewer important bits of all pixels became zero and
then in 3×3 proximity, standard deviation (SD) is calcu-
lated. If the SD is more than threshold T3 the central pixel
is embeddable otherwise, it is non-embeddable. The ad-
vantage of zeroing the three less important bits of all pixels
in host image before calculating SD is to obtain same in-
puts for calculating embeddable and non-embeddable pix-
els in both embedding and extraction phases and it is pos-
5
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(c) (d)
Fig. 3. a: output of R-Quadtree algorithm; b: presentation of content-contained rectangles; c: horizontal integration of rectangles; d:
vertical integration of rectangles.
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Algorithm 1: Rectangular-based Quadtree (R-
Quadtree)
Data: HalftonImg, MinimumLength, Treshold
Result: AllBlocks(x, y, w, h) // Each row contain
(x, y, w, h) coordinate of a
non-decomposable rectangle.
1 (m,n) = size(HalftonImg);
2 AllBlocks(1, 1 : 4) = (1, 1,m, n);
3 ContinueFlag =True;
4 while There is exist a block B where
min(Bw, Bh) > 2×MinimumLength And
(maxgrayval(B)−mingrayval(B)) >= Treshold)
do
5 ToM = bBw/2c;
6 ToN = bBw/2c;
7 B1 = B(Bx, By, Bw, Bh);
8 B2 = B(Bx, By + ToN,Bw, Bh − ToN);
9 B3 = B(Bx + ToM,By, Bw − ToN,Bh);
10 B4 =
B(Bx+ToM,By+ToN,Bw−ToM,Bh−ToN);
11 Delete B from AllBlocks;
12 Add B1, B2, B3 and B4 to AllBlocks;
13 Return AllBlocks;
sible to use the three fewer important bits of the embed-
dable pixel to hide the message. The calculation of SD in
3×3 proximity is shown in Eq. 1.
stdkernel =
1
(9− 1)
3∑
x=1
3∑
y=1
(
fˆkernel(xi,j)− x¯kernel
)2
.
(1)
x¯kernel =
1
9
3∑
x=1
3∑
y=1
(
fˆkernel(xi,j)
)
. (2)
fˆkernel(xi,j) =
⌊
fkernel(xi,j)
8
⌋
× 8. (3)
In Eq. 3, fkernel shows the amount of gray-level of pix-
els in the 3×3 kernel and in Eq. 2, x¯kernel shows the aver-
age of them. In order to deal with any possible problem in
extraction phase, only 5 MSB-bits per pixel fkernel(xi,j)
is used to calculate SD. Accordingly, in order to delete the
three less importance bits of each pixel of kernel, the floor
operator is used. As mentioned in sub-step of decimal cod-
ing, for each 63-bits string an integer decimal number for
the length of string and an integer decimal number for the
decimal representation of string are calculated, which both
of the mentioned numbers are placed in a range of 0-63 (6
bit for each integer decimal number). Therefore, 12 bits
are needed to code a string with a length of 63-bit. The em-
bedding algorithm places the related 12-bit in three LSB
bits of four embeddable pixels. In order to increase the
security, each produced 12-bit string were exclusive-ORed
Algorithm 2: Rectangle Merging
Data: InterestBlocks
1 // InterestBlocks contains all foreground blocks.;
Result: MergedBlocks
2 Counter = 0;
3 while Count(InterestBlocks) do
4 (x, y, w, h) = InterestBlocks(1, 1 : 4);
5 Find B where x == Bx And y + h = By And
w = Bw;
6 if Such B is exists then
7 h = h+Bh;
8 InterestBlocks(1, 1 : 4) = (x, y, w, h);
9 Delete B from InterestBlocks ;
10 else
11 Counter = Counter + 1;
12 MergedBlocks(Counter, 1 : 4) =
InterestBlocks(1, 1 : 4);
13 InterestBlocks = InterestBlocks(2 : end, 1 :
4);
14 Counter = 0;
15 InterestBlocks=MergedBlocks;
16 while Count(InterestBlocks) do
17 (x, y, w, h) = InterestBlocks(1, 1 : 4);
18 Find B where y == By And x+ w = Bx And
y = By;
19 if Such B is exists then
20 w = w +Bw;
21 InterestBlocks(1, 1 : 4) = (x, y, w, h);
22 Delete B from InterestBlocks ;
23 else
24 Counter = Counter + 1;
25 MergedBlocks(Counter, 1 : 4) =
InterestBlocks(1, 1 : 4);
26 InterestBlocks = InterestBlocks(2 : end, 1 :
4);
27 Return MergedBlocks;
with a randomly produced 12-bit string by a common key
between sender and receiver.
3.3. Extraction Step
In this step, first, the message-contained embeddable
pixels should be found using Eq. 1-3. Every 4 embeddable
pixels contain 12-bit information related to a 63-bit length
string. By extracting and concatenating all of them, a bit
vector including information of document dimension (two
20-bit number), coordinates of rectangles (four 12-bit value
for each block), and blocks content are obtained. With the
location coordinates of each rectangular block, the infor-
mation content of each block is easily placed in its place
and the image of the complemented document is obtained.
Then, in order to achieve a halftone image, it should be
performed a complement operation. The different meth-
7
Algorithm 3: Reading algorithm of each bit stream
Data: Vector message bits
Result: decval, lengthval
1 LengthCounter = 5;
2 DeciV alPrev = 0;
3 ContinueFlag =True;
4 while ContinueFlag == True do
5 SelectedMsg =ReadFromMessage(1 :
LengthCounter);
6 TempDeciV al =BinToDeci(SelectedMsg);
7 if TempDeciV al ≥ 64 then
8 decval = DeciV alPrev;
9 lengthval = LengthCounter − 1;
10 ContinueFlag =False;
11 if ((ContinueFlag ==True) And
(LengthCounter == 64)) then
12 decval = TempDeciV al;
13 lengthval = LengthCounter − 1;
14 ContinueFlag =False;
15 LengthCounter = LengthCounter + 1;
16 DeciV alPrev = TempDeciV al;
ods have been proposed to calculate the inverse halftone
image of the gray-level image up to now. In the present re-
search, the halftone image is convolved by a 3×3 Gaussian
kernel with a standard deviation of 0.5.
4. Experimental Results
In the present study, 20 standard gray-level image of
USC-SIPI image database was used to evaluate the pro-
posed method. Besides, the scanned document of an arti-
cle [30] was used as a message (each page was scanned in
the scale of 1774×1288).
Fig. 4. Diagram of the information extraction and the embedding
phase.
Fig. 5. Diagram of the information extraction and the embedding
phase.
The image quality criterion, which has been mentioned
in many articles, is maximum signal to noise ratio or PSNR.
The criterion shows amount the added noise to the image
by embedding any watermark to it. Although this param-
eter is not exactly in accordance with the visual invisibil-
ity property of the watermark in the image, it provides a
proper algebraic relationship for the optimal hiding of in-
formation in the image. The evaluation criterion is defined
as Eq. 4:
PSNR(fc, fw) = 10 log10
[
max∀(m,n)f2c (m,n)
1
Nf
∑
∀(m,n) (fc(m,n)− fw(m,n))2
]
.
(4)
The Eq. 4 presents the maximum signal to noise ratio
in terms of a decibel or dB. Where f is original image
signal, w is embedded a watermark, fw is watermarked
image signal, (m,n) are indexes of the images, and Nf is
the number of pixels in images of fc and fw. The more
the criterion, the more ability of imperceptibility is. Often
values of about 35 decibels are considered as acceptable
values for this criterion. SSIM is another image quality
criterion, which considers the structural property of the
image. SSIM can be calculated by Eq. 5.
SSIM(x, y) = (
σxy
σxσy
).(
2x¯y¯
(x¯)2 + (y¯)2
).(
2σxσy
σ2x + σ
2
y
). (5)
The first term presents the correlation coefficient between
two x and y images and shows the degree of linear depen-
dency between the two images, which is in range of [1,−1].
The second term of Eq. 5 that is in range of [0, 1] shows
the average brightness of two images and when x = y this
term will be 1. The third term, which is in a range of [0, 1],
is an estimation for color differentiation in x and y and the
maximum value occurs when σx = σx. The SSIM and its
updated versions is one of the important methods to de-
termine the similarity of two images. In the present study,
both mentioned criteria were used to evaluate the quality
of embedded image and extracted document image.
In Table 1, the results of applying the proposed method
to the 20 selected standard image are shown. In this test,
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,Table 1
Results of PSNR, SSIM and embedding rate for 20 standard images with different standard deviations and minimum rectangle size 4× 4
Standard deviation (0) Standard deviation (2.5) Standard deviation (5)
Image
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Aerial 37.36 0.95 9.91 37.66 0.96 6.97 38.99 0.98 6.08
Airplan 37.11 0.87 9.91 38.49 0.91 6.80 46.39 0.99 2.62
APC 37.32 0.91 9.91 37.53 0.91 7.19 40.81 0.96 5.81
Barbara 37.36 0.94 9.91 37.59 0.94 7.37 39.52 0.98 5.41
Boat 37.33 0.94 9.91 37.46 0.94 9.62 39.15 0.97 5.36
Cameraman 37.35 0.90 9.91 38.84 0.94 5.26 42.40 0.99 3.61
Couple 37.33 0.93 9.91 37.63 0.94 6.5 39.95 0.97 3.63
Elaine 37.33 0.93 9.91 37.43 0.93 9.76 38.66 0.95 7.51
Goldhill 37.31 0.93 9.91 37.63 0.94 7.07 39.30 0.97 5.68
House 37.64 0.91 9.91 39.61 0.95 4.10 43.86 0.99 2.71
Jetplane 37.36 0.91 9.91 38.14 0.93 7.51 41.88 0.98 4.27
Lake 37.32 0.93 9.91 37.51 0.94 9.46 39.35 0.97 5.61
Lena 37.35 0.91 9.91 37.71 0.92 6.35 41.08 0.98 6.13
Man 37.40 0.93 9.91 37.81 0.95 6.35 39.14 0.97 5.78
Pepper 37.34 0.92 9.91 37.48 0.92 9.41 40.55 0.97 5.98
Truck 37.32 0.93 9.91 37.50 0.93 9.29 39.39 0.96 6.23
Walk Bridge 37.66 0.97 9.91 37.80 0.97 9.71 38.43 0.98 7.02
Blonde 37.33 0.92 9.91 37.48 0.93 9.46 39.89 0.97 3.88
Dark Hair 37.35 0.89 9.91 38.37 0.92 7.61 43.41 0.98 3.73
Zelda 37.35 0.91 9.91 37.60 0.91 7.19 41.93 0.98 4.10
Average 37.37 0.92 9.91 37.83 0.93 7.98 40.67 0.97 5.04
,
Table 2
Comparison of the PSNR and embedding rate of proposed method and methods [16] and [14]
Proposed method Method [16] Method [14]
Im
ag
e
P
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N
R
E
m
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ed
d
in
g
ra
te
P
S
N
R
E
m
b
ed
d
in
g
ra
te
P
S
N
R
E
m
b
ed
d
in
g
ra
te
Jetplane 38.14 7.51 30.66 2.34 34.70 1.06
Lena 37.71 6.35 31.94 2.34 35.00 1.10
Pepper 37.48 9.41 30.42 2.33 N/A N/A
Lake 37.51 9.46 28.99 2.41 33.00 1.22
Man 37.81 6.35 28.63 2.43 N/A N/A
Barbara 37.46 9.62 N/A N/A 33.00 1.37
Average 37.68 7.61 30.12 2.37 33.92 1.18
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,Table 3
Comparison of the PSNR and embedding rate of proposed method and methods [17] and [19]
Proposed method Method [17] Method [19]
Im
a
ge
P
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P
S
N
R
E
m
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ed
d
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te
P
S
N
R
E
m
b
ed
d
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g
ra
te
Pepper 37.48 9.41 34.93 3.95 N/A N/A
Lena 37.71 6.35 N/A N/A 37.97 2.02
Aerial 37.66 6.97 N/A N/A 37.96 2.02
Jetplane 38.14 7.51 34.67 3.95 37.96 2.02
Average 37.74 7.56 34.8 3.95 37.96 2.02
,
Table 4
Comparison of the PSNR and embedding rate of proposed method and methods [21] and [20]
Proposed method Method [21] Method [20](Edge detection=Sobel)
Im
ag
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P
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m
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ed
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g
ra
te
P
S
N
R
E
m
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ed
d
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g
ra
te
P
S
N
R
E
m
b
ed
d
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g
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te
Blonde 37.48 9.46 35.23 5.65 37.31 3.04
Pepper 37.48 9.41 36.19 5.65 37.27 3.05
Jetplane 38.14 7.51 36.84 4.77 33.85 3.91
Boat 37.46 9.62 37.00 5.70 33.57 3.91
Average 37.64 9.00 36.31 5.43 35.50 3.47
,
Table 5
Comparison of the PSNR, SSIM and embedding rate of proposed method and method [18]
Proposed method Method [18]
Im
ag
e
P
S
N
R
S
S
IM
E
m
b
ed
d
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g
ra
te
P
S
N
R
S
S
IM
E
m
b
ed
d
in
g
ra
te
Barbara 37.59 0.96 6.97 36.99 0.88 3.80
Boat 37.46 0.94 9.62 39.23 0.88 3.68
House 39.61 0.95 4.10 40.23 0.91 3.67
Jetplane 38.14 0.93 7.51 40.90 0.90 3.60
Pepper 37.48 0.92 9.41 40.15 0.93 3.66
Truck 37.50 0.93 9.29 41.58 0.95 3.61
Zelda 37.60 0.91 7.19 41.79 0.95 3.56
Lena 37.71 0.92 6.35 40.20 0.91 3.60
Average 37.88 0.93 7.55 39.88 0.91 3.64
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,Table 6
Comparison of the PSNR and embedding rate of proposed method and related works
Method PSNR Embedding rate (bpp)
[14] 33.92 1.18
[19] 37.96 2.02
[16] 30.12 2.37
[20] 35.50 3.47
[17] 34.8 3.95
[21] 36.31 5.43
Proposed method 37.83 7.98
the minimum size of rectangles was 4×4 and three different
experimental thresholds such as 0, 2.5, and 5 were chosen
for standard deviation to select the embeddable pixels. As
shown in Table 1, for standard deviation 2.5, the embed-
ding rate, PSNR, and SSIM criteria were 7.98 bpp, 37.83
dB and 0.93 in average state, respectively, which the value
of embedding rate was significant and value of PSNR and
SSIM were acceptable.
In Tables 2-5, the comparison of the proposed method
with similar works are presented. In this comparisons the
same host images are used. Table 6 shows the summary
of the average quality and the embedding rate of the pro-
posed method in comparison with the related works. As
seen, the proposed method has acceptable image qual-
ity and higher embedding rate. In Fig. 4, the proposed
method is applied to eight different pages of an article [30],
as a message, and the Lena image is used as the host image.
The mean embedding capacity of the proposed method for
four different thresholds with the rectangular size of 4×4,
8×8, 16×16, and 32×32 were 7.51, 8.34, 8.77, and 7.27, re-
spectively. The embedding capacity for the size of 16×16
was more than three other forms. Fig. 5 shows the quality
of extracted document in terms of PSNR and SSIM for 8
different pages of an article. The mean of these values was
24.77 dB and 0.96 for all pages.
5. Conclisions
In the present research, a high capacity steganography
method was introduced to embed the scanned documents
as a message. The main ideas of the proposed method in-
cludes a) converting scanned document with gray-level to
binary halftone image; b) proposing an algorithm to sep-
arate the content of the document from its background;
c) compressing the message by ignoring the 0-bit stings
behind the 1-bit value in process of converting binary bit
string to its equivalent decimal value. The outputs result-
ing from conducting the proposed method, report the em-
bedding capacity of 7.89 bpp and embedded image quality
of 37.83 dB, which is higher and more effective than other
methods with a random message. Therefore, the proposed
method can be used for imperceptible transmission of text
documents in the gray-level images.
One disadvantage of the proposed method is the inef-
fectiveness of calculating the halftone image and inverse of
the halftone image. Design of a method to calculate the
halftone and inverse halftone image, which is special for a
text document, can improve the quality of the extracted
document. Therefore, as a future work, it is suggested
to design a method to calculate the halftone and inverse
halftone image for the text documents.
As an another future work, it is suggested to use sparse
representation and dictionary learning methods in order to
more compress the text document images.
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