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Abstract. With the popularity of Location-based Social Networks, Point-
of-Interest (POI) recommendation has become an important task, which
learns the users’ preferences and mobility patterns to recommend POIs.
Previous studies show that incorporating contextual information such as
geographical and temporal influences is necessary to improve POI recom-
mendation by addressing the data sparsity problem. However, existing
methods model the geographical influence based on the physical distance
between POIs and users, while ignoring the temporal characteristics of
such geographical influences. In this paper, we perform a study on the
user mobility patterns where we find out that users’ check-ins happen
around several centers depending on their current temporal state. Next,
we propose a spatio-temporal activity-centers algorithm to model users’
behavior more accurately. Finally, we demonstrate the effectiveness of
our proposed contextual model by incorporating it into the matrix fac-
torization model under two different settings: i) static and ii) tempo-
ral. To show the effectiveness of our proposed method, which we refer
to as STACP, we conduct experiments on two well-known real-world
datasets acquired from Gowalla and Foursquare LBSNs. Experimental
results show that the STACP model achieves a statistically significant
performance improvement, compared to the state-of-the-art techniques.
Also, we demonstrate the effectiveness of capturing geographical and
temporal information for modeling users’ activity centers and the im-
portance of modeling them jointly.
Keywords: Contextual Information · Point-of-Interest Recommenda-
tion · Recommender System.
? Work done while Mohammad Aliannejadi was affiliated with Universita` della
Svizzera italiana (USI).
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1 Introduction
With the availability of Location-based Social Networks (LBSNs) such as Yelp
and Foursquare users can share their locations, experiences, and content associ-
ated with the Point-of-Interests (POIs) via check-ins. Employing the successes
in the area of Recommender Systems (RSs), POI recommendation helps to im-
prove the user experiences on LBSNs, suggesting POIs according to users’ past
check-in history. POI recommendation helps users explore new interesting POIs
while helping businesses to increase their revenues by providing context-aware
advertisements. As such, POI recommendation has attracted much attention
from both research and industry [22,6,4].
One of the most important challenges that limit the accuracy of POI recom-
mendation is the data sparsity problem [1,26,25]. Numerous users are active on
LBSNs with millions of POIs already being listed on these platforms. However,
in practice, users are able to only visit a very limited number of POIs. Hence,
the user-POI matrix used in different Collaborative Filtering (CF) approaches
becomes sparse, limiting the attainable recommendation accuracy [3,24]. To ad-
dress this problem, several studies have incorporated contextual information such
as geographical and temporal influences separately into their model [7,21,30,31].
For example, relevant studies have tried to incorporate geographical [28,9,21]
and temporal influences [16,27,20] in their proposed model. Moreover, as argued
in [9,10,11], users commonly check in to POIs around several geographical cen-
ters. While modeling these centers it is assumed that they are static and do not
change according to temporal information. This assumption may not be correct
and taking into account both geographical and temporal influences might help
to model the users’ behavior with a higher accuracy. For instance, if we consider
working time and leisure time, this suggests that users tend to explore POIs
around their activity centers in leisure time, while they prefer to visit the same
locations more often while they are at work. For example, a person would go
to the same restaurant every day to have lunch while working during the week-
days. However, the same user might decide to visit a more diverse set of POIs
and visit new places while on holidays (i.e., leisure time). Therefore, the users’
check-in behavior and activity centers are dependent on their temporal states
(e.g., working time vs. leisure time).
To elaborate more, in Figure 1, we have depicted a randomly selected user’s
check-ins from the Gowalla dataset [22] during working and leisure time. As seen,
this user follows a temporal center-based check-in pattern; that is, the activity
centers are different at different temporal states. Also, while we compare Fig-
ure 1a with Figures 1b and 1c, we see that the activity centers are different from
each temporal state, compared to all the check-ins. Based on these observations,
we conclude that joint modeling of geographical and temporal information is an
effective approach for defining users’ activity centers. In this paper, we take a
step for joint modeling of geographical and temporal information. Our contribu-
tions can be summarized as follows:
– We propose a novel contextual model that jointly considers both geographical
and temporal information.
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(a) All check-ins (b) Working check-ins (c) Leisure check-ins
Fig. 1: A typical user’s spatio-temporal activity centers from the Gowalla dataset.
As we see, Figure 1a shows all check-ins of the user whereas Figures 1b and 1c
show the check-ins for working and leisure time are focused in different centers.
(best viewed in color)
– We propose a spatio-temporal activity-centers model that consider users’
center-based behavior in different temporal states.
– We propose static and temporal MF models to study the users’ preference
and behavior both in static and temporal manners. In the static MF, we
train the model on the whole user-POI matrix, whereas in the temporal MF,
we train the model using different user-POI matrices for every time slot.
– We address the data sparsity problem by incorporating the proposed con-
textual model into the traditional MF model and propose a novel MF frame-
work.
We conduct several experiments on two well-known real-world datasets, namely,
Gowalla and Foursquare, demonstrating the improvement of the proposed method
in the accuracy of POI recommendation compared to a number state-of-the-art
approaches. Our experiments show that joint modeling of the geographical and
temporal influence improves the performance of POI recommendation. Finally,
to enable reproducibility of the results, we have made our codes open source.4
2 Related Work
POI recommendation plays an essential role in improving LBSNs user experi-
ence. Much work has been carried out in this area based on the core idea behind
recommendation systems, assuming that users with similar behavioral histories
tend to act similarly [28]. Collaborative Filtering (CF-based) recommendation
approaches aim to base recommendations on the similarity between users and
items [14,16]. POI recommendation considers a large number of available POIs
4 https://github.com/rahmanidashti/STACP
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(items) while a single user can only visit a few of them. Hence, CF-based ap-
proaches applied to POI recommendation often suffer from the data sparsity
problem. This leads to poor performance in POI recommendation. Many studies
have tried to address the data sparsity problem of CF approaches incorporating
additional information into the model [28,21,22,5]. As the users’ check-in behav-
ior follows a spatio-temporal mobility pattern, much work has incorporated this
critical information. Considering users’ movement trajectories between POIs,
many of the previous studies have shown that geographical influence is one of
the most important factors in POI recommendation, [24,22].
More specifically, Ye et al. [28] argued that a user’s check-in behavior is
affected by the geographical influence of POIs, following the power-law distribu-
tion and proposed a unified POI recommender system incorporating spatial and
social influences to address the data sparsity problem. Ference et al. [14] took
into consideration several factors such as user preference, geographical proxim-
ity, and social influences for out-of-town POI recommendation. This work, how-
ever, did not take into account users’ temporal information and in-town users’
behavior. Cheng et al. [9,10] modeled users’ check-ins via center-based Gaus-
sian distribution to capture users’ movement patterns based on the assumption
that users’ movements consist of several centers. Li et al. [21], in another work,
modeled the POI recommendation task as a pairwise ranking loss, where they
exploited the geographical information using an extra factor matrix. Zhang et
al. [31] proposed a method that considered the geographical influence on each
user separately. To this end, they proposed a model based on kernel density esti-
mation of the distance distributions between POI check-ins per user. Aliannejadi
et al. [2] proposed a ranking model and predicted the appropriateness of a POI
given a user’s context into the ranking process. Yuan et al. [29] addressed the
data sparsity problem based on the idea that users tend to rank higher those
POIs that are geographically closer to their visited POIs. Guo et al. [17] pro-
posed a location neighborhood-aware weighted matrix factorization model to
exploit the location perspective that incorporates the geographical relationships
among POIs. More recently, Aliannejadi et al. [6] proposed a two-phase collab-
orative ranking algorithm for POI recommendation that takes into account the
geographical influence of POIs in the same neighborhood.
Another line of research studies the temporal influence on users’ preferences
[13,30,32]. Temporal information has been shown to improve POI recommenda-
tion accuracy and alleviate the problem of data sparsity [22]. Griesner et al. [16]
proposed an approach to integrate temporal influences into matrix factorization.
Gao et al. [15] computed the similarity between users by dividing users’ check-
ins into different hourly time slots and finding the same POIs at the same time
slots in their check-in history to train a user-based CF model. Yao et al. [27]
matched the temporal regularity of users with the popularity of POIs to improve
a factorization-based algorithm. Le et al. [20] proposed a time-aware personalized
model adopting a fourth-order tensor factorization-based ranking, which enables
to capture short-term and long-term preferences. Yuan et al. [30] preserved the
similarity of personal preference in consecutive time slots by considering differ-
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ent latent variables at each time slot per user. Zhao et al. [33] proposed a latent
ranking method to model the temporal interactions among users and POIs ex-
plicitly. In particular, the proposed model builds upon a ranking-based pairwise
tensor factorization framework.
These previous approaches mainly explored the geographical and temporal
information separately. Differently from these studies, our work addresses the
data sparsity problem by jointly modeling the geographical and temporal con-
textual information. Moreover, the previous research modeled users’ center-based
behavior based on geographical influence. In contrast, we consider the formation
of spatio-temporal activity centers for each user. Therefore, we model the users’
center-based behavior based on different temporal states.
3 Proposed Approach
In this section, we propose a Spatio-Temporal Activity Center POI recommen-
dation model called STACP, which models users’ preference and users’ context
together. In the users’ preference model, we design two preference functions
for each user to consider both static and temporal users’ preferences in the
model. Moreover, in the users’ context model, we incorporate the influence of
geographical and temporal information jointly. In what follows, we first describe
an overview of our STACP model and further explain how each part is imple-
mented and which challenges are addressed at each part.
Formally, let U = {u1, u2, u3, ..., um} be the set of users and L = {l1, l2, l3, ..., ln}
be the set of POIs. Further, let m and n be the number of users and POIs, respec-
tively. Then, the users visit-frequency can be encoded in Rm×n, where entries
ru,l ∈ R can represent the previous POI check-ins of user u ∈ U to POI l ∈ L.
Also, Lu shows all POIs checked-in by user u. To address the data sparsity prob-
lem and explore the contextual influence we need to fuse the users’ context with
the users’ preference model in a fusion framework. We fuse users’ static and
temporal preferences on a POI and the score of whether a user will visit that
place based on our contextual influence model. STACP is proposed to estimate
the recommendation score that a user u visits a POI l as follows:
STACPu,l = U
T
u Ll × P (u, l|Cu,t)× Rˆu,l (1)
where UTu Ll and Rˆu,l respectively denote static and temporal users’ preference
model, and P (u, l|Cu,t) denotes the users’ context model.
In the following, we first introduce the user context model, where we show
users’ behavior in a joint model of geographical and temporal influences. More-
over, we propose our temporal center allocation method. Finally, we describe
our users’ static and temporal preference model.
Spatio-Temporal Activity Centers. As shown in Figure 1, users’ behav-
iors are center-based and these centers are different based on the periodicity of
temporal information (see Figure 1b and 1c). This phenomenon points to the
shortcoming of the previous geographical and temporal models that considered
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geographical and temporal influences separately. As shown previously, the sec-
ond characteristic of users’ behavior is that users tend to visit POIs that are
near their current centers. We apply these two characteristics jointly to model
users’ check-in behavior and propose the spatio-temporal activity-centers model.
That is, the score of a user u, visiting a POI l, given the temporal multi-center
set Cu,t of user u in time t and temporal state T , is defined as follows:
P (u, l|Cu,t;T ) =
|Cu,t|∑
cu,t
1
dist(l, cu,t)
freqcu,t∑
i∈Cu,t freqi
(2)
where l denotes a POI and Cu,t is the set of centers for the user u in time
t, given the temporal state T . For each center, calculating (2) consists of the
multiplication of two terms. The first term determines the score of the POI l
belonging to the center cu,t, which is related to the distance between the POI
l and the center cu,t. The second term denotes the effect of check-in frequency
freqcu,t , on the center cu,t.
Further, we define the multi-center activity function P (u, l|Cu,t) as a linear
interpolation under two temporal states, as follows:
P (u, l|Cu,t) = λ× P (u, l|Cu,t;WT ) + (1− λ)× P (u, l|Cu,t;LT ) (3)
where we consider it for working time P (u, l|Cu,t;WT ) and leisure time P (u, l|Cu,t;LT )
where λ shows the impact of each temporal state. The model can be general-
ized to define other temporal states. For example, we could apply it for week-
day/weekend, monthly, or daily patterns.
Activity Center Allocation. As argued earlier, the users’ activities follow a
center-based pattern. Furthermore, these centers are different depending on the
temporal state. To model the users’ behavior in a spatio-temporal manner, we
propose a temporal multi-center clustering algorithm among each user’s check-
ins based on the Pareto principle [18], as the most visited POIs account for a few
users. First, for each user u and temporal state t, we rank all POIs Lu according
to the check-in frequency. Next, we select the most visited POI and combine all
other visited POIs within d kilometers from the selected POI, to create a region.
Let Nu be the user u’s total check-in numbers, r be the current region and Nr,u
be the total check-in number of current region of user u. To decide if a center
should be added to the user’s profile, we consider a threshold of α. A new center
is considered if
Nr,u
Nu
> α. We repeat this procedure until we cover all of the user
u’s checked-in POIs.
Static and Temporal Users’ Preferences. To model the user’s preference
based on check-in data, we apply Matrix Factorization (MF) in two ways: a static
model of user’s preference (SMP) and a temporal model of user’s preference
(TMP). In SMP, we consider the traditional matrix factorization method to
model the static behavior of users. The goal of MF is to find two low-rank
matrices U ∈ RK×|U| and L ∈ RK×|L| based on the frequency matrix R such
that R ≈ UTL. The predicted recommendation score of a user u, like a POI l,
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is determined by:
Pu,l ∝ UTu Ll (4)
via solving the following optimization problem which places Beta distributions
as priors on the latent matrices U and L, while defining a Poisson distribution
on the frequency:
min{U,L|R} =
|U|∑
i=1
K∑
k=1
((σk − 1) ln(Uik/ρk)− Uik/ρk)
+
|L|∑
j=1
K∑
k=1
((σk − 1) ln(Ljk/ρk)− Ljk/ρk)
+
|U|∑
i=1
|L|∑
j=1
((Rij ln(U
TL)ij − (UTL)ij) + c
(5)
where σ = {σ1, ..., σK} and ρ = {ρ1, ..., ρK} are parameters for Beta distri-
butions, and c is a constant term. In TMP, to model the temporal behavior of
users, inspired by [15], we divide the original user-POI frequency matrix R into t
sub-matrices according to the different temporal states T . Then each sub-matrix
only containing check-in actions that happened at the corresponding temporal
state. For example, we can consider t = 2 for working time and leisure time in
our case. Then, we apply MF on each Rt to compute user u’s preference on POI
l at time t. Finally, we sum them into Rˆ, representing the user check-in pref-
erences of each POI. It should be mentioned that a more advanced method of
automated periodic pattern extraction from spatio-temporal data as proposed
in [8] can also be used for a more data-informed decision to be made for the
parameter (t).
4 Experiments
In this section, several experiments are conducted to compare the performance
of STACP with the other state-of-the-art POI recommendation methods.
4.1 Experimental Setup
Datasets. We use two real-world check-in datasets from Gowalla and Foursquare
provided by [22]5. The Gowalla dataset consists of 620,683 number of world-
wide check-ins made by 5,628 number of users on 31,803 POIs with 99.78%
sparsity in the period of Feb. 2009 to Oct. 2010. The Foursquare dataset, on
the other hand, includes 512,523 check-ins made by 7,642 users on 28,483 POIs
with 99.87% sparsity in the United States from Apr. 2012 to Sep. 2013. Every
check-in contains a user-id, POI-id, time, and geographical coordinates.
5 http://spatialkeyword.sce.ntu.edu.sg/eval-vldb17/
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Table 1: Performance comparison with baselines in terms of Precision@N ,
Recall@N , and nDCG@N for N ∈ {10, 20} on Gowalla and Foursquare. The
superscripts † and ‡ denote significant improvements compared to baselines and
model variations, respectively (p < 0.05).
Precision Recall nDCG
@10 @20 @10 @20 @10 @20
G
o
w
a
ll
a
TopPopular 0.0192 0.0146 0.0176 0.0270 0.0088 0.0079
PFM 0.0181 0.0143 0.0161 0.0252 0.0077 0.0068
PFMMGM 0.0240 0.0207 0.0258 0.0442 0.0140 0.0144
LRT 0.0249 0.0182 0.0220 0.0321 0.0105 0.0093
PFMPD 0.0217 0.0184 0.0223 0.0373 0.0099 0.0101
LMFT 0.0315 0.0269 0.0303 0.0515 0.0157 0.0150
iGLSR 0.0297 0.0242 0.0283 0.0441 0.0153 0.0145
MLP 0.0243 0.0215 0.0237 0.0396 0.0982 0.0127
Rank-GeoFM 0.0352 0.0297 0.0379 0.0602 0.0187 0.0179
L-WMF 0.0341 0.0296 0.0351 0.0582 0.0183 0.0178
STACP-NoCTX 0.0219 0.0167 0.1920 0.0293 0.0092 0.0081
STACP-NoTC 0.0282 0.0236 0.0281 0.0457 0.0147 0.0151
STACP 0.0383†‡ 0.0318‡ 0.0404†‡ 0.0651†‡ 0.0212†‡ 0.0211†‡
F
o
u
rs
q
u
a
re
TopPopular 0.0200 0.0155 0.0272 0.0429 0.0114 0.0121
PFM 0.0213 0.0154 0.0290 0.0424 0.0125 0.0129
PFMMGM 0.0170 0.0150 0.0283 0.0505 0.0109 0.0126
LRT 0.0199 0.0155 0.0265 0.0425 0.0117 0.0124
PFMPD 0.0214 0.0155 0.0290 0.0426 0.0124 0.0128
LMFT 0.0241 0.0194 0.0359 0.0568 0.0150 0.0161
MLP 0.0248 0.0204 0.0309 0.0373 0.0135 0.0152
Rank-GeoFM 0.0263 0.0241 0.0399 0.0625 0.0183 0.0197
L-WMF 0.0248 0.0197 0.0387 0.0591 0.0162 0.0174
STACP-NoCTX 0.0207 0.0184 0.0196 0.0285 0.0094 0.0085
STACP-NoTC 0.0242 0.0217 0.0331 0.0552 0.0142 0.0157
STACP 0.0312†‡ 0.0285†‡ 0.0453†‡ 0.0671†‡ 0.0203‡ 0.0227†‡
Evaluation Metrics. To evaluate the performance of the recommendation
methods, we used three evaluation metrics: Precision@N, Recall@N, and nDCG@N
with N ∈ {10, 20}. We partition each dataset into training data, validation data,
and test data. For each user, we use the earliest 70% check-ins as training data,
the most recent 20% check-ins as test data, and the remaining 10% as validation
data. We determine the statistically significant differences in the results using
the two-tailed paired t-test at a 95% confidence interval (p < 0.05).
Comparison Methods. We compared the proposed STACP model with the
state-of-the-art POI recommendation approaches that consider geographical or
temporal influences in the recommendation process. The details of the compared
methods are listed below:
– TopPopular [12]: A simple and non-personalized method that recommends
the most popular POIs to users. Popularity is measured by the number of
check-ins.
Joint Geographical and Temporal Model 9
– PFM [23]: A MF method, which can model the frequency data directly.
PFM places Beta distributions as priors on the latent matrices U and V ,
while defining a Poisson distribution on the frequency.
– PFMMGM [9]: A method based on the observation that a user’s check-
ins follow a Gaussian distribution that combines geographical and social
influence with MF.
– LRT [15]: A method that incorporates temporal information in a latent
ranking model and learns the user’s preferences based on temporal influence.
– PFMPD: A geographical method using the Power-law distribution [28] that
models people’s tendency to visit nearby POIs. We integrate this geograph-
ical model with the Probabilistic Factor Model (PFM).
– LMFT [26]: A method that applies temporal information on the user’s re-
cent activities and multiple visits to a POI.
– iGLSR6 [31]: A method that personalizes social and geographical influ-
ences on POI recommendation using a Kernel Density Estimation (KDE)
approach.
– Rank-GeoFM [21]: A ranking-based MF model that includes the geograph-
ical influence of neighboring POIs while learning user preference rankings for
POIs.
– MLP [19]: A component of the NeuMF framework that models the user-POI
interaction using the concatenation of latent factors via Multi-layers Neural
Network.
– L-WMF [17]: A location neighborhood-aware weighted probabilistic ma-
trix factorization model. L-WMF incorporates the geographical relationships
among POIs as regularization to exploit the geographical characteristics from
a location perspective.
– STMCP-NoCTX: A variation of our model which excludes the contextual
model. We include this model as a baseline to demonstrate the effectiveness
of our contextual model.
– STMCP-NoTC: A variation of our model in which we remove the temporal
states and consider geographical centers without temporal differences. We
include this model to show the effectiveness of temporal centers in our model.
4.2 Results
Performance evaluation against compared methods. Table 1 shows the
results of experiments based on the Gowalla and Foursquare datasets. As seen,
STACP obtains the best performance compared to the other POI recommenda-
tion methods in terms of all evaluation metrics on both of the datasets. Dacrema
et al. in [12] show that even some state-of-the-art deep-learning-based meth-
ods are not able to outperform a non-personalized method such as TopPopular.
This is the reason why we have also selected this method as a baseline to com-
pare with STACP. It seems that in comparison to two non-personalized baseline
6 We evaluate iGLSR only on Gowalla as we do not have access to the social data of
the Foursquare dataset.
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Fig. 2: Effect on nDCG@20 by varying the percentage of POIs that each user
has visited for (a) Gowalla and (b) Foursquare.
methods, TopPopular and PFM, our method achieves significantly better per-
formance. Comparing with other geographical-based methods, PFMPD, PFM-
MGM, iGLSR, and L-WMF, it is seen that STACP followed by Rank-GeoFM
perform best. One reason for the performance of Rank-GeoFM is that it considers
the geographical neighborhoods as a major element in the factorization method.
Also, Rank-GeoFM takes a ranking approach to modeling the interactions be-
tween users and POIs. This means that instead of considering a point-wise loss
function, it applies a pairwise loss function in geographical factorization.
Results show that STACP beats all geographical-based methods in terms of
all metrics for all different values of N in both datasets. This is expected as
the previous models only consider the basic idea of the geographical influence
that users tend to visit nearby POIs. Also, our proposed model outperforms the
LRT and LMFT that modeled temporal information to improve the accuracy
of POI recommendation. The reason is that these methods do not consider the
geographical information. Compared to the neural baseline, MLP, the improve-
ments of STACP in terms of Recall@20 and nDCG@20 on Gowalla dataset are
65% and 66%, respectively. This shows the effectiveness of our users’ preference
and users’ context models, which considers both geographical and temporal in-
formation jointly to model users’ activity centers.
Effect of Activity Centers. In this experiment, we compare the performance
of STACP with its variation where we only consider geographical information in
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allocating activity centers (i.e., STACP-NoTC). Therefore, we remove temporal
states t from equation (2). The goal is to demonstrate the effect of the spatio-
temporal activity centers on the performance of STACP. As seen in Table 1,
STACP exhibits a significant improvement over STACP-NoTC in terms of all
evaluation metrics for both datasets. We see that STACP improves STACP-
NoTC by 42% in terms of Recall@20. This indicates that users follow a spatio-
temporally centered behavior. This objectively validates our analysis in Section
1, in which users’ centers are different based on the different temporal states.
Effect of Contextual Model. Next, we study the effect of the contextual
model. To this end, we compare the performance of STACP with its varia-
tion where no contextual information is used while training the model (i.e.,
STACP-NoCTX). In other words, in this experiment equation (2) is excluded
from equation (1). As seen in Table 1, a statistically significant improvement
of STACP over STACP-NoCTX is observed in terms of all evaluation metrics
on both datasets. This observation suggests that using contextual information
enables STACP to model the users’ behavior more accurately. Moreover, it indi-
cates that by incorporating the contextual information, we can address the data
sparsity problem.
Effect of number of visited POIs. In this experiment, our goal is to study the
effect of data size on the performance of our model. As such, we train STACP,
as well as all the baseline methods with different data sizes. To do so, for each
user, we only consider a certain percentage of visited POIs in the training set
randomly, ranging from 40% to 100%. We see in Figures 2a and 2b the perfor-
mance of STACP and all baseline models in terms of nDCG@20 for different
training data sizes. The results show that STACP is more effective in compar-
ison with the baselines as the size of the training data varies, indicating that
it addresses the data sparsity problem more effectively. As we see in Figure 2a,
when we change the data size from 100% to 40% on Gowalla, the performance
of STACP decreases by about 35%, while for the competitor baseline method
Rank-GeoFM the value of decrease is 45%. This shows that STACP is more
robust when we do not have access to enough data from users. More interesting,
the performance of LMFT, a temporal-information-based competitor baseline,
decreases by 65% when the size of data changes to 40%. This indicates the un-
suitability of the methods that only consider the temporal information. Also, it
is worth noting that we observe a more robust behavior of STACP compared to
the STACP-NoCN. Thus, the proposed context model enables STACP to deal
with noise and data sparsity more effectively. This is clearer when STACP out-
performs the best competitor baseline (i.e., Rank-GeoFM) with a larger margin,
33%, in terms of nDCG@20 on Gowalla.
Effect of Model Parameters. Figure 3 shows the performance of STACP for
different values of d, α and λ. We report in Figure 3a the effect of different values
of d on the performance of STACP in terms of Precision@20 and Recall@20
metrics, respectively. It can be seen that the optimal value of d for both datasets
is 15. These results show that users tend to visit nearby POIs to their centers,
12 H. A. Rahmani et al.
1 3 5 7 9 11 13 15 17 19 21
0
1
2
3
4
·10−2
d
P
re
ci
si
o
n
@
2
0
Gowalla
Foursquare
.01 .02 .03 .04 .05
0
1
2
3
4
·10−2
α
P
re
ci
si
o
n
@
2
0
Gowalla
Foursquare
0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1
0
1
2
3
4
·10−2
λ
P
re
ci
si
o
n
@
2
0
Gowalla
Foursquare
1 3 5 7 9 11 13 15 17 19 21
0
1
2
3
4
·10−2
d
R
ec
a
ll
@
2
0
Gowalla
Foursquare
(a) d
.01 .02 .03 .04 .05
0
1
2
3
4
·10−2
α
R
ec
a
ll
@
2
0
Gowalla
Foursquare
(b) α
0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1
0
1
2
3
4
5
·10−2
λ
R
ec
a
ll
@
2
0
Gowalla
Foursquare
(c) λ
Fig. 3: Effect of different model parameters on the performance of STACP
which are formed in regions. Figure 3b, on the other hand, shows the effect of
different α values on the performance of STACP. We can see that the optimal
value is achieved at α = 0.02 for both datasets. More importantly, as seen in
Figure 3c, the optimal value for λ that shows the impact of different temporal
states is 0.5. This confirms our assumption and shows that users follow a spatio-
temporal activity centered behavior. In fact, when we set this parameter to 1
(i.e., just working time) or 0 (i.e., just leisure time), the performance decreases.
5 Discussion and Conclusion
In this paper, we study the problem of POI recommendation. We have investi-
gated in detail the characteristics of the user mobility behavior on a large-scale
check-in dataset. Based on the extracted properties, we propose a novel spatio-
temporal activity-centers model to jointly model the geographical and temporal
influence of the user’s check-in behavior. We then consider the user’s temporal
information and the user’s preferences on POIs. Finally, we propose the STACP
model as a uniform framework for combining these three components to rec-
ommend POIs. Experimental results on the datasets show that our model sig-
nificantly outperforms the state-of-the-art models. In our future work, we may
consider more information such as the user’s comments and social relations to
improve the performance.
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