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The emergence of Big Data and machine learning (ML) has paved the way for numerous 
scientific advancements. A challenge which has hindered the progress and application of 
machine learning algorithms for certain classification tasks is the class imbalance problem. 
Imbalanced classification is a situation where there is a skewed distribution of the target 
variables. The class imbalance problem exists in several domains, including medical diagnosis, 
credit risk prediction, fraud detection, and other areas in which negatively labelled samples 
considerably exceeds the positively labelled samples. Using imbalanced data to train ML models 
often results in poor performance.  
Several research works have proposed diverse methods to mitigate the class imbalance problem, 
including data sampling, ensemble learning, and feature learning. However, in this research, the 
focus is on effective feature learning. This dissertation presents two ML methods that are 
implemented to enhance the performance of diverse classifiers using publicly available 
imbalanced datasets. 
 Firstly, a thorough literature review is conducted on various ML algorithms developed to 
solve the class imbalance problem. 
 Secondly, a method was developed to improve the classification performance of some 
classifiers using stacked sparse autoencoder, with application to credit risk prediction.  
 Thirdly, a method was introduced for medical diagnosis using an enhanced sparse 
autoencoder and softmax regression.  
The methods implemented in this research outperformed most machine learning algorithms and 
scholarly works. Furthermore, this research work demonstrates the effect of effective feature 
learning on the performance of classifiers and the importance of training these classifiers with 
relevant data.  
Keywords: Artificial neural network, autoencoder, deep learning, feature learning, machine 
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1.1. Background  
In recent years, there have been several advances in artificial intelligence (AI). These AI-based 
systems have outperformed humans in numerous applications such as medical diagnosis, speech 
recognition, image recognition, and gaming. AI is simply intelligence exhibited by machines, as 
opposed to the natural intelligence present in humans [1]. During the last century, a subset of AI 
called machine learning (ML) emerged. With the help of training data, machine learning 
algorithms build models that are capable of making intelligent decisions or predictions without 
being explicitly programmed [2]. Meanwhile, there are three types of learning problems in ML: 
supervised, unsupervised and reinforcement learning. Supervised learning can be further divided 
into classification and regression, and the difference between them is that classification predicts a 
discrete target variable and regression predicts a continuous quantity [3].  
A major challenge which has affected the utilization of machine learning in some domains is the 
class imbalance problem [4], [5]. The class imbalance problem implies there is an uneven 
distribution of classes in the training data. In recent years, there has been increased interest in 
this problem within the machine learning community [6], and several methods have been 
proposed to solve the problem [7]–[9]. This classification problem exists in numerous domains, 
including medical diagnosis, fraud detection, and credit risk prediction.  
The class imbalance problem is a challenge for predictive analytics since most ML classification 
algorithms were built with the premise of an equal number of instances for each class. Hence, 
when these algorithms are trained with imbalanced data, it leads to poor prediction results, and 
the performance is biased towards the majority class [8]. In literature, several sampling 
techniques have been often used to convert imbalanced data to balanced data, which usually lead 
to better performance when applied for machine learning. The main sampling methods are 
oversampling and undersampling [10]. The former replicates instances of the minority class to 




balance the dataset [11]. However, numerous research works have proposed techniques to solve 
the class imbalance problem without altering the data; these techniques include ensemble 
learning and feature learning [12]–[16].  
In this research, feature learning methods are combined with classifiers in order to improve the 
prediction performance of the latter on an imbalanced class problem, which is necessary because 
the success of traditional ML algorithms depends on the representation of the training data. 
Feature learning or representation learning involves the use of ML to map the original features of 
the input data into a new feature space, with the goal of enhancing the classification performance 
[16]. Deep neural networks (DNN) have been widely used for diverse feature learning tasks, and 
in this research, the focus is on DNN based feature learning. Figure 1.1 illustrates the ML 
workflow combining feature learning and a classifier. Also, there are numerous publicly 
available datasets for predictive analytics, and in this research, a few disease datasets and default 




Figure 1.1: A simple ML workflow combining feature learning and classification 
The methods implemented in this dissertation includes a technique for the prediction of diverse 
diseases, which integrates an enhanced sparse autoencoder (SAE) and softmax regression [17]. 
The second method involves the prediction of credit risk using a stacked sparse autoencoder 
(SSAE) and numerous classifiers. The methods are then contrasted with other classifiers, 
including classification and regression tree (CART), logistic regression, k-nearest neighbor 
(KNN), support vector machine (SVM), linear discriminant analysis (LDA), and conventional 
softmax classifier. 
1.2. Problem Statement 
Efficient machine learning using imbalanced data is a crucial research area, because most real-
world data are imbalanced, such as medical datasets and default of credit card clients data. When 











majority class, and in some situations, the models completely ignore the minority class [16]. In 
the past, conventional ML algorithms have been used to study the class imbalance problem. Even 
with the advancements in deep learning, coupled with its growing popularity, not many research 
works have used deep learning to solve the class imbalance problem. With the state-of-the-art 
performance it has achieved in numerous complex problems, it could be beneficial to study the 
application of DNNs in solving the class imbalance problem.  
Furthermore, research has shown that machine learning algorithms tend to achieve better 
performance when they are trained with relevant data. Hence, when building ML models, a large 
amount of time is spent on studying, cleaning, and preprocessing the data to ensure the most 
relevant features are used for training. Feature engineering and feature learning are two methods 
used to obtain the most relevant data for machine learning. The former is reliant on domain 
knowledge, and it is computationally expensive [18]. Recent research has focused on feature 
learning, which has resulted in improved classification results [19]–[22]. Therefore, this research 
aims to study and implement feature learning methods to improve the performance of ML 
classifiers when trained with imbalanced data. Also, the performance of the techniques 
implemented in this dissertation is then contrasted with other traditional ML classifiers and 
recent scholarly works. 
1.3. Research Question and Research Objectives 
The research question being considered in this work is “can effective feature learning enhance 
the performance of machine learning algorithms in situations where the training dataset is 
imbalanced?”. To answer this question, the research aims to study and develop robust machine 
learning methods capable of obtaining excellent performance when trained with imbalanced data. 
The objectives of this dissertation are: 
 To survey available research works on machine learning to better understand its 
effectiveness in the prediction of credit risk and medical diagnosis. 
 To implement an unsupervised feature learning method using stacked sparse autoencoder 
and study its effect on the classification performance of some classifiers, with application 




 To develop a robust method for the prediction of diverse diseases by integrating an 
enhanced sparse autoencoder and softmax regression. 
 
 
1.4. Contributions of the Research 
The contributions of this research are outlined below:  
 An extensive survey of recent research works on machine learning with application to the 
prediction of credit risk and medical diagnosis. The classifiers are then used to perform a 
comparative study with the techniques implemented in this dissertation.  
 The implementation of an unsupervised feature learning method using stacked sparse 
autoencoder that was combined with some classifiers for the prediction of credit card 
default. By stacking multiple sparse autoencoders, better feature learning was obtained. 
Also, batch normalization was introduced to the network to address the problem of 
internal covariate shift which usually occurs in DNNs. 
 The design of an enhanced sparse autoencoder which was combined with softmax 
regression for the prediction of several diseases.  
 
1.5. Structure of the Report 
The remaining part of this dissertation is structured as follows: 
 Chapter 2 provides the literature review, which includes background information on 
machine learning and deep learning. This chapter also provides a systematic analysis of 
selected research works and a detailed mathematical overview of the algorithms used 
throughout this research.  
 Chapter 3 discusses the research methodology and presents a detailed outline of the 
datasets utilized in training the algorithms. Also, this chapter presents an explanation of 
the various performance evaluation indices utilized in the course of the research.  
 In Chapter 4, an implementation of a stacked sparse autoencoder is provided, which is 
combined with some classifiers for the prediction of credit card default.  
 In Chapter 5, a method is presented, which integrates an enhanced sparse autoencoder 




 Chapter 6 concludes this dissertation and provides a summary of important findings from 
the research work. Chapter 6 further discusses future research direction.  
 
1.6. Conclusion  
This chapter has provided a background to the dissertation; specifically, the idea of imbalanced 
data and its challenge to machine learning algorithms were discussed. The chapter has presented 
the need to employ efficient feature learning techniques to solve the class imbalance problem. 



























2.1.  Introduction  
Presently, artificial intelligence (AI) is transforming several sectors, including the banking 
industry and medical diagnosis, and has demonstrated its effectiveness in solving complex 
problems [23]. The introduction of machine learning (ML) has further enhanced the growth of 
AI [24]. ML is a subset of AI, and the term is used to imply both the academic field and the 
group of algorithms applied in the field. In recent times, ML has been seen as the key to the 
progress made in AI and has been used both in industry and academia to build models powerful 
enough to make accurate predictions in very complex applications [25].  
The numerous achievements of machine learning can be further studied and improved for credit 
risk predictions and medical diagnosis, where the datasets are mostly imbalanced. In this chapter, 
a review of several machine learning applications of these two domains are presented. Also, an 
overview of the two main categories of machine learning is discussed, that is, supervised and 
unsupervised machine learning. Furthermore, this chapter also presents a mathematical 
description of the algorithms applied throughout the dissertation.  
2.2. Supervised Learning  
Supervised learning is considered as the most frequently used type of machine learning [26]. It 
can be defined as the type of machine learning where models are trained using data with known 
target variables. In supervised learning, the target variable can be discrete or continuous. When 
the target variable is a discrete value, it is termed as classification: for example, the prediction of 
a credit applicant as being creditworthy or not creditworthy, good or bad client, or the prediction 
of the absence or presence of a disease [25]. Classification algorithms include logistic regression, 




When the target variable is continuous, then the supervised learning method is termed as 
regression. Regression methods make predictions on response variables that are continuous-
valued based on what the model learned in the course of the training. Some regression algorithms 
include linear regression, multivariate regression, and lasso regression. The data attributes, 
response variables, the nature and shape of the regression curve often determine the type of 
regression analysis to be done. The regression curve demonstrates the correlation between the 
predicted and the predictor variables [3].  
2.3. Unsupervised Learning  
Unsupervised learning is the type of machine learning in which the algorithms obtain inference 
from the data without class labels. This type of machine learning is mainly utilized to obtain 
undefined patterns in the data [27]. Clustering is a widely used unsupervised learning method 
and is utilized in exploratory data analysis to extract hidden patterns from data. Other methods 
that fall under this category are principal component analysis and autoencoders. Furthermore, 
there exists another category of machine learning termed semi-supervised learning, where the 
algorithms are trained with some labelled data and a considerable amount of unlabeled data. 
Semi-supervised learning falls at the intersection between supervised and unsupervised learning 
[28]. 
2.4. Machine Learning Applications for the Prediction of Credit Card 
Default and Medical Diagnosis 
There is a tremendous amount of research work that has applied machine learning algorithms for 
credit risk prediction and medical diagnosis. This section provides a general review of some of 
those related works. Specifically, this section presents a survey of credit risk and medical 
diagnosis prediction models that used the following algorithms: logistic regression, decision 
trees, support vector machines (SVM), k-nearest neighbors (KNN), naïve Bayes, and feature 
learning methods. Furthermore, Sections 4.2 and 5.2 also presents some research works 






2.4.1. Applications of Logistic Regression 
Over the years, logistic regression has been widely applied for various prediction tasks. 
Defaulting on credit card and loan payments is a burden on financial institutions, and machine 
learning algorithms such as logistic regression has been applied to predict potential defaulters, 
thereby enabling the lender to decline such applications. A major challenge in the prediction of 
credit card defaulters is that the datasets are mostly imbalanced. In [29], a method was developed 
to predict potential credit card defaulters using logistic regression, KNN, and naïve Bayes. Since 
the dataset is imbalanced, the authors performed data preprocessing using the random 
undersampling method, which is necessary for the classifiers to obtain good performance. To 
compare the performance of the various algorithms, the following metrics were utilized: 
accuracy, precision, true negative rate, recall, and F1 score. From the experimental results, the 
logistic regression model obtained better performance than the other two models with an 
accuracy of 95% while KNN and naïve Bayes obtained accuracies of 91% and 75%, 
respectively. Also, improved performance was observed after the data was undersampled before 
using it for training the ML algorithms.  
In similar research, a comparative study was conducted using logistic regression, naïve Bayes, 
SVM, and KNN on an imbalanced credit card dataset [30]. Performance metrics such as 
accuracy, recall, precision, and true negative rate were used to carry out the comparison. From 
the experimental results reported, logistic regression, naïve Bayes, SVM, and KNN obtained 
accuracies of 99.07%, 95.98%, 97.53%, and 96.91% respectively. The results showed that the 
logistic regression model achieved better performance than the other models. In [31] an analysis 
of credit card default prediction models was carried out. The methods considered include logistic 
regression, multilayer perceptron (MLP), naïve Bayes, classification and regression tree (CART), 
and KNN. The MLP obtained the best performance, whereas logistic regression was successful 
in detecting important features that influence the prediction of whether a client is capable of 
making payment or not.  
Logistic regression has also been widely used for the prediction of medical diagnosis [32]. 
Recently, a method was proposed for the prediction of diabetes [33]. The approach employed 
principal component analysis (PCA) to enhance the prediction ability of KNN and logistic 




while maintaining the various variations available in the data. This reduction is achieved by 
recognizing directions, also termed as principal components, through which the variation in the 
input data is maximum. The accuracy of the logistic regression classifier was increased by 1.98% 
after the application of PCA on the data. Furthermore, logistic regression was utilized for 
predicting mortality due to sepsis [34]. The proposed approach involved the analysis of sepsis 
indicators using feature extraction via a latent model. The simulation results recorded showed 
that the approach ensured the performance of the classifier was improved. Sepsis occurs when 
there is a massive response to bacterial infections in the blood, and it is the leading cause of 
death in ICU patients [35], [36]. Hence, research on the prediction of sepsis mortally is 
significant.  
2.4.2. Applications of Decision Trees  
Decision tree-based algorithms such as CART, C4.5, random forest, etc., have been applied for 
credit risk prediction. Recently, a comparison of machine learning methods for credit risk 
prediction was conducted [37]. The methods considered include decision tree-based algorithms, 
SVM, and logistic regression. The experimental results obtained showed that the tree-based 
methods, i.e. adaptive boosting (AdaBoost) and random forest, obtained the best performance. 
AdaBoost is usually employed to enhance the performance of the decision trees. Also, the SVM 
models (linear and nonlinear kernels) displayed poor performance.  
In [38], a method was developed for the prediction of credit card defaulters. The approach used 
the synthetic minority oversampling technique (SMOTE) for addressing the imbalanced problem 
in the data, which enhanced the performance of random forest and six other algorithms including 
KNN, SVM, ANN, rotation forest, C4.5 decision tree, and NBTree. The NBTree algorithm is a 
hybrid of decision tree and naïve Bayes. The experimental results showed that random forest 
achieved the best performance with a test accuracy of 89.01%, F1 score of 89%, and area under 
the receiver characteristic curve (AUC) of 0.947. Meanwhile, the imbalanced nature of credit 
card default datasets was recently studied [39]. The authors performed both undersampling and 
oversampling of the data, and noticed that the latter performed better. Also, they noted that 
classifiers obtain better results when trained with balanced data and achieved poor results when 




that the gradient boosted decision tree achieved the best performance compared to the other 
algorithms.  
Decision tree-based algorithms have also been applied for medical diagnosis; for example, in 
[40] a method was proposed using C4.5 decision tree algorithm to distinguish between dengue 
and non-dengue fever. The classifier was 84.7% accurate in performing the given task. Also, 
decision tree-based algorithms such as random decision forests, single decision tree, and gradient 
boosting have been used for detecting breast cancer [41]. The algorithms were compared using 
performance metrics such as accuracy, recall, and true negative rate; and the random forest 
obtained superior performance.  
2.4.3. Applications of Support Vector Machine  
There are several applications of support vector machine (SVM) for credit risk predictions. In 
[42], a comparative study of SVM and logistic regression was conducted using credit data. The 
logistic regression obtained a test accuracy of 73% and precision of 82%, whereas the linear 
kernel SVM achieved a test accuracy of 86% and precision of 78%. From the recorded results, 
SVM achieved better performance than the logistic regression. Furthermore, SVM was used for 
predicting credit defaulters [43]. The study utilized six credit risk datasets to demonstrate the 
performance of the algorithm in diverse scenarios. When compared with CART and discriminant 
analysis classifiers, the SVM showed superior performance.  
In medical diagnosis, SVM has been employed for the prediction of numerous diseases, for 
example, it was used for detecting diabetes and breast cancer [44]. The method also introduced 
feature adaptivity to speed up the computational time and also enhance the accuracy. The 
proposed algorithm had better performance in comparison with the traditional SVM. The 
algorithm which was called an adaptive SVM achieved excellent performance on the diabetes 
and breast cancer predictions, with an accuracy of 100% in both cases. Furthermore, a 
performance comparison of some ML algorithms was conducted using heart disease dataset [45]. 
The algorithms include some SVM kernels together with other machine learning algorithms, 
including decision tree, KNN, and an ensemble classifier. The SVM kernels considered in the 




experimental results showed that the linear kernel achieved better performance with AUC of 0.97 
and an accuracy of 93.1%. 
2.4.4. Applications of k-Nearest Neighbors  
The k-nearest neighbor (KNN) algorithms have applications in credit risk analysis. In [46], a 
weighted KNN (WKNN) technique was developed to predict credit risk using data from an 
Indonesian bank. The research evaluated some kernels and reported that the rectangular and 
Gaussian kernels obtained the best performance with both kernels having accuracy of over 82%. 
In [47], a study was conducted to analyze the default of credit card clients data; and seven 
machine learning algorithms were used for the analysis, including KNN, naïve Bayes, random 
forest, logistic regression, decision tree, and two SVM kernels. From the research, it was 
concluded that out of the independent variables in the data, there are just a few that can be 
effectively used to determine if clients would default or not.  
KNN has been widely used for disease predictions [48], [49]. An approach was developed for the 
prediction of heart disease by combining genetic algorithm and KNN [50]. The approach 
involved the ranking of attributes according to their importance and the elimination of irrelevant 
features using genetic search as the measure of goodness. By training the KNN with the most 
important features, an improved performance was observed. In [51], another method was 
developed to predict heart disease using the ant colony optimization technique to perform feature 
selection, and a hybrid KNN classifier performed the prediction. The proposed approach 
obtained a classification accuracy of 99.2%, which showed superior performance when 
compared with some machine learning classifiers such as decision tree, naïve Bayes, SVM, and 
traditional KNN. In another research, KNN was utilized to predict whether patients with 
prediabetes have a two-year risk of developing type 2 diabetes mellitus [52]. The dataset used for 
training the algorithm contained 1647 samples, with features from clinical and laboratory tests. 
The KNN classifier achieved a test accuracy of 96%, a true negative rate of 78%, and true 






2.4.5. Applications of Naïve Bayes 
Naïve Bayes (NB) classifiers have been used to understand credit data and make appropriate 
predictions. Recently, a study was conducted to predict the probability of clients defaulting their 
credits [53]. The study utilized credit data from a bank in Tunisia containing 924 samples, and 
the classification was performed using the NB machine learning algorithm. From the 
experimental results, the algorithm obtained a classification accuracy of 63.85%. Furthermore, 
the study reported that the probability of a client defaulting on the credit was better represented 
by some variables, including solvency, leverage, profitability, working capital, and cash flow 
measures.  
Also, naïve Bayes classifiers have been used for prediction of medical diagnosis. In [54], a 
Gaussian NB was utilized for predicting lung and breast cancers with test accuracy of 90% and 
98%, respectively. Furthermore, naïve Bayes was used to classify melanoma (skin cancer) as 
either malignant or benign [55]. The study used images from an epiluminescence microscopy for 
training the model. The NB classifier showed superior performance when compared with a 
decision tree, with the former having an accuracy of 98.8% and the latter obtained an accuracy of 
92.86%. In another research, a hidden naïve Bayes (HNB) was proposed to identify heart disease 
[56]. The difference between the HNB and traditional naïve Bayes is that the HNM modifies the 
independence assumptions between the predictor variables that exist in the traditional naïve 
Bayes algorithm. The HNB classifier achieved a test accuracy of 100%.  
2.4.6. Applications of Feature Learning  
Feature learning techniques have been used in both the prediction of credit card default and 
medical diagnosis. Feature learning is used mainly to map high dimensional input data to low 
dimension for effective classification [57]. In  [58], a method was developed for the 
classification of skin lesions using a generative model. This was achieved by an autoencoder in 
which both the encoder and decoder undergo some adversarial training using different 
discriminator networks. The efficacy of the method was demonstrated through the classification 
of images from epiluminescence microscopy, and the method obtained excellent results. The 
application of feature learning can also be seen in the prediction of breast cancer. In [59], an 




the common structural patterns in regular breast cancer images. After the training, the 
autoencoder was able to identify images that are different from the standard images.  
In [60], a deep autoencoder was applied to identify different cancers. The autoencoder aimed at 
discovering hidden correlations in input data, thereby leading to a classification accuracy of 
100% in the three datasets considered in the study. This showed the ability of deep autoencoders 
and the importance of feature learning. Furthermore, there are numerous feature learning 
research works available in the literature, including stacked sparse autoencoder to detect 
Parkinson’s disease [61], a stacked sparse autoencoder combined with support vector machine to 
detect osteoporosis [62], an autoencoder based recurrent neural network for the prediction of 
diseases [63], and a stacked sparse autoencoder method for detecting lung cancer [64]. 
2.5. Overview of Machine Learning Algorithms 
This section presents a detailed description of the machine learning algorithms used throughout 
this dissertation, and this is necessary to lay a proper foundation for the research since these 
algorithms will be benchmarked against the methods developed in this dissertation. In the 
following subsections, brief and concise explanations of the algorithms are provided, including 
their mathematical overview. 
2.5.1. Logistic Regression  
Logistic regression is a statistical model employed for analysing data that contains more than one 
predictor variable to obtain the predicted variable. In logistic regression, the predicted or 
response variable is usually binary [8]. Logistic regression is well suited for credit risk prediction 
and medical diagnosis since their class attributes are generally binary. Also, this algorithm aims 
to obtain a model with the best fit line that describes the relationship between the target variable 
and the predictor variables, and it generates the variables expressed as: 
       ( )                                       (2.1) 
where   denotes the probability of presence of the attribute of interest. This detects a logit 
transformation of the likelihood of the presence of the attribute of interest. Secondly, the logit 
transformation is illustrated as the logged odds shown as: 
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Another variant of logistic regression is the softmax regression, also called multinomial logistic 
regression, and it is used to develop models where the data has multiple class variables. The 
softmax function is represented as: 
              (  )  
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 (         ) (2.4) 
where            represents  the input values and  (  ) is the output, which is the probability 
that the sample belongs to the i-th class [65]. In the course of this research, both the softmax 
regression and logistic regression will be utilized.  
 
2.5.2. Decision Tree 
Decision tree algorithms are supervised machine learning methods used for classification and 
regression [66]. A decision tree model where the predicted variable is a set of binary values is 
called a classification tree. In contrast, when the predicted variable is a continuous value, it is 
called a regression tree. Tree-based algorithms are often used in several applications because of 
their simplicity [67]. Decision trees contain a root node, leaf nodes, and branches, which are the 
three main parts. The tree-building process starts from the root node, both the root node and 
leaves comprise of questions or criteria that should be met. The branches are arrows that connect 
the nodes, and they show the flow from questions to answer. There are many tree-based machine 
learning algorithms such as Classification and regression tree (CART) [68], Iterative 
Dichotomiser (ID3) [69], and C4.5 [70]. In this dissertation, the CART algorithm is utilized, and 
it uses the Gini index to obtain the probability that a given variable is incorrectly classified when 
it is randomly selected [71]. To compute the Gini index for a sample data having   classes 
assuming            : 
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2.5.3. Support Vector Machine  
Support vector machine (SVM) is a machine learning algorithm which can be used to solve 
regression and classification tasks. It is based on statistical learning theory and has been used to 
make accurate predictions in different fields [73]. SVM has been applied to linear classification 
tasks, and it is also useful to solve non-linear classification problems using a technique called 
kernel trick [74], which transforms a non-linear separable input into a high dimensional space at 
which point a hyperplane capable of separating the data is established. There are multiple SVM 
kernels such as polynomial, radial basis, linear, Gaussian, and nonlinear kernels. 
Supposing the input data is    (     )  , in which           , the goal of the SVM 
classifier is to get a hyperplane capable of dividing the space into a pair of spaces corresponding 
to the classes in the input data [75]. A hyperplane here implies a linear function of    ( )  
〈   〉   , in which 
   ( ( ))    (〈   〉   )       (2.6) 
where   denotes a weight vector,   represents bias, whose value is a scalar quantity. Therefore, 
we represent the separating hyperplane as: 
  ( )  〈   〉       (2.7) 
The generalization ability of SVM is outstanding because the generalization error is minimized 
while the separating margin is maximized by the algorithm [75], which is represented and solved 
through constrained optimization, that is minimize 
 
 




respect to   (〈   〉   )     The Lagrange multipliers strategy is used to solve this constrained 
optimization task. After computing the Lagrange   and including an unknown scalar α, the 
following is achieved: 
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After obtaining the coefficients of   , a hypothesis is obtained, corresponding to a linear 
combination of the input data points. Lastly, the decision function is expressed according to: 
  ( )     (〈   〉   )     (〈∑         
 
   〉   )   (2.11) 
From Equation (2.11), it is observed that SVM learning depends on the dot products of input 
pairs, whereas prediction of unseen sample entirely depends on the dot product of the sample 
under consideration with the input or training data [75]. Furthermore, SVM is suitable for 
applications where the dataset is small, and when the dataset is increased, the performance of the 
algorithm becomes poor. 
2.5.4. k-Nearest Neighbors 
K-nearest neighbors (KNN) is a machine learning algorithm which has the ability to perform 
classification and regression. However, it is mostly used for classification, and it is considered as 
a lazy learning and non-parametric algorithm [76]. It is non-parametric for the reason that it does 
not make any assumption about its input data, and lazy learning means KNN generalizes the data 
following a query [77]. Furthermore, KNN performs classification on unlabeled samples by 
placing them in the class of correlated labelled samples with regard to similarity. Meanwhile, 
there exists numerous means to conduct the KNN computations such as Hamming, Manhattan, 
and Euclidean distance.  The Euclidean distance is often utilized for most applications [78], and 
can be represented mathematically as: 
  (   )  √(     )  (     )    (     )   (2.12) 
From Equation (2.12),   and   are samples that are being compared having   features. When 
applying the KNN algorithm, the value of   has to be selected, and it represents the nearest data 
points or the number of neighbors [78]. This algorithm is quite simple to implement and has been 






2.5.5. Naïve Bayes Classifier 
Naïve Bayes classifier is developed based on Bayes’ theorem. The algorithm is called naïve 
because it assumes that the input features are independent of each other [79]. There exists diverse 
naïve Bayes classifiers such as multinomial and Gaussian naïve Bayes and they are mainly used 
in situations where the dataset is large [80]. According to Bayes’ theorem, a class variable (c) of 
a sample data (x) is obtained by computing the posterior probability of the value P( | ) as: 
  ( | )  
 ( | ) ( )
 ( )
  (2.13) 
where  ( | ) represents the posterior probability of sample data x conditioned on class c, and 
 ( ) denotes the prior probability of class variable c.  ( ) represents the prior probability of 
sample data x. 
2.5.6. Feature Learning  
Feature learning, also called representation learning, comprises of techniques which allow 
machines to automatically extract the representations required to detect features or to classify 
raw data [26]. Unsupervised feature learning discovers or learns the features from data that is not 
labelled. With this method, there is minimal need for non-automatic feature engineering. 
Supervised feature learning methods include multilayer perceptron, supervised dictionary 
learning, and neural networks. Meanwhile, unsupervised feature learning methods include 
autoencoders, matrix factorization, independent component analysis, and several clustering 
techniques. Effective representation learning can simplify classification problems, and this is a 
vital step in many domains, especially in the prediction of medical diagnosis and credit risk 
predictions [81]. In the next subsection, a brief discussion of the autoencoder is presented since it 
is the feature learning method under consideration in this dissertation. 
2.5.7. Autoencoders 
Autoencoder is a neural network capable of learning representations or features automatically 
when given some training data, thereby making it a perfect method for removing the 
complexities associated with manual feature engineering when performing ML tasks. 




[82], and they consists of two parts: namely, encoder and decoder. The main function of 
autoencoders is to reconstruct an input data at the output. The encoder is used to extract features 
from the training data to obtain the hidden layer via some nonlinear mappings. At the same time, 
the decoder predicts the output vector to reconstruct the original input vector. By imposing some 
constraints on the network, the autoencoder can discover excellent representation of the training 
data [83]. There exists several categories of autoencoders, such as sparse, convolutional, 
variational, and denoising autoencoders. However, this dissertation focuses on the sparse 
autoencoder, and its mathematical representation is presented in Chapters 4 and 5.  
2.6. Research Gap 
When building machine learning models, an enormous amount of labelled data is usually 
required. The use of feature engineering to obtain features from raw data could be expensive 
because domain knowledge is needed, and it is also time-consuming. Unlabeled data is easily 
accessible in the financial and health sectors. Additionally, current research works have shown 
the effectiveness of feature learning techniques in developing models using unlabeled data, thus 
minimizing the use of labelled data [84]–[88]. Several research works have applied machine 
learning algorithms for prediction of credit risk and medical diagnosis, but not many employed 
feature learning to select the most relevant features to train the classifiers, which can improve the 
classifier performance, especially when dealing with the class imbalance problem. Motivated by 
several advances in feature learning, this research aims to build on what has been done and 
develop improved machine learning methods based on unsupervised feature learning for the 
prediction of credit risk and medical diagnosis, thereby minimizing the over-reliance on feature 
engineering in these crucial domains. 
Furthermore, one vital problem when applying machine learning in these domains is that the data 
is usually imbalanced, that is, the negative samples exceed the positive samples, and this leads to 
poor performance by the ML classifiers [89]. Feature learning has been studied to solve the 
imbalanced class problem, and this is achieved because the learned representations usually 
amplify attributes of the input that is vital for discrimination, while also suppressing attributes 
that are irrelevant [16]. The feature learning methods developed in this dissertation ensures the 
classifiers are trained with the most relevant data. Therefore, the classifiers are more robust when 




2.7. Conclusion  
In this chapter, a general summary of machine learning and its algorithms is presented, and a 
review of some recent research works that applied ML for the prediction of credit risk and 
medical diagnosis is also is provided. The chapter also discussed the mathematical representation 
of the ML algorithms that are used in the course of this research. The content of this chapter is 
vital as it provides the required details of the numerous methods employed during the study. 
Furthermore, the research gap that the dissertation aims to fill is also discussed. Lastly, the 
methods proposed in this dissertation will be benchmarked against the machine learning methods 





















3.1.  Introduction  
In this chapter, the methodology used for the dissertation is presented, and a detailed description 
of the various datasets used in training the models. The chapter also provides information 
regarding the various performance evaluation metrics used to assess the performance of the 
models. Meanwhile, the experimental research approach is utilized for this research. This 
approach is a scientific research method in which some predictor variables are manipulated 
which have an impact on the predicted variables. The effect of the predictor variables on the 
predicted variables is essentially measured to aid scientists in deriving the necessary inference 
from the data [90].  
3.2. Credit Card Dataset 
The financial sector is one of the areas with highly imbalanced data such as credit card datasets. 
Therefore, in this work, the default of credit card clients dataset [91] is utilized for training and 
testing one of the proposed methods. This dataset comprises of 30,000 instances and 25 attributes, 
which includes demographic and financial records. The dataset was obtained from the University 
of California, Irvine (UCI) ML repository, and it was established to predict customers that are 
likely to default on their credit card payments in Taiwan. From the 30,000 instances, 23,364 are 
non-default, and 6,636 are default cases, which shows that the datasets is quite imbalanced.  
3.3. Heart Disease Datasets  
Heart diseases are considered to be among the most dangerous diseases affecting humans in their 
middle and old ages, and it affects men more than women. Also, research has shown that this 
disease constitute one-third of all deaths globally. Over 17 million people die of heart-related 
diseases each year. Some of the risk factors associated with the disease include poor diet, 




developed to predict heart diseases [93]–[96]. There are several heart disease datasets available 
in online repositories. In this research, the Framingham heart disease dataset is used. This dataset 
was obtained from the Kaggle website [97], and it was established after a cardiovascular study 
on residents of Framingham, Massachusetts, which aimed to predict patients’ 10-year risk of 
developing heart disease. The dataset comprise of 4238 instances and 16 attributes. The 
attributes include demographic, behavioral, and medical risk factors. From the 4238 instances, 
3594 are negative, while 644 are positive. This dataset is also imbalanced.  
3.4. Cervical Cancer Dataset  
A common disease that affects women globally is cervical cancer: a disease caused by the human 
papillomavirus (HPV). This type of cancer forms in the tissues of the cervix. The risk of 
developing cervical cancer could be minimized through screening for the disease, and taking the 
vaccine, which protects against HPV [98]. Early detection and treatment reduces the spread of 
cervical cancer and increase the chances of survival [99]. In this research, we employ the 
cervical cancer (risk factors) dataset [100] for training and testing one of the proposed methods. 
The dataset was obtained from the UCI machine learning repository, and it has been widely 
utilized for studying and developing machine learning models to predict cervical cancer [101]–
[103]. The dataset comprises of 858 samples and 32 attributes together with four classes: 
Hinselmann, Schiller, Cytology, and Biopsy, which represents the four tests usually carried out 
to detect cervical cancer. Meanwhile, the most accurate test for detecting this disease is the 
biopsy [102], and it is mostly used as the predicted variable. Among the 858 samples, 803 are 
negative, and 55 are positive, which shows the dataset is highly imbalanced.  
3.5. Chronic Kidney Disease Dataset  
Chronic Kidney Disease (CKD) is the gradual loss of kidney function. More than 10% of the 
global population and 15% of South Africa’s population suffer from this disease. The major 
causes of chronic kidney disease include diabetes, high blood pressure, obesity, heart disease, 
and family history [104]. The CKD dataset [105] used in this research was obtained from the 
UCI machine learning repository, and it consists of 400 samples with 250 positive cases and 150 
negative cases. The dataset is fairly balanced compared to the credit card, heart disease, and 




3.6. Performance Evaluation Metrics  
There are several metrics used to test the performance of machine learning algorithms. This 
section discusses the metrics utilized to evaluate the performance of the proposed methods. 
Accuracy is the most widely used performance evaluation metric when dealing with 
classification problems [106]. It is a statistical measure and is defined as the ratio of correct 
predictions (i.e. true negative (TN) and true positive (TP)) made by the classifier divided by the 
total predictions made, including false negatives (FN) and false positives (FP). Precision is the 
ratio of correct positive predictions to the total positive instances. High precision demonstrates 
low false-positive rate. The next metric is sensitivity, also known as recall; it is the ratio of 
correctly predicted positive instances to all the actual positive instances. The F1 score can be 
defined as the weighted average of precision and recall. Hence, this metric takes into account 
both false negatives and false positives. The F1 score is significant when analyzing the 
performance of algorithms trained with imbalanced datasets. These performance metrics can be 
represented mathematically as: 
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Table 3.1 shows a confusion matrix, which visualizes the relationship between the variables TP, 
FP, TN, and FN. 
Table 3.1: Confusion Matrix 




Positive TP FN 
 Negative FP TN 
 
Furthermore, the receiver operating characteristic (ROC) curve and the AUC are also used in this 




model, and it is plotted with true positive rate (TPR) against the false positive rate (FPR). AUC 
demonstrates the ability of a classifier to distinguish the various classes. High AUC means the 
model predicts negative classes as negative and positive classes as positive, and the AUC values 
usually start from 0 to 1, where 0 implies a totally inaccurate model, and a value of 1 means a 
fully accurate model [107], [108]. 
3.7. Experimental Environment  
In order to build the various ML models, the Python programming language is used. Specific 
machine learning libraries used include Scikit Learn (also called sklearn) and Keras. 
Furthermore, several libraries are also used during the model development, data manipulation, 
and evaluation of the models, including Numpy, Pandas, and Matplotlib. The simulations were 
performed using an Intel Core i5-6300U computer running at 2.40 GHz, with 16GB RAM. 
3.8. Conclusion  
In this chapter, the research methodology adopted for the dissertation has been discussed. The 
datasets used in developing the models were also presented and discussed. And lastly, the 
chapter gave a brief description of the various performance indices used to evaluate the 
effectiveness of the proposed methods. In the following chapters, the enhanced machine learning 














AN IMPROVED MACHINE LEARNING APPROACH FOR PREDICTION 
OF CREDIT CARD DEFAULT 
 
4.1. Introduction 
In artificial intelligence (AI) and machine learning (ML) tasks such as classification and 
clustering, the input data tends to influence the performance of the algorithms. Optimal 
performance is obtained when algorithms are given suitable data. To this end, some ML methods 
focus on processing high dimensional data, including linear dimensionality reduction methods 
such as linear discriminant analysis, principal component analysis, and multiple dimensional 
scaling and nonlinear dimensionality reduction techniques such as isometric mapping and 
Laplacian Eigenmap. Meanwhile, feature engineering and representation learning are the two 
main methods used to achieve representation from raw data. Recent research has focused on the 
latter since feature engineering methods are usually dependent on domain knowledge, are labor-
intensive, and time-consuming [109]. Furthermore, representation learning methods tend to learn 
a representation from data automatically, which can then be used for classification. An 
autoencoder (AE) is a type of unsupervised representation learning.  
 
Autoencoders are unsupervised neural networks having multiple layers, including input, hidden, 
and output layers [110]. Autoencoders tend to learn a representation of the input data, usually for 
dimensionality reduction, through training the network to disregard noise. Also, the AE attempts 
to create a representation of the initial input [111], [112]. There are different types of 
autoencoders, including sparse, denoising, contractive, variational, and convolutional 
autoencoders [113]. 
Credit card default/fraud detection is a crucial problem that has gotten the attention of machine 
learning researchers, and a significant number of approaches have been proposed [114]–[117]. 
However, the problem is still challenging since most credit card data seem to suffer from class 
imbalance, as non-fraud transactions overwhelmingly supersede fraud transactions, making it 
difficult for many machine learning algorithms to achieve good performance. Meanwhile, a good 




performance of the algorithms. Representation learning is a possible solution to the challenge of 
credit card default and fraud prediction because of its remarkable feature learning ability in large 
and imbalanced data.  
 
Basic autoencoders aim at learning a representation of the data and reconstructing the output as 
close as possible to the input data, however, training the autoencoder network in such a way that 
encourages sparsity can result in better feature learning. Sparsity induced neural networks have 
been extensively applied in image recognition and several other applications resulting in state-
of-the-art performances [118]–[120].    
 
In this chapter, an approach is presented to improve the classification performance of classifiers 
by using the unsupervised feature learning capability of autoencoders. During the training of the 
autoencoder, sparsity is encouraged, and the model is optimized using the AdaMax algorithm 
[121] instead of the conventional stochastic gradient descent. To ensure accurate feature 
representation, multiple sparse autoencoders are stacked to get the final model. Also, to further 
prevent overfitting and enhance the performance, speed, and stability of the network, we 
introduced the batch normalization technique [122] to the network. The low-dimensional 
features were then used to train the various classifiers, including logistic regression (LR), support 
vector machine (SVM), classification and regression tree (CART), k-nearest neighbor (KNN), 
and linear discriminant analysis (LDA). The performance of these classifiers is then 
benchmarked against an instance where the classifiers were trained with the raw data. Further 
comparison is made with other scholarly works, and our proposed method shows better 
performance. The main contributions of this study can be summarized as follows: 
 To construct an effective artificial neural network for feature learning using stacked 
sparse autoencoder.  
 To improve the classification performance of various classifiers using the proposed 
stacked sparse autoencoder.  
 To demonstrate the effectiveness of feature learning on the performance of classifiers 
using the credit card dataset. 
The rest of the chapter is structured as follows. Section 4.2 provides a review of related works 
that utilized different types of autoencoders. The proposed methodology is presented in Section 




obtained results are presented and discussed in Section 4.5. Lastly, Section 4.6 concludes the 
research and highlights a few future research directions.  
4.2. Related works  
Several applications of autoencoders exist in literature, and they achieved excellent performance. 
This section discusses some previous works that utilized various autoencoders and lay the 
foundation for the proposed stacked sparse autoencoder network. Sun et al. [123] proposed a 
method for fault diagnosis by applying a sparse stacked denoising autoencoder due to its 
robustness and data reconstruction capability, which improved the diagnostic accuracy. The 
autoencoder was used together with an optimized transfer learning algorithm. Similarly, Zhu et 
al. [124] proposed a novel stacked pruning sparse denoising autoencoder. To effectively train the 
autoencoder, a pruning function was introduced to the architecture in order to restrict suboptimal 
features from being part of the final model. The method was utilized for detecting faults in 
rolling bearings, and when compared with other fault diagnostic models, their approach showed 
superior performance. 
Furthermore, Sankaran et al. [125] proposed a feature extraction method using an autoencoder 
network, and ℓ2,1-norm based regularization was used to achieve sparsity. The authors identified 
that due to the many training variables that exist, several representation learning methods are 
susceptible to overfitting, which was mitigated in their approach due to the regularization 
technique. The performance of their model was studied on publicly available latent fingerprint 
datasets, and it achieved an improved performance. Chen et al. [22] developed a technique to 
solve the problem of computational complexity in deep neural networks. The technique used a 
sparse autoencoder (SAE) for learning facial features and softmax regression to classify 
expression features; the softmax regression aimed at handling multiple data at the SAE output. 
Also, the problem of local extrema and the challenge of gradient diffusion during training was 
handled when the network weights were fine-tuned, and this improved the performance of the 
architecture.  
Most approaches used to implement autoencoders depend on the single autoencoder model, and 
this presents a problem when learning different characteristics of data. Yang et al. [21] 




using serial autoencoders. The technique achieved superior representation learning by 
connecting two distinct autoencoders serially. When compared to baseline methods, the 
proposed approach showed significant improvement. Meanwhile, Al-Hmouz et al. [126], 
introduced a logic-driven autoencoder, whereby the network structure was achieved using some 
fuzzy logic operations. The autoencoder was also optimized using gradient-based learning. 
 
Furthermore, Musafer et al. [127] proposed a type of sparse autoencoder in which sparse 
regularization was imposed on the weights. The method was combined with random forest and 
applied to a network intrusion detection system. Lastly, sparse autoencoder networks have 
achieved remarkable performance in representation learning [128], [129]. However, better 
representation learning can be gotten when multiple sparse autoencoders are stacked and 
optimized effectively, which is the focus of this research. 
4.3. Proposed Methodology 
In this section, we present the step by step method applied to develop the proposed autoencoder. 
Autoencoders generally contain two functions, i.e., the encoder and decoder [130]. Assuming the 
original input is  , the autoencoder encodes it into a hidden layer   so as to decrease the 
dimension of the input, which is subsequently decoded at the output. The encoding process of the 
input vector can be mathematically represented as: 
    (    )   (4.1) 
where   represents the activation function,   and   denote the weight and bias matrices, 
respectively. Subsequently, the hidden representation is decoded to obtain data that is as near as 
possible to the original data  , and this process is represented as: 
  ̂   (      ) (4.2) 
The sigmoid function [96], which is used as the activation function in this work is described as 
   
 
     
 (4.3) 
The disparity between the original input   and the reconstructed input  ̂ is called reconstruction 
error. We utilize the mean squared error (MSE) function to optimize the weights and bias 
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In the network hidden layer, the average activation of nodes is represented as: 
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To induce sparsity in the autoencoder, we limit   ̂   , where   is the sparsity proportion, and it 
is usually a small positive value close to 0. Therefore, the Kullback–Leibler (KL) divergence 
between   ̂ and   is minimized according to: 
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Also, to ensure better feature representation and, by extension, enhance the performance of the 
classifiers, multiple sparse autoencoders are stacked. A stacked sparse autoencoder (SSAE) can 
comprise of numerous sparse autoencoders whereby the output of every layer is connected to the 
input of the next layer [131]. The SSAE is based on research conducted by Hinton and 
Salakhutdinov [132], where they proposed a deep neural network with layer by layer 
initialization. The SSAE error function is expressed as: 
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where   and   denotes the number of samples and the number of layers, respectively, the original 
input is  , and   denotes the corresponding label. The regularization coefficient is represented by 
 .   
  and   
  denotes the rows and columns of the matrix   
( )
 [133]. By adding the sparsity term 
to (4.7), the overall cost function of the SSAE becomes: 
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where S represents the entire amount of neurons in a layer and   represents the sparsity 
regularization constant; which controls the sparsity penalty term. We now have three optimization 
parameters, including ,  , and  , and we set their values as 3, 0.0001, and 0.05, respectively. In 
the stacked sparse autoencoder network, a neuron is said to be active when its output is a value 
near 1, while it is inactive when the output value is closer to 0 [8]. Algorithm 4.1 shows the 




the various SAE are not shown. The output of the SSAE is then used to train the various 
classifiers. 
Algorithm 4.1. Proposed methodology of the SSAE 
Input:   
train set x 
Process: 
1. Start 
2. Initialize  ,          
3. Obtain the cost function according to (4) 
4. Apply weight penalty to the cost function according to (7) 
5. Add the sparsity regularizer to the cost function according to (8) 
6. Train network until convergence  
7. End 
Output: 
Reconstructed representation of the input 
 
 
Figure 4.1. Structure of the proposed SSAE model 
The greedy layer-wise training strategy proposed by Bengio et al. [134] is employed to 
successively train every layer of the SSAE in order to obtain access to the weights and bias 
parameters of the network. Also, the network is fine-tuned using the backpropagation algorithm to 
obtain the best parameter settings. The AdaMax algorithm [121], a variant of the adaptive 
moment estimation (Adam) algorithm that uses the infinity norm, was applied to optimize the 
autoencoder network. Lastly, we introduced the batch normalization technique [122] to prevent 






4.4. Case Study of Credit Card Defaulting Prediction Models 
Credit risk prediction is a crucial task in the financial sector. Most financial institutions grant 
loans, mortgages, and credit cards, among many other services. Due to the rising number of 
credit card clients, these institutions have faced an increasing default rate. They are thereby 
resorting to the use of machine learning methods to automate the application process and predict 
the probability of a client’s future default. However, several machine learning methods have 
been developed in various literature with varying performances. A major limitation to achieving 
optimal performance in the credit card default prediction is that the datasets are highly 
imbalanced, i.e., the instances where clients do not default are more than the defaulting cases.  
 
Certain studies have used the default of credit card clients dataset [91] and achieved good 
performance. For example, Prusti and Rath [135] used various algorithms such as decision tree, 
KNN, SVM, and multilayer perceptron to make predictions on the dataset. Additionally, they 
proposed a method that hybridized decision tree, SVM, and KNN, which gave improved 
performance compared to the stand-alone algorithms. Sayjadah et al. [136] conducted a 
comparative study of logistic regression, random forest, and decision tree for credit risk 
prediction. The experimental results showed that random forest achieved superior performance 
with an accuracy of about 82%.  
 
Furthermore, because the dataset is imbalanced, a method was proposed to tackle the problem via 
the synthetic minority over-sampling technique (SMOTE) [38]. Applying the SMOTE method 
together with seven other algorithms, the random forest algorithm achieved the best performance 
with an accuracy of 89.01% and F1-score of 89%. Lastly, Hsu et al. [137] and Chishti and Awan 
[138]  also proposed models to predict the defaulting of credit card clients and achieved 
comparable performance. However, we are aiming to improve on what has been done by applying 
our proposed method on the same dataset. 
4.5. Results and Discussions  
 
In this work, the defaulting of credit card client dataset [91] is used. The dataset was obtained 
from the University of California Irvine ML repository, and it contains 30,000 instances and 25 
attributes, including demographic and financial records. The dataset was established to predict 
customers who are likely to default on payments in Taiwan. Out of the 30,000 instances 23,364 




institutions to be able to identify possible customers who will default on their credit card 
payments, thereby declining such applications. We use the 70-30% train-test split strategy in the 
experiments. The SSAE is trained with the training set in an unsupervised fashion, whereas the 
test set is input with the learned SSAE model to get the low-dimensional data. The low-
dimensional training set is then used to train the various classifiers, and the performance tested on 
the test set. The number of neurons in the first and second hidden layers was set at 100 and 85, 
respectively. 
 
To efficiently evaluate the performance of our approach, we utilize certain performance metrics, 
as explained in Section 3.6. The Python programming language was utilized for the 
computations. In order to demonstrate the effectiveness of the proposed SSAE, five classifiers are 
employed. Therefore, we first show the performance of these classifiers on the raw dataset; the 
classifiers include CART, LR, KNN, SVM, and LDA, and the respective performances are shown 
in Table 4.1. 
 
Table 4.1: Performance of the base classifiers on the dataset 






F1 score  
(%) 
LR 78 62 78 69 
CART 73 74 73 73 
KNN 75 71 75 72 
SVM 36 74 36 35 
LDA 81 79 81 78 
 
 
Table 4.2: Impact of the proposed SSAE on the base classifiers 






F1 score  
(%) 
LR 90 87 91 89 
CART 86 84 84 84 
KNN 89 87 90 88 
SVM 88 86 88 87 
















F1 score (%) 
Prusti and Rath [135] 82.58 96.83 83.57 89.71 
Sayjadah et al. [136] 81.81 - - - 
Subasi and Cankurt [38] 89.01 - - 89 
Hsu et al. [137] 80.2 - - - 
Chishti and Awan [138]  82 84 96 89 
Proposed SSAE+LDA 90 91 90 90 
Table 4.2 summarizes the results obtained when the classifiers were trained using the features 
learned by the SSAE. It is observed that the learned features improved the performance of the 
classifiers. Furthermore, the results show the ability of the proposed SSAE to achieve good 
representation learning. Also, the best performing model from our experiments, which is the 
LDA, is used to compare with some recent research works discussed in Section 4.4, and this is 
shown in Table 4.3. To give a fair comparison, we focused on studies that used similar datasets. 
From Table 4.3, it can be seen that the proposed technique outperformed those in the stated 
literature.  
 
From the above results, the proposed approach achieved better performance compared to the 
other methods. The improved performance can be attributed to the proposed SSAE that was able 
to achieve good feature learning. Also, the results have shown the capability of deep learning in 
achieving exceptional performance in different tasks, including feature representation. Lastly, this 
study has demonstrated the importance of training machine learning algorithms with suitable data, 
and that improved performance can be obtained not only by hyper-parameter tuning but also and 
more efficiently by effective feature learning. 
4.6. Conclusion 
In the financial industry, accurate prediction of potential credit card defaulters is a crucial task, 
and several machine learning algorithms have been utilized with varying performances. In this 
research work, a stacked sparse autoencoder was developed to achieve excellent feature learning. 
In the proposed SSAE, batch normalization was introduced to enhance the performance, speed, 
and stability of the model, and to further prevent overfitting. Also, the model was optimized 
using the AdaMax algorithm. The learned data was then used to train five machine learning 




proposed method showed superior performance. Furthermore, the results were compared with 
methods in some recent literature that used a similar dataset, and the proposed approach also 
showed improvement. Future research will focus on studying the effect of different optimizers 
and stacking diverse autoencoders, and observing the resultant impact on the feature learning 
process. Also, future research can consider comparing the feature leaning capability of the 
stacked sparse autoencoder with other feature learning and feature engineering methods. Lastly, 


























A SPARSE AUTOENCODER AND SOFTMAX REGRESSION METHOD 
WITH APPLICATION TO MEDICAL DIAGNOSIS  
 
5.1. Introduction 
Medical diagnosis is the process of deducing the disease affecting an individual [139]. This is 
usually done by clinicians, who analyze the patient’s medical record, conduct laboratory tests 
and physical examination, etc. Accurate diagnosis is essential and quite challenging, as certain 
diseases have similar symptoms. A good diagnosis should meet some requirements: it should be 
accurate, communicated, and timely. Misdiagnosis occurs regularly and can be life-threatening; 
in fact, over 12 million people get misdiagnosed every year in the United States alone [140]. 
Machine learning (ML) is progressively being applied in medical diagnosis and has achieved 
significant success so far. 
In contrast to the shortfall of clinicians in most countries and expensive manual diagnosis, ML-
based diagnosis can significantly improve the healthcare system and reduce misdiagnosis caused 
by clinicians which can be due to stress, fatigue, and inexperience. Machine learning models can 
also ensure that patient data are examined in more detail and results obtained quickly [141]. 
Hence, several researchers and industry experts have developed numerous medical diagnosis 
models using machine learning [142]. However, some factors are hindering the growth of ML in 
the medical domain, i.e., the imbalanced nature of medical data and the high cost of labelling 
data. Imbalanced data is a classification problem in which the number of instances per class is 
not uniformly distributed. Recently, unsupervised feature learning methods have received 
massive attention since they do not entirely rely on labelled data [143], and are suitable for 
training models when the data is imbalanced.  
There are various methods used to achieve feature learning, including supervised learning 
techniques such as dictionary learning and multilayer perceptron (MLP), and unsupervised 
learning techniques which includes independent component analysis, matrix factorization, 
clustering, unsupervised dictionary learning, and autoencoders. An autoencoder is a neural 




layers [144]. The basic architecture of a three-layer autoencoder (AE) is shown in Figure 5.1. 
When given an input data, autoencoders (AEs) are helpful to automatically discover the features 
that lead to optimal classification [145]. There are diverse forms of autoencoders, including 
variational and regularized autoencoders. The regularized autoencoders have been mostly used in 
solving problems where optimal feature learning is needed for subsequent classification, which is 
the focus of this research. Examples of regularized autoencoders include denoising, contractive, 
and sparse autoencoders. We aim to implement a sparse autoencoder (SAE) to learn 
representations more efficiently from raw data in order to ease the classification process and 








Figure 5.1: The structure of an autoencoder 
Usually, the sparsity penalty in the sparse autoencoder network is achieved using either of these 
two methods: L1 regularization or Kullback-Leibler (KL) divergence. It is noteworthy that the 
SAE does not regularize the weights of the network; rather, the regularization is imposed on the 
activations. Consequently, suboptimal performances are obtained with this type of structures 
where the sparsity makes it challenging for the network to approximate a near-zero cost function 
[127]. Therefore, in this chapter, we integrate an improved SAE and a softmax classifier with 
application to medical diagnosis. The SAE imposes regularization on the weights, instead of the 
activations as in conventional SAE and the softmax classifier is used for performing the 
classification task.  
To demonstrate the effectiveness of the approach, three publicly available medical datasets 
would be used, i.e., the chronic kidney disease (CKD) dataset [105], cervical cancer risk factors 




evaluation metrics to assess the performance of the proposed method, compare it with some 
techniques available in recent literature and other machine learning algorithms such as logistic 
regression (LR), classification and regression tree (CART), support vector machine (SVM), k-
nearest neighbor (KNN), linear discriminant analysis (LDA), and a conventional softmax 
classifier. The rest of the chapter is structured as follows: Section 5.2 reviews some related 
works, while Section 5.3 introduces the methodology and provides a detailed background of the 
methods applied. The results are tabulated and discussed in Section 5.4, while Section 5.5 
concludes the chapter. 
5.2.  Related Works  
 
This section discusses some recent applications of machine learning to medical diagnosis. 
Glaucoma is a vision condition that develops gradually and can lead to permanent vision loss. 
This condition destroys the optic nerve, the health of which is essential for good vision and is 
usually caused by too much pressure inside one or both eyes. There are diverse forms of 
glaucoma, and they have no warning signs; hence, early detection is difficult yet crucial.  
Recently, a method was developed for the early detection of glaucoma using a two-layer sparse 
autoencoder [145]. The SAE was trained using 1426 fundus images to identify salient features 
from the data and differentiate a normal eye from an affected eye. The structure of the network 
comprises of two cascaded autoencoders and a softmax layer. The autoencoder network 
performed unsupervised feature learning, while the softmax was trained in a supervised fashion. 
The proposed method obtained excellent performance with an F-measure of 0.95.  
In another research, a two-stage approach was proposed for the prediction of heart disease using 
a sparse autoencoder and artificial neural network (ANN) [96]. Unsupervised feature learning 
was performed with the help of the sparse autoencoder, which was optimized using the adaptive 
moment estimation (Adam) algorithm, whereas the ANN was used as the classifier. The method 
achieved an accuracy of 90% on the Framingham heart disease dataset and 98% on the cervical 
cancer risk factors dataset, which outperformed some ML algorithms. In a similar research, a 
hybrid technique was proposed for the classification of heart disease where optimal features were 
selected via the particle swarm optimization (PSO) search technique and k-means clustering  
[146]. Several supervised learning methods, including decision tree, MLP, and softmax 




containing 335 cases and 26 attributes, and the experimental results revealed that the hybrid 
model enhanced the accuracy of the various classifiers, with the softmax regression model 
obtaining the best performance with 88.4% accuracy. 
In [147], an ensemble learning method was developed for the diagnosis of heart disease. The 
ensemble method was developed via a stacked structure, whereby the base learners were also 
ensembles. The base learners include gradient boosting, random forest (RF), and extreme 
gradient boosting (XGBoost). Additionally, feature ranking and selection were conducted using 
correlation-based feature selection and PSO, respectively. When tested on different heart disease 
datasets, the proposed method outperformed the conventional ensemble methods. Furthermore, 
an ensemble learning classifier was recently developed to detect cervical cancer risk [148]. The 
model comprises of CART, KNN, SVM, and naïve Bayes (NB) as base learners, and the 
ensemble model achieved an accuracy of 87%.  
The application of sparse autoencoders in the medical domain has been widely studied, 
especially for disease prediction [96]. Furthermore, sparse autoencoders have been utilized for 
classifying Parkinson’s disease (PD). Recently, [149] proposed an approach which involved a 
feature extraction step using sparse autoencoder, to classify PD efficiently. Prior to the feature 
extraction, the data was preprocessed, and appropriate input subset selected from the vocal 
features via an adaptive grey wolf optimization method. After the feature extraction by the SAE, 
six ML classifiers were then applied to perform the classification task, and the experimental 
results signaled improved performance compared to other related works.  
From the above-related works, we observed that most of the studies have some limitations: 
firstly, most of the authors utilized a single medical dataset to validate the performance of their 
models and not many studies experimented on more than two different diseases. By training and 
testing the model on two or more datasets, appropriate and more reliable conclusions can be 
drawn, and it can further validate the generalization ability of the ML method. Secondly, some 
recent research works have implemented sparse autoencoders for feature learning; however, most 
of these methods achieved sparsity by regularizing the activations [150], which is the norm. 
However, in this chapter, sparsity is achieved via weight regularization. Also, poor 
generalization of ML algorithms resulting from imbalanced datasets, which is common in 




5.3.  Methodology  
 
The sparse autoencoder (SAE) is an unsupervised learning method which is used to 
automatically learn features from unlabeled data. In this type of autoencoder, the training 
criterion involves a sparsity penalty. Generally, the loss function of an SAE is constructed by 
penalizing activations within the hidden layers. For any particular sample, the network is 
encouraged to learn an encoding by activating only a small number of nodes. By introducing 
sparsity constraints on the network, such as limiting the number of hidden units, the algorithm 
can learn better relationships from the data [151]. An autoencoder consists of two functions: an 
encoder and decoder functions. The encoder maps the d-dimensional input data to obtain a 
hidden representation. In contrast, the decoder maps the hidden representation back to a d-
dimensional vector that is as close as possible to the encoder input [96], [130]. Assuming   
denotes the input features, and   represents the neurons of the hidden layer; the encoding and 
decoding process can be represented with the following equations: 







    
 
 
    
 
    
    
     
 
   
    













]  (5.1) 
















    
     
 
   
    















where        and         represents the weight matrices of the hidden layer and output 
layer, respectively,         and         denotes the bias matrices of the hidden layer and 
output layer, respectively, the vector         denotes the inputs of the output layer, and the 
vector         represents the output of the sparse autoencoder, which is fed into the softmax 
classifier for classification. The mean squared error function      is used as the reconstruction 
error function between the input    and reconstructed input   
 . Also, we introduce a 
regularization function           to the error function in order to achieve sparsity by penalizing 
the weights        and      . Therefore, the cost function      of the sparse 
autoencoder can be represented as: 




The mean squared error function and the regularization function can be expressed as: 
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Once the data has been transmitted from input to output of the sparse autoencoder, the next stage 
involves evaluating the cost function and fine-tuning the model parameters for optimal 
performance. Meanwhile, the cost function      does not explicitly relate the weights and bias of 
the network; hence, it is necessary to define a sensitivity measure to sensitize the changes in      
and transmit the changes backwards via the backpropagation learning method [127]. To achieve 
this, and iteratively optimize the loss function, stochastic gradient descent is employed. The 
stochastic gradient descent to update the bias and weights of the output layer can be written as: 
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where    represents the learning rate in relation to the output layer. The derivative of the loss 
function      measures the sensitivity to change of the function value with respect to a change in 
its input value. Furthermore, the gradient indicates the extent to which the input parameter needs 
to change to minimize the loss function. Meanwhile, the gradients are computed using the chain 
rule. Therefore (5.6) and (5.7) can be rewritten as: 
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The sensitivity at the output layer of the SAE is represented and defined as    
     
   
. 
Therefore, (5.8) and (5.9) can be rewritten as: 
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Using the same method for computing   , the sensitivities can be transmitted back to the hidden 
layer: 
             (5.13) 
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where    denotes the learning rate with respect to the hidden layer, whereas    is defined as: 
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Furthermore, the softmax classifier is employed for the classification task. The learned features 
from the proposed SAE are used to train the classifier. Though, softmax regression, otherwise 
called multinomial logistic regression (MLR), is a generalization of logistic regression that can 
be utilized for multi-class classification [152]. However, the softmax classifier has been applied 
for several binary classification tasks and obtained excellent performance [153]. The softmax 
function provides a method to interpret the outputs as probabilities and is expressed as:  
  (  )  
   
∑  
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where            represent the input values and the output  (  ) is the probability that the 
sample belongs to the i-th label [65]. For   input samples, the error at the softmax layer is 
measured using the cross-entropy loss function: 
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where the true probability    is the actual label and    is the predicted value.  (     ) is a 
measure of the dissimilarity between          . Furthermore, neural networks can easily get 
stuck in local minima, whereby the algorithm assumes it has reached the global minima, thereby 
resulting in non-optimal performance. To prevent the local minima problem and further enhance 
the classifier performance, the mini-batch gradient descent with momentum is applied to 
optimize the cross-entropy loss of the softmax classifier. This optimization algorithm splits the 
training data into small batches which are then used to compute the model error and update the 
model parameters [154]. The momentum [155] ensures better convergence is obtained.  
The flowchart to visualize the proposed methodology is shown in Figure 5.2. The initial dataset 
is preprocessed; then divided into training and testing sets. The training set is utilized for training 
the sparse autoencoder in an unsupervised manner. Meanwhile, the testing set is transformed and 
inputted into the trained model to obtain the low-dimensional representation dataset. The low-
dimensional training set is used to train the softmax classifier, and its performance is tested using 
the low-dimensional test set. Hence, there is no possible data leakage since the classifier sees 






























5.4.  Results and Discussion  
The proposed method is applied for the prediction of three diseases in order to show its 
performance in diverse medical diagnosis situations. The training parameters of the SAE 
include:                    , and number of epochs = 200. The hyperparameters of the 
softmax classifier include: learning rate = 0.01, number of samples in mini-batches = 32, 
momentum value = 0.9 and number of epochs = 200. These parameters were obtained from the 
literature [96], [154], as they have led to optimal performance in diverse neural network 
applications. 
To demonstrate the efficacy of the proposed method, it is benchmarked with other algorithms, 
such as LR, CART, SVM, KNN, LDA, and conventional softmax regression. In order to show the 
improved performance of the proposed method, no parameter tuning was performed on these 
algorithms; hence, their default parameter values in scikit-learn were used, which are adequate for 
most machine learning problems. The K-fold cross-validation technique was used to evaluate all 
the models. Tables 5.1, 5.2, and 5.3 show the experimental results when the proposed method is 
tested on the Framingham heart study, cervical cancer risk factors, and CKD datasets, 
respectively. While, Figures 5.3, 5.4, and 5.5 show the ROC curves comparing the performance of 
the conventional softmax classifier and the proposed approach for the various disease prediction 
models. The ROC curve illustrates the diagnostic ability of binary classifiers, and it is obtained by 
plotting the true positive rate (TPR) against the false positive rate (FPR). 










LR 83 84 86 84 
CART 75 74 75 74 
SVM 82 78 82 80 
KNN 81 75 81 77 
LDA 83 81 83 82 
Softmax classifier 86 84 88 86 














Figure 5.3: ROC curve of the heart disease model 












LR 94 96 91 93 
CART 90 93 96 94 
SVM 94 90 93 91 
KNN 93 98 95 96 
LDA 95 93 91 92 
Softmax classifier 94 97 91 94 












Figure 5.4: ROC curve of the cervical cancer model 










LR 98 93 97 95 
CART 95 97 95 96 
SVM 96 94 96 95 
KNN 94 93 89 91 
LDA 96 97 93 95 
Softmax classifier 96 95 97 96 












Figure 5.5: ROC curve of the CKD model 
From the experimental results, it can be seen that the sparse autoencoder improves the 
performance of the softmax classifier, which is further validated by the ROC curves of the 
various models. The proposed method also performed better than the other machine learning 
algorithms. Furthermore, the misclassifications obtained by the model in the various disease 
predictions are also considered. For the prediction of heart disease, the proposed method 
recorded FPR of 7% and false-negative rate (FNR) of 10%. In addition, the model specificity, 
which is the true negative rate (TNR) is 93%, and the TPR is 90%. For the cervical cancer 
dataset, the following were obtained: FPR = 3%, FNR = 5%, TNR = 97%, and TPR = 95%. For 
the CKD prediction: FPR = 0, FNR = 3%, TNR = 100%, and TPR = 97%. 
Additionally, to further validate the performance of the proposed method, we compare it with 
some models for heart disease prediction available in recent literature, including a feature 
selection method using PSO and softmax regression [146], a two-tier ensemble method with PSO 
based feature selection [147], an ensemble classifier comprising of the following base learners: 
NB, Bayes Net (BN), RF, and MLP [92], a hybrid method of NB and LR [156], and a hybrid RF 
with a linear model (HRFLM) [157]. The other techniques include a combination of LR and 
Lasso regression [93], an intelligent heart disease detection method based on NB and advanced 
encryption standard (AES) [158], a combination of ANN and Fuzzy analytic hierarchy method 
(Fuzzy-AHP) [159], and a sparse autoencoder feature learning method combined ANN classifier 




only the accuracies of the various techniques were considered because some authors did not 
report the values for other performance metrics. 
Table 5.4: Comparison of the proposed method with recent literature that used the heart disease 
dataset  
Algorithm Method Accuracy (%) 
Verma et al. [146] PSO and Softmax regression 88.4 
Tama et al. [147] Ensemble and PSO 85.71 
Latha and Jeeva [92] 
An Ensemble of NB, BN, RF, 
and MLP 
85.48 
Amin et al. [156] A hybrid NB and LR 87.4 
Mohan et al. [157] HRFLM 88.4 
Haq et al. [93] LASSO-LR Model 89 
Repaka et al. [158] NB-AES 89.77 
Samuel et al. [159] ANN-Fuzzy-AHP 91 
Mienye et al. [96] SAE+ANN 90 
Our approach Improved SAE+Softmax 91 
 
In Table 5.5, we compare the proposed approach with some recent scholarly works that used the 
cervical cancer dataset, including principal component analysis (PCA) based SVM [101], a 
research work where the dataset was preprocessed and classified using numerous algorithms, in 
which LR and SVM had the best accuracy [160], and a C5.0 decision tree [161]. The other 
methods include a multistage classification process which combined isolation forest (iForest), the 
synthetic minority over-sampling technique (SMOTE), and RF [162], a sparse autoencoder 
feature learning method combined with an ANN classifier [12], and a feature selection method 
combined with C5.0 and RF [163]. 
Table 5.5: Comparison of the proposed method with recent literature that used the cervical cancer 
dataset  
Algorithm Method Accuracy (%) 
Wu and Zhou [101] SVM-PCA 94.03 





Chang et al. [161] C5.0 96 
Ijaz et al. [162] iForest+SMOTE+RF 98.925 
Mienye et al. [96] SAE+ANN 98 





Our approach Improved SAE+Softmax 97 
 
In Table 5.6, we compare the proposed method with other recent CKD prediction research 




[164], and a method using adaptive boosting (AdaBoost) [165]. The other research works include 
a hybrid classifier of NB and decision tree (NBTree) [166], XGBoost [167], and a 7-7-1 MLP 
neural network [168].  
Table 5.6: Comparison of the proposed method with recent literature that used the CKD dataset  
Algorithm Method Accuracy (%) 
Ogunleye and Qing-Guo [104] Optimized XGBoost 100 
Rady and Anwar [164] PNN 96.7 
Gupta et al. [165] AdaBoost 88.66 
Khan et al. [166] NBTree 98.75 
Raju et al. [167] XGBoost 99.29 
Aljaaf et al. [168] MLP 98.1 
Our approach Improved SAE+Softmax 98 
 
The proposed sparse autoencoder with softmax regression obtained comparable performance 
with the state-of-the-art methods in various disease predictions from the tabulated comparisons. 
However, it was observed that in Table 5.5, a few methods achieved slightly better performance 
than the proposed approach; for example, in [162], the performance can be attributed to the data 
preprocessing, where the authors performed outlier detection and oversampling before 
classification. And in [96][166], the batch normalization technique was utilized to enhance the 
model's performance. Also, from Table 5.6, [104], [166], [167] obtained better results as their 
approaches combined multiple classification algorithms.  
The experimental results also show an improved performance obtained due to efficient feature 
representation by the sparse autoencoder. This further demonstrates the importance of training 
classifiers with relevant data since it can significantly affect the performance of the prediction 
model. This research also showed that excellent classification performance could be obtained not 
only by performing hyperparameter tuning of algorithms but also by employing appropriate 
feature learning techniques. The proposed models could also be used for multi-class 
classification since the softmax regression works under the assumption that the classes are 
mutually exclusive.  
5.5.  Conclusion  
In this chapter, we developed an approach for improved prediction of diseases based on an 
enhanced sparse autoencoder and softmax regression. Usually, autoencoders achieve sparsity by 




penalized instead. This is necessary because penalizing the activations makes approximating a 
near-zero loss function challenging for the network. The proposed method was tested on three 
different diseases, including heart disease, cervical cancer, and chronic kidney disease, and it 
achieved accuracies of 91%, 97%, and 98% respectively, which outperformed conventional 
softmax regression and other algorithms. By experimenting with different datasets, we aimed to 
demonstrate the effectiveness of the method in diverse conditions. We also conducted a 
comparative study with some prediction models available in recent literature, and the proposed 
approach obtained comparable performance in terms of accuracy. Thus, it can be concluded that 
the proposed approach is a promising method for the detection of diseases and can be further 
developed into a clinical decision support system to assist health professionals. Meanwhile, 
future research will apply the method studied in this chapter for the prediction of more diseases, 
and also employ other performance metrics such as training time, classification time, 
computational speed, and other metrics, which could be beneficial for the performance 
evaluation of the model. Future works can also employ appropriate data preprocessing technique 
and combine the proposed feature learning method with an ensemble classifier to further enhance 
the classification performance. Lastly, future works can also utilize the proposed method for 
medical image classification since similar sparse autoencoders have been employed for diverse 














CHAPTER 6  
 
CONCLUSION AND FUTURE WORK 
 
6.1. Conclusion  
 
The dissertation is concluded in this chapter, and a few future research directions are also 
presented. Machine learning has proven to be a vital tool in several domains and its application 
for credit card default prediction, and medical diagnosis has progressed rapidly in recent times, 
with several research works available in the literature. This dissertation discussed several 
applications of machine learning for credit risk prediction and medical diagnosis, and also 
developed two enhanced methods. Chapter 1 presented a detailed background on ML and the 
problem of imbalanced data, and the objectives of the dissertation were also discussed. The 
outcomes of this dissertation are outlined below, which corresponds to the various objectives of 
the dissertation.  
 Chapter 2 presented an extensive survey of some recent machine learning research works 
with application to the prediction of credit risk and medical diagnosis. Sections 4.2 and 
5.2 also discussed some previous works relevant to Chapters 4 and 5, respectively. Some 
ML algorithms applied in the course of this research were also discussed in Chapter 2 to 
lay a solid foundation for the dissertation, and their mathematical representations were 
also discussed in detail. Chapter 3 provided the research methodology and discussed the 
datasets and performance metrics used in the research. 
 A method to enhance the prediction of credit card default was presented in Chapter 4 
using a stacked sparse autoencoder, which learned the best representation of the input 
data in order to train the classifiers with the most relevant data that will result in 
improved performance. Batch normalization was introduced to the autoencoder network 
to address the problem of internal covariate shift which usually occurs in deep neural 
networks. The stacked sparse autoencoder combined with linear discriminant analysis 
obtained the best performance with an accuracy of 90%, precision of 91%, recall of 90%, 




 In Chapter 5, a method was developed for the prediction of heart disease, cervical cancer, 
and chronic kidney disease. The approach integrates an enhanced sparse autoencoder 
with softmax regression. The improved method obtained better performance compared to 
other algorithms and some recently proposed scholarly works: for heart disease (accuracy 
= 91%, precision = 93%, recall = 90%, and F1 score = 92%), for cervical cancer 
(accuracy = 97%, precision = 98%, recall = 95%, and F1 score = 97%), and for chronic 
kidney disease (accuracy = 98%, precision = 97%, recall = 97%, and F1 score = 97%).  
The rationale behind using these feature learning methods to improve the performance of the 
classifiers was based on the fact that the data used to train machine learning algorithms impacts 
on the final performance, and this was confirmed as the proposed methods obtained better 
performance than the conventional machine learning algorithms. The proposed methods also 
showed comparable performance with several recently developed methods available in the 
literature.  
6.2. Future works 
Future research works would focus on how best to deploy unsupervised feature learning 
techniques in real-world applications where the data is imbalanced. This is important because 
supervised learning requires domain knowledge for feature engineering, which is time-
consuming and expensive. Therefore, future research could integrate feature learning techniques 
in diverse medical diagnosis decision support systems which are mainly supervised. 
Furthermore, future research works can also consider other performance metrics suited for 
imbalanced classification such as geographic mean or G-mean, Fbeta-measure, balanced 
accuracy, Kappa, etc. Also, future research could be done more efficiently with a considerable 
amount of resources, including time, processing power and memory: this can be achieved 
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