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Abstract
We introduce a stochastic analysis of Grassmann random variables suitable for
the stochastic quantization of Euclidean fermionic quantum field theories. Analysis
on Grassmann algebras is developed here from the point of view of quantum proba-
bility: a Grassmann random variable is an homomorphism of an abstract Grassmann
algebra into a quantum probability space, i.e. a C∗-algebra endowed with a suitable
state. We define the notion of Gaussian processes, Brownian motion and stochastic
(partial) differential equations taking values in Grassmann algebras. We use them to
study the long time behavior of finite and infinite dimensional Langevin Grassmann
stochastic differential equations driven by Gaussian space-time white noise and to
describe their invariant measures. As an application we give a proof of the stochas-
tic quantization and of the removal of the space cut-off for the Euclidean Yukawa
model, indicating also how this can be extended to other models of quantum fields.
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1 Introduction
Euclidean quantum field theories (QFTs) [150, 62, 128] are a tool to construct and an-
alyze mathematical models of relativistic quantum fields, that is the quantum theory of
elementary particle in interaction satisfying the basic requirements of special relativity,
i.e. Poincaré covariance and locality [79, 153, 92, 32, 76, 17, 15, 154, 56]. In the case
of Bose–Einstein particles, the Euclidean theory is given by a probability measure on
Schwartz distributions over the Euclidean space Rd. In other words, bosonic Euclidean
fields ϕ are random distributions [156, 116, 27]. By a well–known result of Osterwalder
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and Schrader [62] (see also [169]), a basic set of properties, essentially Euclidean co-
variance, reflection positivity and regularity, is sufficient to reconstruct a well-behaved
relativistic QFT from these probabilistic data.
In the case of Fermi–Dirac particles (e.g. the electron), the Euclidean theory is
expressed in terms of a linear functional over an infinite dimensional Grassmann alge-
bra [138, 139, 115, 119, 120]. The value of this functional on Grassmann monomials
gives the correlation functions (Schwinger functions) of the Euclidean theory, which are
represented by Berezin integrals [28, 29] of the type
〈O(ψ, ψ¯)〉 =
∫
dψdψ¯O(ψ, ψ¯)e−SE(ψ,ψ¯)∫
dψdψ¯e−SE(ψ,ψ¯)
, (1)
where the fields ψ, ψ¯ are the generators of the Grassmann algebra, O is a functional of ψ
and ψ¯ generating the Schwinger functions, and SE(ψ, ψ¯) is the Euclidean action function,
usually the sum of a quadratic part and a polynomial interaction (possibly involving
also bosonic fields, which then will have to be averaged according to an appropriate
probability measure) [55, 51, 108]. The formula (1) is an algebraic expression, devoid of
analytic meaning and is used as a convenient bookkeeping for various kinds of expansions
used to define and study the properties of the Schwinger functions [128, 135, 108]. This
is essentially due to the fact that Grassmann algebras do not have a natural notion of
positivity, nor a norm, associated with them. For early discussions of related issues with
Euclidean fermions see e.g. [57, 88].
Stochastic quantization (SQ) [89, 46] is an approach to the construction of the cor-
relation functions of an Euclidean QFT introduced by Parisi and Wu [123]. The basic
idea is to consider an additional variable (usually a fictitious time) and interpret the
Euclidean fields ϕ as the stationary solution to a stochastic partial differential equations
(SPDEs) involving this additional variable and an external Gaussian source of noise ξ.
This strategy has been employed to rigorously study bosonic Euclidean theories starting
with the work by Jona-Lasinio and Mitter [90, 91, 30] on the stochastic quantization
of the Φ4 model for a scalar particle in two (Euclidean) dimensions and with quartic
interaction. More recently the work of Hairer on regularity structures [78] opened the
way to the study of the three dimensional Φ4 model, see also [40, 100]. While the original
implementation of stochastic quantization gives rise to parabolic SPDEs, variants can be
constructed involving elliptic [3, 4] or hyperbolic equations [74, 73]. See the introductions
to [5] and to [70] for further references.
From physicists’ point of view, stochastic quantization gives an alternative approach
to define and regularize quantum theories (especially theories with gauge invariance) [46,
30]. However, in the past few years, it has been realized that stochastic quantization has
also interesting properties from the mathematical point of view. By solving the stochastic
evolution it is possible to express the random fields ϕ of a (bosonic) Euclidean theory as
well behaved functionals of the external noise, i.e. ϕ = ϕ(ξ), and this allows to study
the non-perturbative features of the former by leveraging the Gaussian structure of the
3
latter. Another conceptual advantage of stochastic quantization is that it is essentially
insensitive to questions of absolute continuity with respect to a reference measure. On
the other hand, lack of a suitable reference measure is the main difficulty of the Gibbsian
point of view as expressed in equations of the form (1). This new perspective led to a series
of results on the global space-time control of the stochastic dynamics [113, 71, 5, 112]
and to a novel proof of the constructions of non-Gaussian bosonic Euclidean quantum
field theories in three dimensions [70].
The main motivation of the present work is to develop a stochastic quantization of Eu-
clidean fermionic quantum field theories (QFTs). In consideration of the Grassmannian
nature of the fermionic Euclidean fields as expressed by (1), this must involve stochastic
partial differential equations taking values in Grassmann algebras, including the study
of their long time behavior, invariant “measures” and regularity properties. Additionally
we aim for a theory which is both simple and effective and which can be used in the
construction and analysis of Euclidean QFTs that involve fermions.
The main differences between the bosonic and the fermionic cases is the need of
extending the notion of stochastic processes to a non-commutative framework. The
approach we follow is to frame this problem in the context of non-commutative probability
(sometimes referred to as quantum or algebraic probability) [124, 31, 111, 152, 1], namely
we define the relevant Grassmannian objects as non-commutative random variables.
A non-commutative probability space (A, ω) is given by a C∗-algebra A and a state ω,
which is a linear normalized positive functional on A. Inspired by the general approach
of Accardi et al. [2] we will define random variables with values in a Grassmann algebra
Λ as homomorphisms of Λ into A. We will not require the homomorphisms to respect
the natural involution present in any C∗-algebra, since there is no canonical candidate
for that in Grassmann algebras.
It is useful to keep in mind how classical commutative random variables fit in this
algebraic approach. Consider a random variable X : Ω → M on a probability space
(Ω,F ,P), taking values in a manifold M and let B be the algebra of all measurable,
complex bounded functions on M. All the relevant probabilistic information about X is
encoded in the homomorphisms of algebras f ∈ B 7→ f(X) ∈ A where A is the algebra
of bounded measurable complex random variables on the basic space Ω endowed with
the linear functional given by the expectation E associated to the probability measure
P defined on a σ-algebra F . In particular, this is the point of view with which SDEs on
manifolds are defined [82].
The embedding of Λ into A allows to use the topology of A to do analysis on Grass-
mann algebras. Of course the associated analysis will not be canonical from the point of
view of the Grassmann algebra itself, but it will turn out to be powerful enough to allow
us to obtain a satisfactory theory of stochastic quantization for fermions. Let us men-
tion another analogy which can help the reader to understand this point of view. The
standard approach to study Gaussian processes in Hilbert spaces [64, 88, 80] requires
to have a non-canonical embedding of the Hilbert space into a larger Banach space B
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which supports the Gaussian measure. This Banach space is not canonical and there are
various possible choices for any given Hilbert space H. For example Brownian motion is
associated with the Hilbert space H of functions on R+ with square integrable deriva-
tive, but Wiener measure is supported on the Banach space Cγ of γ Hölder functions for
any γ < 1/2. In the case of random variables taking values in a Grassmann algebra Λ,
the role of this “bigger” Banach space is played by a suitable Clifford sub-algebra of A
which provides us with enough Grassmann generators to realize our homomorphisms and
which has a canonical notion of norm. It will be for us just “a convenient place where to
hang our (analytic) hat on”.
The main finding of our work is that, once one accepts this point of view, the rest of
the analysis falls in place quite naturally. Objects like Grassmann white noise, Brownian
motion and free fields are relatively simple to define and control. On top of them a novel
theory of stochastic differential equations (SDEs) with values in Grassmann algebras
can be initiated and carried to the point to be able to discuss their long time evolution
and invariant “measures”. Moreover many considerations carry over to SDE in infinite
dimensions and allow to define and solve, in particular, the non-commutative nonlinear
stochastic partial differential equations (SPDEs) appearing in stochastic quantization,
again in relatively simple terms. As a test of the effectiveness of our approach we give a
proof of existence of the infinite volume limit of the massive Euclidean Yukawa model for
small coupling [119, 120, 107] (in Appendix D it is shown how the results of this paper,
in particular in Section 5, hold also for several other models of quantum fields involving
fermions, including quantum electrodynamics in two dimensions with a positive photonic
mass, pseudo-scalar Yukawa model, as well as the Gross–Neveu model in two dimensions
and some simplified supersymmetric models ,including the Wess–Zumino model). At
the end, we find that analysis of Grassmann SPDEs is in some respect much simpler
than its commutative counterpart: the discussion of certain parts of the theory, like the
existence of global space-time dynamics, are made relatively trivial by the boundedness
of Grassmann Gaussian variables.
As we already remarked, our approach follows Osterwalder and Schrader [119, 120]
who were the first to do rigorous analysis of Euclidean Fermions. See the review of
Palmer [122] for a relatively recent account of their theory. They were using the language
of Fock space operators and not of Berezin calculus, and this allowed them to consider
rigorously expressions involving infinite dimensional Grassmann algebras. The Fock space
approach has also been recently used to discuss supersymmetry in the context of Parisi–
Sourlas dimensional reduction [98, 97] and Euclidean stochastic quantization [3, 4, 47].
The results of these papers could also be framed in the language of Grassmann random
variables introduced in the present work.
Our work provides also non-trivial examples of non-commutative non-linear SPDEs
and of their qualitative analysis. Analysis of partial differential equations in non-commutative
algebras is not well developed in general. Minkowski QFTs provide examples of PDEs in
non-commutative algebras [17]. Other relevant examples we are aware of are the work
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of Rosenberg [134] on the (linear) Laplace equation on the non-commutative torus and
on the subsequent work on linear operators and functional spaces on non-commutative
spaces (e.g. [136, 165]), works on the algebraic and geometric features in PDEs (see
e.g. [127, 42]), the work of Khrennikov on linear equations and differential operators on
superspace [96] and the work of Osipov [118] on solutions of quantum field equations via
Wick kernels. However none of these works concern SPDEs and all rather use indirect
methods to find solutions.
We have left open the problem of removing the small-scale regularization in the
stochastic quantization of the Yukawa model. In order to make progress in this direction
one will have to understand the renormalization problem for such singular SPDEs in
our setting, along the line of the recent work of Hairer and others [78, 72, 100]. Apart
from the more delicate analysis required by the low regularity of the random fields, the
removal of these divergences will make appear renormalized Wick products of Euclidean
fermion fields. These operators are unbounded in general and their appearance make
more delicate to close the estimates, but we are confident that this can be achieved in
our framework.
It is our hope that this study of Grassmann stochastic equations could pave the way
to a deeper understanding of non-commutative stochastic analysis and PDE theory in
general.
Historical remarks.
The rest of this introduction (before we describe the structure of our work) is dedi-
cated to discuss the connections of our work with previous research.
The interest in studying time evolutions and stochastic processes with values in non
commutative algebras arose in connection with the development of quantum mechanics
in the 20s–30s of last century and later in quantum field theory, particularly around the
50s. In these theories one associates physical observables with operators evolving in time
and acting on a, in general infinite dimensional, complex Hilbert space. Mathematically,
this lead to the representation theory of certain operator algebras (CCR-algebras resp.
CAR-algebras in the case of fermions).
In this line, quantum fields require the study of certain infinite dimensional (non-
commutative) algebras, the study of which has been particularly stimulated by develop-
ments in the period 1940–1960, where the mathematical description of systems with an
infinite number of degrees of freedom, in particular quantum fields and statistical me-
chanics has been worked out. Let us mention the first works on von Neumann algebras
by Murray and von Neumann (see e.g. [162]) and the work on C∗-algebras developed
originally and quite independently by I. M. Gelfand and his school (see, e.g., [60]), since
the beginnings of the 40s, and by I. E. Segal and his school (see e.g. [141, 17]). Both
types of algebras are associative and equipped with an involution (the adjoint operation).
Whereas C∗-algebras are looked upon as abstract normed algebras, without necessarily
being realized as algebras of operators acting in Hilbert spaces, the study of von Neumann
algebras (also called W ∗-algebras) rather involves looking at them as self-adjoint alge-
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bras of bounded operators in Hilbert spaces, closed in the weak operator topology. Both
algebras can be looked upon as particular cases of normed algebras, that in the case of
closedness are called Banach algebras. More precisely, C∗-algebras are normed algebras
with a unit I and an involution a 7→ a∗, any element a of which satisfies ‖aa∗‖ = ‖a‖2.
Although in principle every von Neumann algebra can be looked upon as a C∗-algebra,
structural and conceptual developments in the study of von Neumann algebras involve
particularly their realizations in Hilbert space. The mathematical literature on normed,
Banach, C∗ and W ∗ algebras is very rich and there are a number of excellent mono-
graphs on them, see e.g., Naimark [114], [33], and Zelazko [167] for normed spaces and
algebras, and Kadison and Ringrose [94, 93] (and references therein) for the other type
of algebras. For applications in mathematical physics, in particular quantum mechan-
ics, quantum field theory and statistical mechanics, there are monographs by Bratteli
and Robinson [36, 37], Emch [53], Baumgärtel [23], as well as Baumgärtel and Wollen-
berg [24], Segal [144], Schmüdgen [137]; we refer particularly to the books by Baez, Segal
and Zhou [17] and Haag [76]. The articles by Summers [155] and Doplicher [18] survey
particularly some recent developments related to application of such algebras in quantum
field theory.
Osterwalder and Schrader [119, 120] discovered that Euclidean fermions satisfy the
relations defining a Grassmann algebra. However see the papers of Schwinger and Nakano
for the first discussion of Wick rotation for fermions [138, 139] and also the papers [161,
164, 75, 104, 34]. Grassmann algebras constitute a class of associative non commutative
algebras that were introduced by Grassmann in the second half of the 19th century.
They are connected with Clifford algebras, that in turn are the underlying structure
to the study of CCR and CAR algebras of quantum mechanics. All such algebras are
nowadays part of the general theory of algebra as pioneered by E. Noether in the 20s-40s,
see e.g. Van der Waerden [159, 160], Corry [44].
While the original paper of Osterwalder and Schrader [120] uses the same point of view
which is developed here, the majority of the subsequent work with Euclidean fermions
involved the formalism of Berezin’s integral [29]. This formalism has been subsequently
developed into a analysis on Grassmann algebras, in the form of super-analysis [29]. For
super-algebras and super-analysis see also, e.g., Rogers [133] and Leites [105], on a more
heuristic level also DeWitt [48]. For a review see Pestov [125]. Berezin integrals have
been useful in calculating fermionic systems, see e.g. Zinn-Justin [168], Izkyson and Zu-
ber [85]. Such methods are also quite essential in most of the mathematical literature
on fermionic quantum fields, including renormalization theory, see, e.g., Feldman, Knör-
rer and Trubowitz [54], Salmhofer [135]. Euclidean quantum fields theories involving
fermions have surprisingly simpler behavior than the bosonic ones and have been very
much studied also from the rigorous point of view [59, 55, 107, 128, 51, 26, 108], mainly in
the formalism of Berezin integration. In this context let us mention also the probabilistic
representation introduced by de Angelis et al. [9] for finite-dimensional Grassmann-valued
Markov processes using Poisson processes.
After Parisi and Wu seminal paper, the stochastic quantization of fermions has been
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discussed heuristically in the physics literature, starting with Kakudo et al. [95], Fukai
et al. [58], Damgaard and Tsokos [45] and She–Sheng and Ting–Chang [166], up to
the recent paper of Efremov [52]. These authors stress particularly the relations with
“Grassmann valued random variables”, solving formally partial differential equations with
Grassmann valued Gaussian white noise. The invariant measures of physical interest are
here described by averages with respect to Berezin integrals. However all these papers
never properly discuss the analytical difficulties of considering (stochastic) differential
equations in Grassmann algebras and the related stochastic analysis.
From the point of view of probability theory, pioneering work in the theory of non-
commutative processes has been done by Accardi, Streater and Hudson and Parthasarathy
and others in the 70s–80s, see e.g. [1, 124, 152, 31]. This includes the study of non-
commutative Markov semigroups, non-commutative Brownian motion and stochastic
analysis based on on it, in particular also SDEs but with no space variable dependence,
hence no SPDEs. Let us also mention the work of Gross [65, 66, 67, 69] applying Se-
gal’s non-commutative integration theory [142, 117] to Clifford algebras. Work extending
SDEs with values in algebras other than Grassmann algebras, like C∗ and von Neumann
algebras are by authors like Streater and coworkers [21, 20, 19], Applebaum and Hud-
son [10, 11], Belavkin [25], Carlen and Kree [39], Gordina [63], Sinha and Goswami [151],
Kümmer [99], see also the monographs by Meyer [111], Holevo [81], and the recent survey
article by Cipriani [41] and the references therein.
Grassmann variables are in a certain sense completely non-commutative numbers: as
such they appear also in non-commutative central limit theorems [163] and in the set-
ting of non-commutative processes with independent increments [140, 35]. A rigorous
approach to infinite dimensional Grassmann algebras and the related stochastic analysis
is that of Rogers [129, 130, 131, 132, 106] which essentially consists in looking at all
the finite dimensional sub-algebras, use the Berezin integral to compute averages and
require certain natural consistency conditions in order to obtain a projective system.
A similar line of research was also carried on by Kupsch and Haba [101, 77]. These
last works follows the observation of Hudson and Parthasarathy [83] and Le Jan [103]
(see also Meyer’s book [111]) which developed a unified representation of the Bosonic
and Fermionic Brownian motion (and related stochastic calculus) using Fock space tech-
niques. None of these lines of research seems to have reached a stage where the theory
is powerful enough to easily and naturally accommodate SPDEs (or even SDEs) of the
kind needed in stochastic quantization. One of the technical problem involved is that
(infinite dimensional) Grassmann algebras, as we already remarked, do not come with
natural analytic structured suitable for non-linear analysis. Recent discussions of this
problem can be found in works of Ivashchuk [86] and Alpay et al. [6].
More successful rigorous attempts to define Grassmann stochastic quantization were
undertaken in a series of papers by Scherbakov et al. [149, 148, 147] using the locally
convex topology obtained by considering all the possible correlation functions of the
fields and the noise as the family of semi-norms. Convergence in this setting therefore
corresponds to convergence of all the correlation functions. This approach has the dis-
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advantage of not allowing the introduction of norms strong enough to study differential
equations via standard approaches. Despite this technical shortcoming, which makes all
the proofs quite involuted, it should be said that these papers define and successfully
solve equations with finitely many degrees of freedom (i.e. with small scale and large
scale cut-offs) and then address the convergence when the large scale cut-off is removed
(infinite volume limit) using cluster expansion techniques. Other results in this direction
were obtained later on by Ignatyuk et al. [84], with applications in statistical mechanics.
The main aim of our work is to provide a framework suitable to discuss singular
Grassmann-valued PDEs and in particular SPDEs. Besides proving methods for exis-
tence, uniqueness of local and global solutions, and of invariant measures, that can in
principle be used for several applications, we go in details in one of the simplest but
physically relevant models of quantum fields involving fermions. This is the Yukawa
model, that couples a scalar (or pseudo-scalar) massive field with a pair of Fermi fields.
Historically it was introduced by Yukawa in 1935 and further studied e.g. in [109]. Its
mathematical construction was achieved as part of the constructive approach to relativis-
tic quantum fields, see e.g. [102, 110, 61, 49]. The Euclidean approach was developed
in [120, 145, 146, 68, 164]. Our work show that the Euclidean model can be obtained
independently as a stationary state from a Grassmann-valued stochastic quantization
equation. It is expected that also the high energy regularization can be treated in this
framework.
Structure of the paper. In Section 2 we first define Grassmann random variables and
present various related notions like compatibility and independence. A distance and its
corresponding topology on a space of Grassmann-valued random variables is introduced
in Section 2.1 and Section 2.2 and its completion is taken. Moreover, functions on the
Grassmann algebra ΛV over a pre-Hilbert space V are introduced together with their
right, resp. left, derivative as maps from ΛV to ΛV ⊗ V (resp. V ⊗ ΛV ), and a Taylor
formula is proven. Then basic notions needed for formulating SDEs for Grassmann-valued
processes are introduced. In particular, in Section 2.3 Grassmann Gaussian variables are
discussed and constructed together with corresponding notions of Gaussian white noise
and Brownian motions.
Section 3 studies finite dimensional Grassmann differential equations with additive
Gaussian white noise. We first study the linear case (Grassmann Ornstein–Uhlenbeck
motion) and exhibit an explicit formula expressing its solution, in particular its station-
ary solution, that remains bounded when the linear drift is given by a strictly negative
operator (Proposition 2). In Theorem 3 and Theorem 4 we present a unique solution for
the non-linear case given by an odd polynomial. Here we use an iteration of Picard’s type
and fix-point arguments in a Banach space. Global existence is established, in our set-
ting, essentially by means of a Gronwall inequality. An (average) Itô formula for solutions
of finite dimensional Grassmann SDEs (Theorem 5) is proven in details. In Section 3.4
invariant measures are defined for the general case. For this we prove a criterium that can
be looked upon as a Grassmannian analogue of the concept of infinitesimal invariance of
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measures (expressed via a Fokker–Planck equation) in the commutative case (Lemma 6).
The existence of an invariant measure is proven in Theorem 6, in the case of total drift
consisting of a linear term plus a non-linear odd-degree term. The long time behavior is
studied in Section 3.5. Here the “lack of positivity” in Grassmann algebras is bypassed
by assuming a smallness condition on the non-linearity and strict negativity of the lin-
ear part of the SDE. The main results here are Theorem 8, giving the convergence of
an approximation to the unique stationary solution, and Theorem 9, that exhibits the
invariant measure (state).
Section 4 is devoted to extend the previous results to SDE in infinite dimensions of
the kind relevant for stochastic quantization. This allows us to use these processes to rep-
resent the correlation functions of Euclidean fermionic theories like (1). To achieve these
results, the infinite dimensional setting is made precise, by taking as underlying space
for the generalization of the Grassmann algebra, a suitable infinite dimensional Fréchet
nuclear space V . The main problem to overcome is the choice of a suitable space G(V )
of homomorphisms for the Grassmann algebra over V to a C∗-algebra A. We present a
choice in terms of operator-valued Besov–Hölder spaces Cs(Rd,A). The appropriateness
of this setting, permitting to extend finite dimensional methods to the infinite dimen-
sional case, is demonstrated by Theorem 12 and Theorem 13, that essentially show that
smallness of the non-linear part and a generator of a strictly contractive semigroup on
Cs(Rd) for the linear part, suffice for having a unique solution of the stochastic Grass-
mann infinite dimensional equation for all times, as well as its convergence to a stationary
solution for long times.
In Section 5, as an illustration of the use of our results for Grassmann SPDEs, we
present an application to the study of the Yukawa model of Euclidean quantum fields.
In Section 5.1 the Euclidean construction of the model, in two Euclidean dimensions and
with ultraviolet (UV) and infrared (IR) cut-offs, is presented in our setting, following the
construction in [120]. In Section 5.2 the corresponding stochastic quantization equation
(SQE) is formulated and studied. Two main theorems are formulated and proved here.
In the first one (Theorem 14) we obtain the representation of the relevant correlation
functions for solutions of the SQE as averages with respect to the probability state, for
small values of the coupling constant λ in the non-linear part of the equation. The sec-
ond theorem, Theorem 15, achieves the removal of the space cut-off (infrared, or infinite
volume limit, required for the model to be euclidean invariant). The proof is quite tech-
nical and on its way several results are established that have an interest also for other
applications. In Section 5.3 finite dimensional approximations are constructed, involving
the introduction of the model first on a lattice approximation of a finite torus and then
to the full torus. The passage to the full space is obtained by introducing weighted Besov
spaces. The convergence result is presented in Theorem 18. This then yields, in partic-
ular, a construction of the fermionic sector of the massive Yukawa Euclidean quantum
field model in two dimensions, in the weak coupling region and with an ultraviolet cutoff,
by our method of Grassmann-valued SPDEs.
In Appendix A we collect various technical results about functional spaces of Banach-
valued functions, while in Appendix B we include some side results about the conver-
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gence of series expansions for the solutions to finite dimensional Grassmann SDEs. In
Appendix C we briefly describe the tracial representation of Euclidean Fermi fields of
Gross [68] and Palmer [122], its relation with our description of Gaussian Grassmann ran-
dom variables and another formulation based on Segal’s “real wave” representation [17].
In Appendix D we review some quantum field theory models that can be approached
using the ideas presented in the present paper.
Acknowledgements. This work is supported by DFG via the grant AL 214/50-1 “In-
variant measures for SPDEs and Asymptotics”. M. G. would like to thank Hao Shen for
comments on an earlier version of the paper.
2 Grassmann random variables
We denote by L(A,B) the space of linear maps between vector spaces A and B, if both
A,B have topologies we consider all the maps to be continuous. We let L(A) = L(A,A).
With Hom(A,B) we denote homomorphisms between algebras A and B.
2.1 Grassmann probability
Algebraic probability. We consider a complex Hilbert space H (to be fixed later) and
denote by A = L(H) the C∗-algebra of bounded operators with the operator norm.
Moreover we assume to have a state ω on A, that is a positive definite functional nor-
malized by the condition that ω(I) = 1, where I is the identity in L(H). The pair (A, ω)
is a (non-commutative or algebraic) probability space. We do not require the state ω to
be either faithful, or tracial.
Grassmann algebras. Let V be a (finite dimensional or infinite dimensional and
separable) real Hilbert space. Denote by ΛV the Grassmann algebra generated by V ,
i.e. the exterior algebra obtained by quotienting the tensor algebra T (V ) = ⊕n>0V ⊗n
by the two-sided ideal generated by elements of the form x ⊗ x for x ∈ V . We denote
the product of two elements f, g ∈ ΛV by f ∧ g (or if there is no confusion with other
products simply by fg).
Let (vα)α be a fixed basis of V . As a consequence ΛV is spanned by elements of the
form vA := vα1 ∧· · ·∧vαn and A = (α1, . . . , αn) is a multi-index with the convention that
v∅ = 1 is the unit element in ΛV . When it is clear from the context we will denote the
product in ΛV simply by vA = vα1 . . . vαn . We recall that ΛV is Z2 graded in the sense
that it splits into odd and even parts ΛV = ΛoddV ⊕ ΛevenV . On ΛV there is an Hopf
algebra structure with coproduct ∆ : ΛV → ΛV ⊗ΛV where ΛV ⊗ΛV is the Z2-graded
tensor product algebra which satisfies
(f ⊗ g)(h ⊗ k) = (−1)|g||h|fh⊗ gk, f, g, h, k ∈ ΛV,
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with | · | : ΛV → {0, 1} the even/odd grading. The coproduct ∆ is the algebra homo-
morphism such that ∆v = 1⊗ v + v ⊗ 1 for all v ∈ V ⊆ ΛV and the counit ε : ΛV → C
given by ε(vA) = 1A=∅.
Random variables.
Definition 1 A V -Grassmann random variable Ψ is an algebra homomorphism from the
Grassmann algebra ΛV into A. We denote by G(V ) = Hom(ΛV,A) the set of all such
homomorphisms. We call the law of Ψ ∈ G(V ) the family of its moments ωΨ(F ) :=
ω(Ψ(F )) for all F ∈ ΛV , also represented by the linear functional ωΨ : ΛV → R.
Note that Ψ ∈ G(V ) cannot be assumed to be ∗-algebra-homomorphism since ΛV has
no (natural) ∗-operation. If F ∈ ΛV has representation F =
∑
A FAvA we shall employ
the following dual notation
F (Ψ) := Ψ(F ) =
∑
A
FAΨ
A,
where ΨA := Ψ(vA) and FA ∈ R. Since Ψ is assumed to be an algebra homomorphism,
we have e.g. ΨαΨβ = −ΨβΨα, where Ψα = Ψ(vα) and (vα)α is a fixed basis of V .
Moreover, Ψ(ΛV ) is a Grassmann sub-algebra of A and Ψ(F ) has the same degree (even
or odd) as F . As shown in [159, 160], even if some arguments are formulated in a
basis dependent way, the definition of ΛV and its characterization by anti-commutation
relations is independent of the basis.
Compatibility. When the context is clear we will abbreviate X ∈ G(V ) as X ∈ G.
Let X ∈ G(V ) and Y ∈ G(W ), we say that they are compatible if the linear map Z :
V ⊕W → A given by Z(v) = X(v) if v ∈ V and Z(w) = Y (w) if w ∈ W , extends to
an homomorphism Z : Λ(V ⊕W ) → A. In this case we write Z ∈ G(V ⊕W ) or briefly
(X,Y ) ∈ G. Note that we have a super- algebra isomorphism Λ(V ⊕W ) ≈ Λ(V )⊗Λ(W )
where tensor product is in the sense of super-algebras. From this isomorphism we get in
particular Z(F ) = mA[(X⊗Y )(F )] for all F ∈ Λ(V ⊕W ) wheremA : A⊗A → A denotes
the multiplication of A. Compatibility can of course be defined for X1, . . . ,Xn ∈ G in
a corresponding way. We shall express that X1, . . . ,Xn ∈ G are compatible by writing
(X1, . . . ,Xn) ∈ G.
Remark 1 The notion of compatibility which we introduce here in not standard in
algebraic probability. A related concept is that of kinematic independence, see e.g. the
review of Accardi [1].
Given X,Y ∈ G(V ) which are compatible we define X + Y ∈ G(V ) as
(X + Y )(F ) = F (X + Y ) := mA[(X ⊗ Y )∆F ], F ∈ ΛV,
Note indeed that by compatibility Z = mA ◦ (X ⊗ Y ) : Λ(V ⊕ V ) ≈ ΛV ⊗ ΛV → A is
an algebra homomorphism and therefore
(X + Y )(FG) = Z(∆(FG)) = Z(∆F∆G) = Z(∆F )Z(∆G) = (X + Y )(F )(X + Y )(G).
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The notation is justified from the fact that (X + Y )(v) = X(v) + Y (v) for all v ∈
V . Similarly for any λ ∈ C we can define λX as the only homomorphism such that
(λX)(v) = λX(v) for all v ∈ V .
Independence. If (X1, . . . ,Xn) ∈ G(V1⊕· · ·⊕Vn) are compatible Grassmann variables
with values in the probability space (A, ω), then we say that X1, . . . ,Xn are (tensor)
independent (with respect to the state ω) if, for all Fj ∈ ΛVj , we have that [50]
ω
 k∏
j=1
Xj(Fj)
 = k∏
j=1
ω(Xj(Fj)).
For example if (X,Y ) ∈ G(V ⊕ W ) are (compatible and) independent Grassmann
random variables with values in (A, ω), then for all v ∈ V ≈ V ⊕ 0, w ∈W ≈ 0⊕W we
have vw ≈ ((v ⊕ 0) ∧ (0⊕w)) ∈ Λ(V ⊕W ) ≈ ΛV ⊗ ΛW and
ω((X ⊗ Y )(vw)) = ω(X(v)Y (w)) = ω(X(v))ω(Y (w)).
Let now X ∈ G(V ) be a Grassmann random variable on the probability space (A, ω).
By the GNS construction we can construct an Hilbert space K and a vector Ω ∈ K such
that there is X˜ ∈ Hom(ΛV ;L(K)) such that ω(X(F )) = 〈Ω, X˜(F )Ω〉K. By restriction,
we can always take K = X˜(ΛV ) while keeping this relation. Here the bar denotes closure
with respect to the Hilbert space topology of K. Then on K we can introduce by density
an involution R that acts as RX˜(F )Ω = X˜((−1)|F |F )Ω where | · | is the grading on ΛV .
We conclude that, without loss of generality, as long as we are interested only in the law
of a Grassmann random variable X ∈ G(V ), we can assume that it is defined on L(H)
for some Hilbert space H with a vector state ω(·) = (Ω, ·Ω) and that it comes with an
involution RX : H → H such that RXX(F ) = X((−1)|F |F )RX for all F ∈ ΛV .
As a consequence we can always arrange to realize two Grassmann variables on the
same probability space in such a way that they are compatible and independent while
preserving their law. Indeed for i = 1, 2, consider the Grassmann variable Xi : ΛVi → Ai
defined on the probability space (ωi,Ai = L(Hi)) with involution Ri = RXi and vector
state ωi = (Ωi, ·Ωi). Let H = H1 ⊗ H2, and ω : L(H) → C given by ω(x) := (Ω1 ⊗
Ω2, xΩ1 ⊗ Ω2)H, x ∈ L(H). Moreover we define the random variables X˜i : Λ(V ⊕ V ) →
L(H), obtained by extending the relations X˜1(v) = X1(v)⊗R2 and X˜2(w) = 1H1⊗X2(w)
for v,w ∈ V . Then X˜1(v)X˜2(w) = −X˜2(w)X˜1(v) and since Λ(V ⊕V ) ≈ ΛV ⊗ΛV we have
also that the map X˜(v⊕w) = X˜1(v ⊕ 0) + X˜2(0⊕w) with v,w ∈ V can be extended to
an homomorphism from Λ(V ⊕V ) to A. Hence the variables X˜i, i = 1, 2, are compatible.
Moreover they have the same law as Xi because ω(X˜i(Fi)) = ωi(Xi(Fi)) for all F1, F2 ∈
ΛV , i = 1, 2. Finally they are independent: ω(X˜1(F1)X˜2(F2)) = ω1(X1(F1))ω2(X2(F2)).
2.2 Topology and calculus on Grassmann variables
Before beginning we want to specify the topology we consider on G(V ). We consider here
only the case where V is finite dimensional, since there is a more or less unique natural
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topology on G(V ). Some topologies of G(V ) when V is infinite dimensional are discussed
in Section 4.
When V is finite dimensional all norms on V are equivalent. For this reason we
choose the norm induced by the pre-Hilbert space inner product 〈·, ·〉 (that in the case of
V finite dimensional is a Hilbert space inner product on V ) related to the construction
of V -valued Gaussian random variables X (see Section 2.3). In this case G(V ) has a
natural metric topology given by the distance
dG(V )(X,Y ) := ‖X − Y ‖G(V ) = sup
v∈V,|v|V =1
‖X(v) − Y (v)‖A, (2)
where ‖ · ‖A is the natural norm in the ∗-algebra A.
Remark 2 In principle the definition of the distance (2) and the related norm ‖ · ‖G(V )
does not use in any way the fact that V is finite dimensional. For this reason in the
following, when V is a (in general infinite dimensional) per-Hilbert space we will use the
notation ‖X‖G(V ) for the quantity supv∈V,|v|V =1 ‖X(v)‖A.
When V is finite dimensional G(V ) is a complete metric space with respect to dG(V ),
in fact we have:
Lemma 1 The metric dG(V ) makes G(V ) a complete metric space.
Proof The quantity dG(V )(X,Y ) as defined in (2) satisfies the usual properties of a
metric. If (Xn)n is a Cauchy sequence with respect to dG(V ), there is an element X ∈
L(V,A) such that (Xn)n converges to X in L(V,A). The only thing that we have to prove
is that the linear map X ∈ L(V,A) can be extended to an homomorphism from ΛV to
A. This is equivalent to prove that for any v,w ∈ V we have X(v)X(w) = −X(w)X(v)
where the product is the natural one in A. On the other hand by the continuity of the
product of A with respect to ‖ · ‖A we have
X(v)X(w) = lim
n→+∞
Xn(v)Xn(w) = − lim
n→+∞
Xn(w)Xn(v) = −X(w)X(v).
✷
Remark 3 The distance dG(V ) is not the unique reasonable choice in G(V ) and it de-
pends on the topology chosen on A (in this case we choose the topology of the uniform
converge of operators). An essential choice to preserve the non-linear structure of G(V ),
exploited in the proof of Lemma 1, seems to be that the product on A is continuous with
respect to this topology.
In the following we will denote ‖Y ‖G(V ) for Y ∈ G(V ) the positive number
‖Y ‖G(V ) := ‖Y ‖L(V,A) = sup
v∈V,‖v‖=1
‖X(v)‖A,
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i.e. the norm of the restriction of Y to L(V,A). This is useful to formulate a Taylor
formula on G(V ). We will use the simpler notation m for the multiplication mA in A.
Consider G ∈ ΛV and define the right derivative ∂R : ΛV → ΛV ⊗ V by
∂RG := (1⊗ΠV )(∆G) : ΛV → ΛV ⊗ V (3)
where ΠV : ΛV → V is the projection from the tensor algebra ΛV onto V . Then
G(X + Y )−G(X) −m[(X ⊗ Y )(∂RG)] = m[(X ⊗ Y )(1− 1⊗ ε− 1⊗ΠV )∆G]
for G ∈ ΛV , where we used that G(X) = m[(X ⊗ Y )(1⊗ ε)∆G]. Given that
(1− 1⊗ ε− 1⊗ΠV )∆G ∈ ΛV ⊗ Λ>2V
where Λ>2V denotes the subspace of ΛV of elements of degree > 2. We can define
recursively the k+1-th derivative as
∂k+1R = (∂R ⊗ 1⊗ · · · ⊗ 1)∂
k
R : ΛV → ΛV ⊗ V ⊗ · · · ⊗ V
where ∂kR is the k-th order derivative. Note that the right derivative ∂R : ΛV → ΛV ⊗V
satisfies
∂R(f1 · · · fn) =
n∑
k=1
(−1)n−k (f1 · · · 6 fk · · · fn)⊗ fk, f1, . . . , fn ∈ V.
Of course one can define also a left derivative ∂L = (ΠV ⊗ 1) ◦∆ : ΛV → V ⊗ ΛV with
similar properties and
∂L(f1 · · · fn) =
n∑
k=1
(−1)k−1 (f1 · · · 6 fk · · · fn)⊗ fk, f1, . . . , fn ∈ V.
We will consider ΛV ⊗V as a ΛV -bimodule and in particular we define the bilinear form
〈·, ·〉 : (ΛV ⊗ V )⊗ V → ΛV by
〈f ⊗ v,w〉 = f〈v,w〉, f ∈ ΛV, v, w ∈ V. (4)
Note that there is no ambiguity on whether 〈·, ·〉 denotes this bilinear form or whether
it denotes the scalar product of V .
Remark 4 The definition of derivative ∂kR and the bilinear for (4) do not depend on the
fact that V is finite dimensional. For this reason we can define ∂kR and the bilinear for
(4) also when V is an infinite dimensional pre-Hilbert space.
Remark 5 Note that if Godd ∈ ΛoddV then ∂RGodd = ∂LGodd. On the other hand,
if Geven ∈ ΛevenV then ∂RGeven = −∂LFeven. In general, if we denote by πodd, πeven
respectively the projection onto the odd and even parts of ΛV , then ∂R = (πeven−πodd)∂L.
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We can now state the version of Taylor formula which we will use below.
Lemma 2 Consider G ∈ ΛV and let X,Y ∈ G(V ) be two compatible Grassmann random
variables such that ‖Y ‖G(V ) 6 1, then
G(X + Y ) = G(X) +
n∑
k=1
1
k!
m[(X ⊗ Y ⊗ · · · ⊗ Y )(∂kRG)] +O(‖Y ‖
n+1
G(V )) (5)
Proof We have
G(X + Y ) = m[(X ⊗ Y )(∆G)] =
∑
k>0
m[(X ⊗ Y )(1⊗ΠΛkV )(∆G)],
where the sum is finite since F ∈ ΛV is a finite polynomial. Equation (5) easily follows
as soon as we prove that
m[(X ⊗ Y ⊗ · · · ⊗ Y )(∂kRG)] = (k!)m[(X ⊗ Y )(1 ⊗ΠΛkV )(∆G)].
We have
∂kRG = (∂R ⊗ 1⊗ · · · ⊗ 1) · · · (∂R ⊗ 1)∂RG
=
(
(1⊗ΠV )∆⊗ 1⊗ · · · ⊗ 1
)
· · ·
(
(1⊗ΠV )∆⊗ 1
) (
1⊗ΠV
)
∆G
=
(
(1⊗ΠV )⊗ 1⊗ · · · ⊗ 1
)
(∆ ⊗ 1⊗ · · · ⊗ 1) · · ·
(
(1⊗ΠV )⊗ 1
)
(∆⊗ 1)
(
1⊗ΠV
)
∆G
=
(
(1⊗ΠV )⊗ 1⊗ · · · ⊗ 1
)
· · ·
(
(1⊗ΠV )⊗ 1
) (
1⊗ΠV
)
(∆ ⊗ 1⊗ · · · ⊗ 1) · · · (∆ ⊗ 1)∆G
=
(
1⊗ΠV ⊗ΠV ⊗ · · · ⊗ΠV
)
(∆⊗ 1⊗ · · · ⊗ 1) · · · (∆ ⊗ 1)∆G.
Let N := {1, . . . , n}, #N = n. For I = {j1, . . . , jk} ⊂ N , we put vI := vj1 · · · vjk for
vj ∈ V, j ∈ N . Let sgn(N\I) be a sign such that vN = sgn(N\I)vN\IvI By definition of
the coproduct ∆ in the exterior algebra ΛV , we have
(1⊗ΠV ⊗ · · · ⊗ΠV )(∆⊗ 1⊗ · · · ⊗ 1) · · · (∆ ⊗ 1)(∆)(v1 · · · vn) =
=
∑
j1,...jn∈N
sgn(N\I)vN\{j1,...,jn} ⊗ vj1 ⊗ · · · ⊗ vjn .
On the other hand
(1⊗ΠΛkV )∆v1 · · · vn = (1⊗ΠΛkV )
∑
I⊂N sgn(N\I)vN\I ⊗ vI
= 1k!
∑
j1,...,jk
sgn(N\I)vN\{j1,...,jk} ⊗ v{j1,...,jk}.
By linearity, we therefore have
(1⊗m(k))(∂kRG) = k!(1 ⊗ΠΛkV )(∆G).
where m(k) : V ⊗k → ΛV is the product. Since X,Y are algebra homomorphisms they
commute with the product, hence we have
m[(X ⊗ Y ⊗ · · · ⊗ Y )(∂kRG)] = m[(X ⊗ Y )(1 ⊗m
(k))(∂kRG)]
= k!m[(X ⊗ Y )(1⊗ΠΛkV )(∆G)].
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This concludes the proof. ✷
We want to give now some precise bounds on the norms ‖G(X)‖A and ‖G(X) −
G(Y )‖A, where G ∈ ΛV and X,Y ∈ G(V ) are two compatible Grassmann random
variables. First we introduce a suitable norm ‖ · ‖π on ΛV that is the norm induced by
the projective norm on
⊕dim(V )
n=0
⊗n V . Note that there exists an injection iΛnV : ΛnV →⊗n V given by the unique linear extension of the following relation
iΛnV (v1 ∧ · · · ∧ vn) =
1
n!
∑
σ∈Sn
(−1)σvσ(1) ⊗ vσ(2) ⊗ · · · ⊗ vσ(n). v1, . . . , vn ∈ V.
We then define the map iΛV :=
⊕dim(V )
n=0 iΛnV . On
⊕dim(V )
n=0
⊗n V we consider the
projective norm ‖ · ‖π defined as follows. If f ∈
⊗n V then
‖f‖π := inf
{
p∑
k=1
|αk|‖f
k
1 ‖V · · · ‖f
k
n‖V ,where f =
p∑
k=1
αkf
k
1 ⊗ · · · ⊗ f
k
n
}
.
For a general element g ∈
⊕dim(V )
n=0
⊗n V we put ‖g‖π :=∑dim(V )k=0 ‖Π⊗nV (g)‖π , and for
any w ∈ ΛV ,
‖w‖ΛπV := ‖iΛV (w)‖π . (6)
Since iΛV is an injection, ‖ · ‖π defines a norm on ΛV . If G ∈ ΛV we define
deg(G) = max {n ∈ N, such that ‖ΠΛnV (G)‖π 6 =0} .
Let W a vector space and introduce the symmetrizer S : TW → TW as the operator
from the tensor algebra generated by W in itself that is the unique linear extension of
S(w1 ⊗ · · · ⊗ wn) =
1
n!
∑
σ∈Sn
wσ(1) ⊗ · · · ⊗wσ(n), w1, . . . , wn ∈W.
It is important to note that for S((v + w)⊗n) the binomial formula holds, i.e. we have
S((v + w)⊗n) =
n∑
k=0
(
n
k
)
S(v⊗k ⊗ w⊗(n−k)). (7)
Lemma 3 If Gn ∈ Λ
nV and X,Y ∈ G(V ) are two compatible Grassmann random vari-
ables we have that
m[(X ⊗ Y ⊗ · · · ⊗ Y )(∂kRGn)] =
n!
(n− k)!
S(X⊗(n−k) ⊗ Y ⊗k)(iΛV (Gn)).
Proof For any λ ∈ R, by Lemma 2 we have
Gn(X + λY ) = Gn(X) +
n∑
k=1
λk
k!
m[(X ⊗ Y ⊗ · · · ⊗ Y )(∂kRGn)]. (8)
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On the other hand, by the binomial formula (7), we have
Gn(X + λY ) = S((X + λY )
⊗n)iΛV (Gn)
=
n∑
k=0
(
n
k
)
λkS(X⊗(n−k) ⊗ Y ⊗k)iΛV (Gn). (9)
By comparing the expressions (8) and (9) as polynomials in λ we get the thesis. ✷
Theorem 1 Let X,Y ∈ G(V ) be two compatible Grassmann random variables and let
G ∈ ΛV then, for any n 6 deg(G)− 1, we have
‖G(X)‖A 6 ‖G‖ΛπV (1 + ‖X‖G(V ))
deg(G) (10)
and ∥∥G(Y )−G(X) −∑nk=1 1k!m[(X ⊗ (Y −X)⊗ · · · ⊗ (Y −X))(∂kRG)]∥∥A 6
6 Cn,deg(G)(1 + max(‖X‖G(V ), ‖Y ‖G(V )))
deg(G)−n−1‖G‖ΛπV ‖Y −X‖
n+1
G(V )
(11)
where Cn,deg(G) > 0 is a suitable constant depending only on n and deg(G). In the case
n = 0 we can choose C0,deg(G) = deg(G).
Proof First of all we note that if (G1, . . . ., Gn) ∈ L(V,A) and G˜ ∈
⊗n V we have
‖(G1 ⊗ · · · ⊗Gn)(G˜)‖A 6 ‖G˜‖π‖G1‖L(V,A) · · · ‖Gn‖L(V,A). (12)
Furthermore, if X ∈ G(V ) and G ∈ ΛV we have
G(X) =
deg(G)∑
n=0
X⊗n(iΛnV (ΠΛnV (G))).
Using then the definition of ‖X‖G(V ) and of ‖G‖ΛπV we get
‖G(X)‖A 6
deg(G)∑
n=0
‖X‖nG(V )‖iΛnV (ΠΛnV (G))‖π 6 (1 + ‖X‖G(V ))
n‖G‖π.
In general, writing Gh = ΠΛhV (G), by Lemma 3, we have
Gh(Y )−Gh(X)−
∑n
k=1
1
k!m[(X ⊗ (Y −X)⊗ · · · ⊗ (Y −X))(∂
k
RGh)] =
=
(
S(Y ⊗h)−
∑n
k=0
(
h
k
)
S(X⊗(h−k) ⊗ (Y −X)⊗k)
)
(iΛV (Gh)) =
=
(∑h
k=n+1
(
h
k
)
S(X⊗(h−k) ⊗ (Y −X)⊗k)
)
(iΛV (Gh)) =
=
(∑h
k=n+1
∑k−n−1
ℓ=0
(
h
k
)(
k − n− 1
ℓ
)
S(X⊗(h−k) ⊗ (−X)⊗ℓ ⊗ (Y )k−n−1−ℓ
⊗(Y −X)⊗(n+1)))(iΛV (Gh)) =(∑h−n−1
p=0 S(X
h−p ⊗ Y ⊗p)
(∑h−n−1−p
ℓ=0 (−1)
ℓ
(
h
p+ ℓ+ n+ 1
)(
ℓ+ p
ℓ
)))
(iΛV (Gh))
(13)
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Using inequality (12) in relation (13) we get∥∥Gh(Y )−Gh(X) −∑nk=1 1k!m[(X ⊗ (Y −X)⊗ · · · ⊗ (Y −X))(∂kRGh)]∥∥A 6
6 ‖iΛV (Gh)‖ΛπV Cn,h(max(‖X‖G(V ), ‖Y ‖G(V )))
h−n−1‖Y −X‖n+1G(V ),
where we can choose
Cn,h =
h−n−1∑
p=0
∣∣∣∣∣
h−n−1−p∑
ℓ=0
(−1)ℓ
(
h
p+ ℓ+ n+ 1
)(
ℓ+ p
ℓ
)∣∣∣∣∣ .
In the case n = 0 we can get a better constant. Indeed we have
‖Gh(Y )−Gh(X)‖A =
∥∥∥∥∥
h−1∑
k=0
S(X⊗k ⊗ Y ⊗h−1−k ⊗ (Y −X))
∥∥∥∥∥
G(V )
‖Gh‖ΛπV
6 h(max(‖X‖G(V ), ‖Y ‖G(V )))
h−1‖X − Y ‖.
✷
We now introduce the notion of function “depending on the space variable” v ∈ V
and a suitable norm on the space of such functions. If F ∈ L(V,ΛV ) we can define the
composition
F (X)(v) := X(F (v)), X ∈ G(V ), v ∈ V.
as a linear (and continuous) map F (X) : V → A. We define ‖F‖ΛπV as
‖F‖ΛπV := ‖F‖L(V,ΛπV ) = sup
v∈V,|v|=1
‖F (v)‖ΛπV . (14)
where in the r.h.s. we use the norm ‖ · ‖ΛπV defined in (6).
Remark 6 If F : V → ΛoddV we have that for any v1, v2 ∈ V we have
F (X)(v1)F (X)(v2) = −F (X)(v2)F (X)(v1).
This means that F (X) can be extend to an homomorphism Hom(ΛV,A) (we shall denote
this extension by F (X) too). Furthermore, since
F (X)(v1)X(v2) = −X(v2)F (X)(v1),
we have that F (X) and X are compatible Grassmann random variables.
We can define also ∂nRF : V → ΛV ⊗ (
⊗n V ) as ∂nRF (v) = ∂nR(F (v)), and deg(F ) in
the obvious way.
Theorem 2 Suppose that F ∈ L(V,ΛV ) and let X,Y ∈ G(V ) be compatible Grassmann
random variables then we have that
‖F (X)‖G(V ) 6 ‖F‖ΛπV (1 + ‖X‖G(V ))
deg(F )∥∥F (Y )− F (X) −∑nk=1 1k!m[(X ⊗ (Y −X)⊗ · · · ⊗ (Y −X))(∂kRF )]∥∥G(V ) 6
6 Cn,deg(F )(1 + max(‖X‖G(V ), ‖Y ‖G(V )))
deg(F )−n−1‖F‖ΛπV ‖Y −X‖
n+1
G(V )
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Proof The proof is a simple application of Theorem 1 to F (X)(v) and F (Y )(v) for any
fixed v ∈ V and of the definition of the norm (14). ✷
2.3 Grassmann Gaussian variables
Let now V be a real pre-Hilbert space with scalar product 〈·, ·〉 and with an antisymmetric
bounded operator C : V → V . We recall that, by Remark 2 and Remark 4, we can extend
the definitions of ‖ · ‖G(V ), ∂
k
R and the bilinear form (4) from the finite dimensional case
to the generic (infinite) pre-Hilbert space V .
Definition 2 A (V -)Grassmann (centered) Gaussian variable with correlation C is a
random variable X ∈ G(V ) such that
ω(X(G)X(f)) = ω(X(〈∂RG,Cf〉)), G ∈ ΛV, f ∈ V. (15)
We also require that ‖X‖G(V ) <∞, i.e that the map X : V → A must be continuous with
respect the topology induced on V by the pre-Hilbert product structure and the (norm)
topology of A.
If we define ∂RX(G) = X(∂RG), with the understanding that X(g⊗w) = X(g)⊗w,
g ∈ V and w ∈ ΛV , then we have the more familiar expression (similar to the bosonic
counterpart)
ω(G(X)X(h)) = ω(〈∂RG(X), Ch〉).
Note that the integration by parts formula determines all the moments of the Gaussians.
In particular (15) implies that ω(X(f1) · · ·X(fn)) = 0 if n is odd and if n = 2k is even
ω(X(f1) · · ·X(f2k)) =
∑
σ
(−1)σ
k∏
i=1
〈fσ(2i−1), Cfσ(2i)〉V (16)
where the sum runs over all the pairings σ of {1, . . . , 2k} and (−1)σ is an appropriate
sign. Eq. (16) is often called Wick’s rule. The right hand side of (16) can be written as
a Pfaffian:
ω(X(f1) · · ·X(fn)) = Pf
16i,j6n
〈fi, Cfj〉V , (17)
where the Pfaffian is defined, for an anti-symmetric n × n matrix M , to be zero if
n = 2k + 1 and if n=2k as the polynomial in the entries of M which satisfy the relation
( Pf
16i,j6n
Mij)
2 = det
16i,j6n
Mij .
The existence of a Gaussian variable, in the above sense, implies the inequality
det
16i,j6n
〈fi, Cfj〉V = [ω(X(f1) · · ·X(fn))]
2 6 ‖X(f1)‖
2 · · · ‖X(fn)‖
2 6 ‖X‖2n‖f1‖
2 · · · ‖fn‖
2,
well known in the mathematical physics literature relative to fermionic expansions e.g.
see [108].
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Remark 7 The averages of Gaussian variables depend only on the quadratic form
(f, g) 7→ 〈f,Cg〉V , however analysis on the Grassmann algebra relies on the scalar prod-
uct 〈·, ·〉V also via the requirement that ‖X(f)‖A 6 ‖f‖V . In particular the realization
of the Grassmann algebra as a family of bounded operators is not canonical. This is the
reason we need to require the above continuity of the map X : V → A.
In order to construct Grassmann Gaussian variables, we need “a place to hang the
hat on”, this place will be a (canonical commuting relations) CAR algebra endowed
with its vacuum state. To allow for arbitrary correlations C we can use a standard
trick [120] which consists in doubling the generators of the CAR algebra with respect to
the generators of the Grassmann algebra.
Lemma 4 For every antisymmetric and bounded C : V → V there exists a (V -)Grassmann
Gaussian variable X with correlation C (on a suitable probability space (A, ω)).
Proof Let us consider ΛV itself as a real pre-Hilbert space with respect to the scalar
product 〈·, ·〉ΛV on ΛV given by
〈v1 ∧ · · · ∧ vn, w1 ∧ · · · ∧ wm〉ΛV = δnm det
16j,k6n
〈vj , wk〉,
for vj, wk ∈ V , j = 1, . . . , n, k = 1, . . . ,m, where 〈·, ·〉 denotes as usual the scalar product
on V . Note that 〈·, ·〉ΛV on ΛnV is simply the restriction of the Hilbert scalar product
on the tensor product V ⊗n. Let H be the completion of ΛV with respect to 〈·, ·〉ΛV and
denote by Ω the element in H which corresponds to 1 ∈ ΛV , often referred to as the
vacuum vector. Denote by λ : ΛV → End(ΛV ) the left action of ΛV on itself given by
λ(H)G = H∧G, where H,G ∈ ΛV . We show that this action extends to a representation
of ΛV on H. Indeed λ(v), v ∈ V corresponds to a creation operator. Let us denote by
λ(v)T the adjoint of the operator λ(v) with respect to the scalar product 〈·, ·〉ΛV . A
standard computation shows that for v ∈ V we have
λ(v)Tw1 ∧ · · · ∧ wn =
n∑
ℓ=1
(−1)ℓ−1〈v,wℓ〉w1 ∧ · · · ∧ 6 wℓ ∧ · · · ∧ wn.
Namely λT (v)x can be expressed in terms of the left derivative as λT (v)x = 〈v, ∂Lx〉
(recall the definition given in equation (4)) for all x ∈ ΛV . In particular we have
{λ(v), λ(w)} = {λ(v)T, λ(w)T} = 0, {λ(v)T, λ(w)} = 〈v,w〉, v, w ∈ V, (18)
where as usual {·, ·} denotes the anticommutator. As a consequence we obtain, for any
x ∈ ΛV
〈λ(v)x, λ(v)x〉ΛV + 〈λ(v)
Tx, λ(v)Tx〉ΛV = 〈x, {λ(v)
T, λ(v)}x〉ΛV = 〈v, v〉〈x, x〉ΛV .
In particular λ(v), λ(v)T, v ∈ V , extend to bounded operators on H (still denoted by the
same symbol). We now define X : ΛV → L(H) to be the algebra homomorphism given
on V by
X(v) := λ(Cv) + λ(v)T, v ∈ V.
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Then X is extended in a natural way to ΛV (still denoted by the same symbol). Note
that X(x), x ∈ ΛV , is indeed a bounded operator since it is the sum of products of
bounded operators. Finally we define ω : L(H) → R to be the state on A = L(H)
defined by Ω, that is
ω(T ) := 〈Ω, TΩ〉ΛV , T ∈ L(H).
We claim that X is a Gaussian Grassmann random variable on (L(H), ω). We first show
that it is Grassmann:
{X(v),X(w)} = {λ(Cv), λ(w)T}+ {λ(v)T, λ(Cw)}
= 〈Cv,w〉+ 〈v,Cw〉 = 〈v,CTw〉+ 〈v,Cw〉 = 0,
where v,w ∈ Λ, because by assumption CT = −C. Now we have also that
ω(X(v)X(w)) = 〈Ω, λ(v)Tλ(Cw)Ω〉ΛV
= 〈λ(v)Ω, λ(Cw)Ω〉ΛV = 〈v,Cw〉ΛV ,
where the first equality follows from the fact that λ(v)TΩ = 0. More generally using that
X(v)Ω = λ(Cv)Ω and the commutation relation (18) we have that, for all f1, . . . , f2k ∈ V
ω(X(f1) · · ·X(f2k)) = ω(X(f1) · · ·X(f2k−1)λ(Cf2k))
= −ω(X(f1) · · ·λ(Cf2k)X(f2k−1)) + ω(X(f1) · · ·X(f2k−2))〈f2k−1, Cf2k〉
= · · · =
2k−1∑
ℓ=1
(−1)2k−1−ℓω (X(f1) · · · 6 X(fℓ) · · ·X(f2k−1)) 〈fℓ, Cf2k〉
Therefore
ω(X(G)X(f)) = ω(X(〈∂RG,Cf〉)), G ∈ ΛV, f ∈ V.
Note that, similarly
ω(X(f)X(G)) = ω(X(〈f,C∂LG〉)). (19)
✷
Complex Gaussians. Later on we will need also complex Grassmann Gaussian vari-
ables, i.e. Gaussian variables taking values in ΛV with a complex pre-Hilbert space V
whose Hermitian scalar product we denote by (·, ·)V and we assume anti-linear in the
left variable. As in the commutative setting, their definition poses no particular prob-
lems, however the interplay of the algebraic and analytic structure is here reflected on
the fact that we need to fix a real structure κ on V . We will note by 〈〈·, ·〉〉
κ
= (κ·, ·)V
the associated bilinear form on V and by Aκ = κA∗κ the transposition of the operator
A : V → V with respect to κ. Please refer to the Appendix C for the basic notions of
real structures on complex Hilbert spaces.
Definition 3 Let V a complex pre-Hilbert space, κ a real structure over it and C : V →
V a κ-antisymmetric (i.e. Cκ = −C) bounded linear operator. A (V,κ)-Grassmann
(centered) Gaussian variable with correlation C is a random variable X ∈ G(V ) such that
ω(X(G)X(h)) = ω(X(〈〈∂RG,Ch〉〉κ)), G ∈ ΛV, h ∈ V,
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where ΛV is the Grassmann algebra over C generated by V . We require that ‖X‖G(V ) <
∞, i.e that the map X : V → A is continuous.
Lemma 5 For every κ-antisymmetric and bounded C : V → V there exists a (V,κ)-
Grassmann centered Gaussian variable X ∈ G(V ) with correlation C (on a suitable prob-
ability space (A, ω)).
Proof The construction of a complex Grassmann Gaussian proceeds as in Lemma 4 by
considering the (complex) antisymmetric Fock space H associated to V with vacuum vec-
tor Ω ∈ H and creation operators (a(v))v∈V which are linear and satisfying the canonical
anti-commutation relations (CAR) {a(w)∗, a(v)} = (w, v)V for v,w ∈ V . Let
X(v) = a(Cv)∗ + a(κv), v ∈ V,
and consider the state ω(A) := 〈Ω, AΩ〉H for any A ∈ A = L(H). The verification that
the bounded operators (X(v))v∈V forms a Grassmann algebra and that
ω(X(v)X(w)) = 〈〈v,Cw〉〉
κ
, v, w ∈ V,
as required, is left to the reader. ✷
White noise. A relevant example of a random variable taking values in an infinite
dimensional Grassmann algebra is d-dimensional (Gaussian) white noise, defined as fol-
lows.
Definition 4 A V -valued d-dimensional (Gaussian) white noise with correlation C :
V → V is the (centered) Grassmann Gaussian variable Ξ ∈ G(L2(Rd) ⊗ V ) with corre-
lation C˜ given by
(C˜f)(x) = Cf(x)
for all x ∈ Rd and f ∈ L2(Rd)⊗ V ≈ L2(Rd;V ).
Take now a one dimensional white noise Ξ with values in V and let Bt(v) = Ξ(1[0,t]⊗v)
for v ∈ V . For fixed t > 0, Bt extends as homomorphism to all ΛV and therefore
Bt ∈ G(V ). Note also that
‖Bt(v)−Bs(v)‖A 6 |t− s|
1/2‖v‖V , t, s > 0, v ∈ V, (20)
so B(v) ∈ C(R+,A) (here C(R+,A) is the space of continuous maps from R+ to A).
Note that B ∈ Hom(ΛV,C(R+,A)): this in particular implies that Bt1 , . . . , Btn is a com-
patible family and that B = (Bt)t∈R+ is a Gaussian process with continuous trajectories.
We have that B0(v) = 0,
ω(Bt(v)) = 0, ω(Bt(v)Bs(w)) = 〈v,Cw〉(t ∧ s), t, s > 0, v, w ∈ V,
where C is the correlation of the Grassmann Gaussian random variable Ξ. Increments
of B are independent and higher order moments can be computed via Wick’s rule (16).
Note in particular that
sup
06t6T
‖Bt‖G(V ) <∞, (21)
for all T > 0. Let us remark here that properties (20) and (21) are very different from
the pathwise properties of the commutative (bosonic) Brownian motion.
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3 Finite dimensional SDEs
We want to study simple SDEs taking values in ΛV as far as it is needed for the purpose
of stochastic quantization, that is with additive white noise. We refrain to undertake here
a general study of Grassmann SDEs, in particular no stochastic calculus will be needed
below. It seems possible to devise such a calculus but we leave it for a future work. More
precisely in this section we want to study SDEs driven by an additive Brownian motion
Bt when the linear space V is finite dimensional.
Definition 5 Let F ∈ L(V,ΛV ) and assume that F (v) is odd for all v ∈ V , and let
Ψ0 ∈ G(V ) be a random variable compatible and independent of the Brownian motion
B ∈ G(L2(R+, V )), then Ψ ∈ C
0([0, T ];G(V )) is a solution in [0, T ] to the (additive)
SDE driven by B with drift F and initial condition Ψ0, if,
Ψt(v) = Ψ0(v) +
∫ t
0
Ψs(F (v))ds +Bt(v), t ∈ [0, T ], v ∈ V, (22)
where the integral with respect to the variable s is understood in Bochner’s sense (relative
to the norm on G(V ) introduced in equation (2)).
Remark 8 Note that we do not require thatΨt,Ψs are compatible for t 6= s, in particular
C0([0, T ];G(V )) 6= Hom(ΛV ;C([0, T ],A)),
nor we require any compatibility of Ψ and B. It will turn out that such compatibility
holds in fact for the unique solution of (22), but it is not necessary to put such restriction
to formulate the notion of solution.
3.1 The Grassmann Ornstein–Uhlenbeck motion
In this section we introduce the Grassmann analog of the Ornstein–Uhlenbeck process,
that is when F (v) = Av with A : V → V is a linear operator on V . In this case we can
write down an explicit formula for the solution to equation (22) extended to t > 0.
Proposition 1 Suppose that A : V → V and F (v) = Av. The unique solution to
equation (22) is given, in this case, by
Ψt(v) = Ψ0(e
Atv) + Ξ(1[0,t](·)e
A(t−·)v), t ∈ R+, (23)
where Ξ is the Grassmann Gaussian noise related with the Brownian motion B (see
Definition 4 and the discussion that follows it).
Proof Let h(t, v) ∈ L2(R;V ) be given by
h(t, v)(s) := 1[0,t](s)e
A(t−s)v, s ∈ R.
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Then (23) reads Ψt(v) = Ψ0(eAtv) + Ξ(h(t, v)). An explicit computation using that
h(t, v)(s) − 1[0,t](s)v =
∫ t
0
Ah(r, v)(s)dr =
∫ t
0
h(r,Av)(s)dr, s ∈ R,
in L2(R;V ) gives
Ξ(h(t, v)) = Bt(v) +
∫ t
0
Ξ(h(r,Av))dr.
Moreover, by the definition of exponential of a matrix, ∂tΨ0(eAtv) = Ψ0(eAtAv) so
Ψt(v) = Ψ0(v) +
∫ t
0
Ψ0(e
ArAv)dr +Bt(v) +
∫ t
0
Ξ(h(r,Av))dr
= Ψ0(v) +Bt(v) +
∫ t
0
Ψr(Av)dr
as required by equation (23) for our assumption on F . ✷
Remark 9 In particular this shows that if (Ψ0,Ξ) is a Grassmann Gaussian process
then also the solution Ψ to the SDE (22), is a Grassmann Gaussian process compatible
with (Ψ0,Ξ). In order to prove this fact it is sufficient to prove that any product of the
form
ω(Ψt1(v1) · · ·Ψt2k(v2)) (24)
can be computed using the products (weighted with a suitable sign due to the anti-
commutation of Ψ) of the covariance ω(Ψti(vi)Ψtj (vj)) for any i, j = 1, . . . , 2k. This
property of the expectation (24) follows from the fact that
ω((Ψt1(v1)−Ψ0) · · · (Ψt2k(vn)−Ψ0)) = ω(Ξ(h(t1, v1)) · · ·Ξ(h(t2k, v2k))) =
=
∑
σ(−1)
σ
∏k
i=1
∫ min(ti,tj)
0 〈e
A(ti−s)vσ(2i−1), Ce
A(tj−s)vσ(2i)〉V ds
where C is the covariance of Ξ. Using the fact that Ψ0 is a Gaussian random variable
independent of Ξ, and so Ψ0(eA(t−s)v) is also a Gaussian random variable independent of
Ξ, we obtain the Gaussian behavior of Ψt. The compatibility of Ψt with (Ψ0,Ξ) follows
from the fact that Ψ is a linear function of (Ψ0,Ξ).
Let us now study the family of random variables
Ψst (v) = Ξ(e
A(t−·)v), t ∈ R.
In the next proposition, we will show that (under some specified assumptions on A) this
represents the stationary solution to the SDE (23) (this motivates our putting the upper
index s to Ψst ).
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Proposition 2 Assume that all eigenvalues of A have strictly negative real part less or
equal than −λA, where λA > 0. Then, we have supt∈R ‖Ψ
s
t‖G(V ) < +∞, furthermore for
any G ∈ ΛV and any t ∈ R we get
ω(G(Ψst )) = ω(G(X
A)), (25)
where XA ∈ G(V ) is a Gaussian random variable with covariance CA given by
CA :=
∫ ∞
0
eA
TsCeAsds. (26)
where AT denotes the transpose matrix.
Remark 10 Expression (25) in particular shows that the independence of t of the ex-
pectation ω(G(Ψst )), expressing the stationarity of Ψ
s
t .
Proof of Proposition 2 We have easily by the definition of Ψst :
‖Ψst‖G(V ) . ‖I(−∞,t](·)e
A(t−·)‖L2(R) .
1
λA
,
where . stands for inequality modulo some appropriate positive constant. The random
variable Ψst is Gaussian so it is completely characterized (in term of moments) by its
covariance. Note that the covariance of Ψst can be easily computed as follows
ω(Ψst(v)Ψ
s
t (w)) = ω(Ξ(I(−∞,t](·)e
A(t−·)v)Ξ(I(−∞,t](·)e
A(t−·)w)) =
= 〈I(−∞,t](·)e
A(t−·)v,CI(−∞,t](·)e
A(t−·)w〉 =
∫ 0
−∞
〈e−A
Tτv,Ce−Aτw〉dτ = 〈v,CAw〉
with CA given by (26). The appearance of the transposition is due to the fact that V is
a real pre-Hilbert space. ✷
Let us point out that
ATCA + CAA = −C (27)
by a simple integration by parts applied to (26).
Remark 11 Suppose that A commutes with C, then we have that Ψst is for all t ∈ R a
Grassmann Gaussian process with correlation CA = −(A + AT)−1C (the operator A is
invertible since all its eigenvalues has strictly negative real part).
3.2 Existence and uniqueness for general drift
Theorem 3 For any Ψ0 ∈ G(V ) compatible with a given Brownian motion B, there
exists T > 0 such that equation (22) (for general odd F ) admits a unique solution Ψ ∈
C0([0, T ];G(V )). Moreover Ψ is compatible with Ψ0 ⊕B.
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Proof We are going to construct a solution via Picard’s iteration. Let Ψ0t = Ψ0 for all
t > 0 and define the n+ 1-th Picard’s iteration by
Ψn+1t (vα) = Ψ0(vα) +
∫ t
0
Ψns (F (vα))ds+Bt(vα), t ∈ [0, T ],
for any basis element vα ∈ V . Then Ψ0 ∈ C0([0, T ];G(V )) and since Ψ0 is compatible
with B we have that, for all t > 0, Ψ1t belong to the Grassmann algebra generated by Ψ0
and B in A and there Ψ1t (vα) is an odd element for all α. Therefore Ψ
1
t ∈ G(V ) for all
t > 0 and also Ψ1t is compatible with Ψ0⊕B. Since this is true for all t, by approximation
in the operator norm we see that Ψ1 ∈ C0([0, T ];G(V )) and that Ψ1 is compatible with
Ψ0 ⊕ B. By induction we prove then that Ψn ∈ C0([0, T ];G(V )) for all n > 0 and that
it is compatible with Ψ0 ⊕B.
Now observe that Ψns (F (vα)) is a polynomial function of (Ψ
n,α
s )α and therefore by a
standard contraction argument in the Banach space A we obtain that (Ψn)n converges, as
n→ +∞, in C0([0, T ];A) for some positive T which depends only on F , on supα ‖Ψ
α
0 ‖A
and on sup06t6T,α ‖B
α
t ‖A. If we call Ψ the limit we have that Ψ ∈ C
0([0, T ];G(V )) by
the first part of the proof and we deduce easily that Ψ is compatible with Ψ0 ⊕B. ✷
Theorem 4 The solution to equation (22) exists for all times.
Proof We will have global existence as soon as we can rule out explosions, that is prove
that for all t > 0 we have supα ‖Ψ
α
t ‖A < ∞ Let Θt(v) = Ψt(v) − Bt(v) and extend this
map to an homeomorphism of ΛV into A. Observe that
Θt(v) = Θ0(v) +
∫ t
0
mA[(Θs ⊗Bs)(∆F (vα))]ds,
recall that mA : A⊗A→ A denotes the multiplication in A. In particular, if we consider
a (linear) basis of ΛV denoted by (eA)A and let ΘAt := Θt(eA) and B
A
t := Bt(eA) we
have
ΘAt = Θ
A
0 +
∫ t
0
∑
B
hA,B,CΘ
B
s B
C
s ds,
for real coefficients (hA,B,C)A,B,C . This is a finite-dimensional, linear system of non-
autonomous ODEs in L(H) for (ΘAt )A (H being the Hilbert space in which the elements
of A act, see Section 2), and∑
A
‖ΘAt ‖A 6
∑
A
‖ΘA0 ‖A + |h|
∫ t
0
∑
B
‖ΘBs ‖A
∑
C
‖BCs ‖Ads,
with |h| := supA,B,C |hA,B,C |. Therefore by Gronwall inequality∑
A
‖ΘAt ‖A 6
∑
A
‖ΘA0 ‖A exp
(
|h|
∫ t
0
∑
C
‖BCs ‖Ads
)
<∞
for all t > 0. In particular supα ‖Ψt(vα)‖A 6 supα ‖Θt(vα)‖A + supα ‖Bt(vα)‖A <∞ for
all t > 0 and the solution to equation (22) exists for all times. ✷
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3.3 An Itô formula for solutions of SDEs
We want to prove a kind of Itô formula for the solution to equation (22). In order to do
that let QC ∈ L(ΛV ⊗ V ⊗ V,ΛV ) be given by
QC(f ⊗ v ⊗ w) = 〈v,Cw〉f, f ∈ ΛV, v, w ∈ V. (28)
For F ∈ L(V,ΛV ) and G ∈ ΛV ⊗ V we define G · F ∈ ΛV by extending linearly
(f ⊗ v) · F = fF (v), f ∈ ΛV, v ∈ V,
where on both sides we have multiplication of elements in ΛV .
Theorem 5 For the global solution to equation (22) we have
ω(Ψt(G)) = ω(Ψ0(G)) +
∫ t
0
ω
(
Ψs
(
∂RG · F +
1
2
QC(∂
2
RG)
))
ds (29)
for all G ∈ ΛV and t > 0.
Proof Fix any T > 0. Note that
‖Bt −Bs‖G(V ) . |t− s|
1/2,
for all 0 6 s < t 6 T . From that it follows that, if F in (22) is a polynomial of degree
deg(F ) by Theorem 2, we have
‖(Ψt −Ψs)− (Bt −Bs)‖G(V ) =
∥∥∥∥∫ t
s
F (Ψs)ds
∥∥∥∥
G(V )
. (1 + ‖Ψ‖[0,T ])
deg(F )|t− s|, (30)
where ‖Ψ‖[0,T ] := supt∈[0,T ] ‖Ψs‖G(V ) which, by Theorem 4 and the continuity of Ψ with
respect to the time t, is finite for every T ∈ R+. By Taylor formula (see Lemma 2,
Theorem 1 and Theorem 2) applied to polynomial G of degree deg(G) we have
‖G(Ψr)−G(Ψs)− (Ψs ⊗ (Ψr −Ψs))∂RG+
+12(Ψs ⊗ (Ψr −Ψs)⊗ (Ψr −Ψs))(∂R∂RG)
∥∥
A
. (1 + ‖Ψ‖[0,T ])
deg(F )(deg(G)−2)|r − s|3/2
(31)
since by (30) ‖Ψt−Ψs‖G(V ) . (1+‖Ψ‖[0,T ])
deg(F )|t−s|1/2. In a similar way it is possible
to obtain
‖〈∂RG(Ψu), F (Ψu)〉−〈∂RG(Ψs), F (Ψu)〉‖A . (1+‖Ψ‖[0,T ])
deg(F )(deg(G)−2)|u−s|1/2 (32)
On the other hand, by (30), we have
ω((Ψs ⊗ (Ψr −Ψs))∂RG) = ω
(∫ r
s 〈∂RG(Ψs), F (Ψu)〉du
)
+ω((Ψs ⊗ (Br −Bs))(∂RG))
= ω
(∫ r
s 〈∂RG(Ψu), F (Ψu)〉du
)
+ω(〈∂RG(Ψs), (Br −Bs)〉)
+O((1 + ‖Ψ‖[0,T ])
deg(F )(deg(G)−2)|r − s|3/2)
(33)
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In a similar way, using inequality (30) we obtain
ω((Ψs ⊗ (Ψr −Ψs)⊗ (Ψr −Ψs))(∂
2
RG)) = ω((Ψs ⊗ (Br −Bs)⊗ (Br −Bs))(∂
2
RG))
+O((1 + ‖Ψ‖[0,T ])
deg(F )(deg(G)−2)|r − s|3/2).
(34)
Furthermore using the fact that ∂RG(Ψs) is independent of (Br −Bs) and ((Br −Bs)⊗
(Br − Bs)) is independent of ∂2RG(Ψs) (this is due to the fact that Ψs is a function of
{Ψ0, Bk|k ∈ [0, s]} and, moreover, B is independent of Ψ0 and has independent incre-
ments, we have:
ω(〈∂RG(Ψs), (Br −Bs)〉) = 〈ω((Br −Bs)), ω(∂RG(Ψs))〉 = 0
where on the r.h.s. we understand that averages w.r.t. the state ω are taken componen-
twise, and
ω[〈∂R∂RG(Ψs), (Br −Bs)⊗ (Br −Bs)〉V⊗V ]
= 〈ω[(∂R∂RG(Ψs))], ω[((Br −Bs)⊗ (Br −Bs))]〉
= (r − s)ω[QC(∂
2
RG(Ψs))].
By taking a partition {ti}i∈{0,...,n}, of diameter ρn → 0 as n→ +∞, of [0, t] and exploiting
inequality (31) we obtain
ω(G(Ψt)) = ω(G(Ψ0)) +
∑n+1
i=0 ω(G(Ψti))− ω(G(Ψti−1))
= ω(G(Ψ0)) +
∑n+1
i=1 ω((Ψti−1 ⊗ (Ψti −Ψti−1))∂RG)
+12ω((Ψs ⊗ (Ψr −Ψs)⊗ (Ψr −Ψs))(∂
2
RG)) +O(ρ
1/2
n )
= ω(G(Ψ0)) + ω
(∫ t
0 ∂RG(Ψu)F (Ψu)du
)
+12
∑n+1
i=1 (ti − ti−1)ω[QC(∂
2
RG(Ψti))] +O(ρ
1/2
n ),
where the constants in O are proportional to (1+‖Ψ‖[0,T ])
deg(F ) deg(G) and do not depend
on the partition. Taking the limit n → +∞, and so ρn → 0, and using the fact that
ω[QC(∂
2
RG(Ψs))] is continuous in s (G(Ψs) being a continuous function from R+ to A
since Ψ ∈ C0([0, T ],G(V ))) we obtain the thesis. ✷
3.4 Invariant measures
Consider an equation of the following kind
Ψt(v) = Ψ0(v) +
∫ t
0
(Ψs(Av) + Ψs(F (v)))ds +Bt(v), t > 0, v ∈ V, (35)
for Ψ ∈ C0([0, T ]; Hom(V,A)), F ∈ Hom(V,ΛV ), A ∈ L(V ), B a Grassmann Brownian
motion with correlation C and with initial condition Ψ0 distributed as a Grassmann
Gaussian independent of B with correlation CA (compare to equation (26)). Fix U ∈ ΛV
even, and consider the linear functional ω˜ : A → C given by
ω˜(·) := ω(·e−2U(Ψ0)), (36)
where ω is, as before, is the chosen positive state on the ∗-algebra A = L(H).
29
Definition 6 We say that the functional ω˜ is an invariant measure for the equation (35)
if for any G ∈ ΛV and any t ∈ R+ we have
ω˜(G(Ψt)) = ω˜(G(Ψ0)). (37)
Remark 12 The functional is invariant in the sense of Definition 6, only if the expec-
tations of the form (37) are constant when expressions of the form G(Ψt) are evaluated.
This means in particular that only polynomials in Ψt are considered.
There is a simple condition, analogous to the Fokker–Planck equation for commutative
SDEs, for checking the invariance of the functional ω˜. Here it is:
Lemma 6 If Ψ is a solution to (35) and
ω˜(LG(Ψ0)) = 0, G ∈ ΛV, (38)
for
LG := ∂RG · F +
1
2
QC(∂
2
RG),
then ω˜ is an invariant measure in the sense of Definition 6. In other words, eq. (38) is
a sufficient condition for having an invariant measure.
Proof Consider G = GA = vA where (vA)A is a (finite) linear basis of ΛV . Then
we have L(GA) =
∑
B κ
B
AvB for a suitable family (κ
B
A)A,B of constants in R. Write
PA(t) := ω˜(GA(Ψt)) = ω(GA(Ψt)e
−2U(Ψ0)), due to definition (36). By Itô formula (29)
we have that PA is the unique solution of the system of ODEs
∂tPA(t) = ∂tω(GA(Ψt)e
−2U(Ψ0)) = ω((LGA)(Ψt)e
−2U(Ψ0))
=
∑
B
κBAω(GB(Ψt)e
−2U(Ψ0)) =
∑
B
κBAPB(t), (39)
with initial condition PA(0) = ω(GA(Ψ0)e−2U(Ψ0)). On the other hand condition (38)
implies that∑
B
κBAPB(0) =
∑
B
κBAω(GB(Ψ0)e
−2U(Ψ0)) = ω(LG(Ψ0)e
−2U(Ψ0)) = 0
which means that (PA(t))A is constantly zero by uniqueness of solution to the ODEs
system (39). Since the expectations of the form (37) are linear combinations of (PA(t))A
the proof is complete. ✷
The following theorem gives a sufficient condition on the SDE (35) to have the in-
variant measure (36).
Theorem 6 For any even U ∈ ΛevenV , the SDE
Ψt(v) = Ψ0(v) +
∫ t
0
(Ψs(Av) + Ψs(〈C∂RU, v〉)ds +Bt(v) t > 0, v ∈ V, (40)
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with B a Brownian motion with correlation C and Ψ0 an independent Gaussian initial
condition with correlation CA (defined in equation (26)) has ω˜ as invariant measure
provided
ATCA −CAA = 0. (41)
Proof The proof is a consequence of Lemma 6. Denote ωΨ0(G) := ω(G(Ψ0)) the law
of Ψ0, and observe that for H ∈ ΛV ⊗ V we have the integration by parts formula
ω((Ψ0 ⊗Ψ0)(H)) = ω(Ψ0(QCA(∂RH))),
where QC is defined in (28). Then for all G ∈ ΛV and U ∈ ΛevenV we have
ω((Ψ0 ⊗Ψ0)(A(∂RG)e
−2U(Ψ0))) = ωΨ0(QCA(∂R(A∂RGe
−2U(Ψ0))))
= ωΨ0(QCA((A⊗ 1)∂R∂RG)e
−2U(Ψ0))− 2ωΨ0(QCA((A∂RG)⊗ ∂RU)e
−2U(Ψ0)).
Observe that using the equality (27) we have
QCA((A⊗ 1)∂R∂RG) = Tr((A⊗ CA)∂R∂RG)
=
1
2
Tr((CAA+A
TCA)∂R∂RG) = −
1
2
QC(∂R∂RG),
where we have used the trace Tr on V given by Tr(v⊗w) = 〈v,w〉. Moreover, from (41)
we have also
QCA((A∂RG)⊗ ∂RU) = Tr((A∂RG) ⊗ (CA∂RU)) = Tr(∂RG⊗ (A
TCA∂RU))
= Tr
(
∂RG⊗
(
ATCA + CAA
2
∂RU
))
+Tr
(
∂RG⊗
(
ATCA −CAA
2
∂RU
))
= −
1
2
Tr(∂RG⊗ (C∂RU)) = −
1
2
〈∂RG,C∂RU〉,
since we assumed that ATCA − CAA = 0 and used (27) again. Therefore
ω((Ψ0⊗Ψ0)(A(∂RG)e
−2U(Ψ0))) = −
1
2
ωΨ0(QC(∂
2
RG)e
−2U(Ψ0))+ωΨ0(〈∂RG,C∂RU〉e
−2U(Ψ0)).
Now observing that
LG(Ψ0) = (Ψ0 ⊗Ψ0)(A∂RG) + Ψ0
(
〈∂RG,C∂RU〉+
1
2
QC(∂R∂RG)
)
we deduce that
ω(LG(Ψ0)e
−2U(Ψ0)) = ω((Ψ0 ⊗Ψ0)(A∂RG)e
−2U(Ψ0))+
+ωΨ0
((
〈∂RG,C∂RU〉+
1
2
QC(∂R∂RG)
)
e−2U(Ψ0)
)
= 0.
✷
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3.5 Long-time behavior for small non-linearity
We will now investigate the existence of solutions which are globally bounded in time. In
the commutative setting, non-linear equations can have globally bounded solutions only
if the non-linearity stays uniformly small or if it shows some coercivity. Like all notions
of positivity, also coercivity however does not apply well in the Grassmann setting. The
only kind of coercive term we have identified is a linear drift with a negative sign. This
is a very mild coercive term, but it turns out to be enough provided the non-linearity is
small enough.
Consider the equation
Ψt(v) = Ψ0(v) +
∫ t
0
(Ψs(Av) + λΨs(F (v)))ds +Bt(v), t > 0, v ∈ V, (42)
for Ψ ∈ C([0, T ]; Hom(V,A)), with λ > 0 and F ∈ Hom(V,ΛV ) where (as in Section 3.1)
A is an operator with eigenvalues having strictly negative real part less then −λA < 0.
In this setting we introduce the notion of stationary solution to equation (42), extending
the one we defined for the linear case in Section 3.1.
Definition 7 We say that Ψst ∈ C
0(R,G(V )) is a stationary solution to equation (42)
(extended to all t ∈ R) of norm at most K ∈ R+ if the following two conditions hold:
1. supt∈R ‖Ψ
s
t‖G(V ) < K,
2. (Ψst )t∈R solves the following integral equation
Ψst = λ
∫ t
−∞
Ψsτ (F (e
Aτ v))dτ +BAt t ∈ R (43)
where BAt (v) = Ξ(e
A(t−·)(v)).
Hereafter we write
L(A,C) = sup
t∈R
‖BAt ‖G(V ),
and we denote by KK ⊂ C0(R,G(V )) the set of Ψ ∈ C0(R,G(V )) such that
sup
t∈R
‖Ψt‖G(V ) 6 K,
for some constant K > 0.
Theorem 7 Assume K > 3L(A,C) and suppose that all the eigenvalues of A have
negative real part that are less or equal than −λA, then there exists λ0(K,L,F ) depending
on K, L(A,C) and F such that if |λ| 6 2λ0(K,L,F ) there exists a unique stationary
solution of norm at most K to equation (42).
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Proof It is a simple application of the Banach fix point theorem by noting that the
map
Kλ(Ψ)t := λ
∫ t
−∞
Ψτ (F (e
A(t−τ)v))dτ +BAt , t ∈ R,
is a contraction in KK . Indeed, if Ψ ∈ KK we have, by Theorem 2,
‖Kλ(Ψ)t‖G(V ) 6 |λ|‖F‖ΛπV (1 +K)
deg(F )
∫ t
−∞
e−λA(t−τ)dτ + L(A,C),
where ‖F‖ΛπV is defined by (14).
If we request that
2λ0
‖F‖ΛπV (1 +K)
deg(F )
λA
+ 2L < K, (44)
(where λ0 := λ0(K,L,F )) for |λ| 6 2λ0 we have that Kλ maps KK into itself. Further-
more
‖Kλ(Ψ1)t −Kλ(Ψ2)t‖G(V ) 6
|λ|
λA
(deg(F ))‖F‖ΛπV (1 +K)
deg(F )−1‖Ψ1,t −Ψ2,t‖G(V ).
Therefore, if we take
2λ0
λA
‖F‖ΛπV (deg(F ))(1 +K)
deg(F )−1 < 1 (45)
the map Kλ is a strict contraction. The fact that KK 6= ∅ will be a consequence of the
Lemma (7) below. ✷
Remark 13 The function λ0 in Theorem 7 can be taken to be a decreasing function of
the parameters L and K.
We introduce an approximation for the solution to equation (43). Let X ∈ G(V )
independent of BAt and consider the element Ψ
X
−T,t ∈ C
0(R,G(V )) which is ΨX−T,t = X
if t 6 −T , for some T > 0, and is a solution to the SDE
ΨX−T,t = X(e
A(t+T )v) + λ
∫ t
−T
F (ΨX−T,t(e
A(t−τ)v)) +BAt −B
A
−T (e
A(t+T )v),
when t > −T .
Lemma 7 Under the assumptions of Theorem 7, take ‖X‖G(V ) <
1
6K, then, for any
|λ| 6 12λ0(K,L,F ), we have that Ψ
X
−T,t ∈ KK for all t ∈ R.
Proof Let τ ∈ R, by Theorem 2, then we have the bound
sup
t∈(−∞,τ ]
‖ΨX−T,t‖G(V ) 6 e
−λAτ (‖X‖G(V ) + ‖B
A
−T ‖G(V )) +
+‖F‖ΛπV
|λ|
λA
(1 + sup
t∈(−∞,τ ]
‖ΨX−T,t‖G(V ))
deg(F ) + L(A,C).
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On the other hand by definition of λ0 we have, for any τ > 0
e−λAτ
(
1
3
K +
1
6
K
)
+ ‖F‖ΛπV
|λ|
λA
(1 +K)deg(F ) + L(A,C) < K.
Let Rτ := supt∈(−∞,τ ] ‖Ψ
X
−T,t‖G(V ) and consider the set Z =
{
τ ∈ R : Rτ 6
2K
3
}
. The
set Z is non-empty, since Rτ < 12K when τ 6 −T , open since τ 7→ Rτ is an increasing
continuous function of τ and closed since τ → Rτ is continuous. Then we must have
Z = R and
sup
t∈R
‖ΨX−T,t‖G(V ) 6
2
3
K,
for |λ| 6 λ0. ✷
Theorem 8 Under the hypotheses of Lemma 7 we have that ΨX−T,t converges to Ψ
s
t in
G(V ) as T → +∞, uniformly on compact subsets of R.
Proof If t > −T , by Theorem 2, we have that
‖ΨX−T,t −Ψ
s
t‖G(V ) . e
−λA(t+T )(‖X‖G(V ) + ‖B
A
−T ‖G(V )) + |λ|‖F‖ΛπV (1 +K)
deg(F ) ×
×
∫ −T
−∞
e−λA(t−τ)dτ + |λ|(deg(F ))‖F‖ΛπV (1 +K)
deg(F )−1 ×
×
∫ t
−T
e−λA(t−s)‖ΨX−T,τ −Ψ
s
τ‖dτ.
By Gronwall inequality (see, e.g., Theorem 1.3.2 in [121]) we obtain
‖ΨX−T,t −Ψ
s
t‖G(V ) 6
(
‖X‖G(V ) +
K
3
+
|λ|‖F‖ΛπV (1 +K)
deg(F )
λA
)
×
×
(
e−λA(t+T )+αt
∫ t
−T
e−ατdτ
)
. e−λA(t+T )eαt(eαT − e−αt) . e−(λA−α)(t+T )
where α = |λ|‖F‖ΛπV (deg(F ))(1 +K)
deg(F )−1. Since λA−α > 0, by the condition (45),
we have that
‖ΨX−T,t −Ψ
s
t‖G(V ) . e
−(λA−α)T
uniformly in T when t > P > −T for any such fixed P ∈ R. This proves that ΨX−T,t
converges to Ψst uniformly on compact sets. ✷
An important consequence of Theorem 8 is the following one.
Theorem 9 Under the hypotheses and notations of Theorem 7 and Theorem 8, if ‖X‖G(V ) <
1
3K, |λ| 6 λ0(K,L,F ) and if ω(·e
−2U(X)) is an invariant measure for equation (42) (in
the sense of Definition 6), for any t ∈ R and for any G ∈ ΛV , we have that
ω(G(X)e−2U(X))
ω(e−2U(X))
= ω(G(Ψst )).
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Proof Using the previous notation, by Definition 6 with U(X) replacing U(Ψ0), we
have that, for any t > −T ,
ω(G(X)e−2U(X)) = ω(G(ΨX−T,−T )e
−2U(X)) = ω(G(ΨX−T,t)e
−2U(X)).
By Theorem 8 we can take the limit at the right hand side as T → +∞, obtaining
ω(G(X)e−2U(X)) = ω(G(Ψst )e
−2U(X)).
Since (by construction) X is independent of BAt and since Ψ
s
t is a function only of B
A
we get
ω(G(X)e−2U(X)) = ω(G(Ψst ))ω(e
−2U(X)),
from which the thesis follows. ✷
Remark 14 By Theorem 6, Theorem 9 applies to the case λF (v) = λ〈C∂RU, v〉 for λ
small enough.
4 Infinite dimensional SDEs
We want to study SDEs of the form
dΨt = (AΨt + λF (Ψt))dt+ dBt (46)
in the case where Ψ takes values in G(V ) and V = S(Rd) ⊗ Rn, or S(Rd) ⊗ Cn, or
C∞(Td)⊗Rn for some n ∈ N0 and with A a (possibly unbounded) linear operator on V .
We discuss in detail the case V = S(Rd), but every reasoning can be easily generalized
to the other cases or more generally to any nuclear space of smooth functions.
The main difference between the finite and infinite dimensional case for Grassmann
SDEs is that in general there is no natural topology on G(V ). The space V = S(Rd) is
a Fréchet nuclear space. Since not every element of G(V ) is continuous with respect to
this topology we consider here the space G−∞(V ) ⊂ G(V ), the subset of G(V ) for which
X ∈ G−∞(V ) if and only if X restricted to V ⊂ ΛV is a continuous linear map from V
to A. Hereafter we always consider X ∈ G−∞(V ) both as an homomorphism from the
algebra ΛV into A, and as a continuous linear map from V into A.
Since V is a Fréchet nuclear space whose dual is nuclear the set of continuous linear
maps from V into A can be identified with the tensor product V ∗ ⊗ A = S ′(Rd) ⊗ A
(where V ∗ is the topological dual of V , the Schwartz space of tempered distribution
S ′(Rd)), see, e.g., Proposition 50.5 in [157]. In other words we can look upon G−∞(V )
as the subset of elements of S ′(Rd)⊗A that can be extended to a homomorphism from
ΛV into A.
35
Using a reasoning similar to the one exploited in Lemma 1, it is possible to prove
that G−∞(V ) is a closed subset of V ∗ ⊗A with respect to the strong topology (of both
V ∗ = S ′(Rd) and A), i.e. if (Xν)ν is a net in G−∞(V ) converging to X in the topology
of V ∗ ⊗A, then X can be extended to an homomorphism from ΛV into A. Working on
G−∞(V ) is not so easy since S ′(Rd) ⊗ A is not even a Fréchet space. For this reason
we introduce now some subsets of G−∞(V ) (which are analogous to Besov spaces) which
admit a stronger metric topology.
We recall here only the definition of the Besov norm for functions taking values in a
Banach space, further references and details are given in Appendix A (see also [7, 8]).
Let Ki ∈ S(Rd), with i > −1, be the functions corresponding to the Littlewood–Paley
blocks used in the definition of Besov spaces Bsp,q := B
s
p,q(R
d,R), where s ∈ R and
p, q ∈ [1,+∞]. If X ∈ G−∞(V ) we define
∆iX(x) = X(Ki(x− ·)), x ∈ R
d, i > −1.
The function ∆iX : Rd → A can be identified with an element ∆iX ∈ S(Rd) ⊗ A =
S(Rd,A) and we define
‖X‖Bsp,q(Rd,A) :=
[∑
i>−1
2qis
(∫
R
d
‖∆iX(x)‖
p
Adx
)q/p]1/q
.
Given s ∈ R, we say that X ∈ Gs(V ) when X ∈ G−∞(V ) and ‖X‖Bs
∞,∞(R
d,A) <
+∞. Thus we introduce the natural metric dGs(V )(X,Y ) := ‖X − Y ‖Gs(V ) := ‖X −
Y ‖Bs
∞,∞(R
d,A). Hereafter we always use the notation C
s(Rd,A) = Bs∞,∞(R
d,A) and
Cs = Cs(Rd,R). Moreover Cs∗ will denote the topological dual of Cs.
Lemma 8 The set Gs(V ) with the metric dGs(V ) is a complete metric space.
Proof The proof is analogous to that of Lemma 1. ✷
The case s > 0 can be understood more easily. In this case the element X ∈ Gs(V )
can be identified with a continuous function X˙ : Rd → A. Under this identification if
f ∈ S(Rd) we have that
X(f) =
∫
R
d
f(x)X˙(x)dx,
where the integral is taken in Bochner sense. If X ∈ Gs(V ), with s > 0, we can obtain
the function X˙ in the following way. Let a : Rd → R be a smooth mollifier and define
ax,ε(y) = ε
−da
(y−x
ε
)
, where x, y ∈ Rd and ε > 0. Then we have that
X˙(x) = lim
ε→0
X(aε,x) = X(δx),
where the limit is taken with respect to the topology of A, and where δx is the Dirac
delta with unit mass at the point x ∈ Rd. More generally, if X ∈ Gs(V ) and g ∈ Cs∗, for
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any sequence (gn)n ⊂ S(Rd) converging to g with respect to the natural topology of Cs∗
we have that (X(gn))n converges in A to a unique element
X(g) := lim
n→+∞
X(gn).
The map X now defined on all of Cs∗ is continuous. In other words, if X ∈ Gs(V ) then it
can be identified with an element of L(Cs∗,A). Furthermore it is simple to prove, using
suitable S(Rd) approximations, that if g, h ∈ Cs∗, we have
X(g)X(h) = −X(h)X(g). (47)
In particular we have
X˙(x1)X˙(x2) = −X˙(x2)X˙(x1), x1, x2 ∈ R
d.
The relation (47) has important consequences. For any n > 1, let
ΛnπC
s∗ ⊂ Cs∗ ⊗π C
s∗ ⊗π · · · ⊗π C
s∗︸ ︷︷ ︸
n times
be the completion of ΛnCs∗ in ⊗nπC
s∗ using the natural inclusion iΛnCs∗ of ΛnCs∗ in ⊗nCs∗
(see the discussion after Lemma 2 for more details). Here ⊗π is the projective tensor
product of Banach spaces whose norm is defined as follows: if f ∈ ⊗nCs∗ then
‖f‖⊗nπCs∗ := inf

k∑
i=1
n∏
j=1
‖f ij‖Cs∗ ,where f =
k∑
i=1
f i1 ⊗ · · · ⊗ f
i
n
 .
Lemma 9 If X ∈ Gs(V ) then it can be extended to a continuous homomorphism from⊕n
i=1 Λ
i
πC
s∗ into A for any n > 0. Here
⊕n
i=1 Λ
i
πC
s∗ is considered as equipped with
the product obtained from the standard product of
⊕∞
i=1Λ
i
πC
s∗ via the projection onto⊕n
i=1 Λ
n
πC
s∗.
Proof The proof is based on the fact that X can be identified with an element of
L(Cs∗,A) and on the relation (47). ✷
In the case s > 0, we have for example that
X(δx1 ∧ · · · ∧ δxn) = X˙(x1) · · · X˙(xn), x1, . . . , xn ∈ R
d
We want now to define a natural notion of function F of an element X ∈ Gs(V ). For
example, if s > 0, and we write Y = Fn(X), we want to be able to take Fn of the form
Y˙ (x) =
∑
(k1,...,kn)∈D
K(k1,...,kn)X˙(x+ k1)X˙(x+ k2) · · · X˙(x+ kn), (48)
37
where D ⊂ Rdn is some finite set and K(k1,...,kn) ∈ R. When n is odd, the important
property of the function Fn defined before is that Y = F (X) ∈ Cs(Rd,A) and furthermore
for any g, h ∈ Cs∗ we have
Y (g)Y (h) = −Y (h)Y (g)
Y (g)X(h) = −X(h)Y (g).
(49)
We want to consider some more general setting than the one considered in equation (48)
that maintains the important property (49).
Consider Fn ∈ L(S(Rd),ΛnπC
s∗), then Fn can be seen as an element of S ′(Rd)⊗ΛnπC
s∗.
Using the same technique as before we can introduce the Banach space Cs(Rd,ΛnπC
s∗) ⊂
S ′(Rd)⊗ ΛnπC
s∗ equipped with its natural norm. In this case we will use the notation
Fn(X) := X ◦ Fn, (50)
where (X ◦ Fn)(v) = X(Fn(v)) ∈ A for any v ∈ S(Rd).
Definition 8 We say that the linear function F ∈ Cs
(
R
d,
⊕k
j=0Λ
2j+1
π Cs∗
)
is a standard
odd function of degree 2k+1 if there is a sequence of functions F r ∈ Cs
(
R
d,
⊕k
j=0Λ
2j+1Cs∗
)
(where Λ2j+1Cs∗ = Cs∗ ⊗ Cs∗ ⊗ · · · ⊗ Cs∗︸ ︷︷ ︸
2j + 1 times
and ⊗ is the algebraic tensor product) such that
for any g ∈ V we have F r(g) → F (g), as r → +∞, in
⊕k
j=0Λ
2j+1
π Cs∗ equipped with its
standard topology.
Remark 15 When s > 0, an example of a function F satisfying Definition 8 is
F (X)(δx) = X˙(x)
∫
R
d
G1(x− y)X˙(y)dy
∫
R
d
G2(x− y)X˙(y)dy,
where G1,G2 ∈ Cs+ǫ are functions that decrease faster than any polynomial at infinity.
We note that a finite dimensional approximation of F (X)(δx) is given by
Fn(X)(δx) =
∑
Di∈Pn
∑
Dj∈Pn
X˙(x)X˙(x− xi)X˙(x− xj)
∫
Di
G1(y)dy
∫
Dj
G2(y)dy,
where (Pn)n is sequence of increasing partitions of Rd for which supi
∣∣∣∫Di G1(y)dy∣∣∣ → 0
and supj
∣∣∣∫Dj G2(y)dy∣∣∣→ 0, as n→∞.
Theorem 10 Let s ∈ R, let F ∈ Cs
(
R
d,
⊕k
j=0Λ
2j+1
π Cs∗
)
be a standard odd function of
degree 2k+1 (see Definition 8), and consider X ∈ Gs(S(Rd)). Then F (X) ∈ Cs(Rd,A),
furthermore for any v1, v2 ∈ C
s∗ we have
F (X)(v1)F (X)(v2) = −F (X)(v2)F (X)(v1)
F (X)(v1)X(v2) = −X(v2)F (X)(v1).
(51)
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Proof The fact that F (X) ∈ Cs(Rd,A) follows from Remark 9. The relations (51) are
obvious when F ∈ Cs
(
R
d,
⊕k
j=0Λ
2j+1Cs∗
)
. Using a finite dimensional approximation
F r converging to F , required by Definition 8, the relations (51) are extended to the more
general case. ✷
Remark 16 An important consequence of Theorem 10 is that if X ∈ Gs(V ) and F
satisfies the hypotheses of Theorem 10, F (X) can be extended to a Grassmann random
variable (which in the following we denote by the same symbol F (X)) in Gs(V ). Fur-
thermore, F (X) and X are compatible (in the sense of the corresponding definition in
Section 2).
We are now in the position to give a precise meaning to equation (46) and to the var-
ious hypotheses on its data. Let the operator A be the (generally unbounded) generator
of a strongly continuous and exponentially contractive semigroup (eAt)t>0 on L2(Rd).
Moreover consider the stationary Ornstein-Uhlenbeck motion
BAt (v) = Ξ(1(−∞,t] ⊗ e
A(t−·)v), t ∈ R, v ∈ S(Rd), (52)
where Ξ is a Grassmann Gaussian noise on G(C∞(R+)⊗S(Rd)) with covariance 1⊗C
(we consider on C∞c (R+) ⊗ S(R
d) the pre-Hilbert space structure given by the natural
inclusion of C∞c (R+)⊗ S(R
d) in L2(R+ ×Rd)).
Definition 9 We say that the process Ψ ∈ C0([0, T ],Gs(V )) satisfies equation (46) with
initial condition Ψ0 if F is a standard odd function of finite degree, Ψ0 ∈ G
s(V ) is
independent of Ξ, and for any t ∈ [0, T ] and any v ∈ V we have
Ψt(v) = Ψ0(e
Atv) + λ
∫ t
0
F (Ψs)(e
A(t−s)v)ds+BAt (v)−B
A
0 (e
Atv), (53)
where the integral in the variable s is taken in Bochner sense with respect the norm of A.
Hereafter, we introduce the following notations if F ∈ Cs
(
R
d,
⊕k
j=0Λ
2j+1
π Cs∗
)
:
‖F‖Cs,π := ‖F‖Cs(Rd,
⊕k
j=0 Λ
2j+1
π Cs∗),
deg(F ) := 2k + 1.
Theorem 11 Suppose that F ∈ Cs
(
R
d,
⊕k
j=0Λ
2j+1
π Cs∗
)
and that F satisfies Defini-
tion 8, then for any X,Y ∈ Gs(V ) compatible we have
‖F (X)‖Gs(V ) 6 ‖F‖Cs,π(1 + ‖X‖Gs(V ))
deg(F ) (54)
‖F (X)− F (Y )‖Gs(V ) 6 deg(F )‖F‖Cs ,π‖X − Y ‖Gs(V ) ×
×(1 + max(‖X‖Gs(V ), ‖Y ‖Gs(V )))
deg(F )−1. (55)
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Proof Let F r ∈ Cs
(
R
d,
⊕k
j=0Λ
2j+1Cs∗
)
(where
⊕k
j=0Λ
2j+1Cs∗ is the usual algebraic
antisymmetric tensor product) be the approximation of F required in Definition 8, then
using the same reasoning of Theorem 1 and Theorem 2, ifKi is the function corresponding
to the Littlewood–Paley block ∆i, we obtain
‖F r(X)(Ki(x− ·))‖A 6 ‖F
r(Ki(x− ·))‖ΛπCs∗(1 + ‖X‖Gs(V ))
deg(F ). (56)
If we multiply both sides of (56) by 2is, take the limit as r → +∞ and afterwards the
supremum on x and j we get inequality (54). In a similar way we get (55) by generalizing
the proof of Theorem 1 and Theorem 2. ✷
Remark 17 Hereafter we use the notations, for x > 0,
fF (x) = ‖F‖Cs,π(1 + x)
deg(F ), (57)
gF (x) = deg(F )‖F‖Cs ,π(1 + x)
deg(F )−1. (58)
We introduce some conditions on A and Ξ in order to prove a result on existence and
uniqueness of solutions to (53).
Definition 10 We say that the unbounded operator A on L2(Rd), and the Grassmann
Gaussian noise Ξ with covariance C are adapted to the space Gs(V ), for a given s ∈ R,
if
i. The operator A generates a contraction semigroup on Cs(Rd) such that ‖eAt‖L(Cs(Rd),Cs(Rd)) .
e−λAt, t > 0, for some strictly positive constant λA > 0.
ii. The Gaussian process BA defined by (52) belongs to C(R,Gs(V )) and furthermore
we have supt∈R ‖B
A
t ‖Cs(Rd,A) < +∞.
Theorem 12 Suppose that F satisfies Definition 8 and A,Ξ satisfy Definition 10 and let
X be a variable in Gs(V ) independent of the Grassmann Gaussian noise Ξ. Then there
exists a T > 0 such that there is a unique solution Ψ ∈ C([0, T ],Gs(V )) to equation (53).
Furthermore Ψt is compatible with (Ψ0,Ξ,Ψs) for every t, s ∈ [0, T ].
Proof The proof is a straightforward generalization of that of Theorem 3 for the case
of our infinite dimensional setting. ✷
In order to obtain solutions for all times it is not possible to extend directly Theorem 4,
since its proof was essentially based on the hypothesis that V is finite dimensional. On
the other hand the proofs of Theorem 7, Lemma 7 and Theorem 8 do not depend on the
dimension. For this reason we introduce the space KK ⊂ C(R,Gs(V )) defined as the set
of functions Ψt ∈ C(R,Gs(V )) such that
sup
t∈R
‖Ψt‖Cs(Rd,A) < K,
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for some constant K > 0, the function L given by
L(A,C) = sup
t∈R
‖BAt ‖Cs(Rd,A),
and the equation for stationary solutions corresponding to (53) as
Ψst = λ
∫ t
−∞
F (Ψsτ (e
A(t−τ)))dτ +BAt t ∈ R. (59)
We also denote by ΨX−T,t the Grassmann process defined by Ψ
X
−T,t = X if t 6 −T , T > 0,
and such that ΨX−T,t is the solution to equation (53) with initial condition X at time
t = −T .
Theorem 13 Suppose that F satisfies Definition 8 and A,Ξ satisfy Definition 10 and
let K > 2L(A,C). Then there exists a function λ0(K,L,F ) such that for any |λ| 6
2λ0(K,L,F ) there exists a unique (stationary) solution to equation (59) in KK . Further-
more for any |λ| 6 λ0(K,L,F ) and for any random variable X ∈ G
s(V ), independent
of BAt and such that ‖X‖Cs(Rd,A) <
1
3K, we have that Ψ
X
−T,t converges, as T → +∞, in
Gs(V ) to Ψst uniformly on compact subsets of R.
Proof Due to our appropriate infinite dimensional setting the proof is a straightforward
generalization of Theorem 7, Lemma 7 and Theorem 8. ✷
Remark 18 The function λ0 defined in Theorem 13 has to satisfy the following inequal-
ities
2λ0(K,L,F )fF (K)
λA
+ 2L < K, (60)
2λ0(K,L,F )
λA
gF (K) < 1 (61)
where fF , gF and λA are the quantities introduced in Remark 17 and Definition 10
respectively.
5 The Yukawa2 model
We are now in position to study the stochastic quantization for an Euclidean fermionic
QFT. We consider, as an example, the Euclidean counterpart of the Yukawa model
describing the interaction of a scalar field with a spin 1/2 field in a 1 + 1 Minkowski
space-time (“Yukawa2 model”) [119, 43, 22, 107, 155]. However we will not attempt here
to remove the UV cutoff so the dimension of the space will not play any fundamental
role. The Yukawa2 model contains already the main features of a large class of Euclidean
fermionic theories. It will be clear from the considerations below that more general
results are easily derivable, including other models involving fermions with ultraviolet
cut-offs, at the price of heavier notation. For the sake of readability we choose to stick
to a definite model.
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5.1 Osterwalder–Schrader fields
We define the Euclidean Yukawa2 quantum field theory following Osterwalder and Schrader [120].
In the language of this paper, the Euclidean free Fermions introduced by Osterwalder
and Schrader (compare with [120], page 282 and equation (3.3), page 284) are given by
a quadruplet ψ˜ = (ψ, ψ¯) ∈ G(S(R2)⊗C4) of complex Grassmann Gaussian fields on the
complex pre-Hilbert space V = S(R2) ⊗ C4 ⊆ L2(R2) ⊗ C4 with an Hermitian scalar
product denoted (·, ·)V and satisfying
ω(ψ˜(f)ψ˜(g)) = 〈f,Kg〉c, f, g ∈ S(R
2)⊗C4, (62)
with the standard real structure c given by the complex conjugation (i.e. cf = f¯)
determining the bilinear form 〈f, g〉c = (cf, g)V , and the correlation K : L2(R2)⊗C4 →
L2(R2)⊗C4 given by the bounded c-antisymmetric operator
K = (m2f −∆)
−1
(
0 ( 6 ∇+mf )
− (6 ∇+mf )
c 0
)
, (63)
where ∆ is the Laplacian on R2, mf > 0 is a constant interpreted as the mass of the
fermionic particle associated with the fermionic fields ψ˜, 6 ∇ := γ1∇1 + γ2∇2 with ∇i
the partial derivatives with respect to xi, i = 1, 2, and with Euclidean Dirac matrices
γ1, γ2 : C
2 → C2 given by
γ1 =
(
0 1
1 0
)
, γ2 =
(
0 −i
i 0
)
,
and such that
γaγb + γbγa = 2δab, a, b = 1, 2.
Note that K = (m2f −∆)
−1/2u, with u an unitary operator in L2(R2)⊗C4. Hence the
correlation matrix of the field ψ˜ can also be written as
ω(ψ˜(f)ψ˜(g)) = 〈(m2f −∆)
−1/4f, u(m2f −∆)
−1/4g〉c.
Therefore ω is the state on A describing the Euclidean free fermion fields and we can
realize ψ˜ as
ψ˜(f) := ζ˜((m2f −∆)
−1/4f), f ∈ S(R2)⊗C4,
where ζ˜ ∈ G(S(R2) ⊗ C4) is the complex Grassmann Gaussian field specified by the
bounded covariance
ω(ζ˜(f)ζ˜(g)) = 〈f, ug〉c, f, g ∈ S(R
2)⊗C4.
As a consequence, in this specific realization, we have
‖ψ˜(f)‖ = ‖ζ˜((m2f −∆)
−1/4f)‖ . ‖(m2f −∆)
−1/4f‖L2(R2)⊗C4 <∞, (64)
where the implicit constant in the inequality depends only on mf .
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In order to describe the Yukawa2 model we need also to introduce an Euclidean
boson field ϕ of mass mb > 0: it is the centered Gaussian field on R2 with covariance
(m2b −∆)
−1 where mb > 0 is looked upon as a fixed parameter and ∆ is the Laplacian
on R2. We can realize ϕ as the canonical multiplication operator on the Hilbert space
Hϕ = L
2
(
C−κ
loc
(R2), ν
)
where ν is the centered Gaussian measure on C−κ
loc
(R2) (the local
version of the C−κ Besov space) with covariance (m2b − ∆)
−1 and κ > 0 is any small
positive quantity. We shall denote by ωϕ the state associated with ν and C
−κ
loc
(R2).
In addition, large scale and small scale cutoffs are introduced as follows. Fix a smooth
positive functions h ∈ C∞(R2) with compact support and let a be a regular enough (see
below for the precise regularity) continuous function with compact support such that
a(0) = 1. Take ε > 0 and let aε(x) = a(x/ε)ε−2. Then we define new Grassmann
variables
ψ˜ε(x) := ψ˜(aε(· − x)), x ∈ R
2.
Then ψ˜ε ∈ Gs(S(R2) ⊗C4) for some s > 0 (in general depending on the regularity of a
see below).
Following the argument of Section 6 of [120] we define the Euclidean Yukawa2 model
as follows.
Definition 11 The approximate fermionic Schwinger functions (ρnε,h)n of the Yukawa2
model on R2 with infrared (IR) cutoff h and ultraviolet (UV) fermion cutoff ε are given
by the Euclidean averages
ρnε,h(f1, . . . , fn) =
ω ⊗ ωϕ(ψ˜ε(f1) · · · ψ˜ε(fn)e
−Vε,h(ϕ))
ω ⊗ ωϕ(e−Vε)
(65)
with potential Vε,h given by the unbounded (non-self-adjoint) operator on H⊗Hϕ, where
H is the fermionic Hilbert space,
Vε,h(ϕ) = λ
∫
R
2
dxh(x)(ψ¯ε(x) · ψε(x))ϕ(x), (66)
λ ∈ R is a coupling constant and ω, resp. ωϕ are the fermion, resp. boson, states
described above.
The potential Vε,h(ϕ) can be expressed in terms of the fields ψ˜ε as follows
Vε,h(ϕ) =
λ
2
∫
R
2
h(x)(ψ˜ε(x) · Jψ˜ε(x))ϕ(x)dx,
where J(ψ, ψ¯) := (−ψ¯, ψ).
Note that there is no difficulty in making sense of (65), due to the following observa-
tions (see also [120]). The map x ∈ R2 7→ ψ˜ε(x) ∈ A = L(H) is Cs due to the presence
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of the regularization ε > 0 and the regularity of the Euclidean field ψ˜ given in (64).
The massive Gaussian free field ϕ has (local) regularity C−κloc for arbitrarily small κ > 0,
therefore, taking s > κ, by a standard Besov estimates for Banach valued functions (see
e.g. [7, 8]), we have, for any fixed ϕ ∈ C−κloc (R
2)
‖Vε,h(ϕ)‖A . λ‖ψ˜ε‖
2
Cκ(A)‖hϕ‖B−κ1,1 (R2)
. λ‖hϕ‖C−κ(R2).
It is also not difficult to see that the map Vε,h : C−κ → A given by Vε,h : ϕ 7→ Vε,h(ϕ) is
linear and continuous in ϕ, therefore measurable and that
ω ⊗ ωϕ(ψ˜(f1) · · · ψ˜(fn)e
−Vε,h(ϕ)) = ω(ψ˜(f1) · · · ψ˜(fn)ωϕ(e
−Vε,h(ϕ)))
e.g. by proving this first for a piecewise approximation of ϕ and then taking the limit.
Moreover we have (by the properties of the Bochner integral)
‖ωϕ(e
−Vε,h(ϕ))‖A 6 ωϕ(exp(C|λ|‖hϕ‖C−κ )) <∞,
for all λ ∈ R. We conclude that the averages in (65) are well defined since
|(ω ⊗ ωϕ)(ψ˜(f1) · · · ψ˜(fn)e
−Vε,h)| 6 ‖ψ˜(f1) · · · ψ˜(fn)ωϕ(e
−Vε,h(ϕ))‖A <∞.
By expanding the quantity ωϕ(e−Vε,h(ϕ)) ∈ A in power series and integrating away the
Gaussian field we obtain
ωϕ(e
−Vε,h(ϕ)) = eVε,h ,
with a purely fermionic potential given by
Vε,h(ψ˜ε) = λ
2
∫
(R2)2
(hψ¯ε · ψε)(x)G(x − y)(hψ¯ε · ψε)(y)dxdy. (67)
Here G = (m2b−∆)
−1 is the Green function of the operator (m2b−∆) and mb is the boson
mass. This gives us the purely fermionic representation of the Schwinger functions (65)
given by:
ρnε,h(f1, . . . , fn) =
ω(ψ˜(f1) · · · ψ˜(fn)e
Vε,h)
ω(eVε,h)
. (68)
Perturbation theory suggests that the boson field requires a mass renormalization aε
which depends on the fermion cutoff ε > 0. In theory one would need to modify the
bosonic Gaussian field covariance to include a mass renormalization and let ϕ have co-
variance (m2b − ∆ + aε)
−1 instead of the original (m2b − ∆)
−1. However in this paper
we will not discuss the removal of the UV cutoff and keep ε > 0 fixed. Therefore, for
simplicity, we ignore this mass renormalization.
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5.2 Stochastic quantization
The Grassmann SPDEs associated to the measure ω˜(·) = ω(·eVε,h) is formally
dΨ˜hε,t = ((∆ −m
2
f )Ψ˜
h
ǫ,t + λ
2Fε,h,Y (Ψ˜
h
ε,t))dt+ dB˜ε,t (69)
where Ψ˜hε,t = (Ψ
h
ε,t, Ψ¯
h
ε,t),
Fε,h,Y (Ψ˜
h
ε,t) = Cf
(
a∗2ε ∗
(
hΨ¯hε,t
∫
G(y − ·)h(y)Ψhε,t(y)Ψ¯
h
ε,t(y)dy
)
a∗2ε ∗
(
hΨhε,t
∫
G(y − ·)h(y)Ψhε,t(y)Ψ¯
h
ε,t(y)dy
) ) ,
with
Cf =
(
0 (6 ∇+mf )
− (6 ∇+mf )
T 0
)
, (70)
and where aε(x) = ε−2a
(
x
ε
)
, ε > 0, a : R2 → R2 is the regular enough function
with compact support (see below for the more precise requirements) considered before,
a∗2ε = aε∗aε, h is a smooth function (in the beginning with compact support, later on we
will consider h ≡ 1).
The Brownian motion B˜ is described as follows. Let Ξ˜ be the white noise on the
pre-Hilbert space L2(R+)⊗S(R2)⊗C4 ⊆ L2(R+)⊗B
−1/2
2,2 (R
2)⊗C4 equipped with the
scalar product
((f, g)) = ((m2f−∆)
−1/4f, (m2f−∆)
−1/4g)L2(R+×R2)⊗C4 f, g ∈ L
2(R+)⊗S(R
2)⊗C4,
(71)
and having bounded covariance
C˜f = (m
2
f −∆)
−1/2Cf .
The (two-sided) Brownian motion B˜ on S(R2)⊗C4 is defined by
B˜t(v) = Ξ((1t>0 − 1t<0)⊗ v), t ∈ R, v ∈ S(R
2)⊗C4.
We set B˜ε = aε∗B˜.
According to Definition 9 the stationary version of equation (69) is the solution to
the following integral problem
Ψ˜h,sε,t (v) = λ
2
∫ t
−∞
Fε,h,Y (Ψ˜
h,s
ε,τ )(e
A(t−τ)v)dτ + B˜At (v), t ∈ R, v ∈ C
4, (72)
where we take A = ∆−m2f and
B˜At (v) = Ξ(1(−∞,t] ⊗ e
A(t−·)v), t ∈ R, v ∈ S(R2)⊗C4.
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Remark 19 From now on we will make the following assumption. We fix δ > 0 and
γ > 0, let α = γ+1/2+2δ and take a ∈ Bα1,∞(R
2)∩Cα(R2). Again we recall that ε > 0
will be fixed in all our study.
The main theorem of this section concerns the construction of a stochastic quantiza-
tion equation yielding (for |λ| small and ε > 0) the relation (68) for the Yukawa2 model
with a smooth IR cut-off h (Theorem 14), resp. after the removal of h (Theorem 15).
Theorem 14 If |λ| is small enough and h is a smooth function with compact support,
then, for any k > 1, f1, . . . , fk ∈ C
∞
c (R
2)⊗C4 and t ∈ R, we have
ω(ψ˜(f1) · · · ψ˜(fk)e
Vε,h)
ω(eVε,h)
= ω(Ψ˜h,sε,t (f1) · · · Ψ˜
h,s
ε,t (fk)). (73)
We are also able to obtain the following result on the removal of the IR cutoff.
Theorem 15 If |λ| is small enough and if we denote by Ψ˜sε,t the solution to equation (72)
with h ≡ 1, we have that for any f1, . . . , fk ∈ C
∞
c (R
2)⊗C4 and for any t ∈ R
lim
hn→1
ω
(
ψ˜(f1) · · · ψ˜(fk)e
Vε,hn
)
ω
(
eVε,hn
) = ω(Ψ˜sε,t(f1) · · · Ψ˜sε,t(fk)). (74)
where (hn)n>1 is any sequence of smooth functions with compact support converging to 1
uniformly in Cγ+δ (see Remark 19 for the condition on γ, δ) on compact subsets of R2.
The proof of these theorems will be presented in Section 5.4, resp. Section 5.5. These
will be prepared by various estimates and results in the rest of the present section and in
Section 5.3 that might have an interest on their own, also in view of other applications.
Lemma 10 We have B˜Aε ∈ C
δ(R, Cγ(R2,A)⊗C4) and
sup
t∈R
‖B˜Aε,t‖Cγ+2δ(R2,A)⊗C4 < +∞.
Proof It is sufficient to prove the lemma for ε = 0 and γ = −12 − 2δ, since for ε > 0 we
have aε∗ : Cs → Cs+α by Theorem 23 in Appendix A. By definition of Grassmann Gaus-
sian random variables, if Ki ∈ S(R2) is the function corresponding to the Littlewood–
Paley block ∆i (see Appendix A for the definition), we have
sup
x∈R2
‖∆iB˜0,t −∆iB˜0,s‖A⊗C4 . ‖1(−∞,t](τ)e
(∆−m2f )(t−τ)(−∆+m2)1/4(Ki)+
−1(−∞,s](τ)e
(∆−m2f )(s−τ)(m2f −∆)
1/4(Ki)‖L2(R2×R) .
. ‖1(s,t](τ)e
(∆+m2f )(t−τ)(m2f −∆)
1/4(Ki)‖L2(R2×R)+
+‖1(−∞,s](τ)(e
(∆−m2f )(t−s) − 1)e−(∆−m
2
f )(s−τ)(m2f −∆)
1/4(Ki)‖L2(R2×R) .
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.(∫
R
2
∫ t
s
φi(p)
2e−2(|p|
2+m2f )(t−τ)|p|dpdτ
)1/2
+
+
(∫
R
2
∫ s
−∞
(∫ t−s
0
|p|2e−(|p|
2+m2f )kdk
)2
φi(p)
2e−2(|p|
2+m2f )(s−τ)|p|dpdτ
)1/2
.
.
(∫
2i−1.|p|.2i
(∫ t−s
0
1
τ1−2δ
dτ
)
|p|−1+4δdp
)1/2
+
+
(∫
2i−1.|p|.2i
(∫ t−s
0
1
k1−δ
dk
)2
|p|−1+4δdp
)1/2
. 2i(
1
2
+2δ)|t− s|δ.
From this the thesis follows from the definition of the norm of the Besov space Cγ(R2,A).
✷
Lemma 11 For any s > 0, the function Fε,h,Y is well defined on C
s(Rd,A) into itself,
it satisfies Definition 8. Furthermore we have ‖Fε,h,Y ‖Cs,π . ‖h‖
2
Cs .
Proof First we prove that F ∈ Cs(R2,Λ3π(C
s∗(R2) ⊗C4)). We start by noticing that,
if we denote by δx the Dirac delta with unit mass at the point x ∈ R2, we have δx ⊗
ei ∈ C
0∗(R2), for i = 1, . . . , 4, where ei is the projection on the component i-th of
C
4. Furthermore, since for s 6 ∈N, s > 0, Cs(R2) is the space of s continuous Hölder
functions, we have that for any 0 < s′ < s and s′ 6 ∈N the map x 7−→ δx ⊗ ei is in
Cs
′
(R2, Cs∗(R2)⊗C4). This and the fact that, by Theorem 24, Cs
′
(R2,Λπ(C
s∗(R2)⊗C4))
is a Banach algebra with respect to the multiplication ∧, imply that the map
F˜ (x) := h(x)(δx ⊗ e1) ∧ (δx ⊗ e3) + (δx ⊗ e2) ∧ (δx ⊗ e4)
is s′-Hölder as a function from R2 into Λ2π(C
s∗(R2)⊗C4), with
‖F˜‖Cs′ (R2,Λ2π(Cs∗(R2)⊗C4)) . ‖h‖C
s (75)
where the constants in the symbol . do not depend on h. On the other hand, by
Theorem 22, G ∗ F˜ ∈ Cs
′+2(R2,Λπ(C
s∗(R2) ⊗C4)) which, if s − s′ > 2, is contained in
Cs(R2,Λπ(C
s∗(R2)⊗C4)). Since every component of Fε,h,Y is of the form
(
( 6 ∇+mf ) a
∗2
ε
)
∗
((h(x)δx⊗ei)∧G∗F˜ ), using the fact that, by Theorem 22 and Theorem 23, (6 ∇+mf ) a∗2ε ∗· :
Cs(R2,A)→ Cs−1+2α(R2,A) ⊂ Cs(R2,A) (since α > 12 for the conditions in Remark 19)
is a continuous operator, and by Theorem 24 we get the thesis. As byproduct of the pre-
vious reasoning we obtain also that ‖Fε,h,Y ‖Cs,π . ‖h‖2Cs . This can be seen using the fact
that, when s > 0, Ψ˜ε,t is Hölder continuous in space and that G decreases exponentially
at infinity.
In order to finish the proof we have to show that Fε,h,Y admits an approximation of the
form required by Definition 8. This can be obtained by approximating the convolution
with G and aε (the regularizing function in the definition of Ψ˜ε) using a finite sum.
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Indeed, if Pn is a sequence of increasing (finite) partition of the R2, we can approximate
the integral G∗F˜ (x) by the sum
Sn(x) =
∑
Di∈Pn
F˜ (x− xi)
∫
Di
G(y)dy, x ∈ R2,
where xi ∈ Di is any point in Di. If we choose the sequence of partitions Pn in such a
way that limn→+∞
{
supi
(∫
Di
G(y)dy
)}
= 0, we have that, as n → ∞, Sn → G∗F˜ in
Cs
′
(R2,Λπ(C
s∗(R2)⊗C4)), where s′ < s. The convolution with
(
(6 ∇+mf ) a
∗2
ε
)
can be
handled in a similar way, completing the proof. ✷
Using the previous two lemmas we are in position to prove the following theorem.
Theorem 16 Equation (69) admits a unique (local in time) solution, starting from 0 in
Gγ(V ) (γ being defined before Theorem 14 and Theorem 15). Furthermore if |λ| is small
enough, there exists a unique solution to the stationary equation (72) (associated with
(69)) which is uniformly bounded in Cγ(Rd,A)⊗C4 by some constant K > 0 (that can
be chosen independent of h when ‖h‖Cγ < C for some C > 0).
Proof The proof is based on Theorem 12 and Theorem 13, whose hypotheses are
satisfied in this setting because of Lemma 10 and Lemma 11. The uniformity on the
constant K and the bounds on the admissible λ follows from Lemma 11, Theorem 11
and the inequalities (60) and (61). ✷
5.3 Finite dimensional approximations in finite volume
The next step in order to prove Theorem 14 and Theorem 15 is to introduce finite di-
mensional approximations of the Yukawa model. Consider the torus T2R = R
2\(2πRZ)2
for R > 0 and the periodic version ψ˜R of the Fermion field ψ˜ defined by
ψ˜R(f) :=
∑
n∈Z2
ψ˜(f(· − 2πRn)),
for all f ∈ S(R2)⊗C4. Then letting ψ˜R,ε(x) := ψ˜R(aε(· − x)) we have that the function
x ∈ T2R 7→ ψ˜R,ε(x) is well defined and C
γ+2δ(T2,A). Moreover ψ˜R,ε(x) is uniformly
bounded in A and
‖ψ˜R,ε(x)− ψ˜ε(x)‖Cγ+2δ(K,A⊗C4) → 0,
uniformly on compacts K as R→∞. As a consequence we have
ω(ψ˜(f1) · · · ψ˜(fn)e
Vε,h)
ω(eVε,h)
= lim
R→∞
ω(ψ˜R(f1) · · · ψ˜R(fn)e
VR,ε,h)
ω(eVR,ε,h)
(76)
with
VR,ε,h := λ
2
∫
R
4
dx(hψ¯R,ε · ψR,ε)(x)G(x − y)(hψ¯R,ε · ψR,ε)(y)dxdy,
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for all compactly supported f1, . . . , fn, h ∈ S(R2).
Let now (ek)k∈Z2 be the orthonormal Fourier basis of (the complex) L
2(T2R) and
PN : L
2(T2R) → L
2(T2R) the orthogonal projection to the closed subspace generated by
{ek : k ∈ Z
2, |k| 6 N}. Let ψ˜N,R,ε = PN ψ˜R,ε and observe again that ‖ψ˜N,R,ε(x) −
ψ˜R,ε(x)‖Cα(R2) → 0 as N →∞, for any α > 0. Defining
VN,R,ε,h := λ
2
∫
R
4
(hψ¯N,R,ε · ψN,R,ε)(x)Gε(x− y)(hψ¯N,R,ε · ψN,R,ε)(y)dxdy
and we easily conclude that
ω(ψ˜(f1) · · · ψ˜(fn)e
Vε,h)
ω(eVε,h)
= lim
R→∞
lim
N→∞
ω(ψ˜N,R(f1) · · · ψ˜N,R(fn)e
VN,R,ε,h)
ω(eVN,R,ε,h)
. (77)
Now consider the finite set ΛN = {k ∈ Z2 : |k| 6 N} and let
θ˜(k) :=
∫
T
2
R
ek(x)ψ˜N,R(x)dx, k ∈ ΛN .
We can show easily that (θ˜(k))k∈ΛN is a Grassmann Gaussian vector with correlation
given by
ω(θ˜α(k)θ˜β(ℓ)) = δk+ℓ=0
(
0 (i 6 k +mf )
−1
− (i 6 k +mf )
−1T 0
)
α,β
(78)
where α, β = 1, . . . , 4 denote the canonical coordinates in C4 and k, ℓ ∈ ΛN . Moreover
ψ˜N,R(x) =
∑
k∈ΛN
ek(x)θ˜(k), x ∈ T
2
R
and ψ˜N,R,ε = aε ∗
T
2
R
ψ˜N,R where the convolution is done on T2R as indicated.
At this point we have reduced via two subsequent approximations the number of
degrees of freedom to a finite amount, described by the Grassmann random variable
θ˜ ∈ G(ΛN ⊗C
4).
We introduce the following equation
Ψ˜hR,sε,N,R,t(v) = λ
2
∫ t
−∞
PN (Fε,hR,Y (PN (Ψ˜
hR,s
ε,N,R,τ )))(e
(∆−m2f )(t−τ)v)dτ + B˜Aε,R,t(v) (79)
where v ∈ V , (B˜Aε,R,t)t∈R is the Ornstein–Uhlenbeck motion on T
2
R obtained from
(B˜Aε,t)t∈R via the restriction from R
2 to T2 of the periodicization
B˜Aε,R,t(f) :=
∑
n∈Z2
B˜Aε,t(f(· − 2πRn)), f ∈ S(R
2),
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and
hR(z) :=
∑
n∈Z2
h(z − 2πRn), z ∈ R2.
Obviously we have that
(I − PN )Ψ˜
hR,s
ε,N,R,t = (I − PN )B˜
A
ε,R,t.
This implies that PN (Ψ˜
hR,s
ε,N,R,t) solves a finite dimensional Grassmann SDE. Furthermore
the drifts PN (Fε,hR,Y (PN (Ψ˜
hR,s
ε,N,R,t))) can be looked upon as the differentials of the func-
tion
U(PN (Ψ˜)) =
∫
T
4
L
hL(x)hL(y)(PN (Ψ)PN (Ψ¯))(x)G(x − y)(PN (Ψ)PN (Ψ¯))(y)dxdy
times the matrix PNa∗2ε ∗Cf (that is the covariance of the finite dimensional Brownian
motion PN (B˜ε,R,t)). This implies the following key lemma.
Lemma 12 For |λ| small enough (that can be chosen in a way independent of the spatial
cut-off h of Def. 11), N ∈ N, R > 0, ε > 0, t ∈ R, we have that for any k > 1 and
f1, . . . , fk some linear combination of the first N vectors e1, . . . , eN in the ONB (ek)k∈N
of L2(T2R),
ω(ψ˜N,R(f1) · · · ψ˜N,R(fk)e
VN,R,ε,h)
ω(eVN,R,ε,h)
= ω(Ψ˜hR,sε,N,R,t(f1) · · · Ψ˜
hR,s
ε,N,R,t(fk)).
Proof The proof is based on the fact that for any linear combination fi of e1, . . . , eN
we have Ψ˜hL,sε,N,R,+∞(fi) = PN (Ψ˜
hR,s
ε,N,R,+∞)(fi). Thus the thesis follows by letting U(ψ˜) =
VN,R,ε,h(ψ˜)/2 in Theorem 9 and using Remark 14. ✷
5.4 The infinite dimensional equation in finite volume
Consider the equation
Ψ˜hR,sε,R,t(v) = λ
2
∫ t
−∞
Fε,hR,Y (Ψ˜
hR,s
ε,R,τ )(e
(∆−m2f )τv)dτ + B˜Aε,R,t. (80)
This is a modification of (79) where the finite dimensional projections PN are removed
from the non-linearity Fε,hR,Y .
Remark 20 Lemma 11 holds for the drift of equation (80), and it is easy to generalize
Lemma 10 to the OU motion (B˜Aε,R,t)t∈R. This implies that it is possible to generalize
Theorem 16 to equation (80) proving existence and uniqueness of its global solution (when
|λ| is small enough). Finally, it is important to note that the bound K on the solution
Ψ˜hR,sε,R,t to equation (80), and the bounds on the constant |λ| can be chosen independent
of h when ‖h‖Cγ < C for some constant C > 0.
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Equation (80) is infinite dimensional and in order to generalize Lemma 12 we cannot
apply directly the finite dimensional results contained in Theorem 9 and Remark 14. For
this reason we need to prove that the solution to equation (79) converges, as N → +∞,
to the solution to equation (80).
Theorem 17 For |λ| small enough, any 0 < q < γ and R > 0, we have that
Ψ˜hR,sε,N,R,t → Ψ˜
hR,s
ε,R,t,
in Gq(C∞(T2)⊗C4) when N → +∞, uniformly in t ∈ R.
Proof We have that the difference ΨhR,sε,N,R,t −Ψ
hR,s
ε,R,t satisfies the following inequality
‖Ψ˜hR,sε,N,R,t − Ψ˜
hR,s
ε,R,t‖Cq
λ2
.
∫ t
−∞
e−λA(t−τ)‖(I − PN )Fε,hR,Y (PN (Ψ˜
hR,s
ε,N,R,τ ))‖Cqdτ +
+
∫ t
−∞
e−λA(t−τ)gF (max(‖Ψ˜
hR,s
ε,N,R,τ‖Cq , ‖PN Ψ˜
hR,s
ε,N,R,τ‖Cq ))×
×(‖Ψ˜hR,sε,N,R,τ − PN Ψ˜
hR,s
ε,N,R,τ‖Cq )dτ +
+
∫ t
−∞
e−λA(t−τ)gF (max(‖Ψ˜
hR,s
ε,N,R,τ‖Cq , ‖Ψ˜
hR,s
ε,R,τ‖Cq))×
×‖Ψ˜hR,sε,N,R,τ − Ψ˜
hR,s
ε,R,τ‖Cqdτ.
Using Gronwall inequality (see, e.g., Theorem 1.3.3 in [121]) we obtain that
‖Ψ˜hR,sε,N,R,t− Ψ˜
hR,s
ε,R,t‖Cq . (‖I −PN‖L(Cγ ,Cq))
(
1 +
∫ t
−∞
exp(−(λA − λ
2gF (K))(t− τ))dτ
)
.
Since λ is small we have that λA − λ2gF (K) > 0 (this is exactly the request (61) for
|λ| < λ0(K,L,F )). This means that
‖Ψ˜hR,sε,N,R,t − Ψ˜
hR,s
ε,R,t‖Cq . (‖I − PN‖L(Cγ ,Cq)).
On the other hand, since, γ > q by assumption, we have ‖I − PN‖L(Cγ ,Cq) → 0 as
N → +∞. The thesis is proven noting that the convergence Ψ˜hR,sε,N,R,t → Ψ˜
hR,s
ε,R,t is uniform
in t. ✷
An easy corollary of Theorem 17, Lemma 12, and the convergence (77) is the following.
Corollary 1 For |λ| small enough (that can be chosen independent of h when ‖h‖Cγ < C
where C > 0), for any k > 1, f1, . . . , fk ∈ C
∞(TdL)⊗C
4, R > 0, and any t ∈ R we have
ω(ψ˜R(f1) · · · ψ˜R(fk)e
VR,ε,h)
ω(eVR,ε,h)
= ω(Ψ˜hR,sε,R,t(f1) · · · Ψ˜
hR,s
ε,R,t(fk)).
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5.5 The infinite volume limit
In order to tackle the infinite volume limit and prove Theorem 14 and Theorem 15 we
have to introduce weighted Besov spaces (see the Appendix A and [158] for the details).
Let ℓ ∈ R and consider ρℓ : Rd → R+ defined by ρℓ(x) = (1 + |x|2)(−ℓ/2). Consider the
following norm on S ′(Rd)⊗A (where as before A = L(H) and H is the fermionic Hilbert
space)
‖u‖Csℓ (Rd,A) = supj>−1
sup
x∈Rd
2js‖∆ju(x)ρℓ(x)‖A.
Define the space Csℓ (R
d,A) as the subspace of S ′(Rd)⊗A where ‖·‖Cs
ℓ
(Rd,A) is finite. We
define also Gsℓ (V ) = C
s
ℓ (R
d,A) ∩ G−∞(V ) (recall that V = S(Rd) ⊗Rn or S(Rd) ⊗Cn
for some n > 1) and the distance dGs
ℓ
(V )(X − Y ) := ‖X − Y ‖Csℓ (Rd,A).
Remark 21 It is important to note that, by Theorem 21,
sup
x∈Rd
‖∆ju(x)ρℓ(x)‖A ∼ sup
x∈Rd
‖∆j(ρℓu)(x)‖A,
where ∼ means that both quantities considered can be bounded from above and from
below by some positive constant times the other quantity.
Lemma 13 Let γ, δ be as stated in Remark 19, for any s < γ + 2δ and any ℓ > 0 we
have that
sup
t∈R
dGsℓ (V )(B˜
A
ε,t, B˜
A
ε,R,t)→ 0
when R→ +∞.
Proof Let v be a function on R2 decreasing faster than any polynomial at infinity.
Then we have
B˜Aε,t(v)− B˜
A
ε,R,t(v) = Ξ˜ε(1DcR(·)1(−∞,t](·)e
A(t−·)v)− Ξ˜ε,R(1DcR(·)1(−∞,t](·)e
A(t−·)v),
where DR := {x ∈ R2 : |xi| 6 πR, i = 1, 2} is the set where Ξ˜ε and Ξ˜ε,R coincide. Using
Remark 21, this implies that
‖∆i(B˜
A
ε,t − B˜
A
ε,R,t)ρℓ‖A⊗C4 . ‖∆i(ρℓ(B˜
A
ε,t − B˜
A
ε,R,t))‖A⊗C4 .
. R−ℓ‖∆i(B˜
A
ε,t − B˜
A
ε,R,t)‖A⊗C4 . R
−ℓ2j(−2δ−γ),
which in turn implies that supt∈R ‖B˜
A
ε,t − B˜
A
ε,R,t‖Csℓ (R2,A⊗C4) . R
−ℓ → 0, when ℓ > 0 as
R→ +∞. ✷
We now prove the analogue of Theorem 17 for the case where the space cut-off R is
removed (infinite volume case):
Theorem 18 Let |λ| be sufficiently small and 0 < q < γ, then Ψ˜hR,sε,R,t → Ψ˜
h,s
ε,t in
Gqℓ (S(R
2)⊗C4) uniformly in t ∈ R when R→ +∞.
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Proof The proof is based on the fact that for any Ψ˜1, Ψ˜2 ∈ G
γ
0 (S(R
2)⊗C4) (it is impor-
tant to note that in these spaces we take the constant weight) we have, by Theorem 24
in Appendix A,
‖Fε,hR,Y (Ψ˜1)− Fε,h,Y (Ψ˜2)‖Cqℓ (R2,A⊗C4)
. gF (max(‖hRΨ˜1‖Cq , ‖hΨ˜1‖Cq , ‖hΨ˜2‖Cq ))×
× (‖h‖Cq‖Ψ˜1 − Ψ˜2‖Cqℓ (R2,A⊗C4) + ‖Ψ1‖C
q
0 (R
2,A⊗C4)‖hR − h‖Cqℓ ), (81)
where gF is the function in Remark 17 and h the IR cut-off in Definition 11. Using a
reasoning similar to the one exploited in the proof of Theorem 17 we get, for any t ∈ R,
‖Ψ˜hR,sε,R,t − Ψ˜
h,s
ε,t ‖Cqℓ (R2,A⊗C4) . (‖hR − h‖C
q
ℓ
+ sup
τ∈R
‖B˜Aε,τ − B˜
A
ε,R,τ‖Cqℓ (R2,A⊗C4))×
×
(
1 +
∫ t
−∞
exp(−(λA − λ
2gF (K))(t− τ))dτ
)
.
By |λ| small enough, the bound converges to 0 as R → +∞ uniformly in t ∈ R, since,
by Lemma 13,
lim
R→+∞
sup
τ∈R
‖B˜Aε,τ − B˜
A
ε,R,τ‖Cqℓ (R2,A⊗C4) → 0
and ‖hR − h‖Cqℓ → 0, as R→ +∞, by the definition of hR. ✷
Hereafter we denote by Ψ˜sε,t the solution to equation (69) with h ≡ 1 (so with the
spatial cut-off h removed).
Theorem 19 Using the previous notations and hypotheses, let (hn : R
2 → R)n>1 be a
sequence of smooth functions with compact supports converging to 1 uniformly on com-
pacts in the norm of Cγ and with a uniform bound in Cγ. For any 0 < q < γ we have
Ψ˜hn,sε,t → Ψ˜
s
ε,t
in Gqℓ (S(R
2)⊗C4), for any ℓ > 0 and uniformly in t ∈ R when n→ +∞.
Proof The proof is analogous to the one of Theorem 18 where in inequality (81) we
have ‖hn−1‖Cqℓ (instead of ‖hR−h‖C
q
ℓ
) which converges to 0, as n→ +∞, by hypothesis,
when ℓ > 0. ✷
Proof of Theorem 14 and Theorem 15 The proof is analogous to the one of Corol-
lary 1 where Theorem 17 is replaced by Theorem 18 and Theorem 19 respectively. ✷
These theorems provide an alternative construction of the finite, resp. infinite, volume
Euclidean Yukawa model with UV cut-off as an invariant state given by the solution of
an SPDE for a Grassmann valued process. In this sense also a major step in the program
of the stochastic quantization for the Yukawa model has been achieved.
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A Besov spaces of Banach algebras
In this section we want to recall some results about Besov spaces of functions (or dis-
tributions) from Rd taking values in a Banach algebra A. All the results of this section
can be found in [7, 8] for the theory of Besov spaces taking values in a Banach space
and [158] for weighted Besov spaces. We present here only the Rd case. The definition
of Besov spaces on Td is similar, and all the results announced here also hold on Td.
We denote by S(Rd) the set of smooth functions f ∈ S(Rd) such that
‖f‖ℓ,α := ‖(1 + |x|)
ℓ|Dαf |‖L∞(Rd) < +∞
where ℓ ∈ R+ and α ∈ Nd. We denote by S ′(Rd) the strong dual of S(Rd) (equipped
with the topology of the semi-norms ‖ · ‖ℓ,α) and by OM (Rd) the set of smooth functions
f ∈ OM (R
d) such that for any α ∈ Nd there exists ℓα ∈ R+ for which
‖(1 + |x|)−ℓα |Dαf |‖L∞(Rd) < +∞.
We use the notations
S(Rd,A) = S(Rd)⊗A, S ′(Rd,A) = S ′(Rd)⊗A, OM (R
d,A) = OM (R
d)⊗A,
where A is a Banach algebra. Note that these tensor products are well defined since the
spaces S(Rd), S′(Rd),O(Rd) are nuclear. It is important to note that
S(Rd,A)
d
→֒ OM (R
d,A)
d
→֒ S ′(Rd,A)
where the arrows mean that each space is continuously embedded and dense in the
following one.
Theorem 20 It is possible to define uniquely 〈·, ·〉 : S(Rd,A) × S ′(Rd,A) → A, · :
S(Rd,A) × S ′(Rd,A) → S ′(Rd,A), · : S(Rd) × S ′(Rd,A) → S ′(Rd,A), ∗ : S(Rd) ×
S ′(Rd,A) → OM (R
d,A) and Dα : S ′(Rd,A) → S ′(Rd,A) (where α ∈ Nd) which
extend in a epicontinuous way the following operations: any f ∈ S(Rd), u ∈ S ′(Rd) and
a1, a2 ∈ A we have
〈f ⊗ a1, u⊗ a2〉 = 〈f, u〉a1a2
(f ⊗ a1) · (u⊗ a2) = (fu)⊗ (a1a2)
f · (u⊗ a2) = (fu)⊗ a1
f∗(u⊗ a2) = (f∗u)⊗ a1
Dα(u⊗ a1) = (D
αu)⊗ a1
where 〈f, u〉 is the normal pairing in S(Rd) × S ′(Rd), (fu) is the product in S(Rd) ×
S ′(Rd), (f∗u) is the convolution in S(Rd) × S ′(Rd) and Dα is the α derivatives in
S ′(Rd).
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Proof The proof of this theorem can be found in [8] Appendix 1. ✷
We recall the definition of Littlewood–Paley blocks: let χ,ϕ be smooth non-negative
functions from Rn into R such that
• supp(χ) ⊂ B 4
3
(0) and supp(ϕ) ⊂ B 8
3
(0) \B 3
4
(0),
• χ,ϕ 6 1 and χ(y) +
∑
j≥0 ϕ(2
−jy) = 1 for any y ∈ Rn,
• supp(χ) ∩ supp(ϕ(2−i·)) = ∅ for i > 1,
• supp(ϕ(2−j ·)) ∩ supp(ϕ(2−i·)) = ∅ if |i− j| > 1,
where by Br(x) we denote the ball of center x ∈ Rn and radius r > 0. We introduce the
following notations: ϕ−1 = χ, ϕj(·) = ϕ(2−j ·), Kj = ϕˆj and, for any ℓ > 0, we define
ρℓ(x) := (1 + |x|
2)−ℓ/2.
If v ∈ S ′(Rd,A) and if i ∈ Z, i > −1 we define i-th Littlewood–Paley block as follows
∆iv = Ki∗v ∈ OM (R
d,A).
Then, if s ∈ R, p, q ∈ [1,+∞] and ℓ ∈ R we define the function
‖v‖Bs
p,q,ℓ
(Rd,A) =
 +∞∑
j=−1
2jsq‖∆jv‖
q
Lp
ℓ
(Rd,A)
1/q ,
when q ∈ [1,+∞) and ‖v‖Bs
p,+∞,ℓ(R
d,A) = supj(2
js‖∆jv‖Lpℓ (Rd,A)), where ‖ · ‖L
p
ℓ (R
d,A) is
the norm in the space Lpℓ(R
d,A) that is
‖f‖Lpℓ (Rd,A) =
(∫
R
n
(‖f(y)‖Aρℓ(y))
pdy
)1/p
,
if p ∈ [1,+∞) and
‖f‖L∞
ℓ
(Rd,A) = sup
y∈Rd
(‖f(y)‖Aρℓ(y)),
if p = +∞. For any v ∈ S(Rd,A) the norm ‖v‖Bsp,q,ℓ(Rd,A) < +∞ is finite. Then we
look at Bsp,q,ℓ(R
d,A) as the closure of S(Rd,A) in S ′(Rd,A) with respect to the norm ‖ ·
‖Bsp,q,ℓ(Rd,A). Hereafter, if s ∈ R, p, q ∈ [1,+∞] and ℓ ∈ R, we use the following notations
Csℓ (R
d,A) := Bs∞,∞,ℓ(R
d,A), Bsp,q(R
d,A) = Bsp,q,0(R
d,A), Cs(Rd,A) := Bs∞,∞,0(R
d,A),
Bsp,q,ℓ := B
s
p,q,ℓ(R
d,R) etc.
In this paper we need only the next three results.
Theorem 21 For any s, ℓ ∈ R and v ∈ Csℓ (R
d,A) we have that ρℓv ∈ C
s(Rd,A) and
‖v‖Cs
ℓ
(Rd,A) ∼ ‖ρℓv‖Cs(Rd,A).
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Proof The estimate holds by Theorem 6.5 in [158] for weighted Besov spaces on Rd with
polynomial-like weights. The theorem for a general Banach algebra A is a straightforward
generalization. ✷
Theorem 22 Consider m > 0, α, s, ℓ ∈ R such that s, s + α 6 ∈N then we have that
(−∆+m)−α, where ∆ is the standard Laplacian on Rd, is a continuous linear map from
Csℓ (R
d,A) into Cs+αℓ (R
d,A)
Proof This is exactly Theorem 5.3.2 of [8] for the unweighted case ℓ = 0. The theorem
can be easily extended using the techniques of Chapter 6 of [158] to Besov spaces with
weights ρℓ. ✷
Theorem 23 Let α > 0 and consider a ∈ Bα1,∞, then we have that the convolution a∗
can be extended in a unique continuous way from an operator from S(Rd,A) into itself,
into an operator from Cs(Rd,A) into Cs+α(Rd,A).
Proof Using the notations of [7], if a ∈Bα1,∞ then ((−∆ + 1)
α/2(a)) ∈ FL1, then the
thesis follows from Corollary 6.4 in [7]. ✷
Theorem 24 Let s > 0 and ℓ1, ℓ2 ∈ R we have that the product · : S(R
d,A) ×
S(Rd,A)→ S(Rd,A) can be (uniquely) extended in a continuous way from Csℓ1(R
d,A)×
Cs(Rd,A) into Csℓ1+ℓ2(R
d,A), furthermore for any v1 ∈ C
s
ℓ1
(Rd,A) and v2 ∈ C
s
ℓ2
(Rd,A)
we have
‖v1 · v2‖Cs
ℓ1+ℓ2
(Rd,A) . ‖v1‖Cs
ℓ1
(Rd,A)‖v2‖Cs
ℓ2
(Rd,A),
Proof The proof can be found in [8] in the unweighted case. The proof in the Besov
spaces with polynomial weights ρℓ is similar and can be done using the techniques of
Chapter 6 of [158]. ✷
B Series expansion of solutions
In this appendix we sketch some implications of the exclusion principle for the existence
of global solutions to finite-dimensional Grassmann SDEs. In principle some of these
considerations also apply to some more realistic models like the Yukawa2 model however,
to our surprise, stochastic quantization, at least in the perturbative regime, can be carried
on without establishing them, as we demonstrated in Section 5.
The solutions to the non-linear equation (42) can be represented via a series. We
investigate now the properties of this series and its absolute convergence. The explicit
control of the series is not needed for the development of the theory of stochastic quanti-
zation as we have shown. For simplicity let us assume that (vα)α=1,...,N is a finite basis
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of V and that F ∈ Hom(V,ΛV ) is given by a sum of cubic monomials
F (vα) =
∑
α1,α2,α3
λαα1α2α3ψ(vα1)ψ(vα2)ψ(vα2),
where ψ ∈ Hom(V,ΛV ) is the canonical injection of V into ΛV and (λαα1α2α3) a family
of coefficients in R. Moreover we take A = −I. Equation (42) has then the integral
formulation given by
Ψt(v) = Φt(v) +
∫ t
0
Ψs(e
−(t−s)F (v))ds, t > 0, v ∈ V, (82)
where
Φt(v) := Ψ0(e
−tv) +BAt (v)−B
A
0 (e
−tv), t > 0, v ∈ V.
By iteratively expanding Ψs on the right hand side of (82) we obtain a series expansion
for Ψt of the form
Ψt =
∑
τ
Jτ (Φ)(t) (83)
= J•(Φ)(t) + J[•••](Φ)(t) + J[[•••]••](Φ)(t) + · · ·+ J[[•••][•[••[•••]]•]•](Φ)(t) + · · ·
The series is indexed by (planar) trees τ which have branches of order 3 and where J is
a multilinear integral operator such that
J•(Φ)(t)
α = Φt(vα)
J[τ1τ2τ3](Φ)(t)
α =
∑
α1,α2,α3
∫ t
0
e−(t−s)λαα1,α2,α3Jτ1(Φ)(s)
α1Jτ2(Φ)(s)
α2Jτ3(Φ)(s)
α3ds
where • denotes the simple tree and [τ1, . . . , τ3] the tree with branches τ1, . . . , τ3. Our
goal is to prove that the above series converges for all times and derive estimates for the
norm ‖Ψt‖ of the solution Ψ. Expanding the expression for Jτ (Φ) we have
Jτ (Φ) =
∫  ∏
p∈I(τ)
λ
αp
αp1αp2αp3
 ∏
p∈L(τ)
Φαp(sp−)
 ∏
p∈I(τ)
dsp

where I(τ) denotes the internal nodes, L(τ) the leaves, p the parent node and p1, p2, p3 the
three children of every internal node and Φα(t) = Φt(vα). We have |τ | = |L(τ)|+ |I(τ)|,
|τ | = 1 + 3|I(τ)|, |L(τ)| = 1 + 3|I(τ)| − |I(τ)| = 1 + 2|I(τ)|.
Note that (Φαt )
2 = 0 and that the increments Φα(t, s) := Φαt − Φ
α
s have the norm
bound
‖Φα(t, s)‖2 6
∫ t
s
e−(t−r)dr + |e−(t−s) − 1|2 6 2(1− e−(t−s)) =: H(t− s)
which can be estimated as
‖Φα(t, s)‖ 6 |t− s|1/2.
The following Lemma uses (Φαt )
2 = 0 (Pauli exclusion principle) to derive good estimates
for products of fields.
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Lemma 14 Assume m > 1. For any n > 1 and any t1, . . . , tn ∈ [0, T ], α1, . . . , αn ∈
{1, . . . , N} we have
‖Φα1t1 · · ·Φ
αn
tn ‖ 6
Cn+1T n/2
(n!)1/2
where C is a universal constant depending only on N .
Proof Partition [0, T ] in r = n/(2N) equal intervals (Ik)k and let (sk)k be the centers
of those intervals. Now in the product replace each Φαit1 by Φ
αi
t1 = Φ
αi
sk
+Φαi(ti, sk) where
sk is the nearest to ti of the centers. By doing so we rewrite Φ
α1
t1
· · ·Φαntn as a sum S of 2
n
products of fields which are either Φαisk or Φ
αi(ti, sk), moreover for a given Ik there cannot
be more than N factors Φαisk by the exclusion principle. Denote by nk the number of (ti)i
in Ik. Then n =
∑
k nk and using the estimate ‖Φ
αi(ti, sk)‖ 6 |ti−sk| 6 |Ik| = (2NT )/n
and the fact that in each cell we have at most nk −N increments, we have
‖S‖ 6 2n
r∏
k=1
|Ik|
nk−N 6 2n
(
2NT
n
)n−Nr
= 2n
(
2NT
n
)n/2
6
Cn+1T n/2
(n!)1/2
.
✷
Using this lemma above we can estimate
‖Jτ (Φ)(t)‖ 6
∫  ∏
p∈I(τ)
∣∣λαpαp1αp2αp3 ∣∣
∥∥∥∥∥∥
∏
p∈L(τ)
Φ
αp
sp
−
∥∥∥∥∥∥
 ∏
p∈I(τ)
dsp

. |λ||I(τ)|N |L(τ)|
C |L(τ)|+1t|L(τ)|/2
(|L(τ)|!)1/2
where we estimated all the integrals by constants uniformly in t due to the presence of
the exponential factors. The number of trees τ with a given number of nodes |τ | = n is
no more than Dn for some n and D > 0 and |L(τ)| = 1 + 2|I(τ)| = 1 + (2/3)(|τ | − 1) =
1/3 + 2|τ |/3 so we obtain at the end for the solution Ψt of (82)
‖Ψt‖ 6
∑
τ
‖Jτ (Φ)(t)‖ .
∑
n>0
Dn|λ|(2/3)(n−1)N2n/3
C2n/3tn/3+1/6
(n/3 + 1/6)!
which is a series which converges for all t (with some stretched exponential behavior).
Theorem 25 There exists an increasing function E(t) depending on N, |λ|,m such that
for all m > 0,
sup
s6t
‖Ψs‖ 6 E(t),
where recall that (Ψt)t>0 is the unique solution of (82).
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In particular this shows again that explosion is not possible for this kind of SDEs,
unlike their bosonic analogs.
Our goal now is to remove the time dependence on our estimate for the solution
exploiting the exponential decay. Let us partition the interval [0,∞] into intervals (Ih)h>0
of size 1. In each of these intervals we will use the finer partition of the previous lemma
to estimate products, which will then not depend on T anymore. Of course now the
problem is that we have a bound of the form
‖Φα1(t1) · · ·Φ
αn(tn)‖ 6
∏
h>0
Cnh+1
(nh!)1/2
where nh is the number of time variables in Ih and
∑
h>0 nh = n, and so far there is
no useful upper bound on this (since we observe that we can have the situation where
nh = 1 for all h and so we loose the factorial contribution). Let Q be the number of
intervals with nh > 0. In the expression for Jτ (Φ)(t) there are at least Q factors of the
form e−(s−s
′), s′ < s, for which the sum of the quantities s− s′ is at least Q. So we have
the bounds
‖Jτ (Φ)(t)‖ 6 |λ|
(2/3)(n−1)Nn
∑
Q>1
e−Q/2
∏
h:nh>0
Cnh+1
(nh!)1/2
6
Cn|λ|(2/3)(n−1)
(n!)1/2
∑
Q>1
e−Q/2Qn/2
where we used that∏
h:nh>0
1
nh!
6
1
n!
∑
k1, . . . , kQ > 1
k1 + · · ·+ kQ = n
n!
k1! · · · kQ!
=
1
n!
Qn.
Now, using the bound
∑
Q>1 e
−Q/2Qn/2 . cn(n!)1/2 we obtain that
‖Jτ (φ)(t)‖ . |λ|
(2/3)(n−1)Cn
so provided |λ| is small enough (depending on our choice of N) we conclude, from the
representation (83), that the uniform bound supt>0 ‖Ψt‖ . 1 holds.
C Remarks on the Grassmann Gaussians
In this appendix we provide some standard facts on real structures on complex (pre-)
Hilbert spaces and then discuss an alternative realization of Grassmann Gaussian vari-
ables on a tracial state.
There are various ways to constructs Grassmann Gaussians and while in the main
body of the paper we used the approach of Osterwalder and Schrader, based on the CAR
algebra of creation and annihilation operators on Fock space and the state generated
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by the Fock vacuum, here we would like to discuss other approaches based on self-
dual Clifford algebras and their associated tracial state. This goes back to the work
of Gross [68] and Palmer [122] and to the “real-wave” representation of the Clifford
algebra introduced by Segal [143, 17] and nicely described by Gross in [66]. For more
background information, aside from the already cited works [68] and [122], we refer to
Araki [16, 13, 14].
C.1 Gross-Palmer formulation
Let V be a complex Hilbert space with Hermitian scalar product (·, ·)V anti-linear in the
left variable. We denote A∗ the usual Hermitian adjoint of the linear operator A : V → V .
Definition 12 A real structure κ : V → V compatible with (·, ·)V is an anti-unitary
involution, i.e a map such that, for all α, β ∈ C, v,w ∈ V ,
κ(αv + βw) = α¯κv + β¯κw, (κv,κw)V = (v,w)V , κκ = 1.
Remark Since we will deal with Hilbert spaces we will always assume a real structure to
be compatible with the scalar product and we will not explicitly say that it is compatible.
For a real structure κ the following properties hold:
• Let Reκ v := (v + κv)/2, Imκ v := (v − κv)/(2i), then v = Reκ v + i Imκ v,
κReκ = Reκ, κ Imκ = − Imκ, Reκ = Imκ i, Imκ = −Reκ i, so
V = Reκ V + i Imκ V = Reκ V + iReκ iV,
which is a direct sum in the sense of vector spaces but it is not orthogonal with
respect to (·, ·)V .
• The form
〈〈v,w〉〉
κ
:= (κv,w)V
is bilinear, symmetric and non-degenerate.
• For any linear operator A : V → V we define its κ-transpose
Aκ := κA∗κ
which satisfies 〈〈v,Aw〉〉
κ
= 〈〈Aκv,w〉〉
κ
.
• If κ is another real structure on V , then letting U := κκ we have that U is a linear
operator which is invertible and (Uv,Uw)V = (v,w)V , that is U is unitary.
Note that V is a space of complex functions, then the map c : V → V given by taking
the complex conjugate is a real structure.
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Let ΓaV be the antisymmetric Fock space over the complex pre-Hilbert space V , i.e.
the completion of the vector space ΛV with respect to the scalar product
(v1 · · · vn, w1 · · ·wm)ΓaV = δn,m det
16j,ℓ6n
(vj , wℓ)V , v1, . . . , wm ∈ V, n,m > 0.
Let CAR(V ) denote the algebra of canonical anti-commutation relations (CAR) over
V , that is the unital, associative, complex, ∗-algebra generated by the identity and the
generators c(v), a(v), v ∈ V which satisfy the following relations, for α, β ∈ C, v,w ∈ V :
c(αv + βw) = αc(v) + βc(w), c(v) = a(v)∗, and
0 = {a(v), a(w)} = {c(v), c(w)}, {a(v), c(w)} = (v,w)V .
Note in particular that the creation operators c(v) are linear in v ∈ V , whereas the
annihilation operators a(v) are anti-linear in v ∈ V .
The algebra CAR(V ) has the following standard representation on ΓaV . Let (Cv)v∈V
be the linear bounded operators in ΓaV acting on ΓaV as CvF = vF for any F ∈ ΛV
and let Av = C∗v be their adjoint. Then v 7→ Cv is a linear map, v 7→ Av is anti-linear
and
{Cv , Cw} = {Av , Aw} = 0, {Av , Cw} = (v,w)V , v, w ∈ V.
So (c(v), (v)) 7→ (Cv, Av), v ∈ V , is a representation of the CAR algebra CAR(V ) on ΓaV .
Let Ω be the vacuum vector of ΓaV , i.e the unit element of ΛV and let ω : L(ΓaV )→ C
the vacuum state defined as ω(F ) = (Ω, FΩ)ΓaV for F ∈ L(ΓaV ).
Recall that we constructed the centered complex Grassmann Gaussian X ∈ G(V )
associated to a complex Hilbert space V with real structure κ and covariance S : V → V
via the CAR algebra (Cv, Av)v∈V as
X(v) = CSv +Aκv, v ∈ V
on the algebraic probability space (L(ΓaV ), ω). In particular recall that we have (cfr. (17))
ω(X(f1) · · ·X(fn)) = Pf
16i,j6n
〈〈fi, Sfj〉〉κ, (84)
We collect some standard facts on Clifford C∗-algebras, and in particular their re-
alization on the Fock space and the relation between the Fock vacuum and the unique
tracial state on the Clifford algebra.
Definition 13 Let E be a complex vector space and 〈〈·, ·〉〉 a non-degenerate symmetric
bilinear form on E. We denote by Cl(E, 〈〈·, ·〉〉) the complex Clifford algebra on (E, 〈〈·, ·〉〉),
that is the unital, associative algebra, over C, generated by the identity 1 and the symbols
(γ(v))v∈E which satisfy {γ(v), γ(w)} = 2〈〈v,w〉〉1, γ(αv + βw) = αγ(v) + βγ(w), for all
α, β ∈ C, v, w ∈ E.
Definition 14 Let V be a complex pre-Hilbert space with a real structure κ. We define
a self-dual CAR algebra ClSD(V,κ) to be a complex Clifford algebra with respect to the
symmetric bilinear form 〈〈·, ·〉〉
κ
, where in addition the generators satisfy γ(v)∗ = γ(κv)
for v ∈ V .
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Proposition 3 If ‖ · ‖ denotes the (unique) C∗-norm of ClSD(V,κ), then ‖B(v)‖ =
(v, v)
1/2
V , where (B(v))v∈V are the generators of ClSD(V,U). The C
∗-completion ClSD(V,κ)
admits a unique trace, that is, a state τ : ClSD → C with the properties of being even (it
is zero on the odd part of ClSD) and central (τ(AB) = τ(BA), A,B ∈ ClSD). Moreover
we have, k ∈ N,
τ(B(v1) · · ·B(v2k)) = Pf
16ℓ,m62k
[sgn(ℓ−m)〈〈vℓ, vm〉〉κ], (85)
and τ(B(v1) · · ·B(v2k+1)) = 0, where Pf denotes the Pfaffian and sgn is the sign function.
Proof The relation ‖B(v)‖ = (v, v)1/2, v ∈ V , is a consequence of the commutation re-
lation {B(v)∗, B(v)} = {B(κv), B(v)} = (v, v) and the C∗-algebra property of the norm.
It follows at once from the tracial property of τ that τ(B(v)B(w)) = 12τ({B(v), B(w)}) =
〈〈v,w〉〉
κ
. The formula for the trace follows by induction. Indeed, by writing
τ(B(v1) · · ·B(v2k)) =
1
2
τ(B(v1) · · ·B(v2k) +B(v2) · · ·B(v2k)B(v1)),
and noting that
B(v1) · · ·B(v2k)+B(v2) · · ·B(v2k)B(v1) =
2k∑
j=2
(−1)j−1{B(v1), B(vj)}B(v2) · · · 6 B(vj) · · ·B(v2k),
we get, using the induction hypothesis for τ (B(v2) · · · 6 B(vj) · · ·B(vn)),
τ(B(v1) · · ·B(v2k)) =
2k∑
j=2
(−1)j−1{B(v1), B(vj)}τ (B(v2) · · · 6 B(vj) · · ·B(v2k))
=
2k∑
j=2
(−1)j−1〈〈v1, vj〉〉κ Pf
ℓ,m∈{2,..., 6j,...,2k}
(sgn(m− ℓ)〈〈vℓ, vm〉〉κ)
= Pf
16m,ℓ62k
(sgn(m− ℓ)〈〈vℓ, vm〉〉κ),
where in the last line we used the extension rule for Pfaffians (cf. [38] formula (1.5)).
Hence the trace τ is now uniquely defined for n = 2k even. By hypothesis the trace
is normalized, hence τ(1) = 1, and even, i.e. τ(B(v1) · · ·B(v2k+1)) = 0, k ∈ N (actually
the fact of being even is implied by centrality when V is even dimensional). Therefore
we have proved the formula in the statement and the uniqueness of τ . Finally, τ can be
extended to the C∗-completion by continuity (cf. [126] Theorem 1.2.8). ✷
Definition 15 Assume that we have a complex pre-Hilbert space V with a real structure
κ. Let CAR(V ) be the CAR algebra over V with generators Cv, Av, v ∈ V . We define
the Gross-Palmer (G-P) fields BGP(v), v ∈ V , to be
BGP(v) := Cv +Aκv, v ∈ V.
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Remark 22 Let (B(v))v∈V , be the generators of ClSD(V,κ) then the ∗-homomorphism
which extends B(v) 7→ BGP(v) to the whole ClSD(V,κ) is a realization of ClSD(V,κ)
inside CAR(V ). Indeed, since κ2 = 1, we have
BGP(κf) = Cκf +Aκ2f = Cκf +Af = BGP(f)
∗.
Moreover, since (κf,κg) = (f, g),
{BGP(f), BGP(g)} = {Cf , Aκg}+ {Aκf , Cg}
= (κg, f)V + (κf, g)V = 〈〈g, f〉〉κ + 〈〈f, g〉〉κ
= 2〈〈g, f〉〉
κ
Hence (BGP(f))f∈V give a representation of ClSD(V,κ) within CAR(V ).
Proposition 4 Let (BGP(v))v∈V be as above. Then (BGP(v))v∈V is a ∗–representation
of ClSD(V,κ) on ΓaV and the Fock vacuum state ω restricted to this representation
coincides with the tracial state τ of ClSD(V,κ), namely
τ(B(v1) · · ·B(vn)) = ω(BGP(v1) · · ·BGP(vn)), v1, . . . , vn ∈ V, n ∈ N, (86)
where (B(v))v∈V are the generators of ClSD(V,κ).
Proof Since κ2 = 1, we have
BGP(v)
∗ = C∗v +A
∗
κv = Aκκv + Cκv = BGP(κv), v ∈ V.
Moreover,
{BGP(v), BGP(w)} = {Cv, Aκw}+ {Aκv, Cw}
= (κw, v)V + (κv,w)V = 〈〈w, v〉〉κ + 〈〈v,w〉〉κ
= 2〈〈v,w〉〉
κ
Hence (BGP(v))v∈V give a representation of ClSD(V,κ) inside CAR(V ). A straightfor-
ward computation shows that the statement (86) holds for n = 2. Then the result follows
by noting that both states, τ and ω, are quasi-free (in the sense of Araki [14]), hence
they are uniquely determined by their evaluation for n = 2. ✷
C.2 A tracial formulation of Grassmann variables
In this subsection we describe one way to relate the expectation of a complex Gaussian
Grassmann random variable to the trace on a self-dual Clifford algebra. In the approach
given in this subsection the construction of isotropic subspaces for certain bilinear forms
reveals itself as crucial. One remarkable aspect of this approach is its “dual” nature with
respect to the Osterwalder-Schrader approach. Perhaps its biggest disadvantage is that
the random variables will be realized as elements of a Clifford algebra at the expenses of
their anti-commutativity.
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Assume we are given an orthogonal decomposition V = V+ ⊕ V− such that κV± =
V∓. Then the subspaces V± are isotropic subspaces for the bilinear form 〈〈·, ·〉〉κ, i.e.
0 = 〈〈v,w〉〉
κ
if v,w ∈ V+ or v,w ∈ V−. That it is always possible to find such an
isotropic decomposition is the subject of next proposition.
Proposition 5 Let κ be a real structure on V and assume V has even or infinite dimen-
sion. Then V admits an orthogonal decomposition V = V+ ⊕ V− such that κV± = V∓.
Moreover, if c is another real structure on V then κ = Uc with U a unitary operator
on V such that U c = U , where, as before, U c := cU∗c, with U∗ the adjoint of U .
Finally, if c maps each V+, V− to itself, then, with respect to the decomposition V =
W ⊕W we have the block decomposition
U =
(
0 u
uc 0
)
, (87)
for some unitary operator u : W → W . Conversely if U and c are as above for any
(complex linear) unitary u : W → W , then κ := Uc is a real structure on V compatible
with (·, ·)V .
Proof Let (fj)j∈N be an orthonormal basis of V . If fj + κfj 6= 0, let ej := fj + κfj,
otherwise let ej := i(fj −κfj), then (ej)j∈N, is an orthogonal basis of V invariant under
κ. Let g+j := e2j−1 + ie2j , g
−
j := e2j−1 − ie2j , j ∈ N. Then (g
+
j )j∈N, (g
−
j )j∈N generate
orthogonal isomorphic subspaces V+ ∼= V−. Let π+, π− be the respective projections.
Then, since κ : g+j 7→ g
−
j , we have κπ+ = π−κ. Hence V+, V− are isotropic.
Let c be another real structure on V . Let U := κc, then U is linear and unitary
since (Uv,Uw)V = (κcv, κcw)V = (v,w)V . Moreover UU∗ = 1 = κ2 = UcUc gives that
cUc = U∗, that is U = U c.
If cV± = V± then both π+, π− commute with c. Because of this and the fact that
V+, V− are isotropic we have U = π+Aπ− + π−Bπ− for some (complex linear) operators
A,B. Let us identify V+ ∼= V− and denote them both by W , then A,B : W → W .
Because U is unitary A and B are unitary. Finally, from U = U c, we get AcBc = 1.
Hence if we let u := A we get the decomposition (87).
The last statement follows by direct verification that, for any unitary operator u :
W → W , κ = Uc, U, c as stated, we have κ2 = 1,κi = −iκ, and (κv,κw)V = (w, v)V
so κ is another real structure. ✷
Following Gross (cf. Lemma 3.1 in [68]) we give the following definition.
Definition 16 Let V = V+ ⊕ V− be a complex vector space which decomposes into a
direct sum of isotropic subspaces with respect to a symmetric, non-degenerate, bilinear
form 〈〈·, ·〉〉 : V ×V → C. We define the vector space isomorphism θ : ΛV → Cl(V, 〈〈·, ·〉〉)
by
i. θ(1) = 1, θ(v) = B(v), v ∈ V ;
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ii. θ(v1 ∧ · · · ∧ vn ∧ w1 ∧ · · · ∧ wm) = B(v1) · · ·B(vn)B(w1) · · ·B(wm),
if vj ∈ V+, wℓ ∈ V , or wℓ ∈ V−, vj ∈ V , j = 1, . . . , .n, ℓ = 1, . . . ,m.
Remark 23 The map θ order the factors so that the generators belonging to V+ are
all on the left, in essence is a Wick ordering map with respect to the decomposition
V = V+ ⊕ V−. Note that θ : ΛV → Cl(V, 〈〈·, ·〉〉) cannot be extended to an algebra
isomorphism since the exterior algebra ΛV and the complex Clifford algebra Cl(V, 〈〈·, ·〉〉)
are not isomorphic. By the isotropy of the symmetric bilinear form 〈〈·, ·〉〉, the map θ
is an algebra homomorphism when restricted to V+ or V−. Finally note that θ has
the following nice interpretation in the language of Hopf algebras (cf. Section 2.2).
Since the restrictions θ+, respectively θ−, of θ restricted to ΛV+, respectively ΛV−, are
an algebra isomorphism, we let ϑ : ΛV+ ⊗ ΛV− → Cl(V, 〈〈·, ·〉〉) ⊗ Cl(V, 〈〈·, ·〉〉) be the
algebra isomorphism (with its image) defined by ϑ := θ+ ⊗ θ−. Moreover let m
Cl :
Cl(V, 〈〈·, ·〉〉) ⊗ Cl(V, 〈〈·, ·〉〉) → Cl(V, 〈〈·, ·〉〉) denote the multiplication in Cl(V, 〈〈·, ·〉〉).
Then we have
θ(F ) = m
Cl[ϑ(ΠΛV+ ⊗ΠΛV−)∆F ], F ∈ ΛV, (88)
where ∆ denotes the co-product of ΛV . To see (88) we first note that (ΠΛV+⊗ΠΛV−)∆ it
is nothing but the isomorphism Λ(V+⊕V−) ∼= ΛV+⊗ΛV−. Now, this isomorphism sends
F → F+⊗F−, F+ ∈ ΛV+, F− ∈ ΛV−. Finally by the definition of θ, we see that θ applied
to an element F = F+F− ∈ ΛV , gives θ(F+F−) = θ(F+)θ(F−) = m
Clϑ(F+⊗F−). Hence
(88) is verified.
Remark 24 Let κ be a real structure on V and let V = V+ ⊕ V− be an orthogonal,
〈〈·, ·〉〉
κ
-isotropic decomposition. With respect to this decomposition, let c := σκ with
σ =
(
0 1
1 0
)
.
Then c is a real structure on V and it preserves the the decomposition V+ ⊕ V− . If κ
is another real structure on V which with respect to the decomposition V+⊕ V− has the
form
κ =
(
0 u
uκ 0
)
c
for some unitary u : V+ → V+, then
κ =
(
u 0
0 uκ
)
κ.
If S : V → V is unitary, κ-antisymmetric, and preserves the decomposition V+⊕V− then
S has the form
S =
(
v 0
0 −vκ
)
for some unitary v : V+ → V+.
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Theorem 26 Let X ∈ G(V ) be a complex Gaussian Grassmann variable with covariance
associated to a triple (V,κ, S), where κ is a real structure on V and S = −Sκ is the
covariance of X. Assume S is unitary and assume there exists an orthogonal, 〈〈·, ·〉〉
κ
-
isotropic decomposition V = V+ ⊕ V− which is preserved by S : V± → V±. Let π+, π−
denote the projections onto respectively V+ and V−. Then
κ := S(π+ − π−)κ
is a real structure on V with respect to which, if v±, w± ∈ V± and v,w ∈ V we have,
〈〈v±, w〉〉κ = (κv±, w)V = ±(κSv±, w)V = ±〈〈Sv±, w〉〉κ (89)
〈〈v,w−〉〉κ = 〈〈w−, v〉〉κ = −〈〈Sw−, v〉〉κ = 〈〈w−, Sv〉〉κ = 〈〈Sv,w−〉〉κ. (90)
As a consequence the map θ : ΛV → ClSD(W,κ) in Definition 16 satisfies
ω(X(F )) = τ(θ(F )), F ∈ ΛV. (91)
Proof By Proposition 5 we see that κ is a real structure on V and that equations (89)
and (90) are satisfied. Hence, from the definition of θ, τ, and ω, we get
τ(θ(B(v)B(w))) = ω(X(v)X(w)), v, w ∈ V,
which proves (91) for n = 2. To prove the general case, let us first note that without loss
of generality we can take
S = −π+ + π−.
Moreover, from (88) in Remark 23, it is enough to consider elements of the form F =
F+F− ∈ ΛV , F+ ∈ ΛV+, F− ∈ ΛV−. Finally, by linearity we can restrict our attention
to F = F+F− = v
+
1 ∧ · · · ∧ v
+
k ∧ v
−
k+1 ∧ · · · ∧ v
−
n . Now, by the definition of θ, we have
θ(v+1 ∧ · · · ∧ v
+
k ∧ v
−
k+1 ∧ · · · ∧ v
−
n ) = B(v
+
1 ) · · ·B(v
+
k )B(v
−
k+1) · · ·B(v
−
n ).
Hence, by comparing (85) with (84), we see that to prove (91) it will suffice to show that
Pf
16ℓ,m6n
[sgn(ℓ−m)〈〈v#ℓ , v
#
m〉〉κ] = Pf
16ℓ,m6n
〈〈v#ℓ , Sv
#
m〉〉κ ,
where v#j = v
+
j for j = 1, . . . , k and v
#
j = v
−
j for j > k. Note first that if n 6= 2k
then both terms are zero because the matrices inside the Pfaffians would be degenerate.
Finally observe that, since S = −π+ + π− and since V+, V− are isotropic, we have
0 = 〈〈v+ℓ , v
+
m〉〉 = 〈〈v
+
ℓ , Sv
+
m〉〉, 〈〈v
+
ℓ , v
−
k+m〉〉 = 〈〈v
+
ℓ , Sv
−
k+m〉〉, 1 6 ℓ,m 6 k,
and
〈〈v−k+ℓ, v
+
m〉〉 = −〈〈v
−
k+ℓ, Sv
+
m〉〉, 0 = 〈〈v
−
k+ℓ, v
−
k+m〉〉 = 〈〈v
−
k+ℓ, Sv
−
k+m〉〉, 1 6 ℓ,m 6 k.
Hence the matrices inside the Pfaffians are the same. This concludes the proof. ✷
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With notation as in Section 5.1, let now W = L2(R2) ⊗C2, u := T−1/2 (6 ∇+mf )
and T := m2f −∆, with T as self-adjoint operator on L
2(R2) ⊗C2 with domain W :=
S(R2) ⊗ C2. Note that T is positive essentially self-adjoint and u is unitary. Take
V := W ⊕W with π+, π− the projections onto the two copies of W and consider the
scalar product
(v,w)V := (π+v, T
−1/2π+w)L2(R2)⊗C2 + (π−v, T
−1/2π−w)L2(R2)⊗C2 , v, w ∈ V.
We denote by c the operation of complex conjugation of a function in L2(R2)⊗C4. Note
that T commutes with c, hence c is a real structure on V . If we let κ := Uc, with
U :=
(
0 u∗
cuc 0
)
,
by Proposition 5 and the fact that both U and c commute with T , we have that U is
another real structure on V . If we take S : V → V given by
S =
(
1 0
0 −1
)
, (92)
in the decomposition V =W ⊕W , then we have for all v,w ∈ V ,
(κv, Sw)V =
((
0 u∗
cuc 0
)
cv, T−1/2Sw
)
L2(R2)⊗C2
=
(
cv, T−1/2
(
0 u
−cu∗c 0
)
w
)
L2(R2)⊗C2
= (cv,Kw)L2(R2)⊗C2 = ω(ψ˜(v)ψ˜(w))
with K : L2(R2) ⊗ C2 → L2(R2) ⊗ C2 as given in Section 5.1 and (ψ˜(v))v∈V the
complex Grassmann Gaussian introduced there to represent the Euclidean Dirac field.
As a consequence we have:
Corollary 2 On the pre-Hilbert space V = S(R2) ⊗ C4 there exists a real structure κ
and orthogonal projectors π+, π− such that π+V ∼= π−V and, for fj, gj ∈ V and n ∈ N,
ω(ψ˜(π+f1) · · · ψ˜(π+fn)ψ˜(π−g1) · · · ψ˜(π−gn)) = τ(B(π+f1) · · ·B(π+fn)B(π−g1) · · ·B(π−gn)),
(93)
where (B(v))v∈V , are the generators of ClSD(V,U) and τ is its trace and where (ψ˜(v))v∈V
is the Gaussian Grassmann field of Section 5.1.
Proof This is a consequence of theorem above once we show (93) for n = 2. By direct
computation, for all v,w ∈ V we have
τ(B(π+v)B(π−w)) = (κπ+v, π−w)V = (cπ+v, T
−1/2uπ−w)L2(R2)⊗C2
= (cπ+v,Kπ−w)L2(R2)⊗C2 = ω(ψ˜(π+v)ψ˜(π−w)).
✷
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C.3 The real-wave representation of Grassmann Gaussians
Theorem 26 gives a realization of the Grassmann Gaussian variables in terms of the
trace state on a Clifford algebra. This realization is obtained through the vector-space
map θ, which can be interpreted as a sort of “Wick-ordering” with respect to a suitable
decomposition V = V+ ⊕ V−. Since the map θ is not an algebra isomorphism that
realization is not a representation. Here we are going to give an actual representation
of Grassmann Gaussian variables as multiplication operators on a non-commutative L2
space in full analogy to the case of the usual (commutative) Gaussian variables. Moreover
the representation we give here will not depend on any decomposition V = V+⊕V− hence
making the construction intrinsically more natural.
Let K = ΓaV be the antisymmetric Fock space over the complex Hilbert space V
with a real structure κ. Following the exposition of Gross [66] one considers the Clifford
algebra C0 ⊆ L(K) generated algebraically by the operators (BGP(v))v∈V . Let C be
the von Neumann algebra generated by C0 and consider on C the state tr(u) = ω(u) =
〈Ω, uΩ〉K for u ∈ C. This state is tracial (on C), that is tr(CB) = tr(BC) for all B,C ∈ C
and faithful, i.e. tr(A∗A) = 0 ⇒ A = 0. So the scalar product (A,B) 7→ tr(A∗B) is
positive definite and the closure of C with respect to the corresponding norm define the
Hilbert space L2(C). By a theorem of Segal ([143], but see also Theorem 5 in [66]) there
is an isomorphism D : L2(C) → K such that u ∈ C ⊆ L2(C) is sent to uΩ ∈ K. Let
κ be, as before, the real structure on V . By the proof of Proposition 5 we know that
there exists a κ-invariant orthonormal basis (ej)j of V . Then the inverse D−1 : K → C
satisfies D−1(ei1 ∧· · ·∧ein) = BGP(ei1) · · ·BGP(ein). Note however that D is a canonical
isomorphism and in particular (unlike the map θ of the previous section) does not depend
on any particular decomposition V = V+⊕V−. By Corollary 5.2 of [66], writing La (resp.
Ra) for the left (resp. right) multiplication of a ∈ C on L2(C), one has
DLBvD
−1 = Cv +Aκvβ, DRBvD
−1 = (Cv −Aκv)β, v ∈ V (94)
where β = Γ(−1) : K → K is the unitary map corresponding to the second quantization
of the unitary operator v 7→ −v on V . Let us denote by βˆ = D−1βD the pullback on
L2(C) of this unitary.
Remark 25 Recall that the standard centered Gaussian measure µ corresponding to
an Hilbert space V supports the Itô–Wiener isomorphism L2(µ) ≈ ΓsV where ΓsV is
the symmetric Fock space over V . The gaussian random variable X with law µ is then
realized as an unbounded self-adjoint operator over L2(µ) given by multiplication. The
space L2(C) can be considered to be the fermionic equivalent of this construction, in
that it provides the representation of the antisymmetric Fock space as a space of “L2
functions” over a non-commutative probability space (C, tr). The von-Neumann algebra
C can be interpreted as L∞(C) acting on L2(C) and fermionic random variables can be
constructed, according to (94), as (left and right) multiplication operators on L2(C).
We want now to understand this construction in the context of our Grassmann Gaus-
sian variables. This will allow us to replace the “particle” Fock space K by the space
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L2(C) of “wave-functions” for the von Neumann Clifford algebra C. While this is not im-
portant in the theory exposed in our work, it could play a role as soon as we have to deal
with unbounded operators, for which the Lp spaces of unbounded operators associated
to the non-commutative probability space (tr,C) could become useful [66].
As before we consider an operator S : V → V such that Sκ = −S. The triple
(V,κ, S) determine a complex Grassmann Gaussian variable X ∈ G(V ) with covariance
〈〈·, S · 〉〉
κ
(cf. Definition 3). By the Osterwalder–Schrader construction, this Gaussian
has been obtained via the concrete representation as sum of creation and destruction
operators over the antisymmetric Fock space ΓaV with the state ω given by the Fock
vacuum and as in the previous subsection we have
X(v) = CSv +Aκv , v ∈ V.
By Segal’s duality D there will be multiplication operators on L2(C) corresponding to
our Grassmann Gaussian. Let us work out their precise form: by (94) we have
D(LBv +RBv βˆ)D
−1 = 2Cv, D(LBv −RBv βˆ)D
−1 = 2Aκv , v ∈ V.
Therefore for any v ∈ V ,
Xˆ(v) := D−1X(v)D =
1
2
[LBSv + LBv ] +
1
2
[RBSv −RBv ]βˆ
= LBQ+v −RBQ−v βˆ,
where Q± = (1 ± S)/2. By construction, (Xˆ(v))v∈V are the generators of a Grassmann
algebra and we can extend them to an homomorphism Xˆ : ΛV → L∞(C) such that
tr(Xˆ(F )1) = ω(X(F )),
for all F ∈ ΛV . This shows that, if needed, we can realize Grassmann Gaussians over
the L2-space over the non-commutative measure space (C, tr) in full analogy with the
bosonic setting. Note that in the particular case of the Euclidean Dirac field the operator
S has the diagonal form (92) and therefore the operators Q± = π± are the projections
onto the isotropic decomposition V = V+ ⊕ V− corresponding to the two fields ψ and ψ¯
which constitute the Euclidean Dirac field ψ˜ (cf. Section 5.1).
D Other interacting models
In this last appendix we want to give an idea of other Euclidean quantum fields models
which can be approached within the theory developed in this paper.
Non-local, Yukawa2-like models. The discussion in Section 5 can be extended in
a straightforward way to other fermionic quantum field theories. One of them is two
dimensional quantum electrodynamics (QED2), see, e.g. [108] Chapter 3. In this case
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we consider a fermionic (free) field ψ˜ ∈ S(R2,A ⊗ C4) with the same covariance as
in (62) and (63), and two (massive-free-scalar) bosons A = (A1, A2) ∈ S(R2,A ⊗ R2)
independent of each other with covariance
〈Ai(x)Aj(y)〉 = δi,j(−∆+M
2)−1(x− y),
where i, j ∈ {1, 2}, and M ∈ R+ is their mass. The interaction potential is given
(formally) by
VQED(A, ψ˜) = λ
∑
i=1,2
∫
R
2
(ψ¯(x) · γiψ(x))A
i(x)dx,
where λ ∈ R, which, when the bosons A are integrated out, gives rise to the effective
potential
V(ψ˜) = λ2
∑
i=1,2
∫
R
4
(ψ¯(x) · γiψ(x))GM (x− y)(ψ¯(y) · γiψ(y))dxdy (95)
where GM (x − y) = (−∆+M2)−1(x − y). If we consider a regularized version ψ˜ε(x) =
ψ˜(aε(· − x)), ε > 0, as it was done in Section 5, of the fermion field ψ˜, with the purely
fermionic interaction V, the stochastic quantization equation is of the form (69), where
the non-linearity Fε,Y = Fε,1,Y is replaced by the following term
Fε,QED(Ψ˜ε,t) = Cf
( ∑
i=1,2 a
∗2
ε ∗
(
−Ψ¯ε,tγi
∫
R
2 GM (y − ·)Ψ¯ε,t(y) · γiΨε,t(y)dy
)∑
i=1,2 a
∗2
ε ∗
(
γiΨε,t
∫
R
2 GM (y − ·)Ψ¯ε,t(y) · γiΨε,t(y)dy
) ) ,
and where Cf is defined in eq. (70). It is simple to generalize Lemma 11 for the non-
linearity Fε,QED this will permit to prove an analogous version of Theorem 15 using the
same methods of Section 5.
An analogous reasoning can be extended also to the Yukawa model with pseudo-scalar
current having an effective potential of the form
V(ψ˜) = λ2
∫
R
4
(ψ¯(x) · γ5ψ(x))G(x − y)(ψ¯(y) · γ5ψ(y))dxdy,
where γ5 = iγ1γ2 and G(x− y) = (−∆+m2b)
−1(x− y) as in eq. (67).
Local models. The treatment proposed for the regularized Yukawa model can extended
also to purely fermionic models with quartic interaction. We describe as an example the
Gross–Neveu model (see [108] Chapter 6 for this model) in two dimensions. In this case
we consider a (free) fermionic Dirac field ψ˜ with interaction given by the potential
V(ψ˜) = −λ2
∫
R
2
(ψ¯(x) · ψ(x))2dx.
The main difference in the corresponding stochastic quantization equation, compared
with that of the QED2 model above, is that Fε,QED is replaced by
Fε,GN(Ψ˜ε,t) = Cf
(
a∗2ε ∗ (−Ψ¯ε,t(Ψ¯ε,t ·Ψε,t))
a∗2ε ∗ (Ψε,t(Ψ¯ε,t ·Ψε,t))
)
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where Cf is defined, as before, in eq. (70). Also for Fε,GN a generalization of Lemma 11
holds. This allows us to prove an analogous version of Theorem 15 using the same
methods of Section 5.
Supersymmetric models. Supersymmetric quantum field models describe quantum
fields where the bosonic and fermionic fields are related, one to the other, by a special
transformation called supersymmetry. It is not possible to reduce a supersymmetric non
free (i.e. interacting) model to a purely fermionic one since the presence of interaction and
supersymmetry forces the potential to have a part of bosonic self interaction. Nevertheless
from an analytical point of view it can be interesting to study supersymmetric models
considering free bosons and integrating them out as was done in Section 5.
One of the most important examples of super-symmetric models is Wess–Zumino
model composed by two scalar bosons interacting with a Dirac fermionic field through a
Yukawa scalar and pseudo-scalar types interaction (see [87, 12, 77]). This model can also
be handled as in Section 5. Another source of supersymmetric quantum field models is the
supersymmetric formulation of stochastic differential equations (see [168] Chapter 15). In
particular here we discuss the model related with elliptic stochastic differential equations
(see [98, 97, 3] see also [47]).
In this case we have a fermionic field ψ˜ = (ψ, ψ¯) ∈ S(R2,A⊗R2) with covariance
〈ψ¯(x)ψ(y)〉 = (−∆+m2)−1(x− y),
where m ∈ R+ is a positive constant. The corresponding effective potential V , obtained
after integrating over the boson field, is
V(ψ˜) = λ2
∫
R
4
(ψ¯(x)ψ(x))Km(x− y)(ψ¯(y)ψ(y))dxdy,
where Km(x− y) := (−∆+m2)−2(x− y). The stochastic quantization equation reads
dΨ˜ε,t = ((−∆+m
2)Ψ˜ε,t + λ
2Fε,E(Ψ˜ε,t))dt+ dBˆε,t (96)
where Bˆε,t = aε∗(Bt, B¯t) with Bt, B¯t is a Gaussian white noise, i.e. with covariance
J =
(
0 1
−1 0
)
, and Fε,E is defined by
Fε,E(Ψ˜ε,t) = −J ·
(
a∗2ε ∗
(
−Ψ¯ε,t
∫
R
2 Km(y − ·)Ψ¯ε,t(y)Ψε,t(y)dy
)
a∗2ε ∗
(
Ψε,t
∫
R
2 Km(y − ·)Ψ¯ε,t(y)Ψε,t(y)dy
) ) . (97)
Also in this case a generalization of Lemma 11 and of Theorem 15 can be proven.
Comments. As it was shown, the theory presented in this article is able to construct
the regularized version of many models of fermionic quantum field theories. The math-
ematical differences between these models can only be seen when the regularization is
removed. More precisely the solution to the supersymmetric model (96) and (97) is ex-
pected to be a distribution of regularity C−δ(R2,A⊗R2) (for any δ > 0) as in Φ42 bosonic
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case. The non-local models such as Yukawa model (in Section 5) and the QED model
(defined by eqs. (95)) have solutions in C−1/2−δ(R2,A⊗R2) (for any δ > 0) and they are
(formally) super-renormalizable much like the Φ43 bosonic model. The main difference be-
tween Yukawa and QED being that in the Yukawa case the mass mb of the boson ϕ used
for defining G goes to +∞ as the regularisation is removed and have to be renormalized,
while in the QED setting the mass of the photonM can be kept constant. Finally Gross–
Neveu model is known to be only renormalizable (and not also super-renormalizable as
the previous cases) and a very good candidate for a sound mathematical theory being
asymptotically free.
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