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Abstrat
We onsider a nonlinear ounterpart of a ompatness lemma of J. Simon [1℄, whih arises naturally
in the study of doubly nonlinear equations of ellipti-paraboli type. Our work was motivated by previ-
ous results J. Simon [1℄, reently sharpened by H. Amann [2℄, in the linear setting, and by a nonlinear
ompatness argument of H.W. Alt and S. Lukhaus [3℄.
MSC2000 : Primary 46B50, 47H30. Seondary 34G20, 35K65.
1 Introdution
Typial appliations where the ompatness argument stated below is useful are those in whih the following
kind of doubly nonlinear equations arises
dB(u)
dt
+A(u) = f
where A is ellipti and B monotone (not stritly). It is the ase, for example, in porous medium, semi-
ondutor equations, ...
In our appliation, we onsidered the injetion moulding of a thermoplasti, with a mold of small thikness
with respet to its other dimensions. By averaging Navier-Stokes equations aross the thikness of the mold,
and under an assumption (of Hele-Shaw) stating that the veloity eld is proportional to the pressure gradient,
the pressure equation an be written as a doubly nonlinear equation [6℄.
Note that in this ontext, the equation an degenerate to an ellipti one. In order to get existene of a
solution, one usually perform a time disretization, use some result on ellipti operator and pass to the limit
as the time step goes to zero. In nonlinear problems ompatness in time and spae is then required. The
ompatness in spae is easily obtained for u from a oeriveness assumption on the ellipti part A, but we
have no estimate on
∂u
∂t
sine B ould degenerate. Theorem 1 uses the spae ompatness of u and some
time regularity on B(u) to derive a ompatness for B(u), whih in turn an be useful to pass to the limit in
nonlinear terms of A (provided A has a an appropriate struture, e.g. B−pseudomonotone [5℄).
2 Main result
Let us onsider two Banah spaes E1, E2. Let T > 0, p ∈ [1,+∞], and B a (nonlinear) ompat operator
from E1 to E2, i.e. whih maps bounded subsets of E1 to relatively ompat subsets of E2.
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Theorem 1 : Let U be a bounded subset of L1(0, T ;E1) suh that V = B(U) is a subset of L
p(0, T ;E2)
bounded in Lr(0, T ;E2) with r > 1. Assume
lim
h→0+
‖v(·+ h)− v‖Lp(0,T−h;E2) = 0 uniformly for v ∈ V. (1)
Then V is relatively ompat in Lp(0, T ;E2) (and in C(0, T ;E2) if p = +∞).
Remarks :
1. One an easily hek that theorem 1 holds if we assume only U bounded in L1loc(0, T ;E1) and V
bounded in Lrloc(0, T ;E2).
2. In the ase where B is the anonial injetion from E1 to E2, the assumption on B orresponds to the
ompatness of the embedding of E1 into E2, and the onlusion falls in the sope of previous results
of J. Simon [1℄, theorem 3.
3. The point in this result is that we do not make any strutural assumption on B (e.g. strit monotony,
whih would fall in the sope of results of A. Visintin [4℄) exept ompatness. Note that in the ase of
a ompat embedding of E1 into E2, B needs only to be ontinuous from E1 to E2 for the E2 topology.
Idea of the proof : A suient ondition for ompatness is to prove that for eah ouple (t1,t2),
∫ t2
t1
v(t)dt
desribes a relatively ompat subset of E2 as v desribes V . First the u(t), u ∈ U are trunated in norm at
height M > 0 and form a bounded subset of E1 whih B maps to a relatively ompat subset V
M (t) of E2.
The key point is that thanks to equi-integrability assumption,
∫ t2
t1
v(t)dt an be approximated uniformly in
v by Riemann sums involving trunated elements of the VM (t).
Proof : Thanks to the equi-integrability (1) of V and results of [1℄, we only have to prove that for eah
(t1, t2) suh that 0 < t1 < t2 < T , the set
K =
{∫ t2
t1
v(t)dt, v ∈ V
}
is relatively ompat in E2. For that purpose, we introdue for u ∈ U and M > 0 the measurable subset of
[0, T ] dened by
GMu =
{
t ∈ [0, T ], ‖u(t)‖E1 > M
}
.
From our assumptions on U , there exists a onstant C > 0 suh that
∀u ∈ U, ‖u‖L1(0,T ;E1) ≤ C,
and sine we have
meas(GMu ) =
∫
GMu
1dt ≤
∫
GMu
‖u(t)‖E1
M
dt ≤
C
M
that gives
lim
M→+∞
meas(GMu ) = 0, uniformly in u. (2)
Introduing the trunated funtions
uM (t) = u(t) if t 6∈ GMu , 0 otherwise,
we have by onstrution
∀M > 0, ∀u ∈ U, ∀t ∈ [0, T ],
∥∥uM (t)∥∥
E1
≤M. (3)
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Lemma 1 Under ondition (1), K an be uniformly approximated by Riemann sums involving elements of
the form vM (t) = B(uM (t)), in the following sense : given ε > 0, there exist integers N and M suh that for
all v = B(u) ∈ V , there exists sN,Mv ∈]0, h[ suh that∥∥∥∥∥
∫ t2
t1
v(t)dt −
N∑
i=1
hvM (ξNi−1 + s
N,M
v )
∥∥∥∥∥
E2
< ε (4)
where h = t2−t1
N
and ξNi = t1 + ih.
Proof : We rst note that
∫ t2
t1
v(t)dt −
N∑
i=1
hvM (ξNi−1 + s
N,M
v ) =
∫ t2
t1
(
v(t)−
N∑
i=1
vM (ξNi−1 + s
N,M
v )χ]ξNi−1,ξNi ](t)
)
dt. (5)
Then we prove the following inequality, where r′ stands for the onjuguate exponent of r :
1
h
∫ h
0
∫ t2
t1
∥∥∥∥∥v(t)−
N∑
i=1
vM (ξNi−1 + s)χ]ξNi−1,ξNi ](t)
∥∥∥∥∥
E2
dtds
≤ 2T 1−
1
p sup
σ∈[−h,h]
‖v(·+ σ)− v‖Lp(0,T−σ;E2) + 2
(
measGMu
) 1
r′ ‖v −B(0)‖Lr(0,T ;E2) . (6)
Let us denote by I the left-hand side of the stated inequality. Then
I =
1
h
∫ h
0
N∑
i=1
∫ ξNi
ξN
i−1
∥∥v(t)− vM (ξNi−1 + s)∥∥E2 dtds = 1h
N∑
i=1
∫ ξNi
ξN
i−1
∫ ξNi
ξN
i−1
∥∥v(t)− vM (s)∥∥
E2
dtds.
Using Fubini's theorem, and setting σ = s− t we get
I =
1
h
N∑
i=1
∫ ξNi
ξN
i−1
∫ ξNi −t
ξN
i−1
−t
∥∥v(t)− vM (t+ σ)∥∥
E2
dσdt,
whih gives thanks to a new appliation of Fubini's theorem,
I =
1
h
∫ h
−h
N∑
i=1
∫ min(ξNi ,ξNi −σ)
max(ξN
i−1
,ξN
i−1
−σ)
∥∥v(t)− vM (t+ σ)∥∥
E2
dtdσ ≤
1
h
∫ h
−h
∫ min(t2,t2−σ)
max(t1,t1−σ)
∥∥v(t)− vM (t+ σ)∥∥
E2
dtdσ.
From the denition of vM we thus have
I ≤
1
h
∫ h
−h
∫ min(t2,t2−σ)
max(t1,t1−σ)
‖v(t)− v(t+ σ)‖E2 dtdσ +
1
h
∫ h
−h
∫ min(t2,t2−σ)
max(t1,t1−σ)
χGMu (t+ σ) ‖v(t)−B(0)‖E2 dtdσ.
As V is a bounded subset of Lr(0, T ;E2) one has the seond term bounded by
1
h
∫ h
−h
(∫ min(t2,t2−σ)
max(t1,t1−σ)
χGMu (t+ σ)dt
) 1
r′ (∫ t2
t1
||v(t) −B(0)||rE2dt
) 1
r
dσ ≤ 2(measGMu )
1
r′ ||v −B(0)||Lr(0,T ;E2).
and the Hölder inequality gives the announed estimation (6).
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Using (1), (2) and as v belongs to a bounded subset V of Lr(0, T ;E2), we onlude from (6) that
1
h
∫ h
0
∫ t2
t1
∥∥∥∥∥v(t)−
N∑
i=1
vM (ξNi−1 + s)χ]ξNi−1,ξNi ](t)
∥∥∥∥∥
E2
dtds→ 0, when M and N go to innity, uniformly in v.
(7)
We laim that there exists at least one s = sN,Mv ∈ [0, h] suh that∫ t2
t1
∥∥∥∥∥v(t) −
N∑
i=1
vM (ξNi−1 + s
N,M
v )χ]ξN
i−1
,ξN
i
](t)
∥∥∥∥∥
E2
dt→ 0, (8)
when M,N go to innity, uniformly in v. Indeed, let us set by sake of readability
fvN,M (s) =
∫ t2
t1
∥∥∥∥∥v(t) −
N∑
i=1
vM (ξNi−1 + s)χ]ξNi−1,ξNi ](t)
∥∥∥∥∥
E2
dt
so that the uniform onvergene (7) reads
1
h
∫ h
0
fvN,M(s)ds→ 0, when M and N =
1
h
go to innity, uniformly in v. (9)
Then for xed v,N,M there exists at least one s = sN,Mv ∈ [0, h] suh that
fvN,M (s
N,M
v ) ≤
1
h
∫ h
0
fvN,M(s)ds.
If not, we would have the reverse strit inequality for all s ∈ [0, h] whih by averaging on [0, h] would lead to
a ontradition. Then as fvN,M is positive, the uniform onvergene (9) implies
fvN,M(s
N,M
v )→ 0, when M and N =
1
h
go to innity, uniformly in v, (10)
whih is exatly (8).
A fortiori, (4) holds thanks to (5) and sine∥∥∥∥∥
∫ t2
t1
(
v(t)−
N∑
i=1
vM (ξNi−1 + s
N,M
v )χ]ξNi−1,ξNi ](t)
)
dt
∥∥∥∥∥
E2
≤
∫ t2
t1
∥∥∥∥∥v(t)−
N∑
i=1
vM (ξNi−1 + s
N,M
v )χ]ξNi−1,ξNi ](t)
∥∥∥∥∥
E2
dt
This proves lemma 1. To onlude the proof of theorem 1, note that lemma 1 means that K ⊂ εBE2 +KM,N
where BE2 is the unit open ball of E2 and
KM,N =
{
N∑
i=1
hvM (ξNi−1 + s
N,M
v ), v
M = B(uM ), u ∈ U
}
.
For xed M,N and from (3) we note that uM (ξNi−1 + s
N,M
v ) is bounded in E1 uniformly in u ∈ U . As B is
ompat, KM,N is thus a relatively ompat subset of E2. Thus K is also relatively ompat in E2. ♦
Corollary 1 : Let U be a bounded subset of L1(0, T ;E1) suh that V = B(U) is bounded in L
r(0, T ;E2)
with r > 1. Assume
∂V
∂t
=
{
∂v
∂t
, v ∈ V
}
is bounded in L1(0, T ;E2).
Then V is relatively ompat in Lp(0, T ;E2) for any p < +∞.
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Proof : Condition (1) of theorem 1 is satised (see [1℄, lemma 4).
The author would like to thanks the referee for its areful reading of his paper, whih lead to an improved
formulation of the results.
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