Abstract. The diffusion-based recommendation approach is a vital branch in recommender systems, which successfully applies physical processes to make recommendations for users on bipartite or tripartite graphs. Trust links indicate users' social relations and can provide the benefit of reducing data sparsity. However, traditional diffusion-based algorithms only consider rating links when making recommendations. In this paper, the complementarity of users' implicit and explicit trust is exploited, and a novel resource-allocation strategy is proposed, which integrates these two kinds of trust relations on tripartite graphs. Through empirical studies on three benchmark datasets, our proposed method obtains better performance than most of the benchmark algorithms in terms of accuracy, diversity and novelty. According to the experimental results, our method is an efficient and reasonable way to integrate additional features into the diffusion-based recommendation approach.
Introduction
With the explosive development of the Internet, the amount of information available is growing far more quickly than our ability to process it, and information overload has become a serious problem in modern society [1] . To solve this problem, various information filtering technologies have been proposed and play very important roles in data processing at present [2] . Recommender systems are a typical information filtering technology, which have been widely used to offer users personalized recommendations among numerous potential choices [3, 4] . In recent years, recommender systems have started to appear in a number of applications, such as recommending academic articles [5] , videos [6] , movies [7] , locations [8] , music [9] , and services for e-business and egovernment [10] .
A number of advanced recommendation algorithms have been proposed by researchers both in physics and computer science, such as global ranking methods [11] , collaborative filtering [12] , content-based analysis [13] , matrix factorization [14] and diffusion-based methods [15, 16, 17] , among which collaborative filtering and diffusionbased methods are the most representative in computer science and physics, respectively. The main idea of collaborative filtering is to assume users with past similar preferences are likely to make the same choices in the future. Historical data is used to predict users' collections [18] . User-based collaborative filtering (UCF) and item-based collaborative filtering (ICF) are crucial parts of collaborative filtering [19] . More specifically, the UCF focuses on evaluating the taste and preference of different users while the ICF calculates the similarity between items. However, collaborative filtering suffers from data sparsity, so accessorial data is introduced into recommender systems as prior information to alleviate this problem [18] . Furthermore, physical dynamics, which is employed in complex networks by diffusion-based methods and can make personalized recommendations, have attracted great attention from many researchers [20] . Mass diffusion (MD) [15] and heat conduction (HC) [16] can be regarded as the pioneers of diffusion-based recommendation approaches. They distribute the resource of each node through a two-step resource-allocation process on bipartite graphs in different ways. Subsequently, Liu et al. [21] proposed a weighted heat conduction algorithm to enhance accuracy; Jia et al. [22] found a new strategy to distribute the initial resource; Zhou et al. [23] integrated both the MD and HC methods to generate a hybrid recommendation approach, which improves accuracy and diversity at the same time; and Wang et al. [24] introduced a similarity-based resource-allocation process to make recommendations more personalized.
Social recommendation has become more and more important with the increasing popularity of social media and social networks [25, 26] . Trust information indicates users' social relations, which are widely used in social recommendation models [27] . Guo et al. [18] integrated user trust relations into a matrix factorization model; Ma [28] proposed an experimental study on exploring implicit social recommendations; Tang et al. [29] exploited signed social networks for recommendations; and Zhang et al. [30] formulated the global and local influence of user preferences and incorporated them into a matrix factorization model. However, there is a lack of diffusion-based recommendation methods integrated with social trust relations. Some previous research results demonstrate that social information can bring significant improvements to recommendations and a vital additional feature for ratings in recommender systems.
In this paper, a novel diffusion-based recommendation method with trust relations (DBRT for short) on tripartite graphs is proposed to integrate users' social trust into a recommendation process. The tripartite graph has been verified as an effective way to combine extra features into the diffusion-based recommendation approach and has already been applied in collaborative tagging systems [31, 32] . However, they only apply the original MD algorithm on two different bipartite graphs firstly, and then combine the final resource on tripartite graphs. Compared to existing algorithms on tripartite graphs, our method provides a consistent and synergetic resource-allocation process that combines the resource from a user-object network and a user trust network in the first step and lets the resource flow back to objects in the second step. Moreover, users social trust relations, such as implicit and explicit trust, are introduced into the diffusion-based recommendation approach in our method. Extensive experiments on three real-world datasets indicate that DBRT obtains remarkable improvements over most of the benchmark approaches.
The remainder of this paper is organized as follows. Section 2 presents the proposed DBRT method that makes recommendations with social trust relations on tripartite graphs. The descriptions of the three datasets and evaluation metrics are shown in Section 3. The experimental results and comparisons are then presented in Section 4, and Section 5 concludes this paper with discussions and findings.
Diffusion-based recommendation with trust relations
In a recommender system, user-object relations can be described on a bipartite graph G(U, O, E). The user set is defined as U = {u 1 , u 2 , . . . , u m } and the object set is defined as O = {o 1 , o 2 , . . . , o n }, where m and n are the numbers of users and objects. The link set between users and objects is defined as E = {e 1 , e 2 , . . . , e z } and z is the amount of links. We can use an m × n adjacent matrix A to describe the bipartite graph G(U, O, E). To make it easy to understand, we use Greek and Latin letters to express object-related and user-related indices respectively. Accordingly, the element in the adjacent matrix is represented as a iα = 1 if there is a link between node o α and node u i , which means object α is collected by user i, and a iα = 0 otherwise. The degree of the object α and user i are defined as k(o α ) and k(u i ), which represents the number of users who collect object α and the number of objects collected by user i, respectively. The primary purpose of a recommender system is to provide a recommendation list for a target user. That is to say, a set of objects uncollected by the target user with the highest recommendation scores should be included in the recommendation list. The length of the recommendation list is defined as L in this paper.
Before introducing our model, we classify social trust relations in recommender systems into two categories, which are explicit trust and implicit trust. The explicit trust means that trust statements are directly specified by users. For instance, users can add other users to their trust lists or establish friendships with other users on social websites, such as Ciao, Epinions and Facebook. By contrast, the implicit trust is the relationship that cannot be directly observed in social trust networks [18] . It is often inferred by other information, such as user similarities in ratings. In this section, we propose a novel diffusion-based recommendation method integrated with both categories of social trust relations. Additional details about the proposed method are discussed in the following subsections.
Implicit trust between users
Considering a situation that two users have a lot of related behaviors, such as purchasing the same things or giving similar ratings to movies. However, their trust relation cannot be observed in their trust or friend lists. According to their similar user behaviors, we assume that implicit trust exists between these two users, which means they may share and adopt each other's choices and preferences. In this paper, we use the similarity between users to calculate the implicit trust in our proposed method. The cosine index is a widely used similarity evaluation approach on bipartite graphs, and it has already proved effectual for measuring the similarity between objects [19] . As a matter of fact, the cosine index calculates an inner product space of two object vectors. For two objects α and β, the cosine index is defined as Eq. (1).
where k α and k β are the degree of objects α and β, a iα and a iβ are the elements in the adjacent matrix which indicate the links between user i and these two objects α and β. Using Eq. (1) the similarity can be measured by the cosine index if the two objects are collected by the same user at least once, otherwise the similarity will be 0. We suggest using the analogous method to calculate the similarity between users. User rating behaviors can also be expressed as user vectors, e.g., if a user collects an object, the corresponding element in the user vector is 1; otherwise it is 0. An inner product space of two user vectors measures the similarity between these two users, which is defined as Eq. (2) .
where k i is the degree of user i and k j is the degree of user j, respectively. We suppose that an implicit trust relation between two users exists if there is a similarity between them. The values of similarity indicate the level of implicit trust. For example, if two users collect many common objects, they will have a large inner product that is equivalent to a large value of similarity between these users, which demonstrates a high level of implicit trust between them. Although the explicit trust of these two users is not observed on trust networks, they could share each other's preferences and opinions as well. The implicit trust is a significant feature in recommender systems, and introducing it into the diffusion-based recommendation method can make resourceallocation processes be more reasonable and effective.
Resource-allocation on explicit trust networks
Explicit trust means that the trust relations between users are observed. In social networks, explicit trust can be divided into two categories: symmetric trust and asymmetric trust. Specifically, asymmetric trust is a more common situation and symmetric trust can be represented by two asymmetric trust links. Trust relations on Twitter are a typical example of asymmetric trust that a user could be a follower for other users on Twitter, but the other users may not be followers of the user as well, which means the trust relations are asymmetric. We propose a resource-allocation process on trust networks where explicit trust relations are observed. The main idea is a user can obtain resource from followers on asymmetric trust networks. The explicit trust network can be defined as a monopartite graph represented on an m × m adjacent matrix B, where the element b ij = 1 if the explicit trust is observed on the trust network, otherwise b ij = 0. We only make a onestep resource-allocation process so that users obtain resource from their trusting users, e.g., followers. This is different to the original MD method [15] because we cannot ensure that the trusted user is also a trusting user simultaneously in asymmetric trust networks, so we do not let the resource flow back. The resource-allocation process on the explicit trust network is defined as Eq. (3).
where f t j means the resource obtained by user j on the explicit trust network, b jl is the element in the adjacent matrix and k t l is the degree of user l on the explicit trust network. Note that f t (l) is the initial resource of user l on the explicit trust network and it is one unit of resource for convenient calculation [31] . In this paper, the explicit trust is regarded as an auxiliary feature that helps the implicit trust improve the performance of the diffusion-based recommendation approach.
Recommendation with integrated social trust relations
This section will propose a diffusion-based recommendation method to integrate the implicit trust and explicit trust. One previous study [19] indicates CosRA-based method applies CosRA index between objects to make better recommendations, which is a twostep resource distribution process on a user-object bipartite graph. In each step, the CosRA-based method distributes resource based on the degree of both each object and its neighbouring users at the same time, shown in Eq. (4).
where
is CosRA index to measure the similarity between objects α and β. f (i) is a n-dimensional vector indicating the initial resource of all objects given the target user i and f (i) is the vector recording all the final resource of each object. However, the CosRA-based method only considers the similarity between objects without the implicit trust between users in its recommendation process. To solve this weakness, we distribute resource based on not only each object's degree but also the implicit trust between the target user and the neighbouring users of each object. In this paper, our method is described as a two-step resource distribution process.
Step 1: we assume the objects collected by the target user i are assigned with one unit of resource which will be distributed to all the neighbouring users. The resource of . Users and objects are represented by circles and squares, respectively. In each plot, the links between circles and squares on the left side are user-object relations, and the links between circles on the right side are explicit trust relations. The black circle means the target user. The circles and squares with grey color indicate the resource is distributed on these nodes. Plot (a) is the initial configuration, objects and followers linked with the target user obtain one unit of resource. Plot (b) indicates the step 1, in which the resource of objects and followers linked with the target user flows to users on tripartite graphs, the resource of each user can be calculated by Eq. (6). Plot (c) is the step 2, in which the users distribute resource to all the objects linked with them, the final resource of each object can be calculated by Eq. (7). λ = 0.5 is used as an example.
user j obtained from objects can be written as Eq. (5).
where k α is the degree of object α, k i is the degree of the target user i and k j is the degree of user j who obtains resource from the neighbouring objects. f (α) is the initial resource of object α, which is one unit of resource in this paper. It can be seen from Eq. (5), the cosine index between is used to evaluate the implicit trust between users. Furthermore, the explicit trust also needs to be utilized in our method to improve the recommendation performance. As mentioned in Section 2.2, we consider to employ a one-step resource-allocation process to represent the effect of explicit trust. So, the user j not only gets resource from the user-object network but also obtains resource from the explicit trust network simultaneously. We adopt a simply way to linearly combine the resource from the explicit trust network with the resource from objects, defined as Eq. (6).
, because the target user i is considered in the recommendation process. The parameter λ ∈ [0, 1] is a tunable parameter to control the proportion of resource from objects and followers.
Step 2: the resource of users should flow back to objects. Assuming object β will obtain the resource from users, the final resource of object β can be calculated as Eq. (7).
where k β is the degree of object β and f ij is the resource of user j after the step 1. We substitute Eq. (6) into Eq. (7) to generate the final model of our proposed method, as presented in Eq. (8) . An example of our method is shown in Figure 1 .
Finally, all objects are sorted by their final resource and then a top-L recommendation list of uncollected objects is generated for the target user i. A simpler model is shown in Eq. (9), when λ = 0.
Under this circumstance, our model only takes advantage of the implicit trust to improves the recommendation performance. Note that the resource from the explicit trust network is regarded as additional resource for the resource from the user-object network. Each user obtains the additional resource in step 1 and then transfers it to linked objects in step 2. A user with large degree on the explicit trust network is an influential user who can transfer more additional resource to objects. Therefore, the objects collected by the influential user get more final resource and these objects are more likely to be arranged at the top of a recommendation list. As a result, the recommendation performance will be improved, because the influential user's choices have a higher probability to be accepted by others.
Dataset and Evaluation
In this section, details of the three benchmark datasets are described, and then the evaluation methods used in this paper are shown.
Data descriptions
The three benchmark datasets used in our experiments are Ciao, Epinions and Flixster. These three datasets all contain social information that can be used as trust relations in recommender systems [18] . Ciao, Epinions and Flixster are public, real-world datasets, and widely used in the evaluation of previous trust-combined recommender systems. When building bipartite graphs, we convert ratings to binary links by assigning 1 as 'relevant' for the ratings above 3 and 0 as 'non-relevant' for the remaining ratings. The Ciao dataset consists of 2960 users, 4394 objects and 77,861 observed rating links, while the Epinions dataset has 70,438 rating links from 5000 users and 3000 objects. In addition, the Flixster dataset contains 6072 users, 5366 objects and 115,840 rating links. There are also 56,998, 139,982 and 167,552 trust links in the Ciao, Epinions and Flixster, respectively. Statistics of the datasets are illustrated in Table 1 . A five-fold cross-validation is used for evaluations in our experiments. Specifically, we randomly divide each dataset into five folds. Four are regarded as the training set, with the remaining fold treated as the testing set. Five iterations are arranged to make sure that all folds are tested.
Metrics
To present a comprehensive evaluation of recommendation performance, some widely investigated evaluation metrics are employed to measure the accuracy and diversity of our proposed method. Precision [19] is an important metric in recommender systems that measures the proportion of the number of recommended objects appearing in the test set to the length of a recommendation list. Mathematically, the average value of precision for all users is defined as
where D i (L) is the number of objects appearing in both the recommendation list L and in the test set aimed at user i.
Recall [23] is also a crucial metric in recommender systems, it measures the proportion of correct recommended objects and the number of total objects in the test set, as
where T (i) is the number of objects collected by user i in the test set. F1 [33] is used to provide a comprehensive assessment of our method. It is a two-dimensional vector, which considers both precision and recall simultaneously and provides a balanced evaluation. The F1 metric is defined as
where P (L) and R(L) are precision and recall when the length of the recommendation list is L. Rank-biased precision (RBP) [34] assumes each user scans recommended objects from the first place in a recommendation list and browses the next object with a fixed probability p, defined as
where c iα = 1 means user i has already collected αth object in the recommendation list and c iα = 0 is the opposite. Users always accept the recommended objects at the top of a recommendation list so that evaluating the performance of recommendation algorithms based on a recommendation sequence is very necessary. RBP is very close to an individuals' actual habits of collecting objects, which is a more reasonable way to evaluate the accuracy of recommendation methods. Average reciprocal hit rank (ARHR) [35] is different from RBP, as it directly uses the reciprocal of the object's position in a recommendation list without a hypothetical collection probability. The rank of the objects in a recommendation list impacts the possibility that they can be collected by users in the top-n recommender systems. ARHR is defined as
where hits means the recommendations are correctly verified in the test sets, accordingly, pos iα is the position of object α in the recommendation list for user i. Note that the object at the bottom of the list should get a low score in this metric, so a higher ARHR denotes better accuracy.
Hamming distance [36] is a common way to measure the diversity of recommendation algorithms, which can be defined as
where C ij (L) means the common objects in the recommendation lists for user i and user j. If two users have the same recommendation list, H ij (L) will be 0 and two completely different recommendation lists lead to H ij = 1. Finally, the average of H ij over all the user pairs is denoted by the mean distance in Eq. (16) .
Novelty [3] is a metric to evaluate the algorithm's ability to generate unpopular results. In general, the average popularity of objects in recommendation lists is used to represent the novelty, which is defined as
where k α is the degree of object α in the recommendation list o L i of user i. To some extent, small-degree objects are regarded as unpopular objects. Hence, a small novelty value means the algorithm is good at pushing unpopular objects out.
Experimental Results
An introduction of benchmark methods is proposed in Section 4.1. The impact of the parameter in our method is then analyzed in Section 4.2. Comparisons on the performance of accuracy, diversity and novelty between DBRT and eight benchmark approaches are shown in Section 4.3.
Benchmark methods
Global ranking method (GRM) [11] : All the objects in the dataset are sorted in the descending order based on their degree firstly. Then, the objects with the largest degree that are not collected by the target user are recommended. The number of proposed objects depends on the length of recommendation list L.
User-based collaborative filtering (UCF) [37] : For a target user, collaborative filtering mainly focuses on recommending objects from users who have the similar taste with the target user. Generally, the target user prefers to accept the shared opinions of the most similar users. UCF takes advantage of the cosine similarity to evaluate the preference and taste of each user and then quantify which object the target user will collect.
Mass diffusion (MD) [15] : MD is an alternative name of network-based inference (NBI), and is a classical resource-allocation process on user-object bipartite graphs. In MD, users and objects distribute their resources based on their own degree.
Similarity-preferential mass diffusion (SPMD) [38] : SPMD improves mass diffusion by introducing a parameter that is used to enhance or suppress the weight of users who are most similar to the target user.
Heat conduction (HC) [16] : HC is another resource-allocation process on bipartite graphs. Actually, HC is a physical phenomenon applied in recommender systems in which each node allocates its resource in accordance with the degree of its adjacent nodes. Some previous studies has demonstrated that HC has an outstanding performance in pushing small-degree objects out.
Biased heat conduction (BHC) [21] : BHC is an improvement of the HC method. It considers the degree effects in the last step of the local heat conduction process, which can greatly enhance the accuracy of the standard HC algorithm. CosRA-based method (CosRA) [19] : Both cosine index and resource-allocation index are integrated into the CosRA-based method, which avoids a strong bias on the degree of objects.
Diffusion-based similarity (DBS) [31] : DBS combines a user-object network and a user-tag network into tripartite graphs, which brings tag information of users to the recommendation process. In DBS, the original NBI process is applied independently in the user-object network and the user-tag network firstly, and then the final resource of users on these two networks are combined linearly.
The impact of parameter λ
Our method uses the parameter λ to integrate the resource from objects and the explicit trust network linearly. To determine the optimal value of λ in our method, we adjust the parameter in experiments on different datasets. The F1 metric provides a comprehensive evaluation of precision and recall, which indicates the accuracy of a recommendation algorithm. Hence, using the F1 metric is a fair way to determine the optimal λ for DBRT. Figure 2 reports the results of the F1 metric for our method when the parameter λ is changed from 0 to 1 at calculation step of 0.05. The results of the Ciao, Epinions and Flixster datasets are presented in Figure 2(a), (b) and (c), respectively. Because users often pay more attention to the top objects in a recommendation list, the most effective length of a recommendation list is L = 10 [39] . Therefore, the optimal value of λ for the top-10 recommendation can be employed in DBRT. In Figure 2 (b) and (c), the optimal λ is 0.2 in the Epinions and Flixster datasets, and λ = 0.15 is the optimal value in the Ciao dataset in Figure 2(a) . Although the sparsity of rating links and explicit trust links is totally different, the parameter has an optimal value around 0.2. If λ = 0, this means that our method only uses the implicit trust calculated by rating data to make recommendations on bipartite graphs. As the value of λ increases, the impact of explicit trust becomes larger. The optimal λ in the three datasets indicates the explicit trust actually improves the performance of DBRT. If λ is very large, it leads to a biased evaluation, because the user-object network is the main domain in assessing user preferences, and the explicit trust network is regarded as auxiliary data used to improve recommendations.
Performance of recommendations
We use three real-world online rating datasets with trust relations to evaluate our method. In the Ciao dataset, there are fewer trust links than rating links. By contrast, the trust links are more plentiful in the Epinions and Flixster. These different kinds of datasets reflect various social conditions of users that can verify our method in different situations. We compare our method with eight benchmark methods using the optimal value of parameter for SPMD, BHC and DBS on all three datasets.
The typical results of all methods are presented in Table 2 using a recommendation list L = 50. Accuracy is indicated by precision, recall, F1, RBP and ARHR and the higher value in these five metrics, the better the performance. DBRT achieves the highest value for all accuracy metrics across all datasets. Specifically, compared to the DBS method, which is similar to our method and also takes advantage of the additional user's related feature to improve recommendations on tripartite graphs. Our method enhances precision by 10%, 13.2%, and 14.2% for Ciao, Epinions and Flixster, respectively, when L = 50. This means our method provides a more reasonable and effective way to integrate the additional feature into the diffusion-based recommendation approach that increases the accuracy of recommendations. Moreover, compared to CosRA and BHC, our method also achieves much better results on all the accuracy metrics. Figure 3 reports the F1 of all nine algorithms with a recommendation list ranging from 1 to 100. DBRT outperforms the comparison methods. ARHR and RBP are two metrics used to assess algorithms based on an object's position in a recommendation list. The higher value in these two metrics, the more likely the recommendation is to be collected by users. In this paper, RBP assumes users browse the next object from the first place in a recommendation list with a fixed probability p = 0.5. As shown in Table 2 , the results demonstrate some significant improvements for RBP provided by our method. Similar to RBP, ARHR is also a sequence-based metric, which means the higher the value in this metric, the more rational and efficient the rank of recommendations. Figure 4 reports that DBRT has some remarkable advantages in ARHR when the length of the recommendation list ranged from 1 to 100. Note that although CosRA has a good performance in precision, its results are worse than BHC in RBP and ARHR, which means CosRA lacks the ability to put the user preferred objects at the top of a recommendation list. Conversely, our method simultaneously improves the performance of precision, RBP and ARHR.
The diversity of recommendations is evaluated by the hamming distance, and novelty represents the ability to push out small-degree objects. HC achieves the best performance in both diversity and novelty, which indicates it focuses on recommending small-degree objects. The diversity of DBRT is close to the CosRA method and shows overwhelming advantages over the other benchmark methods. Particularly for the DBS method, DBRT improves the hamming distance by 29.1%, 12.5% and 12.2% in Ciao, Epinions and Flixster, respectively, when L = 50. This indicates our method improves the way auxiliary features are combined into the diffusion-based recommendation. When resource is diffused on tripartite graphs, the node that has a larger degree plays a more important role. In our method, large-degree users can transfer more resource from the explicit trust network to objects, which means the objects linked with the large-degree users can obtain more final resource and will be placed at the top of a recommendation list. Large-degree users' choices have a greater influence and are more likely to be accepted by other users [21] , so it is easy to understand why DBRT achieves better performance in accuracy. Paying more attention to large-degree users and large-degree objects will decrease the diversity and novelty, which explains why DBRT does not show better results over HC or CosRA in diversity and novelty.
Conclusion and Further Study
In this paper, users' social trust relations are divided into two parts: implicit trust relations and explicit trust relations, which have different effects on improving recommendations. A novel combination approach is proposed, called diffusion-based recommendation method with trust relations (DBRT), that integrates trust information into the diffusion-based recommendation on tripartite graphs. Experiments on three real-world datasets show our method performs better than most benchmark methods. Specifically, DBRT provides many remarkable improvements in terms of accuracy, diversity and novelty over the DBS, which also uses tripartite graphs to combine additional features to make better recommendations. The main contributions of our work are: 1) the introduction of implicit trust into the diffusion-based recommendation; 2) the handling of explicit trust relations via a one-step diffusion strategy; and 3) the proposal of a synergetic resource-allocation process to integrate two kinds of trust relations on tripartite graphs. Large-degree objects and users play very important roles in recommender systems. Large-degree objects are preferred by many users, and users with larger degrees may have a greater influence on user-object networks. Therefore, our method pays more attention to large-degree users, which leads to outstanding improvements in accuracy.
Our proposed algorithm provides a new perspective for combining auxiliary data into the diffusion-based recommendation approach, which means our method can be extended to collaborative tagging systems and other recommender systems based on additional features. Moreover, we could further improve our method by introducing two or three parameters, such as in previous studies [21, 23] , that use a parameter instead of the cosine similarity in our proposed algorithm. However, it is hard to retain universality in different application scenarios when introducing too many parameters. In future, we will continue our research on improving the performance and effectiveness of the diffusion-based recommendation via additional features, such as social trust relations and time information [40, 41] . We hope this paper will inspire readers in this significant direction.
