Bayesian and frequentist methods differ in many aspects, but share some basic optimality properties. In practice, there are situations in which one of the methods is more preferred by some criteria. We consider the case of inference about a set of multiple parameters, which can be divided into two disjoint subsets. On one set, a frequentist method may be favored and on the other, the Bayesian. This motivates a joint estimation procedure in which some of the parameters are estimated Bayesian, and the rest by the maximumlikelihood estimator in the same parametric model, and thus keep the strengths of both the methods and avoid their weaknesses. Such a hybrid procedure gives us more flexibility in achieving overall inference advantages. We study the consistency and high-order asymptotic behavior of the proposed estimator, and illustrate its application. Also, the results imply a new method for constructing objective prior.
1. Introduction. In statistical practice, usually either the frequentist or the Bayesian method is used in parametric inference. Often the choice of methods is subjective. The two methods share some common basic asymptotical properties, which have been studied extensively. The Bernstein-von Mises theorem, for example [23, 30] , states that in broad cases the Bayes and frequentist inferences are equivalent: the two estimators are close, and the posterior distribution around its mean is close to the distribution of the maximum likelihood estimate (MLE) around the true parameter-both are asymptotically normal with mean zero and the same asymptotic covariance matrix. However, the two methods are different in many other aspects, each of them has its own advantage(s) in some situations. In application they have received different appreciations for various reasons. Although all admissible
The right-hand side above is the generalized Bayesian estimator of α for fixed β.
In this hybrid inference, we infer α by the generalized Bayesian rule for each fixed β and at the same time infer β by the frequentist MLE, that is, we are to find θ n = (α n ,β n ) = (α(x n ),β(x n )) such that (α n ,β n ) = arg inf sup
is the joint optimizer over (d, β) ∈ (Λ, Ω).
Remark 1.
By imposing a 0-1 loss and constant prior on β, (2.1) can be formulated as a full Bayesian solution (as in the proof of Theorem 2.1). Thus, (α n ,β n ) generally exists and is locally unique.
In the above (α n ,β n ) is jointly a generalized Bayes estimator and a MLE of (α, β). Hereα n is not identical to the Bayes estimator based on profile likelihood such as in [8] . The latter is first eliminating the nuisance parameter β by maximizing the likelihood over it, along some least favorable curve, to getβ =β(α) = arg sup β f (x n |α, β), then computing the Bayes estimatorα n of α based on the profile likelihoodf (x n |α) = f (x n |α,β(α)), that is,α n = arg inf d W (d(x n ), α)f (x n |α)π(α) dα = arg inf d W (d(x n ), α) sup β f (x n |α, β)π(α) dα. It is seen that generallyα n =α n , and they can be equal under some fair conditions, such as that the integrand in (2.1) can be dominated, with respect to (x n , β), by some integrable function in α.
In the following, we study the consistency of the hybrid estimator. As Bayes estimator and the MLE are generally first-order equivalent, their competition goes into the asymptotic high-order terms. We investigate the highorder asymptotic behavior of (2.1); this will give us flexibility in choosing which method to use on which parameter component(s) to achieve highorder advantage.
Consistency of the estimator. The study of the consistencies of Bayes estimates, MLE and their relationships has a relatively long history [4, 11, 22, 34, 36] , among others. Doob [11] established strong consistency of Bayes estimators under very general conditions, and there is some speculation that conditions for Bayesian consistency might be found which are weaker than those for the MLE. Under some basic assumptions, Strasser [34] showed that any conditions for the convergence (a.s.) of MLE assert the concentration HYBRID INFERENCE 5 (a.s.) of the posterior distribution to the true parametric value. This does not directly imply that conditions for Bayesian consistency are weaker since posterior concentration to the true parameter is not equivalent to the consistency of Bayes estimate. The latter also depends on the loss. There are examples in which one of the estimator is consistent while the other is not. However, for multiple parameters using a hybrid estimator may overcome possible difficulty in using one method alone. We will give such an example later. Let θ 0 = (α 0 , β 0 ) be the "true" parameters generating the data under the specified model. In the following, we give the consistency of the hybrid estimate using a method similar to that in [5] . Generally, the loss W (d, α) has the form W ( d − α ) = W (d − α). To avoid confusion, we will use W for any of these functional forms.
Theorem 2.1. Assume conditions (A1)-(A9) in the Appendix, W (·) satisfies W (0) = 0, is strictly increasing and continuous in a neighborhood of 0. Then, as n → ∞ we have (α n ,β n ) → (α 0 , β 0 ) (a.s.).
High-order asymptotic behavior. High-order asymptotic expansions are used to assess estimators when they have similar lower-order behavior. In [9, 17, 20, 26] (among others) such expansions of Bayes estimate and MLE were obtained, so were their densities and related quantities in the onedimensional case. The results in [17] are more suitable to our case. Here, we first generalize the results there to the multidimensional case, then use them to get the expansion of the hybrid estimator.
We first give a multivariate generalization of the asymptotic expansion of maximum posterior density estimator, which is given bŷ θ n = arg sup θ π(θ|x n ) = arg sup θ f (x n |θ)π(θ).
We introduce the following notation. For an integer vector i = (i 1 , . . . , i d ) with i j ≥ 0 (j = 1, . . . , d), denote |i| = L i (x j |θ),
and set S i = S i (θ 0 ), ∆ i = ∆ i (θ 0 ) and 
where the term O p (n −k/2 ) is in the sense of [17] , and the H r 's are d-vectors of polynomials in the ∆ i 's of degree r + 1, their coefficients are polynomials in the E i 's, |i| = 2, . . . , r + 1, in I −1 and the ρ i 's, given by (0 ≤ r ≤ k − 1)
In the above set π(·) to constant, thenθ n is the MLE, and we have
where H • 0 = H 0 , and for 1 ≤ r ≤ k − 1,
Next, set θ = α, then θ n =θ n is the Bayes estimate of θ. To get the corresponding expansion for √ n(θ n − θ 0 ), we need the following notation.
Let l(x|θ) = log f (x|θ), ̺(θ) = log π(θ),
and set
. We make the convention that for nonnegative integer
Theorem 2.3. Under conditions (B1)-(B10) in the Appendix, we have
where G 0 = H 0 and for 1 ≤ r ≤ k − 1,
where {σ(a)} = diag(σ(a 1 ), . . . , σ(a d )), σ(a r ) is the a r th marginal moment of θ r with θ ∼ N (0, For general loss functions instead of the one in (B9), the Q r 's have more terms in more involved forms, and are outlined at the end of the proof. Now, based on the expansions of the MLE and Bayes estimate, we give asymptotic expansion for the hybrid estimator √ n(θ n − θ 0 ), which depicts the interplay of the two components in each order. Denote I −1 = (I ij ) 1≤i,j≤2 and a = (a ′ 1 , a ′ 2 ) ′ as the componentwise notations corresponding to the two sets of parameters (α, β).
Theorem 2.4. Assume conditions (B1)-(B5), and (B6)-(B10) (with θ, Θ and a replaced by α, Λ and a 1 ), in the Appendix, then
where
and For general loss functions rather than that given in (B9), the results are analogous. Below we give the first three terms in the expansions for each estimators.
Fact. (i) For the MLE in Theorem 2.2, the first three terms are
(ii) For the maximum posterior estimator in Theorem 2.2, the first three terms are
(iii) For the Bayes estimator in Theorem 2.3, the first three terms are
(iv) For the hybrid estimator in Theorem 2.4, the first three terms are
, and
the Bayes estimator, MLE and hybrid estimator are asymptotically first-order equivalent, normal and efficient.
Computation consideration. Although in some cases (α n ,β n ) has closed form, the solution of (2.1) generally may not. Denote
and the "=" signs do not always hold, so generally arg sup
When (α n ,β n ) is not directly computable, an iterative procedure of it can be formulated by using the Newton-Raphson method.
3. Implications and examples. The results obtained in Section 2 imply a new method for the construction of objective prior. They can also can be used to assess high-order behavior of the three estimators and applied to practical problems. Below we discuss these issues with some examples.
Implication for objective Bayes. In the objective Bayesian context, the prior is selected by some objective rule instead of subjective choice. Such results include the uniform prior, the reference prior [3] and the noninformative prior [19] . Jeffreys' general rule for such a prior is π(θ) ∝ |I(θ)| 1/2 . Under some regularity conditions and without nuisance parameters, the reference prior coincides with Jeffreys' prior. The coverage matching prior is one that the posterior probability matches the corresponding frequentist probability with high accuracy. Authors [27, 35, 38] , among others, studied priors with second-order probability matching. A comprehensive review of this area can be found in [21] .
Here we use a similar idea to that of coverage matching to select prior such that the Bayes estimate and MLE match for high-order terms in their expansions. We say that a prior π(·) on θ (or on α) is rth order expansion matching prior for Bayes estimate (or for the hybrid estimator) if the first r terms in its expansion under π(·) match those of the MLE, that is, under the notation of the last section,
. . , r − 1.
′ under the conditions of Theorems 2.3 and 2.4, any prior is automatically 1st-order matching. In the above equations, all quantities involving θ 0 in their definition should be replaced by θ (or α), so these equations are a set of differential equations of order r − 1 for the prior density as a function of θ (or α). Especially, by the expressions in the Fact, a second-order matching prior π(θ) in this sense should satisfy
To solve π(·) from the above partial differential equations, denote 
which is equivalent to that there are functions v k (θ −k ) (k = 1, . . . , d) such that the following set of equations of indefinite integrals hold
Notationally, we denote the solution as Similarly, for the hybrid estimator, a second-order matching prior π(·) on α should satisfy
which is a set of equations in ∂π(α)/∂α, with β 1 as a hyper parameter. As in Example 1 below, when I 21 = 0, I 11 is independent on components of α, and a 1 = 21 1 , we will have π(α) ∝ |I 11 (α,
s which can be found in various sources. Denote I −1 = (σ st ), we have σ((4, 0, 0)) = 3σ 2 11 , σ((3, 1, 0)) = 3σ 11 σ 12 , σ((2, 2, 0)) = σ 11 σ 22 + 2σ 2 12 and σ((2, 1, 1)) = σ 11 σ 23 + 2σ 12 σ 13 . Like the second-order probability matching prior, the second-order expansion matching prior may not always exist nor be unique. For the former, Mukerjee and Ghosh [27] gave closed-form examples only under some special parameterizations. Below we give several examples of second-order expansion matching priors in natural parametrization. Example 1. When I = {(I 11 (θ 1 ), . . . , I dd (θ d ))} is in independent parametric form and a = 21, we have {σ(a)} = I −1 (θ). Assume the conditions for exchange of expectation and differentiation, then for i = 3e j , some j,
, and the second-order expansion matching prior is
which is Jeffreys' prior.
Example 2. Consider the data model N (µ, σ 2 ) with parameter θ = (µ, σ 2 ). We have I −1 = {(σ 2 , 2σ 4 )}. In this case, E (3, 0) 
It is easy to check that if we choose v 1 (σ 2 ) = −(5/2) (σ 2 ) −1 dσ 2 and v 2 (µ) = const ., then the second-order expansion matching prior is π(θ) = π(µ, σ 2 ) ∝ (σ 2 ) −5/2 . In contrast, Jeffreys' prior in this case is π(µ, σ 2 ) ∝ (σ 2 ) −3/2 . Example 3. Consider the bivariate normal model with parameters θ = (µ 1 , µ 2 , σ 2 1 , σ 2 2 , ρ), with ρ being the correlation coefficient. Suppose we make a hybrid inference with a Bayesian component on α = (σ 2 1 , σ 2 2 , ρ) and want a second-order matching prior π(α). Here we need to replace (I 11 , I 21 ) by (I 22 , I 12 ) in the partial differential equations. We have I 12 = 0 and
. In this case, the second-order expansion matching prior π(α) cannot be evaluated in closed form, and numerical method, such as in [18] , is needed.
Result for second-order expansion matching prior π(θ) = π(µ 1 , µ 2 , σ 2 1 , σ 2 2 , ρ) can also be obtained similarly. In this case for |i| = 3, there are 35 E i 's and Ψ i 's each, the prior will not be evaluated in closed form and numerical method is needed.
Evaluation of high-order behavior. Note that in the H i 's the ∆ i 's are asymptotic normal random vectors, the ρ i 's and E i 's are constant vectors and in the G i 's the N i 's are random variables determined by the H i 's. Thus, asymptotically, H i , G i , h i and g i converge in distribution to multivariate polynomials in normal vectors of degree i. For the MLE, H • i is an ith form of normal vectors.
. The first-order terms in the expansions often have mean zero, so their asymptotic behaviors can be characterized by their asymptotic variances. But high-order terms generally have nonzero mean, so using asymptotic variances alone as a criterion to evaluate their behavior is inappropriate. So we consider an asymptotic mean (bias) and variance combined criterion. We say thatθ n is rth order preferred overθ n , if
, and vice-versa.
From the Fact, we see that
is a random vector and G 1 is H • 1 plus a constant vector I −1 ρ 0 + M 0,1 . Similarly, for the second-order term of hybrid estimator, its Bayesian components are those of the MLE plus a constant vector. Hence for the second-order behavior, we only need to consider the expected asymptotic bias (EAB), and θ n is second order preferred overθ n , if
and vice versa. We have:
, and j I −1 and I −1 j be the jth row and jth column of I −1 , then
By this proposition we are able to evaluate which estimator has secondorder advantage under each specification of the likelihood model, prior and the loss, by the criterion of EAB.
Example 4. We want to evaluate the overall and small-sample advantage of an estimator. We first evaluate the overall advantage for the model in Example 2 in four cases:
We know that the four estimates are first order equivalent, we are to study their second-order behavior by the EAB criterion. Here,
Note the MLE is in closed form and the Bayesian is not. If one has good prior knowledge of θ, that is,
, so the Bayes estimator and MLE have similar second-order behavior, while the former has small-sample advantage and the latter is computationally preferable. One can even choose
thus the Bayesian has smaller asymptotic second-order bias than the MLE, but also lost its small-sample advantage on the estimate of σ 2 .
For (c),
1 , {σ(a 1 )} = I 11 , and for i = i = 3,
, if one has good informative prior on µ, then the hybrid estimator can have small-sample advantage over the MLE, and they are compatible in second-order behavior and computation. If we do not have sound information on σ 2 , (c) often has better second-order property than (b).
. In this caseμ n is in closed form andσ 2 n is not. If we infer τ = 1/σ 2 and use a Gamma prior on it, then (μ n ,τ n ) has closed form, while the full Bayes estimator (b) is not. This has practical meaning when one seeks high-order accuracy in addition to computational advantage. As (b) is usually obtained by numerical approximation methods, such as Markov chain Monte Carlo, the inaccuracy of these methods is not easy to assess.
Next, we discuss small-sample advantage. Consider the x i 's are i.i.d. multivariate normal N (µ, Ω). Suppose we have good prior knowledge on Ω in the form of a Wishart prior π(Ω), but relative ignorance about µ. So we use MLE for µ and jointly, a Bayes estimate for Ω. Since in this case arg sup µ G n (d, µ) =μ = x does not depend on d,Ω is just the Bayes solution givenμ = x, which can be evaluated numerically.
On the other hand, suppose we have good information about µ summarized by the prior N (µ 1 , Ω), but not enough knowledge on Ω. Note here the prior has the same unknown variance matrix as that in the data distribution, so that the Bayesian part has a closed-form solution. It can be checked that Theorem 2.1 still applies to this case. We want to use the good prior experience for µ, but a full Bayesian estimate for (µ, Ω) is not easy, so we estimate Ω by the MLE. It is easy to see that for given Ω, the posterior on µ is N (nx/(n + 1) + µ 1 /(n + 1), Ω/(n + 1)). With loss to be either absolute error, squared error or 0-1 error on µ,μ n is either the posterior median, mean or mode, which are all the same in this case and is independent of Ω. So we have (μ n ,Ω n ) = (
, which is given in closed form, while the full Bayes estimator (μ n ,Ω n ) is not.
Example 5. Using existing results, we give an application of the hybrid estimator in which neither the full MLE nor full Bayes estimator works. Let x|α be the model in [13] with distribution P (A|α) and density function
Ferguson [13] shows that the MLÊ α n of α is not consistent;α n → 1 (a.s.) no matter what the true parameter α 0
with c > 2. On the other hand, it is easy to see that for this model Doob's general conditions (as stated in [31] ) for the consistency of Bayes estimator are satisfied as follows: (1) The measurable spaces {X , B} of x and {Λ, U } of α are isomorphic to Borel field in a complete separable metric space; (2) For every A ∈ B, P (A|·) is U -measurable; (3) If α 1 = α 2 there exists a set A ∈ B such that P (A|α 1 ) = P (A|α 2 ); (4) The prior π(·) has finite second moment. Then, the Bayes estimatorα n under quadratic loss is strongly consistent a.e. (π). On the other hand, let y 1 , . . . , [31] with the prior π(·) to be the Lebesgue measure on the Borel sets on [1, 2) and U [0, a] be the uniform distribution on [0, a]. Denote y (n) = max 1≤i≤n y i , then the MLEβ n and Bayes estimatorβ n (under squared error loss) of β arê
Schwartz [31] showed that the MLE is consistent while the Bayesian is not when β = 1 (although under some special prior,β n can be consistent). Now let x and y be independent, (x 1 , y 1 ), . . . , (x n , y n ) be an i.i.d. sample of (x, y) and the parameter be θ = (α, β). Then, neither the full Bayes estimator (α n ,β n ) nor the full MLE (α n ,β n ) of θ is consistent while the hybrid estimator (α n ,β n ) is.
Example 6. As a last application, let's consider the problem mentioned in the Introduction. The data follows a mixture model f (x|α, β) = k j=1 γ j φ(x|α j , Ω j ), where φ(·|α, Ω) is the density of N (α, Ω). Assume that we have good knowledge on α = (α 1 , . . . , α k ), as summarized by the prior density
. So we use a hybrid estimate with a Bayesian components on α and the MLE on β.
To estimate the parameters in a mixture model, often it is more convenient if we use a complete data model. For this, let I ij be the membership indicator of x i , that is, I ij = 1 if x i is from the jth subdistribution, and I ij = 1 and 0 otherwise. Let I i = (I i1 , . . . , I ik ), y i = (x i , I i ) and y n = (y 1 , . . . , y n ). Treating I 1 , . . . , I n as missing data, given the "complete data" y n and β, the posterior on α is
and the corresponding logarithm is
Using the 0-1 loss on α, its Bayesian solution is the posterior mode, so we are to maximize l(α, β|y n ) over (α, β). As typical, this leads to an EM algorithm. However, different from the common EM algorithm, here l(α, β|y n ) is not a proper log-likelihood due to the extra term log π(α).
It is seen that g(y n |θ) is just the conditional density of y n given x n , thus Q(·|·) and H(·|·) here play the same roles as they do in the standard EM algorithm [10] , and θ n = (α n ,β n ) can be evaluated in closed form at each iteration, the details omitted here.
Below we give simulation results to compare the performances of the MLEθ n , Bayes estimatorθ n and the hybrid estimator θ n for this example. We take k = 3, x i 's to be 1-dimensional and Ω j = σ 2 j . The parameter vector in the model is now θ = (γ 1 , γ 2 , γ 3 , α 1 , α 2 , α 3 , σ 2 1 , σ 2 2 , σ 2 3 ). For the Bayes estimator, the prior is taken as π(θ) = π(α)π(γ)π(σ 2 ). Since we do not have good knowledge on (γ, σ 2 ), except that 0 < γ j < 1, to compute it. The results are given in Table 1 , in which θ 0 is the true parameter value and the estimated standard deviations are in brackets. We see that when sample size is relatively small (n = 100), the hybrid estimator has better performance on α, which may be due to the good knowledge on it. The Bayes estimator behaves better only on α 3 . As sample size increases, the performances of the three estimator are close, as anticipated.
Some pros and cons of each method. Here we discuss some advantages and disadvantages of the Bayesian and frequentist method in parametric inference. These known facts can help us in practice in the selection of the method to use. Our list is far from complete.
Unbiasedness consideration. It is known [6, 29] that there are essentially no unbiased Bayes procedures.
Small-sample advantage. When good prior knowledge about parameters is available, Bayesian estimate often has better small-sample advantage than the frequentist's, due to the information in the prior.
High-order behavior. Since the Bayes estimator, MLE and the hybrid estimator have the same first-order performance, if we want higher standards to select among them, usually their second-order terms will be evaluated, such as in Example 4.
Prior selection. In some cases we don't have sufficient knowledge for the prior on part of the parameters. Although one may use a noninformative prior [21] on these parameter components, so that a full Bayesian analysis can be performed, this often pays the price of small-sample bias and computational complexity.
Feasibility. Sometimes it is difficult to implement a full Bayesian or a full frequentist's analysis on all the parameters of interest, but relatively easy for parts of the parameters by one of the methods. For example, in a multi-parametric model [14] , some of the parameters are the change points, the model is nondifferentiable at these points and to compute the MLE on this part of the parameters is infeasible.
Multidimensionality and nuisance parameters. In some models with high dimensional parameters or in the presence of nuisance parameters, either Bayes or frequentist's estimate may be difficult to compute. Various methods ( [7, 15, 28] , etc.) have been studied for this problem. A proper hybrid formulation may be among the options.
APPENDIX
Regularity conditions. Throughout this paper we assume the densities are with respect to the Lebesque measure. In the following, conditions (A1)-(A3) are A2.1, A2.6 and A2.7 in 
Let P θ be the data distribution given θ ∈ Θ, and l n (x n |θ) = 1 n n i=1 l(x i |θ). Conditions (A4)-(A9) below are those of (1)-(6) in [34] .
(A4) The metric space (Θ, d) is separable, where d(θ, η) = P θ − P η . (A5) The functions (l n (·|θ)) θ∈Θ , n ∈ N , are separable and measurable.
(A8) For every θ ∈ Θ and ε > 0, Π(η ∈ Θ : E θ l(x|η) < E θ l(x|θ) + ε) > 0, where Π(·) is the distribution for π(·). (A9) For every θ ∈ Θ there is some n θ such that P n θ (x n :
Conditions (B1)-(B10) are multivariate versions of those of 1-10 in [17] . some a = (a 1 , . . . , a d ) ′ with a j > 1 to be an even integer (j = 1, . . . , d) and
Note for the 1-dimensional case in [17] , (B9) is for some real a > 1, ε 2 > 0, W (θ) = |θ| a for |θ| ≤ ε 2 . Here we require a to be a componentwise even integer, otherwise the computation will be unnecessarily involved.
Proof of Theorem 2.1. There is a compact
Here, without confusion, we used W to denote both the loss on α and that on θ. Denote π(θ|x n ) the posterior density for θ under the above prior and R n = W (d, θ)π(θ|x n ) dθ the posterior risk under the new prior and loss for θ. Then from (2.1), the hybrid estimate θ n is the Bayes estimate of θ under the above new prior and loss. To see this, the Bayes estimate under the new setting is arg min
as the integration over β is minimized when d 2 is the β-marginal posterior mode, in this case the β-marginal MLE, while the first integration is minimized by the corresponding marginal Bayes estimator. The δ > 0 above can be arbitrary and the result does not depend on it.
Under the given conditions, by Lemma 2.1 in [5] , the MLE of θ is consistent (a.s.); thus by Theorem 2.5 in [34] , for any compact M ∋ θ 0 ,
where Π(·|x n ) is the posterior distribution under the new prior π(θ). Let θ 0 = (α 0 , β 0 ) be the true parametric value. By the given conditions on W (·), for ε > 0, there is a δ > 0 such that W ( α 0 − α ) ≤ ε as long as α 0 − α ≤ δ. Let M = (θ 0 ± δ1) be the δ neighborhood of θ 0 , then sup θ∈M W (θ 0 , θ) ≤ ε. Since π(·|x n ) → 0 (a.s.) on M c , and for large n it can be dominated by π(·|x k ) on M c , so for large n we have M c W (θ 0 , θ)π(θ|x n ) dθ < ε. Since θ n is Bayesian under the new prior and loss, (2.1) is rewritten as
So, for large n, we have the posterior risk
Since ε > 0 is arbitrary, we have R n → 0 (a.s.). Suppose θ n is not consistent (a.s.) to θ 0 , or lim sup θ n − θ 0 ≥ ε (a.s.) for some ε > 0. Then there is a sub-sequence {n k } such that either (a) 1 (a.s.) by the previous result. Also, by our choice of the prior on β, we have for some 0 < c < 1,
So we have, for all n k ,
which is a contradiction to the fact that R n → 0 (a.s.), and so (a) cannot be true. For case (b), let Π 1,n k (·|x n k ) be the α-marginal posterior distribution with β evaluated at β n k . Similarly as before, let M = (α 0 ± δ1). Since β n k → β 0 , we have P (lim k inf Π 1,n k (M|x n k ) = 1) = 1, and as before, the posterior risk
i.e. R n k → 0. On the other hand, for the fixed ε > 0, let
By similar argument on the β-margin, it is seen that case (c) cannot be true.
Proof of Theorem 2.2. We check the main steps, for the vector version, of the proof of Theorem 1 in [17] . Lemmas 1-6 of Gusev [17] there can be checked similarly. Letθ ′ n = √ n(θ n − θ 0 ). By definition ofθ n , we have
In the above, we used the relationship S i = ∆ i + n 1/2 E i , and E 0 = 0.
Consider, with t = 0, the term s+t=r |i|=t+1 E i |l|=s (0,l,i)
iv! . Note i can only take one of the vectors e j 's. First we take i = e 1 , since |l| = r it is easy to check that the only nonempty integer vector sets satisfy the definition of (0,l,i) is {l = re 1 }, and the only i v in this set is {i r = e 1 }. Similarly, for i = e 2 , the only nonempty integer vector sets satisfy the definition of (0,l,i) is {l = re 2 }, and the only i v in this set is {i r = e 2 }, . . . , so we have, with t = 0,
Thus, the expression for H r in Theorem 2.2 is rewritten as For integers r ≥ a and integers m, l ≥ 0, I 1 (a, r, m, l) denote the set of nonnegative integers (i 1 , . . . , i r ),
r=0 n −r/2 H r,j , and
It can be checked that Note (A.2) still holds withθ ′ n replaced byθ ′′ n , and using (A.3) we get
2) minus the left-hand side of (A.4), similarly as in [17] , we get
Thus,θ ′ n k ∼θ ′′ n , and Theorem 2.2 is proved.
Recallθ ′ n = √ n(θ n − θ 0 ), and define
We first extend a result in [17] to the multivariate case.
Lemma 1. Under the conditions of Theorem 2.2, we have
in the above, the summations are for i v ∈ I 0 (1, r, r), k v ∈ I 2 (r, i), and for each fixed v, u j ∈ I 1 (2, v + 2, k v , i v ), with the notation I 0 (1, r, r), I 2 (r, i) and
given at the end of the proof, and 
These give
Recall for |i| = 1 we have
so the first two summations in the right-hand side of (A.5) together is
Using
In the above we used the fact that for r = 1, |j|=r ̺ j i≤j,|i|≥2 · · · = 0, as it is a summation over empty set, thus
Also, as in the proof of Theorem 2.2,
Plugging in the above into (A.6) and rearranging terms, we get log
In the above we used the fact that, for |i| ≥ r + 1, the summation t+s=r j≥i,|j|=t |l|=s is over an empty set, thus the first term inside the bracket above originally is r=1 n −r/2 r+2 |i|=2 θ i /i! · · ·. Now as in [17] we have
the second summation on the right-hand side above is for (i 1 , . . . , i r ) ∈ I 0 (1, r, r). Also,
in the left-hand side above the summations are for (i 1 , . . . , i r ) ∈ I 0 (1, r, r), and for each given v and
In the definition of L i,r , I 0 (1, r, r) = l≥0 I 1 (1, r, r, l), where I 1 (1, r, r, l) is defined in the proof of Theorem 2.2. For given (i 1 , . . . , i r ) ∈ I 0 (1, r, r), and integer d-vector i, I 2 (r, i) is the collection of integer d-vectors k 1 , . . . , k r ,
Given integer d-vector k, integers i and m ≤ r, I 1 (m, r, k, i) is the collection of integers u j indexed by a integer d-vector j,
Proof of Theorem 2.3. By Theorem 2.2, we only need to prove
We only need to point out the main modifications to the proof of Theorem 4 in [17] . In place (4.5) of [17] there we have 
by the vector a((d n − θ)/ √ n) a−1 , and (4.10) of [17] there is replaced by, for
As in [17] , d n 1 ∼ 0. Define N 0,0 = 1, thus 1 = n −0/2 θ 0 N 0,0 , let |I| be the determinant of I, by Lemma 1 the above is
Also, as in [17] , for each i and k > 0,
d).
On the right-hand side of the "0 k ∼" relationship above, leave out the constant (2π) d/2 |I| −1/2 and multiply the nonsingular matrix ({σ(a)}I) −1 , the "0 k ∼" relationship remains. The choice of this matrix will be clear when we prove the expression for Q r (1 ≤ r ≤ k − 1) later. We will show below that Ψ (j) i (0) = 0, for |i + j| even, so the previous relationship is rewritten as
where {σ(a)} is the d × d diagonal matrix with rth element be the a r th moment for θ r [with θ ∼ N (0, I −1 )]. Denote I = (i st ), I −1 = (i st ), using the joint moment formula for multivariate normal distribution, we have
where σ(a) = E θ a is the joint ath moment of θ ∼ N (0, I −1 ). Note
is the multivariate polynomial in θ given by the rela-
and P 
j=1 n −j/2 Q j ; as in the proof of Theorem 2.2, we have this is the reason we multiply it in the previous k ∼ relationship, and we see that {σ(a)}I = −(P
this gives the equivalence of (A.9) and the expression for Q 1 given in Theorem 2.3.
For r > 1, since M j,0 = 0 for |j| even, (A.9) is rewritten as
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As before, |l|=0 (1,0l,0) v=1 Q iv v /i v ! = 1, so the first term above is M 0,r + r−1 m=1 (1, r, l, i) = {(i 1 , . . . , i r−1 , i r ) = (0, . . . , 0, e k )}. Similarly as before, the third term above is
and the equivalence of (A.9) and the recursive relationship for the M i,r 's in Theorem 2.3 is proved.
We now show that d ′ n also satisfies (A.8). In fact, by (A.9) we have
Note t ≤ k − 1 and r + s = t implies k − 1 − r ≥ s, so (k − 1 − r) ∨ s = s, and the above is
The remaining proofs are similar to those in [17] and are omitted. Lastly, for general loss function W (·) satisfies Conditions (B8) and (B10) with various derivatives and W (1) (n −1/2 (d n − θ)) ≤ C θ +θ ′ n γ for some 0 < C < ∞, and γ > 0 [17] . Then similarly as before, we have
, and define Σ = (σ kj ),
[The previous situation is a special case withσ kj = E θ (θ
In the above, we assume Σ to be nonsingular. Here we no longer have Ψ (j) i (0) = 0 for |i + j| even, thus the above formula for M j,r has more terms than stated in Theorem 2.3, and each term has more complicated form.
Proof of Theorem 2.4. For θ n = (α n ,β n ) given in (2.1), although it can be formulated as a joint Bayesian estimator with an additional 0-1 error loss and a constant prior on β, Theorem 2.3 cannot be applied to get its expansion, as Condition (B10) there excludes such loss.
We first outline the idea of the proof. Denote
′ is the component notations of the rth order term in the expansion of
In terms of the components, h r1 is a function of h 01 , . . . , h r−1,1 and h 02 , . . . , h r−1,2 , with some evaluations at θ 0 , similarly for h r2 . We denote these functions as, for r = 1, . . . , k − 1,
By Theorem 2.3, the components g r1 and g r2 are also functions of g 01 , . . . , g r−1,1 and g 02 , . . . , g r−1,2 . We denote them as, for r = 1, . . . , k − 1, , g 02 , . . . , g r−1,1 , g r−1,2 |θ 0 ), , g 02 , . . . , g r−1,1 , g r−1,2 |θ 0 ).
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The expansion in Theorem 2.3 can be obtained by another way. Fixβ n in the posterior and expand √ n(α n − α 0 ) to get
and with θ 0 replaced by (α 0 ,β n ). Now expand √ n(β n − β 0 ) in theḡ r1 (·)'s above; this gives the same expansion as that in Theorem 2.3, so we must have
On the other hand, for the hybrid estimator (α n ,β n ) we can expand the two components simultaneously or componentwise, and the two expansions are the same. We fixβ n , first expand √ n(α n − α 0 ) and we have
Then, expand √ n(β n − β 0 ) in theḡ r1 (·)'s. Comparing the procedures for √ n(α n − α 0 )|β n and √ n(α n − α 0 )|β n , and note the statuses ofβ n andβ n in theḡ r1 (·)'s are the same, except that the former expands in terms of g 01 , g 02 , . . . , g r1 , g r2 and the latter in terms of g 01 , h 02 , . . . , g r1 , h r2 . So we get
The last step above is by the recursive relationship in Theorem 2.3. In the same way, for the MLE (α n ,β n ), we have
whereh r2 (·) is the d 2 -dimensional version of H r and with θ 0 replaced by (α n , β 0 ). As before, we have Similarly, for the hybrid estimator (α n ,β n ), we have
which is the recursive formula in the theorem. Below, we go into some details of the above sketch. We need the following notation. Let I = (I ij ) 1≤i,j≤2 be the partition of the Fisher information matrix, where I 11 corresponding to the block for α and I 22 for β. For nonnegative integer d 1 -vector i and nonnegative integer d 2 -vector j, define
and S 2 (i;j) accordingly. We first give the expression for h 0 ; the expression for g 0 will be outlined later. Fixα n , note here ρ 1 0 does not depend on β, E 2 (0;0) = 0 and
confused with the transpose). As in the proof of Theorem 2.2, we have
Similarly, fixβ n and expandα n , we will have
, and note (∆ To prove the expansions for the g r 's and h r 's, we use induction. We only need to prove those for the g ′ r 's and h ′ r 's, where
hr . Now we prove
, and the q ′ r 's are outlined later. Since in the following t = r, we get
similarly, in the following, we take b = r (note a = r will result in summations over empty sets) and we get
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and the previous expression forh r = I 21 g r + I 22 h r (1 ≤ r ≤ k − 1) is rewritten as
By (A.10) and (A.11), we have
Thus, (A.10) minus (A.12) will give the expression for h ′ r . Now, we outline the expressions for the g ′ r 's. We need to modify the result in Lemma 1. For fixedβ n , define
Define E 1 (i;j) (·), δ 1 (i;j) (·) and ̺ 1 j accordingly. We have
From these we can get expansion for F i,r (β n ) by the relationship
With these F i,r (β n )'s we can get the expansion for
Also, note in this case
Then we can get the expansion for Z n (α+α
Going through the remaining part in the proof of Theorem 2.3, we will get two corresponding relationships of (A.10) and (A.12) for g r ; Taking these together, as in the proof of Theorem 2.2, we get 0
Other proof details can be similarly obtained and are omitted.
As an alternative simple, but not rigorous, justification in the proof of Theorem 2.3, replace ρ i , a and I with ( Proof of the Fact. (i) is a special case of (ii) with ρ i = 0 (|i| = 0, 1).
(ii) The key is to find out the set (0, s, l, i) for given l and i. It is empty if l = 0 and i = 0. For H 1 , s + t = 1 we must have (s, t) = (0, 1) or (1, 0). If (s, t) = (0, 1), for the first term i = l = 0 and the set (0, 0, l, i) = {i 0 = 0}, so the first term is I −1 ρ 0 . For the second term, |i| = 1, so i = e j for some j, l = 0 and the set (0, 0, l, i) = {i 0 = e j }, and so the second term is For the third term, |i| = 2, l = 0 and the set (0, 0, l, i) = {i 0 = i}; this term is I −1 |i|=2 E i H i 0 /i!. If (s, t) = (1, 0), the summation |i|=−1 in the first term is empty, and the set (0, 1, l, i) in the second term is empty. Also, since t = 0, the summation |i|=t+1,t>0 in the third term is empty. These give the expression for H 1 .
For H 2 , the case (s, t) = (2, 0) corresponds to empty summations. So we only consider (s, t) = (0, 2) or (1, 1). When (s, t) = (0, 2), for the first term, |i| = 1, l = 0 and the set (0, 0, l, i) = {i 0 = i}; this term is I −1 |i|=1 ρ i H i 0 . For the second term we have i = 2e j for some j or i = e j + e l for some j = l. Since l = 0, the set (0, 0, l, i) = {i 0 = i} and this term is I −1 |i|=2 ∆ i H i 0 /i!. For the third term, |i| = 3, l = 0 and (0, 0, l, i) = {i 0 = i}, resulting in I −1 |i|=3 E i H i 0 /i!. When (s, t) = (1, 1), for the first term, i = 0, |l| = 1 and the set (0, 1, l, i) is empty. For the second term, we have |i| = |l| = 1. If l = i, (0, 1, l, i) is empty. If l = i, (0, 1, l, i) = {(i 0 , i 1 ) = (0, i)}, this term is I −1 |i|=1 ∆ i H i 1 . For the third term, |i| = 2 and so it has the form i = e j + e l for some j, l and |l| = 1. It is easily checked that if l = e j or e l , (0, 1, l, i) = {(i 0 , i 1 ) = (e j , e l ) or (e l , e j )}, otherwise (0, 1, l, i) is empty. So this term is I −1 d j,l=1 E e j +e l ( H To get I 2 (1, i), we first find the corresponding I 0 (1, 1, 1) = r≥0 I 1 (1, 1, 1, r) . It is easy to see that I 1 (1, 1, 1, 1) = {1} and I 1 (1, 1, 1, r) is empty for r = 1, so I 0 (1, 1, 1, ) = {i 1 = 1}, and I 2 (1, i) = {k 1 : k 1 = i, 2i 1 ≤ |k 1 | ≤ 3i 1 } = {k 1 : k 1 = i}. It is easy to see that I 1 (2, 3, k 1 , i 1 ) = I 1 (2, 3, i, 1) = {u j : 3 |j|=2 ju j = i, 3 |j|=2 u j = 1}. There are d 2 of u j 's with |j| = 2, and d 3 of u j 's with |j| = 3, but only one of them can be 1; the rest are zeros, so I 1 (2, 3, i, 1) = {u j : u i = 1, u j = 0, for j = i, 2 ≤ |j| ≤ 3}. These give, for |i| = 3, N i,1 = F i,1 i! . Refer to the definition of F i,r in Lemma 1; since |i| = 3, it is easy to see that the first two terms in F i,1 are zeros as they are summations over empty sets. Also, |i| = 3, the constraints t ≥ 3, j ≥ i and |j| = t gives s = 0, j = i and (0, l, j − i) = {i 0 = 0}, and so F i,1 = E i . Thus For I 2 (2, i), the corresponding I 0 (1, 2, 2) = r≥0 I 1 (1, 2, 2, r) = I 1 (1, 2, 2, 1) = {(i 1 , i 2 ) = (0, 1)}, so I 2 (2, i) = {(k 1 , k 2 ) : k 1 + k 2 = i, |k 1 | = 0, 2 ≤ |k 2 | ≤ 4} = {(k 1 , k 2 ) : k 1 = 0, k 2 = i}, I 1 (2, 3, k 1 , i 1 ) = I 1 (2, 3, 0, 0) = {u j : u j = 0, 2 ≤ |j| ≤ 3} and I 1 (2, 4, k 2 , i 2 ) = I 1 (2, 4, i, 1) = {u j : 4 |j|=2 ju j = i, 4 |j|=2 u j = 1} = {u j : u i = 1, u j = 0, for j = i, 2 ≤ |j| ≤ 4}. Also, it can be checked that, for |i| = 3, F i,2 = δ i + |j|=1 E i+j H j 0 . Recall H 0 = I −1 ∆ 1,0 . These give, for |i| = 3,
For |i| = 5, I 2 (2, i) is empty, so N i,2 = 0. (In [17] , the set I 2 (2, 5) is also empty; but there N 5,2 = 0 and we regard this as a mistake.) Similarly, for |i| = 1 and |j| = 3 with j > i,
From these we get the expression for G 2 . j , and now the result follows using Fact (i) and taking the corresponding summations.
(ii) Note E θ 0 (G 1 ) = E θ 0 (H • 1 ) + I −1 ρ 0 + M 0,1 , and the result follows. (iii) The proof is similar and is omitted.
