A conjugate heat transfer (CHT) immersed boundary (IB and CHTIB) method (IBM and CHTIBM) is developed for use with laminar and turbulent flows with low to moderate Reynolds numbers. The method is validated with the analytical solution of the flow between two co-annular rotating cylinders at Re = 50 which shows second order error convergence of the L 2 and L ∞ error norms, of the temperature field, over a wide rage of solid to fluid thermal conductivities, κ s /κ f = (9 − 900). To evaluate the CHTIBM with turbulent flow a fully developed, heated, turbulent channel (Re uτ = 150 and κ s /κ f = 4) is used which is correlated with to previous direct numerical simulation (DNS) results. The CHTIBM is paired with a momentum IBM, both of which use a level set field to define the wetted boundaries of the fluid/solid interfaces and are applied to the flow solver implicitly with rescaling of the difference operators of the finite volume (FV) method (FVM).
Introduction
DNS has been a robust tool in numerical simulation and validation of new algorithms for fluid flow and heat transfer by comparing experimental and DNS results [1] . Much attention has been paid to canonical flows, such as the DNS of fully developed turbulent channels in, [2] and [3] , in these validation studies. Fully developed flow and heat transfer have been studied experimentally in [4] , [5] and [6] , and with DNS [7] , [8] , [9] , and [10] , where numerical simulations were correlated with experimental data giving the proper scaling and simulation parameters for turbulent, heated, flows.
The addition of CHT to DNS heat transfer studies greatly complicates the analysis of developed flows and initial research into the subject suffered from a lack of an adequate order of error. Such as in, [11] and [12] , where first order error convergence was observed. Recently, advances in the interpolation schemes of curvilinear flow solvers has been shown to generate solutions with second order error convergence, [13] . But this was shown for small ratios of thermal conductivity and was not applied to the solution implicitly or in a way easily applicable to cartesian FV solvers with complex, non-mesh conforming boundary conditions.
Non-mesh conforming boundary conditions, IBMs, have been used to simulate complex geometries with moderate Reynold's number flows since their development by Peskin, [14] , to simulate heart valves. Yusof expanded the idea of IBs and developed the direct forcing method, [15] , eliminating velocity stability issues associated with non-direct forcing IBMs. The final issues with stability linked to small cut cells and pressure oscillations [16] were solved with by the reconstruction or cut-cell IBMs where multiple methods were developed: cell merging [17] , mixed cell linking/merging [18] , cell linking [19] , and cell mixing [20] methods, all of which show second order error in their results for low to moderate Reynold's numbers. In this study the sharp representation of boundaries is done through a mixing method modified from [20] .
In the present work a DNS flow solver, developed in [21] , with CHTIB and momentum IB algorithms, with scalar transport, is used to study the effect of CHT on two separate canonical flows. With the domains that are separated with level set fields from which the cut-cell geometric data is derived. The first being a heated co-annular cylinder set up in two dimensions with a simple analytical solution which shows second order accuracy for very large solid/fluid conductivity ratios at low Reynolds numbers. The second half of this study uses a fully developed channel heated from the top and the bottom boundaries where the root-mean-square of the near-boundary fluctuating temperature is shown to correlate well with previous results from [22] .
Governing Equations
The basic equations governing the transport of momentum and the scalar (temperature) carried by the flow are given in their most general forms in sections 2.1 and 2.2. The are kept fully conservative and will subsequently be non-dimensionalized for each numerical experiment.
Momentum and mass conservation
The two equations used to simulate fluid flow are the Navier-Stokes set of equations,
and the conservation of mass, or continuity equation,
In equations 2 and 1, bold terms are vectors, u is the velocity vector u = uî + v + wk , P is the pressure, µ is the dynamic viscosity, ρ is the density, I is identity matrix, and ∂ t is the temporal derivative.
Scalar transport
Temperature is transported as a passive scaler in the flow, via equation 3,
where φ is the temperature, and α is the thermal diffusivity. For heat transfer inside the solid domain the convective term is dropped from equation 3 giving,
where the f and s subscripts stand for the fluid and solid domains, respectively.
Sub-Domain by Level Set Field
The fluid and solid domains are separated by different signed regions of a level set field [23] , G, over the zero isosurface, Γ → G = 0. The use of a particular form of the level set field, a signed distance function, allows the immersed boundaries to represent a non-mesh conforming boundary on a cartesian grid. The main property of a signed distance function, ∇G| = 1, allows this by giving a definite a zero iso-surface, G = 0 → Γ, where at all times a normal is defined by n = ∇G/|∇G|, and easily accessible geometric information for cut-cell areas (see figure 2b ) and volumes needed in section 4. The geometric information is found with a simplex marching algorithm which uses the intersection of tetrahedra with Γ. This information is then used to locate the cut cell intersections with Γ and the resulting cut-cell geometry [24] . The last caveat of level set domain definition is that sign of the G also sets the parameters of each subdomain, where G ≥ 0 is the solid subdomain and G < 0 is the fluid domain, but the choice of this is arbitrary.
Numerical Methods
The general conservation form of a transport equation is a typical first step in the derivation of the finite volume method. As the IB methods for both energy and momentum are themselves derived from the finite volume method equations 2 and 3 are rearranged into general conservation equations on a staggered pressure/velocity grid (see figures 1a and 2a). This begins with definition of the flux function, F , for momentum the flux function is a tensor,
and for temperature transport it is a vector,
Equations 5 and 6 are now in the form of general conservation equations, The equations in 7 are also known as the advective form of the linear conservation law, balance between the diffusive transport budget and the convective transport budget, for time t, gives the overall change of the conserved quantity, Θ, as a function of time.
Basic finite volume discretization
Using the fully conservative form of the momentum equations gives a second order accurate discretization of equation 1 , as shown in [25] , [26] and [21] , for low mach number flows. Discretizing equation 3 in the same manner as that shown in [27] will also give second order accuracy, with high-ordered-upwindedcentered scheme (HOUC), [28] . The basic finite volume (FV) method (FVM) can most generally be derived with the momentum form of the conservation equation given in equation 7.
Integrating equation 7 over the C.V. in figure 2a and replacing the conserved quantity, Θ with u and dropping the tensor brackets around F , gives the integral form of the conservation law for momentum,
where V = ∆x∆y∆z, u = V udV is the average velocity over the volume, A is the side area and n the cell face normal from the C.V. in figure 2a , and Gauss's law has been used from left to right. Omitting the over bar on u, and integrating around the surface S, the expanded, spatially discretized form of equation 8 is,
where A is the area of the cell face, A i,j± 
Conservative Temporal Discretization
Time advancement of equation 9 is done by use of a 3 directional semiimplicit fractional step method, [29] , using a second order in time CrankNicholson discretization scheme, with approximate factorization, [30] , which is a form of alternating direction implicit methods (ADIM). The ADIM system of equations is trilinear and solution of which is readily expanded to three dimensions, and to codes written in parallel with message passing interfaces (MPI),
where n denotes the present time step, n + 1 = t + ∆t, and L is the linear operator L (u,
Newton-Iterations, m, are applied to the sub-steps of equation 10, for each time step, ∆t. The method is taken from [31] and is used here, as an example in the x direction, as,
where m = 0 is the initial solution at the present time step, n.
The velocity field resulting from the solution of equations 10-11, using equation 10 9, will not be solenoidal. To get a divergence free velocity equation 2 is used to project the pressure onto a divergence free velocity field give the Pressure-Poisson equation,
where u * = u n+1 is the intermediate velocity from the fractional step method, P n+1 is the updated pressure, and η is the pseudo-pressure field also from the fractional step method.
The time advancement scheme given in equations 10 and 11 is directly applicable to the scalar transport spatial discretization given given in sections 4 and 4.1. With the only difference being the replacement of the flux function in the linear operator L with L (φ, u) = −∇ · F (φ, u), with the flux function from equation 6, and the fractional step method is not used, as the continuity equation is not applied.
Momentum Immersed Boundary Method
The second order accurate, momentum cut-cell IB will be covered, briefly, in this section. Much more in depth coverage of the topic can be found in [20] , [24] and [32] . Nominally, the IB methods for momentum and thermal transport provide the same functionality. They add cells cut by a non-grid-conforming boundary condition back into the time evolution solutions, minimizing error. Where they differ in that the thermal IB from section 4.4 requires the information on both sides of the surface Γ, where the momentum cut-cell IB, given here, is only concerned with the wetted side of Γ.
Cutting the control volume cells adds two new terms to the momentum equations, the viscous, D, and momentum, C, source terms. D and C enforce the no-slip condition tangental to Γ, and the Lagrangian velocity of Γ, respectively. To fully describe the FVM with cut cells, along with D and C, the cut cell aperture size, (ζA) i,j,k , the area fraction ζ i,j,k , and the cut cell volume fraction, λ i,j,k , and V i,j,k = λ i,j,k ∆x∆y∆z is the cell volume. The addition of the IB will add the two new terms to equation 9,
Both ζ i,j,k and λ i,j,k are 0 < ζ i,j,k , λ i,j,k ≤ 1 and are the fraction of the cell face and volume lost due to the cell cut (see figures 1a and 2b). The viscous term added by the IB method, D, comes from the integration of the equation 8 taking into account the interface Γ from figure 1a, giving,
Equation 14 accounts for the no slip boundary condition at the surface cut by the boundary. The momentum exchange term, C, accounts for any motion of the interface cut. If the boundary is moving C has the form,
If the interface boundary is not moving and impervious, C = 0. When the boundary is in motion the wall normal velocity, v n is non-zero. The application of the cut cell method can lead to very small cell volumes compared to the rest of the mesh. By not taking account of these small cells the velocity and pressure solutions will be numerically unstable without, small, and computationally prohibitive, time steps. The most efficient and stable numerical treatment of the small cells is by merging, [33] , them with the surrounding cut cells and un-cut cells. Though giving a numerically stable solution cell merging does not lend itself to straight forward implementation with IB's that are not stationary. A more versatile method is to mix the small cell values with the cells that surround them such as the method used in [34] . The mixing method is altered to fit a staggered grid and again follows the method in [20] .
The mixing fraction, β i i,j,k and the exchange variable, ξ i , are given in the x direction with the conservative mixing variable, Υ, in equation 16
Mixing fractions, β M i,j,k , are a combination of the normal vector to the target cell and λ i,j,k , which in two dimensions is, 
The cut off for cells to be considered small for this work is λ i,j,k ≤ 0.1, and the condition that the sum of all of the mixing fractions be normalized so that, 
where in this case Υ * is the variable to be mixed to before mixing, and N is the number of surrounding cells to the small cell. The form of Υ * that is gives the best solution to the pressure is,
and will also be the method in which the small cell conservative fluxes are mixed to their neighbors. After mixing, the fully discretized Pressure-Poisson equation ∂η ∂y
where this equation is easily expanded to three dimensions.
Thermal Immersed Boundary Method
The CHTIB derived form the conjugate heat transfer boundary conditions at the interface of two dissimilar substances without contact resistance. Those boundary conditions are the continuity of the normal surface flux rates at Γ, shown in variable and discretized form,
respectively, and the continuity of temperature at Γ,
where the(·) terms are the interpolated equidistant (spaced at γ int ) from the interface on either side of the domain using second order interpolation scheme (see figure 3a ) s, and κ is the thermal conductivity. The discretized forms of the CHT boundary conditions, given in equations 21 and 22, are used to form an implicit, single boundary condition for any cut cell. Substituting equation 22, and the relationship n Γs = −n Γf = n Γ , into equation 21 gives the new flux condition,
Equation 23 is solved for φ Γ which is used to apply the CHT boundary condition to the cell containing φ i from figure 3b. The CHTIB is implemented in the same manner as embedded FV boundary conditions. Solving for φ Γ , using the interface distance, γ from figure 3b, the Crank-Nicholson, semi-implicit form, of the scalar transport equation,
where a, b, and c are the linear operator metrics from the FV discretization showing both the implicit, left hand side (LHS), and explicit, right hand side (RHS). The embedded, one dimensional, boundary condition for figure 3b,
given the implicit boundary conditions as,
and explicit as equation 27, . This was found to be consistent with analytical solutions, and using a dt of the order used for the smallest scales of φ, will give second order results (see section 5).
The third, and final stability constraint has to do with implementation in N dimensions. When a FV cell is cut only the fluxes in the direction that will cross Γ is used to determine the form of the evolution equation for that cell. For example, in the cells in shown in figure 4, in figure 4a the CHT boundary condition would be applied for the φ i+1,j and the fluxes in the y would be set equal at each face of the FV cell at {i, j − 1} and {i, j + 1}. In figure 4b the boundary lies across both that FV cell faces connect φ i,j to φ i+1,j and φ i,j−1 . The CHT boundary conditions would then be applied at both of those points. Canceling out the fluxes, near Γ, that do not apply directly to a CHT boundary for that cell is justified by the physical assumptions that: near the interface the fluxes not orthogonal to n Γ will not conduct heat across that interface,
constraining the near interface physics to CHT. Second, iso-therms near Γ will be parallel to it giving, ∇φ n Γ << ∇φ ⊥ n Γ .
Thirdly, the simple numerical constraint that there is no sub-grid scale model being used for clipped cells, other than the CHT one laid previously. Essentially the CHTIB decouples the fluid and solid domains by leveraging the the FVM. The resulting form transfers information with high order interpolation methods which pass through the CHT boundary conditions. In this way, either domain can only indirectly affect the other, and only in a way that is prescribed in equations 21-22.
Thermal IB Results and Validation

Co-Annular Validation
Validation was done with one of the few CHT analytical solution, using the normalization of equations 1-2, for incompressible flow, given as, 
The equations for heat transfer, equations 3-4, are normalized as,
where Re is the Reynolds number and P r is the Prandtl number. The dimensionless groups used in the normalizations in equations 30-31 and 32-33 are,
where D o = 2R o , and U ∞ = u r (R o ), defined in figure 5 and equations 35 and 36. The velocity and temperature fields for two co-annular cylinders (see figure  5a ) are given by, u θ = 0, and u r (r) = figure 7 gives good indication that even in transience the CHT equations are still holding the time evolution of the temperature profiles to the sharp boundary at the discontinuity of κ. Even with κ s >> κ f , as shown in figure 7c the initially discontinuity of the time series is nearly square and the solution remains stable, even in the points close to the interface. During the development of the CHT algorithm defined in section 4.4 experiments were initially run purely explicitly and it was noted that as the ratio κ s /κ f was increased so was the temporal stiffness of the time evolution equation making large κ rations slow and unwieldy. The edition of the CHT boundary conditions to an implicit solver seems to have mitigated the issues of small dt for large κ s /κ f .
For both the plots in figures 7b and 7d the final steady state lays directly over the analytical solution given in equation 36, showing very little deviation at any point including interfacial points. Two different were used to find the final steady state. Initiating the temperature fields to equation 36 and waiting until the error norms converged and letting the fields pass through transience to the steady state solution. Both simulation types produced indistinguishable error plots (figure 6), that were second order convergent for L ∞ , and L 2 .
Turbulent Heated Channel Validation
The second numerical experiment for validation of the CHTIB is a turbulent heated channel originally put forward in [8] with the addition of CHT added in [22] . The geometry of the heated channel domain follows the simple geometry in figure 5 . The normalization in previous works, [9] , [7] , and [22] , was not applicable to the momentum and pressure solver used in this work so the general equations, here, were normalized as put forward in equations 30-33. With the exception that the normalized groups are now based on the channel half width L y /2 and the skin friction velocity at the wall, u τ = µ (du/dy) wall ,
d and the addition of a source term to equation 33,
where α s α f = 4, and P r = 7 and the term to the to the left on the right hand side of equation 38 is the heating source term. The boundary of the channel domain at y = ± Ly 2 + D wall is kept adiabatic. At Γ the ensemble average of temperature, in time and space, is φ = 0 with the no slip condition for velocity and a constant pressure gradient. The mesh resolution and stretching are, Lx = 64, Ly = 176, Lz = 64, and δy + = 0.029 ↔ 2.95. The channel is simulated until the momentum fields reach a statistical steady state where the turbulent production is balanced by the dissipative terms [35] .
in The results from [22] are scaled with the normalization used in equation 37 and compared with the results from this work in figure 8.
Conclusion
Analysis of the CHTIB algorithm shows second order accuracy with a sharp and distinct definition between the boundaries of the fluid and solid domain. With implicit implementation a large rage of κ s /κ f can be simulated without stability or accuracy concerns. Testing to larger Reynolds numbers with 3D chaotic flow also shows that it is correlated with previous studies giving accurate results temperature field results for large P r. The momentum IB also shows that there was little detectable effect on the subsequent scalar field through the convective terms. The consequence is global second order error for the scalar fields and the first order momentum statistics The addition of a level set field to define Γ is a simple way to store geometric data for the cut-cell IB geometries used by both the momentum IB and the CHTIB, with a low computational and front end coding costs. With both the CHTIB and momentum IB activated channel simulations for equal numbers of grid points show a 7 − 10% decrease in computational efficiency, overall, but consistency with core scale up was little effected.
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