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ABSTRACT Electrostatic surface potentials in the vestibule of the nicotinic acetylcholine receptor (nAChR) were computed
from structural models using the University of Houston Brownian Dynamics program to determine their effect on ion conduction
and ionic selectivity. To further determine whether computed potentials accurately reﬂect the electrostatic environment of the
channel, the potentials were used to predict the rate constants for diffusion-enhanced ﬂuorescence energy transfer; the
calculated energy transfer rates are directly comparable with those determined experimentally (see companion article by
Meltzer et al. in this issue). To include any effects on the local potentials by the bound acceptor ﬂuorophore crystal violet, its
binding site was ﬁrst localized within the pore by ﬂuorescence energy transfer measurements from dansyl-C6-choline bound to
the agonist sites and also by simulations of binding using Autodock. To compare the computed potentials with those determined
experimentally, we used the predicted energy transfer rates from Tb31 chelates of varying charge to calculate an expected
potential using the Boltzmann relationship. This expected potential (from 20 to 40 mV) overestimates the values determined
experimentally (from 10 to 25 mV) by two- to fourfold at similar conditions of ionic strength. Although the results indicate a
basic discrepancy between experimental and computed surface potentials, both methods demonstrate that the vestibular
potential has a relatively small effect on conduction and selectivity.
INTRODUCTION
Ion conduction through the central pore of the nicotinic
acetylcholine receptor (nAChR) is at least partly determined
by the electrostatic environment within the solvent-accessi-
ble lumen of the protein: rings of negatively charged amino
acids at the extracellular and intracellular mouths of the
M2 a-helical transmembrane pore region, in particular, affect
channel conductivity (1). Theoretical and computational
treatment of low-resolution model systems of the transmem-
brane a-helices, arranged in a symmetrical pentameric
bundle of the nAChR, has provided further insight into the
role of the charges (2–5). These studies indicate that a sub-
stantial electronegative surface potential may be generated
by the close proximity of conserved charges at the extracel-
lular and intracellular mouths of the transmembrane span-
ning domain. Inclusion of negative charges distributed
evenly about the surface of the extracellular vestibule en-
hances the electrostatic potential within the narrow ion chan-
nel to a level that may account for ionic selectivity (3). These
approaches suggest that ionic selectivity and conduction are
strongly inﬂuenced by local electrostatic surface potentials
within the extracellular vestibule.
For ion channels in particular, the use of such a priori
approaches is critical for understanding the structural basis of
ionic selectivity and ionic conductivity. In general, however,
computed electrostatic surface potentials are rarely compared
explicitly with experimental data (for one exception, see 6)
because most experimental methods for determining the
effects of electrostatics do not provide an explicit value for
the potential. Exceptions are methods that examine differ-
ences in local concentration that result from charge changes,
such as the substituted-cysteine accessibility method (7).
When applied to the nAChR in the open state, this approach
revealed a strong intrinsic potential (from230 to100mV)
near the intracellular end of the M2 pore-lining a-helix that
decreased toward the extracellular end of the pore to values
ranging from 50 to 150 mV. Diffusion-enhanced ﬂuores-
cence energy transfer (DEFET) also measures changes in
local concentration near an acceptor chromophore and has
the advantage that DEFET rates can be computed from the
structural and electrostatic environment of the acceptor and
the optical properties of the ﬂuorophores (8,9). This provides
a direct link between the DEFET measurement and the
computed potential. In this work we examine this link using
the measurements of the inﬂuence of electrostatic potentials
on the distribution of variously charged Tb31-chelates about
the binding site of the ﬂuorescent noncompetitive antagonist
crystal violet (CrV) within the channel of the nAChR (10).
These experiments revealed the presence of a modest
electronegative potential, 25 mV, that was attenuated by
physiological ionic strength to 10 mV.
One goal of this work was to establish a direct relation
between experimentally determined potentials and those
determined by computational modeling to better evaluate the
role of the outer ring of charges and the extracellular ves-
tibule on ion conduction and ionic selectivity. A particular
concern of continuum electrostatic calculations is that the
surface topology may skew the calculations in highly
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constrained cases, such as the nAChR vestibule, where the
effect of ionic strength may be overestimated (11) because
the volume is too small to include a signiﬁcant number of
ions at any one time. To determine whether the surface poten-
tials determined by DEFET, which are small in magnitude,
are consistent with continuum electrostatics, we compared
the basic DEFET parameters from a structural model of the
nAChR. A homology model of the ion conductive pathway
of the Torpedo californica muscle-type nAChR including
both the ligand-binding domain and the transmembrane
domain was used to compute electrostatic potentials. The
computed electrostatic surface potential shows the presence
of several strongly negative locations along the conductive
pathway: one near the middle of the vestibule that appears
to cause inward rectiﬁcation and a second at the outer ring
of charges near the extracellular end of the M2 a-helix.
Comparison of actual DEFET-based potential estimates to
simulated DEFET-based potentials, using the computed sur-
face potential, reveals a consistent overestimate of experi-
ment by the computed value. Possible sources for the
discrepancy are discussed and suggest caution in interpre-
tation of surface potentials without experimental correlation.
MATERIALS AND METHODS
Materials
CrV and phencyclidine were purchased from Aldrich Chemical (Milwaukee,
WI), and CrV was prepared as described in our previous article (10). Dansyl-
C6-choline (DC6C) was synthesized as described (12,13). nAChR-rich
membranes were prepared from Torpedo electric organ as described
previously (10).
FRET measurements
Fluorescence measurements were collected on an SLM (Champaign-
Urbana, IL) 8000C ﬂuorometer or on an ISS (Champaign-Urbana, IL)
PC1 ﬂuorometer. To limit the possible CrV binding sites within the nAChR,
the distance between CrV and the bound ﬂuorescent agonist DC6C was
measured using FRET. The distance (R) between the donor and acceptor
ﬂuorophores is related to the efﬁciency of energy transfer (E).
R ¼ R0ð1=E 1Þ1=6 (1)
R0 ¼ 9765ðJQ0k2h4Þ1=6 A˚: (2)
R0 is the distance at which energy transfer is 50% efﬁcient. Q0, the quantum
yield of the donor, was 0.14 (14). k2 describes the relative orientation of the
donor and acceptor ﬂuorophores, and h is the refractive index of the
environment (15). J is the overlap integral between the donor emission
spectrum, F(l), and the acceptor absorbance spectrum e(l).
J ¼
Z N
0
FðlÞeðlÞl4dl
Z N
0
FðlÞdlM1cm3: (3)
Fluorescence emission spectra for 50 nMDC6C bound to 200 nM nAChR in
HTPS (250 mM NaCl, 5 mM KCl, 3 mM CaCl2, 2 mM MgCl2, 20 mM
HEPES, pH 7.0) were measured at room temperature through tryptophan
energy transfer using excitation at 295 nm. Nonspeciﬁc ﬂuorescence due to
free DC6C and to intrinsic membrane ﬂuorescence was subtracted; control
samples were blocked at the agonist binding site with 1 mM carbamylcho-
line. Absorbance spectra for bound and free CrV to the nAChR were
determined previously (16) and used after conversion of absorbance to
extinction coefﬁcients from the CrV concentration. Energy transfer was
measured by donor quenching of bound DC6C emission in the presence of
increasing concentrations of CrV. FRET efﬁciency, E, at each CrV
concentration was calculated from the integrated DC6C emission spectra
in the presence (FCrV) and absence (F0) of CrV (E¼ (F0 FCrV)/F0). A plot
of energy transfer efﬁciency versus CrV concentration can determine the
FRET efﬁciency for stoichiometric occupation of the CrV sites (14,17) by
extrapolation. The uncertainty in the dipole orientation factor k2 was
examined using the ﬂuorescence anisotropies (r0) of the donor and acceptor
ﬂuorophores according to Dale et al. (18). Fluorescence anisotropy was
measured for CrV and DC6C when bound to excess nAChR on the SLM
8000 ﬂuorometer using ﬁlm polarizers.
k
2
max ¼ 2=3  ð11 ÆdxDæ1 ÆdxAæ1 3ÆdxDæÆdxAæ (4)
k
2
min ¼ 2=3  ½1 ðÆdxDæÆdxAæÞ=2; (5)
where
Ædxæ2 ¼ r0=0:4: (6)
CrV ﬂuorescence was determined with excitation at 550 and 590 nm.
DC6C ﬂuorescence was excited through direct ﬂuorophore stimulation at
340 nm.
Structural modeling
To construct a model of the ligand-binding domain of the Torpedo
californica nAChR, we aligned the N-terminal, extracellular a-, b-, d-,
g-subunit sequences (accession No. PO2710, PO2712, PO2714, and PO2718
(19,20,21)) simultaneously with the sequence of the acetylcholine binding
protein (AChBP, NCBI accession No. 1I9B) using parallel PRRN (22). The
sequence alignment was further adjusted to maintain a register of structurally
important residues as identiﬁed by sequence conservation, function, or
surface exposure (23). The initial homology model was built by threading
the aligned sequences individually into the structure of an AChBP subunit
using SwissModel as accessed through DeepView/Swiss-PdbViewer 3.7
(24). The subunits were then assembled into a pentamer based on the
coordinates of the AChBP subunits. Bad side-chain contacts at the interfaces
of the subunits were resolved using DeepView (24) or adjusted manually,
and energy minimized in Hyperchem (version 5.1, Hypercube, Gainesville,
FL) using the BIO1 implementation of the CHARMM parameter set (25).
The structure of the Torpedo nAChR transmembrane domain (accession
No. 1OED; (26)) was aligned coaxially with the extracellular homology
model and positioned such that the C-terminal residues of the extracellular
domain and the N-terminal residues of the transmembrane domain were
closely apposed. The seven disulﬁde bonds present in the structure were
deﬁned explicitly, and the entire structure of the nAChR model was energy
minimized in CHARMM developmental version 27b3 using 500 steps of
steepest descent followed by 500 steps of conjugate-gradient minimization.
DC6C was modeled into the agonist binding sites by positioning its
quaternary ammonium at the coordinates of the HEPES ethyl piperazine
ammonium in the crystal structure of AChBP (27). DC6C was then energy
minimized using Hyperchem with MM1 parameters using steepest descent
and conjugate gradient algorithms. CrV was initially positioned along the
central pore axis with the distance between the CrV central carbon and the
DC6C chromophore constrained by the FRET measurement to 50 A˚. CrV
was then energy minimized. The partial charge distribution on CrV in the
bound conformation was derived from semiempirical quantum mechanics
using the AM1 Hamiltonian (28) in Hyperchem and appended to the
University of Houston Brownian Dynamics (UHBD) parameter ﬁle. CrV
binding was also modeled using Autodock 3.05 (29). Models for the ligand
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and the energy-minimized structure of the nAChR were prepared using
Autodock Tools. A 96 3 96 3 126 point grid with 0.25-A˚ spacing was
prepared centered on the axis of the receptor. Then, 100 docking rounds
were performed with 50 randomly distributed initial structures of CrV in
each run. All runs were subjected to 15 million rounds of energy evaluation.
The lowest-energy bound structure from each run was saved, and the lowest-
energy structures were binned in clusters by RMSD less than 1.5 A˚.
Electrostatic computations and simulation
of DEFET
The pKa values of all nAChR titratable residues were predicted with the
UHBD program (30) using the methods of Bashford and Karplus (31). The
energy-minimized homology structure of the AChR was prepared for
UHBD by protonating the protein in a fully neutral state. All histidines were
assumed to be monoprotonated, and disulﬁde-bonded cysteines were
identiﬁed explicitly. pKa assignments were predicted for the nAChR in
20, 150, and 300 mM ionic strength and for the structure with bound CrV.
The predicted ionization states for titratable residues at various pH values
were used to compute the electrostatic potential of the system. The
electrostatic environment about the entire nAChR model was computed
using the nonlinearized form of the Poisson-Boltzmann equation. The
potential about the protein was solved on a 65 3 65 3 65 point grid. For
DEFET integration, high-resolution potential maps in the region of the ac-
ceptor were generated using the results of lower-resolution maps as bound-
ary conditions. The grid was aligned with the lumen of the nAChR, and axial
potential proﬁles were extracted directly from the Poisson-Boltzmann com-
putation results.
The bimolecular rate constants (kx2) of DEFET from Tb
31 chelates to CrV
were computed by numerically integrating Eq. 7 over all accessible space
(9). R0 is the Fo¨rster distance of ﬂuorescent energy transfer, t0 is the intrinsic
luminescent lifetime of the donor ﬂuorophore in the absence of acceptor, ret
is the distance between the donor and acceptor ﬂuorophores, and the
exponential term the dependence of the charged donor ﬂuorophore
concentration on the electrostatic ﬁeld w(r); kB is Boltzmann’s constant.
k2 ¼ 0:6023R
6
0
t0
ZZZ
r
6
et e
kBTwðrÞdVM1s1: (7)
Numerical integrations of kx2 values were solved on a 65 3 65 3 65 point
grid with 0.75-A˚ spacing by summing the contribution to kx2 at each voxel.
The integrated space was determined by including only the points accessible
to a rolling sphere with a radius corresponding to the chelate radius. Because
of the r6 distance dependence, the volume outside this grid does not
contribute substantially to the kx2 values. The energy transfer distance at each
voxel was based on the distance from the voxel either to the closest atom in
the structure of CrV (method 1) or to the central carbon of CrV (method 2).
The orientation factor k2 was solved explicitly for every point while
assuming isotropic emission from Tb31-chelates and circularly symmetric
absorption dipoles within the plane of bound CrV. The chelate radius should
be in the range of 4–6 A˚, but the exact choice strongly affects the kx2 values.
The results of the integration also depended on the choice of grid size and
spacing and the method used to deﬁne the energy transfer distance, but these
variables had less effect on the result than did the choice of chelate radius.
Approximate electrostatic potentials were then back-calculated from the
predicted rates of DEFET (10):
c ¼ kBT
e
ln
k
1
2
k
0
2
¼ kBT
e
ln
k
0
2
k

2
; (8)
where e is the unit electron charge, and kx2 is the measured bimolecular rate
of energy transfer for the positive, neutral, or negative chelates.
The relative ﬂux of ions through the nAChR was calculated with an
equation derived from the Poisson-Nernst-Plank equation (32).
Jion ¼
exp
qiFDfTM
RT
 
 1
R
exp
qiFðfChannelðzÞ1fTMðzÞÞ
RT
 
dz
: (9)
Here, the ﬂux of ions Jion is dependent on both the potential proﬁles of the
ion channel (fChannel) as predicted from the Poisson-Boltzmann proﬁles and
on the transmembrane potential (fTM). The transmembrane potential was
modeled as a linear gradient across the membrane-spanning region of the
protein, with 0 mV at the extracellular surface and100–100 mV in 20-mV
steps for the intracellular potential.
RESULTS
In the previous article (10) we utilized lanthanide-based
DEFET measurements to determine the local electrostatic
potential near a nAChR-bound noncompetitive antagonist,
CrV. To interpret the effects of this potential on nAChR
function and to directly compare computed and experimental
potentials in the vestibule of the nAChR, we determined
the binding locus of CrV by FRET measurements and by
Autodock simulations of CrV-binding to a nAChR structural
model.
Localization of the CrV binding site by FRET
and by Autodock simulation
A threaded homology model of the nAChR extracellular
domain was generated based on sequence alignment of the
Torpedo AChR subunits with the AChBP. One or two amino
acid insertions at several loops between b-sheet segments were
resolved using SwissModel without perturbing the overall
structure. A nAChR-nonconserved proline, aPro197, in the
binding site loop C was removed from the nAChR sequence
for threading to achieve proper indexing within the loop and
was then reinserted into the threaded structure and energy
minimized. This procedure retained the positions of critical
binding-site residues; conserved residues at the nAChR
agonist-binding sites in the homology model had an average
RMSD of 1 A˚ compared with the AChBP structure; the
average RMSD for all conserved residues was 2.6 A˚. The
nAChR b-, g-, and d-subunit sequences include 8–12 un-
aligned amino acids between AChBP residues 157 and 158.
Because these regions had no structural basis for modeling,
they returned from the algorithm as unstructured and were
subsequently energy minimized with the rest of the protein.
The assembled, pentameric, extracellular domain was then
apposed to the transmembrane domain, and the complete
structure energy minimized with occasional adjustment of
loops in both domains to achieve a good ﬁt. The resultant
structure has the last residue of the extracellular domain
within bonding distance to the amino-terminus of the trans-
membrane domain (Fig. 1 A). The model was also consistent
with the predictions of surface-exposed and buried residues
for all subunits compiled from lysine scanning mutagenesis
experiments (23).
Nicotinic Receptor Pore Electrostatics 1327
Biophysical Journal 91(4) 1325–1335
To initially constrain the possible CrV binding loci within
the pore, we determined the distance from DC6C bound to
the agonist sites to CrV by FRET. DC6C and CrV have
broad spectral overlap from 450 to 630 nm (Fig. 2 A). The
Fo¨rster distance for energy transfer, R0, was calculated from
these spectral properties using Eq. 2. Assuming an average
orientation factor of k2 ¼ 2/3 yields R0 ¼ 47 A˚ (Table 1). To
FIGURE 1 Homology model of the nAChR. (A) The pentamer comprises
a(blue), b(red), g(green), and d(orange) Torpedo californica subunits,
shown with vertical (left) or top down (right) orientations. (B) Stereo view of
CrV within the nAChR lumen as positioned according to FRET measure-
ments (green) and the three bound structures determined from Autodock
simulations. Charged M2 residues are indicated in red (acidic) and blue
(basic) on the ribbon-backbone trace. (C) Angled representation of the struc-
tures shown in B. (D) Top-down view of the same structures shown in B.
FIGURE 2 The distance from the agonist binding site to CrV measured by
FRET. (A) Spectral overlap of DC6C ﬂuorescent emission (solid line) and
CrV absorbance (dashed line; data from Lurtz and Pedersen (16)) when
bound to excess nAChR. (B) FRET measured by quenching of DC6C
emission in the presence of CrV. The emission spectra of 200 nM DC6C in
the presence of nAChR (100 nM) in the absence (solid line) or presence of
20–200 nM CrV (dashed line), and background ﬂuorescence in the absence
of DC6C (dotted line) are shown. (C) FRET efﬁciency plotted versus CrV
concentration with (s) and without (d) 25 mM phencyclidine. The dashed
lines are asymptotes drawn to the initial and ﬁnal changes in FRET as
described in the Materials and Methods. The arrow indicates the FRET
efﬁciency at stoichiometrically bound DC6C and CrV.
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constrain the uncertainty in R0 due to k
2, which can vary
between 0 and 4, upper and lower limits of k2 were estimated
from the ﬂuorescence anisotropy of bound DC6C and bound
CrV using the analysis of Dale et al. (18) (Eqs. 4–6). Re-
markably, CrV anisotropy was small at excitation wave-
lengths near 550 nm and increased at higher wavelengths
near 590 nm. The low anisotropy at 550 nmmay be due to in-
ternal conversion of the excited state to a lower energy level
with threefold degeneracy that arises from the threefold mo-
lecular symmetry. At the peak absorbance of CrV at 590 nm, the
lower and upper limits on k2 (Table 1) leads to a 10-A˚ uncer-
tainty in the R0 value; at 550 nm R0 has a 5-A˚ uncertainty.
Titration of the nAChR with CrV in 20-nM increments
quenched the ﬂuorescence emission from DC6C (Fig. 2, B
and C) due to FRET. CrV was predominantly bound at low
concentrations because the nAChR concentration was
higher than the 10 nM KD for CrV binding. At higher CrV
concentrations, nonspeciﬁc binding produces a linear in-
crease in background energy transfer that was also observed
when speciﬁc CrV binding was inhibited by phencyclidine
(Fig. 2 C, open circles). Energy transfer at stoichiometric
occupancy was extrapolated from the intersection of the
asymptotic lines to the initial rise and to the linear rise at high
CrV concentrations. The efﬁciency of E ¼ 33% 6 2.3%
corresponds to a distance of R ¼ 53 6 0.9 A˚ with an
uncertainty from k2 of 5–10 A˚ (Table 1).
DC6C was modeled into the agonist-binding sites of the
nAChR as described in Materials and Methods. The 53-A˚
distance from the DC6C ﬂuorophore to the central axis of the
nAChR then placed CrV within the channel lumen near the
extracellular mouth of the transmembrane region at the M2
a-helix outer ring of charged amino acids (Fig. 1). The
uncertainty in distance gave an uncertainty along the central
axis of the channel of 64 A˚. CrV was modeled into the
structure and then energy minimized using Hyperchem (Fig.
1, B–D, green). On energy minimization, CrV shifted down
the axis of the channel into a position 56 A˚ from the DC6C
chromophore.
Autodock simulation of CrV binding (see Materials and
Methods) yielded three distinct binding-mode populations,
each with an internal RMSD less than 1 A˚. All three were
within the outer ring of charged residues as shown in
Fig. 1, B–D. Model a (Fig. 1, blue) occurred in 55 of 100
simulations, model b (orange) in 16, and model c (red) in 29.
The three modes bind CrV at distances of 51.9, 56.0, and
58.0 A˚ from the ﬂuorophore of bound DC6C; these distances
are consistent with the FRET measurements. The Autodock
binding sites were eccentric and localized primarily at clefts
between subunits, speciﬁcally at the db, ba, and ag inter-
faces. Each binding mode had interactions with several
negatively charged amino acids and was oriented to max-
imize electrostatic contacts.
Computation of AChR surface potentials
To account for partial ionization and shifted pKa values on
surface potentials, the ionization states of all titratable resi-
dues in the structure of the nAChR model were determined
using UHBD, both with and without CrV bound (see
Materials and Methods). The apparent pKa values of the
outer ring of charges are shown in Table 2 for low and high
ionic strength conditions, without CrV bound. The environ-
ment in the pore signiﬁcantly increased the pKa values of the
acidic residues, especially in low ionic strength, though less
so for residues that appear to form salt bridges: residues
dArg277 with aGlu262 and gLys272 with the second
aGlu262. The sum of the partial charges in the outer ring is
plotted versus pH at 20 mM and 300 mM ionic strength in
Fig. 3. The net charge increases toward acidic pH, but less so
in low ionic strength. Near physiological pH, the net charge
immediately surrounding the CrV binding site is3 in either
ionic strength and essentially reﬂects the sum of charged
residues.
TABLE 1 Spectral parameters of FRET between DC6C and CrV
J* 4.93 3 1013 (M1cm3)
Q0 (DC6C) 0.14
h 1.4
E 32.6% 6 2.3%y
r0 (DC6C) 0.28
lex for CrV 550 nm 590 nm
r0 (CrV) 0.001 0.2
k2min 0.37 0.19
k2max 1.34 2.63
R0 min (A˚) 42 38
R0 avg (A˚) 47 48
R0 max (A˚) 52 58
R min (A˚) 47.4 6 0.8 42.9 6 0.8
R avg (A˚) 53.0 6 0.9 54.2 6 1.0
R max (A˚) 58.7 6 1.0 65.5 6 1.1
*The values for J, E, r0, and k
2 were determined as described in Materials
and Methods. R0 was calculated from Eqs. 2 and 1.
yMean 6 SE, n ¼ 5.
TABLE 2 Ionization states of nAChR pore residues
Apparent pKa* for ionic strength
Residue 20 mM 300 mM Intrinsic pKa
y
a1Glu-262§ ,2 4.66 4.25
a2Glu-262§ 5.55 4.73 4.25
bAsp-268 6.22 5.50 3.65
bLys-269 .14 .14 10.53
bGlu-272 6.11 5.34 4.25
gLys-272§ .14 .14 10.53
gGlu-275 6.05 4.73 4.25
dArg-277§ .14 .14 12.48
dGlu-280 5.72 5.08 4.25
*Apparent pKa values were computed using UHBD as described in
Materials and Methods and are shown for two ionic strength conditions.
yThe pKa values of solitary amino acids in solution (47).
§Amino acid involved in salt-bridge contact.
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To determine whether the computed pH dependence of the
local charge environment was reﬂected in experimental deter-
minations of pore properties, we examined the relationship
of [3H]phencyclidine binding energy to local charge. We
used the pH dependence of binding from pH 4 to 9.5, shown
in the accompanying article (10) and found a linear
relationship between binding energies and the computed
charge on outer ring at each pH (Fig. 3, inset). Comparison
of the binding energy at 3 pore charge with the binding
energy extrapolated to neutrality suggests that ionic interac-
tions contribute as much as7.7 kcal/mol of binding energy.
Fig. 4 A shows the computed potential juxtaposed with the
structure of the nAChR. The electrostatic potential along the
axis of the ion conductive channel was extracted from these
results at various ionic strengths (Fig. 4 B, red lines). The
vestibule and pore of nAChR have three peaks of electro-
negative potential that correspond to the extracellular mouth
of the vestibule, the midpoint of the extracellular vestibule,
and the extracellular ring of charge. The middle peak
corresponded to a random coil section of the protein structure
between the ﬁfth and sixth b-strands. Lower ionic strength
enhanced the potential by reduced electrostatic screening.
Within the transmembrane region, the potential was positive
crossing the membrane and became somewhat electroneg-
ative again at the intracellular mouth of the transmembrane
region. However, potentials in this region do not include
possible inﬂuence by the intracellular domains of the
nAChR. For comparison, we plotted the potential derived
from the transmembrane domain alone (blue line), which
shows that the peak potential is enhanced somewhat by the
presence of the vestibule. The presence of CrV shows that its
inﬂuence on the potential (at 300 mM ionic strength, green
line) is small and localized to the immediate area at the outer
ring of charges.
To determine the effects of local potentials on ionic
currents through the channel, we calculated the relative ﬂux
of sodium and chloride ions for a range of transmembrane
potentials using an equation derived from the Poisson-
Nernst-Plank equation (32). This calculation considers only
the inﬂuence of electrostatic forces from the axial potentials;
the effects of ion concentration, close interactions with the
protein surface, and binding events are not addressed. For the
homology model, the inward ﬂux of Na1 ions displays some
inward rectiﬁcation (Fig. 5, solid circles). To understand
the nonlinearity in the current-voltage relationship, we also
analyzed the transmembrane domain alone (without the
vestibular region, solid squares). The transmembrane do-
main displays a nearly linear relationship, suggesting that
vestibular charges impart rectiﬁcation. We also examined
anion ﬂux for both structures (Fig. 5, open symbols). At
FIGURE 3 Simulated titration curves for charged amino acids at the CrV
binding site. Titration curves were computed for 20 mM ionic strength (solid
line) and 300 mM ionic strength (dashed line) as described in the text. (Inset)
The effect of pH on [3H]phencyclidine afﬁnity in low ionic strength.
Phencyclidine binding constants from Fig. 7 B of Meltzer et al. (10) at
various pH values were converted to free energies in kcal/mol using the
equation DG0 ¼ RT lnKD. These binding energies are plotted against the
computed charge at the pH for each datum. The ﬁt line gives an intercept of
3.11 kcal/mol at zero charge and a slope of 2.56 kcal/mol/charge.
FIGURE 4 Vestibular and pore potentials of the nAChR. (A) Electrostatic
potentials computed in 150 mM ionic strength are rendered with red as
negative potential and blue as positive potential. The g-subunit is removed,
and a-subunits are rendered as ribbon structure to visualize the surface of the
pore lumen. (B) Electrostatic potentials along the ion conductive pore axis
were extracted from Poisson-Boltzmann computations solved on a grid with
3-A˚ spacing. Potential traces are plotted for nAChR (1, 20 mM; 2, 150 mM;
3, 300 mM ionic strength, red), the nAChR transmembrane domain (blue),
and the nAChR with bound CrV in 300 mM ionic strength (green).
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negative potentials, chloride ﬂux is about 10-fold lower than
sodium ﬂux. For the transmembrane domain alone, chloride
ﬂux is comparable to sodium ﬂux at negative potentials,
whereas it is smaller at positive potentials and displays some
rectiﬁcation.
Simulation of DEFET-determined rate constants
and potentials
To test the consistency of the computed versus experimental
local surface electrostatic potentials, we compared actual
DEFET values (10) with computed DEFET rates of the Tb31
chelates (kx2). The rates were calculated from the structural
models of the CrV-bound nAChR and the corresponding
UHBD-computed potentials by numerical integration of Eq.
7. Because kx2 values depend on the donor-acceptor distances
(r) as r6, the largest contributions to kx2 arise from the
closest approach of the donor–acceptor pair and renders
computation of kx2 sensitive to the details of the acceptor
environment. Therefore, we examined the response of the
computation to several parameters, including the size and
spacing of the grid that described the chelate-accessible
space, the presumed radius of the Tb31 chelate, the position
of the dipole within the CrV structure, and the various
models of CrV binding within the pore. Computed k02 values
were relatively constant when grid spacing was varied in the
range of 0.4–1 A˚; below this range, k02 dropped because
insufﬁcient volume was sampled (data not shown).
To obtain the radius of the Tb31 chelates for the com-
putation, we examined the structure of a closely related che-
late, Er-EDTA-trihydrate (33). Tb31 has an ionic radius
nearly identical to Er31, and Tb-EDTA (Tb) is likewise
triply hydrated (34). Erbium is located eccentrically within
the roughly spherical chelate with distances from the Er-
atom center to the periphery between 4 and 6 A˚. We expect
that rapid rotation of freely diffusing chelates during the
;1 ms lifetimes should yield an averaged, effective radius
biased by the r6 dependence of energy transfer. The FRET
distance, r, the distance between the emission and absorption
dipoles, also depends on the position of the CrV absorption
dipoles. Because the CrV dipoles are not known precisely
(35) and have threefold degeneracy, we calculated this
distance in two ways: from the Tb31 center to the nearest
CrV atom center (method 1) or to the center atom of CrV
(method 2).
Because the presumed chelate radius determines the FRET
distance and affects the integrated volume, k02 values to free
and bound CrV were computed using various chelate radii
(Fig. 6 A). The FRET distances were computed using both
dipole methods for the neutral chelate, Tb0, to avoid electro-
static effects. For free CrV, k02 values for the two distance
methods bracket the observed value at all radii, whereas for
bound CrV, both methods underestimated the observed value,
except at the smaller radii with method 1. The k02 values were
strongly dependent on chelate radius, varying ;10-fold for
free CrV and as much as 100-fold for bound CrV. On this
basis, a single, effective radius that described k02 values could
not be chosen. However, when we examined the inﬂuence of
electrostatic potentials on DEFET by computing potentials
from the ratios of kx2 values for variously charged chelates
using Eq. 8 (Fig. 6 B), there was more consistency. For such
potentials, there was virtually no difference between methods
1 and 2, and the dependence on chelate radius was smaller.
Furthermore, there is good agreement for the potential near free
CrV at the smaller radii. The better agreement for potentials,
as compared with raw kx2 values, is expected from examina-
tion of Eq. 7. The spectral properties of the chelates are similar,
and their lifetimes were determined with high precision;
therefore, it can be shown that the ratio of kx2 for two chelates
will depend exclusively on the sampled volume and the
corresponding electrostatic potential (36). Thus, the approxi-
mation to the local potential from the Boltzmann distribution
(Eq. 8) represents a better point of comparison than raw kx2
values.
The position of CrV within the pore of the receptor also
inﬂuenced the predicted kx2 values. Fig. 6 C illustrates the
differences between the experimentally determined kx2 values
and the values obtained for the three Autodock structures and
the structure with CrV positioned according to the FRET
distance measurement, as computed with a 5-A˚ chelate
radius and distance method 1. The Autodocked structures
have smaller kx2 values that reﬂect a smaller exposed ligand
surface area than the FRET-positioned molecule. Nonethe-
less, when the local potentials are computed, they are all
similar (Fig. 6 D). In each case, the predicted local potential
FIGURE 5 Inward rectiﬁcation is caused by the nAChR vestibular
potential. The relative ion ﬂux for Na1 (d, n) and Cl (s, h) is plotted
versus the membrane potential. Flux is compared for the homology model of
the nAChR (s,d) and for the transmembrane domain alone (h, n). Relative
ﬂux was calculated using Eq. 9 as described in Methods.
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is nearly twofold stronger than that measured experimen-
tally. In contrast, for free CrV, the computed kx2 values
overestimate the experimental values (method 1, Fig. 6 A)
and underestimate the experimental potential (Fig. 6 B).
DISCUSSION
The nAChR has a large extracellular anionic vestibule and an
annular ring of charges near the pore entrance, the outer ring
(1), whose electrostatic surface potentials have been pro-
posed to inﬂuence conduction and ionic selectivity. In the
accompanying article (10), DEFET measurements of poten-
tial near the outer ring showed only modest potentials on
the order of 10 mV at physiological ionic strength. In this
article, we computed surface potentials and from them
calculated expected DEFET rates to Tb31 chelates for direct
comparison with DEFET experiments. The computed pore
potentials show that the large anionic vestibule contributes a
small component to the potentials at the pore entrance.
Potentials from calculated DEFET rate ratios using the
Boltzmann approximation consistently overestimated the
experimentally determined potentials, suggesting a system-
atic error in either the experiment or computation.
The outer ring charges
The outer ring of charges in the M2 transmembrane helix
of the AChR affects conduction to a smaller extent than those in
the intermediate ring and in the inner ring of charges, as orig-
inally demonstrated by Imoto et al. (1) using site-directed
mutagenesis and measurements of single-channel conduc-
tance. Assuming that the observed conductance changes
reﬂect changes in local surface potential, their conductance
change from;80 pS to;60 pS on a charge change from3
to zero corresponds to a potential of about 7 mV, a value
consistent with our DEFETmeasurements (10). Kienker et al.
(37) further investigated the role of outer ring charges by
site-directedmutagenesisandmeasuringconductancechanges
in varying ionic strengths. The changes in conductance were
independent of ionic strength, an observation that is incon-
sistent with purely electrostatic effects on conductance. To
model their results, they suggested that these residues in-
clude a component of ion binding. The substituted cysteine
accessibility approach measured a potential gradient in the
pore that decreased in magnitude near the extracellular side
of M2, consistent with a weak potential at the outer ring (7).
Ligand-binding measurements in varying ionic strength
also provided indirect measures of surface potential in this
region. Herz et al. (38) found that ions inhibit ethidium
binding, and Song and Pedersen (12) found such ionic
strength effects to be consistent with electrostatic screening;
in neither case were the data interpreted directly in terms of
electrostatic surface potentials. Ionic strength dependence of
[3H]phencyclidine binding analyzed by a modiﬁed Debye-
Hu¨ckel equation indicated the presence of 3.3 charges,
which is in remarkably good agreement with the computed
net 3 charge of the outer ring (10). In contrast, pH titration
caused large changes in [3H]phencyclidine afﬁnity, suggest-
ing a strong dependence on charge interactions. If we assume
that pH effects were mediated by long-range electrostatic
FIGURE 6 Computational simulation of DEFET from Tb31 chelates to
CrV. (A) Energy transfer rate constants (k02) were computed for Tb
0 DEFET to
CrV free in solution (s,h) or bound to the nAChR (4, ) with varying radii
for the chelate. CrV binding was modeled according to Autodock model 1.
Energy transfer was computed using the distance from Tb0 to nearest CrV
atom (method 1, s, 4) or to its central atom (method 2, h, ). The experi-
mentally determined k02 values for free (solid line) and bound CrV (dashed
line) are shown for comparison (10). (B) Local potentials as a function of
chelate radius. Energy transfer rates for Tb0, Tb, and Tb1 were computed to
free (s, h) and bound CrV (4, ,) and included the effects of the UHBD-
derived local surface electrostatic potential, assuming an ionic strength of 300
mM. The local potentials near CrV were computed using the Boltzmann
distribution from the ratios of kx2 using Eq. 8, at various chelate radii. For
comparison, the experimentally determined values are shown for free (solid
line) and nAChR-bound CrV (dashed line). Computations were carried out
with both the distances to CrV atom by method 1 (s, 4) and method 2 (h,
,). (C) Comparison of energy transfer rates for the free and various bound
CrV structures. Models 1–3 are the Autodocked structures; Manual refers to
the bound CrV model derived from FRET distance-based positioning. All
computations were solved at 300 mM ionic strength at pH 7.0 with a 5-A˚
chelate radius. (D) Local potentials were computed using Eq. 8 for free and
bound CrV at two ionic strengths: 20 mM (Low) and 300 mM (High).
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interactions, then the titration data correspond to a negative
potential of about 300 mV (from DV ¼ DG0/zF; DG0 is
taken from the slope of Fig. 3, inset). The stark discrepancy
with other estimates suggests that the interactions that drive
noncompetitive antagonist binding may include close inter-
actions and dehydration, which may be affected by pH but
not by ionic strength.
Except for the pH titration data, these experimental
determinations of potential at the outer ring of charges are
reasonably consistent with the 10 mV value determined by
DEFET (10), which is too small to be the primary deter-
minant of selectivity and conductance. Notably, the DEFET
measurement is of the net potential at the CrV site and
includes contributions from the vestibule as well as localized
contributions from the outer ring charges. We conclude that
the contribution of vestibular charge to electrostatic attrac-
tion at the pore entrance is small.
Computed surface potentials
Theoretical work has predicted that a modest number of
charges near a pore restriction may profoundly affect ionic
conduction and selectivity (4,39) and that overall charge
density in the vestibule can inﬂuence the magnitude of the
potential at the pore restriction and thereby contribute to
conduction and selectivity (3). One caveat is that locally high
charge densities may undergo a signiﬁcant degree of self-
neutralization. Self-consistent computation of pK values
using the Bashford and Karplus approach (31) in the UHBD
program in the vicinity of the outer ring shows that in the
physiological pH range there is little self-neutralization (Fig.
3). The stability of net charge in the physiological range may
come from the close apposition of several cationic lysines
and arginines near the anionic residues.
The computed surface potentials revealed sizable negative
potentials near the mouth of the pore at the apex of the M2-a-
helices and near the middle of the extracellular vestibule
(Fig. 4) sufﬁcient to exert an inﬂuence on conduction and
selectivity. Comparison of the calculated conductivity of
Na1 versus Cl (Fig. 5) shows that these potentials could
account for as much as a 10-fold selectivity, with the primary
contribution from the charges in the vestibule; the outer ring
charges, per se, provide little selectivity. The nAChR
selectivity of Na1 over Cl is more than 100-fold (40);
therefore, the most likely region of the nAChR to primarily
determine cation selectivity appears to be the intracellular
mouth of the transmembrane region (1,41) rather than the
vestibule. The conductivity calculations also indicate recti-
ﬁcation, arising from the vestibular charges, that is stronger
than observed in symmetrical salt for the mouse muscle
nAChR (37,42). The model used for these computations
lacked the intracellular domain structure and its associated
charge. Extending the lumen of the channel by 30 A˚ and
modeling an additional intracellular region of negative
charge reduced the inward rectiﬁcation (data not shown).
This observation suggests that the electronegative charge
observed in the extracellular vestibule may be functionally
balanced by a similar charge distribution in the intracellular
domain.
Comparison of computed and experimentally
determined potentials
One concern for the DEFET experiments was that the added
charge of CrV and its binding interactions with nearby acidic
residues would obscure features of the potential that might be
present in its absence. However, as seen in Fig. 4, the
computed potential was lessened only slightly by CrV at the
outer ring of charges. Direct comparison of experimental to
computed DEFET rate constants (kx2) proved difﬁcult
because of the sensitivity of the computed kx2 values to the
assumed chelate size and the uncertainty of the dipole loca-
tion within the acceptor. Estimates of the potential using the
Boltzmann distribution, however, yielded values that were
insensitive to the choice of acceptor dipole, and the effects of
chelate size were ameliorated. This estimate of the potential
is more robust because it relies on the ratio of kx2 values, and
most factors that inﬂuence energy transfer cancel within the
ratio [for a detailed derivation see Meltzer (36)]. These
values, which vary from 40 to 20 mV depending on
chelate size, are smaller than the70 mV axial potential near
the vestibule. Thus, according to the computation, the po-
tential estimated with the Boltzmann distribution from the
DEFET approach may underestimate the underlying poten-
tial by a factor of two to three. This is not surprising because
the DEFET measurements are integrated over a volume of
space that varies in potential.
The potentials derived from computed DEFET rates,
nevertheless, overestimate the potentials based on experi-
mental DEFET results by two- to fourfold. The source of this
discrepancy may arise from either experimental or computa-
tional error. Experimentally, an underestimate of the potential
could result from underestimated DEFET constants for the
positive chelate and overestimated constants of the negative
chelate. Such a situation could arise from the presence of
unboundCrV in the samples; however, wemeasured free CrV
to be ,1% of the CrV added, and correction for this amount
did not change the results substantially. Although the rate of
energy transfer from the negative chelate was near the lower
limit of detection, higher DEFET rates to the positive chelate
potential should have been readily observed. Therefore,we do
not believe that simple error in the DEFET measurements
accounts for the difference in estimates.
Systematic errors in the computed potentials could arise
from an incorrect protein structure, a mistaken CrV binding
locus, the UHBD-derived estimates of potential, or the nu-
merical integration of DEFET rates. The homology structure
used in the computations also does not include bound Ca21
ions, glycosyl groups, or tightly bound lipid. Each of these
might inﬂuence the electrostatic potential computed near the
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site of bound CrV. The nAChR transmembrane domain
model is likely representative of the nAChR resting confor-
mation rather than the desensitized state, which was
stabilized during the experiment. A distinct arrangement of
ionic residues in the desensitized state could conceivably
yield a distinct, smaller potential in the vicinity of the CrV
binding site. We tested four orientations of CrV from
Autodock- or FRET-based placement that all yielded similar
potentials (Fig. 6). Each model was consistent with the
FRET-based distance measurement and with the labeling site
of meproadifen mustard (43); other noncompetitive antag-
onists such as chlorpromazine (44) and TID (45), however,
appear to reside more deeply in the pore. One gauge of
whether the binding model is realistic is to examine the
relative accessibility of CrV by the ratio of the DEFET rates
for receptor-bound and free CrV from the neutral chelate, k02,
(Fig. 6 A). This value is smaller for the computed values and
suggests that the binding model represents a more restricted
space than observed experimentally.
Direct comparison of computed and experimental DEFET
rates assumes that all energy transfer occurs by dipolar mech-
anisms. Dipolar energy transfer calculations may under-
estimate the true rate of donor quenching if additional
mechanisms, such as collisional quenching or electron ex-
change (46), occur. In the case of collisional quenching, there
could be some effect on the estimated potential as well,
although it should still reﬂect local changes in donor con-
centration due to electrostatic interactions, but the spatial inte-
gration will be conﬁned to the region of contact with CrV.
Poisson-Boltzmann computation of electrostatic potentials
may misrepresent potentials in regions where the dimensions
of the solvent space approach the Debye length for ionic
screening, such as occurs in the ion channel vestibules be-
cause ions will not occupy this space at all times. As
articulated by Moy et al. (11), Poisson-Boltzmann calcu-
lations in such regions may account for too much ionic
screening and, therefore, underestimate the local potential at
physiological ionic strengths. It was argued that Brownian
dynamics simulations may provide better estimates. In con-
trast, we computed Poisson-Boltzmann potentials that over-
estimated the experimental potentials. In addition, we
observed substantial effects of ionic strength on the potential
in both experiments and computations (Fig. 6 C). It is
possible, therefore, that the Poisson-Boltzmann approxima-
tions are valid when time-averaged, though perhaps not at
any one instant where the ionic composition may deviate
from the average.
SUMMARY AND CONCLUSIONS
Few approaches to experimentally determining electrostatic
surface potentials are completely satisfactory because com-
pounds that vary in charge often also vary in hydration,
hydrophobicity, solubility, or reactivity. The Tb31 chelate
approach for determining potentials directly compares
charged chelates that are similar in structure and chemical
properties and thus overcomes most of these problems. A
second advantage of this approach is that the DEFET mea-
surements have a sound theoretical basis that permits direct
comparison of computed andmeasured potentials. Such com-
parisons provide a critical evaluation of each approach that is
needed for future determinations of the effects of electro-
statics on protein function. In this case, we have experimental
results that are smaller than computed potentials by a factor
of two to four. This degree of agreement provides conﬁdence
that the data provide realistic estimates of pore potentials.
Nonetheless, it will be of interest to examine the basis for the
discrepancies more closely.
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