Abstract. Let C ≥ 1. Inspired by the LLL-algorithm, we define strongly C-reduced divisors of a number field F which are generalized from the concept of reduced Arakelov divisors. Moreover, we prove that strongly C-reduced Arakelov divisors still retain outstanding properties of the reduced ones: they form a finite, regularly distributed set in the Arakelov class group and the oriented Arakelov class group of F .
Introduction
Let F be a number field of degree n. The Arakelov class group Pic 0 F of F is an analogue of the Picard group of an algebraic curve. Computing this group is of interest since one can read off the class number and the unit group of F from it (see [2, 4, 6, 9] ). A good tool to compute Pic 0 F is the reduced Arakelov divisors the theory of which is also called infrastructure of F (see [3, 8, 11] ). The set of these reduced Arakelov divisors has a grouplike structure that enables to obtain a reduced divisor by performing reduction on the sum of two reduced divisors. This phenomenon was first discovered through computing regulators of real quadratic fields (see [8] ).
Reduced Arakelov divisors form a finite and regularly distributed set in Pic 0 F (see Section 7 in [7] and Chapter 1 in [9] ). Therefore, for any class of divisors D of Pic 0 F , we can always find a reduced divisor D that is close to D and use it to compute at D. There is an effective method to find such a reduced divisor D [7, Algorithm 10.3] . However, this algorithm requires finding a shortest vector of the lattice associated to D which is a very time-consuming process. On the other hand, computing a reasonable short vector, such as using the LLL-algorithm, is much faster and easier than finding a shortest vector. This leads to modifications and generalizations of the concept of reduced divisors to C-reduced divisors.
The first the generalization is proposed by Schoof (see [9, Chapter 2] and [10] ) which is called C-reduced Arakelov divisor. However, for general number fields, it is unknown how to efficiently test whether a given divisor is C-reduced. This paper focuses on the second generalization -strongly C-reduced Arakelov divisors. It is inspired by the properties of LLL-reduced bases of the lattices associated to Arakelov divisors.
With this definition, testing whether a given divisor is strongly C-reduced can be done in time polynomial in log(|∆ F |), where ∆ F is the discriminant of F (see Section 3.3 in [9] for more details). Especially, the LLL-algorithm yields strongly C-reduced Arakelov divisors with C = √ n 2 (n−1)/2 (see Example 3.2). Strongly C-reduced divisors are C-reduced (see [10] ). In addition, a reduced divisor in the usual sense is strongly C-reduced with C = √ n and a strongly C-reduced divisor is reduced in the usual sense with C = 1. Furthermore, strongly C-reduced divisors still admit the same remarkable properties as reduced divisors in the sense that they form a finite and regularly distributed set in Pic 0 F . These are the most important results of this paper presented in Theorem 4.5, 4.6 and 4.8.
In Section 2, we briefly recall some definitions and basic properties of Arakelov divisors. Section 3 introduces strongly C-reduced divisors and their properties are provided in Section 4.
Preliminaries
This section is devoted to introducing Arakelov divisors and reduced Arakelov divisors of a number field F . The Arakelov class group and the oriented Arakelov class group as well the metrics on these groups are briefly recalled. All details can be found in [7] and [9] .
Let F be a number field of degree n and r 1 , r 2 the number of real and complex infinite primes (or infinite places) of F .
Arakelov divisors and reduced Arakelov divisors.
Let F R := F ⊗ Q R σ real R × σ complex C with σ running over the infinite primes of F . Then F R is anétale R-algebra with a canonical Euclidean structure given by the scalar product u, v := Tr(uv) for any u = (u σ ), v = (v σ ) ∈ F R . Here and in the rest of the paper we often call fractional ideals simply 'ideals'. To emphasize that an ideal is integral, we call it an integral ideal.
Definition 2.1. An Arakelov divisor is a formal finite sum D = p n p p + σ x σ σ where p runs over the nonzero prime ideals of O F and σ runs over the infinite primes of F , here the coefficients n p are in Z but the x σ can be any number in R.
The set of all Arakelov divisors of F is an additive group denoted by Div F . The degree of an infinite prime σ is equal to 1 or 2 depending on whether σ is real or complex. The
Let I be a fractional ideal of F . Then each element g of I is mapped to the vector (σ(g)) σ in F R by the infinite primes σ. For any vector u = (u σ ) σ in F R and any g ∈ I, the vector ug = (u σ σ(g)) is in F R , so then
To every Arakelov divisor D as in Definition 2.1, there corresponds a Hermitian line bundle (I, u) where I = p p −np a fractional ideal of F and u = (e −xσ ) σ a vector in Additionally, we associate to D the lattice L = uI = {uf : f ∈ I} ⊂ F R with the inherited metric from F R (see more about ideal lattices in [1] and |f | = (|σ(f )|) σ . The product formula implies that deg((f )) = 0 for all f ∈ F * .
Definition 2.3. Let I be a fractional ideal of F . We define d(I) to be the divisor (I, u) with u = (u σ ) σ and u σ = N (I) −1/n for all σ. 
Denote by (⊕
Then by Dirichlet's unit theorem, T 0 is a compact real torus of dimension r 1 + r 2 − 1 [8, Section 4.9]. Each (x σ ) ∈ T 0 is mapped to the class of divisors (O F , (e −xσ )) in Pic 0 F . In this way, T 0 becomes a subgroup of Pic 0 F . Denoting by Cl F the class group of F , the structure of Pic 0 F can be seen by the proposition below. Proposition 2.6. Mapping a divisor class (I, u) to the class of ideal I induces the following exact sequence.
For u ∈ σ R >0 , we let log u denote the element log u := (log(u σ )) σ ∈ σ R ⊂ F R . By using the scalar product from F R , this vector has length log u 
The following proposition says that the groups T 0 is the connected components of identity of Pic 0 F . It provides an analogue to Proposition 2.6. Proposition 2.9. The natural sequence below is exact.
By Dirichlet's unit theorem, T 0 is a compact torus of dimension n − 1 [8, Section 4.9]. For u ∈ F * R , let y denote the element y = log u := (log(u σ )) σ ∈ σ F σ = F R . Here we use the principal branch of the complex logarithm. Then we define
Let two divisor classes D and D that lie on the same connected component of Pic 0 F . By Proposition 2.9, there is some unique u ∈ T 0 such that D − D = (O F , u). We define the distance between two classes of D and D as u P ic . The function P ic gives rise to a distance function that induces the natural topology of Pic 
Strongly C-reduced Arakelov divisors
The purpose of this section is to introduce strongly C-reduced Arakelov divisors of a number field F and to demonstrate some examples. See Chapter 3 in [9] for more details.
Definition 3.1. Let I be a fractional ideal. Then 1 is called primitive in I if 1 ∈ I and it is not divisible by any integer d ≥ 2.
Definition 3.2. Let C ≥ 1. A fractional ideal I is called strongly C-reduced if the following hold:
• 1 ∈ I is primitive and • For all g ∈ I\{0}, we have 1 ≤ C g . The second condition can be restated as follows: the shortest vector of the lattice I has length at least
. In other words, let S be the sphere centered at the origin and radius
. Then the interior of S does not contain any nonzero points of the lattice I. Observe that if I is strongly C-reduced then I is strongly C -reduced for any C ≥ C.
. Then n = 2 and the ring of integers of
. Then 1 is primitive in I. The vector α is a shortest vector of the lattice I with length α = 1. If C = 1, then the interior of the circle centered at the origin and radius √ n/C = √ 2 contains α, hence I is not strongly Creduced. In case C = 2, the interior of the circle centered at the origin and radius
does not contain any nonzero points of the lattice I, so I is strongly Creduced. (See Figure 1 and Figure 2 ). 
Properties of strongly C-reduced Arakelov divisors
In this section, let F be a number field of degree n admitting r 1 real infinite primes and r 2 complex infinite primes. Denote by ∂ F = 2 π r 2 |∆|. We first claim that the set Sred Proof. Since D = (I, u) is an Arakelov divisors of degree 0, by Lemma 4.1, there is a nonzero element g in I such that
We claim that there is a minimal element f of I satisfying this condition. Indeed, if g is minimal then we are done. If g is not minimal then the box S g = {f ∈ I : |σ(f )| < |σ(g)| for all σ} contains some nonzero element f 1 of I. Hence u σ |σ(f 1 )| ≤ ∂ 1/n F for all σ. In other words, we can replace g by f 1 in (4.1). If f 1 is minimal then we are done. If not then there is some nonzero element f 2 in S g satisfying (4.1) and so on. Since the box S g is bounded, it only contains finitely many elements of the lattice I. Therefore, after finite steps, we can find a minimal element f of I satisfying u σ |σ(f )| ≤ ∂ 1/n F for all σ. This proves the claim.
The following proposition says that the set of all strongly C-reduced Arakelov divisors of a number field is finite. It is similar to Proposition 7.2 in [7] . Proposition 4.3. Let I be a fractional ideal. If d(I) is a strongly C-reduced Arakelov divisor, then the inverse I −1 of I is an integral ideal and its norm is at most C n ∂ F . In particular, the set Sred C F of all strongly C-reduced Arakelov divisors is finite. Proof.
Since 1 ∈ I, it follows that I −1 ⊂ O F . By Lemma 4.1, there is a nonzero element f ∈ I such that
. Consequently, the following is derived.
Since the number integral ideals of bounded norm is finite, so is the set of all C-reduced Arakelov divisors Sred C F . We first recall the lemma below [7, Lemma 7.5] .
Lemma 4.4. Let x i ∈ R for i = 1, 2, ..., n. Suppose that n i=1 x i = 0 and that x ∈ R has the property that x i ≤ x for all i = 1, 2, ..., n then
Since this lemma can be proved easily by induction on n, we skip the proof here. The case C > √ n is presented by the following theorem. Its result and proof are the same as Theorem 7.4 in [7] . The reason is that if a fractional ideal is reduced in the usual sense, then it is strongly C-reduced with C ≥ √ n. Proof. See the proof of Theorem 7.4 in [7] . 
Proof. By Lemma 4.2, there is a minimal element f in I such that
is an integral ideal with 1 ≤ N (J −1 1 ) ≤ ∂ F . See Section 7 in [7] . It is divided into two cases as below.
Case 1: 1 ≤ C f 1 where f 1 is the shortest vector of J 1 . Then D 1 is strongly C-reduced. Note that 1 is minimal and hence primitive in
The divisor D is on the same connected component of Pic
The second inequality holds because N (J 1 ) ≤ 1. By choosing f , each log v 1σ is bounded by log ∂ 1/n F for all σ. In addition, since σ log v 1σ = 0, Lemma 4.4 indicates that
and so
Case 2: 1 > C f 1 . Assume that k ≥ 1 is the largest integer for which the shortest vector f j of the lattice J j has the property that 1 > C f j for all 1 ≤ j ≤ k where
.
k+1 is an integral ideal, we obtain that N (J −1 k+1 ) ≥ 1. This and the previous inequality imply that C nk < ∂ F . Thus, k < log ∂ F n log C . Because of the property of k, the divisor
for all j = 1, ..., k. Then using an argument similar to the first case, we obtain that
The second inequality comes from the fact that k < log ∂ F n log C
. Thus, the proposition is proved.
Remark 4.7. Note that Theorem 4.5 and 4.6 agree on the case C = √ n. In case C = 1, using the same notations and a similar argument as in the proof of Theorem 4.6 leads to the following result.
Currently, determining whether the distance from D to D is bounded above by a polynomial in log ∂ F is still an open problem.
The second theorem is a new version of Theorem 7.7 in [7] for strongly C-reduced divisors. It says that the set of strongly C-reduced divisors is quite sparse in Pic 
0 and | log v σ | < 
= v σ and | log v σ | < δ for all σ. In consequence, we have the following.
The assumption λ ≤ 1 leads to |σ(f ) − λ| < (e δ − 1)λ ≤ e δ − 1 for every σ. Thus f − λ · 1 < √ n(e δ − 1). Suppose that 1 and f are R-linearly independent then L = Z · 1 + Z · f ⊂ F R is a lattice of rank 2. And let d(f, R · 1) denote the distance from f to R · 1, the 1-dimensional subspace of F R spanned by 1. Since
On the other hand, L contains a nonzero element g such that
[5, Section 9] . As a result, we obtain that
Both 1 and f are in I, so then g. By assumption,
n(e δ − 1) = n C 2 . This contradiction follows from the assumption that 1 and f are R-linearly independent. Therefore, 1 and f are R-linearly dependent. Then there is some r ∈ R for which σ(f ) = r · 1 = r for all σ. This implies that f ∈ Q. Since 1 is primitive in I and f ∈ I, we must have f ∈ Z. Accordingly, |f | = |N (f )| In particular, if v P ic < δ, then min ε∈O * F,+ log(vε) < δ. Consequently, there is some element ε ∈ O * F for which σ(ε) > 0 for all real σ and | log(v σ σ(ε))| < δ for all σ. Replacing f by εf ∈ F * + , the following is obtained. 
2 . In addition, | log v σ | = | log v 1σ −log v 2σ | < Proof. We denote log 1 + 
