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GRO¨BNER BASES OF REACTION NETWORKS WITH
INTERMEDIATE SPECIES
AMIRHOSEIN SADEGHIMANESH1, ELISENDA FELIU1,2
Abstract. In this work we consider the computation of Gro¨bner bases of the steady
state ideal of reaction networks equipped with mass-action kinetics. Specifically, we focus
on the role of intermediate species and the relation between the extended network (with
intermediate species) and the core network (without intermediate species).
We show that a Gro¨bner basis of the steady state ideal of the core network always
lifts to a Gro¨bner basis of the steady state ideal of the extended network by means of
linear algebra, with a suitable choice of monomial order. As illustrated with examples,
this contributes to a substantial reduction of the computation time, due mainly to the
reduction in the number of variables and polynomials. We further show that if the steady
state ideal of the core network is binomial, then so is the case for the extended network,
as long as an extra condition is fulfilled. For standard networks, this extra condition can
be visually explored from the network structure alone.
Keywords: binomial ideals, mass-action kinetics, steady state ideal, invariant, Gro¨bner
basis
Introduction
Parametric polynomial systems of equations arise in the natural sciences when modeling
ecosystems, cell behavior, the spread of an illness, and molecular interactions within the
cell, to name a few examples. In these scenarios questions of interest often boil down to
describing the solutions to these systems for varying values of the parameters. Although
only non-negative solutions are typically meaningful, the standard tool in computational
algebraic geometry to study algebraic varieties, namely Gro¨bner bases, has proven useful.
However, due to the parametric coefficients, the computation of a reduced Gro¨bner basis
can be time consuming for realistic examples, which typically involve many variables and
parameters. The computation time depends mainly on the degree of the polynomials, the
number of variables and coefficients, the choice of the monomial order and the used method
[1, 2, 5, 9, 29]. These universal considerations target generic polynomial systems, but, in
applications, the structure of the particular system of interest might favor one method or
one monomial order over another.
We focus on a specific type of polynomial systems that arise when modeling chemical
reaction networks with mass-action kinetics [10, 12]. Specifically, the evolution of the
concentrations of the species of a chemical reaction network in time is described under
mass-action by a system of ordinary differential equations in Rn
dxi
dt = fκ,i(x), i = 1, . . . , n
with fκ,i(x) polynomial. The monomials of each fκ,i(x) depend on the reaction network
structure alone, and the coefficients depend on the reaction rate constants κ, which are
often unknown and thus treated as parameters. The steady states, or equilibrium points,
of the system are the non-negative points of the variety defined by the steady state ideal
Iκ = 〈fκ,1(x), . . . , fκ,n(x)〉.
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The question of restricting to non-negative steady states remains challenging and no
straightforward solutions have been proposed. Despite of this, Gro¨bner bases have been
for example used for model discrimination [13, 14, 18–20]. They are also used to decide
whether the steady state ideal is binomial, that is, whether any reduced Gro¨bner basis
consists of polynomials with at most two terms. If this is the case, then methods to detect
the existence of multiple steady states can be applied [22, 25].
In this work we exploit the specific structure of the steady state ideal, which reflects
the structure of the reaction network, to guide the selection of good monomial orders and
to compute reduced Gro¨bner bases faster. Specifically, we consider a frequent and nicely-
behaved class of species introduced in [11] called intermediate species (or intermediates, for
short). Intermediates give rise to linear terms in the steady state polynomials, and they
can be removed from a reaction network resulting in a smaller core network with only the
non-intermediates. A key property is that steady states of the core network can be lifted
to steady states of the extended network.
The first main result of this work is Theorem 3.4, where we show how to obtain a Gro¨bner
basis of the extended network from one of the core network using linear algebra. The result
implicitly gives good monomial orders, namely, those for which the concentration of the in-
termediates are larger than for the non-intermediates, and are lexicographic in the variables
corresponding to the intermediates. Example 3.5 illustrates the computational advantage
of using our approach compared with other methods. Additionally, we conclude that the
analysis of the steady state ideal of the core network is sufficient for model discrimination.
The second main result, Theorem 3.10, addresses how to decide whether the steady state
ideal is binomial. We show that if the steady state ideal of the core network is binomial,
then this is also the case for the steady state ideal of the extended network provided an
extra condition is fulfilled. In typical networks, this extra condition can be readily checked
from the network structure alone. When the core network has a homogeneous steady state
ideal (which happens frequently for realistic reaction networks), then one can employ the
linear algebra-based method introduced in [4] to detect whether the steady state ideal of
the core network is binomial. Then, combined with our result, we obtain a faster method
to address whether the steady state ideal of the original network is binomial, which does
not rely on the computation of a Gro¨bner basis.
The key property behind our results is that intermediates define a square linear subsys-
tem of full rank among the steady state polynomials. Its solution and posterior substitution
into the remaining polynomials gives rise to a smaller ideal in the non-intermediates. A
Gro¨bner basis of the small ideal can then be lifted to a Gro¨bner basis of the original ideal.
Our approach can be theoretically applied to arbitrary parametric ideals, after detection
of linear subsystems among a set of generators. However, technical conditions that are
necessary for our results to hold might not be straightforward to check, since we overcome
this difficulty by exploiting the network structure.
The structure of the paper is as follows. We start by introducing reaction networks and
basic concepts such as the steady state ideal. Intermediates are introduced in Section 2.
In Section 3 we address Gro¨bner bases of networks with intermediates, discuss binomial
steady state ideals and relate our work to [4]. In Section 4 a technical condition of algebraic
independence of a set of rational functions, which is assumed in the former sections, is
discussed. Finally, in the last section, we discuss another class of special species, namely
enzymes, that might lead to similar results concerning the computation of Gro¨bner bases.
1. The steady state ideal of a reaction network
We follow the formalism of [11]. See also [10, 12] for an introduction to reaction networks.
Subscripts ≥ 0, > 0 on R (resp. Z) refer to the non-negative and positive real numbers
(resp. integer numbers).
GRO¨BNER BASES OF REACTION NETWORKS WITH INTERMEDIATE SPECIES 3
A reaction network is an ordered triple N = (S, C,R) where S, C and R are three sets
called the set of species, complexes and reactions, respectively. Here S is a finite set and C
is a finite set of linear combinations of elements of S with coefficients in Z≥0. A reaction
is an ordered pair of complexes (c, c′) in C2, usually denoted as c → c′. For the reaction
c→ c′, the complex c is called the reactant and c′ is called the product.
A digraph is associated with a reaction network as follows. The vertex set is C and there
is a directed edge from the reactant to the product of every reaction. If both reactions
c → c′ and c′ → c for two complexes c and c′ exist, then the notation c 
 c′ is used and
the reaction is said to be reversible.
Complexes that are not part of any reaction or species that are not part of any complex do
not appear in the digraph. Therefore, the reaction network cannot uniquely be determined
from the digraph alone. For simplicity, however, we often introduce a reaction network by
its digraph and implicitly assume that the set of complexes equals the set of vertices and
the set of species consists of the species that appear in at least one complex.
Write S = {X1, . . . , Xn}, such that the set of species is implicitly ordered. Then a
complex c is of the form c1X1 + · · · + cnXn, which we also write in vector form as c =
(c1, c2, . . . , cn) ∈ Zn≥0. With this representation, ci is called the stoichiometric coefficient
of Xi in c.
Example 1.1. Let S = {X1, X2, X3, X4}, C = {X1 +X3, X4, X2 +X3}, R = {X1 +X3 →
X4, X4 → X1 + X3, X4 → X2 + X3}. The network N = (S, C,R) is represented with the
following digraph
X1 +X3 −−⇀↽− X4 −−→ X2 +X3.
The complexes X1 + X3 and X4 appear both as reactants and products while X2 + X3
appears only as a product.
We next construct a system of Ordinary Differential Equations (ODEs) that models the
variation of the concentration of each species in time and introduce the relevant polynomials
Fi(x) that are the focus of this work. We denote the concentration of each species Xi in
lower-case xi. For each reaction c→ c′, we introduce a parameter kc→c′ , and a polynomial
Fi(x) is associated with every species Xi as follows:
Fi(x) =
∑
c→c′∈R
(c′i − ci)kc→c′ xc ∈ R(k)[x],(1)
where xc = xc11 . . . x
cn
n . Here x = (x1, . . . , xn) and R(k) is the field of rational functions
with variables kc→c′ and real coefficients. The symbol k stands for the parameter vector
k = (kc→c′ | c→ c′ ∈ R).
For a chosen positive value k? ∈ RR>0 of the parameter vector, we let Fk?,i(x) ∈ R[x]
denote the image of Fi(x) under the evaluation map
R(k)→ R, kc→c′ 7→ k?c→c′ .
With this choice of k?, the ODE system of the reaction network under mass-action
kinetics is
x˙i = Fk?,i(x), i = 1, . . . , n, x ∈ Rn≥0.(2)
The value k?c→c′ > 0 is called the reaction rate constant of c → c′ and is usually depicted
as a label of the reaction in the associated digraph. By [27], if the starting condition of
(2) belongs to Rn>0 (resp. Rn≥0), then so does the trajectory for all positive times in the
interval of definition.
The steady states of the network are the common zeros of Fk?,i(x), i = 1, . . . , n. In
applications, only non-negative real solutions have meaning and mostly, positive steady
states are interesting, meaning all concentrations are positive. Since the values of the
reaction rate constants are in general unknown, they are treated as parameters of the
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system. Thus we aim at studying the zeros of the system of polynomials Fi(x) = 0, for
i = 1, . . . , n in R(k) and specially the positive zeros after specifying values for k.
Definition 1.2. Let N = (S, C,R) be a reaction network with S = {X1, . . . , Xn}.
(a) Fi(x) ∈ R(k)[x] is called the steady state polynomial of Xi.
(b) The ideal generated by the steady state polynomials of all the species in the network
in the ring R(k)[x] is called the steady state ideal of the network:
IN =
〈
Fi(x) | i = 1, . . . , n
〉 ⊆ R(k)[x].
The set of steady states for a vector of reaction rate constants k? is thus the solution set
to any basis (set of generators) of IN specialized to k?.
It follows from (1) and (2) that for all x ∈ Rn, the vector
Fk(x) = (Fk,1(x), . . . , Fk,n(x))
lies in the vector subspace S = span({c− c′ | c→ c′ ∈ R}) ⊆ Rn. If s = dim(S), then n− s
of the steady state polynomials can be written as linear combinations of the remaining s
polynomials. We conclude that it is always possible to find a basis of IN with cardinality
dim(S).
Example 1.3. (continued from Example 1.1) The ODE system of the reaction network
with digraph
X1 +X3
k1−−⇀↽−
k2
X4
k3−−→ X2 +X3
is
x˙1 = −k1x1x3 + k2x4 x˙2 = k3x4
x˙3 = −k1x1x3 + k2x4 + k3x4 x˙4 = k1x1x3 − k2x4 − k3x4.
In this case dim(S) = 2, k = (k1, k2, k3) and the steady state ideal is
IN =
〈− k1x1x3 + k2x4, k3x4〉 ⊆ R(k)[x].
2. Intermediates and steady states
In this subsection we introduce a special type of species of interest: intermediates.
Definition 2.1. We say that Y ⊆ S is a subset of intermediates if each Y ∈ Y fulfills:
• Y ∈ C and the stoichiometric coefficient of Y in all other complexes is zero, and
• there exists at least one reaction having Y as reactant and at least one reaction
having Y as product.
Each Y ∈ Y is called an intermediate.
Whenever a set of intermediates Y is given, we partition the set of species into two
disjoint subsets Y = {Y1, . . . , Ym} and X = {X1, . . . , Xn} of non-intermediates. We as-
sume further that the set of species is ordered such that the species Y1, . . . , Ym are first.
With this convention, we let (y, x) denote the concentration vector of all species: x is the
concentration vector of the species in X and y of the species in Y. A complex is either an
intermediate in Y or it contains only non-intermediates. In the latter case we say that c is
a non-intermediate complex.
Note that given Y, we refer to the intermediates of the network as the species in Y, even
though there might be other species in X , regarded as non-intermediates, that fulfill the
two items in Definition 2.1.
Example 2.2. The most common mechanism involving intermediates is of the following
form:
X + E −−→ Y −−→ X ′ + E
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or variations of it by letting one or both reactions being reversible. Isomerism mechanisms
among intermediates are also common:
Y −−→ Y ′ Y −−⇀↽− Y ′.
Combination of these mechanisms yields to more elaborate networks involving intermedi-
ates, as in Examples 2.6 and 3.5 below.
Definition 2.3. Let Y be a set of intermediates and Y ∈ Y.
• A non-intermediate complex c is called an input for Y if there is a directed path
from c to Y in the digraph associated with the network, such that all vertices other
than c belong to Y.
• Y is called an `-input intermediate if there are ` inputs for Y .
Example 2.4. Consider the following network with Y = {Y1, Y2, Y3}:
X1 +X2 −−→ Y1 −−⇀↽− Y2 −−⇀↽− Y3 −−→ X3 +X4.
There are two non-intermediate complexes, X1 +X2 and X3 +X4. The species Y1, Y2, Y3
are all 1-input intermediates. Note that Y2 is however the product of two reactions.
Consider now the following network with Y = {Y }:
X1 +X2 −−⇀↽− Y −−⇀↽− X3 +X4.
The species Y is a 2-input intermediate and X1 +X2 and X3 +X4 are both inputs for Y .
2.1. Intermediates and steady states. Let N˜ be a reaction network with a set of in-
termediates Y = {Y1, . . . , Ym}. Consider the steady state polynomials of the intermediates
and denote the parameter vector of reaction rate constants by κ (the reason why will be
made clear below). By definition, for every intermediate Yi, the variable yi is only part of
the monomial yi in (1). Thus, the system with m equations
F1(y, x) = · · · = Fm(y, x) = 0
is linear in y1, . . . , ym. It is shown in [11] that this system has a unique solution for fixed
positive values of κ and x, which is further positive. The solution is of the form
yi =
∑
c∈C
µi,c x
c, where µi,c ∈ R≥0(κ), i = 1, . . . ,m.
The explicit dependence of µi,c on κ is omitted from the notation for simplicity. An
explicit description of µi,c can be found using the Matrix-Tree theorem on a suitable labeled
digraph, see [11].
Example 2.5. Consider the following reaction network with X = {X1, X2, X3} and Y =
{Y1, Y2, Y3}:
X1 +X2
κ1 /o
κ2
Y1
κ3 //
κ5 ""
Y2
κ4 // 2X2
Y3
κ6 /o
κ7
κ8
;;
2X1
κ9
OO
The linear system in y1, y2, y3 that the steady state polynomials of Y1, Y2, Y3 define is:
κ1x1x2 − (κ2 + κ3 + κ5)y1 = 0,
κ3y1 − κ4y2 = 0,
κ5y1 − (κ6 + κ8)y3 + κ7x21 = 0,
and its solution is
y1 =
κ1
κ2+κ3+κ5
x1x2, y2 =
κ1κ3
κ4(κ2+κ3+κ5)
x1x2,
y3 =
κ1κ5
(κ6+κ8)(κ2+κ3+κ5)
x1x2 +
κ7
κ6+κ8
x21.
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This gives
µ1,X1+X2 =
κ1
κ2+κ3+κ5
, µ1,2X1 = 0, µ1,2X2 = 0,
µ2,X1+X2 =
κ1κ3
κ4(κ2+κ3+κ5)
, µ2,2X1 = 0, µ2,2X2 = 0,
µ3,X1+X2 =
κ1κ5
(κ6+κ8)(κ2+κ3+κ5)
, µ3,2X1 =
κ7
κ6+κ8
, µ3,2X2 = 0.
Example 2.6. The following digraph corresponds to the Mitogen-Activated Protein Kinase
cascade (MAPK) given in [3]:
X0 + E
κ1−−⇀↽−
κ2
Y1
κ3−−→ X1 + E κ4−−⇀↽−κ5 Y2
κ6−−→ X2 + E
X2 + F
κ7−−⇀↽−
κ8
Y3
κ9−−→ Y4 κ10−−⇀↽−κ11 X1 + F
κ12−−⇀↽−
κ13
Y5
κ14−−→ Y6 κ15−−⇀↽−κ16 X0 + F.
Species Y1, . . . , Y6 are intermediates. The non-zero coefficients µi,c are:
µ1,X0+E =
κ1
κ2+κ3
, µ2,X1+E =
κ4
κ5+κ6
, µ3,X2+F =
κ7
κ8+κ9
,
µ4,X2+F =
κ7κ9
(κ8+κ9)κ10
, µ4,X1+F =
κ11
κ10
, µ5,X1+F =
κ12
κ13+κ14
,
µ6,X1+F =
κ12κ14
(κ13+κ14)κ15
, µ6,X0+F =
κ16
κ15
.
2.2. Extended and core networks.
Definition 2.7. Let N = (S, C,R) and N˜ = (S˜, C˜, R˜) be two reaction networks. We say
that N˜ is an extension of N via the addition of intermediates Y1, . . . , Ym if
(i) Y = {Y1, . . . , Ym} is a set of intermediates of N˜ .
(ii) S ∪ Y ⊆ S˜ and C ∪ Y ⊆ C˜.
(iii) c→ c′ ∈ R if and only if there is a directed path from c to c′ in the digraph associated
with N˜ , such that all vertices other than c and c′ belong to Y (there might be none).
In this case N is called the core network of N˜ .
Example 2.8. The core network associated with the network in Example 2.5 is:
X1 +X2
k1 //
k2 &&
2X2
2X1
k3
;;
Example 2.9. The core network of the network in Example 2.6 has digraph
X0 + E
k1−−→ X1 + E k2−−→ X2 + E X2 + F k3−−→ X1 + F k4−−→ X0 + F.
Notations κ, I˜, F˜ are used to address reaction rate constants, steady state ideal and
steady state polynomials of the extended network respectively. This notation is fixed from
now on whenever we study extensions via the addition of intermediates.
Given N˜ an extension of N via the addition of intermediates Y1, . . . , Ym, we define a
map
φ : R(k) −→ R(κ)
kc→c′ 7−→ φc→c′(κ),
such that for every reaction c→ c′ ∈ R, φc→c′(κ) is the rational function
φc→c′(κ) = κc→c′ +
m∑
i=1
κYi→c′ µi,c,(3)
where it is understood that κc→c′ = 0, κYi→c′ = 0 if respectively c → c′, Yi → c′ do not
belong to R˜. Note that φc→c′(κ) 6= 0 for all c→ c′ by Definition 2.7(iii) and that φc→c′(κ)
is a rational function with positive coefficients.
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The map φ extends to a map
Φ: R[k][x]→ R(κ)[y, x].
For example, if Fi is a steady state polynomial of N , Φ(Fi) is the polynomial obtained by
replacing kc→c′ by the rational function φc→c′(κ). If the rational functions φc→c′(κ) are
algebraically independent over R, then φ extends to a map of polynomial rings
Φ: R(k)[x]→ R(κ)[y, x].
We explore in Section 4 ways to check whether the algebraic independence condition holds,
and provide types of intermediates for which it holds and no extra check is required.
We introduce the following polynomials
Hi(y, x) = yi −
∑
c∈C
µi,c x
c ∈ R(κ)[y, x], i = 1, . . . ,m.(4)
Theorem 2.10. ([11, Theorems 3.1 and 3.2]) Let N˜ be an extension of N via the addition
of intermediates Y1, . . . , Ym.
(i) The coefficient µi,c is nonzero if and only if the non-intermediate complex c is an
input for Yi in N˜ .
(ii) The set of steady state polynomials of non-intermediate species and the polynomials
H1, . . . ,Hm in (4) form a basis of I˜.
(iii) F˜i
(∑
c∈C µ1,c x
c, . . . ,
∑
c∈C µm,c x
c, x1, . . . , xn
)
= Φ(Fi(x)) for i = 1, . . . , n.
Statements (ii) and (iii) of the previous theorem constitute the proof of the following
corollary.
Corollary 2.11. Let B be the set of steady state polynomials of N . Then
I˜ =
〈
Φ(B) ∪ {H1(y, x), . . . ,Hm(y, x)}
〉
.
We conclude this section with basic properties of Φ.
Lemma 2.12. With the notation above, assume φc→c′(κ) for all c → c′ ∈ R are alge-
braically independent over R. Let B = {f1, . . . , f`} and B′ = {f ′1, . . . , f ′`′} be two sets in
R(k)[x].
(i) If f ∈ 〈B〉, then Φ(f) ∈ 〈Φ(B)〉.
(ii) If 〈B〉 = 〈B′〉, then 〈Φ(B)〉 = 〈Φ(B′)〉. Thus Φ(〈B〉) is well defined.
Proof. (i) Write f =
∑`
j=1 αjfj with αj ∈ R(k)[x]. Then
Φ(f) =
∑`
j=1
Φ(αj)Φ(fj) ∈ 〈Φ(B)〉.
(ii) It is enough to show inclusion ⊆, since the other inclusion is analogous. If g ∈ 〈Φ(B)〉,
we have
g =
∑`
i=1
λiΦ(fi), λi ∈ R(κ)[y, x].
Since fi ∈ 〈B′〉, we have by (i) that Φ(fi) ∈ 〈Φ(B′)〉. In particular, g is an algebraic
combination of the polynomials Φ(f ′1), . . . ,Φ(f ′`′) with coefficients in R(κ)[y, x]. Thus g ∈
〈Φ(B′)〉. 
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3. Gro¨bner bases and intermediates
Typically, the values of the reaction rate constants are unknown and reaction networks
of interest involve a considerable number of variables. As a consequence, finding a Gro¨bner
basis of the steady state ideal over the field R(κ) can be a demanding task, and some-
times even impossible with standard computers. However, the presence of intermediates,
a common feature of reaction networks, can reduce the computation time substantially, by
exploiting the structure of the steady state polynomials associated with intermediates given
in Theorem 2.10. The main result of this section is Theorem 3.4. Example 3.5 illustrates
how the computation time can be reduced by applying our results.
We start with some concepts from computational algebraic geometry.
3.1. Monomial orders and Gro¨bner bases. We follow the notation on Gro¨bner bases
from [5]. We give here a brief overview of the results required in this text.
Given a monomial order on R = K[x1, . . . , xn], let LM(f) and LT(f) denote respectively
the leading monomial and leading term of f . That is, LT(f) = αLM(f) if α is the coefficient
of the greatest monomial of f . Then, for a subset A ⊆ R, one defines LT(A) = {LT(f) |
f ∈ A} and LM(A) = {LM(f) | f ∈ A}. Clearly,
〈LT(A)〉 = 〈LM(A)〉.(5)
For an ideal I, the initial ideal is the ideal generated by the leading terms of the elements
of I, 〈LT(I)〉. A subset G ⊆ I is called a Gro¨bner basis for I if〈
LT(I)
〉
=
〈
LT(G)
〉
, (equiv.
〈
LM(I)
〉
=
〈
LM(G)
〉
).
A Gro¨bner basis is a basis of I as well. Further, G is a reduced Gro¨bner basis if additionally
for every element g ∈ G none of its terms can be divided by the leading monomial of an
element in G− {g}, and the coefficient of LM(g) is 1.
Whether a basis of an ideal is a Gro¨bner basis depends on the chosen monomial order.
Given an ideal and a monomial order, the Gro¨bner basis is not unique but there is a unique
reduced Gro¨bner basis (see [5]).
We will use the following lemma, which follows from Lemma 2.3.1 and Theorem 2.3.2 of
[15].
Lemma 3.1. Let B be a basis of I. If the leading monomials of every pair f, g ∈ B are
relatively prime, then B is a Gro¨bner basis.
All monomial orders are defined via a matrix in the following way (though not all
matrices M define a monomial order in this way, [5, 26]). For M ∈ Rn×n with full rank,
the associated order fulfills xc1 > xc2 if the first non-zero entry of the vector M(c1 − c2) is
positive
A typical order is the lexicographic monomial order, lex. After choosing a variable order
xa1 > · · · > xan , lex(xa1 , . . . , xan) is the order defined by the matrix with 1 in positions
(i, ai) for all i = 1, . . . , n and zero otherwise.
Another monomial order of interest is the graded reverse-lexicographic order, abbrevi-
ated grevlex. With this order, xc1 > xc2 if the total degree of the first monomial is larger
than the second. If they are equal, then the monomial with the smallest variable with least
exponent is the greatest one. Grevlex with order of variables x1 > · · · > xn is defined by
the matrix 
1 1 . . . 1 1
0 0 . . . 0 −1
0 0 . . . −1 0
...
...
. . .
...
...
0 −1 . . . 0 0
 .
The choice of order plays an important role in the computation time for Gro¨bner bases,
performing lex typically worse than grevlex. However, lex, as any other elimination type
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order, has a crucial property on elimination of variables. Given a partitioning of the set of
variables, {x1, . . . , xn} = {xj1 , . . . , xjn−s}∪{xi1 , . . . , xis}, a monomial order is of elimination
type if xj` , for ` = 1, . . . , n − s, is larger than any monomial in K[xi1 , . . . , xis ] [6, §3.1,
Exercise 5]. Clearly, lex(xj1 , . . . , xjn−s , xi1 , . . . , xis) is of elimination type. If G is a Gro¨bner
basis of I with respect to an elimination type order as above, then G ∩K[xi1 , . . . , xis ] is a
Gro¨bner basis of I∩K[xi1 , . . . , xis ] with respect to the induced monomial on K[xi1 , . . . , xis ],
which for lex is lex(xi1 , . . . , xis).
3.2. Gro¨bner bases and intermediates. In this subsection we fix a reaction network
N and an extension N˜ via the addition of intermediates Y1, . . . , Ym. We show that any
Gro¨bner basis of the steady state ideal of N can be extended to one of N˜ by simply adding
the polynomials H1, . . . ,Hm given in Equation (4). By default, we order the variables
y1 > · · · > ym > x1 > · · · > xn. We start with some general lemmas.
Lemma 3.2. Let I = 〈f0, f1, . . . , fs〉 ⊆ K[y, x1, . . . , xn] be an ideal such that fi ∈ K[x1, . . . , xn]
for i = 1, . . . , s and f0 = y + f
′
0, with f
′
0 ∈ K[x1, . . . , xn]. Consider a monomial order de-
fined by a matrix M whose first row is
(
1 0 . . . 0
)
. Then〈
LT(I)
〉
=
〈
y
〉
+
〈
LT(〈f1, . . . , fs〉)
〉
.
Further given G ⊆ K[x1, . . . , xn], G is a Gro¨bner basis of 〈f1, . . . , fs〉 if and only if
{f0} ∪G is a Gro¨bner basis of I.
Proof. By the choice of monomial order, the monomial y is larger than any monomial not
involving y. Consider a reduced Gro¨bner basis G′ of 〈f1, . . . , fs〉. Then the leading terms
of the elements in G′ are relatively prime with each other and with the leading term of f0.
Since {f0} ∪G′ is a basis of I, then by Lemma 3.1 {f0} ∪G′ is a Gro¨bner basis of I. Now,
the initial ideal of I is generated by the leading terms of {f0} ∪G′. So:
〈LT(I)〉 = 〈LT({f0} ∪G′)〉 = 〈{y} ∪ LT(G′)〉 = 〈y〉+ 〈LT(G′)〉
= 〈y〉+ 〈LT(〈f1, . . . , fs〉)〉.
This proves the first part of the lemma.
For the second part, note that
〈y〉+ 〈LT(G)〉 = 〈{LT(f0)} ∪ LT(G)〉 = 〈LT({f0} ∪G)〉.
Using this equality and the first part of the lemma, we have {f0} ∪ G is a Gro¨bner basis
of I if and only if 〈y〉 + 〈LT(G)〉 = 〈y〉 + 〈LT(〈f1, . . . , fs〉)〉. Since y is not part of any
polynomial in G, this equality holds if and only if 〈LT(G)〉 = 〈LT(〈f1, . . . , fs〉)〉, i.e. G is
a Gro¨bner basis of 〈f1, . . . , fs〉. 
Recall that we write I ⊆ R(k)[x1, . . . , xn] and I˜ ⊆ R(κ)[y1, . . . , ym, x1, . . . , xn] for the
steady state ideals of N and N˜ respectively. For the rest of the section, we assume that
the rational functions φc→c′(κ) are algebraically independent over R, such that Φ(A)
is defined for all subsets A of R(k)[x].
For an arbitrary basis B of I, define
B˜ = Φ(B) ∪ {H1(y, x), . . . ,Hm(y, x)} ⊆ R(κ)[y, x].(6)
Lemma 3.3. If B is a basis of I ⊆ R(k)[x], then B˜ is a basis of I˜ ⊆ R(κ)[y, x].
Proof. Let B′ be the set of steady state polynomials of N . By Corollary 2.11
I˜ =
〈
Φ(B′) ∪ {H1(y, x), . . . ,Hm(y, x)}
〉
.
Let now B be an arbitrary basis of I. Then 〈B〉 = I = 〈B′〉 and thus by Lemma 2.12(ii),
〈Φ(B)〉 = 〈Φ(B′)〉. Therefore〈
Φ(B) ∪ {H1(y, x), . . . ,Hm(y, x)}
〉
=
〈
Φ(B′) ∪ {H1(y, x), . . . ,Hm(y, x)}
〉
= I˜ .
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This completes the proof. 
Let rem(p, q) be the remainder of the division of the polynomial p by q.
Theorem 3.4. Fix a monomial order on R(k)[x] associated with an n× n matrix Q, and
let G be a Gro¨bner basis of I with this order. Then, G˜ is a Gro¨bner basis of I˜ with the
monomial order on R(κ)[y, x] associated with the matrix
Q˜ =
(
Idm 0
0 Q
)
,(7)
where Idm is the identity matrix of size m.
If G is reduced, then Φ(G)∪
{
yi−rem
(∑
c∈C µi,cx
c,Φ(G)
)}
is the reduced Gro¨bner basis
of I˜.
Proof. First note that by the monomial order given by Q˜, we have y1 > · · · > ym > xi for
all i = 1, . . . , n. Also, the polynomial Hi has degree one in yi and none of the elements of
Φ(G) ∪ {Hj | j 6= i} involves yi.
Let us assume we have shown that Φ(G) is a Gro¨bner basis of 〈Φ(G)〉 with the given
order, that is 〈
LT(〈Φ(G)〉)〉 = 〈LT(Φ(G))〉.(8)
Then by Lemmas 3.2 and 3.3, Φ(G) ∪ {H1(y, x), . . . ,Hm(y, x)} is a Gro¨bner basis of I˜.
Therefore the first part of the statement holds provided (8) holds.
Let us show (8). We start by noting that for a subset J in R(k)[x], the set LM(J)
consists only of monomials in x1, . . . , xn, and thus is naturally included in R(κ)[y, x] as
well. Further
LM(J) = LM(Φ(J)).(9)
Let G′ be a reduced Gro¨bner basis of I. Since G′ is reduced, pairs of monomials in
LM(G′) = LM(Φ(G′)) are relatively prime. Since Φ(G′) is a basis of 〈Φ(G′)〉, then by
Lemma 3.1 and Equation (5), it is actually a Gro¨bner basis and (8) holds for G′. Now,
consider an arbitrary Gro¨bner basis G of I. In R(k)[x] it holds
〈LM(G)〉 = 〈LM(G′)〉.(10)
This means that every monomial in 〈LM(G′)〉 is divisible by a monomial in 〈LM(G)〉 and
viceversa [5, §2.4, Lemma 2]. Since this fact holds also in R(κ)[y, x], (10) holds also in
R(κ)[y, x]. Combined with (9) this gives〈
LM(Φ(G))
〉
=
〈
LM(Φ(G′))
〉
.
By Lemma 2.12(ii), 〈G〉 = 〈G′〉 in R(k)[x] implies 〈Φ(G)〉 = 〈Φ(G′)〉. Thus in R(κ)[y, x]
we have 〈
LM(Φ(G))
〉
=
〈
LM(Φ(G′))
〉
=
〈
LM(〈Φ(G′)〉)〉 = 〈LM(〈Φ(G)〉)〉.
This shows that (8) holds.
The second part of the lemma is clear from the definition of a reduced Gro¨bner basis
and using that Φ(G) ∪ {yi − rem
(∑
c∈C µi,cx
c,Φ(G)
)} is also a Gro¨bner basis. 
From the computational point of view, Theorem 3.4 is very useful. Instead of comput-
ing a Gro¨bner basis of I˜ directly, one can first compute a Gro¨bner basis G for the core
network, with a smaller number of variables and polynomials, then add the polynomials
yi −
∑
c∈C µi,cx
c, and, finally, simplify them using polynomial division by Φ(G). The sec-
ond step involves only linear algebra. A possible issue here is to verify that the rational
functions φc→c′ are algebraically independent. We provide in Section 4 a list of network
structures involving intermediates for which the condition is fulfilled.
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X1 +X2
κ1−−⇀↽−
κ2
X3
κ3−−→ X2 +X4
X4 +X18
κ37−−⇀↽ −
κ38
X25
κ39−−→ X18 +X26
X5 +X26
κ40−−⇀↽ −
κ41
X27
κ42−−→ X4 +X5 κ4−−⇀↽−κ5 X6
κ6−−→ X1 +X5
X4 +X7
κ7−−⇀↽−
κ8
X8
κ9−−→ X4 +X9 κ10−−⇀↽ −κ11 X10
κ12−−→ X4 +X11
X5 +X11
κ13−−⇀↽ −
κ14
X12
κ15−−→ X5 +X9 κ16−−⇀↽ −κ17 X13
κ18−−→ X5 +X7
X11 +X14
κ19−−⇀↽ −
κ20
X15
κ21−−→ X11 +X16 κ22−−⇀↽ −κ23 X17
κ24−−→ X11 +X18
X18 +X19
κ25−−⇀↽ −
κ26
X20
κ27−−→ X16 +X19 κ28−−⇀↽ −κ29 X21
κ30−−→ X14 +X19
X18 +X22
κ31−−⇀↽ −
κ32
X23
κ33−−→ X16 +X22
X5 +X16
κ34−−⇀↽ −
κ35
X24
κ36−−→ X5 +X14
X18 +X28
κ43−−⇀↽ −
κ44
X29
κ45−−→ X18 +X19
X19
κ46−−→ X28
Figure 1. Reaction network of Example 3.5.
Example 3.5. An interesting example to show the advantage of using Theorem 3.4 is
Example 4.4 of [4]. We consider the reaction network N˜ with associated digraph given in
Figure 1.
This reaction network has 29 species and 46 reactions. Therefore the steady state ideal
is generated by 29 polynomials in 29 variables and 46 parameters. Using Singular [7] and
monomial order grevlex with x1 > · · · > x29 (the same monomial order that is used in [4]),
it took between 110 and 115 seconds1 to compute the reduced Gro¨bner basis. This basis
consists of 169 polynomials.
Now we consider the monomial order introduced in Theorem 3.4 for the removal of the
15 intermediates:
X3, X6, X8, X10, X12, X13, X15, X17, X20, X21, X23, X24, X25, X27, X29.
The original network N˜ is an extension of the following core network N with 14 species
and 16 reactions:
X1 +X2
k1−−→ X2 +X4 X5 +X26 k3−−→ X4 +X5 k4−−→ X1 +X5
X4 +X18
k2−−→ X18 +X26 X4 +X7 k5−−→ X4 +X9 k6−−→ X4 +X11
X18 +X22
k13−−→ X16 +X22 X5 +X11 k7−−→ X5 +X9 k8−−→ X5 +X7
X5 +X16
k14−−→ X5 +X14 X11 +X14 k9−−→ X11 +X16 k10−−→ X11 +X18
X18 +X28
k15−−→ X18 +X19 X18 +X19 k11−−→ X16 +X19 k12−−→ X14 +X19
X19
k16−−→ X28.
The functions φc→c′ are algebraically independent over R by Corollary 4.6 in Section 4.
We consider grevlex with x1 > · · · > x28 for the monomials corresponding to N . The
1Information about the processor: Intel(R) Core(TM) i5-3570 CPU @3.4GHz 3.4GHz with 8GB RAM.
We report the interval of obtained times after several runs of Singular, computed in milliseconds.
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monomial order in Theorem 3.4 is then associated with the following matrix
Q˜ =

1 0
. . .
0 1
0
0
1 1 . . . 1 1
0 0 . . . 0 −1
0 0 . . . −1 0
...
...
...
...
0 −1 . . . 0 0

,
and order of variables
x3 > x6 > x8 > x10 > x12 > x13 > x15 > x17 > x20 > x21 > x23 > x24
> x25 > x27 > x29 > x1 > x2 > x4 > x5 > x7 > x9 > x11 > x14 > x16
> x18 > x19 > x22 > x26 > x28.
The reduced Gro¨bner basis of I˜ with this monomial order has 33 polynomials and it takes
about 96 seconds to compute it directly with Singular. Alternatively the strategy outlined
in Theorem 3.4 can be applied. The steady state ideal I ofN is generated by 11 polynomials
in 14 variables and 16 parameters. Using Singular, the reduced Gro¨bner basis of I has 18
polynomials and its computation takes less than a millisecond. The computation time for
the polynomials Hi(y, x) is neglectable, since they are found by solving 15 independent
linear equations. Therefore the reduced Gro¨bner basis of the ideal of the original system
has 18+15=33 polynomials and can be computed in less than a millisecond.
We conclude that in general, regarding computational time, the monomial order in-
troduced in Theorem 3.4 is a good choice for networks with intermediates, and further,
by applying the strategy of Theorem 3.4 we reduce the computation time considerably,
compared with direct computation of the reduced Gro¨bner basis.
Remark 3.6. Theorem 3.4 holds regardless the choice of method to compute a Gro¨bner
basis. Since the computation of the polynomials Hi is simple linear algebra, even for
the fastest available methods for the computation of Gro¨bner bases, decomposing the
computation as in Theorem 3.4 should be faster than direct computation of the basis of
the steady state ideal of N˜ .
Remark 3.7. For polynomials with integer coefficients, it is usually faster to compute a
Gro¨bner basis using the so-called p-modular approach, see e.g. [23, 29]. These methods
first choose a so-called lucky prime and compute a Gro¨bner basis of the ideal in Zp[x]. Then
the coefficients of this Gro¨bner basis are lifted to a Gro¨bner basis in Q[x]. For the sake of
comparison, we also computed how long it takes to find a Gro¨bner basis using p-modular
approaches on the extended network in Example 3.5 with grevlex and x1 > · · · > x29.
Using the largest prime number in Singular, p = 32003, it takes 127 seconds to compute
the Gro¨bner basis over Z32003. Since coefficients in the starting basis are 1 or −1, one may
think that p = 2 is a lucky prime. It took 97 seconds to compute the Gro¨bner basis over
Z2. These times are larger than the times reported in Example 3.5 (and these Gro¨bner
bases still need to be lifted to Q(κ)[y, x]).
An important consequence of Theorem 3.4 concerns parameter-free model discrimina-
tion. In this setting one seeks elements of the steady state ideal I˜ involving only the
concentrations of species that are experimentally measurable. These elements are called
invariants. Each invariant implies that there is a set of monomials that lie on a hyperplane,
and the hypothesis of coplanary is then tested using experimental data [13, 14, 18–20]. This
approach is attractive because it does not require knowing the values of the reaction rate
constants.
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Experimentally measurable species do not typically involve intermediates. In this case,
Theorem 3.4 tells us that invariants on the non-intermediate species can be computed
directly from the core network, using elimination ideals.
Corollary 3.8. Let N be a reaction network and N˜ an extension of it via the addition of
m intermediates Y1, . . . , Ym. Let Xi1 , . . . , Xip be non-intermediates. Then
I˜ ∩ R(κ)[xi1 , . . . , xip ] = Φ(I ∩ R(k)[xi1 , . . . , xip ]).
Proof. For simplicity, assume {i1, . . . , ip} = {n−p+1, . . . , n} and let x = (xn−p+1, . . . , xn).
Consider the monomial order lex(y1, . . . , ym, x1, . . . , xn) on R(κ)[y, x], and lex(x1, . . . , xn)
on R(k)[x]. Let G be a Gro¨bner basis of I. By Theorem 3.4, G˜ is a Gro¨bner basis of I˜.
By the properties of lex and Lemma 2.12(ii) we have
I˜ ∩ R(κ)[x] = 〈G˜ ∩ R(κ)[x]〉 = 〈Φ(G ∩ R(k)[x])〉 = Φ(I ∩ R(k)[x]).
This concludes the proof. 
Note that the monomial order on R(κ)[y, x] given in Theorem 3.4 is of elimination type
with respect to the partition {y1, . . . , ym} ∪ {x1, . . . , xn}.
Example 3.9. Consider the network in Example 2.6 and its core network in Example
2.9. In order to find invariants of the extended network involving the concentration of the
non-intermediate species E,X0, X1, X2, we consider the ideal I ∩ R(k)[e, x0, x1, x2], which
is generated by the polynomial
e (k1k3x0x2 − k2k4x21).
We have
φ(k1, k2, k3, k4) =
(
κ1κ3
κ2+κ3
, κ4κ6κ5+κ6 ,
κ7κ9
κ8+κ9
, κ12κ14κ13+κ14
)
.
The functions φc→c′ are algebraically independent over R by Corollary 4.6. By Corollary
3.8 the ideal I˜ ∩ R(κ)[e, x0, x1, x2] is generated by the polynomial
e
(
κ1κ3
κ2+κ3
κ7κ9
κ8+κ9
x0x2 − κ4κ6κ5+κ6 κ12κ14κ13+κ14x21
)
.
3.3. Detecting binomial steady state ideals. A binomial is a polynomial having at
most two terms. An ideal is said to be binomial if it admits a set of generators consisting
of binomials only. By [8, Corollary 1.2], an ideal is binomial if and only if any reduced
Gro¨bner basis (with respect to any monomial order) consists of binomials.
It is of biological relevance in the study of reaction networks to determine whether there
exists a choice of reaction rate constants k for which there are multiple positive steady states
in some coset x0 + S defined by the vector subspace S that contains the image of Fk (see
Section 1). This property is termed multistationarity. If the steady state ideal is binomial,
then there exist efficient ways to determine whether the network admits multistationarity
[22, 24, 25]. This leads to the problem of determining whether an ideal is binomial, and in
case it is, of finding a binomial basis of it. As noted, both questions can be addressed by
finding a Gro¨bner basis of the steady state ideal of the network. Thus, for networks with
intermediates, our results can be applied also to detect binomial steady state ideals.
Recall that we are assuming that the rational functions φc→c′(κ) are algebraically
independent over R.
Theorem 3.10. Let N be a reaction network and N˜ an extension of it via the addition of
m intermediates Y1, . . . , Ym.
The steady state I˜ is binomial if and only if
• I is binomial, and,
• for any reduced Gro¨bner basis G of I and for every i = 1, . . . ,m, the remainder of
the division of
∑
c∈C µi,cx
c by Φ(G) has at most one term.
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Proof. Fix any monomial order on R(k)[x1, . . . , xn] associated with an n×n matrix Q and
consider the monomial order with matrix Q˜ from Theorem 3.4. Let G be the reduced
Gro¨bner basis of I and
G˜′ = Φ(G) ∪
{
yi − rem
(∑
c∈C
µi,cx
c,Φ(G)
)}
the reduced Gro¨bner basis of I˜ (cf. Theorem 3.4). Using that an ideal is binomial if and
only if any reduced Gro¨bner basis consists of binomials, the theorem is a consequence of
the following two facts:
• By definition, G˜′ consists of binomials if and only if Φ(G) is a set of binomials and
the remainder of the division of
∑
c∈C µi,cx
c by Φ(G) has at most one term.
• By the algebraic independence of φc→c′ , Φ(G) consists of binomials if and only if
G does.

Since the polynomial
∑
c∈C µi,cx
c has exactly one term for 1-input intermediates, we
readily obtain the following corollary.
Corollary 3.11. Let N be a reaction network and N˜ an extension of it via the addition
of m 1-input intermediates Y1, . . . , Ym. Then I˜ is binomial if and only if I is binomial.
Since 1-input intermediates are the most abundant form of intermediates found in real-
istic networks, this corollary implies that in order to check whether a steady state ideal is
binomial, we can often remove intermediates and check whether the steady state ideal of
the core network is binomial.
Example 3.12. Consider the network in Example 2.5 and its core network given in Exam-
ple 2.8. The functions φc→c′ are algebraically independent over R by Example 4.1. Since
the steady state ideal of N is
〈−(k1 − k2)x1x2 − 2k3x21, (k1 − k2)x1x2 + 2k3x21〉,
the core network has a binomial steady state ideal. The reduced Gro¨bner basis for this
ideal with monomial order lex(x1, x2, x3) is
G =
{
x21 − (k1−k2)2k3 x1x2
}
.
We apply Theorem 3.10 to conclude that the steady state ideal of the extended network
is also binomial. The intermediates Y1, Y2 are 1-input intermediates and hence the re-
mainder condition of the theorem is automatically fulfilled. For the intermediate Y3,
rem
(
µ3,X1+X2x1x2+µ3,X2+X3x2x3,Φ(G)
)
has a single term with monomial x1x2. Therefore
we conclude that the extended network also has a binomial steady state ideal.
The following example shows that extended networks with multi-input intermediates
might not have binomial steady state ideals, even though their core networks have.
Example 3.13. Consider the network given in Example 2.6 and its core network given
in Example 2.9. The steady state ideal of the core network is binomial with basis B =
{k1x0e − k4x1f, k2x1e − k3x2f}. The intermediates Y4 and Y6 are 2-input intermediates.
The remainder of the division of µ4,X2+Ex2f + µ4,X1+Fx1f by Φ(G) for G the reduced
Gro¨bner basis of I with the monomial order lex(x2, x1, x0, f, e) is
κ11
κ10
x1f +
κ7κ9
κ8κ10+κ9κ10
x2f,
which has two terms. Therefore by Theorem 3.10 the steady state ideal of the network in
Example 2.6 is not binomial.
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Remark 3.14. In [4], a method for determining whether a homogeneous ideal is binomial is
introduced. The method avoids the computation of Gro¨bner bases and is regarded as a fast
method. If the steady state ideal of the core network is homogeneous, then Theorem 3.10 or
Corollary 3.11 in combination with this method provide a fast procedure to detect binomial
steady state ideals.
Interestingly, steady state polynomials of core networks are often homogeneous of degree
two, since it is common that non-intermediate species appear in complexes of the form
Xi +Xj , yielding quadratic terms in the steady state polynomials. This is for example the
case for so-called Post-Translational Modification Networks [28].
4. Algebraic independence
In this section we discuss how to check whether the functions φc→c′ are algebraically
independent over R and provide classes of intermediates for which this property holds.
Consider a set of rational functions A =
{f1
g1
, . . . , fmgm
} ⊆ R(x1, . . . , xn). By §III.7, Theorem
III, in [16], the set A is algebraically independent over R if and only if the rank of the
associated Jacobian matrix
(
∂(fi/gi)
∂xj
)
i,j
over R(x) is m.
Another way to check algebraic independence that requires the computation of a Gro¨bner
basis is as follows. Let ϕ be the function on Rn minus the zero locus of the product g1 · · · gm
defined by
x = (x1, . . . , xn) 7→
(
f1(x)
g1(x)
, . . . ,
fm(x)
gm(x)
)
.
By §3.3, Theorem 2, in [6], the closure of Im(ϕ) is the variety associated with the ideal
J :=
〈
g1T1 − f1, . . . , gmTm − fm, 1− yg1 · · · gm
〉 ∩ R[T1, . . . , Tm].
Since the sets of polynomials vanishing on a set and on its closure agree (see [6] after
Definition 2 in §4.4), A is algebraically independent over R if and only if J = {0}.
Example 4.1. The functions φc→c′ of Examples 2.5 and 2.8 are
φX1+X2→2X2(κ) = κ4 µ2,X1+X2 + κ8 µ3,X1+X2 =
κ1κ3
κ2+κ3+κ5
+ κ1κ5κ8(κ6+κ8)(κ2+κ3+κ5) ,
φX1+X2→2X1(κ) = κ6 µ3,X1+X2 =
κ1κ5κ6
(κ6+κ8)(κ2+κ3+κ5)
,
φ2X1→2X2(κ) = κ9 + κ8 µ3,2X1 = κ9 +
κ7κ8
κ6+κ8
.
We find that J = {0}. Hence the algebraic independence condition holds for the network
in Example 2.8. Alternatively, one easily checks that the associated Jacobian matrix has
rank 3.
The computations above can be simplified by taking into account what parameters occur
in each of the rational functions.
Definition 4.2. Let N˜ be an extension ofN via the addition of the intermediates {Y1, . . . , Ym}.
Consider the digraph associated with N˜ . Let Y1, . . . ,Yt′ denote the vertex sets of the con-
nected components of the subgraph induced by the subset of vertices {Y1, . . . , Ym}.
Let R′ ⊆ R be the subset of reactions of the core network that are not in R˜. These
reactions arise necessarily from paths through intermediates. We say that two reactions
r1 : c1 → c′1, r2 : c2 → c′2 ∈ R′ overlap if there exist paths through intermediates
c1 → Yi1 → · · · → Yip → c′1, c2 → Yj1 → · · · → Yjq → c′2
with all intermediates belonging to the same set Yi.
Consider the equivalence relation on R′ generated by the overlap relation: r ∼ r′ if and
only if there exist r0 = r, r1, . . . , rp = r
′ such that ri, ri+1 overlap for all i = 0, . . . , p − 1.
Let R′1, . . . ,R′t be the equivalence classes of this equivalence relation.
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Example 4.3. Consider the network in Example 2.8. The set R′ consists of two reactions
X1 + X2 → 2X2 and X1 + X2 → 2X1. The subgraph of the digraph associated with
N˜ induced by the set of intermediates is connected. Thus the two reactions of R′ are
equivalent and there is one equivalence class.
Lemma 4.4. The set {φc→c′(κ) | c → c′ ∈ R} is algebraically independent over R if
and only if the set {φc→c′(κ) | c → c′ ∈ R′i} is algebraically independent over R for all
i = 1, . . . , t.
Proof. Since R′i ⊆ R for all i = 1, . . . , t, the forward implication is clear.
To prove the reverse implication, assume that the sets Ti = {φc→c′(κ) | c → c′ ∈ R′i}
are algebraically independent over R for all i = 1, . . . , t. By construction, the sets of
parameters appearing in the rational functions φc→c′(κ) are disjoint for two reactions in
different equivalence classes. Therefore the union of the sets T1, . . . , Tt is algebraically
independent over R. Furthermore if c → c′ ∈ R \ R′, then the parameter κc→c′ appears
only in φc→c′(κ). As a consequence the set
t⋃
i=1
Ti ∪ {φc→c′(κ) | c→ c′ ∈ R \ R′} = {φc→c′(κ) | c→ c′ ∈ R}
is algebraically independent over R. 
Example 4.5. Consider the network in Example 4.3. The algebraic independence of the
functions φc→c′(κ) for all reactions c → c′ in R follows in this case from the algebraic
independence of the functions φc→c′(κ) for the reactions X1 +X2 → 2X2 and X1 +X2 →
2X1.
Corollary 4.6. If R′ = ∅ or each of the equivalence classes R′1, . . . ,R′t consist of one
reaction, then the rational functions φc→c′(κ) are algebraically independent over R.
For the networks in Example 2.6 and Example 3.5, each of the equivalence classes consist
of one reaction. Therefore, by Corollary 4.6, the algebraic independence condition holds.
We next show that the algebraic independence condition holds for specific classes of
intermediates without the need of doing any extra computation.
Lemma 4.7. For the following extension networks, with intermediates Y1, . . . , Ym, the set
{φc→c′(κ) | c→ c′ ∈ R} is algebraically independent over R.
(i) c ←−→ Y1 ←−→ Y2 ←−→ . . . ←−→ Ym ←−→ c′, provided {Y1, . . . , Ym} is a set of
intermediates and where ←−→ means the reaction can be irreversible or reversible.
(ii)
c1
c2
c0 Y1 Y2 . . . Ym
`1
DD
`2
<<
`p ""
...
cp
with an arbitrary digraph structure among the complexes c0, Y1, . . . , Ym such that there
exists a directed path from c0 to Ym.
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(iii)
c0
κ1 /o
κ2
Y1
κ3 /o
κ4
`1,1

`1,t1

Y2
κ5 /o
κ6
`2,1

`2,t2

. . .
κ2m−1/o
κ2m
Ym
`m,1

`m,tm

c1,1 c2,1 cm,1
...
...
...
c1,t1 c2,t2 cm,tm
where some of the reactions with label κ2i might not exist, and for each 1 ≤ i ≤ m,
either ti ≥ 0.
Proof. We start by recalling how to find µi,c using a labeled digraph (see proof of Theorem
2 of the electronic supplementary material of [11]). For each non-intermediate complex c,
consider the labeled digraph Ĝc with vertex set {Y1, . . . , Ym, ?} and labeled edges Yi
κYi→Yj−−−−→
Yj if Yi → Yj ∈ R˜, ?
κc→Yix
c
−−−−−→ Yi if c → Yi ∈ R˜ and Yi βi−→ ? with βi =
∑
Yi→c′ κYi→c′ if
βi 6= 0.
For every vertex v of Ĝc define θ(v) as the set of all spanning trees rooted at v.
2 Given
such a tree τ , let pi(τ) be the product of the labels of the edges of τ . Then
µi,c =
∑
τ∈θ(Yi) pi(τ)∑
τ∈θ(?) pi(τ)
.(11)
(i) If one of the reactions is irreversible, then the core network consists of exactly one
reaction, either c → c′ or c′ → c, and the set {φc→c′(κ) | c → c′ ∈ R} is algebraically
independent over R.
If all reactions are reversible, we write
c
κ1−−⇀↽−
κ2
Y1
κ3−−⇀↽−
κ4
Y2
κ5−−⇀↽−
κ6
. . .
κ2m−1−−−−⇀↽ −
κ2m
Ym
κ2m+1−−−−⇀↽ −
κ2m+2
c′,
and we have φc′→c(κ) = κ2µ1,c′ , φc→c′(κ) = κ2m+1µm,c. By the expressions for µ1,c′ and
µm,c in (11), both rational functions have the same denominator and κ2m+1 is not part of
their numerator. Therefore, algebraic independence of κ2µ1,c′ and κ2m+1µm,c follows from
the algebraic independence of the numerators of these two rational functions. Since κ2m+1
is a factor of φc→c′(κ) and is not part of the numerator of φc′→c(κ), the two functions
φc→c′(κ), φc′→c(κ) are algebraically independent over R.
(ii) We have φc0→ci(κ) = `iµm,c0 for i = 1, . . . , p. Thus the set {φc0→ci | 1 ≤ i ≤ p} is
algebraically independent over R if and only if {`i | 1 ≤ i ≤ p} is, which clearly holds.
(iii) The reactions of the core network are of the form c0 → ci,j . We consider the graph
Ĝc0 (removing the edges for which there is no reaction):
?
κ1xc0 00 Y1
κ3 /
κ2+
∑t1
j=1 `1,j
rr
Y2κ4
o
κ5 /
∑t2
j=1 `2,j
tt
. . .
κ6
o
κ2m−1/ Ymκ2m
o
∑tm
j=1 `m,j
vv
We have φc0→ci,j (κ) = `i,jµi,c0 . The denominators of the rational functions µi,c0 as given in
(11) agree. Therefore it is enough to check that the polynomials ρi,j := `i,j
∑
τ∈θ(Yi) pi(τ)
for all i, j are algebraically independent over R.
2a spanning tree is rooted at v if v is the only vertex with no outgoing edges
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For each 1 ≤ i ≤ m, there exists a spanning tree rooted at Yi involving an edge of the
form Yj → ? only for j 	 i. Now consider the smallest index i such that there exists a
complex ci,j . The parameter `i,j appears in a polynomial ρi1,i2 only for i1 = i. Hence
the polynomials ρi1,i2 are algebraically independent if and only if they are for i1 > i. We
proceed in the same way now considering the smallest index k > i such that there exists a
complex ck,j . This process terminates in at most m steps.

Corollary 4.6 and Lemma 4.7(i) show that typical rational functions arising from realistic
networks, such as those built from the mechanism in Example 2.2, fulfil the algebraic
independence condition.
5. Another class of species: enzymes
In this final section we consider another class of species for which reduction mechanisms
have also been defined, namely enzymes, and study how Gro¨bner bases of extended and
reduced networks relate.
5.1. Enzymes. A species E ∈ S is an enzyme if for every reaction the stoichiometric
coefficient of E in the reactant and the product agree [21]. This automatically gives that
the steady state polynomial of E is identically zero, and implies that the concentration of
E is constant in time and only depends on the initial amount e0 of E. For example, E and
F are enzymes in the network of Example 2.9.
The core network obtained by removal of E consists of simply removing E from each
side of the reaction (this is an example of an embedded network, see [17]). For example, a
reaction
X1 + E
κ1−→ X2 + E becomes X1 k1−→ X2.(12)
After fixing the initial amount of enzyme e0, the steady states of the extended network
satisfying that the concentration of E is e0 agree with the steady states of the core network
with k1 = e0κ1.
This might lead one to think that enzymes are redundant and that similar properties as
those that hold for intermediates also hold for enzymes. For example, one might think there
is an easy way to obtain a Gro¨bner basis of the steady state ideal of the extended network
from one of the core network, or that a binomial steady state ideal remains binomial upon
removal of intermediates. But this is not the case, as the following examples illustrate.
Example 5.1. Let N be the network
2X
k1 //
k3
223X
k2 // X
A binomial basis of the steady state ideal is {−2k2x3 + (k1 − k3)x2}. Now consdier the
following network by adding one enzyme E:
2X
κ1−−→ 3X κ2−−→ X 2X + E κ3−−→ X + E.
A reduced Gro¨bner basis of its steady state ideal is {x3 − κ12κ2x2 + κ32κ2x2e}, and hence this
ideal is not binomial.
The previous example suggests the following: Consider a reaction as in (12). One might
obtain a Gro¨bner basis of the steady state ideal of the extended network by considering a
Gro¨bner basis of the steady state ideal of the core network and substituting the parameter
κ1 by k1e. The following example gives a negative answer to this question.
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Example 5.2. Let N be the following network
X1 k1
(( 0 3X1
k3 // X2.
2X1 k2
66
The set of steady state polynomials is
{−k1x1 − 2k2x21 − 3k3x31, k3x31}.
With every arbitrary monomial order on R(k)[x], the reduced Gro¨bner basis of the steady
state ideal is {x1}.
Let now N ′ be the extension of N via the enzyme E:
X1 k1
(( 0 3X1 + E
k3 // X2 + E.
2X1 k2
66
The set of steady state polynomials of N ′ is
{−κ1x1 − 2κ2x21 − 3κ3x1e, κ3x31e}.
The steady state ideal is different from 〈x1〉. Thus, there is not a monomial order on
R(κ)[x, e] for which the reduced Gro¨bner basis can be obtained from the set {x1} by
making the substitution k3 = κ3e.
Example 5.3. When a binomial basis of the steady state ideal is obtained from linear
combinations of the steady state polynomials (see [4]), then the steady state ideal of the
core network is binomial if and only if that of the extended network is.
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