Abstract. We study a process of generating random positive integer weight sequences {W n } where the gaps between the weights {X n = W n − W n−1 } are i.i.d. positive integer-valued random variables. We show that as long as the gap distribution has finite 1 2 -moment, almost surely, the resulting weight sequence is asymptotically complete, i.e., all large enough multiples of the gcd of the possible gap values can be written as a sum of distinct weights. We then show a much stronger result that if the gap distribution has a moment generating function with large enough radius of convergence, then every large enough multiple of the gcd of gap values can be written as a sum of m distinct weights for any fixed m ≥ 2.
Introduction
This paper studies certain random gap processes and shows that with probability 1 they generate well-distributed, asymptotically m-complete sequences for any m ≥ 2. This directly relates to issues in number theory and topology, as we will elaborate below.
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A complete sequence is a non-decreasing sequence of positive integers a 1 ≤ a 2 ≤ a 3 ≤ . . . such that every positive integer can be written as an index-distinct sum of some of the a k (in a not necessarily unique way). It was shown in [4] and [1] that a sequence is complete if and only if a 1 = 1 and a n+1 ≤ n k=1 a k + 1 for all n ≥ 1. Examples of complete sequences are:
(1) The sequence consisting of 1 followed by the prime numbers listed in order of size. This follows by Bertrand's postulate that p n+1 < 2p n where p n is the nth prime. ( 2) The powers of 2, a n = 2 n−1 , because every positive integer has a unique 2-adic expansion. . . ) such that there exists a positive integer n 0 so that for all integers n ≥ n 0 , we have that nd is a k-fold sum of index-distinct a j . Similarly, we will say a sequence is asymptotically ≤ k-complete if every large enough multiple of its gcd is a sum of k or fewer index-distinct a j .
A sequence of positive integers is asymptotically complete if every large enough multiple of its gcd can be written as a sum of index-distinct a j . We use the adjective "weakly" if any of the previous conditions hold after dropping the index-distinct requirement.
Note that if we have an asymptotically k-complete sequence with greatest common divisor d, we may divide all terms of the sequence by d to get a new asymptotically k-complete sequence that represents every large enough integer as a sum of k indexdistinct terms of the sequence. It also follows that scaling an asymptotically kcomplete sequence by a positive integer yields another sequence of the same type. Also note that if a sequence starts with 1, its gcd is automatically 1.
The reader is warned that the definition of a complete integer sequence can be slightly different in different parts of the literature (some places have the word asymptotically implied and some don't -some don't build the gcd into the definition, but we do as it is more convenient for us to do so and seems more natural).
Examples:
(i) The sequence of prime numbers ordered by size is asymptotically complete as every integer greater than 6 is a sum of distinct primes (See [6] ). (ii) Vinogradov [8] proved that every large enough odd positive integer is a sum of three primes (not necessarily distinct), and Helfgott [3] improved this to cover every odd integer > 5 and hence proved what was called the weak Goldbach conjecture. The actual Goldbach conjecture, which is still open, conjectures that every even integer > 3 is a sum of two (not necessarily distinct) primes.
Thus, the sequence of prime numbers is conjecturally asymptotically weakly ≤ 3-complete. (iii) Lagrange showed that the sequence of integer squares 1, 4, 9, . . . , n 2 , . . . is weakly ≤ 4-complete, i.e., every positive integer is a sum of 4 or fewer positive integer squares. Waring conjectured that for every k ≥ 2, there is an α(k) such that the sequence of kth powers 1, 2 k , 3 k , . . . is weakly ≤ α(k)-complete, i.e., that every positive integer is a sum of α(k) or fewer positive integer kth powers. Hilbert showed the existence of α(k) and its optimal/minimal value was determined by the further work of many mathematicians. In this paper, we will study a certain probabilistic process that generates increasing sequences of positive integers, by generating a sequence X 1 , X 2 , . . . of independent, identically distributed, positive integer valued, gap random variables and forming an increasing sequence of weights
We show that in general, as long as the gap distribution has finite 1 2 -moment, that almost surely the resulting sequence of weights is asymptotically complete.
We further show, given stronger conditions on the gap distribution, that with probability 1, the resulting sequence of weights is an asymptotically k-complete sequence for every fixed k ≥ 2.
We also prove a weak modular equidistributivity law for the resulting sequence of weights if the gcd is 1. The weak modular equidistributivity states that if one fixes a modulus M ≥ 2, then with probability 1,
In topology, a quota or threshold complex is a simplicial complex on a (potentially) countable infinite set of vertices v 1 , v 2 , . . . , where each vertex is given positive weight W 1 , W 2 , . . . and a positive quota q is prescribed. The quota complex X(W 1 , W 2 , . . . ; q) is the simplicial complex whose faces are given by subsets of {v 1 , v 2 , . . . } whose total weight sum is below the quota q. (Note that in the end, only the vertices whose weight is below q are included in this complex). As discussed in [5] , the topology of these complexes is tightly connected to the question of the distribution of the sums of the weights, and open conjectures about this topology/distribution are equivalent to the Goldbach conjecture, the Riemann hypothesis, and other open problems in number theory [5] .
In this context, our results prove that if one forms the quota complex X(W 1 , W 2 , . . . ; q) with weights given by the randomly generated weights of our process and integer quota q, then with probability 1, for any m ≥ 1 there is a q m such that for q ≥ q m , we have H m (X(W 1 , W 2 , . . . ; q), Z) = 0, i.e. asymptotically the mth integral homology of the quota complex is nonzero. This is essentially a consequence of the k-completeness of the weight sequence for all k ≥ 2, see for example [5] .
To summarize, our main theorems are the following: , then for any fixed integer m ≥ 2, with probability 1 the sequence of weights is asymptotically m-complete.
Note that Theorem 1.3 is a significant strengthening of Theorem 1.2 as it is much easier for a set of positive integers to be asymptotically complete than to be asymptotically m-complete. For example, the set of prime numbers is asymptotically complete but only conjecturally asymptotically weakly ≤ 3-complete. For any m ∈ N, if the gaps are allowed to be large with high enough probability, then the random gap sequence will not be asymptotically m-complete. In Section 7, we give a simple example demonstrating this that has finite α-moment when 0 < α < Note that it is well-known that the group that s 1 , . . . , s k generate is equal to the set of integer multiples of gcd(s 1 , . . . , s k ), their greatest common divisor. The elementary "Stamp lemma" states that the monoid generated by s 1 , . . . , s k , i.e., { k i=1 a i s i |a i ∈ Z ≥0 }, contains all large enough multiples of gcd(s 1 , . . . , s k ). We include a proof of this well-known fact in the appendix for completeness. Note that 0 ≤ δ − ≤ δ + ≤ 1 in general. If δ − (S) = δ + (S), we say the set S has density
. is an increasing sequence of positive integer weights, we will set W = {W i |i ∈ Z + }. We let W − W = {W i − W j |i, j ∈ Z + } to be the "difference set" of the weights and W + W = {W i + W j |i, j ∈ Z + } to be the "sum set". Finally, W ⊕ W = {W i + W j |i < j ∈ Z + } will denote the "distinct weights sum set". We will be generating weights randomly, and so all of these sets and their densities will a priori be random in our process.
The fundamental model that we study in this paper is given as follows: Let X 1 , X 2 , X 3 , . . . be a sequence of i.i.d. (independent and identically distributed) random variables which take only positive integer values. These random variables represent random gaps in an increasing sequence of weights
Thus, starting at 0, the X i are the consecutive gaps in the sequence of weights 0 < W 1 < W 2 < W 3 < . . . .
Let the distribution that the X j share have the probability of value i be denoted by p i for all i ∈ Z + . Let X denote a prototypical random variable with the distribution given by this gap distribution.
We will write Spt(X) = {i ∈ Z + |p i > 0} and say the gap distribution has finite support if |Spt(X)| < ∞.
We now prove some preliminary results:
X i be the corresponding sequence of weights and W = {W j |j ∈ Z + } be the set of all the weights. Then, with probability 1:
.
, where a i are nonnegative integers and p s i > 0 for all 1 ≤ i ≤ n. Note that we can think of the X i as the results of a sequence of independent trials. Consider the event that a sequence of trials results in outcome s 1 for the first a 1 trials, outcome s 2 for the next a 2 trials, followed by outcome s 3 for the next a 3 trials, etc., until the last a k trials with outcome s k . The probability that a sequence of a 1 +· · ·+a k consecutive trials results in this sequence of outcomes is p
Thus, batching the independent trials into disjoint batches of length a 1 + · · · + a k , we see that the probability that we never get a sequence of a 1 + · · · + a k consecutive trials with this pattern of results is zero. Thus, with probability 1, there exists W n such that
Thus, W − W contains both x and −x. Since there are only a countable number of possible x ∈ M(Spt(X)), we may conclude that with probability 1,
The converse set inclusion is trivial, as any x = W i − W j ∈ W − W with i = j is a finite integer linear combination of a subset of the numbers in Spt(X) with all positive or all negative coefficients. The sign depends on whether i < j or i > j.
Proof of (ii): This is a standard result in Renewal theory. See e.g. Theorem 2.4.6 in [2] .
Note that the randomly generated set of weights W is with probability 1 not the same in any two instances of the process (as long as |Spt(X)| ≥ 2), but the set W −W is with probability 1 predetermined by the possible gap values, and hence not really random.
Weak Modular Equidistributivity
Let X be a gap distribution from which we can generate a random sequence of integer weights 1 ≤ W 1 < W 2 < W 3 < . . . as previously discussed. Further assume gcd(Spt(X)) = 1, and let p j = P (X = j).
Given an integer modulus M > 1, this sequence of weights induces a Markov process in the cyclic group Z/MZ, which starts at 0 and at each step adds value x ∈ Z/MZ to the current value with probability
Let A be the corresponding Markov matrix whose rows and columns are labelled by the elements of Z/MZ in their standard order 0, 1, 2, . . . , M −1 and whose (i, j)-entry is
Basically, this Markov chain keeps track of the mod M congruence class of the weights we generated in the original process. The (i, j)-entry of A N gives the conditional probability that W k+N = j mod M given that W k = i mod M, for any positive integers k, N, i, j.
By the Stamp Lemma 8.1, since gcd(Spt(X)) = 1, M(Spt(X)), the monoid generated by the possible gap values, contains all large enough integers. Thus, it follows that this Markov chain is regular (some power of A has all nonzero entries), and hence by the Frobenius-Perron theorem, A has a unique probability row eigenvector for eigenvalue 1. If τ = (τ 0 , . . . , τ m−1 ) denotes this eigenvector, then the theory of Markov chains tells us as N → ∞, the rows of A N all converge to τ . This means that
for any positive integers k, M, i, j. Furthermore, in our case, this Markov chain is based on a Cayley graph on Z/MZ with probabilities given by p ij that are translation invariant i.e. p i,j = p i+T,j+T . Due to this, it is easy to check that the rows of the matrix are related by the fact that each row is the cyclic shift of the row above it, one step to the right. In other words, A is a circulant matrix. Due to this, each entry of the first row occurs exactly once in each column also, and so all column and row sums equal to one (the matrix is doubly stochastic). This implies that τ = (
). Thus, our set of weights will be weakly equidistributed over any modulus in this case, i.e.,
Intuitively, this means that in any modulus M, independent of what the current weight W i is in Z/MZ, a much later weight W i+N , N >> 0, is equally likely to lie in any of the congruence classes modulo M.
Example 2. Let X take value 2 with probability p and 3 with probability 1 − p, 0 < p < 1, and set modulus M = 5. The transition matrix for the induced regular Markov chain on Z/5Z would be the circulant matrix
and the unique probability row vector corresponding to eigenvalue 1 is [
], implying the weak equidistributivity modulo 5 of the corresponding weight sequences generated by this random process.
We summarize the discussion of this section in the following result: In this section, we will prove that a random positive integer weight sequence is almost surely asymptotically complete as long as the underlying gap distribution has a finite 
We will apply Kolmogorov's three-series theorem to the sequence Y i . First, let's show that for any k ∈ N we have
where c is some constant. By setting k = 1 and k = 2, we obtain
Thus, by Kolmogorov's three-series theorem, we have that
We now prove the main theorem of this section. Under this condition, our definition of asymptotically complete agrees with that in the book [7] . By lemma 12.16 in [7] , to show that the sequence {W n } is almost surely asymptotically complete, it is enough to show that almost surely, (1) the finite distinct sums of weights intersect every infinite arithmetic progression and (2) the sequence {W n } is subcomplete as defined in [7] , i.e., if the finite distinct sums from {W n } contain an infinite arithmetic progression.
By Theorem 12.17 in [7] , there exists a positive absolute constant C > 0 such that an infinite set of positive integers A is subcomplete if |A ∩ 
Setting n = ⌈C √ m⌉ it follows that for m large enough, almost surely,
and so |{W n } ∩ [1, m]| ≥ C √ m for large enough m. Thus, almost surely by Theorem 12.17 in [7] , the weight sequence is subcomplete.
To finish showing that the weight sequence is complete, it remains to show that with probability 1, it intersects every infinite arithmetic progression, as this implies in particular that its finite sums intersect the said progression. As there is a countable number of possible infinite arithmetic progressions, we may fix one, say {a, a + d, a + 2d, . . . } with d ≥ 1, and just show that almost surely the weight sequence intersects it. Such an arithmetic progression consists of all integers equal to a modulo d after a given point and hence the weight sequence intersects it with probability 1, by the weak modular equidistribution theorem 3.1. (One may take a large enough N so that the transition probability to an element equal to a modulo d is at least , and then note by batching the sequence of weights after a into independent batches of index length N, that there are infinitely many independent trials to achieve this transition and hence 0 probability they all fail.)
As we have seen in the introduction, asymptotic completeness is much weaker in general than asymptotic 2-completeness. In later sections, we will achieve the much stronger result on asymptotic 2-completeness under more stringent conditions on the gap distribution.
Independence of intervals of gaps right before a stopping time
Let X 1 , X 2 , . . . be a sequence of i.i.d. positive, integer-valued random variables. The sample space for the set of possible sequences generated is the countable Cartesian product Z = Z + × Z + × · · · . We equip it with the product topology coming from the discrete topology on the factors and the corresponding σ-algebra of Borel sets. The Kolmogorov extension theorem guarantees the existance of a unique product Borel probability measure such that
for all such product topology basis sets.
Note that a permutation of coordinates that fixes all but a finite set of coordinates gives a measure-preserving homeomorphism of the product space, as the coordinate measures are all equal as the random variables are identically distributed. More precisely, given a permutation σ := (σ 1 , . . . , σ m ) of the integers 1, 2, . . . , m, let S σ be the map S σ : Z → Z defined by
For any finite permutation σ, we have that S σ is a measure preserving transformation of Z. Now for any positive integer n, we can define the vaulting index T n : Z → Z ≥0 by T n (α 1 , . . . ) = i − 1 where i ∈ Z + is the unique index such that α 1 + · · · + α i−1 < n and α 1 + · · · + α i ≥ n. It is easy to see that T n is Borel measurable and so is a well-defined random variable on our sample space.
Note that T n ≤ n since the minimum possible gap value is 1. Let us use the shorthand X [a,b] = v to stand for the system of equations
for any b − a + 1 dimensional vector v and positive integers a, b.
Theorem 5.1 (Independence of prevault gap intervals).
Suppose there is a function f (n) such that with probability 1, f (n) ≤ T n for large enough n with the property that lim n→∞ f (n) = ∞. If a, b ∈ Z + with a + b < f (n), then:
(
The random variables X 1 , . . . , X a , X Tn , . . . , X Tn−(b−1) are independent.
Proof. Note that the assumption a+b < f (n) guarantees the indices for the collection of random variables in the statement of the theorem are distinct. However, we must verify that the usage of the vault index T n in some of the indices did not introduce some subtle dependency amongst the collection of random variables which were a priori independent. To prove (1), we use the partition of the sample space by the values of the vault index T n :
Let σ l be the permutation
i.e., the permutation that interchanges the block [1, b] with the block [l − b, l − 1]. Applying the measure preserving transformations S σ l we obtain
as desired, where the second-to-last equality holds since the event T n = l − 1 is invariant under the transformation S σ l . By (1), it follows that the collection of random variables {X Tn , . . . , X Tn−(b−1) } is independent since the collection {X 1 , . . . , X b } is independent. Thus to prove (2) , it remains to show that
for all v, c vectors of suitable dimension.
We again use the partition by vault index T n = ℓ − 1 to get:
We now let π l be the permutation of the coordinates 1 through ℓ − 1, which moves the last b coordinates immediately after the first a-coordinates (shifting all other coordinates after the ath, by b to the right): 
. , a+b).
Since S π l is a measure-preserving homeomorphism of the sample space, and since it also preserves the event T n = ℓ − 1, we conclude the previous sum reduces to
which completes the proof of (2) as we already know the variables X 1 , . . . , X a+b are independent.
Proof of the m-completeness of random gap sequences
In this section we give a proof of Theorem 1.3. Let the i.i.d. gap random variables X i take integer values 1 ≤ s 1 < · · · < s k < . . . with probability of taking value s j being p j > 0, and generate the corresponding weights W n = n i=1 X i . We will further assume that gcd(s 1 , . . . , s k , . . . ) = 1 and that p 2 > 0, i.e., that there are at least two possible gap values. The general case follows immediately by dividing all the s's by their greatest common divisor. Let k ∈ Z be such that gcd(s 1 , . . . , s k ) = 1. Such a finite index k must necessarily exist.
As a first step, we obtain a bound on the maximum gap between the weights. , then with probability 1 for any large enough n, we have
Proof. Using Markov's inequality we have for any t > 0 such that M(t) converges,
Thus we have ε n → 0 as n → ∞. For the maximum, we have P (max{X 1 , . . . , X n } ≥ a log n) = 1 − (P (X i < a log n))
Since the radius of convergence of M(t) is larger than 2 a
, there exists a constant c > 0 and t > 2 a such that ε n ≤ cn −at . Since t > 2 a implies at − 1 > 1, it follows that n P (max{X 1 , . . . , X n } ≥ a log n) is finite. Thus, by the Borel-Cantelli lemma with probability one P (max{X 1 , . . . , X n } ≥ a log n) only occurs finitely many times. It follows that with probability 1 for any large enough integer n, we have max{X 1 , . . . , X n } ≤ a log n The proof of the main theorem relies on the following lemma which bounds the probability that two independent, identically distributed gap processes as above do not intersect in the first n steps. 
In particular, we also assume that there exists a > 0 such that for all large enough n, max(X 1 , . . . X n , Y 1 , . . . Y n ) ≤ a log n. Then there exists a positive constant c such that for any n ∈ N we have
where (− log p * )/s * = inf i∈N (− log p i )/s i and the constant c may depend on the gap distribution values and probabilities but nothing else.
Proof. To simplify notation, throughout the the proof we will assume p 1 = p * , s 1 = s * . If p i = p * , then everywhere in the proof s 1 should be replaced by s i and p 1 by p i . If the infimum is not achieved, we make the argument for each i to get the result.
Since we have gcd(s 1 , s 2 , . . . ) = 1 we also have gcd(s 1 , . . . , s k ) = 1 for some k and we may take k large enough so that k ≥ * . Then there exist positive integers α 2 , . . . , α k such that k i=2 α i s i ≡ 1 mod s 1 . This is because by the Stamp Lemma 8.1, all large enough positive integer multiples of gcd(s 2 , . . . , s k ) are of the form k i=2 α i s i with α i ∈ Z + , and at least one of these multiples is congruent to 1 mod s 1 , as gcd(s 1 , s 2 , . . . , s k ) = 1. Let ℓ = k i=2 α i and let I = {i 1 , . . . , i ℓs 1 } be an integer sequence of length ℓs 1 and with period s 1 , such that the first α 2 terms are 2, the next α 3 terms are 3, and so on. From the choice of the sequence I, it follows that for any integer a, we have + 1,j = ⌈a log n⌉ + js 1 and r = ⌈j s 1 ⌉. Letq = p r 1 > 0 be the probability that r successive gaps are equal to s 1 . Note that s 1 (j − 1) ≥ ℓs 1 q=1 s iq , and that j andp only depend on the gap distribution and not on n.
These parameters are designed so that if there are r successive positive integers with consecutive gaps equal to s 1 (we will call such a sequence an "s 1 -sieve"), then if we take the smallest weight achieved in the sieve (which is at most a log(n) from the start of the sieve by our assumption on gaps), then there is enough room in the sieve so that if theS-pattern is achieved starting at this smallest weight, then this pattern will lie completely in the sieve.
We first make an argument that the W -weight sequence will achieve a reasonable number of independent (disjoint) s 1 -sieves in [1, n] with relatively high probability.
Divide the interval [1, n] into sections of length 3j each, where the i'th section is ((i−1)3j, i3j ]. There will be τ = ⌊ n 3j ⌋ sections. Now divide each of these sections into 3 subsections of equal lengthj. Let f i be the index of the first weight W in the i'th section, and let l i be the index of the first weight W in the third (last) subsection of the i'th section. Note that almost surely there are such weights, since the largest gap is at most a log n <j almost surely. Since the f i 's and l i 's are stopping times, by the strong Markov property we have that X f 1 , X f 1 +1 , . . . , X l 1 , X f 2 , X f 2 +1 , . . . , X l 2 , . . . , X lτ are independent and identically distributed with the same distribution as X 1 .
Define the r-tuplesX i as follows. If l i > f i + r, then
otherwise,X i = (0, 0, . . . , 0). The sequenceX 1 , . . . ,X τ is i.i.d. From the definitions of the random sequences {l i } and {f i }, it follows that for any index i, we have
Thus, the expected number of occurrences of s 1 -sieves (s 1 , . . . , s 1 r ) among the τ copies ofX i 's is τq and these sieves are automatically disjoint and hence independent by construction. It follows from Chernoff's inequality that the probability that the sequence (s 1 , . . . , s 1 r ) occurs at least t := ⌈τq/2⌉ times among the first τ of theX i 's is at least 1 − e −τq/8 . Assuming this occurs, let h 1 , . . . , h t ≤ τ be indices such thatX h i = (s 1 , . . . , s 1 ). Define T 1 , . . . , T t by T i = inf{k|V k ≥ W f h i }. These are hence independent stopping times in which the 2nd weight sequence enters these selected s 1 -sieves of the first weight sequence.
Suppose 1 ≤ q ≤ t is such that (Y Tq+1 , . . . , Y Tq+ℓs 1 ) =S. For a given q, the probability of this event isp. Note also that when this happens, from the definitions of T q ,S andj we have
Thus, we have W f hq ≤ V Tq+1 ≤ V Tq+ℓs 1 ≤ W l hq ≤ n. Since for any f hq ≤ g < l hq the gap W g+1 − W g is s 1 , all W g in this range give the same congruence class κ mod s 1 , and conversely every integer between W f hq and W l h j which is congruent to κ mod s 1 is of the form W g for one of these indices.
It follows from (6.1), and since the sequence {V Tq , . . . , V Tq+ℓs 1 } has associated gap sequenceS, that there exists an index T q + 1 ≤ g 0 ≤ T q + ℓs 1 such that V g 0 ≡ κ mod s 1 . It thus further follows that there exists an index f hq ≤ g 1 < l hq such that
Since the X's and Y 's are independent, the T i 's are stopping times and the collections of random variables {Y T i +1 , . . . , Y T i +ℓs 1 } i≤t are independent, we obtain
where c 0 > 0 is a constant, and the last inequality holds sincep is constant and t = ⌈τq/2⌉. Using the definitions of τ andq, we have
log n for some positive constant c 1 . Setting c = c 0 c 1 > 0 completes the proof of the lemma.
From the proof of the lemma it follows easily that the following slight generalization also holds. 
We are now ready to prove the main theorem.
Proof of Theorem 1.3. Fix an integer m ≥ 2. For each n ∈ Z + , let A n denote the event that n is not the sum of m distinct weights in our process. If we can show that ∞ n=1 P (A n ) < ∞ then the Borel-Cantelli lemma will imply that with probability 1, only a finite number of the events A n occur, and hence that all sufficiently large integers n must be a sum of m distinct weights. Thus, we seek good upper bound estimates for P (A n ).
It follows from Lemma 6.1 that almost surely max(X 1 , . . . , X n ) ≤ a log n for any large enough n. Going forward, we will assume that indeed this is the case.
If n is not the sum of m weights, then for any l we should have that
is not equal to a weight W r . Given n, let T n be the index of the largest weight less than or equal to n − (W 1 + · · · + W m−2 ):
and let G n be the gap:
By the definition of T n , we have 0 ≤ G n ≤ a log n. Consider the sequences {Q i } 1≤i<Tn and {R i } 1≤i<Tn defined by
and R i = G n + Q i , respectively. Using the definition of G n we have
Suppose there are indices r and i such that n 3 ≥ R i = W r > ma log n. Then we have
Since W r > ma log n, we have r > m. Moreover, n 3 ≥ W r and n 3 > ma log n implies
Thus, m < r < T n − i and we have that n is the sum of m distinct weights. It follows that
Since G n ≤ a log n, we obtain
It follows from Theorem 5.1 that the process
is an independent copy of the process {W i } i ∩ 0, . Thus, Corollary 6.3 applies, and using it for each summand in (6.2), we obtain that that there exists a positive constant c such that
Thus, as long as 1 + a(log p * )/s * > 0, we have ∞ n=1 P (A n ) < ∞, so by the BorelCantelli lemma, with probability 1, only finitely many positive integers n cannot be written as a sum of m distinct weights.
This requires a < s * − log(p * )
, and hence that the gap moment generating function M(t) has radius of convergence larger than −2 log(p * ) s * in order to use Lemma 6.1.
Note that this last theorem applies to the situation where the gaps have (shifted) Poisson distribution i.e. 1 + X with X ∼ Poisson(λ), since in that case, the moment generating function has infinite radius of convergence.
In the case of gaps with geometric distribution with parameter p > 0, we have s k = k and p k = (1 − p) k−1 p for all k ≥ 1. It is then easy to compute that
and that the radius of convergence of M(t) is − log(1 − p). Thus, in order for the theorem to apply, we need p ≥ 0.5 and − log(1 − p) > −2 log(p) which translates to p 2 + p − 1 > 0 which holds exactly when p > −1+ √ 5 2 .
A counterexample
For any natural number m, allowing the gaps to be large with high enough probability will make it impossible to write every large enough integer as the sum of m weights. For example, let the gap distribution be
Thus, n P (X n > n m+1 ) = ∞. Since the gaps X 1 , X 2 , . . . are independent, by the second Borel-Cantelli lemma, we have that with probability 1, X n > n m+1 occurs infinitely often. Let n be such that X n > n m+1 . Since W n ≥ X n , we have that W n > n m+1 . Thus, for any integer k < n m+1 , if k is the sum of m weights W i 1 + · · · + W im , then we must have i 1 , . . . , i m < n. However, there are at most n m distinct integers among the numbers W i 1 + · · · + W im with i 1 , . . . , i m < n, thus at most n m of the integers less than n m+1 can be written as the sum of m weights. Thus, there is an integer ≥ n m+1 − n m − 1 which cannot be written as a sum of m distinct weights. As this holds for arbitrarily large n, we are done.
Note that in this counterexample, the gap distribution has finite α-moment for any 0 < α < -th moment is infinite.
Appendix
The following stamp lemma shows that the monoid generated by the s 1 , . . . , s k coincides with the group generated by them for large enough integers. It is called the stamp lemma, as the set of postage values that one could make using only stamps of valuations s 1 , . . . , s k is exactly the monoid they generate, and so this lemma characterizes all large enough postages that can be made. = 1 , and so to prove the lemma, it is sufficient to show that there is an n 0 such that for all n ≥ n 0 , n ∈ M(
, . . . ,
), i.e., it is enough to prove the lemma in the case where the s i are relatively prime, and so we assume that for the remainder of the proof. Now, as s 1 is the smallest of the s j , it will follow that M(s 1 , . . . , s k ) has all sufficiently large integers once we show that s 1 consecutive integers are in this monoid. (As all further integers can then be obtained from these by repeatedly adding s 1 ). Also note that if s 1 = 1 the result is trivial so WLOG 1 < s 1 .
As s 1 , s k are relatively prime, by Bezout, there exist integers a 1 , . . . , a k such that 1 = k i=1 a i s i . Let I 1 := {i : a i < 0} and I 2 := {i : a i ≥ 0}, and let b i := −a i > 0 for all i ∈ I 1 . We have Let n 0 = i∈I 1 s 1 b i s i . Since b i > 0 for all i ∈ I 1 , we have n 0 ∈ M(s 1 , . . . , s k ). It follows from (8.1) that swapping b i copies of s i for all i ∈ I 1 by a i copies of s i for all i ∈ I 2 will increase the sum by 1. Since the coefficients of s i for i ∈ I 1 are s 1 b i , and since a i ≥ 0 for all i ∈ I 2 , we can make s 1 such swaps and after each swap still get an integer from the monoid M(s 1 , . . . , s k ). Since each swap increases the number by 1, we obtain that n 0 , n 0 + 1, . . . , n 0 + s 1 are all in M(s 1 , . . . , s k ). It follows from our previous comments that M(s 1 , . . . , s k ) contains all large positive integer multiples of d.
Finally, if every n ≥ n 0 has nd = k i=1 f i s i for f i nonnegative integers, we may set s i = t i d for 1 ≤ i ≤ k and note that by adding s 1 + · · · + s k to both sides of the last sum, we get that for n ≥ n 0 + k i=1 t i , nd = k i=1 (f i + 1)s i is a linear combination of the s i with positive integer coefficients.
