Abstract-Pre-Congestion Notification (PCN) has been proposed at IETF as a framework for scalable measurement-based admission control (MBAC) for a DiffServ-capable network domain. PCN encompasses two functions: admission control of new flows and termination of admitted flows when the available capacity is unexpectedly reduced after a network failure. While there has been extensive research on MBAC, our goal is to understand practical limitations of the specific admission algorithms proposed for PCN and to understand the properties of the termination algorithms of which little is known from prior research.
I. INTRODUCTION
Today, real-time applications are typically supported by a combination of queuing/scheduling differentiation between traffic classes (DiffServ) and over-provisioning. To ensure these conditions, provisioning typically assumes the knowledge of the expected traffic matrix and network topology. However, unexpected change in traffic patterns may cause severe congestion (e.g. an earthquake in California), resulting in poor service for all flows sharing the affected link. Furthermore, provisioning to ensure resiliency under multiple failures becomes prohibitively costly, especially as the amount of real-time traffic such as video increases. This provides the key motivation for admission control, which limits admission of new flows to ensure QoS for all admitted flows. A number of solutions of different complexity levels have been developed (e.g. [4, 5, 6, 11, 12, 13, 14, 15, 16, 17, 18, 19] ). However, admission control by itself may not be sufficient. When unplanned network failures occur, the traffic is rerouted on a backup/new path. If bandwidth is insufficient on the new path to support rerouted flows, then all of already admitted real-time traffic on affected links may suffer from the resulting QoS degradation. In this case, it is desirable to quickly terminate some flows to preserve QoS for the remaining ones.
Recently, Pre-Congestion Notification framework [10] was proposed at IETF for support of inelastic real-time traffic. PCN encompasses two complementary functions -admission control of new flows and termination of some admitted flows when the available capacity changes unexpectedly. Each link in the network is associated with two utilization thresholds -an admission-threshold (AR), which limits the amount of PCN traffic admitted under "normal" circumstances, and a termination-threshold (TR) (with TR > AR). When PCN traffic exceeds TR due to some unexpected circumstances, enough traffic is terminated to ensure that PCN utilization does not exceed TR. The interior routers meter aggregate incoming PCN traffic against the two thresholds, and use two different markings to communicate the state of the system to the edge routers of the PCN domain. The edge devices make their admission and termination decisions based on this marking.
The two thresholds architecture of PCN is designed to provide architectural flexibility for implicitly reserving backup bandwidth to accommodate a configured amount of PCN traffic rerouted on failures. However, this space separation of the admission and termination thresholds has an additional benefit of dramatically simplifying the job of admission algorithms. Indeed, over-admitting some limited amount of traffic over AR does not carry the penalty of loss, as long as the admission error is small enough to not trigger termination and vise versa, it can be viewed as a bounded policy violation. This inherent tolerance of the PCN framework potentially allows simple adhoc algorithms to be practically sufficient.
A number of algorithms implementing the PCN framework were proposed in [3, 7, 8, 20] and several evaluation studies are on-going. In this paper we concentrate on two of these proposals only. Specifically, we first set out to understand performance frontiers of a proposal described in [7] , referred to as CL-PHB (CL). The admission control algorithm of [7] has its roots in veritable MBAC research [12, 15, 19] . Even so, practical performance limitations (e.g. parameter sensitivity, levels of aggregation sufficient for practically tolerable performance, etc) need to be understood. Our second task is to investigate Single-Marking (SM) proposal of [8] . SM needs only a single marking encoding, and uses just one marking and metering function at the internal routers for both admission and termination functions. It is important to understand how these simplifications, attractive from the practical point of view, affect the performance of the algorithms. Due to space limitations, we can only present a summary of our results. We refer the reader to [1] for details to our findings.
We conclude this section by placing the work in the context of the prior research. MBAC research is a vast and welldeveloped field. Due to space limitations, we can only briefly mention some of the results most relevant for PCN, and point the reader to appropriate surveys. An excellent overview and comparison of "traditional" hop-by-hop MBAC research can be found in [5] , where it is argued that there is little difference between different MBAC algorithms with respect to utilization levels they can achieve. In addition, none of these algorithms reliably meet loss targets. The authors of [5] conclude that little can be gained by refining the details of the MBAC algorithms. Subsequent work on the end-point admission control, a comprehensive survey of which can be found in [6] , addressed the scalability of per-hop signaling assumed in traditional MBAC studies. In this more immediate ancestry of PCN, probe packets are marked by the routers, and this marking is used to make admission decisions at the end nodes (or edge-nodes of a network region). Most relevant for PCN are the ideas in [12] , which in turn motivated the work in [15, 19] . The results of this work directly motivated the choice of the marking algorithms first proposed for PCN in [7] . Unlike the admission algorithm with a lot of prior work, little is known about the termination mechanism. The only relevant work predating [7] on termination mechanisms that we are aware of was done in [9, 20] .
II. EVALUATION SETUP Overview: Figure 1 illustrates the load on a bottleneck when both PCN admission and termination control are enabled. An effective admission algorithm should maintain the load around the AR under the "normal" conditions (black line). A failure event (at 40s) in the network causes a surge of traffic on the link in question, at which point the termination mechanism should bring the load just below the TR. After that, natural flow departures overtime reduce the load down to AR. We evaluate a PCN algorithm by measuring the deviation of the actual load achieved in the experiment from the AR and TR thresholds. We term these "over-admission" and "overtermination" respectively. As mentioned in the Section I, the space separation of the AR and TR makes traditional lossbased performance metrics less relevant in the context of PCN. However, if over-admission errors were large enough to trigger termination, and over-termination errors were to cause the amount of traffic to fall below the AR threshold, then the system will oscillate between admission and termination states. Hence, our goal is to investigate, for a given PCN algorithm, the range of over admission and termination errors, and in doing so provide practical guidelines on how far apart the AR and TR thresholds must be configured to avoid system oscillation. shows a multibottleneck topology termed PLT-N, where N is the number of potential bottleneck links. This topology models crosstraffic and multiple congestion points that can occur in the hierarchically structured networks deployed by many network providers. Despite the seeming simplicity of these topologies, we believe they are sufficiently versatile to not only represent a wide range of situations expected in real networks, but also allow stressing the PCN algorithms in many dimensions. We believe that through a comprehensive evaluation on this limited class of topologies, we can gain insights into the performance issues relevant to more general settings expected in practice.
Traffic Types: Table I summarizes the parameters of all traffic types we used. The rows 1-8 summarize our "voice" models. In addition to the codecs termed "CBR" and "VBR", we also simulated "MIX", which is a mix of traffic drawn from voice codecs shown in rows 3-8. Where applicable, the on and off periods were exponentially distributed with the specified mean. The last two rows of the table summarize our "video" traffic models. VTR are segments of MPEG-4 and H.263 encoded video trace from a publicly available library [2] . SVD is an approximation of an MPEG-2 video stream which is just on-off traffic with video-like mean-to-peak ratio and mean rate. We expect it to be more challenging for the algorithms. Traffic Generation: Instead of specifying a value for flow arrival rate for each experiment, we used two other, more illustrative parameters. Demand-overload, which is used in admission experiments and written as a ratio to AR, represents the amount of traffic that "would be" on the bottleneck if admission control was not activated and any arrived flow gets admitted (assuming the bottleneck has infinite capacity). Eventoverload is used for termination experiments. It represents the bottleneck load after the failure (and the corresponding reroute) occurs (but before the termination), and is written as a ratio to TR. We computed the relevant flow arrival rate from these parameters. In almost all our experiments we used Poisson flow arrivals, except the rerouted traffic which is directly simulated. Flows duration is exponentially distributed with a mean of 1 minute.
Simulators: Many of the performance issues are fundamentally due to packet-level effects and can only be revealed when simulating with packet-based simulators. Yet, running packetbased simulation is very resource and time consuming, and greatly limiting the ability to conduct large scale experiments. Meanwhile, a range of performance issues can be effectively represented by "fluid" approximation models. In this work we develop two separate discrete-event simulators -one is a conventional packet-based simulator, and the other is a fluid model that we used for our termination experiments. We use the two simulators in conjunction with each other and validate the accuracy of the fluid simulator against its packet counterpart, and show that the error introduced by the fluid simulator is very small. This enables us to run a large scale simulation effort on the fluid model, while exploring the packet-level effects with the packet simulator at the same time.
III. CL-PHB ALGORITHM AND PERFORMANCE
Algorithm Description: In [7] , a PCN-enabled internal router maintains a virtual-queue (VQ) for each of its links, along with a real queue used for PCN traffic. An arriving PCN packet enters both the VQ and the real queue. The VQ is drained at the rate equal to AR. The router admission-marks incoming PCN packets with the probability given by a piecewise-linear function of the VQ depth: no packets are marked until the VQ has reached a lower threshold (min-marking-threshold), all packets are marked when the VQ exceeds the upper threshold (max-marking-threshold), and between the two thresholds the marking probability linearly increases from 0 to 1. A third VQ threshold is used to limit the size of the VQ to some maximum number. When the VQ reaches its maximum size, newly arriving packets are not added to the VQ until its depth falls below the maximum threshold. Note that if a steady overload occurs, all PCN packets will eventually be admission-marked. The egress of the PCN region measures the so-called Congestion-Level Estimate (CLE) as a weighted moving average of the fraction of admission-marked traffic to the total PCN traffic seen for the given ingress. The CLE is periodically signaled to the corresponding ingress. The ingress node admits a new flow to a given egress if the latest CLE it received from that egress is less than a chosen cle-threshold, and blocks admission otherwise.
For termination, internal routers in the PCN domain termination-mark a PCN packet when it determines that the configured TR has been exceeded (e.g. using a token bucket with the rate equal to the TR and marking a packet when it finds no tokens). Note, at subsequent hops only unmarked traffic is metered against the appropriate threshold. When the egress node detects a termination-marked packet, it starts measuring the rate of PCN traffic from a given ingress excluding any termination-marked packets. This amount of unmarked traffic is termed Sustainable Aggregate Rate (SAR). SAR reflects the amount of traffic of an ingress-egress PCN aggregate that "safely got through" without exceeding bottleneck TR along the path from ingress to egress. The SAR measurement is then reported to that ingress. When the ingress receives this SAR, it measures the current sending rate to the appropriate egress, and terminates sufficient number of PCN flows to bring its sending rate to that egress down to SAR if necessary.
Bottleneck Aggregation: One of the assumptions in PCN architecture, and MBAC in general, is that there is "sufficient" aggregation at the bottleneck links. Our experiments show that, the bottleneck aggregation needed to ensure that the overadmission percentage remained within 10% of the AR threshold is in the range of ∼ 75 (for CBR traffic) to ∼ 125 flows (for SVD traffic), with the rest of the traffic types falling in-between. These numbers translate roughly to 5 Mbps link for CBR voice and 0.5 Gbps link for SVD. Our results also indicate that the actual setting of the AR threshold and link speed has no bearing on the observed performance as long as the aggregation level is sufficiently high. Our voice experiments therefore used an OC3 link, while video experiments run on link of 1Gbps or higher, and we maintained the AR at 50% of the link bandwidth for all experiments reported in this paper.
Key Parameters Settings: Both admission and termination algorithm were found insensitive to the key parameters (virtual-queue parameters, token-bucket parameters, clethreshold, ewma-weight) at internal and edge nodes. In all of the sensitivity studies the over-admission or over-termination percentage remained within 5% for voice traffic and 7% for video/SVD traffic, for the wide range of parameters.
RTT: We observed little sensitivity of the admission algorithm to the absolute value of the RTT and the relative difference of the RTT between flows. However, when flows with large and small RTT share the same bottleneck link, a slight (∼ 5%) over-termination may occur.
Ingress-Egress Aggregation: We found that the admission algorithm is insensitive to the level of ingress-egress aggregation, as long as the bottleneck aggregation is sufficient. In contrast, for the termination algorithm, there is a theoretical possibility that the granularity of termination (which can operate on integer number of flows only) will result in large inaccuracies when ingress-egress aggregation is low. However on all of the traffic models we tested, we saw dramatically less over-termination than we expected from the worst case analysis -and sometimes none at all [1]. The unexpected behavior was traced to an effect we termed as Marking Synchronization, where marking distribution non-uniformity leads to some flows being consistently marked, and some not marked at all. Hence, only some ingresses activate termination instead of all ingresses. Our further analysis shows that this effect is not merely a simulation artifact, indicating that in practice even at low aggregation, the over-termination error might be acceptable.
Multiple Bottlenecks: Unfairness to long-haul aggregates traversing many bottlenecks (which we referred as "beatdown effect"), is a relatively well known phenomenon [4] . But the exact cause of it and its extent depend on the details of the algorithm. The primary cause of the beatdown effect for termination is excessive marking of the long-haul aggregate at subsequent bottlenecks, which cause incorrect estimate of Sustainable Aggregate Rate (SAR) at the edge. Recall that terminationmetering at the internal node applies only to previously unmarked traffic, which is intended to partially mitigate the excess marking at subsequent bottlenecks. Our results show that this is not sufficient to prevent the beat-down effect completely, yet the magnitude of the effect is probably of limited practical significance. We ran fluid simulations on 50,000 randomly generated traffic matrices on the PLT-5 topology (Figure 2(c) ), with event-overload ranging 1-10X (TR). We then compared the results to a reference solution which mimic the system behavior without the beatdown effect [1]. We found the additional overtermination error induced by the effect is mostly within 10%.
For admission, the beatdown effect is due to desynchronization of congestion periods of different bottlenecks [1] , and so the aggregates traversing more bottlenecks see congestion more often. We found that the under-admission of long-haul aggregates could be compensated by the admission of more of the short-haul ones, thus the bottlenecks utilization was kept at the AR. With respect to the unfairness, we observed a consistent beatdown effect for the long-haul aggregates across all experiments, although the exact extent of it depend on many factors such as the demand overload, topology, parameters settings and even statistical variations of flow arrivals. Running large scale fluid simulation to fully quantify the unfairness as a function of influencing parameters is an on-going effort. On the other hand, we also found that for the beatdown effect to be significant for admission, not only the demand-overload should be substantial, but also the duration of the overload should be long enough. Under "normal" conditions, one should not expect large prolonged substantial demand-overloads. In practice, the effect of the beatdown we report is probably of limited significance. Summary: In a nutshell, CL performed well in a large number of experiments. Our evaluation indicates that its admission control function worked well at sufficient levels of bottleneck aggregation for all real-time traffic types and flow arrival models we studied, and is rather insensitive to the settings of the key parameters and the level of ingress-egress aggregation. The algorithm suffers from the well-known phenomenon of unfairness towards long-haul connections, however, its practical significance is limited. Our investigation of the CL termination algorithm revealed that it works well for the range of tests we conducted. We identified several factors that may result in overtermination: (1) coexistence of flows with large and small RTT sharing same bottleneck link; (2) inaccuracies of rate estimation and rounding errors due to granularity of termination at very low ingress-egress aggregation levels; (3) flows traversing multiple bottlenecks in the presence cross traffic. However, in all experiments, the magnitude of the over-termination was relatively small, indicating that the termination algorithm is likely to provide reasonable performance in most cases.
IV. SINGLE-MARKING ALGORITHM AND PERFORMANCE SM is motivated by the desire to use just one marking and metering function at the internal routers for both admission and termination functions, instead of two, which is very attractive as it substantially reduces the complexity in the data path of the high-speed routing equipment. In addition, SM needs only a single marking encoding instead of two of the other PCN proposals, thus saving on the valuable real estate in the packet header. Furthermore, its metering function can be implemented by a simple token bucket readily available in today's routing equipment. We explore the tradeoff associated with these benefits. Algorithm Description: In SM, a PCN internal router implements excess rate admission marking instead of virtualqueue-based marking for its admission function. It meters traffic exceeding the AR and marks excess traffic (e.g. using tokenbucket-based marking) in exactly the same manner as the termination function of CL. Note that in the case of a steady overload, the amount of admission-marked traffic corresponds to the excess rate of PCN traffic over its AR (which differs from CL for which steady overload results in 100% PCN traffic being marked).
In SM, PCN internal routers do not implement termination marking at all, and no explicit termination threshold is set. Instead, the termination threshold is implicitly assumed to be a PCN domain-wide factor (U) of the configured AR on all links. The egress node measures (per ingress) the amount of PCN traffic that remains unmarked, which we call the Sustainable Aggregate Rate (SAR) just as in the termination function of CL, (except here it is measured against admission-marked packets). The egress then reports to the ingress both the CLE and the SAR. When the ingress receives a (non-zero) CLE and SAR from an egress node, it stops admission if the CLE exceeds a pre-defined threshold. To decide whether termination is needed, it first multiplies the SAR by U (described above) to obtain the effective bottleneck termination rate (ETR) for this egress, and if necessary, terminates enough flows to keep its sending rate below the ETR.
Ingress-Egress Aggregation (Admission): Figure 3 shows comparative performance of CL and SM's admission algorithms at different aggregation levels on MLK topologies. Unlike CL, which works quite well even down to 1-2 flows per ingress on the average, the performance of SM is substantially degraded at lower levels of aggregation, with over-admission-percentage up to 45% for CBR flows. The cause of this over-admission is again due to marking synchronization (see Section III). With very low ingress-egress aggregation, this effect results in only some ingresses stopping their admission, while the rest continuing to admit traffic. Though we cannot write off this adversary effect as a simulation artifact, we argue that it is visible only at very low ingress-egress aggregation levels, and disappears at 5-10 flows per aggregate for all traffic types. X X X X X X 2 300 600 1000 1800
Number of Ingresses Ingress-Egress Aggregation (Termination): Figure 4 shows comparative performance of CL and SM's termination algorithms at different aggregation levels on MLK topologies. It shows, for SM the actual degree of ingress-egress aggregation necessary to limit over-termination to 10% ranges from 50 to about 150 for different traffic types. The reason for this higher sensitivity to low ingress-egress aggregation again lies in the non-uniformity in the marking distribution across different ingress-egress aggregates. As a result of it, when traffic is closely below the (implicit) TR at the bottleneck, some aggregates get excessively marked, causing a false termination event at the corresponding ingress, in turn causing extra overtermination. We found the results could be improved to be comparable with CL if the ingresses used EWMA smoothing to Sustainable Aggregate Rate (SAR) when triggering the termination event. Such smoothing, however, would add latency to the termination decision. The magnitude of this additional latency increases with larger U and decreases with the increase in the excess load over the (implicit) TR. In the range of parameters we investigated that seem practically reasonable, the additional latency is bounded by 1-2 sec. We note that this smoothing is only necessary at the lower range of the ingress-egress aggregation levels, and is not necessary as soon as the aggregation level reaches 50-150 flows (for different traffic types) in our experiments. For the lower aggregation level, smoothing may be useful, at the expense of the additional latency.
Multi-Bottleneck Effect (Termination): CL and SM share much similarity in their termination algorithms, so it's natural to expect that the "beatdown" of long-haul aggregates discussed in Section III, can also be observed for SM. However it can be shown that, given the same setup, SM will always overterminate more traffic compared to CL. The reason is that in SM, the error caused by "beatdown" effect is amplified by the multiplier U. Hence the larger the U, the larger the overtermination error. To understand to magnitude of this effect, we ran the same set of experiments with 50000 random traffic matrices as we run for CL. Here we present the subset of results (45000) with 1.2 ≤ U ≤ 3.0. We found that while CL ( Figure 5(a) ) remains within 10% over-termination most of the time, the error for SM shows a wider spread. Figure 5 (b) shows for SM with 1.2 ≤ U ≤ 2, which in our opinion is the case of practical importance, the over-termination is below 10% in 65% of the experiments, within 20% for about 30% of the experiments, and between 30% and 40% for the remaining 5%. The difference between Figure 5 (b) and (c), namely the even wider error range in (c), confirms the positive correlation between U and magnitude of the over-termination error. Tradeoffs: An obvious restriction necessary for the SM approach is that the ratio of (implicit) TR and AR remains the same on all links in the PCN region. While clearly a limitation [8] , this is not particularly crippling, and does not outweigh the benefits of reducing the overhead in the router implementation and savings in codepoints. Performance-wise, the tradeoffs observed between the queue-based technique for admission control suggested in CL and a simpler token-bucketbased excess rate measurement do not appear to be a cause of substantial concern when traffic aggregation is reasonably high at the bottleneck links as well as on a per ingress-egress pair basis. Also, one mitigating consideration in favor of the simpler mechanism is that in a typical DiffServ environment, the real-time traffic is expected to be served at a higher priority and/or the target admission rate is expected to be substantially below the speed at which the real-time queue is actually served. If these assumptions hold, then there is some margin of safety for an admission control algorithm, making the requirements for admission control more forgiving to bounded errors. Termination mechanisms of SM and CL are both based on excess-rate metering and marking. Yet there is a subtle difference between the two mechanisms stemming from the fact that in SM, packets continue to be marked when traffic has reduced between the (implicit) TR and the (explicit) AR. This "extra" marking may result in over-termination compared to CL, especially in multi-bottleneck topologies. While we believe that the extent of this over-termination is tolerable for practical purposes, it needs to be taken into account when considering performance tradeoffs of the two mechanisms.
V. CONCLUSIONS Our main conclusions are two fold: First, we showed that CL works reliably for both admission and termination control, which in turn implies that PCN framework is a viable architecture in providing QoS to inelastic real-time traffic. Second, we showed that the benefits of Single-Marking of saving one marking codepoint and simplifying the complexity of the interior router implementations come at a price, namely larger over-termination errors. However, our results also imply that as long as sufficient levels of aggregation are present, SM may nevertheless be a viable practical solution.
