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Maximum Entropy
"There is no doubt that in the years to come the study of entropy will become a permanent part of probability theory;. . ."
A. I. Khinchin (in 1933) [K,p.2] 
What is Entropy?
The main purpose for studying entropy is that it provides a new tool for assigning initial probability distributions. The method is consistant with our symmetry approach but also includes nonuniform distributions. Thus it is a significant extension of the principle of symmetry. Just as the word "probability" is used in many different senses, the word "entropy" also has several, perhaps incompatible, meanings. We therefore need to examine these different usages closely since they are the source of a great deal of confusion-especially as most people have only a slight idea of what "entropy" means. We will examine four different meanings that are the more common usages of the word. Since this is not a book on thermodynamics or statistical mechanics the treatment must, of necessity, be fairly brief and superficial in the thermodynamically related cases.
The word entropy apparently arose first in classical thermodynamics. Classical thermodynamics treats state variables that pertain to the whole system, such as pressure, volume and temperature of a gas. Besides the directly measurable variables there are a number of internal states that must be inferred, such as entropy and enthalpy. These arise from the imposition of the law of the conservation of energy and describe the internal state of the system. A mathematical equation that arises constantly is dH = dQ/T [253] where dH is the change (in the sense of engineers and physicists) in entropy, T refers to the absolute temperature, and dQ is the quantity of heat transferred at temperature T. From the assumed second law of thermodynamics (that heat does not flow spontaneously from cold to hot) it is asserted that this quantity can only increase or stay the same through any changes in a closed system. Again, classical thermodynamics refers to global properties of the system and makes no assumptions of the detailed micro structure of the material involve.
Classical statistical mechanics tries to model the detailed structure of the materials, and from this model to predict the rules of classical thermodynamics. This is "micro statistics" in place of "macro statistics" of classical thermodynamics. Crudely speaking, matter is assumed to be little hard, perfectly elastic, balls in constant motion, and this motion of the molecules bouncing against the walls of the container produces the pressure of the gas, for example. Even a small amount of gas will have an enormous number N of particles, and we imagine a phase space whose coordinates are the position and velocity of each particle. This phase space is a subregion of a 6N dimensional space, and in the absence of any possibility of making the requisite measurements, it is assumed that for a fixed energy every small region in the phase space has the same probability as any other (compare the Poincare theory of small causes, large effects). Then average values over the phase space are computed. Boltzmann broke up the phase space into a large number of very small regions and found that the quantity seemed to play a role similar to the classical concept of entropy (k is Boltzmann's constant and P is the probability associated with any one of the equally likely small regions in the phase space with the given energy.
Boltzmann attempted to prove the famous Boltzmann's "H theorem" which states that with increasing time H could not decrease but would generally increase. It was immediately pointed out by Loschmidt that since Boltzmann began with Newtonian mechanics, in which all the equations of motion that he used are reversible, then it is impossible from this alone to deduce irreversibility. A lot of words have been said about the probabilities of the states when all the velocities of the particles are reversed (to make things go backwards in time), and it is usually claimed that these states are much less likely to occur than those in the original direction-though so far as the author knows there never has been any careful mathematical proof. only the argument that this must be so in order for the theorem they wanted to be true! Kac gave an interesting simple counter example to the proof using only a finite system that was clearly periodic and reversible. (See Wa, This, then, is the second entropy that is widely used, and is thought to be connected with the "mixed-up-ness" of the system. Gibbs, in trying to deal with systems which did not have a fixed energy introduced the "grand cannonicai ensemble" which is really an ensemble of the phase spaces of different energies of Boltzmann. In this situation he deduced an entropy having the form
where the p(i) are the probabiiites of the phase space ensembles. This, then, is still a third kind of physical entropy. Shannon while creating information theory found an expression of exactly the same form, and called it entropy, apparently on the advice of von Neumann, ("You should call it 'entropy' for two reasons: first, the function is already in use in thermodynamics under that name; second, and more importantly, most people don't know what entropy really is, and if you use the word 'entropy' in an argument you will win
But the identity of mathematical form does not imply identity of meaning. For example, Galileo found that failing bodies obey the formula
,zg 2 zt
and Einstein found the famous equation
E=mc'
but few people believe that the two equations have much in common except that both are parabolas. As the derivation of Shannon's entropy in the next section will show, the variables in his equation bear little resemblence to those of Gibbs or Boltzmann. However, from Shannon's entropy Tribus has derived all the basic laws of thermodynamics [L-T] (and has been ignored by most thermodynamicists). While the identity of form cannot prove the identity of meaning of the symbois, it does mean that the same formal mathematics can be used in both areas. Hence we can use many of the formal mathematical results and methods, but we must be careful in the interpretations of the results.
Shannon's Entropy
Let X be a discrete random variable with probabilities P(i), (i = 1.2,. . . , n). We shall show in a few moments that when dealing with "information" the standard assignment for the amount of information, I{p(i)}, to be associated with an outcome of probability p(i), is measured by the "surprise," the likelihood of the event, or the information gained, which is
In the certain event P = 1, and no new information is obtained when it happens.
The result of this assignment is that the expected value of the information f(X) for a random variable X is given by the formula,
H(X) = E{Z(X)} = kp(i)log -&
In information theory this is called the entropy. It is usually labeled H(X), or sometimes H(P).
Information theory usually uses the base 2 for the logarithm system. which we do in this chapter unless the contrary is explicitly stated. Logs CO the base e will be denoted, as usual, by ln.
Kullback [Ku] has written a book (1959) with the title, Information Theory and Statistics, which shows many of the connections between the two fields.
This assignment of values to a random variable X is one of a number of different intrinsic assignments of values to the outcomes of a trial of a random variable, "intrinsic" meaning that the values come direct/y from the probabilities and have no extrinsic source. The general case of intrinsic assignments is the assignment of the value of the random variable as some function /(p(i)). In contrast, dealing with the time to first failure for a run of n trials gives an extrinsic but natural assignment of the index n as the values for the possible outcomes of probabilities qP"-', (n = 1, 2, . . .).
The entropy can also be viewed in a different way; since P(i) log 1 = log 1 I 1
we have Bn" the sssociie, " the 2-H(X) = fip(i)P(i) (7.2-2) i=l which resembles a weighted geometric mean of the probabilities. Because of this logarithmic structure Shannon's entropy has many of the properties of both the arithmetic and geometric means.
Example 7.2-l An Entropy Computation
Given a random variable X with the probability distribution p(l) = 1/2, p(2) = 1/4, p(3) = 1/8, and p(4) = 1/8, the entropy of the distribution is
Rom any finite probability distribution we obtain the entropy as a single number-much as the mean is a single number derived from a distribution.
The entropy function measures the amount of information contained in the distribution, and is sometimes called the negentropy since it is thought to be the negative of the usual entropy which in turn is supposed to measure the "mixed-up-ness" of a distribution. We have already exposed the weakness of the analogy of Shannon's entropy with the entropies of physics, but see [T] , [L-T] . For biology see [Ga] .
Since we will be using Shannon's entropy extensively we need to make some reasonable derivation of his entropy function. Let there be two independent random variables X and Y with outcomes 2; and gj (say the roll of a die and the toss of a coin). Bow much information is contained in the observed outcome ziyj? If I(.) is the measure of the amount of information then we believe that for independent random variables the total information is the sum of the information contained in the individual outcomes, that is z(CYj)= r(G)+ I(Yj) (7.2-3) Think this over carefully before accepting it as fitting your views of information. Equation (7.2-3) is the standard Cauchy functional equation when we also suppose that the measure of information I(p) is a non-negative continuous function of its argument.
To study the solution of Cauchy's equation we drop the subscripts. Consider the functional equation (defines a function rather than a number) f(ZY) = f(r) + f(Y) (7.2-4) . . .
where f(t) is a continuous nonnegative function of z. Suppose that y = z, then we have from equation (7.2-4)
Next, let y = tz. Then from equation (7.24) we get /w = 3f(t) and in general, by induction, we have for ail integers n > 0,
Now if we write I" = z we have
/(t) = nf(t"") or rewriting this f(W = WV(z)
Proceeding as before, we can show that for all rational numbers p/q /(zp'q) = (P/d/(~)
By the continuity assumption on the solution of the equation since the equality holds for all rational numbers it holds for ail real numbers, t > 0 and y /WI = Y/(Z) (7.2-5)
The relationship (7.2-5) suggests that the solution is f(r) = logt to some base. To prove that this solution is unique to within a constant multiplier (effectively the base chosen for the logs) we assume that there is a second solution g(x), and then consider the difference
where, of course from (7.2-5) g(tr) = yg(z). We have for the difference logt -kg(t) = (l/y){log+r -kg(zY))
We fix in our minds some z =~0, (not 0 or 1), and choose a particular k so that at E = zg the left hand side is zero (so that the scaled second solution has a common point with the log solution at t = 20). Hence we set log to k=-!?(zo) We have on the right SHANNON'S ENTROPY [259] loga$ -kg(ti) = 0 Now for any z other than 0 and 1 there is a y such that and we have
2=2 YI
namely log z y = -log aI log 20 lOt3~ = kl(t) = !Jws(to) Therefore any other solution g(r) is proportional the logt; and the solutions differ only with respect to the logarithm base used.
It is conventional to use, in information theory, the base 2 so that a simple binary choice has unit information; it is only a difference in the units used to measure information that is being determined by the choice of base 2. The standard equation logt = s = (log2 6)(10gb t, means that every log system is proportional to every other, and the conversion from one to another is simple.
Since by assumption Z(p) 2 0 it is necessary to use a negative value for k so we finally choose our solution of equation (7.2-3) as f(p) = log $ = -hJP (7.2-6) Now that we have the measure of information for any outcome of probability p, we examine it to see its reasonableness. The less likely the event is to happen the more the information, the more the surprise, the greater the reduction in uncertainty. The certain event p = 1 has no information, while the impossible event has infinite information, but it never occurs! See below, equation (7.2-g).
The average information contained in a distribution p(i) is clearly the weighted average of log{l/p(i)} (the expected value). From (7.2-6) we have
which is the entropy of the distribution. The entropy is measured in units of bits per trial.
r.3
When we have a binary choice then we often write the argument as
as as matter of convenience since the entropy then depends on the single number p (or q).
We need to examine the shape (graph) of the typical term of the entropy function as a function of the probability p. There is clearly trouble at p = 0. To evaluate this indeterminate form we first shift to logs to the base e and later rescaie.
We can now apply l'Hopital's rule,
and we see that at p = 0 the term pfn(l/p) = 0. Thus while the impossible event has infinite information the limit as p approaches 0 of the probability of its occurrence multiplied by the amount of information is still 0. We also see that the entropy of a distribution with one p(i) = 1 is 0; the outcome is certain and there is no information gained. and it is infinite at p = 0. The maximum of the curve occurs at p = l/e. Thus, rescaling to get to logs base 2, we have the Figure 7 .2-1. c C(n, k) 5 2"H@) (7.2-9) k=O and where a < 1/2 and provided n is made sufficiently large. Thus the entropy function plays an important role in both information theory and coding theory. 7.2-4 Show that &r I(p) dp = 0.3606.. . .
7.2-5
For the probabilities 1/3, 1/4, 1/6, 1/9, 1/12, 1/18 show that the entropy is 8/9 + (11/12) log 3 N 2.34177.
7 . 2 -6 L e t SN = cf, I/n. Then Zipf's distribution has the probabilities Pm = (l/R)/sN. If TN = c:.,,Cl og n)/n show that the entropy of Zipf's distribution is H(N) = TN/SN + log SN.
Some Mathematical Properties of the Entropy Function
We now investigate this entropy function of a distribution as a mathematical function independent of any meaning that may be assigned to the variables.
Example 7.3-l
The log Inequality
The first result we need is the inequality 
Gibbs' Inequality
We now consider two random variables X and Y with finite distributions px(i) and w(i), both distributions with the sum of their values equal to 1. Starting with (using natural logs again)
)
i=l px(i In% we apply the tog inequality (7.3-l) to each log term to get
The equality holds only when each px(i) = m(i). Since the right hand side is 0 we can multiply by any positive constant we want and thus, if we wish, convert to base 2. This is the important The equality holds only when px(i) = py(i) for all i. When we sum over the variable not in the log term we get a factor of 1, and when we sum over the variable in the log term we get the corresponding entropy; hence H(XY) = H(X) + H(Y) (7.3-3) When we compare this with (2.5-4)
E{X + Y} = E(X) + E(Y)
we see that the entropy of the product of independent random variables satisfies the same equation as the expectation on sums (independent or not), and partly explains the usefulness of the entropy function. Suppose next that we have n independent random variables Xi, (i = 1 , . . . , n), and consider the entropy of the compound event S = XtXs . . .X,,. We have, by similar reasoning, H(S) = H(X,) + H(X2) + **-+ H(X,) and we have our result which agrees with our understanding of Shannon's entropy: combining items loses information.
