It is shown that a lossless first-order optical system whose real symplectic ray transformation matrix can be diagonalized and has only unimodular eigenvalues is similar to a separable fractional Fourier transformer in the sense that the ray transformation matrices of the unimodular system and the separable fractional Fourier transformer are related by means of a similarity transformation. Moreover, it is shown that the system that performs this similarity transformation is itself a lossless first-order optical system. Based on the fact that Hermite-Gauss functions are the eigenfunctions of a fractional Fourier transformer, the eigenfunctions of a unimodular first-order optical system can be formulated and belong to the recently introduced class of orthonormal Hermite-Gaussian-type modes. Two decompositions of a unimodular first-order optical system are considered, and one of them is used to derive an easy optical realization in more detail.
INTRODUCTION
Recently there has been some interest in signal transformations that possess unimodular eigenvalues, especially in view of the easy fractionalization of such transformations. 1, 2 In particular, we mention cyclic transformations, [3] [4] [5] for which the eigenvalues are not only 2 periodic, but, in addition, the argument of each eigenvalue shows a rational relationship to 2. One of the important transformations used in optical signal processing is the linear canonical integral transformation, 6, 7 which corresponds to a first-order optical system. 8 In this paper we consider lossless first-order optical systems that have the additional property that the eigenvalues of their real symplectic ray transformation matrices 8, 9 are unimodular; moreover, we require that the ray transformation matrix can be diagonalized. Such systems and ray transformation matrices will be called unimodular; although not explicitly stated, the term unimodular thus implicitly implies that the ray transformation matrix is diagonalizable. Sections 2 and 3 are devoted to some preparatory work on the description of a general lossless first-order optical system, its real symplectic ray transformation matrix T, and the linear canonical integral transformation that such a system performs on an optical signal. In Section 4, we turn our attention to a system with a diagonalizable ray transformation matrix, and we determine the eigenvalues n and the eigenvectors q n of this matrix. In particular, we show that these eigenvalues and eigenvectors can be combined into an eigenvalue matrix ⌳ and an eigenvector matrix Q in such a way that these matrices are symplectic, albeit complex. This section concludes with the particular forms that the eigenvalue matrix ⌳ f and the eigenvector matrix Q u take in the special case of a unimodular (and diagonalizable) ray transformation matrix T u . From that point on, we stay in the realm of unimodular systems and ray transformation matrices, and we show in Section 5 that the eigenvector matrix Q u takes a form that allows us to decompose the unimodular system (with ray transformation matrix T u ) into a separable fractional Fourier transformer (with ray transformation matrix T f ) embedded in between a general lossless firstorder subsystem and its inverse (with ray transformation matrices M and M −1 , respectively):
. Some examples are treated in Section 6.
In Section 7 we show how this decomposition allows us to formulate the eigenfunctions of the unimodular system. We will conclude that these eigenfunctions belong to the recently introduced class of orthonormal HermiteGaussian-type modes, which arise at the output of a lossless first-order system when the common Hermite-Gauss modes are presented at the system's input. An alternative decomposition, where the Iwasawa decomposition of real symplectic matrices is used, is presented in Section 8 and consists of a so-called orthosymplectic system embedded in between two lenses and two magnifiers. This alternative decomposition has less degrees of freedom than the decomposition MT f M −1 (but still enough to reach all possible diagonalizable real symplectic matrices with unimodular eigenvalues) and is thus better suited for the construction of unimodular first-order optical systems. An optical realization based on this alternative decomposition is presented in Section 9.
tion r i and direction p i of an incoming ray to the position r o and direction p o of the outgoing ray:
The ray transformation matrix T of such a system is real and symplectic; symplecticity can be expressed elegantly in the form
where I is the identity matrix and 0 is the null matrix; as usual, the superscript t denotes transposition, and the superscript † is used to denote the combined action of transposition and complex conjugation. As some well-known one-dimensional examples we mention 
corresponding to a section of free space with distance z, a lens with focal length f, a Fourier transformer with scaling w, and a fractional Fourier transformer [10] [11] [12] [13] with fractional angle (and scaling w), respectively, acting on light with wavelength ‫ؠ‬ .
Two commonly used coherent-optical realizations of (one-dimensional) fractional Fourier transformers 10 are suggested by Lohmann: setup (a) consisting of one thin (cylindrical) lens with focal length f, preceded and followed by two identical distances z of free space, and setup (b) consisting of two identical thin (cylindrical) lenses with focal lengths f, separated by a distance z. The relation among z, f, and the fractional angle reads z =2f sin 2 ͑ /2͒ in both setups, whereas w 2 = ‫ؠ‬ f sin in setup (a) and w 2 = ‫ؠ‬ f tan͑ /2͒ in setup (b). Usually we work with normalized variables r ¬ r / w and p ¬ pw so that the fractional Fourier transformer [see Eq. (5) is also real and symplectic. In this paper we will show that the inverse is also true: Each diagonalizable real symplectic matrix with unimodular eigenvalues is similar to the ray transformation matrix T f of a separable fractional Fourier transformer and can be written in the form MT f M −1 , with M a real symplectic matrix. Note that not all matrices can be diagonalized; the ray transformation matrices that belong to a section of free space and to a lens [see the leftmost and central matrices in expression (4) with their eigenvalues equal to 1] are two obvious optical examples of nondiagonalizable matrices.
LINEAR CANONICAL INTEGRAL TRANSFORMATION
A lossless first-order optical system performs a linear canonical integral transformation on the signal f i ͑r͒ that appears at the system's input:
If the system is described by a ray transformation matrix T whose submatrix B is nonsingular, the output signal f o ͑r͒ = R͓f i ͑r i ͔͒͑r o ͒ can be expressed in terms of the Collins integral 6, 7, 15 :
The phase factor exp͑i͒ in Eq. (7) can be chosen rather arbitrarily, for instance to make transformations additive in their determining parameters. As an important onedimensional example we mention the fractional Fourier transformer [11] [12] [13] 16, 17 with fractional angle (and 0 ഛ Ͻ ) for which we have
and where we have chosen the phase angle in Eq. (7) such that additivity for the fractional angle holds 17 ; note that by properly choosing 17 the square root of i sin , additivity and 2 periodicity can be obtained for R. The relation to the ray transformation matrix is clear: A = D = cos and Bw −2 =−Cw 2 = sin , [see Eq. (5)]. We remark that additivity and 2 periodicity also hold for the canonical integral transformation with ray transformation matrix MT f ͑͒M −1 , and that the particular cases
and MT f ͑͒M −1 correspond to the transformations f o ͑r͒ = f i ͑r͒ and f o ͑r͒ = f i ͑−r͒, respectively.
EIGENVALUES AND EIGENVECTORS OF UNIMODULAR SYSTEMS
In the present paper we will eventually consider lossless first-order optical systems for which the ray transformation matrix T has unimodular eigenvalues ͉ n ͉ = 1; moreover, we will restrict ourselves to systems for which T can be diagonalized. We recall that such systems and their diagonalizable ray transformation matrices T u will be called unimodular. We will thus get the decomposition
where ⌳ f is a diagonal matrix with the (unimodular) eigenvalues n of T u on its main diagonal and where the columns of Q u are actually the eigenvectors of T u . The subscript u in connection to a matrix will throughout be used to denote that we are dealing with the unimodular case; the subscript f will be used if the form of the matrix to which it is attached is in agreement with the more special case of a fractional Fourier transformer. We first remark that if is an eigenvalue of a real symplectic matrix T, then * ,1/, and 1 / * are eigenvalues, too; as usual, complex conjugation is denoted by the superscript * . Indeed, from the realness of T, we conclude that the characteristic equation det͑T − I͒ = 0 has real coefficients and that the eigenvalues are thus real or come in complex conjugated pairs: If is an eigenvalue, then * is an eigenvalue, too. Moreover, from the symplecticity condition of Eq. (2) we get
and we conclude that if is an eigenvalue, then 1 / is an eigenvalue, too. So for real symplectic matrices, the eigenvalues come in complex quartets (if they are not unimodular and not real), or in complex conjugated pairs (if they are unimodular, but not real), or in real pairs (in particular, they are double if equal to +1 or −1). Let q n be a (complex-valued) eigenvector of the symplectic matrix T with (complex-valued) eigenvalue n : Tq n = n q n . Note that in the context of this paper, which deals with diagonalizable matrices, we may safely assume that the set of eigenvectors q n has full rank. We now consider the inner product q n t Jq m =−q m t Jq n and get
where we have used the symplecticity property T t JT= J [see Eq. (2)]; hence,
We conclude that the inner product q n t Jq m vanishes, except in the case of two partner eigenvectors q n and q m = q n , i.e., the pair of eigenvectors q n and q n with eigenvalues n and n that are each others' inverses: n n =1. Again, in the context of this paper, we need not consider the particular case that both q n t Jq n and n n − 1 vanish simultaneously: q n t Jq n = 0 would imply that q n is a linear combination of all the other eigenvectors, in which case the set of eigenvectors would not have full rank, and the matrix T would not be diagonalizable.
Since we have freedom in choosing the lengths of the eigenvectors, we may choose them such that the inner product of each pair of partner eigenvectors becomes −i : q n t Jq n =−i. With a proper ordering of the eigenvalues into an eigenvalue matrix ⌳ as
and with the corresponding ordering of the eigenvectors as column vectors in an eigenvector matrix Q, both the eigenvalue matrix ⌳ and the eigenvector matrix Q will then be symplectic: ⌳ t J⌳ = J and Q t JQ= J. Note that symplecticity for complex symplectic matrices (like Q and ⌳) is defined as usual by Eq. (2).
In the special case that the symplectic matrix T = T u is real and unimodular, the eigenvector q n [with eigenvalue n = exp͑i n ͒] and its partner q n [with eigenvalue n =1/ n = exp͑−i n ͒ = n * ] are related to each other as q n ϰ iq n * . This can directly be seen from the fact that (i) for a real symplectic matrix T we have the property that if Tq n = n q n then Tq n * = n * q n * , and (ii) for unimodularity we have the additional property that n * =1/ n = n . We assume again that the lengths of the eigenvectors have been chosen such that q n t Jq n =−i. The eigenvalue matrix ⌳ now takes the form
and the eigenvector matrix Q u can be expressed as
where w 2 is an arbitrary diagonal matrix with positive real diagonal elements, which we will use for normalization purposes later.
SIMILARITY TO A FRACTIONAL FOURIER TRANSFORMER
The eigenvector matrix Q u can be decomposed as
͑18͒
Symplecticity of the (real) matrix M follows directly from the symplecticity of the (complex) matrix Q u , using the symplecticity condition of Eq. (2). The matrix F contains as its columns the eigenvectors of the ray transformation matrix of a separable fractional Fourier transformer; moreover it is the (complex!) symplectic matrix that corresponds to the Bargmann-Segal transform, 18, 19 
Since each diagonal element of the diagonal matrix ⌬ is unimodular, n = exp͑i n ͒ = cos n + i sin n , the submatrices ͑⌬ + ⌬ * ͒ / 2 and ͑⌬ − ⌬ * ͒ /2i of T f are diagonal matrices with elements cos n and sin n , respectively. And when we combine the angles n into a diagonal matrix ⌰, we may express T f as
͑21͒
From the latter expression we conclude that T f = T f ͑ 1 , 2 , . . .͒ is a separable fractional Fourier transformer (with scaling) with fractional angles 1 , 2 , . . ., corresponding to rotations (with scaling) in phase space. We finally conclude that any lossless unimodular first-order optical system (with a diagonalizable ray transformation matrix T u ) is similar (in the sense of matrix similarity:
to a separable fractional Fourier transformer (with scaling), where the fractional angles n correspond to the phase angles of the unimodular eigenvalues: n = exp͑i n ͒.
SOME EXAMPLES
Before we continue the development of our theory in Section 7, we first consider some examples to elucidate the concepts introduced so far. 
A. One-Dimensional Case
where and w 2 (together with the proper choice of the sign) follow now from a + d = ± 2 cosh and b = ±w 2 sinh . The decomposition is now built around a hyperbolic expander, whose optical realization is similar to that of the fractional Fourier transformer setup (a) mentioned in Section 2, but with a concave lens instead of a convex one (see also Ref. 15 , p. 183, Example: Hyperbolic expanders).
B. Orthosymplectic Class
If the ray transformation matrix is not only real symplectic but also orthogonal, we call the system orthosymplectic. 15 The ray transformation matrix T ‫ؠ‬ of such an orthosymplectic system takes the general form It is well known that a unitary matrix has unimodular eigenvalues and that it can be diagonalized (Ref. 14, Chap. 13). Moreover, it is not difficult to show that when the unitary matrix U is diagonalized with a matrix P to U = P⌬P −1 , the corresponding orthosymplectic matrix can be diagonalized as
͑25͒
We remark that the class of orthosymplectic systems is an important subclass of unimodular systems. Moreover, it will be clear that in the case of orthosymplectic systems, it is much easier to work with the unitary D ϫ D matrix U than to work with the orthosymplectic 2D ϫ 2D matrix T ‫ؠ‬ . The matrix P that diagonalizes the unitary matrix U , U = P⌬P −1 , can itself be made unitary, and we conclude that all three matrices in the cascade P⌬P −1 are unitary. While the unimodular matrix ⌬ is the unitary representation of a separable fractional Fourier transformer, the matrix P can also be considered as the unitary represen-tation of an orthosymplectic system that is optically realizable, i.e., a system whose symplectic ray transformation matrix is real. We thus conclude that for orthosymplectic systems there is a direct way from the decomposition 
C. Some Two-Dimensional Examples from the Orthosymplectic Class
In the two-dimensional case, with r = ͑x , y͒ t and p = ͑p x , p y ͒ t , basic members of the orthosymplectic class are, apart from the two-dimensional separable fractional Fourier transformer with ray transformation matrix T f ͑ x , y ͒ and with the unitary representation
the rotator (also called image gyrator 20 ) and the gyrator (also called cross gyrator 20 ). These two systems can be described by the ray transformation matrices 
respectively. We remark that a rotator with rotation angle produces a rotation through the angle , both for the spatial variables ͑x , y͒ and the spatial-frequency variables ͑p x , p y ͒, while a gyrator produces a rotation for the mixedvariables combinations ͑x , p y ͒ and ͑y , p x ͒.
When we bring the unitary matrices U r ͑͒ and U g ͑͒ in diagonal form by means of the unitary matrices P r and P g , U r ͑͒ = P r ⌬ r P r −1 and U g ͑͒ = P g ⌬ g P g −1 , we get
f ͑␣,␤͒ = P r ͑␣,␤͒, ͑31͒
with arbitrary values of ␣ and ␤, and
With P r ͑␣ , ␤͒ , P g ͑␣ , ␤͒, and U f ͑ ,−͒ the unitary representations of the orthosymplectic systems M r , M g , and T f , respectively, we get 
where we have used the fact that the two separable fractional Fourier transformers T f ͑␣ , ␤͒ and T f −1 ͑␣ , ␤͒ that embed T f ͑ ,−͒ cancel each others' operations and might as well be omitted. Note the correspondence between Eq. 
we are immediately led to the final decomposition 
EIGENFUNCTIONS OF UNIMODULAR SYSTEMS
In this section we use the decomposition of Eq. (19) developed in Section 5, T u = MT f M −1 to find explicit expressions for the eigenfunctions that belong to the unimodular system described by the ray transformation matrix T u . For convenience, we restrict ourselves to the two-dimensional case and write r = ͑x , y͒ t ; the ray transformation matrices are now 4 ϫ 4 matrices. The extension to more dimensions, if necessary, is straightforward. Moreover, we will use normalized variables r ¬ w −1 r and p ¬ wp, and, consequently, normalized versions of the ray transformation matrices T , T u , T f , and M:
Note that T f then takes the form
[see Eq. 
͑43͒
We now determine the eigenfunctions ⌽ n ͑r͒ of the linear canonical integral transformation f o ͑r o ͒=R u ͓f i ͑r i ͔͒͑r o ͒ that corresponds to a unimodular system. Eigenfunctions are defined in the usual way,
where n is the corresponding (unimodular) eigenvalue. We recall [11] [12] [13] that for the one-dimensional fractional Fourier transformer with fractional angle , the eigenfunctions are the Hermite-Gauss functions
with H n ͑·͒ the Hermite polynomials (Ref. 14, Section 21); the corresponding eigenvalues read n = exp͑−in͒. Since M is a real symplectic ray transformation matrix, an orthonormal set of eigenfunctions of the system T u = MT f M −1 can be given explicitly, based on the fact that the separable Hermite-Gauss functions H n,m ͑r͒ = H n ͑x͒H m ͑y͒ are eigenfunctions of the separable fractional Fourier transformer T f ͑ x , y ͒ with fractional angles x and y in the x and y directions, respectively. These eigenfunctions of the system T u , which we denote by ⌽ n ͑r͒ = H n,m M ͑r͒, follow from studying the propagation of the separable Hermite-Gauss functions H n,m ͑r͒ = H n ͑x͒H m ͑y͒ through the first-order optical subsystem with ray transformation matrix M, and are most easily determined by their generating function 21 with s = ͑s x , s y ͒ t , where a, b, c, and d are the submatrices that constitute the subsystem's ray transformation matrix M. An explicit form for these eigenfunctions has also been derived 22 and reads 
͑48͒
where the matrices V and Z are related to M via
We remark that the operators P x and P y commute since ZV t = VZ t , which is a direct consequence of the symplecticity of M.
That H n,m M ͑r͒ are eigenfunctions of the first-order optical system described by T u = MT f M −1 can easily be seen as follows. 21 If we apply the functions H n,m M ͑r͒ to the cascade MT f M −1 , the subsystem M −1 will transform them into Hermite-Gauss functions H n,m ͑r͒, which then pass the separable fractional Fourier transformer T f only to be multiplied by a phase factor. The subsystem M finally transforms the Hermite-Gauss functions back into H n,m M ͑r͒. Note that the separable Hermite-Gauss functions H n,m ͑r͒ = H n ͑x͒H m ͑y͒ themselves arise for M = I.
In the special case that M corresponds to an orthosymplectic system 15 with unitary representation U = a + ib = d − ic, the exponent in the generating function of Eq. (46) reduces to exp͓−͑U * s͒ t ͑U * s͒ +2͑U * s͒ H n,m
