Abstract. In this paper we establish the existence of global weak solutions to the heat flow for surfaces of prescribed mean curvature, i.e. the existence for the Cauchy-Dirichlet problem to parabolic systems of the type
where H : R 3 → R is a bounded continuous function satisfying an isoperimetric condition, B is the unit ball in R 2 and u : B × (0, ∞) → R 3 . As one of the possible applications we show that the problem has a solution with values in B R ⊂ R 3 , whenever u o (B) ⊆ B R and furthermore there holds for a ∈ ∂B R .
1. Introduction
The problem and statement of the results.
The aim of this paper is to construct solutions to the Cauchy-Dirichlet problem associated to the heat flow for surfaces of prescribed mean curvature on the unit ball B ⊂ R 2 :
(1.1)
with solutions u : B × (0, ∞) → R 3 and given Cauchy-Dirichlet datum u o and a bounded continuous function H : R 3 → R. As usual, by the parabolic boundary we mean ∂ par (B×(0, ∞)) := ∂B×(0, ∞)∪B×{0}. The Cauchy-Dirichlet problem (1.1) features some similarities to the heat flow for harmonic maps [32] , since the nonlinearity in (1.1) 1 is of critical growth and exhibits the same analytic properties as the non-linearity in the harmonic map heat flow in two spatial dimensions. Therefore, it is natural to seek necessary conditions ensuring the existence of a global weak solution of (1.1). Such conditions could be those guaranteeing existence results for the associated stationary case, i.e. for the classical Dirichlet problem related to (1.1) which was intensively studied in the early seventies. Various optimal results have been obtained, and these theorems settle the existence problem in R 3 . Prominent examples are the results of Heinz [17] , Hildebrandt [19, 20] , Gulliver and Spruck [14, 15] , Steffen [30, 31] and Wente [35] . Hildebrandt [19] showed that the problem can be solved in a ball B R ⊂ R 3 whenever the Dirichlet boundary values u o and the prescribed function H satisfy u o L ∞ ≤ R and H L ∞ ≤ R −1 . Wente [35] obtained a result in a completely different direction. If d u o denotes the Dirichlet energy of the harmonic extension of u o (here we assume that such an extension is possible), then a solution of the above Dirichlet problem exists, provided H L ∞ ≤ d π/d u o . In its best known form, that is, with a constant d = 2/3, the result was later achieved by Steffen [30, 31] . However, Wente opened the path in this direction by giving a proof for any constant d < 1 5 ; cf. [35, Thm. 6.2] . Finally, Steffen [30, 31] showed that the condition R 3 |H| 3 dx < 9π 2 already ensures the existence of a solution. The last two results guarantee the existence of a solution in situations where the Hildebrandt result fails. For example, when the Dirichlet datum u o is contained in a thin set with large diameter, the Hildebrandt result only works for H L ∞ 1, while the last two results allow large values of H. In [7] the second author and Steffen were able to improve the H 3 -condition, and we will come back to this later in Theorem 9.1 when describing applications of our general existence theorem for the H-flow system (1.1).
When dealing with the associated parabolic problem the situation is quite different. Here it is only known that the Hildebrandt-type condition ensures the existence of a classical solution, and this goes back to Rey [26] . This result has recently been extended to higher-dimensional H-flows by Leone, Misawa and Verde [23] , that is, to
for solutions u : B×(0, ∞) → R n+1 , where now B ⊆ R n is the unit ball in R n , n ≥ 2. In the latter paper the existence of at least one global weak solution is established. In any case the methods used by the authors only allow the treatment of prescribed functions H admitting a certain regularity. More precisely, the considerations are restricted to bounded Lipschitz continuous functions H and thus do not provide the Hildebrandt-type result in its full generality. Nevertheless, these results are to our knowledge the only ones dealing with parabolic H-flows and establishing the existence of a global solution.
Without any smallness condition on the prescribed function H, in general one cannot expect the existence of a global solution on B × (0, ∞) due to energy concentration phenomena. When the energy concentrates it could be the case that in the weak limit a portion of the energy splits off when reaching the critical time t ↑ T * . At such a concentration point the solution u(·, t) forms a bubble which can often be recovered by a rescaling process. In [2] Chen and Levine used such a device, inspired by classical arguments from Struwe [32] introduced in the framework of the heat flow for harmonic mappings into Riemannian manifolds in the twodimensional case. We also mention a related result of Struwe [33] on the H-flow system in 2-dimensions with a free boundary.
The aim of the present paper is twofold: First, we are looking for a far reaching existence result for a global weak solution, which covers as an application the existence results of [26] and [23] in the case n = 2. Here we follow an idea of Steffen, who showed that in the stationary case a certain isoperimetric condition on H suffices to ensure the existence of solutions. In particular, we do not assume that the image of the Cauchy-Dirichlet datum is contained in a ball. Second, we remove the rather strong regularity assumption that the prescribed function is Lipschitz continuous, and attempt to set up an existence theory for the natural class of functions H, i.e. the class of bounded and continuous functions.
Since ( where i u,u o denotes the characteristic function of the set enclosed by the surfaces u and u o , taken with multiplicities. The H-volume can be interpreted as the oriented, H-weighted volume enclosed by two surfaces with the same boundary. In the stationary case one minimizes the energy functional E H corresponding to H and u o in a closed subset A ⊆ R 3 . The main assumption which ensures the existence of minimizers is a certain isoperimetric condition for H and A, which roughly says that twice the H-volume, that is, 2| E H dξ|, of any set of finite perimeter E ⊆ A is less than c times the perimeter P(E) with a constant 0 < c < 1, that is, 2 E H dξ ≤ c P(E), for any E ⊆ A of finite perimeter.
Under such a condition, the functional E H turns out to be lower semi-continuous with respect to weak convergence, and therefore one can establish a fairly general existence result which in the very end yields the above mentioned results as applications. This program has been carried out in [30] , [31] for the Plateau problem for surfaces with prescribed mean curvature in R 3 , in [7] for the Plateau problem for surfaces with prescribed mean curvature in a Riemannian 3-manifold, and in [4] for higher-dimensional H-systems. We also mention the related work [6] on the Plateau problem for hypersurfaces of prescribed mean curvature in Riemannian manifolds in the framework of geometric measure theory.
As already mentioned, the present paper can be viewed as an attempt to establish a general existence result for H-flow systems assuming only an isoperimetric condition for H and A. In order to explain the results we are going to prove, we begin by specifying the hypotheses. For the obstacle A ⊆ R 3 we suppose that (1.2) A ⊆ R 3 is closed, convex, with C 2 -boundary and bounded principal curvatures.
By H ∂A (a) we denote the minimum of the principal curvatures of ∂A in the point a ∈ ∂A, taken with respect to the inward pointing unit normal vector. Moreover, we assume that 
where Q denotes the unique integer multiplicity rectifiable 3-current with ∂Q = T , M(Q) < ∞ and spt Q ⊆ A. Here, i Q denotes the integer valued multiplicity function of Q and Ω the volume form on R 3 . Finally, for the initial and boundary values u o ∈ W 1,2 (B, A), we assume that they satisfy, for some parameter 1 < σ ≤ ∞,
Note that σ = ∞ is only possible when s = ∞. Under this set of assumptions, we have the following general existence result. 
Then there exists a weak solution
Of course, Theorem 1.1 also covers the case σ = ∞ in which s = ∞ and c < 1. The restriction on c as in (1.7) is only needed when dealing with the case σ < ∞. As an application of 
This implies, in particular, the existence of a global weak solution to (1.1) for data u o ∈ W 1,2 (B, B R ) and prescribed continuous functions H :
and improves in the 2-dimensional case the results known to date. Further applications are given in Section 9.1. We restrict ourselves to some, but in principle the method yields the extension of all known results concerning the existence for the Dirichlet problem from the stationary case to the parabolic setting.
The second main result is concerned with the long-time behavior of the constructed weak solution from Theorem 1. 
If the boundary values
and u ∞ is a classical solution of (1.8).
1.2. Technical aspects and plan of the paper. For the construction of the weak solution we use a time discretization procedure that relies on ideas introduced by Kikuchi [22] and which has been used by Haga, Hoshino and Kikuchi [16] to reprove results concerning the existence of weak solutions to the harmonic map heat flow which were previously obtained by Ginzburg-Landau approximations. Further, Cai and Zhou [1] used this technique for the construction of weak solutions to nonuniformly parabolic equations and Leone, Misawa and Verde [23] in the context of the heat flow of higher-dimensional H-systems. Finally, with a suitable modification Moser [25] was able to deal with a biharmonic map heat flow.
In our setting the time discretization works as follows: For a fixed step size
Then we define recursively time discretized energy functionals according to
for j ∈ N. By u j,h we denote a minimizer of the functional F j,h in a fixed sub-class of
This sub-class may be defined for example by a further energy restriction. Now, if it happens that the prescribed function H : A → R satisfies a spherical isoperimetric condition on A, then by modifying the methods developed in [30] (see also [7] ) the existence of a minimizer can easily be established. These minimizers are actually Hölder continuous in the interior of B, and if the boundary values u o are continuous on ∂B, they are moreover continuous up to the boundary ∂B. This can be achieved by using the F j,h -minimality following an old device of Morrey which is based on the harmonic replacement and comparison of energies. The term involving the discrete time derivative is a lower order term and therefore harmless. Nevertheless, this term causes the Hölder exponent to blow up in the sense that α ↓ 0 when h ↓ 0, since the estimates cannot be achieved uniformly in h.
Due to the restriction u j,h (B) ⊆ A and a possible energy restriction of the form D(u j,h ) ≤ s, one is only able to derive an Euler-Lagrange inequality, that is, u j,h solves a variational inequality. This information can be used similarly as in [3, 7, 4, 6] to derive a variational equality for minimizers. This is the point where the convexity assumption on the obstacle A enters. To be more precise, it turns out that the minimizers weakly solve the discrete H-flow system
where the right-hand side is a non-negative Radon measure supported on the coincidence set u −1 ∂A, i.e. the set of those points in B where u touches the obstacle ∂A. This Radon measure can be estimated by
which means in particular that λ j,h is absolutely continuous with respect to the Lebesgue measure on R 2 . From the preceding estimate one easily infers that condition (1.4) implies λ j,h ≡ 0 so that the geometric hypotheses imposed on A lead to the assertion that u j,h satisfies the time discretized H-flow system with vanishing right-hand side.
Having arrived at this stage, one uses the sequence of minimizers (u j,h ) j∈N 0 to define an approximate solution to the H-flow system on the whole of [0, ∞). To be more precise, one defines
The main effort in this paper is to show that the solutions u h of the time discretized H-flow system converge to a solution of (1.1). Due to the non-linear character of the time discrete H-flow system, this is a non-trivial task and needs several technically involved tools. The major obstruction stems from the fact that the non-linear H-
is not continuous with respect to weak convergence, and here we need additional arguments to pass to the limit. For this we employ ideas used by Moser for the construction of a biharmonic map heat flow [25] . The strategy is as follows: From the uniform L ∞ -W 1,2 -bound for u h and the associated bound for the L 2 -norm of the discrete time derivative Δ h t u h , which come along with the approximation scheme, one can conclude that a subsequence
, and furthermore that the weak limit admits a time derivative ∂ t u ∈ L 2 and that Δ
But these convergence properties are not sufficient to pass to the limit in the non-linear H-term. Here one needs, as already mentioned, additional arguments whose core can roughly be summarized as follows: First of all one argues slice-wise, that is, for a fixed time t. Then the sequence u h i (·, t) is composed by different minimizers, respectively weak solutions to (1.9). By standard elliptic regularity theory one can show that these maps have locally Hölder continuous first derivatives in the interior of B. However, the corresponding estimate is not uniform in h, so the passage to the limit is not possible. Nevertheless, since now the non-linearity is locally bounded, one obtains a local W 2,2 -estimate, again not uniform in h. This preliminary regularity can then be used to control the L 4 -norm of Du (which means the L 2 -norm of the non-linearity) by interpolating between W 2,2 and W 1,2 by a simple application of the Gagliardo-Nirenberg interpolation lemma. This is possible on balls B (x o ) on which the Dirichlet energy of u is small. For the sequence u h i (·, t) on the time slices, this means that away from isolated concentration points of the energy one obtains uniform W 2,2 -estimates, since the Dirichlet energy on these balls by assumption does not concentrate and therefore can be made arbitrarily small, uniformly in h. Therefore, outside of the set of concentration points -which actually is a finite set in our setting -one can conclude strong convergence in W 1,2 on compact subsets. Together with a capacity argument this allows the passage to the limit and yields the convergence of the non-linearity along the sequence. This suffices to pass to the limit slice-wise, but the weak limit f (·, t) of Δ h i t u h i (·, t) on a fixed time slice can at this stage not be identified with the time derivative ∂ t u, which is the weak limit of Δ
We note that f (·, t) is constructed from an application of Lemma 7.5, and this is only possible since
For the identification one now modifies the sequence according to the following selection principle: When the integral in the preceding estimate is bounded by a given parameter a, then one definesũ
, while in the case that the energy bound is too large, that is, greater than a, one setsũ
. This has the advantage that for the new sequence the convergence of the non-linear terms can be established by dominated convergence, which allows the identification of f as ∂ t u.
The strategy for the proof of the asymptotic behavior is similar. First one chooses "good" time slices t j → ∞ and a subsequence K ⊆ N for which on the one hand
j for all j ∈ N and on the other hand
for a constant independent of j and . Again by an application of Lemma 7.5 one infers that for a fixed slice t j one has weak convergence of Δ
, and this again allows -treating the non-linearity via Lemma 7.5 -the passage to the limit and proves that u ∞ solves the stationary H-surface equation. Recent groundbreaking results by Rivière [27] imply moreover that the limit is C 1,α -regular. 
for constants A, B, C ≥ 0, 0 < γ < β and ϑ ∈ (0, 1). Then we have
A key tool for the proof of the regularity and thereby the strong convergence of approximating solutions is the following Gagliardo-Nirenberg-type interpolation inequality.
We apply this to
2 and obtain, with a universal constant C, the following interpolation estimate:
The following selection result is due to Eisen [8] .
Assume that {M j } j∈N is a sequence of measurable sets M j ⊆ G such that, for some ε > 0, the following estimate holds:
Then there exists a subsequence (M j ) ∈N such that
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The H-volume functional
In this section we recall the definitions and properties of the H-volume functional. The material is taken from [30] , respectively [7] . We begin by recalling some basic terminology concerning currents. The standard references for their theory are [10] and [29] .
By
, we denote the space of smooth k-forms with compact support in
In this paper we will deal only with a special kind of current, which we define next.
Definition 3.1. A k-current T on R
3 is called an integer multiplicity rectifiable k-current if it can be written as
where
form an orthonormal basis of the approximate tangent space T x M .
We point out that in this definition we follow the terminology of Simon [29] , which differs from the one of Federer [10] . In the language of Federer, the currents defined above are called locally rectifiable currents.
Given u ∈ W 1,2 (B, R 3 ) we define the associated 2-current J u on R 3 via integration of 2-forms over the surface u; that is,
The current J u is a 2-current of finite mass, since
A Lusin-type approximation argument as in [9, Sect. 6.6.3] shows that J u is an integer multiplicity rectifiable 2-current in
}, and therefore we have
3 . This can easily be seen for surfaces u, v ∈ C 2 (B, R 3 ) with u = v on ∂B. The general case follows by a standard approximation argument. Now we consider a closed convex obstacle A ⊆ R 3 and a fixed reference surface
the set of admissible surfaces. The main idea for the geometric construction of the H-volume V H (u, v) enclosed by two surfaces u, v ∈ W 1,2 (B, A) is to consider an integer multiplicity rectifiable 3-current Q of finite mass in R 3 with boundary ∂Q = J u − J v and to integrate HΩ over Q, where Ω stands for the standard volume form on R 3 . Such 3-currents have a simple structure, namely they are representable by a function i Q ∈ L 1 (R 3 , Z) such that there holds
The integer valued function i Q can be interpreted as a set with integer multiplicities and finite (absolute) volume. In the setting from above, the condition ∂Q = J u −J v means that the mappings u and v parametrize the boundary of this set where the multiplicities are taken into account. Of course, this has to be understood in duality to the Stokes theorem, that is,
Since ∂Q has finite mass the multiplicity function i Q is actually a BV-function on R 3 . The considerations from above altogether suggest that we define the H-volume by
To make this well defined we need the uniqueness of Q in the previous construction. But this is a consequence of the constancy theorem, which ensures that any 3-current with boundary J u − J v is unique up to integer multiples of [[R 3 ]], and hence the 3-current Q with finite mass and boundary J u − J v is unique. To proceed further we need the following.
Definition 3.2. A 2-current T with support in
From [7, Lemma 3.3] we recall the following fact concerning 2-currents of the form J u − J v (cf. also [4] ):
If T is a spherical 2-current in A (which implies in particular that T is a closed, integer multiplicity rectifiable 2 current of finite mass and spt T ⊆ A), then there exists an integer multiplicity rectifiable 3-current Q of finite mass with ∂Q = T by the deformation theorem (see [29, Thm. 29.1] or [10, 4.2.9] ). As before, we conclude by the constancy theorem that Q is unique. In order to prove spt Q ⊆ A, we consider the nearest-point-retraction π : R 3 → A, which exists since A is convex. We use this fact to define the oriented H-volume enclosed by two maps u, v ∈ W 1,2 (B, A) with the same boundary values.
From the equality ∂π
, J u − J v be the associated spherical 2-current and I u,v be the unique integer multiplicity rectifiable 3-current with boundary
Then the H-volume enclosed by u and v is defined by
Here i u,v stands for the multiplicity function of I u,v . 2
We note that if H satisfies a spherical isoperimetric condition of type (c, s) on
The second inequality follows easily from (3.1). Finally, we state some properties of the H-functional that were used in the literature to construct solutions of the stationary H-system; see [7, Lemma 3.6] or [4, Lemma 3.5]. Here we will apply them to a time discretized problem in order to construct solutions of the heat flow for the H-system.
and
are defined for small τ > 0 and the following homotopy formula holds:
The time discrete variational formulation
To set up the approximation scheme by time discretization we will use H-energy functionals of the form 
3 ) are given. The H-volume term measures in a certain sense the oriented and H-weighted volume enclosed by the surface u and a given fixed reference surface u o .
We begin by calculating the first variation of F. We call u τ a sufficiently
, and if the formal differentiation under the integral with respect to τ at τ = 0 is allowed in D(u τ ) and in
Lemma 4.1. For any sufficiently regular variation
Proof. The formal differentiation of
give the first two terms on the right-hand side of (4.2). For the volume term, we employ the homotopy formula as in (3.3) . With the abbreviation U (τ, x) := u τ (x), this gives 
Differentiating leads to the integrand 2(H
Various types of admissible variations have been used in the literature to deduce the Euler-Lagrange system for the H-surface system. The most convenient ones for dealing with obstacle problems are variations of the form
where Φ Y is the flow associated to a smooth vector-field
Proof. (i) It is easy to verify that the variation u τ is sufficiently regular in the sense described after (4.3) so that (4.4) holds for the variational vector-field
0 (B, R) so that (ψ•u)ϕ is admissible in (4.4). Finally, we approximate the constant function 1 on R 3 in a suitable way with functions ψ ∈ C ∞ cpt (R 3 ) and obtain (4.4) for general 
For the Radon measure λ we have the estimate
(iii) If we further impose the condition that
to ∂A, and we extend ν to a bounded C 1 -vector-field on R 3 which we still denote by ν and which coincides with ∇d on an ε-neighborhood of ∂A. This is possible for a sufficiently small ε > 0 by our curvature assumptions on the boundary of the convex set A. 
Summing with respect to i = 1, 2 we obtain
where we abbreviated
Since the left-hand side of (4.10) is independent of ε, we can pass to the limit ε ↓ 0. Taking into account the identity
Here we used in the second-to-last line that ( 
Moreover, this Radon measure satisfies the estimate
yielding the claim (4.8) and finishing the proof of assertion (ii).
To proof (i) we start by noting that (ii), i.e. (4.8), yields the absolute continuity of the Radon measure λ with respect to L 2 and, moreover, the estimate λ(B \ u −1 ∂A) = 0. By approximation it is easy to check that (4.
0 (B, R). We apply (4.11) to obtain
Moreover, we have ϕ · (ν • u) = 0 almost everywhere on a preimage of a neighborhood of ∂A under u, so that ϕ and also −ϕ are admissible in (4.6), and therefore δF(u; ϕ ) = 0. We combine this with the corresponding identity for ϕ to reach the assertion of (i). Assertion (iii) is now immediate since in this case (
This finishes the proof of the lemma.
Existence of minimizers of the time discrete variational problem
We begin by recalling a lemma from [4] that will be crucial for the minimization of the time discrete H-functional. The idea is to control a possible bubbling of a minimizing sequence u i by replacing it with a new sequenceũ i that agrees with the limit map outside of a small set G, while on this set, the energy of theũ i is controlled by the bubble energy (cf. (vi) below). This, in connection with the isoperimetric condition, will enable us to prove the existence of minimizers. 
then theũ i can also be chosen to have values in A.
The proof of (i) to (vi) was given in [4, Lemma 4.1]. Assertion (vii) is immediate since in [4] , the mapsũ i are constructed as convex combinations of u i and u, whose images are contained in the convex set A.
We are now prepared to establish the existence of minimizers 
has a solution.
Proof. We first observe that 
whenever u ∈ S(u o ; A, σ). This implies in particular that
In the last line we used the fact that c ≤ 1. Therefore, F is bounded from below on S(u o ; A, σ) and we can choose a minimizing sequence (
Moreover, if σ = ∞ and c < 1, the last inequality (applied on the minimizing sequence) yields the uniform bound sup i∈N D(u i ) < ∞. In the case σ < ∞ we trivially have sup i∈N 
We now apply Lemma 5.1 with a given 0 < ε ≤ 1 2 D(u) to obtain, after passing to another subsequence, the mapsũ i ∈ S(u o ; A) with lim
Further, by Lemma 3.6 we have that V H (ũ i , u o ) and V H (ũ i , u i ) are well defined and that
Next, we observe that (3.1) and Lemma 5.1 (vi) imply for sufficiently large values of i ∈ N,
Here G is the set given in Lemma 5.1. From the isoperimetric condition and (3.2) we conclude the inequality
again for i sufficiently large. Moreover, there holds
This allows us to compute
Here we used in turn (5.2), (5.4), (5.3), once again (5.2) and the strong convergence
. Since ε > 0 was chosen arbitrarily, this finally proves that u minimizes F in S(u o ; A, σ).
Regularity of minimizers
In this section we establish the regularity of minimizers u of the variational problem (5.1). To prove the continuity we employ an old device of Morrey [24] that is essentially based on the harmonic replacement on small balls and the comparison of energies. 
Proof. We fix x o ∈ B and write u r (ω) := u(r, ω) : From now on we consider only such r for which (6.1) holds. We define w ∈ W 1,2 (B r (x o ), R 3 ) to be the harmonic extension to B r (x o ) of the Dirichlet boundary values u ∂B r (x o ) . We note that since w(∂B r (x 0 )) is contained in the convex set A and w is harmonic, there also holds w(B r (x o )) ⊂ A. Hence, we have
We estimate the Dirichlet integral of the harmonic function w in terms of the tangential derivative over the boundary circle, that is,
Now, we define the comparison map
. Moreover, since the harmonic function w is energy-minimizing, we conclude
Consequently, we are allowed to takeũ as a comparison surface. This yields F(u) ≤ F(ũ) or, equivalently,
We now consider the spherical 2-current Jũ − J u whose mass can be estimated as follows:
The volume term can thus be estimated by the spherical isoperimetric condition of type (c, s). This implies
Since c < 1 we can reabsorb the term c D B r (x o ) (u) on the left and obtain
By the Poincaré inequality (recall (6.2)) we have
In the last line we used r ≤ 1. Similarly, we deduce
Inserting this above and reabsorbing the term 3r
h D B r (x o ) (u) on the left-hand side, we arrive at
We choose
h, which is possible since c < 1, and obtain 
, where in the last step we used (6.8). Integrating this over [ , r] ⊆ (0, r 1 ], we obtain Φ(r)
Multiplying this by 1 m 1 , we find 
A priori estimates
Throughout the section we consider a weak solution u ∈ W 1,2 (B, A)∩C 0,α loc (B, A) of the time discretized system
where H ∈ L ∞ (A, R) and h > 0 are given, and where λ is a non-negative Radon measure satisfying (4.8); that is,
Moreover, we assume z ∈ W 1,2 (B, A), which implies in particular z ∈ L q (B, R 3 ) for every q ≥ 1 by Sobolev embedding. We note that in order to have (7.1) for a minimizer of the functional F from (4.1), we need to assume that A is a convex subset of R 3 . At this stage the special structure of the non-linearity no longer plays a role, and therefore we consider more general systems of the type
for a right-hand side F : B → R satisfying the growth condition
for a given constant C 1 > 0. In the case of (7.1) the constant C 1 depends only on
In the following two lemmata, we prove the qualitative C 1,γ -regularity of Hölder continuous solutions. To this end, we use the Hölder continuity of the solution in order to deal with the critical growth of the right-hand side and apply classical elliptic bootstrap methods (cf. [12, Thm. III.2.2]). More precisely, for the implementation of these methods we follow the lines of [11, Prop. 7 .1], where a related higher order problem is considered. However, the resulting estimates may depend on the solution itself, namely on its C 0,α -seminorm, which makes the bounds unsuitable for our purposes. Therefore, we derive finer estimates in Lemma 7.3 below, for which the qualitative C 1,γ -regularity is crucial. We start with the following Morrey-type estimate for the gradient of a solution.
be a weak solution of (7.2), where the right-hand side F satisfies (7.3). Then for any β ∈ (0, α) there exists a constant C = C(C 1 , C 2 , C 3 , α, β) with
such that for any y ∈ B R there holds the decay estimate
Proof. For a given ball B r (y) ⊆ B R we test the weak formulation of (7.2) with ϕ = η 2 (u − u y,r ), where η ∈ C 
with the obvious meaning of I and II. Before starting with the estimation of the right-hand side terms we observe that 
Keeping in mind the definition of C 3 , we arrive at the bound
Joining the estimates for I and II with (7.4), absorbing the term
|Du| 2 η 2 dx on the left-hand side and, finally, taking into account the choice of η, we arrive at
In the last line we have used r ≤ 1 and abbreviated C 4 := 256π C 
Now, we distinguish between two cases. If R y = min{R o , R y } we obtain
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Combining the preceding inequalities we finally arrive at
whenever 0 < ≤ R y and R o ≤ R y . Combined with (7.5), this proves the desired decay estimate with a constant C = C(C 1 , C 2 , C 3 , α, β) and finishes the proof.
Next, we will derive C 1,γ -regularity in a qualitative sense. We point out that the corresponding estimates are not useful for our purposes since they depend on
be a weak solution of (7.2) where the right-hand side F satisfies
Proof. From the decay estimates in Lemma 7.1 we infer u ∈ C 0,β loc (B R ) for any β ∈ (0, α). First, we will successively improve this Hölder exponent. We begin with the case 3β < 2. We denote by
) the harmonic extension of the Dirichlet boundary data u ∂B r (y) to the ball B r (y) ⊆ B R . Testing (7.2) with u − v on B r (y) and taking into account that v is harmonic, we deduce
Using the maximum principle (note that v − u(y) is harmonic) and the Hölder continuity of u we infer that
Inserting this above and using the growth assumption (7.3) on F , we find that
where in the last line we used the decay estimate from Lemma 7.1 and we abbreviated R y := R − |y| and (7.8)
To estimate I we use in turn the Cauchy-Schwarz, Poincaré and Young inequalities to have
Joining this with the estimate from above we arrive at the following comparison estimate:
In the last line we used the assumption 3β < 2 and the fact R y ≤ 1. Since v is harmonic on B r (y) we have
Together with the comparison estimate this yields
At this stage we apply Lemma 2.1 with A, α, β, ε, R replaced by C, 2, 3β, 0, R y (note that 3β < 2 by assumption) and
The application of Lemma 2.1 yields
In particular, we deduce
This inequality can now be used to improve the comparison estimate as follows: Instead of Lemma 7.1 which was used in (7.6), we now take advantage of the preceding inequality in order to bound B r (y) |Du| 2 dx. This implies 
Now, if 4β < 2, we proceed as before and estimate the term I according to (7.9) . In this way we first obtain the improved comparison estimate
and second, along the argumentation from before, the improved decay estimate
This procedure can be continued as long as β < 2 and leads to
Now, let ∈ N be the largest integer such that β < 2, i.e. ( + 1)β ≥ 2. In the case ( + 1)β = 2 we arrive at the improved comparison estimate
and this implies the decay estimate
Here the application of the iteration lemma is no longer directly possible, since in the language of the lemma we have α = β = 2. Therefore we choose μ := ( + 1 2 )β < 2 and obtain from the previous inequality
Now, the application of Lemma 2.1 implies
At this stage we have μ + β = ( + 2 )β or β. In both cases we have (7.11) (cf. (7.10)). Using (7.11) instead of Lemma 7.1, in (7.6) we get
The term I can, at this stage, no longer be estimated as in (7.9 ). Instead we use the fact that u, z ∈ L q (B R , R 3 ) for any q > 1. At first, we use this fact for q = 4, which leads to the bound
Joining this with (7.12) we deduce
We observe that β + μ ∈ (2, 3). Therefore from the preceding inequality we easily infer
for all 0 < r ≤ R y . Now we recall that there holds
for all 0 < < r < R y , since Dv is a harmonic function. This leads to a Campanatotype decay estimate for u. The precise argument is as follows:
2 dx is non-decreasing and β + μ ∈ (2, 3), the application of the iteration lemma, i.e. Lemma 2.1, is allowed and yields
Without loss of generality we can assume that |Du| ∈ L ∞ (B R ). This fact can be used to improve the Hölder continuity of Du. The argument is as follows: In (7.6) we use that Du L ∞ < ∞ in order to estimate
Here we recall the definition of I from (7.8). For a given Hölder exponent γ ∈ (0, 1), we now bound the term I by Hölder's inequality with exponents 2, 
Combining the last two estimates and reabsorbing the term
|Du − Dv| 2 dx on the left, we arrive at the desired improved comparison estimate
. For the Campanato-type decay estimate this improvement means
where γ ∈ (0, 1) was arbitrary. Then Lemma 2.1 implies for any 0 < < r ≤ R y that
and this finally gives
whenever 0 < r ≤ R y . Now, Campanato's integral characterization of Hölder continuity implies Du ∈ C 0,γ loc (B R , R 3·2 ). This proves the desired Hölder-continuity of Du for any Hölder exponent γ ∈ (0, 1). The next step is to establish quantitative W 2,2 -regularity, i.e. with a suitable local estimate. The strategy is to use the qualitative W 2,2 -regularity that is a consequence of the preceding lemma and to derive a suitable W 2,2 -bound by controlling the nonlinearity by interpolation between W 2,2 and W 1,2 (i.e. by using the Gagliardo-Nirenberg estimate (2.1)). A similar technique has been used by Struwe [32] in the setting of the harmonic map heat flow (see also Moser [25] for a more sophisticated version in higher dimensions).
be a weak solution of ( 7.2), where the right-hand side F satisfies (7.3) and z ∈ W 1,2 (B, R 3 ). Then there exists ε o = ε o (C 1 ) such that whenever on B r (y) ⊆ B R the smallness condition
is satisfied, then there holds
for a constant C = C(C 1 ).
This lemma immediately implies

Corollary 7.4. For a weak solution
W 1,2 (B, R 3 ) ∩ C 0,α loc (B, R 3 ) of (7.1
), the estimate from the preceding lemma holds with a constant
Proof of Lemma 7.3. Having the qualitative L ∞ loc -regularity for Du from Lemma 7.2 at hand, the right-hand side of the system (
. This allows us to test the weak formulation of (7.2) with the testing
, where the smooth cut-off function η has compact support in B. After integration by parts this gives
with the obvious labeling of I and II. The term I is estimated by means of Young's inequality as follows:
For the term II we use (7.3) to deduce
Inserting this above and summing with respect to α = 1, 2, we find, after reabsorbing the term 1 2 B r (y) |D 2 u| 2 η 2 dx on the right, the following estimate:
for a constant C = C(C 1 ). We now take 0 < < r and choose η ∈ C 
The first term on the right-hand side can be estimated by an application of (2.1) on B r (y). This yields
provided the following smallness condition for D B r (y) (u) is satisfied:
for a constant C = C(C 1 ). This finishes the proof of the lemma.
Next, we apply the W 2,2 -estimate from the preceding lemma in order to derive the following compactness result that is analogous to [25 
Further, assume that u k solves the Euler-Lagrange system
and that
Then the following holds:
then the limit map u solves the equation (7.18) (ii) The non-linear H-term converges (even without the assumption (7.17) 
Proof. We first prove the claim (i) and therefore assume that (7.17) is valid. We define a sequence of Radon measures μ k on B as follows:
Since (u k ) k∈N is a bounded sequence in W 1,2 (B, R 3 ), we have sup k∈N μ k (B) < ∞. Therefore, passing to a subsequence that is not relabeled, we can assume that μ k μ in the sense of Radon measures, for a Radon measure μ on B with μ(B) < ∞. With the constant ε o > 0 from Lemma 7.3 we define the singular set by
We mention that card(Σ) < ∞, since μ(B) < ∞. Now, for x o ∈ B \ Σ there exists a radius
Therefore the smallness hypothesis (7.13) of Lemma 7.3 is fulfilled for u k with k ≥ k o . From (7.14) we obtain for k ≥ k o that
We note that C is independent of k. This implies the uniform bound
Hence passing again to a subsequence that is not relabeled, we have
Since x o ∈ B \ Σ was arbitrary, we deduce by a partition of unity argument that u solves . We point out that by the choice of η, these functions satisfy
For an arbitrary function ψ ∈ C ∞ 0 (B, R 3 ), we choose the testing function
in the weak form of (7.21) . Note that ϕ ≡ 0 in a neighborhood of Σ, and therefore ϕ is admissible as a test function. We compute
Thus, we have
with the obvious labeling for I and II.
Similarly, we deduce, keeping in mind (7.22) ,
Next, we estimate the term involving the function H. We rewrite this term in the form
For the term III we have
Next, we write the term involving f as
and estimate IV by
.
Joining the preceding identities we arrive at we see that there holds 
. Therefore we are in a position to apply claim (i) which, together with equation (7.15) for the maps u k , implies
Since the left-hand side does not depend on the subsequence, the last equality must hold for the whole sequence. This finishes the proof of the lemma.
The approximation scheme
In this section we follow a method due to Moser [25] for the construction of solutions to a heat flow by a time discretization approach. Throughout this section, we suppose that the general assumptions listed in Section 1 are in force. We recall that by S(u o ; A, σ) we denote the class of all surfaces w ∈ S(u o ; A) with D(w) ≤ σD(u o ). Let j ∈ N 0 and h > 0 be given. We define sequences of energy functionals F j,h and maps u j,h ∈ S(u o ; A, σ) according to the following recursive iteration scheme: We set u o,h = u o . Once u j−1,h is constructed, the map u j,h ∈ S(u o ; A, σ) is chosen as a solution of the variational problem
We note that Theorem 5. Proof. Let j ∈ N be fixed. Since u j,h is a solution of the variational problem (8.1) and u j−1,h ∈ S(u o ; A, σ), we have
or, equivalently,
Iterating this inequality, keeping in mind that u o,h = u o and using the isoperimetric condition, we obtain
Now we distinguish between the cases σ < ∞ and σ = ∞. In the case σ = ∞ (and c < 1) there is nothing to show, since D(u j,h ) < ∞. In the case σ < ∞ the assumption c ≤ σ−1 σ+1 , together with (8.3), leads to
Then, we have the strict inequality D(u j,h ) < σD(u o ). On the other hand, if 
Since c < 1 this implies (8.4) and also
Now, we are in a position to show that the minimizers u j,h are actually solutions of the Euler-Lagrange system. We now define the approximating sequence, which will lead to the desired weak solution of our Cauchy-Dirichlet problem (1.1) in the limit h ↓ 0. We let
Recall that we defined u o,h = u o , and therefore u h (·, t) = u o for t ∈ [0, h). Using the finite difference quotient operator in time, that is,
we can rewrite the Euler-Lagrange system from above in the following form:
Then there exists j ∈ N such that jh ≤ T < (j + 1)h, and therefore
Here we used the uniform bound (8.4) from Remark 8.2. Next, we note that
which immediately follows from the construction of u j,h with C = σ when σ < ∞, and in the case σ = ∞ follows (with C = 
for a constant C > 0 independent of T and h > 0. When 0 < T ≤ h we have u h (x, T ) = u o,h = u o by the construction of the sequence (u j,h ) j∈N 0 . Therefore from the preceding inequality we also infer the uniform bound
, an application of Poincaré's inequality implies
which, combined with the uniform energy-bound from above, yields the following uniform bound of the L ∞ -W 1,2 -norm for u h :
again for a constant C > 0 independent of T and h > 0. Next, we wish to establish continuity with respect to the time direction. For fixed times 0 ≤ t 1 < t 2 , we find i ∈ N 0 such that ih ≤ t 1 < (i + 1)h. In the case ih ≤ t 1 < t 2 < (i + 1)h we trivially have u s,h (·,
In the last line we used the bound (8.3) and the fact that h(j−i) = h(j−(i+1))+h ≤ t 2 − t 1 + h. We conclude that the preceding inequality holds for any h > 0 and 0 ≤ t 1 < t 2 . As in [5 
2(H •ũ
In fact, for subsequences {i j } with t ∈ Λ i j ,a for all j ∈ N, the convergence holds trivially, since then we haveũ h i j = u. On the other hand, we can apply Lemma 7.5 on the time slices B × {t} with t ∈ [t 1 , t 2 ] for every subsequence {i j } with t ∈ Λ i j ,a for all j ∈ N, so that claim (8.18) follows from Lemma 7.5 (ii). Next, we want to apply the dominated convergence theorem to the sequence g i : [t 1 , t 2 ] → R + . We already know that g i (t) → g(t) for a.e. t ∈ [t 1 , t 2 ]. Further, we have
Since the right-hand side is in L 1 ([t 1 , t 2 ], R), we can apply the dominated convergence theorem to conclude that
On the right-hand side of the preceding equality we want to replace the sequencẽ u h i by the original sequence u h i . Taking into account the uniform bound (8.9) we can estimate the non-linear term 2(H • u h i )D 1 u h i × D 2 u h i · ϕ on the time slices B × {t} as follows:
We integrate this with respect to t over Λ i,a and then use the measure estimate (8.17 ) to obtain
Similarly, sinceũ h i (·, t) ≡ u(·, t) for t ∈ Λ i,a , we have
Joining the last two estimates we obtain
for a constant C independent of i and a. Now we let a → ∞. In view of (8.19), we infer
whenever ϕ ∈ C ∞ 0 (B×(t 1 , t 2 ), R 3 ). The last identity, the weak convergence Du h i Du in L 2 (B × (0, ∞), R 3·2 ) and the weak convergence Δ
3 ) from (8.13) allow us to pass to the limit i → ∞ in (8.7), and this proves that u solves the limit system. The above construction yields in particular that 9. Applications 9.1. Existence of a variational flow. Here we give several sufficient conditions ensuring the existence of a weak solution to the Cauchy-Dirichlet problem (1.1). They follow from Theorem 1.1 and known criteria ensuring a spherical isoperimetric condition for the prescribed function H. For a detailed discussion of such criteria we refer to [30, 31, 6, 7] . . By E we denote the set of those t ≥ 0 for which either (9.7) or (9.8) fail to hold. Then, we have |E| = 0 and hence | Γ j | ≥ 
