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Abstract 
In this paper, it is shown that every extended triple system of order n and index 1 > 1 can be 
embedded in an extended triple system of order o and index 1 > 1 if and only if v = n or v > 2n. 
This extends results obtained by Hoffman and Rodger when 1 = 1 and gives a generalization of 
the Doyen-Wilson theorem for extended triple systems of all indices. @ 1999 Elsevier Science 
B.V. All rights reserved 
1. Introduction 
Let 3x,+ be the complete multigraph on n vertices where k edges join each pair 
of vertices and in which there are I loops at each vertex. By an extended triple, 
we mean a loop, a loop with an edge attached (known as a lollipop), or a copy 
of K3 (known as a triple). We denote a loop incident with vertex x by {x,x,x}, a 
lollipop with a loop at x by {x,x, y}, and a triple by {x, y,z}, where x, y, and z are 
distinct (see Fig. 1). A (partial) extended triple system (P)ETS(n,A) of order n and 
index 2 is an ordered pair (V, B), where B is a set of extended triples defined on the 
vertex set V which partitions (a subset of) the edges and loops of JK,“. It has been 
shown (see, for example, [6]) that an ETS(n, 1) is equivalent to a totally symmetric 
quasigroup. 
A (partial) extended triple system (V,B) is said to be embedded in an extended 
triple system (V’, B’) if V E V’ and B C B’. Much work has been done in the area of 
embedding (partial) extended triple systems. Cruse and Lindner [4] showed that every 
partial extended triple system of order n and index 1 can be embedded in an extended 
triple system of order u and index 1 for all u 2 6n, where v = 0 (mod 6). Subsequently, 
Hoffman and Rodger [6] showed that every ETS(n, 1) can be embedded in an ETS(u, 1) 
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the loop (2, z, z} the lollipop {z, 2, y} the triple (2, y, z) 
Fig. 1. Extended triples: (a) the loop {x,x,x}, (b) the lollipop {x,x,y} and (c) the triple {x,y,z}. 
if and only if ua2n, u is even provided n is even, and (n,v) # (6k + 5,12k + 12). 
The previous two results were proved in the guise of totally symmetric quasigroups. 
Furthermore, Raines and Rodger [9-l l] have shown that every PETS(n,A) can be 
embedded in an ETS(u, A) for all even ua4n + 6. Recently, Raines [ 121 found that if 
/z is even, then every PETS(n,R) can be embedded in an ETS(u,A) for all u>3n + 5, 
and that this bound on u can be lowered to 2n + 1 in some cases. The focus of this 
paper is to generalize the result in [6] by proving the following theorem. 
Theorem 1.1. For 132, every ETS(n,A) can be embedded in an ETS(u, A) if and only 
(fu=n or ua2n. 
The Hoffman-Rodger theorem for embedding extended triple systems is one of a 
number of generalizations of the Doyen-Wilson theorem [5] for embedding Steiner 
triple systems. In particular, a generalization has been obtained for embedding triple 
systems of all indices [16], 5-cycle systems [3], bowtie systems [l], directed and undi- 
rected hinge systems [8], and many types of Mendelsohn triple systems [13-151. The 
main results of this paper give a generalization of the Doyen-Wilson theorem for 
extended triple systems of all indices. 
For terms and notation not defined here we refer the reader to [2]. 
2. The main result 
For a partial extended triple system (V,B) of order n and index 1, the dejciency 
multigraph G(B) is defined as the multigraph on n vertices consisting of the edges and 
loops of AK: that are not in any extended triple of B. That is, if the pair (a, b) appears 
in x extended triples of B, then the edge ab appears A- x times in G(B). If (V, B) is 
a complete extended triple system, then G(B) contains no edges and no loops. 
The A-sum of two multigraphs G and H is the multigraph G +A H obtained by 
joining each vertex of G to each vertex of H with ;1 edges. In particular, if (V, B) is 
an ETS(n,A), then embedding (V,B) in an ETS(u,A) is the same as partitioning the 
edges and loops of A&_,, +I. Zn into extended triples. 
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The following is useful in proving the main result. 
Proposition 2.1. Let &,A,, j, and k be positive integers. If an ETS(n,&) can be 
embedded in an ETS(v, A,), then an ETS(n, j&) can be embedded in an ETS(v, j&). 
Furthermore, if an ETS(n,Ai) can also be embedded in an ETS(v,Ai), then an 
ETS(n, j& + k,?,) can be embedded in an ETS(v, j& + kAl). 
Proof. We first recall that embedding an ETS(n,&), (V,B), in an ETS(v,&) is 
equivalent to partitioning the edges and loops of A&_, f;., E, into extended triples. 
Therefore, an embedding of an ETS(n, j&,) in an ETS(v, j&) can be obtained by 
taking j copies of every extended triple in the original embedding of (V,B). 
Furthermore, we suppose that an ETS(n, Ai), (V,B’), can also be embedded in an 
ETS(u, At). Then an ETS(n, j& + U,) can be embedded in an ETS(v, j& + k;l, ) by 
taking j copies of each extended triple in the embedding of (V,B) along with k copies 
of each extended triple in the embedding of (V, B’). 0 
We now introduce three lemmas which will be needed for our embedding. 
Lemma 2.2 (Raines [12]). Let u 32m + 1, let jl be even, and let (V’,B’) be 
a PETS(m, A) such that G(B’) is an Eulerian multigraph with &(G(B’)) + Am(u - m) + 
A (“T”) = 0 (mod 3). Then (V’,B’) can be embedded in an ETS(u, A). 
Lemma 2.3 (Stem [16]). A triple system of order n and index I can be embed- 
ded in a triple system of order v and index J. for every I-admissible v such that 
va2n + 1. 
Lemma 2.4 (Hoffman and Rodger [6]). Any ETS(n, 1) can be embedded in an 
ETS(v, 1) if and only if va2n, v is even provided n is even, and (n, v) # (6k + 5, 
12k + 12). 
It is well known that there exist triple systems of order n and index 2 for all 
n G 0 or 1 (mod 3), and there exist triple systems of order n and index 3 for all 
odd values of n. So if il = 2 and n = 0 or 1 (mod 3) then every ETS(n,2) can be 
embedded in an ETS(u, 2) for all v z 0 or 1 (mod 3) and v 32n + 1. Lemma 2.4 
in conjunction with Proposition 2.1 will always allow us to embed an ETS(n, 2) in 
an ETS(2n,2). Furthermore, if A = 3 and n is odd, then every ETS(n, 3) can be 
embedded in an ETS(U, 3) for all odd v > 2n + 1. In addition, Lemma 2.4 in conjunction 
with Proposition 2.1 will always allow us to embed an ETS(n,3) in an ETS(2n,3). 
Therefore, Lemmas 2.3 and 2.4 lead us to the following corollary. 
Corollary 2.5. If 
(a) I = 2, n = 0 or 1 (mod 3), and v E 0 or 1 (mod 3) where u>2n, or 
(b) A = 3, n and v are both odd, where v>2n + 1, or v = 2n, 
then euery ETS(n, A) can be embedded in an ETS(v, A). 
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Now it remains to show the following: 
(i) if A = 2, n = 2 or 5 (mod 6); 
(ii) if A = 2, n f 2 or 5 (mod 6) and u = 2 or 5 (mod 6); or 
(iii) if 1 = 3 and n is even or u is even, 
then every ETS(n, A) can be embedded in an ETS(V, A), for all u 22n. 
We use the following theorem to accomplish this. 
Theorem 2.4. Suppose that 
(i) A= 2 and n z 2 or 5 (mod 6); 
(ii) A = 2, n $2 or 5 (mod 6) and u E 2 OY 5 (mod 6); or 
(iii) 1 = 3 and n is even or u is even. 
Then every ETS(n,l) can be embedded in an ETS(v, A) for all vB2n. 
Proof. We consider the cases when /z = 2 and A= 3. 
Case I: I = 2. 
We consider two subcases here. 
Case 1.1: n is odd. 
By Lemma 2.4, every ETS(n, 1) can be embedded in an ETS(U, 1) for all v >2n, 
except when (n, v) = (6k + 5,12k + 12). By Proposition 2.1, we can embed every 
ETS(n, 2) in an ETS(u, 2) for all u > 2n, except possibly when (n, v) = (6k+5,12k+ 12). 
Let n = 6k+5, let v = 12k+ 12, and let (V = {1,2 ,..., n},B) be an ETS(n,2). Let 
P = {n+ l,n+2,..., v}. Recall that embedding (V,B) in an ETS(u,2), (VU P,SUi), 
is equivalent to partitioning the edges and loops of H = 2K6+k+7 +2Kbk+5 into extended 
triples, where 2K,+k+7 
A - 
has vertex set V and K~k+s has vertex set V. 
We partition the edges and loops of H in the following manner. By a result from 
Walecki [7], we can let fl = {Fl,Fz,. . ,F bk+e} be a Hamilton decomposition of 
2Kek+, defined on the vertex set P. For 1 <i 66k + 5 and for each edge ab E Fi, let 
{a, b, i} E L?. For each x E V and each y E p, every edge of the form xy is placed in 
two extended triples of B. Now orient the edges in F6k+6 to form a directed Hamilton 
cycle. For every arc (a, b) in this orientation, let {a,a, b} E I). Furthermore, place all 
remaining loops in b. Therefore, ( V, B) is embedded in (VU f, B Us) as desired. So if 
n is odd and A = 2, we can obtain an embedding of every ETS(n, A) in an ETS(u, A) 
for all v >2n. 
Case 1.2: n is even. 
There are also two subcases to consider here. 
Case 1.2.1: n E 0 or 4 (mod 6). 
Let (V = {1,2,. . .,n},B) be an ETS(n,2). Our goal is to embed (V,B) in an 
ETS(v,2), (V*,B*), where v f 2 or 5 (mod 6). We consider three subcases. 
Case 1.2.l.a: v = 2 (mod 6). 
If v z 2 (mod 6), then by Lemma 2.4, every ETS(n, 1) can be embedded in an 
ETS(v, 1) for all u > 2n, where v f 2 (mod 6). Therefore, Proposition 2.1 allows us to 
embed (V,B) in (V*,B*) when u = 2 (mod 6) and va2n. So when u 3 2 (mod 6), 
the desired result is obtained. 
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Case 1.2.l.b: n z 0 (mod 6) and o = 5 (mod 6). 
We let n = 6j and u = 6k + 5, where u >,2n (so k 3 2j). We will embed (V,B) in 
a PETS(n + 1,2), (V’,B’), and use Lemma 2.2 to obtain an embedding of (V’, B’) in 
(V*,B*).Let V’=YU{n+1},andletB’=BU{{n+1,n+1,1},{n+1,n+1,1}}. 
Then (V’,B’) is a PETS(u = n + 1,2), where u = 1 (mod 6) so (v - u) c 4 (mod 6). 
In G(B’), every vertex from 2,3,. . . , n is joined to vertex n + 1 by exactly two edges, 
and these are the only edges in G(B’). Therefore, G(B’) is an Eulerian multigraph 
having 2(n - 1) edges and no loops. Furthermore, E( G(B’)) + h(u - u) + A ( “1”) = 
2(6j - 1) + 2(6j + 1)(6(k - j) + 4) + (6(k - j) + 4)(6(k - j) + 3) = 0 (mod 3). To 
apply Lemma 2.2, we must have v 2 224 + 1 or u - u 2 u-t 1. But since k 3 2j, it follows 
that r~ - u = 6(k - j) + 4 > 6j + 2 = u + 1. Therefore, by Lemma 2.2, (V’, B’) can be 
embedded in ( V*, B* ). 
Case 1.2.1.~: n = 4 (mod 6) and v = 5 (mod 6). 
We let n = 6j + 4 and v = 6k + 5, where u>2n + 1 (v # 2n since v = 5 (mod 
6)). Since v >2n + 1, it follows that v - IZ = 6(k - j) + 13 R + 1 = 6j + 5. Therefore, 
k-j>,j+ 1, so k32jt 1. 
Let (V = {1,2,. . . ,n},B) be an ETS(n,2). The goal is to use Lemma 2.2 to embed 
(V,B) in an ETS(u,2), (V*,B*), where V* = V U {H + 1,. . . , v}. We first form a 
PETS(n+l,2), (V’,B’), where V’ = VU{nfl} and B’ = BU{{n+l,n+l, l},{n+l,n+ 
1, 1)). We now show that (V’, B’) can be embedded in (I’*, B*). We observe that G(B’) 
is Eulerian and that &(G(B’)) = 2(n-1), so s(G(B’))+l(n+l)(v-n-l)+il (‘-i-i) = 
2(6j + 3) + 2(6j + 5)(6k - 6j) + (6k - 6j)(6k - 6j - 1) z 0 (mod 3). Again, in order to 
apply Lemma 2.2, we need u 2 2(n + 1) + 1 or v - n - 1 > n + 1. This means that we 
need 6(k -j) > 6j + 5, but this is always true since k 22j + 1. Therefore, by Lemma 
2.2, (V’,B’), and thus (V,B), can be embedded in an ETS(u,2), (V*,B*) 
Case 1.2.2: n = 2 (mod 6). 
Let (V = {1,2,. . . ,n},B) be an ETS(n,2). Our goal is to embed (V,B) in an 
ETS(v,2), (V*,B*), for all u>2n. We consider four subcases. 
Case 1.2.2.a: v is even. 
By Lemma 2.4, every ETS(n, 1) can be embedded in an ETS(v, 1) when n - 2 (mod 
6) and v is even. Therefore, by Proposition 2.1, (V, B) can be embedded in (V’, B* ). 
Case 1.2.2.b: v = 1 (mod 6). 
Let n = 6i+2, let (V,B) be an ETS(n,2), and let I’* = VU{n+ l,n+2 ,..., v}, 
where u = 1 (mod 6) and u>2n + 1 (so 2) - n = 6j + 5, for some jai). The 
goal is to embed (V, B) in an ETS(u,2), (V*, B*). To do this, we will first embed 
(V,B) in a PETS(n + 2,2), (V’, B’), and then use Lemma 2.2 to embed (V’, B’) in 
(V*,B*). Let (V’,B’) be a PETS(n + 2,2), where V’ = V U {n + 1,~ + 2) and B’ = 
BU{{n+ l,n+ l,l},{n+ l,n+ 1,1},{n+2,n+2,l},{n+2,n+2,1}}. In G(B’), there 
are two edges which join vertices n + 1 and n + 2, 2(n - 1) edges which join vertex 
n + 1 to vertices in the set {2,3,. . . , n}, and 2(n - 1) edges which join vertex n + 2 to 
vertices in the set {2,3,. . . , n}, so G(B’) is an Eulerian multigraph in which &(G(B’)) = 
4(n - 1) + 2 = 24i + 6. Furthermore, c(G(B’)) + A(n + 2)(v - n - 2) + A (‘-:-,> = 
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24i + 6 + 2(6i + 4)(6j + 3) + (6j + 3)(6j + 2) E 0 (mod 3). However, Lemma 2.2 only 
applies when v>2(n + 2) + 1 = 2n + 5. Since n = 2 (mod 6), the first value of o for 
which v = 1 (mod 6) and v 9 2n + 5 is v = 2n + 9. Therefore, Lemma 2.2 gives the 
desired embedding of (V’, B’), and thus (V, B), in ( V*, B* ) when v > 2n + 9 and v = 1 
(mod 6). The case when v = 2n + 3 is handled in the appendix. 
Case 1.2.2.~: v = 3 (mod 6). 
Again let n = 6i + 2, let (V,B) be an ETS(n,2), and let V* = V U {n + 1,. . . , v}, 
where v E 3 (mod 6) and v32n+ 1 (so v-n = 6j+ 1 for some jai+ 1). Since n = 2 
(mod 6), the first value of v for which v = 3 (mod 6) and u>2n + 1 is v = 2n + 5. 
The goal once again is to embed (V, B) in an ETS(v,2), (V*, B*). We will do this 
by embedding (V, B) in a PETS(n + 2,2), (V’,B’), which satisfies the conditions of 
Lemma 2.2, and then embed (I”, B’) in (V”, B*). Let (V’, B’) be a PETS(n + 2,2), 
where V’ = V U {II + 1,n + 2) and B’ = B U {{n + 1,n + 1, l}, {n + 1,n + 1, l}, {ti + 
2, n + 2, l}, {n + 2, n + 2,l)). In G(B’), there are two edges which join vertices n + 1 
and n + 2, 2(n - 1) edges which join vertex n + 1 to vertices in the set (2,. . . , n}, 
and 2(n - 1) edges which join vertex n + 2 to vertices in the set (2,. . . ,n}, so G(B’) 
is an Eulerian multigraph in which .z(G(B’)) = 4(n - 1) + 2 = 24i + 6. Furthermore, 
~(G(B’))+~(n+2)(v-n-2)+1 (‘I-;-‘) = 24i+6+2(6i+4)(6j- 1)+(6j- 1)(6j-2) = 
24i + 6 + (12i + 6j + 6)(6j - 1) z 0 (mod 3). In order to apply Lemma 2.2, we must 
have v32(n + 2) + 1, but this means that we need v - n - 2an + 3. Since jai + 1, 
we have that v-n-2 = 6j- 1 > 6i+5 = n+3, so v>2n+5. Therefore, by Lemma 
2.2, (V’, B’) can be embedded in (V*, B*). Hence, the desired embedding of (V, B) in 
(V*,B*) is obtained when v = 3 (mod 6) and v32n + 1. 
Case 1.2.2.d: v = 5 (mod 6). 
Let n = 6i + 2. We assume that va2n + 1 (so v - n = 6j + 3 and v - n > n). We 
use Lemma 2.2 to embed (V,B) in (V*,B*). Now v - n f 3 (mod 6). It follows that 
&(G(B)) + in(v - n) + A(“;“) = 2(6i + 2)(6j + 3) + (6j + 3)(6j + 2) E 0 (mod 3), 
and since v - n > n, we obtain the desired embedding by Lemma 2.2. 
Therefore, we have shown that every ETS(n,2) can be embedded in an ETS(v,2), 
for all v>2n when cases (i) and (ii) hold. 
case II: i = 3. 
By Lemma 2.4, every ETS(n, 1) can be embedded in an ETS(v, 1) if and only if 
v>2n, v is even provided n is even, and (n, v) # (6k + 5,12k + 12). Therefore, 
by Proposition 2.1, every ETS(n, 3) can be embedded in an ETS(v, 3) if v>2n, u is 
even provided n is even, and (n, v) # (6k + 5,12k + 12). Therefore, we need only 
consider the following two cases: (n,u) = (6k + 5,12k + 12); and n is even and u is 
odd. 
Case 11.1: (n, v) = (6k + 5,12k + 12). 
Let (V, B) be an ETS(6R + 5,3). Our goal is to embed (V, B) in an ETS( 12k + 12,3), 
( Y*, B*). Recall that this embedding is the same as finding a decomposition of the edges 
and loops of 3K$,, +3 i?ekf5 into extended triples. 
Consider Kek+s defined on the vertex set V = (00, VI,. . . , v,jk+d}, and consider 3K$,+7 
defined on the vertex set V* \ V = (~0, WI,. . . ,~bk+~}. Let 2 = {&Hi,. . . ,Hsn-+5} 
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be a Hamilton decomposition of 2K 6k+7. Without loss of generality, we assume that 
each set of cycles {HO,. . . ,Z-&+Z} and {ZY&+~, . . . , f&+5} iS a Hamilton decomposi- 
tion of Kek+T. Furthermore, we let 9 = {Fe,Fr,, . , , F(jk+6} be a near l-factorization 
Of K6k+T. Now Fek+s U F6k+6 forms a Hamilton path if, for 0 <i 66k -t 6, we let 
Fi = {Wl+iW6k+5+i, W2+iW6k+4+i,. *. 9 W3k+J+iWJk+4+i}, where all sums are reduced mod- 
ulo 6k + 7. Notice that vertex wi is not saturated by the near l-factor Fi. We form 
extended triples in B* in the following manner. 
(1) Let BCB*. 
(2) For 0 Qi <6k + 4, for each edge WaWb E Hi, let {w,,wb, Ui} E B*. Notice that the 
edges in H6kf5 have not yet been placed in any extended triple of B*. 
(3) For 0 <i < 6k + 4, for each edge w,wb E Fi, let {w,, wb, ui} E B*. Notice that the 
edges in F6k+5 and F6k+6 have not yet been placed in any extended triple of B*. 
(4) For O<i<6k +4, let {wi,wi,ni} E B*. 
(5) &ient H6k+S to form a directed Hamilton cycle and orient the edges of F6k+s U 
F6k+6 to form a directed Hamilton path. In this orientation, no vertex will have out- 
degree greater than 2. For every arc (wu,wb) in this orientation, let {W,,W,,Wb} E 
B*. Since the out-degree of every vertex in the orientation is at most 2, it follows 
that at most two loops at every vertex will be placed in B* at this step. 
(6) Place all remaining loops in B*. 
Now it remains to show that these six steps indeed produce an embedding of (V, B) 
in (V*,B*). Since X and 9 form a decomposition of 3K6kf7, it follows that all edges 
of the form WaWb, where a # b, are placed exactly three times in extended triples of 
B”. Furthermore, no loop is placed more than three times in B* by steps (4) and (5), 
but step (6) assures us that each loop is placed exactly three times in B*. We now 
show that each edge of the form u,wb is placed exactly three times in extended triples 
of B*. In step (2), each edge v,wb, where 0 f a < 6k + 4 and 0 d b d 6k + 6, is placed 
exactly twice in extended triples of B*. Furthermore, in step (3) every edge of the 
form uawb, where 0 <a <6k + 4 and 0 <b 66k + 6 and a # b, is placed exactly once 
more in extended triples of B”. Step (4) assures us that each edge of the form uawa, 
where 0 <a < 6k + 4, is also placed exactly once more in extended triples of B*, so 
(V,B) is embedded in (V*,B*). 
Case 11.2: n is even and v is odd. 
Let it = 2x and let v - n = 2y + 1, where y>x (so ua2n + 1). Let (V = 
{1,2,..., 2x},B) be an ETS(k,3) and let V” = V U (00, VI,. . . , ~2~). The goal is 
to embed (V, B) in an ETS(2x + 2y + 1,3), (V*, B*). Consider the multigraph H = 
q-t, +3 R,. The 2y + 1 vertices of V’ \ V induce a complete multigraph with 
loops, H[V* \ V], which is isomorphic to 3K&+, . Therefore, there are y distinct dif- 
ferences in H[V* \ V], each of which is represented three times for a total of 3y 
differences. Furthermore, the number of edges (not counting loops) in H[V* \ V] 
is 3 2Yc1 
( > 
= 3y(2y + 1). In addition, the number of edges in H which have 
one endpoint in V and one endpoint in V’ \ V is 6x(2y + 1). We partition the 
edges of H by defining four sets of extended triples, which are now considered 
separately: 
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(a) triples of the form {a, b,c}, where a, b,c E V” \ V; 
(b) triples of the form {a, b,c}, where a, b E V* \ V, and c E I’; 
(c) lollipops of the form {a,a, b}, where a E V* \ Y, and b E V*; and 
(d) loops of the form {u,u,u}, where a E V* \ V. 
Type a: We construct (y-x)(2y+l) triples of this form. This places 3(y-x)(2y+l) 
edges of the form ub, where a, b E V* \ V, into extended triples in B*. This will leave 
3x(2y + 1) edges of that form left to be placed in extended triples of B*, and there 
will still be 6x(2y + 1) edges of the form cd, where c E V* \ V and d E V, which 
have not yet been placed in extended triples of B*. We define these (y - x)(2y + 1) 
triples in the following manner, depending upon whether y is odd or even. 
Case a.1: Y is odd. Let {{~0,~~,~~~-1},{v0,u2,~~-2},...,{u0,~(~-1)~2,~(~+~)~2}, 
{UO,OI, uy}, (00, 02, q-l}, . . . , {VO, qy-1)/2, u(_v+3)/2}} be a set of Y - 1 base blocks. 
Choose the first y - x of these and rotate each cyclically, reducing subscripts modulo 
2y+ 1. Each base block generates a set of (2y+ 1) triples. For example, the base block 
{vc, vl, vY_i} produces the following set of 2y+l triples: ((00, vl, v~-~}, {vi, ~2, q,}, . . . , 
{uI~, VO, vy_2}}. Place in B* all (y-x)(2y+ 1) triples that are generated by the (y-x) 
chosen base blocks. Now each difference 1,2,. . . , y will be covered at most three times 
by the triples we generate. Notice for example that in the previous list of blocks, the 
differences 1, y - 2, and y - 1 are covered once by the triples. Now the first y - 1 
base blocks cover the odd differences from 1 to y - 2 twice, and they cover the even 
differences from 2 to y - 1 once; furthermore, the last y - 1 base blocks cover the 
even differences 2 to y - 1 twice, and they cover the odd differences from 1 to y once 
(except for the difference (y + 1)/2 which is not covered at all by the last y - 1 base 
blocks). In any case, 3(y - x) differences are covered by the selected base blocks. 
Case a.2: Y is even. Let (1~0, VI, yy>, 1~0~~2, vy- 11,. . . , (~0,942, qv+2)/2}, {00,~2, f+}, 
{uo,u3, q--l},..9 {uo, vy/2, qy+4),2}} be a set of y - 1 base blocks. Choose the first 
y - x of these, and rotate them cyclically as in Case a. 1. Similarly, no difference from 
12 , , . . . , y will be covered more than three times by this set of base blocks. Clearly, we 
have defined (y - x)(2 y + 1) triples which we place in B*. Again, 3( y - x) differences 
are covered by the selected base blocks. 
Type b: Each difference from 1,2,. . . , y is covered 0, 1, 2, or 3 times by Type a 
triples. Observe that if y-x < (y - 1)/2, then each base triple covers at least two more 
distinct differences that are not covered by the previous set of triples, so at least 2(y-X) 
distinct differences are covered by the first (y - x) base triples. Consider the distinct 
differences dl , d2,. . . ,d, which are covered zero times by Type a triples. We observe 
that c1< 2x: for if y is odd, and y - x 2 (y - 1)/2, then there is at most one uncovered 
difference, and if y - x < (y - 1)/2, then there are at most y - 2(y - X) = 2~ - y 
uncovered differences; similarly, if y is even and if y-x 2 y/2, then every difference is 
covered at least once, and if y -x < y/2, then there are at most y - 2( y -x) = 2x - y 
differences that have not been covered at least once. 
Since the Type a triples cover 3(y - X) differences, there are exactly 3x uncovered 
differences. Let d 1, d2, . . . , db be a collection of 2x differences which include the distinct 
differences dl,d2,. . . , d,, and let Di denote the distance di graph of KzY+l; that is, 
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E(Di) consists of precisely those edges which join labeled vertices in Kzyfl whose 
subscripts differ by di modulo 2y + 1. In particular, 3K:,,+, may contain as many as 
three copies of the graph Di for some i. For 1 <j < 2x, and for every edge ab E E(Dj), 
let Gj,a,b} E B*. 
Since all 2y + 1 vertices have degree 2 in Di, it follows that for every pair c,d, 
where c E V and d E V* \ V, exactly two edges between c and d have been placed in 
an extended triple of B*. Consider the subgraph F induced by the vertices in V* \ V 
which contains the edges which have not yet been included in an extended triple of 
B’. We find that all but x differences have been covered, and every difference from 
1,2,. . . , y has been covered at least once. Therefore, F is a (2x)-regular graph in which 
no edge has multiplicity greater than 2. Therefore, by Vizing’s theorem [17], the edges 
of F can be given a proper (2x +2)-edge-coloring with the colors yr, ~2,. . . , yb+2. For 
16 id 2x, and for every edge ab colored yi, let {i, a, b} E B’. Notice that the edges 
found in exactly two color classes, namely yk+l and yz~+2, were not placed in any 
extended triple of B*. 
At this point there are only a few edges left to be placed in extended triples of 
B*. Consider the graph l? with vertex set V* which contains precisely the edges 
which have not yet been placed in any extended triple of B*. Since the (2x + 2)- 
edge-coloring of F was proper, the degree in I” of any vertex in V* \ V is at most 
4. This follows from the fact that for any vertex a E V* \ V, at least 2x - 2 of 
the 2x edges which previously joined a to vertices in V have now been placed in 
extended triples of B*, and at least 2x - 2 of the 2x edges which previously joined 
a to other vertices in the set V* \ V have also now been placed in extended triples 
of B*. 
Type c: Again consider the graph I” defined earlier. We saw that for each vertex 
u E V* \ V, drt(u)<4. Our goal is to form lollipops {a,~, b} in which a E V* \ V 
and b E V*. In order to accomplish this, we will produce an orientation of the graph 
I”. Consider the subgraph of I” induced by the vertices in V* \ V. We first orient 
the edges in this subgraph. For every vertex w in this subgraph, d(w) 62. Therefore, 
each component of this subgraph is a cycle or a path, and these components can be 
given an orientation in which d+(w) < 1, for every vertex w in the graph. Finally, we 
can orient edges in I” of the form ab, where a E V* \ V and b E V, by forming the 
arc (a, b) (so in this orientation, every vertex a E V has out-degree 0). In any event, 
in the orientation of I”, every vertex in V* \ V has out-degree at most 3. For every 
arc (c, d) in this orientation of I”, let {c, c, d} E B”. Since there were exactly three 
loops incident with every vertex in V’ \ V, we can form these lollipops without any 
trouble. This places all of the remaining edges (but not necessarily all of the loops) 
into extended triples of B*. 
Type d: Place any remaining loops in B*. 
Therefore, if va2n, every ETS(n, 3) can be embedded in an ETS(q3) if case (iii) 
holds, so the proof is complete. ??
Corollary 2.5 and Theorem 2.6 combine to help us achieve the following result. 
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Corollary 2.7. Zf /z = 2 or a = 3, then every ETS(n,;1) can be embedded in an 
ETS( v, 1) for all v > 2n. 
Finally, we are prepared to prove our main result. 
Theorem 2.8. Let 182. Then every ETS(n,l) can be embedded in an ETS(u, A) if 
and only if v = n or v>2n. 
Proof. Necessity. Let (V = { 1,2,. . . , n},B) be an ETS(n, A), let V* = V U {n + 1, n + 
2 ,..., v}, and let (V*,B*) be an ETS(v,;1) in which V C V* and BGB*. At most 
n(v - n) edges which join vertices in V to vertices in V* \ V can be contained in 
lollipops. Therefore, at least In(v - n) - A(v - n) = A(n - 1 )(v - n) of these edges must 
be contained in triples. This means that for every two edges joining vertices in V to 
vertices in V* \ V, there must be at least one edge joining two vertices in V* \ V. So, 
it is necessary that n(n - 1 )(u - n)/2 < A( “1”). H owever, this implies that v = n or 
v>2n. 
SufJiciency. If v = n, the result is trivial, so suppose v 22n. Any 10 22 can be 
written in the form ,& = 2j + 3k, where j and k are nonnegative integers. So, by 
Proposition 2.1, every ETS(n,&) can be embedded in an ETS(v,&) for all v32n, 
since, by Corollary 2.7, every ETS(n,2) (resp. ETS(n, 3)) can be embedded in an 
ETS(v,2) (resp. ETS(v,3)) for all va2n. 0 
Appendix A. Embedding an ETS (n, 2) in an ETS(v, 2) if no 2 (mod 6) and v = 2n+3 
Let (V, B) be an ETS(n, 2), let v = 2n+3, and let X = {Hi,. . . , Hn+2} be a Hamilton 
decomposition of 2Kn+3 on the symbols n + 1,. . . , 2n + 3. We assume without loss of 
generality that H,,+I = H,,+z. The goal is to embed (V,B) in an ETS(v,2) (V*,B*). 
Let B* be defined as follows: 
(1) BSB*; 
(2) for 1 Qv<n and for every edge ab E H,, let {a, b, u} E B*; 
(3) for every edge ab E H,+, , let {a,a, b} E B* and for every edge ab E Hn+2, let 
{b, b, a} E B*; and 
(4) let B* contain all remaining loops which are not previously contained in extended 
triples described in (l), (2), or (3). 
(V*,B*) is an ETS(q2). 
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