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Traditional forms of quantum uncertainty relations are invariably based on the standard deviation. This can be
understood in the historical context of simultaneous development of quantum theory and mathematical statistics.
Here, we present alternative forms of uncertainty relations, in both state dependent and state independent forms
for a general set of deviation measures, with a special emphasis on the mean deviation. We illustrate the ro-
bustness of this formulation in situations where the standard deviation based uncertainty relation is inapplicable.
We apply the mean deviation based uncertainty relation to detect EPR violation in a lossy scenario for a higher
inefficiency threshold than that allowed by the standard deviation based approach. We demonstrate that the
mean deviation based uncertainty relation can perform equally well as the standard deviation based uncertainty
relation as non-linear witness for entanglement detection.
I. INTRODUCTION
One of the distinguishing features setting the quantum
world apart from our daily experiences is the existence
of fundamental uncertainty relations in the former. Such
uncertainty relations were first promulgated in mid 1920-s
to mid 1930-s [1–3], coinciding with the era when modern
mathematical works on statistics were beginning to prolif-
erate [4]. In statistical analysis, at least until the advent of
Shannon’s theory of information, standard deviation (SD)
became the favored measure of dispersion due in no small
part to the ease of manipulations and reliance on Gaussian
models, inspired by the then recently developed central limit
theorem [5]. Thus, it is of little wonder that the uncertainty
relations, dealing with the intrinsic spread associated to the
probabilistic theory of quantum mechanics, were expressed
in the mathematical form of standard deviations. Despite
newer and ongoing developments on expressing uncertainty
relations in entropic terms (See, for example, Ref.[6] for a
rather detailed review on entropic uncertainty relations and
their applications), text-book versions of the uncertainty rela-
tion still retain the standard deviation based expression [7].
In fact, interest in the standard deviation form of uncertainty
relation has experienced a resurgence of late, with uncertainty
relations beyond the Robertson-Schro¨dinger inequality being
proved [8, 9] and generalized [9, 10] for multiple observables.
Subsequently, tighter and reverse uncertainty relations have
also been proved using standard deviation based uncertainties
[11]. However, standard deviation is not the only non-entropic
measure of dispersion known [12]. The spread of probability
distribution, quantified as average distance of an element of a
probability distribution from the mean, can also be quantified,
among other measures, by the mean deviation (MD) [13, 14]
[15]. Just as the entropic formulation of quantum uncertainty
relations has equipped us with novel insights and applications
[16, 17], it is natural to wonder whether any hidden gems lie
within the hitherto less-explored uncertainty relations based
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on the pre-Shannon alternatives to the SD.
In this work, we formulate uncertainty relations for quan-
tum systems in terms of the mean deviation. Beginning with
deriving the state dependent MD based uncertainty relation,
we investigate the intelligent states in this framework and go
on to derive a state independent uncertainty relation in terms
of sum of MD based uncertainties for multiple observables.
We illustrate that the formalism of MD based uncertainty rela-
tions is more robust than the usual variance based uncertainty
relation with demonstration of examples of quantum states for
which SD based uncertainty relations are inapplicable. As tes-
tament to the power of the new uncertainty relation, we show
that the bound on efficiency of detection of EPR violation in a
bipartite Werner-type state derived from our uncertainty re-
lation is better than the bound obtainable through variance
based uncertainty relations [18]. Moreover, we find that for
this task, the mean deviation based uncertainty measure fares
better than a large family of generalized uncertainty measures
as well. We show that the mean deviation based uncertainty
relation is an equally powerful tool for detection of entangle-
ment in the bipartite scenario when compared to the variance
based uncertainty relations [19, 20].
The paper is organized as follows. Sec. II presents the def-
inition and proof of mean deviation based as well as general-
ized deviation measure based uncertainty relations. We spe-
cialize to the mean deviation based uncertainty relation for
the analysis of intelligent states and derive a state indepen-
dent mean deviation based uncretainty relation. We illustrate
in Sec. III the efficacy of our uncertainty relation in cases
where the variance based uncertainty relations are inapplica-
ble. In Sec. IV, we apply our uncertainty relations for detec-
tion of EPR steerability and entanglement. Finally, in Sec.V,
we conclude through indicating possible future developments
and applications of our results.
II. MEAN DEVIATION BASED UNCERTAINTY
RELATIONS
We first define the mean deviation based uncertainty for an
observable with respect to a quantum state.
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2Definition (MD based uncertainty) - For any physical ob-
servable A =
∑
a a |a〉 〈a|, the mean deviation based uncer-
tainty of an observable A on the state |Ψ〉 is defined as
∆MA =
∑
a |a − 〈A〉|| 〈Ψ| |a〉 |2
= 〈Ψ| A′2 |Ψ〉 . (1)
Note that ∆MA is always non-negative and vanishes only when
|Ψ〉 is an eigenstate of the observable A. Let us define a
positive, Hermitian operator A′ =
∑
a
√|a − 〈a〉 | |a〉 〈a|, and
hence A′2 =
∑
a |a − 〈A〉| |a〉 〈a|. Similarly for the operator
B =
∑
b b |b〉 〈b|, we define B′ and write down the uncertainty
of B on the state |Ψ〉 as
∆M B =
∑
b |b − 〈B〉|| 〈Ψ| |b〉 |2
= 〈Ψ| B′2 |Ψ〉 . (2)
Let us now define two vectors |Ψ1〉 = A′ |Ψ〉, and |Ψ2〉 =
B′ |Ψ〉, then we have ||Ψ1||2 = 〈Ψ|A′2|Ψ〉 = ∆MA and ||Ψ2||2 =
〈Ψ|B′2|Ψ〉 = ∆M B. Now, the product of ∆MA and ∆M B on the
state |Ψ〉 respects the following inequality
∆MA∆M B ≥ 14 | 〈Ψ| [A
′, B′] |Ψ〉 |2. (3)
Here the inequality follows from the Cauchy-Schwarz in-
equality for two unnormalized vectors |Ψ1〉 and |Ψ2〉. This is
the Robertson form of mean deviation uncertainty relation for
products of uncertainties. It is also possible to cast the uncer-
tainty relation in sum form instead of the product form above.
For incompatible observers, the triviality of the SD based un-
certainty relations was removed rather recently [8]. Below we
present a similar uncertainty relation in terms of the mean de-
viation.
Theorem (MD based uncertainty relation for incompatible
observables) - For observables A and B, system state |Ψ〉 and
any state |Ψ⊥〉 orthogonal to the system state, the following
uncertainty relation holds -
∆MA + ∆M B ≥ ±i 〈[A′, B′]〉 + | 〈Ψ| A′ ± iB′ |Ψ⊥〉 |2. (4)
Here we choose the sign outside the commutator in such a way
that the first term in the RHS remains positive.
Proof- We write ∆MA = ||A′ |Ψ〉 || and ∆M B = ||iB′ |Ψ〉 || to
obtain
||(A′ ∓ iB′)Ψ||2 = ∆MA + ∆M B ∓ i 〈[A′, B′]〉 .
Now the LHS of this expression can be lower bounded using
the Cauchy-Schwarz inequality as ||(A′ ∓ iB′)Ψ||2 ≥ | 〈Ψ| A′ ±
iB′ |Ψ⊥〉 |2, for every |Ψ⊥〉 orthogonal to |Ψ〉. This completes
the proof. 
Similar to the Robertson-Schro¨dinger uncertainty relation,
the MD based uncertainty relation given in (3) can be trivial
when |Ψ〉 is an eigenstate of either A or B. However, the lower
bound in (4) is non-trivial for every |Ψ⊥〉, barring the case
when |Ψ〉 is a common eigenstate of both A′ and B′.
1. Case for generalized deviation measure
The obvious generalization of the mean deviation based
uncertainty relation derived above would be to consider the
situation for arbitrary exponent α, which would subsume the
mean deviation based uncertainty measure and the usual vari-
ance based uncertainty measure as special cases, viz., when
α = 1 or α = 2 respectively. More concretely, similar to
Eq.(1), we seek to define generalized deviations as
∆αMA =
∑
a
| 〈Ψ| |a〉 |2|a − 〈A〉 |α
= 〈Ψ| A′α2 |Ψ〉 . (5)
where {a} is the set of eigenvalues of the observable A
and {|a〉} are the corresponding eigenvectors. As done ear-
lier let us define a positive semi-definite operator A′α =∑
a
√|a − 〈a〉 |α |a〉 〈a|. Hence, A′α2 =
∑
a |a − 〈A〉|α |a〉 〈a|. For
the operator B =
∑
b b |b〉 〈b|, we similarly define B′α and write
down the uncertainty of B on the state |Ψ〉 as
∆M B =
∑
b |b − 〈B〉|α| 〈Ψ| |b〉 |2
= 〈Ψ| B′α2 |Ψ〉 . (6)
The resulting product and sum uncertainty relations are
now expressed as
∆αMA∆
α
M B ≥
1
4
| 〈Ψ| [A′α, B′α] |Ψ〉 |2, (7)
and
∆αMA + ∆
α
M B ≥ ±i 〈[A′α, B′α]〉 + | 〈Ψ| A′α ± iB′α |Ψ⊥〉 |2, (8)
respectively.
A. Intelligent states
It is natural to wonder which quantum states are the most
‘classical’ in the sense of incurring the least amount of uncer-
tainty for incompatible observables. A canonical example is
that of the coherent states for a quantum harmonic oscillator
[7]. These states have been given the moniker of ‘intelligent’
states in the literature and studied for the SD based uncer-
tainty relations [21]. It is well known that a Gaussian wave-
function saturates the uncertainty bound of standard deviation
based uncertainty relation. Specifically, for the position and
momentum operators the lower bound is given by
∆X∆P =
~
2
.
Here the SD for the position observable is defined as ∆X =√
〈Ψ| X2 |Ψ〉 − (〈Ψ| X |Ψ〉)2 and SD of momentum similarly.
However, if we move away from the SD based approach, the
situation is less clear. For median based uncertainty relations,
it was numerically shown [12] that the wave function cor-
responding to the Cauchy probability distribution is, in fact,
more ‘intelligent’ than the Gaussian wave function, which is
3not reflected in the SD based uncertainty relations, owing to
the fact that the SD (or indeed even the mean) does not exist in
general for the Cauchy type probability distribution. One can
easily calculate the product of mean deviation uncertainties in
position and momentum for the Gaussian wavefunction and
the product is given by (~ = 1)
∆MX∆MP =
1
pi
.
The only difference in this case as compared to the SD is the
factor pi in the denominator.
In the quest for finding intelligent states in the MD case, let
us now digress a bit. The differential entropy was introduced
by Shannon himself in a bid to generalize the Shannon entropy
for continuous settings. It is defined as follows-
Definition (differential entropy) - If X is a random variable
with a probability density function p whose support is the set
X, then the differential entropy H(X) is defined as
H(X) = −
∫
X
p(x) ln p(x) dx. (9)
It can be shown that the probability distribution that maxi-
mizes the differential entropy given a fixed SD is a Gaussian.
We now prove the analog of this result for the MD case.
Theorem (Probability density function which maximizes dif-
ferential entropy for a fixed value of mean deviation) - The
Laplace distribution maximizes the differential entropy if the
mean deviation is fixed (say µ) and the mean is set to zero.
Proof. We have to maximize H(x) subject to the following
constraints
1. µ =
∫
p(x)|x|dx,
2.
∫
p(x)dx = 1.
Now introducing the Lagrange multipliers λ and γ, the func-
tional derivative of the following quantity
∫
[−p(x) ln p(x) +
λ|x|p(x) + γp(x)]dx must vanish for maximization, which im-
mediately leads to the result
−1 − ln p(x) + λ|x| + γ = 0. (10)
Utilizing the constraints to eliminate the Lagrange multipli-
ers, we end up with the following Laplace probability density
function, i.e.,
p(x) =
1
2µ
exp
(
− |x|
µ
)
.

This constrained optimization procedure bears a strong re-
semblance to the way one singles out the Gibbs distribution
by fixing the average energy and maximizing the von Neu-
mann entropy. Here we begin by fixing the mean deviation,
which is a measure of dispersion, unlike the average energy.
However, the above result immediately spawns the question -
are the wave functions giving rise to the Laplace probability
distribution as ‘intelligent’ as the Gaussian wave function as
far as the MD based uncertainty relation is concerned ? We
answer this question in the affirmative through the following
proposition.
Proposition (States as intelligent as Gaussian states in the
context of the MD uncertainty relation) - States with wave
function generating the Laplace probability distribution are as
intelligent as Gaussian states in the context of the MD uncer-
tainty relation.
Proof- We assume the following position space wave func-
tion (~ = 1)
ψ(x) =
1√
2µ
exp
(
− |x|
2µ
)
. (11)
The mean deviation corresponding to the above wavefunction
is given by ∆MX = µ. The momentum space wave function,
i.e., the Fourier transform of the position space wave function
is a Cauchy distribution
ψ˜(p) =
2
√
µ√
pi(1 + 4µ2 p2)
. (12)
The mean deviation for momentum is, therefore, given by
∆MP = 1piµ . Hence, the product of MD based uncertainties
in position and momentum reads as
∆MX∆MP =
1
pi
. (13)
This is exactly the expression for Gaussian wave function
given earlier, thus completing our proof. 
We note in passing that the above wave function arises nat-
urally as a solution of the Schro¨dinger equation for the one-
dimensional Dirac delta potential [22]. However, the corre-
sponding state is not as ‘intelligent’ as the Gaussian state for
the product of SD based uncertainties as it satisfies ∆X∆P =
1√
2
, whereas in the Gaussian case, ∆X∆P = 12 . One is tempted
to ask the question - are these the most intelligent states in the
MD scenario ? The answer to this question is quite tricky,
as has been pointed out in an online forum [23] by Frederic
Grosshans. He showed, if one uses the entropic uncertainty
relation for position and momentum in conjunction with the
fact that the differential entropy is related to the mean devi-
ation, one can get a bound on the product of the MD uncer-
tainties, which is somewhat lower than 1
pi
. This bound is satu-
rated in the case that both the position space and momentum
space wave functions generate Laplace probability distribu-
tions - which is not possible since the Fourier transform of a
Laplace distribution is not another Laplace distribution. Thus,
we leave the problem of finding more intelligent states than
the ones discussed in this section for future work.
B. State independent MD based uncertainty relation
One of the nice features of entropic uncertainty relations
is the fact that they are state independent and consequently
bring out the incompatibility of pairs of observables without
4having to worry about states for which the uncertainty relation
becomes trivial. It is thus a natural question to ask whether
we can have state independent uncertainty relations for other
measures of uncertainty. For SD, this was addressed by Huang
[24]. In this subsection, we provide a state independent MD
based uncertainty relation for the sum of an arbitrary number
of observables.
Setting- Suppose we construct m number of bases {Bi}i=1...m
for an n-dimensional Hilbert space. Now let |a ji 〉 be the j-th
basis element for the i-th basis. We now assume m Hermi-
tian operators of the form Oi = ∑ j a ji |a ji 〉〈a ji | . We consider
the probabilities corresponding to the measurement outcome
of observables as p ji = |〈a ji |Ψ〉|2, where |Ψ〉 is the correspond-
ing state. The aim is to provide a state independent lower
bound for the sum of the MD based uncertainties of these ob-
servables. To this end, we formulate the following uncertainty
relation
Theorem (state independent MD based uncertainty rela-
tion) – The following MD based sum uncertainty relation
holds for multiple observables {Oi} and any α ∈ R
α
∑
i
∆M(Oi) ≥ C −
∑
i
ln max
mink aki ≤βi≤maxk aki
∑
j
e−α|a
j
i−βi |. (14)
Here, C in the lower bound is the logarithm of the maximum
overlap [25] between operator spectra, and consequently is
state independent. To prove this result, we first consider the
following lemma.
Lemma - For α ∈ R,
α∆M(Oi) ≥ H(Oi) − ln
∑
j
e−α|a
j
i−〈Oi〉|. (15)
where H(Oi) = −∑ j p ji log2 p ji is the Shannon entropy of the
observable Oiand 〈Oi〉 is its mean.
Proof - Using the inequality ex ≥ 1 + x in conjunction with
x = −α|aki − 〈Oi〉| − ln pki
∑
j e−α|a
j
i−〈Oi〉|, we find that
1 =
∑
k
pki
e−α|aki −〈Oi〉|
pki
∑
j e−α|a
j
i−〈Oi〉|
,
≥
∑
k
pki (1 − α|aki − 〈Oi〉| − ln pki
∑
j
e−α|a
j
i−〈Oi〉|),
=
∑
k
pki − α
∑
k
pki |aki − 〈Oi〉| −
∑
k
pki ln p
k
i
−
∑
k
pki ln
∑
j
e−α|a
j
i−〈Oi〉|,
= 1 − α∆M(Oi) + H(Oi) − ln
∑
j
e−α|a
j
i−〈Oi〉|. (16)
This completes the proof of the lemma. 
Now summing over i in (15), we get the state dependent MD
based sum uncertainty relation.
α
∑
i
∆M(Oi) ≥
∑
i
H(Oi) −
∑
i
ln
∑
j
e−α|a
j
i−〈Oi〉|,
= C −
∑
i
ln
∑
j
e−α|a
j
i−〈Oi〉|. (17)
Now, noticing that mink aki ≤ 〈Oi〉 ≤ maxk aki , we find
α
∑
i
∆M(Oi) ≥ C −
∑
i
ln max
mink aki ≤βi≤maxk aki
∑
j
e−α|a
j
i−βi |. (18)
This accomplishes the goal of finding a MD based state inde-
pendent uncertainty relation for multiple observables.
III. NEW UNCERTAINTY RELATION: EXAMPLES
The constraints placed on quantum wave functions are
less severe than restricting the possible solutions of the
Schro¨dinger equation only to functions for which the standard
deviation does not blow up at any point. This gives rise to per-
fectly licit solutions of the Schro¨dinger equation, for which
the standard deviation based uncertainty relations are inappli-
cable. One way of dealing with this problem is to resort to
the semi interquartile range (SIQR) as a measure of spread
[12]. However, analytical expressions for SIQR of arbitrary
distributions are notoriously hard to calculate. As we argue
below, the MD based uncertainty relation (3) derived above is
algebraically more tractable and as such, an excellent candi-
date to fill this lacuna. These relations only demand that the
mean be well-defined, which is a less stringent condition than
requiring an well-behaved standard deviation. In this section,
we illustrate two different scenarios where, in some regimes,
the SD based uncertainty relations are inapplicable, but the
new uncertainty relations hold true. We illustrate this using
two examples, one being the F-distribution, the other being
the Pareto distribution.
A. F-distribution
Let us now consider the probability distribution function
known as F-distribution, whose expression is given by
f (x; d1, d2) =
1
β( d12 ,
d2
2 )
(
d1
d2
) d1
2
x
d1
2 −1
(
1 +
d1
d2
x
)− d1+d22
. (19)
where x ≥ 0, β(a, b) being the two-parameter beta function
family and the parameters d1 and d2 being positive integers.
The mean, given by d2d2−2 , exists for all d2 > 2. The standard
deviation σ =
√
2d22(d1+d2−2)
d1(d2−2)2(d2−4) , exists however only for d2 > 4.
Thus, we note that the standard deviation for this distribution
does not exist for d2 = {3, 4} even though the mean exists.
It can be shown that this distribution arises as a solution to
the Schro¨dinger equation for the following form of potential
(V0 being a constant energy shift parameter).
5V(x) = V0 − ~
2
32m
(2d1 − 2)(2d1 − 6)x−2 − 2d1d2 (2d1 − 2)(d1 + d2)x−1
(
1 +
d1
d2
x
)−1
+
d1
d2
2
(d1 + d2)(d1 + d2 + 4)
(
1 +
d1
d2
x
)−2 .
(20)
It is clear that in the regime d2 ∈ (2, 4], the SD-based un-
certainty relation is meaningless. However, the mean devia-
tion for F-distribution is perfectly defined in that regime(see
Fig.1) and is, in general, for d2 > 2, given by
∆MX =
1
B( d12 ,
d2
2 )
1
2
(
d1
d2
) d1
4
[2
(
d2
d2 − 2
) 2+d1
2
 2F1( d12 , d1+d22 , d1+22 ,− d1d2−2 )d1 − 2F1(
d1+2
2 ,
d1+d2
2 ,
d1+4
2 ,− d1d2−2 )
d1 + 2

+
2
(
d2−2
d1
) d2
2
(
d1
d2
) −d1
2
(
(d2)2F1( d2−22 ,
d1+d2
2 ,
d2
2 ,
2−d2
d1
) − (d2 − 2)2F1( d22 , d1+d22 , d1+22 , 2−d2d1 )
)
(d2 − 2)2 ].
d2 = 1
d2 = 2
d2 = 3
d2 = 4
d2 = 5
 V(x)
−0.4
−0.3
−0.1
0
x2 4 6 8 10
(a)Physical potential V(x) as a
function of position x corresponding
to the F-distribution probability
density. Here we have set V0 = 0 and
~ = m = 1 and d1 = 1.
d2 = 1
d2 = 2
d2 = 3
d2 = 4
d2 = 5
 f(x)
0
0.25
0.5
1.25
1.5
1.75
x0 0.2 0.4 0.6 0.8 1
0.3
0.35
0.4
0.45
0.5
0.4 0.42 0.44
(b)Probability distribution function
for the F-distribution for various p
values of d2 (d1 = 1)
FIG. 1: (Color online) Graphical depiction of the efficacy of MD
based uncertainty relations. The blue striped zone, with an
example depicted by the blue line corresponding to d2 = 5,
is where both SD based uncertainty relations and MD based
uncertainty relations are applicable. The white zone, with an
example depicted by the green line corresponding to d2 = 3,
is where the MD based uncertainty relations apply but SD
based ones do not. The red squared zone, with an example
furnished by the red line corresponding to d2 = 1, is where
both the MD and SD based uncertainty relations fail to ap-
ply. The lines corresponding to d2 = 2 (dot-dashed) and
d2 = 4 (dashed) set the boundaries beween these zones. We
set d1 = 1 throughout.
where 2F1(a, b, c, z) is the hyper-geometric function. We ac-
knowledge that this is not a potential that one comes across
very often in literature. However, this is a possible physical
potential, and may turn out to be relevant for future works.
B. Pareto distribution
As another example of a physical situation where the mean
deviation based uncertainty relation is meaningful in con-
tradistinction with SD based uncertainty relations, let us as-
sume a solution of the Schro¨dinger equation of the form
ψ(x) =
{
f (x), if x ≥ λ
φ(x), otherwise (21)
where f (x) arises from the Pareto distribution and is defined
as
f (x) =
√
p
√
αλα
xα+1
. (22)
where p ∈ (0, 1) and λ ≥ 0. In order to ensure the continuity
of the wave function, the constraints on φ(x) are given by
• i) φ(λ) =
√
α
2λ ,
• ii) φ′(λ) = −
√
α
2λ
α+1
2λ ,
• iii) ∫ λ−∞ |φ(x)|2dx = 1 − p.
Obviously, one can construct families of functions satisfy-
ing these properties. For each such function, the correspond-
ing physical potential can be found. Now, it is easy to see that
the fluctuation in position for this wave function ψ(x) blows
up, yet the mean is well defined in the regime α ∈ (1, 2] - thus
the standard deviation based uncertainty relation becomes
meaningless in this regime, yet the mean deviation based un-
certainty relations are perfectly meaningful even in this sce-
nario. Mean position β = 〈X〉 can now be easily seen to be
finite for legitimate wave functions φ(x). Therefore, ∆MX =∫ ∞
−∞ |ψ(x)|2|x−〈X〉|dx =
∫ λ
−∞ |φ(x)|2|x−β|dx+
∫ ∞
λ
| f (x)|2|x−β|dx.
Now, both the terms are finite, therefore the mean deviation is
finite in this case.
6IV. SOME APPLICATIONS OF THE MEAN-DEVIATION
BASED UNCERTAINTY RELATIONS
Apart from being one of the cornerstones of quantum the-
ory, uncertainty relations can be applied to provide new in-
sights on future quantum technologies. Uncertainty relations
have successfully been utilized, among other applications, as
(non-linear) entanglement witnesses [19, 20], in determining
the speed limit of evolution of quantum states [26–28], in
determining the purity of states [29], detecting EPR steering
[30] and in determining the degree of non-locality of proposed
physical theories through retrieval games [31]. Till now, most
of the tasks mentioned above have been performed using ei-
ther the SD-based form or the entropic form of the uncertainty
relations. Thus, it is natural to wonder how our mean de-
viation based uncertainty relations fare over standard devia-
tion based uncertainty relations in these applications. In the
present work, we seek to provide an answer in two such sit-
uations. First, we consider the problem of detecting EPR-
steering. Finally, we analyze the utliity of mean deviation
based uncertainty relations in entanglement detection.
A. Detection of EPR violation
FIG. 2: (Color online) A schematic diagram for the lossy detector
scenario. The two-qubit initial Werner state is written in
terms of a 9×9 density matrix ρF taking into account particle
loss before measurement.
One of the oldest philosophical objections to the quantum
theory is the EPR argument [32, 33] of local realism. Typi-
cally, constraining the theory to satisfy local realism at one or
more subsystems results in certain inequalities [33, 34], the vi-
olation of which for some quantum state implies the untenabil-
ity of the EPR assumption. Here we consider the MD based
local uncertainty relations for a subsystem A of a bipartite
state |Ψ〉AB. For a set of observables {Oi}, we define inferred
mean deviations as ∆MinfOi =
∑
OB P(OB)∆M(Oi|OB) and in-
ferred mean | 〈C〉inf | = ∑OB P(OB)| 〈C|OB〉 | and apply them
for product uncertainty relations of the form ∆MO1∆MO2 ≥
1
4 | 〈ΨA| [O′1,O′2] |ΨA〉 |2 = | 〈C〉 |2 and corresponding sum un-
certainty relations in the Robertson-like form.
Theorem (EPR violation)- If we replace the mean devia-
tions by the inferred mean deviations ∆MinfOi, and the mean
| 〈C〉 | by the inferred mean | 〈C〉inf | in an uncertainty relation
of the form ∆MO1∆MO2 ≥ 14 | 〈Ψ| [O′1,O′2] |Ψ〉 |2 = | 〈C〉 |2 - the
violation of the resulting inequality is a manifestation of the
EPR paradox.
Proof - To demonstrate the EPR phenomena we assume
using the local realism argument that there exists an element
of reality λOi which probabilistically predetermines the result
for the measurement of the observable Oi performed at A. For
two different elements of reality we can have a joint proba-
bility distribution of the form P(λ1, λ2) = P(λ). Now for the
product of two mean deviations
∆MinfO1∆MinfO2 =
∑
OB1
P(OB1 )∆M(O1|OB1 )
∑
OB2
P(OB2 )∆M(O2|OB2 )
≥
∑
λ
P(λ)∆M(O1|λ)∆M(O2|λ)
≥
∑
λ
P(λ)| 〈C|λ〉 |2
≥ | 〈C〉inf |2.
The EPR inequality for sum of mean deviations can be
proved in a similar way as
∆Min fO1 + ∆Min fO2 =
∑
i
∑
OBi
P(OBi )∆M(Oi|OBi )
=
∑
λ
[∆M(O1|λ) + ∆M(O2|λ)] ≥ 2| 〈D〉inf |.
(23)
Here 〈D〉 corresponds to the first term in the rhs of the sum
uncertainty relation (4). This completes the proof of the EPR
inequality in terms of (inferred) mean deviation. 
In the next part of this subsection, we concentrate on apply-
ing the above result in an experimental setup.
1. Detection of EPR violation in lossy scenario through MD
uncertainty relation
Armed with the inequality (23) above, we now consider an
experimental scenario for observing EPR violation upon mea-
surement on one of the parties in a two-qubit setting. Specif-
ically, we work with the set-up proposed in Ref. [35], which
we outline below for the sake of completeness. See Fig. 2 for
an illustration.
Scenario- Consider two spatially separated particles at loca-
tions A and B respectively, each of which can either be in
spin-up (+1) or in spin-down (-1) configuration. Now assume,
they share a singlet state |Ψ〉AB = 1√2 (|1〉A |−1〉B − |−1〉A |1〉B)
along with a white noise. Their shared state is thus de-
scribed in general by the two qubit Werner family of states
ρABW = p |Ψ〉AB 〈Ψ| + 1−p4 I4. Now, let us assume that a detector
observes the spin of the each of the particles. However, this
detector is inefficient in the sense that sometimes it may fail
to conclusively detect a particle in either spin-up or spin-down
configuration due to loss of that particle before measurement.
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FIG. 3: (Color online) Illustrating the power of MD based uncer-
tainty relations in the lossy EPR violation scenario. SD
based uncertainty relations cannot detect EPR violation if
the detector efficiency η plotted along y-axis (with respect
to the Werner noise parameter p) is below the dashed blue
curve. However, up to the limit of the solid maroon curve,
i.e., in the maroon striped zone, the MD based uncertainty
relation can still detect such EPR violation.
This is parametrized by introducing an overall detection effi-
ciency η. The detection space for each of the spins is now that
of a qutrit with possible outcomes being
• spin-up (+1),
• spin-down (-1),
• lost particle (0).
The full bipartite density matrix can now be represented as
ρWρvac, where ρvac = |0〉 〈0| is the multimode vacuum state
in which the undetected particles are collected. We follow
the Schwinger representation to write |1〉 as |1, 0〉 and |−1〉
as |0, 1〉, where the {i, j} in |i, j〉 denote the number of par-
ticles in spin-up and spin-down configurations respectively.
The creation operators at sites A and B are a†± and b
†
± respec-
tively, with ‘+’ for statistics of spin-up and ‘-’ for statistics
of spin-down particles. Likewise, we denote the creation op-
erators for the vacuum state at sites A and B as a†±,vac and
b†±,vac respectively. The detection mechanism is described
as follows. The particles are led through a beam splitter
which couples the field and vacuum modes, after which the
modes are transformed as a± → √ηa± +
√
1 − ηa±,vac and
b± → √ηb± +
√
1 − ηb±,vac. The final two-qutrit density ma-
trix ρF is now derived by tracing over the lost photon modes.
There are a total of nine basis states
• |u1−4〉 = |±1〉A |±1〉B ;
• |u5,6〉 = |±1〉A |0〉B ;
• |u7,8〉 = |0〉A |±1〉B and,
• |u9〉 = |0〉A |0〉B .
The final form of the density matrix ρF is now given in block-
diagonal form by
ρF =
η
2ρW 0 0
0 η2 (1 − η)I4 0
0 0 (1 − η)2
 .
To find the condition for detecting EPR violation, we use
the MD based sum uncertainty relation for the spin opera-
tors. Working in the Schwinger representation, we express
the spin operators in terms of the particle creation and de-
struction operators. The spin operators at location A are JAx =
(a†+a−+a
†
−a+)/2, JAy = i(a
†
−a+−a†+a−)/2, JAz = (a†+a+−a†−a−)/2,
and the number operator NA = a†+a+ +a
†
−a−. Similarly at loca-
tion B, the operators JBx , J
B
y , J
B
z and N
B are defined using b±.
For detection of at most a single particle per mode, it can be
shown that for a measurement at A, the following inequality
holds.
∆M JAx + ∆M J
A
y + ∆M J
A
z ≥
3
2
〈NA〉 − 〈N
A〉2
2
. (24)
To prove the above inequality we have used the inequality
〈Jx〉2 + 〈Jy〉2 + 〈Jz〉2 ≤ 〈N〉24 . The EPR paradox is manifested if
the above inequality is violated for inferred mean deviations,
i.e.,
∆Minf J
A
x + ∆Minf J
A
y + ∆Minf J
A
z <
3
2
〈NA〉 − 〈N
A〉2
2
(25)
The inferred mean deviations ∆Minf J
A
x ,∆Minf J
A
y and ∆Minf J
A
z
are the average errors corresponding to the elements of reality
that exist for JAx , J
A
y and J
A
z respectively. For the loss-included
Werner state ρF , we compute the inferred mean deviations
∆Minf J
A
x = ∆Minf J
A
y = ∆Minf J
A
z =
η
2 (1 − η2 p2) and 〈NA〉 = η.
Putting these values in (25), we get ηp2 > 13 . We compare this
result with the corresponding result obtained in [35] utilizing
the SD based uncertainty relation in Fig. 3 to note that for the
same value of noise parameter p, the MD based uncertainty
can detect EPR violation with a less efficient detector than the
SD based uncertainty. However, for maximum detector effi-
ciency, i.e., for η = 1, we can detect steerability of werner
states for p > 1√
3
, which is exactly the same bound derived
using standard deviation uncertainty [36].
Is the mean deviation optimal for detection of EPR viola-
tion ? -We ask at this point, whether any other measure of
deviation defined in the same way as the standard deviation
or mean deviation, may allow us to detect EPR violation with
detectors with even less efficiency. Perhaps, the reader may
wonder, it is even possible to detect EPR violation with an
extremely inefficient detector, so long as the deviation mea-
sure is carefully chosen. In this subsection, we show that such
optimism is not correct and mean deviation based bound for
EPR violation can not be bettered through choosing a suitable
exponent for the measure of deviation, when that exponent is
less than unity.
For an arbitrary α ≤ 1, the generalized α-deviation is defined
as
∆αM J =
∑
a
| 〈Ψ| |a〉 |2|a − 〈J〉 |α. (26)
8where a are the eigenvalues of the observable J and |a〉 are the
corresponding eigenvectors.
When we use ∆αM J as the measure of uncertainty for the
spin operators they satisfy the following uncertainty relation.
∑
i=x,y,z
∆αM Ji ≥
3η
2α
+
∞∑
m=1
η2mα(α − 1)...(α − 2m − 2)
2α(2m − 1)!
[
η(α − 2m − 1)
2m
− 1
]
. (27)
Now if the inferred generalized mean deviations violate the
inequality (27), we say that the given state exhibits EPR vio-
lation. The sum of inferred generalized mean deviations are
now given as following
∑
i=x,y,z
∆αMin f Ji =
3η
2α
+
∞∑
m=1
3η2m+1 p2mα(α − 1)...(α − 2m − 2)
2α(2m − 1)!
[
η(α − 2m − 1)
2m
− 1
]
. (28)
where p is the noise parameter of Werner state.
From Eq.(27) and Eq.(28) we note that, on comparing each
term of the series (so that the uncertainty inequality is satu-
rated), we get, from the m-th term of the series a relation of
the form η ≥ 13p2m . Therefore the lowest efficiency that we
can have is for m = 1, η = 13p2 . This is equal to the low-
est efficiency that we get using the mean deviation uncertainty
relations.
B. Entanglement detection
Quantum entanglement is the key resource behind many
quantum technologies. Coupled with the fact that the com-
plexity of complete state tomography grows exponentially
with the dimension, this renders the problem of detection of
entanglement in a quntum state via non-tomographic, e.g. wit-
ness based methods extremely important. However, the lin-
ear witnesses guaranteed to exist vide the Hahn-Banach the-
orem are often not as strong as desired. Thus considering
non-linear witnesses is quite natural. One such family of non-
linear witness is furnished by local uncertainty relations, the
violation of which implies entanglement in the global state
[19]. This method was refined further to derive a necessary
criteria for separability in finite-dimensional systems based
on inequalities for variances of observables [20]. More con-
cretely, it was proven that for an entangled two qubit state
|Ψ1〉 = a |00〉 + b |11〉, with a > b there exist observables {Oi}
such that
∑
i ∆
2(Oi)|Ψ1〉〈Ψ1 | = 0 ,and the following inequality is
obeyed for separable states.∑
i
∆2(Oi) ≥ 2a2b2, (29)
where Oi = |Ψi〉 〈Ψi|, i = 1, ..., 4 with |Ψ2〉 = a |01〉 + b |10〉,
|Ψ3〉 = b |01〉 − a |10〉 and |Ψ4〉 = b |00〉 − a |11〉. Using the
above inequality, we can detect the entanglement in members
of the Werner family of states ρABW = p |Ψ1〉 〈Ψ1| + 1−p4 I for
p >
√
1 − 8a2b23 . If we choose a = b = 1√2 , we can detect
entanglement for p > 1√
3
. Using the MD uncertainty relation,
we similarly obtain the result
∑
i ∆M(Oi)|Ψ1〉〈Ψ1 | = 0. For a
pure separable state, we note the following inequality being
obeyed, i.e.,
∑
i
∆MOi ≥ 4a2b2, (30)
where ∆MOi is the mean deviation uncertainty of the ob-
servable Oi, for any separable state. Now using (30), it is
straightforward to check that we can detect the entanglement
of Werner states for p >
√
1 − 8a2b23 . Thus, we note that
for the Werner family of states, the MD based uncertainty
relation is as good a tool as the SD based uncertainty when
it comes to entanglement detection. This construction can
detect all the bipartite pure entangled states, and, for two
qudit systems, many bound entangled states as well [37].
We note that the scheme of detection of entanglement is
quite different than the setup we considered for the detection
of EPR violation earlier. However, in lossy scenario, it may be
shown that one can detect entanglement for any value of de-
tector efficiency using the mean deviation based uncertainty
measure considered here. This is consistent with the result
obtained in [35] which assumes the standard deviation as the
measure of uncertainty. EPR steering is, in general, a strictly
stronger form of quantum correlation than quantum entangle-
ment [34, 38, 39] - thus detection of EPR steering tends to be
more demanding than detection of entanglement alone.
9V. CONCLUSION
In this work, we have provided an alternative formulation of
state dependent as well as state independent quantum uncer-
tainty relations in terms of the mean deviation rather than the
usual standard deviation based approach. Furthermore, using
F-distribution and Pareto distribution based wave functions,
we showed that a definite quantification of quantum uncertain-
ties can be given through our approach which is not possible
for standard deviation based approaches in some cases. We
have applied the new uncertainty relations in detecting EPR
violation in a lossy scenario and in entanglement detection
schemes. Of course, applications of mean deviation based un-
certainty relations are not confined to these examples. For
example, in future, one can formulate new error disturbance
relations for successive measurements in terms of mean de-
viations [40–43]. Another interesting problem would be to
find the analog of the Wigner Yanase skew information [44]
for the quantum part of the mean deviation based uncertainty
[45] and to study properties thereof, for example, whether this
quantity is a true coherence monotone [46] unlike the WYSI
[47]. For quantum metrological purposes, a mean deviation
based formulation of the Cramer Rao bound [48] may turn
out to be useful. Theorists working on quantum gravity have
conjectured deformed uncertainty relations [49, 50]. It also
remains an interesting direction to explore whether the search
for signatures of such deformations, such as the existence of a
minimum length scale, can be facilitated by the present work.
Another possible direction of work is to explore the identity of
intelligent states with respect to arbitrary deviation measures.
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