The power law of practice is often considered a benchmark test for theories of cognitive skill acquisition. Recently, P. F. Delaney, L. M. Reder, J. J. Staszewski, and F. E. Ritter (1998), T. J. Palmeri (1999) , and T. C. Rickard (1997 Rickard ( , 1999 have challenged its validity by showing that empirical data can systematically deviate from power-function fits. The main purpose of the present article is to extend their explanations in two ways. First, the authors empirically show that abrupt changes in performance are not necessarily based on a shift from algorithm to memory-based processing, but rather and more generally, that they occur whenever a more efficient task strategy is generated. Second, the authors show mathematically and per simulation that power functions can perfectly fit aggregated learning curves even when all underlying individual curves are discontinuous. Therefore, the authors question conclusions drawn from fits to aggregated data.
An assumption held frequently in the research literature on cognitive skill acquisition is that performance improvements due to practice are best fit by negatively accelerated power functions, that is, P(t i ) ϭ a ϩ bt i Ϫc , where i ϭ 1, 2, . . . , e, and a, b, and c are constants (e.g., J. R. Anderson, 1983 Anderson, , 1993 Logan, 1988 Logan, , 1992 Newell & Rosenbloom, 1981; Palmeri, 1997) . Indeed, the power law of practice (Newell & Rosenbloom, 1981) is often used as a benchmark test for theories of cognitive skill acquisition (e.g., Logan, 1988; Palmeri, 1997 Palmeri, , 1999 .
One currently dominant theoretical view of skill acquisition that is capable of accounting for the power law of practice is the instance model of automaticity proposed by Logan (1988 Logan ( , 1992 ; see also Palmeri, 1997 Palmeri, , 1999 . In the instance model, it is assumed that each repetition's processing is stored separately as an instance in memory. In addition, each encounter with a task activates an algorithm that can be used to solve the task and each instance that has been associated with the given task in the past. Key to the instance model is the assumption of a race between the algorithm and the stored instances, in which the fastest process wins the race, that is, determines the response. In this model, a power-function speed-up is achieved as a result of the obligatory accumulation of memory instances, which increases the probability that the memory retrieval wins the race and therefore causes a transition from algorithm-based to memory-based processing. By means of Monte Carlo simulations, Logan (1988 Logan ( , 1992 has confirmed that his simple and elegant model produces a gradual transition from algorithm-based to memory-based task processing with increasing practice. Empirically obtained learning curves for means and standard deviations (that were aggregated over participants) were well fit by power functions with equal exponents.
Recently, Rickard (1997 Rickard ( , 1999 and Delaney, Reder, Staszewski, and Ritter (1998) have challenged the validity of the instance model, in particular, and the power law of practice, in general, by pointing out that even when a power function fits empirical learning curves well (i.e., R 2 Ͼ .95), the observed empirical data often show systematic deviations from the fitted functions. They argued that deviations are due to strategy shifts, which "play an important role in cognitive skill acquisition" (Delaney et al., 1998, p. 1) and "highlight the importance of programmatic research that explores the mechanisms of strategy choice and the factors influencing their operations" (Rickard, 1997, p. 288) .
Using a strategy-probe procedure that allowed for the empirical separation of algorithm-based and memory-based trials, Rickard (1997; see also Delaney et al., 1998) demonstrated that two power functions fit separately to trials based on the algorithm and to trials based on memory retrieval can result in better fits than by using the overall power function. These and related findings (e.g., Reder & Ritter, 1992; Schunn, Reder, Nhouyvanisvong, Richards, & Stroffolino, 1997) seem to point to the conclusion that algorithm and memory retrieval do not occur in parallel, as is assumed by Logan (1988) and Palmeri (1997 Palmeri ( , 1999 . Rather, these findings seem to indicate an abrupt shift from algorithm-based processing to mem-ory retrieval and appear to demonstrate that algorithm-based processing and memory retrieval improve at separate rates. Consequently, Rickard (1997;  component power law of practice [CMPL] ) and Delaney et al. (1998; source activation confusion [SAC] ) have proposed alternative theories of cognitive skill acquisition that, so the authors claim, can account for strategy shifts from algorithm-based processing to memory retrieval.
Another important recent criticism concerning the power law of practice comes from R. B. Anderson and Tweny (1997) , Heathcote, Brown, and Mewhort (2000) , and Myung, Kim, and Pitt (2000) . Following Estes's (1956) study, these authors generally argued that the preference for the power function in different task domains is due to improper averaging procedures yielding the so-called power-function artifact (Myung et al., 2000) . As Estes argued, the shape of individual learning curves does not need to correspond to the shape of group mean curves. On the basis of this argument, R. B. Anderson and Tweny and Myung et al. demonstrated that the forgetting curve in the domain of memory is better fit by exponential functions. Heathcote et al. (2000) showed for a large set of individual learning curves that this is true for the domain of skill acquisition as well. Heathcote et al. did not question that learning improves by a continuous, negatively accelerated function; rather, these authors questioned that the improvement follows a power function.
The present article has two different purposes. Its first and main purpose is to contribute toward the current discussion on the nature of skill acquisition. We mainly focus on abrupt transitions such as those identified by Rickard (1997 Rickard ( , 1999 and Delaney et al. (1998) , because abrupt transitions violate the assumption of a continuous, negatively accelerated learning function, irrespective of whether the function is best described by a power or exponential function. We argue that abrupt transitions are much more common during cognitive skill acquisition than has been stated previously. Specifically, we extend the findings obtained by Rickard (1997 Rickard ( , 1999 and Delaney et al. by presenting data from the informationreduction paradigm (Haider & Frensch, 1996 , 1999a , 1999b showing that abrupt changes in performance during skill acquisition need not be based on a shift from algorithm-based processing to memory retrieval but occur, more generally, whenever an old task strategy is replaced by a new, often more efficient, strategy.
If it is indeed correct that abrupt strategy changes occur rather frequently during the learning of a skill, and presumably they occur at different times during practice for different people, then the question arises why, nevertheless, skill acquisition is frequently modeled well by the power law of practice. The second purpose of the present article is therefore to assess, both mathematically and by means of simulation, under which circumstances empirical data aggregated over research participants will yield good power-function fits in cases when all individual learning curves show abrupt performance changes. This issue is important because the use of the power-function fit as a benchmark test for theories of cognitive skill acquisition derives from the assumption that the function holds for all individual learning curves underlying the aggregated function (e.g., Siegler, 1995) . If it can be shown that the power function fits aggregated data well even when all underlying individual learning curves are discontinuous, then the validity of any conclusion drawn from the fit to the aggregated data is highly questionable.
Discontinuities in the Information-Reduction Paradigm
The information-reduction assumption (Haider & Frensch, 1996 , 1999a , 1999b holds that participants learn with practice on a task to distinguish between task-relevant and task-irrelevant information and to limit their task processing to the task-relevant information. For the purpose of investigating this hypothesis, we used an alphabet verification task (AVT) that contained taskrelevant and task-irrelevant information. Specifically, the items (strings like, e.g., C D E F G [4] L) to be evaluated in the AVT consisted of a relevant letter-digit-letter triplet (e.g., G [4] L) and a varying number (0, 1, 2, 3, or 4) of additional letters (e.g., C D E F). Strings presented were either correct (i.e., they followed the alphabet) or were incorrect (i.e., C D E F G [4] M; they did not follow the alphabet). The digit in brackets (always the 4) was to be interpreted as the number of letters that needed to be skipped before continuing on with the alphabet (for further details, see, e.g., Haider & Frensch, 1996) .
It is important to note that errors in incorrect strings always occurred at the same string position: in the letter-digit-letter triplet. Therefore, the additional letters (i.e., letters to the left of the letter-digit-letter triplet) were irrelevant, because errors never occur in these letters, with respect to the evaluation of the strings. Participants were typically not informed about this characteristic of the task. Instead, participants were instructed only to verify whether a given letter string was in alphabetical order. To be able to do so, they received detailed information about how to verify the letter strings.
One question relevant to the purpose of the present article is whether participants exhibit performance discontinuities with practice on this task. To determine the answer, we conducted six single-case studies in which participants were asked to evaluate 100 alphabetic verification strings that were composed of 10 correct and 10 incorrect strings (Haider & Frensch, 1997) . The practice phase consisted of 30 practice blocks with the 100 strings presented once in each block.
In Panels A-F of Figure 1 the mean latencies for correct strings of String Length 7 (triplet plus 4 additional letters) are displayed as a function of practice block for all 6 participants. As can be seen, all individual learning curves show more or less clearly detectable performance discontinuities.
The visual impression conveyed by the figures is supported by statistical tests, in which we tested whether the individual log-log learning curves (log
, where A, B, and C are fitted constants and T i indexes practice block; RT ϭ reaction time) deviated significantly from linearity (Myers & Well, 1991, p. 411) . Such a systematic violation of linearity would contradict the continuity assumption of the power law of practice. The results of these analyses are shown in Table 1 . As can be seen from Table 1 , all 6 participants showed significant deviations from linearity, suggesting that their latencies improved nonlinearly and probably even discontinuously with practice.
A second question relevant to the purpose of the present article is whether the observed discontinuities with this task reflect a strategy change. One possible explanation for the occurrence of discontinuities is that participants discover, with practice, that the task contains irrelevant information and limit their processing to the task-relevant information. The switch from an evaluating-allletters strategy to the more efficient evaluating-relevant-letters-only strategy should lead to an abrupt decline in latencies. To examine the relation between observed discontinuities and the occurrence of a strategy change, we reanalyzed the data of a published experiment (Haider & Frensch, 1999a , Experiment 1). The reason we used data from this particular experiment was that participants in this study were faced with a transfer block following seven practice blocks. The transfer block differed from the practice blocks with regard to error location. Whereas during the practice phase errors never appeared in the "irrelevant" part of the strings, during the transfer phase errors could be located in the "irrelevant" part. It is important to note that participants were not alerted to this fact, either by instruction or by feedback.
The error rate for strings with errors in the "irrelevant" portion of the strings in the transfer phase represents an indicator for the occurrence of a strategy change, that is, from an evaluating-allletters strategy to an evaluating-relevant-letters-only strategy. If indeed discontinuities are based on a strategy shift toward an evaluating-relevant-letters-only strategy, then participants showing a significant deviation from linearity should also produce high error rates for strings with errors in the "irrelevant" string portion during the transfer phase. In other words, as soon as participants switch to an evaluating-relevant-letters-only strategy during practice, they are less likely to look at the irrelevant string part (Haider & Frensch, 1999a) and consequently are less likely to notice the errors located in the irrelevant part. In contrast, participants with no significant deviation from linearity should show small, if any, error rates for these strings. Table 2 displays the results of the test for linearity separately for all 45 participants in this experiment. As can be seen from the table, 18 out of 45 participants showed significant violations of linearity. To examine the relationship between a strategy change and the occurrence of discontinuities, we conducted a discriminant function analysis, with error rate for strings with errors in the "irrelevant" string part (transfer block) as the independent variable and violation of linearity as the grouping variable. This analysis provided correct categorization of 37 out of 45 participants (see Table 3 ). More specifically, 17 out of 18 participants with violations of linearity also showed high error rates. In addition, 20 out of 27 participants without violations of linearity showed small error rates. Thus, these results suggest that the occurrence of discontinuities with this particular task (AVT) is based primarily on a strategy shift, that in turn is the result of information reduction.
In a third step, we conducted an additional experiment to examine whether the presence of discontinuities is the result of a nonintentional strategy change or reflects an intentional decision on the part of the participant to switch strategies (Haider, 1997) . We believed that if discontinuities in the learning curves indicate an intentional decision to switch to a new and more efficient strategy, then the new strategy should be transferable to new strings of equivalent task structure. Only participants with discontinuities should show this item-general transfer, and these participants should also be able to verbally describe their newly adopted strategy.
In this experiment, we trained a new group of 30 participants on the AVT for an individually varying number of practice blocks (with a maximum of eight practice blocks). The practice phase was followed by a transfer phase consisting of two trial blocks with new structure-equivalent strings (same structure, but different letters; e.g., if a participant was trained with letter strings containing triplets beginning with letters E, F, G, H, I, or J, then this participant received letter strings in the transfer blocks with triplets beginning with the letters M, N, O, P, Q, or S in the transfer phase).
We predicted that if discontinuities in the learning curves during the practice phase reflect an intentional decision to switch to a more efficient strategy, then participants with discontinuities in the practice phase should be able to adjust to the new materials very quickly. Participants might show increased latencies in the first transfer phase, because of surprise, item-specific learning, or both, but they should be able to reach their pretransfer level of performance rather quickly (see also, Haider & Frensch, 1996, Experiment 3) .
While participants conducted the practice phase, we monitored whether a strategy shift had occurred. To do so, we continually tested whether the decline of latencies between two consecutive practice blocks exceeded 1,500 ms. The above-mentioned reanalysis of the Haider and Frensch (1999a) experiment had shown that the latency shifts indicating discontinuities were around 1,500 ms or higher. When such a shift occurred, participants received one more practice block followed by the transfer phase. The additional practice block was given to ensure that the latency decline was consistent. When no shift occurred, participants received the two transfer blocks after their eighth practice block.
Overall, 14 out of 30 participants produced a latency shift larger than 1,500 ms during training. Panel A of Figure 2 compares the mean latencies in Practice Blocks 1, 2, 3, and the last practice block before the transfer block, for participants who showed a latency shift versus participants who did not show a shift. Panel B depicts the mean latency differences (Transfer Block 1 minus last practice block; Transfer Block 2 minus last practice block) for the two conditions.
As is evident from Panel A of Figure 2 , despite the shorter practice phase (M ϭ 6 practice blocks and M ϭ 8 practice blocks for participants with versus without a latency shift, respectively), participants with a detected shift were significantly faster by the end of practice than participants without such a shift. Thus, in contrast to the widely held assumption (e.g., Palmeri, 1999 ) that speed increase is best predicted by blocks of practice, the results suggest that in this experiment speed of task performance by the end of training is at least partly predicted by the occurrence of a strategy shift as operationalized by a sizable latency shift.
Panel B of Figure 2 shows that in the first transfer block, mean latencies increased for all participants by around 1,000 ms, because of surprise, item-specific learning, or both, during training. In the second transfer block, however, and more important, participants with a detected shift reached the latency level of their last practice block, whereas participants without such a shift did not.
A discriminant function analysis, with latency differences (second transfer block minus last practice block) as the independent variable and detected discontinuity as the grouping variable, correctly categorized 25 of the 30 participants. This result clearly suggests that the occurrence of discontinuities during practice indicates a strategy shift that is at least partly based on an intentional decision to adopt a new strategy.
To examine whether the newly adopted strategy was consciously available, we asked all participants, on completion of the experiment, to describe the strategies they had used to perform their task. Participants were asked to describe how they had performed the task by the end of the practice phase and were also asked to name characteristics of the task. The results indicated that 11 of 14 participants with a shift had noticed that errors never occurred in the "irrelevant" string part and had retrieved the answer to the triplet from memory while ignoring the "irrelevant" letters. In contrast, only 4 of 16 participants without a shift were able to describe the characteristics of the task or an alternative strategy.
These findings suggest that the strategy shift that occurs in the AVT is based on the generation of a new, more efficient, and consciously available strategy that can be transferred to new strings with identical task structure. The latter finding is not in complete accordance with the current version of the CMPL model, because in this model the strategy shift is assumed to be based on the increasing strength of a prototype representation for each item. Because of this assumption, the CMPL model should not be capable of explaining the item-general transfer results reported above. The same holds true for the SAC, the instance model, and the examplar-based random walk model (Nosofsky & Palmeri, 1997; Palmeri, 1997) . One obvious reason for the inconsistency between our findings and these models is that participants in our experiments first need to discover a simplifying strategy before they can apply it. By comparison, in Logan's (1988 Logan's ( , 1992 ), Rickard's (1997) , Palmeri's (1997) , and Delaney et al.'s (1998) studies, the more efficient memory-retrieval strategy does not need to be discovered but can be automatically applied. Whether the switch to the memoryretrieval strategy is based on an intentional act has rarely been examined.
We therefore examined in a second additional experiment whether the use of the memory-retrieval strategy in the alphabetic arithmetic task used by Logan and Klapp (1991;  see also Rickard, 1997 ) might also be based on an intentional act. For this purpose, a new group of 39 participants was trained to perform an alphabet arithmetic task (AAT; e.g., A ϩ 5 ϭ F) for an individually varying number of practice blocks followed by two transfer blocks. Again, training and transfer tasks were structure-equivalent; that is, the structure of the AATs during training and transfer were identical, but the letters used to generate the specific tasks differed between training and transfer. The overall setup of this experiment followed the logic of the study described above. In addition, participants were randomly assigned to one of two conditions. In the highcomplexity condition, participants evaluated nine correct and nine incorrect alphabetic strings. The strings were composed of nine different letters combined either with the addends 3, 5, or 7 (see (Loftus & Masson, 1994) . Panel B: Mean RT differences between the first transfer block and the last practice block and the second transfer block and the last practice block. Variability indication: Error bars represent 95% between-participants confidence intervals. Rickard, 1997 , for further details). In the low-complexity condition, participants also evaluated nine correct and nine incorrect alphabetic strings. However, in this condition, the tasks were composed of nine different letters and always contained the addend 5. Thus, participants in both conditions evaluated nine different correct and nine different incorrect strings that were repeated five times per block. We expected that if discontinuities in this task were the result of an intentional decision to switch to a more efficient strategy (here, the memory-retrieval strategy), then participants with discontinuities in the practice phase would show the same characteristics in the transfer phase as the participants in our previous experiment, described above; that is, they should show a steep latency decline from the first to the second transfer block and should reach their pretransfer level of performance quickly.
As in the previous experiment, participants were continually monitored to examine whether a strategy shift had occurred. A strategy shift in this experiment was assumed to have occurred when more than 75% of the strings in a practice block were evaluated with latencies faster than 1,100 ms (the estimated baseline latency was 1,000 ms) or when the number of fast trials (i.e., latencies faster than 1,100 ms) increased by more than 50% in two consecutive blocks. When a latency shift had been diagnosed, participants received the two transfer blocks. When no such shift was diagnosed, participants received the two transfer blocks after their 10th practice block.
Please notice that one could argue that our assessment of whether a discontinuity had occurred might appear arbitrary. However, if the assessment is invalid, then it is unlikely that we should find any relation between our diagnosed strategy shifts and the latency-level in the transfer block.
Overall, 9 of the 19 participants in the high-complexity condition and 10 of the 20 participants in the low-complexity condition produced a latency shift. Panels A-D of Figure 3 display the individual learning curves (mean latencies per block for correct tasks) for the high-and low-complexity conditions separately for participants with and without a latency shift.
The figure makes at least two important points. First, most of the participants with diagnosed latency shifts show more or less clear discontinuities. This was true in both the low-complexity condition and the high-complexity condition, although the discontinuities were much more pronounced in the low-complexity condition than in the high-complexity condition.
Some participants who were not diagnosed as having produced a latency shift also show discontinuities, however, perhaps because of our rather harsh criterion for diagnosing a latency shift. As is evident from Figure 3 (Panels A-D), despite their shorter practice phases, participants with latency shifts were faster by the end of training than participants with no latency shifts.
Second, if one compares participants' performances in the transfer blocks, clear differences emerge for those with and without diagnosed latency shifts. Latency-shift participants show only small increases in their latencies in the first transfer block. Furthermore, they rereach the latency level of their last practice block in the second transfer block. In contrast, participants with no detected shift show a much larger increase in latencies in the first transfer block and also are much slower in their second transfer block as compared with their last practice block. Thus, in contrast to Logan's findings (Logan, 1988; Logan & Klapp, 1991 ; see also Rickard, 1997) , our participants with detected latency shifts seem to show item-general learning. Figure 4 clarifies the item-general versus item-specific character of learning in this particular task. Figure 4 contains the size of four mean difference scores, each displayed as a function of condition and latency shift: The first 4 bars refer to the difference between the first and last practice blocks, which is a measure of the size of the overall training effect. The second 4 bars refer to the difference between the first practice block and the first transfer block, which is a measure of the size of item-general learning. The third 4 bars refer to the difference between the first transfer block and the last practice block, which is a measure of the size of item-specific learning. The scaling of the three measures can be summarized as follows: the higher the score on the dependent variable, the higher the effect of the specific kind of learning. In addition, the last 4 bars refer to the difference between the last transfer block and the last practice block, which is a combined measure for the size of item-specific and item-general learning. In the latter case, a small score refers to a large learning effect.
As can be seen from Figure 4 , participants with detected latency shifts show more item-general learning (i.e., difference between the first practice block and the first transfer block) and less item-specific learning (i.e., difference between the last practice block and the first transfer block) than do participants with no detected shift in both conditions. By the second transfer block, participants with latency shifts have rereached their latency level of the last practice block, whereas participants without detected shift have not.
Notice that only the participants with no detected latency shifts in the high-complexity condition behaved in complete accordance with the assumptions of Logan's (1988 Logan's ( , 1992 instance model and Rickard's (1997) CMPL model. That is, these participants showed little item-general learning and rather pronounced item-specific learning. The remaining participants showed clear evidence for item-general learning. Taken together, these results suggest that even with alphabetic arithmetic tasks, the transition from algorithmic processing to memory retrieval might, at least for some participants, be based on an intentional shift. Thus, it seems that strategy shifts that occur during skill acquisition might in many cases occur intentionally.
In contrast to Logan's (1988 Logan's ( , 1992 ), Palmeri's (1997) , Rickard's (1997) , and Delaney et al.'s (1998) studies we therefore emphasize the role of strategy generation during cognitive skill acquisition (see also Siegler & Stern, 1998) . We assume that participants generate a new strategy whereas their task processing is based on the "old" algorithm. Strategy generation needs time, of course, and might ultimately be responsible for the rather extreme deviations from power-function fits that we found for some participants in our experiments on information reduction. That strategy generation needs time is also in accordance with the result that some of our participants did not change their strategy at all during practice, at least when practice was limited to eight trial blocks.
Our findings extend the ideas formulated by Logan (1988 Logan ( , 1992 , Palmeri (1997) , Rickard (1997) , and Delaney et al. (1998) , in that we do not assume that a strategy shift can occur only from algorithm-based processing to memory retrieval. Rather, in accordance with our data reported above, we assume that strategy shifts take place whenever participants encounter, intentionally or unintentionally, a more efficient strategy than the one they are performing.
Discontinuities and the Power Law of Practice
If it is correct that abrupt strategy changes occur frequently during the learning of a skill and presumably occur at different times during practice for different people, then the question arises under which circumstances and to what extent an overall power function can hold at the aggregate level even when the underlying individual learning curves are discontinuous. The answer to this particular question is important because if it is possible to show that overall power functions fit well even when all underlying learning functions are discontinuous, then the finding of a good overall power-function fit might well be completely misleading with regard to any conclusions that might be drawn about the underlying learning mechanisms.
To examine in detail the relation between discontinuities at the level of individual learning functions and the overall (i.e., at the aggregate level) power-function fit, we generated an artificial data set. For this data set, we assumed that each individual learning function shows only one discrete performance improvement during training. The assumption of only one discrete improvement Figure 4 . Mean reaction-time differences between the last and first practice block (Overall training effect), between the first transfer block and the first training block (Item-general learning effect), between the first transfer block and the last training block (Item-specific learning effect), and between the last transfer block and the last practice block (Item-general/Item-specific learning effect) in the high-and low-complexity conditions separately for participants with and without latency shifts.
was, of course, rather artificial; however, it allowed us to test for the meaning of overall power-function fits when the underlying individual functions are discontinuous under highly extreme conditions. It should be evident that the assumption of additional latency improvements of the component processes increases the number of degrees of freedom and as such increases the likelihood of finding overall power-function fits.
The individual learning functions are presented in Panel A of Figure 5 . Panel B shows the overall power-function fits for the aggregated means and standard deviations. The results depicted in Panel B are quite surprising. Despite the extreme assumption of only one improvement during the entire practice phase, the overall power function fits the data very well. This was not only true for the means, but perhaps more important, it was true for the standard deviations also (Compton & Logan, 1991; Logan, 1988) . Thus, this artificial example allowed us to conclude that at the aggregate level a power-function fit can be misleading. The example implies that finding good power-function fits for aggregate learning curves does not necessitate the conclusion that the underlying individual learning curves are continuous.
The goal of the following mathematical and simulation-based analyses was to examine in more detail the conditions under which aggregate means and standard deviations follow a single power
Ϫc , where a, b, c are constants and b, c 0) when all individual learning functions are discontinuous. Specifically, we asked how the shift points (i.e., the time points during practice at which the discontinuity due to a strategy change occurs) would need to be distributed to yield a power function for the means at the aggregate level. The mathematical solution for this question follows below.
Let t i , i ϭ 1, 2, . . . , e, be equally spaced time points and let gk(t i ) be the performance level of participant k(k ϭ 1, 2, . . . , K) at time t i . The aggregate performance for all K participants at time t i is then given by
In accordance with Townsend and Ashby's (1983, see also Rickard, 1999 ) study, we assumed that at Trial t ϭ 1, all participants used Strategy 1, that is, no shift had yet occurred. The mean at Trial t ϭ 1 is therefore given by
At the last trial, t ϭ t e , all participants use Strategy 2; that is, the mean is given by 
At each Trial (t ϭ t i ), the size of k i depends on a distribution function by k i ϭ KF i , such that the mean m(t i ) is given by
Let us suppose now that the mean m(t i ) should decrease as a power function, P(t i ) ϭ a ϩ bt i
Ϫc . It follows with Equation 6 that
Setting t 1 ϭ 1, the power function implies that m s ϭ a ϩ b; m e ϭ a, which leads to
and a little algebra yields
Equation 7 represents the solution for the function of shift points and demonstrates that the probability of a shift point occurring needs to follow a power function if the overall aggregate learning function for performance means is to be a power function. Because Heathcote et al. (2000) argued for preferring exponential functions instead of power functions, it seems noteworthy that for the exponential function, a function of shift points can be calculated as well. (In this case, Equation 7 would be F i ϭ 1 Ϫ e Ϫcti ). The purpose of the first set of simulations, reported below, was to underscore the fact that the means at the aggregate level follow a power function when the shift-point function adheres to a power function as well. We ran several simulations with the following constraints: (a) The c parameter of the shift-point function was fixed for each simulation; (b) in accordance with Logan's (1988 Logan's ( , 1992 Two points shown in Panel B of Figure 6 are remarkable. First, the power functions fit the means very well (R 2 ϭ 99.9%). Second, and more important, the exponent for all fitted functions was almost identical to the exponent of the function of the shift points, which is, of course, exactly what was shown mathematically above. The exponents for c and the fitted parameters for a, b, and cЈ are given in Table 4 .
A question not yet addressed is whether what is true for aggregate means might also be true for aggregate standard deviations. To examine this question, we ran several simulations with the same constraints as before. In the first set of simulations, we varied the exponent c of the shift-point function while keeping constant the distribution of reaction times for the first and last trials. In the second set of simulations, we varied the distribution of the reaction times for the first trial while keeping constant the exponent c of the shift-point function and the distribution of reaction times for the last trial.
Panels A and B of Figure 7 display the fitted functions for means and standard deviations. The fits for means and standard deviations were constrained to yield the same exponent. Tables 5  and 6 contain the varied parameters for each simulation and the resulting parameters for the power-function fits.
As can be seen from Figure 7 , the power functions fit the simulated data very well, both at the level of aggregate means and standard deviations.
1 More important, the standard deviations show a so-called bubble effect (e.g., Rickard, 1999, p. 440) both when the exponent c of the shift-point function is small and when the means of the distributions for the first and last trial are extremely different. However, the bubble effect disappears when the difference between the distributions for the first and last trial decreases and the exponent c increases. Therefore, finding no bubble effect does not allow one to conclude that no strategy shift occurred during training.
Taken together, the simulations reported above and the mathematical analysis provided demonstrate that power functions can fit aggregated means and standard deviations very well even when all underlying learning functions are discontinuous. Thus, as argued by Rickard (1997) , "accepting the power function to be true for overall speedup with practice for any task" (p. 309) can be quite misleading.
In contrast to the studies by Rickard (1997 Rickard ( , 1999 , Delaney et al. (1998 ), Palmeri (1999 , and Heathcote et al. (2000) , the main focus of our mathematical analyses and simulations was on the distribution of shift points. The simulations and mathematical analyses reported above suggest that power functions fit aggregated learning functions almost perfectly when the distribution of shift points follows a power function. This result is important for two reasons:
First, it suggests that whether a good power-function fit is obtained depends on (a) how quickly a new strategy is generated during task practice and (b) how consistently it is applied once it has been generated. When the new strategy is generated very quickly but is not consistently applied, then almost perfect power-function fits will be obtained at the aggregate level, and the individual strategy shifts will be difficult to detect. When, on the other hand, the process of generating a new strategy is a slow one but once generated the strategy is consistently applied, then power functions do not fit perfectly at the aggregate level.
Our empirical data suggest that in the AVT, participants take their time to generate a new strategy but once generated the new strategy is consistently applied. That is, all subsequent trials are performed with the new strategy. Therefore, we find significant violations of the power-function fits at the aggregate level.
Conversely, in Logan's alphabetic arithmetic task (see our additional Experiment 2), a new strategy might be generated quickly but might be applied in a mainly item-specific manner. That is, participants may learn a new strategy (i.e., to memorize items) quickly, but they may not apply this strategy in all subsequent trials (i.e., they may not generalize the use of the strategy to new items). Therefore, the probability is higher that the shift-point function follows a power function, and that consequently, the mean RTs and standard deviation are perfectly fit by power func- tions. In other words, it is possible to find that power-function fits are perfect, suggesting that learning is continuous and itemspecific, when, in fact, the underlying learning process is discontinuous and based on item-general learning of a new strategy. Second, at the aggregate level, our simulations and mathematical analyses imply that finding a power function does not necessitate the conclusion that the learning curves of all participants must follow a power function.
To summarize, the simulations reported above make the point that finding a good power-function fit at the aggregate level does not allow one to exclude the possibility that the underlying learning process is discontinuous or that participants generate a new and more efficient strategy. It is conceivable that the bubble effect found for standard deviations (Rickard, 1997 (Rickard, , 1999 in some, but not all, of our simulations might turn out to be a good diagnostic for identifying discontinuous learning functions. However, to the best of our knowledge, a statistical criterion is lacking, as of yet, that would allow one to unambiguously decide whether standard deviations contain such a bubble effect.
Summary
The argument described in this article is twofold. First, our own data with the AVT and the alphabetic arithmetic tasks clearly demonstrate that abrupt performance changes occur and can be based on a change of strategy. The strategy change seems to be, at least sometimes, the result of an intentional decision. One interesting question that remains is, of course, how the switch to a new strategy, if it is indeed intended, might be initiated and accomplished. For the time being, our own thinking is that implicit learning mechanisms, such as have been proposed by Cleeremans (1993) , Reber (1993) , or Lewicki, Czyzewska, and Hoffman (1987) might play an important role in this process. However, to the best of our knowledge, not much is yet known about how implicitly acquired knowledge might interact with explicit processes (see, e.g., Gomez, 1997; Siegler & Stern, 1998) .
Second, the simulations and mathematical proof summarized above suggest that the negatively accelerated, continuous function that is often used to describe learning in the cognitive-skillacquisition literature might be only a special case of skill acquisition. As was shown, the generality of the power law of practice might be due to the fact that this function seems to be very robust against violations caused by underlying abrupt strategy shifts. We conclude that using the power-function fit as a benchmark test for the validity of models of cognitive skill acquisition is severely misguided, might well conceal important empirical findings, and might hinder the development of important theoretical ideas. 
