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LARGE CONFORMAL METRICS WITH PRESCRIBED GAUSSIAN AND
GEODESIC CURVATURES
LUCA BATTAGLIA, MARI´A MEDINA, AND ANGELA PISTOIA
Abstract. We consider the problem of prescribing Gaussian and geodesic curvatures for a
conformal metric on the unit disk. This is equivalent to solving the following P.D.E.{
−∆u = 2K(z)eu in D2,
∂νu+ 2 = 2h(z)e
u
2 on ∂D2,
where K,h are the prescribed curvatures. We construct a family of conformal metrics with
curvatures Kε, hε converging to K, h respectively as ε goes to 0, which blows up at one boundary
point under some generic assumptions.
1. Introduction
Given a compact Riemannian surface (Σ, g), a classical problem in Riemannian geometry is
the prescription of the Gaussian curvature on Σ under a conformal change of metric, dating
back to Berger [2] and Kazdan and Warner [16]. This geometric problem can be rephrased into
a PDE. Indeed if Kg is the Gaussian curvature relative to the metric g and K is the prescribed
curvature, we can write the new metric conformal to g as g˜ = eug, and K is the Gaussian
curvature relative to g˜ if u solves the problem
−∆gu+ 2Kg(x) = 2Keu in Σ, (1)
where ∆g is Laplace-Beltrami operator associated to the metric g.When Σ is the standard sphere
S
2, problem (1) is called the Nirenberg problem and is specially interesting from the geometrical
point of view due to the effect of the noncompact group of conformal maps. The solvability of
problem (1) has been studied for several decades. We refer the interested reader to Chapter 6
in the book [1], where we can also find a comprehensive list of references.
If Σ has a boundary, other than the Gaussian curvature in Σ it is natural to prescribe also
the geodesic curvature on the boundary ∂Σ. This geometric problem can be rephrased into a
PDE too. Using the same notation as above, if hg is the geodesic curvature of the boundary
relative to the metric g and h is the prescribed curvature, h is the geodesic curvature relative to
g˜ if u solves the boundary value problem{ −∆gu+ 2Kg(x) = 2Keu in Σ,
∂νu+ 2hg(x) = 2h(x)e
u
2 on ∂Σ.
(2)
The literature about problem (2) is not as wide as the one concerning (1). A natural obstruc-
tion to the existence of solutions is given by the identity, obtained integrating (2) and applying
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the Gauss-Bonnet theorem, ∫
Σ
Keu +
∮
∂Σ
heu/2 = 2πχ(Σ), (3)
where χ(Σ) is the Euler characteristic of Σ. When K and h are constants Brendle obtained in
[3] solutions to (2) using a parabolic flow. Zhang in [21] and Li and Zhu in [19] obtained some
classification results for the solutions to (2) in the case of the half-plane (see also Galvez and
Mira [12]). The case of nonconstant curvatures was addressed for the first time by Cherrier in
[7], where the existence of a solution to (2) is proved provided the curvatures are not too big in
a reasonable geometric sense. Recently, Lopez-Soriano, Malchiodi and Ruiz in [20] considered
surfaces with negative Euler characteristic and negative Gaussian curvature, studied the problem
via a variational point of view and obtained solutions to (2) by minimization and min-max
techniques.
When Σ is the standard disk D2 problem (2) can be seen as a generalization of the Nirenberg
problem to surfaces with boundary. A natural obstruction to the existence of solution is (3)
with χ(D2) = 1, which implies that K or h must be positive somewhere. Hamza in [14] found
some integrability conditions, analogous to those of Kazdan and Warner for the sphere, that
are necessary for solving the problem. The case h = 0 was firstly studied by Chang and
Yang in [6], where the authors proved the existence of a solution to (2) provided K is positive
somewhere. The case K = 0 was firstly considered by Chang and Liu in [4], where the authors
found a solution to (2) under suitable assumptions of the critical points of geodesic curvature
h. Successively, Chang, Xu and Yang in [5] proved the existence of a solution when the geodesic
curvature is close enough to the constant, using a perturbative approach and Liu and Huang in
[17] found a solution in a symmetric setting. As far as we know the only result for non-constant
curvatures is due to Cruz and Ruiz in [8] where they found a solution via a variational argument
under symmetry assumptions. Actually, a careful analysis of blow-up sequences is needed to find
solutions to (2) in the more general situation. If K = 0 a blow-up analysis has been performed
by Guo and Liu in [13]. Recently, Jevnikar, Lopez-Soriano, Medina and Ruiz in [15] performed
a complete blow-up analysis of problem (2) for non-constant K and h and proved that blow-up
can only occur at a unique point ξ0 of the boundary such that h
2(ξ0)+K(ξ0) > 0, which has to
be a critical point of the map
ϕ(ξ) := H(ξ) +
√
H2(ξ) +K(ξ), ξ ∈ D2, (4)
where H is the harmonic extension of h, that is,{
∆H = 0 in D2,
H = h on ∂D2.
Inspired by the above result, in this paper we assume that K ∈ C2(D2) and h ∈ C2(∂D2) are
given so that there exists a critical point ξ0 ∈ ∂D2 of the function ϕ defined in (4). Then we
prescribe a Gaussian curvature Kε and a geodesic curvature of the boundary hε which are linear
perturbations of K and h respectively, i.e.,
Kε(z) := K(z) + εG(z) and hε(z) := h(z) + εI(z),
with G ∈ C2(D2) and I ∈ C2(∂D2). We prove the existence of a solution of{
−∆u = 2Kε(z)eu in D2,
∂νu+ 2 = 2hε(z)e
u
2 on ∂D2,
(5)
which blows-up at ξ0 as ε→ 0, provided some non-degeneracy conditions are satisfied.
This is the first result concerning the existence of conformal metrics with prescribed non-
trivial Gaussian and geodesic curvatures without any symmetric assumptions.
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Let us state our main result more precisely. Without loss of generality we can assume that
ξ0 = 1 ∈ ∂D2, and therefore we suppose
h2(1) +K(1) > 0, (6)
and ∇ϕ(1) = 0 or, equivalently,
∂1K(1) + 2ϕ(1)(−∆)
1
2h(1) = 0, ∂2K(1) + 2ϕ(1)h
′(1) = 0.
Here by (−∆)1/2h we mean the fractional Laplacian of h along the boundary of the disk, i.e.,
(−∆)1/2h(z) = 1
π
p.v.
∫
∂D2
h(z)− h(w)
|z − w|2 dw,
that naturally arises by noticing that
∂νH|∂D2 = (−∆)1/2h,
where ν is the unit outward normal at the boundary.
We additionally assume that both perturbations vanish at the concentration point, that is
G(1) = I(1) = 0. (7)
Furthermore, as it will be clear during the reduction procedure carried out to find the solution,
some extra non-degeneracy conditions need to be imposed on K,G, h and I at the blow-up point
(see Corollary 5.7 and Section 6):
(i) ϕ(1) 6= 0,
(ii) 2K(1) + ϕ(1)h(1) 6= 0,
(iii) ∆K(1) + 4|∇H(1)|2 6= 0,
(iv) ∂22K(1) + 2ϕ(1)h
′′(1) 6= 0,
(v)
[
∂2G(1) + 2ϕ(1)I
′(1)
] [
∂12K(1) + 2ϕ(1)(−∆) 12h′(1)
]
6=
[
∂1G(1) + 2ϕ(1)(−∆)
1
2 I(1)
] [
∂22K(1) + 2ϕ(1)h
′′(1)
]
.


(8)
Finally, our main result reads as follows.
Theorem 1.1. Let K,G ∈ C2(D2), h, I ∈ C2(∂D2), and suppose that ξ0 = 1 ∈ ∂D2 satisfies (6)
and is a critical point of the function ϕ defined in (4). Assume the conditions (7) and (8) hold.
Then, there exists ε0 > 0 such that, for every ε ∈ (0, ε0) or for every ε ∈ (−ε0, 0) there exists a
solution uε of (5) blowing-up at ξ0 = 1as ε→ 0.
Let us briefly sketch the idea of the proof. Define the conformal map
f(z) = f :=
z + (1− δ)ξ
1 + (1− δ)ξz ,
where δ > 0 and ξ ∈ ∂D2, so that (1−δ)ξ ∈ D2. Furthermore, δ = δε →
ε→0
0, and ξ = ξε →
ε→0
ξ0 = 1
(equivalently, ξ = eıη with η = ηε →
ε→0
0). Hence, if u is a solution of (5) the function
v(z) := u(f(z)) + 2 log |f ′(z)|
solves {
−∆v = 2Kε(f(z))ev in D2,
∂νv + 2 = 2hε(f(z))e
v
2 on ∂D2.
(9)
To prove Theorem 1.1 we will perform a Lyapunov-Schmidt type reduction to find a solution of
(9). Roughly speaking, we will construct a solution of the form
v(z) = V (z) + oε(1),
4 LUCA BATTAGLIA, MARI´A MEDINA, AND ANGELA PISTOIA
where
V (z) = Vξ(z) := 2 log
(
2ϕ(ξ)
ϕ(ξ)2 +K(ξ)|z|2
)
, (10)
with ϕ defined in (4), satisfies {
−∆V = 2K(ξ)eV in D2
∂νV + 2 = 2h(ξ)e
V
2 on ∂D2.
(11)
Taking V (z) as first approximation to carry on the reduction procedure will not be enough since
it produces a too large error. This fact and the particular features of dealing with Neumann
boundary problems make necessary to refine the ansatz by adding two particular corrections,
v(z) = V (z) +W (z) + τ + φ(z),
where W is a fixed function, τ is a constant (both smaller than V ), and φ is the (small) function
to be found. These corrections will improve the size of the error terms and will allow us to
develope an appropriate invertibility theory. Other examples of Lyapunov-Schmidt reductions
on Neumann boundary problems can be found in [9, 10].
The paper is organized as follows: in Section 2 we detail the ansatz for the solution and
precise estimates of the correction term W and the associated error. We also tranform problem
(9) into a problem on φ whose main operator is the linearized, L0, associated to (11). In Section
3 we develope the invertibility theory for L0 in the case of a linear problem. Section 4 is devoted
to solve a non linear projected problem related to the problem that φ must satisfy. Section 5
contains the estimates on the projections of every term in the problem on the elements of the
kernel, and Section 6 makes use of this information to perform the finite dimensional reduction,
concluding the proof of Theorem 1.1. Finally, the Appendix compiles useful computations related
to the estimates in Section 2 and Section 5.
2. Ansatz and error estimates
We look for a solution of (9) as
v(z) = V (z) +W (z) + τ + φ(z).
Here, V is given in (10) and W (z) =W (z) is defined as
W (z) := − 2
π
∫
∂D2
log |z − w|(h(f(w)) − h(ξ))eV (w)2 dw;
τ = τε →
ε→0
0 is a constant and φ(z) = φξ,δ,τ (z) is to be found. Notice that W solves

−∆W = 0 in D2,
∂νW = 2(h(f(z)) − h(ξ))e
V
2 − 1
π
∫
∂D2
(h(f(w)) − h(ξ))eV (w)2 dw on ∂D2. (12)
The nature of the term W is to correct the error that the approximation given only by V
produces. This function generates some error terms of large size that will be cancelled out
precisely thanks to the boundary value of ∂νW . In this way the global size of the error improves,
allowing us to perform the invertibility argument in Section 4.
Under these assumptions, we want to find ξ, δ, τ such that φ solves{
−∆(V +W + τ + φ) = 2Kε(f(z))eV +W+τ+φ in D2,
∂ν(V +W + τ + φ) + 2 = 2hε(f(z))e
V+W+τ+φ
2 on ∂D2,
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that is
−∆φ− 2K(ξ)eV φ = 2 (Kε(f(z))eW+τ −K(ξ)) eV
+ 2
(
Kε(f(z))e
W+τ −K(ξ)) eV φ
+ 2Kε(f(z))e
V +W+τ
(
eφ − 1− φ
)
in D2,
with boundary condition
∂νφ− h(ξ)eV2 φ = 2
(
hε(f(z))e
W+τ
2 − h(f(z))
)
e
V
2 +
1
π
∫
∂D2
(h(f(w)) − h(ξ))eV (w)2 dw
+
(
hε(f(z))e
W+τ
2 − h(ξ)
)
e
V
2 φ
+ 2hε(f(z))e
V+W+τ
2
(
e
φ
2 − 1− φ
2
)
on ∂D2;
which can be rewritten as{
LInt0 φ = E Int + LIntφ+N Int(φ) in D2,
L∂0φ = E∂ + L∂φ+N ∂(φ) on ∂D2,
(13)
with
LInt0 φ := −∆φ− 2K(ξ)eV φ,
E Int := 2 (Kε(f(z))eW+τ −K(ξ)) eV , (14)
LIntφ := 2 (Kε(f(z))eW+τ −K(ξ)) eV φ,
N Int(φ) := 2Kε(f(z))eV +W+τ
(
eφ − 1− φ
)
,
and
L∂0φ := ∂νφ− h(ξ)e
V
2 φ,
E∂ := 2
(
hε(f(z))e
W+τ
2 − h(f(z))
)
e
V
2 +
1
π
∫
∂D2
(h(f(w)) − h(ξ))eV (w)2 dw, (15)
L∂φ :=
(
hε(f(z))e
W+τ
2 − h(ξ)
)
e
V
2 φ,
N ∂(φ) := 2hε(f(z))e
V +W+τ
2
(
e
φ
2 − 1− φ
2
)
.
We require the parameters δ, τ and η (recall that ξ = eıη) to satisfy
δ = O
(
ε
log 1|ε|
)
, τ = O
(
ε
log 1|ε|
)
, η = O(ε). (16)
This imposition on the orders is naturally justified at the final step of the finite dimensional
reduction (see Section 6). We will assume them in advance in order to simplify the writing of
the article.
Lemma 2.1. The correction W verifies
W (z) =
8ϕ(ξ)
ϕ(ξ)2 +K(ξ)
δ
(
(−∆) 12h(ξ) log |z + ξ|+ h′(ξ) arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉
)
+ O
(
δ2
δ + |z + ξ|
(
1 +
∣∣∣∣log |z + ξ|δ
∣∣∣∣
))
.
In particular,
W (z) = O
(
δ
(
1 + log
1
|z + ξ|
))
.
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Proof. By Proposition 7.1 we write
W (z) = − 2
π
∫
∂D2
log |z − w| (h(f(w)) − h(ξ)) 2ϕ(ξ)
ϕ(ξ)2 +K(ξ)
dw
= − 4ϕ(ξ)
π (ϕ(ξ)2 +K(ξ))
(
log |z + ξ|
∫
∂D2
(h(f(w)) − h(ξ))dw
︸ ︷︷ ︸
=:I1
+δh′(ξ)
∫
∂D2
log
|z − w|
|z + ξ| Θ(w)dw︸ ︷︷ ︸
=:I2
+
∫
∂D2
log
|z −w|
|z + ξ|
(
h(f(w)) − h(ξ)− δh′(ξ)Θ(w)) dw
︸ ︷︷ ︸
=:I3
)
,
where
Θ(w) :=
2
〈
w, ξ⊥
〉
1 + (1− δ)2 + 2(1− δ)〈w, ξ〉 .
From Proposition 7.2 we know that
I1 = −2πδ(−∆) 12h(ξ) +O
(
δ2
)
;
hence the result follows if we prove
I2 = −2π arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉 +O
(
δ
δ + |z + ξ|
)
, (17)
I3 = O(A(z)), (18)
where
A(z) = Aδ,ξ(z) :=
δ2
δ + |z + ξ|
(
1 +
∣∣∣∣log |z + ξ|δ
∣∣∣∣
)
,
To deal with (17) we use the fact that Θ is odd with respect to the map w 7→ ξ2w, so that∫
∂D2
Θ(w)dw = 0,
and, by Green’s representation formula, I2 is the solution to{
−∆I2 = 0 in D2
∂νI2 = −πΘ on ∂D2.
evaluated at z, that is,
I2 = − 2π
1− δ arctan
(1− δ) 〈z, ξ⊥〉
1 + (1− δ)〈z, ξ〉 .
By writing
− 2π
1− δ arctan
(1− δ) 〈z, ξ⊥〉
1 + (1− δ)〈z, ξ〉 −
(
−2π arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉
)
= 2πO(δ) arctan
(1− δ) 〈z, ξ⊥〉
1 + (1− δ)〈z, ξ〉 +O
(
arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉 − arctan
(1− δ) 〈z, ξ⊥〉
1 + (1− δ)〈z, ξ〉
)
= O(δ) +O
(
δ
δ + |z + ξ|
)
,
hence (17) is proved.
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We are left with showing (18); thanks to Proposition 7.1, we need to show:∣∣∣∣∣∣
∫
∂D2
log
|z − w|
|z + ξ|
(
δ
δ + |w + ξ|
)2
dw
∣∣∣∣∣∣ = O(A(z)).
We split the integral in three parts, depending on whether z is much closer to w than to −ξ,
much farther, or the distances are comparable.
If |z − w| ≤ |z + ξ|
2
, then |w + ξ| ≥ |z + ξ|
2
, and∣∣∣∣∣∣∣∣∣
∫
{
|z−w|≤ |z+ξ|
2
}
log
|z − w|
|z + ξ|
(
δ
δ + |w + ξ|
)2
dw
∣∣∣∣∣∣∣∣∣
= O
((
δ
δ + |z+ξ|2
)2 ∫
{
|z−w|≤ |z+ξ|
2
}
log
|z + ξ|
|z − w|dw
)
= O
((
δ
δ + |z + ξ|
)2)
|z + ξ|
∫
{t< 12}
log
1
t
dt
= O
(
δ2
δ + |z + ξ|
)
= O(A(z)).
If
|z + ξ|
2
< |z − w| ≤ 3|z + ξ|, then∣∣∣∣log |z − w||z + ξ|
∣∣∣∣ =
∣∣∣∣log
(
1 +
|z − w| − |z + ξ|
|z + ξ|
)∣∣∣∣ = O
( |z − w| − |z + ξ|
|z + ξ|
)
= O
( |w + ξ|
|z + ξ|
)
;
moreover, |w + ξ| ≤ 4|z + ξ|, therefore∫
{
|z+ξ|
2
<|z−w|≤3|z+ξ|
}
∣∣∣∣log |z −w||z + ξ|
∣∣∣∣
(
δ
δ + |w + ξ|
)2
dw
= O
( ∫
{|w+ξ|≤4|z+ξ|}
|w + ξ|
|z + ξ|
(
δ
δ + |w + ξ|
)2
dw
)
= O
( ∫
{|w+ξ|≤min{δ,4|z+ξ|}}
|w + ξ|
|z + ξ| dw +
∫
{min{δ,4|z+ξ|}≤|w+ξ|≤4|z+ξ|}
δ2
|z + ξ||w + ξ|dw
)
= O
(
min{δ, 4|z + ξ|}2
|z + ξ| +
δ2
|z + ξ| log
+ 4|z + ξ|
δ
)
= O(A(z)).
Finally, if
|z − w|
|z + ξ| > 3, then
log
|z − w|
|z + ξ| = O
(
log
( |z − w|
|z + ξ| − 1
))
= O
(
log
|z − w| − |z + ξ|
|z + ξ|
)
= O
(
log
|w + ξ|
|z + ξ|
)
;
moreover, |w + ξ| ≥ |z + ξ|, therefore∫
{|z−w|>3|z+ξ|}
log
|z − w|
|z + ξ|
(
δ
δ + |w + ξ|
)2
dw
= O
( ∫
{|w+ξ|>|z+ξ|}
log
|w + ξ|
|z + ξ|
(
δ
δ + |w + ξ|
)2
dw
)
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= O
( ∫
{|z+ξ|<|w+ξ|≤δ}
log
|w + ξ|
|z + ξ| dw +
∫
{|w+ξ|>δ}
log
( |w + ξ|
|z + ξ|
)
δ2
|w + ξ|2 dw
)
= O
( ∫
{
1<t≤ δ
|z+ξ|
}
|z + ξ| log tdt+
∫
{
t> δ
|z+ξ|
}
δ2
|z + ξ|
log t
t2
dt
)
= O
(
δ log
δ
|z + ξ| +
δ2
|z + ξ|
(
1 + log
δ
|z + ξ|
))
= O(A(z)).

Corollary 2.2. For any p ∈ [1,+∞) and δ sufficiently small one has
‖W‖Lp(D2) + ‖W‖Lp(∂D2) = O(δ),∥∥∥e|W |∥∥∥
Lp(D2)
+
∥∥∥e |W |2 ∥∥∥
Lp(∂D2)
= O(1).
Proof. It follows immediately from the second statement of Lemma 2.1. 
Proposition 2.3. Consider E Int, E∂ the interior and boundary error terms defined in (14), (15)
respectively. Then, for 1 < p < 2,
‖E‖p :=
∥∥E Int∥∥
Lp(D2)
+
∥∥∥E∂∥∥∥
Lp(∂D2)
= O
(
δ + δ
1
4 ε+ |η|ε + |τ |
)
.
Proof. Let us start with the estimate in D2. We split
E Int = 2(K(f(z)) + εG(f(z))) (eW+τ − 1) eV︸ ︷︷ ︸
=:EInt1
+ 2(K(f(z)) −K(ξ) + ε(G(f(z)) −G(ξ)))eV︸ ︷︷ ︸
=:EInt2
+2εG(ξ)eV︸ ︷︷ ︸
=:EInt3
. (19)
To estimate the first term, we use the basic estimate
eW+τ − 1 = O ((1 + eW+τ) (W + τ))
and Corollary 2.2, which gives∥∥E Int1 ∥∥Lp(D2) = O (‖K + εG‖L∞(D2) ∥∥1 + eW+τ∥∥L2p(D2) ‖W + τ‖L2p(D2) ∥∥eV ∥∥L∞(D2))
= O(δ + |τ |).
For the second term, the mean value Theorem and Proposition 7.1 give∥∥E Int2 ∥∥Lp(D2) = O (‖∇(K + εG)‖L∞(D2) ‖f(z)− ξ‖Lp(D2) ∥∥eV ∥∥L∞(D2)) = O(δ).
The third term can be estimated using (7), which gives G(ξ) = O(|η|), and hence∥∥E Int3 ∥∥Lp(D2) = O(|η|ε).
Therefore ∥∥E Int∥∥
Lp(D2)
= O(δ + |η|ε + |τ |). (20)
To estimate the boundary term we split it as
E∂ = 2h(f(z))
(
e
W+τ
2 − 1
)
e
V
2︸ ︷︷ ︸
=:E∂1
+2εI(f(z))e
V +W+τ
2︸ ︷︷ ︸
=:E∂2
+
1
π
∫
∂D2
(h(f(w)) − h(ξ))eV (w)2 dw
︸ ︷︷ ︸
=:E∂3
. (21)
The first term can be estimated, similarly as before, using Corollary 2.2:∥∥∥E∂1 ∥∥∥
Lp(∂D2)
= O
(
‖h‖L∞(∂D2)
∥∥1 + eW+τ∥∥
L2p(∂D2)
‖W + τ‖L2p(∂D2)
∥∥eV ∥∥
L∞(∂D2)
)
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= O(δ + τ). (22)
For the second boundary term we recall that, in view of (7), I(f(z)) = O(|f(z)− ξ|+ |η|), and
therefore using Proposition 7.1 and Corollary 2.2 we get:∥∥∥E∂2 ∥∥∥
Lp(∂D2)
= O
(
ε‖|f(z) − ξ|+ |η|‖L2p(∂D2)
∥∥∥eV+W+τ2 ∥∥∥
L2p(∂D2)
)
= O
(
ε
(
δ
1
2p + |η|
))
= O
(
ε
(
δ
1
4 + |η|
))
. (23)
Finally, since eV is constant on ∂D2, we can exploit Proposition 7.2 to get∥∥∥E∂3 ∥∥∥
Lp(∂D2)
= O(δ),
what concludes the proof. 
3. The linear theory
Define
C :=

ξ ∈ D2 :
∫
D2
2K(ξ)eVξ +
∫
∂D2
h(ξ)e
Vξ
2 6= 0

 .
For any ξ ∈ C we consider the Hilbert space
Hξ :=

φ ∈ H1 (D2) :
∫
D2
2K(ξ)eVξφ+
∫
∂D2
h(ξ)e
Vξ
2 φ = 0

 ,
equipped with the scalar product and the corresponding norm
〈u, v〉 :=
∫
D2
∇u∇v and ‖u‖ := ‖∇u‖L2(D2) =

∫
D2
|∇u|2


1
2
.
We point out that the constant functions do not belong to the space Hξ.
Notice that, in view of Proposition 7.7, ξ belongs to C if and only if 2K(ξ) + ϕ(ξ)h(ξ) 6= 0;
therefore, since we are assuming (8), we have that ξ ∈ C for any ξ close enough to 1.
Lemma 3.1.
(1) For any compact set C′ ⋐ C there exists a constant C > 0 such that
‖φ‖L2(D2) ≤ C‖∇φ‖L2(D2) ∀φ ∈ Hξ, ξ ∈ C′.
(2) The norm ‖ · ‖ is equivalent to the standard norm ‖ · ‖H1(D2) and the embeddings
Hξ →֒ Lp
(
D
2
)
and Hξ →֒ Lp
(
∂D2
)
are compact and continuous for any p > 1
(3) There exists a constant C (depending only on p and the compact set C′) such that
‖φ‖Lp(D2) + ‖φ‖Lp(∂D2) ≤ C‖φ‖ ∀φ ∈ Hξ, ξ ∈ C′.
Proof. We only prove (1) because (2) and (3) follow by (1). We argue by contradiction. Assume
there exist sequences ξn ∈ C′ for some C′ ⋐ C and φn ∈ H1
(
D
2
)
such that∫
D2
2K(ξn)e
Vξnφn +
∫
∂D2
h(ξn)e
Vξn
2 φn = 0, (24)
and
‖φn‖L2(D2) = 1 and ‖∇φn‖L2(D2) →
n→+∞
0.
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Up to a subsequence, we can assume that
ξn →
n→+∞
ξ ∈ C, φn →
n→+∞
φ in L2
(
D
2
)
and ∇φn ⇀
n→+∞
∇φ in L2 (D2) .
Therefore by (25) we deduce that ‖φ‖L2(D2) = 1 and ‖∇φ‖L2(D2) = 0. Then φ ≡ ±
1√
π
is
constant on the disk. On the other hand, by (24), taking into account that
2K(ξn)e
Vξn →
n→+∞
2K(ξ)eVξ uniformly in D2 (26)
and
h(ξn)e
Vξn
2 →
n→+∞
h(ξ)e
Vξ
2 uniformly in ∂D2, (27)
we get
± 1√
π

∫
D2
2K(ξ)eVξ +
∫
∂D2
h(ξ)e
Vξ
2


︸ ︷︷ ︸
6=0 since ξ∈C
= 0,
and a contradiction arises. 
We also point out that a sort of Moser-Trudinger inequality holds true on Hξ:
Lemma 3.2. For any φ ∈Hξ and p > 1 one has∥∥∥e|φ|∥∥∥
Lp(D2)
+
∥∥∥e|φ|∥∥∥
Lp(∂D2)
= O
(
eO(‖φ‖
2)
)
.
Proof. Since φ ∈ Hξ, then
8ϕ(ξ)2K(ξ)
∫
D2
φ(z)
(ϕ(ξ)2 +K(ξ)|z|2)2dz +
2h(ξ)ϕ(ξ)
ϕ(ξ)2 +K(ξ)
∫
∂D2
φ = 0;
therefore we can write, using Proposition 7.7,
φ = φ− 1
2π
∫
∂D2
φ
︸ ︷︷ ︸
=:φ0
−2ϕ(ξ)
2K(ξ)
(
ϕ(ξ)2 +K(ξ)
)
π (2K(ξ) + ϕ(ξ)h(ξ))
∫
D2
(
φ(z)− 1
2π
∫
∂D2
φ
)
dz
(ϕ(ξ)2 +K(ξ)|z|2)2︸ ︷︷ ︸
=:c
.
From Poincare´-Wirtinger inequality we get |c| = O(‖φ‖); on the other hand, since
∫
∂D2
φ0 = 0,
we can estimate
∥∥∥e|φ|∥∥∥
Lp(D2)
using a Moser-Trudinger type inequality from [6], getting
∫
D2
ep|φ0| = O

e p2‖φ0‖28pi ∫
D2
e
2pi
‖φ0‖
2 φ
2
0

 = eO(‖φ0‖2) ∫
D2
e
2pi
‖φ0‖
2 φ
2
0 = O
(
eO(‖φ0‖
2)
)
,
and hence∥∥∥e|φ|∥∥∥
Lp(D2)
= O
(
eO(|c|)
∥∥∥e|φ0|∥∥∥
Lp(D2)
)
= O
(
eO(‖φ‖)eO(‖φ0‖
2)
)
= O
(
eO(‖φ‖
2)
)
.
Similarly, using the Moser-Trudinger boundary inequality from [18] we get∫
∂D2
ep|φ0| = O

e p2‖φ0‖24pi ∫
∂D2
e
pi
‖φ0‖
2 φ
2
0

 = eO(‖φ0‖2) ∫
∂D2
e
pi
‖φ0‖
2 φ
2
0 = O
(
eO(‖φ0‖
2)
)
,
hence
∥∥∥e|φ|∥∥∥
Lp(∂D2)
= O
(
eO(‖φ‖
2)
)
. 
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Define the functions
Z1(z) := 〈z, ξ〉
ϕ(ξ)2 +K(ξ)|z|2 , Z2(z) :=
〈
z, ξ⊥
〉
ϕ(ξ)2 +K(ξ)|z|2 , (28)
that satisfy {
−∆Zi = 2K(ξ)eV Zi in D2
∂νZi = h(ξ)e
V
2 Zi on ∂D2,
i = 1, 2. (29)
Thus, we can state the following linear invertibility result.
Theorem 3.3. Fix p > 1 and C′ ⋐ C. For any ξ ∈ C′ and c ∈ Lp (D2) and d ∈ Lp (∂D2) such
that ∫
D2
c+
∫
∂D2
d =
∫
D2
cZi +
∫
∂D2
dZi = 0, i = 1, 2, (30)
there exists a unique solution φ ∈ H1 (D2) to the problem

−∆φ = 2K(ξ)eVξφ+ c in D2
∂νφ = h(ξ)e
Vξ
2 φ+ d on ∂D2∫
D2
2K(ξ)eVξφZi +
∫
∂D2
h(ξ)e
Vξ
2 φZi = 0 i = 0, 1, 2.
Furthermore
‖φ‖ ≤ Cp
(‖c‖Lp(D2) + ‖d‖Lp(∂D2)) , (31)
where the constant Cp only depends on p and the compact set C
′.
Proof. Given p > 1 we define the Banach space
L :=

(f, g) ∈ Lp (D2)× Lp (∂D2) :
∫
D2
f +
∫
∂D2
g = 0

 ,
equipped with the norm
‖(f, g)‖ := ‖f‖Lp(D2) + ‖g‖Lp(∂D2).
The operator Jξ : L→ Hξ is defined by Jξ(f, g) = u which is the unique solution in Hξ of{
−∆u = f in D2
∂νu = g on ∂D
2,
i.e. ∫
D2
∇u∇ζ =
∫
D2
ζf +
∫
∂D2
ζg ∀ζ ∈ H1 (D2) . (32)
By (3) of Lemma 3.1 we deduce
‖u‖ = ‖Jξ(f, g)‖ ≤ Cp
(‖f‖Lp(D2) + ‖g‖Lp(∂D2)) , (33)
where the constant Cp only depends on p, q and the compact set C
′.
Consider now the linear problem{
−∆φ = 2K(ξ)eVξφ+ c in D2
∂νφ = h(ξ)e
Vξ
2 φ+ d on ∂D2,
which can be rewritten as
φ = Jξ
(
2K(ξ)eVξφ, h(ξ)e
Vξ
2 φ
)
︸ ︷︷ ︸
=:Kξ(φ)
+Jξ(c, d), i.e. φ−Kξ(φ) = Jξ(c, d), (34)
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provided φ ∈ Hξ. It is important to point out that the kernel of the operator I −Kξ in Hξ is a
two dimensional space generated by the two functions Zξ1(z) = Z1(z), Zξ2(z) = Z2(z) defined
in (28) (we remark the dependence on ξ in the subscript), see for instance Lemma 2.3 in [15].
Set
Kξ := span
{Zξ1,Zξ2} ,
so that
K⊥ξ =

φ ∈ Hξ : 〈φ,Zξi〉 :=
∫
D2
2K(ξ)eVξφZξidz +
∫
∂D2
h(ξ)e
Vξ
2 φZξi = 0, i = 1, 2.

 .
Finally, since by (2) of Lemma 3.1 Kξ : Hξ → Hξ is a compact operator, by Fredholm alternative
we deduce that problem (34) has a unique solution φ ∈ K⊥ξ if and only if Jξ(c, d) ∈ K⊥ξ , i.e.
0 =
〈Jξ(c, d),Zξ i〉 =
∫
D2
cZξi +
∫
∂D2
dZξi, i = 1, 2.
It remains to prove that estimate (31) is uniform with respect to the point ξ in C′. We will show
that there exists a positive constant C such that
‖I − Kξ‖L(K⊥ξ ) ≥ C ∀ξ ∈ C
′. (35)
Then (31) follows since (I − Kξ)φ = Jξ(c, d) and by (35) and (33) we get
‖φ‖ ≤
(
‖I − Kξ‖L(K⊥ξ )
)−1 ‖(I − Kξ)φ‖ ≤ C (‖c‖Lp(D2) + ‖d‖Lp(∂D2)) .
Let us prove (35). By contradiction assume there exist a sequence of points ξn ∈ C′ and sequences
of functions φn, ψn ∈ K⊥ξn such that
‖φn‖ = 1, ‖ψn‖ → 0 and (I − Kξn)φn = ψn.
Up to a subsequence, ξn → ξ ∈ C, φn → φ strongly in L2
(
D
2
)
and ∇φn ⇀ ∇φ weakly in
L2
(
D
2
)
. Since (26) and (27) hold true, then φ ∈ K⊥ξ . Moreover by (I −Kξn)φn = ψn and (32),
for any ζ ∈ H1 (D2) ,∫
D2
∇φn∇ζ −
∫
D2
2K(ξn)e
Vξnφnζ −
∫
∂D2
h(ξn)e
Vξn
2 φnζ =
∫
D2
ψnζ
and passing to the limit∫
D2
∇φ∇ζ −
∫
D2
2K(ξ)eVξφζ −
∫
∂D2
h(ξ)e
Vξ (z)
2 φζ = 0,
i.e. (I − Kξ)φ = 0; therefore φ ≡ 0, because φ ∈ K⊥ξ . On the other hand, if we take ζ = φ, we
can easily deduce that
1−
∫
D2
2K(ξ)eVξ(z)φ2dz −
∫
∂D2
h(ξ)e
Vξ
2 φ2 = 0 ⇒ φ 6≡ 0,
and a contradiction arises. This concludes the proof. 
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4. The nonlinear projected problem
In order to find a solution of (13), we will solve first the associated projected problem{
LInt0 φ = E Int + LIntφ+N Int(φ) + c0 + 2K(ξ)eV (c1Z1 + c2Z2) in D2,
L∂0φ = E∂ + L∂φ+N ∂(φ) + c0 + h(ξ)e
V
2 (c1Z1 + c2Z2) on ∂D2,
(36)
with LInt0 , E Int, LInt, N Int, L∂0 , E∂ , L∂ , N ∂ , defined in (13)-(15), Z1, Z2 given by (28) and c0,
c1, c2 ∈ R.
Lemma 4.1. Let φ ∈Hξ. Then, for any 1 < p < 4/3,
‖Lφ‖p :=
∥∥LIntφ∥∥
Lp(D2)
+
∥∥∥L∂φ∥∥∥
Lp(∂D2)
= O
((
δ + δ
1
4 ε+ |η|ε + |τ |
)
‖φ‖
)
.
Proof. Since LInt = E Int and L∂ = E∂1 + E∂2 (see (21)), then by (20), (22), (23) we get
‖Lφ‖p = O
(∥∥E Intφ∥∥
Lp(D2)
+
∥∥∥E∂1 φ∥∥∥
Lp(∂D2)
+
∥∥∥E∂2 φ∥∥∥
Lp(∂D2)
)
= O
(∥∥E Int∥∥
L
3
2p(D2)
‖φ‖L3p(D2) +
∥∥∥E∂1 ∥∥∥
L
3
2p(∂D2)
‖φ‖L3p(∂D2) +
∥∥∥E∂2 ∥∥∥
L
3
2p(∂D2)
‖φ‖L3p(∂D2)
)
= O
((
δ + δ
1
4 ε+ |η|ε+ |τ |
)
‖φ‖
)
.

Lemma 4.2. Let φ, φ′ ∈ Hξ. For any p > 1,
‖N (φ)−N (φ′)‖p :=
∥∥N Int(φ) −N Int(φ′)∥∥
Lp(D2)
+
∥∥∥N ∂(φ)−N ∂(φ′)∥∥∥
Lp(∂D2)
= O
(
‖φ− φ′‖(‖φ‖ + ‖φ′‖)eO(‖φ‖2+‖φ′‖2)
)
.
In particular, taking φ′ = 0,
‖N (φ)‖p = O
(
‖φ‖2eO(‖φ‖2)
)
.
Proof. From Corollary 2.2 and Lemma 3.2 we get:∥∥N Int(φ)−N Int(φ′)∥∥
Lp(D2)
=
∥∥∥2Kε(f(z))eV +W+τ (eφ − φ− eφ′ + φ′)∥∥∥
Lp(D2)
= O
(∥∥∥eW+τ (|φ− φ′|(|φ|+ |φ′|)(1 + eφ+φ′))∥∥∥
Lp(D2)
)
= O
(∥∥eW+τ∥∥
L4p(D2)
‖φ− φ′‖L4p(D2)
(‖φ‖L4p(D2) + ‖φ′‖L4p(D2)) ∥∥∥1 + eφ+φ′∥∥∥
L4p(D2)
)
= O
(
‖φ− φ′‖L4p(D2)
(‖φ‖L4p(D2) + ‖φ′‖L4p(D2)) eO(‖φ+φ′‖2))
= O
(
‖φ− φ′‖(‖φ‖ + ‖φ′‖)eO(‖φ+φ′‖2)
)
,
where we used the elementary estimate
et − t− es + s = O (|s− t|(|s|+ |t|) (1 + es+t)) .
The estimate on N ∂(φ) is obtained similarly. 
Proposition 4.3. Assume δ, |η|, |τ |, ε ≤ ε0 ≪ 1. Then, there exists a unique (φ, c0, c1, c2) ∈
Hξ × R3 such that (36) has a solution, which additionally satisfies
‖φ‖ = O
(
δ + δ
1
4 ε+ |η|ε+ |τ |
)
. (37)
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Proof. Let us consider the operator
A := ΠH ◦ Jξ ◦ΠL ◦ L0 : K⊥ξ → K⊥ξ ,
where ΠH : Hξ → K⊥ξ is the standard projection in Hilbert spaces, Jξ : L → Hξ is as in the
proof of Theorem 3.3 and ΠL :
(
Lp
(
D
2
)× Lp (∂D2))→ L is another projection defined by
ΠL : (f, g) 7→

f − 1
3π

∫
D2
f +
∫
∂D2
g

 , g − 1
3π

∫
D2
f +
∫
∂D2
g



 .
In other words, ψ = Aφ if and only if{
−∆ψ = LInt0 φ+ a0 + a12K(ξ)eV Z1 + a22K(ξ)eV Z2 in D2
∂νψ = L∂0φ+ a0 + a1h(ξ)e
V
2 Z1 + a2h(ξ)e
V
2 Z2 on ∂D2,
with a1, a2, a0 suitable constants such that the right-hand side satisfies the orthogonality con-
ditions (30). Thanks to Theorem 3.3 and Sobolev embeddings, A is invertible and ∥∥A−1φ∥∥ =
O(‖φ‖) uniformly.
Therefore, solutions to (36) are fixed point of the map Tξ : K⊥ξ → K⊥ξ defined by:
Tξ : φ 7→
(A−1 ◦ΠH ◦ Jξ ◦ΠL) (E + Lφ+N (φ)).
In view of the continuity of the linear operators and of Proposition 2.3, Lemmas 4.1,4.2 we have:
‖Tξ(φ)‖ = O(‖E‖p + ‖Lφ‖p + ‖N (φ)‖p)
= O
(
δ + δ
1
4 ε+ |η|ε+ |τ |+
(
δ + δ
1
4 ε+ |η|ε+ |τ |
)
‖φ‖+ ‖φ‖2eO(‖φ‖2)
)
= O
(
δ + δ
1
4 ε+ |η|ε+ |τ |+ ‖φ‖2eO(‖φ‖2)
)
, (38)
and
‖Tξ(φ)− Tξ(φ′)‖ = O(‖L(φ− φ′)‖p + ‖N (φ)−N (φ′)‖p)
= O
(
‖φ− φ′‖
(
δ + δ
1
4 ε+ |η|ε+ |τ |+ (‖φ‖ + ‖φ′‖)eO(‖φ‖2+‖φ′‖2)
))
. (39)
Up to taking R large enough, from (38) we have
‖φ‖ ≤ R
(
δ + δ
1
4 ε+ |η|ε + |τ |
)
⇒ ‖Tξ(φ)‖ ≤ R
(
δ + δ
1
4 ε+ |η|ε+ |τ |
)
;
if, in addition, δ, |η|, |τ |, ε are small enough, then (39) gives
sup
φ 6=φ′
‖Tξ(φ)− Tξ(φ′)‖
‖φ− φ′‖ < 1,
for every φ, φ′ such that ‖φ‖, ‖φ′‖ ≤ R
(
δ + δ
1
4 ε+ |η|ε + |τ |
)
. Therefore, Tξ is a contraction on
a suitable ball of K⊥ξ and hence it has a unique fixed point that also satisfies (37). 
5. Estimates on the projections
Let φ be the solution to the problem (36) provided by Proposition 4.3. Notice that, if we
prove
c0 = c1 = c2 = 0,
then φ actually solves (13). Hence, we need to indentify the exact expression of these constants.
Let us multiply (36) by Z1 and integrate: due to the angular symmetry of Z1,Z2 and the
radiality of V , we have∫
D2
2K(ξ)eV Z1Z2 =
∫
∂D2
h(ξ)e
V
2 Z1Z2 =
∫
D2
2K(ξ)eV Zi =
∫
∂D2
h(ξ)e
V
2 Zi = 0 i = 1, 2,
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and therefore
c1
∫
D2
2K(ξ)eV Z21 =
∫
D2
LInt0 φZ1 −
∫
D2
E IntZ1 −
∫
D2
LIntφZ1 −
∫
D2
N Int(φ)Z1,
c1
∫
∂D2
h(ξ)e
V
2 Z21 =
∫
∂D2
L∂0φZ1 −
∫
∂D2
E∂Z1 −
∫
D2
L∂φZ1 −
∫
∂D2
N ∂(φ)Z1.
Integrating by parts and using (29),∫
D2
(LInt0 φ)Z1 + ∫
∂D2
(
L∂0φ
)
Z1 =
∫
D2
(LInt0 Z1)φ+ ∫
∂D2
(
L∂0Z1
)
φ = 0,
and thus
c1

∫
D2
2K(ξ)eV Z21 +
∫
∂D2
h(ξ)e
V
2 Z21


= −
∫
D2
E IntZ1 −
∫
D2
LIntφZ1 −
∫
D2
N Int(φ)Z1 −
∫
∂D2
E∂Z1 −
∫
D2
L∂φZ1 −
∫
∂D2
N ∂(φ)Z1.
A similar formula holds true for Z2. Moreover, since φ ∈ Hξ, then∫
D2
LInt0 φ+
∫
∂D2
L∂0φ = 0,
and integrating (36) gives
3πc0 = −
∫
D2
E Int −
∫
D2
LIntφ−
∫
D2
N Int(φ)−
∫
∂D2
E∂ −
∫
D2
L∂φ−
∫
∂D2
N ∂(φ).
Recalling (16), let us compute all the integral terms involved.
Proposition 5.1.∫
D2
E IntZ1 = 4π
(ϕ(ξ)2 +K(ξ))2
δ
(
∂1K(1) + η∂12K(1) + ε∂1G(1) − δ log 1
δ
2ϕ(1)2
ϕ(1)2 +K(1)
∆K(1)
)
+
∫
D2
2K(ξ)WeV Z1 +O
(
ε2
(
log
1
|ε|
)−2)
.
Proof. We split E Int = E Int1 +E Int2 +E Int3 as in (19) and we start by estimating the first term. We
can write:
E Int1 = 2K(ξ)(W + τ)eV + 2(K(f(z))−K(ξ))(W + τ)eV
+ 2(K(f(z)) + εG(f(z)))
(
eW+τ − 1− (W + τ)) eV
= 2K(ξ)WeV + 2K(ξ)τeV +O
(|f(z)− ξ|(|W |+ |τ |) + (|W |+ |τ |)2 (1 + eW+τ)) . (40)
Since V is radial, we have
∫
D2
eV Z1 = 0; therefore, in view of Corollary 2.2 and Proposition 7.1,
∫
D2
E Int1 Z1 =
∫
D2
2K(ξ)WeV Z1 + 2K(ξ)τ
∫
D2
eV Z1
+
∫
D2
O
(|f(z)− ξ|(|W |+ |τ |) + (|W |+ |τ |)2 (1 + eW+τ))
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=
∫
D2
2K(ξ)WeV Z1 +O
(
δ2 + δ|τ | + |τ |2) . (41)
To estimate the term with E Int2 , we make the following Taylor expansion:
E Int2 = 2〈∇K(ξ), f(z)− ξ〉eV +
〈
D2K(ξ)(f(z)− ξ), f(z) − ξ〉 eV + 2ε〈∇G(ξ), f(z) − ξ〉eV
+ O
(|f(z)− ξ|3 + ε|f(z)− ξ|2)
= 2δ〈∇K(ξ), z − ξ
1 + (1− δ)ξz 〉e
V + δ2〈D2K(ξ) z − ξ
1 + (1− δ)ξz ,
z − ξ
1 + (1− δ)ξz 〉e
V
+ 2δε〈∇G(ξ), z − ξ
1 + (1− δ)ξz 〉e
V +O
(
δ3
(δ + |z + ξ|)3 +
εδ2
(δ + |z + ξ|)2
)
, (42)
where we used the definition of f(z) and (52).
The terms involving the first derivatives can be handled by making a rotation w = ξz and
then using Proposition 7.3:∫
D2
〈∇K(ξ), z − ξ
1 + (1− δ)ξz 〉e
V Z1
=
∫
D2
〈∇K(ξ), ξ w − 1
1 + (1− δ)w 〉
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w1dw
=
∫
D2
〈∇K(ξ), ξ (1 − δ)
2|w|2 − 1 + δw1 + ı(2− δ)w2
|1 + (1− δ)w|2 〉
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w1dw
= 〈∇K(ξ), ξ〉
∫
D2
(1− δ)2|w|2 − 1 + δw1
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w1dw
+
〈
∇K(ξ), ξ⊥
〉∫
D2
(2− δ)w2
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w1dw
=
(
2π
(ϕ(ξ)2 +K(ξ))2
+O(δ)
)
〈∇K(ξ), ξ〉
=
(
2π
(ϕ(ξ)2 +K(ξ))2
+O(δ)
)〈∇K(1) + η(∂12K(1) + i∂22K(1)) +O (|η|2) , 1 +O(|η|)〉
=
2π
(ϕ(ξ)2 +K(ξ))2
(∂1K(1) + η∂12K(1)) +O
(
δ + |η|2) .
Likewise, ∫
D2
〈∇G(ξ), f(z) − ξ〉eV Z1 = 2π
(ϕ(ξ)2 +K(ξ))2
∂1G(1) +O(δ + |η|).
To estimate the second order integral we first observe that
z − ξ
1 + (1− δ)ξz =
−2ξ
1 + (1− δ)ξz +O
( |z + ξ|
δ + |z + ξ|
)
,
therefore∫
D2
〈D2K(ξ) z − ξ
1 + (1− δ)ξz ,
z − ξ
1 + (1− δ)ξz 〉e
V Z1
=
∫
D2
(
〈D2K(ξ) −2ξ
1 + (1− δ)ξz ,
−2ξ
1 + (1− δ)ξz 〉+O
(
z + ξ
(δ + |z + ξ|)2
))( −4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ))3
+O(|z + ξ|)
)
dz
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= − 16ϕ(ξ)
2
(ϕ(ξ)2 +K(ξ))3
∫
D2
(
〈D2K(ξ) ξ
1 + (1− δ)ξz ,
ξ
1 + (1− δ)ξz 〉dz +O
(
z + ξ
(δ + |z + ξ|)2
))
dz
= − 16ϕ(ξ)
2
(ϕ(ξ)2 +K(ξ))3
1
(1− δ)2
∫
Ωδ
〈D2K(ξ) ξ
1 + w
,
ξ
1 + w
〉dw +O(1),
where we used the change of variable w =
(
1− δ
δ
)(
ξz + 1
)
, which transforms the disk D2 into
Ωδ :=
{∣∣∣∣w − 1− δδ
∣∣∣∣ ≤ 1− δδ
}
,
and ∫
D2
〈D2K(ξ) ξ
1 + (1− δ)ξz ,
ξ
1 + (1− δ)ξz 〉dz =
∫
Ωδ
〈D2K(ξ) ξ
1 + w
,
ξ
1 + w
〉dw.
Using the formulas
ξ
1 + w
=
eıη(1 + w)
|1 + w|2
=
1(
(1 + w1)2 + w22
)2 ((1 + w1) cos η + w2 sin η + ı((1 + w1) sin η − w2 cos η)) ,
〈
D2K(ξ)(x+ ıy), x+ ıy
〉
=
∆K(ξ)
2
(
x2 + y2
)
+
∂11K(ξ)− ∂22K(ξ)
2
(
x2 − y2)+ 2∂12K(ξ)xy,
and Proposition 7.4 we get:∫
Ωδ
〈D2K(ξ) ξ
1 + w
,
ξ
1 + w
〉
=
∆K(ξ)
2
∫
Ωδ
dw
(1 + w1)2 + w22
+
(
cos2 η − sin2 η
2
(∂11K(ξ)− ∂22K(ξ)) + cos η sin η∂12K(ξ)
)∫
Ωδ
(1 + w1)
2 − w22(
(1 + w1)2 + w
2
2
)2dw
+
(
cos η sin η(∂11K(ξ)− ∂22K(ξ)) +
(
cos2 η − sin2 η) ∂12K(ξ)) ∫
Ωδ
(1 + w1)w2(
(1 + w1)2 + w22
)2dw
=
π
2
∆K(ξ) log
1
δ
+O(1).
Therefore, ∫
D2
〈
D2K(ξ)
z − ξ
1 + (1− δ)ξz ,
z − ξ
1 + (1− δ)ξz
〉
eV Z1
= − 16πϕ(ξ)
2
(ϕ(ξ)2 +K(ξ))3
(1 +O(δ))
(
π
2
∆K(ξ) log
1
δ
+O(1)
)
+O(1)
= − 8πϕ(ξ)
2
(ϕ(ξ)2 +K(ξ))3
∆K(1) log
1
δ
+O(1);
since we have ∫
D2
δ3
(δ + |z + ξ|)3Z1 = O

∫
D2
δ3
(δ + |z + ξ|)3

 = O (δ2)
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∫
D2
εδ2
(δ + |z + ξ|)2Z1 = O

∫
D2
εδ2
(δ + |z + ξ|)2

 = O(δ2 log 1
δ
ε
)
,
then, (42) gives∫
D2
E Int2 Z1 =
4π
(ϕ(ξ)2 +K(ξ))2
δ
(
∂1K(1) + η∂12K(1) + ε∂1G(1) − δ log 1
δ
2ϕ(1)2
ϕ(1)2 +K(1)
∆K(1)
)
+ O
(
δ
(
δ + |η|2 + δ log 1
δ
|η|+ δ log 1
δ
ε+ |η|ε
))
. (43)
Finally, since eV is radially symmetric and Z1 is odd with respect to ξ, then∫
D2
E Int3 Z1 = 0,
and putting it together with (41) and (43) the proof is concluded. 
Proposition 5.2.∫
∂D2
E∂Z1 = 8πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δ
(
(−∆) 12h(1) + η(−∆) 12h′(1) + ε(−∆) 12 I(1)
− δ log 1
δ
4ϕ(1)
ϕ(1)2 +K(1)
(
(−∆) 12h(1)2 + h′(1)2
))
−
∫
D2
2K(ξ)WeV Z1
+ O
(
ε2
(
log
1
|ε|
)−2)
.
Proof. We split E∂ = E∂1 + E∂2 + E∂3 as in (21). To estimate the first term we see that
E∂1Z1 = h(ξ)(W + τ)e
V
2 + (h(f(z)) − h(ξ))(W + τ)eV2 + 2h(f(z))
(
e
W+τ
2 − 1− W + τ
2
)
e
V
2
= h(ξ)We
V
2 + τh(ξ)e
V
2 + (h(f(z)) − h(ξ))WeV2 + τ(h(f(z))− h(ξ))eV2
+ O
(
(|W |+ |τ |)2 (1 + eW+τ)) ; (44)
since W,Z1 are solutions to (12) and (29) respectively, an integration by parts gives:∫
∂D2
h(ξ)We
V
2 Z1 =
∫
∂D2
W∂νZ1 =
∫
∂D2
Z1∂νW +
∫
D2
(W∆Z1 −Z1∆W )
=
∫
∂D2
2(h(f(z)) − h(ξ))eV2 Z1 − 1
π
∫
∂D2
(h(f(w)) − h(ξ))eV (w)2 dw
∫
∂D2
Z1 −
∫
D2
2K(ξ)WeV Z1
=
∫
∂D2
2(h(f(z)) − h(ξ))eV2 Z1 −
∫
D2
2K(ξ)WeV Z1.
The first integral can be estimated by means of Proposition 7.5:∫
∂D2
(h(f(z)) − h(ξ))eV2 Z1 = 2ϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
∫
∂D2
(h(f(z)) − h(ξ))〈z, ξ〉dz
=
4πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δ(−∆) 12h(ξ) +O (δ2)
=
4πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δ
(
(−∆) 12h(1) + η(−∆) 12h′(1)
)
+O
(
δ
(
δ + |η|2)) .
LARGE CONFORMAL METRICS WITH PRESCRIBED GAUSSIAN AND GEODESIC CURVATURES 19
On the other hand, for the estimates involving W we will use Lemma 2.1 and then Proposition
7.6:
∫
∂D2
(h(f(z)) − h(ξ))WeV2 Z1
=
2ϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
∫
∂D2
(h(f(z)) − h(ξ))W (z)〈z, ξ〉dz
=
16ϕ(ξ)2
(ϕ(ξ)2 +K(ξ))3
δ

(−∆) 12h(ξ) ∫
∂D2
(h(f(z)) − h(ξ)) log |z + ξ|〈z, ξ〉dz
+ h′(ξ)
∫
∂D2
(h(f(z)) − h(ξ)) arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉 〈z, ξ〉dz


+
2ϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
∫
∂D2
(h(f(z)) − h(ξ))O
(
δ2
δ + |z + ξ|
(
1 +
∣∣∣∣log |z + ξ|δ
∣∣∣∣
))
〈z, ξ〉dz
=
−32πϕ(ξ)2
(ϕ(ξ)2 +K(ξ))3
δ
((
(−∆) 12h(ξ)2 + h′(ξ)2
)
δ log
1
δ
+O(δ)
)
+ O

∫
∂D2
δ3
(δ + |z + ξ|)2
(
1 +
∣∣∣∣log |z + ξ|δ
∣∣∣∣
)
dz


=
−32πϕ(ξ)2
(ϕ(ξ)2 +K(ξ))3
δ2 log
1
δ
(
(−∆) 12h(ξ)2 + h′(ξ)2
)
+O
(
δ2
)
+O

 +∞∫
0
δ2
(1 + t)2
(1 + | log t|)dt


=
−32πϕ(ξ)2
(ϕ(ξ)2 +K(ξ))3
δ2 log
1
δ
(
(−∆) 12h(ξ)2 + h′(ξ)2
)
+O
(
δ2
)
.
Moreover, since e
V
2 is constant on ∂D2, then
∫
∂D2
e
V
2 Z1 = 0, therefore the decomposition (44)
gives:
∫
∂D2
E∂1Z1 = (2 + τ)
∫
∂D2
(h(f(z)) − h(ξ))eV2 Z1 +
∫
∂D2
(h(f(z)) − h(ξ))WeV2 Z1
−
∫
D2
2K(ξ)WeV Z1 +
∫
∂D2
O
(
(|W |+ |τ |)2 (1 + eW+τ))Z1
= (2 +O(|τ |)) 4πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δ
(
(−∆) 12h(1) + η(−∆) 12h′(1)
)
+O
(
δ
(
δ + |η|2))
− −32πϕ(ξ)
2
(ϕ(ξ)2 +K(ξ))3
δ2 log
1
δ
(
(−∆) 12h(ξ)2 + h′(ξ)2
)
+O
(
δ2
)
−
∫
D2
2K(ξ)WeV Z1 +
∫
∂D2
(
δ
(
1 + log
1
|z + ξ|
)
+ |τ |
)2(
1 +
1
|z + ξ|O(δ)
)
=
8πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δ
(
(−∆) 12h(1) + η(−∆) 12h′(1)
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− δ log 1
δ
4ϕ(1)2
ϕ(1)2 +K(1)
(
(−∆) 12h(ξ)2 + h′(ξ)2
))
−
∫
D2
2K(ξ)WeV Z1
+ O
(
δ2 + δ|τ |+ δ|η|2 + δ2 log 1
δ
|η|+ |τ |2
)
. (45)
To deal with E∂2 , we use Proposition 7.5 similarly as before:∫
∂D2
E∂2Z1 = 2ε
∫
∂D2
(I(f(z)) − I(ξ))eV2 Z1 + 2ε
∫
∂D2
I(ξ)e
V
2 Z1
= 2ε
(
4πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δ(−∆) 12 I(ξ) +O (δ2))+ 4εI(ξ)ϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
∫
∂D2
〈z, ξ〉dz
=
8πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δε(−∆) 12 I(1) +O (δε(δ + |η|)) . (46)
Finally, since E∂3 is constant, then
∫
∂D2
E∂3Z1 = 0; therefore, the proof follows by putting together
(45) and (46). 
Proposition 5.3.∫
D2
E IntZ2 = 4π
(ϕ(ξ)2 +K(ξ))2
δ(∂2K(1) + η∂22K(1) + ε∂2G(1)) +
∫
D2
2K(ξ)WeV Z2
+ O
(
ε2
(
log
1
|ε|
)−2)
.
Proof. The proof is similar to Proposition 5.1, so we will be sketchy.
We write, as before, E Int = E Int1 + E Int2 + E Int3 . For the first term we have:∫
D2
E Int1 Z2 =
∫
D2
2K(ξ)WeV Z2 +O
(
δ2 + |τ |2) .
The second term is split as in (42); the terms with the gradient are estimated using Proposition
7.3: ∫
D2
〈∇K(ξ), z − ξ
1 + (1− δ)ξz 〉e
V Z2
= 〈∇K(ξ), ξ〉
∫
D2
(1− δ)2|w|2 − 1 + δw1
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w2dw
+
〈
∇K(ξ), ξ⊥
〉∫
D2
(2− δ)w2
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w2dw
=
(
2π
(ϕ(ξ)2 +K(ξ))2
+O(δ)
)〈
∇K(ξ), ξ⊥
〉
=
2π
(ϕ(ξ)2 +K(ξ))2
(∂2K(1) + η∂22K(1)) +O
(
δ + |η|2) ,
and similarly ∫
D2
〈∇G(ξ), f(z) − ξ〉eV Z2 = 2π
(ϕ(ξ)2 +K(ξ))2
∂2G(1) +O(δ + |η|).
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The term with the second derivatives this time is negligible because
〈
z, ξ⊥
〉
= O(|z + ξ|), and
hence∫
D2
〈
D2K(ξ)
z − ξ
1 + (1− δ)ξz ,
z − ξ
1 + (1− δ)ξz
〉
eV Z1 =
∫
D2
O
(∣∣∣∣ z − ξ1 + (1− δ)ξz
∣∣∣∣2 ∣∣∣〈z, ξ⊥〉∣∣∣
)
=
∫
D2
|z + ξ|
(|z + ξ|+ δ)2 = O(1);
therefore,∫
D2
E Int2 Z2 =
4π
(ϕ(ξ)2 +K(ξ))2
δ (∂2K(1) + η∂22K(1) + ε∂2G(1)) +O
(
δ
(
δ + |η|2 + |η|ε)) .
Finally,
∫
D2
E Int3 Z2 = 0 again by symmetry reasons, what concludes the proof. 
Proposition 5.4.∫
∂D2
E∂Z2 = 8πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δ(h′(1) + ηh′′(1) + εI ′(1)) −
∫
D2
2K(ξ)WeV Z2
+ O
(
ε2
(
log
1
|ε|
)−2)
.
Proof. The proof is similar to Proposition 5.2.
We split E∂ as in (15). The term with E∂1 is again divided as in (44) and an integration by
parts gives ∫
∂D2
h(ξ)We
V
2 Z2 =
∫
∂D2
2(h(f(z)) − h(ξ))eV2 Z2 −
∫
D2
2K(ξ)WeV Z2;
in turn, the first term can be estimated via Proposition 7.5:∫
∂D2
(h(f(z))− h(ξ))eV2 Z2 = 4πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δh′(ξ) +O
(
δ2
)
=
4πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δ(h′(1) + ηh′′(1)) +O
(
δ
(
δ + |η|2)) .
The term containing W is again estimated using Lemma 2.1 and Proposition 7.6:∫
∂D2
(h(f(z)) − h(ξ))WeV2 Z2 = O
(
δ2
)
+O

∫
∂D2
δ3
(δ + |z + ξ|)2
(
1 +
∣∣∣∣log |z + ξ|δ
∣∣∣∣
)
dz


= O
(
δ2
)
;
therefore, ∫
∂D2
E∂1Z2 =
8πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δ(h′(1) + ηh′′(1)) −
∫
D2
2K(ξ)WeV Z1
+ O
(
δ2 + δ|τ |+ δ|η|2 + |τ |2) .
Using similarly Proposition 7.5 we get:∫
∂D2
E∂2Z2 =
8πϕ(ξ)
(ϕ(ξ)2 +K(ξ))2
δεI ′(1) +O (δε(δ + |η|)) .
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Finally,
∫
∂D2
E∂3Z2 = 0 and the proof is concluded. 
Proposition 5.5.∫
D2
E Int = 8π
ϕ(ξ)2 +K(ξ)
(−δ∂1K(1) +K(1)τ) +O
(
ε2
(
log
1
|ε|
)−1)
.
Proof. We split E Int as in (19), and E Int1 again following (40). To deal with the term with W we
integrate by parts and then use the fact that V is constant along ∂D2 and Proposition 7.7:∫
D2
2K(ξ)WeV = −
∫
D2
V∆W +
∫
∂D2
(V ∂νW −W∂νV ) = V (ξ)
∫
∂D2
∂νW − 2h(ξ)eV2
∫
∂D2
W
=
2ϕ(ξ)h(ξ)
ϕ(ξ)2 +K(ξ)
∫
∂D2

− 2
π
∫
∂D2
log |z − w|(h(f(w)) − h(ξ))eV (w)2 dw

 dz
= − 4ϕ(ξ)h(ξ)
π (ϕ(ξ)2 +K(ξ)))
∫
∂D2
(h(f(w)) − h(ξ))eV (w)2

∫
∂D2
log |z − w|dz

 dw
= 0.
Applying Proposition 7.7 again gives∫
D2
2K(ξ)τeV =
8πK(ξ)
ϕ(ξ)2 +K(ξ)
τ =
8πK(1)
ϕ(ξ)2 +K(ξ)
τ +O(|η||τ |),
therefore∫
D2
E Int1 =
∫
D2
2K(ξ)WeV +
∫
D2
2K(ξ)τeV +
∫
D2
O
(|f(z)− ξ|(|W |+ |τ |) + (|W |+ |τ |)2 (1 + eW+τ))
=
8πK(1)
ϕ(ξ)2 +K(ξ)
τ +O
(
δ2 + |τ |2) . (47)
Concerning the second term, we write
E Int2 = 2〈∇K(ξ), f(z) − ξ〉eV +O
(|f(z)− ξ|2 + ε|f(z)− ξ|)
= 2δ〈∇K(ξ), z − ξ
1 + (1− δ)ξz 〉e
V +O
(
δ2
(δ + |z + ξ|)2 +
εδ
δ + |z + ξ|
)
;
then, we argue as in Propositions 5.1, 5.3 and apply Proposition 7.8:∫
D2
〈∇K(ξ), z − ξ
1 + (1− δ)ξz 〉e
V = 〈∇K(ξ), ξ〉
∫
D2
(1− δ)2|w|2 − 1 + δw1
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)2 dw
+
〈
∇K(ξ), ξ⊥
〉∫
D2
(2− δ)w2
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)2dw
= − 4π
ϕ(ξ)2 +K(ξ)
〈∇K(ξ), ξ〉
= − 4π
ϕ(ξ)2 +K(ξ)
∂1K(1) +O(|η|).
Therefore,∫
D2
E Int2 = 2δ
∫
D2
〈∇K(ξ), z − ξ
1 + (1− δ)ξz 〉e
V +
∫
D2
O
(
δ2
(δ + |z + ξ|)2 +
εδ
δ + |z + ξ|
)
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= − 8π∂1K(1)
ϕ(ξ)2 +K(ξ)
δ +O
(
δ
(
δ log
1
δ
+ |η|+ ε
))
. (48)
Finally, since G(ξ) = O(|η|), then ∫
D2
E Int3 = O(|η|ε),
and the result follows by (47) and (48). 
Proposition 5.6.∫
∂D2
E∂ = 4πϕ(ξ)
ϕ(ξ)2 +K(ξ)
(
−2δ(−∆) 12h(1) + τh(1)
)
+O
(
ε2
(
log
1
|ε|
)−1)
.
Proof. We split again as in (15), and we write
E∂1 = h(ξ)We
V
2 + h(ξ)τe
V
2 +O(|f(z)− ξ|(|W |+ τ)) +O ((|W |+ |τ |)2 (1 + eW+τ)) .
The integral with the first term vanishes because, as in the proof of Proposition 5.5,
∫
∂D2
h(ξ)We
V
2 = − 2ϕ(ξ)h(ξ)
π (ϕ(ξ)2 +K(ξ))
∫
∂D2
(h(f(w)) − h(ξ))eV (w)2

∫
∂D2
log |z − w|dz

 dw = 0.
On the other hand, the second term is constant,∫
∂D2
h(ξ)τe
V
2 =
4πϕ(ξ)
ϕ(ξ)2 +K(ξ)
τh(ξ) =
4πϕ(ξ)
ϕ(ξ)2 +K(ξ)
τh(1) +O(|η||τ |);
and therefore,∫
∂D2
E∂1 =
4πϕ(ξ)
ϕ(ξ)2 +K(ξ)
τh(1) +O(|η||τ |) +
∫
∂D2
δ
δ + |x+ ξ|δ
(
1 + log
1
|z + ξ|
)
+

∫
∂D2
(
δ
(
1 + log
1
|z + ξ|
)
+ |τ |
)2(
1 +
1
|z + ξ|O(δ)
)
=
4πϕ(ξ)
ϕ(ξ)2 +K(ξ)
τh(1) +O
(
δ2 log2
1
δ
+ |η||τ | + |τ |2
)
.
To estimate E∂2 , (7) yields I(f(z)) = O(|f(z)− ξ|+ |η|), and hence∫
∂D2
E∂2 =
∫
∂D2
O
(
ε(|f(z)− ξ|+ |η|)eW ) = O(ε(δ log 1
δ
+ |η|
))
.
Finally, since E∂3 is constant, we can use Proposition 7.2 to conclude the proof:∫
∂D2
E∂3 = −
8πϕ(ξ)
ϕ(ξ)2 +K(ξ)
δ(−∆)1/2h(ξ) +O (δ2)
= − 8πϕ(ξ)
ϕ(ξ)2 +K(ξ)
δ(−∆)1/2h(1) +O(δ(δ + |η|)).

We can finally write the exact expressions of the constants c0, c1 and c2.
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Corollary 5.7. The constants c0, c1, c2 in problem (36) satisfy:
c1 = −A0 4
(ϕ(1)2 +K(1))2
δ

η (∂12K(1) + 2ϕ(1)(−∆) 12h′(1))︸ ︷︷ ︸
=:a11
+ ε
(
∂1G(1) + 2ϕ(1)(−∆) 12 I(1)
)
︸ ︷︷ ︸
=:b1
+δ log
1
δ
(
− 2ϕ(1)
2
ϕ(1)2 +K(1)
(
∆K(1) + 4|∇H(1)|2))︸ ︷︷ ︸
=:a12


+ O
(
ε2
(
log
1
|ε|
)−2
+ ‖φ‖2eO(‖φ‖2)
)
,
c2 = −A0 4
(ϕ(1)2 +K(1))2
δ

η (∂22K(1) + 2ϕ(1)h′′(1))︸ ︷︷ ︸
=:a21
+ε
(
∂2G(1) + 2ϕ(1)I
′(1)
)︸ ︷︷ ︸
=:b2


+ O
(
ε2
(
log
1
|ε|
)−2
+ ‖φ‖2eO(‖φ‖2)
)
,
c0 = − 1
3π
4
ϕ(1)2 +K(1)

δ (−(2∂1K(1) + 2ϕ(1)(−∆)1/2h(1)))︸ ︷︷ ︸
=:a32
+τ (2K(1) + ϕ(1)h(1))︸ ︷︷ ︸
=:a33


+ O
(
ε2
(
log
1
|ε|
)−1
+ ‖φ‖2eO(‖φ‖2)
)
,
where
A0 :=
3ϕ(1)2
(
ϕ(1)2 +K(1)
)3
(3ϕ(1)4 + 3ϕ(1)2K(1) + 2K(1)2)
.
Proof. We only prove the estimate for c1, since the others are similar.
We first recall that ξ = 1 is a critical point of Φ given in (4), what implies
∂1K(1) + 2ϕ(1)(−∆)
1
2h(1) = 0, ϕ(ξ) = ϕ(1) +O
(|η|2) ;
therefore, from Propositions 5.1 and 5.2 we get∫
D2
E IntZ1 +
∫
∂D2
E∂Z1
=
4π
(ϕ(ξ)2 +K(ξ))2
δ
[(
∂1K(1) + η∂12K(1) + ε∂1G(1) − δ log 1
δ
2ϕ(1)2
ϕ(1)2 +K(1)
∆K(1)
)
+ 2ϕ(ξ)
(
(−∆) 12h(1) + η(−∆) 12h′(1) + ε(−∆) 12 I(1)
− δ log 1
δ
4ϕ(1)
ϕ(1)2 +K(1)
(
(−∆) 12h(1)2 + h′(1)2
))]
+ O
(
δ2 + δ2 log
1
δ
ε+ δ|η|2 + δ|η|ε + |τ |2
)
=
4π
(ϕ(1)2 +K(1))2
δ
(
η
(
∂12K(1) + 2ϕ(1)(−∆)
1
2h′(1)
)
+ ε
(
∂1G(1) + 2ϕ(1)(−∆)
1
2 I(1)
)
− δ log 1
δ
2ϕ(1)
ϕ(1)2 +K(1)
(
∆K(1) + |∇H(1)|2))+O(δ2 + δ2 log 1
δ
ε+ |η|3 + |η|2ε+ |τ |2
)
.(49)
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Moreover, Lemmas 4.1 and 4.2 give, for 1 < p < 4/3,∫
D2
LIntφZ1 +
∫
∂D2
L∂φZ1 +
∫
D2
N Int(φ)Z1 +
∫
∂D2
N ∂(φ)Z1
= O
(∥∥LIntφ∥∥
Lp(D2)
+
∥∥∥L∂φ∥∥∥
Lp(∂D2)
+
∥∥N Int(φ)∥∥
Lp(D2)
+
∥∥N Int(φ)∥∥
Lp(∂D2)
)
= O
((
δ + δ
1
4 ε+ |η|ε + |τ |
)
‖φ‖+ ‖φ‖2eO(‖φ‖2)
)
= O
(
δ2 + δ
1
2 ε2 + |η|2ε2 + |τ |2 + ‖φ‖2eO(‖φ‖2)
)
, (50)
where in the last inequality we have applied (37). Finally, from Proposition 7.9 we have∫
D2
2K(ξ)eV Z21 +
∫
∂D2
h(ξ)e
V
2 Z21 =
π
A0
+O(|η|),
and the conclusion follows by putting this together with (49) and (50). 
6. The finite dimensional reduction: proof of Theorem 1.1
Take δ, |η|, |τ |, ε small enough so that Proposition 4.3 can be applied to find a solution to (36).
If we have c0 = c1 = c2 = 0 for some δ, η, τ , then φ also solves (13), and hence we get a solution
to (5). From Corollary 5.7 and the estimates on ‖φ‖, assuming that
η = sε, τ = tε
(
log
1
δ
)−1
and δ log
1
δ
= dε with d > 0 if ε > 0 or d < 0 if ε < 0,
we have that all the ci’s are zero if

a11s+ a12d+ b1 + oε(1) = 0,
a21s+ b2 + oε(1) = 0,
a32d+ a33t+ oε(1) = 0.
(51)
System (51) can be rewritten as Fε(s, d, t) = F0(s, d, t)+oε(1) = 0 where the function F0 : R
3 →
R
3 is defined by
F0(s, d, t) := A

sd
t

+B, with A :=

a11 a12 0a21 0 0
0 a32 a33

 and B :=

b1b2
0

 .
Now it is clear that if
detA = det

a11 a12 0a21 0 0
0 a32 a33

 6= 0, i.e., a12a21a33 6= 0 (see (i), (ii), (iii) and (iv) of (8)),
there exists a unique (s0, d0, t0) ∈ R3 such that F0(s0, d0, t0) = 0 with d0 6= 0 if
det

a11 b1 0a21 b2 0
0 0 a33

 6= 0, i.e., a33 (a11b2 − a21b1) 6= 0 (see (v) of (8)).
Moreover, the Brouwer degree of Fε is not zero and since Fε → F0 uniformly on compact sets
of R × R \ {0} × R, there exists (sε, dε, tε) ∈ R × R \ {0} × R such that Fε(sε, dε, tε) = 0 with
(sε, dε, tε)→ (s0, d0, t0) as ε→ 0. That concludes the proof of the existence of the solution.
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Thanks to the estimates on E ,L,N and ‖φ‖, from (13) we get ‖∆φ‖Lp(D2) + ‖∂νφ‖Lp(∂D2) =
oε(1) for some p > 1, therefore ‖φ‖L∞(D2) = oε(1). Moreover, since V
(
f−1(z)
)
,W
(
f−1(z)
)
both concentrate at ξ = 1, we conclude that the solution
u = V
(
f−1(z)
)
+W
(
f−1(z)
)
+ τ + φ
(
f−1(z)
)
concentrates at ξ = 1. This finishes the proof of Theorem 1.1.
7. Appendix
In this section we collect some useful computations required for the estimates in Section 2
and Section 5.
Proposition 7.1. Let ξ ∈ ∂D2. For any z ∈ D2 one has
|f(z)− ξ| = O
(
δ
δ + |z + ξ|
)
, (52)
and in particular
‖f(z)−ξ‖Lp(D2) =


O(δ) 1 ≤ p < 2,
O
(
δ
√
log
1
δ
)
p = 2,
O
(
δ
2
p
)
p > 2,
‖f(z)−ξ‖Lp(∂D2) =


O
(
δ log
1
δ
)
p = 1,
O
(
δ
1
p
)
p > 1.
Moreover, if z ∈ ∂D2 and h ∈ C2 (∂D2), then
h(f(z))− h(ξ) = δh′(ξ)Θ(z) +O
(
δ2
(δ + |z + ξ|)2
)
,
with
Θ(z) = Θδ,ξ(z) :=
2
〈
z, ξ⊥
〉
1 + (1− δ)2 + 2(1− δ)〈z, ξ〉 .
Proof. From the definition of f(z), we have
|f(z)− ξ| =
∣∣∣∣ δ(z − ξ)1 + (1− δ)ξz
∣∣∣∣ = δ|z − ξ|
(1− δ)
∣∣∣z + ξ1−δ ∣∣∣ = O

 δ∣∣∣z + ξ1−δ ∣∣∣

 .
Moreover, since z ∈ D2 and ξ ∈ ∂D2, then∣∣∣∣z + ξ1− δ
∣∣∣∣ ≥ |z + ξ|
∣∣∣∣z + ξ1− δ
∣∣∣∣ ≥
∣∣∣∣−ξ + ξ1− δ
∣∣∣∣ = δ1− δ ≥ δ,
hence δ + |z + ξ| = O
(∣∣∣∣z + ξ1− δ
∣∣∣∣
)
, what proves (52).
Take now z ∈ ∂D2 and h ∈ C2 (∂D2); by the chain rule we have
h(f(z)) − h(ξ) = h′(ξ)θf(z),ξ +O
(|f(z)− ξ|2) , (53)
with θf(z),ξ being the angle between f(z) and ξ, namely θf(z),ξ = arcsin
(
Im
(
ξf(z)
))
, which
verifies
θf(z),ξ = arcsin
(
Im
(
ξ(f(z)− ξ)))
= Im
(
ξ(f(z)− ξ))+O (∣∣ξ(f(z)− ξ)∣∣3)
= Im
δ
(
ξz − 1)
1 + (1− δ)ξz +O
(|f(z)− ξ|3)
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= δIm
(
ξz − 1) (1 + (1− δ)ξz)∣∣1 + (1− δ)ξz∣∣2 +O
(|f(z)− ξ|3)
= δIm
(
δ〈z, ξ〉 + ı(2− δ) 〈z, ξ⊥〉
1 + (1− δ)2 + 2(1 − δ)〈z, ξ〉
)
+O
(|f(z)− ξ|3)
= δ
(
1− δ
2
)
Θ(z) +O
(|f(z)− ξ|3) .
The conclusion follows by putting together this expression with (52) and (53). 
Proposition 7.2. Given ξ ∈ ∂D2,∫
∂D2
(h(f(z))− h(ξ))dz = −2πδ(−∆) 12h(ξ) +O (δ2) .
Proof. Making the change of variables w = f(z) we get that∫
∂D2
(h(f(z)) − h(ξ))dz =
∫
∂D2
(h(w) − h(ξ))
∣∣∣(f−1)′ (w)∣∣∣ dw
=
∫
∂D2
(h(w) − h(ξ)) 1− (1− δ)
2∣∣1− (1− δ)ξw∣∣2 dw
=
(
2δ +O
(
δ2
)) ∫
∂D2
h(w) − h(ξ) − h′(ξ)θw,ξ∣∣1− (1− δ)ξw∣∣2 dw, (54)
where we have used that
∣∣1− (1− δ)ξw∣∣2 is even with respect to θw,ξ := arcsin (Im (ξ(w − ξ))).
Since
1∣∣1− (1− δ)ξw∣∣2 = 1δ2 + (1− δ)|w − ξ|2 =


O
(
1
δ2
)
if |w − ξ| ≤ δ,
1
|w − ξ|2
(
1 +O
(
δ +
δ2
|w − ξ|2
))
if |w − ξ| > δ,
then ∫
{|w−ξ|≤δ}
h(w)− h(ξ) − h′(ξ)θw,ξ∣∣1− (1− δ)ξw∣∣2 dw =
∫
{|w−ξ|≤δ}
O
( |w − ξ|2
δ2
)
dw = O(δ). (55)
Likewise, ∫
{w∈∂D2: |w−ξ|>δ}
h(w) − h(ξ)− θw,ξh′(ξ)∣∣1− (1− δ)ξw∣∣2 dw
=

 ∫
{w∈∂D2: |w−ξ|>δ}
h(w) − h(ξ)
|w − ξ|2 dw

 (1 +O(δ)) + ∫
{w∈∂D2: |w−ξ|>δ}
O
(
δ2
|w − ξ|2
)
dw
=
∫
{w∈∂D2: |w−ξ|>δ}
h(w) − h(ξ)
|w − ξ|2 dw +O(δ); (56)
and recalling that, by the definition of the fractional Laplacian,
(−∆) 12h(ξ) = − 1
π
∫
{|w−ξ|>δ}
h(w)− h(ξ)
|w − ξ|2 dw +O(δ),
the conclusion follows putting (54), (55) and (56) together. 
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Proposition 7.3. The following identities hold true:
(1)
∫
D2
(1− δ)|w|2 − 1 + δw1
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w1dw =
2π
(ϕ(ξ)2 +K(ξ))2
+O(δ).
(2)
∫
D2
(2− δ)w2
|1 + (1− δ) + w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w1dw = 0.
(3)
∫
D2
(1− δ)|w|2 − 1 + δw1
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w2dw = 0.
(4)
∫
D2
(2− δ)w2
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w2dw =
2π
(ϕ(ξ)2 +K(ξ))2
+O(δ).
Proof. We decompose
(1− δ)|w|2 − 1 + δw1
|1 + (1− δ)w|2 =
1
1− δ − (2− δ)
1 + (1− δ)w1
|1 + (1− δ)w|2 ;
since, by symmetry with respect to w1,∫
D2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w1dw = 0,
then we suffice to show∫
D2
1 + (1− δ)w1
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w1dw = −
π
(ϕ(ξ)2 +K(ξ))2
+O(δ).
By using polar coordinates we get:∫
D2
1 + (1− δ)w1
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w1dw
=
1∫
0

 pi∫
−pi
r
1 + (1− δ)r cos t
1 + 2(1− δ)r cos t+ (1− δ)2r2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)r2)3
r cos tdt

 dr
= ϕ(ξ)2
1∫
0
2r2
(ϕ(ξ)2 +K(ξ)r2)3

 pi∫
−pi

cos t− (1− δ)2r2 − 1
2(1 − δ)r −
1−(1−δ)4r4
4(1−δ)2r2
1+(1−δ)2r2
2(1−δ)r + cos t

 dt

 dr
= ϕ(ξ)2
1∫
0
2r2
(ϕ(ξ)2 +K(ξ)r2)3
2π

−(1− δ)2r2 − 12(1 − δ)r −
1−(1−δ)4r4
4(1−δ)2r2√(
1+(1−δ)2r2
2(1−δ)r
)2
− 1

 dr
= −π(1− δ)ϕ(ξ)2
1∫
0
4r3
K(ξ) (ϕ(ξ)2 +K(ξ)r2)2
dr
= −(1− δ) π
(ϕ(ξ)2 +K(ξ))2
,
where we used
pi∫
−pi
dt
a+ cos t
=
2π√
a2 − 1 for |a| > 1. (57)
This proves (1).
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Since the integrands are odd in w2, (2) and (3) follow straightforward. Finally, (4) can be
proved similarly exploiting again (57):∫
D2
w2
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3w2dw
=
1∫
0

 pi∫
−pi
r
r sin t
1 + 2(1− δ)r cos t+ (1− δ)2r2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)r2)3
r sin tdt

 dr
=
ϕ(ξ)2
1− δ
1∫
0
2r2
(ϕ(ξ)2 +K(ξ)r2)3


pi∫
−pi

1 + (1− δ)2r2
2(1 − δ)r − cos t−
(
1−(1−δ)2r2
2(1−δ)r
)2
1+(1−δ)2r2
2(1−δ)r + cos t

 dt

 dr
=
ϕ(ξ)2
1− δ
1∫
0
2r2
(ϕ(ξ)2 +K(ξ)r2)3
2π

1 + (1− δ)2r22(1 − δ)r −
(
1−(1−δ)2r2
2(1−δ)r
)2
√(
1+(1−δ)2r2
2(1−δ)r
)2 − 1

 dr
= πϕ(ξ)2
1∫
0
4r3
(ϕ(ξ)2 +K(ξ)r2)3
dr
=
π
(ϕ(ξ)2 +K(ξ))2
,
and the result follows by multiplying by 2− δ. 
Proposition 7.4. The following identities hold true:
(1)
∫
Ωδ
dw
(1 + w1)2 + w22
= π log
1
δ
+O(1),
(2)
∫
Ωδ
(1 + w1)
2 − w22(
(1 + w1)2 + w22
)2dw = O(1),
(3)
∫
Ωδ
(1 + w1)w2(
(1 + w1)2 + w22
)2dw = 0,
where Ωδ :=
{∣∣∣∣w − 1− δδ
∣∣∣∣ ≤ 1− δδ
}
.
Proof. Changing to polar coordinates∫
Ωδ
dw
(1 + w1)2 +w22
=
∫
Ωδ
r
1 + 2r cos t+ r2
drdt, Ωδ =
{
r ≤ 2(1 − δ)
δ
cos t, −π
2
≤ t ≤ π
2
}
.
Since cos t > 0 on Ωδ,
r
1 + 2r cos t+ r2
− 1
1 + r
= O
(
1
(1 + r)2
)
uniformly in t,
and we have∫
Ωδ
r
1 + 2r cos t+ r2
drdt =
∫
Ωδ
drdt
1 + r
+O(1) =
pi
2∫
−pi
2
log
(
1 +
2(1 − δ)
δ
cos t
)
dt+O(1)
= log
1
δ
pi
2∫
−pi
2
dt+
pi
2∫
−pi
2
log(δ + 2(1 − δ) cos t)dt+O(1) = π log 1
δ
+O(1)
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and (1) is proved.
Since (1 + w1)
2 − w22 = w21 − w22 +O(|w|) then
∫
Ωδ
(1 + w1)
2 − w22(
(1 + w1)2 + w
2
2
)2 dw =
∫
Ωδ
w21 − w22(
(1 + w1)2 + w
2
2
)2 dw +O

 ∫
{w2≥0}
|w|(
(1 + w1)2 + w
2
2
)2dw


=
∫
Ωδ
r3 cos(2t)
(1 + 2r cos t+ r2)2
drdt+O(1).
As before,
r3
(1 + 2r cos t+ r2)2
− 1
1 + r
= O
(
1
(1 + r)2
)
uniformly in t,
leading to
∫
Ωδ
r3 cos(2t)
(1 + 2r cos t+ r2)2
drdt =
∫
Ωδ
cos(2t)
1 + r
drdt+O

 ∫
{w2≥0}
drdt
(1 + r)2

 = ∫
Ωδ
cos(2t)
1 + r
drdt+O(1).
Furthermore
∫
Ωδ
cos(2t)
1 + r
drdt =
pi
2∫
−pi
2
cos(2t)


2(1−δ)
δ
cos t∫
0
dr
1 + r

 dt =
pi
2∫
−pi
2
cos(2t) log
(
1 +
2(1− δ)
δ
cos t
)
dt
=
pi
2∫
−pi
2
cos(2t) log(δ + 2(1− δ) cos t)dt =
pi
2∫
−pi
2
O
(
1 + log−(2 cos t)2
)
dt = O(1).
Therefore ∫
Ωδ
(1 + w1)
2 − w22(
(1 + w1)2 + w22
)2 dw = O(1),
and (2) holds.
Finally the integral in (3) vanishes since it is odd with respect to w2. 
Proposition 7.5. The following identities hold true:
(1)
∫
∂D2
(h(f(z)) − h(ξ))〈z, ξ〉dz = 2πδ(−∆) 12h(ξ) +O (δ2) ,
(2)
∫
∂D2
(h(f(z)) − h(ξ))
〈
z, ξ⊥
〉
dz = 2πδh′(ξ) +O
(
δ2
)
.
Proof. Using Propositions 7.2 and 7.1, we get∫
∂D2
(h(f(z)) − h(ξ))〈z, ξ〉dz
=
∫
∂D2
(h(f(z)) − h(ξ))〈z + ξ, ξ〉dz −
∫
∂D2
(h(f(z)) − h(ξ))〉dz
= δh′(ξ)
∫
∂D2
Θ(z)〈z + ξ, ξ〉dz +
∫
∂D2
O
(
δ2
(δ + |z + ξ|)2
)
〈z + ξ, ξ〉dz + 2πδ(−∆) 12h(ξ) +O (δ2) .
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Since Θ is odd with respect to ξ and 〈z+ ξ, ξ〉 is even, then the first integral vanishes; moreover,
〈z + ξ, ξ〉 = O (|z + ξ|2), therefore∫
∂D2
O
(
δ2
(δ + |z + ξ|)2
)
〈z + ξ, ξ〉dz = O

∫
∂D2
δ2|z + ξ|2
(δ + |z + ξ|)2

 dz = O (δ2) ,
which proves (1).
To get (2), we use the formula
h(f(z)) − h(ξ) = δ(h′(ξ) +O(δ))Θ(z) + δ
2h′′(ξ)
2
Θ(z)2 +O
(
δ3
(δ + |z + ξ|)3
)
,
which can be deduced by arguing as in Proposition 7.1. Therefore,∫
∂D2
(h(f(z)) − h(ξ))
〈
z, ξ⊥
〉
dz
= δh′(ξ)
∫
∂D2
Θ(z)
〈
z, ξ⊥
〉
dz +
∫
∂D2
O(δ2)Θ(z)
〈
z, ξ⊥
〉
dz
+
δ2h′′(ξ)
2
∫
∂D2
Θ(z)2
〈
z, ξ⊥
〉
dz +
∫
∂D2
O
(
δ3
(δ + |z + ξ|)3
)〈
z, ξ⊥
〉
dz
= δh′(ξ)
∫
∂D2
Θ(z)
〈
z, ξ⊥
〉
dz +
∫
∂D2
O
(
δ2|z + ξ|
δ + |z + ξ|
)
dz +
∫
∂D2
O
(
δ3|z + ξ|
(δ + |z + ξ|)3
)
dz
= δh′(ξ)
∫
∂D2
Θ(z)
〈
z, ξ⊥
〉
dz +O(δ2),
where we used
〈
z, ξ⊥
〉
= O(|z + ξ|) and that Θ(z)2
〈
z, ξ⊥
〉
is odd, hence its integral vanishes.
Finally, ∫
∂D2
Θ(z)
〈
z, ξ⊥
〉
dz =
∫
∂D2
2
〈
z, ξ⊥
〉
1 + (1− δ)2 + 2(1− δ)〈z, ξ〉
〈
z, ξ⊥
〉
dz
=
∫
∂D2
( 〈
z, ξ⊥
〉2
1 + 〈z, ξ〉 +O
(
δ|z + ξ|
δ + |z + ξ|
))
dz
=
∫
∂D2
(1− 〈z, ξ〉)dz +O(δ) = 2π +O(δ),
which proves (2). 
Proposition 7.6. The following identities hold true:
(1)
∫
∂D2
log |z + ξ|(h(f(z)) − h(ξ))〈z, ξ〉dz = −2πδ log 1
δ
(−∆) 12h(ξ) +O(δ).
(2)
∫
∂D2
arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉 (h(f(z)) − h(ξ))〈z, ξ〉dz = −2πδ log
1
δ
h′(ξ) +O(δ),
(3)
∫
∂D2
log |z + ξ|(h(f(z)) − h(ξ))
〈
z, ξ⊥
〉
dz = O(δ),
(4)
∫
∂D2
arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉 (h(f(z)) − h(ξ))
〈
z, ξ⊥
〉
dz = O(δ).
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Proof. By Proposition 7.2 we get:∫
∂D2
log |z + ξ|(h(f(z)) − h(ξ))〈z, ξ〉dz
= log δ
∫
∂D2
(h(f(z))− h(ξ))〈z, ξ〉dz +
∫
∂D2
log
|z + ξ|
δ
(h(f(z)) − h(ξ))〈z, ξ〉dz
= −2πδ log 1
δ
(−∆) 12h(ξ) +O
(
δ2 log
1
δ
)
+
∫
∂D2
log
|z + ξ|
δ
(h(f(z)) − h(ξ))〈z, ξ〉dz.
To deal with the last integral, we apply change of variable w = f(z) and then we use the fact
that the integrand is even, while the angle θw,ξ is odd:∫
∂D2
log
|z + ξ|
δ
(h(f(z)) − h(ξ))〈z, ξ〉dz
=
∫
∂D2
log
∣∣f−1(w) + ξ∣∣
δ
(h(w) − h(ξ)) 〈f−1(w), ξ〉 ∣∣∣(f−1)′ (w)∣∣∣ dw
=
∫
∂D2
log
∣∣∣∣ w + ξ1− (1− δ)ξw
∣∣∣∣ (h(w) − h(ξ))
〈
w − ξ
1− (1− δ)ξw , ξ
〉
2δ − δ2
δ2 + (1− δ)|w − ξ|2dw
= O(δ)
∫
∂D2
log
∣∣∣∣ w + ξ1− (1− δ)ξw
∣∣∣∣
〈
w − ξ
1− (1− δ)ξw , ξ
〉
h(w) − h(ξ)− θw,ξh′(ξ)
δ2 + (1− δ)|w − ξ|2 dw
= O

δ ∫
∂D2
∣∣∣∣log |w + ξ||ξ − (1− δ)w|
∣∣∣∣ |w − ξ|2δ2 + (1− δ)|w − ξ|2dw


= O

δ ∫
∂D2
(
1 + log
1
|w + ξ| + log
1
|ξ − (1− δ)w|
)
dw


= O(δ),
which proves (1).
To get (2), recalling Proposition 7.1,∫
∂D2
arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉 (h(f(z)) − h(ξ))〈z, ξ〉dz
= δh′(ξ)
∫
∂D2
arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉Θ(z)〈z, ξ〉dz +O

∫
∂D2
arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉
δ2
(δ + |z + ξ|)2 〈z, ξ〉dz


= δh′(ξ)
∫
∂D2
arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉
2
〈
z, ξ⊥
〉
1 + (1− δ)2 + 2(1− δ)〈z, ξ〉 〈z, ξ〉dz +O

∫
∂D2
δ2
(δ + |z + ξ|)2 dz


= δh′(ξ)
pi∫
−pi
t
2
2 sin t
1 + (1− δ)2 + 2(1 − δ) cos t cos tdt+O(δ)
= 2δh′(ξ)
pi∫
0
t
sin t
1 + (1− δ)2 + 2(1 − δ) cos t cos tdt+O(δ).
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We are left with showing that the integral equals π log δ +O(1). To this purpose, we point out
that
sin t
1 + (1− δ)2 + 2(1 − δ) cos t =
π − t
δ2 + (π − t)2 +O(1);
therefore,
pi∫
0
t
sin t
1 + (1− δ)2 + 2(1− δ) cos t cos tdt
=
pi∫
0
(π +O(|π − t|))
(
π − t
δ2 + (π − t)2 +O(1)
)(−1 +O (|π − t|2))
= −π
pi∫
0
π − t
δ2 + (π − t)2dt+O(1) = π log δ +O(1).
To deal with (3), we observe that
∣∣∣〈z, ξ⊥〉∣∣∣ = O(|z + ξ|), hence∫
∂D2
log |z + ξ|(h(f(z)) − h(ξ))
〈
z, ξ⊥
〉
dz =
∫
∂D2
O
(
| log |z + ξ|||h(f(z)) − h(ξ)|
∣∣∣〈z, ξ⊥〉∣∣∣) dz
= O

∫
∂D2
(
1 + log
1
|z + ξ|
)
Θ(z)|z + ξ|dz


= O

∫
∂D2
(
1 + log
1
|z + ξ|
)
δdz

 = O(δ).
Similarly, we can show that
arctan
〈
z, ξ⊥
〉
1 + 〈z, ξ〉 (h(f(z)) − h(ξ))
〈
z, ξ⊥
〉
= O(δ),
which proves (4). 
Proposition 7.7. The following identities hold true:
(1)
∫
D2
eV (z)dz =
4π
ϕ(ξ)2 +K(ξ)
,
(2)
∫
∂D2
log |z − w|dz = 0 for every w ∈ ∂D2.
Proof. By definition
∫
D2
eV =
∫
D2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|z|2)2dz = 8πϕ(ξ)
2
1∫
0
r dr
(ϕ(ξ)2 +K(ξ)r2)2
=
4π
ϕ(ξ)2 +K(ξ)
.
To get (2), we observe that for any g ∈ C(∂D2), the solution Wg to

−∆Wg = 0 in D2
∂νWg = g − 1
2π
∫
∂D2
g on ∂D2, (58)
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is given by the Green’s formula (see also (12))
Wg(z) = − 1
π
∫
∂D2
log |z − w|g(w)dw.
Taking g ≡ −π, the solution to (58) is clearly W−pi ≡ 0, and thus
0 =W−pi(z) =
∫
∂D2
log |z − w|dw ∀z ∈ D2.

Proposition 7.8. The following identities hold true:
(1)
∫
D2
(1− δ)|w|2 − 1 + δw1
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)2dw = −
4π
ϕ(ξ)2 +K(ξ)
,
(2)
∫
D2
(2− δ)w2
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)3dw = 0.
Proof. Changing to polar coordinates,∫
D2
(1− δ)|w|2 − 1 + δw1
|1 + (1− δ)w|2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)|w|2)2dw
=
1∫
0
pi∫
−pi
(1− δ)r2 − 1 + δr cos t
1 + 2(1− δ)r cos t+ (1− δ)2r2
4ϕ(ξ)2
(ϕ(ξ)2 +K(ξ)r2)2
rdrdt
=
2
1− δϕ(ξ)
2
1∫
0
r
(ϕ(ξ)2 +K(ξ)r2)2

 pi∫
−pi

δ − (2− δ) 1−(1−δ)
2r2
2(1−δ)r
1+(1−δ)2r2
2(1−δ)r + cos t

 dt

 dr
=
2
1− δϕ(ξ)
2
1∫
0
r
(ϕ(ξ)2 +K(ξ)r2)2
4π(δ − 1)dr = − 4π
ϕ(ξ)2 +K(ξ)
,
where we used (57).
The second identity follows by oddness with respect to w2. 
Proposition 7.9. The following identities hold true:
(1)
∫
D2
2K(ξ)eV Z21 =
∫
D2
2K(ξ)eV Z22 = π
2K(ξ)
(
3ϕ(ξ)2 +K(ξ)
)
3ϕ(ξ)2 (ϕ(ξ)2 +K(ξ))3
.
(2)
∫
∂D2
h(ξ)e
V
2 Z21 =
∫
∂D2
h(ξ)e
V
2 Z22 = π
ϕ(ξ)2 −K(ξ)
(ϕ(ξ)2 +K(ξ))3
.
Proof. First of all, we notice that, since Z2(z) = Z1(−iz), then the two interior integrals will be
the same and also the two boundary integrals, so we will only prove them for i = 1.
Integrating in polar coordinates:∫
D2
2K(ξ)eV Z21
= 8K(ξ)ϕ(ξ)
∫ 1
0
(∫ pi
−pi
r2 cos2 t
(ϕ(ξ)2 +K(ξ)r2)4
rdt
)
dr
= 8K(ξ)ϕ(ξ)π
∫ 1
0
r3
(ϕ(ξ)2 +K(ξ)r2)4
dr
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= 8K(ξ)ϕ(ξ)π
∫ 1
0
(
1
K(ξ)
r
(ϕ(ξ)2 +K(ξ)r2)3
− ϕ(ξ)
2
K(ξ)
r
(ϕ(ξ)2 +K(ξ)r2)4
)
dr
= 8K(ξ)ϕ(ξ)π
(
1
K(ξ)
2ϕ(ξ)2 +K(ξ)
4ϕ(ξ)4 (ϕ(ξ)2 +K(ξ))2
− ϕ(ξ)
2
K(ξ)
3ϕ(ξ)4 + 3ϕ(ξ)2K(ξ) +K(ξ)2
6ϕ(ξ)6 (ϕ(ξ)2 +K(ξ))3
)
= π
2K(ξ)
(
3ϕ(ξ)2 +K(ξ)
)
3ϕ(ξ)2 (ϕ(ξ)2 +K(ξ))3
.
The second identity follows from∫
∂D2
h(ξ)e
V
2 Z21 =
ϕ(ξ)2 −K(ξ)
(ϕ(ξ)2 +K(ξ))3
∫ pi
−pi
cos2 tdt = π
ϕ(ξ)2 −K(ξ)
(ϕ(ξ)2 +K(ξ))3
.

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