The aim of this paper is to give a complete proof of the formula for the resolvent of a nonautonomous linear delay functional di erential equations given in the book of Hale and Verduyn Lunel [9] under the assumption alone of the continuity of the right-hand side with respect to the time, when the notion of solution is a di erentiable function at each point, which satis es the equation at each point, and when the initial value is a continuous function.
Introduction
We consider three real numbers σ < T and r > . When we x ϕ ∈ C ([−r, ], R n ) we also consider the following Cauchy problem.
A resolvent of (1.2) is a mapping which expresses the solution of (1.2) as a mapping of varying time t, initial time σ, and the initial data ϕ. In [9] (Theorem 1.2, p. 170), Hale and Verduyn Lunel give a resolvent in the form
U(t, σ, ϕ) = X(t, σ)ϕ( ) + Z(t, σ, ϕ).
The aim of this paper is to give a complete proof of this formula and to describe the properties of X and Z under the condition alone of the continuity of [ 
t → L(t)]. The rst step of this work is to describe the properties of the function of bounded variation [t → η(t, ·)] which represents [t → L(t)] (via a Riesz theorem
). This step is essential for the sequel of the paper. The second step is the construction of a solution of an integral equation whose the kernel is k(t, s) := η(t, s − t). To make this construction, as in [9] , we use a xed point theorem of contractions on a suitable function space. But instead of using Lebesgue space (as in [9] ), in order to conserve as much as possible properties of left-continuity and of right-continuity, we use another space of Riemann integrable functions. We obtain a solution [ 
(t, s) → R(t, s)] of this integral equation which is Riemann integrable, with R(·, s) which is regulated
Now we describe the contents of the paper. In Section 2 we de ne our notation of spaces of bounded functions, of Riemann integrable functions, of regulated functions, of left-continuous and right-continuous functions, and we give results on the regularity of functions de ned by Riemann (or Lebesgue) integrals. In Section 3 we treat bounded variation functions. We specify the Chasles relation, the integration by parts, and we establish results on regulary of functions de ned by Riemann-Stieltjes integrals. Section 4 is devoted to the rst step. Section 5 is devoted to the second step. Section 6 is devoted to the three other steps.
Several function spaces
Let a < b be two real numbers; we set S := [a, b] . Let E be a real Banach space. Let f : S → E be a function. 
B(S, E) is the space of bounded functions from S into E. When f ∈ B(S, E), f ∞ := sup t∈S f (t) de nes a norm on B(S, E) for which B(S, E)
is a Banach space. The proof of this assertion is given in [2] when E = R, but in the general case the proof is similar. RI(S, E) denotes the space of Riemann integrable functions from S into E. Endowed with · ∞ it is a Banach space; [17] .
RI(S, R) is also an algebra. We have RI(S, E) ⊂ B(S, E). R(S, E) denotes the space of regulated functions from S into E.
A function f : S → E is regulated when, for all t ∈ [a, b), f (t+) exists in E, and for all t ∈ (a, b], f (t−) exists in E. Endowed with · ∞, it is a Banach space [6] ,
and we have R(S, E) ⊂ RI(S, E). C L (S, E) denotes the space of left-continuous functions from S into E. We also de ne BC L (S, E) := B(S, E) ∩ C L (S, E) and RC L (S, E) := R(S, E)∩C L (S, E).
Endowed with · ∞, BC L (S, E) and RC L (S, E) are Banach spaces. C R (S, E) denotes the space of right-continuous functions from S into E. We also de ne BC R (S, E) := B(S, E) ∩ C R (S, E) and RC R (S, E) := R(S, E)∩C R (S, E). Endowed with · ∞, BC R (S, E) and RC R (S, E) are Banach spaces. The following inclusions hold: [8] p. 248, 253-254.
Proposition 2.1. Let E be a Banach space and g ∈ R(S, E).
The following assertions hold.
Proof. Since g is regulated, the existence of g(t−) implies
And so we have r → s+ ⇒ g(t+) − g(s+) ≤ ϵ. And so we have proven:
e. lim s→t+ (g+)(s) = (g+)(t). And so we have proven g+ ∈ C R (S, E). Since g is bounded, g+ is bounded, and then we have proven (i). The proof of (ii) is similar. 
, and so the following assertion holds.
We set g h (s) : (2.4)
From assumption (1) we know that f (t, t+) exists and then we have
Let ϵ > and h ∈ ( , δ]; then we have, for all s
And so we have proven
Now the result is a consequence of (2.2), (2.3), (2.4) and of (2.5).
Doing a similar proof we obtain the following result. 
Bounded variation functions
BV(S, E) denotes the space of the bounded variation functions from S into E; [13] , [11] , [14] . S(S) denotes the set of the nite subdivisions a = t < t < .. [12] (Chapter VI, Section 6). Consequently we have
de nes a norm on NBV(S, E) for which NBV(S, E) is a Banach space, and we have
f ∞ ≤ f BV when f ∈ NBV(S, E). When g ∈ NBV(S, R) we consider the signed measure µ[g] : B(S) → R, which is characterized by µ[g]([α, β)) = g(β) − g(α) for all α < β in S,µ[g]([α, β]) = g(β+) − g(α), µ[g]((α, β]) = g(β+) − g(α+), µ[g]((α, β)) = g(β) − g(α+) for all α < β in S. Note also that we have µ[g]({α}) = g(α+) − g(α). When f : S → R
is Lebesgue measurable and when f is µ[g]-integrable, f is called Lebesgue-Stieltjes integrable on S and its Lebesgue-Stieltjes integral on S is
When f ∈ C (S, R), the Lebesgue-Stieltjes integral of f on s coincides with its Riemann-Stieltjes on S and the following important inequality holds : [13] p. 282 (proposition 1.3). We also use the measure (so-called total variation of [20] , p. 177. To realize precise and correct calculations in the following sections, we need to specify some classical results, see e.g. [19] . Proposition 3.1. Let g ∈ NBV(S, R), f ∈ C (S, R) and c ∈ (a, b). Then the following assertions hold.
Proposition 3.2. (Integration by parts) Let g ∈ NBV(S, R), f ∈ AC(S, R) and a
The proof of this proposition is given in an appendix of [10] .
Proposition 3.3. Let g ∈ NBV(S, R).
Then the following assertions hold.
Proof. (i) Since g ∈ NBV(S, R), g is regulated and so g+ is well-de ned. We arbitrarily x t ∈ [a, b). We have
We arbitrarily x ϵ > . When s, r are such that t < s < r < t + δ, we obtain |g(t+) − g(r)| ≤ ϵ, and when r → s+, we obtain |g(t+) − g(s+)| ≤ ϵ. And so we have |(g+)(t) − (g+)(s)| ≤ ϵ when t < s < t + δ. And so we have proven that g+ ∈ C R (S, R).
Let (x i ) ≤i≤n+ ∈ S(S). We consider ϵ > such that ϵ < min{x i+ − x i : i ∈ { , ..., n}}. We set y := a, and y i := x i− + ϵ when i ∈ { , ..., n + }, and y n+ := b. Then we have (y i ) ≤i≤n+ ∈ S(S) and so we have
, and taking the sup over S(S)
. S \ D is dense in S, since the contrary implies that an at most countable subset contains an open subset of S which is impossible. We can nd a sequence (rq) q∈N such that t + rq ∈ S \ D, and such limq→+∞ rq = . Since t + rq ∈ S \ D, we have (g+)(t + rq) = g(t + rq) for all q ∈ N. Since (g+) ′ (t) exists we have
Proposition 3.4. Let g ∈ NBV(S, R) and f ∈ C (S, R). We consider the function P : S → R de ned by P(t) := t a dg(s)f (s). Then the following assertions hold. (i) P ∈ BV(S, R) ∩ BC R (S, R). (ii) For all t ∈ (a, b], P(t−) − P(t) = [g(t) − g(t+)] · f (t). (iii) If moreover we assume that f ∈ C (S, R), then for Lebesgue almost every t ∈ S, P and g are di erentiable at t and we have P
Proof. (i) Let (t i ) ≤i≤n+ ∈ S(S). Using Proposition 3.1, we obtain, for all i ∈ { , ..., n},
Then, using the additivity of the variation of a bounded variation function and the additivity of the measures, we have
Therefore we have proven that P ∈ BV(S, R). Following the Stone-Weierstrass theorem, C (S, R) is dense in C (S, R). Let (fq) q∈N be a sequence in C (S, R) such that limq→+∞ fq − f ∞ = . For all q ∈ N we de ne the function Pq : S → R by setting Pq(t) := t a dg(s)fq(s). Using Proposition 3.2 we have, for all t ∈ [a, b),
Since f ′ q ∈ C (S, R) and since g ∈ BV(S, R), f ′ q and g are Riemann integrable, and their product g · f ′ q is also Riemann integrable, and consequently g · f ′ q is Lebesgue integrable on S, and consequently we have
Using Proposition 3.3, we know that g+ ∈ C R (S, R), and since fq is continuous, we obtain (g+) · fq ∈ C R (S, R). And so Pq ∈ C R (S, R) as a sum of right-continuous functions on S. Using the begining of this proof we know that Pq ∈ BV(S, R) ⊂ B(S, R), and therefore we obtain Pq ∈ BC R (S, R) for all q ∈ N. For all t ∈ S, and for all q ∈ N, using the linearity of the integral, we have
and consequently we have limq→+∞ P − Pq ∞ = . Since BC R (S, R) is complete for . ∞, we obtain that P ∈ BC R (S, R).
(ii) We use the sequences (fq) q∈N and (Pq) q∈N as above. We x t ∈ (a, b]. Using (3.1) at s < t and letting
s)ds, and therefore, using (3.1), we have Pq(t−) − Pq(t) = [g(t) − (g+)(t)] · fq(t). Now using the uniform convergence of (fq) q∈N toward f and the uniform convergence of (Pq) q∈N toward P we obtain the announced result.
(iii) Since P, g, g+ ∈ BV(S, R), [12] , P, g and g+ are di erentiable λ -a.e. on S. Since a union of three λ -negligible subsets is λ -negligible, there exists N ⊂ S, such that N is λ -negligible and such that P, g, and g+ are di erentiable at each point of S \ N. 
Then N is λ -negligible, and di erentiating in the previous formula at t ∈ S \ N and using also (iv) of Proposition 3.3, we obtain P
Note that in the last calculation, (g+)(t) = g(t) since g being di erentiable at t, is continuous at t.
By reasoning similar to the above we obtain the following result.
Proposition 3.5. Let g ∈ NBV(S, R), f ∈ C (S, R) and c ∈ (a, b). Let the function Q : [a, c] → R be de ned by Q(t) := c t dg(s)f (s). Then we have Q ∈ BC L ([a, c], R).

A representation theorem
is the canonical basis of R n and (e * j ) ≤j≤n its dual basis, for each j ∈ { , ..., n}, we set
we have ϕ = (ϕ , ..., ϕ n ), where ϕ k ∈ C (∆, R), and then we have, for all j ∈ { , ..., n},
And so we have
Using the theorem of representation of the dual space L(C (∆, R), R) of Riesz, [11] , [14] , we know that, for all t ∈ J and for all j, k ∈ { , ..., n}, there exists
As it is explained in [11] (Chapter IV), we can nd
Denoting by Mn(R) the space of n × n real matrices, we de ne a mapping η :
(θ)) ≤j,k≤n for all t ∈ J and for all θ ∈ ∆. And so, for all ϕ = (ϕ , ...,
To precise the regularities of the mappings, we state the following result.
. Then there exists a mapping η : J × ∆ → Mn(R) which satis es the following properties.
Proof. (i) This is due to the construction of η.
(ii) This is a consequence of the formula given in p. 156 in [11] and at the choice of the value 0 at 0. (iii) Note that, for all t, t ∈ J, and for all ϕ ∈ C (∆, R n ), using the linearity of the integral we have (L(t) − 
, is Borel measurable as a nite sum of Borel measurable mappings.
, there exists a sequence of step functions which converges λ -a.e. toward [t → η(t, ·)] on J. Then, since λ (J) < +∞, there exists a subsequence of this sequence which pointwise converges toward [t → η(t, ·)] λ -a.e.. And so there exists a sequence (fq) q∈N such that fq(t) = ≤i≤mq A q,i (t) · c q,i is a step function, and such that, for λ -a.e. t ∈ J, we have limq→+∞ fq(t) − η(t, ·) BV = . We de ne vq :
We have yet to show that vq is Borel measurable on J × ∆. We de ne K := {t ∈ T : limq→+∞ fq(t) − η(t, ·) BV = }. We know that K ∈ B(J) and λ (J \ K) = . We de ne C := K × ∆. Since · ∞ ≤ · BV on NBV(∆, Mn(R)), and since uniform convergence implies pointwise converge, we obtain, for all (t, θ)
Then wq is Lebesgue measurable on J × ∆ as a product of two Lebesgue measurable mappings. We de ne also w : J × ∆ → Mn(R) by w(t, θ) := limq→+∞ wq(t, θ) = η(t, θ) · C (t, θ) for all (t, θ) ∈ J × ∆. Note that w is Lebesgue measurable on J × ∆ as a pointwise limit of a sequence of Lebesgue measurable functions. Since (J × ∆) \ C is λ -negligible in J × ∆, the equality w = η · C implies that η = w Lebesgue a.e. on J × ∆, and since B(J × ∆) is a complete σ-eld, we obtain that η is Lebesgue measurable on J × ∆. 
(vi) We introduce the set D := {(t, θ) ∈ J × ∆ : η(t, θ+) ≠ η(t, θ)}. Note that, since a bounded variation function is regulated, the term η(t, θ+) exists in Mn(R). First we prove that the set of the discontinuity points of η in J × ∆ is equal to D. It is clear that if (t, θ) ∈ D then η is not continuous at (t, θ). Conversely, if η is not continuous at (t, θ) then there exists ϵ ∈ ( , +∞) and a sequence (tq , θq) q∈N
* in J × ∆ such that: (tq , θq) − (t, θ) ≤ q and η(tq , θq) − η(t, θ) > ϵ, for all q ∈ N * . We obtain ϵ < η(tq , θq) − η(t, θ) ≤ η(tq , θq) − η
(t, θq) + η(t, θq) − η(t, θ) ≤ η(tq , ·) − η(t, ·) BV + η(t, θq) − η(t, θ) , and by (iii) which implies limq→+∞ η(tq , ·) − η(t, ·)
Proposition 4.2. We assume that L
( 
ii) For all t ∈ [σ, σ + r], ψ(t) − ψ(t+) = [η(t, (σ − t)+) − η(t, σ − t)] · ϕ( ). (iii) ψ(σ + r) = [η(t, (σ − t)+) − η(t, σ − t)] · ϕ(
). (iv) ψ(σ) = L(σ) · ϕ.
Proof. (i) We x t ∈ (σ, σ + r]. Let h ∈ ( , t − σ). Then we have t − h ∈ (σ, σ + r), and ψ(t
− h) − ψ(t) = σ−t+h −r d η(t − h, θ)ϕ(t − h − σ + θ) − σ−t −r d
η(t, θ)ϕ(t − σ + θ). We introduce
I h := σ−t+h −r d η(t − h, θ)ϕ(t − h − σ + θ) − σ−t+h −r d η(t, θ)ϕ(t − h − σ + θ), II h := σ−t+h −r d η(t, θ)ϕ(t − h − σ + θ) − σ−t+h −r d η(t, θ)ϕ(t − σ + θ), III h := σ−t+h −r d η(t, θ)ϕ(t − σ + θ) − σ−t −r d
η(t, θ)ϕ(t − σ + θ). Then we have
, we note that 
), we obtain ψ(t−) = ψ(t) when t ∈ [σ, σ + r], and since ψ is constant on (σ + r, T], we have proven
Since L is continuous and [σ, σ + r] is compact, we have sup
and since ψ(t) = on (σ + r, T], we have ψ ∈ B([σ, T], R n ), and (i) is proven.
(ii) We x t ∈ [σ, σ + r). Let h ∈ ( , σ + r − t) and then we have t + h ∈ (σ, σ + r) and we have
We de ne A h :=
, and
We verify that we have
Using Proposition 3.1 (ii) we obtain A h =
σ−t σ−t−h d η(t, θ)ϕ(t−σ+θ)−[η(t, (σ−t−h)+)−η(t, σ−t)]·ϕ(−h). We set g t (σ) := η(t, σ − t). Note that (g
t −)(σ) = lim δ→ + g t (σ − δ) = lim δ→ + η(t, (σ − δ) − t) = lim δ→ + η(t, (σ − t) − δ) = η(t, (σ − t)−) = η(t, σ − t) since η(t, ·) is left-continuous. Then we have η(t, (σ − t − h)+) = lim δ→ + η(t, σ − t − h + δ) = lim δ→ + g t (σ − h + δ) = g t ((σ − h)+) = (g t +)(σ − h), therefore,
using Proposition 2.1(i) we have lim h→ + η(t, (σ − t − h)+) = lim h→ + (g t +)(σ − h) = (g t +)(σ−) = (g t −)(σ) = η(t, σ − t). And so we have proven: lim h→ + η(t, (σ−t−h)+) = η(t, σ−t). Since η(t, ·) is left-continuous, we have lim h→ + η(t, σ−t−h) = η(t, σ−t),
and since ϕ is continuous we obtain
(4.9)
By Proposition 3.5 the function [h → σ−t σ−t−h d η(t, θ)ϕ(t − σ, θ)] is right-continuous and so we have lim h→ + σ−t σ−t−h d η(t, θ)ϕ(t − σ, θ) = σ−t σ−t d η(t, θ)ϕ(t − σ + θ) + [η(t, (σ − t)+) − η(t, σ − t)]ϕ( ). And so we obtain lim
h→ + 
A h = [η(t, (σ − t)+) − η(t, σ − t)] · ϕ(
and then we have
For the third term, we have Using (4.9), (4.10), (4.11) and (4.12), we obtain the formula of (ii).
(iii) Using Proposition 3.1, we have
(iv) Using the de nition of ψ, we have
In the following sections we need to extend η. We de ne the following extension η :
(4.13)
The proof of the following result is similar to Theorem 4.1. , ·) ).
Proposition 4.3. Under the assumption: L
∈ C (J, L(C (∆, R n ), R n ),(ii) For all t ∈ J, η (t, ·) ∈ NBV(∆ , Mn(R)). (iii) [t → η (t, ·)] ∈ C (J, NBV(∆ , Mn(R))). (iv) η is Lebesgue measurable on J × ∆ . (v) η is Riemann integrable on J × ∆ . (vi) For all t ∈ J, ψ(t) = σ−t −r d η (t, θ)ϕ(t − σ + θ).
Proposition 4.4. Under the assumptions: L
and ϕ ∈ C (∆, R n ), the following two assertions hold.
T], Mn(R)). (iii) We de ne the function γ : [σ, T] → R n by setting
γ(t) := −η(t, (σ − t)+)ϕ( ) + σ−t −r d η(t, θ)ϕ(t − σ + θ) if t ∈ [σ, σ + r] −
η(t, −r)ϕ( ) if t ∈ (σ + r, T], i.e. γ(t) = −η (t, (σ − t)+)ϕ( ) + ψ(t) where ψ comes from Proposition 4.2. Then we have
γ ∈ C ([σ, T], R n ).
Proof. (i) It is a consequence of (i) of Proposition 4.3 and (i) of Proposition 3.3. (ii) We set e(t) := η (t, (σ − t)+) and we x t ∈ (−T + σ − r, T]. Let h > be small enough, then we have e(t − h) = [η (t − h, (σ − t + h)+) − η (t, (σ − t + h)+)] + η (t, (σ − t + h)+). (4.14)
For any δ > small enough, we have
Since L is continuous we obtain
Using (i) we know that lim h→ + η (t, (σ − t + h)+) = η (t, (σ − t)+), and so using (4.14) and (4.15) we obtain that lim h→
Since η is bounded, e is also bounded and (ii) is proven.
, where e is de ned in the proof of (ii) and ψ is de ned in Proposition 4.2. Using Proposition 4.2 we have ψ ∈ BC L ([σ, σ + r], R n ), and using (ii) we obtain We also have γ((σ + r)+) = −η(σ + r, −r)ϕ( ). Consequently we have
(σ − t)+) = e(t), and also lim δ→
Then using Proposition 2.1(ii) we obtain e(t+) = (g−)(t+) = (g+)(t) = η (t, σ − t). Now using Proposition 4.2, we have
From (4.16) and (4.17) we obtain , we obtain that γ is continuous at σ + r, and then, using (4.18) and (4.20), the assertion is proven.
An integral equation
We set S := [σ − r, T] and we introduce the following function
where η is de ned in (4.13).
(i) For all t ∈ J, k(t, ·) ∈ NBV(S, Mn(R)), and k(t−, s) = η (t, (s − t)+) for all s ∈ S. (ii) [t → k(t, ·)] ∈ B(J, NBV(S, Mn(R))). (iii) For all s ∈ S, k(·, s) ∈ BC R (J, Mn(R)). (iv) For all s ∈ S, k(·, s) ∈ R(J, Mn(R)). (v) k is Lebesgue measurable on J × S. (vi) k is Riemann integrable on J × S. (vii) k(t, s) = when s ≥ t in J. (viii) Let E = R n or Mn(R), and let f ∈ RI(J, E). We de ne the function K
Proof. (i) We x t ∈ J. Let (x i ) ≤i≤n+ ∈ S(S). We de ne y − := −T + σ − r, y i := x i − t when i ∈ { , ..., n + }, and y n+ := T; and so we have (y i ) − ≤i≤n+ ∈ S(∆ ) and , ·) ). Taking the sup on S(S), we obtain
and after Proposition 4.3, iii, we obtain
T], and following Proposition 4.3, since η (t, ·) is left-continuous at
that proves the following property.
Let δ > be small enough. By Proposition 4.3(iii) and the inequality η (t − δ, s
, which proves the following formula. (iii) We x s ∈ S. After (ii), we see that
Then, from the previous inequalities, we obtain lim t →t+ k(t, s) − k(t , s) = . That proves that k(·, s) is rightcontinuous. 
the set of the discontinuity points of k (respectively η ). Since Λ is an home- 
(λ -negligible), and since k is bounded, using [18] p. 241, we can assert that k is Riemann integrable on J × S.
(vii) When s ≥ t, we have s − t ≥ and by (4.13) we obtain k(t, s) = η (t, s − t) = .
And so K(t) is well-de ned. From (ii) of Proposition 4.3 we know that the function
) and the set of its discontinuity points is equal to {ξ ∈ [σ, t] : η (t, (ξ +)−t) ≠ η (t, ξ − t)} = {ξ ∈ [σ, t] : η (t, (ξ − t)+) ≠ η (t, ξ − t)} and this set is λ -negligible. By Proposition 5.1(i), {ξ ∈ J : k(t−, ξ ) ≠ k(t, ξ )} is included in ({β : η(t, β+) ≠ η(t, β)} + t) which a translation of a λ -negligible set (the set of the discontinuity points of a function of bounded variation). Then {ξ ∈ [σ, t] :
And so we can
, E) and, using Proposition 2.2,
. And so we have proven that K is left-continuous. Using Proposition 2.2 and the right-continuity of k(·, ξ ), we obtain
And so, K is continuous. 
The formula |||R||| := sup t∈J R(t, ·) BV de nes a norm on R, and (R, ||| · |||) is a Banach space.
Proof. First, using Proposition 5.1, we see that the restriction of k to J × J belongs to R; that ensures that R is not empty. Since all the conditions which are used to de ne R are linear, R is a vector subspace of RI(J × J, Mn(R))). It is easy to verify that ||| · ||| is a norm on R. Let (Rq) q∈N be a Cauchy sequence in R. Since we have sup Since RC R (J, Mn(R)) is complete, we obtain
We x s < t in J. Note that, by (5.11) we have R(·, s) ∈ RI(J, Mn(R)). Since k(t, .) ∈ RI(J, Mn(R)), we have k(t, ·)R(·, s) ∈ RI(J, Mn(R)), and also From (5.9), (5.11) (5.12) and (5.13) we obtain that R ∈ R, and from (5.10) we obtain the completeness of R. 
Proof. We x R ∈ R and (t, s)
to be the set of discontinuity points of R (respectively R), reasoning by contraposition, we obtain that
e. µ -negligible) and so there exists A ∈ B(J × J) such that N R ⊂ A and µ (A) = . Therefore we have
we obtain that N R is λ -negligible. Then, using [18] p. 241, we
, and using the same reasoning, we obtain that k ∈ RI(J × J × J, Mn(R)). Since a product of Riemann integrable functions is Riemann integrable, we obtain that the function Ξ : J × J × J → Mn(R), de ned by Ξ(t, ξ , s) := R(t, ξ )k(ξ , s) = R (t, ξ , s)k (t, ξ , s), is Riemann integrable on J × J × J. Since Ξ ∈ RI(J × J × J, Mn(R)) and since Ξ(t, ·, s) ∈ RI(J, Mn(R)) for all (t, s) ∈ J × J, the set of the (t, s) ∈ J × J for which Ξ(t, ·, s) is not Riemann integrable on J is empty and consequently it is λ -negligible. That permits to use [18] p. 261 (a result which is a kind of Fubini theorem for the Riemann integrals) and to assert that [(t, s) → J Ξ(t, ξ , s)dξ ] ∈ RI(J × J, Mn(R)), and consequently we have proven the following assertion Γ(R) ∈ RI(J × J, Mn(R)).
(5.14)
For all ξ ∈ [t, T], we have ξ −t ≥ , therefore k(t, ξ ) = η (t, ξ −t) = after (4.13), that implies k(t, ξ )R(ξ , T) = , and so we obtain Γ(R)(t, T) = k(t, T) − (ii) Using Proposition 2.4 we can assert that 
∂X(t,ξ )
∂t− ψ(ξ )dλ (ξ ) + X(t, t−)ψ(t−)
. From (i) of Proposition 4.2 we know that ψ is left-continuous, and then ψ(t−) = ψ(t). From (v) of Lemma 6.1 we know that X(t, ·) is left-continuous and so X(t, t−) = X(t, t) = I.
