ABSTRACT Accurate wind speed prediction can improve the utilization efficiency of wind energy effectively. However, the original time series signals of wind speed present nonlinear or non-stationary characteristics, which make wind speed forecasting very difficult. A new pre-processing method of wind speed signal, named improved empirical wavelet transform (IEWT), is proposed in this paper, which is inspired by the spectrum segmentation theory of EWT. Then, a novel hybrid model combining IEWT and least square support vector machine (LSSVM) is put forward to predict short-term wind speed. In order to achieve better prediction results, the parameters are jointly optimized through bird swarm algorithm (BSA) in this model. The prediction performance of the established hybrid model is tested with practical wind speed signal of four seasons from a wind farm situated in Zhejiang, China. The experimental results indicate that the presented hybrid forecasting model can effectively follow the change of wind speed, which exhibits more superior predicting performance than other popular models.
I. INTRODUCTION
Wind power, being environmentally friendly and renewable characteristics, has been one of the fastest developing energy sources throughout the world. Nevertheless, the massive integration of wind power may destroy the safety and stability of power systems owing to its inherent intermittency and volatility [1] . One of the effective resolvent is to forecast the wind speed and wind power accurately, which can provide reasonable basis for power dispatching and reduce capacity spinning reserve, improving the economy of wind power generation [2] , [3] .
Several forecasting models have been categorized into physical and statistical model. The environment temperature, barometric pressure, surface roughness and other meteorological or topographical features are applied to forecast wind speed in physical model [4] . The Numerical Weather Prediction (NWP) model is a typical physical model, which considers onsite conditions of wind farm to predict wind power.
The associate editor coordinating the review of this manuscript and approving it for publication was Chuan Li. Nevertheless, the prediction results of physical model is easily influenced by the physical environment, which is relatively poor when the nondeterminacy of meteorologic conditions are strong. Many researchers are committed to developing forecasting model based on statistical method which can predict wind speed through the historical data recorded by wind farm. The statistical models are used for short-term wind forecasting in general, including time series models, intellectual learning models and hybrid models [5] , [6] .
The autoregressive moving average (ARMA) model and its variant model are widely applied to predict wind speed among time series models. Torres et al. [7] forecasted hourly average wind speed through ARMA model and proved it has better forecasting performances than persistence model. Schlink and Tetzlaff [8] established a short-term wind speed forecasting model based on autoregressive (AR) model. Rajesh et al. [9] applied fractional autoregressive integrated moving average (FARIMA) model to predict wind speed one day in advance. Moreover, the commonly used time series models also include the grey prediction model [10] and the exponential smoothing model [11] . The prediction performance of these models which are founded on the linear assumption can be affected when wind speed time series change in a nonlinear manner.
To overcome the deficiency of time series model, many intellectual learning models which are established on a nonlinear relationship between input and output are utilized to forecast wind speed or wind power, mainly containing artificial neural networks (ANNs) and support vector machines (SVMs) [12] . For instance, Ren et al. [13] established a model, in which the back propagation neural network (BPNN) was utilized to forecast wind speed, and the input parameters of BPNN were selected by using particle swarm optimization (PSO). Li and Shi [14] compared the forecasting performance of three different neural networks in 1-step-ahead wind speed prediction. Cao et al. [15] presented a short-term wind speed prediction model based on recurrent neural network (RNN), and demonstrated that the RNN model was more effective for wind speed forecasting than the linear ARIMA model. In the literature [16] , the support vector machines (SVM) which is based on structural risk minimization principle was used to forecast daily average wind speed series in Medina. Kong et al. [17] utilized the reduced support vector machine (RSVM) as forecasting model, and PSO was employed for the parameter optimization of the model. Yuan et al. [18] raised a LSSVM-based model for short-term wind power forecasting in which the parameters of LSSVM model were optimized by gravitational search algorithm (GSA). They also discussed the impact of various kernel functions on forecasting.
Compared with time series model, ANNs model presented greater performance in wind speed forecasting, such as approximating complex nonlinear function, fault tolerance and weak data correlation, but its generalization ability could not be guaranteed, and there were over-fitting and local minimum problems [19] . SVMs can show better generalization ability, and overcome the shortcoming of model over-fitting effectively [20] . But it is noteworthy that individual SVMs model is difficult to achieve precise forecasting considering the complexity of the original wind speed signal. So, some researchers combined two or more prediction models to extract the characteristics of wind speed signals from different aspects. Guo et al. [21] achieved the mean monthly wind speed forecasting adopting a combined model based on seasonal auto-regression integrated moving average (SARIMA) model and LSSVM model. Wang et al. [22] reported a hybrid wind speed forecasting model, in which a hybrid optimization method combining PSO and GSA was employed to determine the parameters of LSSVM model. In addition, the forecasting results of LSSVM-PSOGSA model were corrected by Markov model. Yang et al. [23] presented the probability interval prediction of wind power using KDE method and weigted Markov chain.
In recent years, the hybrid model combining data preprocessing technologies was widely used by researchers in wind forecasting. Liu et al. [24] built a hybrid wind speed forecasting model based on wavelet transform (WT) and SVM model, which was optimized through genetic algorithm (GA). Wang et al. [25] presented a new wind speed forecasting method combining wavelet packet transform (WPT), simulated annealing particle swarm optimization (PSOSA) and LSSVM model. In [26] , the empirical mode decomposition (EMD) was applied to decompose wind speed time series into several relatively stable component. Each component was predicted with ENN model, and the wind speed prediction value was equal to the sum of each component's forecasting values. The validity of the EMD-ENN model is proved with wind speed signals in four seasons. However, there are mode mixing and end effect in EMD, which could affect the accuracy of wind speed forecasting. Moreover, EMD is prone to produce false components, increasing the computation load and affecting the timeliness of prediction. A combination BPNN with ensemble empirical mode decomposition (EEMD) and GA model was developed for ten minutes and one-hour ahead wind speed prediction and the simulation results demonstrated that EEMD possessed stronger wind speed decomposing performance than the WT and EMD [27] . Remarkably, there is inherent reconstruction error caused by white noise. Wang et al. [28] provided a novel mixed framework for multi-step wind speed forecasting, which consisted of the variational mode decomposition (VMD), wavelet neural network (WNN) and GA. According to their research, the VMD-GAWNN framework performed better performance than EEMD-GAWNN framework in wind speed prediction. Nevertheless, the proposed method showed weak in single-step wind speed forecasting. Empirical wavelet transform (EWT) was a signal decomposition technique presented by Gilles in 2013, which divided the spectrum of signal with a group of wavelet filters, reducing the generation of mode mixing and end effect effectively [29] . However, the direct use of EWT for wind speed signal preprocessing has not achieved ideal wind speed forecasting results in [12] .
In this paper, improved empirical wavelet transform (IEWT) is proposed to decompose signal of hourly wind speed, inspired from spectrum segmentation theory of EWT. A hybrid model consisting of IEWT, phase space reconstruction (PSR), LSSVM and BSA is established to achieve wind speed forecasting. First, the original wind speed signal is decomposed into four band-limited subsequences by using IEWT. Then, the PSR-LSSVM model of each subsequence is established for prediction, and BSA is employed to jointly optimize the parameters of PSR and the hyper parameters of LSSVM. Finally, the wind speed predictions are achieved by summing the forecasting result of each subsequence. Compared with LSSVM-BSA model, EMD-LSSVM-BSA model, EWT-LSSVM-BSA model and VMD-LSSVM-BSA model, the provided hybrid model exhibits better forecasting capability for wind speed prediction, which is completely validated through the real hourly wind speed signal from four representative months provided by a wind farm in Zhejiang.
The main contributions of the established hybrid model can be generalized as follows:
1) In view of the characteristics of hourly wind speed signal, a novel signal decomposition method named IEWT is proposed, which shows better wind speed decomposition performance than other popular decomposition methods.
2) Considering the chaotic characteristics of wind speed signal, PSR is applied to construct training samples.
3) The BSA is used to synthetically optimize the phase space reconstruction parameters and the hyper parameters of LSSVM model for establishing prediction model.
The remainder of this paper is arranged as follows: section 2 briefly describes the fundamental methodologies, including IEWT, PSR, LSSVM and BSA. Section 3 presents the IEWT-LSSVM-BSA hybrid model and the error indicators of wind speed prediction. The following section discusses the advantages of established model through a case study. Finally, the conclusions of this paper are presented in section 5.
II. METHODOLOGY
In the section, the related methodologies of wind speed hybrid forecasting model are described, including IEWT, PSR, LSSVM and BSA. 
A. IMPROVED EMPIRICAL WAVELET TRANSFORM (IEWT)
The EWT is a signal decomposition technique which performs spectrum partitioning by searching maxima method, and structures a group of corresponding wavelet filter. For the hourly wind speed signal, the energy is concentrated in low frequency region. Fig. 1 shows a spectrum split graph of a practical wind speed signal through EWT and the signal spectrum is normalized at [0 , π ]. It can be shown from Fig. 1 that the spectrum segmentation is four parts, and the energy concentration area of the low frequency is divided into three parts, but the bandwidth of the fourth component represents more than ninety percent of total spectrum length. Therefore, a novel signal decomposition method named IEWT is proposed in this paper, which performs spectrum partitioning according to the energy. As shown in Fig.2 , the divided four parts include the energy concentration area of low frequency, the energy prominent area of low frequency and two high frequency areas with same bandwidth. When the direct component of wind speed signal is removed, the energy proportion of the first two components is 90% and 6% respectively. For a given signal f , the energy between w 1 and w 2 is calculated by:
wheref (w) represents the spectrum of f . The four continuous intervals are denoted as n = [w n−1 , w n ], where w n is the separatrix, and N n=1 n = [0, π](N=4). Then, according to the construction method of Meyer wavelet, the empirical scaling function and the empirical wavelet function are determined, and the concrete expressions are given in (2) and (3), respectively: where γ < min n [
. EWT can be defined with the construction method of traditional wavelet transform (WT). The detail coefficients can be calculated from the inner product of signal and empirical wavelet function:
and the approximate coefficients can be calculated from the inner product of signal and empirical scaling function:
Finally, the signal can be reconstructed as:
B. PHASE SPACE RECONSTRUCTION (PSR)
The PSR is a useful method for chaotic time series analysis which was first presented in [30] . Given the embedding dimension m and the delay time τ , a time series
can be reconstructed in a high-dimensional phase space as follows:
. . .
where {y(i)} M i=1 is the phase space obtained by coordinate delay reconstruction method and M = N − mτ + 1. A forecasting model can be established through the correspondence between the phase points y(i) and the element x(i+mτ ), where i = 1, 2, ..., M − 1. When y(M ) is input to the forecasting model, the output is x (N + 1), achieving single-step forecasting. In this paper, multi-step forecasting of wind speed is achieved with recursive multi-step forecasting method and the framework of two-step prediction is shown in Fig.3 . 
C. LEAST SQUARES SUPPORT VECTOR MACHINE (LSSVM)
The LSSVM [31] is a modified algorithm of SVM, which transforms a quadratic programming problem into a linear equation solution, significantly reducing the computing process. Given a training sample set S = {(x 1 , y 1 ),(x 2 , y 2 ), · · · , (x n , y n )} and nonlinear mapping ϕ(·), the LSSVM regression model can be assumed as follows:
where w is weight vector, and b represents bias term. Based on the principle of risk minimization, the constraint problem of LSSVM is written as: Min
Such that:
where e i represents the error of observation pointsi, and γ is a regularization constant. By introducing the Lagrange multipliers α i , the above equations can be transformed into:
According to the Karush-Kuhn-Tucher condition, equation (13) is solved through partially differentiating on w, b, e i and α i . Finally, the following result can be acquired as:
Equation (14) can be expressed as a matrix equation:
By solving the above matrix equation, the LSSVM prediction model can be constructed as: where,
is the kernel function of LSSVM. The performance of LSSVM is determined by kernel function. The radial basis function which has good generalization ability and wide convergence region is utilized in this paper, and its expression is given as:
where, σ denotes the bandwidth of kernel function.
D. BIRD SWARM ALGORITHM (BSA)
The BSA [32] is a novel swarm intelligence optimization algorithm presented by Meng in 2016, which inspired from the three behaviors of birds: foraging behaviour, vigilance behaviour and flight behavior. Compared with PSO and differential evolution (DE) algorithm, BSA performs better optimization accuracy, robustness and convergence speed. The BSA is formed based on the five idealized rules as: 1) Each bird can be in foraging state or keeping vigilance, and the behavior is random.
2) When foraging, each bird can rapidly update individual best location and global best location:
where x ij is the position of the ith bird in jth dimension and t represents the number of iterations, p ij denotes the optimal previous location of the ith bird, g j is the historical optimum position of all bird in jth dimension, C and S are two positive constant, named individual cognitive coefficient and population acceleration coefficient respectively, and rand(0 , 1) represents a random numbers in (0 , 1), obeying uniform distribution.
3) while keeping vigilance, each bird will tend to move to the center of the swarm which is influenced by the interspecies competition. The updated location formula is written as:
where a 1 and a 2 are two random numbers in [0, 2] , N is the number of bird, k is a positive integer between 1 and N , mean j represents the average location of the population in jth dimension, PFit i denotes the optimum fitness value of the ith bird, sumFit is the sum of the population's optimum fitness value, and ε is the minimum constant of computer. 4) Birds will fly to other sites regularly. The bird with the maximum food will become a producer, and the one with the minimum food will become a scrounger. Other birds will randomly choose one identity between producer and scrounger. The updated position formula of producer and scrounger are presented in (22) and (23), respectively:
where randn(0, 1) represents the random numbers subjecting to standard distribution and F L (F L ∈ [0, 2]) is the following factor. 5) Producers seek food actively, and scrounger will follow a producer randomly to seek food.
The initial parameters of BSA are presented in Table 1 .
III. THE HYBRID IEWT-LSSVM-BSA MODEL
Owing to the complexity of wind speed time series, the prediction accuracy of single model is usually not satisfactory. Hence, a combination forecasting model with IEWT, PSR, LSSVM, BSA for short-term wind speed forecasting is presented in this paper. The holistic flowchart is shown in Fig.4 .
The provided wind speed prediction model is consisted of four main parts. First, the IEWT algorithm is utilized to decompose the original series into four band-limited subsequences. Second, BSA algorithm is used to seek optimal parameter combination of PSR-LSSVM model for each subsequence. Third, the PSR-LSSVM forecasting model with optimal parameter combination is founded. Finally, the final wind speed prediction value is obtained by superimposing the prediction results of each subsequence. In addition, the ultimate results are the average of 10 times wind speed prediction in order to eliminate accidental error. Three indicators are adopted to measure the wind speed forecasting performance of established hybrid model. They are the mean absolute error (MAE), the root mean square error (RMSE), and the mean absolute percentage error (MAPE). The concrete expressions are presented as:
where y i represents the actual value,ŷ i represents the predicted value, and n represents the number of test samples.
IV. CASE STUDY
The practical wind speed data of four representative months from a wind farm in Zhejiang are provided to demonstrate the validity of the established model in this section. After the average hour processing, the original wind speed time series of four months are presented in Fig. 5 . The first 600 data are chosen as training samples, and the remainders are treated as testing samples. Fig. 6 illustrates the decomposed subsequences of wind speed data from April. From Fig. 6 , the original signal is decomposed into four subsequences containing simpler frequency components. The wave of the Mode 1 from the low frequency changes mildly with no sharp peak, so it is reasonable that the low frequency energy area of hourly wind speed signal is divided into one subsequence by using the proposed IEWT method as shown in Fig.2 .
To validate the effectiveness of the presented method, five forecasting models are established including LSSVM-BSA, EMD-LSSVM-BSA, EWT-LSSVM-BSA, VMD-LSSVM-BSA and IEWT-LSSVM-BSA model. From the previous analysis, when the number of decomposition of EWT is small, the decomposition is concentrated in the low frequency VOLUME 7, 2019 region. In order to improve the decomposition performance, the number of components obtained by EMD is taken as the decomposition number of EWT in this paper. The 1st-600th sampling points in April as shown in Figs. 5 are selected as the training dataset, and the 601th-720th sampling points are chosen as the testing dataset. The mean absolute error of 12 single-step prediction is used as the fitness function of BSA. The forecasting results of four model in 1-step, 2-step, 3-step and 4-step ahead prediction are shown in Figs. 7-10 . The error comparison is presented in Table 1 , and the MAPE of five models is shown in Fig. 11 .
As presented in Table 2 and Figs.7-10, the single LSSVM forecasting model performs worse result than the hybrid models combining data pre-processing technologies. The MAPE of LSSVM-BSA in 1-step, 2-step, 3-step and 4-step forecasting are 32.98%, 42.07%, 48.26% and 77.17%. The trend of errors indicates the multi-step prediction performance of LSSVM-BSA is poor. The single-step and multistep wind speed prediction performance of the model is improved after data pretreatment. From Figs.7-10 , the IEWT-LSSVM-BSA model is more sensitive to the change of wind speed signal than the other four models, performing higher prediction accuracy at extreme points. In Table 2 , it is also found that IEWT-LSSVM-BSA yields better prediction results than EMD-LSSVM-BSA, EWT-LSSVM-BSA and VMD-LSSVM-BSA in varying degrees. The three error indexes of established hybrid model (IEWT-LSSVM-BSA) are much smaller than other prediction models. In particular, the MAPE of presented model is reduced by 10.27%, 10.05% and 13.21% compared with the EMD-LSSVM-BSA, EWT-LSSVM-BSA and the VMD-LSSVM-BSA in 1-step wind speed prediction. In 4-step prediction, the MAPE of IEWT-LSSVM-BSA is cut by 16.34%, 6.89% and 13.19% compared with the EMD-LSSVM-BSA, EWT-LSSVM-BSA and the VMD-LSSVM-BSA. From Fig. 11 , it can be clearly observed that the MAPE of IEWT-LSSVM-BSA are lower than other models in 1-step, 2-step, 3-step, 4-step ahead wind speed prediction. It is concluded that IEWT has significant advantage over EMD, EWT and VMD in data decomposing for wind speed prediction. Moreover, with the increase of prediction horizon, the prediction error rises, which is an universal law in wind speed forecasting.
In order to verify the adaptability of the IEWT-LSSVM-BSA model in other seasons, the wind speed data acquired in July, October and December are utilized to make ahead prediction. Each model is established in the same way as VOLUME 7, 2019 (IEWT-LSSVM-BSA) exhibits higher prediction accuracy than LSSVM-BSA, EMD-LSSVM-BSA, EWT-LSSVM-BSA and VMD-LSSVM-BSA model regardless of one-step or multi-step prediction in other seasons. It illustrates that the IEWT has better decomposition performance for wind speed signals from different seasons.
V. CONCLUSION
In view of the nonlinear and non-stationary of original wind speed signal, a new data pre-processing technology named IEWT is proposed in this paper. By reasonably dividing the frequency spectrum, the non-stationarity of wind speed signal is reduced effectively, and the computing scale is also decreased. Combined with IEWT, PSR, LSSVM and BSA, a novel hybrid wind speed prediction model is established. The BSA is utilized to synthetically select phase space reconstruction parameters and the hyper parameters of LSSVM model, which greatly reduces the workload and improves the forecasting accuracy. From the analysis of case, it is found that the presented hybrid model performs better results than LSSVM-BSA, EMD-LSSVM-BSA, EWT-LSSVM-BSA, VMD-LSSVM-BSA model regardless of one-step or multi-step wind speed prediction. In addition, the applicability of IEWT-LSSVM-BSA model in the four seasons have also been proved in this paper.
