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We study an initial-boundary value problem for the one-dimensional Navier-
Stokes Equation. The point-wise structure of the fundamental solution for the
initial value problem is first established. The estimate within finite Mach number
area is based on the long wave-short wave decomposition. The short wave part
describes the propagation of the singularity while the long wave part is shown
to decay exponentially. A weighted energy estimate method is applied outside
the finite Mach number area. With the Green’s identity, we are able to relate
the Green’s function for the half space problem to the full space problem. The
crucial step is to calculate the Dirichlet-Neumann map that constructs the Neu-
mann boundary data from the known Dirichlet boundary data. Here we apply
and modify the method in [23]. The full structure of the boundary data is thus
determined. Thus the Green’s function for the initial-boundary value problem is
obtained. At last, we write the representation of the solution to the nonlinear
problem which is a perturbation of a constant state by Duhamel’s principle. We
introduce a Picard’s iteration for the representation and make an ansatz assump-
tion according to the initial data given. We then verify our ansatz to obtain the
asymptotic behavior of our solution.
The sketch of this thesis are as follows: In Chapter 2 we construct the funda-
mental solution to the initial value problem. In Chapter 3 we derive the Green’s
identity and calculate the inverse Laplace transformation to obtain the Dirichlet-
Neumann map. In Chapter 4, we construct the full boundary data and get the
Green’s function. In Chapter 5, we make an application to the nonlinear problem.
Chapter 1
Introduction
The study of Navier-Stokes equations is an important area in fluid mechanics.
The interest of studying Navier-Stokes equations rises from both practically and
academically. They can be used to model the water flow in a pipe, air flow around
the wing of an aeroplane, ocean currents and maybe the weather. As a result,
the Navier-Stokes equations and their simplified forms are widely applied to help
with the design of aircraft and cars, the analysis of water pollution, the control
of blood flow and many others. They can also be used to study the magneto-
hydrodynamics if been coupled with Maxwell equations. However, the existence
and the smoothness of the solutions to the Navier-Stokes equations have not yet
been proven by the mathematicians. This fact is somehow surprising considering
the wide range of practical applications of the equations. As a result, the study
of the Navier-Stokes equations becomes one of the most popular areas of modern
mathematics.
In this thesis, We will focus on the one dimensional Navier-Stokes equations
and consider the initial-boundary value problem. There are a lot of works on
the initial value problems but the study of the problems with boundary remains
open. It is known that the Navier-Stokes equations can be used to model the
1
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compressible viscous fluid. For the one dimensional Navier-Stokes equations:






+ ρ)x = mxx.
(1.1)
where ρ and m stands for density and momentum respectively.
We consider the linearized form of (1.1):


ρt +mx = 0,
mt + ρx = mxx.
(1.2)
















 , we have the matrix form of
(1.2) as follows:
∂tF + A∂xF = B∂
2
xF. (1.3)
The fundamental solution G(x, t) for the initial value problem to the system
(1.3) is a 2× 2 matrix valued function which satisfies


∂tG(x, t) + A∂xG(x, t) = B∂
2
xG(x, t) for x ∈ R, t > 0,
G(x, 0) = δ(x)I.
(1.4)
The Green’s function G(x, y, t) for the initial-boundary value problem to the
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system (1.3) is also a 2× 2 matrix valued function which satisfies


∂tG(x, y, t) + A∂xG(x, y, t) = B∂
2
xG(x, y, t) for x > 0, t > 0,
G(x, y, 0) = δ(x− y)I,
G(0, y, t) = 0.
(1.5)
In 1940s, Courant and Friedrichs systematically studied the modeling for kinds
of fluid problems in their book Supersonic Flow and Shock Waves [4]. Many
important concepts for compressible fluids were first introduced. The authors
focused on wave interactions and shock reflections for ideal gas where the viscosity
is neglectable. Problems introduced by this books are still hot topics in the area.
The Navier-Stokes equations are to study the viscous fluid. There are some
famous books on the concepts and important problems of Naiver-Stokes equations,
like [3], [13], [29]. During the past decades, there have been some breakthrough
in the study on Navier-Stokes equations with constant viscosity coefficient. For
the initial value satisfies some "small" conditions, the global existence, uniqueness
and approximation for the solutions are well known [5], [26], [27], [28]. However,
problems with large initial data are very hard. The first important result was by
Lions [15]. Lions obtained the global existence of the weak solution by the weak
convergence method. In [7], Feireisl, Novotny and Petzeltova consider a more
general case based on Lions’ work. In addition, for initial value "small" only in
the energy space, Hoff [9, 10] derived the existence for the global weak solution.
He and Santos also studied the propagation of the singularity in [11].
In fact, only when the density and temperature stay within certain range, the
real fluid can be seen as ideal fluid where the viscosity coefficient is constant. Liu,
Xin and Yang [19] studied the Cauchy problem of Navier-Stokes equations with
viscosity depending on density, and proved its local well-posedness. In the other
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hand, it is known that Navier-Stokes equations can be derived from Boltzmann
equations by Chapman-Enskog expansion. By the expression, one can see that
the viscosity also depends on temperature.
In real life, most problems we meet, as been before mentioned, like the water
flow in a pipe, the air flow around the wing of an aircraft, are with boundary.
As a result, the study of initial-boundary value problem seems to be much more
useful practically than the initial value problem. However, so far there is not
much knowledge on the initial-boundary value problem due to it’s mathematical
difficulty.
Our goal is to study the Navier-Stokes equations with a boundary. The tradi-
tional ways for studying well-posedness always fail with a boundary existing. In
[12], Kawashima and Matsumura studied 3 types of gas dynamics equations where
the second type is the one dimensional Navier-Stokes equations. In the process of
proving the asymptotic stability result of traveling wave solutions, they applied
an elementary energy estimate method to the integrated system of the conserva-
tion form of the original one. To make this energy method work, they supposed
that the total integral of the initial disturbance to be zero. In [8], Goodman and
Xin studied the zero dissipation problem for a general system of conservation laws
with positive viscosity including the Navier-Stokes equations. In their proof, the
authors used energy estimate method as well as a matched asymptotic analysis.
However, these methods cannot be extended to problems with boundary. This is
because with L2 or L1 estimates, local information around the boundary is not
clear. Therefore, it is very difficult to combine the boundary with the internal
solution structure together.
With this thought, it is inspired that the point-wise estimate for the solutions
may help. In order to get point-wise estimate of the solutions, new methodology
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is needed. The fundamental solution was introduced by Liu in [18]. The fun-
damental solution is a solution to the original equations with δ initial data. In
[18], Liu studied the point-wise convergence rate of the perturbations of shock
waves for viscous conservation laws. It is shown that the non-zero total integral
of the perturbations gives rise to a translation of the shock front and the diffusion
waves, as well as an algebraically decaying term which measures the coupling of
waves pertaining to different characteristic families. The proof in [18] is based
on the combination of time-asymptotic expansion, construction of approximate
fundamental solution and nonlinear analysis of wave interactions. The point-wise
estimate yields optimal convergence rate of the perturbations to the shock and
the fundamental solution method is also useful for the studying of nonlinear wave
interactions.
In [21], Liu and Yu studied the fundamental solution of one dimensional Boltz-
mann equation and the large time behaviors of the solutions. The proof is based
on two types of decompositions: the particle-wave decomposition and the long
wave-short wave decomposition. The particle component is represented by singu-
lar waves while the fluidlike wave reveals the dissipative behavior which usually
can be shown by the Chapman-Enskog expansion. The long wave component
is studied by the spectrum of the Fourier transform using contour integral and
complex analysis while the short wave component is shown to be exponentially
decay. Waves outside the finite Mach number area are estimated by a weighted
energy estimate method. With combining the estimate results from the above two
different angles of decompositions, the authors have constructed the full structure
of the fundamental solution of the linearized Boltzmann equation according to a
global Maxwellian. The point-wise description of the large time behavior then be-
comes an application when the initial perturbation is not necessarily smooth. The
results obtained in [21] are significant and the two decompositions in constructing
the fundamental solution are innovative and useful. This work paves the way of
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studying the initial value problems for all kinds of nonlinear differential equations
using fundamental solution. I will apply the long wave-short wave decomposi-
tion and the weighted energy estimate method in Chapter 2 in constructing the
fundamental solution for the full space problem of one dimensional Navier-Stokes
equations.
To achieve our main goal, it is crucial to build the relationship between the so-
lutions of initial value problem and initial-boundary value problem. The Laplace
transformation is frequently used to solve kinds of initial value problems of ordi-
nary differential equations. It was first introduced to be applied to partial dif-
ferential equations by Liu and Yu in [23]. From the first Green’s identity, the
representation of the difference between the solutions to the initial value problem
and the initial-boundary value problem can be established. The only unknown
term in this representation is the boundary Neumann data. This gives rise to the
construction of the Dirichlet-Neumann map. The Dirichlet-Neumann map in the
Laplace space is achieved from the Laplace transformation and the well-posedness
of the original system. The discussion on the calculation of the inverse Laplace
transformation of the Dirichlet-Neumann map for kinds of different PDE system
remains to be the last concern for the authors in [23].
In Chapter 2, we will first construct the fundamental solution to the initial
value problem of the Navier-Stokes equations (1.4). The point-wise study of the
fundamental solution for a system with physical viscosity was first done by Zeng for
the p-system [30]. The result was then extended to a general hyperbolic-parabolic
system by Liu and Zeng [24]. Our problem can be regarded as part of the result
in [24]. However, we still have to re-do the calculation to get the explicit formula
of the fundamental solution for our system as the first step to obtain the Green’s
function of the initial-boundary value problem. The spectrum analysis in [30]
is helpful and will be briefly reviewed in Chapter 2. The detailed constructions
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are different and will encounter difficulties if we exactly followed [30]. Thus, we
also referred to the method in [21]. In our result, within the finite Mach number
area, the short wave component consists of singularity and the remaining parts
are estimated by the spectrum analysis and a contour integral. Waves outside
finite Mach number area are proved to decay exponentially by a weighted energy
estimate method. The main theorem in this chapter is as follows:
Theorem 1 There exists a positive constant C such that the fundamental solution


















The norm | · | here stands for supnorm, that is, our estimate is point-wise.
The above result gives the point-wise estimate to the fundamental solution. It
is shown that the δ-function of x variable only remains at the upper-left element
of the matrix. This is different from the fundamental solution of the Boltzmann
equation [21] or its simplified form, the Broadwell model [14]. This is because
the variables of these equations have different meaning. The variables of the
Navier-Stokes equations are thermodynamical parameters while the variables of
the Boltzmann equations or the Broadwell model indicate the wave propagations.
Moreover, our result is reasonable in the sense of the original system itself. The
first equation with respect to variable ρ is a transport equation so the δ-function
remains. The second equation has the viscosity term. From the heat equation,
we can see that the solution to the parabolic equations will not maintain the
singularity in the initial data for any t > 0.
In Chapter 3, we will first introduce some basic results on Laplace transfor-
mation and inverse Laplace transformation. We will apply the innovative method
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in [23] to construct the full boundary data which is useful in the representation
derived from the Green’s identity.
In Chapter 4, some convolution results is proved. This can be seen as the in-
teraction of the waves pertaining to different wave types. Finally the full structure
of the Green’s function to the initial-boundary value problem is derived as follows:
Theorem 2 There exists C > 0 such that
























































where j1 is a matrix of the form



































In Chapter 5, we make an application of the Green’s function to the genuine





















 ≤ ǫe−αx for










, we prove the following Theorem:











|supt→∞U(x, t)| = 0. (1.6)
Moreover, we have U(x, t)→ 0 by the rate t− 12 along the characteristic curve x = t




In this chapter, we first consider the fundamental solution to the initial value
problem (1.4). We apply the Fourier transformation to the equation (1.3). Our
main focus is to calculate the inverse Fourier transformation. We first need the
spectrum analysis as follows.
2.1 Spectrum Property
We consider the Fourier transformation of (1.3) in the x-variable
Fˆt + iηAFˆ = −η2BFˆ . (2.1)
Solve the above ODE (2.1) we have
Fˆ (η, t) = e(−iηA−η
2B)tFˆ (η, 0) = Gˆ(η, t)Fˆ (η, 0). (2.2)
The operator Gˆ(η, t) = e(−iηA−η
2B)t can be expressed as




eλj(η)tlj(η)⊗ rj(η) = eλ1(η)tP1(η)+ eλ2(η)tP2(η), (2.3)
10
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They are the zeros of
0 = det[−iηA− η2B − λI] ≡ λ2 + η2λ+ η2. (2.4)









η2 − 4). (2.5)
















































In the following sections, we will apply different methods, i.e., the complex
analysis and weighted energy method respectively to the region inside the finite
Mach number {|x| < Mt} and outside the finite Mach number {|x| ≥Mt}. Inside
the finite Mach number region, we will apply a long wave-short wave decomposition
and use complex analysis.
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2.2 Long Wave-Short Wave decomposition
Define the long wave-short wave decomposition:
G(x, t) = GL(x, t) + GS(x, t), (2.8)
where
GL(η, t) = χ(
|η|
κ
)G(η, t),GS(η, t) = (1− χ( |η|
κ
))G(η, t). (2.9)


















2.3 Long Wave estimate
For the long wave component, that is, the wave number η is small, we make
use of the analytic property of Gˆ. We need the following lemma:
Lemma 2.3.1. There exists κ0 > 0, κ1 > 0 such that for any |η| > κ0,
Re(λj(η)) < −κ1 for j = 1, 2, 3; (2.12)
and for |η| 6 κ0, the eigenvalues λj(η), j = 1, 2, 3 are analytic functions and satisfy
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the following asymptotic representations for |η| 6 κ0:


λ1(η) = −iη − 12η2 +O(1)η3,
λ2(η) = iη − 12η2 +O(1)η3;
(2.13)



























Proof Similar as in [21], the first part is consequence of the spectrum gap property
of the eigenvalues at the origin. We omit the proof of this part. We calculate the
behavior of λ for |η| ≪ 1. We make use of
√














η2 − 4) = −1
2
η(η + 2i(1− η
2
8








η2 − 4) = −1
2
η(η − 2i(1− η
2
8




The calculations for the corresponding eigenspaces are then straight forward.
Lemma 2.3.2. For 0 < κ0 ≪ 1, there exists C0(κ0) > 1 such that for any














) +O(1)e−t/C0 . (2.18)
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Proof We prove for λ1 only. Due to the similarity, the proof for λ2 are omitted. We
apply the complex contour integral to calculate the inverse Fourier transformation







Γ1 = {η : Re(η) = −κ0, 0 6 Im(η) 6 rx− t
1 + t
}, (2.20)
Γ2 = {η : −κ0 6 Re(η) 6 κ0, Im(η) = rx− t
1 + t
}, (2.21)
Γ3 = {η : Re(η) = κ0, 0 6 Im(η) 6 rx− t
1 + t
}. (2.22)
Here, we choose 0 < r < κ0/2(C0 +2). Since |x| 6 C0(κ0)(1+ t), so x−t1+t 6 C0+2.
Hence, we have r x−t
1+t































































eixη+λ1tP1dη| = O(1)e−t/C1 . (2.23)
The above lemma established the point-wise estimate of the fundamental so-
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lution for |η| small. For {κ < |η| < N} inside the finite Mach number region we
have the following:




Gˆ(η, t)eixηdη| ≤ Ce−t/c, (2.24)
where positive constants C and c depend on κ and N .




η2 − 4)} < 0 and Gˆ is an entire function.





η2 − 4)} ≤ − t
c
, (2.25)




Gˆ(η, t)eixηdη| ≤ Ce−t/c, (2.26)
where positive constants C and c depend on κ and N .
We have finished the point-wise estimate for the long wave component. The
main theorem of this section follows:
Theorem 2.3.4. Inside the finite Mach number region, we have the following















) +O(1)e−t/C , (2.27)
where N is sufficiently large and C is a positive constant.
Proof The proof is straightforward derived by the above two lemmas.
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Corollary 2.3.5. For ∂
kG
∂xk
, k ∈ N, we have the following point-wise estimate for















) +O(1)e−t/C , (2.28)
where N > 0 sufficiently large and C, c are positive constants.
Proof The interval {κ < |η| < N} is precompact, so the proof of Lemma 2.3.3
is still true for (iη)k ˆG(η, t). We can also verify the proof of Lemma 2.3.2 for
(iη)k ˆG(η, t) similarly.
2.4 Short Wave estimate









































following two lemmas respectively.
Lemma 2.4.1. Let fˆ(η) be the Fourier transformed function of f(x) for variable
η = α + iβ with |β| < ǫ and ǫ > 0 be any fixed number. If fˆ(η) has weighted
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L2(R)− bound as follows:
∫
R
(|η|2 + 1)|fˆ(η)|2dα ≤ K, (2.31)
then f(x) satisfies |f(x)| ≤ Ce−|x|/c where C and c are positive constants.




f(x)e−i(α+iβ)xdx = fˆ(α + iβ) =
∫
R
f(x)eβxe−iαxdx = Fˆ (α). (2.32)



























The above two equality and the assumption (2.31) show that:
∫
R
|f(x)eβx|2 + |f ′(x)eβx|2dx ≤ K, (2.35)
for any β satisfying |β| < ǫ. Hence, by the Sobolev embedding theorem, we have
|f(x)| ≤ Ce−|x|/c for some positive constants C and c.







dη| ≤ C, (2.36)
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where C is a positive constant.


























Hence, | ∫|η|>N eixη 1ηdη| is bounded by some constant C.
Theorem 2.4.3. For N > 0 sufficiently large, we have the point-wise estimate of









)eixηdη| ≤ Ce−t + Ce−t−|x|/c, (2.39)
where C and c are positive constants.










(|η|2 + 1)| 1
η2
|dα ≤ C. (2.40)


















 eixηdη| ≤ Ce−|x|/c. (2.41)
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 eixηdη|+Ce−|x|/c ≤ C+Ce−|x|/c.
(2.42)
This shows the point-wise estimate for the short wave component.
Corollary 2.4.4. For ∂
kG
∂xk
, k = 1, 2, we have the following point-wise estimate for




















]eixηdη| ≤ Ce−t +Ce−t−|x|/c,
(2.43)
for some constants C and c.




















By the same method above, we can prove this corollary.
2.5 Waves outside finite Mach number area
We will use a weighted energy estimate in this section to obtain the point-
wise structure of the fundamental solution Gˆ in the region outside the finite Mach
number {|x| ≥ 2t}.
The initial data for the fundamental solution Gˆ is δ(x)I where I is the 2× 2
identity matrix. Therefore, in order to obtain the point-wise estimate for G, we
CHAPTER 2. THE FUNDAMENTAL SOLUTION 20
need to consider for the case with initial data (ρ0, m0) = (δ(x), 0) and initial data
(ρ0, m0) = (0, δ(x)) respectively. We will deal with the case (ρ0, m0) = (δ(x), 0) in
this section. The proof for the other case is similar. Rewrite the original system
as follows:
ρt +mx = 0, (2.45)
mt + ρx −mxx = 0. (2.46)
Introduce new variable ρ˜ = ρ− e−tδ(x) and m˜ = m, we have
ρ˜t + m˜x = −e−tδ(x), (2.47)
m˜t + ρ˜x − m˜xx = e−tδ′(x). (2.48)
We multiply an exponential growth term eα(x−
3
2
t) to ρ · (2.47) and m · (2.48) re-
spectively and integrate them over {|x| > 5
4
t} with respect to the x variable. Here
the coefficient α is chosen to be positive and small, that is, 0 < δ ≪ 1. The
























t)m˜ρ˜x − eα(|x|− 32 t)m˜m˜xxdx = 0. (2.50)


























In order to get the weighted energy estimate, we use integration by parts for the
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This term would be controlled by the arithmetic mean inequality. For the last
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where C is some positive constant. By the smallness of α, we have α
2
− α2 > 0.
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t)dx ≤ K. (2.55)













t)dx ≤ K. (2.56)




t)|ρ˜|, eα(|x|− 32 t)|m˜| ≤ K, (2.57)
on {|x| > 5
4
















As a result, we have
|ρ˜|, |m˜| ≤ Ce−(|x|+t)/c, (2.59)
for some constants C and c.
2.6 Conclusion
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where C and c are constants. For outside the finite Mach number region {|x| > 2t},
we have
|G(x, t)| ≤ Ce−(|x|+t)/c,




From this chapter, we start to consider the problem with the presence of bound-
ary. We will construct Green’s function for the initial-boundary value problem
based on the fundamental solution for the initial value problem. We make use
of the property of the backward fundamental solution in our construction. We
first introduce the definition of the backward fundamental solution and prove its
equivalence to the normal forward fundamental solution in the next section.
3.1 The forward equation and the backward equa-
tion
We recall the definition of the forward fundamental equation first.
The fundamental solution G(x, t) for the initial value problem to the system
(1.3) is a 2× 2 matrix valued function which satisfies


∂tG(x, t) + A∂xG(x, t) = B∂
2
xG(x, t) for x ∈ R, t > 0,
G(x, 0) = δ(x)I.
(3.1)
25
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To differentiate from the backward fundamental solution introduced in this sec-
tion, we call the above forward fundamental solution. The equation satisfied
by the forward fundamental solution is called the forward equation.
We introduce the backward fundamental solution GB as follows:
Definition 3.1.1. The backward fundamental solution GB(x − y, t − τ) for
the initial value problem to the system (1.3) is a 2×2 matrix valued function which
satisfies the backward equation:


−∂τGB(x− y, t− τ)− ∂yGB(x− y, t− τ)A− ∂2yGB(x− y, t− τ)B = 0 for τ ∈ (0, t),
GB(x− y, 0) = δ(x− y)I.
(3.2)
We will show the equivalence of the forward fundamental solution and the
backward fundamental solution.
Lemma 3.1.2. The backward fundamental solution and the forward fundamental
solution are equal.
Proof We consider the solution of the following initial value problem:


∂tg(x, t) + A∂xg(x, t)− B∂2xg(x, t) = 0,
g(x, 0) = g0(x).
(3.3)
Left multiply it with the backward fundamental solution GB(x − y, t − τ) and






B(x− y, t− τ)(∂τg(y, τ) + A∂yg(y, τ)−B∂2yg(y, τ))dydτ = 0. (3.4)
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B(x− y, t− τ)g(y, τ)dydτ.
























B(x− y, t− τ)Ag(y, τ)dydτ.













































B(x− y, t− τ)Bg(y, τ)dydτ.
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By the definition of the backward fundamental solution, we have
−∂τGB(x− y, t− τ)− ∂yGB(x− y, t− τ)A− ∂yyGB(x− y, t− τ)B = 0.




















B(x− y, t− τ)Bg(y, τ)dydτ = 0.





B(x− y, t)g0(y)dy. (3.5)
Now, take g0(y) = δ(y), from the definition of g(x, t), we have
g(x, t) = G(x, t).
On the other hand, since g0(y) = δ(y), (3.5) yields:
g(x, t) = GB(x, t).
Hence, the forward fundamental solution and the backward fundamental solution
are equal.
Since the forward and backward fundamental solution are equivalent, in the
following we will denote them uniquely as G(x, t).
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3.2 The Green’s Identity
The main objective of this and the next chapter is to study the behavior of
the difference between the solutions to the initial value problem and the initial-
boundary value problem. We denote the Green’s function to the initial-boundary
value problem G(x, y, t) as: G(x, y, t) = G(x − y, t) + H(x, y, t), where G(x, t)
is the fundamental solution to the initial value problem which is obtained in the
previous chapter. Therefore, we have the following equations for H :


∂tH(x, y, t) + A∂xH(x, y, t) = B∂
2
xH(x, y, t), x, t > 0
H(x, y, 0) = 0,
H(0, y, t) = −G(−y, t).
(3.6)






G(x− z, t− τ)(∂τH(z, y, τ) + A∂zH(z, y, τ)− B∂2zH(z, y, τ))dzdτ = 0.
(3.7)


















δ(x− z)H(z, y, t)dz −
∫ ∞
0






∂τG(x− z, t− τ)H(z, y, τ)dzdτ





∂τG(x− z, t− τ)H(z, y, τ)dzdτ.
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∂zG(x− z, t− τ)AH(z, y, τ)dzdτ.





























G(x, t− τ)B∂zH(0, y, τ)dτ +
∫ t
0










G(x, t− τ)B∂xH(0, y, τ)dτ −
∫ t
0










G(x, t− τ)B∂xH(0, y, τ)dτ +
∫ t
0






∂zzG(x− z, t− τ)BH(z, y, τ)dzdτ.
Since G(x− z, t− τ) satisfies the backward equation (3.2),
−∂τG(x− z, t− τ)− ∂zG(x− z, t− τ)A− ∂zzG(x− z, t− τ)B = 0. (3.8)
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Therefore, we have the following representation for H(x, y, t)
H(x, y, t) =
∫ t
0
G(x, t−τ)AH(0, y, τ)−G(x, t−τ)B∂xH(0, y, τ)−∂xG(x, t−τ)BH(0, y, τ)dτ.
(3.9)
In the above representation of H(x, y, t), the only term unknown is the Neu-
mann boundary data ∂xH(0, y, τ). As a result, it would be great if we can construct
the Neumann boundary data from the given Dirichlet boundary data H(0, y, τ).
We will apply Laplace transformation and inverse Laplace transformation to
construct a Dirichlet-Neumann map in the following sections. We will first in-
troduce some basic properties for the Laplace transformation and inverse Laplace
transformation in the next section.
3.3 Laplace transformation and inverse Laplace trans-
formation
In order to calculate the Dirichlet-Neumann map, we first introduce the def-
inition and some properties of the Laplace transformation and inverse Laplace
transformation.
Definition 3.3.1. For any function f(t), t > 0, the Laplace transformation of
f(t) is defined to be a function F (s), by




Definition 3.3.2. For function V (x, t), t > 0, x > 0, the Laplace transforma-
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tion of V (x, t) over variable t is defined by
L[V ](x, s) =
∫ ∞
0
e−stV (x, t)dt, (3.11)
and the Laplace transformation of V (x, t) over variable t and x is defined by
J[V ](ξ, s) =
∫ ∞
0
e−ξxL[V ](x, s)dx. (3.12)




] = sF (s)− f(0). (3.13)











f(t)dt = −f(0) + sF (s). (3.14)




] = s2F (s)− sf(0)− f ′(0). (3.15)
















dt = −f ′(0) + sL[df
dt
]. (3.16)
Substitute in the result for L[df
dt
] from the previous Lemma, we proved (3.15).
Definition 3.3.5. For function F (s), the inverse Laplace transformation or
Bromwich integral of F (s) is defined to be a function f(t), by the following
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complex integral








where γ is a real number so that the contour path of integration is in the region of
convergence of F (s).
Lemma 3.3.6. Let F (s) = 1√
s
, then
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Lemma 3.3.7. Let F (s) be convergent in the region {Re(s) > 0}, and the Bromwich
integral f(t) exists, then the inverse Laplace transformation of F (s + K), K > 0










estF (s)ds = e−Ktf(t). (3.20)






Lemma 3.3.8. Let F (s) = s, then









g(t− τ)f(τ)dτ ≡ f(t) ∗ g(t). (3.22)
3.4 Dirichlet-Neumann map
In this section, we will construct the Dirichlet-Neumann map, that is, to
write the representation of the Neumann boundary data in terms of the Dirichlet
boundary data. For notation simplicity in calculation, in this section, we denote
ρ(0, y, t) ≡ ρb, ρx(0, y, t) ≡ ρx, m(0, y, t) ≡ mb, mx(0, y, t) ≡ mx. We have the
following representation for the Neumann data mx in terms of mb:
Theorem 3.4.1. The Nuemann boundary data mx(0, y, t) can be represented in
terms of the Dirichelt boundary data m(0, y, t) as follows:





t− τ ∂τm(0, y, τ)dτ. (3.23)
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Proof We calculate the Laplace transformation for each equation of system (1.2)
for both x and t variable, apply Lemma 3.3.3, Lemma 3.3.4 and denote V˜ ≡ J[V ]:
sρ˜+ ξm˜ = m˜b, (3.24)
sm˜+ ξρ˜ = ρ˜b + ξ
2m˜− m˜x − ξm˜b, (3.25)
where ρ˜b = ρ˜(0, y, s), m˜b = m˜(0, y, s), and m˜x = m˜x(0, y, s). Moreover, calculate
the Laplace transformation of the first equation of system (1.2) for t variable, and
take value at x = 0:
sL[ρb] + L[mx] = 0, (3.26)
Apply Laplace transformation to (3.26) for x variable:
sρ˜b = −m˜x. (3.27)
Combine (3.24), (3.25) and (3.27) together, we have:
[(s + 1)ξ2 − s2]m˜ = (s+ 1)(m˜x + ξm˜b). (3.28)
Hence,
m˜ =
(s+ 1)(m˜x + ξm˜b)





Solve ξ2 − s2
(s+1)





ξ2 = − s√
s+ 1
, (3.31)
Hence, we can write down the representation formula for m:
L[m] = eξ1xF1 + e
ξ2xF2 = 0, (3.32)
CHAPTER 3. THE DIRICHLET-NEUMANN MAP 37
where
F1 = Resξ=ξ1m˜ =
m˜x + ξ1m˜b
ξ1 − ξ2 , (3.33)
F2 = Resξ=ξ2m˜ =
m˜x + ξ2m˜b
ξ2 − ξ1 , (3.34)
Therefore, by the well-posedness of P.D.E., for the positive solution ξ1, we have
F1 = 0, (3.35)
that is
m˜x + ξ1m˜b = 0. (3.36)
Therefore,
m˜x = − s√
s+ 1
m˜b. (3.37)
Apply the inverse Laplace transformation with respect to x, we have
L(mx) = − s√
s+ 1
L(mb). (3.38)
Hence, it would be sufficient if we are able to obtain the inverse Laplace transfor-
mation for − s√
s+1















Therefore, by Lemma 3.3.9,
mx = −L−1( 1√
s+ 1
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The above relationship is called Dirichlet-Neumann map. We will construct the
Green’s function for the initial-boundary value problem based on this relationship
in the next coming Chapter.
Chapter 4
The Green’s function
In this chapter, we will derive the exact estimate of the Green’s function
G(x, y, t) for the initial-boundary value problem to the linearized Navier-Stokes
equations (1.5). We recall the representation of H(x, y, t) which is the difference
of the Green’s function for the initial-boundary value problem G(x, y, t) and the
fundamental solution for the initial value problem G(x− y, t):
H(x, y, t) =
∫ t
0
G(x, t−τ)AH(0, y, τ)−G(x, t−τ)BHx(0, y, τ)−Gx(x, t−τ)BH(0, y, τ)dτ.
(4.1)
From the above representation, to construct the full boundary data from the
known boundary data becomes our first step.
4.1 A Priori Estimate on the Neumann boundary
data Hx(0, y, t)
Lemma 4.1.1. For any variable x > 0 and constant c1 > 0, there exists constants
c2, c3 > 0, such that
xe−c1x 6 c2e−c3x. (4.2)
39
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Proof There exists constant c2 > 0, such that
x 6 c2e










The following two lemmas are on the estimate of the derivative of heat kernel
and exponential decay term.



















































































e−(|x|+t)/C 6 O(1)e−(|x|+t)/C . (4.9)
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Lemma 4.1.4.











) +O(1)e−(|y|+t)/C . (4.10)
Proof This can be derived directly from Theorem 1 and replace x by −y from
the definition of Hb(y, t) = H(0, y, t) = −G(−y, t).
The following two lemmas are on the convolution of exponential decay term
with heat kernel and exponential decay term.
Lemma 4.1.5. There exists C2 > 0, such that
e−(|x|+t)/C ∗ e−t/C1 ≡
∫ t
0
e−(|x|+s)/C · e−(t−s)/C1ds 6 O(1)e−(|x|+t)/C2 . (4.11)





























e−(|x|+s)/C · 1ds 6 e−|x|/C · e−t/2C . (4.14)





















CHAPTER 4. THE GREEN’S FUNCTION 42
Proof We consider λ > 0 first. Without loss of generality, we suppose C > λ2C1.
































































































1 + t− s · e
−s/C1ds 6 O(1)e−(|x|+t)/C2.
(4.16)













1 + t− s · e
−s/C1ds 6 O(1)e−(|x|+t)/C2 . (4.18)
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Combining the above lemmas together, we have the following a priori estimate
theorem on Neumann data:
Theorem 4.1.7. There exists C > 0, such that











) +O(1)e−(|y|+t)/C . (4.19)
Proof The representation for |mx(0, y, t)| is from the Dirichlet-Neumann map
Theorem 3.4.1. Combining with the above Lemma 4.1.2 to Lemma 4.1.6 which
estimate the derivative, initial data and convolution, we proved this theorem.
From next section, we are able to see that only |mx(0, y, t)| is useful in the
estimate of H(x, y, t). Hence we finished the estimate of Hx(0, y, t).
4.2 Estimate on H(x, y, t)
In this section, we will calculate the point-wise estimate on H(x, y, t) using the
representation (4.1). We need the following lemma for the convolution of the heat
kernel.
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t− s − 2λx+ λ
2(t− s) + y
2
1 + s







− 2λ(x+ y) + λ2(1 + t) + (t− s)
2x2 + (1 + s)2y2











(x+ y − λt)2
2C0t
.
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Other calculations for the convolution are similar. Hence we proved this lemma.
Now we can prove the main result of this Chapter as follow:
Theorem 4.2.3. There exists C > 0 such that
H(x, y, t) = j1(y, t)δ(x) + j2(x, t)δ(−y) + j3(x, y, t), (4.23)
where j1 is a matrix of the form

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and j3(x, y, t) is a matrix satisfy


















































Proof We first calculate
∫ t
0
G(x, t− τ)AH(0, y, τ)dτ = −
∫ t
0
G(x, t− τ)AG(−y, τ)dτ. (4.26)
By the structure of the fundamental solution, we have














































where I1 and I3 denote the part include the δ-function.














































 = 0. (4.31)
Therefore, ∫ t
0
I1(x, t− τ)AI3(−y, τ)dτ = 0, (4.32)































we have, ∫ t
0
I1(x, t− τ)AI4(−y, τ)dτ = h1(y, t)δ(x)M1, (4.35)
and ∫ t
0
I2(x, t− τ)AI3(−y, τ)dτ = h2(y, t)δ(−y)M2, (4.36)
where for some constant C > 0
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For the remaining term, we have
∫ t
0




















































We then calculate the second term
∫ t
0
G(x, t− τ)BHx(0, y, τ)dτ, (4.39)
where













































 = 0, (4.43)
we have ∫ t
0
I1(x, t− τ)BHx(0, y, τ)dτ = 0. (4.44)











































We note that there is no singularity δ(x), δ(−y) or δ(x)δ(−y) in the above
representation. Moreover, the only required Neumann boundary data in this es-
timate is the derivative of the momentum mx which is calculated in the previous

























































At last, we estimate the third term
∫ t
0
Gx(x, t− τ)BH(0, y, τ)dτ = −
∫ t
0
Gx(x, t− τ)BG(−y, τ)dτ (4.47)
Similar as in the proof of Lemma 4.1.2 and Lemma 4.1.3, we have the following
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estimate for Gx(x, t),



























 in the representation, there will be no




















































































Combined the above estimates together, we proved this Theorem. It is then
natural to write down the representation of the Green’s function G(x, y, t) of the
initial-boundary value problem as in Theorem 2 based on the above Theorem and
the fundamental solution G(x, t) derived in Chapter 2.
In the next coming Chapter, we will make use of the structure of the Green’s
G(x, y, t) of the initial-boundary value problem to study the asymptotic behavior
of the general nonlinear problem.
Chapter 5
The nonlinear problem
In this Chapter, we will study the following initial-boundary value problem:






+ ρ)x = mxx,
ρ(0, t) = 1, m(0, t) = 0,
ρ(x, 0) = 1 + ǫe−αx, m(x, 0) = ǫe−αx
(5.1)
where ρ andm stands for density and momentum respectively, x, t ≥ 0, ǫ and α are
positive constants, ǫ≪ 1 sufficiently small and α < 1. We note that the boundary
data is fixed at the reference state (ρ,m) = (1, 0) while the initial data is a small
perturbation of the reference state (ρ,m) = (1, 0). Therefore, its linearization at
the reference state (ρ,m) = (1, 0) is (1.2). Let ρˆ = ρ − 1, mˆ = m, then (5.1)
becomes 





+ ρˆ)x = mˆxx,
ρˆ(0, t) = mˆ(0, t) = 0,
ρˆ(x, 0) = ǫe−αx, mˆ(x, 0) = ǫe−αx
(5.2)
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 , we have the
matrix form of (5.2) as follows:


∂tU + A∂xU − B∂2xU = −N,
U(0, t) = 0,
U(x, 0) = U0(x) = ǫe
−αx.
(5.3)
With the help of the Green’s function derived in the previous Chapter, we
are able to obtain the point-wise estimate and the asymptotic behavior for the
solution U . Before we write out the explicit representation of the solution U with
respect to the Green’s function, initial data and the nonlinear term, we first need
to introduce the backward Green’s function.
5.1 Green’s function: backward and forward, and
their equivalence
We first recall the definition of the (forward) Green’s function. The Green’s
function G(x, y, t) for the initial-boundary value problem to the system (1.3) is a
2× 2 matrix valued function which satisfies


∂tG(x, y, t) + A∂xG(x, y, t) = B∂
2
xG(x, y, t) for x > 0, t > 0,
G(0, y, t) = 0,
G(x, y, 0) = δ(x− y)I.
(5.4)
Correspondingly, we introduce the backward Green’s function GB as follows:
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Definition 5.1.1. The backward Green’s function GB(x, y, t − τ) for the
initial-boundary value problem to the system (1.3) is a 2×2 matrix valued function
which satisfies the backward equation:


−∂τGB(x, y, t− τ)− ∂yGB(x, y, t− τ)A− ∂2yGB(x, y, t− τ)B = 0 for τ ∈ (0, t),
GB(x, 0, t) = 0,
GB(x, y, 0) = δ(x− y)I.
(5.5)
We will then show the equivalence of the forward Green’s function and the
backward Green’s function.
Lemma 5.1.2. The backward Green’s function and the forward Green’s function
are equal.
Proof For the first equation of (5.4), we left multiply it with the backward Green’s





GB(x, z, t− τ)(∂τG(z, y, τ) + A∂zG(z, y, τ)−B∂2zG(z, y, τ))dzdτ = 0.
(5.6)



















δ(x− z)G(z, y, t)dz −
∫ ∞
−∞







B(x, z, t− τ)G(z, y, τ)dzdτ






B(x, z, t− τ)G(z, y, τ)dzdτ.
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B(x, z, t− τ)AG(z, y, τ)dzdτ,
































































B(x, z, t− τ)BG(z, y, τ)dzdτ.
In the above calculation, we make use of the boundary data of the backward
Green’s function GB(x, 0, t− τ) = 0 in the third equal and the boundary data of
the forward Green’s function G(0, y, τ) = 0 in the sixth equal. By the definition
of the backward Green’s function, we have
−∂τGB(x, z, t− τ)− ∂zGB(x, z, t− τ)A− ∂2zGB(x, z, t− τ)B = 0.





















B(x, z, t− τ)BG(z, y, τ)dzdτ = 0.
Hence, (5.6) reduced to
G(x, y, t)−GB(x, y, t) = 0. (5.7)
So we have that the forward Green’s function and the backward Green’s function
are equal.
Since the forward and backward Green’s function are equivalent, in the follow-
ing we will denote them uniquely as G(x, y, t).
5.2 Duhamel’s Principle: The representation of
the solution
In order to study the original nonlinear problem, we first transfer the original
differential equation to an integral equation. The solution is then represented by
an integration in terms of the Green’s function, initial data and the nonlinear term.
This process is so called the Duhamel’s Principle. We will show the derivation of
the representation as follows.
The solution U(x, t) of the nonlinear initial-boundary value problem (5.3) sat-
isfies
∂tU + A∂xU −B∂2xU = −N. (5.8)
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Left multiply the above equation with the Green’s function G(x, y, t) and in-





G(x, y, t− τ)(∂τU(y, τ) +A∂yU(y, τ)−B∂2zU(y, τ) +N)dydτ = 0. (5.9)


















δ(x− y)U(y, t)dy −
∫ ∞
0















∂τG(x, y, t− τ)U(y, τ)dydτ.





























∂yG(x, y, t− τ)AU(y, τ)dydτ.
In the above estimate, we make use of the boundary condition U(0, τ) = 0. For























































∂2yG(x, y, t− τ)BU(y, τ)dydτ.
In the above estimate, we make use of the boundary condition G(x, 0, t − τ) of
the backward Green’s function in the third equal and the boundary condition
U(0, τ) = 0 of the nonlinear equation in the sixth equal. Since G(x, y, t − τ)
satisfies the backward equation (5.5),
−∂τGB(x, y, t− τ)− ∂yGB(x, y, t− τ)A− ∂2yGB(x, y, t− τ)B = 0.









G(x, y, t− τ)N(y, τ)dydτ. (5.10)
This representation is an integral equation because the nonlinear term N is
a function on the solution U . We will first estimate the first integration in the
next section. Based on this estimate result, we make an ansatz assumption for the
solution. We then prove our ansatz assumption by calculating the second double
integration.
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5.3 Estimate regarding to the initial data
We estimate the integration of the Green’s function with the initial data∫∞
0
G(x, y, t)U0(y)dy in this section, where U0(y) = ǫe
−αy. Recall the representa-
tion of the Green’s function G(x, y, t):

























































= J1 + J2 + J3 + J4 + J5 + J6 + J7 + J8,
where j1 is a matrix of the form



































We will estimate for Ji, i = 1, · · · , 8 term by term. We will use some constants
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Di instead of O(1) in the calculation to make the structure more clear. For J1,
∫ ∞
0























For J2, ∫ ∞
0




For x, t > 0,
∫∞
0
j1(y, t)U0(y)dy is a function on t and δ(x) = 0. Therefore,
∫ ∞
0
J2(x, y, t)U0(y)dy = 0.
For J3, ∫ ∞
0





















where the estimate of b1(x, t) and b2(x, t) are given in the above representation of




















where D3 > 0 is some constant.
For the estimate on J4 and J5, we need the following Lemma:
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Proof In order to do the above estimate, we consider 3 cases: 0 < x < t, t ≤ x <
2t and x ≥ 2t. For 0 < x < t, we have


















































For the first term of above,
|x− y − t| > 1
2
|x− t|,
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For the first term, the calculation for the case t ≤ x < 2t still works. For the


















dy ≤ O(1)e−α(x−t)2 ≤ O(1)e−α(x+t)6 .
Combined the above 3 cases together, we proved this lemma.
The integration for the other heat kernel terms in J4 and J5 are similar as
shown in Lemma 5.3.1.
For the rest term e−(|x−y|+t)/C , we have
∫ ∞
0
e−|x−y|/C · e−αydy =
∫ x
0
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Without loss of generality, we let α > 1/C. Therefore,
∫ ∞
0
e−|x−y|/C · e−αydy ≤ xe−x/C +O(1)e−αx ≤ O(1)e−x/C1, (5.12)
for some C1 > 0.
By Lemma 5.3.1 and (5.12), we conclude
∫ ∞
0






where C1, D4 > 0 are some constants.
For J6, we have
∫ ∞
0






























































J7(x, y, t)U0(y)dy = O(1)ǫe
−x/C−αt.
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The calculation for J8 is straightforward,
∫ ∞
0




e−y/C−αydy = O(1)ǫe−x/C−t/C .
Now, we conclude the main Theorem of this section as follows:
Theorem 5.3.2. The solution to the following initial-boundary value problem


∂tU + A∂xU −B∂2xU = 0, x, t > 0
U(0, t) = 0,










where D > 0 is a universal constant.
We finished the estimate of the first integration of (5.10). In the next section,
we will introduce a Picard’s iteration for the integral equation (5.10). We first
make an ansatz assumption based on the above estimate (5.14), then we verify
our ansatz assumption by the Picard’s iteration.
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5.4 Proof of the main result













G(x, y, t− τ)(−N(U(l−1)))dydτ, for l ≥ 1.
(5.15)
From last section, we have






where D > 0 is a universal constant. We make our ansatz assumption to be






That is, for all l ≥ 1, if






we are going to verify from the second equation of (5.15) that


















For the Green’s function G(x, y, t − τ), we still apply the separation as in the
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last section that G(x, y, t − τ) = ∑ Ji, i = 1, · · · , 8. We calculate the double









































































 dydτ = 0.
For the remaining terms, since there is no singularity in them, we apply an
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Ji(x, y, t− τ)( mˆ
2(y, τ)





Ji(x, y, t− τ) mˆ
2(y, τ)






(Ji)y(x, y, t− τ) mˆ
2(y, τ)





Ji(x, 0, t− τ) mˆ
2(0, τ)






(Ji)y(x, y, t− τ) mˆ
2(y, τ)







(Ji)y(x, y, t− τ) mˆ
2(y, τ)
1 + ρˆ(y, τ)
dydτ.
We make use of the boundary condition mˆ(0, τ) = 0 in the above integration.

















where C1 > C is a constant and can be taken slightly larger than C, that is, we
can choose C1 =
5
4
C. And similar as in Lemma 4.1.3, we have
| ∂
∂y






























for ǫ sufficiently small.
For the universal constant C in the Green’s function, we can choose D > 2C
in our ansatz assumption. For the estimate on J4 and J5, we need the following
Lemmas:
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1 + t− τ · e
−2α(y+τ)/Ddydτ.
The proof is then similar with the proof of Lemma 5.3.1.





















































We make use of the inequality:
(x− y − (t− s))2















































































The integration for the other heat kernel terms in J4 and J5 are dominated by
the integrations in Lemma 5.4.1 and 5.4.2.





e−(|x−y|+t−τ)/C · e−2α(y+τ)/Ddydτ ≤ O(1)e−α(x+t)/D,







(J4(x, y, t) + J5(x, y, t))N






where D1 > 0 is some constant.
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where D2 > 0 is a constant and we choose D > 2C > C as in the above case.



































1+t−τ is dominated by







∗dydτ | ≤ D3ǫ2e−α(x+t)/D,
where D3 > 0 is a constant.




















where D4 > 0 is a constant.












Choose our ǫ sufficiently small such that (D1 + D2 + D3 +D4)ǫ
2 ≤ Dǫ, then we
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verified our ansatz assumption. We conclude the whole section as the following
Theorem.
Theorem 5.4.3. The solution to the initial-boundary value problem (5.3) satisfies






where D > 0 is a universal constant.
From this Theorem, we conclude that the perturbation U(x, t) tends to zero
when the time t tends to infinity. Since our estimate is point-wise, we also obtained
the decay rate. For the wave component along the characteristic curve x = t, the
decay rate is t−
1
2 . Other wave components are exponentially decaying with respect
to t.
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