Fluctuation of groundwater levels around the world is an important theme in hydrological research. Rising water demand, faulty irrigation practices, mismanagement of soil and uncontrolled exploitation of aquifers are some of the reasons why groundwater levels are fluctuating. In order to effectively manage groundwater resources, it is important to have accurate readings and forecasts of groundwater levels. Due to the uncertain and complex nature of groundwater systems, the development of soft computing techniques (data-driven models) in the field of hydrology has significant potential. This study employs two soft computing techniques, namely, extreme learning machine (ELM) and support vector machine (SVM) to forecast groundwater levels at two observation wells located in Canada. A monthly data set of eight years from 2006 to 2014 consisting of both hydrological and meteorological parameters (rainfall, temperature, evapotranspiration and groundwater level) was used for the comparative study of the models. These variables were used in various combinations for univariate and multivariate analysis of the models. The study demonstrates that the proposed ELM model has better forecasting ability compared to the SVM model for monthly groundwater level forecasting.
INTRODUCTION
Groundwater is an important source of freshwater worldwide and has a variety of domestic, industrial, and agricultural applications. It plays an integral role in supporting various types of ecosystems, particularly in arid climates [LI et al. 2014; PÉREZ-MARTIN et al. 2014; TODD, MAYS 2005] . This finite resource is often overexploited, resulting in dangerously low levels of groundwater around the world. As such, it is becoming increasingly important to improve the management of groundwater. MOHANTY et al. [2013] suggest that an overall groundwater management strategy depends on various factors, including availability of accurate information, financial support, policy framing and implementation. However, another key component of groundwater management is being able to forecast groundwater levels with a high degree of accuracy. The precise prediction of groundwater levels can help policymakers resolve the best approach to groundwater management problems [EMAMGHOLIZADEH et al. 2014] .
Modelling of groundwater levels depends on various hydro-meteorological parameters; therefore, physically-based models have often been the preferred method to capture the complex and dynamic hydrogeological phenomena. However, insufficient amounts of accurate hydrogeological data as well as a lack of accuracy during data collection and preprocessing are common issues that arise when using physically-based models, particularly in underdeveloped and developing countries. This study investigates the suitability of extreme learning machines to forecast groundwater levels.
PREVIOUS RESEARCH
In the past decade, various studies have investigated the advantages and disadvantages of conceptual-based models. Subsequently, their performance has been compared with data-driven models such as artificial neural networks (ANN) [DALIAKOPOULOS 2005; MASKEY et al. 2000; MOHAMMADI 2008; MOHANTY et al. 2013] . A comparative study suggests that conceptual-based models require many parameters for calibration and have large computation times. In practice, however, poor model performance and associated uncertainties of such models can be attributed to data collection cost and time as well as inaccessibility of sites [KIM et al. 2005] . Data-driven models are able to develop interrelationships between input-output variables and generalize complex phenomena with high accuracy and minimal computation time [PLATT 1999] . ADAMOWSKI and CHAN [2011] brought attention to the relative importance of numerical models (for capturing the complex underlying processes) and data-driven models (for accurate prediction with a limited data set) when modelling a particular site.
Recently, the use of artificial intelligence (AI) approaches such as genetic programming (GP), artificial neural networks (ANN), and support vector machines (SVM) for use in water resources problems has gained popularity. GP has been successfully used in many water management problems and researchers have concluded that GP simulation equations decrease computational effort by using common simulation packages that can yield results with acceptable accuracy [FALLAH-MEHDIPOUR et al. 2013; 2014; RABU-NAL et al. 2007; SAVIC et al. 1999] . ANNs have been successfully used in many fields and are capable of describing highly nonlinear and complex hydrological processes. The ANN approach to groundwater level prediction has been successfully applied by many researchers [ALMASRI, KALUARACHCHI 2005; BANER-JEE et al. 2009; EMAMGHOLIZADEH et al. 2014; MO-HANTY et al. 2013; SETHI et al. 2010; SREEKANTH et al. 2009; YOON et al. 2007] .
The basis of support vector machines was developed by VAPNIK [1995] . The SVM approach overcomes common problems associated with ANNs (local minimum and the network over fitting) as it is based on structural risk minimization (SRM) instead of the empirical risk minimization (ERM) concept of ANNs. This new concept in SVM has two unique features, including excellent generalization capability and sparse representation, resulting in a superior forecasting model when compared to traditional datadriven models. Furthermore, the SVM solution is always unique and global as its implementation requires the solution of a convex quadratic constrained optimization problem [SCHÖLKOPF, SMOLA 2002] . The application of SVM in water resources problems is recent and has been found to be more efficient than the traditional soft computing techniques [BEHZAD et al. 2009; SAFAVI, ESMIKHANI 2013; SURYANARAYANA et al. 2014; TRIPATHI et al. 2006] . Although SVM has been used successfully in many fields of research, its output depends on the choice of employing a suitable kernel function and its parameters. The hyper parameters of SVM are heuristic and generally selected by a trial and error process which can be time consuming. HUANG et al. [2004] proposed a data-driven algorithm for a single-layer feed forward neural network (SLFN) known as extreme learning machine (ELM) which significantly reduces the computational time required for training a neural network. Studies using ELM have yielded very fast learning times with good generalization performance due to the fact that the ELM simplifies the entire training process [HUANG et al. 2004; LIANG et al. 2006; MOHAMMADI et al. 2015a, b; SHAMSHIRBAND et al. 2015a, b] . A recent study by HUANG et al. [2015] further showed that the ELM algorithm overcomes the problem of slow learning speed associated with traditional methods such as the back-propagation method and yields a better performance due to its ability to obtain the smallest training error and norm of weight. Thus, the ELM algorithm has gained popularity in various scientific fields such as the forecasting of coal mine water inrush [ZHAO et al. 2013] , non-stationary time series prediction [WANG, HAN 2014] , estimation of monsoon rainfall [ACHARYA et al. 2014] , estimation of wind speed distribution , and sales forecasting [SUN et al. 2008] . However, few studies exist that explore the predictive ability of ELM for groundwater level forecasting. NURHAYATI et al. [2013] conducted a study to test the use of ELM for forecasting groundwater levels on tidal lowlands in Indonesia. In this study, backward propagation ANN (BPANN) was used for validation, and the results showed that the training result and the groundwater prediction using ELM yielded better results than BPANN methods.
The focus of the present study is to explore the suitability of the ELM method to forecast monthly groundwater levels. The performance of ELM is further compared and validated using SVM, which has been found by many researchers to be superior to other methods such as ANN GP and neuro-fuzzy models [BEHZAD et al. 2009; HE et al. 2014; PRADHAN 2013; SAFAVI, ESMIKHANI 2013; SURYANARAYANA et al. 2014; YOON et al. 2011] . The goal of this comparative study is to test the use of ELM and SVM models to forecast groundwater levels at two on-site well locations with a one-month lead time.
To achieve the aforementioned goals, consideration is given to the following four different types of input parameters: mean monthly groundwater level (h), mean monthly temperature (T), monthly evapotranspiration (ET) and monthly precipitation (P). The performance assessment is conducted via three broadly utilized statistical indicators to attain reliable results.
METHODS

SUPPORT VECTOR MACHINE (SVM)
VAPNIK [1995] proposed a kernel-based algorithm as an SVM based on the Vapnik-Chervonenkis (VC) theory, which is now considered to be one of the leading techniques for pattern classification and function approximation. SVM can be used for applications in diverse scientific fields due to the fact that it has good generalization ability, is less prone to overfitting, and it allows for simultaneous minimization of estimation errors. SVMs use kernel functions that make the original inputs linearly separable in a mapped high dimensional feature space [QU, ZUO 2010] .
However, the main advantage of SVM is that it not only has the strength of ANN, but at the same time it can overcome some of the widely discussed deficiencies associated with ANN [ASCE… 2000] . In SVM, the threshold of the network and the final set of optimal weights can be interpreted, unlike ANN where the threshold of the network and the final set of optimal weight cannot be interpreted. The network training in ANN is time-consuming and a multidimensional input structure provides more tunable parameters, unlike SVM, where an optimal structure is the solution of the quadratic optimization problem and the number of tunable parameters does not increase with the size of input variables. DIBIKE et al. [2001] suggested that SVM is more efficient than ANN in dealing with a multi-dimensional input.
The SVM equations are formulated as per Vapnik's theory, that if {(I 1 , T 1 ), …, (I N , T N )} are assumed as the given training data sets, where I k ∈ R n refers to the space of input variable, T k ∈ R refers to the space of target value and N represents the length of the training data. The linear regression of SVM is estimated by solving [VAPNIK 1995] Eq. (1):
where w denotes weight vector, b is a bias, C represents the regularization constant, ε is the error tolerance range of the function, and ξ, ξ * are the slack variables. The schematic representation of SVM is depicted in Figure 1 . 
EXTREME LEARNING MACHINE (ELM)
To overcome the deficiencies of traditional soft computing techniques, HUANG et al. [2004] proposed a simple three-layer structure algorithm, ELM. In the ELM structure the input weight (connection between input layer and hidden layer) and the bias values (in the hidden layer) are randomly generated. ELM analytically calculates the output weight matrix between hidden layers and output layers through a simple generalized inverse operation of the hidden layer output matrix. Generally, ELM has interpolation capability and universal approximation capability , making ELM a promising time series prediction tool. Mathematically, ELM can be formulated as a function with L hidden nodes and N training samples, as follows :
n represents the bias of the ith hidden node, g(·) denotes the approximation function (sigmoid), w i ∈ ℜ n is the output weight matrix and y j ∈ ℜ denotes the simulated output of ELM. In the ELM algorithm, the input weight and bias are randomly chosen at the initial stage. Equation (2) can be written compactly in the form : 
Matrix A is called the hidden layer output matrix of ELM [HUANG et al. 2011] ; the ith column of A is the ith hidden node's output vector with respect to inputs x 1 , x 2 , …, x N and the jth row of A is the output vector of the hidden layer with respect to input x j . If the ELM model with L hidden nodes is able to learn these N training samples with no residuals, w can be predicted, such that [HUANG et al. 2011] :
where t j represents the target output. Eq. (3) can be further expressed as:
where
, is the target vector. The random selection of and convert Eq. (4) into a linear parameter system such that the minimum norm least squares solution of the linear parameter system can further be written as [HUANG et al. 2011] :
where A † is the Moore-Penrose generalized inverse of the hidden layer output matrix A. In practice, A † is calculated using the singular value decomposition (SVD), and then the non-zero singular values construct the output weights. However, when L and N are large, the computation complexity of the SVD decomposition impacts the learning speed of ELM immensely. The architecture of ELM is given in Figure 2 . 
STUDY AREA
The locations selected for this study are in British Columbia, Canada (Fig. 3) . In the study area, approximately 1 million people are estimated to use groundwater supplied by hundreds of aquifers across the region. The study site is highly hydro-climatically complex, and hydrological parameters like precipitation, temperature, humidity are closely related to physical changes in the Pacific Ocean (i.e. currents, salinity, etc. Climate change also has an impact on various hydrological variables such as temperature, precipitation, evapotranspiration, and ultimately, runoff [AL-LEN et al. 2014] . Changes to these variables also have a large impact on the groundwater recharge system. Moreover, at many sites, significant inter-annual variability in water levels is expected to have occurred due to natural and/or anthropogenic causes which can threaten water supplies for domestic consumption, hydroelectric generation and irrigation.
The well network in British Columbia was established for monitoring of groundwater levels over time in areas of high human use. The information on groundwater level fluctuations helps in understanding the aquifer properties, patterns of human use and climatic conditions of the area [GURDAK et al. 2009 ]. The well network in the study area has 119 groundwater level observation wells of which 78% have a stable or increasing water level, 9% have a large rate of decline (greater than 10 cm·y -1 ), and 13% show a moderate rate of decline (3 to 10 cm·y -1 ) [Ministry of Environment undated] .
In this study, two sites which show a decline rate greater than 10 cm·y -1 in the water level were se-lected. These wells are established in areas of human settlement, and collect data automatically to provide an understanding of how specific aquifers are replenished and how ongoing use is affecting water availability. The selected wells are part of an area where well density is very high and which represents a significant part of the aquifer. Well 262 covers the western part of the aquifer and well 303 covers the eastern part. The input parameters used in this study are monthly total rainfall (P), mean monthly temperature (T), monthly evapotranspiration (ET) and monthly average groundwater level (h). The information on precipitation and temperature was obtained from the Government of Canada [undated] , whereas the evapotranspiration data was obtained from a non-profit association [Farmwest undated] . Furthermore, the data of groundwater levels from January 2006 to December 2014 were obtained online from Environment Canada's database.
MODEL DEVELOPMENT PARAMETRIC ANALYSIS
In most of the previous studies conducted, a combination of input parameters was selected at random and the final parameters were obtained after a number of simulations. This study analyses the impact of individual input parameters on the accuracy of groundwater level forecasts. The methodology is based on the monthly lead time as it encompasses the long-term trend, which is fundamental to the resolution of many complex problems regarding the availability and sustainability of groundwater. Extensive amounts of monthly data are required to assess many different properties including: the effect of climate variability, monitoring and management of regional aquifer development, effects of groundwater withdrawals and other hydrologic stresses on groundwater availability, land subsidence, changes in groundwater quality, and surface water-groundwater interaction.
The ELM models are developed by considering groundwater levels for the current month (h t ) and previous month (h t-1 ) while the other meteorological parameters (P t , T t , ET t ) are taken only for the current month. In the case of SVM, the input structure consists of groundwater levels for the current month (h t ) and previous month (h t-1 ) and meteorological parameters (P t , T t , ET t ) for the current month as well as the values (P t-1 , T t-1 , ET t-1 ) of the previous month.
DEVELOPMENT OF ELM MODELS
The ELM models for groundwater level prediction for both wells (W262 and W303) are developed using the MATLAB R2014a program which is used for both a univariate and multivariate analysis. The data set from January 2006 to December 2012 is used for training the model, while the data set from January 2013 to December 2014 is used for testing the developed ELM. The monthly data for all input variables are normalized in the range of (-1, +1), keeping target values in the original form for ELM. In the case of the univariate analysis, only the past groundwater level data (h) is used as an input to the developed model, while in the multivariate analysis four variables (P, T, ET, and h) in various combinations are used as input data. In the development phase, the past data of each variable is considered from time lag t to t -4 month (current month to four previous months) on the basis of the developed correlation between the original and lagged data. The best ELM model is the model with an optimal number of hidden neurons (50 for both the wells) with highest values of statistical indicators among the various model input combinations and is developed for both the observation wells.
DEVELOPMENT OF SVM MODELS
LIBSVM toolbox [CHANG, LIN 2011] with MATLAB R2014a program is used for the development of the SVM models to forecast groundwater levels. The accuracy of the SVM model and its generalization ability depends on the selection of suitable kernels and its parameters. In this study, several SVM models for different input structures are developed and for each model, the kernel function (Radial Basis Function) is kept constant, while the model parameters (regularization constant, C; insensitive loss function, ε; and parameter of radial basis function, γ) are estimated by a trial and error method. The parameters C, ε, and γ for the best SVM model are estimated as 1.67, 0.38, 0.86 (for W262) and 1.44, 0.38, 0.018 (for W303), respectively. The developed SVM models utilized all input parameters (P, T, ET, and h) in different combinations with a time lag starting from the current month (t) to the previous four months (t -4 ). The best SVM model is the model with suitable kernel function, optimized model parameters (C, ε and γ), and the highest values of statistical indicators among the various model input combinations.
MODEL PERFORMANCE EVALUATION
The performance of the developed models is evaluated using several widely used statistical tests. The coefficient of determination (R 2 ) indicates the degree of correlation between two variables. It is a measure of how well the model is able to develop a relationship between observed and predicted variables. R 2 is given as: 
where in all three equations, n is the number of data, h is the groundwater level (m) and the subscripts o and p denote the observed and predicted values, respectively.
RESULTS AND DISCUSSION
In this research work, an ELM model is employed to predict monthly groundwater level. To demonstrate the merit of the developed ELM model, its prediction performance is evaluated by providing comparisons with the SVM model. To assess the performance of the developed ELM and SVM models, a statistical comparison between the predicted and measured values of groundwater levels is performed using the statistical indicators: coefficient of determination (R 2 ), root mean square error (RMSE) and Nash-Sutcliffe efficiency criterion (NS).
The developed ELM and SVM models are evaluated by using different combinations of more correlated input variables (Table 1) . For both study sites (W262 and W303), ELM models are more accurate in predicting the groundwater levels up to one month ahead compared to the SVM models. In the case of W262, the best ELM model for one month ahead prediction (h t+1 ) has input variables of {h t , h t-1 } where h t+1 is the average groundwater level one month ahead, h t is the groundwater level of the current month, and h t-1 is the groundwater level of the previous month. However, in the case of W303, the best ELM model is achieved when the current month temperature (T t ) is also included. The best SVM model for W262 is obtained when the average groundwater level (h) and monthly precipitation (P) are considered, and the input set is given as {h t , h t-1 , P t , P t-1 }, where P t is the total precipitation of the current month and P t-1 is the total precipitation of the previous month. For W303, the best SVM model is achieved when the average temperature of the current month, T t and average temperature of the previous month, T t-1 are included. Thus, the input set for the models is given as {h t , h t-1 , P t , P t-1 , T t , T t-1 }. Moreover, for W303, groundwater levels were significantly impacted by seasonal variability in temperature as heavy snowfall during the winter lead to increased groundwater recharge as the snow melted. Explanations: R 2 = determination coefficient, RMSE = root mean square error, NS = Nash-Sutcliffe efficiency criterion, h t = groundwater level for the current month, h t-1 = groundwater level for the previous month, P t = precipitation for the current month, P t-1 = precipitation for the previous month, T t = temperature for the current month, T t-1 = temperature for the previous month, ET t = evapotranspiration for the current month, ET t-1 = evapotranspiration for the previous month. Source: own study.
The statistical analysis for both sites is presented in Table 2 . The best ELM models for the W262 and W303 sites have testing RMSE values of 0.053 m and 0.502 m, respectively, and are superior to the best SVM models with values of 0.074 m and 0.637 m, respectively. Lower RMSE values indicate that the best ELM model can successfully generalize the complex system close to the observed data. This argument is further supported by the general statistics given in Table 3 . The best ELM model for W262 and W303 has R 2 values in the testing phase of 0.901 and 0.862, respectively, and simulates better than the best SVM model with R 2 values of 0.845 and 0.788 respectively. Similarly, the best ELM model for W262 and W303 has a Nash efficiency of 0.885 and 0.860, respectively, and performs better than the best SVM model, which has a Nash efficiency of 0.782 and 0.775, respectively. The higher R 2 and Nash efficiency values indicate that the ELM model has a greater ability to predict and generalize complex nonlinear systems when compared to the best SVM model for both wells. Likewise, Table 3 presents the comparison between the prediction ability of ELM and SVM for W262 and W303. The best SVM model overestimates the target values for both wells, while the best ELM model simulates the target output closer to the observed groundwater level at both locations.
To graphically analyse the capability of the developed ELM and SVM models for the two wells, the predicted values are plotted against the measured data. Figure 4 compares observed and predicted groundwater levels in the testing phase at W262 for the best ELM and SVM models. overestimates the target values for both wells, while the best ELM model simulates the target output closer to the observed groundwater level at both locations. Further, the line of best fit of predicted groundwater level by ELM and SVM against the measured data for the testing phase are illustrated, respectively, in Figures 6 and 7 for W262 and W303. The plots clearly show that SVM overestimates/underestimates many points for both the wells and ELM predicts the groundwater level with a lower degree of overestimation/underestimation. It is also observed that the ELM model is able to capture the underlying dynamics of groundwater level variations and predicts the lower and higher groundwater level values closely to observed values. In the case of SVM, lower values of groundwater level are estimated accurately, however the higher groundwater level values are overestimated significantly.
The overestimation/underestimation of the target output by the ELM/SVM can be explained by the fact that the simulation ability of data-based models directly depends on input data. The selected input structure may not be providing the sufficient information to the model and hence the prediction accuracy is low. The magnification of error in the predicted groundwater level values can also be attributed to the structural shortcomings of the data-based models. SVM performance depends on the proper selection of hyper parameters, which are selected via a trial and error method. Likewise, the activation function (sigmoid) in ELM can have a somewhat unstable performance if the random numbers are not selected properly. 
CONCLUSION
This study evaluated the ability of a new extreme learning machine method to predict monthly groundwater levels. Two observation wells (W262 and W303) located in British Columbia, Canada were studied. Hydrological and meteorological parameters for both sites were used in various input structures for the comparison study between SVM and ELM soft computing methods. The parametric analysis indicated that past groundwater level data are very important for accurate predictions, however, the selection of other parameters depends on the location of the study site. The numerical and graphical analyses indicate that the ELM algorithm is capable of more precise monthly forecasts of groundwater levels and displays its superiority over SVM models. Future research efforts should be directed towards using ELM models to predict groundwater levels at different lead times and at different geographical locations with varying physical characteristics. Forecasting groundwater levels with greater lead times will help policymakers to achieve better groundwater management planning. Predicted groundwater level, m
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