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Abstract 
Reported in this thesis is a data-driven anomaly detection method for structural 
health monitoring which is based on the utilization of temperature-induced variations.  
Structural anomaly detection should be able to identify meaningful changes in 
measurements which are due to structural abnormal behaviour. Because, the 
temperature-induced variations and structural abnormalities may produce significant 
misinterpretations, the development of solutions to identify a structural anomaly, 
accounting for temperature influence, from measurements, is a critical procedure to 
support structural maintenance.  
A temperature-driven anomaly detection method is proposed, that introduces the 
idea of blind source separation for extracting thermal response and for further anomaly 
detection. Two thermal feature extraction methods are employed corresponding to the 
classification of underdetermined and overdetermined methods. The underdetermined 
method has the three phases of: (a) mode decomposition by utilising Empirical Mode 
Decomposition or Ensemble Empirical Mode Decomposition; (b) data reduction by 
performing Principal Component Analysis (PCA); (c) blind separation by applying 
Independent Component Analysis (ICA). The overdetermined method has the two 
stages of the pre-indication according to PCA and the blind separation by the devotion 
of ICA. Based on the extracted thermal response, the temperature-driven anomaly 
detection method is later developed in combination with the four methodologies of: 
Moving Principal Component Analysis (MPCA); Robust Regression Analysis (RRA); 
One-Class Support Vector Machine (OCSVM); Artificial Neural Network (ANN). 
Therefore, the proposed temperature-driven anomaly detection methods are designed 
as Td-MPCA, Td-RRA, Td-OCSVM, and Td-ANN.  
 vi 
 
 
 
 
 
 
 
 
The proposed thermal feature extraction methods and temperature-driven anomaly 
detection methods have been investigated in the context of three case studies. The first 
case is a numerical truss bridge with simulated material stiffness reduction to create 
levels of damage. The second case is a purpose constructed truss bridge in the 
Structures Lab at the University of Warwick. The third case study is Ricciolo curved 
viaduct in Switzerland. Two primary findings can be confirmed from the evaluation 
results of these three case studies. Firstly, temperature-induced variations can conceal 
damage information in measurements. Secondly, the detection abilities of 
temperature-driven methods, which are Td-MPCA, Td-RRA, Td-OCSVM, and Td-
ANN, for disclosing slight anomalies in time are more efficient when compared with 
the current anomaly detection method, which are MPCA, RRA, OCSVM, and ANN. 
The unique features of the author’s proposed temperature-driven anomaly 
detection method can be highlighted as follows: (a) it is a data-driven method for 
extracting features from an unknown structural system. In another word, the prior 
knowledge of the structural in-service conditions and physical models are not 
necessary; (b) it is the first time that blind source separation approaches and relative 
algorithms have been successfully employed for extracting temperature-induced 
responses; (c) it is a new approach to reliably assess the capability of using 
temperature-induced responses for anomaly detection. 
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CHAPTER 1 INTRODUCTION 
he safety and serviceability of engineered structures, e.g., bridges, buildings, 
and tunnels, consistently attracts multi-disciplinary attention because of its 
crucial importance for civilized society. The health monitoring of infrastructures has 
therefore become the ultimate goals of academic and engineering societies (Xu & Xia, 
2012). Structural Health Monitoring (SHM) has subsequently been developed and 
implemented to provide an in-time and long-term monitoring solution. This chapter 
first introduces the concept of Structural Health Monitoring with its objectives and 
applications in engineering disciplines. The research motivation and objectives are 
subsequently provided, followed by a short description of the thesis scope, as shown 
in Figure 1.1.  
Chapter 1 Introduction
1.1 Structural Health 
Monitoring
1.1.1 Structural Identification
1.1.2 Damage Identification
1.2 Research motivation 
and objectives
1.3 Thesis outline
 
Figure 1.1. Organization of Chapter 1. 
1.1 Structural Health Monitoring 
The definition of Structural Health Monitoring (SHM) can vary, but the most 
accepted definition is that SHM is the process of employing advanced computer-aided 
techniques for the implementation of structural identification and damage 
identification (Worden & Dulieu-Barton, 2004; Brownjohn, 2007; Farrar & Worden, 
T 
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2007). The implicit concept of SHM is different from traditional monitoring 
techniques, for example, Non-Destructive Testing (NDT). NDT, also known as Non-
Destructive Evaluation (NDE), is a highly effective tool for damage detection and 
severity check (Worden & Dulieu-Barton, 2004; Dwivedi et al., 2018), while SHM 
identifies damage based on monitoring continuously signals from installed sensors 
(Farrar & Worden, 2007). The widely known hierarchical scheme of an SHM system 
includes three sub-systems, which are described in Figure 1.2. 
Data Interpretation System
Data Acquisition System
Decision Making System
Guide structure inspection and maintenance
Detect structural damage or anomaly
Monitor structural response and condition
Structural 
Health 
Monitoring 
System
 
Figure 1.2. Strategy of Structural Health Monitoring System 
According to the American Society of Civil Engineers estimation in 2005, 
approximately 40% of in-service structures in the US are defective, and an investment 
of over $1.6 trillion is required for maintenance and imperative actions (Xu & Xia, 
2012). According to a most recent report conducted by the ASCE, 9.1% of bridges in 
the US are structurally deficient, and bridges’ average lives are 8 years less than 
designed expectation (American Society of Civil Engineers, 2017). Moreover, the 
civil structures can be compromised during their service lives by various degradations, 
for example, concrete cracking, steel fatigue, and environmental corrosion, etc. 
To provide a better understanding of mechanical characteristics and better support 
to the design and construction period, the SHM system is designed as a sufficient tool 
to track structural conditions and to assess in-service performance. Four main purposes 
of SHM are summarized as to: (a) provide an update on bridge condition during the 
construction stage; (b) monitor structural operational performance under real loading 
conditions; (c) detect damage or deterioration; (d) give guidelines for management of 
maintenance activities. Moreover, with a SHM system installed and performing 
successfully, economic benefits can be achieved in the long term. For example, 
Comisu et al. (2017) described an integrated bridge monitoring system and its 
potential economic benefits in Romania in 2016. These researchers concluded that the 
  Chapter 1 Introduction 
3 
 
inspection and maintenance cost can be reduced by 25%, and the overall lifetime cost 
of the bridges could be reduced by 10%.  
Proved as a dependable technique, SHM has been implemented in numerous 
disciplines, for example, aircraft (Diamanti & Soutis, 2010; Malere & Santos, 2013; 
Qiu et al., 2017; Medeiros et al., 2018; Sun et al., 2018), buildings (Ivorra & Pallarés, 
2006; Li et al., 2016; Valinejadshoubi et al., 2016; Su et al., 2017; Tsogka et al., 2017; 
Ubertini et al., 2017; Azzara et al., 2018), and bridges (Ko & Ni, 2005; Wong, 2007; 
Koo et al., 2013; Yarnold et al., 2015; Comisu et al., 2017; Huang et al., 2017; Yang 
et al., 2018). For applications of SHM in the twentieth century, the reader can refer to 
the contributions of Sohn et al. (2003) and Brownjohn (2007).  
 
 
(a). Aircraft reprinted from (Diamanti & 
Soutis, 2010) 
(b). Canton tower reprinted from (Su et 
al., 2017) 
  
(c). Tamar Bridge reprinted from (Cross 
et al., 2013) 
(d). Aged building reprinted from 
(Azzara et al., 2018) 
Figure 1.3. Examples of SHM implementations 
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1.1.1 Structural Identification (St-Id) 
Another parallel concept is Structural Identification (St-Id), which can be treated 
as the specific application of SHM in civil structures. According to American Society 
of Civil Engineers (ASCE) (2013), St-Id uses measured responses to create/update a 
structural physics-based model for the purpose of performance assessment and 
decision-making. Figure 1.4 displays the systematic strategy of St-Id, which was 
summarized by ASCE (2013) and contains six stages of: (1) objectives, observation 
and conceptualization; (a) measurement, visualization and a priori modelling; (3) 
controlled experimentation; (4) data processing and feature extraction; (5) selection 
and calibration of physics-based models; (6) utilization of models for decision-making.  
 
Figure 1.4. Six steps of St-Id 
Comparing with the SHM scheme that is displayed in Figure 1.2, the first three 
steps, i.e. (1)-(3), of St-Id correspond to the data acquisition system of SHM, while 
steps (4) and (5) are the data interpretation system in SHM. The step (6) of St-Id is 
same as the last stage of SHM, which is the decision-making step.  
This Ph.D. research is focusing on the data interpretation stage of SHM or the data 
processing and feature extraction, i.e. step (4), of St-Id.  
1.1.2 Damage Identification 
In civil-structural engineering, the term ‘damage’ can be defined as the appearance 
of changes in an infrastructure that affect its structural performance adversely (Farrar 
& Worden, 2007). Therefore, the task of damage identification is to recognise the 
abnormal data, which is different in some respect from the data collected during the 
reference period. The reference period is defined as a certain database that the target 
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structure assumes as an initial or undamaged state. The initial hierarchical structure of 
damage identification was first proposed by Rytter (1993), as shown in Figure 1.5. 
This includes four stages of damage detection to identify the existence of anomalies, 
damage localisation to locate the damage position, damage prediction to evaluate the 
damage conditions, and damage assessment to predicate the damage influence. Later, 
Worden and Dulieu-Barton (2004) suggested the addition of one more level, damage 
classification, to identify the type of the damage, after damage localisation and before 
damage assessment.  
 
Figure 1.5. Scheme of structural identification  
1.2 Research motivation and objectives 
To assess the structural condition and damage detection, the SHM system has to 
analyse the structural response of interest. However, structures are exposed to complex 
actions that are time varying. Thermal loadings, together with structural loadings and 
other loading types, can also change the structural characteristics. For example, Sohn 
(2007) has offered a comprehensive summary of previous findings to show that 
temperature does affect structural properties, such as material properties (Wood, 1992), 
structural boundary conditions (Moorty & Roeder, 1992), modal properties (Peeters 
& De Roeck, 2001; Deraemaeker et al., 2008), and natural frequencies (Ubertini et al., 
2017).  
The inevitable challenges introduced by environmental parameters cannot be 
ignored in the real-life SHM applications (Hu et al., 2017), because the damage-
induced variations can sometimes be masked by changes due to environmental or 
operating conditions (Zhao, 2015; Nguyen et al., 2016). To identify the real abnormal 
variations by considering temperature effects, numerous studies were conducted for 
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this Ph.D. thesis. The main aim of the research is to develop a temperature-driven 
anomaly detection method for SHM, which is described in Figure 1.6 with several 
core scientific concerns. 
Measurements
Thermal feature 
extraction
Anomaly detection
Core scientific concerns
• Which kind of measurements are consider, dynamic or 
static response?
• How to extract the thermal response from collected data?
• How to detect anomalies from extracted thermal response?
• Is the temperature-driven method improving anomaly 
detection in any aspect?
 
Figure 1.6. Temperature-driven method paradigm with scientific concerns 
Considering the scientific concerns and main aim, the following tasks are 
summarized for this work: 
• Benchmark and provide a state-of-the-art research report for the 
anomaly detection that focuses on cases considering temperature variations. 
• Propose thermal feature extraction methods based on Blind Source 
Separation (BSS) and utilize the extracted thermal responses for damage 
detection.  
• Validate the proposed temperature-driven anomaly detection method 
with a simulated truss bridge case study, an experimental truss bridge case 
study, and an in-situ bridge case study.  
1.3 Thesis outline 
This thesis is divided into seven chapters, as follows:  
Chapter 2 presents a literature review on data interpretation methods in the form 
of a review of current researches on temperature variations. 
Chapter 3 elucidates the proposed thermal feature extraction methods, designated 
as underdetermined and overdetermined methods. The essential core idea, Blind 
Source Separation (BSS), is introduced in this chapter, followed by a description of 
the algorithms involved. 
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Chapter 4 investigates the proposed thermal feature extraction methods using 
results from a numerical truss model and a laboratory truss experiment. 
Chapter 5 outlines the theories behind temperature-driven anomaly detection 
methods, including Temperature-driven Moving Principal Component Analysis (Td-
MPCA), Temperature-driven Robust Regression Analysis (Td-RRA), Temperature-
driven One-class Support Vector Machine (Td-OCSVM), and Temperature-driven 
Artificial Neural Network (Td-ANN).  
Chapter 6 presents three case studies, including a numerical truss model, the 
laboratory truss bridge, and Ricciolo curved viaduct in Switzerland, for evaluating the 
potential capability of temperature-driven methods to detect anomalies. The 
performance of the temperature-driven methods, i.e. Td-MPCA, Td-RRA, Td-
OCSVM, and Td-ANN, are also evaluated against the performance of methods 
without temperature-driven process, i.e. MPCA, RRA, SVM, and ANN.  
Chapter 7 is for the Concluding Remarks with an explanation of the new 
contributions’ limitations and the author’s recommendations for future research in this 
area.  
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CHAPTER 2 LITERATURE REVIEW 
he purpose of this research is to develop a data-driven anomaly detection 
method accounting for temperature effects. Therefore, this chapter firstly 
review the data interpretation methods for the purpose of feature extraction and the 
novelty detection for Structural Health Monitoring (SHM) or Structural Identification 
(St-Id), including physics-based and non-physics-based methods. After that, the effect 
of temperature variations in a SHM system is reviewed with previous solutions dealing 
with temperature-induced variations. Those solutions can be classified into two 
clusters, elimination and utilization. The proposed temperature-driven anomaly 
detection method is based on the idea of utilization, but the novelty factor is this 
research is extracting thermal response directly and blindly from measurements. 
Therefore, the last part of this chapter is reviewing all adopted methodologies involved 
in the proposed methods, which are based on non-physics-based technologies. The 
temperature-driven anomaly detection method is consisted by two major parts, which 
are thermal feature extraction and anomalous behaviours detection. The thermal 
feature extraction employs Blind Source Separation (BSS), Independent Component 
Analysis (ICA), Empirical Mode Decomposition (EMD), Ensemble Empirical Mode 
Decomposition (EEMD), and Principal Component Analysis (PCA), while anomaly 
detection employs Moving Principal Component Analysis (MPCA), RRA, One-Class 
Support Vector Machine (OCSVM), and Artificial Neural Network (ANN). The 
organization of this chapter can be found in Figure 2.1.  
T 
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Chapter 2 Literature Review
2.2 
Temperature 
effects 
overview
2.1 Data 
Interpretation 
Method
2.3 Temperature-driven 
anomaly detection method
Data 
driven 
methods
Model 
based 
methods
Thermal feature 
extraction
Anomaly 
detection
BSS
ICA
EMD
EEMD
PCA
MPCA
RRA
OCSVM
ANN
Solution
Elimination
Utilization
Overview
 
Figure 2.1. Organization of Chapter 2 
2.1 Data interpretation of SHM 
Variations in structural responses reflect an adverse effect on structural integrity 
(Van Buren et al., 2017). Commonly, the structural condition is inferred and assessed 
from changes between physical measurements and numerical predictions from finite 
element (FE) model (Chang et al., 2003). However, FE models are not compulsory for 
damage detection. Hence, the method for anomaly detection can be divided into the 
two streams of physics-based models and direct data interpretation. The detailed 
distinction can refer to American Society of Civil Engineers (2013). For physics-based 
structural identification to succeed, an accurate FE model of the real problem is the 
key in the whole process. This approach has the weakness that the model uncertainty 
arises at any time from any procedure. For example, an FE model constructed from 
engineering drawings cannot truly reflect the actual structure’s performance. One 
difference is that the assumed constant mechanical properties cannot be implemented 
and guaranteed for the in-situ structure due to geometrical uncertainties and inherent 
material uncertainties. A second difference is that the perfect modelled joints and 
connections from design drawings cannot simulate the real physical situation. 
Furthermore, the discrepancy between the real structure and the one designed is 
inevitable, owing to the practicalities of on-site construction (Chang et al., 2003). To 
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add to the complexity of solving the problem, it is a major research challenge to predict 
with confidence all of the evolving patterns of real actions that might happen once the 
bridge is in use (Inaudi, 2010). 
The dynamic test and static test are normally employed to investigate the structural 
condition as complementary parts (Doebling et al., 1996; Ni et al., 2011). Marefat et 
al. (2004) proposed the load rating factor to assess the plain concrete arch bridge 
strength, according to the collecting data from the dynamic and static test. Ozden 
Caglayan et al. (2012) then utilized this dynamic and static test results during service 
condition to refine the bridge model and to assess the bridge strength by utilizing the 
load rating factor, which is proposed by Marefat et al. (2004). Dynamic properties, i.e. 
modal frequencies, modal damping and mode shapes, have received considerable 
attention in damage or fault detection (Doebling et al., 1996; MAIA et al., 2003; 
Sazonov & Klinkhachorn, 2005; Jin, Cho, et al., 2015). The static test has a long 
tradition in civil engineering, as well as the static structural response, which is the 
easiest access type of data, i.e. strain and displacement. Inaudi (2010) describes a 
complete static structural health system with detailed steps and things that engineers 
should take into account while designing a SHM system for a bridge. Ni et al. (2011) 
used the in-service monitored strain response to evaluate the bridge deck condition of 
Tsing Ma Bridge. Nguyen et al. (2016) used the monitoring displacement data to 
detect cutting damage on concrete and utilized the first and second derivative of 
displacement to locate the cutting place on the concrete, as the cutting position 
supposed to be the point with maximum slope variation. However, the limitation is 
manifest, firstly, the location is just a rough location, as it is not the exact location of 
the cutting place. Secondly, if the damage occurred in a symmetrical position along 
the bridge or there have some uniformly distributed small cracks, it is difficult to use 
a deflection line or their derivatives to detect or locate the damage. Li et al. (2015) 
proposed to use strain gauges constructed as a Wheatstone bridge to measure the 
relative displacement between two locations. This idea is then used to measure the 
relative movements between the concrete deck and steel grid in a concrete-steel 
composite bridge (Li & Hao, 2015). Li and Hao then used continuous wavelet 
transform and Hilbert-Huang Transform to investigate relative displacement data, and 
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they compare the capability of relative displacement as the damage indicator with the 
normal structural response, i.e. acceleration and displacement. 
2.2 Temperature effects overview 
As previously introduced in CHAPTER 1, the impact of environmental parameters 
can strongly affect the results of damage identification, because environmental 
variations can induce significant cyclic features in measurements (Sohn, 2007; Cross 
et al., 2012; Xia et al., 2013; Su et al., 2017) and distinctly influence system reliability 
(Catbas et al., 2008).  
Numerous research papers and reports have demonstrated the inevitable impact 
due to temperature variations in structural response. For example, Helmicki et al. 
(1999) reported that temperature drives many more stresses than traffic. Meanwhile, 
Catbas et al. (2008) observed from one year of monitoring data that the temperature-
induced strain can be ten times the traffic-induced strain. Moreover, Cross et al. (2013) 
analysed the temperature and train loads effect on modal properties in both daily and 
seasonal aspects, while Guo et al. (2015) evaluated their dominant contributions to the 
cumulative displacement of a bridge’s expansion joints. For buildings, the research on 
the large-span gymnasium in China also demonstrated that the environmental 
influence, especially temperature, obstacles for structural reliability assessment and 
highly efficient long-term health monitoring (Li et al., 2016). Ubertini et al. (2017) 
and Azzara et al. (2018) also assessed the environmental influences on the modal 
characteristics of aged masonry constructions. For bridges, Westgate (2012) studied 
the temperature effect on structural natural frequencies of Tsing Ma Bridge. Nguyen 
et al. (2016) pointed out that the stiffness of asphalt and bearings can be influenced by 
solar irradiation which then affects static test results. From the observation of  Hu et 
al. (2017), the crack and inclination of a monitored bridge are heavily affected by 
seasonal temperature parameters. Moreover, the performance of ultrasound, as an 
efficient Non-Destructive Testing (NDT) tool to detect damage, is also strongly 
influenced by the temperature parameter, because the thermal feature can change 
propagation speed and transducer performance heavily (Herdovics & Cegla, 2018).  
Ideally, detecting changes in structural response can refer to an abnormal condition 
in the structural. However, the temperature variations can induce a distinct thermal 
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effect, which may be much more evident than the structural damage’s effect (Chang 
et al., 2003; Yarnold et al., 2012). Therefore, in real-life application, the temperature-
induced consequence should be considered and interpreted first to reliably identify 
structural conditions. To cope with the thermal impact issues, the principal efforts have 
been devoted to the following two solutions, elimination or utilization.  
2.2.1 Elimination of temperature effect 
Cluster analysis is an efficient solution to eliminate the temperature effect on 
dynamic responses. The basic idea is to separate the measurements into short 
sequences to ignore temperature’s short-period influence. The theoretical background 
is that the frequency of temperature variations is much lower than structural modal 
properties. During each segment, the structural behaviour system is time-invariant. For 
example, Chen et al. analysed the transient alterations in vibration characteristics for 
a concrete deck with cracks (Chen et al., 1999). The deviation due to cracks reflected 
in the observed data sufficiently manifests within several minutes. Therefore, the 
temperature effects can be eliminated in this short-lived data interpretation. Yang et 
al. eliminated the temperature effect indirectly by separating monitoring data, i.e., 
frequency, into various clusters with the same probability distribution. The subsequent 
detection is carried out on each independent cluster, in which temperature has a similar 
effect on structural properties. Therefore, the temperature effects can be eliminated 
indirectly for short-period data (Yang, Liu, et al., 2016). 
Singling out the damage-only-sensitive feature is another solution to eliminate 
temperature variations. The previous attempt was conducted by Sohn et al. (Sohn et 
al., 2002). They proposed to extract the damage-sensitive feature from the structural 
system responses that contain a wild range of environmental conditions. The selected 
feature will be used as input for an auto-associative neural network, while the 
unmeasured environmental conditions were treated as hidden intrinsic parameters. The 
other attempt has conducted by Yan et al., who leveraged principal component 
analysis to eliminate environmental effects on vibration features (Yan et al., 2005a). 
Cross et al. compared three solutions, including cointegration, outlier analysis, and 
Principal Component Analysis methods, for singling out features that are damage-
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sensitive but environment-insensitive (Cross et al., 2012), thereby allowing the 
environmental effect to be removed.  
In other cases, temperature-induced fluctuation is treated as substantial noise in 
observed signals. Increasing the signal-to-noise ratio by operating Wavelet and 
Hilbert-Huang transforms can easily avoid temperature effects (Chang et al., 2003). 
However, the non-negligible conditions are the noise level, i.e., temperature-induced 
deviation, which must be within 20% of the signal, and the damage should occur 
during the monitoring period. Herdovics and Cegla proposed a compensation method 
to interpret ultrasonic signals directly to eliminate the temperature effect without 
considering transducer type (Herdovics & Cegla, 2018). Other research studies 
regarding the thermal effect on ultrasound detection can be found in (Konstantinidis 
et al., 2006; Dan et al., 2014). 
2.2.2 Utilization of temperature effect 
In recent years, increasing attention regarding direct utilization of temperature 
related to structural responses for structural identification has been drawn in several 
papers. Correlating temperature with the structural properties of interest is the most 
popular way to compensate for temperature effects. The statistical regression analysis 
and machine learning methods are popular and trustworthy methods for establishing 
temperature influence models.  
However, to utilize the temperature effect, the first crucial step is to identify it. 
This task motivates the valuable topic of identifying the temperature distribution of 
structures, especially for long-span bridges (Guo et al., 2015) because the temperature 
is a critical form of loading condition for long-span bridges (Zhou et al., 2016). The 
early investigation of temperature distribution in bridges only considered the depth 
and vertical direction (Zuk, 1965; Emanuel & Hulsey, 1978; Dilger et al., 1983; 
Kennedy & Soliman, 1987). Since then, more parameters have been considered, 
including location, material, geometry, and orientation (Tong et al., 2001; Lucas et al., 
2003). Recently, Zhou et al. (2016)proposed the utilization of transient heat-transfer 
analysis to simulate temperature in different locations, while Deng et al. (2018) 
mapped the linear correlation pattern between air temperature and the effective 
temperature inside the box girder according to one year of monitoring data. The 
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transverse and vertical thermal characteristics have also been investigated by Zhou et 
al. (2016) and Deng et al. (2018). 
With trustworthy temperature data, the second step is to build a relation model. For 
example, Peeters and De Roeck (2001) established an eigenfrequency-temperature 
relation model. This model is based on Auto-regressive and Exogenous (ARX) model 
from healthy bridge monitoring data. Then this ARX-based model can estimate 
confidence intervals for eigenfrequency. If a newly recorded eigenfrequency exceeds 
the estimated confidence intervals, which is simulated by ARX-based model, then the 
damage can be detected. However, the application on Z-24 Bridge in Switzerland did 
not consider temperature under freezing point, which makes ARX-based model unable 
to successfully detect damage below zero degree centigrade. Ni et al. (2005) utilized 
support vector machine (SVM) to identify the correlation pattern of temperature with 
modal frequencies and indicated the further potential of anomaly detection if the 
temperature effect can be separated from the measurements.  Later, Ni et al. (2007) 
employed linear regression method to predicate the correlation pattern between the 
expansion joints behaviour, i.e. displacement, and temperature. Similarly, Xu et al. 
(2010) established the statistical model between displacement and effective 
temperature of Tsing Ma Bridge. After that, Ding and Li (2011) proposed a polynomial 
regression model to study the relationship between modal frequency and temperature, 
considering daily and seasonal temperature variation individually. This model was 
then employed on Runyang Suspension Bridge in China for removing daily 
temperature effects on frequency.  
In recent years, Kromanis and Kripakaran (2014) utilized the measurable structural 
responses and temperature distributions to develop a regression-based thermal 
response prediction model, termed as RBTRP methodology. The predicting model is 
subsequently coupled with anomaly detection methodologies to characterize the 
response changes by comparing measured and predicted bridge behaviour, named as 
Temperature-based Measurement Interpretation (TB-MI) (Kromanis & Kripakaran, 
2016). Jin et al. (2015) combined statistical regression method with the neural network 
algorithm on a US highway bridge. The dependency of structural natural frequency 
upon temperature variable was studied by time series analysis method based on the 
one-year monitoring data.  Nguyen et al. (2016) adopting the curving fitting method 
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to find out the linear relation between displacement and temperature. The temperature 
compensation is subsequently completed by setting a reference temperature and re-
calculating all the displacement values into a fixed temperature condition according to 
the linear relation they have (Nguyen et al., 2016). The uncertainty, in this case, is that 
the reliability of baseline data, which has to be the health condition. However, this 
cannot be guaranteed. Yarnold et al. proposed to find a three-dimensional best-fit 
plane among the local strain, global displacements and local temperature, which is a 
reliable response surface as the representation of the structural condition (Yarnold et 
al., 2012; Yarnold, 2013; Yarnold & Moon, 2015). This unique correlation can be 
employed for model calibration and behaviour prediction, and by comparing this 
correlation every evening, the error due to property changes can be detected. The 
apparent limitation is ignoring the temperature distribution among the structural cross-
section. 
However, understanding the temperature distribution and to identifying the 
relation pattern is a complicated procedure, especially in a long-span bridge, because 
of the various thermal characteristics of the structural elements, e.g. deck and cable 
(Zhou et al., 2016). In addition, there are some cases in which temperature 
measurement is unavailable. In this situation, directly distinguish or extract 
temperature-induced changes from the mixed structural response is a critical issue. 
Therefore, this Ph.D. contributions is proposing a temperature-driven anomaly 
detection method, which means temperature-induced variations will be extracted first 
and then employed for damage detection. Following section will introduce the 
methodologies that utilized in author proposed method.  
2.3 Thermal feature extraction 
The proposed temperature-driven anomaly detection method is based on the idea 
of utilizing thermal responses for anomaly detection. Different from previous research 
efforts, the special attention is devoted to separating temperature-induced response 
from the measurements. Therefore, the first stage is thermal feature extraction, 
followed by damage detection stage. The methodologies that are employed in thermal 
feature extraction is given in this subsection, while the following subsection introduce 
the methodologies for anomaly detection.  
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2.3.1 Blind Source Separation (BSS) 
Research on information theory and signal processing has recently witnessed 
tremendous efforts for developing the theory of Blind Source Separation (BSS). BSS 
represents the problem that recovering unknown sources from a set of observed 
sources (Cardoso, 1998; Antoni, 2005). The sensor records are the mixture of 
unknown sources and the mixing information is also unknown (Cardoso, 1998).  
To understand the concept of BSS, a footbridge in the University of Warwick is 
taken as a demonstrator, as shown in Figure 2.2. The inputs for BSS is the 
measurement databases that recorded from the data acquisition system. However, the 
input streams, i.e. the static or dynamic responses, are the mixed respond due to the 
complex loading conditions, which is unknown or with limited knowledge. Therefore, 
the BSS solution is to find out the decomposing matrix to un-mixing the measurements 
and separate into the individual structural response, i.e. the structural response due to 
temperature and the structural response due to human beings’ interactions. 
Load, e.g. 
temperature, 
human beings
Measurements
Structural response 
due to temperature 
variations
Structural response 
due to human 
beings
BSS solutions
 
Figure 2.2. The illustrating diagrams of Blind Source Separation  
The application of BSS techniques is various, including speech separation, radar 
signal processing, sonar signal processing, and also biomedical signal processing. Bell 
and Sejnowski (1995) proposed information maximisation technique for blind 
separation problem. And Roan et al. (2002) then utilized this information 
maximisation technique to detect damage of gearbox. Later on, Antoni et al. (2005) 
addressed some hinders and challenges while using BSS for vibration signals and 
proposed a robust separation method based on the short-time Fourier transform. Guo 
and Kareem (2016) proposed to utilize spatial time-frequency distribution to enhance 
the blind modal separation for non-stationary data. 
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BSS is the problem or issue of interest, which is handled by various methodologies. 
A comprehensive review of BSS algorithms was reviewed by Cichocki (Cichocki, 
2002). Antoni et al. (2004) also provided a cursory review of BSS approaches as 
follows: 
• Approaches based on periodogram statistics 
• High resolution techniques 
• Stochastic subspace identification and stabilisation diagrams 
• Spectral matrix factorisation 
• Approach based on amplitude distributions 
• Approach based on ‘families of spectra’ 
Recently, Sadhu et al. (2017) reviewed the BSS problem again and summarized 
them into two clusters: the instantaneous mixing model or the convoluting mixing 
model. The difference between the above models is the absence consideration of time 
delay. Basically, blind separation problem is to separate the sources that are linearly 
mixed, while blind deconvolution is trying to de-convolving signals that were 
convolved with a delay-line filter effect.  
The approaches are also reviewed by Sadhu et al. (2017) and this time they 
classified into two classes, overdetermined and underdetermined. The definition of 
over- or under- determined is comparing the number of observations channels with the 
number of original sources.  
The detailed classification of the overdetermined solutions are as follows:  
• Higher-order statistics, ‘the sources are assumed to be statistically independent and 
therefore various measures of non-Gaussianity (e.g. kurtosis) or information-
theoretic measure (e.g. mutual information or negentropy) have been utilized for 
source separation.’ For example, Independent Component Analysis (ICA). 
• Second-order statistics, relevant applications can be found in (Tong et al., 1990; 
Poncelet et al., 2007; Mokhtari et al., 2014; Chen et al., 2015; Seppänen et al., 
2015). The auto-correlation structure of the signal is analysed in the second-order 
statistics without delving into its probabilistic structure. 
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• Complexity pursuit method. The principle of complexity pursuit can be found in 
(Hyvärinen, 2001; Stone, 2001). The relative application can be found in (Yang & 
Nagarajaiah, 2014, 2015; Yang, Nagarajaiah, et al., 2016; Antoni et al., 2017) 
The detailed classification of the underdetermined solutions are listed as follows: 
• Sparsity representation method. Bofill and Zibulevsky (2001) proposed to utilize 
sparsity for underdetermined cases. Assistant techniques are time-frequency 
transformations to achieve sparsity, such as wavelet transform (Kisilev et al., 2004) 
and short-time Fourier transform (Abrard & Deville, 2005; Aissa-El-Bey et al., 
2007).  
• Tensor decomposition methods. A tensor is formulated by the covariance matrices 
of measurements and subsequently is decomposed into covariances by using 
alternating least squares (Mokios et al., 2006; Sadhu et al., 2017). 
2.3.2 Independent Component Analysis (ICA) 
The independent component analysis, or known as ICA, is the most popular 
solution for blind separation problem which is used in this thesis. ICA is to separate a 
set of non-Gaussian data into a new collection of variables, which are statistically 
independent. The original idea of ICA was first proposed by Comon (1994), which 
expressed as the operation of ICA is to maximize the statistical independence among 
its separated components by performing a linear transformation on the target data.  
There are some applications that leverage ICA along with other techniques for 
structural identification or damage detection. For instance, Early application of ICA 
can be found in (Chaumette et al., 1993). In the early 1990s, Jutten and Herault 
proposed sources separation method, combing Independent Component Analysis and 
a recursive interconnected neural network (Comon et al., 1991; Jutten & Herault, 
1991). The method used high-order statistical moments and been tested in several 
simple single processing and image processing cases. ICA, as a powerful tool for blind 
separation or blind deconvolution, can also be addressed in (Bell & Sejnowski, 1995). 
In the recent decade, ICA was employed with the artificial neural network for 
detecting damage diagnosis (Zang et al., 2004). The authors decomposed time history 
records into a set of independent components and the mixing matrix. And treat the 
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mixing matrix as the representation of structural vibration features. The two parts of 
ICA output are subsequently utilized to build a neural network model, as an indicator 
for detecting damage. Poncelet et al. (2007) applied ICA to estimate the damping 
ratios and modal frequencies in mechanical systems. The applications mentioned 
above do not take temperature influence in consideration. In this study, the ICA will 
be leveraged for extracting mechanical strain induced by seasonal and daily 
temperature respectively. Yang and Nagarajaiah (2013) combined wavelet transform 
with ICA to obtain the recovered mixing matrix, which contains interesting damage 
information. More applications of ICA for modal identification based on dynamic 
characteristics can be found in researchers conducted by Chang et al. and Yang and 
Nagarajaiah  (Yang & Nagarajaiah, 2013; Chang et al., 2016).  
2.3.3 EMD/EEMD 
The mode decomposition can be viewed as an expansion of the single-channel 
target data. The empirical mode decomposition (EMD), proposed by Huang et al in 
1998 (Huang et al., 1998), is used to decompose a single-channel data, while the 
ensemble empirical mode decomposition (EEMD), developed by Wu and Huang in 
2009 (Wu & Huang, 2009), is the noise-assisted version of EMD, which will be 
considered as an adaptive mode decomposition method in this research. The essence 
of both empirical mode decomposition (EMD) and ensemble empirical mode 
decomposition (EEMD) is to directly extract intrinsic mode functions (IMFs) with 
various intrinsic time scales, which is based on local characteristics of target data. 
Since the intrinsic mode function can reveal the oscillation mode that is embedded in 
the target data, the EMD and EEMD are employed in this study to identify the intrinsic 
oscillatory modes in mixed structural response recorded by each sensor. Hence, the 
data can be decomposed subsequently according to their characteristic timescales for 
further blind separation.  
Empirical mode decomposition (EMD) and ensemble empirical mode 
decomposition (EEMD) have been widely employed in vibration-based structural 
health monitoring, but not considering temperature effects. Such as, Yang et al. 
demonstrated that EMD is capable of detecting damage, reflected as sudden spikes in 
first intrinsic mode function separated by EMD (Yang, et al., 2004). However, the 
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successful applications are based on the following assumptions: the structural 
acceleration is not polluted by noise and damage induces an abrupt change in stiffness 
value. Those hypotheses are really difficult to achieve in practice. 
O’Brien et al. (2017) proposed to apply EMD to decompose vehicle driven 
responses for damage detection and location. As previous research has demonstrated 
that a passing vehicle loading can activate three main components in mixed responses, 
which are vehicle frequency, bridge natural frequency and the vehicle-induced 
frequency (Yang, et al., 2004). Among those components, the vehicle-induced 
frequency is more sensitive to damage and has the potential to locating the damage 
(He & Zhu, 2016). Other applications of EMD and EEMD for damage detection have 
been summarized in (Amezquita-Sanchez & Adeli, 2016).  
2.3.4 Principal Component Analysis (PCA) 
According to Lanata and Del Grosso (2006) and Jolliffe (2011), PCA was first 
formulated by Peason in 1901 and Hotelling (1933). The substantial descriptions of 
PCA can be found in (Jolliffe, 2011) and mathematical background information 
related to this research will be introduced in the next chapter.  
According to Pimentel et al. (Pimentel et al., 2014), the principal component 
analysis is one of the spectral methods (Chandola et al., 2009). As described by 
Chandola et al., the spectral methods assume that data can be projected or embedded 
into a lower dimensional subspace in which ‘normal’ data can be better distinguished 
from ‘abnormal’ data. As one of the proper orthogonal decomposition algorithm, the 
analysis of the behaviour in terms of eigenvalues and eigenfunctions of the covariance 
matrix of the data set gives a good indication of the damage initiation and provides 
information about the severity of the damage (Lanata & Del Grosso, 2006).  
As one of the proper orthogonal decomposition (POD) techniques (Liang, Lee, 
Lim, Lin, Lee & Wu, 2002; Liang, Lee, Lim, Lin, Lee & Ww, 2002), the utilization 
of PCA in Structural Health Monitoring is mainly divided in the following three parts: 
(a) data pattern recognition, (b) data enhancing, and (c) data reduction (Figueiredo et 
al., 2009). 
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For the purpose of data pattern recognition, generally, researchers are using a 
certain reference period data obtained from health structure to construct a statistical 
model to represent the structure’s normal condition. For example, Mujica et al. (2014) 
utilized PCA to obtain a baseline pattern of the structure as an undamaged state and 
then combined with hypothesis testing for damage detection. To obtain the reference 
model, they collected structural dynamic responses from several sensors of several 
experiments and applied PCA on all responses. In this way, the dynamics with 
essential effects can be distinguished from those are redundant in the new coordinates 
by applying PCA. For the new inspect test, PCA has applied again, and damage can 
be discerned by comparing those essential dynamics with those in the baseline model. 
Relevant research can be found in (Mujica et al., 2011). Moreover, PCA has also been 
examined by Cross et al. (2012) for the purpose to create features that are sensitive to 
damage but insensitive to the environment. The data of interest is mapped by applying 
PCA, however, the components with less variance in the original data are of interested, 
called minor components. The minor components are the environment-insensitive 
features. However, this solution has its shadow zone. For example, if the damage 
information manifests as one of the principal components, then it will be ignored. One 
more concern addressed in their paper is that minor components may not be sufficient 
enough for removing environmental trends, due to the orthogonality constriction 
among all principal components. Other researches can be found in (Yan et al., 
2005b,a). However, there are still reports consider above works’ limitation, for 
example, a certain reference period data cannot represent the structural normal 
condition if a structure or system has non-stationary and time-invariant characteristic 
(Moser & Moaveni, 2011; Jin, Cho, et al., 2015). The detailed explanation of this 
limitation and solutions are provided by Jin et al. as well (Jin, Cho, et al., 2015).  
For the purpose of data reduction, PCA is representing the target sources into a 
different space to find a low-dimensional representation. Loh et al. (2017) applied 
PCA to compress frequency response function data collected from a twin-tower steel 
structure. Datteo et al. (2017) combined PCA with Auto Regression model techniques 
to represent the structural representation in a concise way. In this study, the main 
function of PCA is data dimension reduction. 
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There are some other applications, for example, PCA-based anomaly detection 
approach has been proposed by Shyu et al. (2003) proposed and applied in intrusion 
area. An application of using approximate principal components was given by Dutta 
et al. in astronomy catalogs (Dutta et al., 2007). Moreover, an application on a wooden 
bridge model was conducted by Toivola et al. (2010). For other application can refer 
to (Timusk et al., 2008; Lämsä & Raiko, 2010; McBain & Timusk, 2011; Chen et al., 
2012). Cavadas et al. (2013) used PCA to enhance the discrimination of features after 
damage affected the structure. Mojtahedi et al. (2013) used PCA to discern the 
nonlinearity of measured data of offshore structure.  
2.4 Anomaly detection 
2.4.1 Moving Principal Component Analysis (MPCA) 
MPCA is the abbreviation of moving principal component analysis (Lanata & 
Posenato, 2007; Lanata et al., 2007; Posenato et al., 2008) which is based on the 
classical principal component analysis, also known as PCA (Jolliffe, 2011). The 
description of PCA can be found in the Section 2.3.4.  
The algorithm MPCA is designed to figure out the characteristics of a certain time 
series measurements. This certain period record is named as the initialization phase, 
in which the structure is supposed to be in healthy condition. After that, anomalous 
behaviours can be identified according to this initial phase. This certain period is also 
denominated as window size. The covariance matrix of data inside an active window 
is calculated and then moving in time; more details can be found in (Posenato et al., 
2010; Laory et al., 2011). Cavadas et al. (2013) examined the performance of MPCA 
and found the MPCA could give an early detection of anomalous behaviours.  
With the moving window, the computational cost is lower for each step and 
detection of the presence of new situations is timelier because old measurements do 
not buffer results. The window size should be sufficiently large, so that the periodic 
variability, i.e. the seasonal temperature cycles, can be exposed, while rapidity of 
computation can be guaranteed at the same time. Therefore, the window size should 
be theoretically multiple of periodic variability. In the following numerical simulation, 
the one-year window is chosen in the study considering lower computational cost, 
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instead of two-year window size in (Posenato et al., 2008), because integrated and 
continuous measurements can be obtained. After selecting the window size, the first 
principal component, i.e. the eigenvector related to the main eigenvalues, is analysed 
at each step. The standard deviation of eigenvectors from the first set of data within 
the fixed window is recorded as 𝜎, which is subsequently used for threshold definition. 
According to previous researches (Posenato et al., 2008, 2010), the confidence interval 
is defined as 3𝜎 off the initial data’s eigenvectors. 
2.4.2 Robust Regression Analysis (RRA) 
Outlier detection has attracted considerable interest in various areas. The core idea 
of Robust Regression Analysis (RRA) is to investigate the correlation among all 
sensors during the reference period. The thresholds of confidence intervals are also 
defined based on this reference period. After that, the focus in the practical phase is 
on the anomalous behaviours among those correlated pairs of sensors, or in another 
word the behaviour exceeds the thresholds when compared with the previous state 
during the reference period.  
There is one limitation that has to be highlighted here, the selection of proper 
threshold parameters will affect the success of robust regression methods. 
Unfortunately, the proper choice is based on experience (Yuen & Ortiz, 2017). 
The performance of RRA has been investigated in several papers (Posenato et al., 
2008; Laory et al., 2011; Cavadas et al., 2013; Dervilis et al., 2015).    
2.4.3 One-Class Support Vector Machine (OCSVM) 
In contrast to traditional SVMs, one-class SVMs attempt to learn a decision 
boundary that achieves the maximum separation between the points and the origin. 
(Amer et al., 2013) 
The one class SVM was first proposed by Schölkopf et al. (Schölkopf et al., 2001). 
The general SVM classification can be addressed as the multi-class classification 
problem. The one-class SVM (OCSVM) can also be viewed as the traditional two-
class problem. But the training dataset should only contain normal data set, or with 
several data points from the other class, but the number of data from the normal dataset 
Chapter 2 Literature review 
24 
 
is far more than data from another class. Hence, the OCSVM is to find the hyperplane 
or decision boundary to separate the training data from the origin with the maximum 
margin.  
2.4.4 Artificial Neural Network (ANN) 
The artificial neural network approaches are the most common learning machines 
that used for pattern recognition and novelty detection (Markou & Singh, 2003; 
Hernandez-Garcia & Sanchez-Silva, 2007). Because in the engineering discipline, the 
ANN model can learn a latent relation between excitation signal (i.e. input) and 
structural response (output data), even the data are fuzzy or incomplete (Nazarko & 
Ziemiański, 2011). There are several popular network types that used in damage 
detection, which are the Multi-Layer Perceptron (MLP) (Moya et al., 1993), self-
organising maps (Kohonen, 1998), Radial Basis Function networks (RBF) (Lange et 
al., 1997), Hopfield networks (Chandola et al., 2009) and oscillatory networks (Tuong 
Vinh Ho & Rouat, 1998). The review of the above networks can be found in (Markou 
& Singh, 2003; Pimentel et al., 2014).  
The transfer function, also known as activation function, is utilized to transfer or 
map the activating nodes into an output signal (Sibi et al., 2013), as shown in Figure 
2.3. The ‘weighted sum’ of the inputs with initially settled weight coefficient and bias 
is computed are transferred to the activation function. The transfer function is inside 
the hidden layers and is defined by the ANN architecture, which is also utilized to 
define the confidence interval (Hernandez-Garcia & Sanchez-Silva, 2007). The proper 
selection of the activation function will certainly affect the accuracy and performance 
of the neural network (Chiba et al., 2018) and also have an evident effect on the 
convergence of BP learning algorithms (Chandra & Singh, 2004). According to Sibi 
et al. (2013) and Chiba et al. (2018), there are several common activation functions as 
follows: linear (identify function); sigmoid (logistic function); binary step; sigmoid 
symmetric; sigmoid stepwise; Gaussian symmetric etc. The Back Propagation (BP) 
network, a multi-layer perceptron network, is the most common model that has been 
widely used (Huang, 2010; Nazarko & Ziemiański, 2011; Nazarko & Ziemianski, 
2016). The feed-forward BP network is adopted in this research. 
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Figure 2.3. The transfer function in the neural network 
2.5 Concluding remarks 
The contribution of this Ph.D. work is to develop model-free methods for thermal 
feature extraction and anomaly detection considering temperature effects. Therefore, 
the Section 2.1 of this literature review has first reviewed the model-based and model-
free data interpretation methods After that, the Section 2.2 has conducted the review 
work on previous research work considering temperature effects. The novelty of this 
work is extracting temperature-induced structural responses directly and blindly from 
the measurements. The proposed method in author’s PhD work for thermal feature 
extraction is based on blind source separation, which is reviewed in Section 2.3. After 
that the extracted thermal features are utilized for anomaly detection. The 
methodologies adopted are all introduced in Section 2.4. The following CHAPTER 3 
will describe the mathematical background of involved methodologies.  
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CHAPTER 3 THERMAL FEATURES 
EXTRACTION: 
METHODOLOGY 
his chapter presents the thermal features extraction method that inspired from 
Blind Source Separation (BSS) applications, which is organized as follows. 
The overview of thermal features extraction is first presented, which can be classified 
into under- or over-determined cases. The BSS is introduced next since this is the core 
idea of proposed thermal extraction method. The last three sections in the chapter are 
the introduction of all involved algorithms, e.g. Empirical Mode Decomposition 
(EMD), Ensemble Empirical Mode Decomposition (EEMD), Principal Component 
Analysis (PCA) and Independent Component Analysis (ICA).  
 
3.1 Overview of thermal features extraction 
First of all, the definition of underdetermined and overdetermined is given, as the 
extraction methods are clustered into these two approaches. For example, in this study, 
the underdetermined approaches are suitable for limited measurements, i.e. single-
channel case will be considered and discussed, while the overdetermined approaches 
are proposed for multi-channel observations. The original classification of under/over-
determination is reposed on the correlation of outputs versus inputs, referring to Figure 
3.1. For example, if the number of outputs is over the number of inputs, this condition 
T 
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is classified into overdetermined case, whose complementary situation, i.e. the 
channels of outputs are equal or less than the inputs, is called underdetermined. 
Inputs
(m-channels sources)
Outputs
(n-channels sources)
Blind Sources 
Separation 
Methods
n < m
Underdetermined 
condition
Overdetermined 
condition
 
Figure 3.1. Classification of under/over-determined conditions 
The process overview of the whole thermal feature extraction idea can be found in 
Figure 3.2. For the underdetermined approaches, three steps are included, which are 
mode decomposition, data reduction and blind separation. For the overdetermined 
approaches, the measurements are first pre-indicated before going through blind 
separation procedure. The core idea is the blind separation, which is also known as 
Blind Source Separation (BSS). The next section will cover more details of BSS.   
In some cases, only limited number of sensors are available in a place of interest. 
Therefore, the underdetermined solutions are designed and proposed to use those 
limited measurements as much as possible, or in another word, individually.  
There have some other cases that more than one sensor records are available. The 
approaches for BSS problem can interpret on the target sources directly, which are 
clustered into overdetermined solutions. However, the Principal Component Analysis 
(PCA) is proposed to pre-interpret on the database before the blind separation to 
provide a pre-indication for blind separation.  
Two potential methods, designated as EPI and EEPI, have been proposed in this 
study. The general framework of EPI and EEPI can be found in Figure 3.3, while 
detailed descriptions are presented in the following subsections. The feature extraction 
method is a combination of mode decomposition, data reduction and blind separation. 
The methodologies included are Empirical Mode Decomposition (EMD), Ensemble 
Empirical Mode Decomposition (EEMD), Principal Component Analysis (PCA) and 
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Independent Component Analysis (ICA), which will be described in detail in the 
follow-up subsections.  
Overdetermined approachesUnderdetermined approaches
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Figure 3.2. Overview of thermal extraction method 
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Figure 3.3. General process of underdetermined solutions (EEPI & EPI) 
3.2 Blind Source Separation (BSS) 
The core idea of the proposed method is the application of Blind Source Separation, 
also known as BSS. The cursory background information of BSS has been introduced 
in CHAPTER 2, including its definition, background, development and applications. 
In this chapter, the fundamental principles of BSS are described briefly. More detailed 
information can be found in following references (Cardoso, 1998; Cichocki, 2002; 
Choi et al., 2005). 
For the sake of brief and simplicity, the following Eq. 3-1 will be taken as an 
illustration to explain BSS theory. 
 {
𝑥1(𝑡) = 𝑎11𝑠1(𝑡) + 𝑎12𝑠2(𝑡)
𝑥2(𝑡) = 𝑎21𝑠1(𝑡) + 𝑎22𝑠2(𝑡)
   
Eq. 3-1 
Where 𝑥1 and  𝑥2 are observed signals, usually recorded by sensors attached in 
different place. Therefore, they contain mixture responses of the original sources, 𝑠1 
and 𝑠2 , with various weights. Those mixing weights, 𝑎11 , 𝑎12 ,  𝑎21  and 𝑎22 , are 
constant coefficients and assumed as unknown parameters. Hence the aim of blind 
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source separation is to reveal unrecorded sources, i.e. 𝑠1 and 𝑠2, with limited prior 
knowledge, for example, only 𝑥1 and  𝑥2 are available. 
BSS is to recover original signals from mixed sources, without knowledge of the 
mixing process and original sources themselves. Most of BSS algorithms tackle the 
separation problem when the channel number of the mixtures, 𝑿, is larger than or equal 
to the channel number of original sources, 𝑺.  
3.3 EMD/EEMD 
The algorithms employed for mode decomposition are Empirical Mode 
Decomposition (EMD) and Ensemble Empirical Mode Decomposition (EEMD). The 
matrix S in Eq. 3-2 contains all sensor measurements, where the indices 𝑛𝑠 and 𝑛𝑡 
represent the number of sensors and data points in the time domain, respectively. Each 
column records, 𝑆𝑖(𝑡), can be decomposed into a collection of intrinsic mode functions 
(IMFs), designated as ∑ 𝐶𝑘
𝐾
𝑘=1  in Eq. 3-3, by utilizing EMD/EEMD. 
 𝑆 = [
𝑆1(𝑡1) ⋯ 𝑆𝑛𝑠(𝑡1)
⋮ ⋱ ⋮
𝑆1(𝑡𝑛𝑡) ⋯ 𝑆𝑛𝑠(𝑡𝑛𝑡)
]  
Eq. 3-2 
 𝑆𝑖(𝑡) = ∑ 𝐶𝑘
𝐾
𝑘=1 , 𝑖 = 1,2, … , 𝑛𝑠  
Eq. 3-3 
The flowchart of EEMD can be found in Figure 3.4. The ensemble sifting time is 
designated as 𝑁𝑡𝑟𝑖𝑎𝑙.The final collection of IMFs, 𝐶𝑁𝑡𝑟𝑖𝑎𝑙 , is the ensemble mean of 
total trails, shown in Figure 3.4 (a), while Figure 3.4 (b) lists the sifting processes of 
each trail. As a noise-assisted method, the added white noise strength is defined by 
noise signal ratio, designated as NSR, which is the ratio of standard deviation between 
added noise (𝜎𝑛𝑜𝑖𝑠𝑒) and target signal (𝜎𝑠𝑖𝑔𝑛𝑎𝑙), given in Eq. 3-4. The recommended 
NSR value is 0.2 (Wu & Huang, 2009), which means the assisted noise has the 0.2 
times standard deviation as target signal. However, the recommended NSR value will 
be validated in this research. Therefore, the EMD process is without noise, i.e. 𝑁𝑆𝑅 =
0 and with only one trail. 
 𝑁𝑆𝑅 =  
𝜎𝑛𝑜𝑖𝑠𝑒
𝜎𝑠𝑖𝑔𝑛𝑎𝑙
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Eq. 3-4 
 
(a) 
 
(b) 
Figure 3.4. Ensemble empirical mode decomposition theoretical model: (a) final 
ensemble mean trial; (b) single trial 
As mentioned, the purpose of deposing target signal into a group intrinsic mode 
functions (IMFs) is to provide components whose instantaneous frequencies have 
physical meaning. Therefore, a satisfactory IMF should meet the necessary conditions 
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when defining a meaningful instantaneous frequency. Hence, two essential conditions 
should be satisfied by a qualified intrinsic mode function of sensor measurements, as 
the first judgement process shown in Figure 3.4 (b). The first condition is the 
difference of extrema points number and zero crossings number should less than or 
equal to one in the whole sifted data set, designated as h in Figure 3.4 (b). The second 
rule is the mean value of the upper envelop, 𝑒1, and the lower envelop, 𝑒2, is zero. To 
stop the sifting process, the residue, 𝑟𝑛 should be a monotonic function, which means 
no more IMF can be extracted from 𝑟𝑛 . Readers who are interested in further 
theoretical background of EMD and EEMD may refer to  the papers (Huang et al., 
1998; Wu & Huang, 2009). 
The results of mode decomposition, no matter employing EMD or EEMD, are a 
collection of IMFs, 𝐶𝑓𝑖𝑛𝑎𝑙 , which will be dimensionally reduced by PCA before 
applying blind separation method. 
3.4 Principal Component Analysis 
To compress the size of the finial group of intrinsic mode functions, the matrix 
𝐶𝑓𝑖𝑛𝑎𝑙  is interpreted by Principal Component Analysis (PCA). PCA is a statistic data 
interpretation method for compressing the size of a dataset by transforming it to a 
principal component space. The reformed new variables are called principal 
components. There are some specific features of those principal components, such as: 
• All the principal components are uncorrelated and orthogonal to each other; 
• All the principal components are ordered, which means the 1st principal 
component has the largest possible variance, while the last one has the smallest 
variance. 
The data to be analysed by PCA function is the final collection of intrinsic mode 
functions, matrix 𝐶𝑓𝑖𝑛𝑎𝑙 , which is the output from mode decomposition. Each column 
in 𝐶𝑓𝑖𝑛𝑎𝑙  represents an intrinsic mode function, and overall component number is 
recorded as 𝑛𝑐. For the sake of simplicity, the set of 𝐶𝑓𝑖𝑛𝑎𝑙  is modified into a vector of 
IMFs, abbreviated as a vector-matrix notation 𝑐. 
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The principal component analysis is firstly calculating the covariance matrix of 𝑐. 
The variance of this covariance matrix is of interest. Its eigenvectors are subsequently 
obtained and sorted in the descending order of their corresponding eigenvalues. Thus, 
the original data set, 𝑐, can be reconstructed into a smaller data set, designated as the 
principal components. 
The covariance matrix of the original data 𝑐 can be termed as matrix 𝑉, and the 
eigenvector of 𝑉 is abbreviated as matrix 𝐷 ,whose columns are rearranged according 
to 𝑉  's eigenvalues, from the highest eigenvalue to the lowest. Then, the first 𝑚 
columns of 𝐷, which can account for over 95% of the variance, will be saved as the 
transform matrix 𝐴 and the original data 𝑐 will be transformed to the new principal 
components matrix, 𝑃 , which contains 𝑚  orthogonal principal components, often 
abbreviated as PCs. Those PCs will then be used for blind separation.  
As a quantitatively rigorous method for data dimensionality reduction, the core 
conversion of PCA is the orthogonal decomposition of the covariance matrix of the 
target variables, which can generate a new and smaller set of uncorrelated variables, 
called principal components, from the target variables. Those principal components 
are the linear combination of the original variables and orthogonal to each other 
without any redundant information. The basic procedures of PCA are summarized in 
Figure 3.5, where a matrix 𝐗 contains all structural measurements from all sensors. 
Each column represents an individual sensor’s time series record, while each row 
shows the collected data from all sensors at a specific time step, seeing Figure 3.5.  
 
Figure 3.5. Basic theory of Principal Component Analysis 
Target signal X
•Column (𝑚): measurements of each sensor
•Row (𝑛): measurements from all sensors at time t
Step 1: 
Normalization process
•Zero-mean process for each sensor records, i.e. 
each column. 𝐗∗ = 𝐗 − 𝐄(𝐗)
Setp 2: 
Covariance process
•Calulating covariance matrix 𝐂 of 𝐗∗
Step 3: 
Eigen process
•Calulating eigenvectors 𝚿 and relative eigenvalues 
𝚲 of  covariance matrix 𝐂
Step 4: 
Sorting process
•The eigenvectors 𝜓𝑖 will be sorted followed by the 
value of relative eigenvalues 𝜆𝑖
Chapter 3 Thermal feature extraction: methodology 
34 
 
In this study, the step 2 and 3 in Figure 3.5 is achieved by using singular value 
decomposition (SVD), since Jolliffe (2002) suggested that SVD might be the most 
computationally efficient solution to find principal components for PCA. The basic 
algebraic theory of SVD is decomposing 𝐗∗ (step 1 in Figure 3.5) as in Eq. 3-5. 
 𝐗∗ = 𝐔𝐋𝐀𝐓  
Eq. 3-5 
 𝑥𝑖𝑗
∗ = ∑ 𝑢𝑖𝑘𝑙𝑘
1/2
𝑎𝑗𝑘  
𝑟
𝑘=1   
Eq. 3-6 
The 𝐗∗matrix contains 𝑚 sensor channels with 𝑛 independent observations. The 
𝑚 × 𝑟 orthonormal matrix 𝐀 is eigenvectors of (𝐗∗)𝑻𝑿∗ , and 𝐋 is a 𝑟 × 𝑟 diagonal 
matrix that contains square roots of eigenvalues of (𝐗∗)𝑻𝑿∗, which means its elements 
𝑙𝑘 is the 𝑘th eigenvalue of (𝐗
∗)𝑻𝑿∗. The extra information from SVD separation is the 
𝑛 × 𝑟 orthonormal matrix 𝐔 which relates with PC scores. The PC scores represents 
the 𝐗∗  in new principal component space, i.e. each independent observation on each 
principal component space. The definition of PC scores, notated as  𝐙 in Eq. 3-7, is 
given by Jolliffe (2002), whose kth column represents the kth PC scores.   
 𝐙 = 𝐗∗𝐀 = 𝐔𝐋𝐀𝐓𝐀 = 𝐔𝐋  
Eq. 3-7 
Therefore, the eigenvalues of the kth PC score is 𝑙𝑘/(𝑚 − 1), where 𝑘 = 1,2, … , 𝑚, 
since the 𝑙𝑘  is the 𝑘 th eigenvalue of (𝐗
∗)𝑻𝑿∗ , consequently the 𝑘 th eigenvalue of 
covariance matrix 𝐂  is 𝑙𝑘/(𝑚 − 1)   (𝐗
∗)𝑻𝑿∗ . Hence, the variance of matrix 𝐔  is 
1/(𝑚 − 1).  
The target of SVD is to find out a new 𝑚 × 𝑛 matrix, 𝑿𝒏𝒆𝒘, with the first 𝑝 PCs 
( 𝑝 < 𝑟 ) can minimize the Euclidean norm of difference between 𝑿∗  and 𝑿𝒏𝒆𝒘 , 
‖𝐗𝐧𝐞𝐰 − 𝐗
∗‖. 
‖𝑥𝑛𝑒𝑤,𝑖𝑗 − 𝑥𝑖𝑗
∗ ‖ = ∑ ∑(𝑥𝑛𝑒𝑤,𝑖𝑗 − 𝑥𝑖𝑗)
2
𝑛
𝑗=1
𝑚
𝑖=1
 
Eq. 3-8 
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Therefore, the information that SVD can provide is not only the coefficients and 
variances for the PCs, but also the PC scores, which will be used for visualized biplot 
construction (Gabriel, 1971).  
The first principal component is the eigenvector with the largest eigenvalue, which 
means when the projected original variables on this direction have the maximum 
variances among all eigenvector-eigenvalue choices (Hubert et al., 2005; Jolliffe, 
2011). Therefore, the first few principal components contain most characteristics of 
the whole observations since their variance together can exceed 80% or 90% of the 
total variances of observations. In this study, the cumulative percentage of selected 
principal components should be over 95% of total variation. 
In this study, PCA is employed as a tool to indicate the intrinsic variables of the 
observations, or in another word, the number of main driving forces that contribute 
the overall strains. This is utilized as a guide for fast ICA separation. As mentioned, 
the bioplots are based on the singular value decomposition (SVD). As a graphical 
representation, it is utilized in case study section to visualize the correlation between 
target signals and principal components, i.e. the magnitude and sign of target signal’s 
contribution to the components.  
3.5 Independent Component Analysis 
The collection of observations, matrix S, in Eq. 3-1 can be given as an example to 
explain ICA. Eq. 3-9 shows the transposition process of matrix S, where the indices t 
is the sample index that equals to 1,2, … , 𝑛𝑡. 
 𝑆𝑇 = [
𝑆1(𝑡1) ⋯ 𝑆1(𝑡𝑛𝑡)
⋮ ⋱ ⋮
𝑆𝑛𝑠(𝑡1) ⋯ 𝑆𝑛𝑠(𝑡𝑛𝑡)
] = (
𝑆1(𝑡)
⋮
𝑆𝑛𝑠(𝑡)
)  
Eq. 3-9 
The observations can be assumed as the linear mixture of independent components 
𝑆∗, abbreviated as ICs, which are shown in Eq. 3-10. 
 (
𝑆1(𝑡)
⋮
𝑆𝑛𝑠(𝑡)
) = 𝑀 (
𝑆1
∗(𝑡)
⋮
𝑆𝑛𝑠
∗ (𝑡)
)  
Eq. 3-10 
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Where 𝑀  is some unknown mixing matrix and 𝑛𝑠
∗  is the number of latent 
independent components, which might not be equal to observed mixtures. To simplify 
ICA estimation, centring and whitening the observable variables are the two necessary 
pre-processing steps; details can be find in (Hyvärinen et al., 2004). Since independent 
component analysis is a mature algorithm, more details can be found in Hyvärinen’s 
work. However, two ambiguities of ICA must be mentioned as it will be used in next 
numerical model analysis section. The first is that the independent components (ICs) 
may have different magnitude when compared with observable data. This is because 
the scalar change can somehow cancel between 𝑠𝑖
∗(𝑡) and the corresponding column 
𝑚𝑖  in mixing matrix 𝑀 . For example, Equation 5 is simplified by vector-matrix 
notation, see Eq. 3-11. If 𝑠𝑖
∗(𝑡) is multiplied by Δ𝑖, the effect can be offset by dividing 
𝑚𝑖  with the same scalar, as showing in Eq. 3-12. 
 𝑆 = 𝑀𝑆∗ = ∑ 𝑚𝑖𝑆𝑖
∗𝑛
𝑖=1   
Eq. 3-11 
 𝑆 = ∑ 𝑚𝑖𝑆𝑖
∗𝑛
𝑖=1 = ∑ (
1
∆𝑖
𝑚𝑖) (𝑠𝑖
∗∆𝑖)𝑖   
Eq. 3-12 
Therefore, the variances and magnitude of the ICs cannot be guaranteed and 
determined. The solution for this restriction is to fix the magnitudes of ICs with unit 
variance, which means 𝐸(𝑠𝑖
∗, 𝑠𝑖
∗) = 1. However, an inevitable sign of this ambiguity 
is the ICs which might be opposite to the corresponding latent variables, i.e. multiplied 
by -1, which fortunately is insignificant in most applications (Hyvärinen et al., 2004). 
Another restriction is the order of independent components that cannot be controlled 
as the elements in the sum in Equation 6, which can be arrayed freely. 
The fast ICA algorithm is using the criteria of maximizing nongaussianity to 
estimate the independent components, where the nongaussianity is measured by 
kurtosis.  
Taking two independent components as an example as follows. Matrix 𝐗 is consist 
by two vectors, 𝐱𝟏 and 𝐱𝟐, which are time-history measurements. Vector 𝐱𝟏 and 𝐱𝟐 
are linear combination of 𝐬𝟏 and 𝐬𝟐 with mixing matrix 𝐀, containing weight factor 
a11, a12, a21 and a22, as given in Eq. 3-13 
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 𝐗 =  𝐀𝐒 → 𝐱𝒊 = ∑ 𝑎𝑖𝑗𝐬𝐣
2
𝑗=1 , 𝑖 = 1,2 
Eq. 3-13 
Theoretically, the estimator of independent components, 𝐬𝟏  and 𝐬𝟐 , can be 
obtained by finding the decomposing matrix 𝐁𝐓, to let Eq. 3-14 hold. 
 
 𝐒𝐞𝐬𝐭 = 𝐁
𝐓𝐗   
Eq. 3-14 
The decomposing matrix 𝐁𝐓 should be the inverse of matrix of 𝐀. However, in 
blind source separation case, the mixing matrix 𝐀 is unknown, therefore the challenge 
is to find the unknown decomposing matrix 𝐁 to separate observed sources, 𝐱𝟏 and 
𝐱𝟐 , into independent components, 𝐬𝐞𝐬𝐭𝟐 and 𝐬𝐞𝐬𝐭𝟏.  
Because both matrix 𝐀 and 𝐒 are unknown, one assumption in ICA estimation 
must be mentioned, which is the ICA estimating components, i.e. 𝐒𝐞𝐬𝐭, have the unit 
variance. This is due to the ambiguity of magnitudes of ICA estimation is inevitable. 
In other word, the magnitudes of independent components cannot be estimated exactly 
since the scalar multiplier or division in 𝐬  and 𝐚  can cancel each other. Taking 
following Eq. 3-15 as an example, the scalar 𝛼 and 𝛽 in 𝐬𝟏 and 𝐬𝟐 can be canceled due 
to the same division in mixing weights a11 and a12 respectively.  
 𝐱𝟏 =
1
α
a11α𝐬𝟏 +
1
β
a12β𝐬𝟐  
Eq. 3-15 
To simplify ICA estimation, the pre-processing contains centring and whitening 
procedure. The vector 𝐱 in Eq. 1 is the zero-mean vector obtained from its original 
sensor measurements, 𝐱𝐨𝐫𝐠, by subtracting their row mean, 𝐱 = 𝐱𝐨𝐫𝐠 − E{𝐱𝐨𝐫𝐠}. This 
centring process will result in the zero mean of independent components too, that’s 
why all the estimators in case study are zero-mean sources. The second necessary 
process is whitening the records, as shown in Eq. 3-16. The purpose of whitening 
target signals is to reduce the estimated parameters in the mixing matrix by half. The 
proof process can be found in previous paper (Zhu et al., 2017).  
 𝐗𝐰 = 𝐗  
Eq. 3-16 
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  = 𝐔𝚺−𝟏/𝟐𝐔𝐓  
Eq. 3-17 
The matrix  is the whitening matrix, which can be decomposed into a diagonal 
matrix 𝚺 = 𝑑𝑖𝑎𝑔(𝜎1 … 𝜎𝑛)  and an orthogonal matrix 𝐔  as shown in  Eq. 3-17. 
Apparently, this is the process of singular value decomposition (SVD), which will be 
explained in detail in next subsection. It is also well-known that the covariance matrix 
𝐂𝐱 of target signals 𝐗, can be separated by SVD as shown in Eq. 3-18.  
 𝐂𝐱 = 𝐔𝚺𝐔
𝐓  
Eq. 3-18 
The eigenvalues of 𝐂𝐱 is organized as a diagonal matrix 𝚺 = 𝑑𝑖𝑎𝑔(𝜎1 … 𝜎𝑛) and 
𝐔 is the orthogonal matrix consists the unit-norm eigenvectors (𝐮𝟏 … 𝐮𝐧) of the 𝐂𝐱. 
Consequently, the following Eq. 3-19 is hold.  
 𝐂𝐱𝐰 = E{(𝚲𝐗)(𝚲𝐗)
𝐓} = 𝚲𝐂𝐱𝚲
𝐓 = (𝐔𝐃−
𝟏
𝟐𝐔𝐓) (𝐔𝐃𝐔𝐓) (𝐔𝐃−
𝟏
𝟐𝐔𝐓) = 𝐈  
Eq. 3-19 
Where 𝐂𝐱𝐰  is the covariance matrix of matrix 𝐗𝐰. Since 𝐂𝐱𝐰 is unit matrix, 𝐗𝐰 is 
white and Eq. 3-20 is the whiten process. The 𝐗𝐰  will be utilized for next ICA 
estimating procedure and previous Eq. 3-15 can be updated to Eq. 3-20 as follows. 
 𝐗𝐰 =  𝐀𝐒  
Eq. 3-20 
According to the central limit theorem, ‘the distribution of a sum of independent 
random variables tends toward a Gaussian distribution, under certain conditions’, 
which means any vector 𝐱𝐰 is closer to Gaussian distribution than vector 𝐬. 
The main body of fast fixed-point algorithm is then employed here as an iteration 
scheme to find a unit vector 𝐛 that maximizes the nongaussianity of 𝐛𝐓𝐱𝐰, which is 
the estimated sources of 𝐬, as shown in Eq. 3-21 updated from Eq. 3-14. 
 𝐒𝐞𝐬𝐭 = 𝐁
𝐓𝐗𝐰  
Eq. 3-21 
The nongaussianity of 𝐛𝐓𝐱𝐰 for ICA estimation can be measured by minimizing 
or maximizing kurtosis, which is also known as fourth-order cumulant and is a classic 
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measurement of nongaussianity. The kurtosis values is defined in Eq. 3-22 for zero-
mean variables (Hyvärinen et al., 2004).  
 kurt(𝐛𝐓𝐱𝐰) = E{(𝐛
𝐓𝐱𝐰)
𝟒} − 3(E{(𝐛𝐓𝐱𝐰)
𝟐})2  
Eq. 3-22 
For a Gaussian variable 𝐲 as an example, the kurtosis is zero, because the fourth 
moment of a Gaussian variable equals to 3(E{𝐲𝟐})2. Thus, a non-Gaussian random 
variable should have a nonzero kurtosis. As mentioned, the independent components 
are assumed with unit convenience, hence, the above Eq. 3-23 can be simplified as 
follows and the absolute value of kurtosis is chosen since it can be positive or negative. 
 kurt(𝐛𝐓𝐱𝐰) = E{(𝐛
𝐓𝐱𝐰)
𝟒} − 3  
Eq. 3-23 
The weight vector 𝐛𝐓 with unit norm starts from a random vector. The iteration of 
this compotation is to find the direction where the gradient of kurtosis of 𝐛𝐓𝐱𝐰 is the 
extrema.  
In this study, the Eq. 3-24 is utilized for fixed point iteration in fast ICA, followed 
by the normalization (unit norms) in Eq. 3-25 (Hyvärinen & Oja, 2000). 
 𝐛 ← 𝐸{𝐱𝐰𝑓(𝐛
𝐓𝐱𝐰)} − 𝐸{𝑓
′(𝐛𝐓𝐱𝐰)}𝐛  
Eq. 3-24 
 𝐛 ←
𝐛
||𝐛||
=
𝐛
√∑ 𝐛𝐢
𝟐
𝐢
  
Eq. 3-25 
Where the functions 𝑓 and 𝑓′ of 𝐛𝐓𝐱𝐰 are defined in Eq. 3-26 and Eq. 3-27. 
 𝑓 = 4 × (𝐛𝐓𝐱𝐰)
3  
Eq. 3-26 
 𝑓′ = 12 × (𝐛𝐓𝐱𝐰)
2  
Eq. 3-27 
The iteration will be stopped if the absolute value of previous and new weight 
vector 𝐛 shows convergence tend, as the value should close to 1. 
In consequence, the decomposing matrix, 𝐁T , can be obtained and estimated 
independent components, 𝐒𝐞𝐬𝐭, can be calculated according to Eq. 3-21. It has to be 
Chapter 3 Thermal feature extraction: methodology 
40 
 
noticed that the ICA estimator strain is all normalized strain with zero-mean and unit 
norms. 
3.6 Concluding Remarks 
This chapter has presented the mathematic background of the proposed thermal 
feature extraction methods. The novelty of this Ph.D. research is the utilization of blind 
source separation (BSS) to separate the thermal features from the measurements 
collected from sensor system. Therefore, the theoretical background of BSS has been 
presented in section 3.2, just following the overview section 3.1, which is the overview 
section to introduce the proposed thermal feature methods.   
According to the availability of measurements, the proposed thermal feature 
extraction methods have been classified into the underdetermined approach for the 
case of single-channel records and the overdetermined approach for the case of multi-
channel measurements. The overall framework of both underdetermined and 
overdetermined thermal feature extraction methods has been introduced in Section 3.1.  
Regarding to the underdetermined cases, the methods are designated as EPI and 
EEPI for the sake of simplicity. As a reminder, EPI represents for the combination of 
Empirical Mode Decomposition (EMD), Principal Component Analysis (PCA), and 
Independent Component Analysis (ICA), while EEPI stands for the combination of 
Ensemble Empirical Mode Decomposition (EEMD), PCA, and ICA. Three procedures 
are involved in EPI and EEPI, which are mode decomposition, data reduction, and 
blind separation. The single-channel measurements are first decomposed into a group 
of intrinsic mode functions (IMFs) by employing EMD or EEMD. After that, the PCA 
is occupied as the indicator to select the number of IMFs for the final step of blind 
separation by employing ICA.  
Regarding to the overdetermined cases, the multi-channel input measurements are 
investigated by PCA directly to indicate the number of sources for blind separation. 
The method of ICA is proposed for blind separation as well.  
In Section 3.2, the fundamental idea of proposed thermal feature extraction, blind 
source separation (BSS), has been presented. It is the first time to employ BSS for 
separating thermal features directly and blindly from the structural responses.  The 
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afterwards Section 3.3 to 3.5 are organized to introduce the mathematical background 
of adopted methodologies, which are EMD/EEMD, PCA, ICA individually.  
Both underdetermined solutions and overdetermined approaches will be evaluated 
in the following CHAPTER 4 by utilizing a numerical truss bridge and an 
experimental case study. 
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CHAPTER 4 THERMAL FEATURES 
EXTRACTION: CASE STUDY 
This chapter investigates the performance of thermal feature extraction methods 
that have been presented in the previous CHAPTER 3. The methods have been 
classified into underdetermined solutions and overdetermined solutions. The 
evaluation study of proposed methods takes the form of numerical case study and 
experimental case study based on the truss model in the Section 4.1 and 4.2 
respectively. Both Section 4.1 and  4.2 are divided into four parts. The first parts of 
two case studies are gives a brief overview of the truss model, including the model or 
experimental setup. The second parts, Section 4.1.2 and 4.2.2, deal with the 
investigation process of proposed underdetermined methods, while the third parts, 
Section 4.1.3 and 4.2.3, concern with the overdetermined methods. The evaluation 
findings of numerical and experimental case studies are summarized in the fourth 
subsections, Section 4.1.4 and 4.2.4. The concluding remarks are conducted at the end 
of this chapter in 4.3.  
4.1 Numerical case study 
In this section, the case study is conducted on the finite element model of a truss 
bridge. The brief introduction of this truss model is first given in Section 4.1.1, 
followed by two independent Sections 4.1.2 and 4.1.3 the evaluate the 
underdetermined decomposition methods and overdetermined decomposition method 
respectively. 
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4.1.1 Model introduction 
A down-scaled aluminium bridge for simulation is modelled in ANSYS. Figure 
4.1 gives the 3D geometry with three various length of chords. The length of the short, 
medium, and long chord are 203.47 𝑚𝑚, 375.92𝑚𝑚, and 524.60 𝑚𝑚 respectively. 
More detailed geometry information can be found in Appendix B. The chords are 
simulated by using link model in ANSYS and fixed at the all four ends. The bridge is 
built with aluminium materials. The Young’s modulus of aluminium is 70 𝐺𝑃𝑎, its 
density is 2.7𝑔 ∙ 𝑐𝑚−3, Poisson’s ratio is 0.35, and its thermal expansion is 23.1 𝜇𝑚 ∙
𝑚−1 ∙ 𝐾−1, as displayed in Table 4.1.  
In this case study, the bridge is in healthy condition (i.e. no damage) and exposed 
to two loading conditions, as shown in Figure 4.2. The first is temperature loadings, 
given in Figure 4.2(a). The key values are as follows: (1) the average temperature is 
9.7℃; (2) maximum daily fluctuation is 4℃ and maximum annual fluctuation is 7℃; 
(3) every load step represents 2.5 hours, as three days are selected from each month 
and 36 days cycles are simulated among 365 load steps. 
 
Figure 4.1 Down-scaled aluminium truss bridge dimension overview 
 
Table 4.1. Principal material properties of aluminium bridge 
Young’s modulus Density Poisson’s ratio Thermal expansion 
70 𝐺𝑃𝑎 2.7𝑔 ∙ 𝑐𝑚−3 0.35 23.1 𝜇𝑚 ∙ 𝑚−1 ∙ 𝐾−1 
Fixed ends 
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A time-varying traffic load is then shown in Figure 4.2(b) and applied at all bottom 
nodes of the bridge model. The 24-hour traffic load variation conforms to a normal 
distribution with double peaks, with maximum 5 kN on each bottom node. Since every 
load step simulates as 2.5 hours, 10 data points are simulated as one daily cycle (i.e. 
24-hour traffic load variation). 
  
(a). Thermal loadings (b). Traffic loadings 
Figure 4.2. Simulated loading conditions on FE model 
4.1.2 Numerical evaluation of underdetermined methods 
The organization of this sub-section is first given in Figure 4.3. It is apparent that 
the data investigation will be delivered from two parts: season temperature effect 
extraction and daily temperature effect extraction. For each temperature feature, 
seasonal or daily, both EPI (EMD+PCA+ICA) and EEPI (EEMD+PCA+ICA) are 
evaluated and compared.  
 
Figure 4.3. Organization of Section 4.1.2 
The bridge is fixed in all directions at supporting ends A, B, C and D, seeing Figure 
4.4. Four monitored chords are registered as SG1, SG2, SG3, and SG4, whose strain 
4.1.2 Numerical 
evaluation of 
underdetermined 
methods
Seasonal temperature effect 
extraction
Investigated by EPI
Investigated by EEPI
Daily temperature effect 
extraction
Investigated by EPI
Investigated by EEPI
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measurements are of interests. The target of the proposed feature extraction method is 
to extract the temperature-induced strain from the mixed structural response. The 
mixed structural response in this case study means the strain measurements collected 
from the bridge under temperature and traffic loading conditions, as shown in Figure 
4.5. 
 
Figure 4.4. Sensor positions overview for underdetermined method evaluation 
 
Figure 4.5. Strain measurements under temperature and traffic loadings conditions 
4.1.2.1 Seasonal thermal feature extraction 
This section will give an assessment and comparison between EPI and EEPI for 
extracting seasonal temperature-induced strain.  
Data investigated by EPI 
The separation results by applying EPI on the one-year monitoring data from SG1 
are first given as the red line in Figure 4.7. The one-year data is last for 365 days as 
previously shown in Figure 4.5. The EPI extracted strain is compared with the pure 
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seasonal strain, represented as the blue dash line in Figure 4.7. The pure seasonal strain, 
or reference seasonal strain, is the structural response only affected by seasonal 
temperature variations. It is apparent from Figure 4.6 that the extracted seasonal 
thermal response does not match with the pure strain. The correlation between EPI 
extracted strain and reference strain is assessed by correlation coefficient value (CC) 
and relative root mean square error (RRMSE). The higher CC value and the lower 
RRMSE means the better separation performance. The correlation coefficient values 
between them is only 0.59, and relative root mean square error is over 81%, which can 
reflect that one-year data is not enough to extract seasonal thermal effects.  
 
Figure 4.6. Seasonal thermal-strain separated by EPI on one-year data from SG1 
  
(a). two-year measurements (b). three-year measurements 
Figure 4.7. Seasonal thermal-strain separated by EPI on two-year and three-year data 
from SG1. 
Considering that the seasonal pattern of temperature variations can only become 
visible when the time duration is over two years or even longer, then two-year (730-
day duration) and three-year (1095-day duration) mixed structural measurements are 
analysed by EPI. The time-history comparisons of SG1 between estimated seasonal 
strain and the pure seasonal temperature-induced strain are given in Figure 4.7. 
Obviously, the higher relation and better separation can be observed. For the two-year 
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data separation, as shown in Figure 4.7(a), the CC value is increased to 0.98 and 
RRMSE is decreased to 20%. Moreover, EPI performs even better on the three-year 
data, given in Figure 4.7(b), since the CC value increases to 1.00 and RRMSE is only 
6%. 
Same separation process by applying EPI are also conducted on SG2, SG3, and 
SG4 on one-year, two years and three years monitoring data. The separation results 
are given in Figure 4.8 for SG2, Figure 4.9 for SG3, and Figure 4.10 for SG4. From 
part (a) of Figure 4.8, Figure 4.9, and Figure 4.10, it is apparent that the extracted 
seasonal thermal response does not match with the pure strain for all other three strain 
measurements when the target data is only one year. But an evident improvement can 
be observed from part (b) of those figures when the data increases to two-year long. If 
enlarging the sample size to three years, seeing part (c) of those figures, a visible 
amendment for SG2 can be observed. 
 
 
(a). one-year measurements 
  
(b). two-year measurements (c). three-year measurements 
Figure 4.8. Seasonal thermal-strain separated by EPI on data from SG2 
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(a). one-year measurements 
  
(b). two-year measurements (c). three-year measurements 
Figure 4.9. Seasonal thermal-strain separated by EPI on data from SG3. 
 
(a). one-year measurements 
  
(b). two-year measurements (c). three-year measurements 
Figure 4.10. Seasonal thermal-strain separated by EPI on data from SG4.  
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The performance of EPI for SG2, 3, and 4 are also assessed by correlation 
coefficient values and relative root mean square errors between EPI extracted strain 
(i.e. the red line) and the reference seasonal strain (i.e. the blue dash line) showing in 
following figures. The CC values for SG2 are 0.54, 0.94, and 1.00 for one-year, two-
year and three-year cases, while the RRMSE are 85%, 35%, and 8% respectively. The 
similar tendency can also be observed from SG3 and SG4, whose evaluation values 
are summarized in Table 4.2. In order to have a visible comparison, the bar figures 
based on the data from Table 4.2 is also given in Figure 4.11. 
Table 4.2. Summary of seasonal thermal strain extraction by EPI 
 Correlation coefficient RRMSE 
 SG1 SG2 SG3 SG4 SG1 SG2 SG3 SG4 
One-year data 0.59 0.54 0.55 0.63 81% 85% 85% 78% 
Two-year data 0.98 0.94 1.00 1.00 20% 35% 5% 9% 
Three-year 
data 
1.00 1.00 1.00 1.00 6% 8% 3% 6% 
  
(a). Correlation coefficient (b). Relative root mean square error 
Figure 4.11. Summary of seasonal thermal strain extraction by EPI 
The examination results have demonstrated that the EPI’s extracting capacity is 
related to the target signal’s length. The separating results are not satisfactory with 
one-year data, as the ‘365’ bar shown in Figure 4.11. The correlations are all below 
0.63, as 0.59, 0.54, 0.55 and 0.63 for SG1-4 respectively, while the relative root mean 
square errors are quite high, around 80%. However, the separation results have a 
significant improvement when applying EPI on two-year strain measurements. In 
addition, the extracting results will be slightly enhanced when the cycles are enlarged 
from two years to three years. The correlation values are all reaching up to 1.00 for all 
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the monitored beams and the relative root mean square error decreases to 3%. The 
other advantage is the computational cost does not have any change while changing 
the size of the target signal. Therefore, EPI is qualified enough for separating seasonal 
temperature response from at least two years of measurements.  
Data investigated by EEPI 
When applying EEPI, the ensemble empirical mode decomposition (EEMD) is 
selected to decompose target single-channel signal. Two parameters, NSR (noise-
signal ratio) and N (the number of trails) have a significant influence on the final 
separation results. Therefore, a series of NSR and N combinations are selected for their 
impact research. Considering the previous results, EPI is trustworthy and efficient 
enough when the target sources are over two-year duration, so EEPI will not be 
recommended for these cases, because of the higher computational cost when 
compared with EPI. Only one-year mixed strain is utilized for performing EEPI to 
extract seasonal temperature-induced strain, since EPI fails in this case. 
The extracting results that are obtained by using various NSR and N values in 
EEMD have been compared with ideal temperature-induced structural strain for all 
sensors. The assessment is based on the correlation coefficient values (CC) between 
the EEPI separated strain and the reference seasonal temperature-induced strain. The 
assessment about NSR and N are delivered in Figure 4.12 and Figure 4.13 respectively. 
From Figure 4.12, it is apparent that NSR has an obvious effect on the performance of 
EEPI, while from Figure 4.13, the impact of N is less significant.  
Among all the evaluation results, the best combination of NSR=1.1 and N=850 can 
be selected to optimized separation performance. Figure 4.14 shows the comparison 
between estimated strain, separated by EEPI, and ideal strain, induced by applying 
annual temperature load only. The seasonal thermal strain is not recovered very well. 
The correlation coefficient values are 0.85, 0.85, 0.86 and 0.84, while RRMSE are 56%, 
57%, 54% and 58% for SG1-4 respectively, which is not high enough but much better 
than EPI's performance on one-year monitoring data. As aforementioned, EPI is 
efficient enough to extract seasonal temperature effects when the measurements are 
recorded over two years. Therefore, EEPI can be treated as an alternative method when 
the measurement sources are limited. 
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(a). SG1 (b). SG2 
  
(c). SG3 (d). SG4 
Figure 4.12. Effect of NSR for extracting seasonal thermal-strain by EEPI 
  
(a). SG1 (b). SG2 
  
(c). SG3 (d). SG4 
Figure 4.13. Effect of N for extracting seasonal thermal-strain by EEPI 
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(a). SG1 (b). SG2 
  
(c). SG3 (d). SG4 
Figure 4.14.Seasonal thermal-strain separated by EEPI on data from SG1-4 
(NSR=1.1, N=850) 
4.1.2.2 Daily thermal feature extraction 
For extracting the daily thermal features in this subsection, the performance EPI 
and EEPI is investigated respectively. 
Data investigated by EPI 
In the previous Section 4.1.2.1 for thermal feature extraction, the performance of 
EPI is heavily related with the data size. The rule is that the measurement duration 
should be no less than the longest variation period. Therefore, only one-year data 
should be adequate for daily case, since 36 daily cycles are simulated within one year. 
The effort to investigate the data length is also conducted and can approve this 
predication. As can been seen from Figure 4.15, the influence of data length is 
ignorable, since the correlation coefficient (CC) values and root mean square errors 
(RRMSE) are stable no matter the data length. For example, the CC values for SG1 
and SG3 are at the same level. The visible influence due to data duration change can 
Chapter 4 Thermal feature extraction: case study 
53 
 
only be observed in SG4, i.e. the CC value decreases from 0.81 to 0.61, while the value 
of RRMSE increases from 59% to 78%. This approves that the longer monitoring data 
does not have a positive effect on the daily feature separation. Instead, one-year data 
is enough to provide relatively better separation results for daily thermal feature 
extraction. Therefore, only one-year data is utilized for the following EPI and EEPI 
evaluations.  
  
(a). Correlation coefficient (b). Relative root mean square error 
Figure 4.15. Evaluation of EPI for DAILY thermal strain extraction 
Figure 4.16(a) gives the EPI extracted signals from the data of SG1 in the time 
domain. The separated strain is compared with the pure daily strain, or reference daily 
strain, which is collected from SG1 when the bridge is only affected by the daily 
temperature loadings. To have a clear view of the separated results, Figure 4.16(b) 
then shows the relation between the separated results with temperature variations. The 
CC value between EPI estimated strain and the reference daily temperature-induced 
strain is 0.97, while RRMSE is only 26%. 
EPI is also applied on SG2, SG3, and SG4 for daily feature extraction and the 
results are presented in Figure 4.17 for SG2, Figure 4.18 for SG3, Figure 4.19 for SG4 
respectively. The CC and RRMSE values to assess the performance of EPI are 
subsequently summarized in Table 4.3. According to Table 4.3, the daily temperature-
induced strains estimated from SG1 and SG3 are high related with the reference strains, 
since the correlation coefficient values are 0.97 and 0.94 for SG1 and SG3, and the 
relative low RRMSE values can be obtained, i.e. 26% and 35%. However, the results 
for SG2 and SG4 are not satisfied. The CC are between 0.81 and 0.84, and RRMSE 
are quite high, as 54% for SG2 and 59% for SG4. 
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(a). strain in time domain (b). strain with temperature 
Figure 4.16. Daily thermal-strain separated by EPI on data from SG1 
 
  
(a). strain in time domain (b). strain with temperature 
Figure 4.17. Daily thermal-strain separated by EPI on data from SG2 
 
  
(a). strain in time domain (b). strain with temperature 
Figure 4.18. Daily thermal-strain separated by EPI on data from SG3 
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(a). strain in time domain (b). strain with temperature 
Figure 4.19. Daily thermal-strain separated by EPI on data from SG4 
Table 4.3. Evaluation of daily thermal-strain extraction by EPI  
Method EPI for daily feature separation 
Strain Gauge No. SG1 SG2 SG3 SG4 
Correlation coefficient 0.97 0.84 0.94 0.81 
Relative Root Mean Square Error 26% 54% 35% 59% 
 
Data investigated by EEPI 
For evaluating the performance of EEPI deal with daily thermal issues, the research 
of how NSR (noise-signal ratio) and N (the number of trails) affect the final blind 
separation results will be given first. Similar as the previous part of seasonal strain 
recovery, Figure 4.20 and Figure 4.21 give an overview of the relationship among NSR, 
N, and separating results. 
Referring to Figure 4.20, NSR has an obvious effect on the performance of EEPI, 
while N has a slight influence on the final separating results, seeing to Figure 4.21. 
When NSR is around 0.2, the blind separation results are reaching the peak value and 
stable for all monitored beams. The correlation coefficient results are generally around 
0.80. And the recommended combination of NSR=0.11 and N=400.  
Figure 4.22 then shows the extraction results in the time domain and their 
comparison with ideal strain, while Figure 4.23 shows the relation between 
temperature and temperature-induced strain.  
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(a) SG1 (b) SG2 
  
(c) SG3 (d) SG4 
Figure 4.20 Effect of NSR for extracting daily thermal-strain by EEPI. 
  
(a) SG1 (b) SG2 
  
(c) SG3 (d) SG4 
Figure 4.21. Effect of NSR for extracting daily thermal-strain by EEPI. 
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(a). SG1 (b). SG2 
  
(c). SG3 (d). SG4 
Figure 4.22. Daily thermal-strain separated by EEPI: I 
  
(a). SG1 (b). SG2 
  
(c). SG3 (d). SG4 
Figure 4.23. Daily thermal-strain separated by EEPI: II 
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The assessment values, CC and RRMSE, are then listed in Table 4.4. As can be 
seen from Table 4.4, the correlation coefficient values for all sensors are over 0.91, 
and the RRMSE values are also lower than EPI, as previously shown in Table 4.3.  
Table 4.4. Evaluation of daily thermal-strain extraction by EEPI (NSR=0.11, N=400) 
Method EEPI for daily feature separation 
Strain Gauge No. SG1 SG2 SG3 SG4 
Correlation coefficient (CC) 0.98 0.91 0.96 0.91 
Relative Root Mean Square Error (RRMSE) 18% 41% 28% 42% 
 
4.1.2.3 Results summary for underdetermined methods 
The underdetermined thermal feature extraction method, EPI and EEPI, are 
evaluated in this section on a numerical truss model built through ANSYS. The 
purpose of EPI and EEPI is to extract seasonal and daily thermal strain sequences.  
For separating temperature features, both seasonal and daily variations, the 
following three aspects of proposed methods, EPI and EEPI, can be summarize, which 
are based on the previous discussion in section 4.1.2.1 and section 4.1.2.2. 
• The performance of EPI to recover seasonal temperature-induced strain is highly 
related to the signal’s duration of interest. EPI can recover seasonal thermal 
features at a compelling level, with 0.99 correlation and lower computational cost, 
only when the target signal is over two-year’s length. But EPI fails to uncover 
seasonal features when the target strain is only one-year measurements, because 
the periodic feature of seasonal temperature variations is not visible in only one-
year data, which can cause unsatisfactory separating results with lower correlation 
coefficient values and higher relative root mean square error. 
• When the monitoring data is limited, EEPI performs better than EPI, since the 
correlation coefficient values can be increased from 0.54-0.63 to 0.84-0.85 and the 
relative root mean square error can be reduced from 78%-85% to 54%-58%. 
However, the EEPI is not recommended for the cases when monitoring data is over 
two years, because of the large computational cost of EEPI. 
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• For the daily thermal feature extraction investigated in Section 4.1.2.2, EEPI has 
an evident improvement and relative higher robustness for extracting daily thermal 
strain. The performance of EPI shows 0.81-0.97 correlation value, while EEPI 
increases them to 0.91-0.96. Regarding the relative root mean square error, EEPI 
not only decreases EPI’s result value (35%-59%) to 28%-42%, but also narrows 
the range, which means EEPI is more robust than EPI. 
4.1.3 Numerical evaluation of overdetermined methods 
In this section, the overdetermined method for thermal feature extraction is 
evaluated on the numerical truss model. The finite element model has been previously 
described in Section 4.1.1. Six strain measurements are of interest, whose location and 
labels are displayed in Figure 4.24. The structure is in health condition, which means 
no damage scenarios are simulated on the truss model. The bridge is under temperature 
and traffic load variations.  
The first procedure of overdetermined method is applying Principal Component 
Analysis (PCA) to identify the minimum components among all sensor records. Two 
principal components can be identified from the six mixtures. Hence, at least two 
sensor records are selected from all measurements for next procedure of blind 
separation.  
 
Figure 4.24. Sensor positions overview for overdetermined method evaluation 
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Figure 4.25. Strain measurements of SG1 and SG4 from the finite element model 
The SG1 and SG4 are first selected as an example, whose time-history strain is 
displayed in Figure 4.25. The estimated outputs by applying independent component 
analysis (ICA) are given in the following Figure 4.26. As can be seen from Figure 
4.26(a), the ICA can only separate the temperature-induced strain, but it cannot 
entirely distinguish the seasonal and daily features. The Figure 4.26(b) gives the 
separated traffic-induced strain variations. To assess the separating results, the 
independent components separated by ICA (Figure 4.26) are compared with the 
reference data. The reference data is the strain collected from the bridge when it is 
only in temperature or traffic loading condition. The zoom-in details can be found in 
Figure 4.27, with the corresponding correlation coefficient values (CC). It can be seen 
from Figure 4.27, the separated temperature-induced strain is highly related with the 
reference data, the same as the traffic-induced strain.  
  
(a). Independent component 1 (b). Independent component 2 
Figure 4.26. Separated components by employing overdetermined method 
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(a). Temperature-induced strain 
comparison, CC=1.00 
(b). Traffic-induced strain comparison, 
CC=1.00 
Figure 4.27. Comparison between reference data and ICA estimators (SG1 and SG4) 
Various selections from six measurements have also been investigated. The same 
processes on SG1 and SG4 have been conducted on other sensor pairs, for example 
SG2 with SG5, SG3 with SG6, SG4 with SG5, SG5 with SG6, and SG6 with SG2. 
The separation performance is assessed by correlation coefficient value between 
separated strain and reference data. For example, Figure 4.28(a) gives the strain 
measurements recorded by sensor SG2 and SG5, while in part (b) and (c) of Figure 
4.28, the ICA separated strains are compared with reference strains. Similarly, the 
measurements and ICA separation results from SG3 and SG6 are presented in Figure 
4.29. Figure 4.30 is then showing the outcomes from SG4 and SG5, while Figure 4.31 
and Figure 4.32 are the evaluation on SG5 with SG6 and SG6 with SG2.  
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(a). Strain measurements from SG2 and SG5 under temperature and traffic loads 
 
(b). Temperature induced strain comparison, CC=1.00 
 
(c). Traffic induced strain comparison, CC=1.00 
Figure 4.28. Application of overdetermined decomposition method on SG2 and SG5  
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(a). Strain measurements from SG3 and SG6 under temperature and traffic loads 
 
(b). Temperature induced strain comparison, CC=1.00 
 
(c). Traffic induced strain comparison, CC=1.00 
Figure 4.29. Application of overdetermined decomposition method on SG3 and SG6 
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(a). Strain measurements from SG4 and SG5 under temperature and traffic loads 
 
(b). Temperature-induced strain comparison, CC=1.00 
 
(c). Traffic-induced strain comparison, CC=1.00 
Figure 4.30. Application of overdetermined decomposition method on SG4 and SG5 
  
Chapter 4 Thermal feature extraction: case study 
65 
 
 
 
(a). Strain measurements from SG5 and SG6 under temperature and traffic loads 
 
(b). Temperature induced strain comparison, CC=1.00 
 
(c). Traffic induced strain comparison, CC=1.00 
Figure 4.31. Application of overdetermined decomposition method on SG5 and SG6 
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(a). Strain measurements from SG6 and SG2 under temperature and traffic loads 
 
(b). Temperature induced strain comparison, CC=1.00 
 
(c). Traffic induced strain comparison, CC=1.00 
Figure 4.32. Application of overdetermined decomposition method on SG6 and SG2 
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To summarize the evaluation results and link with relative figures, the following 
Table 4.5 gives the overall information. As can be seen from Table 4.5 and relevant 
figures, the correlation coefficient values are all close to 1.00, which can demonstrate 
the separation ability of proposed overdetermined method to extract the thermal 
features.  
However, one limitation of this overdetermined method is that the extracted 
features cannot exactly corresponding to one monitoring position. This is because the 
input data are consisted by over two channels, and there is only one separated thermal 
feature, which is hard to define the exact sensor location.  
Table 4.5. Separation evaluation summary 
Sensor 
pairs 
Temperature-induced 
strain 
Traffic-induced 
strain 
Relative 
figure 
SG1 & SG4 1.00 1.00 Figure 4.27 
SG2 & SG5 1.00 1.00 Figure 4.28 
SG3 & SG6 1.00 1.00 Figure 4.29 
SG4 & SG5 1.00 1.00 Figure 4.30 
SG5 & SG6 1.00 1.00 Figure 4.31 
SG6 & SG2 1.00 1.00 Figure 4.32 
4.1.4 Summary for the numerical case study 
In this case study, the proposed thermal feature extraction methods, both 
underdetermined and overdetermined solutions, have been numerically evaluated.  
Firstly, the underdetermined solutions, EPI and EEPI, are considered when sensors 
are limited in the sensor system. EPI and EEPI are proposed to interpret single-channel 
measurements directly and both seasonal and daily effects can be extracted from the 
mixed structural responses. As illustrated from the numerical case study, EPI performs 
robust enough to separate seasonal temperature effects, only if the monitoring data is 
over two years. In the meantime, the limitation for EPI is its vulnerable performance 
on one-year monitoring data. On the other hand, EEPI has shown to be a valuable tool 
to separate either daily and seasonal temperature variations from the mixed structural 
responses. The impact of two parameters, Noise-Signal-Ratio (NSR) and number of 
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trails (N), within EEPI has been evaluated. The recommendation for Noise-Signal-
Ratio is 0.1-0.2 while for number of trails the author used 100 to 200.   
Secondly, the overdetermined method includes pre-indication and blind separation, 
which is suitable for two or more channels measurements. PCA has been utilized for 
pre-indication to find the minimum input channels among all measurements for the 
subsequent blind separation procedure, running by Fast ICA. Six groups of data, 
selecting from all six sensors have been selected as the demonstrator. The separating 
results are stable and highly correlated with expected variations. Therefore, the 
proposed overdetermined method can be confirmed to separate the thermal features. 
But there has one limitation should be highlighted here. By using this overdetermined 
method, the extracted feature cannot be located precisely.  
4.2 Experimental case study 
In this section, the case study is conducted on an experimental truss bridge built 
for this Ph.D. work in the Structural Laboratory at the University of Warwick. This 
section is organized as follows: A brief introduction of the truss bridge is first given 
in Section 4.2.1; Section 4.2.2 is the case study on proposed underdetermined thermal 
feature extraction methods; Section 4.2.3 is investigating the performance of 
overdetermined method, followed by a summary, Section 4.2.4, to highlight the major 
findings of this case study.  
4.2.1 Experiment introduction 
The experimental truss bridge test was conducted in the Structural Laboratory in 
School of Engineering at the University of Warwick. The latest test area layout can be 
found in Figure 4.33.  
There are four heating lamps on the top of this truss structure to provide the 
temperature loadings that applied on the bridge. The experimental test design is 
described in Appendix A in details, including the measurement system and heating 
system. This truss bridge is made by aluminium and includes three different length of 
chords with same cross-section dimension. The principal dimension and mechanical 
properties are given in Table 4.6. More detailed design information can be found in 
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Appendix B. The bridge is placed and supported by the Meccano and a steel bar at two 
ends, therefore, the bridge can be fixed, seeing Figure 4.34.  
 
Figure 4.33. Truss bridge model in Structural Laboratory in University of Warwick 
 
 
Figure 4.34. Boundary condition 
 
Table 4.6. Key parameters of truss bridge 
Bridge dimension / 𝒎𝒎 Bridge material properties 
Short chord 203.47 Young’s modulus 70 𝐺𝑃𝑎 
Medium chord 375.92 Density 2.7𝑔 ∙ 𝑐𝑚−3 
Long chord 550.00 Poisson’s ratio 0.35 
Box section internal 18.90 × 18.90 Thermal expansion 23.1 𝜇𝑚 ∙ 𝑚−1 ∙ 𝐾−1 
Box section external 25.40 × 25.40   
  
Truss bridge 
Heating system 
DAQ control 
NI system 
Heating control 
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4.2.2 Experimental evaluation of underdetermined methods 
This test was conducted in March 2017. Two types of loading conditions are 
considered, including temperature loadings and weights loadings. The loading 
positions can be found in Figure 4.35. 
To evaluate the performance of EEPI and EPI methods for thermal feature 
separation, two groups of tests, reference test and hybrid test, are conducted on the 
healthy bridge. The definitions of reference and hybrid test are first given as follows: 
• The reference test means only temperature load is applied on the bridge. The 
temperature variations are between 16 to 20 ℃ . The linear relation between 
temperature and strain can be obtained, which is the basis rule to evaluate the 
performance of the proposed EEPI or EPI. 
• The hybrid test means that the combined time-varying temperature and weight 
loadings are applied on the bridge. The temperature keeps fluctuating within 16-
20 ℃. The 30 Kg weights are distributed into three loading positions, as shown in 
Figure 4.35.  
From the reference test, the linear relation between strain and temperature can be 
obtained, therefore the correlation of estimated strain with relative temperature records 
is selected to assess the method’s performance. In other words, the higher correlat ion 
coefficient with temperature variations, the better separated results.  
The truss dimension and the monitoring system deployed can be found in Figure 
4.36, which consists of four strain gauges, termed as SG-1 to SG-4, with three 
thermcouples notated as TH-A to TH-C. The SG1 is attached on the top surface of the 
longitudinal chord, while SG2 is attached on the bottom surface of the transversal 
chord. Both SG-3 and SG-4 are attached on the bottom surface of the target chords to 
avoid the direct radiation of heating lamps.  
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Figure 4.35. Loading positions overview 
 
Figure 4.36. Sensor positions and the monitored chord dimension 
Data investigated by EPI 
The application of EPI is on above four monitoring chords individually, as shown 
in Figure 4.36. For each monitoring position, the separated independent components 
are first presented in time domain, followed by a figure to compare this ‘EPI estimators’ 
with the data from ‘hybrid test’ and ‘reference test’. As mentioned previously, the 
higher correlated with temperature fluctuation, the better separation.  
Taking the SG1 as the first example. The independent components separated by 
ICA are displayed in Figure 4.37. Their correlation coefficient value with temperature 
variations is also calculated and addressed in the sub-figures. The negative sign 
represents its negative relation with temperature, but the absolute value is of interest. 
Heating lamps 
Loading positions 
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Therefore, the independent component 2 as shown in  Figure 4.37(b) is higher related 
with temperature variations, which is then plotted in Figure 4.38 represented by the 
label of EPI estimated data.  
  
(a). Independent component 1 
(CC = -0.60) 
(b). Independent component 2  
(CC = -0.65) 
Figure 4.37. Independent components that separated from SG1 
 
Figure 4.38. Evaluation of EPI-estimated data from SG1 (blue: CC=-0.95, purple: 
CC=-0.65, grey: CC=-0.99) 
From Figure 4.38, the data from the hybrid test are all in blue area and the grey 
area represents the data from the reference test. It is obvious that the grey region is 
much narrower because only temperature loading is applied during the reference test. 
The correlation coefficient value is -0.99, which is higher related with temperature, 
because the reference data is from the test where only temperature load is applied on 
the bridge. The data from hybrid test is -0.95 correlated with temperature variations, 
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which is higher than the EPI estimated data. Hence, the separation of EPI on data from 
SG1 is not good enough. 
The following two figures, Figure 4.39 and Figure 4.40, are given to present the 
test results from SG2. It can be seen from Figure 4.39 that the first independent 
component is higher related with temperature variations, since the CC value is 0.91. 
This is then compared with hybrid test data and reference data to assess the EPI 
separation performance. As can be seen from Figure 4.40, the EPI separated data is 
relatively high related with temperature records, but still not a big improvement when 
compare to the data from hybrid test. 
  
(a). Independent component 1 
(CC = -0.91) 
(b). Independent component 2 
(CC= -0.10) 
Figure 4.39. Independent components that separated by EPI from SG2 
 
Figure 4.40. Evaluation of EPI-estimated data from SG2 (blue: CC=-0.95, purple: 
CC=-0.91, grey: CC=-0.99) 
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The application of EPI on SG3 and SG4 has also been conducted. The following 
Figure 4.41 and Figure 4.43 show the separated component by ICA, while Figure 4.42 
and Figure 4.44 present the comparison results. According to the CC values, the 
separation results by EPI are all weak for SG3 and SG4, as the correlation coefficient 
values are just 0.32 and 0.28 respectively.  
 
Figure 4.41. Independent component that separated by EPI from SG3 (CC=-0.32) 
 
Figure 4.42. Evaluation of EPI-estimated data from SG3 (mix: CC=-0.95, estimated: 
CC=-0.32, reference: CC=-0.99) 
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(a). Independent component 1  
(CC=-0.28) 
(b). ndependent component 2  
(CC= -0.27) 
Figure 4.43. Independent components that separated by EPI from SG4  
 
Figure 4.44. Evaluation of EPI-estimated data from SG4 (blue: CC=-0.95, purple: 
CC=-0.28, grey: CC=-0.99) 
Data investigated by EEPI 
The combination of NSR and N are examined, ranging from 0.01 to 0.5 every 0.01 
for NSR and from 10 to 800 every 10-step for N. Therefore, 150-by-80 combinations 
of NSR and N have been investigated in this study. The time consumption is given in 
Figure 4.45. It is obvious the more number of trails the more time consumption. In 
Figure 4.45, there are two blocks, with which the time composition is higher than 
expected. This is because the different computers that are used for calculation. But in 
general, the time consumption is linear related with the number of trails, N. The Figure 
4.46 gives the partial time consumption results operating by computer 1, where NSR 
Chapter 4 Thermal feature extraction: case study 
76 
 
ranges from 0.01 to 0.5 and N ranges from 10 to 800. The major computational cost 
for various trails number, N, is also listed in Table 4.7 for reference. The recommend 
selection will be summarized at the end of this part. 
 
Figure 4.45. Time consumption of method EEPI with various NRS and N for SG1 
  
Figure 4.46. Time consumption of method EEPI with NRS: 0.01~0.5 and N: 10~800 
on SG1 operating by Computer-A. 
Table 4.7. The major time consumption list based on Computer-A 
Number of trails N 100 200 300 400 500 600 700 800 
Time consumption / s 4.1 8.1 12.1 16.1 20.1 24.1 28.2 32.2 
Computer-B 
Computer-C 
Computer-A 
Computer-A 
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The influence of NSR and N on the performance of EEPI is investigated 
respectively and are shown in Figure 4.47 and Figure 4.48 for SG1. The influence of 
NSR and N can be summarized as follows:  
• The correlation coefficient represents the correlation between estimated strain, 
which is separated by EEPI, and temperature variation from THA. Therefore, the 
higher values of correlation coefficient, the better separation by EEPI.  
• According to the average line, drawing as the blue line in Figure 4.47, the better 
and stable performance should occur when NSR between 0.03~0.1 and 0.4~0.5. 
The correlation coefficient is over 0.9, which means the separated strain are much 
correlated with temperature variations. 
• When NSR is located in the area 0.03~0.1 is much more stable when compare with 
the range 0.4~0.5. This is because the standard deviation of previous range is 
narrower than the range 0.4~0.5. The upper red dash line that is shown in Figure 
4.47 represents the average correlation coefficient among all attempts plus half 
relative standard deviation. The lower red dash line is the average value subtract 
half relative standard deviation. Hence the bandwidth of both red dash line 
represents the standard deviation. The bandwidth when NSR=0.03~0.1 is smaller 
than the bandwidth when NSR=0.4~0.5. This demonstrate the stability when NSR 
is smaller. 
• Different from the NSR, the effect of the number of trails, N, is not visible, which 
also confirm the same conclusion in numerical case study. As showing in Figure 
4.48, the average line is fluent, the same as the standard deviation, σ. 
With the recommend values of NSR and N, the separating results are given in Figure 
4.49. The estimated data with temperature relation is compared with reference data 
and hybrid data. The correlation coefficient, CC, values can be found in the figures 
too.  
Following the same procedures to investigate the EEPI performance on SG2. The 
influence of NSR and N is first investigated and shown in Figure 4.50 and Figure 4.51.  
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Figure 4.47. Influence of NSR on the performance of EEPI for SG1 
 
Figure 4.48. Influence of N on the performance of EEPI for SG1 
 
Figure 4.49. Evaluation of EEPI-estimated data from SG1 (grey: CC=-0.95, purple: 
CC=-0.97, blue: CC=-0.99): NSR = 0.04, N=80, time consumption: 3.09 seconds 
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Figure 4.50. The influence of NSR on the performance of EEPI for SG2 
 
Figure 4.51. The influence of N on the performance of EEPI for SG2 
 
Figure 4.52. Evaluation of EEPI-estimated data from SG2 (grey: CC=-0.86, purple: 
CC=-0.96, blue: CC=-0.99): NSR = 0.39, N=180, time consumption: 7.29 seconds 
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Figure 4.53. The influence of NSR on the performance of EEPI for SG3 
 
Figure 4.54. The influence of N on the performance of EEPI SG3 
 
Figure 4.55. Evaluation of EEPI-estimated data from SG3 (grey: CC=-0.30, purple: 
CC=-0.81, blue: CC=-0.99): NSR = 1.02, N=10, time consumption: 0.72 seconds 
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Figure 4.56. The influence of NSR on the performance of EEPI for SG4 
 
Figure 4.57. The influence of N on the performance of EEPI for SG4 
 
Figure 4.58. Evaluation of EEPI-estimated data from SG4 (grey: CC=-0.29, purple: 
CC=-0.81, blue: CC=-0.95): NSR = 1.48, N=10, time consumption: 0.89 seconds 
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The monitoring chords at position 3 and 4 are transversal direction, which are more 
sensitive with moving load. In another word, the temperature is not a major 
contribution in the measurements. But there are still some points can be summarized 
as follows. 
• The influence of NSR can confirm the previous observation in longitudinal chords. 
The separating performance is relatively stable when NSR is located in 0.01 to 0.1. 
Because their standard deviations, σ, are relative narrow, which is shown as the 
bandwidth of two read dash lines in Figure 4.53.  
• When the NSR is beyond 0.5, which means the added white noise is stronger, the 
performance in return is worse. As showing in Figure 4.53, the average line is 
going down and the standard deviation is bigger.  
• The Figure 4.54 shows the influence of N. It is apparent the EEPI performance is 
more stable, i.e. stable average line and relative narrow standard deviation, when 
the number of trails, N, if over 200. But considering the time consumption due to 
the increase of N, the recommend value of N should be within 200 to 400.  
The method EPI and EEPI have been investigated on four sensors records. The 
results are summarized into Table 4.8.  Two findings can be obtained as follows:  
• First of all, the higher correlation coefficient value, the better performance. 
Obviously, the performance of EEPI is better than EPI.  
• The EEPI separated sources is more related with temperature variations when 
compared with data from hybrid test. For example, the hybrid test data is -0.95 
correlated with temperature load, but the EEPI separated sources is increased to -
0.97, which is closer to the reference value (-0.99).  
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Table 4.8. Summary of EPI and EEPI: correlation coefficient value with temperature 
variations 
 
Sensor SG1 Sensor SG2 
EPI EEPI EPI EEPI 
Hybrid test data -0.95 -0.95 -0.95 -0.86 
Estimated data -0.65 -0.97 -0.91 -0.96 
Reference test data -0.99 -0.99 -0.99 -0.99 
Relative figure Figure 4.38 Figure 4.40 Figure 4.42 Figure 4.44 
 
Sensor SG3 Sensor SG3 
EPI EEPI EPI EEPI 
Hybrid test data -0.95 -0.90 -0.95 -0.90 
Estimated data -0.32 -0.81 -0.32 -0.81 
Reference test data -0.99 -0.99 -0.99 -0.99 
Relative figure Figure 4.50 Figure 4.53 Figure 4.56 Figure 4.59 
4.2.3 Experimental evaluation of overdetermined methods 
This test was conducted during February 2018.  Temperature load is still simulated 
by controlling the heating lamps, while the moving loading is applied on the bridge by 
using dumbbells and two leading wood tracks, seeing Figure 4.59. The sensor 
positions of interests in this case study is also given in Figure 4.60. For the detailed 
description of experimental systems, the reader can refer to Appendix A. For the 
dimension of this truss bridge, the reader can find design drawings in Appendix B.  
 
Figure 4.59. Bridge test overview with loading conditions 
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Figure 4.60. Sensor positions overview for Section 4.2.3 (SG: strain gauges; TH: 
thermocouples) 
The tests are also classified into two types, reference test and hybrid test, 
considering the loading conditions. For the reference test, only temperature load is 
applied on the bridge, and the data collected is designed as reference data. For the 
hybrid test, the bridge is under temperature and moving loadings conditions, and the 
data collected from hybrid test is named as hybrid test data in following contents.  
The measurements from hybrid tests are utilized to extract the temperature-induced 
structural responses by the proposed overdetermined methods. The reference data is 
then utilized to assess the estimated sources. The higher related with the reference data, 
the better separation performance.  
As previously described in CHAPTER 3, the first step of proposed overdetermined 
method is pre-indication by applying principal component analysis (PCA). In this case, 
two principal components can be obtained after performing PCA on the target four 
sensor records, which means there have two contributors or load conditions that affect 
the final structural response. This can also be confirmed by the loading condition, since 
only temperature and traffic loads are applied on the bridge. However, there has no 
prior knowledge of the loading conditions in the real word structure, hence, the PCA 
can help to identify the principal loading conditions.  
Based on the pre-indication results performed by PCA, the minimum number of 
inputs channels for the blind separation is two. Therefore, two sensor records, SG1 
and SG2, are selected from the four strain gauges as a demonstration. The 
measurements from TH1 and TH2 are given in Figure 4.61(a), while the strain data 
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from the hybrid test is showing in Figure 4.61(b). Two cycles of temperature variations 
are recorded, during which four cycles of moving load variations are applied on the 
bridge. From Figure 4.61(b), the strain variations cause by moving load is not evident. 
In addition, the negative relation with the temperature can be observed, this is due to 
the strain gauges are attached underneath the chord to avoid the damage caused by 
wood tracks or unexpected interruption on the strain sensors. 
  
(a) thermocouple records (b) strain gauges records 
Figure 4.61. Hybrid test data from SG1 and SG2 
The second procedure of the overdetermined method is the blind separation, 
operated by Fast ICA, independent component analysis. Fast ICA is performed on the 
strain measurements collected from the hybrid test. The purpose of this step is to 
separate the temperature-induced variations and moving load induced variations. The 
separation results are given in Figure 4.62. It is obvious that Figure 4.62(a) is the 
thermal related strain, because the two cycles are visible, while Figure 4.62(b) 
represents the strain duo to moving load as four cycles are apparent.  
  
(a). Independent component 1 (b). Independent component 2 
Figure 4.62. Independent components that separated by Fast ICA from SG1 and SG2 
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The following Figure 4.63, the temperature related strain separated by Fast ICA is 
plotted and all estimated data are normalized with the unit norm to compare with the 
reference data and Hybrid data.  
As can be seen from Figure 4.63, the reference data is plotted into the grey area, 
and the black line is the linear fitting results based on all reference data. The hybrid 
test data, which means both temperature and traffic loads are applied on the bridge, is 
displayed in as the blue region. The estimated data by utilizing ICA is plotted as the 
purple. The correlation coefficient value (CC) with temperature records are also 
calculated and can be seen in the title of Figure 4.63. The absolute value of CC is of 
interest. The higher value of CC, the better separation results.  
There is one thing must be emphasized again, the reference test and hybrid test 
cannot be conducted at the same time with the same temperature, hence the reader will 
find the temperature ranges for reference test and hybrid test are different. For example, 
in Figure 4.63, the temperature range for reference test is 26.3~28 ℃, but the hybrid 
test is conducted in different time, whose temperature range is 24.5~26.5 ℃.  
 
Figure 4.63. Evaluation of overdetermined method on data from SG1 and SG2 (blue: 
CC=-0.95, purple: CC=-0.96, grey: CC=-0.99) 
From Figure 4.63, the estimated data is higher related with temperature variations, 
when compared with hybrid test data, since the correlation coefficient value is 
increased from 0.95 to 0.96. The gradients of linear fitting lines are also calculated. 
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For hybrid test and reference test, the gradient is -1.081 and -1.328 respectively. The 
gradient of the estimated is -1.307, which is close to reference data’s gradient.  
Similar as the sensor pairs SG1 and SG2, the other sensors are also investigated. 
The following Figure 4.64 gives the outcomes on SG2 with assistant sensor SG1, while 
Figure 4.65 and Figure 4.66 provides the separating results on SG3 and SG4 
respectively. Among those figures, the separated independent components are 
presented in part (a) and (b), from which the temperature-related data is then plotted 
in part (c) to compare with the hybrid test data and the data from reference data. The 
correlation coefficient values are all calculated and will summarized in Table 4.9 for 
the discussion.  
  
(a). Independent component 1 (b). Independent component 2 
 
(c). Comparison with data from hybrid test and reference test  
Figure 4.64. Evaluation of overdetermined method on data from SG2 and SG1 (blue: 
CC=-0.86, purple: CC=-0.97, grey: CC=-0.98)  
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(a). Independent component 1 
 
(b). Independent component 2 
 
(c). Comparison with data from hybrid test and reference test 
Figure 4.65. Evaluation of overdetermined method on data from SG3 and SG1 (blue: 
CC=-0.30, purple: CC=-0.93, grey: CC=-0.98) 
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(a). Independent component 1 
 
(b). Independent component 2 
 
(c). Comparison with data from hybrid test and reference test 
Figure 4.66. Evaluation of overdetermined method on data from SG4 and SG1 (blue: 
CC=-0.29, purple: CC=-0.91, grey: CC=-0.94) 
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Table 4.9. Summary of the correlation with temperature variations. 
Sensor 
Correlation coefficient with temperature variations Relevant 
figure estimated data hybrid test data reference test data 
SG1 -0.9607 -0.9475 -0.9855 Figure 4.63 
SG2 -0.9748 -0.8637 -0.9844 Figure 4.64 
SG3 -0.9256 -0.2981 -0.9811 Figure 4.65 
SG4 -0.9061 -0.2936 -0.9412 Figure 4.66 
 
As can been seen from Table 4.9, the traffic loadings have an evident influence on 
SG3 and SG4 when comparing with other two sensor measurements. Because the 
correlation between hybrid test data and temperature variations are only 0.30 for SG3 
and SG4, but over 0.86 for SG2 and 0.95 for SG1. The reason is because the chords 
of SG3 and SG4 are in transversal direction, while SG1 and SG2 are in longitudinal 
direction. The moving dumbbells will place the load directly on the transversal chords. 
Therefore, the linear correlation will be broken on SG3 and SG4.  
From Table 4.9, the correlation between estimated strains with relative temperature 
variations are all above 0.90, which can demonstrate the performance of separation. 
Because the thermal strain with temperature variations are just between 0.9412 and 
0.9855 even in the reference test with only temperature load. If comparing the 
correlation of estimated strain and hybrid test strain with temperature variations, it is 
obvious that the separated sources are more related with temperature, as the correlation 
values are all increased, especially for SG3 and SG4. The correlation coefficients of 
hybrid test data with temperature are only -0.2981 and -0.2936 for SG3 and SG4 
respectively, but over 0.86 at SG1 and SG2. This can confirm the previous observation 
and conclusion that the moving load has a more significant influence on transversal 
chords, i.e. on SG3 and SG4, when comparing to longitudinal direction. 
4.2.4 Summary for experimental case study 
The laboratory case study for thermal feature extraction methods has been fully 
described above. Several points can be summarized and highlighted here.  
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• The proposed underdetermined method, EPI and EEPI, are two powerful tools to 
separate thermal features from single-channel strain measurements. And in 
laboratory case, EEPI performs better than EPI, and the recommend values for 
NSR is 0.1 – 0.2 and N is between 100 to 200.  
• The proposed overdetermined method, PCA + Fast ICA, shows a stable capability 
to extract temperature related responses.  
4.3 Concluding remarks 
This chapter set out to evaluate the proposed thermal feature extraction methods. 
The first case study is a numerical truss model and the second one is the laboratory 
truss test. Both underdetermined and overdetermined methods have been examined by 
numerical truss model built by ANSYS and the experimental truss model built in 
Structural Laboratory at the University of Warwick.  
In general, the EPI and EEPI, proposed for the underdetermined cases, have been 
applied on the single-channel measurements directly and the seasonal temperature-
induced variations can be separated from the daily effects, while it is impossible in the 
overdetermined cases by applying PCA with Fast ICA.  
As illustrated from the numerical case study, the performance of EPI is related to 
the length of monitoring data. Or in other word, the EPI outperforms than EEPI when 
the monitoring data is over two years, since the periodic features of seasonal 
temperature variations can be revealed in this situation. On the contrary, the EEPI 
outperforms than EPI when the data is less than two-year long.  
Overall, EEPI has shown to be a valuable tool to separate either daily and seasonal 
temperature variations from the mixed structural responses. The impact of two 
parameters, Noise-Signal-Ratio (NSR) and number of trails (N), within EEPI has also 
been evaluated and the recommended values have also been suggested.  
Regarding the overdetermined method includes pre-indication and blind separation, 
which is suitable for two or more channels measurements. PCA has been utilized for 
pre-indication to find the minimum input channels among all measurements for the 
subsequent blind separation procedure, running by Fast ICA. The separating results 
are stable and highly correlated with expected variations. Therefore, the proposed 
Chapter 4 Thermal feature extraction: case study 
92 
 
overdetermined method can be confirmed to separate the thermal features. But there 
has one limitation should be highlighted here. By using this overdetermined method, 
the extracted feature cannot be located precisely.  
The numerical and experimental case studies also demonstrate that EPI and EEPI 
can extract the seasonal and daily thermal variations from the hybrid test data. This 
hybrid test data means the structural responses under various loading conditions, for 
example, the temperature and traffic loading conditions in this case study. But PCA + 
Fast ICA cannot distinguish the seasonal and daily variations respectively. This 
method was, however, forward to extract thermal features from other effects. The 
author recommends EEPI method when the available number of sensors is limited, for 
example, less than three. For best reliability and numerical accuracy for the extracted 
thermal response, the author will prefer to recommend PCA + Fast ICA. 
In addition, the underdetermined decomposition approaches, EPI and EEPI, are 
proposed for the extreme condition, i.e. only one channel data is available. This 
situation is possible but not a common situation in the real world. Therefore, only 
overdetermined decomposition methods, i.e. PCA + Fast ICA, will be employed in the 
following CHAPTER 5 and 6 for the purpose of thermal feature extraction.  
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CHAPTER 5 ANOMALOUS BEHAVIOURS 
DETECTION: 
METHODOLOGY 
rom the foundation of previous two chapters, the temperature-driven anomaly 
detection method is proposed. This chapter reviewed the methodologies for 
anomaly detection that can be enhanced by combining thermal feature extraction 
method. The brief idea is first presented in Figure 5.1. In anomaly detection, four 
methods are investigated, Moving Principal Component Analysis (MPCA), Robust 
Regress Analysis (RRA), One-class Support Vector Machine (OCSVM) and Artificial 
Neural Network (ANN). Hence, the proposed temperature-driven anomaly detection 
methods can be designated as Td-MPCA, Td-RRA, Td-OCSVM and Td-ANN. 
Thermal feature 
extraction
Anomaly 
detection
Measurements
Temperature-driven 
anomaly detection method
 
Figure 5.1. Brief idea of temperature-driven anomaly detection method 
5.1 Temperature driven MPCA (Td-MPCA) 
This section is mainly focusing on the theoretical background of involved 
methodology for anomaly detection, Moving Principal Component Analysis (MPCA). 
F 
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The methodologies for thermal feature extraction, i.e. Principal Component Analysis 
(PCA) and Independent Component Analysis (ICA), have been introduced in 
CHAPTER 3. To clearly state the theoretical background of temperature-driven 
MPCA, which is termed as Td-MPCA, the bold capital letter is representing relative 
matrix, i.e. X. The notation of vector is small bold letter, i.e. x. 
Since the decomposed covariance matrix, i.e. eigenvectors and its corresponding 
variances, are sensitive to anomalous behaviours (Hubert et al., 2005), the eigenvector 
has potential to be a damage indicator for anomaly detection. However, the 
unsatisfactory performance of classic PCA is pointed as follows (Lanata et al., 2007; 
Posenato et al., 2008). The computation cost is increased when the observations 
number increases. Another issue is an evident delay in the time domain. Therefore, an 
improved statistical method, named as moving principal component analysis, is 
proposed (Lanata & Posenato, 2007; Lanata et al., 2007; Posenato et al., 2008). The 
difference between MPCA and PCA is that MPCA calculates covariance matrix within 
a pre-selected window size instead of the whole-time series, as shown in Figure 5.2. 
The box with dash line is the first active window of MPCA, where the variables inside 
are utilized for PCA interpretation, i.e. step 1 to 3 in Figure 3.5 in CHAPTER 3. The 
first eigenvector with maximum eigenvalue from this active window is saved as the 
eigenvector of this period at this step, i.e. t1, which is the starting time of this active 
window. By this analogy, for the other active window, whose starting time is ti, the 
first principal component of the data within that active window will be saved as the 
eigenvector at time ti. 
 
Figure 5.2. Schematic graph of moving window of MPCA 
According to Posenato et al. (Posenato et al., 2008), the window size should be a 
multiple of the periodic variability. Therefore, a two-year window is selected to avoid 
temperature cycles’ effect on threshold estimation. Furthermore, Laory et al. (2011) 
limited the window size to the same length of the longest periodic variability, i.e. a 
one-year window is enough for the consideration of seasonal thermal variability. 
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Therefore, in this study, a 365-day window is utilized for truss bridge case study and 
48 hours for Ricciolo viaduct case study, as the target data duration is 730 days for 
truss bridge case and one month for Ricciolo viaduct case respectively. 
Since the inconsequent behaviour due to structural damage will be reflected in the 
mean values of target data, as well as its covariance matrix and relative eigenvector-
eigenvalue, the anomaly detection is catching those abnormal changes in eigenvectors 
from each time step. Therefore, a reference state is required to define the thresholds. 
In this study, the threshold is defined as three-times of standard deviation off the 
reference period, designated as ±3𝜎, instead of the ±6𝜎 in previous study (Laory et 
al., 2011). The detailed reference period for each case studies will be stated in next 
section.  
Based on previous two chapters, the proposed Td-MPCA method is operating 
MPCA on extracted thermal response. The flowchart in Figure 5.3 gives a visualized 
procedure, whose details can be found as follows.  
Basically, Td-MPCA can be divided into three parts: pre-indication, blind 
separation and anomaly detection. The principal component analysis, also known as 
PCA, is first applied on all target strain measurements, e.g. m channels signals, to find 
the number of intrinsic components, notated as n. The number n represents the 
minimum input channels for ICA separation. Hence, n- channel measurements will be 
selected from all target signals, as a result, Cm
𝑛  various collections in total. The ICA is 
then operated on these various combinations individually. For each collection, the 
thermal-related strain is selected from ICA-estimators according to its correlation with 
an available temperature records, i.e. ambient temperature or closed position 
temperature. The one which is highest correlated with temperature fluctuation is saved 
as thermal-related strain for next step. Finally, the MPCA will be applied on previous 
saved thermal-related strain for anomaly detection. In addition, the MPCA is also 
performed on all target strain in case study, seeing flowchart in Figure 5.3. The results 
will be compared with the performance of Td-MPCA, and the improvement will be 
summarized in next chapter.  
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Figure 5.3. Flowchart of MPCA and proposed Td-MPCA anomaly detection method 
5.2 Temperature driven RRA (Td-RRA) 
The first step of RRA is the definition of correlated sensors. In following case 
studies, the correlation coefficient threshold, 𝑐𝑐𝑡, is given first and depends on the 
sensor location. The correlation coefficient between any two sensors, i.e. 𝑠𝑖, 𝑠𝑗, are 
then calculated, designated as 𝑐𝑐𝑖𝑗 . All the available pair can be clustered into two 
groups according to the relation between 𝑐𝑐𝑖𝑗 and 𝑐𝑐𝑡. The pairs whose 𝑐𝑐𝑖𝑗 ≥ 𝑐𝑐𝑡 are 
saved and will be used to obtain the robust regression line of 𝑠𝑖 and 𝑠𝑗. For example, 
𝑠𝑗
∗ = 𝑎𝑠𝑖 + 𝑏. The 𝑠𝑗
∗ is the estimated value of 𝑠𝑗, which is calculated according to its 
linear relation with 𝑠𝑖. 𝑎 and 𝑏 are the relative coefficients, which are predicated using 
iteratively reweighted least squares. After that, the difference between expected 𝑠𝑗
∗ and 
real 𝑠𝑗 can be obtained according to the standard deviation, designated as follows. The 
threshold bounds of reference normal period is defined to be 2𝜎𝑖𝑗. 
𝜎𝑖𝑗 = √𝐸 [(𝑠𝑗
∗ − 𝑠𝑗)
2
] 
Eq. 5-1 
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In addition, a certain period, 𝑡𝑜𝑢𝑡, is also defined to avoid the false alarm. Because 
in the practical phase, the 𝑠𝑗
∗ and their difference |𝑠𝑗
∗ − 𝑠𝑗| are computed timely. The 
anomaly alarm will be given if the difference |𝑠𝑗
∗ − 𝑠𝑗| from current time, 𝑡 , to a 
certain period, 𝑡 + 𝑡𝑜𝑢𝑡, are exceeding the threshold continuously. The strategy of Td-
RRA is given in Figure 5.4.  
Thermal feature extraction
Anomaly detection
Measurements
Anomaly detection
RRA solution Td-RRA solution
 
Figure 5.4. Strategy of Td-RRA 
5.3 Temperature driven OCSVM (Td-OCSVM) 
This approach requires fixing a priori the percentage of positive data allowed to 
fall outside the description of the ‘normal’ class. This makes the one-class SVM more 
tolerant to outliers in the ‘normal’ training data. However, setting this parameter 
strongly influences the performance of this approach (Manevitz et al., 2001; Pimentel 
et al., 2014). Pimentel et al. have reviewed various application of one-class SVM in 
different areas (Pimentel et al., 2014). 
A one-class SVM uses an implicit transformation function 𝚽(∙) defined by the 
kernel to project the data into a higher dimensional space. The algorithm then learns 
the decision boundary (a hyperplane) that separates the majority of the data from the 
origin. Only a small fraction of data points is allowed to lie on the other side of the 
decision boundary. Those data points are considered as outliers. (Amer et al., 2013) 
The basic idea of SVM is to mapping the observations, e.g. 𝑿, into another feature 
space, by using an specific and simple kernel (Schölkopf et al., 2001; Vapnik, 2013). 
The feature space in SVM can be defined as the hyperplane, while in OCSVM, it is 
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termed as decision boundary. This hyperplane or decision boundary is corresponding 
to the following classification rule. 
𝑓(𝒙) = 𝒘𝑻 ∙ 𝚽(𝒙) − 𝜌 
Where the 𝒘 is the vector perpendicular to the decision boundary and 𝜌 is the bias 
term. The following equation shows the decision function that one-class SVMs use in 
order to identify normal points. The function returns a positive value for normal points, 
negative otherwise: 
𝐹(𝒙) = 𝑠𝑔𝑛(𝑓(𝑥)) 
Where 𝑠𝑔𝑛(∙) represents the sign of the number. 
Among training data, those follow the classification rule with 𝑓(𝒙) = 0, will be 
defined as the support vectors. Since this is the application of OCSVM, all the data in 
train stage should obey 𝑓(𝒙) > 0. Subsequently, all the training data, 𝑿, is assigned a 
label of ‘normal’. Hence, the test data will be assigned as ‘normal’ if 𝑓(𝒙) > 0, in 
contrast, if 𝑓(𝒙) < 0, a corresponding ‘abnormal’ label will be labelled on that data.  
The kernels, or also known as kernel functions, is the way how project the 
observations into a feature space, or in another word, the mapping solution. There are 
four typical kernels that have been discussed and applied (Heller et al., 2003) 
- Linera kernel: 𝐾(𝒙, 𝒚) = 𝒙𝑇𝒚 
- Polynomial kernel: 𝐾(𝒙, 𝒚) = (𝛾𝒙𝑻 ∙ 𝒚 + 1)𝑑, where 𝑑 represents the 
degree of the polynomial and 𝛾 is the constants. 
- Gaussian kernel or Radial Basis Function kernel: 𝐾(𝑥, 𝑦) =
𝑒−‖𝑥−𝑦‖
2/(2𝜎2), where the 𝜎2 is the variance or width. 
- Sigmoidal kernel: 𝐾(𝒙, 𝒚) = 𝑡𝑎𝑛ℎ(𝑘𝒙𝑻 ∙ 𝒚 − 𝑐) , where 𝑘  and 𝑐  are 
constants. 
The Gaussian kernel in particular guarantees the existence of such a decision 
boundary (Schölkopf et al., 2001). By observing that all the kernel entries are non-
negative, it can be concluded that all the data in their kernel space lies in the same 
quadrant. This makes the Gaussian kernel well suited to deal with any arbitrary dataset 
(Amer et al., 2013) 
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The optimization strategy of OCSVM is separating the data from the origin with 
maximum margin by projecting them into a feature space according to the kernel 
function. To do that, the following quadratic program is addressed. 
min
𝑤,𝜉,𝜌
1
2
‖𝑤‖2 +
1
𝜈𝑛
∑ 𝜉𝑖
𝑖
− 𝜌 
Subject to the constraints  
𝒘𝑻 ∙ 𝚽(𝒙𝒊) ≥ 𝜌 − 𝜉𝑖 , 𝜉𝑖 ≥ 0 
Where 𝑛 is the number of observations. 𝜈 ∈ (0,1] is a regularization parameter, 
which is controlling the trade-off between maximizing the distance of the hyperplane 
from the origin and the number of data points contained by the hyperplane. 𝜉𝑖 , ∈
𝑅𝑛 , 𝑖 = 1, … , 𝑛 is a nonzero slack variable for point 𝑖 that allows it to lie on the other 
side of the decision boundary. 𝒘 and 𝜌 are corresponding to the decision boundary. 𝚽 
is a kind of mapping function.  
The deduction from the theoretical to the mathematical objective can be stated by 
the distance to the decision boundary. The decision boundary is then defined as 
𝑓(𝒙) = 0 
In this context, the distance of any arbitrary data point to the decision boundary 
can be computed as:  
𝑑(𝒙) =  
|𝑓(𝒙)|
‖𝒘‖
 
Thus, the distance that the algorithm attempts to maximize can be obtained by 
plugging the origin into the equation yielding 
𝜌
‖𝑤‖
. This can also be stated as the 
minimization of 
1
2
‖𝑤‖2 − 𝜌. 
The second part of the primary objective is the minimization of the slack variables 
𝜉𝑖 for all points. 𝜈 is the regularization parameter and it represents an upper bound on 
the fraction of outliers and a lower bound on the number of support vectors. Varying 
𝜈 controls the trade-off between 𝜉 and 𝜌. 
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To this end, the primary objective is transformed into a dual objective, shown in 
last equation. The transformation allows SVMs to utilize the kernel trick as well as to 
reduce the number of variables to one vector. It basically yields a Quadratic 
Programming (QP) optimization objective.  
The Gaussian kernel is selected and considered further. To solve the optimization 
problem, the Lagrange multipliers 𝛼𝑖, 𝛽𝑖 ≥ 0, 𝑖 = 1, … , 𝑛, are used to formulate the 
Lagrange equation as follow.  
𝐿(𝒘, 𝜉, 𝛼, 𝛽) =
1
2
‖𝒘‖2 +
1
𝜈𝑛
∑ 𝜉𝑖
𝑖
− 𝜌 − ∑ 𝛼𝑖(𝒘
𝑻 ∙ 𝚽(𝒙𝒊) − 𝜌 + 𝜉𝑖)
𝑖
− ∑ 𝛽𝑖𝜉𝑖
𝑖
 
And the derivatives of the respective variables, 𝒘, 𝜉 𝑎𝑛𝑑 𝜌 , the following 
formulations can be obtained. 
𝜕𝐿
𝜕𝒘
= 0 ⟹ 𝒘 = ∑ 𝛼𝑖𝚽(𝒙𝒊)
𝑖
 
𝜕𝐿
𝜕𝜉𝑖
= 0 ⟹ 𝛼𝑖 + 𝛽𝑖 =
1
𝜈𝑛
 
𝜕𝐿
𝜕𝜌
= 0 ⟹ ∑ 𝛼𝑖
𝑖
= 1 
Then substituting those three derivative equations into Lagrange equation. 
 max
𝛼
1
2
∑ 𝛼𝑖𝛼𝑗𝑘(𝒙𝒊, 𝒙𝒋)𝑖,𝑗 , subject to 0 ≤ 𝛼𝑖 ≤
1
𝜈𝑛
, ∑ 𝛼𝑖𝑖 = 1 
Where 𝑘(𝒙𝒊, 𝒙𝒋) is a kernel function. According to above optimization process, the 
maximum 𝛼  could be obtained first, followed by the constant 𝜌 = ∑ 𝛼𝑗𝑘(𝑥𝑗, 𝑥𝑖)𝑗 . 
With the two constants 𝛼  and 𝜌 , the design boundary could be obtained 𝑓(𝒙) =
∑ 𝛼𝑖𝑘(𝒙𝒊, 𝒙) − 𝜌
𝑛
𝑖 = 0. 
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Figure 5.5. Strategy of Td-OCSVM 
5.4 Temperature driven ANN (Td-ANN)  
The learning process consists of minimizing the computed error value between the 
target and the network outputs obtained for successive iterations. Testing is carried out 
based on the data that the network has never seen before. The ability to produce such 
a prediction for the training set is called network generalization.   
The feed-forward back-propagation (BP) network will be introduced in this section, 
whose structure can be found in Figure 5.6. At least three layers are constructing a BP 
network, which are an input layer, the hidden layers (at least one), and an output layer. 
The network is a feed-forward construction, as the input units fully connected to the 
neurons in the first hidden layer and forward to the following hidden layers, and the 
neurons of the last hidden layers are fully connected with the output units (Saduf, 
2013). The input is propagated through the network until they reach the output unit by 
modifying the weight matrix that involved in the transferring process.  
The process of BP learning algorithm are as follows. 
1) Select the initial value of the weight & bias; 
2) Calculate a ‘weighted sum’ of the inputs with initial settled weight coefficient 
and bias  
3) Transfer to hidden layers. 
4) The outputs from hidden layers are weighted with another weight and bias to 
get the network outputs. 
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5) Compute the difference between the network output and expected output for 
each neuron. The difference is the error. 
6) The signal error can be obtained according to above error and the derivative of 
the transfer function.  
7) The weights and bias between hidden layer and the network output layer is first 
modified and adjusted based on the delta rule, by means of learning rate, momentum 
term and other elements that pre-settled for the model (Chiba et al., 2018).  
8) Then the weights and bias between the input layer and hidden layer are 
secondly adjusted based on the error and delta rule.  
9) An epoch is finished at this stage.  
10)  Repeat the process 2) – 9) until the error is within a prescribed 
tolerance. 
Layer 1: 
Input
...
Layer 2: 
Hidden layers
Layer 3: 
Network Output
... ... ...
Weight 
& bias
...
Expected 
Output
Forward training process
...
Weight 
& bias
Adjust weights & bias
Adjust weights & bias
error
 
Figure 5.6. Structure of BP network 
The following example is using the gradient of the empirical risk function.  
Let us consider a training set 𝒙 = {𝑥1, … 𝑥𝑞}  with 𝒚 = {𝑦1, … , 𝑦𝑞}  or 
{(𝑥1, 𝑦1), … (𝑥𝑞 , 𝑦𝑞)}, where 𝒙 ∈ 𝑅, 𝒚 ∈ 𝑅 and a neural network with 𝑚 layers (with 
𝑛𝑘 neurons in the 𝑘-th layer, 𝑘 = 1, … , 𝑚). The strategy can be found in Figure 5.7.  
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Figure 5.7. Demonstrator of back propagation network 
The 𝑙-dimensional input vector at the 𝑘-th layer, where contains 𝑛𝑘 neurons, can 
be expressed as 𝑥𝑖(0) = [𝑥𝑖
1(0), … , 𝑥𝑖
𝑙(0)] where 𝑖 = 1, … , 𝑞; and the image 𝑥𝑖(𝑘) =
[𝑥𝑖
1(𝑘), … , 𝑥𝑖
𝑙𝑘(𝑘)] can be computed by a forward pass as in Eq. 5-2.  
𝑥𝑖(𝑘) = 𝑺𝑖{(𝑤(𝑘)𝑥𝑖(𝑘 − 1))} 
Eq. 5-2 
The 𝑺𝑖 represents the neuron transfer function or activation function for 𝑖-th data 
of input, 𝒙,  and the 𝑤(𝑘) means the weighting matrix that connects the layer 𝑘 − 1 
to 𝑘. Hence, the error propagated back, 𝑏𝑘(𝑘), from the output nodes to neurons in the 
𝑘-th hidden layer can be computed by Eq. 5-3.  
𝑏𝑖(𝑘) = 𝒘
𝑇(𝑘 + 1)∇𝑺𝑖{𝒘(𝑘 + 1)𝑥𝑖(𝑘)}𝑏𝑖(𝑘 + 1) 
Eq. 5-3 
The weight matrix can be updated as follows in Eq. 5-4. 
𝒘(𝑘) = 𝒘(𝑘) − 𝜉 ∑ 𝑏𝑖(𝑘)∇𝑺𝑖{𝒘(𝑘)𝑥𝑖(𝑘 − 1)}𝒘(𝑘)𝑥𝑖
𝑇(𝑘 − 1)
𝑞
𝑖=1
 
Eq. 5-4 
After iteratively modifying them, the final weighting matrix should within a pre-
defined confidence interval.  
The crucial issue in anomaly detection by using ANN based methods is the proper 
choice of features that could reflect anomalies inside the structure. Nazarko and 
Ziemianski mentioned three potential aspects that could help improving the accuracy 
𝑥1 
𝑥q 
𝑦1 
𝑦q 𝑚 
𝑛𝑘 𝒘 
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of neural networks, which are tuning the architecture, pre-processing the data and 
utilizing another training algorithm.  
In this study, the back propagation (BP) network is selected, with one hidden layer 
and the Levenberg-Marquardt train algorithm is employed according to previous 
efforts in (Tan et al., 2017).  
5.5 Concluding Remarks 
This chapter has described the four temperature-driven anomaly detection methods, 
including their development background and theoretical information.  
 The first approach is Td-MPCA, which is applying Moving Principal Component 
Analysis (MPCA) on the extracted thermal features. The MPCA was developed based 
on Principal Component Analysis (PCA). The MPCA, as an anomaly detection 
method, has already been evaluated by Posenato et al. (2010) and Laory et al. (Laory, 
2013). In this thesis, the performance of MCPA and Td-MPCA are all evaluated and 
compared in next chapter.  
The second approach is Td-RRA, where Robust Regression Analysis (RRA) 
method is investigated. The detectability of RRA again was previously assessed by 
Laory (2011). The purpose in this thesis is to compare the performance of Td-RRA 
and RRA only. 
The third approach is Td-OCSVM, along with OCSVM. The One-Class Support 
Vector Machine (OCSVM) is a typical machine learning method, within which only 
normal data is used to train the model. The next chapter will present the performance 
and evaluation of OCSVM and Td-OCSVM. 
The fourth approach is Td-ANN. A brief introduction of Artificial Neural Network 
(ANN) has been explored in section 5.4. The widely explored back-propagation 
network has been employed in this study. The ANN and Td-ANN are occupied to both 
classify various damage conditions and detect anomalous behaviours in following 
chapter. 
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CHAPTER 6 ANOMALOUS BEHAVIOURS 
DETECTION: CASE STUDY 
hree case studies are demonstrated in this chapter to appraise the ability of 
the four proposed temperature-driven anomaly detection methods, which are 
temperature-driven moving principal component analysis (Td-MPCA), temperature-
driven robust regression analysis (Td-RRA), temperature-driven one-class support 
vector machine (Td-OCSVM), and temperature-driven artificial neural network (Td-
ANN). The first case study in Section 6.1 is the numerical truss model built in ANSYS, 
including four subsections of each temperature-driven method respectively. Section 
6.2 describes the laboratory test on a truss bridge built in the Structural Laboratory at 
the University of Warwick. This section also consists of four independent subsections 
to assess the different temperature-driven methods. Section 0 is based on the 
monitoring data from Ricciolo curved viaduct in Switzerland. The viaduct has been 
monitored since its construction period, all four methods are performed on this bridge 
and the evaluations are conducted. At the end of this chapter, a comprehensive 
summary with essential findings is presented.  
6.1 Case study 1: Numerical truss bridge 
This case study is based on a truss bridge and built in ANSYS. The finite element 
model is first introduced in Section 6.1.2, followed by the other four sections, 6.1.2 to 
6.1.5, to investigate the proposed temperature-driven methods respectively. A 
summary will also be listed at the end of this section in 6.1.6. 
T 
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6.1.1 Introduction 
This case study is on a numerical truss bridge built through ANSYS, which is only 
affected by temperature and traffic loads. Figure 6.1 gives the bridge geometry and 
sensor placement information. The bridge is fixed at the four ends, 1 to 4, as shown in 
Figure 6.1. The sensors are placed in chords 71, 73, 75, 80, 81, and 82, which will be 
abbreviated as C71, C73, C75, C80, C81 and C82 individually. The length of floor 
chords, i.e. C71, 73 and 75, is 382 𝑚𝑚 and the length of bottom chord C74, 80, 81 
and 82 is 406 𝑚𝑚. The bridge is made by aluminium, whose Young’s modulus is 
70𝐺𝑃𝑎, density is 2.7𝑔/𝑐𝑚3 , Poisson’s ration is 0.35, and the thermal expansion 
coefficient is 23.1𝜇𝑚 ∙ 𝑚−1𝐾−1. For detailed geometry information of the bridge, the 
reader can refer to Appendix B. Comparing to the numerical model in CHAPTER 4, 
this model is simulated by using beam element, instead of link model, but the material 
properties and geometry dimension are the same. 
 
Figure 6.1. Case study 1: truss bridge model information 
This simulation on this aluminium truss model is only affected by temperature and 
traffic loads. The temperature loading is simulated as 9.7 ℃  average value with 
maximum 4℃ daily variations and maximum 7℃ seasonal fluctuations. The simulated 
duration is 2 years, while the sampling ratio is approximately 2.4 hours per day, but 
only 3-day variations are simulated for each month. Hence, the 730-day measurements 
only contain 72 daily cycles. The traffic load is simulated with double peaks within 24 
hours and applied on all bottom nodes of the bridge model. The daily traffic load is 
varying from 0 KN to 5 KN and decreasing to approximately 2.5 KN at noon before 
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increasing back to the second peak value. After that, the recession period leads the 
value to 0 KN again to complete the daily variation. 
The damage is introduced as the stiffness reduction on target chords, which will be 
fully explained in the following subsections for various temperature-driven methods, 
i.e. Td-MPCA, Td-RRA, Td-OCSVM, and Td-ANN. 
6.1.2 Numerical evaluation of the Td-MPCA method 
In this section, the performance of Td-MPCA for anomaly detection is evaluated 
and compared with employing MPCA directly without the temperature-driven process. 
Figure 6.2 shows the damage position first. The damage is simulated on the bottom 
chord C74, which is away from the sensors. The Young’s modulus of chord C74 is 
reduced 5%, from 70 GPa to 66.5 GPa, from the 500th day to the end of the simulation.  
 
Figure 6.2. Damage and sensor position for the evaluation of Td-MPCA method 
As mentioned, the truss bridge is only affected by temperature and traffic loadings. 
Figure 6.3 then presents the strain measurements under temperature and traffic 
variations, which is designed as the overall strain. To have a clear vision of all 
measurements, six sensors records are displayed in part (a) and (b) of Figure 6.3. In 
addition, Figure 6.4 also gives the detailed measurements from six sensors under 
various loading conditions, including the temperature-induced strain (i.e. black dash 
line), the traffic-induced strain (i.e. grey solid line), and the overall strain (i.e. black 
solid line). As can be obtained from Figure 6.4, the overall strain is a linear 
combination of the strains under traffic and temperature loadings. More specifically, 
the overall strain is following the tendency of thermal strain. The strain variations 
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caused by temperature changes can be partially neutralized by traffic impacts. The 
traffic variations have some slighter effects on transversal floor beams, i.e. C71, C73 
and C75, than the longitudinal chords, and i.e. C80, C81 and C82. The impact due to 
5% stiffness reduction in chord No.74 is not visible in the overall strain of C71, C73, 
C80, and C81, but slightly more visible in C75 and C82. The probable reason is that 
C75 and C82 are close to the damaged chord than other sensors. 
  
(a). C71, C75, and C82 (b). C73, C80, and C81 
Figure 6.3. Overall strain measurements from six sensors 
   
(a). C71 (b). C73 (c). C75 
   
(d). C80 (e). C81 (f). C82 
Figure 6.4. Detailed measurements from six sensors under various loading 
conditions 
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Based on the overall strain, Td-MPCA is applied and evaluated. As previously 
described in Figure 5.3 in CHAPTER 5, the first step in implementing Td-MPCA is 
pre-indication, where the principal component analysis (PCA) is first utilized to 
estimate the minimum components among all sensor records.  
As can be seen from Table 6.1, the first two components are satisfactory, because 
the cumulative variance of the select principal components should be over 95% of the 
total variation and they contribute almost 99.9% variance. This minimum number 
indicates that the recommended input sources for second procedure, blind separation, 
is over two but less than the total number of sensors. Hence the option can be three, 
four or five. Taking three as the first example. The clustering process within pre-
indication is selecting 3-channel sources from 6-channel measurements. Hence, 𝐶6
3 =
20 collections are obtained. 
Table 6.1. Pre-indication of Td-MPCA by PCA 
  
1st principal 
component 
2nd principal 
component 
Coefficients of each 
sensor measurements 
with principal 
component 
C71 0.464 0.117 
C73 -0.271 -0.189 
C75 -0.202 0.193 
C80 0.403 0.758 
C81 0.506 -0.189 
C82 0.502 -0.550 
Eigenvalue/ variance 80475.179 4683.102 
Cumulative percentage of 
total variation 
94.5% 99.9% 
 
In the second step of Td-MPCA, which is blind separation, the 20 collections are 
investigated, among which the collection includes C71, C73, and C75 is selected as a 
demonstration in this section. The overall strains of C71, C73, and C75 are previously 
presented in Figure 6.3. The ICA-estimated strain components are given in Figure 6.5, 
with zero mean and unit norm. It is apparent that the expected temperature-related 
strain (Figure 6.5(a)) and traffic-correlated strain (Figure 6.5(b)) are separated by fast 
ICA from the overall strain of C71, C73, and C75. Comparing Figure 6.5 (a-b) with 
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Figure 6.3, the abnormal shift on the 500th day is much more visible after ICA 
separation. This is because the 5% reduction of stiffness is a negligible-level damage. 
Hence, it is hard to be reflected in any single-channel overall measurements, for 
example, C71, C73 or C75, as shown in Figure 6.3. However, the aggregation of three 
sensors can enlarge and deepen the impact of stiffness loss during ICA estimation 
process to uncover that.  
  
(a). Estimated source 1 (b). Estimated source 2 
 
(c). Estimated source 3: residual source 
Figure 6.5. Blind separated results by ICA from C71, C73, and C75 
The Figure 6.5(c) shows the third estimated source, designed as a residual source. 
The apparent shift at the expected 500th day in residual sources can demonstrate that 
the temperature-induced strain is possible to cover real damage-induced variation in 
measurements. However, the potential ability and utilization of this residual source for 
anomaly detection should be a future research topic, since the physical meaning of this 
residual source cannot be answered by the author at this stage. 
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The other combinations of three strain records have also been examined, among 
which all temperature-related strain, similar to Figure 6.5(a), is of interest and saved 
for the final step of Td-MPCA. The final process is anomaly detection, where MPCA 
is employed and applied on ICA-separated results. The detection results of Td-MPCA 
are displayed in Figure 6.6(a). The window size of 365 days and the reference period 
of 135 days are considered to establish the threshold. In this study, the threshold is 
defined and narrowed as two times of standard deviation of the reference period, 
designated as ±2𝜎, instead of the ±3𝜎 in previous studies (Laory et al., 2011, 2013). 
The non-negligible shift at the 500th day is obvious. 
  
(a). Td-MPCA: three inputs for fast 
ICA 
(b). Td-MPCA: four inputs for fast ICA 
  
(c). Td-MPCA: five inputs for fast ICA (d). MPCA only 
Figure 6.6. Anomaly detection by Td-MPCA (with various inputs for ICA) and 
MPCA only (threshold: ±2𝜎 over 135 days reference period) 
As mentioned previously, the recommended number of inputs is over two. Hence, 
the ICA estimation process on four and five should also be able to reveal the concealed 
temperature-related and traffic-induced strain. This prediction can be verified in 
Figure 6.6(b) and (c). The six inputs for ICA estimation will not be considered within 
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Td-MPCA, because, the assumption of MPCA is that the input sources must be 
correlated, at least not independent. However, the ICA estimators from six sensors are 
independent with each other, therefore, it will be meaningless. As shown in Figure 
6.6(b) and (c), the evident shift at the 500th day could be clearly observed.  
To have a visible comparison of Td-MPCA and MCPA, the MPCA is also applied 
to six overall strain measurements. The detection results are shown in Figure 6.6(d). 
The failure of detection is apparent due to the damage level is quite negligible, only 
5% stiffness reduction. 
Overall, three findings from the first case study for Td-MPCA evaluation can be 
summarized as follows: 
• Firstly, the thermal effects can cover the damage-induced variations in observed 
signals (Figure 6.3), however, the ICA separation process can separate these mixed 
components and damage is much more apparent in the ICA-estimated components 
(Figure 6.5).  
• Secondly, the fast ICA is able to separate thermal-related strain from the influence 
of traffic loading conditions. 
• Thirdly, the proposed Td-MPCA is more sensitive than the application of MPCA 
only. This is because, the simulated 5% stiffness loss cannot be detected directly 
by MPCA, as shown in Figure 6.6(d). In contrary, the performance of Td-MPCA 
has been approved without this limitation. Figure 6.6(a-c) demonstrate that the 
punctual anomaly alarm can be obtained by employing Td-MPCA.  
6.1.3 Numerical evaluation of the TD-RRA method 
In this section, the properties of method Td-RRA are investigated on the numerical 
truss model and compared with the performance of RRA without temperature driven 
process. According to the existing researches by Posenato et al. (2010) and Laory et 
al. (2011), the performance of RRA is slightly fallible than MPCA. To compare with 
Td-MPCA, the damage conditions concerned for Td-RRA have two levels as follows:  
• Damage level 1: The Young’s modulus of chord No.74 is reduced 5% from 70 
𝐺𝑃𝑎 to 66.5 𝐺𝑃𝑎 from day 900 to the end of the simulation. This damage level is 
the same as previous damage condition in Section 6.1.2.  
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• Damage level 2: The Young’s modulus of chord No.74 is reduced 10% from 70 
𝐺𝑃𝑎 to 63 𝐺𝑃𝑎 from day 900 to the end of the simulation.  
The following Figure 6.7 shows the damage position and two strain measurements 
of interest, C75 and C82. The measurements from the closest chords, C75 and C82, 
are delineated in Figure 6.8. The anomalous behaviours induced by either 5% stiffness 
loss or 10% stiffness loss apparently are not evident from the time-history 
measurements.   
 
Figure 6.7. Damage and sensor position for the evaluation of Td-RRA method 
  
(a). Damage level 1 (b). Damage level 2 
Figure 6.8. Strain measurements from C73 and C82 with various damage levels 
The anomaly detection process is then performed by Td-RRA and RRA. For the 
first damage level, as shown in Figure 6.9(b), the damage cannot be exposed by RRA 
directly. But, the Td-RRA is capable to detect this slight damage, as displayed in 
Figure 6.9(a). When the damage level increases to 10%, both RRA and Td-RRA could 
be able to detect the novelty from 900 load steps as expected, as demonstrated in 
Figure 6.10. But a much more distinct variation can be disclosed through Td-RRA 
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practice. To quantify this distinct variation, a simple deviation, ∆, is utilized here, 
seeing Eq. 6-1. The higher ∆, the better performance of the detection method. 
∆=
max
𝑡≥900
|𝑆𝑟𝑒𝑎𝑙(𝑡) − 𝑆𝑒𝑠𝑡(𝑡)|
max
𝑡<900
|𝑆𝑟𝑒𝑎𝑙(𝑡) − 𝑆𝑒𝑠𝑡(𝑡)|
 
Eq. 6-1 
  
(a). Td-RRA detection results (b). RRA directly detection results 
Figure 6.9. Anomaly detection by Td-RRA and RRA (damage level 1: 5% stiffness 
loss) 
  
(a). Td-RRA detection results, ∆≈ 0.9 (b). RRA directly detection results, ∆≈
0.6 
Figure 6.10. Anomaly detection by Td-RRA and RRA (damage level 2: 10% 
stiffness loss) 
The numerical case study carried out above for Td-RRA evaluation can 
demonstrate the following highlights.  
• The RRA is still failed to uncover the anomaly when stiffness loss is only 5% on 
C74 (seeing Figure 6.9(b)), the same as MPCA performance in Figure 6.6(d). In 
contrast, the Td-RRA is confirmed as an enhanced abnormality detection method 
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because the aberrant responses can be delineated by Td-RRA, as shown in Figure 
6.9(a).  
• When the damage aggravates to 10% stiffness loss on C74, both RRA and Td-
RRA could reveal deviant data points after the anticipated time. But the variations 
of Td-RRA is more evident than RRA outcomes, seeing Figure 6.10.  
6.1.4 Numerical evaluation of the Td-OCSVM method 
The third temperature-driven method investigated here is related to One-class 
Support Vector Machine (OCSVM). Four damage conditions are considered in this 
section. Figure 6.11 shows their position with sensors of interests. The damage levels 
are described as follows: 
• Damage condition 1: 50% stiffness loss on C82 
• Damage condition 2: 25% stiffness loss on C82 
• Damage condition 3: 10% stiffness loss on C82 
• Damage condition 4: 5% stiffness loss on C74 
 
Figure 6.11. Damage and sensor position for the evaluation of Td-OCSVM method 
The Gaussian kernel is employed for all application of one-class SVM. The outlier 
fraction is set to zero because the training data is prior known without any anomaly 
inside the truss. Training the data from relative strain gauges, i.e. C71, C73, C75, C80, 
C81 and C82, with its corresponding temperature variations.  
Taking C82 as the first example. The OCSVM is applied on C82 records with its 
relative temperature variations directly under four various damage levels. The data 
without damage is used for training the OCSVM model and the data with damage is 
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used for testing the model. The evaluation is judged from two categories, the chance 
of false alarm before the damage was introduced and the ability or sensitivity to detect 
anomalies. The formal is termed as ‘false alarm’ in the following content and the 
detection ability is marked as ‘detected’ or ‘detected anomaly’ in the following figures 
or text.  
The Figure 6.12(a) shows the detecting outcomes in the time domain, the normal 
records are marked as black dots and it is obvious that no false alarm was given before 
900 seconds. After that, the blue dots represent the anomalous measurements and the 
detected points are hence marked out in red square. The percentage of detection is 30% 
by OCSVM to uncover the first damage condition on C82. The Figure 6.12(b) gives 
another view of the training model and detection results. The normal data are still 
marked as black dots and represents the data to build the OCSVM model. The support 
vectors are also circled corresponding to the decision boundary, which obey 𝑓(𝑥) =
0. The contour lines stand for the classification rules. The data with 𝑓(𝑥) < 0 is 
assigned as ‘detected’, as showing in Figure 6.12(b). However, there is some data 
could not be detected even they are belonging to the ‘anomaly’ group, marked as blue 
‘+’ in Figure 6.12(b). This is because they fall inside the design boundary, or 𝑓(𝑥) ≥
0. Hence, they are not detected.  
For another two minor damage conditions on C82, the detection results by 
OCSVM without the temperature-driven process are displayed in Table 6.2. The 
evident weaken detectability can be observed if compared with the first damage 
condition. Because the detectability is only 6% and 1% for the second and third 
damage levels respectively. Another minor damage condition, 5% stiffness loss on 
C74, which is opposite to C82, is also investigated by using OCSVM, seeing Table 
6.2. The attempt of OCSVM on C82 measurements is failed, which is predictable since 
it even cannot disclose the 10% stiffness loss on C82 itself. 
Table 6.2. Summary of Td-OCSVM and OCSVM on SG82 under various damage 
conditions 
Damage levels Detectability by 
OCSVM 
Detectability by 
Td-OCSVM 
50% stiffness loss on C82 30% 100% 
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 25% stiffness loss on C82 6% 97% 
 10% stiffness loss on C82 1% 58% 
 5% stiffness loss on C74 1% 44% 
 
 
(a). Detection results showing in time domain 
 
(b). Detection results showing in strain-temperature relation view 
Figure 6.12. Anomaly detection by OCSVM directly on C82 under damage level 1 
The application of Td-OCSVM is conducted on C82 and results are also 
summarized in Table 6.2. Apparently, the detectability by using Td-OCSVM are 100% 
and 97% for the first two damage conditions on C82. For the last two minor damage 
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conditions, the Td-OCSVM can improve the detection ability to 58% and 44% 
respectively. Figure 6.13 shows the comparison between Td-OCSVM and OCSVM 
on SG82 under damage level 4. In general, a great improvement can be observed by 
Td-OCSVM if compared with the OCSVM’s performance. 
 
(a). OCSVM on C82 
 
(b). Td-OCSVM on C82 
Figure 6.13. Anomaly detection by Td-OCSVM and OCSVM on C82 under damage 
level 4 
All the other detecting results by OCSVM and Td-OCSVM are summarized in 
Table 6.3 and Table 6.4 respectively, including six sensors of C71, 73, 75, 80, 81, and 
82 under four damage conditions.  
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For damage condition 1, which is the heaviest stiffness loss in this case study, the 
detectability for C82 increases from 30% to 100%, while for C73, it was increased 
from 84% to 98%. The attempts of OCSVM on C71, C75, C80 and C81 under damage 
condition 1 are all failed, as shown in Table 6.3 and have been marked in red. However, 
the Td-OCSVM increases them to 94%, 98%, 92% and 94% respectively.  
For damage condition 2, which is slightly lighter than damage condition 1. As can 
be seen from Table 6.3, the OCSVM without temperature-driven process can detect 
45% and 6% anomalies from C73 and C82 measurements but failed for other sensors 
records. But, from Table 6.4, the improvement by Td-OCSVM is obvious that over 
68% anomalies can be detected. 
For damage condition 3, OCSVM only detected 1% anomalies from C82 but 
nothing from other sensors, seeing Table 6.3. Because this damage is still on C82, 
hence, sensor C82 is more sensitive to the damage. The results obtained from Table 
6.4 proves the outperformance of Td-OCSVM again. For example, over 54% 
anomalies can be identified from C73, C75, C80, C81, and C82. The improvement on 
C71 is not evident due to the long distance between damage location and C71. 
For damage condition 4, 5% loss on C74, which is the minimal stiffness condition, 
the OCSVM are all failed according to Table 6.3. This is foreseeable if considering 
the OCSVM performance to uncover the third damage condition. However, the Td-
OCSVM still can detect 72% anomalies from C75 and C82, 65% anomalies from C81, 
and 45% anomalies from C73. The relative lower detectability, 18%, can be obtained 
from both C71 and C80, because of the long distance between damage position and 
C71 or C80.  
To have a visible comparison between Td-OCSVM and OCSVM without 
temperature-driven process, a  Figure 6.14 is followed. According to Table 6.3 and 
Table 6.4, the false alarms for both methods are all 0%, which is due to the training 
data are all health data without any uncertainty. Hence, only the detectability of 
OCSVM and Td-OCSVM under four damage conditions are summarized in Figure 
6.14. For the special condition of 0% detectability, a value of 0.1% will be drawn in 
the figure for convenience.  
Chapter 6 Anomalous behaviours detection: case study 
120 
 
Table 6.3. Summary of OCSVM on various sensors directly 
 Damage level 1 Damage level 2 Damage level 3 Damage level 4 
 
50% stiffness 
loss on C82 
25% stiffness 
loss on C82 
10% stiffness 
loss on C82 
5% stiffness loss 
on C74 
 
False 
alarm 
Detected 
False 
alarm 
Detected 
False 
alarm 
Detected 
False 
alarm 
Detected 
C71 0% 0% 0% 0% 0% 0% 0% 0% 
C73 0% 84% 0% 45% 0% 0% 0% 0% 
C75 0% 0% 0% 0% 0% 0% 0% 0% 
C80 0% 0% 0% 0% 0% 0% 0% 0% 
C81 0% 0% 0% 0% 0% 0% 0% 0% 
C82 0% 30% 0% 6% 0% 1% 0% 0% 
Table 6.4. Summary of Td-OCSVM on various sensors 
 Damage level 1 Damage level 2 Damage level 3 Damage level 4 
 
50% stiffness 
loss on C82 
25% stiffness 
loss on C82 
10% stiffness 
loss on C82 
5% stiffness loss 
on C74 
 
False 
alarm 
Detected 
False 
alarm 
Detected 
False 
alarm 
Detected 
False 
alarm 
Detected 
C71 0% 94% 0% 91% 0% 17% 0% 18% 
C73 0% 98% 0% 97% 0% 82% 0% 45% 
C75 0% 98% 0% 97% 0% 63% 0% 72% 
C80 0% 92% 0% 84% 0% 84% 0% 18% 
C81 0% 94% 0% 68% 0% 54% 0% 65% 
C82 0% 100% 0% 97% 0% 58% 0% 72% 
  
(a). OCSVM (b). Td-OCSVM 
Figure 6.14. Detection results summary (DMG: damage condition)  
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According to Figure 6.14 and above discussions, several points can be summarized 
and highlighted here.  
• The ability of either Td-OCSVM or OCSVM without temperature driven process 
depends on the location of sensors, the closer to the damage, the more possibility 
to detect the damage. 
• The OCSVM is only successful when the damage is at a serious level, i.e. the 50% 
stiffness loss on C82. The OCSVM cannot find out the anomalous for the other 
damage conditions.  
• The Td-OCSVM has a dramatical improvement when comparing with OCSVM. 
6.1.5 Numerical evaluation of the Td-ANN method 
This section is to assess the last temperature-driven method, which implements the 
artificial neural network. The capability of Td-ANN and ANN without the temperature 
driven process are evaluated in this section after the introduction of neural network 
setting.  
A traditional three-layer back propagation network is employed here based on 
MATLAB 2018a, seeing Figure 6.15 which is the diagram of MATLAB train tool user 
interface. The detailed introduction of this neural network can refer to CHAPTER 5. 
The input is the sensor measurements under four various damage conditions, termed 
as Dmg. The damage conditions with their logical numbers are listed in Table 6.5.  
 
Figure 6.15. A three-layer neural network diagram 
The logical numbers are the outputs of this neural network model to identify 
different damage level. For example, ‘0’ represents the reference condition without 
damage, while ‘5, 6, 7, 8’ are utilized to distinguish four damage levels. The logical 
numbers are not exclusive and can be others.  
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Table 6.5. Bridge condition with relative logical numbers 
Bridge condition Description Logical numbers 
Reference condition Without damage ‘0’ 
Damage condition 1 (Dmg-1) 5% stiffness loss in C74 ‘5’ 
Damage condition 2 (Dmg-2) 10% stiffness loss in C82 ‘6’ 
Damage condition 3 (Dmg-3) 25% stiffness loss in C82 ‘7’ 
Damage condition 4 (Dmg-4) 50% stiffness loss in C82 ‘8’ 
The number of maximum iterations is set to 1000. The evaluation process is 
determined by the ability of identifiability of both damage and damage level.  
Another essential parameter is the number of neurons in the hidden layer, which is 
first investigated. Up to 50 neuromas are considered, the identifiability for C71 is 
shown in Figure 6.16 as an example, while others are listed in Table 6.6. Apparently, 
the identifiability for each sensor of four damage conditions are roughly similar and 
stable, i.e. 19~22% for C71, 95~96% for C73, 90~94% for C75, 84~85% for C80, 
70~74% for C81, and 87%~88% for C82. Therefore, the influence of neurons number 
is slight, which is due to the linear correlation between the temperature variations and 
temperature-induced strain. Hence, increasing the number of neuromas may only 
result in the high computational cost and over-training results. Since there is no 
significant improvement can be observed when increasing the number of neuromas 
with ANN, the default number in MATLAB will be selected. Hence, the identifiability 
of ANN with 10 neurons will be adopted for the following parts. 
Table 6.6. Evaluation results of various neuromas  
Sensor Neuromas 
Average identifiability 
Dmg-1 Dmg-2 Dmg-3 Dmg-4 
C71 1~50 20% 20% 21% 23% 
C73 1~50 91% 91% 91% 92% 
C75 1~50 87% 88% 89% 90% 
C80 1~50 76% 77% 78% 79% 
C81 1~50 74% 75% 75% 76% 
C82 1~50 84% 84% 85% 85% 
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Figure 6.16. Investigation of neuromas on C71 
Within the neural network training, the data is automatically and randomly divided 
into three datasets to train a model, e.g. train, validation and test, hence the model will 
be slightly variable even with all the same parameters inside the model. To avoid the 
side effect, the training process is running ten times and the one with the best 
performance (smallest mean square error) will be selected as the final model before 
going through the evaluation procedure.   
The following Table 6.7 and Table 6.8 present the detection results of Td-ANN 
and ANN respectively. To have a visible comparison between Td-ANN and ANN 
directly without the temperature driven process, the Figure 6.17 is followed.  
Table 6.7. Identifiability by using ANN directly 
Sensor Neuromas MSE Iterations 
Identifiability 
Dmg-1 Dmg-2 Dmg-3 Dmg-4 
C71 10 3.528363 8 0% 0% 0% 0% 
C73 10 1.52E-10 1000 92% 91% 91% 90% 
C75 10 0.002982 201 75% 71% 70% 66% 
C80 10 0.003503 103 61% 58% 56% 54% 
C81 10 1.22E-09 1000 68% 67% 67% 66% 
C82 10 2.93E-12 1000 79% 78% 78% 77% 
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Table 6.8. Identifiability by using Td-ANN 
Sensor Neuromas MSE Iterations 
Identifiability 
Dmg-1 Dmg-2 Dmg-3 Dmg-4 
C71 10 0.118399 106 51% 47% 46% 42% 
C73 10 2.84E-08 1000 84% 83% 82% 81% 
C75 10 1.54E-13 84 91% 90% 90% 90% 
C80 10 6.66E-08 294 75% 75% 73% 73% 
C81 10 5.96E-12 260 84% 84% 84% 84% 
C82 10 6.04E-11 909 78% 77% 77% 77% 
 
  
(a). 5% stiffness loss on C74 (b). 10% stiffness loss on C82 
  
(c). 25% stiffness loss on C82 (d). 50% stiffness loss on C82 
Figure 6.17. Identifiability comparison between Td-ANN and ANN  
According to Figure 6.17, the distinct improvement of Td-ANN, compared with 
ANN, can be observed in C71, C75, C80, and C81. For example, the ANN is failed to 
detect any anomalies from C71 measurements, while Td-ANN can disclose around 
42~51% anomalies from C71. For detections results from C75 measurements, the 
identifiability is increased from 66~75% by ANN directly to 90~91% by Td-ANN. 
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Moreover, the Td-ANN also identifies 73~75% anomalies from C80 and 84% from 
C81, while ANN’s detectability is 54~61% from C80 and 66~68% from C81. 
However, non-improvement has been observed from the C73 and C82.  
In general, the Td-ANN can increase the anomaly detectability by 20%. 
6.1.6 Summary for numerical case study 
From the above numerical case study conducted for evaluating the performance of 
Td-MPCA, Td-RRA, Td-OCSVM, and Td-ANN, several findings can be summarized 
and highlighted as follows.  
• The thermal effects can cover the damage-induced variations in the observed 
signals, and anomalies behaviours can be observed after interpreted by 
Independent Component Analysis (ICA).  
• In this case study, the detection performance of proposed temperature-driven 
methods all depends on the sensor locations for investigation, the closer to the 
damage, the more possibility to detect the damage. 
• According to the investigation conducted in Section 6.1.2, the proposed Td-MPCA 
is more sensitive than the application of MPCA directly without the temperature-
driven process, since the simulated 5% stiffness loss in can be detected by Td-
MPCA but cannot be detected by MPCA.  
• In Section 6.1.3, the RRA is also failed to detect the 5% stiffness loss. In contrast, 
the Td-RRA is confirmed as an enhanced abnormality detection method because 
the aberrant responses can be delineated by Td-RRA.  
• Regarding to the evaluation results obtained in Section 6.1.4, the OCSVM is only 
successful when the damage is at a serious level, i.e. the 50% stiffness loss. But 
the Td-OCSVM has a dramatical improvement for all the damage levels 
considered in this case study.  
• An improvement of Td-ANN can be observed in Section 6.1.5, as the Td-ANN 
can increase the anomaly detectability by 20%.  
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6.2 Case study 2: Laboratory truss bridge 
The second case study for evaluation of temperature-driven methods is on a 
purposed constructed truss bridge in the Structure Laboratory at the University of the 
Warwick. In this section, the brief introduction of this experiment is first given, 
including the test design, sensor placement, and damage scenarios. After that, the 
proposed temperature-driven methods, Td-MPCA, Td-RRA, Td-OCSVM, and Td-
ANN, are investigated and the detection results are presented, followed by a summary 
of major findings from this laboratory case study. 
6.2.1 Introduction 
The experimental truss bridge set up is shown in Figure 6.18. The aluminium truss 
bridge is the same dimension and material as the first numerical case study in Section 
6.1. For detailed geometry information of the bridge, the reader can refer to Appendix 
B. As illustrated in Figure 6.18, temperature load is simulated by controlling the 
heating lamps, while the moving load is applied on the bridge by using dumbbells and 
two leading wood tracks. For the detailed description of experimental systems, the 
reader can refer to Appendix A. 
 
Figure 6.18. Case study 2: laboratory truss bridge test system 
The sensors, including strain gauges, thermocouples and displacement transducers, 
are classified into six groups as shown in Figure 6.19 as follows:  
• Group 1 includes the bottom longitudinal sensors of SG2, 4, 6, 8, and 10, with 
three thermocouples adjacent to SG6, 8, and 10, seeing Figure 6.19(a);  
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• Group 2 includes the bottom transversal sensors of SG11, 12, 13, and 14, with 
three thermocouples close to SG11, 13, and 14, seeing Figure 6.19(b); 
• Group 3 contains the top longitudinal sensors of SG16, 18, 20, and 22, with two 
thermocouples next to SG20 and 22, seeing Figure 6.19(c);  
• Group 4 has the top transversal sensors of SG23, 24, 25, and 26, with three 
thermocouples near SG23, 24, and 25, seeing Figure 6.19(d);  
• Group 5 is the side sensors of SG28, 29, 30, and 31, seeing Figure 6.19(e);  
• Group 6 is the displacement transducers of DT1, 2, and 3, seeing Figure 6.19(f).  
  
(a). Group 1: bottom longitudinal 
sensors 
(b). Group 2: bottom transversal sensors 
  
(c). Group 3: top longitudinal sensors (d). Group 4: top transversal sensors 
  
(e). Group 5: side sensors (f). Group 6: displacement transducers 
Figure 6.19. Case study 2: sensor placement and classification 
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Four damage scenarios, named as DS-1 to DS-4, are simulated on the experimental 
bridge for anomaly detection as follows: 
• DS-1: one side chord, close to SG28 and 29, is disconnected, seeing Figure 6.20 
(a); 
• DS-2: another side chord, opposite to the DS-1 position, is disconnected, seeing 
Figure 6.20 (b); 
• DS-3: the bottom chord opposite to SG6 is disconnected, seeing Figure 6.20 (c). 
• DS-4: removing the connectors of target chord, which is opposite to SG20, seeing 
Figure 6.20 (d). 
  
(a). DS-1 (b). DS-2 
  
(c). DS-3 (d). DS-4 
Figure 6.20. Case study 2: location of damage scenario 1-4 (DS1, 2, 3, and 4) 
6.2.2 Laboratory evaluation of the Td-MPCA method 
In this subsection, the temperature-driven MPCA is evaluated on the laboratory 
truss bridge for anomaly detection. Figure 6.21 shows the sensor group and damage 
scenarios of interests. Two damage conditions, DS-1 and DS-2, on side beams are 
considered, as previously shown in Figure 6.20 (a, b). The DS-1 is introduced on the 
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side beam between SG28 and SG29, while the DS- 2 is opposite and away from 
sensors of interest. The sensors of interests are group 1 of SG2, SG4, SG6, SG8, and 
SG10. The classification of sensor groups can be found in previous Figure 6.19.  
 
Figure 6.21. Sensor position and damage conditions for Td-MPCA evaluation 
The bridge is under temperature and traffic loading conditions in the laboratory 
environment. Figure 6.22 is then showing measurements with zero mean value 
collected from strain gauges of group 1.  
Figure 6.22 (a) presents the strain measurements under DS-1 effect. The 
experimental test duration is 1586 seconds and DS-1 is introduced from 1128 seconds. 
The distinct vibration at expected damage introduced time is observed in SG2 and SG4, 
due to their nearest location to the damage. To challenge the proposed Td-MPCA 
method, the detection excludes the SG2 and SG4 measurements.  
In part (b) of Figure 6.22, the test duration under DS-2 is 2250 seconds, while 
damage is introduced from 902 seconds.  
  
(a). Group 1 measurements under DS-1 (b). Group 1 measurements under DS-2 
Figure 6.22. Measurements (group 1) with damage scenarios (DS-1 and DS-2) 
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The window size for Td-MPCA equals to 1~1.5 times of an entire temperature 
cycle. The exact window size for various tests are slightly adjusted because the 
temperature cycle duration is not constant. The heating system is controlled by 
LabVIEW program automatically according to the control thermocouple attached on 
the bridge. Hence, the heating and cooling time cannot be the same.  
The following Figure 6.23 shows the detection results of Td-MPCA and MPCA 
directly to uncover the first damage condition, DS-1. The operation to introduce 
damage is starting from time 1128s and finishing at 1265s, hence the successful 
detection is between 1128s and 1265s. As shown in Figure 6.23(a), a distinct swerve 
is observed by applying Td-MPCA, however, none anomaly can be noticed in Figure 
6.23(b) by MPCA. Hence, the MCPA is failed, while Td-MPCA is successful. 
  
(a). Td-MPCA on group 1 sensors (b). MPCA directly on group 1 sensors 
Figure 6.23. Td-MPCA and MPCA detection results under DS-1 
The attempt of Td-MPCA and MPCA to detect DS-2 is presented in Figure 6.24. 
The detection is not as precise as previous damage condition, due to DS-2 is far away 
from group 1 sensors. But the Td-MPCA could detect the exceeding status timelier 
than MPCA. As can be seen from Figure 6.24(a), the Td-MPCA could give a 59 
seconds early alarm while the MPCA detect the anomaly 362 seconds after expected 
time.  
Due to the page limitation, only group 1 sensors are presented above to assess the 
performance of Td-MPCA and compare with the performance of MPCA without 
temperature-driven process. The other detection results are summarized in Table 6.9 
for DS-1 and Table 6.10 for DS-2. 
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(a). Td-MPCA on group 1 sensors (b). MPCA directly on group 1 sensors 
Figure 6.24. Td-MPCA and MPCA detection results under DS-2 
Table 6.9. Summary for Td-MPCA under damage condition 1 (DS-1) 
Sensor 
group no. 
Sensor no. 
MPCA 
detection 
Td-MPCA 
detection 
Relevant 
figure 
1 SG6, 8, 10 Fail Success Figure 6.23 
2 SG11, 13, 14 59s early 36s early Appendix C 
3 SG16, 18, 20, 22 Fail Success Appendix C 
4 SG23-26 Success Success Appendix C 
5 SG23-26, 30, 31 Fail Success Appendix C 
Table 6.10. Summary for Td-MPCA under damage condition 2 (DS-2) 
Sensor 
group 
no. 
Sensor no. 
MPCA 
detection 
Td-MPCA 
detection 
Relevant figure 
1 SG6, 8, 10 362s delay 59s early Figure 6.24 
2 SG11, 12, 13, 14 false alarm Success Appendix C 
3 SG16, 18, 20, 22 60s early Success Appendix C 
4 SG23-26 82s early Success Appendix C 
5 SG23-26, 30, 31 false alarm 97s early Appendix C 
 
From Table 6.9 and Table 6.10, it is obvious that Td-MPCA outperforms than 
MPCA only. For example, Table 6.9 illustrates that the Td-MPCA can successfully 
detect damage, DS-1, from sensor groups 1, 3, and 5, where MPCA failed to uncover. 
The outperformance of Td-MPCA compared to MPCA can also be observed from the 
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group 2 case, where MPCA gave a 59s early warning, while Td-MPCA improved to 
36s early alarm. In addition, both Td-MPCA and MPCA are successfully detect 
anomalies from the sensor group no.4. From the results obtained from Table 6.10, the 
Td-MPCA still performs better than MPCA to uncover DS-2. For example, the 
successful detection can be observed from groups 2, 3, and 4, while the MPCA fails 
to detect. The results from the other two groups of 1 and 5 can demonstrate the 
enhancement of Td-MPCA.  
6.2.3 Laboratory evaluation of the Td-RRA method 
The damage conditions that considered in this case study are DS-1 and DS-2, as 
shown in Figure 6.25 or previously described in Figure 6.20 (a) and (b) respectively.  
  
(a). Damage condition 1 (DS-1) (b). Damage condition 2 (DS-2) 
Figure 6.25. Damage position for Td-RRA evaluation 
The bridge is under temperature and traffic loading conditions in the laboratory 
environment. Figure 6.22. The detection processes of Td-RRA and RRA are presented 
in Figure 6.26 for DS-1 and Figure 6.27 for DS-2. The correlation coefficient threshold 
for the sensor selection, cct, is 0.8. The threshold bound of the reference period is 2𝜎. 
The certain period defined to avoid the false alarm here, 𝑡𝑜𝑢𝑡 = 371𝑠, is a half period 
of temperature variations. The detailed explanation of the above parameters, the reader 
can refer to Section 5.2. 
SG28 SG28 
SG29 
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(a). Td-RRA detection results (b). RRA directly detection results 
Figure 6.26. Td-RRA and RRA detection results on group 1 sensors under DS-1 
  
(a). Td-RRA detection results (b). RRA directly detection results 
Figure 6.27. Td-RRA and RRA detection results on group 1 sensors under DS-2 
As shown in Figure 6.26, the successful detection can be observed by applying 
both Td-RRA and RRA with damage condition DS-1. However, for the lighter damage 
condition, DS-2, the RRA is failed to observe any abnormal signal, while Td-RRA 
gives a 113s early alarm, as shown in Figure 6.27. 
Due to the page limitation, only group 1 sensors are presented above to assess the 
performance of Td-RRA and compare with the performance of RRA without 
temperature-driven process. The other detection results are summarized in Table 6.11 
for DS-1 and Table 6.12 for DS-2. 
From Table 6.11, it is obvious that Td-RRA outperforms than RRA for detecting 
the first damage scenario. For example, the Td-RRA can successfully detect damage, 
DS-1, from sensor groups 2, 3, and 4 when the damage was introduced into the testing 
system, where RRA gives an early alarm. Moreover, the group 5 sensors are less 
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sensitive to damage, where RRA is failed to find abnormal information but Td-RRA 
can give an alarm with 48s early.  
From the results obtained in Table 6.12, the Td-RRA still performs better than 
RRA to uncover DS-2, since the RRA failed on most groups. The performance of Td-
RRA on group 1,3, and 5 is not as satisfied as the previous results given in Table 6.11, 
because DS-2 is away from sensors of group 1, 3, and 5, when compared with the 
position of DS-1. 
Table 6.11. Summary for Td-RRA under damage condition 1 (DS-1) 
Sensor 
group 
no. 
Sensor no. 
Td-RRA 
results 
RRA results 
Relevant 
figure 
1 SG6, 8, 10 Success Success Figure 6.26 
2 SG11, 13, 14 Success 60s early Appendix 
3 SG16, 18, 20, 22 Success 142s early Appendix 
4 SG23-26 Success 87s early Appendix 
5 SG23-26, 30, 31 48s delay Fail Appendix 
Table 6.12. Summary for Td-RRA under damage condition 2 (DS-2) 
Sensor 
group 
no. 
Sensor no. RRA results 
Td-RRA 
results 
Relevant 
figure 
1 SG2, 4, 6, 8, 10 Fail 113s early Figure 6.27 
2 SG11, 12, 13, 14 Fail 57s early Appendix 
3 SG16, 18, 22 Fail Fail Appendix 
4 SG23-25 382s early 284s early Appendix 
5 SG23-26, 30, 31 Fail 750s delay Appendix 
 
6.2.4 Laboratory evaluation of the Td-OCSVM method  
In this section, the Td-OCSVM is examined. Four damage conditions, i.e. DS-1, 2, 
3, and 4, are considered, which are presented previously in Figure 6.20. The following 
Figure 6.28 briefly shows the damage locations. All six groups of sensors, including 
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strain gauges and displacements, are considered in this section. For the detailed 
classification of sensor groups, the reader can refer to Figure 6.19 in Section 6.2.1.  
Taking the SG2 from group 1 and SG14 from group 2, with damage scenario 3, as 
an example. The Figure 6.29 shows the relative strain measurements. The damage is 
introduced from 1220 seconds and remained until 1980 seconds. The period from 
1220s to 1302s represents the time when introducing damage manually.  
 
Figure 6.28. Damage position for Td-OCSVM evaluation 
The application of Td-OCSVM is to identify the abnormal data within the time 
domain. For example, the data points collected after 1220 seconds are all abnormal 
since the damage has been introduced into the bridge system, therefore, they should 
be detected by Td-OCSVM. The performance of Td-OCSVM is accessed by the 
percentage of detectable data points. Figure 6.30 then shows the detection results of 
Td-OCSVM on SG2 and SG14. The detectability of Td-OCSVM on SG2 is 100%, 
while on SG14 is 83%. 
The performance of Td-OCSVM on SG2 and SG14 has also been investigated with 
another three damage scenarios and compared with the application of OCSVM 
directly without the temperature-driven process. Table 6.13 summarized the 
detectability of Td-OCSVM and OCSVM for SG2 and SG14. The improvement of 
Td-OCSVM can be observed for all damage scenarios since the detectability is higher 
than OCSVM.  
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(a). Group 1 sensors measurements (b). Group 2 sensors measurements 
Figure 6.29. Measurements of group 1 and 2 sensors with damage scenario 3 
 
  
(a). SG2, detectability is 100% (b). SG14, detectability is 83% 
Figure 6.30. Td-OCSVM on SG2 and SG14 with damage scenario 3 
Table 6.13. Anomaly detectability of Td-OCSVM and OCSVM on SG2 and SG14. 
 Damage scenario-1 Damage scenario-2 
 Td-OCSVM OCSVM Td-OCSVM OCSVM 
SG2 100 89 100 76 
SG14 100 68 87 52 
 Damage scenario-3 Damage scenario-4 
 Td-OCSVM OCSVM Td-OCSVM OCSVM 
SG2 100 31 100 54 
SG14 83 29 91 59 
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The following four figures show the detectability between Td-OCSVM and 
OCSVM without temperature-driven process. Figure 6.31 presents the percentage of 
detected anomaly with damage scenario 1, while Figure 6.32, Figure 6.33, and Figure 
6.34 give the comparison results of damage scenario 2, 3, and 4 respectively.  
Apparently, all black dot date points are higher than the pink triangle data points 
in Figure 6.31 to Figure 6.34. This represents that Td-OCSVM outperforms than 
OCSVM without the temperature-driven process because their percentage values of 
the detected anomaly are all higher than OCSVM. For the exact values of each data 
points showing in Figure 6.31 to Figure 6.34, the reader can refer to Appendix C.3.  
 
Figure 6.31. Detectability of Td-OCSVM and OCSVM under damage condition 1 
 
Figure 6.32. Detectability of Td-OCSVM and OCSVM under damage condition 2 
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Figure 6.33. Detectability of Td-OCSVM and OCSVM under damage condition 3  
 
Figure 6.34. Detectability of Td-OCSVM and OCSVM under damage condition 4 
6.2.5 Laboratory evaluation of the Td-ANN method  
The neural network-based method is employed here to identify the potential 
various damage levels. The damage conditions considered here contain DS1-4, which 
are presented previously in Figure 6.20. The performance of Td-ANN and ANN 
directly are presented in Table 6.14 and Table 6.15 and compared in Figure 6.35 to 
Figure 6.38.   
Regarding to the damage condition 1 (DS-1) as given in Figure 6.35, both Td-ANN 
and ANN could detect anomalies in group 1, 3, 4 with high accuracy. The Td-ANN 
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performs better than ANN in Group 5 and 6, with 10% improvement. But the Td-ANN 
is failed in Group 2 when compared with ANN.  
In terms of damage condition 2 (DS-2) as shown in Figure 6.36, the improvement 
by Td-ANN can be observed from group 2 sensors application, but no major 
improvement can be observed from the other groups 1,3,4,5 and 6.  
Regarding to the damage condition 3 (DS-3) as shown in Figure 6.37, the Td-ANN 
only enhanced the detection performance in Group 1 and 3.  
Regarding to the damage condition 4 (DS-4) as shown in Figure 6.38, the detected 
ability for all sensor groups are below 35%, an improvement of Td-ANN can be 
observed in Group 3. 
Table 6.14. Anomaly detection by Td-ANN on all measurements 
 Correct alarm False alarm 
 DS-1 DS-2 DS-3 DS-4 DS-1 DS-2 DS-3 DS-4 
Group 1 100% 98% 37% 24% 0.0% 0.0% 0.0% 0.2% 
Group 2 31% 63% 32% 12% 1.7% 0.1% 0.1% 0.3% 
Group 3 100% 100% 24% 13% 0.0% 0.1% 0.1% 0.2% 
Group 4 94% 100% 16% 33% 0.1% 0.0% 0.1% 0.0% 
Group 5 37% 72% 19% 16% 0.7% 0.0% 0.2% 0.0% 
Group 6 100% 25% 28% 12% 0.1% 0.7% 0.2% 0.5% 
Table 6.15. ANN on measurements from temperature and traffic load test 
 Correct alarm False alarm 
 DS-1 DS-2 DS-3 DS-4 DS-1 DS-2 DS-3 DS-4 
Group 1 100% 98% 28% 24% 0% 0% 0% 0% 
Group 2 54% 36% 32% 20% 1% 0% 0% 0% 
Group 3 100% 100% 16% 13% 0% 0% 0% 0% 
Group 4 95% 100% 17% 13% 0% 0% 0% 0% 
Group 5 25% 70% 25% 16% 0% 0% 0% 0% 
Group 6 92% 31% 34% 16% 0% 0% 0% 0% 
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Figure 6.35. Anomaly detection comparison by Td-ANN and ANN for DS-1 
 
Figure 6.36. Anomaly detection comparison by Td-ANN and ANN for DS-2 
 
Figure 6.37. Anomaly detection comparison by Td-ANN and ANN for DS-3 
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Figure 6.38. Anomaly detection comparison by Td-ANN and ANN for DS-4 
6.2.6 Summary for laboratory case study 
This present case study was designed to investigate the promoted temperature-
driven methods in the laboratory environment. This case study has firstly described 
the laboratory test system, including the sensor placement and damage scenarios in 
Section 6.2.1. 
From the Section 6.2.2 conducted for the evaluation of Td-MPCA, the 
outperformance of Td-MPCA to identify the damage condition DS-1 and DS-2 can be 
demonstrated when compared with MPCA without temperature-driven process.  
The similar conclusions can be drawn for Td-RRA in Section 6.2.3 when compared 
with RRA directly without the temperature-driven process. As demonstrated, the Td-
RRA can successfully detect anomalies from several sensor groups, while from which 
the RRA gives early alarms or fail to uncover any anomalies. In the examination of 
damage scenario 2, DS-2, which is far away from most sensors, the Td-RRA can 
uncover anomalies but with evident uncertainties.  
Conducted in Section 6.2.4, the detection ability of Td-OCSVM has been 
evaluated with four damage conditions, DS-1 to DS-4. The outcomes have approved 
the improvement and outperformance of Td-OCSVM when compared with OCSVM 
directly.  
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The fourth evaluation is conducted for accessing Td-ANN, where DS-1, 2, 3, and 
4 damage conditions are investigated. Based on the results obtained from Section 6.2.5, 
the improvement of Td-ANN is not very significant. For most conditions, the 
detectability of Td-ANN is similar as ANN directly on the target signals without the 
temperature-driven process.  
6.3 Case study 3: Ricciolo curved viaduct 
The third case study undertaken to evaluate the proposed temperature-driven 
anomaly detection methods is on the monitoring data collected from Ricciolo curved 
viaduct in Switzerland. The brief introduction of Ricciolo curved viaduct is first 
presented in Section 6.3.1. After that, the proposed temperature-driven methods are 
investigated and discussed separately in Section 6.3.2 for Td-MPCA, in Section 6.3.3 
for Td-RRA, in Section 6.3.4 for Td-OCSVM, and in Section 6.3.5 for Td-ANN.  
6.3.1 Introduction 
The Ricciolo curved viaduct is part of Swiss motorway A2 and has been monitored 
since construction from 2005. The monitoring system has been installed at the longest 
span (35m long). The measurement system layout can be found in Figure 6.39, while 
the cross-section view with information of sensor placement can refer to Figure 6.40.  
 
Figure 6.39. Case study 3: sensor placement overview of Ricciolo curved viaduct, 
reprinted from (Glišić et al., 2008) 
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Figure 6.40. Case study 3: sensor placement at cross-section A and E of Ricciolo 
curved viaduct, reprinted from (Glišić et al., 2008) 
The measurement system started monitoring from 11/01/2005 to 23/02/2006. The 
following Table 6.16 summarizes the information regarding to the monitoring data 
and construction actions. The detailed construction information can be found in (Glišić 
et al., 2008; Posenato et al., 2008) 
Table 6.16. Data acquisition system details and viaduct condition summary 
Start Time End Time Frequency 
Durati
on 
Condition 
11/01/2005 19:07 12/01/2005 03:07 Every 1 h 1 day Clear* 
12/01/2005 15:33 Single record 1 day Construction 
12/01/2005 15:45 Single record 1 day Construction 
12/01/2005 15:56 12/01/2005 22:26 Every 0.5 h 1 day Construction 
13/01/2005 14:39 14/01/2005 04:39 Every 1 h 1 day Construction 
14/01/2005 10:35 18/01/2005 13:35 Every 1 h 3 days Construction 
18/01/2005 17:03 31/01/2005 11:03 Every 1 h 14 days Construction 
31/01/2005 14:51 01/02/2005 10:51 Every 1 h 1 day Construction 
01/02/2005 11:26 One record 1 day Construction 
01/02/2005 11:36 02/02/2005 09:36 Every 2 h 1 day Construction 
02/02/2005 15:33 01/03/2005 09:33 Every 2 h 27 days Construction 
01/03/2005 11:03 01/04/2005 07:03 Every 2 h 31 days Construction 
01/04/2005 12:03 One record 1 day Construction 
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Start Time End Time Frequency Duration Condition 
02/04/2005 00:03 02/05/2005 12:03 Every 4 h 31 days 
Construction 
/ Clear 
02/05/2005 16:20 01/06/2005 16:20 Every 6 h 31 days Clear 
01/06/2005 18:03 11/01/2006 12:03 Every 6 h 7 m 10 d Clear 
12/01/2006 04:03 23/02/2006 04:03 Every 12 h 43 days Clear 
* Clear means no construction work is recorded 
6.3.2 Ricciolo viaduct evaluation of the Td-MPCA method 
In this study, two months data from 00:03 in 02/04/2005 to 16:20 in 01/06/2005 
are selected for anomaly detection, as listed in Table 6.17. The construction events 
that happened during this period are described as follows: (a) Construction of lateral 
protection walls from 02/04/2005 to 22/04/2005; (b) Post-tensioning, cast of left side 
wing and removal of external formworks from 25/04/2005 to 26/04/2005. The bridge 
is assumed working properly after 27/04/2005, because of no construction work since 
then.  
To detect the anomalous behaviour, the time scale will be inverted from 
01/06/2005 to 02/04/2005, since MPCA requires a training period as the reference 
state of the bridge. Therefore, the reference period, i.e. healthy condition, ranges from 
01/06/2005 to 28/04/2005. The abnormal changes should be detected at 27/04/2005. 
This time reversal procedure utilized construction as a damage scenario when looking 
backwards in time.  
Table 6.17. Monitoring period for Td-MPCA evaluation 
Start Time End Time Frequency Duration Condition 
02/04/2005 
00:03 
02/05/2005 
12:03 
Every 4 
hours 
31 days 
Construction + 
Clear 
02/05/2005 
16:20 
01/06/2005 
16:20 
Every 6 
hours 
31 days Clear 
* Clear means no construction work is recorded 
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The measurements from the cross-section A is interpreted in this case study. The 
axial strain and corresponding temperature measurements from the extremities of the 
span are displayed in Figure 6.41, where the maximal negative vertical bending occurs. 
The detection results by applying Td-MPCA are subsequently shown in Figure 6.42 
(a). The detection is successful without any delay. The performance of MPCA on all 
four sensors records directly is given in Figure 6.42 (b). However, the delay of 
detection is obvious. 
Overall, from the comparison between Figure 6.42 (a) and (b), the delay anomaly 
alarm by applying MPCA directly can be solved properly. It corroborates that the 
proposed temperature-driven anomaly detection method is a more efficient anomaly 
detection method. 
 
 
(a). Strain measuremetns (b). Temperature measurements 
Figure 6.41. Axial strain and temperature measurements from cross-section A 
 
 
(a). Td-MPCA detection (b). MPCA detection  
Figure 6.42. Anomaly detection results by Td-MPCA and MPCA. (window size: 48 
hours, and threshold: ±2𝜎 over 120 hours reference period). 
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6.3.3 Ricciolo viaduct evaluation of the Td-RRA method 
In this study, the target monitoring period is the same as in the Section 6.3.2, which 
is two months data from 02/04/2005 to 01/06/2005, as listed in Table 6.17. As 
previously described, the timeline is inverted. The abnormal changes should be 
detected at 27/04/2005, after which the construction work was conducted. The cross-
section A and E are considered to examine the Td-RRA, whose strain measurements 
are given in Figure 6.43. The data missing condition can also be observed in Figure 
6.43(b), which is an extra abnormal condition should be detected. The detection results 
by applying Td-RRA on cross-section A and E are subsequently shown in Figure 6.44 
and Figure 6.45 respectively. 
  
(a). Axial strain from cross-section A (b). Axial strain from cross-section E 
Figure 6.43. Axial strain measurements from cross-section A and E 
  
(a). Td-RRA detection (b). RRA directly detection 
Figure 6.44. Anomaly detection results by Td-RRA and RRA on data from cross-
section A 
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(a). Td-RRA detection (b). RRA directly detection 
Figure 6.45. Anomaly detection results by Td-RRA and RRA on data from cross-
section E 
In general, both Td-RRA and RRA can find out the abnormal changes at the 
expected date. The data missing condition at cross-section E can also be addressed by 
applying Td-RRA and RRA. Therefore, the results presented above can confirm that 
the Td-RRA does not have a significant improvement when compared with RRA 
without temperature-driven process. 
6.3.4 Ricciolo viaduct evaluation of the Td-OCSVM Method 
The monitoring period considered in this part is from 18/01/2005 to 23/02/2006. 
The important construction events are given as follows, followed by the Figure 6.46 
to show a timeline with the date of interests. 
• Event 1 (18/01/2005 – 22/04/2005): Construction of lateral protection walls 
• Event 2 (25/04/2005 – 26/04/2005): Post-tensioning from 70% to 100% 
• Event 3 (25/04/2005 – 27/04/2005): Cast of left side wing 
Event 1Event 2Event 3Clear 2 Clear 1
 
Figure 6.46. Timeline of interests 
Taking the sensor ‘A_Int_B’ in the cross-section A as an example, the Figure 
6.47(a) shows the strain measurements in the time domain, the red dash line is the time 
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when all construction works are finished in 27/04/2005, which is the end of event 3. 
The Figure 6.47(b) gives the correlation between temperature and strain, from which, 
the clear 1 and 2 are corresponding to the time without construction work, seeing 
Figure 6.46. It is apparent that the measurements from 22/04/2005 to 25/04/2005 are 
still offline since there still has more work need to be done after 22/04/2005. Hence 
the date of interest should be the 27/04/2005, when the abnormal behaviour should be 
uncovered since then.  
 
 
(a). Strain measurements in time 
domain 
(b). Strain vs. temperature 
Figure 6.47. Measurements of sensor ‘A_Int_B’ at the cross-section A 
The Figure 6.48(a) below shows the correlation of strain measurements and 
temperature from sensor ‘A_Int_B’ in cross-section A. The black data points represent 
the data in clear stage, which means there is no construction event was recorded. The 
blue dots show the data under construction events, which should be discovered by Td-
OCSVM.  
The OCSVM without the temperature-driven process is applied to find the 
measurements that under the construction events. The detection results are showing in 
Figure 6.48(b). As can be seen, only 53% blue data points can be identified. Moreover, 
the missing data could be detected from the normal dataset, representing as zero strain 
with pink false alarm markers in Figure 6.48(b). However, the false alarm is still low 
and roughly 0%.  
The attempt of Td-OCSVM is shown in Figure 6.48(c). Approximately 100% of 
anomalous behaviours could be identified by Td-OCSVM with roughly 0% false 
alarm.  
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(a). Measurements form sensor A_Int_B (blue dots should be detected) 
 
(b). Detection results by OCSVM directly 
 
(c). Detection results by Td-OCSVM 
Figure 6.48. Anomaly detection by Td-OCSVM and OCSVM. 
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The applications of Td-OCSVM on other sensors have also been conducted, the 
results are listed in Table 6.18 for the OCSVM application and in Table 6.19 for the 
Td-OCSVM application. To have a visible comparison,  Figure 6.49 is presented, from 
which the improvement of Td-OCSVM is obviously for all sensors. 
Table 6.18. Summary of detectability by applying OCSVM 
Sensor 
location 
Detected 
anomaly 
Sensor 
location 
Detected 
anomaly 
Sensor 
location 
Detected 
anomaly 
A_Int_B 53% C_Int_B 60% E_Int_B 59% 
A_Int_T 41% C_Int_T 77% E_Int_T 63% 
A_Ont_B 36% C_Ont_B 97% E_Ont_B 72% 
A_Ont_T 38% C_Ont_T 32% E_Ont_T 44% 
Table 6.19. Summary of detectability by applying Td-OCSVM 
Sensor 
location 
Detected 
anomaly 
Sensor 
location 
Detected 
anomaly 
Sensor 
location 
Detected 
anomaly 
A_Int_B 100% C_Int_B 100% E_Int_B 100% 
A_Int_T 96% C_Int_T 100% E_Int_T 100% 
A_Ont_B 100% C_Ont_B 100% E_Ont_B 100% 
A_Ont_T 100% C_Ont_T 100% E_Ont_T 99% 
 
 
Figure 6.49. Comparison of Td-OCSVM and OCSVM 
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6.3.5 Ricciolo viaduct evaluation of the Td-ANN Method 
In this study, two months data from 02/04/2005 to 01/06/2005 are selected for 
anomaly detection, as previously listed in Table 6.17. The bridge is under construction 
work from 02/04/2005 to 27/04/2005 and is assumed working in healthy state from 
27/04/2005 to 01/06/2005.  
To detect the anomalous behaviour, the time scale will be inverted from 
01/06/2005 to 02/04/2005, since the neural network requires a reference period for 
network training. The abnormal changes should be detected from 27/04/2005 to 
02/04/2005.  
As previous described, there are four strain measurement from each cross-section, 
as shown in Figure 6.40. The four strain measurements are utilized to train one neural 
network first. The anomaly detection results by Td-ANN and ANN are presented 
subsequently in Table 6.20, while Figure 6.50 presents the cross-section A and C 
anomaly identification in the time domain.  
  
(a). Td-ANN on cross-section A (b). ANN on cross-section A 
  
(c). Td-ANN on cross-section C (d). ANN on cross-section C 
Figure 6.50. Anomaly identification of Td-ANN and ANN on cross-section A and C 
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From Figure 6.50 and Table 6.20, a slight improvement by using Td-ANN can be 
observed in cross-section A. For other four cross-sections, the performance of Td-
ANN is close to ANN without improvement.   
Table 6.20. Comparison of Td-ANN and ANN 
Cross-section 
Correct alarm False alarm 
ANN Td-ANN ANN Td-ANN 
A 58% 62% 0% 0% 
B 30% 23% 2% 2% 
C 76% 71% 1% 1% 
D 40% 31% 1% 1% 
E 50% 41% 0% 1% 
6.3.6 Summary for Ricciolo curved viaduct case study 
From the above Ricciolo curved viaduct case study, the ability of Td-MPCA, Td-
RRA, Td-OCSVM, and Td-ANN to discover abnormal changes before and after 
construction period has been conducted and assessed. Several findings can be 
summarized and highlighted as follows.  
In general, all temperature-driven methods can notice the abnormal changes before 
and after construction. The delay anomaly alarm by applying MPCA directly can be 
solved properly by using Td-MPCA in Section 6.3.2.  
In Section 6.3.3, both Td-RRA and RRA can find out the abnormal changes at the 
expected date. The data missing condition at cross-section E can also be addressed by 
applying Td-RRA and RRA. But the improvement of Td-RRA has not been observed 
from this case study.  
For the third temperature-driven method, Td-OCSVM, the significant 
improvement for OCSVM has been obtained from Section 6.3.4. Its detectability is 
close to 100%, increasing around 60% when compared with OCSVM.  
The last evaluation is on Td-ANN, both Td-ANN and ANN can address the 
anomalies when the bridge in under construction events. A slight improvement for 
ANN is recorded but there is no significant benefit by using Td-ANN instead of ANN.   
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6.4 Concluding remarks 
In this chapter, the temperature driven anomaly detection methods have been 
examined by three case studies, including the numerical truss model in Section 6.1, 
laboratory test in Section 6.2, and the Ricciolo curved viaduct in Section 0. The 
methods are designed to detect abnormal behaviours according to the separated 
thermal-related responses, which have been examined in previous CHAPTER 4. The 
outcomes from those three case studies are summarized as follows.   
From Section 6.1, a numerical truss bridge was first investigated. The damage 
conditions were simulated by reducing the stiffness on target chords. The findings 
obtained from this case study can be summarized as follows.  
(a) In this case study, the detection performance of proposed temperature-driven 
methods all depends on the sensor locations for investigation, the closer to the 
damage, the more possibility to detect the damage. 
(b) The proposed Td-MPCA is more sensitive than the application of MPCA directly 
without the temperature-driven process, since the simulated 5% stiffness loss in 
can be detected by Td-MPCA but cannot be detected by MPCA.  
(c) The proposed Td-RRA has also been confirmed as an enhanced abnormality 
detection method, since RRA is failed to detect the 5% stiffness loss. But the 
aberrant responses can be delineated by Td-RRA. 
(d) The OCSVM is only successful when the damage is at a serious level, i.e. the 50% 
stiffness loss. But the Td-OCSVM has a dramatical improvement for all the 
damage levels considered in this case study.  
(e) An improvement of Td-ANN can be demonstrated, as the Td-ANN can increase 
the anomaly detectability by 20%.  
From Section 6.2, the second case study has conducted on a laboratory truss bridge 
with four damage conditions. The research findings of four temperature-driven 
methods can be summarized as follows.  
(a) Outperformance of Td-MPCA, compared with MPCA, and outperformance of Td-
RRA, compared with RRA, have been examined and identified for uncovering two 
introduced damage scenarios (DS-1 and DS-2).  
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(b) The results obtained from the evaluation on Td-OCSVM has confirmed the 
positive impact of temperature-driven to OCSVM, since the improvement can be 
observed in all four simulated damage conditions (DS-1, 2, 3, and 4). 
(c) However, the improvement of Td-ANN compared with ANN is not very 
significant. For most damage conditions (DS-1, 2, 3, and 4), the detectability of 
Td-ANN is as same as ANN directly on the target signals without the temperature-
driven process.  
The third attempt, presented in Section 6.3.5, is on the monitoring data from 
Ricciolo viaduct in Switzerland. According to the outcomes, all temperature-driven 
methods can notice the abnormal changes before and after construction. The following 
facts can be summarized.  
(a) The delay anomaly alarm by applying MPCA directly can be solved properly by 
using Td-MPCA. 
(b) Both Td-RRA and RRA can find out the abnormal changes at the expected date. 
The data missing condition at cross-section E can also be addressed by applying 
Td-RRA and RRA. But the improvement of Td-RRA has not been observed from 
this case study.  
(c) Td-OCSVM has shown the satisfactory detection ability when compared with 
OCSVM.  
(d) Both Td-ANN and ANN can identify the anomalies due to construction actions. 
However, the improvement for ANN by applying temperature-driven process has 
not been observed in this case study.  
In general, those three case studies have confirmed that apparent anomalous changes 
can be observed after ICA separation. This can demonstrate that thermal effects could 
cover the damage-induced variations in the observed signals, and anomalies 
behaviours could be observed after interpreted by Independent Component Analysis 
(ICA). The enhancement of temperature-driven to MPCA, RRA, OCSVM, and ANN 
can also be demonstrated through three case studies. In particular, Td-MPCA performs 
more sensitive to slight damage condition and more reliable than MCPA in above three 
case studies. The detection ability of RRA is slightly weaker than MPCA under the 
same damage conditions. But improvement of Td-RRA is clear when compare to the 
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application of RRA only. Td-OCSVM performs reliable and sensitive than OCSVM 
too. Finally, Td-ANN has also confirmed a slightly improvement.
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CHAPTER 7 CONCLUSIONS 
7.1 Research and contribution summary 
Civil infrastructures are exposed to the complex surroundings, the thermal loadings 
due to temperature variations can alter the structural characteristics resulting in the 
challenge for detecting structural anomalies.  
The author’s PhD work is mainly contributed to the research on temperature effects 
in Structural Health Monitoring area. The major contribution of author’s work is to 
propose the temperature-driven anomaly detection methods. Based on the literature 
review works conducted in CHAPTER 2, the temperature effects have been reviewed 
and previous solutions proposed by other researches have been classified into 
elimination of temperature effect and utilization of temperature effect. The author’s 
work contributes to the second solution. But different from previous efforts, the 
thermal features of interests are directly and blindly separated from the collected 
structural responses, without any prior knowledge of structural physical model or 
loading conditions.  
The proposed temperature-driven anomaly detection method consists two major 
procedures, the thermal feature extraction and the anomaly detection. This thesis first 
introduced the thermal feature extraction methods with regards of mathematic 
background and case studies in CHAPTER 3 and CHAPTER 4 respectively. In present 
research, the author has proposed the thermal feature extractions for both 
underdetermined cases, i.e. single-channel data is available as the input signal, and 
overdetermined cases, i.e. multi-channel data is available as the input sources. In 
CHAPTER 3, the adopted methodologies for thermal feature separation, including 
Empirical Mode Decomposition (EMD), Ensemble Empirical Mode Decomposition 
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(EEMD), Principal Component Analysis (PCA), and Independent Component 
Analysis (ICA), for thermal feature extraction have been introduced. The author has 
designated the underdetermined solutions as EPI and EEPI, which stand for the 
combination of EMD, PCA with ICA and EEMD, PCA with ICA respectively. While 
deal with overdetermined conditions, the PCA and ICA are proposed to interpret 
measurements of interest. The novelty of aforementioned solution to separate the 
thermal features is employing Blind Source Separation (BSS) method into author’s 
research. By employing the EPI or EEPI on the single-channel sources, both seasonal 
and daily temperature effects can be identified, however the overdetermined solution, 
PCA + Fast ICA, could only separate the entire temperature features from other 
loading conditions’ effects, instead of distinguishing seasonal features from and daily 
variations. Therefore, the author recommends EEPI method when the available 
number of sensors is limited, for example, less than three. For best reliability and 
numerical accuracy for the extracted thermal response, the author will prefer to 
recommend PCA + Fast ICA. 
After extracted the temperature-induced responses from sensor measurements, the 
following procedure is the anomaly detection by applying Moving Principal 
Component Analysis (MPCA), Robust Regression Analysis (RRA), One-Class 
Support Vector Machine (OCSVM), and Artificial Neural Network (ANN). The 
temperature-driven anomaly detection methods are then designated as Td-MPCA, Td-
RRA, Td-OCSVM, and Td-ANN, whose mathematical background has been 
introduced in CHAPTER 5. The evaluation and assessment of temperature-drivne 
methods have then undertaken in CHAPTER 6 through numerical truss model, 
experimental truss bridge and an extra case study on Ricciolo curved viaduct.  
The MPCA and RRA have already evaluated in previous published work for the 
purpose of damage detection. The author’s contribution is improving the performance 
of MPCA and RRA by introducing the process of temperature-driven. The Td-MPCA 
and Td-RRA are more sensitive to uncover the slight damage while MPCA and RRA 
cannot identify the abnormal changes or have an evident delay before giving the 
correct alarms.  
Regarding the other two methods, Td-OCSVM and Td-ANN, the numerical, 
experimental and in-situ case studies have demonstrated that Td-OCSVM could 
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identify all simulated damage conditions while OCSVM is not sensitive to damage 
conditions. In particular, the detection performance of Td-ANN and ANN are at the 
same level. Therefore, the Td-ANN does not show a significant improvement for ANN 
from author’s case studies.  
7.2 Future work recommendations 
The author’s current researches have approved that temperature features can be 
used to improve the performance of anomaly detection methods. However, there are 
still some uncertainties remain and some future works are recommended as follows.  
There have some empirical-dependent parameters existing in proposed 
temperature driven method. For example, the assignment of threshold parameters in 
the application of outlier detection usually according to experience. There is not a 
general rule or recommendation in different case studies.  
The underdetermined method, EPI and EEPI, are not fully explored in anomaly 
detection part since the purpose of this research is to detect damage. But the potential 
ability of EPI and EEPI to locate the damage can be further studied. 
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Appendix A. Experimental Test System 
Description 
A.1. Measurement system 
The sensor involved into this test includes displacement, strain gauges, 
thermocouple and heating lamps. The quantity and model information are listed in 
Table A.7.1, while the following sections will describe more details of sensor set up 
in this test.  
Table A.7.1. Measurement system list 
Sensor type Quantity Model Brand 
Relative control 
module 
Displacement 3 HS50 
Micro 
Measurements 
NI 9237, NI 9949 
Strain gauges Up to 32 FLAB-6-23 TML NI9235 
Thermocouple 12 
No. 621-
2170 
RS NI9219 
Heating lamp 4 - - USB-6001 
A.1.1 Displacement 
The displacement sensor used in this test is HS50 linear displacement sensors from 
Micro Measurements (Vishay Precision Group, 2014). The datasheet is available 
online. Several key specifications are given in Table A.7.2. And the displacement 
setup is presented in Figure A.1.  
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NI 9237 from National Instrument (National Instruments, 2015) is implemented to 
collect data from HS50, which has 4 – RJ-50 inputs. Connection between displacement 
sensors (HS50) and NI 9237 is presented in Figure A.2,which shows that  RJ-50 cable 
and NI 9949 (National Instruments, 2009) are required to connect the HS50 with 
NI9237. The connection between HS50 and NI9949 is also displayed in Table A.7.3.  
Table A.7.2. HS50 linear displacement sensor specifications 
Parameters Description 
Displacement range 2 in (51.5mm) 
Weight 0.44 lb (200g) 
Excitation 2 to 10 V, AC or DC 
Frequency response 
5-mm displacement: 100 Hz; 100-mm displacement: 
10Hz 
Temperature range +15 to 140 °𝐹 (-10 to +60 °𝐶) 
 
 
(a). DT1 (middle span) 
  
(b). DT2 (c). DT3 
Figure A.1. Photo of displacement setup 
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Figure A.2. Displacement sensor connection 
Table A.7.3. Connection between NI 9949 and HS50 
HS50 (4-RJ-50 inputs) 
NI 9949 
Number Port 
Red 6 EX+ 
Blue 3 AI- 
Green 2 AI+ 
Yellow 7 EX- 
After setup the connection, all displacement sensors should be calibrated before 
collecting data. The progress of displacement calibration are as follows.  
• Data collected by using gauges blocks, ranging from 3mm to 30 mm for 3 times, 
seeing Figure A.3. The deformation towards the floor is assumed as negative, 
hence the measurements of displacements are all negative.  
• Allow data collection for 10 seconds for each gauge condition. 
• Calculating the average values for each gauge of each displacement.  
• Using MATLAB to do curve fitting to find the linear relation between strain and 
displacement. As shown in Figure A.4, X-axis is the measuring strain data, while 
Y-axis represents displacement. Therefore, the displacement value can then be 
obtained by transferring strain measurement into displacement according to their 
linear relation. The parameters of this linear relation can be found in Table A.7.4.  
HS50 
NI 9949 
RJ-50 
cable 
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(a). DG2 with 3 mm gauge block (b). DT1 with 30 mm gauge block 
Figure A.3. Schematic diagram of displacement calibration 
  
 
Figure A.4. Displacement calibration results 
Table A.7.4. Calibration results 
 Slope: a Offset: b 
 𝜇𝜖 𝑣𝑠. 𝑚𝑚 𝜖 𝑣𝑠. 𝑚𝑚 𝜇𝜖 𝑣𝑠. 𝑚𝑚 /  𝜖 𝑣𝑠. 𝑚𝑚 
DT1 -0.028052 -28052.10298 23.222439 
DT2 -0.027882 -27882.07695 28.756631 
DT3 -0.027993 -27993.04718 21.706211 
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A.1.2 Strain gauges 
The strain gauges used here is TML FLAB-6-23 (Tokyo Sokki Kenkyujo, n.d.), 
which is purchased from Techni Measure. The strain gauges installation process 
placement can be summarized as follows. 
• Burnish the surface by using sand paper P120 first, and finish with P400 with water, 
seeing Figure A.5(a). 
• Clean the surface by using Acetone. Careful with plastic items.  
• Glue the strain gauges and terminals on the target position. 
• Soldering the wires with strain gauges through the terminals, seeing Figure A.5(b). 
• Check and test. The lead wire should not be attached on the surface of the chord. 
The resistance between two terminals should be 120 Omh. Using NI MAX 
software to check the stability of strain gauges again before installing on the bridge, 
seeing Figure A.5 (c), (d). 
  
 
(a) (b) 
  
(c) (d) 
Figure A.5. Strain gauges installation 
P400 
P120 
Strain gauge 
Extended wires 
Terminals 
Lead wire 
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A.1.3 Thermocouple  
The thermocouple is from RS Components (RS Components, n.d.), which is easily 
attached on the surface of element, seeing Figure A.6.  
 
Figure A.6. Overview of thermocouple 
A.2. Heating system 
The heating system is described in Figure A.7.  
 
(a). Heating lamps 
   
(b). Power supply control 1 (c). Power supply control 2 
 Figure A.7. Heating system description
Strain gauge 
Thermocouple 
Heating Lamps 
Mannual 
control 
Auto/Mannua
l 
Indicator light 
ON / OFF 
Powe
r 
LabVIEW 
Control 
Lamp 
control 
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Appendix B. Truss bridge design drawings 
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Appendix C. Laboratory case study for 
anomaly detection 
This appendix presents the additional anomaly detection results of Td-MPCA, Td-
RRA, in Section 6.2 of CHAPTER 6.  
C.1. Td-MPCA detection results 
The data interpretation on sensor group 2, 3, 4, and 5 are presented here to support 
the outcomes listed in Table 6.7 and Table 6.8. Two damage conditions, DS-1 and DS-
2, are considered in this study.  
C.1.1 Td-MPCA on group 2 sensors 
The group 2 sensors are on bottom transversal chords including SG11, SG12, 
SG13 and SG14. The loading conditions consist by temperature variations and moving 
loadings. For the first damage condition, DS-1, the measurements with zero mean 
value are presented in Figure C.8, while Figure C.9 shows the measurements under 
the second damage condition, DS-2. Since the group 2 sensors are heavily affected by 
the moving loads, explanations are given based on the first damage condition, as 
follows:  
• The frequency of moving load variations is controlled as two times of temperature 
variations. As displayed in Figure C.8 (a), three periodic temperature variations 
are conducted in this test. Thus, six periodic traffic-induced fluctuations can be 
observed in Figure C.8 (b, c). 
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• The positive tendency can be observed between SG13 and 14 measurements in 
Figure C.8 (b), while the negative trend between SG11 and 13 in Figure C.8 (c). 
Since the SG11 and12 are adjacent, the positive correlation should also be 
observed between SG11 and 12. However, Figure C.8 (d) shows that some 
unexpected negative trends are existed between SG11 and 12, which have been 
outlined. Those unexpected periods are due to the inevitable operations during the 
test, when the dumbbell cannot stay at the expected position before this was solved 
manually. This operation error was only happened when the dumbbell was passing 
SG11 and SG12.  
• The damage induced variations are not visible in this group of sensors, which is 
because those transversal chords are very sensitive to moving loadings.  
  
(a). Temperature records (b). SG13 and SG14 
  
(c). SG11 and SG13  (d). SG11 and SG12 
Figure C.8. Group 2: Measurements with damage scenario 1 (DS-1) 
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(a). SG11 and SG12 (b). SG13 and SG14 
Figure C.9. Group 2: Measurements with damage scenario 1 (DS-2) 
The detection results by Td-MPCA to uncover DS-1 are then given in Figure 
C.10(a). The window size is still 1~1.5 times of temperature variations (570s). The 
detection is start from 286 seconds to avoid the boundary effect due to ICA separation. 
The alarm is 36s early than expected time, however, a relative flat can be obvious 
during damage introduced period, if compared with reference period. Hence, the 
detection by Td-MPCA on transversal direction chords on the bottom is judged as 
success with 36s early.  
The application of MPCA and Td-MPCA are both employed for detecting DS-2, 
as showing in Figure C.11. The improvement of Td-MPCA is conspicuous, as the 
MPCA could indicate the exceeding status but the uncertainty existed in the beginning 
shows the unstable performance of MPCA. 
    
(a). Td-MPCA directly (b). MPCA directly 
Figure C.10. Group 2: Td-MPCA and MPCA detection results under DS-1 
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(a). Td-MPCA directly (b). MPCA directly 
Figure C.11. Group 2: Td-MPCA and MPCA detection results under DS-2 
C.1.2 Td-MPCA on group 3 sensors 
The group 3 sensors are on the top longitudinal chords, including SG16, SG18, 
SG20 and SG22. The measurements with zero mean value are presented in Figure 
C.12 under temperature and traffic loadings conditions.  
There has no sign of damage or moving dumbbell’s effect because the top chords 
are more sensitive to the temperature variations, since the heating lamps are just at the 
top of the truss. The unstable condition of SG20 is evident in Figure C.12(b), hence 
the subsequent detection process will exclude it. The detection processes by 
employing Td-MPCA and MPCA are subsequently presented in Figure C.13 for DS-
1 and Figure C.14 for DS-2. 
For the case of DS-1, the successful detection is between 1128s and 1265s. It can 
be seen from Figure C.13(a) that the Td-MPCA can uncover the damage between 
1128-1265 seconds. However, the MPCA cannot detect the damage if considering the 
evident variations at the beginning period, seeing Figure C.13(b). For the case of DS-
2, the successful detection can be obtained by applying Td-MPCA during 902-928 
seconds, seeing Figure C.14(a), while a 60s early alarm can be observed by MPCA in 
Figure C.14(b). 
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(a). Group 3 measurements under DS-1 (b). Group 3 measurements under DS-2 
Figure C.12. Group 3: Measurements with damage scenarios (DS-1 and DS-2) 
   
(a). Td-MPCA (b). MPCA directly 
Figure C.13. Group 3: Td-MPCA and MPCA detection results under DS-1 
   
(a). Td-MPCA (b). MPCA directly 
Figure C.14. Group 3: Td-MPCA and MPCA detection results under DS-2 
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C.1.3 Td-MPCA on group 4 sensors 
The group 4 sensors are on the top transversal chords, including SG23, SG24, 
SG25, SG26 and SG27. The measurements with zero mean value are presented in 
Figure C.15 under temperature and traffic loadings conditions.  
The damage is slightly obvious in the measurements of SG26, but the moving load 
variations cannot be observed in time-history records, since those sensors are close to 
heating lamps on the top.  
The damage detections by applying MPCA and Td-MPCA, are presented in Figure 
C.16 for damage condition 1 (DS-1) and in Figure C.17 for damage condition 2 (DS-
2). 
  
(a). Group 4 measurements under DS-1 (b). Group 4 measurements under DS-2 
Figure C.15. Group 4: Measurements with damage scenarios (DS-1 and DS-2) 
   
(a). Td-MPCA (b). MPCA directly 
Figure C.16. Group 4: Td-MPCA and MPCA detection results under DS-1 
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(a). Td-MPCA (b). MPCA directly 
Figure C.17. Group 4: Td-MPCA and MPCA detection results under DS-2 
Apparently, both attempts can disclose the anomalies, but with some uncertainties. 
In Figure C.16 for DS-1, the distinct swerve can be observed in MPCA application 
during 1128s and 1265s and the MPCA indicator is exceeding the threshold before 
1265s, hence this detection is successful. However, the alarm given by Td-MPCA is 
early and the abnormal changes are not evident after DS-1 is introduced. Since the 
obvious swerve can be noticed during the damage introduced time (1128s-1265s). 
Therefore, both applications can be accepted as success detection for DS-1. For the 
other case of detecting DS-2, the outperformance of Td-MPCA is visible, since the 
MPCA gives an early warning.  
C.1.4 Td-MPCA on group 5 sensors 
The group 5 sensors are on side chords, including SG28, SG29, SG30 and SG31. 
The measurements with zero mean value are presented in Figure C.18 (under DS-1 
effect) and in Figure C.19 (under DS-2 effect). The loading conditions include 
temperature and traffic loadings. 
The damage detections by applying MPCA and Td-MPCA, are presented in Figure 
C.20 for damage condition 1 (DS-1). As shown in Figure C.20(b), the fake alarm is 
apparently which induce the failure detection of MPCA. However, the Td-MPCA 
could give a in time alarm, as showing in Figure C.20(a). To uncover the lighter 
damage condition, DS-2, the performance of Td-MPCA and MPCA are presented in 
Figure C.21(a) and (b) respectively. The detection results are not distinct enough with 
heavy uncertainties. 
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(a). SG28 and SG29 under DS-1 (b). SG30 and SG31 under DS-1 
Figure C.18. Group 5: Measurements with damage scenario 1 (DS-1) 
  
(a). SG28 and SG29 under DS-2 (b). SG30 and SG31 under DS-2 
Figure C.19. Group 5: Measurements with damage scenario 2 (DS-2) 
   
(a). Td-MPCA (b). MPCA directly 
Figure C.20. Group 5: Td-MPCA and MPCA detection results under DS-1 
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(a). Td-MPCA (b). MPCA directly 
Figure C.21. Group 5: Td-MPCA and MPCA detection results under DS-2 
C.2. Td-RRA detection results 
In this section, the data interpretation on sensor group 2, 3, 4, and 5 are presented 
here to support the outcomes by Td-RRA that are listed in Table 6.11 and Table 6.12. 
Two damage conditions, DS-1 and DS-2, are considered in this study.  
C.2.1 Td-RRA on group 2 sensors 
The group 2 sensors include SG11, SG12, SG13, and SG14. The anomaly 
detections based on group 2 sensors are presented in following Figure C.22 and Figure 
C.23 for DS-1 and DS-2 respectively. 
  
(a) Td-RRA detection results (b) RRA directly detection results 
Figure C.22. Td-RRA and RRA detection results on group 2 sensors under DS-1 
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(a) Td-RRA detection results (b) RRA directly detection results 
Figure C.23. Td-RRA and RRA detection results on group 2 sensors under DS-2 
C.2.2 Td-RRA on group 3 sensors 
The group 3 sensors include SG16, SG18, SG20, and SG22. The anomaly 
detections based on group 2 sensors are presented in following Figure C.24 and Figure 
C.25 for DS-1 and DS-2 respectively. 
  
(a) Td-RRA detection results (b) RRA directly detection results 
Figure C.24. Td-RRA and RRA detection results on group 3 sensors under DS-1 
  
(a) Td-RRA detection results (b) RRA directly detection results 
Figure C.25. Td-RRA and RRA detection results on group 3 sensors under DS-2 
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C.2.3 Td-RRA on group 4 sensors 
The sensors in group 4 include SG23, SG24, SG25, and SG26. The anomaly 
detections based on group 2 sensors are presented in following Figure C.26 and Figure 
C.27 for DS-1 and DS-2 respectively. 
  
(a) Td-RRA detection results (b) RRA directly detection results 
Figure C.26. Td-RRA and RRA detection results on group 4 sensors under DS-1 
  
(a) Td-RRA detection results (b) RRA directly detection results 
Figure C.27. Td-RRA and RRA detection results on group 4 sensors under DS-2 
C.2.4 Td-RRA on group 5 sensors 
The group 5 sensors include SG28, SG29, SG30, and SG31. The anomaly 
detections are presented in following Figure C.28 and Figure C.29 for DS-1 and DS-
2 respectively.  
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(a) Td-RRA detection results (b) RRA directly detection results 
Figure C.28. Td-RRA and RRA detection results on group 5 sensors under DS-1 
  
(a) Td-RRA detection results (b) RRA directly detection results 
Figure C.29. Td-RRA and RRA detection results on group 5 sensors under DS-2 
C.3. Td-OCSVM detection results 
In this section, the anomaly detectability of Td-OCSVM and OCSVM are listed in 
tables as follows: 
• Table C.7.5: group 1 sensors of SG2, 4, 6, 8, and 10 are investigated under four 
damage scenarios; 
• Table C.7.6: group 2 sensors of SG11, 12, 13, and 14 are investigated under four 
damage scenarios; 
• Table C.7.7: group 3 sensors of SG16, 18, 20, and 22 are investigated under four 
damage scenarios; 
• Table C.7.8: group 4 sensors of SG23, 24, 25, and 26 are investigated under four 
damage scenarios; 
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• Table C.7.9: group 5 sensors of SG28, 29, 30, and 31 are investigated under four 
damage scenarios; 
• Table C.7.10: group 6 sensors of DT1, 2, and 3 are investigated under four damage 
scenarios. 
Table C.7.5. Anomaly detectability of Td-OCSVM and OCSVM on group 1 sensors 
 
Damage scenario-1 Damage scenario-2 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 1 
SG2 100% 89% 100% 76% 
SG4 100% 90% 100% 60% 
SG6 100% 95% 100% 64% 
SG8 100% 57% 100% 88% 
SG10 100% 65% 100% 69% 
 
Damage scenario-3 Damage scenario-4 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 1 
SG2 100% 31% 100% 54% 
SG4 100% 15% 100% 89% 
SG6 100% 18% 100% 53% 
SG8 100% 1% 100% 78% 
SG10 100% 17% 100% 75% 
Table C.7.6. Anomaly detectability of Td-OCSVM and OCSVM on group 2 sensors 
 
Damage scenario-1 Damage scenario-2 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 2 
SG11 100% 61% 95% 40% 
SG12 87% 56% 98% 57% 
SG13 100% 67% 97% 43% 
SG14 100% 68% 87% 52% 
 
Damage scenario-3 Damage scenario-4 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 2 
SG11 78% 30% 92% 22% 
SG12 75% 11% 92% 14% 
SG13 76% 10% 86% 31% 
SG14 83% 29% 91% 59% 
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Table C.7.7. Anomaly detectability of Td-OCSVM and OCSVM on group 3 sensors 
 
Damage scenario-1 Damage scenario-2 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 3 
SG16 100% 81% 100% 63% 
SG18 100% 48% 100% 62% 
SG20 100% 88% 100% 100% 
SG22 97% 61% 100% 60% 
 
Damage scenario-3 Damage scenario-4 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 3 
SG16 89% 18% 100% 43% 
SG18 100% 9% 100% 37% 
SG20 100% 18% 100% 68% 
SG22 100% 0% 100% 26% 
Table C.7.8. Anomaly detectability of Td-OCSVM and OCSVM on group 4 sensors 
 
Damage scenario-1 Damage scenario-2 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 4 
SG23 100% 96% 100% 87% 
SG24 100% 51% 100% 87% 
SG25 100% 35% 100% 36% 
SG26 100% 53% 100% 99% 
 
Damage scenario-3 Damage scenario-4 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 4 
SG23 80% 18% 100% 11% 
SG24 100% 2% 100% 16% 
SG25 98% 0% 100% 24% 
SG26 95% 0% 100% 63% 
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Table C.7.9. Anomaly detectability of Td-OCSVM and OCSVM on group 5 sensors 
 
Damage scenario-1 Damage scenario-2 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 5 
SG28 100% 24% 100% 75% 
SG29 99% 46% 100% 96% 
SG30 99% 34% 100% 82% 
SG31 100% 44% 97% 95% 
 
Damage scenario-3 Damage scenario-4 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 5 
SG28 100% 0% 100% 58% 
SG29 97% 22% 100% 55% 
SG30 83% 8% 99% 28% 
SG31 86% 24% 100% 78% 
Table C.7.10. Anomaly detectability of Td-OCSVM and OCSVM on group 6 
sensors 
 
Damage scenario-1 Damage scenario-2 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 6 
SG28 91% 84% 100% 85% 
SG29 91% 66% 99% 51% 
SG30 99% 79% 100% 79% 
 
Damage scenario-3 Damage scenario-4 
Td-OCSVM OCSVM Td-OCSVM OCSVM 
Group 6 
SG28 70% 10% 95% 92% 
SG29 66% 35% 96% 52% 
SG30 75% 16% 96% 67% 
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