Abstract. In this paper, we determine the derivation algebra and automorphism group of the twisted N = 2 superconformal algebra. Then we generalize the relative results to the generalized twisted N = 2 superconformal algebra in the final section.
Introduction
It is well known that the superconformal algebras are closely related the conformal field theory and the string theory and play important roles in both mathematics and physics, which were constructed in [8] and [1] independently. As for the N = 2 superconformal algebras, there are four sectors: the Neveu-Schwarz sector, the Ramond sector, the topological sector and the twisted sector, all of which are closely related to the well-known Virasoro algebra and the super-Virasoro algebra. A series of results have been gained on these algebras (e.g., [2, 3, 4, 5, 6, 8, 7, 9] and the correspondingly cited references).
The twisted N = 2 superconformal algebra L is an infinite-dimensional Lie superalgebra over the complex field C with the basis {L n , T r , G p , c | n ∈ Z, r ∈ + Z.
and the Cartan subalgebra H = CL 0 + Cc. One can easily see that L contains the wellknown Virasoro algebra Vir = span C {L n , c | n ∈ Z}, the super-Virasoro algebras N S (the N = 1 Neveu-Schwarz algebra) spanned by {L n , G r , c | n ∈ Z, r ∈ 1 2 +Z}, and R (the N = 1
Ramond algebra) spanned by {L n , G n , c | n ∈ Z}.
First we recall some definitions and notations. Let g = g0 ⊕ g1 be a Lie superalgebra over C. All elements below are assumed to be Z 2 -homogeneous, where Z 2 = {0,1}. For x ∈ g, we always denote [x] ∈ Z 2 to be its parity, i.e., x ∈ g [x] . A Z 2 -homogenous linear
is called a Lie superalgebra homogenous derivations of parity [d] . The derivation d is called
. Denote by Derī(g) the set of homogenous derivations of paritȳ i. Then Der(g) = Der0(g) ⊕ Der1(g) is the derivation algebra of g. Denote by ad(g) the inner derivation algebra.
It is easy to see that L is a 1 2 Z-graded algebra:
Z}.
The result on the derivation algebra Der( L) of the twisted N = 2 superconformal algebra L can be formulated as the following theorem.
In order to introduce the related corollary, we first present some relative notations. Firstly, let us recall some related definitions based on a Lie superalgebra g. Denote by τ the
[y] y ⊗ x for any x, y ∈ g and ξ the super-cyclic map cyclically permuting the coordinates of g
for any x i ∈ g, i = 1, 2, 3, where 1 is the identity map of g. A Lie superalgebra is a pair (g, ϕ) consisting of a vector space g = g0 ⊕ g1 and a bilinear map ϕ : g ⊗ g → g satisfying:
A Lie super-coalgebra is a pair (g, ∆) consisting of a vector space g = g0 ⊕ g1 and a linear map ∆ : g → g ⊗ g satisfying:
Now one can give the definition of a Lie super-bialgebra, which is a triple (g, ϕ, ∆) satisfying:
[y] y * ∆x, for any x, y ∈ g, where the symbol " * " means the adjoint diagonal
Denote by U(g) the universal enveloping algebra of g. 
A coboundary super-bialgebra is a quadruple (g, ϕ, ∆, r), where (g, ϕ, ∆) is a Lie superbialgebra and r ∈ Im(1 ⊗ 1 − τ ) ⊂ g ⊗ g such that ∆ = ∆ r is a coboundary of r, where 
The following lemma can be found in [10] , which is generalized from the Lie algebra case given in [11] . 
Denote L with c = 0 by L. The following theorem is the main result of [5] .
and every Lie super-bialgebra structure on L is coboundary triangular. Denote by Aut( L) and Inn( L) the automorphism group and inner automorphism group of L. For any ϕ ∈ Aut( L) and x, y ∈ L, we have
It is easy to see that Inn( L) is generated by
The following corollary follows immediately from Theorem 1.5 and Inn( L) ∼ = C * .
2 Proof of Theorem 1.1
Proof of Theorem 1.1 It will follow from a series of lemmas.
If p ∈ Z, we can assume
where a p,i , b p,r , c p,q , d p,q , e q ∈ C.
According to the assumption that d p is a derivation, we have the following identity:
which gives
+ Z, which implies that b p,r is a constant. For convenience, we denote
, we obtain
Comparing the coefficients of G p+r+i , one has
which together with (2.2), gives
For any r, q ∈ 1 2
Comparing the coefficients of L p+q+r and c, one has
which together with (2.2), give
for any p, n ∈ Z and r ∈ + Z and q ∈ Z, the identity
Comparing the coefficients of T p+q+r and using (2.2) with (2.4), we obtain
Using (2.5) and (2.6), one can deduce
Combing the identities given in (2.2), (2.3), (2.4), (2.6) and (2.
can be respectively rewritten as follows:
Z, we claim that
+ Z, we can assume (for convenience, we still use the same notations)
Using the following two identities:
we can deduce (for convenience, we denote b p,
Comparing the coefficients of L p+q and c, we have
Comparing the coefficients of T p+q , we have
which together with (2.11), forces
Combing the identities given in (2.11), (2.12) and (2. (2.10) can be respectively rewritten as follows:
for any i ∈ Z, p, r ∈ 1 2
+ Z and q ∈ 1 2 Z, we claim that
which combining with (2.9), gives
Then this lemma follows.
Lemma 2.2 For any
For any p, i ∈ Z, r ∈ Z, we can write
14)
where a p,i , b p,r , c p,q , m i ∈ C. For any p, i ∈ Z, we have the following identity:
Comparing the coefficients of L p+i and c, we have
for any i ∈ Z and p ∈ Z * , where a p,0 is denoted by a p for any p ∈ Z * .
According to the fact that
for any p ∈ Z * and r ∈ 1 2 + Z, which implies
for any p ∈ Z * and q ∈ Z, from which we can deduce
Combing the identities given in (2.16), (2.17) and (2.18), D p (L i ), D p (T r ) and D p (G q ) presented in (2.14) can be respectively rewritten as follows:
For any i ∈ Z, p, r ∈ Z, we can write
where a p,i , b p,r , c p,q , n r ∈ C. For any i ∈ Z, we have the following identity:
and further implies
Comparing the coefficients of L p+r and c, we obtain
for any r, p ∈ 
, from which we can get
Comparing the coefficients of G p+q , we have
Z, which implies
Combing the identities given in (2.22), (2.23) and (
referred in (2.21) can be respectively rewritten as follows:
for any i ∈ Z, p, r ∈ Z, we claim that
Then this lemma follows from (2.20) and (2.25).
Proof For any i ∈ Z, r ∈ Z, we can write
where a i , b r , c q , m i , α 0 ∈ C. For any i, j ∈ Z, we have the following identity:
Comparing the coefficients of L i+j and c, we have + Z, we have the following identity:
which together with (2.28), gives
Then we can deduce
Comparing the coefficients of T i+r and recalling (2.28), we have
from which we can deduce Z, we have the following identity:
Then recalling (2.27) and (2.29), we can deduce
Then D 0 (G q ) referred in (2.26) can be rewritten as 
for any i ∈ Z, r ∈ Z and σ ∈ Aut( L), we can suppose
where a 0 , m 0 , a i,j , b i,s , c i , d r,j , e r,s , f r , n q,p ∈ C.
We first claim that a 0 = 0. Otherwise, if a 0 = 0, for any x ∈ L p with p = 0, we have
which is impossible. Thus a 0 = 0.
Comparing the coefficients of L j , T s and c, we obtain
which imply
Furthermore, we claim that a 0 ∈ {±1, ±2}. Otherwise, σ(L i ) referred in (3.1) can be rewritten as σ(L i ) = 0 for some i ∈ Z * , which is impossible. Thus a 0 ∈ {±1, ±2}.
For any r ∈ 1 2
Comparing the coefficients of L j , T s and c, we obtain (a 0 j − r)d r,j = 0, (a 0 s − r)e r,s = 0, rf r = 0, which imply
We claim that a 0 / ∈ {±2}. Otherwise, σ(T r ) referred in (3.1) can be rewritten as σ(T r ) = 0 for any r ∈ + Z, which is impossible. Thus a 0 ∈ {±1}.
Comparing the coefficients of G p , we obtain (a 0 p − q)n q,p = 0, which together with a 0 ∈ {±1}, implies
Combining the identities given in (3.2), (3.3) and (3.4), we can rewrite σ(L i ), σ(T r ) and σ(G q ) referred in (3.1) as follows:
Z with a 0 ∈ {±1}.
For the case a 0 = 1, using (3.5), we can write
Z and the coefficients are all in C.
δ i+j,0 c, we have
Comparing the coefficients of L i+j and c, we obtain
for any i, j ∈ Z, from which we can deduce
From the identity σ([T r , T s ]) = r 3 δ r+s,0 σ(c), we can deduce
and recalling (3.7), we can deduce
which together with (3.8), gives
where e1 2 is denoted by β for convenience and also β = 0.
+ Z, which together with (3.10), give
where ε 2 = 1. Combining (3.7), (3.9) and (3.11), we can rewrite (3.6) as follows:
for any i ∈ Z, r ∈ 1 2
Z and some β ∈ C * , ε 2 = 1. The following identities hold:
Z.
For convenience, we introduce the following isomorphism:
The σ referred in (3.12) can be rewritten as:
for some β ∈ C * , k ∈ Z 2 and ǫ is determined by (3.14).
For the case a 0 = −1, using (3.5), we can write Z and the coefficients are all in C. We still denote e1 2 as β.
Repeating the corresponding process, (3.16) can be simplified as follows:
Z and some β ∈ C * , ω 2 = −1.
For convenience, we introduce the following two isomorphisms:
The σ referred in (3.16) can be rewritten as:
for some β ∈ C * , k ∈ {4k + 1 | ∀ k ∈ Z} ∪ {4k + 3 | ∀ k ∈ Z} and ̟ is determined by (3.18).
Combining (3.12), (3.15), (3.17) and (3.19), we finally arrive at the following conclusion:
for some β ∈ C * , k ∈ Z 4 and ̟ is determined by (3.18) . Then this theorem follows.
The generalized case
Let F be a field of characteristic zero with the unit identity element 1, Γ an additive subgroup of F, 0 the identity element of Γ, and s ∈ F satisfying s / ∈ Γ while 2s ∈ Γ. Denote Γ * = Γ/{0}, Γ s = s + Γ and sΓ = Γ ∪ Γ s .
The generalized twisted N = 2 superconformal algebra, denoted by L[sΓ], is an infinitedimensional Lie superalgebra over F with the basis {L γ , T µ , G u , c | γ ∈ Γ, µ ∈ Γ s , u ∈ sΓ} admitting the following non-vanishing super brackets:
It is easy to see that
is called a Lie superalgebra homogenous derivations of parity [D] . The derivation D is called
Denote by ad( L[sΓ]) the inner derivation algebra.
It is easy to see that L[sΓ] is a sΓ-graded algebra:
where
The result on the derivation algebra Der( L[sΓ]) of the generalized twisted N = 2 superconformal algebra L[sΓ] can be formulated as the following theorem, which is not difficult to be generalized from Theorem 1.1.
Proof The following results can be obtained from Lemmas 2.1 and 2.2 without essential difference:
For any γ ∈ Γ, µ ∈ Γ s and u ∈ sΓ, we can write
Nearly repeating the proving process of Lemma 2.3, we can obtain the following results:
for all γ, γ 1 , γ 2 ∈ Γ, µ ∈ Γ s and u, v ∈ sΓ. Furthermore, we can deduce
for all γ, ∈ Γ, µ ∈ Γ s and a γ 1 +γ 2 = a γ 1 + a γ 2 for any γ 1 , γ 2 ∈ Γ.
Then the identities referred in (4.2) can be rewritten as
for any γ ∈ Γ, µ ∈ Γ s and u ∈ sΓ.
For any ϕ ∈ Hom Z (Γ, F), one can define the following derivation δ ϕ :
for any γ ∈ Γ and µ ∈ Γ s . 
It is easy to see that Inn( L[sΓ]) is generated by
Denote by G the subgroup of Aut( L[sΓ]), which is generated by the automorphisms determined by (4.7) and (4. for any γ ∈ Γ * , β ∈ Γ, α = εγ, µ, ν ∈ Γ s , ν ′ = εµ, v = εu and ε ∈ {±1}. Then we can rewrite the identities referred in (4.4) as follows:
for any γ ∈ Γ * , µ ∈ Γ s , u ∈ sΓ with ε ∈ {±1}.
For the case ε = 1, using (4.5), we can write
for any γ ∈ Γ, µ ∈ Γ s , u ∈ sΓ and the coefficients are all in F.
Nearly repeating the corresponding proving process given in Theorem 1.5, we can deduce e µ e −µ = 1, e µ+γ = e µ a γ , (γ − α)(a γ+α − a γ a α ) = 0,
n u n v = e u+v if u + v ∈ Γ s , which imply c 0 = 0, m 0 = 1, a γ+α = a γ a α , e 2 µ = a 2µ , e µ+γ = e µ a γ , n u = εa u if u ∈ Γ, εe u if u ∈ Γ s , for all α, γ ∈ Γ, µ ∈ Γ s and u ∈ sΓ. Then the identities given in (4.6) can be rewritten as follows:
for any γ ∈ Γ, µ ∈ Γ s , u ∈ sΓ and ε 2 = 1, a γ+α = a γ a α , e 2 µ = a 2µ , e µ+γ = e µ a γ . For the case ε = −1, the identities given in (4.4) and (4.6) can be rewritten as follows:
for any γ ∈ Γ, µ ∈ Γ s , u ∈ sΓ and ω 2 = −1, a γ+α = −a γ a α , e 2 µ = −a 2µ , e µ+γ = −e µ a γ . For convenience, we introduce the following notation:
where ε 2 = 1 and ω 2 = −1.
Then for any γ ∈ Γ * , µ ∈ Γ s , u ∈ sΓ and σ ∈ Aut( L[sΓ]), the identities given in (4.4)
can be rewritten as follows: for any γ ∈ Γ, µ ∈ Γ s , u ∈ sΓ and a γ+α = εa γ a α , e 2 µ = εa 2µ , e µ+γ = εe µ a γ . 
