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INTRODUCTION
Generally, any model structure is merely an approximation of the portrayed natural process. Amongst others, this is one important motivation for calibrating model parameters when modelling a specific catchment. Applicability of simple conceptual models is limited to conditions represented by the data used for the calibration of their parameters. Process-oriented models are supposed to maintain system dynamics even beyond the range of calibration data. Parametrisation of hydrological models has been the subject of enormous scientific effort throughout the last decades. One main focus was scaling in space, i.e. finding more or less homogeneous regions to be portrayed by parameter ranges determined either by a priori knowledge or by calibration (Gupta et al. 1994; Gupta & Dawdy 1995; Post & Jakeman 1996) . The results of these studies made a valuable contribution to our general understanding of parametrisation of both conceptual and process models.
However, experience in rainfall -runoff modelling resulted in the awareness that various best parameter sets apply to single events or periods of time (Beven & Freer 2001) . For continuous simulations, the optimum parameter variance of best model parameter sets may result from uncertainty of input data, observation data and equifinality of the system (Beven & Binley 1992) . However, these parameter changes may also result from systematic changes of system behaviour, revealing model structural errors caused by inadequate process representation. We hypothesise that systematic relations of parameter optima and state variables exist in this case. It is therefore necessary to investigate the transient characteristics of best parameter sets and to link systematic changes to corresponding state indicators. A priori determination of the appropriate model parameters in relation to these transient dominant process controls has not been sufficiently addressed by the aforementioned studies and could be very relevant on the way towards a more successful hydrological modelling approach. This becomes clear from Merz & Blö schl (2003) : on the basis of indicators such as timing, storm duration, rainfall depth, catchment state, etc., they divided floods into five classes, where different flood formation mechanisms (forces and runoff-generating processes) cause varying system response characteristics.
The DYNIA (Dynamic Identifiability Analysis) method presented by Wagener et al. (2003) is an approach to find suitable model structures and/or parameters in the context of transient dominant process controls and parameter uncertainty. Rearrangement of the time series data by state variables may reveal underlying relations explaining the temporal changes. DYNIA has been applied to simple conceptual models. Yet few studies have been published focusing on process-oriented, distributed models. Wriedt & Rode (2006) applied the DYNIA methodology to simulated runoff time series in a subcatchment of the Weisse Elster river, generated with the WaSiM-ETH model. They found a clear relation of the interflow parameter dr to observed discharge, suggesting state dependence of the parameter to catchment wetness or soil moisture state. Cullmann et al. (2006) found evidence that characteristic criteria of the catchment preconditions-represented by a pre-event rainfall index-are correlated to runoff generation and runoff concentration parameters in the WaSiM-ETH model. They investigated a study area with a rather poor input data situation and were not able to clearly identify the source of the parameter dependence. The two studies indicate that relations between best parameter sets and specific characteristic criteria describe the transient character of optimal model parametrisation. However, more research is needed from a different and well-observed catchment in order to further understanding of the relations between best parameter sets and preconditions.
The objective of this work is to identify factors controlling event-based optimum parameter sets and temporal evolution of model parameters. This is done with the intention to link best parameters to a priori knowledge in order to make a first step towards flexible model parameters, which adapt to the governing process and the dominating preconditions reflected by the chosen characteristic criteria. We use a combined approach of event-based model calibration and dynamic identifiability analysis based on consistent data from the well-observed Rietholzbach catchment. As the application has exemplary character, the analysis was restricted to selected model parameters, which are well suited to show the potential of the combination of the two methods, albeit the parameters used in this study do not describe the full complexity of the model. The event-based calibration results in a number of optimal parameter sets, which are statistically analysed (see the third section) in the context of criteria describing the event characteristics. The dynamic identifiability analysis allows us to trace temporal evolution of optimum model parameters and to relate parameter changes to state variables (see the third section). The joint application of both methodologies offers an additional means of evaluating model parameter identifiability in the context of specific event characteristics reflected by the results of automatic calibration, i.e. the more general DYNIA method can be assessed on event scale by parameter estimation.
MATERIAL AND METHODS

Study area, data and model
The Rietholzbach drains a 3.18 km 2 hilly pre-alpine watershed with an average precipitation of 1,600 mm per year, generating a mean annual runoff of 1,046 mm. It is located in north-eastern Switzerland, in the centre of the Thur basin, with elevations ranging from 681 to 938 m a.s.l.
The land use mainly consists of pasture (73%), the rest being dominated by forest (23%) including a few settlement areas.
The various soil types range from gley soils to more permeable brown soils and regosols with relatively large soil water storage capacities. The catchment is equipped with a meteorological station, continuous time domain reflectometry (TDR) soil moisture measurements, a lysimeter and a well-defined runoff profile at Rietholzbach gauging station. Datasets for the meteorological input parameters (temperature, humidity, wind, global radiation and precipitation) as well as for soil moisture at a single location (four different TDR probes) and runoff at the catchment outlet were available for the period 1981-1999.
For hydrological modelling of the catchment we used the process-oriented model WaSiM-ETH (Schulla 1997; Schulla & Jasper 2001; Gurtz et al. 2003) . This model serves as a basis for automatic calibration of up to three parameters affecting the runoff generation and propagation. The DYNIA analysis described later is carried out with the same model and parameter set.
Our investigations focused on three model parameters:
kd, ki and dr (Table 1) . dr [m 21 ] is a so-called drainage density factor, which is a measure of lateral subsurface conductivity and controls the amount of interflow that can be generated by the model. Once the interflow is generated, the result of Equation (2) (Cullmann 2007) , are the most sensitive parameters controlling runoff characteristics of the study area.
The implementation of these parameters in the model is given by the following equations:
Interflow generation ðdrÞ :
Interflow recession ðkiÞ :
where The main results calculated with DYNIA are as follows: † the probability density function of each model parameter for each time step; † the 95% and 5% confidence limit of the probability density function; † information content, which is defined as
2 C 0:05 ðtÞ DP A simple sensitivity analysis (Table 2) was calculated for the parameters dr, ki and kd based on the 10% elasticity index defined according to
The elasticity index is a measure of the change in model output, when changing a parameter by 10%. In the above notation, the index is normalised to correct for different units and value ranges of model output and parameter. It thus gives the relative change of the model output related to a change of the parameter by 10%.
The Monte Carlo simulation was carried out including all three parameters. 1,000 parameter sets were sampled from the parameter space using a Latin Hypercube approach. A list of parameters and the associated parameter range is given in Table 1 . The DYNIA results of discharge are reordered against observed rainfall, observed and simulated soil moisture, a 10 h discharge gradient and a 3 h precipitation gradient. Where the 10 h discharge gradient is the change of discharge within a 10 h interval, the 3 h precipitation gradient is the change of precipitation within a 3 h interval.
A window size of 101 h was applied in the DYNIA analysis. A prior analysis was carried out to assess the effect of different window sizes on DYNIA results. Using the original DYNIA approach based on a time series of data, the size of the moving window may mask time-dependant For general characterisation of model fit we calculated different objective functions (sum of absolute errors, SAE, Nash -Sutcliffe index, NSC, and index of agreement, IoA).
The objective functions are given by the following equations, where x represents the modelled flow, y is the average observed flow and y stands for observed flow:
Both IoA p and NSC p are subtracted from 1 in the presented work, leading to NSC ¼ 1 2 NSC p and IoA ¼ 1 2 IoA p . The idea of this notation is to reverse the range of NSC from [1, 2 1] to [0, 1] and IoA from [1, 0] to [0, 1], making 0 the optimum. This was comfortable in our case, because the DYNIA analysis we employed addresses the minimum value of the objective function to be the best model approximation.
Before applying the DYNIA algorithm, an overall sensitivity and uncertainty screening was made following the GLUE methodology (Beven & Binley 1992) . 
Event-based parameter estimation
For the calibration study the 36 largest rainstorm events have been chosen from the period 1981 -1999. The events are characterised by seven criteria describing the precondition and the characteristic rainfall of each event: absolute length of the rainfall event ("Duration"); peak rainfall intensity ("Peak"); absolute volume of the rainstorm ("Volume"); a combined parameter where the peak rainfall intensity is divided by the absolute volume ("Form"); the time to rainfall peak divided by the peak intensity ("TI"), describing the initial phase of the rainfall event, mean precipitation intensity of the event ("MPI") and an exponential function describing the 14-day pre-event rainfall ("PF"). This criteria is calculated on the basis of the last 14 recorded values of flow y according to
The variable t is set so that the most recent time steps mainly account for PF in our case. The mean, minimum and maximum values of the criteria for all events are given in Table 3 . The model was calibrated automatically using the PEST (parameter estimation) software package (Skahill & Doherty 2006) .
Methodology
Two approaches for parameter estimation are implemented in PEST; both methods try to minimise an objective function that is represented by least squares. The standard method uses the Gauss -Marquardt -Levenberg (GML)
algorithm. This nonlinear parameter estimation algorithm is fast and stable as it switches between the steepest gradient search and the Gauss -Newton approach, depending on a (Duan et al. 1992 ). This algorithm is capable of reducing the risk of "getting stuck" in a local minimum of the objective function. It is more costly in terms of machine time.
Simulation set-up
The PEST set-up for automatic calibration is event-based.
WaSiM-ETH is calibrated for each of the 36 events independently, allowing at least three preceding months for model warm-up.
In order to check reliable convergence of the GML algorithm to the global minimum, we tested the GML method with various start values and compared them with results of the SCEUA method. This test was performed with data of a single event which we chose because its seven characteristic parameters are near to the mean of the overall considered event characteristics shown in Table 3 .
The results shown in Table 4 confirm the stable optimisation capability of both SCEUA and GML methods for the parameters considered with the chosen start values used and the parameter ranges covered in this study. The difference between optimised parameters is marginal; therefore GML was chosen for further use in this study, as GML is significantly faster than SCEUA. Figure 1 supports this approach: the error surface for a wide parameter range shows a relatively smooth behaviour, indicating that GML is appropriate for parameter optimisation.
RESULTS
DYNIA
Sensitivity and uncertainty analyses
The local sensitivity analysis (Table 2) boundary of the a priori estimation. It is also worth noticing that ki is higher than kd for the reference parameter set mentioned in Table 1 ; in our study this relation is inverse. This could be a result of the fact that optimal parameters are eventspecific and the reference parameter set was determined in a modeling context which was focused on portraying the water balance, while we focus on peak flows in the present study.
Monte Carlo simulation
In the Monte Carlo simulation we evaluate the effect of three free model parameters, dr, ki and kd. Worst and best simulations range from 0.18-0.80 for the Nash-Sutcliffe index and 0.79-0.80 for the index of agreement ( from the set of all simulations. This is a theoretical value and serves as a means of comparison only. It is remarkable that even the least performing parameter set displayed the hydrograph quite well as shown in Figure 3 .
A relation between optimum parameter ranges and state variables was found for the dr interflow parameter.
The DYNIA analysis indicates a linkage of dr parameter range to the process dynamics. During low flow periods, dr remains at low values (see the highly identifiable parameter ranges highlighted in Figure 4 ). This is the case mostly for periods where slow recession dominated the flow dynamics.
From the sorted plot in Figure 5 For comparison, we also included simulated soil moisture as sorting criteria for the dataset (Figure 7) . A clear relation was found, indicating an increase of dr with increasing soil moisture. Interpreting these patterns, it must be considered that simulated and observed soil moisture are not directly comparable: simulated soil moisture is an averaged value of the entire catchment. Its behaviour is consistent with the process descriptions of the model and therefore a clear relation is a logical consequence. 
Parameter estimation
The parameter estimation presented in this study is characterised by large upper boundaries (the parameter estimation variant used in this study is shaded in Table 4 ).
Nonetheless, the optimal parameters concentrate in the range of 1 -100. Automatic parameter estimation of the parameters ki, kd and dr for all 36 events results in small RMSE, calculated as the square root of mean square error of peak flows (of the order of a few percent, The general result of this second parameter estimation is shown in Table 7 . The RMSE is calculated only for the peak flow value. The results of this optimisation are similar to the pattern found in Table 6 . It is worth noting that optimal parameter values for dr and the espective error criteria (RMSE) are almost the same in Tables 6 and 7 . This indicates that, in the presented study, dr is the dominant parameter in automatic parameter estimation. The classification of the criteria and the corresponding optimised dr values for the three groups are shown in this statistical test we learn that the peak rainfall rate shows the most powerful statistical link to dr (Table 9 ). If we assume a 15% significance level, the difference between the medium and high classes are statistically significant (see shaded value in Table 9 ). Would we to assume a significance level of 10%, no statistical proof can be derived from the data at all. The statistics only indicate the strength of the relation between parameters and criteria. With a median of dr ¼ 9.3 the high peak rainfall class exhibits the highest overall value for dr. The statistical test confirms the interpretation of Table 8 . A qualitative relation links the optimal dr parameter value to some of the investigated a priori characteristic criteria. However, this link is not very strong and can only serve as a very rough description of dependences linking model parameters to event characteristics.
DISCUSSION
Event-specific parameter estimation
One of the main goals of this study was to investigate the relationship of best parameter sets and event preconditions in order to find alternatives to model updating with internal state variables. This would benefit all forecasting activities in headwater catchments and generally all forecasting operations dealing with weather predictions. The results of the event-specific automatic parameter estimation study are Generally, applying statistics to calibrated parameters can lead to an improved understanding of the degree of dependence of model parameter sets to criteria derived from widely available information. This helps to improve model parametrisation strategies regarding the sensitivity to characteristic inputs-e.g. rainstorms of different intensities but equal volumes-not accounted for by rigid model structures.
For further development of better a priori parameter setting, the possible parameter interaction remains to be examined to complete the results presented in this study.
DYNIA application
The more general DYNIA revealed a relation between the interflow parameter dr and observed discharge; as soon as runoff has a relevant interflow component, the optimum range of dr increases with discharge.
A similar relation was found for soil moisture. However, for ordered observed soil moisture ( Figure 6) , dr values follow runoff generation is controlled by the separation of direct runoff and interflow, thus leading to a stronger relation of dr and rainfall characteristics. Here, the event-specific calibration is able to reveal model-structure-dependent Analogously to state-of-the-art model updating procedures in conceptual rainfall -runoff modeling, this approach could be used for application of process-oriented models for operative purposes. The advantage would be to maintain the general process relations of the model while being able to account for structural problems in a meaningful way. In contrast, automatic parameter or internal state updating would result in violation of the specific process relations. This is especially critical if the uncertainty of the forecast is a matter of concern. However, this approach cannot avoid the necessity for extensive and catchment-specific prior analysis of model behaviour inherent to any process-oriented model.
To benefit from the potential of the combined DYNIA and parameter estimation evaluation, further research is required. Here, especially, the effects of the DYNIA window size should be closely examined for comparison with eventbased parameter estimation. The objective function of automatic parameter estimation might also play a substantial role for the optimal parameter set: this applies both for DYNIA and parameter estimation. To broaden our understanding of the identifiable parameter space it might be helpful to study more catchments with differing characteristics. This would broaden the range of investigated dominant process stages and thus sharpen the meaning of the joint analysis proposed in this paper.
