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Tato diplomova´ pra´ce prezentuje na´stroj, ktery´ umozˇnˇuje analy´zu vlastnost´ı dynamicky´ch
pameˇt’ovy´ch aloka´tor˚u se zameˇrˇen´ım na jejich vy´kon. Pra´ce identifikuje d˚ulezˇite´ vy´konnostn´ı
metriky pameˇt’ovy´ch aloka´tor˚u a take´ faktory prostrˇed´ı a programu, ktere´ tyto metriky mo-
hou ovlivnit. Na za´kladeˇ teˇchto nalezeny´ch metrik byl navrhnut a implementova´n na´stroj,
ktery´ umozˇnuje jejich sbeˇr a analy´zu. Na´stroj umozˇnˇuje tvorbu r˚uzny´ch sce´na´rˇ˚u pouzˇit´ı
aloka´tor˚u tak, aby bylo mozˇne´ analyzovat chova´n´ı aloka´tor˚u za r˚uzny´ch podmı´nek. Tento
na´stroj byl testova´n na neˇkolika dostupny´ch pameˇt’ovy´ch aloka´torech se svobodnou licenc´ı.
Abstract
This diploma thesis presents a tool for dynamic memory allocator analysis, focused on their
performance. The work identifies the important memory allocator performance metrics, as
well as the environment and program factors influencing these metrics. Using this knowl-
edge, a tool was designed and implemented. This tool allows to gather and analyze these
metrics. The tool provides the ability to create memory allocator usage scenarios for the
purpose of the allocator behavior analysis under different conditions. The tool was tested
on several available memory allocators with free license.
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Memory usage is one of the most fundamental principles in computing, both historical
and modern. Every program needs some storage — if only for storing itself somewhere.
Modern computing environments contain lot of memory layers on different levels. There
is persistent storage (hard disks, SDD drives), operating memory, several levels of CPU
caches and registers. Usage these resources is usually abstracted by the operating system,
which provides the safe access to these resources to the userspace applications. Technical
advancement in recent age caused the prices of hardware providing storage to go down, so
in most causes totally efficient usage of these resources is not an outstanding issue when
programming. The storage is usually relatively cheap to the price of work an expert pro-
grammer has to do to exploit the resources effectively. However, sometimes the effectiveness
matters, especially in specific areas. Some major projects are suffering by the performance
hit introduced by the currently used allocators, and invested time and resources for the
production of new allocators solving their problems. The example of this is Google writing
TCmalloc for improved performance of multi-threaded applications, or OpenLDAP project
considering changing the allocator from ptmalloc2 (the glibc default) to improve the per-
formance [5]. This thesis attempts to provide a tool for an analysis of various memory
allocators’ characteristics under different usage scenarios.
1.1 Motivation
Dynamically allocated memory is a memory allocated not during compile time, but during
runtime. The reasons vary — the amount of memory needed can be unknown at the compile
time and is computed from variables known at runtime, or the memory is needed just for
the limited amount of time and so it would be ineffective to hold it for the whole runtime.
The concept is almost as old as modern computing itself. It seems to be present and used
since the 1960s [41]. In C language, which is still mostly used in system programming in
Linux world, this concept is the omnipresent malloc()/free() interface [32]. Obviously,
this interface is present and widely used for a very long time, so the concepts are already
researched thoroughly. There are some very efficient allocation algorithms in currently used
dynamic memory allocator implementations. There seems to be little space for some radical
improvements.
However, the efficiency of a memory allocator is also significantly influenced by the usage
pattern. Over time, the most widely used memory allocator implementations converged
towards to ones having at least an acceptable behavior for most of the common usage cases.
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This means that for most cases, a program has a good probability to perform well with the
allocator, but sometimes it could do better with another. Most widely used allocators often
provide a way for fine tuning them for the particular environment [32], but often the results
are not as good as they could be if the allocator was made specifically for the specialized
usage pattern, sacrificing performance of another cases.
The good example of this case is the program concurrence. For handling multiple
threads allocating memory concurrently, the allocator needs to have some mechanism for
avoiding conflicts, like locks. An universal allocator does not know whether the program
using it is concurrent or not. A lot of programs use threads, so the allocator needs to
handle them. This always has some overhead. This overhead is completely unnecessary for
single-threaded programs, and a better performance would probably be achieved with an
allocator without the multi-threaded overhead. Evidently, such allocator could not be used
as system-wide, universal one.
The environment also changes in time. The appearance of multi-core CPUs brought
some specific problems with cache usage. It is better to allocate memory in a way that is
cache friendly, that means to arrange memory which is used close in time also close spatially,
and to avoid writing into memory which is shared among the CPU caches. When CPUs
invalidate each others caches a lot, the advantage of having it is lost. Such problems can
be avoided with proper memory management.
The advantage of using tuned or alternative memory allocator is often not great enough
to justify additional work. Stock allocators are quite efficient in most cases. But there
are cases in which the gain can be quite high. High enough so we can see a major soft-
ware giant creating its own malloc() implementation to solve their problems with existing
memory allocators [15]. Another cases can be seen in some object-oriented libraries, which
implement additional layer of memory management. The reason for this additional layer
existence is that creating objects can do large number of small allocations, because of ob-
ject composition. This can be a performance problem if the allocator does not handle large
number of small allocations well. So these libraries keep a pool of preallocated objects on
which they do some amount of memory allocation of their own [34].
This thesis aims to help with analyzing performance of various memory allocator imple-
mentations (and their tunings) by providing a tool which can measure different performance
aspects under various conditions. At the moment, such analysis seems to be usually done
by micro benchmarks crafted for the actual need without systematic approach, at least in
the open-source software world.
1.2 Goals
The goal of this thesis is to provide a tool for analyzing memory allocator performance.
Allocator performance is a vague term: different metrics can be claimed as important in
different situations. The tool should be able to measure all of the most common ones.
These will have to be identified. Also, there are many factors which influence these metrics.
The tool shall allow the user to specify the values of these factors to make the measurement
relevant for the particular situation. The important part of the work is also gathering
and evaluation of already existing means, programs and benchmarks used for measuring
memory allocator performance.
After identifying these factors and metrics, the tool will be implemented and testing
analysis will be performed on various memory allocation implementations. The tool is
not intended for the use by non-technical users, so the intention is not to create great
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user interface. The purpose of this thesis is to explore the measurability and relevance of
various metrics. Interesting output is also the evaluation of existing and available allocator




This chapter discusses the principles of dynamic memory allocation used in modern GNU/Linux
systems. Because performance is very unclear term when used in context of allocators, var-
ious metrics are analyzed and identified as performance related, and factors which influence
these metrics are discovered.
2.1 Dynamic memory allocation
Dynamic memory allocation is an ubiquitous concept in current programming world. It
originated in the very dawn of modern computing, in 1960s, and was driven by the need of
using the memory resources as effectively as possible, because memory was a constrained
and expensive resource. Dynamic memory allocation occurs at run-time, where a running
program asks the operating system (or more generally, the memory resource manager) for
more memory for its needs. This is a direct opposite of compile-time static allocation.
There are more reasons for postponing allocation to runtime. The most significant ones
are:
1. The exact amount of needed memory is simply not known during compile-time. This
is the common case: the program does not know how long the input will be, for
example. It is convenient and efficient to compute the amount of needed memory at
runtime and obtain the needed amount from external memory manager.
2. The program needs various amounts of memory in time. Such memory could possibly
be allocated at compile-time if the size is known: simply the maximum of the memory
consumption would be allocated. That would mean wasting the memory, because the
program would have allocated a lot of memory even when it uses all of it for only a
small portion of runtime. When the differences are large, the usage would be very
inefficient. Imagine a program with an execution time of one hour, needing a gigabyte
of memory during the first minute of execution, and a hundred of megabytes during
the rest. Without a dynamic memory allocator, this program would need a gigabyte
of memory for the whole runtime.
The specifics of the memory usage by programs changed over time. Historically, the
computer memory was very small and expensive, so the need was to place the data in it
as efficiently as possible. Today, the needs are different. It is still a good habit to use
the memory efficiently, but it is no more crucial, because the memory price dropped and
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the capacity raised dramatically. But the advancement also caused several new problems
to emerge. Modern computers generally have enough operating memory, but the memory
access is very slow compared to the speed of modern CPUs. This is solved by the fast
memory layers in CPU: caches. Caches are the memory layers close to the CPU, faster
then general memory. This fast memory is more expensive, so the cache sizes are very
small compared to the main operating memory size. If a program does not use the cache
well, its performance can be drastically slower than the performance of the one that does [9].
The way how the dynamic memory allocator works can affect also the cache friendliness
of the program — by well placing the memory which has a good probability of being used
together. On the contrary, a bad memory allocator can also introduce a performance hit if
it places the memory blocks badly.
2.1.1 Dynamic memory allocation definition
In this thesis, the term “dynamic memory allocator” means the usual malloc()/free()
interface known from the C programming language. The allocator provides two operations
to the programs: allocation and returning the memory. The programs request the arbitrary
amount of storage space from the allocator for its own use. When the memory is not needed,
the program can return the memory to the allocator, which can reuse it for later requests,
or return it to the operating system. These allocations and deallocations can occur at any
time and in any order. Allocated memory can be directly addressed by the program: the
access to the storage is done outside of the allocator scope. The allocator is also completely
unaware about what is stored in the allocated memory. This means that the allocator
cannot do any internal management on already allocated blocks of memory, e.g. moving
the allocated blocks so that they are stored compactly, or possibly compressing them. If
such operations were done by the allocator, the program references to such memory blocks
would be rendered invalid, and such effect is of course undesirable. The dynamic memory
allocation system is viewed in figure 2.1.1.
The direct access also means that the allocated memory block needs to be continuous,
as opposed to e.g. filesystem storage management. The program cannot recognize the
hole in the storage without the allocator assistance — so the hole simply can not exist.
Continuous means continuous in the program address space here. It can be assembled from
several separated pages at the level of virtual memory in kernel — this is totally transparent
to the program, including the allocator itself.
2.1.2 Dynamic memory allocation concepts
The allocator operates on an amount of memory, which is usually (but not necessarily)
continuous. Some part of this memory is used for the memory allocator data. These will be
called “metadata” later in this thesis. The rest of this memory is used for provisioning to
a program, and is usually divided into number of blocks of various size. When a program
makes a request for certain amount of memory, the allocator finds or creates some free
block of sufficient size, marks it as used and gives its address to the program. If no large
enough block is found, additional memory can be obtained from the operating system using
appropriate system calls, such as mmap() and brk() [29, 30]. When a memory is freed by
the program, the block is marked as free. Free blocks may be used to satisfy subsequent
memory requests, coalesced with other free blocks to form a larger block, or it may be
returned to the operating system. The goal of an allocator is to minimize the unallocated
memory amount, while minimizing also the time cost of this effort.
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Figure 2.1: Dynamic memory allocation
The allocator can satisfy a small block request by dividing a larger block to several
smaller ones. One of these will be used for satisfying the request. Similar to this, when
some memory is freed by the program and that memory is adjacent to some already free
block, the allocator can choose to coalesce them to one larger block. Allocators usually do
not coalesce all the blocks they could, but try to keep a free blocks of various size [41]. The
reason for this is simple. Coalescing everything results in lots of unnecessary coalescing and
then splitting again to satisfy smaller requests, leading to worse performance.
There are few notable constraints which makes the allocators goal harder. The allocator
cannot control the number, order and the memory size of allocation requests — these are
determined by a program using the allocator. The allocator also satisfies one allocation at
a time (with the exception of possible concurrency, which does not affect this problem),
without the knowledge about the future allocation requests. The memory must be provided
immediately, and once the allocator selects the memory place for it, it cannot be modified
when additional requests come and better decision could be made, until the program frees
that memory. It can be proved that it is not possible to create a dynamic memory allocator
which will not waste memory by bad decision about block placement [41] under some
scenario.
Two main concepts exist in dynamic memory allocation. The first one uses the heap
exclusively, and a brk() system call to expand and shrink it. The second one relies on the
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mmap() system call, and uses the anonymous memory outside the heap. Some allocators are
using exclusively one of these concepts, while some others use the combination of both. The
GNU/Linux family of operating systems usually comes with the GNU C library (usually
abbreviated as glibc). This library uses a variant of Doug Lea’s dlmalloc called ptmalloc2.
The improvements are mostly for the for better performance in multi-threaded applications
(the “pt” prefix comes from the term pthreads, a common abbreviation for the POSIX
Threads standard). This allocator uses a combination of the two concepts — it uses heap
for smaller requests and anonymous memory for the larger ones. Aside from this widespread
memory allocator, there are few more alternative memory allocators used on Linux, usually
claiming better performance in various aspects. The two more popular are Hoard and
TCmalloc. Hoard, developed at the University of Massachusetts in Amherst, is a thread-
oriented memory allocator using mmap() exclusively to construct an internal architecture
of per-thread heaps [3]. The second one is also a thread oriented allocator, called Thread
Caching malloc (abbreviated TCmalloc). TCmalloc uses mmap() exclusively and has quite
sophisticated system of allocation employing different allocation strategies based on the
request size. It also provides a thread local cache for quick allocation of small requests
to avoid locking [15]. TCmalloc is developed by Google, Inc. Few more experimental
alternative memory allocators do exist, but these do not seem to be used much.
2.2 Interesting performance metrics of memory allocators
There is no clear performance metric for memory allocators. There are different metrics
describing the characteristics of an allocator, and their importance and relevance as a
performance metric depends on the characteristics of a program using this allocator. For
example, a time per allocation certainly matters in a program doing millions of allocations,
while it is not much interesting in a program with only few allocations. This section
examines various metrics which can under some circumstances be considered as relevant
performance metrics, along with these circumstances.
There are two types of performance metrics: time and memory usage. Temporal metrics
affect the program execution speed in some way. Two time-affecting metrics were identified:
allocation speed, which directly affects the program speed, and memory layout characteris-
tics, which affects the program speed indirectly by making the program more or less friendly
to CPU cache systems. Memory related metrics are also two: fragmentation and memory
overhead. Memory overhead increases the memory consumption by using some memory
for the allocator data. Fragmentation characteristics define the efficiency of using available
memory for provisioning to a program.
2.2.1 Memory overhead
Every memory allocator needs some memory for its own use. At the very least, it needs to
store the sizes of the memory blocks provided to a program, so they can be marked as unused
when freed. There are two possible types of memory overhead: per-allocator, and per-
allocation. Overhead per-allocator means a memory consumption by global data structures
used by the allocator. This memory will be used even when no memory is allocated by the
program. Some allocators need some metadata memory for each allocation made by the
program. This is per-allocation overhead. Information about the block or about adjacent
blocks can be stored in a header, usually at the beginning or the end of the block, just before
the actual block of memory provided to the program. The per-allocator overhead size is
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not that important, if it is not extremely large: it is only allocated once and usually does
not change much. Per-allocation overhead size can be important under certain conditions.
One of the cases when per-allocation overhead is an interesting metric is obviously when
program does a large amount of very small allocations. For example, when per-allocation
metadata needs 16 bytes and the program does a lot of 16 bytes allocations, the amount of
memory needed for such program is twice as high as the amount actually used by it.
There are more reasons why the allocator can create some overhead. In addition to the
memory actually used by allocator metadata, some memory does not necessarily need to
be used at all. Some free but unused memory block can emerge when some architecture
dependent decisions are made, for example considering alignment. A figure 2.2 shows the
different types of memory overhead. Memory overhead is sometimes considered to be a
type of fragmentation. Fragmentation is discussed in more detail in 2.2.4.
Figure 2.2: The difference between overhead and fragmentation
2.2.2 Allocation speed
Allocation speed is simply the amount of time spent processing the allocation or deallocation
request. In usual use cases, the allocation speed is not very important, because allocator
requests usually make only a minor portion of program statements. In such cases, time
taken by memory allocation requests is negligible in the total time the program takes to
execute (if the time taken by the allocator is not extreme, of course), so the performance
impact on the program is low. However, this is not always the case. In some environments
where a large number of allocations and deallocations occurs, the program performance
can rapidly increase and decrease in accordance to the allocator performance. An example
of such environment is the interpreter of some object-oriented scripting language, such as
Python or Ruby. When these interpreters are processing a script, large hierarchies of objects
can be created or destroyed (for example when entering or leaving a function), which results
in a large chain of small allocations or deallocations. Low performance allocator can rapidly
decrease performance of execution of such a program.
In addition to the CPU cycles actually spent with processing the allocator internal
algorithm, there is also an indirect cost factor, associated with how the allocator uses
system calls. The memory related system calls have their cost, and the allocator has to
use them, but it has to use them efficiently. Another source of possible indirect costs is the
concurrency handling code, especially if the memory allocation is considered to be a critical
section.
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2.2.3 Locality and spatial layout
Locality is a metric which can dramatically affect a performance of a program. Current
computers have several layers of operating memory. In addition to “normal” operating
memory, current CPUs have several levels of cache memory. For example, Intel i7 family
of CPUs have three levels of cache, and this number is very common for current CPUs.
Usually, the closer the cache level is to the CPU itself, the faster are the operations with
data in it. Reading data from L1 cache can be 80 times faster than reading same data
from the main memory. L2 cache is cca 17 times faster [9]. Smart memory allocator can
arrange data in a way that is friendly to this memory structure: if data, which are often
used together are also placed near themselves in memory, then it is likely that both can
be present in the fastest cache, and thus all the work can be done on the fast cache level
without the need of multiple main memory accesses. Similarly, poor allocator can place
data which are used together in different memory areas, which then basically eradicates the
advantage of having a cache because of cache trashing.
Allocators can improve their locality either by taking advantage of some common pro-
gram patterns, or by taking hints from the program it serves. One common pattern is a
temporal one. Data which are allocated close in time are quite likely to be used close in
time. So if an allocator places temporally close allocations also spatially close, it has a good
chance of being cache-friendly, improving the program performance [17]. Second method is
taking hints from the program itself — the programmer usually knows which data will be
used together. There are several experimental allocators, but these seem to be used mostly
for research, not from production use. This approach has a major drawback: it needs more
work from a programmer, who has to understand the concepts and needs to be able to
make a good decision, otherwise this can also lead to worse locality in the worst case.
Second issue concerning memory layout is the allocator induced false sharing. False
sharing is a usage pattern where two threads use their objects exclusively, but theses two
objects share a cache line. When one thread modifies its object, second one will have to
read its object from memory again, despite the fact the object was not modified and it could
be safely read. The reason for this is that when the first CPU wrote its data, whole cache
line was rendered as invalid for the other CPUs. If the allocator places the memory blocks
allocated by different threads close to each other, it can lead to lower program performance
because of the false sharing caused by this. False sharing is depicted in figure 2.3.
2.2.4 Fragmentation
Fragmentation is a metric representing the efficiency with which the allocator manages its
memory. The allocator has some amount of memory available. The difference between this
amount and the amount actually used (as in provided to the program, it is not important
if the program actually uses its allocated memory) by the program gives us fragmentation.
Fragmentation is usually taken in a form of fragmentation ratio or percentage, which is
computed as unused memory/total memory and says how much of the memory is not
used. The goal for an allocator is to have this metric as low as possible.
In literature, fragmentation is often divided into two categories: internal and external.
1. Internal fragmentation is memory actually used for something, but not accessible to
the program. Internal fragmentation was discussed in 2.2.1 and in this thesis the term
memory overhead is used. for this type of fragmentation.
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Figure 2.3: False sharing
2. External fragmentation is the otherwise free memory, which is for some reason cur-
rently unallocated by the program. In this thesis, the term fragmentation is used
exclusively for this kind of fragmentation. The reason for dividing these two types
with distinct names is an attempt to avoid confusion. This thesis works with both
these metrics in different ways, because they are affected by different factors. This
subsection later deals just with this metric.
The reasons why fragmentation come up can vary. It can be a memory already obtained
from the operating system, but not yet allocated by the memory, for example at the start
of the program. This can be a case where an allocator is handling lots of small allocation
requests. Explicitly asking the operating system for tiny amount of memory is inefficient:
system calls are usually expensive. Therefore, the allocator requests a larger block at the
beginning and uses pieces of this block to satisfy the allocation requests. Also, a situation
can exist where enough free memory is available when an allocation request is made, but
for some reason cannot be used to satisfy it. The reasons for this vary: there can be enough
free space, but it can be divided into several blocks which are too small for the allocation
request. Or, in a multi-threaded environment, the allocator can have a sufficiently large
free block of memory, but it does not use it because it only uses that memory block for
some particular thread, not the one requesting the memory.
The problem with fragmentation is that it is not a proper feature of an allocator. The
major factor affecting fragmentation is the way how the allocator is used, i.e. the size and
order of the allocation requests. For some workloads fragmentation of a certain allocator
can be low, while high for other. Two allocation scenarios on a simple heap-based allocator
illustrate this. Simple heap-based allocator simply grows the heap if asked for memory,
and shrinks it if asked to free memory block at the top of the heap. For allocation requests
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coming as malloc() paired with subsequent free() of the same memory no fragmenta-
tion would occur. The heap would grow with malloc() and then it would shrink after
free(). But after the sequence malloc(ptr1, 100), malloc(ptr2, 5), free(ptr1) a
large fragmentation occurs and the wasted memory amount is rising with each iteration:
the heap size is 105 bytes, but only a memory block with size 5 bytes is actually used. Note
that this is not a pattern uncommon in software. A similar behavior could be observed for
a program defined by a pseudocode in figure 2.2.4. The behavior of the described allocator
on these two scenarios is showed on figure 2.5.
begin program
allocate space for data




use result for a long time
end program
Figure 2.4: Scenario prone to fragmentation emergence
Figure 2.5: Emergence of fragmentation in two scenarios
It can be clearly seen that fragmentation can vary even in different times during the
execution of a single program. This can be a problem especially for a long running programs
doing lot of allocations and deallocations, like daemons or web browsers. If a bad memory
allocator is used, the amount of memory wasted by fragmentation can rise over time, slowly
deteriorating the performance of the whole operating system. In extreme cases, the allocator
can run into problems by exhausting the whole available memory, while having a large
amount of unused memory [41]. A repeated allocation scenario from pseudocode in figure
2.2.4 on the heap-based allocator could lead to such situation.
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2.3 Variables influencing memory allocator performance
In previous section, various metrics having a relevance as performance ones were described.
This section discusses the factors influencing these metrics. Knowledge of these factors is
needed in order to provide a framework for allocation scenario creation.
2.3.1 System call costs
When an allocator needs to provide more memory, but it has no suitable free space available,
it has to ask the operating system for more memory. This is done by appropriate system
calls. Linux kernel provides these two system calls suitable for this purpose.
1. brk() system call sets the end of program program break to some certain address. It
can be used to enlarge or shrink the segment [20, 29].
2. mmap() system call maps certain amount of memory into the process address space.
This is usually used to map a file to the memory, so it can be read and written
via means of normal memory operations, not reads and writes. But (using the
MAP ANON flag) it can also be used to allocate anonymous memory, which is not
associated to any specific file [20, 30].
Additionally, there is a sbrk() function, provided by C library. This is basically a
wrapper over brk() system call, providing interface for relative (as opposed to absolute in
the case of brk()) adjustment of data segment break [29].
System calls are usually considered expensive operations (due to control transfer to the
kernel and back to userspace), so allocators usually try to map several allocation requests
to single system call and doing internal bookkeeping on the memory. For this to be efficient,
the bookkeeping must take less time then it would take so do a simple syscall.
System call cost is a factor affecting the allocation speed. The size of this influence
depends on how often the allocator uses system calls. Allocator doing one huge memory
request once in a while (with bookkeeping on the memory) will depend on system call cost
much less then one which does a system call for every allocation request.
2.3.2 Allocation size
Size of an allocation can theoretically affect allocation speed, fragmentation and spatial
layout/locality metrics. The impact on speed should, in theory, be quite minor. It should
be slightly easier to find a suitable place for a small block request than for a big one
(because the allocator can split every large block to several smaller ones, but it can not
coalesce smaller, non-adjacent ones), but the allocator usually knows how large blocks it
can provide at the moment, and for how large more memory should be requested from the
operating system.
The impact on memory layout and fragmentation is higher. A larger block request
means less possible places to put it. This is limiting in how “well” the allocator can place
the block. The allocator can have a lot of free space available, but if a request for a block
just as large as the largest free continuous space comes, the allocator has only two choices.
The first choice is to place the block into the free place, possibly worsening locality or
memory layout. The second one is to get more more memory from the operating system to
place the block well from the locality point of view, but increasing fragmentation.
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2.3.3 Allocation and deallocation order
The allocation and deallocation order has a major impact on how the fragmentation metric
will look like during the usage of an allocator. As it was described in subsection 2.2.4,
some combinations of allocation size and their ordering can cause ”holes“ in the memory
managed by the allocator.
2.3.4 Threading
Multi-threaded programs are bringing the whole new level of complexity into the memory
allocation system. Threading (and distribution of memory allocations across threads) can
affect all of the performance metrics described in section 2.2. One of the problems is that
parallelism makes the allocation order in a whole program non-deterministic when more
threads are using the allocator. This makes the program change its memory allocation
patterns between separate executions. The result can be that the program can exhibit
non-deterministic performance problems.
The memory allocator can be considered as a resource for the program. In a multi-
threaded program, any thread can request an allocation or free memory at any time. If
an allocator would not be enabled for multi-threaded environment, race conditions would
probably occur, resulting into several threads using the identical memory area and rewriting
each others data. To avoid this, the allocator has to have some kind of control. Such control
could be a locking scheme, which would serialize the allocation requests of threads. The
scheme can be one large lock, or a finer grained locking scheme, introducing a pipeline.
Another approach is to create an internal thread specific “arenas”. Every thread has its
own “arena” in the allocator, and its requests are satisfied by using memory exclusively
from it, which eliminates a need for locking. This second approach is used in the GNU C
Library malloc(). Main drawback of this approach is a higher memory consumption of such
allocator, because every arena has its own overhead and fragmentation. This phenomenon
is called memory blowup. Two described techniques are just the basic ones: several other
approaches are present in some experimental or specialized allocators.
The impact on allocation speed is obvious, and has two sources. Locks in the allocator
cause the threads asking for memory to wait for each other, which could introduce a major
speed reduction of the whole program if threads are doing lot of memory requests. The
second source is the overhead of the multi-threading capabilities of the allocator itself.
Both locks and the thread specific “arena” mechanisms have some overhead, which would
be unnecessary in single-threaded environment.
Second metric where the number of threads has some relevance is the memory layout and
locality. Measuring the false sharing prone allocations only makes sense in multi-threaded
environment, because false sharing can only occur when a program runs simultaneously on
at least two CPUs. Locality metric should be measured inside single thread, and in each




In chapter 2.2, several metrics with some relevance to the performance of an allocator
were analyzed and described. Initially, the existing tools, methods and benchmarks are
evaluated. Later, the chapter discusses the methodology of measuring these metrics. This
methodology will be used when designing the tool.
3.1 Existing tools and benchmarks
Most of the papers and articles discussing aspects of memory allocator performance men-
tion the lack of the existing tools and benchmarks usable for producing reproducible and
comparable data about performance [18]. Temporal efficiency is discussed more often. For
measuring speed of the allocators, a specific micro benchmarks are often produced ad-hoc
to obtain at least some results. These benchmarks sometimes measure the time the pro-
gram takes to execute. Other benchmarks use different methods, such as using profiler
(gprof or oprofile) to precisely analyze both the instruction count and time metrics for the
testcase. Spatial efficiency is rarely measured and compared, probably due to a fact that
there is no simple way how to measure it, as well as distinguish various types of wasted
space: fragmentation, unnecessary large memory obtained from the operating system, and
both up-front and per-request overhead. This section describes the different tools which
are already used in allocator analysis.
One of the first papers discussing both spatial and temporal performance uses real
programs for the analysis of usage patterns and memory layout [41]. Different real program
usage patterns are taken into account in discussion about the soundness of various memory
allocation techniques. Another memory allocator comparison paper was created for Solaris
operating system [1].
Several micro benchmarks were created for testing the performance of the allocator in
multi-threaded environment. This is logical: parallelization on various levels is a continuing
trend in the last twenty years, and the introduction of multi-threaded computing caused
the need for multi-threaded dynamic memory allocator of appropriate performance. Some
single-threaded allocators were improved to support also the multi-threaded scheme, some
new ones were designed precisely for multi-threaded environment from scratch. One of
the first multi-threaded performance analysis reports seems to be [23], where ptmalloc2 is
analyzed using simple benchmark, doing just malloc()-free() pairs in a loop. The loop
counts, request sizes and the number of threads are configurable. The purpose of the report
was to analyze the multi-threaded performance of the allocator code itself, so this simple
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benchmark was perhaps valid. In practice though, this approach does not cover large aspect
of allocator performance: just one of many different cases are being measured. In repeated
malloc()-free() pairs of the constant size, the allocator will most likely use the same
block of memory for the requests, so the case when an allocator actually needs to find a
free block when it already has more free and busy blocks is not tested at all. Later in this
text, this benchmark will be called Lever & Boreham, after the names of the authors.
Good source for benchmarks are the papers accompanying new memory allocators.
These usually claim to be better in some aspect, and they use experimental data to prove
their claims. The literature about BSD jemalloc [13, 12, 14] is using five benchmarks for
temporal efficiency measurements. It used Lever & Boreham benchmark, Ghostscript1,
sh6bench, cfrac and super-smack2. Cfrac is a test program mentioned to be included with
Hoard memory allocator. The recent Hoard distribution tarball does not contain any test
or benchmark application, so this benchmark could not be examined. The last benchmark
used by jemalloc authors is sh6bench. This benchmark does the allocations of objects
with random sizes in a cycle. It supports multi-threaded testcases too. This benchmark
seems to be used for the ongoing work on memory allocators, at least in BSD world [38].
It was also used for testing Hoard [3]. The benchmark is supposed to be available from
the www.microquill.com website, but as of 05/2010, the benchmark is not available there.
There are several copies in various memory allocation related code repositories. These can
be found with a normal interned search engine.
Several other malloc micro benchmarks were also found during standard web-search us-
ing Google. Their usage context is unknown: I just found the code, and they are mentioned
just for the sake of completeness. One malloc benchmark is included in libMicro library of
micro-benchmarks written initially for Solaris [37].
All of these benchmarks are representing a specific allocation scenario, although more or
less configurable (number of threads doing identical work, allocation sizes, etc.). They are
usually used for measuring temporal efficiency of an allocator. None of the examined liter-
ature used any systematic benchmark for measuring spatial efficiency. Sometimes various
metrics (unused memory etc.) are being observed by various means on these benchmarks.
3.2 Measuring memory overhead and fragmentation
The benchmarking tools should be agnostic to the measured memory allocator, in order to
be useful as an universal memory allocator benchmark. This means it should not depend on
any internal knowledge of the allocator, nor it can use some allocator specific API3. Using
these would mean the benchmark would be unusable for analysis of the allocators which
do not implement this API. The benchmark can only use the standardized malloc() and
free() interfaces, with perhaps the future addition of realloc() interface. In addition to
this API, the benchmark can also use some external tools to observe the behavior of an
allocator.
This brings a problem with measuring the memory overhead of an allocator. All the
means benchmark can use only observe the communication of an allocator with the envi-
ronment. The benchmark only knows two things. It knows how much memory is actually
allocated by the program. It also knows how much memory the allocator manages: the
1PostScript language interpreter
2Database load testing tool
3Application Programming Interface
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benchmark can intercept and log the memory requesting system calls or it can analyze
the memory image of a process to discover the size of the heap. From these two num-
bers, the benchmark can compute how much memory is not used in the program, but is
granted by the operating system. There is no universal mean how to discover how much
of this unused memory is actually memory overhead (and is used by the memory allocator
metadata) and how much is fragmentation (and is not used at all). This information is a
completely internal in the allocator. Some memory allocators provide the API to determine
this information, but it is not universal, so the benchmark cannot use it.
At least fragmentation is a very important metric, so because the benchmark cannot
reliably measure these two metrics separately, the benchmark has to measure at least some
data which will give some information about the fragmentation. The approach chosen is to
measure just the total amount of memory which is not used by the program. This value
is a sum of fragmentation and memory overhead. This does not give a precise information
about any of these metrics, but gives an information about how efficiently the allocator
manages its memory. After all, from the outside, these two metrics share the most important
characteristic: they both represent an amount of memory granted by the operating system,
but not used in the program. This new unused memory metric absolute value can be taken
after each allocation and deallocation. From these values, a unused memory ratio can be
calculated and statistically processed.
3.3 Measuring allocation speed
Measuring the speed of a single allocation is not relevant enough. In a multitasking envi-
ronment, there are many side factors which can affect the allocation speed. The time of a
single allocation is also very small, meaning any side effect will affect the measurement by
a large mean and bring considerable error to the measurement. To obtain at least some
precision, the measurement method should be statistically sound. This means a sufficiently
large set of the identical experiments has to be done. The results of this set should be
statistically processed. Second issue to be considered is the differentiation of time spent in
userspace (which means in the allocator itself) and in the kernel, doing work in the system
calls. These two time metrics should be taken separately. While the time spent in an
allocator is an interesting metric by itself, the system call costs are not. System call costs
are considered as an input to the system: they can change and the allocator has no control
on how long the system call will take.
There is another problem with measuring time. There are also context switches, which
can prolong the measured times. In some cases, these durations are interesting: time spent
waiting in the kernel is interesting in the case of multiple threads doing allocations using
an allocator with locks. Locking will slow down the execution of the program. This effect
is interesting enough to measure. For this purpose, the tool should provide the ability to
measure the execution not by per-allocation basis, but also on total program execution
basis. This will incorporate also the effect of lock contention by threads. Doing statistical
analysis of the sufficient number of experiments, the effects of any accidental interference
(context switches to another programs and similar) should be mitigated in the resulting
value.
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3.4 Measuring locality and memory layout
Analysis of the memory layout should not be very hard. The tool has complete information
about the positions of the allocated memory as well as the size of it. Using this information,
it can construct an image of how the memory looks like. From this image, its easy to see
how far from each other the allocated memory blocks are. There is also a drawback:
because of the virtual memory mechanism in place, the benchmark cannot reliably tell if
blocks close to each other in the process address space are close even in physical memory.
The process continuous memory space can be assembled from several fragmented physical
memory pages. So the proximity in process space does not imply the proximity in physical
memory, and by extension, the real locality. But the locality would be broken only on
the boundaries of the physical memory pages. Most of the allocated data should be inside
the pages, which means the better proximity in process space means higher probability of
having better real locality.
Inside single thread, the measured metric should be the locality of two allocated blocks
of memory based on the temporal proximity. The absolute distance between two blocks of
memory can be computed as a difference between the end of the block with lower address
and the address of the block with higher address. The absolute distance depends on the
sizes of these two blocks, so for the purpose of having the metrics comparable we will
relativize it:
DISTANCErel =
size1 + size2 + gap
size1 + size2
The numerator of the fraction is the absolute distance, and by dividing it by the sum of
sizes, we obtain a relative locality metric. A value of 1 means there is no gap between the
two blocks, meaning the best locality. When implementing this measurement, a special care
must be taken when identifying subsequent allocations. The measurement also has to track
the deallocation of previous allocation request. When the last allocation is freed before
doing next allocation, the allocator can put the new allocation request into the place freed
by the deallocation, which would render the metrics invalid. Locality makes sense only
for two memory blocks present simultaneously in the memory, so tracking the subsequent
allocation only makes sense for allocations still used by the program.
Across multiple threads, a similar metric should be taken for determining of the possi-
bility of false sharing. The closer are the two memory blocks allocated in different threads,
the higher is the probability of false sharing if these two blocks were used simultaneously
in their owner threads. For each two threads in the system, the tool will find the sizes of
gaps between the blocks belonging to different threads. From the detailed analysis of sizes
of these gaps it will be possible to find out the minimal gap size to determine of any false
sharing can occur at all for the given cache line size, as well as the number of memory
blocks which could cause false sharing if used simultaneously.
Another approach to analyze locality in a rather practical way is to do some computing
on the allocated memory, and observing cache misses on various levels occurring during the
runtime. In multi-threaded environment, the misses count will probably heavily depend on
the execution order of the threads, which means more experiments will have to be done for




This chapter will discuss the design and implementation of the tool. OSMB is an abbrevi-
ation of ”Open Source Malloc Benchmark“.
4.1 Initial design principles and goals
The toolset will be composed from several smaller tools which will measure various metrics
as described in previous chapter. This approach was chosen because of the better precision
of the measurement. If all the metrics were taken during one benchmark run, some met-
rics, especially the time related ones, could be affected by the overhead introduced by the
benchmark. At least for the time performance metrics the benchmark tools should have as
low overhead as possible. In contrast to this, for fragmentation and memory layout analysis
there is no need for this, because the goal is to obtain precise results even for the price of
some duration overhead.
To allow the user to specify the environment for testing, i.e. the values of the various
factors as described in 2.3, the tool will take a scenario file as an input. This file will be
written in a domain specific language, and will specify how all of these variables, or a subset
of them, will look like in the environment. This file will serve as an input to the scenario
driver, which will parse it and will execute one run of a scenario. During the execution,
one or more measurement tools will attach to the driver, and will take the metrics. The
tool should allow the user to run the scenario for the specified number of times, obtaining
results from all of these runs, and then perform some statistical analysis of the collected
data. To mitigate the effect of ”warming up“, the tool should provide the ability to run
the arbitrary number of unmeasured executions.
There are two sources of the scenario input files. The format will be text based domain
specific language, so the user can manually write the scenarios, or write a generator. One
such generator should be provided with the tool. The generator should be able to attach to
any running process which uses dynamic memory allocation, and trace its usage of malloc()
and free(), creating a scenario file from the collected information. Tracing these functions
will be done by using external tools: ltrace [4] or Systemtap [10].
The measurement tools should not do any unnecessary computing during the benchmark
execution. They should only record the observations. These raw data should be processed
after the benchmark execution. The toolset should also provide some tools for processing,
interpreting and visualization of these raw data.
The measurement tools functionality will be direct implementation of the principles in
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chapter 3. The design for the remaining parts of the suite is described in the following
subsections.
4.2 Scenario driver
The scenario driver will be the central piece of the whole suite. It will take the scenario file
as an input, parse it and create a program image of the scenario by the instructions in the
input file. It will then hook the specific measurement tools into this generated program.
The result will be compiled using standard C compiler. The resulting binary program is
the representation of one run of the described scenario. This scenario will be run multiple
times, and during its execution the external observation tools will attach to it. The output
of these external tools, combined with the output of the scenario binary itself is the result
of the benchmark.
4.3 Tool for system call catching
Some of the metric measurement tools will benefit from the system call observations. There
are two kinds of system calls which can occur during the benchmark execution. First are
the memory allocation related system calls. These should be recorded with the parameters
showing how much memory was processed by them. The rest are the system calls unrelated
to memory management. These will be not recorded at all. If it would be possible to record
only the system calls coming from the allocator itself, and not e.g. the measurement tools,
maybe it would be useful to track some others, like the locking related ones, like futex().
This is easily achievable with existing tools like strace [24], so the focus of this work will
be on this use case.
4.3.1 Scenario recorder
The recorder will attach to any running program and trace its usage of memory allocation
functions. Tools like ltrace [4] or Systemtap [10] will be used. The data collected from this
trace will be translated into the scenario file, and then can be used independently on the
original program. Analysis of such scenario can be used to tell if some non-standard memory
allocator would improve the performance of the original program. The recorder will have to
be able to distinguish the memory allocations requests done by multiple threads, in order
to correctly replicate the memory allocation scheme of the recorded program.
4.3.2 Data analysis tools and desired output
The output of the benchmark run will have the form of the raw data, with no particular
information in them. The suite will also provide several tools to help the user analyze and
interpret these raw data. These should provide tools for finding at least these outputs:
Unused memory ratio
The maximal, minimal, average, median, mean, quartile values and standard deviation
should be reported. Also, a graph should be reported, showing the progression of the
unused memory ratio dependent on the allocation and deallocation requests during the
time of an execution.
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Duration of one run
The maximal, minimal, average, median, mean, quartile values and standard deviation
should be reported. The graph showing the duration per run should be provided. The
purpose of this graph is to quickly recognize and compare the speed stability of the alloca-
tors. Such unstable allocator would have large standard deviation compared to the average
values, and this can be easily seen in a graph.
Duration of one allocation
Per each run, the tool should report minimal, maximal, average, mean, median, quartiles
and a standard deviation of a allocation duration. This metric can be taken in time or
in CPU cycles. A graph showing the duration of allocations during one run should be
reported.
Locality and memory layout
For each thread in the system, a maximal, minimal, average, mean, median, quartile values
and standard deviation should be reported for these metrics: absolute value for the ”gap“
between two blocks and relative locality metric as described in section 3.4. Also, for the
input sizes of a cache line, the system should report a percentage of temporally close
allocations which could theoretically fit into that cache line of that size but are placed
in a way prohibiting this, representing a missed optimization opportunity. Last memory
layout metric to be reported is the minimum, maximum, average, median, quartiles and
standard deviation of the absolute distance between two blocks owned by different threads.
Analogically, a percentage of block pairs which could cause false sharing for an input size
of a cache line should be reported.
Memory layout visualization
For each allocation during one run of a scenario, a visual image of process’ address space
should be reported for easy visualization of the allocator function.
All of the graph outputs should provide the ability of showing the results of the several




This chapter describes the main body of this thesis — the actual implementation of the
OSMB tool. The major part of the work was an integration of various third-party programs
and utilities. These are briefly described in the first section, so they can be referred in the
later sections. After this section, the individual high-level components are described: the
scenario and the probe subsystems. The latter also contains a description of the individual
probes implementation. The last section describes the integration of these two subsystems.
5.1 Third-party software and mechanisms
Because the tool employs quite large number of different mechanisms and specialized tools
for various purposes, this section describes the third-party software used, including the
nontrivial use of the common OS infrastructure (e.g. a dynamic loader/linker)
5.1.1 Python language
Python language is a high-level scripting interpreted language, suitable for work with text,
component integration and fast software development [35]. This language was chosen to
allow the focus on the actual integration (the major part of work), not on the correct work
with various resources, as it would happen if using C or C++.
5.1.2 Pylint
To assure the basic quality of Python code, the static analysis tool for Python was used
on a regular basis during the development. Pylint is, as the name hints, a lint-like tool for
the Python language. It analyzes the code for various bug patterns, and warns about the
parts of the code which does not satisfy a set coding standard [39]. The main purpose of
Pylint during the development of OSMB was the guarding for the single coding standard
compliance, because different parts of the Python code were created in different time and
context, which made the coding standard hard to adhere.
5.1.3 Systemtap
Systemtap allows to instrument both kernel and user space code at runtime, working on
event-action basis. The primary purpose of Systemtap is tracing, which means collecting
specified data at the specified time [10, 21, 6]. The example trace use case can be print the
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value of parameter X of function Y whenever Y is called from function Z. Because Systemtap
provides the common tracing infrastructure for tracing both userspace (allocator function
calls) and kernelspace (system calls), Systemtap was chosen for obtaining traces of various
information about the execution of a testcase. Systemtap also introduces some problems
to the tool: the tracing adds some overhead to the actual testcase execution, so it is not
suitable to use whenever time needs to be measured. Tracing certain events in the kernel
also needs the superuser permissions, which prohibits the use of probes needing this tracing
to the unprivileged user.
5.1.4 LD PRELOAD mechanism of the dynamic loader
LD PRELOAD is the mechanism in the dynamic loader/linker, allowing to load specified
shared library before all others. This can be used to override the functions in other shared
libraries [31]. In combination with dynamic library linking and its RTLD NEXT mech-
anism, this allows to wrap the allocator functions with the custom ones, where various
instrumentation can be added. This mechanism is totally transparent to the user applica-
tion (if the wrappers are written correctly, of course). This wrapper adds some overhead
to the function call: second function call, the instrumentation, and the most expensive dy-
namic library loading and the symbol search. It cannot be used for temporal measurement
probes.
5.1.5 NumPy/SciPy
NumPy/SciPy is a package for scientific computing in Python language. It is a collection
of various efficient implementations of algorithms and structures often used in scientific
computing, like multidimensional array structures, linear algebra functions, or statistics
functions [36]. OSMB uses just the statistics functions.
5.1.6 Gnuplot
Gnuplot is a multi-platform graphing utility, designed to be used interactively, but evolved
to support also non-interactive use. It supports many plot types [40]. Usage from Python
programs is allowed by gnuplot-py package [19], which provides a Python interface to Gnu-
plot. Using this package, OSMB uses Gnuplot to create various visual outputs.
5.1.7 PLY
PLY (Python Lex-Yacc) is the implementation of lex and yacc parsing tools for and written
entirely in Python. It provides the parsing and lexical analysis ability. PLY was chosen
for parsing the scenario files. It is very straightforward to use, because the parsing input
files (the grammar specification) are valid Python code instead of special input files. This
allows a direct incorporation of the PLY parser constructions into a Python with no special
constructions or steps needed [2].
5.2 Scenario infrastructure
The tool is based on the idea of measuring the allocator performance on any memory al-
location scheme. The tool has to be able to create a correct working program which will
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allocate and deallocate memory based on this scheme. To describe schemes, the infras-
tructure around scenarios was created. Scenario is a description of a memory allocation
scheme, described in a domain specific language. This description is then translated to a
valid C program, which is then compiled using standard C compiler. The resulting binary
is an isolated testcase usable for various performance metrics measurement.
5.2.1 Scenario files
For the purpose of describing memory allocation scheme, a simple language was created.
Later in this text, it will be called scenario language. The language is text-based, and it
was created to allow simple readability by a human. This means several needless keywords
were added just for the purpose of the statements forming a sentence similar to natural
English language.
The scenario language allows to describe all aspects of programs using memory: threaded
environment, allocations, deallocations and working with allocated memory. Allocations,
deallocations and work are represented by a command statements. For allocations, com-
mand specifies the amount of memory (in bytes) to allocate, and an identifier of a variable
pointing to the memory. Deallocation command specifies the variable identifier which will
be passed to free() call. Work command is a bit more complicated. To allow a flexible
control of the work being done with allocated memory, the user can specify four arguments
to work statements: type, amount, identifier and direction. There are four types of work
which can be done with memory: reading, writing and the two combinations of these: read
followed by immediate write and vice versa. The amount of work specifies the number of
bytes with which the work will be done. It can be specified as whole or random, which means
a random sample of possible indexes (of random size) will be selected for work. Identifier is
the variable holding memory with which the work will be done. Direction specifies the order
in which the indexes will be used; there can be three values: sequential, backwards and
random. All choices described here as random are made when the scenario file is translated
to the C program. The generated C program is then fully deterministic.
Commands are grouped to named workjobs. Workjob is a sequence of commands, and
represents one basic block of C code. Threads can be specified with their numeric identifier,
the workjob they will perform, and the number of iterations the thread will perform of that
workjob.
In addition to the specification of threads and workjobs, the scenario describes limits to
the execution: the user can specify the memory limit in bytes, and the maximum number
of threads.
The example of scenario file is in figure 5.1. The example shows a single workjob called
w1 consisting of an allocation of 5-bytes array, doing some artificial work on this array, and
deallocating it. Three threads are all performing this identical workjob, but the number of
iterations is different. First thread will perform 100 iterations of w1, second one 500 and
third one 1000 iterations. Thread limit is set to three, so the translator would not allow an
addition of another thread. Memory limit is set to 1024 bytes, which is totally sufficient for
this case (every thread can have 5 bytes allocated at most, and there are three threads: no
more then 15 bytes will be allocated at any time). If the allocation size in workjob would
be changed to 500, then the translator would end with error: three simultaneous threads
could allocate 1500 bytes of memory, which is higher than the limit.
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memory -limit = 1024
threads = 3
workjob w1 = {
alloc one 5
work read whole one sequential
work write whole two sequential
work rw random three random
work wr random three backwards
dealloc one
}
thread 1 does workjob w1 times 100
thread 2 does workjob w1 times 500
thread 3 does workjob w1 times 1000
Table 5.1: Example scenario file
5.2.2 Scenario translator
The scenario translator is written in Python and consists of three simple parts: parsing,
validating and generating. The parsing part is written using PLY compiler construction
tools [2]. The output of the parser is the osmb.scenario.Scenario class instance. This
class represents the whole scenario.
Several validations are done on the parsed scenario. The scenario semantics is analyzed
by browsing through commands in all workjobs. Using this information, two types of invalid
actions are identified: work and dealloc commands on a variable which does not have any
memory allocated at the moment. These are clearly invalid actions: if these commands
were allowed, the resulting C program would contain code either working in or freeing the
unallocated memory. Memory allocation to a pointer already pointing to allocated memory
is not considered an invalid action. The resulting program will contain memory leaks, but
this does not make the program invalid: the behavior of such program is still defined. This
decision was made because of the requirement of scenario creation based on traces of real
programs allocation scheme: this program will most probably contain some leaks too.
The second type of a validation performed by a translator is the conformance with the set
limits. The check for number of threads is straightforward. For the memory consumption
limit, the analysis does a computation of maximum memory consumption of a thread. The
sum of maximum values is checked to be lower than this limit.
From a successfully generated scenario, a C program is generated. One function is
generated for each workjob. This function contains one for cycle. The body of this cycle
will be performed n-times, where n is the number of iterations set in the thread definition.
The body of the cycle consists of a block generated from an appropriate workjob definition.
The workjob is translated as a sequence of statements.
Different approaches are taken when generating the main() function, depending on the
number of threads in the scenario. When the scenario contains just one thread, the func-
tion containing the workjob loop is directly called, so the program is really single-threaded.
When the scenario contains more threads, a new thread is created with pthread create() [26]
for each thread specified in the scenario file, in addition to the main thread. The testcase
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Scenario language C language
alloc one 256 (first occurence) char *one = malloc(256);
alloc one 256 (next occurrences) one = malloc(256);
dealloc one free(one);
work read . . . one . . . helper = one[iterator];
work write . . . one . . . one[iterator] = random value;
work rw . . . one . . . helper = one[iterator];
one[iterator]= random value;
work wr . . . one . . . one[iterator]= random value;
helper = one[iterator];
work . . . sequential for(long i=0; i<size; i++){...}
work . . . backwards for(signed long i=size-1; i>=0; i--){...}
Table 5.2: Command translations
then actually contains more threads then it is defined in the appropriate scenario: an ad-
ditional “parent” thread exists. This thread just waits for the other threads to finish using
pthread join() [27]. It does not do any memory management, so it should not affect the
measurements.
The allocation command is translated to an assignment of malloc() return value to the
pointer with appropriate identifier. First allocation to pointer is translated to a assignment
declaration instead. Both variants are shown in table 5.2. The deallocation is simply
translated as a free statement of an appropriate pointer.
The work statements are more complicated. There are 24 variants of what can be
generated from various forms of this statement. Straightforward variants (reading and/or
writing the whole array either sequentially or backwards) are translated as for cycles loop-
ing the appropriate commands. In the case of random order or random part of the array,
the command is translated to the sequence of appropriate statements. The statements are
shown in table 5.2. To illustrate the whole translation, the example scenario from figure
5.1 is shown translated to C in figure 5.3.
In implementation, most all of the scenario processing code is present in osmb python
package, and is functionally separated into osmb.ctemplate(the C representation of vari-
ous constructions), osmb.scenario (the high level scenario) and osmb.scenario lexer /
osmb.scenario parser pair (parsing and lexical analysis of the scenario domain language).
5.2.3 Scenario capture
Two approaches were chosen for the tool allowing to capture a memory allocation scheme of
a program: Systemtap tracing script [10] and a library containing wrappers for malloc()
and free() functions. Both approaches were implemented, because they have different
limits and advantages.
Systemtap tracing is very straightforward. Systemtap allows to hook probes to return
from function event. It also provides access to function arguments, return value and several
helper functions returning context information about the environment where the function is
executed: PID and TID of the process. Two probes exist in the tracer: one for malloc and
second for free calls. These probes just print the appropriate data whenever any thread
goes through the return from malloc() or free(). Systemtap allows to focus the capture
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// Malloc benchmark file generated on 2010 -04 -04
// Limits:




void *function_1_w1 (void *arg){
char helper;
for (long iteration = 0; iteration < 100; iteration ++){
char *one = malloc (5);
for (long iterator =0; iterator < 5; iterator ++){
helper = one[iterator ];
}
one [1] = 33;
one [4] = 33;
one [2] = 33;
for (signed long iterator =4; iterator >= 0; iterator --){
one[iterator] = 96;





void *function_2_w1 (void *arg){
char helper;
for (long iteration = 0; iteration < 500; iteration ++){
char *one = malloc (5);
for (long iterator =0; iterator < 5; iterator ++){
helper = one[iterator ];
}
one [3] = 125;
one [4] = 125;
for (signed long iterator =4; iterator >= 0; iterator --){
one[iterator] = 12;









pthread_create (&thread1 , NULL , function_1_w1 , NULL);





Table 5.3: Example translation
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on one precise process. Tracing can also start at anytime during the program runtime,
because Systemtap is able to attach to already running programs. Tracing is also more
reliable and less overhead is introduced. On the other side, Systemtap needs to have some
internal information about the allocator: it needs the DWARF1 debugging information as
well as a knowledge about the naming of malloc() and free() parameters. Without this
information, Systemtap cannot construct a probe. This is not a large constraint though,
because most of the allocators in Linux world are shipped with an open source license,
so the DWARF information can be obtained by a simple rebuild. All mainstream Linux
distributions also provide separate debuginfo packages for their binary packages. Addition-
ally, because only the debugging information about the system memory allocator is needed,
it can be usually obtained in a separate debugging information packages provided by the
distributor.
Second tracing utility exploits the LD PRELOAD capability of a dynamic loader, which
allows an additional library to be loaded before all others. Symbols in this library effectively
override those in other shared libraries. Wrappers in this library need to call the real
functions in system library, which is possible by dynamic lookup of that symbol using
the RTLD NEXT pseudo-handle [25]. The LD PRELOAD version of the tracer is less
reliable (LD PRELOAD is not recommended to use when reliability is needed) and has
more overhead, because it needs to do expensive I/O actions during each request. It does
not have the constraints though: the mechanism generally works for any shared library,
just with the knowledge of the appropriate API. One feature of this approach is that it is
triggered by a special environmental variable, recognized by the linker. This introduces two
special properties to the tracing. Every process in the process tree of the original specified
one will be traced too, because environmental variables are inherited. This may be useful,
but it may also cause unnecessary clutter. The translating mechanism is prepared for this
case: it makes separate scenario for each traced process. The second feature is that the
tracing can only begin at the start of the process, when the dynamic loader is invoked.
This means bigger problems with tracing e.g. services invoked by initscript. This tracing
method does not work for some multi-threaded applications: it causes them to crash with
SIGSEGV. The reason for this is unknown, and because the Systemtap method works, it
was not investigated.
The capture itself consists of two stages: tracing and analysis. At runtime, simple
trace of memory allocation calls is created using one of the methods described above. To
avoid performance hits on the traced program, no analysis is being performed on the trace
at runtime. Every memory allocation request is recorded with the following information:
TID, PID, requested size and the memory address of the block the allocator returned. This
is needed to identify which blocks are being freed by the program: this address is the
argument of the deallocation call. Deallocation requests are recorded with PID, TID and
the address being freed. The full trace is then analyzed and translated to the scenario file.
The analysis utility is common to both Systemtap and LD PRELOAD variant of tracing:
both tracers share the output format, so the analysis code can be shared.
5.3 The probes and data analysis
The design of the probe system is intended to be modular and well isolated from the other
mechanisms. The probe is supposed to focus on the collection of one specific information
1Debugging information format standard
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about the allocator, such as the information about locality.
It is not possible to run more probes during one session. There are two reasons for
this. The first reason is that the actual data collection mechanisms can directly interfere
with each other, for example when both probes need to wrap the allocator calls with some
tracing function. This alone could be resolved by introducing a mechanism where the
probes would not provide these wrappers directly, but they would specify actions needed
both before and after the call, and the actual wrapper would be assembled by the generic
probe mechanism. But there is also the second reason. The probes could interfere with
each other during runtime, for example the overhead of expensive memory layout tracing
probe would be included in the time measurement probe. To allow the probes to be fully
universal, the constraint of running only one probe at a time is set. The generic mechanism
for assembling wrappers is not needed and so it is not even implemented.
One probe initially planned to be implemented was dropped: the measurement of the
allocator request cost. The allocator request cost is very small, and is hard to measure
in the program. Because in the end this probe would just duplicate the functionality of
profilers, this probe was dropped. Profiler (such as gprof or oprofile) can provide much bet-
ter information about single memory allocation request cost. This metric does not depend
much on the usage pattern, so almost any testcase ca be used. A possible improvement
would be a probe actually using a profiler to get this data.
5.3.1 Probe subsystem implementation
The second part of OSMB is the probe system. Generally, the probe takes a parsed scenario
as an input, and is responsible for execution and monitoring of a testcase, as well as for
data collection and their analysis and interpretation. Probes are meant to be modular and
written as easy as possible.
Probes
The probe consists of two parts: the appropriate common code (the osmb.probe.Probe
class), which encapsulates the common functionality of a probe: the execution, validation
and data exchange protocols. The second part is unique for each probe: it is the monitoring,
data collection and analysis code itself. The process of running one process is this: the
instance of Probe class is created, and it receives the scenario file as input, along with other
parameters. The probe translates the scenario to the C program, stored in a temporary
file. It also validates all other parameters and checks if all needed parameters are present
and sane (different probes need different parameters). If everything is good at this point,
the probe code itself is then run. The probe code is responsible for all the real work, which
differs for the different probes.
Memory model
Some types of probes need to have the information about how the memory looks at certain
moment during the testcase execution. For this purpose, the memory model is constructed.
The testcase execution is monitored by the sole Systemtap script. This monitoring produces
a trace of memory related events, along with additional information. The events are both
the start and the end of the allocator functions (malloc() and free) and all three memory
related system calls (mmap, munmap, brk).
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Main class to represent the memory image at one time is osmb.memmodel.Memory class.
This class has all the information about the memory: addresses and sizes of both the
memory areas it controls (the program break heap and memory mapped regions) and the
memory blocks provided to the user application. This class offers an interface for easy
modification the memory image, mimicking the appropriate events: user program requests
and allocator-invoked system calls. To provide additional information about the memory,
the class can be subclassed by the probes and additional functionality can be added.
To represent current memory layout, the instance of osmb.memmodel.Memory is created.
After creation, the instance represents empty memory: no memory was obtained from
the operating system. Then the trace of the program actions is analyzed: an instance
of osmb.memmodel.Command class is created for each line, representing one event. This
command is sent as an input to the memory model, which modifies itself according to the
command. This allows the controlling probe to analyze how the memory looks at any time
during the execution.
5.3.2 Probe description: totaltime
The totaltime probe measures the total time the scenario takes to execute. The user can
specify the size of both the batch and the sample. The batch size specifies how many times
the testcase will be executed for one measurement. The sample size specifies how many
measurements will be taken. The default value for the batch size is 1 (one execution per
measurement), but it can be made larger when the testcase execution size is too small for
the benchmarking to be reliable.
The probe measures four metrics: user time, system time, real time and total time.
User time is the amount of time spent processing the testcase in user mode, system time
is analogical. Real time is self-explanatory. This metric is only informative, because there
are factors outside of the allocator scope which influence this metric: scheduling, number
of cores, etc. Total time is simply the sum of user and system time. For all these four
metrics, a statistical summary is provided. The probe also hints about the reliability of
the benchmark. For this purpose, a value of relative standard error is used. This value
is obtained by dividing the standard error of the mean by the mean value. The threshold
value for the result to be considered as valid is 0.03, meaning the standard error of the
mean if not larger than 3% of the mean.
A standard Unix measurement tool time [28] is used to obtain the measurements. The
time built-in present in bash is not sufficient for the probe to work properly, because it
does not provide the needed functionality.
Totaltime probe provides a simple comparing command, which simply orders the pro-
vided result files by the means of real and user time.
5.3.3 Probe description: syscall-dwarf
The purpose of the syscall-dwarf probe is to provide the information about how the allocator
works with memory related system calls. The main output of this probe is the information
about the number of all operations: allocations/deallocations, and all three system calls.
The probe has one visual output: a graph showing the progression of three metrics: the
sum of memory obtained using mmap(), the program break size, and the sum of memory
currently used by the program.
The syscall-dwarf probe does not provide any compare command.
33
5.3.4 Probe description: used-memory
The purpose of the used-memory probe is to visualize the spatial efficiency of an allocator.
From a constructed memory model, it computes both the size of a memory provided to the
allocator by an operating system, and the size of memory used by the user program. The
size of a memory the allocator owns is a sum of the program break heap size and the size
of all regions obtained via mmap() system call. By dividing the used memory size by the
total memory size, a used memory ratio metric is obtained.
The used memory ratio is collected for all events related to the memory management.
The output of the probe is the statistical analysis of this collection of measurements. The
probe also has one visual output. The progression of the used memory ratio in time is
visualized into a graph. In order for the visualization to be more illustrative, the ratio is
converted to a percentage in the graph.
The probe also provides simple comparing command, where the used memory ratio
progressions of multiple allocators is visualized in a single graph. This allows an easy
comparison of the spatial efficiency of multiple allocators in a given scenario.
5.3.5 Probe description: locality
Locality probe is intended to measure locality of subsequent memory allocations in a single
thread. Because objects allocated close in time are usually used together, putting such
allocations close to each other spatially can improve the program performance. The cause
of such improvement is the better utilization of the cache.
Locality probe uses the basic memory model augmented by watching the gap between
subsequent allocations. Only the gap between current and previous allocation is computed:
it does not make sense to measure any other pairs, because the gap will always be influenced
by the size of an allocation between the non-subsequent allocation requests. Both absolute
and relative (as defined in 3.4) distances are reported and statistically analyzed. For both
values, the progression is also visualized into a graph.
The original intention was also to measure also the distance of the blocks owned by
different threads, in order to provide information about the possible vulnerability of the
allocator to false sharing. This emerged as a problem: in order to be correct, the location of
every block of a thread would have to be compared to an address of all other blocks which
were allocated (or already busy) by all other threads during the whole block lifetime. This
brings an amount of complexity, both computational and to the implementation. A trial
implementation was made, but it did had very bad performance even for moderately large
scenarios, so the idea was dropped.
5.4 Integration
Both phases of a session are integrated in one driving script, benchmark.py. This script
is the main user interface, and is responsible for taking benchmark arguments. The script
takes three commands: test and probe. The test command takes an allocator shared library
path as a mandatory argument, and makes sure that it can be used as a working allocator.
The allocator can have the appropriate functions called in an arbitrary way, so these names
are configurable. The test command makes sure that these functions can be called from
an user program, and that they behave like a standard memory allocator. This serves as a
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basic troubleshooting tool in the case when something in the benchmark session chains fail
for some non-standard allocator library.
The second command is the probe command. This command starts one benchmarking
session, and it accepts a wide range of different arguments. The basic three are the allocator
to be benchmarked and, scenario representing the desired workload for the benchmark and a
probe to be run. Additional possible arguments are the names of appropriate functions, the
size of a batch (how many times the scenario will be executed during one measurement) and
a size of a sample (how many measurements will be taken). The probe command handles
the whole benchmarking session. It translates the scenario files to C after the scenario is
validated. Then it builds the appropriate probe objects and executes it.
Second executable script is compare.py script. This script launches the comparing
code of the probe, is such code exists. The functionality of this separate script could be
integrated into benchmark.py, but the option processing code would have to be reworked
to allow it.
Figure 5.1 visualizes the whole OSMB system. OSMB components are marked with
green color, external applications are gray, and OSMB artifacts (inputs, outputs and another
data) are marked with orange color.
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Figure 5.1: OSMB benchmark component diagram
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Chapter 6
Memory allocator analysis (tool
testing)
This chapter describes the testing of the implemented tool. Several allocators usable under
Linux were gathered, and they are described in the first section of this chapter. Second
section describes the experiments which were performed, and their results: the analysis
of the allocators. The last section discusses the results of the testing of OSMB: how well
the tool serves its purpose, how it works, and what pitfalls and missing functionality was
discovered.
6.1 Analyzed memory allocators
Several available memory allocators were gathered across the internet, and the suitable ones
were chosen for OSMB testing. In order to be able to compare the reported behavior and
metrics to the expected ones, the internals of the allocators were also studied. This section
contains the brief description of all tested allocators functionality.
6.1.1 GNU C library allocator (ptmalloc2 + improvements)
The ptmalloc2 allocator is used in the GNU C library (glibc), which makes it the default
allocator on the majority of Linux systems all over the world, because most of the popular
Linux distributions ship glibc (or the fork of glibc, called eglibc) as a default C library,
including Red Hat and SUSE enterprise distributions and the community distributions
Fedora, openSUSE, Debian, Ubuntu and Mandriva [16, 8]. The original allocator, on which
ptmalloc2 is based, was called dlmalloc and was written by Doug Lea [22]. That allocator
was originally created for focused on work in the single-threaded environment. Wolfram
Gloger added a mechanism of separate thread arenas, which allows memory allocation
without lock contention in multi-threaded environment. This modified version of dlmalloc is
called ptmalloc, and ptmalloc2 is the second version of it. The version of ptmalloc2 present
in glibc is also improved over time by numerous other modifications and optimizations for
common use cases.
In single-threaded environment, ptmalloc2 allocates small blocks on the program break
heap. The boundary where a block is considered small is configurable. These small blocks
carry some metadata both at the beginning and at the end of the block, providing the
allocator the ability to directly traverse all blocks from both directions. All free blocks are
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maintained in bins, where the blocks of the same size are grouped. The search for available
blocks are processed in smallest first, best fit order [22].
In multi-threaded environment, the allocator creates separate arenas for every thread
using mmap(). In this case the allocator works as if every thread had it separate heap. The
arenas are maintained using mmap() and munmap() calls, brk() calls are not used at all.
The blocks which are considered large are allocated in their own space using mmap()
system call. Because mmap() allocated block sizes have to be page aligned, some scenarios
can introduce a non-trivial amount of overhead, like in a case of a large number of allocations
threshold+ 1 bytes large, where almost one full page would be wasted. Also, mmap() calls
are known to be quite expensive. If a program makes lot of subsequent allocation requests
large enough to invoke mmap() use, every request results in a system call, effectively making
the allocator just a wrapper over a system call.
6.1.2 Thread-Caching Malloc (TCmalloc)
Thread-Caching malloc was written by Sanjay Ghemawat and Paul Menage from Google,
Inc. This memory allocator is designed to be faster for the allocation of small objects
in multi-threaded environment. Google observed some problems when their applications
were using standard glibc allocator, ptmalloc2. The problems were insufficient speed of an
allocator request, and a memory blowup in some scenarios, where ptmalloc2 memory arena
system causes unnecessary large memory consumption. TCmalloc claims to be cca 6-times
faster than ptmalloc2 for the allocation and deallocation of small objects, and it also claims
to solve the described memory blowup problems by introducing a thread cache system [15].
This system allows to move memory between the thread-local caches and the central storage
area. Moving memory means changing ownership of the memory: the same memory area
can be a part of a cache of certain thread, and when it is not needed anymore (e.g. when
the host application releases the objects stored in that memory area), the ownership can be
transferred to the central storage, or even to the different thread. TCmalloc authors claim
ptmalloc2 does not allow this.
The example of how this can save memory is the following scenario: two threads both
need 300MB of memory, but they do not need the memory in the same time. When the
ownership of a memory area cannot be transferred, separate memory blocks have to be
allocated for the threads. This means the allocator will request at least 600MB of memory
from the operating system, even when the program never needs more then 300MB at one
time. However, if the same memory can be used as a thread-local cache for more threads,
the 300MB block can be provided to first thread, and then the same block is provided to
the second thread. Total memory consumption is 300MB.
The basic principles of TCmalloc: the allocator holds the central storage area, and
it assigns parts of this area to threads to be used as thread-local caches. The allocator
considers the allocation requests smaller than some threshold as “small”, the other as
“large”. Thread-local cache is used to provide space for small allocation requests, while
large requests are allocated directly in the central storage, using different method. When a
thread-local cache size exceeds a threshold (which is dynamic: the threshold is lower when
the thread count is higher), some amount of free space in the cache is transferred to the
central storage. This prevents the large waste of space in applications using large number
of threads, where a lot of space would be taken by free blocks in thread-local cache [15].
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6.1.3 Two Level Segregate-Fit (TLSF)
TLSF is a dynamic memory allocator designed for the purpose of use in real-time, embedded
and other resource constrained systems. It was developed by a research group on Technical
University of Valencia in Spain. Main design criteria of TLSF are defined by the real-time
system domain: bounded response time, speed and efficient memory use (low fragmenta-
tion). TLSF claims to have a constant request cost O(1), with very low latency (claiming
the number of 168 CPU instructions per request). For fragmentation, TLSF claims to have
an average fragmentation cca 15%, and a measurement worst case was 25% [33, 11].
6.1.4 Jason Evans’ malloc implementation (jemalloc)
This allocator was initially created for the FreeBSD operating system, when the alloca-
tor present in FreeBSD C library (called pkhmalloc) was found to be a bottleneck for
multi-threaded programs on multi-processor systems [13]. Jemalloc replaced pkhmalloc in
FreeBSD, and also was later adapted by NetBSD as default system allocator. Jemalloc is
also used as a custom allocator in Firefox, where it was used to solve problems with memory
fragmentation, especially on Microsoft Windows platform [14].
Jemalloc is designed for good performance in multi-threaded environment, and uses
separate arenas for allocation for that purpose. The number of arenas is determined by
the number of processors on the system. For single processor systems only one arena is
created. On multi-processor systems, it is four times as many arenas as the processors.
These variables are the default, and are configurable. If there are more threads in an
application than there are arenas, some arenas are shared by multiple threads. Memory is
managed in multiples of the block size, which in default is 2MB. These blocks are aligned
on a block size multiple address. The allocation requests are divided in three categories
defined by their size, with different strategies taken for each category. Huge allocation
requests are stored in dedicated blocks. For small and large categories, the allocations are
made by splitting and coalescing the free space in blocks. The small allocations are divided
into three more subcategories, which are again treated differently [13].
6.1.5 nedmalloc
Nedmalloc is based on dlmalloc, the same allocator as ptmalloc is based on. No good
source describing the improvements was found aside from the sparse information on the
project homepage [7], which focus mainly on the effects of the improvements, and claims
to be generally significantly faster then ptmalloc, TCmalloc and Hoard. This allocator is
supposed to be portable, and usable in Windows operating system without modification.
6.1.6 The Hoard memory allocator
The author of Hoard memory allocator is Emery Berger from the University of Mas-
sachusetts Amherst, and the first version was written in year 2000. The initial goal of
the Hoard allocator was to solve problems introduced by poor allocator performance in
multi-threaded programs, especially avoiding false sharing and memory blowup. Scalabil-
ity, speed and low fragmentation were the additional criteria [3].
The main principle of Hoard is similar to that of TCmalloc. The allocator creates a
separate heap for all threads, and a main global heap. This provides the elimination of
a performance hit caused by lock contention: different thread requests are satisfied from
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Operating system Fedora release 12 (Constantine)
Kernel version 2.6.32.11-99.fc12.x86 64 (from Fedora package)
glibc version glibc-2.11.1-6.x86 64
gcc version gcc-4.4.3-4.fc12.x86 64
CPU Intel(R) Core(TM)2 Duo CPU T7300 @ 2.00GHz
Memory 2GB
Table 6.1: Testing system specification
Allocator Version Configuration (compilation)
ptmalloc 2.11.1-6 unknown (distribution)
Hoard 38 -march=nocona -fPIC -O2 -g
jemalloc linux 20080828a -O3 -g -fPIC
TCmalloc 1.5 -O2 -g -fPIC
nedmalloc 1.05 (svn 1078) -O2 -g -fPIC
TLSF 2.4.6 -O2 -g -fPIC
Table 6.2: Tested allocator versions
different heaps. Ownership of memory can be changed from global heap to separate thread
heap when more memory is needed, or vice versa when a thread heap contains a lot of free
space. Hoard tries to optimize the memory layout for caches by providing memory from a
single cache line to a single thread only. Hoard requests large areas of memory from the
operating system. These areas are divided to superblocks. The size of a superblock is always
a multiple of a page size. A superblock cannot be divided between more heaps, one heap
always exclusively owns a superblock. Requests are satisfied by dividing and coalescing
memory in one superblock. Huge memory requests (larger than a half of a superblock) are
treated differently: separate memory areas are requested for them using mmap() system
call [3].
6.2 Testing environment and tested allocator versions
All tests were performed on a single computer. Detailed information about the configuration
is in table 6.1. The tests were performed at runlevel 5, but the computer was not executing
anything computationally intensive except for the benchmarks. The exact versions and
configuration of the tested allocators is in table 6.2.
6.3 Analysis tests
This section describes the tests. All allocators were attempted to be tested in all cases, but
some of the allocators showed problems under certain use cases. The allocator which could
not be tested at all was nedmalloc, because it simply crashed anytime used. In an attempt
to isolate this crash and find out the possible reason (wrong compilation or usage, etc.) it
was determined that this allocator crashed even outside of the tool, with no non-standard
mechanisms in place, and with simple program doing just an allocation. So, it can be safely
said that these crashes are not caused by the tool, but a bug in this allocator.
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Another crashing allocator is TLSF, which occasionally crashed when the user program
was heavily threaded (more than 8 threads). For this reason, TLSF was omitted from
multi-threaded testing scenarios.
6.3.1 System call usage analysis
The purpose of this test is to analyze how the different allocators use system calls to obtain
or return memory to the operating system under different use cases. The reason for this
test is to determine how many system calls are issued by different allocators, and if the
allocator actually uses some memory returning system calls. The information about the
memory system call usage is not useful on its own (the numbers do not show any exact
quality), but the knowledge can be useful in conjunction with other data. For example on
systems where mmap() call is expensive (or not present at all) an allocator that relies just
on mmap() system call is not the best choice.
For the purpose of this test, two short traces of real programs were obtained using the
scenario-capture tool. First trace comes from inactive bash1, the second trace comes from
GCC2. Both traces are single-threaded. Syscall-dwarf probe was used for this testing. To
observe the behavior of the program if the exact same allocations were done in a multi-
threaded environment, the GCC scenario was modified by adding one more thread, which
was not doing any allocations. The usage pattern is identical (or nearly: theoretically,
the threading library could do some memory allocation in its code), the program is just
multi-threaded. It is interesting to see if this makes the allocator change its strategy.
It should be noted that the numbers are not totally precise. Some mmap() and brk()
calls can originate from different code: glibc initialization, pthread library and other inter-
nals. By experimenting, the counts of these calls were determined as 6 mmap(), 1 munmap(),
1 brk() calls for the single-threaded case, and 8 mmap(), 1 munmap(), 1 brk() call for the
one with two threads. The final values were obtained by substracting these default values
from the ones actually measured.
Allocator Allocations Deallocations mmap() munmap() brk()
ptmalloc (single) 5333 4512 0 0 4
ptmalloc (multi) 10666 4026 2 3 2
tcmalloc (single) 5332 4512 3 0 12
tcmalloc (multi) 10664 9026 3 0 14
hoard (single) 5332 4512 74 53 0
hoard (multi) 10667 9028 149 116 0
jemalloc (single) 5332 4512 4 4 0
jemalloc (multi) 10664 9026 8 8 0
TLSF (single) 5332 4512 0 0 31
TLSF (multi) 10664 9024 0 0 57
Table 6.3: System call counts (gcc)
The results are shown in tables 6.3 and 6.4. The tables clearly show that the allocators




Allocator Allocations Deallocations mmap() munmap() brk()
ptmalloc 28719 20979 0 0 4
tcmalloc 28718 20979 3 0 10
hoard 28718 20979 53 40 0
jemalloc 28718 20979 4 4 0
TLSF 28718 20979 0 0 36
Table 6.4: System call counts (bash)
break, while Hoard and jemalloc always operate on the memory mapped space. TCmalloc
uses a combination of both, but the strategy is the same, regardless on the number of
threads. Interesting is the behavior of ptmalloc, which uses the program break space for
single-threaded program and a combination of both approaches for multi-threaded testcase.
6.3.2 Overall program performance
Total program performance test attempts to measure the effect of the allocator character-
istics on the overall program performance. The scenario used for this test employs just few
allocations, on which various types of work is done. This attempts to invoke the situation
where the memory layout created by the allocator is more or less friendly to the cache
structure of the CPU. The used scenario employs two threads, and these threads are doing
different workjobs. Results were obtained by the totaltime probe. The negative effect of
poor memory placement is most likely exhibited as the increased system time. Addition-
ally to these synthetic scenarios, the real program traces from the previous test were used.
These do not use the allocated memory, but have interesting memory allocation pattern
properties, and it is interesting to see the program performance with this allocation pattern.
The results of the measurement are in tables 6.5, 6.6 and 6.7. The results are identical
for all three testcases: TCmalloc has the best performance, while Hoard does not seem to
handle these allocations patterns very well.
Allocator User time U stddev System time S stddev Real time R stddev
ptmalloc 13.436 0.017852 0.02 0.0 8.558 0.102218
tcmalloc 13.199 0.027701 0.0205 0.002236 8.3615 0.139559
hoard 14.1335 0.188185 1.5445 0.167284 10.7185 0.175687
jemalloc 13.6585 0.035582 0.02 0.0 8.525 0.094396
Table 6.5: Runtime, overall program performance test: crafted scenarios
6.3.3 Locality analysis
The purpose of this test is to give information about the locality characteristics of the
allocator, meaning the distance between two subsequent memory allocations. The locality
probe was used for this test. This probe gives directly the the values needed. The result is
the most frequent distance encountered during the execution. The percentage of distances
falling into certain size classes was also determined. The statistical values are not of great
use, because the probe does not filter requests which were done across different memory
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Allocator User time U stddev System time S stddev Real time R stddev
ptmalloc 0.435500 0.009445 0.134000 0.008826 0.577500 0.004443
tcmalloc 0.219000 0.007881 0.109000 0.007182 0.336000 0.005982
hoard 1.520000 0.036346 0.116500 0.011367 1.658000 0.034274
jemalloc 0.907500 0.015174 0.059000 0.001987 0.981500 0.130890
TLSF 0.864000 0.017764 0.138000 0.016193 1.009000 0.011972
Table 6.6: Runtime, overall program performance test: gcc trace
Allocator User time U stddev System time S stddev Real time R stddev
ptmalloc 1.647500 0.016504 0.334000 0.014290 1.997000 0.009234
tcmalloc 1.118500 0.040429 0.218000 0.011050 1.359000 0.047117
hoard 17.28400 0.372847 0.596000 0.156016 17.95650 0.416821
jemalloc 4.052000 0.026477 0.184500 0.013563 4.275500 0.034561
TLSF 4.541000 0.092670 0.402000 0.013984 4.952000 0.095545
Table 6.7: Runtime, overall program performance test: bash trace
pools (e.g. an allocation placed in space obtained by brk() and allocation placed in memory
mapped space), resulting in several extreme distances in the set, skewing the results. This
is a possible improvement of the memory model for locality analysis: it could track the
subsequent allocations placed into the same memory area.
Allocator Mode < 64B < 128B < 1kB < 4kB
ptmalloc 16 bytes 70.5% 71.5% 75.4% 77.5%
tcmalloc 48 bytes 44.5% 46.7% 49.9% 54.9%
hoard 0 bytes 49.6% 50.4% 55.6% 56.4%
jemalloc 0 bytes 44.7% 45.4% 48.2% 49.4%
TLSF 16 bytes 72.7% 74.0% 75.6% 77.1%
Table 6.8: Locality metrics: gcc
The results are quite interesting. There are two allocators which usually place the
allocations without any gap between them: Hoard and jemalloc. The mode of the gap size
for both TLSF and ptmalloc is 16 bytes, and for TCmalloc it is 48bytes, which is quite
large gap. However, the ability to put allocations generally “closer” to each other does
not necessarily mean that the allocations need to be put right after each other. TLSF and
ptmalloc have generally better locality, because both manage to put cca 70% of allocation
requests not more then 64b bytes far, while the rest of the allocator can put no more then
50% allocations this close. It should be noted that the percentage of gaps smaller than
one page (4kB) is not much larger then the percentage of gaps smaller then 64 bytes. This
holds for all allocators.
For bash testcase, the numbers are slightly different and the difference between one
page and 64 byte gap counts is more pronounced. Interesting fact is the dropped locality
of ptmalloc compared to that of TLSF. Generally, it is surprising that Hoard has such low
locality characteristics: it was designed with program locality as one of the main criteria.
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Allocator Mode < 64B < 128B < 1kB < 4kB
ptmalloc 16 bytes 38.3% 41.4% 54.6% 69.2%
tcmalloc 48 bytes 17.3% 18.2% 21.1% 26.2%
hoard 0 bytes 30.8% 33.3% 40.1% 44.5%
jemalloc 0 bytes 26.0% 27.6% 29.5% 36.4%
TLSF 16 bytes 54.0% 55.7% 65.8% 76.3%
Table 6.9: Locality metrics: bash
In these two tests, it performs better then jemalloc and TCmalloc, but significantly worse
then ptmalloc and TLSF.
6.3.4 Wasted memory analysis
This test analyzes the memory efficiency of the allocators, using the used-memory probe.
The scenarios used in this test are the same as the ones used in system call usage analysis
test. This test measures the percentage of the busy memory from the whole amount of
memory obtained from the operating system. Both testcases have some relevance even in
the real usage. In modern desktops it is not unusual to have several graphical terminals
running simultaneously, resulting in multiple bash processes running, each having similar
amount of memory obtained by the allocator. In the case of GCC the use case could be
a compile server, running jobs simultaneously. With COW allocation method in modern
Linux kernel the amount of unused memory obtained by the allocator is not as big problem
as it would be without it, but it is still better to have more efficient allocator.
Allocator Used memory mean Used memory median Best used memory
ptmalloc 49.1% 43.5% 94.6%
TCmalloc 01.8% 01.4% 04.9%
hoard 05.5% 04.5% 13.8%
jemalloc 14.0% 11.4% 38.7%
TLSF 54.8% 46.1% 92.1%
Table 6.10: Used memory percentage (gcc)
For GCC testcase, the most efficient allocator is TLSF, which is not surprising because
it was designed for the embedded systems. Very spatial efficient is ptmalloc. The efficiency
of the other three allocators was significantly lower, worst being TCmalloc. Interesting
metric is the best used memory percentage: it is generally better metric then the mean or
the median, because it gives an information about how the allocator handles the allocated
memory variation.
The bash testcase confirmed the results of GCC, showing almost the identical charac-
teristics. This testcase does more allocations then GCC, and the result of this seems to
be generally slightly higher mean and median values, with the associated decreased best


































Figure 6.1: Used memory percentage graph (GCC)
6.3.5 Scalability
This test attempted to discover the direct scalability of the allocators under an artificial
load of subsequent malloc/free pairs of identical size (the size was a parameter of the
test). The discovered metric was a number of operations the allocator does per second,
with different number of threads. For scalable allocator, the operation count per second
should not drop with rising number of threads, but it should rise linearly for as long as the
number of CPUs processing the testcase is larger or equal to the number of threads. When
there are more threads then CPUs, the throughput still should not drop, but it should stay
at the value it had with M threads on M CPUs.
To obtain this data, the totaltime probe was used. For a scenario with known number
of operations it is possible to divide this number by the real time mean value, obtaining
a number of operations for seconds, measured in millions for more understandable results.
Each thread of the scenario did a fixed number of requests (both allocations and deallo-
cations). The measurement was done for thread counts of power-of-two up to 64 threads,
and this was done for four allocation sizes: 8B, 128B, 4kB and 100MB, to test different
allocation algorithms most allocators employs for the allocations of different size classes.
The results are showed in figure 6.3.
The results clearly show that TCmalloc is right to claim to be both fast and scalable.
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Allocator Used memory mean Used memory median Best used memory
ptmalloc 52.5% 50.4% 78.8%
TCmalloc 02.2% 02.3% 03.4%
hoard 06.1% 06.3% 09.6%
jemalloc 10.8% 10.8% 17.0%
TLSF 62.8% 63.2% 72.8%
Table 6.11: Used memory percentage (bash)
For lower three allocation size requests, it clearly outperformed every other allocator. It
is also the only allocator that exploited the dual core processor of the testing system,
and its throughput rose between one and two threads, while all other allocator performance
dropped. The test showed that all tested allocators are scalable, with the exception of TLSF.
TLSF showed quite bad throughput in initial testing, but the tests were later abandoned,
because the testcases were running for too much long when run with larger allocations in
multiple threads. This allocator also exhibited random crashes.
Different results come in the scenario which does huge allocations. The performance is
much worse in this case, so the measurements had to be taken in tens of thousands requests
instead of the original millions. Some allocators serve just like a wrappers over an expensive
mmap call in this case, making their scalability worse. The best allocator for this purpose is
Hoard. The throughput of Hoard drops slowly with the increasing number of threads, but
not as massively as the other allocators. Interesting phenomenon is exhibited by jemalloc
allocator, whose throughput actually rises with more threads, with the final result for 64
threads being the best from allocators.
6.4 Test results discussion
This section discusses the technical results of the testing of the benchmarking tool, not the
results of the allocator testing. The tool generally serves its purpose well. The results are
clear and give quite good understanding about the allocator performance characteristics,
especially in comparison.
6.4.1 Testing results
The tool was able to measure various metrics of all discovered allocators. The probes clearly
show the differences between the allocators in various aspects under different conditions.
This was a goal of this work, so this can be considered as success. The tool abstracts all
problems in specifying the usage pattern, allocator differences, data gathering and analysis.
New probes are quite easy to add without much code duplication.
6.4.2 Issues found during testing
Most of the issues found during the testing were fixed before finish. The remaining ones
are determined by the design choices in the start of the project. One issue is the failure of
Systemtap to precisely trace the memory related event during very high load, especially in
heavily multi-threaded environment. Such conditions cause Systemtap buffers to overflow,
































Figure 6.2: Used memory percentage graph (bash)
incorrect in this case. The problem is especially painful because this happens silently, with
no warning. This could be solved by using a different tracing method, which would trace
the program reliably, even at the cost of lower performance of the benchmark. Different
tracing methods could be used if the probes are implemented as configurable.
Second issue is the bad performance of memory modeling probes when the tested sce-
nario contains a large number of allocation requests. The memory model class in Python
exhibits quite poor performance in this case, which could be improved by revising the
algorithms.
Last issue encountered is the communication between different parts of the probe via
temporary files. These files can grow very large (several GB) for the scenarios with a lot
of requests. This may cause unexpected problems when the disk space is constrained. It
probably causes performance problems, too.
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The conclusion chapter briefly evaluates the implemented tool in the first section. Second
section discusses the experimentally obtained data about tested dynamic memory allocators,
usefulness of these data, and therefore, by extension, also of the tool. Several possible future
improvements are discussed in the last section.
7.1 Evaluation
A tool for determining several performance metrics of the memory allocators was designed,
implemented and tested. The focus of the tool was to isolate the effects caused by the
allocator from the ones caused by other parts of the operating system as much as possible.
This was achieved by carefully observing the inputs and outputs, and computing the inter-
nals from the observations. The probing system is also partially modular. With the focus
on sharing code in Python modules whenever possible, this means another probes focused
on different metrics could be added without greater effort.
7.1.1 Usability
The tool implements few basic probes for determining several memory allocator performance
metrics The tool was tested on several open source memory allocators, and managed to pro-
vide the intended performance information about them. The tool allows to create memory
allocation scenarios covering the usual use cases, with an omission of some inter-thread
memory manipulation. The toolset also provides a mean how to capture a memory alloca-
tion scheme of an existing running program, and to create a input file for the benchmarking
probes from such trace.
The set of prerequisites for a successful benchmarking is quite large: internals knowledge,
debugging information, as well as large number of third party library dependencies.
7.1.2 Design issues
The design of the whole tool was underestimated. The tool was consisting of many smaller
parts, which needed to be integrated to work together. Because of object oriented Python
being the language of choice, the class level design should have been much more thorough,
with clear and precise specification of each unit, as well as the exact definition of class
responsibilities, inputs and outputs. This did not happen, causing integration issues. Sec-
ond issue with design was the usage of third party tools. Retrospectively, every external
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tool should have been encapsulated in a Python class, hiding the specifics of the tool.
These tools were used directly, breaking the object orientation, and introducing a data
flow elements into the architectures. Several components of the system were also need-
lessly over-engineered at the beginning, which then caused problems with maintenance and
shifted focus from the main purpose of the tool. These issues were a valuable experience,
and in combination with the theoretical basis of this work, there are many improvements
possible.
7.2 Future work proposition
The focus of the possible future improvements should be the removal of the prerequisites
needed for benchmarking: the need for debugging information and internals knowledge.
This could involve designing a different tracing methods, which could be used to obtain
various information for analysis, especially about the internal memory layout of the alloca-
tor.
The second area of possible improvement is the removal of the issues described in section
6.4.2, which would result in better performance.
The last option of the future work could be the careful examination of the design
issues of the tool. Combined with the theoretical basis of this work and practical testing,
the new and improved design and implementation of several parts (especially the scenario




A.1 Required setup and dependencies









The the probes are run using the benchmark.py script with appropriate parameters. It
needs to be run from the source directory (src) to work, because of the correct paths.
Different scenarios need different parameters set. Possible parameters can be displayed by
using standard -h parameter of the script, as it is shown in listing A.2.
A.3 Results comparison
To compare the obtained data for more allocators, the compare.py scripts can be used.
This script takes one parameter: name of the probe. The rest of the arguments is expected
to be in name:filename format, and for successful comparison, at least two arguments need
to be provided.
A.4 Scenario capture
The scenario capture utilities are in scenario-capture directory. There are two versions
of the capturing scripts: capture-stap.sh and capture-wrap.sh. The former is using
Systemtap to do its job, the latter is using a wrapper library. Both have some prerequisites.
For successful use of Systemtap capturing utility, the stap-config.sh files must be edited
with the right information about the system allocator. The system also needs to have
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$ ./ benchmark.py -h
Usage: benchmark.py [options]
Options:
-h, --help show this help message and exit
-a FILE , --allocator=FILE
ABSOLUTE path to allocator to test.
If not specified , system library will be used
-v, --verbose More verbose output
-s FILE , --scenario=FILE
Scenario file to use
-m MALLOC_FUNCTION , --malloc=MALLOC_FUNCTION
Name of malloc function in a library
-f FREE_FUNCTION , --free=FREE_FUNCTION
Name of free function in a library
-p PROBE , --probe=PROBE
Probe name
-c NUMBER , --count=NUMBER
Sample size (number of measurements)
-b NUMBER , --bsize=NUMBER
Batch size (number of executions per measurements)
-l MARG , --malloc -arg=MARG
Name of the malloc arg in the library
-e FARG , --free -arg=FARG
Name of the free arg in the library
Figure A.1: benchmark.py usage
debugging information installed for this allocator. The wrapper version needs a wrapper
library built. If this library is not found by the wrapper, the script will attempt to build
it. It can also be built with make command with the provided Makefile.
To use the capturing utilities, they need to be run from the scenario-capture directory.
Both versions are used analogically: the command to be captured is simply passed as an
argument to one of the scripts (see A.4). After the command ends, the scripts prints the
file names of the created scenario file.
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$ ./capture -wrap.sh gcc -v
Using built -in specs.
Target: x86_64 -redhat -linux
Configured with: (... shortened ...)
Thread model: posix
gcc version 4.4.3 20100127 (Red Hat 4.4.3 -4) (GCC)
Created scenarios:
/tmp/tmpSbn0WU19897
$ ./capture -stap.sh gcc -v
Using built -in specs.
Target: x86_64 -redhat -linux
Configured with: (... shortened ...)
Thread model: posix
gcc version 4.4.3 20100127 (Red Hat 4.4.3 -4) (GCC)
Created scenarios:
/tmp/tmppeZviG19858




A simple use case example is provided here to show how the tool is supposed to be used.
It will show the benchmarking of two allocators with used-memory probe (analyzing their
spatial efficiency) with subsequent comparison of the results.
First allocator will be the standard system allocator, notice its path in system /lib64
directory. The allocator function and argument names match those set as default, so they
do not need to be specified. The first run of the benchmark is shown in listing B.
$ ./ benchmark.py probe -p used -memory\
-a /lib64/libc -2.11.1. so\
-s scenarios/initial.scenario
Loading the probe [ PASS ]
Probe validation [ PASS ]
Probe preparation [ PASS ]
=============================================================================




Min Q1 Median Q3 Max
--- -- ------ -- ---
0.000000 0.000078 0.496241 0.695660 0.782260
Used memory ratio in time plot: /tmp/tmp.Wz7Co58hEz.ps
Used memory ratio in time raw data: /tmp/tmp.zmqQj4Wx6L.txt
=============================================================================
Probe run [ PASS ]
Figure B.1: Example: running used-memory probe on system allocator
We store the provided raw data file to a separate location, for later use, e.g. to
/tmp/libc-used-memory.txt. Now, a second run will be performed, on TLSF alloca-
tor stored in temporary file. This allocator functions and parameter names are different
from the default, so they need to be set, otherwise the run would not be successful. This is
done with -m, -f, -l, -e arguments. Look at the second run in listing B. Again, we store
the raw output data to /tmp/tlsf-used-memory.txt. Now the last step is the comparison.
Comparing is simply done with compare.py script and the raw output stored from the two
runs. See listing B. Each argument is composed from two parts separated by colon. First
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$ ./ benchmark.py probe -p used -memory\
-a /tmp/tlsf.so\
-s scenarios/initial.scenario\
-m tlsf_malloc -f tlsf_free\
-l size -e ptr
Loading the probe [ PASS ]
Probe validation [ PASS ]
Probe preparation [ PASS ]
=============================================================================




Min Q1 Median Q3 Max
--- -- ------ -- ---
0.000000 0.000020 0.245217 0.983457 0.984829
Used memory ratio in time plot: /tmp/tmp.dGPpSqJgyl.ps
Used memory ratio in time raw data: /tmp/tmp.2 GmeINmD0o.txt
=============================================================================
Probe run [ PASS ]
Figure B.2: Example: running used-memory probe on TLSF
part is the identification of the result file, the second is the path to the raw data files we
stored from the benchmark runs.
$ ./ compare.py -p used -memory\
TLSF:/tmp/tlsf -used -memory.txt\
glibc :/tmp/glibc -used -memory.txt
Loading the probe [ PASS ]
=============================================================================
Allocator ordered by means (informational ):
TLSF : ~44%
glibc: ~39%
Comparison graph (ps format ): /tmp/tmpS9qlu7.ps
=============================================================================
Probe comparison [ PASS ]
Figure B.3: Example: comparison of the benchmark runs
The output of the comparing script depends on the probe. In this case, it is a textual





Allocator malloc malloc parameter free free parameter
ptmalloc malloc bytes free mem
TCmalloc malloc size free ptr
Hoard hoardmalloc sz hoardfree ptr
jemalloc malloc size free ptr
TLSF tlsf malloc size tlsf free ptr
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