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1 Einleitung
Die Mechatronik ist heutzutage aus vielen technischen Produkten nicht mehr wegzudenken.
Diese Produkte begegnen uns in fast allen Bereichen des ta¨glichen Lebens: sie ﬁnden sich
in Kraftfahrzeugen, Flugzeugen und in der Medizintechnik ebenso wie in Windkraftanla-
gen, in Festplatten, CD/DVD-Spielern und sogar in Spielzeugen. Mechatronische Systeme
beruhen auf dem engen Zusammenwirken von mechanischen, elektrotechnischen, regelungs-
technischen und informationstechnischen Komponenten.
Die VDI-Richtlinie 2206
”
Entwicklungsmethodik fu¨r mechatronische Systeme“ deﬁniert
die Mechatronik folgendermaßen [VDI04]:
Mechatronik ist das enge synergetische Zusammenwirken der Fachdisziplinen
Maschinenbau, Elektrotechnik und Informationstechnik beim Entwurf und der
Herstellung industrieller Erzeugnisse sowie bei der Prozessgestaltung.
Getrieben durch den rasanten Fortschritt in der Mikroelektronik kommt der Informati-
onstechnik in technischen Produkten eine immer gro¨ßere Bedeutung zu. Durch gestiege-
ne Rechenleistungen, Speicherkapazita¨ten und fortgeschrittene Kommunikationstechniken
wird die Entwicklung intelligenter mechatronischer Systeme ermo¨glicht, die in der Lage
sind, autonom und ﬂexibel auf sich a¨ndernde Anforderungen und Betriebsbedingungen zu
reagieren.
Die Anforderungen und Zielsetzungen, die an ein System gestellt werden, sind dabei
recht unterschiedlicher Natur und ergeben sich im Wesentlichen aus den Aufgaben und
Funktion eines Systems, dem Kontext, in dem das System zum Einsatz kommt, aber auch
aus den fu¨r die Aufgabe beno¨tigten Ressourcen.
Bei mechatronischen Systemen, die gepra¨gt sind durch die kontrollierte Bewegung von
Massen, ist die Funktionalita¨t eng mit dem Bewegungsverhalten des Systems verbunden.
Aufgrund des starken Bezuges zur Regelungstechnik werden Zielsetzungen an das Bewe-
gungsverhalten meist u¨ber die Gu¨te der Steuerungen/Regelungen ausgedru¨ckt. Anforde-
rungen an den Ressourcenverbrauch beziehen sich meist auf den Energiebedarf. Zusa¨tzlich
ergeben sich aus dem Umfeld und den konkreten Aufgaben des Systems spezielle Anforde-
rungen, wie beispielsweise an die La¨rmentwicklung einer Maschine oder an die Schadstof-
femissionen von Kraftfahrzeugen.
Diese Anforderungen sind im Allgemeinen gegensa¨tzlicher Natur und widersprechen
sich in einem gewissen Maße. Bereits die Zielsetzungen an die Funktionalita¨t sind ge-
gensa¨tzlicher Natur. So stehen bspw. die Forderungen, eine Bewegung sowohl schnell, als
auch gut geda¨mpft und pra¨zise auszufu¨hren, im Konﬂikt zueinander. Besonders oﬀensicht-
lich wird dies bei den Anforderungen, die auf den Nutzen, also auf Funktionalita¨t eines
Systems, abzielen und den Zielsetzungen, die den dafu¨r notwendigen Aufwand betreﬀen.
Nutzen und Aufwand stehen in einem fundamentalen Konﬂikt zueinander. So ist die Eﬃ-
zienz von Systemen durch das Verha¨ltnis von Nutzen zu Aufwand deﬁniert:
Eﬃzienz = Nutzen
Aufwand
1
1 Einleitung
Ein technisches System stellt immer eine Kompromisslo¨sung zwischen den unterschied-
lichen Zielsetzungen dar. Bei einem optimal ausgelegten System erfordert die gleichzeitige
Verbesserung aller Ziele ho¨herwertigere Komponenten, wie bessere Sensorik und Aktorik,
oft aber auch einen erho¨hten Ressourcenbedarf.
Sind technische Systeme im Betrieb unterschiedlichen Betriebsbedingungen ausgesetzt,
oder unterliegen sie sogar wechselnden Zielen, so mu¨ssen diese im Entwurfsprozess
beru¨cksichtigt werden. Konventionelle Systeme werden auf einen festen Kompromiss hin
ausgelegt. Dieser fa¨llt meist konservativ aus, um eine hohe Robustheit gegenu¨ber solchen
Vera¨nderungen zu erreichen. Dies bedeutet jedoch, dass sich das System nur selten optimal
verha¨lt. Besonders Situationen, die von ihren Eigenschaften her etwas abseits der Norm
liegen, ko¨nnen oft nur suboptimal bewa¨ltigt werden.
Dieses Potential kann durch intelligente technische Systeme erschlossen werden, die in
der Lage sind die aktuellen Betriebsbedingungen und Anforderungen zu erfassen und sich
autonom auf vera¨nderte Situationen einzustellen. Solche intelligenten Systeme werden in
dieser Arbeit als selbstoptimierende Systeme bezeichnet.
Diese Sichtweise auf selbstoptimierende technische Systeme gru¨ndet sich auf den Son-
derforschungsbereich 614 (SFB 614)
”
Selbstoptimierende Systeme des Maschinenbaus“1 an
der Universita¨t Paderborn. Der SFB 614 befasst sich mit der Erforschung von Methoden,
Verfahren und Konzepten fu¨r den Entwurf solcher intelligenter Systeme. Der Begriﬀ der
Selbstoptimierung von technischen Systemen wird hier folgendermaßen deﬁniert:
Unter Selbstoptimierung eines technischen Systems wird die endogene An-
passung der Ziele des Systems auf vera¨nderte Einﬂu¨sse und die daraus resultie-
rende zielkonforme autonome Anpassung der Parameter und ggf. der Struktur
und somit des Verhaltens dieses Systems verstanden. Damit geht Selbstopti-
mierung u¨ber die bekannten Regel- und Adaptionsstrategien wesentlich hinaus;
Selbstoptimierung ermo¨glicht handlungsfa¨hige Systeme mit inha¨renter
”
Intelli-
genz“, die in der Lage sind, selbststa¨ndig und ﬂexibel auf vera¨nderte Betriebs-
bedingungen zu reagieren. [SFB04]
Das besondere Merkmal selbstoptimierender Systeme ist die Fa¨higkeit, selbststa¨ndig die
eigenen Ziele anzupassen. Dies unterscheidet selbstoptimierende Systeme von klassischen
Systemen, die auf bereits zum Entwurfszeitpunkt festgelegte, ﬁxe Ziele hin optimiert sind.
Die Ziele werden auf die aktuelle Betriebssituation abgestimmt und die Systemkonﬁgura-
tion bezu¨glich dieser Ziele optimiert. Dies resultiert letztendlich in einer Anpassung des
Systemverhaltens.
1.1 Neue Bahntechnik Paderborn
Zentraler Demonstrator des SFB 614 ist das RailCab der Forschungsinitiative Neue Bahn-
technik Paderborn (NBP) [RC10].
Die NBP beschreibt ein neuartiges Verkehrskonzept, dessen Idee darin besteht, den
Individualverkehr vom PKW auf die Schiene zu bringen. Die Trennung zwischen Nah-
und Fernverkehr sowie Gu¨ter- und Personentransport wird aufgelo¨st. Dies wird ermo¨glicht
1 Gefo¨rdert durch die Deutsche Forschungsgemeinschaft (DFG) [SFB01, SFB04, SFB08, SFB10]
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Abbildung 1.1: Teststrecke und Versuchsfahrzeug in Paderborn
durch viele kleine, autonome Fahrzeuge, den sogenannten RailCabs, die ﬂexibel nach Be-
darf Personen und Gu¨ter ohne Zwischenstopps zum Ziel transportieren.
Die Erprobung dieses komplexen mechatronischen Systems ﬁndet seit 2003 auf einer
Teststrecke im Maßstab 1∶2,5 an der Universita¨t Paderborn statt (Abb. 1.1).
Das RailCab-System zeichnet sich durch eine hohe Modularita¨t aus. Abbildung 1.2 zeigt
die wichtigsten Module, deren Eigenschaften im Folgenden kurz aufgelistet werden. Ei-
ne detaillierte Beschreibung des RailCab-Systems und der intelligenten Funktionsmodule
ﬁndet sich u. a. in [EHO01, Hen03, LH05, Tra¨06, LGH+09].
 Der Antrieb erfolgt u¨ber einen doppeltgespeisten Linearasynchronmotor. Mehrere
RailCabs ko¨nnen sich bei diesem Konzept auf einem Statorabschnitt beﬁnden. Die
Energieu¨bertragung geschieht beru¨hrungslos u¨ber den Antrieb, so dass Oberleitungen
entfallen. Durch die hohe Positioniergenauigkeit lassen sich Konvois mit wenigen
Zentimetern Abstand zwischen den Fahrzeugen aufbauen.
 Die Fahrzeuge besitzen Einzelachsfahrwerke mit Losra¨dern. Ein Sinuslauf, wie bei
herko¨mmlichen Schienenfahrzeugen tritt hier nicht auf, die Zentrierung im Gleis
geschieht u¨ber eine aktive Spurfu¨hrung. Die Lage der Achse im Gleis wird u¨ber
beru¨hrungslose Wirbelstromsensoren gemessen und die Zentrierung u¨ber eine Verdre-
hung der Achse erreicht. Die Weichen beim RailCab-System sind passiv ausgefu¨hrt.
Die Richtungswahl wird nicht fahrwegseitig u¨ber die Stellung der Weichen bestimmt,
sondern fahrzeugseitig u¨ber die aktive Spurfu¨hrung gesteuert. Dies erlaubt es einzel-
nen Fahrzeugen bei voller Geschwindigkeit aus einem Konvoi auszuscheren.
 Die Federung des RailCabs ist als ein da¨mpferloses aktives Federungssystem aufge-
baut. Die Da¨mpfung wird vollsta¨ndig u¨ber geregelte hydraulische Zylinder erreicht.
Ein Neigen des Aufbaus in Kurven ist u¨ber diese Zylinder ebenfalls mo¨glich.
Das RailCab eignet sich hervorragend als Demonstrator fu¨r den SFB 614, da es eine große
Bandbreite an mo¨glichen Szenarien fu¨r den Einsatz von Selbstoptimierung aufweist. Diese
reichen von den untersten Aktoren u¨ber das Fahrzeug und die Konvois bis hin zur Logi-
stik. Ebenso stellt die NBP mit der Teststrecke, den Versuchsfahrzeugen und Pru¨fsta¨nden
eine hervorragende Infrastruktur fu¨r die Erprobung zur Verfu¨gung. So wird in dieser Ar-
beit auf den Pru¨fstand der NBP fu¨r ein neuartiges Unterﬂur-Federungssystem [Sch06]
zuru¨ckgegriﬀen.
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Aufbau mit Tragrahmen,
Rechentechnik und Batterie
Aktive Federung mit
Hydraulikversorgung,
Ventilblöcken und Speichern
Fahrwerk mit Achsen und
aktiver Spurführung
Linearmotor
Abbildung 1.2: Modularer Aufbau des RailCabs
1.2 Zielsetzung und Motivation
Das Ziel dieser Arbeit ist die Realisierung einer selbstoptimierenden Regelung in einem
hierarchisch verteilten mechatronischen System. Der besondere Schwerpunkt liegt dabei auf
den unteren Strukturebenen eines mechatronischen Systems, bei denen starke gegenseitige
physikalische Wechselwirkungen eine ganzheitliche Betrachtung der einzelnen Teilsysteme
erfordern.
Mechatronische Systeme werden immer komplexer. Die Beherrschung dieser hohen
Komplexita¨t durch die Entwickler erfordert eine klare Strukturierung dieser Systeme. In
[Lu¨c92, HSNL97, LHL01] und [Hes06] wird ein Strukturierungsansatz beschrieben, der sich
an den Bewegungsfunktionen des mechatronischen Systems orientiert und in zahlreichen
praktischen Arbeiten bewa¨hrt hat. Durch Modularisierung und Hierarchisierung wird das
System anhand funktionaler Gesichtspunkte in eine modular-hierarchische Aggregatstruk-
tur mit den folgenden Strukturelementen zerlegt:
 Mechatronische Funktionsmodule (MFM)
 Mechatronische Funktionsgruppen (MFG)
 Autonome Mechatronische Systeme (AMS)
 Vernetzte Mechatronische Systeme (VMS)
Die einzelnen Aggregate der Gruppen MFM, MFG, AMS und VMS realisieren intelligente
Teilfunktionen und werden hierarchisch zu ho¨herwertigen Funktionen des Gesamtsystems
verknu¨pft.
Die Umsetzung dieser intelligenten Funktionen erfordert eine eigene informationsverar-
beitende Einheit fu¨r jedes der Aggregate. Im Kontext selbstoptimierender mechatronischer
Systeme ist das Konzept des Operator-Controller-Moduls (OCM) [OHG04a] gut geeig-
net, da hier neben den Funktionen zur Steuerung/Regelung, zur Ablaufsteuerung und
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U¨berwachung des Systems auch Funktionen zum Zwecke der Selbstoptimierung in eine
u¨bersichtlich strukturierte Informationsverarbeitung mit klaren Schnittstellen eingebettet
werden ko¨nnen. Aus der Verknu¨pfung der Teilfunktionen zu ho¨herwertigen Funktionen
folgt direkt eine hierarchische organisierte Kommunikation zwischen den OCM der einzel-
nen Aggregate.
Die Realisierung der Selbstoptimierung innerhalb dieser hierarchischen OCM-
Architektur stellt besondere Anforderungen an die Methoden und Verfahren. In dieser
Arbeit wird das Konzept einer u¨ber diese OCM-Architektur verteilten Wissensbasis vor-
geschlagen, die auf jeder Ebene der Architektur Informationen u¨ber das System und sein
Umfeld als Entscheidungsgrundlage fu¨r einen Selbstoptimierungsprozess bereitstellt. Es
wird dabei besonderer Augenmerk auf die Kapselung der einzelnen Module und auf den
Abstraktionsgrad der Informationen auf den verschiedenen Ebenen der Architektur gelegt.
Aufbauend auf der Wissensbasis wird in dieser Arbeit das Konzept einer selbstoptimie-
renden Regelung verfolgt, die auf Basis paretooptimaler Konﬁgurationen2 arbeitet, die in
der hierarchischen Wissensbasis hinterlegt sind. Im Fokus stehen hierbei regelungstechni-
sche Systeme, deren Sto¨rverhalten fu¨r die Funktionalita¨t des Systems entscheidend ist. Der
Prozess der Selbstoptimierung wird u¨ber einen sog. Zielregelkreis realisiert, der analog zu
einer klassischen Regelung aufgebaut ist. So ko¨nnen bestimmte Analyse- und Synthese-
methoden fu¨r zeitdiskrete Regelungen auch auf diesen Zielregelkreis angewendet werden.
1.3 Aufbau der Arbeit
Insgesamt werden in dieser Arbeit drei thematische Stoßrichtungen verfolgt:
 Methoden und Verfahren der Mehrzieloptimierung
 Wissensbasis fu¨r selbstoptimierende hierarchische mechatronische Systeme
 Selbstoptimierende Regelungen auf Basis paretooptimaler Konﬁgurationen
Die Arbeit ist in die folgenden Kapitel untergliedert:
Kapitel 2 beschreibt die Grundlagen des modular-hierarchischen Strukturierungsansat-
zes fu¨r mechatronische Systeme. Neben der Aggregatstruktur und der Beschreibung der
Strukturelemente wird auf die lokale und die hierarchisch verteilte Informationsverarbei-
tung selbstoptimierender mechatronischer Systeme eingegangen.
Optimierungsverfahren sind ein essenzieller Bestandteil selbstoptimierender mechatro-
nischer Systeme. In den Kapiteln 3, 4 und 5 werden die notwendigen Grundlagen fu¨r die
Anwendung mathematischer Optimierungsverfahren bei Auslegung mechatronischer Syste-
me vorgestellt.
Das Kapitel 3 beschreibt die Grundlagen der mathematischen Optimierung und der
Mehrzieloptimierung. Es werden einige ableitungsbehaftete Verfahren fu¨r kontinuierliche
Optimierungsprobleme vorgestellt und verschiedene Wege aufgezeigt, wie diese zur Lo¨sung
von Problemen mit mehreren Zielfunktionen eingesetzt werden ko¨nnen.
2 Eine paretooptimale Konﬁguration, benannt nach dem italienischen Wirtschaftswissenschaftler Vil-
fred Pareto 1848-1923, ist das Ergebnis der Optimierung eines Systems nach mehreren Zielen gleich-
zeitig.
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In Kapitel 4 wird gezeigt, wie der Entwurf mechatronischer Systeme als ein Optimie-
rungsproblem formuliert werden kann. Ausgehend von der mathematischen Pra¨zisierung
der Anforderungen und Ziele, die an das System gestellt werden, wird ein Optimierungs-
modell aufgebaut, welches das Modell der Strecke und des Reglers um ein Anregungs- und
Bewertungsmodell erweitert. In diesem Kapitel wird zudem eine U¨bersicht u¨ber ha¨uﬁg
verwendete Bewertungsfunktionen gegeben.
In Kapitel 5 wird auf die Sensitivita¨tsanalyse von Simulationsmodellen dynamischer
Systeme eingegangen. Der Erfolg ableitungsbehafteter Optimierungsverfahren ha¨ngt we-
sentlich von der Genauigkeit der Sensitivita¨ten ab. Diese werden u¨ber die Gradienten der
Zielfunktionen angegeben. Die Berechnung erfolgt meist mit Hilfe von Diﬀerenzenquotien-
ten. Die Algorithmische Diﬀerentiation ist eine alternative Methode, welche die Berech-
nung der Gradienten von Funktionen, die in Form eines Computerprogramms vorliegen,
ermo¨glicht. In dem Kapitel werden die grundlegenden Arbeitsweisen und die Implementie-
rungstechniken mit ihren Vor- und Nachteilen vorgestellt. Des Weiteren wird der Einsatz
bei der Simulation dynamischer Systeme diskutiert.
Kapitel 6 geht auf den Prozess der Selbstoptimierung und seine Anwendung auf Selbst-
optimierende Regelungen ein. Es wird die Beziehung zu adaptiven Regelungen aufgezeigt
und die Struktur einer lokalen Wissensbasis zur Unterstu¨tzung des Selbstoptimierungspro-
zesses vorgestellt. Diese Arbeiten bilden die Grundlage fu¨r den Aufbau der hierarchischen
Wissensbasis.
Kapitel 7 beschreibt die hierarchische Wissensbasis fu¨r selbstoptimierende mechatro-
nische Systeme. Die hierarchische Wissensbasis beruht auf zwei wichtigen Konzepten. Das
”
Ru¨ckgrat“ der Wissensbasis bildet ein hierarchisches u¨ber die OCM-Architektur verteil-
tes Modell, welches fu¨r jedes Aggregat das Verhalten in einem angepassten Detaillierungs-
grad beschreibt. Auf der Basis dieses hierarchischen Modells arbeitet eine hierarchische
Mehrzieloptimierung, die die paretooptimalen Systemkonﬁgurationen fu¨r den Selbstopti-
mierungsprozess zur Verfu¨gung stellt.
Die Umsetzung des hierarchischen Modells und der hierarchischen Mehrzieloptimie-
rung erfolgt in Kapitel 8 am Beispiel des Unterﬂur-Federungspru¨fstandes der NBP. Der
Pru¨fstand wird hier nach den gegensa¨tzlichen Zielen Komfort und Leistungsbedarf hin op-
timiert. Die geschieht unter Ausnutzung der modular-hierarchischen Struktur des Systems.
Das Ergebnis sind die Paretomengen der Reglerparameter fu¨r jedes Modul des Pru¨fstandes.
In Kapitel 9 wird das Konzept eines Ziel-Regelkreises zur Realisierung der Selbst-
optimierung bei gesto¨rten mechatronischen Systemen vorgestellt. Ein solcher Regelkreis
kann unterschiedliche Regelungsabsichten verfolgen. Vorgestellt werden drei Varianten:
die Zielregelung auf Zielrelationen und die Zielregelung auf absolute Zielvorgaben arbei-
ten analog zu einer klassischen Regelung nach einem festen Regelungsgesetz. Die Anwen-
dung dieser Regelkreise erfolgt am Modell des Federungspru¨fstands. Die gradientenbasierte
Zielregelung basiert auf einem Gradientenverfahren. Die hierfu¨r notwendigen Abstiegs-
richtungen werden mit einem erweiterten Beobachter im Betrieb ermittelt.
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2.1 Aggregatstruktur
Mechatronische Systeme und insbesondere selbstoptimierende Systeme zeichnen sich durch
ein hoch komplexes Zusammenspiel der beteiligten Systembestandteile aus. Zur Beherr-
schung der Komplexita¨t ist eine u¨bersichtliche und systematische Strukturierung dieser
Systeme zwingend erforderlich. Ha¨uﬁg werden hierzu in Technik und Informatik die Prin-
zipien der Modularisierung und Hierarchisierung1 angewendet. Durch die Zerlegung in
kleinere, u¨berschaubare Module la¨sst sich die Komplexita¨t des Gesamtsystems reduzieren.
Nach Koch werden an solche modulare mechatronische Systeme die folgenden Anforde-
rungen gestellt [Koc05, LK05]:
 Klare Deﬁnition von Bauteilschnittstellen zur Kopplung: Bei der Strukturierung me-
chatronischer Systeme sind die Deﬁnition und die Speziﬁkation von Schnittstellen
(mechanische Ankoppelstellen, informationstechnische Schnittstellen usw.) wichtig,
damit die Teilkomponenten parallel entwickelt und spa¨ter leicht integriert werden
ko¨nnen.
 Kapselung von Informationen: Zur Steigerung der U¨bersichtlichkeit werden Teilsy-
steme als gekapselte Einheiten betrachtet, die u¨ber die Schnittstellen an die sie um-
gebenden Komponenten angebunden sind.
 Hierarchischer Aufbau von komplexen Baugruppen mit Hilfe von Subsystemen: Die
Subsystemtechnik ergibt sich zwangsweise aus dem Prinzip der Hierarchisierung. So
werden Teilfunktionen von Teilkomponenten u¨bernommen, die wiederum in das Ge-
samtsystem eingebettet sind.
Der strukturierte Entwurf mechatronischer Systeme ist seit einigen Jahren Gegenstand
von Forschungen. In [Lu¨c92, HSNL97, Nau00, LHL01, Koc05, Hes06] ist eine Methode
entstanden, welche zu einem modular-hierarchisch strukturierten System fu¨hrt und dabei
sowohl die mechanische Tragstruktur, die Sensorik und Aktorik als auch die regelnde Infor-
mationsverarbeitung mit einbezieht. Diese Strukturierungs- und Entwurfsmethode hat sich
in vielen Anwendungen bewa¨hrt und ist in die VDI-Richtlinie 2206
”
Entwicklungsmethodik
fu¨r mechatronische Systeme“ [VDI04] eingeﬂossen.
Der wesentliche Gedanke dieser Methode ist die Gliederung des mechatronischen Systems
anhand seiner Bewegungsfunktionen. Die hieraus gebildete Bewegungsfunktionsstruktur
bildet die Grundlage fu¨r die Einteilung des mechatronischen Systems in einzelne mecha-
tronische Aggregate. Einzelnen Funktionen oder Teilba¨umen der Funktionsstruktur werden
Aggregate zugeordnet (vgl. [Koc05, Hes06]). Diese Aggregate integrieren die mechatroni-
schen Grundbausteine: mechanische Tragstruktur, Aktoren, Sensoren sowie die regelnde
1 Modularisierung: funktionale Kapselung von Teilmodulen auf horizontaler Ebene
Hierarchisierung: vertikale Gliederung der Systemstruktur
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Informationsverarbeitung. In der Hierarchie ho¨her gelagerte Aggregate gliedern hierbei
unterlagerte Aggregate als Aktoren oder auch als Aktor-Sensorgruppen ein.
Zur Klassiﬁzierung der mechatronischen Aggregate haben sich die folgenden Struktur-
elemente herauskristallisiert:
 Mechatronisches Funktionsmodul (MFM): Das Konzept eines mechatronischen
Funktionsmoduls wurde erstmals von Lu¨ckel in [Lu¨c92] vorgestellt. Dieses MFM
bildet das Basiselement eines mechatronischen Systems und dient der Umsetzung ak-
torischer Teilbewegungsfunktionen. Alle vier Grundbausteine eines mechatronischen
Systems sind in einem MFM enthalten. D. h., es besteht aus einer mechanischen
Tragstruktur, die u¨ber Aktoren bewegt werden kann. Anhand von Sensorsignalen
berechnet die Informationsverarbeitung Steuereingriﬀe fu¨r die Aktoren und beein-
ﬂusst so die Bewegung der Tragstruktur.
Ein MFM kann als ein intelligenter, geregelter Aktor angesehen werden. Als solcher
kann es seinerseits in ein u¨berlagertes MFM eingebettet werden. Aus regelungstechni-
scher Sicht entsteht hierdurch eine Kaskadenregelung, bei der das u¨berlagerte Modul
dem unterlagerten Modul eine Sollbewegung u¨ber Referenzsignale vorgibt. Das un-
terlagerte MFM reicht ggf. Sensorwerte zuru¨ck. Fu¨r diese Kommunikation muss das
MFM u¨ber eine informationstechnische Schnittstelle verfu¨gen, u¨ber die regelungs-
technische Signale wie Referenz- und Sensorsignale ausgetauscht werden ko¨nnen.
 Mechatronische Funktionsgruppe (MFG): Die mechatronische Funktionsgrup-
pe ist erst nachtra¨glich in das Strukturierungskonzept aufgenommen worden [LHL01].
Eine MFG wird bei komplexeren Systemen beno¨tigt, um Teilbewegungsfunktionen
weiter zu untergliedern und durch eigene Strukturelemente zu realisieren. Einer
MFG ist kein eigenes mechanisches Tragsystem eineindeutig zugeordnet, sie bein-
haltet lediglich eine Informationsverarbeitung und zugeho¨rige Sensorik. Da verschie-
dene MFG eines mechanischen Grundsystems dieselben unterlagerte Aktoren nutzen
ko¨nnen, ist auch eine eindeutige Zuordnung von Aktoren nicht mo¨glich. Die MFG
untergliedert vielmehr die Informationsverarbeitung eines MFM oder des AMS und
ist somit auch der Tragstruktur des jeweiligen MFM bzw. des AMS zugeordnet.
 Autonomes mechatronisches System (AMS): Das AMS bildet das oberste
Strukturelement das u¨ber eine eigene mechanische Tragstruktur verfu¨gt und kommt
daher innerhalb dieser Tragstruktur nur einmal vor. Es verbindet die unterlagerten
MFM durch mechanische Kopplungen.
Das AMS realisiert die Hauptbewegung des Systems und ist in der Lage, autonom in
seiner Umgebung zu agieren. Im Falle eines mobilen System muss es daher mit einer
eigenen Energieversorgung ausgestattet sein. Zusa¨tzlich zur verbindenden Tragstruk-
tur kann das AMS u¨ber Sensoren und eine eigene Informationsverarbeitung verfu¨gen.
Die Aktoren des AMS werden in der Regel durch die unterlagerten MFM realisiert.
Ein mobiles System wie ein PKW oder auch das RailCab sind typische Beispiele fu¨r
ein AMS. Aber auch ein in sich abgeschlossenes stationa¨res System wie ein Ferti-
gungsroboter kann als AMS aufgefasst werden.
 Vernetztes mechatronisches System (VMS): Das VMS wurde von Honekamp
und anderen in [HSNL97] eingefu¨hrt, um Fahrzeugverba¨nde in das Strukturierungs-
konzept einzubinden. Werden mehrere AMS miteinander verkoppelt, entsteht ein
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vernetztes mechatronisches System. Auf der Ebene der VMS ﬁndet nur noch eine
rein informationstechnische Kopplung statt, welche aber eine dynamische A¨nderung
der Struktur wa¨hrend des Betriebs ermo¨glicht. Dabei ist es nicht unbedingt notwen-
dig, dem VMS eine eigene Rechenhardware zur Verfu¨gung zu stellen. Die Funktionen
des VMS ko¨nnen bspw. in der Rechenhardware des AMS implementiert werden.
Das VMS entsteht durch die informationstechnische Verbindung mehrerer AMS. Ei-
ne eigene mechanische Tragstruktur existiert auf der VMS-Ebene nicht, demnach
sind auch keine Aktoren auf dieser Ebene notwendig. Im Normalfall bedient sich
das VMS der Sensorik der AMS, oder es werden Informationen durch Kommunikati-
on mit anderen nicht-mechatronischen Systemen ausgetauscht. Fahrzeugkonvois und
miteinander kooperierende Fertigungsroboter sind Beispiele fu¨r VMS.
Federfußpunkt
verstellenvl
Federfußpunkt
verstellen hl
Fahrzeug-
aufbau
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Funktionsgruppen)
MFM
(Mechatronische
Funktionsmodule)
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mechanische Kopplung
informationstechnische Kopplung
Abbildung 2.1: Strukturebenen eines mechatronischen Systems am Beispiel eines PKWs
.
2.2 Struktur der Informationsverarbeitung
Die Bewegungsfunktionen eines Aggregates werden von regelungstechnischen Komponen-
ten auf einem digitalen Rechensystem umgesetzt und kontrolliert. Jedem Strukturelement
– MFM, MFG, AMS und VMS – eines mechatronischen Systems wird dabei eine eigene
digitale Informationsverarbeitung zugeordnet. Im Folgenden wird die Informationsverar-
beitung auf der Ebene des einzelnen Strukturelements, die Mikrostruktur, sowie die infor-
mationstechnische Vernetzung aller Elemente, die Makrostruktur, vorgestellt.
2.2.1 Mikrostruktur
Die Informationsverarbeitung eines MFM, MFG oder auch AMS muss eine Vielzahl von
Funktionen erfu¨llen. Hierzu geho¨ren die:
 Quasi-kontinuierliche Regelung der Bewegung des Systems
 U¨berwachung der Strecke auf Fehlfunktionen und Ausfu¨hrung von Notfallroutinen
9
2 Architektur
 Steuerung von diskreten Abla¨ufen (z. B. Anfahr- und Ausschaltvorga¨nge)
 Kommunikation von Referenz- und Messwerten an benachbarte Funktionsmodule
Die Realisierung eines selbstoptimierenden Systems erfordert weiterhin die Integration
zusa¨tzlicher Funktionalita¨ten:
 Anpassung der Regelung an neue Betriebsbedingungen und Zielsetzungen durch
Parameter- und Strukturanpassung
 Optimierung der Regelungen unter Beru¨cksichtigung neuer, unbekannter Situationen
und vorausschauende Planung zur Bewa¨ltigung zuku¨nftiger Situationen
 Speicherung und Bereitstellung von Optimierungs- und Planungsergebnissen
 Kommunikation mit anderen Funktionsmodulen (z. B. Systemzusta¨nde, Zielvorgaben
oder Anregungsinformationen)
Die Umsetzung dieser zum Teil sehr komplexen Funktionen erfordert eine geeigne-
te Strukturierung der Informationsverarbeitung. Naumann schla¨gt mit dem Operator-
Controller-Modul (OCM) einen u¨bersichtlichen Strukturierungsansatz vor, der speziell auf
die Bedu¨rfnisse adaptiver Systeme hin konzipiert wurde [Nau00]. Dieses zweiteilige OCM
unterteilt die verschiedenen Funktionen in quasi-kontinuierliche Funktionen, die im Con-
troller ausgefu¨hrt werden und ereignisdiskrete Funktionen, die im Operator angesiedelt
sind. Die Ankopplung des technischen Systems erfolgt ausschließlich u¨ber den Control-
ler. Durch den Controller erfolgt die Regelung des Systems unter Einhaltung von har-
ten Echtzeitbedingungen2. Er beeinﬂusst somit direkt die Dynamik des Systems. Durch
den Operator erfolgt die Adaption der Regelung, d. h. die Berechnung der notwendigen
Anpassungen an gea¨nderte Betriebs- und Umgebungsbedingungen. Zur Realisierung des
Operators schla¨gt Naumann den Einsatz von Workﬂowmodellen vor, die a¨hnlich wie Zu-
standsautomaten, z. B. Statecharts, beschrieben werden. Adaptions- und Optimierungsal-
gorithmen sind demnach dem Operator zuzuordnen. Seine Arbeitsweise erfolgt asynchron
zum Controller.
Auf Basis des von Naumann entwickelten OCM wurde von Oberschelp und anderen
in [OHG04a] eine erweiterte Struktur fu¨r die Informationsverarbeitung von selbstoptimie-
renden MFM, MFG und AMS vorgeschlagen (vgl. auch [FGK+04, Hes06, Obe08]). Dieses
erweiterte OCM besteht aus den drei Verarbeitungsebenen Controller, reﬂektorischer Ope-
rator und kognitiver Operator. Abbildung 2.2 zeigt diese dreiteilige OCM-Struktur.
2 Ein Rechnersystem unterliegt Echtzeitanforderungen, wenn das Ergebnis einer Berechnung innerhalb
einer vorgegebenen Zeitspanne, also
”
rechtzeitig“, vorliegen muss. Daru¨ber hinaus wird zwischen
harter und weicher Echtzeit unterschieden. In dieser Arbeit wird eine Deﬁnition verwendet, die sich
an dem Nutzen und den Folgen fu¨r das System orientiert.
Von harten Echtzeitbedingungen wird hier gesprochen, wenn das Einhalten der deﬁnierten Zeitspanne
zwingend erforderlich ist. Bei einer Verletzung ist das Ergebnis der Berechnung unbrauchbar und
die Funktionalita¨t ist nicht mehr gewa¨hrleistet. Dies kann z. B. bei der Regelung mechatronischer
Systeme katastrophale Folgen haben.
Bei weichen Echtzeitanforderungen hat die Verletzung der Zeitspanne keine katastrophale Folge fu¨r
das System. Geringe U¨berschreitungen der Zeitspanne liefern noch brauchbare Ergebnisse, mit fort-
schreitender Verletzung verringert sich jedoch der Nutzen.
10
2.2 Struktur der Informationsverarbeitung
H
a
n
d
lu
n
g
s
e
b
e
n
e
P
la
n
u
n
g
s
e
b
e
n
e
Überwachung
Ablauf-
steuerung
C
B
A
ReflektorischerOperator
Controller
Operator-Controller-Modul (OCM)
...
Konfigurations-
steuerung
Notfall
W
e
ic
h
e
E
c
h
tz
e
it
H
a
rt
e
E
c
h
tz
e
it
Strecke
Selbstoptimierungsprozess
Kognitive InformationsverarbeitungKognitiver Operator
Kognitiver Kreis
Reflektorischer Kreis
Motorischer Kreis
Reflektorische
Informationsverarbeitung
Motorische Informationsverarbeitung
Konfigurationen
A C
B
Abbildung 2.2: Aufbau des dreiteiligen Operator-Controller-Moduls [OHG04a]
Das OCM stellt eine pragmatische, aus praktischer Erfahrung mit Anwendungen erwach-
sene Struktur dar. Zum einen orientiert sich die Aufteilung in Controller und Operator an
funktionalen Aspekten, wie der Art des Durchgriﬀs auf das technische System. Der Con-
troller besitzt direkten, der Operator nur einen indirekten Zugriﬀ auf das System. Zum
anderen wird die Trennung in kognitiver und reﬂektorischer Operator aufgrund von Echt-
zeitanforderungen vorgenommen.
Ziel dieses Strukturierungsansatzes ist es, die verschiedenen Funktionen anhand ihres
Einﬂusses auf das System und ihrer Beziehung zueinander zu ordnen. Dabei sollen aber
bereits wesentliche Anforderungen an die Rechentechnik und das Betriebssystem fru¨hzeitig
im Entwurf beru¨cksichtigt werden. Eine konkrete Zuordnung zu einer Realisierungsplatt-
form wird durch das OCM jedoch nicht vorgegeben. So ko¨nnen die verschiedenen Elemente
des OCM z. B. zusammen auf einem Rechensystem oder verteilt auf mehrere Rechensyste-
me implementiert werden.
Die drei Ebenen des OCM werden im Folgenden beschrieben:
 Die unterste Ebene des OCM bildet der Controller. Die Aufgabe des Controllers be-
steht in der Beeinﬂussung des dynamischen Verhaltens des technischen Systems. Er
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entha¨lt daher die regelungstechnischen Bestandteile der Informationsverarbeitung.
In direkter Wirkkette werden Messsignale aufgenommen, Stellsignale berechnet und
ausgegeben. Dieser Regelkreis wird auch als motorischer Kreis bezeichnet. Die re-
gelungstechnischen Komponenten arbeiten u¨blicherweise quasi-kontinuierlich unter
harten Echtzeitbedingungen. Der Controller kann mehrere Regler enthalten, zwischen
denen je nach Aufgabe umgeschaltet wird. Hierzu ko¨nnen verschiedene Umschaltstra-
tegien zum Einsatz kommen, deren quasi-kontinuierlichen Bestandteile ebenfalls im
Controller implementiert sind. In [OMH+08] wird bspw. eine Strategie zum
”
glatten“
Umschalten3 zwischen verschiedenen Reglern und Regelungsaufgaben vorgestellt.
 Der reﬂektorische Operator u¨berwacht und steuert den Controller. Alle Hilfs-
funktionen die ein
”
reﬂexartiges“ Eingreifen erfordern, sind hier angesiedelt. Hierzu
geho¨ren Funktionen wie Ablaufsteuerung, U¨berwachungs- und Notfallroutinen, aber
auch die Routinen zur Anpassung der regelungstechnischen Komponenten des Con-
trollers. Der reﬂektorische Operator besitzt keinen direkten Durchgriﬀ auf die Aktorik
des Systems. Zur Anpassung des Systemverhaltens modiﬁziert er die Regelung, indem
er Parameter- oder Struktura¨nderungen im Controller initiiert.
Die Implementierung des reﬂektorischen Operators arbeitet u¨berwiegend ereignisori-
entiert, ist jedoch nicht hierauf beschra¨nkt. So erfordern verschiedene Funktionen
zur U¨berwachung des Regelungsverhaltens oder zur Aufbereitung und Analyse von
Messsignalen eine quasi-kontinuierliche Verarbeitung. Ebenso werden im Rahmen der
Ablaufsteuerung bei bestimmten Systemzusta¨nden quasi-kontinuierliche Sollwerte an
die Regelung im Controller weitergereicht.
Die enge Verknu¨pfung mit dem Controller sowie die sicherheitskritischen
U¨berwachungsfunktionen erfordern die Einhaltung harter Echtzeitbedingungen. Als
Verbindungsebene zwischen dem Controller und dem kognitiven Operator stellt der
reﬂektorische Operator eine Schnittstelle zwischen den nicht echtzeitfa¨higen bzw.
mit weicher Echtzeit arbeitenden Elementen und dem Controller zur Verfu¨gung. Er
nimmt Ergebnisse des kognitiven Operators entgegen, u¨berpru¨ft sie und u¨bermittelt
sie zu deﬁnierten Zeitpunkten an den Controller. Im Gegenzug werden Messwerte
vom Controller vorverarbeitet, zwischengespeichert und an den kognitiven Operator
hochgereicht.
Der reﬂektorische Operator ist weiterhin fu¨r die ereignisdiskrete Echtzeitkommuni-
kation zwischen mehreren OCM verantwortlich.
 Der kognitive Operator bildet die oberste Ebene des OCM. Auf dieser Ebene
kann das System durch Anwendung vielfa¨ltiger Methoden (etwa Optimierungsver-
fahren, Lern- oder Planungsverfahren) Wissen u¨ber sich und die Umgebung nutzen
um das eigene Verhalten bezu¨glich des Zielsystems zu verbessern. Mit Hilfe von Op-
timierungsverfahren ko¨nnen Systemeinstellungen gefunden werden, die bezu¨glich der
aktuellen Betriebsbedingungen und Zielsetzungen hin optimal sind. Planungsverfah-
ren erlauben das vom realen System zeitlich entkoppelte Antizipieren zuku¨nftiger
Situationen (siehe [MAK+08]). Dies ermo¨glicht es, bereits im Vorfeld Maßnahmen
zur Bewa¨ltigung der Situationen zu ermitteln. Wa¨hrend sowohl Controller als auch
3 Mit
”
glatt“ sei hier ein Umschaltvorgang charakterisiert, der ohne Sprung, Knick oder Ruck etc. in
den Stellsignalen der Aktoren stattﬁndet.
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Abbildung 2.3: Das OCM innerhalb der mechatronischen Strukturebenen (am Beispiel des
RailCab-Systems)
.
reﬂektorischer Operator harten Echtzeitanforderungen unterliegen, arbeitet der ko-
gnitive Operator asynchron zur Realzeit. Dabei ist aber selbstversta¨ndlich auch eine
Antwort innerhalb eines gewissen Zeitfensters erforderlich, da die Selbstoptimierung
aufgrund vera¨nderter Umgebungsbedingungen sonst zu keinen verwertbaren Ergeb-
nissen ka¨me. Der kognitive Operator unterliegt folglich weicher Echtzeit.
2.2.2 Makrostruktur
Die Informationsverarbeitung des gesamten Systems ist aus den informationsverarbeiten-
den Einheiten der einzelnen Aggregate zusammengesetzt. Da die regelungstechnischen
Komponenten der Umsetzung der verschiedenen Bewegungsaufgaben dienen, orientiert sich
der Signalﬂuss zwischen den Reglern an der Bewegungsfunktionsstruktur und somit direkt
an der Aggregatstruktur des Systems.
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Im Kontext selbstoptimierender Systeme wird in [OHG04a] vorgeschlagen, die Informa-
tionsverarbeitung der einzelnen Strukturelemente durch Operator-Controller-Module zu
realisieren. Bild 2.3 zeigt die Zuordnung von OCM an die Aggregate des RailCab Systems.
Jedem Element der hier dargestellten Aggregatstruktur ist ein eigenes OCM zur Reali-
sierung der jeweiligen Funktionen zugeordnet. Die Kommunikationskana¨le zwischen den
OCM verlaufen parallel zu den Koppelbindungen der Aggregatstruktur und orientieren
sich an der funktionalen Beziehung zwischen den Aggregaten. Da die Abha¨ngigkeiten eine
Baumstruktur aufweisen, ergibt sich ebenfalls eine hierarchische Kommunikationsstruktur.
 Kommunikation zwischen Controllern: Die fu¨r die Systemdynamik relevanten
quasi-kontinuierlichen Signale werden u¨ber die Controller-Kommunikationskana¨le in
harter Echtzeit ausgetauscht. U¨ber diese Kana¨le werden Soll- bzw. Referenzsigna-
le, aber auch Signale zur Sto¨rgro¨ßenkompensation oder Messsignale fu¨r die rege-
lungstechnischen Komponenten u¨bermittelt. Wie bereits erwa¨hnt, orientiert sich die
Kommunikation an der Funktionsstruktur des Systems. Dabei reicht ein Regler, der
einer bestimmten Bewegungsfunktion zugeordnet ist, Sollsignale an die Regler un-
terlagerter Teilbewegungsfunktionen weiter. Hierdurch ergibt sich eine hierarchische,
gerichtete Kommunikation, wie sie in Abbildung 2.4 dargestellt ist. Der Datenaus-
tausch von unterlagerten hin zu u¨berlagerten Ebenen sollte dabei nach Mo¨glichkeit
auf ein Minimum, z.B. nur zur U¨bertragung von Messgro¨ßen, reduziert werden, um
eine u¨bersichtliche Struktur zu erhalten und Schleifen zwischen den von den Control-
lern ausgetauschten Signalen zu vermeiden.
 Kommunikation zwischen reﬂektorischen Operatoren: U¨ber die Kommuni-
kationskana¨le zwischen den reﬂektorischen Operatoren ko¨nnen Ereignisse unter har-
ten Echtzeitbedingungen ausgetauscht werden. Mit diesen Signalen ko¨nnen Umschal-
tungen zwischen verschiedenen Systemzusta¨nden ausgelo¨st aber auch Fehlerfa¨lle an
benachbarte Module u¨bermittelt und koordinierte Reaktionen zwischen den OCM
abgestimmt werden.
 Kommunikation zwischen kognitiven Operatoren: Grundsa¨tzlich kann die
Kommunikation zwischen kognitiven Operatoren relativ frei gestaltet werden und
sollte sich nach den Bedu¨rfnissen und Anforderungen der jeweils implementierten
Verfahren richten. Die in Abbildung 2.4 dargestellte Baumstruktur ist dabei lediglich
eine Mo¨glichkeit. Sie bietet sich jedoch an, da so eine konsistente Kommunikations-
struktur fu¨r alle drei Ebenen des OCM erreicht wird. Der Signalaustausch auf der
Ebene der kognitiven Operatoren erfolgt ereignisdiskret unter weichen Echtzeitan-
forderungen.
In Kapitel 7 wird ein Konzept fu¨r die Auspra¨gung der einzelnen kognitiven Opera-
toren und die Kommunikation zwischen ihnen vorgestellt.
Speziell auf den unteren Strukturebenen (MFG, MFM sowie deren unterlagerte MFM)
wird eine hierarchische Kommunikationsstruktur empfohlen, bei der jedes OCM u¨ber einen
Kommunikationskanal mit genau einem u¨berlagerten OCM und mehreren unterlagerten
OCM verbunden ist. Zum einen spiegelt diese Struktur die Bewegungsfunktionshierarchie
wider und entspricht so dem Signalﬂuss zwischen den regelungstechnischen Komponenten,
zum anderen erfordern die starken physikalischen Abha¨ngigkeiten zwischen den Aggregaten
14
2.2 Struktur der Informationsverarbeitung
Abbildung 2.4: Kommunikationskana¨le zwischen den drei Ebenen des OCM nach [OHG04b]
.
der unteren Ebenen eine direkte Kontrolle durch das jeweils u¨berlagerte OCM. Kontrol-
leingriﬀe weiterer OCM ko¨nnen hier zu unerwu¨nschten Seiteneﬀekten fu¨hren.
Demgegenu¨ber kann auf den oberen Strukturebenen (VMS, AMS, aber auch MFG), bei
geringer ausgepra¨gten physikalischen Abha¨ngigkeiten, eine Kommunikation direkt zu be-
nachbarten OCM gleicher Ebene erfolgen. Speziell bei den MFG greifen mitunter mehrere
MFG der gleichen Strukturebene auf die selben unterlagerten MFM zu. Eine Koordina-
tion oder Entkopplung dieser Zugriﬀe ist zwingend erforderlich, so dass hier eine direkte
Kommunikation zwischen diesen MFG erforderlich sein kann.
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Unter Optimierung versteht man im mathematischen Sinne das Aufsuchen
des kleinsten (Minimierung) oder gro¨ßten (Maximierung) Wertes einer mathe-
matischen Funktion mehrerer Vera¨nderlicher. [Bro87]
In Wissenschaft und Technik kommen Optimierungsverfahren immer ha¨uﬁger zur Lo¨sung
verschiedener Probleme zum Einsatz. Dieser Trend besteht im Wesentlichen aus den fol-
genden Gru¨nden. Aus dem rasanten Anstieg der Rechenleistung der letzten Jahrzehnte
folgt der Einsatz immer detaillierterer Problembeschreibungen, deren komplexe Zusam-
menha¨nge sich oft nur noch durch den Einsatz numerischer Methoden beherrschen lassen.
Optimierungsverfahren bieten sich als ein Werkzeug zur Lo¨sung solcher Probleme an, da
sie universell eingesetzt werden ko¨nnen und einen hohen Gestaltungsspielraum bei der
Formulierung der Optimierungsprobleme aufweisen.
Der Entwurf eines technischen Systems mit Hilfe der Optimierung geht von der pra¨zisen
Formulierung der Anforderungen und Ziele aus. Aus der Sicht eines Entwicklers wird mit
der Optimierung ein anderes Entwurfsparadigma verfolgt, der typische Lo¨sungsweg wird
im Grunde invertiert. Anstelle die
”
Entwurfsschrauben“ des Problem so lange zu verdre-
hen, bis das Ergebnis den Anforderungen genu¨gt, werden die Anforderungen und Ziele
mathematisch pra¨zise formuliert und die gewu¨nschten Entwurfsparamerter u¨ber ein Opti-
mierungsverfahren bestimmt.
Im Gebiet der Optimierung existiert eine große Bandbreite an unterschiedlichen Pro-
blemklassen, auf die hier nicht im einzelnen eingegangen werden soll. Eine strukturierte
U¨bersicht u¨ber die verschiedenen Klassen ﬁndet sich unter [GMW81, NEO10].
Je nach Problemklasse existieren eine Vielzahl an Lo¨sungsverfahren. In dieser Arbeit
werden nur Verfahren fu¨r kontinuierliche Optmierungsprobleme, die auf der Basis von
Gradienteninformation arbeiten, betrachtet. Diese Verfahren besitzen eine hohe Konver-
genzrate und eignen sich gut fu¨r Probleme, bei denen die Berechnung der Zielfunktionen
den Großteil des Rechenaufwandes ausmacht. Der Nachteil dieser Verfahren ist, dass nur
eine lokale Optimierung stattﬁndet. Es kann nicht garantiert werden, dass die gefundene
Lo¨sung das globale Optimum darstellt.
3.1 Unbeschra¨nkte nichtlineare Optimierung
Das Problem der unbeschra¨nkten nichtlinearen Optimierung besteht darin, einen Para-
metervektor 푥 zu ﬁnden, der den Wert einer skalaren Zielfunktion 푓(푥) minimiert1. Das
1 Im Folgenden wird unter Optimierung die Minimierung einer Zielfunktion verstanden. Ein Maximie-
rungsproblem la¨sst sich durch Multiplikation der Zielfunktion mit −1 stets als ein Minimierungspro-
blem formulieren
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Optimierungsproblem wird mathematisch als
min
푥∈ℝ푛 푓(푥) (3.1)
formuliert. Der Lo¨sungsvektor des Minimierungsproblems wird mit 푥⋆ bezeichnet und der
zugeho¨rige minimale Zielfunktionswert mit 푓⋆.
Die im Folgenden betrachteten Verfahren eignen sich zur Minimierung einer hinreichend
glatten Zielfunktion 푓 . Diese Verfahren ermitteln eine Folge von Na¨herungslo¨sungen von
푥⋆ nach der Iterationsvorschrift
푥푘+1 = 푥푘 + 훼푘 푑푘 (3.2)
wobei der Startpunkt 푥0 beliebig gewa¨hlt werden kann. Im Allgemeinen ist es jedoch
sinnvoll, als Startpunkt eine gute Anfangsscha¨tzung der Lo¨sung vorzugeben. Bei dieser
Iteration gibt 푑 eine Suchrichtung zur Minimierung des Problems und 훼 die zugeho¨rige
Schrittweite in dieser Suchrichtung an. Die Bestimmung der Schrittweite erfolgt oft durch
eine Liniensuche entlang der Suchrichtung und stellt daher ein eigensta¨ndiges, eindimensio-
nales Minimierungsproblem dar. Ha¨uﬁg werden hier Verfahren eingesetzt wie Intervallhal-
bierung, Golden-Section-Search sowie quadratische oder kubische Interpolationsverfahren.
Eine Beschreibung dieser Verfahren ﬁndet sich u. a. in [GMW81].
3.1.1 Verfahren des steilsten Abstiegs
Bei dem Verfahren des steilsten Abstiegs handelt es sich um einen sehr intuitiven Ansatz
zur Minimierung von 푓 . Die Suchrichtung ergibt sich hier direkt aus dem Gradienten der
Zielfunktion:
푑푘 = −∇푓(푥푘) (3.3)
Ein entscheidender Nachteil dieses Verfahrens ist das langsame Konvergenzverhalten. Bei
schlecht konditionierten Problemen werden vor allem in der Na¨he des Optimums sehr klei-
ne Schrittweiten erzeugt.2 Bereits bei quadratischen Problemen beno¨tigt das Verfahren
im Allgemeinen eine sehr große Anzahl an Optimierungsschritten, um das Minimum in-
nerhalb einer konkreten Konvergenzschranke anzuna¨hern. Aus diesem Grund spielt es bei
praktischen Problemen eine eher untergeordnete Rolle.
Verfahren mit konjugierten Richtungen verbessern das Konvergenzverhalten, indem sie
Informationen u¨ber das Kru¨mmungsverhalten der Zielfunktion beru¨cksichtigen. Hierzu
wird die Suchrichtung des vorangegangenen Schrittes 푑푘−1 in die Suchrichtungsbestimmung
des aktuellen Schrittes mit einbezogen.
푑푘 = −∇푓(푥푘) + 훽푘푑푘−1 (3.4)
Die beiden bekanntesten Verfahren der konjugierten Richtungen sind die Verfahren nach
Fletcher und Reeves mit:
훽푘 = ( ∥∇푓(푥푘)∥2∥∇푓(푥푘−1)∥2)
2
(3.5)
2 Das Verfahren des steilsten Abstiegs besitzt eine lineare Konvergenzrate. Dies bedeutet, dass eine
positive Konstante 휂 existiert, fu¨r die ∣∣푥푘+1 − 푥⋆∣∣ < 휂 ∣∣푥푘 − 푥⋆∣∣ gilt.
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sowie nach Polak und Ribiere mit:
훽푘 = [∇푓(푥푘) −∇푓(푥푘−1)]T∇푓(푥푘)∇푓(푥푘−1)T∇푓(푥푘−1) (3.6)
Die Konvergenz des Verfahrens kann manchmal gesteigert werden, indem 훽푘 periodisch auf
Null gesetzt wird.
Bei quadratischen Zielfunktionen hat das konjugierte Gradientenverfahren die Eigen-
schaft, das Minimum in einer endlichen Anzahl an Schritten zu berechnen. In diesem Fall
verhalten sich die Methoden von Fletcher-Reeves und das Verfahren von Polak-Ribiere
a¨quivalent. Bei anderen nichtlinearen Zielfunktionen hat sich die Methode von Polak-
Ribiere als die eﬃzientere erwiesen [OTC03].
3.1.2 Newton-Verfahren
Das Newton-Verfahren geht von der Annahme aus, dass eine Zielfunktion 푓 an der Stelle
푥푘 durch eine quadratische Funktion
푞(푟) = 1
2
푟TA 푟 + 푏T푟 + 푐 (3.7)
approximiert werden kann. Ist die Matrix A positiv deﬁnit, kann das Minimum der qua-
dratischen Funktion direkt angegeben werden und man erha¨lt:
푟⋆ = A−1푏 (3.8)
Diese Lo¨sung wird im Newton-Verfahren zur Bestimmung einer neuen Suchrichtung 푑푘
verwendet.
Mit A = ∇2푓(푥푘) und 푏 = ∇푓(푥푘) entspricht die quadratische Approximation (3.7) einer
Taylorreihenentwicklung von 푓(푥푘) mit Abbruch nach dem zweiten Glied. Setzt man nun
푑푘 = 푟⋆ erha¨lt man die Vorschrift
푑푘 = −∇2푓(푥푘)−1∇푓(푥푘) (3.9)
zur Berechnung der neuen Suchrichtung. Die Richtung 푑푘 wird demnach durch eine Inver-
tierung der Hesse-Matrix gewonnen.
Das Newton-Verfahren besitzt im Vergleich zum Verfahren des steilsten Abstiegs
den Vorteil einer oftmals sehr schnellen Konvergenz und ist ihm diesbezu¨glich weitaus
u¨berlegen.3
Durch Hinzuziehen der Hesse-Matrix liefert das Verfahren nicht nur Informationen u¨ber
die Richtung, sondern auch u¨ber die Entfernung zum Minimum. Daher kann in der Na¨he der
Lo¨sung auf eine explizite Liniensuche zur Bestimmung der Schrittweite verzichtet werden.
In diesem Fall kann die Schrittweite in (3.2) auf 훼푘 = 1 gesetzt werden:
푥푘+1 = 푥푘 −∇2푓(푥푘)−1∇푓(푥푘) (3.10)
3 Falls 푥0 hinreichend nahe an der Lo¨sung 푥
⋆ ist, konvergiert das Newton-Verfahren quadratisch gegen
diese Lo¨sung. Quadratische Konvergenz bedeutet, dass eine positive Konstante 휂 existiert, fu¨r die die
Ungleichung ∣∣푥푘+1 − 푥⋆∣∣ < 휂 ∣∣푥푘 − 푥⋆∣∣2 erfu¨llt ist.
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Diesen Vorteilen stehen jedoch einige Nachteile gegenu¨ber:
 Der gravierendste Nachteil ist, dass in jedem Iterationsschritt die Hesse-Matrix der
Zielfunktion berechnet werden muss. In vielen praktischen Anwendungen kann die
Hesse-Matrix nicht direkt bestimmt werden. Eine Berechnung geschieht daher oft
numerisch mit Hilfe von Diﬀerenzenquotienten. Der Rechenaufwand hierfu¨r ist sehr
hoch und ebenso sind die Ergebnisse oft zu ungenau und fu¨hren zu Konvergenzpro-
blemen.
 Bei großen Problemen kann das Lo¨sen des Gleichungssystems (3.9) sehr aufwa¨ndig
sein.
 Bei allgemeinen Problemen kann die Hesse-Matrix nicht positiv-deﬁnit sein. In diesem
Fall stellt der Vektor 푑푘 keine Abstiegsrichtung dar.
3.1.3 Quasi-Newton-Verfahren
Das Quasi-Newton-Verfahren arbeitet a¨hnlich zu dem Newton-Verfahren, vermeidet aber
die Berechnung der Hesse-Matrix. Diese wird auf der Basis des vorangegangenen Optimie-
rungsschrittes approximiert, wodurch der Rechenaufwand pro Optimierungsschritt deutlich
verringert wird. Die Suchrichtung ergibt sich zu
푑푘 = −H−1푘 ∇푓(푥푘) (3.11)
wobei die sogenannte Quasi-Newton-Matrix H푘 eine Na¨herung von ∇2푓(푥푘) darstellt.
Die beiden bekanntesten Verfahren zur Berechnung dieser Matrix sind das Verfahren
von Davidon-Fletcher-Powell (DFP-Verfahren) sowie das Verfahren von Broyden-
Fletcher-Goldfarb-Shanno (BFGS-Verfahren). Bei verschiedenen praktischen und
theoretischen Untersuchungen hat sich das BFGS-Verfahren als das praktikablere erwiesen
[Dix71, OTC03].
Die Update-Formel des BFGS-Verfahrens lautet
H푘+1 = H푘 + 푦푘 푦T푘푦T
푘
푠푘
− H푘 푠푘 푠T푘 H푘
푠T푘 H푘 푠푘
(3.12)
mit
푦
푘
= ∇푓(푥푘+1) −∇푓(푥푘)
푠푘 = 푥푘+1 − 푥푘
Als initiale Quasi-Newton-Matrix H0 kann prinzipiell jede positiv deﬁnite Matrix gewa¨hlt
werden. In den meisten Fa¨llen kommt hier die Einheitsmatrix I oder eine Startna¨herung
der Hesse-Matrix zum Einsatz.
Anstatt die Hesse-Matrix schrittweise anzuna¨hern, ist es ebenfalls mo¨glich eine Appro-
ximation der Inversen ∇2푓(푥푘)−1 durchzufu¨hren. Deﬁniert man B푘 = ∇2푓(푥푘)−1, so ergibt
sich die Update-Formel fu¨r B푘 zu
B푘+1 = (I − 푠푘 푦T푘푦T
푘
푠푘
)B푘 (I − 푦푘 푠T푘푦T
푘
푠푘
) + 푠푘 푠T푘
푦T
푘
푠푘
(3.13)
19
3 Grundlagen der Optimierung
Die Richtung 푑푘 wird dann mit
푑푘 = −B푘∇푓(푥푘) (3.14)
bestimmt. Durch die Approximation der inversen Hesse-Matrix wird das Lo¨sen des Glei-
chungssystems (3.11) vermieden.
Mit der Verfu¨gbarkeit des Quasi-Newton-Verfahrens ist das Verfahren des steilsten Ab-
stiegs faktisch u¨berﬂu¨ssig geworden. Beide Verfahren beno¨tigen nur Ableitungen erster
Ordnung, ebenso wird bei beiden Verfahren eine Liniensuche durchgefu¨hrt. Das Quasi-
Newton-Verfahren beno¨tigt zwar mehr Rechenoperationen pro Optimierungsschritt sowie
mehr Speicherplatz, diese zusa¨tzlichen Kosten werden jedoch in den allermeisten Fa¨llen
durch den Vorteil einer schnellen Konvergenz4 mehr als aufgewogen.
3.2 Beschra¨nkte nichtlineare Optimierung
Die bisher beschriebenen Verfahren eigenen sich zur Behandlung von unbeschra¨nkten nicht-
linearen Optimierungsproblemen. In vielen Anwendungsfa¨llen existieren jedoch Randbe-
dingungen oder Nebenbedingungen, die bei der Optimierung zu beru¨cksichtigen sind. Ein
solches beschra¨nktes nichtlineares Optimierungsproblem kann durch
min
푥∈ℝ푛 푓(푥)
푔푗(푥) ≤ 0 , 푗 = 1, . . . ,푚 (3.15)
deﬁniert werden. Die Nebenbedingungen5 푔푗(푥) stellen ebenfalls nichtlineare Funktionen
dar und deﬁnieren den zula¨ssigen Bereich fu¨r die Lo¨sung 푥⋆ des Problems.
3.2.1 SQP-Verfahren
Zur Lo¨sung beschra¨nkter nichtlinearer Optimierungsprobleme wurden in der Vergangen-
heit verschiedene Verfahren entwickelt, wie beispielsweise Penalty-, Multiplikator- oder
reduzierte Gradientenverfahren. In diesem Abschnitt soll jedoch nur auf Verfahren der se-
quentiellen quadratischen Programmierung (SQP-Verfahren) eingegangen werden, da sie
sich fu¨r allgemeine Probleme, fu¨r die keine Spezialverfahren entwickelt werden ko¨nnen, als
besonders eﬃzient und zuverla¨ssig erwiesen haben.6 , 7
4 Das BFGS-Verfahren weist eine superlineare Konvergenz auf.
5 Der Einfachheit halber sollen hier nur Probleme mit Ungleichheitsnebenbedingungen betrachtet wer-
den. Prinzipiell kann eine Gleichheitsnebenbedingung der Form 푔푗(푥) = 0 durch zwei Ungleichheits-
nebenbedingungen mit gegensa¨tzlichen Vorzeichen dargestellt werden: 푔푗(푥) ≤ 0 , −푔푗(푥) ≤ 0. Aus
numerischen Gru¨nden ist eine gesonderte Behandlung von Gleichheitsnebenbedingungen jedoch sinn-
voll.
6 Es existieren eine Vielzahl an Implementierungen, die der Klasse der SQP-Verfahren zuzuordnen
sind. So ﬁnden sich beispielsweise SQP-Verfahren in mathematischen Bibliotheken wie der Matlab
Optimization Toolbox (Routine: fmincon) [Mat07b] oder der NAG-Bibliothek (Routine: nag opt nlp)
[Nag02]. Weiterhin existieren alleinstehende Optimierungswerkzeuge wie NLQPL [Sch85] oder MOPS
[JBL+02, Joo03].
7 Neben den SQP-Verfahren gewinnen zunehmend auch die sog. Innere-Punkte-Verfahren (interior point
method) zur Lo¨sung nichtlinearer beschra¨nkter Probleme an Bedeutung (siehe z. B. [FGW02, Wa¨c02]).
In Hinsicht auf die Anwendbarkeit stellen sie eine echte Alternative fu¨r die SQP-Verfahren dar.
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Im Folgenden wird ein SQP-Verfahren mit einer Active-Set-Strategie zur Lo¨sung des
beschra¨nkten, nichtlinearen Optimierungsproblems vorgestellt, da ein solches Verfahren in
den nachfolgenden Kapiteln eingesetzt wird.
Lagrange-Funktion
Fu¨r das SQP-Verfahren sind die sog. Lagrange-Multiplikatoren zur Behandlung der Ne-
benbedingungen von zentraler Bedeutung. Betrachten wir das beschra¨nkte nichtlineare
Optimierungsproblem (3.15) dann lautet die zugeho¨rige Lagrange-Funktion:
L(푥,휆) = 푓(푥) + 푚∑
푗=1휆푗 푔푗(푥) (3.16)
Dabei sind die Variablen 휆푗 ∈ ℝ푚 die Lagrange-Multiplikatoren. Mit Hilfe dieser Lagrange-
Multiplikatoren ko¨nnen die Ungleichheitsnebenbedingungen mit der Zielfunktion so
”
aus-
tariert“ werden, dass die Nebenbedingungen erfu¨llt werden und gleichzeitig 푓 minimiert
wird. Zu einer Lo¨sung des Optimierungsproblems 푥⋆ werden zugeho¨rige optimale Multi-
plikatoren 휆⋆ gefunden.
Bezu¨glich der Nebenbedingungen wird zwischen aktiven und inaktiven Nebenbedingun-
gen unterschieden. Inaktive Nebenbedingungen sind im Punkt 푥 erfu¨llt und ko¨nnen in die-
sem Fall zu Null gesetzt werden. Demgegenu¨ber sind die Lagrange-Multiplikatoren aktiver
Nebenbedingungen gro¨ßer Null und sorgen fu¨r das Einhalten der jeweiligen Nebenbedin-
gungen. Fu¨r die Nebenbedingungen gilt daher:
aktive Nebenbedingung: 푔푗(푥⋆) = 0 , 휆⋆푗 > 0
inaktive Nebenbedingung: 푔푗(푥⋆) < 0 , 휆⋆푗 = 0 (3.17)
fu¨r 푗 = 1, . . . ,푚.
Optimalita¨tsbedingung nach Karush-Kuhn-Tucker
Zur Ermittlung der optimalen Parameter 푥⋆ und Multiplikatoren 휆⋆ wird beim SQP-
Verfahren auf die notwendige Optimalita¨tsbedingung erster Ordnung nach Karush-
Kuhn-Tucker (KKT) zuru¨ckgegriﬀen [KT51]:
sind 푓 und 푔푗 stetig diﬀerenzierbar und ist 푥⋆ ein lokales Minimum von (3.15), dann
existiert ein 휆⋆, so dass die folgenden Bedingungen erfu¨llt sind:∇푥L(푥⋆, 휆⋆) = 0
푔푗(푥⋆) ≤ 0 , 푗 = 1, . . . ,푚
휆⋆푗 ≥ 0 , 푗 = 1, . . . ,푚
휆⋆푗 푔푗(푥⋆) = 0 , 푗 = 1, . . . ,푚
(3.18)
Zusa¨tzlich mu¨ssen im Punkt 푥⋆ bestimmte Regularita¨ts-Bedingungen8 erfu¨llt sein, auf die
hier nicht weiter eingegangen werden soll. Die erste Gleichung in (3.18) beschreibt eine Ge-
wichtung der Zielfunktion und der Nebenbedingungen. Im Minimum 푥⋆ stellt der Gradient
der Zielfunktion eine positive Linearkombination der Gradienten der aktiven Nebenbedin-
gungen dar. Die zweite Bedingung verlangt das Einhalten der Nebenbedingungen. Die letz-
te Gleichung dru¨ckt aus, dass fu¨r inaktive Nebenbedingungen die Lagrange-Multiplikatoren
8 engl.: constraint qualiﬁcation
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verschwinden mu¨ssen. Sie wird auch als Komplementarita¨tsbedingung bezeichnet und sie
beru¨cksichtigt Gl. (3.17).
Die KKT-Bedingung stellt eine notwendige Optimalita¨tsbedingung dar. Sind 푓 und 푔푗
konvexe, zweimal stetig diﬀerenzierbare Funktionen, so bildet (3.18) die notwendige und
hinreichende Bedingung fu¨r ein globales Optimum.
Das quadratische Teilproblem
Neben einer Optimalita¨tsbedingung liefert die KKT-Bedingung auch einen Ansatz zur
Lo¨sung des beschra¨nkten nichtlinearen Optimierungsproblems mit. Hierzu werden die Un-
gleichungen der KKT-Bedingung zuna¨chst in die Form eines Gleichungssystems gebracht.
Betrachtet man nur die aktiven Nebenbedingungen, so erha¨lt man aus (3.18) und (3.17)
das Gleichungssystem ∇푥L(푥⋆, 휆⋆) = 0
푔ˆ(푥⋆) = 0 (3.19)
wobei die vektorwertige Funktion 푔ˆ(푥) die aktiven Nebenbedingungen entha¨lt. Die Be-
rechnung von 푥⋆ und 휆⋆ kann daher in sinnvoller Weise durch Anwendung des Newton-
Verfahrens auf das Gleichungssystem ∇푥L(푥,휆) = 0
푔ˆ(푥) = 0 (3.20)
erfolgen. Ausgehend von einer Anfangsna¨herung [푥0, 휆0] wird analog zu (3.2) eine neue
Na¨herung der Lo¨sung nach der Iterationsvorschrift
[ 푥푘+1
휆ˆ푘+1 ] = [ 푥푘휆ˆ푘 ] + 훼푘 [ 푦푘휇ˆ푘 ] (3.21)
bestimmt, wobei mit 휆ˆ푘 die Lagrange-Multiplikatoren der im aktuellen Schritt aktiven
Nebenbedingungen bezeichnet werden. Die Suchrichtung [푦
푘
, 휇ˆ
푘
] wird dann gema¨ß dem
Newton-Verfahren (3.9) durch Lo¨sen des Gleichungssystems
[ ∇2푥L(푥푘, 휆푘) ∇푔ˆ(푥푘)∇푔ˆ(푥푘)T 0 ] [ 푦푘휇ˆ푘 ] = − [ ∇푥L(푥푘, 휆푘)푔ˆ(푥푘) ] (3.22)
ermittelt. Die Matrix auf der linken Seite von (3.22) wird durch die Jacobi-Matrix von
(3.20) gebildet. Die Menge der aktiven Nebenbedingungen 푔ˆ(푥푘) kann zwischen den Opti-
mierungsschritten variieren und muss daher in jedem Schritt 푘 neu bestimmt werden.
Die Berechnung der Suchrichtung kann beim SQP-Verfahren auch als das Lo¨sen eines
quadratischen Optimierungsproblems interpretiert werden. Stellt man das quadratische
Optimierungsproblem
min
푑푘
1
2
푑T푘 ∇2푥푘L(푥푘, 휆)푑푘 +∇푥푘L(푥푘)푑푘∇푔푗(푥푘)T푑푘 + 푔푗(푥푘) ≤ 0 (3.23)
mit 푗 = 1, . . . ,푚 auf, so ist die Optimalita¨tsbedingung von (3.23) identisch zum Glei-
chungssystem (3.19). Viele SQP-Implementierungen setzen aus diesem Grund spezielle
Algorithmen zur Optimierung quadratischer Probleme ein, um das Teilproblem der Such-
richtungsbestimmung zu lo¨sen.
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Berechnung der Hesse-Matrix
In der Praxis verzichtet man beim SQP-Verfahren aus den gleichen Gru¨nden wie beim
Newton-Verfahren auf eine explizite numerische Berechnung der Hesse-Matrix in jedem Op-
timierungsschritt. Anstelle dessen wird sie analog zum Quasi-Newton-Verfahren schrittwei-
se nach der Vorschrift (3.12) angena¨hert. Mit der Quasi-Newton-Matrix H푘 als Na¨herung
der Hesse-Matrix ∇2푥L(푥,휆) ergibt sich dann das Gleichungssystem
[ H푘 ∇푔ˆ(푥푘)∇푔ˆ(푥푘)T 0 ] [ 푦푘휇ˆ푘 ] = − [ ∇푥L(푥푘, 휆푘)푔ˆ(푥푘) ] (3.24)
zur Berechnung der Suchrichtung.
Liniensuche
Mit Lo¨sen von (3.22) ﬁndet eine Liniensuche in Richtung [푦
푘
, 휇ˆ
푘
] statt. Gesucht wird ein
”
besserer“ Punkt 푥푘+1. Die alleinige Betrachtung der Zielgro¨ße wu¨rde ein beliebig starkes
Verletzen der Nebenbedingungen zulassen. Um die Nebenbedingungen zu beru¨cksichtigen,
wird daher eine sogenannte Merit-Funktion 휙(푥,휆) eingefu¨hrt und anstelle der Zielfunktion
bei der Liniensuche minimiert. Die Wahl einer Merit-Funktion ist nicht trivial, da es in
vielen Fa¨llen schwierig ist, die beiden Forderungen: Minimierung der Zielfunktion und
Einhaltung der Nebenbedingungen gegeneinander zu gewichten.
Beispielsweise schla¨gt Schittkowski in [Sch85] vor, die Lagrange-Funktion mit Hilfe
einer quadratischen Norm zu bestrafen, sobald der zula¨ssige Bereich verlassen wird:
휙(푥,휆) = 푓(푥) +∑
푗∈J 휆푗 푔푗(푥) + 12 ∑푗∈J 푟푗 푔푗(푥)2 − 12 ∑푗∈K휆2푗/푟푗 (3.25)
mit
J = {푗 ∶ 1 ≤ 푗 ≤푚, 푔푗(푥) ≥ 휆푗/푟푗}K = {1, . . . ,푚}/J
Die Bestrafungsparameter 푟푗 werden in jedem Schritt durch die Iterationsvorschrift
푟푗,푘+1 = max
푗
{휆푗,푘 , 1
2
(푟푗,푘 + 휆푗,푘)} , 푗 = 1, . . . ,푚 (3.26)
aktualisiert.
Mit Hilfe eindimensionaler Optimierungsmethoden wird die Schrittweite 훼푘 derart an-
gepasst, dass der Wert der Merit-Funktion genu¨gend verkleinert wird.
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3.3 Grundlagen der Mehrzieloptimierung
Viele reale Optimierungsaufgaben lassen sich nicht durch ein einzelnes Zielkriterium be-
schreiben, welches minimiert werden muss. Vielmehr existieren meist mehrere oft wider-
spru¨chliche Ziele, fu¨r die ein
”
optimaler“ Entwurfspunkt gefunden werden muss. Bei gere-
gelten Systemen konkurrieren bspw. Ziele wie die Schnelligkeit, die Da¨mpfung aber auch
der Energiebedarf eines Systems miteinander.
Diese Ziele ko¨nnen nur bis zu einem gewissen Grad gemeinsam verbessert werden, da
die Ziele im Allgemeinen kein gemeinsames Minimum besitzen. Es existiert also kein ein-
deutiges Minimum fu¨r diese Probleme, sondern vielmehr eine Menge
”
optimaler“ Punkte,
die sogenannte Paretomenge.
Die Punkte dieser Menge zeichnen sich dadurch aus, dass im gesamten Entwurfsraum
keine Punkte existieren, die in allen Zielen
”
besser“ sind. Innerhalb der Paretomenge,
ko¨nnen zwar Punkte gefunden werden, die in bestimmten Zielen
”
besser“ sind; in anderen
Zielen erweisen sie sich jedoch als
”
schlechter“.
3.3.1 Deﬁnitionen
Ein Mehrzieloptimierungsproblem (MOP) wird mathematisch folgendermaßen formuliert:
min
푥∈ℝ푛 푓(푥) , 푓 ∶ ℝ푛 → ℝ푚 (3.27)
Hierbei ist 푓 als ein Vektor der einzelnen, skalaren Zielfunktionen 푓1(푥), . . . , 푓푚(푥) deﬁniert:
푓(푥) = ⎡⎢⎢⎢⎢⎢⎣
푓1(푥)⋮
푓푚(푥)
⎤⎥⎥⎥⎥⎥⎦ (3.28)
Paretooptimalita¨t
Bei der Minimierung dieses Vektors 푓 greifen die skalaren Deﬁnitionen von Optimalita¨t
nicht mehr. Um Aussagen daru¨ber treﬀen zu ko¨nnen, ob ein Zielgro¨ßenvektor
”
besser“ oder
”
schlechter“ ist als andere, mu¨ssen zuna¨chst Operatoren fu¨r den Vektorvergleich deﬁniert
werden. Vergleichen wir zwei Vektoren 푢 ∈ ℝ푚 und 푣 ∈ ℝ푚 miteinander, so gilt:
푢 ≤ 푣 wenn 푢푖 ≤ 푣푖 fu¨r alle 푖 = 1, . . . ,푚
푢 ≥ 푣 wenn 푢푖 ≥ 푣푖 fu¨r alle 푖 = 1, . . . ,푚
푢 /≷ 푣 in allen anderen Fa¨llen (3.29)
Eine graﬁsche Interpretation dieses Vektorvergleichs ist in Abbildung 3.1 zu sehen. In
dieser Abbildung wurde ein zweidimensionales MOP mit den beiden Zielgro¨ßen 푓1 und 푓2
angenommen. Der Punkt 푓(푥) wird hier mit Punkten innerhalb der vier eingezeichneten
Quadranten verglichen. Fu¨r Punkte innerhalb dieser Quadranten erweisen sich jeweils die
eingezeichneten Vergleichsoperatoren als gu¨ltig.
Mit Hilfe dieses Vektorvergleichs kann die Paretooptimalita¨t nun folgendermaßen deﬁ-
niert werden:
Ein Punkt 푥⋆ ∈ ℝ푛 ist paretooptimal, wenn kein anderer Punkt 푥 ∈ ℝ푛 existiert, der
die Bedingung 푓(푥) ≤ 푓(푥⋆) sowie die Bedingung 푓푖(푥) < 푓푖(푥⋆) fu¨r wenigstens ein
푖 ∈ {1, . . . ,푚} erfu¨llt.
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Abbildung 3.1: Vergleich von Vektoren bei MOP
Bezogen auf das Beispiel in Abbildung 3.1 bedeutet dies, dass der Punkt 푓(푥) genau
dann paretooptimal ist, wenn kein Punkt im linken, unteren Quadranten (einschließlich
der gestrichelten Achsen) existiert. Weitere paretooptimale Punkte ko¨nnen dann nur im
linken oberen oder im rechten unteren Quadranten (ausschließlich der gestrichelten Achsen)
gefunden werden.
Bild- und Urbildraum
Bei einem MOP muss zwischen den optimalen Punkten im Bildraum und im Urbildraum
unterschieden werden. Die Entwurfsparameter 푥 beschreiben einen Punkt im Urbildraum,
der auch als Entwurfsraum oder Parameterraum bezeichnet wird. Die Vektorfunktion 푓
bildet den Punkt 푥 des Urbildraums auf den Bildraum bzw. den Zielgro¨ßenraum ab.9 Die
Darstellung 3.2 zeigt die Paretomenge eines MOP mit den Entwurfsparametern 푥1 und 푥2
und den Zielgro¨ßen 푓1 und 푓2 im Bild- und im Urbildraum. Es sind beispielhaft zwei Punkte
im Urbildraum und deren Abbildung auf den Bildraum eingezeichnet. Dabei gibt 푥⋆ einen
Punkt auf der Paretomenge und 푥 einen Punkt abseits der Paretomenge an. U¨blicherweise
x1
x2
f1
f2
x1*
x2*
Urbildraum Bildraum
f x( )
x
x*
Paretomenge
Paretomenge
erreichbarer
Raum
f x( )1*
f x( )2*
f x( )*
Abbildung 3.2: Paretomenge
9 In der Literatur werden oft nur die optimalen Punkte im Urbildraum Paretopunkte genannt, wohin-
gegen die optimalen Punkte im Bildraum als eﬃziente Punkte bezeichnet werden. Im Folgenden wird
auf diese Unterscheidung verzichtet, wenn aus dem Zusammenhang ersichtlich wird, ob Punkte des
Bild- oder Urbildraums gemeint sind.
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wird die Paretomenge im Bildraum dargestellt, da hier der Zielkonﬂikt und die Beziehung
zwischen den Zielgro¨ßen sofort deutlich werden. Die Paretomenge wird hier durch Punkte
auf dem linken unteren Rand des erreichbaren Raums gebildet und wird daher auch als
Paretofront bezeichnet. Hierbei ist anzumerken, dass die Paretomenge je nach verwendeten
Zielfunktionen nicht immer, wie abgebildet, zusammenha¨ngend ist.
3.3.2 Lo¨sungsansa¨tze
Da fu¨r die Punkte der Paretomenge keine alternativen Punkte existieren, die in allen
Zielen
”
besser“ sind, kann die Paretomenge als die Menge der optimalen Kompromisse
angesehen werden. Der Zweck einer Mehrzieloptimierung muß daher das Auﬃnden eines
oder mehrerer Paretopunkte sein.
Mathematisch gesehen sind alle Punkte der Paretomenge gleich
”
gut“. Jedoch besit-
zen bestimmte Kompromisse bei einem realen Entwurfsproblem ungu¨nstige oder sogar
unbrauchbare Eigenschaften. So ko¨nnen bei bestimmten Paretopunkten die verschiedenen
Ziele ein unzweckma¨ßiges Verha¨ltnis aufweisen, z. B. ein unbrauchbares Verha¨ltnis zwischen
Nutzen und Aufwand. Mo¨glicherweise existieren auch noch weitere Randbedingungen fu¨r
das reale System, die im Optimierungsproblem nicht explizit formuliert wurden bzw. die
nicht auf einfache Weise formuliert werden ko¨nnen. Ein Entwickler ist demnach nicht an
der Berechnung eines beliebigen Paretopunktes interessiert, da dieser mo¨glicherweise seine
Anforderungen trotz Paretooptimalita¨t nicht erfu¨llt. Vielmehr beno¨tigt er Methoden, mit
deren Hilfe er gezielt geeignete Kompromisse bestimmen kann.
Grundsa¨tzlich existieren zwei Herangehensweisen zur Bestimmung eines geeigneten Pa-
retopunktes. Diese sind in Abbildung 3.3 dargestellt. Den Ausgangspunkt beider Ansa¨tze
stellt ein Mehrzieloptimierungsproblem dar und gesucht ist ein einzelner Paretopunkt, der
zu einem
”
gu¨nstigen“ Kompromiss zwischen den verschiedenen Anforderungen an das zu
optimierende System fu¨hrt.
Abbildung auf eine skalare Zielfunktion: Ein ha¨uﬁg verwendeter Ansatz besteht darin,
das MOP auf ein skalares Optimierungsproblem abzubilden und dieses anschließend z.B.
mit Hilfe von klassischen Verfahren der Einzieloptimierung zu lo¨sen. Es existieren verschie-
dene Ansa¨tze, die Abbildung auf ein skalares Optimierungsproblem vorzunehmen. Zumeist
min ( )f x
x
MOP:
x f x
* *
, ( )
gewählter
Paretopunkt:
Berechnung der
gesamten
Paretomenge
Auswahl eines
geeigneten
Paretopunktes
Abbildung auf ein
skalares Problem:
Lösung des
skalaren Problems:
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x
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Abbildung 3.3: Herangehensweisen bei der Mehrzieloptimierung
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wird bei diesen Ansa¨tzen u¨ber bestimmte Skalierungs- oder Gewichtungsvariablen festge-
legt, welcher Punkt der Paretomenge anvisiert wird. Die Entscheidung der Paretopunk-
tauswahl ﬁndet also bereits vor der eigentlichen Optimierung statt. Der Rechenaufwand
bei dieser Herangehensweise ist vergleichsweise gering, da lediglich einzelne Punkte der
Paretomenge berechnet werden. Zudem ko¨nnen schnelle, ausgereifte und gut verfu¨gbare
Verfahren der Eingro¨ßenoptimierung eingesetzt werden. Allerdings gelingt es oft nicht
auf Anhieb einen
”
gu¨nstigen“ Paretopunkt zu berechnen. In diesen Fa¨llen sind mehre-
re Optimierungsla¨ufe notwendig. Eine weitere Problematik bei bestimmten nichtkonvexen
Zielfunktionen ist, dass je nach verwendeter Methode nicht alle Punkte der Paretomen-
ge erreicht werden ko¨nnen bzw. dass mo¨glicherweise auch nicht-paretooptimale Punkte
berechnet werden.
Berechnung der gesamten Paretomenge: Ein umfassender Ansatz zur Berechnung des
gewu¨nschten Paretopunktes besteht darin, zuna¨chst die komplette Paretomenge des MOP
zu ermitteln. Die Auswahl eines geeigneten Entwurfspunktes erfolgt anschließend auf Ba-
sis dieser Menge. Diese Entwurfspunktselektion10 stellt ein eigenes Teilproblem dar und
wird oft dem Entwickler u¨berlassen, indem ihm die gesamte Paretomenge als Lo¨sung zur
Verfu¨gung gestellt wird. In den meisten Fa¨llen ist diese Vorgehensweise sinnvoll, da der
Entwickler so sein Expertenwissen zur Bewertung der Paretopunkte einbringen und aus
der gesamten Menge der mo¨glichen Lo¨sungen einen im Ingenieurversta¨ndnis
”
optimalen“
Punkt auswa¨hlen kann.
3.4 Verfahren zur Berechnung einzelner Paretopunkte
Im Folgenden werden einige Techniken vorgestellt, die auf der Abbildung des MOP auf
eine skalare Zielfunktion beruhen. Es werden hier insbesondere Formulierungen des Mehr-
zieloptimierungsproblems betrachtet, die mit Hilfe der oben beschriebenen Algorithmen
zur beschra¨nkten und unbeschra¨nkten nichtlinearen Optimierung gelo¨st werden ko¨nnen.
Eine Anwendung dieser Verfahren kann daher mit Hilfe von weit verbreiteten Standard-
programmen erfolgen. Hierbei ist jedoch zu beachten, dass Einschra¨nkungen, die fu¨r die
eingesetzten skalaren Optimierungsmethoden gelten, grundsa¨tzlich auch bei MOP zum
Tragen kommen. Die nachfolgend beschriebenen Verfahren werden u. a. von Hillermeier
[Hil01] und Deppe [Dep06] beschrieben und gegenu¨bergestellt.
3.4.1 Gewichtete Summe
Das Bilden einer positiv gewichteten Summe za¨hlt zu den Standardvorgehensweisen, um
ein MOP auf eine skalare Zielfunktion zu reduzieren. Bei diesem Verfahren wird jeder
einzelnen Zielfunktion 푓푖 ein Gewichtungsfaktor 훼푖 ≥ 0 zugewiesen. Anschließend wird das
folgende Optimierungsproblem gelo¨st:
min
푥∈ℝ푛
푚∑
푖=1훼푖 푓푖(푥) (3.30)
Es kann leicht gezeigt werden, dass die Lo¨sung dieses Problems zwangsla¨uﬁg einen pareto-
optimalen Punkt ergibt. Die Gewichtungsfaktoren werden dazu genutzt die Relevanz der
10 engl. decision making
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Abbildung 3.4: Gewichtete Summe
einzelnen Zielfunktionen anzugeben. Durch Variation des Gewichtungsvektors 훼 ko¨nnen
unterschiedliche Punkte der Paretomenge berechnet werden.
In Abbildung 3.4 ist eine geometrische Interpretation des Verfahrens dargestellt. Der
Gewichtungsvektor 훼 steht senkrecht auf den eingezeichneten Hyperebenen. Formuliert
man die gewichtete Summe aus (3.30) als das Skalarprodukt von Gewichtungsvektor und
Zielfunktionsvektor: ∑푚푖=1훼푖 푓푖(푥) = 훼T ⋅ 푓(푥), so wird deutlich, dass entlang einer Hy-
perebene der Wert der gewichteten Summe konstant ist. Die Hyperebenen ko¨nnen da-
her als
”
Ho¨henlinien“ der gewichteten Summe interpretiert werden. Bei der Optimierung
von (3.30) wird versucht, eine Ho¨henlinie mit einem mo¨glichst niedrigen Skalarprodukt-
wert zu erreichen. Im dargestellten Fall bildet die gesuchte Hyperebene eine Tangente zu
der Paretomenge. Die Lo¨sung liegt daher im Beru¨hrungspunkt der Hyperebene und der
Paretomenge.
Das Verfahren der gewichteten Summe besitzt einige gravierende Nachteile:
 Bei allgemeinen Mehrzieloptimierungsproblemen mit nichtkonvexen Zielfunktionen
ko¨nnen Punkte der Paretomenge existieren, die mit Hilfe positiv gewichteter Summen
nicht berechnet werden ko¨nnen (siehe [DD96a] und [Hil01]). In Abbildung 3.4 ko¨nnen
bspw. die Punkte im mittleren Bereich der Paretofront nicht u¨ber eine gewichtete
Summe bestimmt werden.
 Das scheinbar sehr intuitive Festlegen der Gewichtungsfaktoren fu¨hrt in vielen Fa¨llen
nicht zu dem gewu¨nschten bzw. erwarteten Paretopunkt. Dies liegt daran, dass mit
훼 lediglich die Steigung der Ho¨henlinien festgelegt wird. U¨ber die Lage des Op-
timums kann jedoch ohne Kenntnis der Form der Paretomenge keinerlei Aussage
gemacht werden. Speziell in Abschnitten der Paretomenge, die im Bildraum nur ei-
ne geringe Kru¨mmung aufweisen, reagiert das Verfahren sehr empﬁndlich gegenu¨ber
A¨nderungen von 훼. Dies erschwert eine gezielte Auswahl von Paretopunkten in diesen
Abschnitten.
3.4.2 Gewichtungsverfahren mit 푳풑-Metrik
Das Gewichtungsverfahren mit 퐿푝-Metrik arbeitet mit einer gewichteten Vektornorm und
einem unerreichbaren, utopischen Zielpunkt 푃 im Bildraum. Gesucht wird der Paretopunkt
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Abbildung 3.5: Gewichtungsverfahren mit 퐿푝-Metrik
푓⋆, der den kleinsten Abstand zum Zielpunkt 푃 aufweist. Der Abstand wird mit Hilfe einer
gewichteten Metrik 푞푝 der Form
푞푝 = ( 푚∑
푖=1푤푖∣푓푖 − 푃푖∣푝)
1
푝
(3.31)
mit 푝 > 1, 푤푖 > 0 und ∑푚푖=1푤푖 = 1 berechnet. Hiermit ergibt sich dann das skalare Minimie-
rungsproblem:
min
푥
푚∑
푖=1푤푖 ∣푓푖(푥) − 푃푖∣푝 (3.32)
Das Minimierungsproblem kann mit Verfahren der unbeschra¨nkten nichtlinearen Opti-
mierung gelo¨st werden. Zur Berechnung verschiedener Paretopunkte ko¨nnen sowohl der
Zielpunkt 푃 , als auch die Metrik (3.31), welche den Abstand zwischen einer Lo¨sung 푓⋆
und dem Zielpunkt beschreibt, variiert werden.
Die skalare Transformation dieses Gewichtungsverfahrens wird in Abbildung 3.5 veran-
schaulicht. Die Konﬁgurationsparameter der Metrik wurden hier auf 푤 = (1,1)T und 푝 = 2
gesetzt. Die Kreisausschnitte markieren Punkte mit konstanten Werten der skalaren Ziel-
funktion. Prinzipiell ko¨nnen mit Hilfe dieses Verfahrens alle Punkte der Paretomenge durch
entsprechende Variation von 푃 , 푤 und 푝 berechnet werden. Leider ko¨nnen keine generel-
len Aussagen zur Variation dieser Parameter zur Berechnung verschiedener Paretopunkte
getroﬀen werden [GN90].
3.4.3 휺-constraint Methode
Die Grundidee dieses Verfahrens besteht in der Auswahl einer einzelnen Zielfunktion
푓푖 , 푖 ∈ {1, . . . ,푚} die es zu minimieren gilt. Fu¨r alle anderen Zielfunktionen wird eine feste
obere Schranke 휀푗 mit 푗 = 1, . . . ,푚 und 푗 ≠ 푖 vorgegeben, die nicht u¨berschritten werden
darf. Hierdurch ergibt sich das folgende skalare Optimierungsproblem:
min
푥∈ℝ푛 푓푖(푥) , fu¨r ein 푖 ∈ {1, . . . ,푚}
푓푗 ≤ 휀푗 , mit 푗 = 1, . . . ,푚 und 푗 ≠ 푖 (3.33)
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Abbildung 3.6: 휖-Constraint Methode
Die optimale Lo¨sung von (3.33) stellt ebenfalls eine Lo¨sung des urspru¨nglichen MOP dar.
Die Lo¨sung des Problems kann mit Verfahren der beschra¨nkten nichtlinearen Optimierung,
wie zum Beispiel einem SQP-Verfahren, erfolgen.
Die Abbildung 3.6 veranschaulicht dieses Verfahren im Bildraum. Der Index 푖 der
gewa¨hlten Zielfunktion sowie die Schranken 휀푗 der u¨brigen Zielfunktionen stellen die Kon-
ﬁgurationsparameter dieses Verfahrens dar. Durch Variation der Schranken lassen sich im
Prinzip alle paretooptimalen Punkte berechnen. Die Hauptschwierigkeit besteht allerdings
darin, einen sinnvollen Wertebereich fu¨r diese Schranken zu ﬁnden. Werden die Schranken
zu niedrig gewa¨hlt, so ko¨nnen nicht alle Schranken eingehalten werden. Das Optimierungs-
problem besitzt in diesem Fall keine gu¨ltige Lo¨sung. Wa¨hlt man eine Schranke zu hoch, so
spielt die zugeho¨rige Zielfunktion bei der Optimierung keine Rolle.
3.4.4 Goal-Attainment-Methode
Die nachfolgend beschriebene Goal-Attainment-Methode wurde von Gembicki in [Gem74]
vorgestellt. Bei dieser Methode wird der Vorstellung des Entwicklers u¨ber den zu optimie-
renden Paretopunkt besonders Rechnung getragen. Die Parametrierung des Verfahrens ge-
schieht auf eine intuitive Art und Weise, die in den meisten Fa¨llen auch zu dem gewu¨nschten
Ergebnis fu¨hrt. Aus diesem Grund besitzt diese Methode eine relativ große Popularita¨t.11
Die Parametrierung geschieht u¨ber die Deﬁnition eines gewu¨nschten Zielpunktes 푃 sowie
eines Gewichtungsvektors 푤. Der Zielpunkt kann dabei beliebig vorgegeben werden, d. h. er
kann erreichbar, aber auch unerreichbar sein. Er beinhaltet die Vorstellung des Entwicklers
u¨ber die gewu¨nschten oder idealen Zielfunktionswerte. Mit Hilfe des Gewichtungsvektors
kann nun quantiﬁziert werden,
”
wie gut“ der Zielpunkt 푃 wa¨hrend der Optimierung er-
reicht wurde. Fu¨r jede Zielgro¨ße wird ein Erfu¨llungsgrad angegeben, der durch den linearen
Zusammenhang (푓푖(푥) − 푃푖)/푤푖 deﬁniert ist.
Die Idee dieser Methode besteht nun im Ausbalancieren dieser Erfu¨llungsgrade. Dies
bedeutet, dass die Zielgro¨ßen mit den jeweils gro¨ßten Erfu¨llungsgraden sukzessive soweit
11 Es existieren zahlreiche Implementierungen, die nach dem Prinzip der Goal-Attainment-Methode ar-
beiten. Als Beispiele seien hier das im Quellcode erha¨ltliche FSQP [LZT97], das an der Universita¨t Pa-
derborn entwickelte MOPO (Multi-Objective Parameter Optimization) [Mu¨n03, Dep06], das am DLR
entwickelte Optimierungswerkzeug MOPS (Multi-Objective Parameter Synthesis) [JBL+02, Joo03]
sowie die Routine fgoalattain aus der Matlab Optimzation Toolbox [Mat07b] genannt.
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Abbildung 3.7: Goal-attainment Methode
minimiert werden, dass die Erfu¨llungsgrade gleiche Werte annehmen. Es gilt also ein soge-
nanntes Min-Max-Problem zu lo¨sen:
min
푥
max
푖
푓푖(푥) − 푃푖
푤푖
, 푖 = 1, . . . ,푚 (3.34)
Die Lo¨sung von (3.34) ergibt immer einen paretooptimalen Punkt. Durch entsprechende
Variation von 푤 und 푃 ko¨nnen mit der Goal-Attainment Methode alle Punkte der Pare-
tomenge berechnet werden.
In Abbildung 3.7 ist eine graﬁsche Interpretation der Goal-Attainment-Methode darge-
stellt. Das Ziel ist die Berechnung des Punktes 푓⋆, bei dem der Vektor 푤 die Paretomenge
durchsto¨ßt.
Das Min-Max-Problem (3.34) stellt ein unbeschra¨nktes Optimierungsproblem dar, wel-
ches wegen der Maximumsfunktion nicht u¨berall diﬀerenziert werden kann. Es la¨sst sich da-
her nicht mit den im Abschnitt 3.1 beschriebenen Verfahren direkt behandeln. Die Lo¨sung
des Min-Max-Problems kann aber mit Hilfe einer exponentiellen Approximation oder mit
Hilfe einer a¨quivalenten Umformung erfolgen.
Exponentielle Approximation der Maximumsfunktion
Nach Kreisselmeier und Steinhauser [KS79] kann die Maximumsfunktion aus (3.34)
mit Hilfe der Exponentialfunktion:
푞푒푥푝(푥) = 1
휌
ln
푚∑
푖=1 푒
휌푓푖(푥)−푃푖푤푖 (3.35)
angena¨hert werden. Fu¨r 휌→∞ konvergiert die Funktion 푞푒푥푝 gegen die Maximumsfunktion.
Mit dieser Approximation ergibt sich das Optimierungsproblem:
min
푥
푞푒푥푝(푥) (3.36)
Da es sich bei (3.35) um eine diﬀerenzierbare Funktion handelt, kann das resultierende
Optimierungsproblem mit einfachen Verfahren der unbeschra¨nkten nichtlinearen Optimie-
rung, z. B. mit einem Quasi-Newton-Verfahren, gelo¨st werden. Der Nachteil dieser Methode
ist, dass die Genauigkeit der Lo¨sung durch die Approximation beeintra¨chtigt wird.
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Umformung des Min-Max-Problems
Das Min-Max-Problem kann durch das Einfu¨hren einer neuen Optimierungsvariablen in
ein a¨quivalentes beschra¨nktes nichtlineares Optimierungsproblem u¨berfu¨hrt werden. Der
Parametervektor 푥 wird hierzu um die skalare Variable 훾 erweitert:
푥ˆ = ( 푥
훾
) (3.37)
Es wird nun gefordert, dass diese neue Variable gro¨ßer gleich dem maximalen
Erfu¨llungsgrad der Zielfunktionen ist: 훾⋆ ≥ max푖 {(푓푖 − 푃푖)/푤푖}. Durch Minimierung von
훾 ergibt sich das beschra¨nkte Optimierungsproblem
min
푥ˆ
훾
푓푖(푥)−푃푖 −푤푖 훾 ≤ 0 , 푖 = 1, . . . ,푚 (3.38)
Durch die Nebenbedingungen wird dafu¨r gesorgt, dass in der Lo¨sung 푥ˆ⋆ die Erfu¨llungsgrade
der Zielgro¨ßen auch tatsa¨chlich kleiner gleich dem maximalen Erfu¨llungsgrad 훾 sind:(푓푖(푥) − 푃푖)/푤푖 ≤ 훾. Wa¨hlt man 푤푖 = 0 so wird fu¨r die Zielgro¨ße 푓푖 eine obere Schran-
ke 푃푖 deﬁniert, die es exakt einzuhalten gilt.
Das Optimierungsproblem (3.38) kann mittels eines SQP-Verfahrens eﬃzient gelo¨st wer-
den. Wegen der speziellen Struktur des Problems bietet es sich jedoch an, eine modiﬁzierte
Merit-Funktion 휙(푥ˆ) fu¨r die Liniensuche zu verwenden [Nau02, Mat07b]:
휙(푥ˆ) = 푚∑
푖=1
⎧⎪⎪⎨⎪⎪⎩푟푖 max{0 , 푓푖(푥) − 푃푖 −푤푖 훾 } wenn 푤푖 = 0,max푗 {(푓푗(푥) − 푃푗)/푤푗} , 푗 = 1, . . . ,푚 andernfalls. (3.39)
Die Bestrafungsterme 푟푖 werden wie in Gleichung (3.26) bestimmt.
Anmerkungen zur Methode
Bei Zielfunktionen, die beispielsweise durch Fehlerﬂa¨chen formuliert wurden, liegt das
”
ideale“ Minimum der Zielfunktionen bei Null. Aus diesem Grund kann in vielen prak-
tischen Anwendungen der Zielpunkt 푃 in den Ursprung gelegt werden. Der Gewichtungs-
vektor gibt in diesem Fall die Relation der Zielgro¨ßen untereinander an. Im Minimum
stehen die
”
gro¨ßten“ konkurrierenden Zielgro¨ßen im Verha¨ltnis
푓푖(푥⋆)
푓푗(푥⋆) = 푤푖푤푗
zueinander. Durch den Gewichtungsvektor ko¨nnen also die tatsa¨chlichen Verha¨ltnisse der
miteinander konkurrierenden Zielgro¨ßen im Lo¨sungspunkt 푓(푥⋆) festgelegt werden.
Dies ist besonders nu¨tzlich, wenn in einem MOP beispielsweise Zielfunktionen fu¨r die
Funktionserfu¨llung, also den
”
Nutzen“ eines technischen Systems und weitere Zielfunktio-
nen fu¨r den hierfu¨r notwendigen
”
Aufwand“ deﬁniert werden. Mit dem Gewichtungsvektor
푤 kann dann das fu¨r den Entwickler sehr aussagekra¨ftige Verha¨ltnis von: Nutzen/Aufwand
angegeben werden.
Ein unerfahrener Anwender ko¨nnte bei Anwendung des Verfahrens der gewichteten Sum-
me die Vorstellung besitzen, dass hier mit den Gewichtungsfaktoren die Gro¨ßenverha¨ltnisse
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zwischen Zielgro¨ßen auf anschauliche Weise justiert werden ko¨nnen. Tatsa¨chlich wird die-
se Vorstellung aber nicht von dem Verfahren der gewichteten Summe, sondern von der
Goal-Attainment-Methode umgesetzt. Der Entwickler kann bei dieser Methode mit Hilfe
des Vektors 푤 solche Zielgro¨ßenrelationen vorgeben und kommt so sehr intuitiv zu einer
Paretopunktauswahl.12
3.5 Verfahren zur Berechnung der gesamten
Paretomenge
Zur Berechnung kompletter Paretomengen existieren spezielle Methoden, die von vorn-
herein darauf abzielen, mehrere Punkte der Paretomenge gleichzeitig zu ermitteln. Die
Entwicklung solcher Verfahren ist derzeit ein aktives Forschungsgebiet. Eine hohe Popu-
larita¨t besitzen hierbei genetische und evolutiona¨re Ansa¨tze [FF93, FF98, Deb01, FPL05,
Mat07a]. Des Weiteren werden auch biologisch inspirierte Ansa¨tze wie Multi-Objective Par-
ticle Swarm Optimization (MOPSO) untersucht und erfolgreich zur Mehrzieloptimierung
eingesetzt [CL02, Mos04]. Neben diesen heuristischen Ansa¨tzen existieren auch Verfahren,
die auf Basis von mengenorientierten Ansa¨tzen und Unterteilungstechniken eine Approxi-
mation der kompletten Paretomenge liefern. Das an der Universita¨t Paderborn entwickelte
Optimierungswerkzeug GAIO13 arbeitet beispielsweise nach dieser Methode [Sch04]. Auf
eine genaue Beschreibung dieser verschiedenen Verfahren wird jedoch an dieser Stelle ver-
zichtet.
Im Folgenden werden einige deterministische Methoden vorgestellt, die eine Approxi-
mation der gesamten Paretomenge durch die wiederholte Optimierung mit einer skalaren
Abbildung erreichen. Diese skalare Abbildung muss u¨ber einen Vektor 훽 parametrierbar
sein, u¨ber den die einzelnen Punkte der Paretomenge adressiert werden ko¨nnen. Durch Va-
riation von 훽 vor jedem Optimierungslauf ko¨nnen verschiedene Punkte der Paretomenge
berechnet werden. Dieses Berechnungsschema ist in Abbildung 3.8 dargestellt.
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Abbildung 3.8: Approximierung der Paretomenge mit Hilfe einer Abbildung auf skalare Ziel-
funktionen
12 A¨hnliche Aussagen zu der Goal-Attainment Methode werden von Foellinger [Fo¨l94] und Naumann
[Nau02], aber auch in [Mat07b] getroﬀen.
13 Global Analysis of Invariant Objects
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Bei der Approximation der gesamten Paretomenge ist es sinnvoll, eine mo¨glichst
gleichma¨ßige Verteilung der Punkte im Bildraum zu erreichen. Grundsa¨tzlich sind hier-
bei die im Abschnitt 3.4 vorgestellten Lo¨sungsverfahren zur Berechnung der einzelnen
Paretopunkte anwendbar. Von diesen Verfahren sind das Verfahren der Gewichteten Sum-
me und Gewichtungsverfahren mit 퐿푝-Metrik ohne zusa¨tzliche Maßnahmen, z. B. Adap-
tionsstrategien, eher ungeeignet. Bei der Gewichteten Summe hat eine kleine A¨nderung
der Gewichtungen oft große Auswirkungen auf das Ergebnis, so dass es schwer fa¨llt, eine
gleichma¨ßige Verteilung der Punkte zu erreichen. Es kann leicht gezeigt werden, dass bei
einer gleichfo¨rmigen Variation der Gewichtungen in stark gekru¨mmten Bereichen der Pare-
tomenge geha¨uft Punkte berechnet werden, wohingegen in schwach gekru¨mmten Bereichen
nur vereinzelt Punkte auftreten (siehe Abbildung 3.12 auf Seite 37).
3.5.1 Normal-Boundary-Intersection
Die Methode Normal-Boundary-Intersection (NBI) wurde von Das und Dennis [DD96b]
entwickelt und benutzt einen geometrisch motivierten Ansatz im Bildraum, um gleichma¨ßig
u¨ber die Paretomenge verteilte Punkte zu generieren.
In einem ersten Schritt werden beim NBI-Ansatz die Extremwerte der Paretomenge
ermittelt. Durch Optimierung der individuellen Zielfunktionen 푓푖(푥) mit 푖 = 1, . . . ,푚 erha¨lt
man 푥⋆푖 . Die Minima der individuellen Zielfunktionen bilden im Bildraum einen Simplex14,
der durch die Matrix
Θ = (푓(푥⋆1), . . . , 푓(푥⋆푚)) , Θ ∈ ℝ푚×푚 (3.40)
repra¨sentiert wird. Mit Hilfe eines Vektor 훽 kann ein beliebiger Punkt des Simplex durch:
Θ훽 mit 훽 ∈ ℝ푚, 훽푖 ≥ 0 und ∑푚푖=1 훽푖 = 1 beschrieben werden. Abbildung 3.9 zeigt einen
solchen Simplex bei einem Optimierungsproblem mit zwei Zielgro¨ßen.
Beim NBI-Ansatz wird nun an einem Punkt des Simplex Θ훽 ein Normalenvektor 푁
angelegt. Dieser Vektor zeigt in Abstiegsrichtung und durchsto¨ßt unter normalen Voraus-
setzungen den Rand des erreichbaren oder zula¨ssigen Raums in einem Paretopunkt. In
Abbildung 3.9 ist dieser Punkt mit 푓⋆ gekennzeichnet.
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Abbildung 3.9: Normal-Boundary-Intersection-Methode zur Bestimmung der Paretofront
14 Ein Simplex ist der einfachste Polytop in einem 푛-dimensionalen Raum. Ein 푛-dimensionales Simplex
weist dabei 푛 + 1 Ecken auf. Mit steigender Dimension ergibt sich hierbei die Reihe: Punkt, Strecke,
Dreieck, Tetraeder usw. Ein 푛-Simplex ist die Fortsetzung dieser Reihe auf 푛 Dimensionen.
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Abbildung 3.10: Normal-Boundary-Intersection: Ein Fall, bei dem die Lo¨sung 푓(푥¯) des NBI-
Problems nicht paretooptimal ist.
Dieser Punkt 푓⋆ kann mit Hilfe des beschra¨nkten Optimierungsproblems:
min
푥∈ℝ푛
훾∈ℝ
−훾
Θ훽 + 훾 푁 − 푓(푥) = 0 (3.41)
berechnet werden. Die Gro¨ße 훾 beschreibt den Abstand eines Punktes 푓 vom Simplex Θ훽.
Die Maximierung von 훾 liefert man den gesuchten Paretopunkt 푓⋆.
Die Berechnung der Paretofront geschieht in einem u¨bergeordneten Prozess. Durch Va-
riation des Vektors 훽 wird der Normalenvektor 푁 auf dem Simplex verschoben und durch
Lo¨sung der resultierenden NBI-Probleme (3.41) erha¨lt man vergleichsweise homogen u¨ber
die Paretofront verteilte Punkte.
Bei MOP mit zwei Zielgro¨ßen kann prinzipiell jeder Punkt der Paretomenge mit Hilfe
des NBI-Ansatzes berechnet werden. Dies gilt jedoch nicht fu¨r MOP mit mehr als zwei
Zielfunktionen. Im Falle 푚 ≥ 3 liegen mo¨glicherweise die Randgebiete der Paretofront
nicht mehr
”
senkrecht unterhalb“ des Simplex und ko¨nnen daher nicht erreicht werden.
Ein weiterer Nachteil besteht darin, dass bei nichtkonvexen Zielfunktionen die Lo¨sung
des NBI-Problems (3.41) nicht zwingend paretooptimal ist (siehe Abbildung 3.10). Dieser
Nachteil kann durch Umformulierung von (3.41) in ein Min-Max-Problem umgangen wer-
den. Die Lo¨sung ist dann stets paretooptimal und es ergibt sich:
min
푥
max
푖
푓푖(푥) − (Θ훽 )푖−푁푖 , 푖 = 1, . . . ,푚 (3.42)
Durchsto¨ßt der Normalenvektor푁 allerdings nicht die Paretofront, so liefert die Lo¨sung von
(3.42) einen Punkt auf dem Rand der Paretofront (siehe [Mu¨n03, Dep06]). Unterschiedliche
Werte fu¨r 훽 ko¨nnen in diesem Fall zu identischen Paretopunkten fu¨hren.
Zur Lo¨sung des Min-Max-Problems (3.42) kann die Goal-Attainment-Methode mit
푃 (훽) = Θ훽 und 푤 = −푁 herangezogen werden (vgl. mit Gl. (3.34)). Wegen der garan-
tierten Paretooptimalita¨t, der schnellen Konvergenz und der guten Verfu¨gbarkeit von Im-
plementierungen ist diese Methode bei glatten, diﬀerenzierbaren Zielfunktionen den bis-
lang vorgestellten Verfahren vorzuziehen. Aufgrund der hohen Flexibilita¨t in der Formu-
lierung und Parametrierung lassen sich mit Hilfe der Goal-Attainment-Methode weitere
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Lo¨sungsverfahren zur Berechnung der gesamten Paretomenge realisieren, die a¨hnlich wie
die NBI-Methode geometrisch motiviert sind und im Bildraum arbeiten. Zwei alternative
Auspra¨gungen werden im Folgenden vorgestellt.
3.5.2 Goal-Attainment-Methode mit 푷 im Ursprung
Diese Methode knu¨pft an die Vorstellung an, dass bei der Goal-Attainment-Methode mit
dem Vektor 푤 die Relation zwischen den Zielgro¨ßen angegeben wird (siehe Abschnitt 3.4.4).
Anstelle den Punkt 푃 in Abha¨ngigkeit von 훽 zu vera¨ndern, wird hier der Vektor 푤 variiert
(vgl. mit Gl. (3.34)). Der Punkt 푃 wird in den Ursprung gelegt. Diese Methode eignet sich
daher nur fu¨r MOP, bei denen Zielfunktionswerte gro¨ßer gleich 0 garantiert werden ko¨nnen,
wie z. B. bei Fehlerﬂa¨chen. Eine geometrische Interpretation ist links in Abbildung 3.11 zu
sehen.
In einem ersten Schritt wird analog zur NBI-Methode eine Optimierung der indi-
viduellen Zielgro¨ßen 푓푖(푥) durchgefu¨hrt und der zugeho¨rige Simplex mit der Matrix
Θ = (푓(푥⋆1), . . . , 푓(푥⋆푚)) gebildet.
Die Berechnung der einzelnen Paretopunkte erfolgt durch Verschieben des Punktes Θ훽
und Lo¨sen eines Min-Max-Problems. Mit 푃 = 0 und 푤(훽) = Θ훽 ergibt sich das Optimie-
rungsproblem:
min
푥
max
푖
푓푖(푥)(Θ훽 )
푖
, 푖 = 1, . . . ,푚 (3.43)
Die Verteilung der Punkte auf der Paretofront ist bei dieser Methode vergleichsweise
homogen. Jedoch wird die Paretomenge speziell im mittleren Bereich feiner approximiert,
als in der Na¨he der Extremwerte (Abbildung 3.12). Gegenu¨ber der NBI-Methode ist daher
kein Vorteil bezu¨glich der Verteilung vorhanden. Diese Methode kann jedoch dann von
Vorteil sein, wenn die Relation der Zielgro¨ßen in der Anwendung eine besondere Rolle
spielt, da eine direkte Zuordnung zwischen der Relation und dem Vektor 훽 mo¨glich ist.
Aufgrund dieser Eigenschaft wird auf den geometrischen Ansatz dieser Methode spa¨ter in
den Kapiteln 9.1.4 und 9.2.1 zuru¨ckgegriﬀen.
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Abbildung 3.11: Zwei Ansa¨tze zur Berechnung der Paretofront mit der Goal-Attainment-
Methode
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3.5.3 Goal-Attainment-Methode mit 푷 im Maximum
Bei diesem Ansatz handelt es sich um eine Aba¨nderung der vorangegangenen Methode, die
eine ho¨here Auﬂo¨sung in der Na¨he der Extremwerte der Paretofront erreicht. Anstelle den
Punkt 푃 in den Ursprung zu legen, wird 푃 in den Punkt gelegt, der aus den maximalen
Zielfunktionswerten von Θ gebildet wird. Fu¨r jeden Punkt der Paretomenge muss dann
das Min-Max-Problem (3.34) mit
푃푖 = max
푗
Θ푖,푗 , 푖 = 1, . . . ,푚
푤(훽) = 푃 −Θ훽 (3.44)
gelo¨st werden. Dieser Ansatz ist in Abbildung 3.11 rechts dargestellt.
Im Diagramm 3.12 sind die Verteilungen der Punkte auf der Paretomenge bei Anwen-
dung der verschiedenen Methoden zu sehen. Zum Vergleich wurde ebenfalls die Verteilung
mit Hilfe einer gewichteten Summe dargestellt. Diese weist eine große Punktedichte im
linken oberen Bereich der Paretomenge auf, wohingegen nur wenige Punkte im rechten
unteren Bereich berechnet werden.
Qb
N
a
f2
Qb
w
Qb
-w
Gewichtete
Summe
0
f1
f2
f x( )2*
f1
f1 f1
P
NBI
f2
f2
Goal-Attainment,
imUrsprungP
Goal-Attainment,
im MaximumP
f x( )1*
f x( )2*
f x( )1*
f x( )2*
f x( )1*
Abbildung 3.12: Verteilung der Punkte auf der Paretofront im Bildraum eines zweidimen-
sionalen MOP bei Anwendung der verschiedenen Berechnungsverfahren. Zur Berechnung der
Paretopunkte wurde Θ훽 in a¨quidistanten Schritten von 푓(푥⋆1) nach 푓(푥⋆2) verschoben.
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Selbstoptimierende mechatronische Funktionsmodule beobachten im Betrieb laufend sich
selbst und ihr Umfeld, um ihr Verhalten selbststa¨ndig an sich a¨ndernde Betriebsbedingun-
gen anzupassen. Hierzu mu¨ssen sie in der Lage sein, eine auf die jeweils aktuelle Situation
hin optimierte Systemkonﬁguration bereitzustellen. Selbstoptimierende Systeme besitzen
daher naturgema¨ß einen starken Bezug zu Optimierungsmethoden. In diesem Kapitel wird
betrachtet, wie mathematische Optimierungsverfahren zur Ermittlung der optimalen Sy-
stemkonﬁgurationen eingesetzt werden ko¨nnen.
Der Einsatz von Optimierungsverfahren zur Auslegung von Reglerparametern hat eine
lange Tradition. Viele klassische Methoden zum Entwurf optimaler Regelungen lassen sich
im Prinzip auf Minimierungsprobleme und somit auf Optimierungsprobleme zuru¨ckfu¨hren.
Prominente Vertreter solcher Entwurfsmethoden sind das H2 und H∞ Verfahren zur Aus-
legung optimaler Mehrgro¨ßenregelungen [Rai94, SP96, Unb00, Lun06]. Diese Auslegungs-
verfahren setzen bewusst eine feste Struktur der Systembeschreibung und des Entwurfs-
problems voraus. Die resultierenden Optimierungsprobleme werden durch den Einsatz spe-
zieller numerischer Methoden eﬃzient gelo¨st.
Um die strukturellen Einschra¨nkungen der klassischen Methoden zu umgehen, kommen
in den letzten Jahren in Theorie und Praxis versta¨rkt allgemeine Optimierungsverfahren
zur Auslegung der Reglerparameter aber auch der Reglerstruktur zur Anwendung. Mit
ihrer Hilfe ko¨nnen grundsa¨tzlich auch Systeme mit mehr oder weniger stark ausgepra¨gten
nichtlinearen Eﬀekten hinsichtlich beliebiger Entwurfskriterien ausgelegt werden. Die Vor-
gehensweise zur Bestimmung von Reglern unter Einsatz numerischer Optimierungsverfah-
ren sind bereits seit etlichen Jahren in Standardwerken der Regelungstechnik wie bspw.
[Fo¨l94, DB05] zu ﬁnden. Auf der anderen Seite werden regelungstechnische Problemstellun-
gen gerne zur Demonstration und zum Test von Optimierungsverfahren und Algorithmen
genutzt. So beschreibt bspw. Papageorgiou in [Pap96] unter anderem den Einsatz von
Verfahren der nichtlinearen Programmierung1 zur Auslegung von Reglerparametern sowie
zur Lo¨sung von einfachen als auch hierarchisch strukturierten Optimalsteuerungsproble-
men.
Die Optimierung technischer und speziell auch regelungstechnischer Systeme erfor-
dert im Allgemeinen die Beru¨cksichtigung einer Vielzahl unterschiedlicher, oft ge-
genla¨uﬁger Optimierungsziele. Zur Behandlung solcher Probleme existieren spezielle Ver-
fahren zur Mehrkriterien- bzw. Mehrzieloptimierung, die ein gezieltes Abwa¨gen zwischen
den gegenla¨uﬁgen Zielen ermo¨glichen. Fo¨llinger beschreibt in [Fo¨l94] eine Methode
zur Auslegung von Reglern unter Beachtung mehrerer Optimierungsziele, die auf der
1 Verfahren der nichtlinearen Optimierung werden vielfach nicht zur Optimierung im eigentlichen Sinne
verwendet, sondern z. B. auch zum Lo¨sen von Gleichungssystemen oder bei Identiﬁkationsproblemen
eingesetzt. Daher werden sie oft auch allgemeiner als Verfahren zur nichtlinearen Programmierung
bezeichnet.
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Gu¨tevektoroptimierung beruht, die von Kreisselmeier und Steinhauser in [KS79]
vorgestellt wurde. Ein vergleichbarer Ansatz wurde von Kasper zur Auslegung von li-
nearen Mehrgro¨ßenregelungen unter Beru¨cksichtigung verschiedener Zielkriterien verfolgt
[Kas85, KLJS90]. Weitere Arbeiten, die sich mit der Mehrzieloptimierung mechanischer
oder mechatronischer Systeme befassen, ﬁnden sich bspw. in [Ebe96, Pir01, Nau02, Dig04,
Dep06, Du06, HD09], um einige zu nennen.
Die Methodik der Mehrzieloptimierung dem Ingenieur zuga¨nglich zu machen, ist die
Zielsetzung einiger leistungsfa¨higer Programmpakete zur Mehrkriterienoptimierung. Sol-
che Werkzeuge ermo¨glichen zum einen den Mehrzielentwurf durch eine eﬃziente, robuste
Numerik, zum anderen unterstu¨tzen sie aber auch die Formulierung und Konﬁguration
des Entwurfsproblems und erleichtern durch geeignete Visualisierungstechniken die Inter-
pretation der Optimierungsergebnisse. Softwarepakete, die speziell auf die Bedu¨rfnisse des
Mehrzielentwurfs mechatronischer Systeme hin konzipiert wurden, sind das am DLR2 ent-
standene MOPS3 [JBL+02, Joo03] und das bereits seit Anfang der 90er Jahre am MLaP
der Universita¨t Paderborn entwickelte MOPO4 [KLJS90, Mu¨n01, Mu¨n03, Dep06].
Im Folgenden wird erla¨utert, wie ein regelungstechnisches Entwurfsproblem unter Ein-
satz mathematischer Optimierungsverfahren gelo¨st werden kann. Diese Art der Systemaus-
legung und Optimierung erfolgt u¨blicherweise modellbasiert. Anstelle die Optimierung di-
rekt am realen System durchzufu¨hren, wird zuna¨chst ein mathematisches Modell der Re-
gelstrecke optimiert. Die hierbei gefundenen Reglereinstellungen werden anschließend auf
das physikalische System u¨bertragen. Es wird hierbei die Annahme getroﬀen, dass die am
Modell gefundenen, optimalen Reglereinstellungen am realen System ebenfalls zu einem
nahezu optimalen Verhalten fu¨hren. Fu¨r eine gute U¨bereinstimmung muss das Modell der
Regelstrecke dabei die relevanten physikalischen Eﬀekte hinreichend gut abbilden.
4.1 Formulierung des Entwurfsproblems
Die Formulierung der Optimierungsaufgabe stellt einen iterativen Vorgang dar. Speziell
bei neuen bzw. unbekannten Systemen, u¨ber deren Optimierung bislang keine Erfahrungs-
werte existieren, muss der Entwickler ha¨uﬁg mehrere Iterationsschleifen vollfu¨hren, bevor
die Optimierung die gewu¨nschten Ergebnisse liefert. Insbesondere die Gu¨temaße, die der
Beurteilung des Systemverhaltens dienen, unterliegen im Laufe des Optimierungsprozesses
ha¨uﬁg A¨nderungen oder werden um weitere Kriterien erga¨nzt, um dem System schritt-
weise das gewu¨nschte Verhalten aufzuzwingen. A¨nderungen sind oft aufgrund eines nicht
zufriedenstellenden
”
optimierten“ Verhaltens oder aufgrund unerwu¨nschter nicht vorher-
sehbarer Reaktionen des Systems notwendig. Eine Anpassung innerhalb des iterativen Pro-
zesses kann durch den Einsatz schnell modiﬁzierbarer Simulationsmodelle in relativ kurzer
Zeit vorgenommen werden. Ist die Optimierungsaufgabe einmal formuliert, kann sie oft
unvera¨ndert bzw. mit geringen Modiﬁkationen auf a¨hnliche Systeme angewendet werden.
Eine Optimierung verschiedener Varianten eines Systems, die ja alle dieselben Entwurfs-
ziele verfolgen und sich in Ihrem Verhalten nicht grundlegend voneinander unterscheiden,
ko¨nnen meist mit einer unvera¨nderten Problemformulierung durchgefu¨hrt werden. Eine
2 Deutsches Zentrum fu¨r Luft- und Raumfahrt
3 Multi Objective Parameter Synthesis
4 Multi Objective Parameter Optimization
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entsprechende Automatisierung vorausgesetzt, ko¨nnen so in ku¨rzester Zeit mehrere Vari-
anten ausgelegt und bezu¨glich ihren Anforderungen bewerten werden.
Streckenmodell Gegenstand der mathematischen Optimierung ist das Verhalten des in
Abbildung 4.1 dargestellten Modells. Dieses Modell besteht aus dem Regler und einem
Modell der Regelstrecke. Wa¨hrend das Verhalten des Reglers exakt bekannt ist, stellt das
Streckenmodell eine hinreichend gute Approximation des realen Systems dar.
Regler
Strecke
u yr
z
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w
Abbildung 4.1: Blockschaltbild der Regelstrecke mit Regler
Der Vektor 푝 fasst alle freien Entwurfsparameter, im dargestellten Fall sind dies die
Reglerparameter, zusammen. Durch Variation des Vektors 푝 ko¨nnen die Eigenschaften
des geregelten Systems beeinﬂusst werden. Die Optimierungsaufgabe besteht darin, einen
Parametervektor 푝⋆ zu ﬁnden, bei dem das geregelte System ein
”
optimales“ Verhalten
aufweist.
Optimierungsmodell Um das Regelungsverhalten zu optimieren, muss zuna¨chst das
”
op-
timale“ Verhalten des Systems speziﬁziert werden. Zu diesem Zweck wird das in Abbildung
4.1 dargestellte Modell deﬁnierten Einﬂu¨ssen ausgesetzt und die hieraus resultierenden Sy-
stemantworten werden anhand von Gu¨tekriterien bewertet.
Technische Systeme sind im Betrieb einer Vielzahl von a¨ußeren Einﬂu¨ssen ausge-
setzt. Diese ko¨nnen abha¨ngig vom System und dessen Einsatzgebiet bei der Optimierung
beru¨cksichtigt werden. Unter a¨ußeren Einﬂu¨ssen seien hier sowohl Anregungen, die von
der Umgebung auf das System einwirken, als auch von anderen Teilsystemen vorgegebe-
ne Sollwerte oder Referenzsignale verstanden. Mit diesen a¨ußeren Einﬂu¨ssen und konkre-
ten Anfangszusta¨nden des Systems ko¨nnen unterschiedliche Betriebssituationen im Modell
nachgebildet, simuliert und letztendlich optimiert werden.
Die Vorstellung des Entwicklers u¨ber das Systemverhalten wird in Bewertungskriteri-
en abgebildet. Diese werden in Form mathematischer Funktionen ausgedru¨ckt, um so die
Gu¨te des Systemverhaltens zu quantiﬁzieren und einem mathematischen Optimierungs-
verfahren zuga¨nglich zu machen. In einigen eher einfachen Fa¨llen kann die Beschreibung
der Systemgu¨te durch ein einzelnes Bewertungskriterium erfolgen. Im Allgemeinen existie-
ren jedoch mehrere meist gegenla¨uﬁge Zielsetzungen, die es gemeinsam zu beru¨cksichtigen
gilt. Aus diesem Grund wird im Folgenden davon ausgegangen, dass das System anhand
mehrerer Kriterien bewertet wird. Die Entwurfsaufgabe stellt demnach ein Mehrzielopti-
mierungsproblem dar.
Die Formulierung des Optimierungsproblems besteht also im Wesentlichen aus der Deﬁ-
nition der Einﬂu¨sse auf das System und entsprechender Kriterien zur Bewertung des resul-
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tierenden Systemverhaltens. Dies fu¨hrt nach Kasper zu einem erweiterten Streckenmodell,
welches das geregelte Streckenmodell um ein Anregungsmodell sowie ein Bewertungsmodell
erga¨nzt [Kas85].
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Abbildung 4.2: Blockschaltbild des Optimierungsmodells
Das Anregungsmodell bildet die oben genannten a¨ußeren Einﬂu¨sse ab. Diese las-
sen sich im Wesentlichen in Fu¨hrungs- und Sto¨rgro¨ßen unterscheiden. U¨ber den Refe-
renzsignaleingang 푤 werden Fu¨hrungs- bzw. Referenzwerte fu¨r die Regelung vorgege-
ben. Den Referenzwerten soll das System so gut wie mo¨glich folgen. Die Signale, die
am Sto¨reingang 푧 anliegen, beschreiben die Anregungen bzw. Sto¨rungen, die auf physi-
kalische Systeme wirken. Die Auswirkungen dieser Sto¨rungen sollen im Normalfall durch
regelungstechnische Maßnahmen mo¨glichst gering gehalten werden. Sowohl Referenz- als
auch Sto¨reingang mu¨ssen nicht zwingend im Modell vorhanden sein. Ist bei einer Op-
timierung bspw. nur das Sto¨rverhalten des Systems von Interesse, so wird lediglich am
Sto¨reingang des Streckenmodells ein entsprechendes Signal aufgeschaltet. Bei einer Opti-
mierung des Fu¨hrungsverhaltens ist dementsprechend nur der Referenzsignaleingang des
Reglermodells aktiv. Die Simulation unterschiedlicher Anregungssituationen ist durch eine
Variation dieser Signale mo¨glich. Ebenso kann der Fokus der Optimierung durch unter-
schiedliche Auspra¨gung des Referenz- und des Sto¨rsignals beliebig zwischen Verbesserung
des Fu¨hrungs- oder des Sto¨rverhaltens verschoben werden.
Das Bewertungsmodell dient der U¨berfu¨hrung der aus der Anregung resultierenden
Systemantwort in konkrete Zahlenwerte, den Zielgro¨ßenvektor 푓 , welcher die Gu¨te des
Systemverhaltens widerspiegelt. Die Bewertungskriterien sind dabei so zu wa¨hlen, dass dem
System im Laufe der Optimierung das vom Entwickler gewu¨nschte Verhalten aufgezwungen
wird. Die Ankopplung des Bewertungsmodells geschieht u¨ber den Ausgangsvektor 푦, in
dem beliebige Gro¨ßen des Systems zusammengefasst werden ko¨nnen. Die Optimierung
am Modell besitzt den Vorteil, dass zur Auswertung der Bewertungskriterien auch auf
Systemzusta¨nde und Ausga¨nge zuru¨ckgegriﬀen werden kann, die am realen System nicht
oder nur unter hohem Aufwand messbar sind.
Der Fokus der Optimierung kann durch Variation des Bewertungs- und des Anregungs-
modells gezielt beeinﬂusst werden. Aus diesem Grund sind Anregungs- und Bewertungsmo-
dell als Einheit aufzufassen und mu¨ssen gemeinsam entworfen werden. Dieser Sachverhalt
wird dadurch unterstrichen, dass manche Bewertungsfunktionen bestimmte Anregungsfor-
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men beno¨tigen, um sinnvolle Ergebnisse zu liefern5.
Das in Abbildung 4.2 dargestellte erweiterte Streckenmodell bildet aus Sicht eines Opti-
mierungsverfahrens die zu optimierende, vektorielle Zielfunktion 푓(푝). Jegliche Modiﬁka-
tion der verschiedenen Modellbestandteile – des Reglers, der Regelstrecke, der Bewertung
und auch der Anregung – stellt direkt eine Vera¨nderung der Zielfunktion dar. Ohne Ein-
schra¨nkung der Allgemeingu¨ltigkeit kann die Optimierungsaufgabe als die Minimierung
des Zielfunktionsvektors unter Einhaltung der Nebenbedingungen 푔(푝) angesehen werden:
min
푝
푓(푝)
푔(푝) ≤ 0 (4.1)
4.2 Anforderungen an mechatronische Systeme
Es existiert eine Reihe von grundsa¨tzlichen Forderungen, die bei der Optimierung rege-
lungstechnischer Systeme beachtet werden mu¨ssen. Fo¨llinger formuliert in [Fo¨l94] vier
Forderungen, die an jedes regelungstechnische System zu stellen sind:
1. Der Regelkreis muss stabil sein. Dies bedeutet bei linearen zeitinvarianten Systemen,
dass seine Fu¨hrungs- und Sto¨rsprungantwort fu¨r 푡 → ∞ gegen feste Werte streben
mu¨ssen.
2. Der Regelkreis muss genu¨gende stationa¨re Genauigkeit aufweisen. D. h.: Bei Auf-
schaltung eines Sprungs am Referenzeingang 푤, muss die Regelabweichung 푦 −푤 fu¨r
푡→∞ gegen hinreichend kleine Werte streben (fu¨r eine Aufschaltung am Sto¨reingang
푧 entsprechend).
3. Die Antwort auf einen Fu¨hrungs- bzw. Sto¨rsprung soll hinreichend geda¨mpft sein,
d. h. keine zu starken Oszillationen aufweisen.
4. Der Regelkreis soll genu¨gend schnell sein, d. h. die Antwort auf einen Fu¨hrungs- bzw.
Sto¨rsprung soll in hinreichend kurzer Zeit dem stationa¨ren Wert genu¨gend nahekom-
men.
Fo¨llinger teilt diese vier Kriterien ein in die zwei Grundforderungen nach Stabilita¨t
und stationa¨rer Genauigkeit und die beiden qualitativen Forderungen nach hinreichender
Da¨mpfung und Schnelligkeit des Regelkreises. Die Grundforderungen Stabilita¨t und stati-
ona¨re Genauigkeit reichen zur Beurteilung eines geregelten Systems alleine nicht aus. Sie
sind aber harte Kriterien, die unter allen Umsta¨nden zu erfu¨llen sind und stellen dem-
nach essentielle Randbedingungen dar, die bei einer Auslegung unbedingt beachtet werden
mu¨ssen. Die Regelgu¨te des Systems wird vielmehr durch die beiden qualitativen Forderun-
gen nach hinreichender Da¨mpfung und Schnelligkeit des Regelkreises beschrieben.
Kasper kommt in [Kas85] zu einer weiteren Klassiﬁkation der Forderungen, die
an geregelte Systeme zu stellen sind. Neben der grundlegenden Forderung, die Stabi-
lita¨t des Systems zu gewa¨hrleisten, wird die qualitative Bewertung des Sto¨rungs- und
5 Als Beispiel sei hier die Bewertung mit einer zeitgewichteten Fehlerﬂa¨che genannt, die sinnvoll nur
mit Anregungsfunktionen eingesetzt werden kann, die ein markantes Anfangsereignis aufweisen, wie
z. B. die Sprung- oder Rampenfunktion (siehe Abschnitt 4.3.1)
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Fu¨hrungsverhalten anhand von Kriterien im Zeitbereich und im Frequenzbereich vorge-
nommen. Die Kriterien des Zeitverhaltens untergliedern sich in das Einschwingverhalten
und das stationa¨re Verhalten. Das Frequenzverhalten beurteilt die Bandbreite des Systems
im Gesamtverlauf der interessierenden Frequenzga¨nge. Diesen Forderungen u¨berlagert ist
die Forderung nach Unempﬁndlichkeit und Robustheit. D. h. trotz ungenau bekannter oder
innerhalb gewisser Grenzen variierender Systemparameter muss die Grundforderung nach
Stabilita¨t erfu¨llt sein, und das Zeit- und Frequenzverhalten sollte sich dabei mo¨glichst
wenig a¨ndern.
Eine weitere wichtige Forderung, welche insbesondere bei der Realisierung eines Systems
zum Tragen kommt, ist die Realisierbarkeit der Stellgro¨ßen. Mit der konstruktiven Ausge-
staltung der Aktorik, wird gleichzeitig auch deren Leistungsfa¨higkeit festgelegt. Stellwerte
ko¨nnen nur innerhalb bestimmter Grenzen durch die Aktorik realisiert werden. Ein re-
gelungstechnisches System muss diese Grenzen beru¨cksichtigen. Diese kann beispielsweise
durch eine Abbildung der Aktorbeschra¨nkungen im Streckenmodell geschehen. Ein anderer
Weg, der oft beschritten wird, ist die Einfu¨hrung zusa¨tzlicher Kriterien, die eine Bestrafung
hoher Stellwerte vornehmen.6.
Neben diesen klassischen regelungstechnischen Kriterien werden zahlreiche weitere An-
forderungen an das mechatronische System gestellt, die sich nicht direkt auf das Rege-
lungsverhalten des Systems beziehen. Beispiele fu¨r Kriterien sind der Energieverbrauch
oder die Emissionen des Systems, die Belastung und der Verschleiß einzelner Bauteile, die
La¨rmentwicklung des Systems im Betrieb usw. Diese Auﬂistung la¨sst sich beliebig erwei-
tern. Welche Kriterien konkret zum Einsatz kommen, richtet sich im Wesentlichen nach
der Beschaﬀenheit und dem Zweck des Systems, den Einsatzfa¨llen sowie dem Umfeld in
dem das System zum Einsatz kommen soll.
Eine notwendige Voraussetzung fu¨r die Beru¨cksichtigung solcher Kriterien bei der Opti-
mierung ist eine mathematische Abbildung der zugrundeliegenden physikalischen Eﬀekte
im Optimierungsmodell. Diese Eﬀekte werden aus dem Verlauf der Zusta¨nde des Systems
berechnet oder zumindest abgescha¨tzt. Gegebenenfalls wird das Modell um zusa¨tzliche
Modellbestandteile zur Berechnung der beno¨tigten Gro¨ßen erweitert. Diese Berechnungen
ko¨nnen auch innerhalb des Bewertungsmodells stattﬁnden. Bei Verwendung von physika-
lisch motivierten Modellen werden die beno¨tigten Gro¨ßen aufgrund bekannter physikali-
scher Gesetzma¨ßigkeiten direkt berechnet. In vielen Fa¨llen kann jedoch eine solche For-
mulierung nicht mit einem vertretbaren Modellierungs- oder auch Berechnungsaufwand
erfolgen. In diesem Fall werden ha¨uﬁg empirische oder pha¨nomenologische Modelle, z. B.
in Form von Kennfeldern, angesetzt, welche die jeweiligen Eﬀekte anhand ihres a¨ußeren
Erscheinungsbildes abbilden.
Bei einer Optimierung kann es sinnvoll sein, bestimmte Frequenzbereiche im Bewer-
tungsmodell sta¨rker zu bewerten als andere. Bspw. wird der Komfort fu¨r Insassen oft u¨ber
die frequenzgewichtete Beschleunigung des Fahrzeugaufbaus bemessen (siehe [VDI02]). Die
Frequenzgewichtung tra¨gt der Tatsache Rechnung, dass Schwingungen in einigen Frequenz-
bereichen fu¨r Menschen als besonders sto¨rend empfunden werden. Dieser Ansatz, die Ver-
wendung eines Bewertungsﬁlters, ist bereits vom Entwurf von Mehrgro¨ßenreglern bekannt
[Kas85, Hen97] und wurde bspw. von Lu¨ckel in [LK85] zur Bewertung des Komforts bei
aktiven Fahrwerkssystemen eingesetzt. Ebenso ko¨nnen frequenzgewichtete Bewertungskri-
terien zur Bestrafung unerwu¨nschter Schwingungsanteile eingesetzt werden [Mu¨n03].
6 Diese Vorgehensweise wird z. B. bei der H2 Entwurfsmethode verwendet.
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4.3 Bewertung im Zeitbereich
Bewertungsfunktionen im Zeitbereich beurteilen das Verhalten auf Basis der zeitlichen
Verla¨ufe der Systemzusta¨nde, -einga¨nge und -ausga¨nge. Die hierfu¨r notwendigen Zeit-
verla¨ufe werden aus Simulationen des Optimierungsmodells gewonnen. Nichtlineare Mo-
delle erlauben es dabei auch in der Praxis ha¨uﬁg auftretende nichtlineare Eﬀekte, wie
Begrenzungen der Aktorik oder nichtlineare Reibung, abzubilden. Der Einsatz nichtlinea-
rer Modelle stellt oft die einzige Mo¨glichkeit dar, solche Eﬀekte in die qualitative Bewer-
tung des Systemverhaltens mit einzubeziehen. Bei vielen Anwendungen kommen daher
Gu¨tefunktionen im Zeitbereich zum Einsatz.
4.3.1 Fehlerﬂa¨chen und zeitgewichtete Fehlerﬂa¨chen
Die klassischen Bewertungsfunktionen fu¨r optimale Regelungen bewerten die Dynamik des
Systems u¨ber die Regelabweichung, also der Abweichung des Systemausgangs 푦(푡) und der
Referenzgro¨ße 푤(푡):
푒(푡) = 푦(푡) −푤(푡) (4.2)
Diese Abweichungen werden in Form eines integralen Gu¨tekriteriums u¨ber einen Zeitraum[0, 푇 ] zusammengefasst:
푓 = 1
푇
푇∫
0
휙(푒(푡), 푡)푑푡 (4.3)
In Tabelle 4.1 sind die am ha¨uﬁgsten zur Bewertung verwendeten Fehlerﬂa¨chen zusam-
mengefasst. Minimierung von Betragsﬂa¨chen und quadratischen Fehlerﬂa¨chen liefern eine
Tabelle 4.1: Bewertungsfunktionen im Zeitbereich fu¨r Regelabweichungen [DB05]
betragslineare Fehlerﬂa¨chen quadratische Fehlerﬂa¨chen
konstante
Gewichtung
푓퐼퐴퐸 = 1
푇
푇∫
0
∣푒∣푑푡
IAE (Integral of the Absolute Error)
푓퐼푆퐸 = 1
푇
푇∫
0
푒2 푑푡
ISE (Integral of the Squared Error)
mit zeitlicher
Gewichtung
푓퐼푇퐴퐸 = 1
푇
푇∫
0
∣푒∣ 푡 푑푡
ITAE (Integral of Time multiplied by the
Absolute Error)
푓퐼푇푆퐸 = 1
푇
푇∫
0
푒2 푡 푑푡
ITSE (Integral of Time multiplied by the
Squared Error)
Kompromisslo¨sung zwischen einem ungeda¨mpften und einem extrem u¨berda¨mpften Sy-
stem. Dauerschwingungen werden durch beide Kriterien ebenso bestraft, wie ein langsames
u¨berda¨mpftes Anna¨hern des Referenzwertes. Die quadratische Fehlerﬂa¨che bestraft hohe
Regelabweichungen sta¨rker und fu¨hrt daher tendenziell zu einem schnelleren aber weniger
stark geda¨mpften System. Große Anfangsabweichungen, wie sie z. B. bei Sprungantworten
auftreten, fallen bei der Betragsfehlerﬂa¨che aber vor allem bei der quadratischen Fehler-
ﬂa¨che stark ins Gewicht. Um den großen Einﬂuss dieser anfa¨nglichen Fehler zu reduzieren,
aber auch um spa¨ter auftretende Auslenkungen und stationa¨re Abweichungen sta¨rker zu
beru¨cksichtigen, bietet sich eine zeitliche Gewichtung der Fehlerﬂa¨chen an. Neben den
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Abbildung 4.3: Veranschaulichung der verschiedenen Fehlerﬂa¨chen
vorgestellten Fehlerintegralen sind weitere Varianten mit z. B. ho¨heren Exponenten oder
quadratischen zeitlichen Gewichtungen denkbar. Ganz allgemein besitzen solche Fehlerin-
tegrale die Form:
푓 = 푇∫
0
∣푒∣푛 푡푚 푑푡 mit 푛 > 0 , 푚 ≥ 0 (4.4)
In Abbildung 4.3 ist der Unterschied zwischen den vorgestellten Bewertungskriterien
veranschaulicht. Dargestellt ist hier der Einschwingvorgang eines PT2-Gliedes nach einer
Sprunganregung, sowie der Verlauf der Integranden der einzelnen Fehlerintegrale.
Betragsfehlerﬂa¨chen und quadratische Fehlerﬂa¨chen besitzen die ho¨chste praktische Be-
deutung. Zum Beispiel kann die Reduzierung des Kraftstoﬀverbrauchs eines Fahrzeugs
direkt mit der Minimierung einer Betragsfehlerﬂa¨che in Beziehung gesetzt werden. Obwohl
eigentlich keine generellen Aussagen getroﬀen werden ko¨nnen, liefern zur Bewertung eines
Einschwingvorgangs erfahrungsgema¨ß die zeitgewichteten Fehlerﬂa¨chen sehr gute Ergeb-
nisse. Sie sind jedoch nur dann sinnvoll einsetzbar, wenn die Anregungs- bzw. Referenzsi-
gnale ein eindeutiges Startereignis und einen stationa¨ren Verlauf gegen Ende des Bewer-
tungszeitraums besitzen. Durch das Ereignis la¨sst sich der Start der zeitlichen Gewichtung
festlegen. Meist werden Sprungfunktionen, seltener auch Rampenfunktionen verwendet.
Bei Fehlerﬂa¨chen ohne Zeitgewichtung ko¨nnen im Prinzip beliebige Anregungsfunktionen,
z. B. Rauschsignale oder periodische Signale wie Sinusschwingungen oder Rechtecksignale,
eingesetzt werden.
4.3.2 Punkt- und abschnittsweise bewertende Kriterien
Eine weitere ha¨uﬁg verwendete Klasse von Bewertungskriterien sind punkt- und abschnitts-
weise bewertende Kriterien. Diese Kriterien beurteilen das System, anders als die oben be-
schriebenen Fehlerﬂa¨chen, nicht am gesamten Zeitverlauf, sondern anhand einzelner Zeit-
punkte bzw. Zeitabschnitte.
Mit punktweise bewertenden Funktionen werden einzelne Ereignisse im Zeitverlauf der
Simulation detektiert. Die Zielfunktionswerte ergeben sich aus den Simulationsgro¨ßen zum
Zeitpunkt des Ereignisses 푡푒. Wichtige punktweise deﬁnierte Funktionen sind das Maxi-
malwertkriterium sowie verschiedene Triggerkriterien.
Das Maximalwertkriterium ermittelt den maximalen wa¨hrend der Simulation auftreten-
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Trigger- und Maximalwertkriterium
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Abbildung 4.4: Bewertung einer Sprungantwort mit punkt- und abschnittsweise bewertenden
Kriterien
den Funktionswert:
푓푚푎푥 = max
푡
푦(푡) (4.5)
Die folgende Triggerfunktion ermittelt den Zeitpunkt 푡, bei dem ein bestimmter Schwell-
wert 푦¯ das erste Mal erreicht wurde:
푓ℎ푖푡 = min
푡
{푡 ∣ 푦(푡) = 푦¯} (4.6)
Diese beiden Kriterien sind in Abbildung 4.4 (links) am Beispiel der Sprungantwort eines
PT2-Gliedes veranschaulicht. Sie stehen hier in direktem Zusammenhang zu wesentlichen
Eigenschaften des Systems. Das Maximalwertkriterium beurteilt den U¨berschwinger der
Sprungantwort und liefert somit ein Maß fu¨r Da¨mpfung. Das Triggerkriterium gibt die
Schnelligkeit des Systems an.
Das Schwellwertkriterium wird eingesetzt, um das U¨berschreiten7 vorgegebener Grenzen
graduell zu bestrafen. Diese abschnittsweise bewertende Funktion ergibt aus der positiven
Fla¨che zwischen dem Systemausgang 푦(푡) und dem Schwellwert 푦¯(푡):
푓푢푒푏푒푟 = 푇∫
0
max(푦(푡) − 푦¯(푡),0)푑푡 (4.7)
Anders als beim Maximalwertkriterium ﬂießt hier mit der Fla¨che sowohl die Ho¨he als auch
der Zeitraum der U¨ber- bzw. Unterschreitung in die Zielgro¨ße ein. Das Schwellwertkriterium
wird in Abbildung 4.4 (rechts) zur Beurteilung des U¨berschwingers einer Sprungantwort
genutzt.
7 Die Bewertung einer Schwellwertunterschreitung kann durch Vorzeichena¨nderung von 푦(푡) und 푦¯(푡)
erreicht werden.
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In vielen naturwissenschaftlichen und technischen Problemstellungen werden fu¨r diﬀeren-
zierbare Funktionen neben den Funktionswerten auch die Ableitungen erster oder ho¨herer
Ordnung beno¨tigt. Beispiele fu¨r solche Problemstellungen sind bei der Untersuchung von
Parameterempﬁndlichkeiten, bei der Lo¨sung von nichtlinearen Gleichungssystemen und
Diﬀerenzialgleichungen, aber vor allem auch bei der Optimierung zu ﬁnden. Insbesondere
arbeiten die in Kapitel 3 beschriebenen Optimierungsverfahren mit den Ableitungen der
Zielfunktionen nach den Entwurfsparametern. Eine erfolgreiche Anwendung dieser Verfah-
ren ha¨ngt wesentlich von der Genauigkeit der Ableitungsbrechnung der Zielfunktionen und
Nebenbedingungen ab.
Die Ableitung einer skalaren Funktion 푓 ∶ ℝ푛 → ℝ nach den Parametern 푥 ∈ ℝ푛 wird
durch den Gradienten:
grad 푓(푥) = ∇푓(푥) = [ ∂푓∂푥1 ∣푥 ⋯ ∂푓∂푥푛 ∣푥 ] (5.1)
an einer beliebigen Stelle 푥 angegeben. Im Falle einer Vektorfunktion 푓 ∶ ℝ푛 → ℝ푚 erha¨lt
man die Jacobi-Matrix:
J푓(푥) = ∇푓(푥) = ⎡⎢⎢⎢⎢⎢⎢⎣
∂푓1
∂푥1
∣
푥
⋯ ∂푓1∂푥푛 ∣푥⋮ ⋱ ⋮
∂푓푚
∂푥1
∣
푥
⋯ ∂푓푚∂푥푛 ∣푥
⎤⎥⎥⎥⎥⎥⎥⎦ (5.2)
Eine symbolische Diﬀerentiation der Funktion 푓 ist trotz der Verfu¨gbarkeit von Com-
puteralgebrasystemen bei vielen Anwendungen nicht mo¨glich, da die Funktionswerte oft
durch aufwa¨ndige numerische Algorithmen oder Simulationen berechnet werden und daher
nur in Form eines Computerprogramms vorliegen. Eine ga¨ngige Praxis ist es, diese Gradi-
enten durch mehrfache Auswertung von 푓 mit Hilfe von Diﬀerenzenquotienten numerisch
anzuna¨hern. Im folgenden Abschnitt wird zuna¨chst auf diese Technik na¨her eingegangen.
Anschließend wird eine alternative Methode zur Berechnung der Ableitungen von Funktio-
nen, die als Computeralgorithmus vorliegen, die Algorithmische Diﬀerentiation, vorgestellt.
Dabei besitzen beide Methoden speziﬁsche Vor- und Nachteile und haben daher ihre Da-
seinsberechtigung.
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5.1 Diﬀerenzenquotienten
Vorwa¨rtsdiﬀerenzenquotient
Die Berechnung der Diﬀerenzenquotienten wird motiviert durch die Deﬁnition der Ablei-
tung. Die Ableitung einer skalaren Funktion 푓 ∶ ℝ → ℝ im Punkt 푥 ∈ ℝ ist deﬁniert durch
den Grenzwert:
푓 ′ = d푓
d푥
= lim
ℎ→0 푓(푥 + ℎ) − 푓(푥)ℎ (5.3)
Wird ℎ klein aber ungleich Null gewa¨hlt, dann ergibt der rechte Ausdruck eine Na¨herung
fu¨r die Ableitung 푓 ′, den sogenannten Vorwa¨rtsdiﬀerenzenquotienten:
푓 ′ ≈ 푓(푥 + ℎ) − 푓(푥)
ℎ
(5.4)
Die Berechnung von 푓 ′ erfolgt bei (5.4) durch zweifache Auswertung der Funktion 푓 .
Der Diskretisierungsfehler ist von der Ordnung O(ℎ), d. h. er wa¨chst proportional mit
der Diskretisierungsschrittweite ℎ an.1 Man wird daher erwarten, dass die Na¨herung der
Ableitung durch (5.4) besser wird, wenn die Schrittweite ℎ verkleinert wird. Dies ist jedoch
nur bedingt der Fall, da mit kleiner werdendem ℎ auch die Auslo¨schung im Za¨hler des
Diﬀerenzenquotienten zunimmt. Im Prinzip muss ℎ so gewa¨hlt werden, dass die Summe
aus Diskretisierungsfehler und dem Fehler auf Grund der Auslo¨schung minimal wird. Das
ist ungefa¨hr dann der Fall, wenn beide Fehler die gleiche Gro¨ßenordnung besitzen. Dies
fu¨hrt auf die folgende Abscha¨tzung fu¨r eine optimale Schrittweite ℎ⋆ [CDB80, Nag02]:
ℎ⋆ = 2¿ÁÁÀ(1 + ∣푓(푥)∣) 휖푟푒푙∣푓 ′′(푥)∣ (5.5)
wobei 푓 ′′(푥) fu¨r die zweite Ableitung von 푓(푥) steht und 휖푟푒푙 eine Abscha¨tzung des relativen
Fehlers bei der Berechnung von 푓(푥) angibt.
Zentraldiﬀerenzenquotient
Eine bessere Na¨herung kann mit Hilfe des Zentraldiﬀerenzenquotienten:
푓 ′ ≈ 푓(푥 + ℎ) − 푓(푥 − ℎ)
2ℎ
(5.6)
erreicht werden. Der Diskretisierungsfehler von (5.6) ist von der Ordnung O(ℎ2). Er
verringert sich demnach bei kleiner werdendem ℎ quadratisch, so dass vergleichsweise
große Diskretisierungsschrittweiten mo¨glich werden. Dies wiederum fu¨hrt zu geringeren
Auslo¨schungseﬀekten.
Diﬀerenzenquotienten ho¨heren Grades
Alternativ ko¨nnen auch Diﬀerenzenquotienten ho¨heren Grades gebildet werden. Im Fol-
genden sind einige symmetrische Formeln angefu¨hrt:
1 Das Landau-Symbol O steht fu¨r die Gro¨ßenordnung von Funktionen. Landau-Symbole sind benannt
nach dem deutschen Zahlentheoretiker Edmund Landau (1877-1938). Sie werden in der Mathematik
und in der Informatik verwendet, um das asymptotische Verhalten von Funktionen und Folgen bei
Anna¨herung an einen endlichen oder unendlichen Grenzwert zu beschreiben. [BSMM95]
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Tabelle 5.1: Symmetrische Diﬀerenzenquotienten ho¨heren Grades [Hol08]
푁 푁 -Punkte-Diﬀerenzenquotienten
5
푓−2 − 8푓−1 + 8푓+1 − 푓+2
12ℎ
7
−푓−3 + 9푓−2 − 45푓−1 + 45푓+1 − 9푓+2 + 푓+3
60ℎ
9
3푓−4 − 32푓−3 + 168푓−2 − 672푓−1 + 672푓+1 − 168푓+2 + 32푓+3 − 3푓+4
840ℎ
mit 푓푘 = 푓(푥 + 푘 ⋅ ℎ)
Die Diﬀerenzenquotienten in Tabelle 5.1 basieren auf Taylorreihenansa¨tzen und ermit-
teln daher die erste Ableitung von Polynomen bis zum Grad 푁 − 1 exakt. Durch die gro¨ßere
Anzahl an Stu¨tzstellen werden bei der Herleitung Fehlerterme niedriger Ordnung eliminiert
und es ergeben sich Diskretisierungsfehler mit O(ℎ푁−1). Der resultierenden gute Approxi-
mationsgenauigkeit stehen jedoch vielfache Funktionsauswertungen und somit ein gestei-
gerter Rechenaufwand entgegen.
Diﬀerenzenquotienten vektorwertiger Funktionen
Zur Approximation der Jacobimatrix (5.2) einer vektorwertigen Funktion 푓 ∶ ℝ푛 → ℝ푚
wird fu¨r jedes Element des Parametervektors 푥 ∈ ℝ푛 ein eigener vektorwertiger Diﬀeren-
zenquotient ermittelt. Zur Berechnung eines Elements ∂푓푗/∂푥푖 der Jacobimatrix wird der
Parametervektor in Richtung des 푖-ten Einheitsvektors 푒푖 ∈ ℝ푛 ausgelenkt. Im Falle von
Vorwa¨rtsdiﬀerenzenquotienten berechnet sich das Element zu:
∂푓푗
∂푥푖
≈ 푓푗(푥 + ℎ푒푖) − 푓푗(푥)
ℎ
(5.7)
Die Diﬀerentiation mit Diﬀerenzenquotienten ho¨heren Grades verla¨uft analog zu (5.7) mit
푓푗,푖,푘 = 푓푗(푥 + 푘 ℎ푒푖).
Bei Verwendung von Vorwa¨rtsdiﬀerenzenquotienten erfordert die Berechnung der kom-
pletten Jacobimatrix insgesamt 푛 + 1 Auswertungen der Vektorfunktion 푓 ; bei Verwen-
dung der Diﬀerenzenquotienten aus Tabelle 5.1 sind insgesamt 푛 ⋅ (푁 − 1) Auswertungen
notwendig.
Im Allgemeinen ist die optimale Diskretisierungsschrittweite einer Parametera¨nderung
ℎ푒푖 fu¨r die einzelnen Funktionen in 푓 unterschiedlich. Idealer Weise muss die Wahl der Dis-
kretisierungsschrittweite fu¨r jede Funktion 푓푗 und jeden Parameter 푥푖 unabha¨ngig getrof-
fen werden, d. h. fu¨r jede partielle Ableitung ∂푓푗/∂푥푖 ergibt sich eine individuelle optimale
Schrittweite ℎ푖,푗.
Sind die einzelnen Funktionen 푓푗 unabha¨ngig voneinander zu berechnen, so kann fu¨r je-
de Funktion ohne weiteren Rechenaufwand eine individuelle Schrittweite gewa¨hlt werden.
Speziell bei mechatronischen Systemen werden aber mehrere, wenn nicht sogar alle Funkti-
onswerte aus einer einzelnen Simulation ermittelt. Bei Beru¨cksichtigung der individuellen
Schrittweite sind daher zusa¨tzliche Simulationen notwendig. Die Anzahl der beno¨tigten
Funktionsauswertungen steigt im ungu¨nstigsten Fall auf 푚 ⋅ 푛 ⋅ (푁 − 1). Dem kann jedoch
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ein Stu¨ck weit begegnet werden, indem man die Diﬀerenzenquotienten von Funktionen mit
einer a¨hnlichen Diskretisierungsschrittweite in einem Parameter 푥푖 gemeinsam ermittelt.
Zusammenfassend ergeben sich bei den Diﬀerenzenquotienten die folgenden Vor- und
Nachteile:
+ Die Funktion 푓 kann als Black-Box behandelt werden, d. h. es werden nur die Funk-
tionswerte beno¨tigt. Sie kann dabei das Ergebnis einer beliebig komplexen Berech-
nung sein. So ist z. B. die Verwendung kommerzieller Simulationsmodelle, die nicht
im Quellcode vorliegen, mo¨glich. Aus diesem Grund stellen die Diﬀerenzenquotienten
oft die einzige Chance fu¨r den Entwickler dar, die beno¨tigten Gradienten zu ermit-
teln. Ebenso ist der Entwicklungsaufwand zur Berechnung der Diﬀerenzenquotienten
sehr gering.
− Die Wahl des Diskretisierungsparameters ℎ beeinﬂusst stark die Genauigkeit der Ap-
proximation. Um den Diskretisierungsparameters optimal auszulegen, ist zusa¨tzlicher
Aufwand no¨tig. Die NAG-Bibliothek [Nag02] und die GNU Scientiﬁc Library (GSL)
[GDT+06] liefern beispielsweise Routinen zur Bestimmung eines optimalen ℎ.
− Die Na¨herung der Ableitung kann auch bei optimal ausgelegtem Dis-
kretisierungsparameter ℎ ungenau sein. Als Erfahrungswert gilt, dass bei
Vorwa¨rtsdiﬀerenzenquotienten ca. die Ha¨lfte der Stellen ausgelo¨scht werden (bei Zen-
traldiﬀerentiation ist es etwa ein Drittel) [Gri00]. Dieses Problem versta¨rkt sich bei
”
verrauschten“ Zielfunktionen, z. B. wenn die Berechnung der Zielfunktionen selbst
aufgrund von signiﬁkanten Rundungs- bzw. Auslo¨schungseﬀekten nicht exakt durch-
gefu¨hrt werden kann.
5.2 Arbeitsweise der Algorithmischen Diﬀerentiation
Die Algorithmische Diﬀerentiation (AD) ist eine teilsymbolische Technik, die die Berech-
nung der Gradienten von Funktionen ermo¨glicht, die in Form eines Computerprogramms,
bspw. erstellt in einer Hochsprache wie Fortran oder C/C++, vorliegen. Dabei wird, aus-
gehend von der zu diﬀerenzierenden Funktion, keine explizite Ableitungsformel, sondern
ein Algorithmus fu¨r die Berechnung des Gradienten gebildet. Die resultierenden Ergebnisse
sind im Rahmen der Maschinengenauigkeit exakt. Da keine Na¨herungsformel herangezogen
wird, mu¨ssen ausschließlich Rundungsfehler beachtet werden; diese treten jedoch bereits
bei der Berechnung des Funktionswertes auf. Die berechneten Ableitungen haben in der
Regel eine vergleichbare Genauigkeit wie die Funktionswerte selbst [Gri00]. Die Anwen-
dung der AD erfolgt weitgehend automatisiert2, d. h. mit einem Minimum an Aufwand fu¨r
den Anwender. Sowohl einfache als auch umfangreiche Computerprogramme lassen sich
eﬃzient diﬀerenzieren, wobei der Berechnungsaufwand und Speicherplatzbedarf moderat
mit der Programmgro¨ße und der Anzahl der zu berechnenden Ableitungen ansteigen.
Die AD nutzt die Tatsache, dass jedes Computerprogramm aus einer Folge von elemen-
taren, arithmetischen Operationen und Funktionen besteht. Eine solche Folge von Opera-
tionen kann als ein azyklischer, gerichteter Auswertegraph eindeutig beschrieben werden.
2 Aus diesem Grund wird diese Technik oft auch als Automatische Diﬀerentiation bezeichnet.
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Dies soll anhand der folgenden Beispielfunktion erla¨utert werden:
푓(푥) = sin(2 ⋅ 푥1) − 푒푥1/푥2 (5.8)
Zur Auswertung wird diese Funktion in eine Folge von elementaren Operationen3 abgebil-
det. In Abbildung 5.1 ist diese Folge als Auswertegraph dargestellt.
v1 = x1 v2 = x2
v4 = sin(v3) v6 = e
v5
v7 = v4 − v6
v3 = 2 · v1 v5 = v1/v2
f = v7
Abbildung 5.1: Auswertegraph der Funktion (5.8)
In diesem Auswertegraphen werden die Knoten den Eingangsgro¨ßen (unabha¨ngige Varia-
blen) 푥푖, den Zwischengro¨ßen 푣푖 und der Ausgangsgro¨ße 푓 (abha¨ngige Variable) zugeordnet.
Wa¨hrend die Eingangsgro¨ßen von vornherein bekannt sind, werden die Zwischengro¨ßen und
die Ausgangsvariablen sequentiell durch Auswertung der jeweiligen elementaren Rechen-
operationen ermittelt.
Zur Berechnung der mo¨glicherweise sehr komplexen Ableitung 푑푓푑푥푖 der Gesamtfunktion
werden zuna¨chst die elementaren Operationen separat diﬀerenziert und die Ableitungen
entlang der Kanten des Graphen 5.1 angetragen. Diese Kantenableitungen geben an, wie
sich Vera¨nderungen der Vorga¨ngerknoten auf den betrachteten Knoten auswirken. Die
Diﬀerentiationsregeln ko¨nnen auf die einzelnen Operationen sehr einfach z. B. durch einen
Tabellenvergleich angewendet werden. Abbildung 5.2 zeigt den Graphen aus 5.1 mit seinen
Kantenableitungen.
Die Bestimmung der Ableitungen der Ausgangsvariablen nach den Eingangsvariablen
erfolgt durch wiederholtes Anwenden der Kettenregel auf die Kantenableitungen des Aus-
wertegraphen.
Fu¨r das Beispiel (5.8) berechnen sich die Ableitungen 푑푓/푑푥1 und 푑푓/푑푥2 wie folgt:
d푓
d푥1
= ∂푣7
∂푣1
= ∂푣7
∂푣4
∂푣4
∂푣3
∂푣3
∂푣1
+ ∂푣7
∂푣6
∂푣6
∂푣5
∂푣5
∂푣1
= 1 ⋅ cos(푣3) ⋅ 2 + (−1) ⋅ 푒푣5 ⋅ 1
푣2
d푓
d푥2
= ∂푣7
∂푣2
= ∂푣7
∂푣6
∂푣6
∂푣5
∂푣5
∂푣2
= (−1) ⋅ 푒푣5 ⋅ −푣1
푣22
(5.9)
3 Zu den wichtigsten elementaren Operatoren za¨hlen u. a.: +,−,×, /, 푥푦, sin, 푒( ), ln, sgn
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v1 = x1 v2 = x2
v4 = sin(v3) v6 = e
v5
v7 = v4 − v6
v3 = 2 · v1 v5 = v1/v2
∂v3
∂v1
= 2
∂v4
∂v3
= cos(v3)
∂v7
∂v4
= 1
∂v5
∂v2
=
−v1
v22
∂v6
∂v5
= ev5
∂v7
∂v6
= −1
∂v5
∂v1
=
1
v2
∂f
∂v7
= 1
f = v7
Abbildung 5.2: Auswertegraph der Funktion (5.8) mit den Kantenableitungen
Durch diesen Formalismus erweitert man das urspru¨ngliche Programm um die Ablei-
tungen der einzelnen Operationen und verknu¨pft diese Ableitung durch Anwendung der
Kettenregel. Diese zusa¨tzlichen Gleichungen schließlich propagieren die gewu¨nschten Ab-
leitungen entlang des Auswertegraphen. Anders als beim symbolischen Diﬀerenzieren wird
bei der AD somit keine explizite Ableitungsformel generiert, sondern der bestehende Algo-
rithmus um zusa¨tzliche Gleichungen zur Berechnung der Ableitungen erweitert. Die Berech-
nung erfolgt also nicht symbolisch, sondern auf Basis konkreter Zahlenwerte. Interessant
hierbei ist, dass dabei auch Konstrukte wie Verzweigungen und Schleifen problemlos be-
handelt werden ko¨nnen. Die AD eignet sich daher grundsa¨tzlich auch zur Anwendung auf
sehr umfangreiche Berechnungsprogramme.
Die Auswertung der Kettenregel in (5.9) kann sowohl in Vorwa¨rts- als auch in
Ru¨ckwa¨rtsrichtung erfolgen. Diese beiden Varianten werden im Folgenden vorgestellt.
5.2.1 Vorwa¨rtsmodus
Die Diﬀerentiation im Vorwa¨rtsmodus entspricht einer Auswertung der Kettenregel aus-
gehend von den Eingangsvariablen hin zu den Ausgangsvariablen. Angewendet auf einen
Auswertegraphen bedeutet dies, dass die Berechnung der Ableitungen in derselben Rich-
tung erfolgt wie die Funktionsauswertung.
Im Vorwa¨rtsmodus wird jeder Zwischenvariablen 푣푖 des Auswertegraphen ein Gradi-
entenvektor 푣˙푖 ∈ ℝ푛 zugewiesen. Dieser Gradientenvektor beschreibt die Ableitung der
Zwischenvariablen 푣푖 nach dem Vektor der unabha¨ngigen Variablen 푥:
푣˙푖 = ∂푣푖∂푥T (5.10)
Die Berechnung der Gradienten erfolgt in drei Schritten:
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 Initialisierung: Vor dem eigentlichen Start der Funktions- und Gradientenberech-
nung werden die direkt den unabha¨ngigen Variablen zugeordneten Gradienten je-
weils mit dem 푖-ten Einheitsvektor 푒푖 ∈ ℝ푛 initialisiert: 푣˙푖 = 푒푖 fu¨r 푖 = 1, . . . , 푛. Dieser
Anfangswert stellt die Quelle4 fu¨r das Propagieren der Gradienten durch den Auswer-
tegraphen dar. Durch diese Zuordnung wird festgelegt, dass das 푖-te Element eines
Gradientenvektors 푣˙푗 die Ableitung nach der unabha¨ngigen Variable 푥푖 beschreibt:
푣˙푗푖 = ∂푣푗/∂푥푖.
 Berechnung: Die anschließende Berechnung der Ableitungen erfolgt beim
Vorwa¨rtsmodus parallel zur Funktionsauswertung, d. h. zusammen mit der Berech-
nung eines Zwischenwertes 푣푖 wird auch der zugeho¨rige Gradient 푣˙푖 ermittelt. Hier-
durch sind alle Eingangsabha¨ngigkeiten fu¨r die nachfolgende Funktion im Auswerte-
graphen 푣푖+1 und deren Ableitungen 푣˙푖+1 erfu¨llt, so dass mit der Berechnung dieser
Funktion fortgefahren werden kann. Nach Abarbeitung des kompletten Auswertegra-
phen liegen dann sowohl die Werte aller Zwischenvariablen als auch deren Gradienten
als numerische Werte vor.
 Ergebniszuweisung: Am Ende erfolgt die Zuweisung des Funktionswertes an 푓 und
des Gradienten an 푓˙ .
Angewendet auf das Beispiel (5.8) erha¨lt man die in Tabelle 5.2 angegebene Berech-
nungsfolge. Die Zahlenwerte wurden fu¨r die Eingangswerte 푥1 = 2,0 und 푥2 = 3,0 ermittelt.
Tabelle 5.2: Berechnung des Funktionswertes und des Gradienten von (5.8) im Vorwa¨rtsmodus
Funktionswert Ableitungen
∂
∂푥1
∂
∂푥2
푣1 = 푥1 2,0 푣˙1 = (1 0)T 1,0 0,0
푣2 = 푥2 3,0 푣˙2 = (0 1)T 0,0 1,0
푣3 = 2 ⋅ 푣1 4,0 푣˙3 = 2 ⋅ 푣˙1 2,0 0,0
푣4 = sin(푣3) 0,06976 푣˙4 = 푣˙3 ⋅ cos(푣3) 1,995 0,0
푣5 = 푣1/푣2 0,6667 푣˙5 = (푣˙1 ⋅ 푣2 − 푣1 ⋅ 푣˙2)/푣22 0,3333 −0,2222
푣6 = 푒푣5 1,948 푣˙6 = 푣˙5 ⋅ 푒푣5 0,6492 −0,4328
푣7 = 푣4 − 푣6 −1,878 푣˙7 = 푣˙4 − 푣˙6 1,346 0,4328
푓 = 푣7 −1,878 푓˙ = 푣˙7 1,346 0,4328
Rechenaufwand
Fu¨r jede Zwischenvariable muss beim Vorwa¨rtsmodus ein Gradientenvektor der La¨nge 푛
bestimmt werden. Der Berechnungsaufwand steigt daher linear mit der Anzahl 푛 der Ein-
gangsvariablen an. Anhand der Quotientenregel in Tabelle 5.2 wird jedoch ersichtlich, dass
4 Im Englischen wird dieser Anfangswert anschaulich mit seed – Saat – bezeichnet.
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Tabelle 5.3: Berechnungsaufwand fu¨r die Gradienten einiger elementarer Funktionen im
Vorwa¨rtsmodus. MEM gibt die Anzahl der beno¨tigten Lese- und Schreibzugriﬀe5 an, NLOP
bezeichnet die Anzahl der nichtlinearen Funktionsauswertungen.
Funktion Gradient MEM +,− ×, / NLOP
푣 = 푢 푣˙ = 푢˙ 2+2푛
푣 = 푢1 ± 푢2 푣˙ = 푢˙1 ± 푢˙2 3+3푛 1+푛
푣 = 푢1 ⋅ 푢2 푣˙ = 푢˙1 ⋅ 푢2 + 푢1 ⋅ 푢˙2 3+3푛 푛 1+2푛
푣 = 푢1/푢2 푣˙ = (푢˙1 − 푣 ⋅ 푢˙2)/푢2 3+3푛 푛 1+2푛
푣 = √푢 푎 = 0,5/푣
푣˙ = 푎 ⋅ 푢˙ 2+2푛 1+푛 1
푣 = 푢푤 푎 = 푤 ⋅ 푣/푢 ; 푏 = 푣 ⋅ ln(푢)
푣˙ = 푎 ⋅ 푢˙ + 푏 ⋅ 푤˙ 3+3푛 푛 3+2푛 2
푣 = 푒푢 푣˙ = 푣 ⋅ 푢˙ 2+2푛 푛 1
푣 = ln(푢) 푣˙ = 푢˙/푢 2+2푛 푛 1
푣 = sin(푢) 푎 = cos(푢)
푣˙ = 푎 ⋅ 푢˙ 2+2푛 푛 2
zur Berechnung einer einzelnen Ableitung (mit 푛 = 1) mehr Rechenoperationen erforderlich
sind, als fu¨r die Auswertung der urspru¨nglichen Funktion. Griewank hat unter realisti-
schen Annahmen gezeigt, dass das Verha¨ltnis des Aufwandes zur Berechnung einer skalaren
Richtungsableitung 푇푓˙푖 zum Aufwand der Funktionsauswertung 푇푓 zwischen 2 und 2,5 liegt
(siehe [Gri00]):
푇푓˙푖 ≤ 2,5 ⋅ 푇푓 (5.11)
Die Berechnung der gesamten Jacobimatrix geschieht mit einem Aufwand von:
푇푓˙ ≤ (1 + 1,5푛) ⋅ 푇푓 (5.12)
Der Aufwand ist im Vorwa¨rtsmodus also unabha¨ngig von der Anzahl 푚 der Ausgangs-
gro¨ßen.
Tabelle 5.3 zeigt die Berechnungsvorschriften fu¨r einige elementare Funktionen. In den
vier rechten Spalten ist der jeweilige Berechnungsaufwand aufgefu¨hrt, der fu¨r die Ermitt-
lung des Funktionswertes und des Gradientenvektors der La¨nge 푛 erforderlich ist. Der
Aufwand ist hierbei in der Anzahl der beno¨tigten Operationen angegeben. Die einzelnen
Berechnungsvorschriften wurden dahingehend optimiert, dass mehrfach verwendete Teil-
ausdru¨cke nach Mo¨glichkeit zusammengefasst und so nur einmal ausgewertet werden. Dies
verringert die Anzahl der Rechenoperationen bei den vektoriellen Gleichungen der Gradi-
enten.
Speziell bei den
”
teuren“ nichtlinearen Rechenoperationen wie Wurzeln, reellen Potenzen
oder trigonometrischen Funktionen wirkt sich positiv aus, dass die Funktionsauswertung
und die Berechnung der a¨ußeren Ableitung wesentlich aufwa¨ndiger sind, als die aus der
5 Die tempora¨ren Variablen 푎 und 푏 wurden in der Spalte MEM nicht beru¨cksichtigt. Diese Variablen
besitzen eine sehr kurze Lebensdauer, werden aber ha¨uﬁg benutzt. Solche Variablen werden oft in-
nerhalb von Prozessorregistern gehalten. In diesem Fall entfa¨llt der Aufwand fu¨r die Speicherzugriﬀe.
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Kettenregel resultierende Multiplikation mit der inneren Ableitung. Im vektoriellen Fall
mu¨ssen Funktionswert und a¨ußere Ableitung nur einmal berechnet werden, so dass un-
abha¨ngig von Vektorla¨nge 푛 maximal zwei nichtlineare Rechenoperationen fu¨r beliebige
nichtlineare, una¨re Funktionen notwendig sind.
Demnach steigt der Rechenaufwand im Vektormodus moderat mit der Gro¨ße der Gra-
dientenvektoren an, da speziell bei nichtlinearen Funktionen der zusa¨tzliche Aufwand fu¨r
weitere Richtungsableitungen relativ gering gehalten werden kann.
5.2.2 Ru¨ckwa¨rtsmodus
Bei einer großen Anzahl unabha¨ngiger Variablen erweist sich die Diﬀerentiation im
Vorwa¨rtsmodus als ungu¨nstig, da der Rechenaufwand linear mit der Gradientenla¨nge 푛
ansteigt. In solchen Fa¨llen bietet sich die Diﬀerentiation im sogenannten Ru¨ckwa¨rtsmodus
an. Im Folgenden soll zuna¨chst der Fall einer skalaren Ausgangsvariablen 푓 betrachtet
werden.
Beim Ru¨ckwa¨rtsmodus wird die Ableitung der Ausgangsvariablen 푓 nach den jeweili-
gen Zwischenvariablen 푣푖 ru¨ckwa¨rts entlang des Auswertegraphen propagiert. Einer Zwi-
schenvariablen 푣푖 wird eine skalare Gro¨ße 푣¯푖 zugeordnet, welche die totale Ableitung der
Ausgangsvariablen 푓 nach der jeweiligen Zwischenvariablen repra¨sentiert:
푣¯푖 = d푓
d푣푖
(5.13)
Die Berechnung der einzelnen Kantenableitungen muss dabei auf Basis der Zahlenwerte
der Zwischenvariablen 푣푖 erfolgen (siehe Abbildung 5.2). Da die Funktionsauswertung nur
vorwa¨rts entlang des Auswertegraphen erfolgen kann, muss die Berechnung des Gradienten
in zwei Phasen unterteilt werden.
 Funktionswertberechnung: In der ersten Phase wird die Auswertung der Zwischen-
gro¨ßen 푣푖 sowie der Funktion 푓 vorgenommen. Die Zwischenwerte werden dabei ge-
speichert. Auf ihrer Basis erfolgt dann in der zweiten Phase die Gradientenberech-
nung.
 Gradientenberechnung: In der zweiten Phase wird der Auswertegraph ru¨ckwa¨rts
durchlaufen und die totalen Ableitungen 푣¯푖 werden ausgehend von der Ausgangs-
variablen hin zu den Eingangsvariablen durch den Graphen propagiert. Die Berech-
nung von 푣¯푖 geschieht dabei durch Verknu¨pfung der Kantenableitungen mit Hilfe der
Kettenregel. Vor der Gradientenberechnung muss a¨hnlich wie beim Vorwa¨rtsmodus
eine Initialisierung der hierbei beteiligten Variablen stattﬁnden. Die Ableitungen der
Zwischengro¨ßen werden mit 푣¯푖 = 0 und der Startwert der totalen Ableitung mit 푓¯ = 1
initialisiert.
In Tabelle 5.4 sind die Operationen zur Berechnung des Gradienten im Ru¨ckwa¨rtsmodus
fu¨r die Beispielfunktion (5.8) angegeben. Die Kurzschreibweise 푎 += 푏 entstammt der Pro-
grammiersprache C und steht fu¨r die Zuweisung 푎 = 푎 + 푏.
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Tabelle 5.4: Rechenweg des Funktionswertes und der Ableitungen von (5.8) im
Ru¨ckwa¨rtsmodus
Funktionswertberechnung:
푣1 = 푥1 2,0
푣2 = 푥2 3,0
푣3 = 2 ⋅ 푣1 4,0
푣4 = sin(푣3) 0,06976
푣5 = 푣1/푣2 0,6667
푣6 = 푒푣5 1,948
푣7 = 푣4 − 푣6 −1,878
푓 = 푣7 −1,878
Gradientenberechnung:
푓¯ = 1 1,0
푣¯푖 = 0 , 푖 = 1 . . .7 0,0
푣¯7 += 푓¯ 1,0
푣¯6 += −푣¯7 −1,0
푣¯5 += 푣¯6 ⋅ 푒푣5 −1,948
푣¯2 += −푣¯5 ⋅ 푣1/푣22 0,4328
푣¯1 += 푣¯5/푣2 −0,6492
푣¯4 += 푣¯7 1,0
푣¯3 += 푣¯4 ⋅ cos(푣3) 0,9976
푣¯1 += 푣¯3 ⋅ 2 1,346
x¯1 = 푣¯1 1,346
x¯2 = 푣¯2 0,4328
Rechenaufwand
Der Aufwand zur Berechnung einer skalaren Richtungsableitung ist im Ru¨ckwa¨rtsmodus
ca. zwei- bis dreimal so groß wie der Rechenaufwand der urspru¨nglichen Funktion und
somit nur unwesentlich gro¨ßer als im Vorwa¨rtsmodus (vgl. (5.11)). Betrachtet man das
Beispiel in Tabelle 5.4, so fa¨llt auf, dass die Vorschrift zur Berechnung einer Zwischen-
variablen 푣푖 lediglich um eine skalare Vorschrift erweitert wird, die der Bestimmung des
totalen Diﬀerentials 푣¯푖 = d푓d푣푖 dient. Der Pfad zur Berechnung dieses totalen Diﬀerentials
verla¨uft von der Ausgangsvariablen 푓 hin zu der Zwischenvariablen 푣푖 und die Knoten der
Eingangsvariablen 푥푗 treten in diesem Pfad nicht auf. Sind die Werte der Zwischenvaria-
blen und der Funktionswert bekannt, erfolgt die Berechnung der Ableitungen 푣¯푖 unabha¨ngig
vom Eingangsvektor 푥. Der fu¨r die Berechnung des Gradienten ∇푥푓 erforderliche Aufwand
steigt nicht mit der Anzahl 푛 der unabha¨ngigen Variablen an. Fu¨r den Rechenaufwand des
Ru¨ckwa¨rtsmodus gilt daher unabha¨ngig von der Anzahl der Eingangsgro¨ßen:
푇푥¯ ≤ 4 ⋅ 푇푓 (5.14)
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Diese Abscha¨tzung ist jedoch als obere Grenze anzusehen. Meist werden in praktischen
Anwendungen Werte zwischen 2 und 3 beobachtet [Gri00].
Im Gegenzug steigt der Rechenaufwand im Ru¨ckwa¨rtsmodus linear mit der Anzahl 푚 der
Ausgangsgro¨ßen. Im Falle eines Ausgangsvektors 푓 muss der Gradient dieses Vektors nach
den Zwischengro¨ßen 푣¯푖 = d푓/d푣푖 berechnet und entlang des Auswertegraphen propagiert
werden. Der Rechenaufwand betra¨gt dann:
푇푥¯ ≤ (1,5 + 2,5푚) ⋅ 푇푓 (5.15)
In Tabelle 5.5 ist der Aufwand einiger elementarer Rechenfunktionen fu¨r einen Aus-
gangsvektor 푓 der Gro¨ße 푚 angegeben.
Tabelle 5.5: Berechnungsaufwand fu¨r die Ableitungen einiger elementarer Funktionen im
Ru¨ckwa¨rtsmodus. MEM gibt die minimale Anzahl der beno¨tigten Lese- und Schreibzugriﬀe
und NLOP die Anzahl der nichtlinearen Funktionsauswertungen an.
Funktion Ableitung MEM +,− ×, / NLOP
푣 = 푢 푢¯ += 푣¯ 2+2푚 푚
푣 = 푢1 ± 푢2 푢¯1 += 푣¯
푢¯2 ±= 푣¯ 3+3푚 1+2푚
푣 = 푢1 ⋅ 푢2 푢¯1 += 푢2 ⋅ 푣¯
푢¯2 += 푢1 ⋅ 푣¯ 3+3푚 2푚 1+2푚
푣 = 푢1/푢2 푎 = 푣/푢2푢¯1 += 푣¯/푢2
푢¯2 −= 푎 ⋅ 푣¯ 3+3푚 2푚 2+2푚
푣 = √푢 푎 = 0,5/푣
푢¯ += 푎 ⋅ 푣¯ 2+2푚 푚 1+푚 1
푣 = 푢푤 푎 = 푤 ⋅ 푣/푢 ; 푏 = 푣 ⋅ ln(푢)푢¯ += 푎 ⋅ 푣¯
푤¯ += 푏 ⋅ 푣¯ 3+3푚 2푚 3+2푚 2
푣 = 푒푢 푢¯ += 푣 ⋅ 푣¯ 2+2푚 푚 푚 1
푣 = ln(푢) 푢¯ += 푣¯/푢 2+2푚 푚 푚 1
푣 = sin(푢) 푎 = cos(푢)
푢¯ += 푎 ⋅ 푣¯ 2+2푚 푚 푚 2
Die Algorithmische Diﬀerentiation im Ru¨ckwa¨rtsmodus ist vor allem interessant fu¨r
Anwendungen mit einer hohen Anzahl 푛 an Entwurfsparametern und einer vergleichsweise
geringen Anzahl 푚 an Ausgangsvariablen. Sie kann daher auf sehr große Probleme mit z. B.
mehreren hundert oder tausend Eingangsvariablen eﬃzient angewendet werden. Solche
Probleme mit vielen Eingangsgro¨ßen treten bei vielen praktischen Anwendungen bspw.
bei Finite-Elemente-Rechnungen oder bei Optimalsteuerungsproblemen auf.
Speicherplatzbedarf
Wie oben beschrieben, ist fu¨r die Berechnung der Ableitungen 푥¯푖 die Kenntnis der
Zwischenergebnisse 푣푗 notwendig. Wa¨hrend der ersten Phase, der Funktionsauswertung,
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mu¨ssen daher die Werte aller Zwischenvariablen gespeichert werden, damit sie bei der an-
schließenden Gradientenberechnung zur Verfu¨gung stehen. Abha¨ngig von dem Aufbau und
der Art des Algorithmus zur Berechnung der Funktion 푓 , kann hierfu¨r sehr viel Speicher-
platz erforderlich sein.
In vielen Algorithmen werden Variablen im Laufe einer komplexen Berechnung wie-
derverwendet und somit u¨berschrieben. Fu¨r den Ru¨ckwa¨rtsmodus werden jedoch auch
die
”
alten“ Werte beno¨tigt, da wa¨hrend der Gradientenberechnung der komplette Berech-
nungspfad rekonstruiert und ru¨ckwa¨rts durchlaufen wird. Treten bspw. Schleifen innerhalb
eines Algorithmus auf, so mu¨ssen fu¨r sa¨mtliche Iterationen die Werte aller innerhalb der
Schleife vera¨nderten Variablen gespeichert werden. Der hierfu¨r erforderliche Speicherplatz-
bedarf kann je nach Anzahl der Schleifendurchla¨ufe sehr hoch ausfallen.
Einige existierende Bibliotheken zur Algorithmischen Diﬀerentiation, wie z. B. ADOL-C
[GJU96], setzten zur Speicherung des gesamten Berechnungsverlaufs im Ru¨ckwa¨rtsmodus
ein sogenanntes Tape ein. Mit Tape wird, in Analogie zu den fru¨her gebra¨uchlichen Ma-
gnetba¨ndern, ein Speicher bezeichnet, der einen rein sequentiellen Zugriﬀ auf die Daten er-
laubt. Bei der Funktionsauswertung wird das Tape vorwa¨rts in sequentieller Weise mit den
Werten der Zwischenvariablen sowie der zur Berechnung verwendeten Rechenoperationen
beschrieben. Anschließend ko¨nnen diese Daten ru¨ckwa¨rts ausgelesen und die Gradienten
ru¨ckwa¨rts entlang der Berechnungsgraphen propagiert werden.
Bei kleinen Problemen wird das Tape meist komplett im Arbeitsspeicher des Rechners
gehalten, wohingegen es bei großen Problemen in eine Datei auf der Festplatte des Rechners
ausgelagert werden muss. Die langsame Zugriﬀsgeschwindigkeit der Festplatte kann sich
dabei schnell als Flaschenhals bei der Gradientenberechnung erweisen. Der Speicherplatz-
bedarf beim Vorwa¨rtsmodus ist demgegenu¨ber vergleichsweise gering, da direkt nach der
Berechnung eines Zwischenergebnisses sofort der entsprechende Gradientenvektor ermittelt
werden kann. Anschließend wird der Wert der Zwischenvariablen nicht mehr zu Zwecken
der Ableitungsberechnung beno¨tigt. Die Gradienten der Zwischenvariablen besitzen hier
die gleiche Lebensdauer wie die Zwischenvariablen selbst.
Als Faustformel gilt, dass der Ru¨ckwa¨rtsmodus aus oben genannten Gru¨nden erst ab
푛 > 10 . . .100 Parametern eﬃzienter ist als der Vorwa¨rtsmodus. Der Ru¨ckwa¨rtsmodus hat
sich bei den in dieser Arbeit verwendeten Anwendungsbeispielen als ineﬃzient herausge-
stellt. Daher wird im Folgenden nur der Vorwa¨rtsmodus betrachtet.
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Die praktische Anwendung der AD beinhaltet im Wesentlichen zwei Aspekte. Dies ist zum
einen das AD-Werkzeug selbst, welches implementiert oder ausgewa¨hlt werden muss. Zum
anderen muss der Quelltext eines bestehenden, zu diﬀerenzierenden Programms angepasst
werden, um die Funktionalita¨t des AD-Werkzeuges nutzen zu ko¨nnen.
Existierende Werkzeugimplementierungen arbeiten nach zwei Prinzipien, dem Prinzip
des Operatoru¨berladens und der Codetransformation.
5.3.1 Operatoru¨berladung
Werkzeuge, die nach dem Prinzip des Operator-U¨berladens arbeiten, benutzen die
Mo¨glichkeit objektorientierter Programmiersprachen wie C++ oder Fortran 90, die ele-
mentaren Rechenoperationen neu zu deﬁnieren. Hierzu wird ein neuer Datentyp fu¨r die
abha¨ngigen, unabha¨ngigen und Zwischenvariablen (aktive Variablen) eingefu¨hrt. Die Ope-
ratoren dieses Datentyps werden dahingehend modiﬁziert, dass neben der urspru¨nglichen
Rechenoperation ebenfalls die fu¨r die Berechnung der Ableitungen notwendigen Rechen-
schritte ausgefu¨hrt werden. Die Methode des Operator-U¨berladens erweist sich dahinge-
hend als vorteilhaft, dass im Quelltext lediglich eine Neudeﬁnition der aktiven Variablen6
vorgenommen werden muss.
Die Wirkungsweise dieser Methode wird im Folgenden anhand der einfachen Imple-
mentierung des Vorwa¨rtsmodus beschrieben7. Die nachfolgenden vier Punkte sind dabei
umzusetzen:
 Deﬁnition eines neuen Datentyps (im Folgenden AD-Typ genannt), welcher die Zah-
lenwerte einer Variablen 푣 und deren Ableitungen 푣˙ entha¨lt.
 Deﬁnition der arithmetischen Operationen und Funktionen fu¨r den Datentyp AD-
Typ. Neben der eigentlichen Operation mu¨ssen diese ebenfalls die Ableitungen gema¨ß
der Kettenregel berechnen.
 Deﬁnition von Funktionen zur Initialisierung des Datentyps zu Beginn sowie zum
Auslesen der Gradienten am Ende eines Programmdurchlaufs.
 Weiterhin werden Routinen zur Konvertierung zwischen Fließkommazahlen und Va-
riablen des AD-Typs beno¨tigt. Eine Konvertierung von Fließkommazahlen zu AD-
Variablen kann implizit, z. B. u¨ber entsprechende Konstruktoren, erfolgen. Sofern
keine anderen Werte bekannt sind, wird 푣˙ standardma¨ßig auf den Nullvektor gesetzt.
6 Aktive Variablen werden von den Eingangsvariablen beeinﬂusst. Sie ergeben sich aus der Menge der
unabha¨ngigen, abha¨ngigen und Zwischenvariablen. Demgegenu¨ber sind numerische Konstanten ein
Beispiel fu¨r inaktive Variablen.
7 Die Implementierung des Ru¨ckwa¨rtsmodus ist durch die Speicherung des Programmﬂusses in dem Ta-
pe aufwa¨ndiger. In dieser Arbeit wird daher nicht na¨her darauf eingegangen, fu¨r na¨here Informationen
sei auf [GJU96] und [WKG05] verwiesen.
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Der Quelltext 5.1 zeigt beispielhaft eine Klassendeﬁnition in C++ zur Berechnung der
ersten Ableitung im Vorwa¨rtsmodus. Neben dem Variablenwert 푣 entha¨lt die Klasse den
Vektor 푣˙, ein Array zur Speicherung des Gradienten.
Quelltext 5.1: Deﬁnition der AD-Klasse
c l a s s ad double {
double v ; // Wert de r Va r i a b l e n
double v p [ n ] ; // Vektor de r Ab l e i t ungen
} ;
Die Berechnung von 푣˙ geschieht direkt bei Aufruf der Operatoren, die hierzu entspre-
chend neu deﬁniert werden. Ebenso mu¨ssen auch die elementaren mathematischen Funk-
tionen aus den Standardbibliotheken u¨berladen werden. Im Quelltext 5.2 ist die Deﬁnition
des Multiplikationsoperators und der Sinusfunktion fu¨r den neuen AD-Typ dargestellt.
Quelltext 5.2: U¨berladen von Operatoren und Funktionen
ad double ad double : : operator * ( ad double& a ) {
ad double y ;
y . v = v*a . v ;
f o r ( i n t i =0; i<n ; i++)
y . v p [ i ] = v*a . v p [ i ] + v p [ i ]* a . v ;
return y ;
}
ad double s i n ( ad double& a ) {
ad double y ;
double tmp ;
y . v = s i n ( a . v ) ;
tmp = cos ( a . v ) ;
f o r ( i n t i =0; i<n ; i++)
y . v p [ i ] = tmp*a . v p [ i ] ;
return y ;
}
Zur Anwendung des AD-Werkzeuges mu¨ssen am Quelltext eines bestehenden Programms
einige A¨nderungen vorgenommen werden:
 Ersetzung der aktiven Variablen durch den neu deﬁnierten AD-Typ.
 Initialisierung der Ableitungen der aktiven Variablen. Die Gradienten der un-
abha¨ngigen Variablen sind bereits zu Beginn bekannt und werden vor dem Start der
Berechnung mit Einheitsvektoren initialisiert. Sie stellen den
”
Keim“ fu¨r die Weiter-
leitung der Gradienten durch das Berechnungsprogramm dar. Die Ableitungen der
u¨brigen aktiven Variablen werden mit Null initialisiert.
 Einfu¨gen von Routinen zum Auslesen der gewu¨nschten Gradienten. Nach Abschluss
der Berechnung enthalten alle Variablen neben dem Funktionswert auch die Ablei-
tungswerte. Die Werte der abha¨ngigen Variablen mu¨ssen lediglich abgerufen werden.
In den meisten Fa¨llen ist der Algorithmus selbst ohne weitere Anpassungen lauﬀa¨hig.
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Das nachfolgende Programm zeigt die Berechnung des Beispiels (5.8). Der linke Quelltext
entha¨lt das urspru¨ngliche Programm, im rechten Code sind die fu¨r die AD notwendigen
A¨nderungen enthalten.
Quelltext 5.3: Urspru¨ngliches Programm
double x1 , x2 ;
double f ;
// I n i t i a l i s i e r u n g
x1 = 2 . 0 ;
x2 = 3 . 0 ;
// Funkt i on sauswe r tung
f = s i n ( 2 . 0* x1 )− exp ( x1/x2 ) ;
// E rg ebn i s
p r i n t f ("f = %f\n" , f ) ;
Quelltext 5.4: AD-Programm
ad double x1 , x2 ;
ad double f ;
// I n i t i a l i s i e r u n g
x1 . v = 2 . 0 ;
x1 . v p [ 0 ] = 1 . 0 ; x1 . v p [ 1 ] = 0 . 0 ;
x2 . v = 3 . 0 ;
x2 . v p [ 0 ] = 0 . 0 ; x2 . v p [ 1 ] = 1 . 0 ;
// Funkt i on sauswe r tung
f = s i n ( 2 . 0* x1 )− exp ( x1/x2 ) ;
// E rg ebn i s
p r i n t f ("f = %f\n" , f . v ) ;
p r i n t f ("df/dx1 = %f\n" , f . v p [ 0 ] ) ;
p r i n t f ("df/dx2 = %f\n" , f . v p [ 1 ] ) ;
Die Methode des Operator-U¨berladens besitzt nach Bischof und Bu¨cker [BB00] ver-
schiedene Vor- und Nachteile:+ Einfachheit: Die Umsetzung erfordert lediglich die Deﬁnition einer AD-Klasse. Die
gesamte Komplexita¨t der Gradientenberechnung wird durch diese Klasse vor dem
Anwender verborgen.+ Flexibilita¨t: Die Anwendung der AD auf ein bestehendes Programm erfolgt durch
den Austausch der Datentypen der aktiven Variablen durch die AD-Klasse. Der ei-
gentliche Quelltext bleibt unvera¨ndert. A¨nderungen an den Ableitungsmechanismen,
z. B. die zusa¨tzliche Berechnung der zweiten Ableitung, betreﬀen nur die AD-Klasse
und nicht das zu diﬀerenzierende Programm.− Transparenz: Bei Anwendung der AD a¨ndert sich zwar nicht der Quelltext des
Programms, jedoch seine Bedeutung wird gea¨ndert. Die Bedeutung der einzelnen
Operationen des Codes muss mit der zugeho¨rigen Klassendeﬁnition nachvollzogen
werden, wodurch das Debuggen des Programms erschwert wird.− Kompatibilita¨t: Viele Computerprogramme sind in prozeduralen Programmier-
sprachen wie Fortran 77 oder ANSI-C geschrieben, die das U¨berladen von Operatoren
nicht unterstu¨tzen. Dies triﬀt insbesondere auch auf automatisch generierten Code
zu, wie er von Regelungstechnik-Werkzeugen zur Modellbeschreibung8 ha¨uﬁg erzeugt
wird. Abwa¨rtskompatible objektorientierte Sprachen wie Fortran 90 und C++ bieten
hier einen Ausweg. Erfahrungen zeigen aber, dass trotz der Abwa¨rtskompatibilita¨t
meist umfangreiche Anpassungen am Quelltext vorgenommen werden mu¨ssen bevor
er fehlerfrei u¨bersetzt werden kann.
8 Z. B. Dymola, CAMeL-View oder der Realtime-Workshop von Mathworks
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− Performanz: Bei der Operator-U¨berladung wird anstelle des Aufrufs einer simplen
Operation im Grunde eine aufwa¨ndigere Unterroutine aufgerufen. Der Overhead fu¨r
den Sprung in die Unterroutine ist nicht unerheblich.
Die meisten Compiler wenden bei der U¨bersetzung eines Programms Optimierungs-
techniken auf die vorliegenden Anweisungen an. Durch den Sprung wird die eigentli-
che Funktionalita¨t vor dem Compiler verborgen und manche Compileroptimierungen
ko¨nnen nicht mehr angewendet werden.
5.3.2 Codetransformation
Bei der Codetransformation wird das Computerprogramm untersucht und in ein neues
Programm umgeschrieben, welches um Anweisungen zur Berechnung der Gradienten er-
weitert ist. Die Anwendung dieser Methode geschieht durch Einsatz eines Preprozessors,
der die notwendigen Erweiterungen und Anpassungen am Quellcode vornimmt.
Die Anwendung der Quellcodetransformation erfordert die folgenden Arbeitsschritte:
 Festlegung von Eingangs- und Ausgangsvariablen.
 Isolierung des aktiven Programmteils:
Um zum einen ein mo¨glichst kleines, schnelles Programm zu erhalten und zum an-
deren dem Preprozessor die Arbeit zu erleichtern, sollte der relevante (aktive) Teil
des zugrundeliegenden Programms isoliert und mo¨glichst in einer separaten Funkti-
on abgelegt werden. Die Eingangs- und Ausgangsvariablen bilden die Schnittstelle
dieser Funktion.
 Aufruf des Preprozessors und Generierung des abgeleiteten Codes:
Der aktive Teile des Programms wird hier analysiert und ein neues um die Ablei-
tungsvorschriften erweitertes Programm generiert.
 Einbindung des abgeleiteten Codes in einem neuen Programm:
Da das urspru¨ngliche Programm nicht fu¨r die Verarbeitung der Gradienteninformati-
on vorbereitet ist, muss der Code in einem neuen bzw. angepassten Hauptprogramm
eingebunden werden. Hier ko¨nnen die zusa¨tzlich berechneten Gradienten z. B. einem
Optimierungsverfahren zur Verfu¨gung gestellt werden. Bezu¨glich des generierten Co-
des mu¨ssen hier drei Schritte umgesetzt werden. Zuerst wird eine Initialisierung der
Eingangsvariablen und deren Ableitungen vorgenommen. Anschließend kann die ab-
geleitete Funktion aufgerufen werden. Zuletzt erfolgt die Ausgabe bzw. Weiterverar-
beitung der Ergebnisse.
Die Codetransformation besitzt gegenu¨ber der im vorangegangenen Abschnitt vor-
gestellte Operator-U¨berladung einige Vorteile. So besteht hier die Mo¨glichkeit, die
Abha¨ngigkeiten der Variablen untereinander zu analysieren um kleineren und performante-
ren Code zu erzeugen. Im folgenden werden die wesentlichen Vor- und Nachteile angefu¨hrt:+ Code-Optimierung: Die Methode des Operator-U¨berladens betrachtet nur eine
elementare Operation zu einem Zeitpunkt. Demgegenu¨ber besitzt die Quellcode-
transformation Zugriﬀ auf komplette Berechnungsvorschriften bzw. Code-Blo¨cke. Sie
besitzt daher eine ho¨here Flexibilita¨t bei der Anwendung der Ableitungsregeln. So
kann bspw. auf der Ebene einzelner Anweisungen der Ru¨ckwa¨rtsmodus angewendet
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werden, wohingegen die Ableitung im Vorwa¨rtsmodus durch das gesamte Programm
propagiert wird (vgl. [BRM97]). Ebenso sind durch die Bearbeitung ganzer Anwei-
sungen oder Anweisungsblo¨cke weitere Code-Optimierungen mo¨glich.
+ Kompatibilita¨t: Die Transformation von Quellcode kann im Prinzip auf eine belie-
bige Programmiersprache angewendet werden. Das Resultat wird in der Quellsprache
dargestellt, wodurch sich keine Kompatibilita¨tsprobleme ergeben. Optimierungsfunk-
tionen des Compilers haben auf den transformierten Code einen vergleichbaren Eﬀekt
wie auf das urspru¨ngliche Programm.
+ Transparenz: Bei der Codetransformation ist gegenu¨ber dem Operator-U¨berladen
die Gradientenberechnung im Quelltext sichtbar. Dem Anwender wird so der Zugriﬀ
auf den Code erleichtert, wodurch z. B. die Fehlersuche stark vereinfacht wird.
− Implementierungsaufwand: Der Implementierungsaufwand fu¨r die Codetransfor-
mation ist relativ hoch. Fu¨r Hochsprachen wie ANSI-C oder Fortran 77 sind zwar ver-
schiedene erforderliche Compiler-Werkzeugen wie Parser, Code-Manipulatoren und
Generatoren erha¨ltlich. Dennoch ist der Aufwand, insbesondere wenn der komplette
Sprachumfang abgedeckt werden soll, nicht unerheblich.
− Code Komplexita¨t: Ab einem gewissen Komplexita¨tsgrad des zu transformieren-
den Programms ist die Quellcodetransformation nicht mehr praktikabel. Bedingt
durch die zusa¨tzlichen Anweisungen kann der transformierte Code zu groß werden,
um vom Compiler oder von manchen Optimierungsstufen des Compilers verarbeitet
zu werden.
5.4 Behandlung von Simulationsprogrammen
In diesem Abschnitt sollen einige Aspekte betrachtet werden, die bei der Anwendung der
AD auf Simulationen von mechatronischen Systemen beachtet werden mu¨ssen.
Viele Berechnungsprogramme fu¨r technische und wissenschaftliche Anwendungen set-
zen auf numerischen Algorithmen zur Berechnung der gewu¨nschten Ergebnisse auf. Das
Berechnungsproblem selbst wird in Form linearer oder nichtlinearer Gleichungs- und Diﬀe-
rentialgleichungssysteme beschrieben. Solche Programme bestehen also vereinfacht gesagt
aus einer mathematischen Problembeschreibung sowie einem Lo¨sungsalgorithmus, der auf
diese Problembeschreibung angewendet wird (siehe Abb. 5.3).
Grundsa¨tzlich existieren zwei Mo¨glichkeiten, die AD auf solche Programme anzuwenden:
 Blackbox -Ansatz: Aus Sicht des verwendeten AD-Werkzeuges wird bei die-
ser Vorgehensweise das Programm als Blackbox betrachtet, welches aus gegebe-
nen Eingangsgro¨ßen 푢 u¨ber irgendeinen Rechenweg die Ausgangsgro¨ßen 푦 berech-
net. Neben der Diﬀerentiation der Problembeschreibung wird hier jedoch auch
der Lo¨sungsalgorithmus selbst diﬀerenziert. In vielen Fa¨llen fu¨hrt dieses Vorge-
hen zu den korrekten Ableitungen
∂푦
∂푢T
. Eine genaue Betrachtung des verwendeten
Lo¨sungsalgorithmus ist jedoch unabdingbar, da die Diﬀerentiation des Algorithmus
zu Seiteneﬀekten und somit zu ungenauen oder auch falschen Ergebnissen fu¨hren
kann.
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Mathematische Problembeschreibung
Lösungsalgorithmus
• für Gleichungssysteme
• für Eigenwertprobleme
• Integrationsverfahren
• Optimierungsverfahren
• …
• Gleichungssysteme
• Differentialgleichungen
• …
Berechnungsprogramm
Eingangsgrößen Ausgangsgrößen
u y
Abbildung 5.3: Vereinfachte Struktur numerischer Berechnungsprogramme
 Erstellen der Sensitivita¨tsgleichungen: Bei dieser Vorgehensweise werden nur
die Sensitivita¨tsgleichungen der Problembeschreibung mit Hilfe der AD erzeugt.
Diese werden anschließend gemeinsam mit den urspru¨nglichen Gleichungen behan-
delt und gelo¨st. Jedoch sind hier mehr oder weniger umfangreiche Anpassungen am
Lo¨sungsalgorithmus notwendig.
Im Folgenden wird auf die Anwendung der AD auf Programme zur Lo¨sung von Diﬀe-
rentialgleichungen, wie sie bei der Simulation mechatronischer Systeme eingesetzt werden,
eingegangen. Wie Eberhard und Bischof in [EB99] gezeigt haben, kann der Black-
box -Ansatz bei Lo¨sungsverfahren, die mit Schrittweitensteuerung oder variabler Ordnung
arbeiten, zu u¨berraschenden Ergebnissen fu¨hren.9
Die hier betrachteten Simulationsmodelle liegen in Form gewo¨hnlicher Diﬀerentialglei-
chungen vor:
푥˙ = 휓(푥, 푝, 푡) mit 푥(푡 = 0) = 푥0 (5.16)
Die Anwendung numerischer Integrationsverfahren auf (5.16) fu¨hrt zu einer zeitdiskreten,
rekursiven Berechnungsvorschrift. Vereinfachend sei im Folgenden angenommen, dass diese
die Form eines Einschrittverfahrens (z. B. Euler oder Runge-Kutta) aufweist:
푥푘+1 = 푥푘 + ℎ푘 ˙˜푥푘 , 푡푘+1 = 푡푘 + ℎ푘 (5.17)
Der Index 푘 bezeichnet dabei den 푘-ten Integrationsschritt, ℎ푘 gibt die aktuell gewa¨hlte
Schrittweite an und ˙˜푥푘 ist die vom Verfahren gescha¨tzte zeitliche A¨nderung der Zustands-
gro¨ßen. U¨blicherweise wird ˙˜푥푘 u¨ber mehrfache Auswertungen der Funktion 휓 zu verschie-
denen Zeitpunkten und Zustandsscha¨tzungen ermittelt. Die einfachste Variante stellt das
explizite Euler-Verfahren mit ℎ푘 = ℎ = 푘표푛푠푡푎푛푡 und ˙˜푥푘 = 푥˙푘 = 휓(푥푘, 푝, 푡) dar.
Bei vielen hoch entwickelten Verfahren wird ℎ푘 zur Steigerung der Rechengeschwindigkeit
u¨ber eine Schrittweitensteuerung angepasst. Basierend auf einer Fehlerscha¨tzung wird eine
9 Bei iterativen Lo¨sungsverfahren fu¨r nichtlineare Gleichungssysteme, wie bspw. beim Newton-
Verfahren, ko¨nnen im Grunde a¨hnliche Sachverhalte beobachtet werden (siehe Anhang A.2 und
[GBC+93])
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Abbildung 5.4: Numerische Integration gewo¨hnlicher Diﬀerentialgleichungen
mo¨glichst große Schrittweite gewa¨hlt ohne eine gegebene Fehlerschranke zu verletzen. Der
schematische Ablauf einer solchen Integration ist in Abbildung 5.4 zu sehen.
Fu¨r gegebene Parameter 푝 ko¨nnen die Ableitungen ∂푥
∂푝T
∣
푡=푡푒푛푑 zum Simulationsende 푡푒푛푑
mit Hilfe eines AD-Werkzeuges bestimmt werden. Die Anwendung der AD mit den oben
genannten Ansa¨tzen fu¨hrt dabei entweder auf eine Diﬀerentiation des Modells mitsamt
Integrationsalgorithmus oder auf eine Integration der Sensitivita¨tsgleichungen.
5.4.1 Diﬀerentiation des Modells mitsamt Integrationsalgorithmus
Das Simulationsprogramm wird hier als Blackbox betrachtet. Die Anwendung der AD
erfolgt also auf Modellgleichungen und Integrationsverfahren gleichermaßen. Bei dieser
Vorgehensweise ko¨nnen zuna¨chst die folgenden Sachverhalte beobachtet werden:
1. Da die AD nicht den Fluss des Programms selbst vera¨ndert, ha¨ngt die Zeitdiskre-
tisierung des Integrationsverfahrens ausschließlich von der zugrundeliegenden Diﬀe-
rentialgleichung (5.16) ab. Die Genauigkeit der Ableitungen ∂푥
∂푝T
geht nicht in die
Schrittweitensteuerung ein und kann somit auch nicht beru¨cksichtigt werden.
2. Bei Verfahren mit variabler Schrittweite ha¨ngt im Allgemeinen auch die Integrati-
onsschrittweite ℎ푘 von den Parametern 푝 ab. Die Schrittweite ℎ wird vom Integra-
tionsverfahren aus den Zusta¨nden 푥푘 errechnet, die wiederum von den Parametern
푝 beeinﬂusst werden. Ein AD-Werkzeug wird daher einer Schrittweite ℎ푘 auch einen
Gradienten ∇ℎ푘 zuordnen. Hierdurch entsteht diese Abha¨ngigkeit der Simulationszeit
von den Parametern, d. h.: ∇푡푘+1 = ∇푡푘 +∇ℎ푘 ≠ 0.
Von einem physikalischen Standpunkt aus betrachtet ist diese Abha¨ngigkeit unsinnig,
aus Sicht des Berechnungsalgorithmus a¨ußert sich hier jedoch der Zusammenhang
zwischen der adaptiven Zeitdiskretisierung und den Parametern: je nach Wahl der
Parameter, a¨ndert sich die Zeitdiskretisierung des Integrationsverfahrens. Anstelle
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des gewu¨nschten Ergebnisses ∂푥
∂푝T
∣
푡=푡푒푛푑 ergibt sich tatsa¨chlich der Gradient:
∇푥(푡푒푛푑(푝), 푝) = ∂푥
∂푡
∣
푡=푡푒푛푑 ∇푡푒푛푑 + ∂푥∂푝T ∣푡=푡푒푛푑 (5.18)
Die Berechnung der gewu¨nschten Lo¨sung ∂푥
∂푝T
∣
푡=푡푒푛푑 kann mit einer der folgenden Strate-
gien erreicht werden:
 Verwendung eines Verfahrens mit fester Schrittweite: Bei einer festen Schrittweite
ist ℎ푘 = ℎ = 푘표푛푠푡푎푛푡 und es gilt ∇ℎ푘 = 0, ∀푘. Es ergibt sich hieraus ∇푡푒푛푑 = 0 und
somit Gleichung (5.18) zu:
∇푥(푡푒푛푑, 푝) = ∂푥
∂푝T
∣
푡=푡푒푛푑 (5.19)
 Erzwingen von ∇푡 = 0: Besteht die Mo¨glichkeit A¨nderungen am Integrationsalgorith-
mus selbst vorzunehmen, so kann in jedem Schritt die Unabha¨ngigkeit der Simula-
tionszeit von den Parametern erzwungen werden. Hierbei wird im Grunde so getan,
als wa¨re der Verlauf der Diskretisierungsschrittweiten von vornherein bekannt und
somit unabha¨ngig von den Parametern 푝, d. h. ∇ℎ푘 = 0. Dies ist im Prinzip auch bei
Verfahren mit fester Schrittweite der Fall.
 Nachtra¨gliche Korrektur des Ergebnisses: Mit Gleichung (5.18) la¨sst sich die
gewu¨nschte Lo¨sung durch Einsetzen von (5.16) im Nachhinein rekonstruieren:
∂푥
∂푝T
∣
푡=푡푒푛푑 = ∇푥(푡푒푛푑) − 휓(푥(푡푒푛푑), 푝, 푡푒푛푑)∇푡푒푛푑 (5.20)
Durch diese Korrektur wird der korrekte Wert des Gradienten hergestellt. Es muss
hierbei jedoch beachtet werden, dass der Simulationsverlauf weiterhin physikalisch
unplausible Werte beinhaltet.
 Verwendung fester Ausgabezeitpunkte: Viele Simulationsprogramme verwenden fest
vorgegebene Zeitpunkte 푡푖 zur Ausgabe der Ergebnisse. Ist in einem Schritt 푡푘+ℎ푘 > 푡푖
so wird die Schrittweite auf
ℎ푘 = 푡푖 − 푡푘 mit ∇ℎ푘 = −∇푡푘 (5.21)
gesetzt. Die neue Simulationszeit berechnet sich dann zu:
푡푘+1 = 푡푘 + ℎ푘 mit ∇푡푘+1 = ∇푡푘 +∇ℎ푘 = 0 (5.22)
Die Simulation liefert demnach zu den Ausgabezeitpunkten 푡푖 korrekte Ergebnisse.
Der selbe Sachverhalt gilt auch, wenn das Simulationsende 푡푒푛푑 fest vorgegeben wur-
de, so dass hier ebenfalls eine nachtra¨gliche Korrektur entfallen kann.
Diese Strategie fu¨hrt jedoch nur dann zum gewu¨nschten Ergebnis, wenn die
Ausgabezeitpunkte vom Integrationsverfahren gezielt angefahren werden. Einige
Lo¨sungsalgorithmen schreiten jedoch zuna¨chst u¨ber den gewu¨nschten Zeitpunkt hin-
aus und berechnen die Ausgabewerte 푥(푡푖) nachtra¨glich u¨ber eine Interpolation. In
diesem Fall gilt ∇푡 ≠ 0.
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5.4.2 Aufstellen der Sensitivita¨tsgleichungen
Bei diesem Weg wird zuna¨chst das Modell um Sensitivita¨tsgleichungen erweitert. Diese
ergeben sich durch Ableitung der Diﬀerentialgleichung nach den unabha¨ngigen Variablen
푝.
d푥˙
d푝T
= d
d푝T
(d푥
d푡
) = ∂휓
∂푥T
d푥
d푝T
+ ∂휓
∂푝T
(5.23)
Durch Vertauschen der Diﬀerenzierungsreihenfolge erhalten wir eine neue Diﬀerentialglei-
chung fu¨r die Sensitivita¨ten ∇푥:
d
d푡
( d푥
d푝T
) = ⋅[∇푥]= ∂휓
∂푥T
∇푥 + ∂휓
∂푝T
(5.24)
Mit einem geeigneten Integrationsalgorithmus la¨sst sich diese Sensitivita¨tsgleichung ge-
meinsam mit (5.16) numerisch lo¨sen und man erha¨lt die gewu¨nschten Ableitungen.
Diﬀerenziert wird nur der Teil des Programms, der die Modellgleichungen beinhaltet.
Das Integrationsverfahren selbst wird bei der AD nicht beru¨cksichtigt. Zur Behandlung der
Sensitivita¨tsgleichungen sind jedoch Anpassungen am Integrationsalgorithmus notwendig.
Die Sensitivita¨ten ∇푥 mu¨ssen erfasst, d. h. aus Variablen des AD-Typs ausgelesen, und
gleichberechtigt neben den Zusta¨nden 푥 fu¨r die Integration und Schrittweitenbestimmung
herangezogen werden. Die Genauigkeit der Ableitungen liegt innerhalb des Toleranzbe-
reichs des eingesetzten Lo¨sungsverfahrens.
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Abbildung 5.5: Numerische Integration der Sensitivita¨tsgleichungen
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5.4.3 AD von Blockdiagrammen
Viele Entwurfswerkzeuge zur Modellierung, Analyse und Synthese regelungstechnischer Sy-
steme nutzen eine Modellbeschreibung in Form von Blockdiagrammen. Ha¨uﬁg wird fu¨r eine
Simulation aus dem Blockdiagramm ein lauﬀa¨higes Computerprogramm erzeugt, welches
die Diﬀerentialgleichungen an ein entsprechendes Lo¨sungsverfahren anbindet. Eine Codege-
nerierung u¨berfu¨hrt die Blockdiagramme in mathematische Gleichungen, die anschließend
als Quelltext, z. B. in einer Hochsprache wie C, C++ oder Fortran, abgelegt werden. Der
Quelltext kann mit handelsu¨blichen Compilern in ein ausfu¨hrbares Programm u¨bersetzt
werden.
Die Ableitungen ko¨nnen bspw. durch Anwendung von AD-Werkzeugen auf den Quell-
code nach dem Prinzip des Operatoru¨berladens oder der Codetransformation erzeugt wer-
den. Bei dieser Vorgehensweise gilt es jedoch die in den beiden vorangegangenen Ab-
schnitten genannten Fallstricke zu beachten. Ist das Lo¨sungsverfahren Teil des Quellco-
des mu¨ssen die in 5.4.1 angefu¨hrten numerischen Probleme beru¨cksichtigt werden. Wird
die AD zur Generierung der Sensitivita¨tsgleichungen genutzt, so sind A¨nderungen am
Lo¨sungsalgorithmus notwendig, um neben den Diﬀerentialgleichungen des Modells auch
die Sensitivita¨tsgleichungen zu integrieren (vgl. Abschnitt 5.4.2).
In diesem Abschnitt wird mit der Modelltransformation eine weitere Implementierungs-
technik fu¨r eine direkte Diﬀerentiation regelungstechnischer Blockdiagramme vorgestellt.
Die oben genannten Probleme werden durch die Diﬀerentiation auf Modellebene ver-
mieden. Diese Form der AD wurde in [MC¸T07] fu¨r das CAE-Werkzeug CAMeL-View
[Hah99, iXt01a] vorgestellt. Des weiteren existiert mit Diﬀedge ein kommerzielles Tool fu¨r
die AD von Simulink-Modellen [MC03].
Betrachtet man sich den Berechnungsgraphen eines Computerprogramms, z. B. den Gra-
phen der Beispielfunktion in Abbildung 5.1, so fa¨llt eine große A¨hnlichkeit zu regelungstech-
nischen Blockdiagrammen auf. Blockdiagramme ko¨nnen im Prinzip als ein Berechnungs-
graph aufgefasst werden: die Blo¨cke bilden die elementaren mathematischen Funktionen,
die Verbindungen zwischen Blo¨cken stellen die Kanten des Berechnungsgraphen dar. Die
Diﬀerentiation eines Blockdiagramms besteht aus zwei Transformationsschritten:
1. Diﬀerentiation der elementaren Blo¨cke
2. Verknu¨pfung der Sensitivita¨tsgleichungen
Das Blockdiagramm bildet den Berechnungsgraphen der Systemfunktion 휓(푥, 푝, 푡) zu
einem Zeitpunkt 푡 ab. U¨ber die Transformation wird die Systemfunktion 휓(푥, 푝, 푡) im
Vorwa¨rtsmodus nach 푝 diﬀerenziert und man gelangt zu der Sensitivita¨tsgleichung (5.24).
Diﬀerentiation der elementaren Blo¨cke
Im ersten Transformationsschritt werden die Blo¨cke des Diagramms unabha¨ngig voneinan-
der betrachtet. Durch Anwendung der Diﬀerentiationsregeln ko¨nnen die Ableitungen ele-
mentarer Blo¨cke leicht bestimmt werden. Die Idee besteht nun darin, die urspru¨nglichen
Blo¨cke um diese Sensitivita¨tsgleichungen zu erweitern und wieder in das Blockdiagramm
einzusetzen. Diese Erweiterung ist in Abbildung 5.6 am Beispiel einer nichtlinearen Funk-
tion 푦 = 푓(푢, 푝, 푡) fu¨r einen Parametervektor 푝 der Gro¨ße 푛 dargestellt.
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Abbildung 5.6: Erweiterung eines Blocks um Sensitivita¨tsgleichungen
Fu¨r die Anbindung der Sensitivita¨tsgleichungen an das Modell muss eine Erweiterung
der Schnittstelle vorgenommen werden. Neben den urspru¨nglichen Ein- und Ausga¨ngen 푢
und 푦 werden neue Ein- und Ausga¨nge fu¨r die Gradienten d푢/d푝T und d푦/d푝T hinzugefu¨gt.
In Tabelle 5.6 sind die AD-Transformationen fu¨r einige elementare Blo¨cke zu sehen.
Blo¨cken mit Zusta¨nden kommt eine besondere Rolle zu. Das Blockdiagramm bildet den
Berechnungsgraphen nur fu¨r einen konkreten Zeitpunkt 푡 ab. Die Informationsu¨bertragung
von einem Zeitpunkt 푡 zum na¨chsten Zeitpunkt 푡 + ℎ geschieht u¨ber die Zusta¨nde eines
Modells. Im Wesentlichen ﬁnden sich Zusta¨nde in den Integratoren und, im Falle eines
zeitdiskreten Modells, in den 1/푧-Blo¨cken. Die Integration der Sensitivita¨ten ∇푥 geschieht
Tabelle 5.6: AD-Transformation fu¨r einige elementare Blo¨cke
Block
Block erweitert um 푛
Sensitivita¨tsgleichungen
Block
Block erweitert um 푛
Sensitivita¨tsgleichungen
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Abbildung 5.7: Algorithmische Diﬀerentiation eines Blockdiagramms
unabha¨ngig voneinander. Die Zusta¨nde von Integratorblo¨cken werden daher dupliziert,
so dass parallel zu den zeitlichen Ableitungen 푥˙ ebenfalls die zeitlichen Ableitungen der
Sensitivita¨tsgleichungen
⋅[∇푥] integriert werden. Analog hierzu verfa¨hrt man mit den 1/푧-
Blo¨cken (siehe Integrator und 1/푧-Block in Tabelle 5.6).
Verknu¨pfung der Sensitivita¨tsgleichungen
Im zweiten Transformationsschritt werden die Ein- und Ausga¨nge der Gradienten d푢/d푝T
und d푦/d푝T miteinander verkoppelt. Die Verkopplung verla¨uft parallel zu den ur-
spru¨nglichen Verbindungen der Ein- und Ausga¨nge. Ist z. B. der Ausgang 푦 mit dem
Eingang 푢 verbunden, so werden auch die Gradienten d푦/d푝T und d푢/d푝T elementweise
miteinander verknu¨pft.
In Bild 5.7 ist diese Verkopplung dargestellt. Die Abbildung zeigt oben ein Beispiel-
modell bestehend aus zwei Blo¨cken und einer Summationsstelle. Unten ist das Ergebnis
der Transformation dargestellt. Die gepunkteten Linien kennzeichnen diese neu erstellten
Gradientenverbindungen.
Diese AD-Technik ist vom Prinzip her eine Codetransformation und weist entsprechende
Vor- und Nachteile auf (vgl. Abschnitt 5.3.2). Anstelle von Quellcode in einer Programmier-
sprache liefert sie jedoch ein Blockdiagramm, welches im Entwicklungswerkzeug eingeladen
und weiterverarbeitet werden kann. Hierdurch ergeben sich gegenu¨ber Techniken, die auf
einem aus dem Modell generierten Quellcode aufsetzen, die folgenden Vor- und Nachteile:
+ Kompatibilita¨t: Die transformierten Modelle stellen wieder kompatible Modelle
dar. Die Sensitivita¨tsgleichungen stehen gleichberechtigt neben den Gleichungen des
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urspru¨nglichen Modells. Die Modelle erfordern daher keine A¨nderungen an der Ent-
wicklungsumgebung, wie Modiﬁkationen an der Codegenerierung, dem Solver oder
den Analyse- und Visualisierungswerkzeugen.+ Wiederverwendbarkeit: Die transformierten Modelle ko¨nnen im Entwurfswerk-
zeug weiterverarbeitet werden. Der Anwender erha¨lt so Zugriﬀ auf das Modell und
ist in der Lage, das transformierte Modell auf Fehler zu u¨berpru¨fen, weitere An-
passungen vorzunehmen oder das Modell im Zusammenhang mit anderen Modellen
weiter zu verwenden.+ Handhabung: Der Anwender arbeitet wie gewohnt in seiner graﬁschen Entwick-
lungsumgebung. Fu¨r die Anwendung der AD-Transformation sind keine Program-
mierkenntnisse no¨tigt.+ Echtzeit: Die evtl. vorhandene Echtzeitfa¨higkeit eines Modell bleibt erhalten.+ Performanz: Einige Werkzeuge analysieren die Modellgleichungen und optimieren
den Quellcode bei der Codegenerierung, wie z. B. Dymola [OEC96]. Bei der Modell-
transformation werden auch die Sensitivita¨tsgleichungen in eine solche Codeoptimie-
rung einbezogen.
Einige komplexere Blo¨cke oder Funktionen des Modells, wie z. B. Blo¨cke fu¨r das Lo¨sen
linearer Gleichungssysteme, ko¨nnen bei der Modelltransformation gesondert behan-
delt werden. Hierdurch la¨sst sich zum einen die Konvergenz der Lo¨sungsverfahren
garantieren, zum anderen kann der Berechnungsaufwand erheblich reduziert werden
(vgl. Anhang A.2 sowie [GBC+93, Gri00]).− Flexibilita¨t: Die Modelltransformation liefert ein Modell fester Dimension. Bei den
Optimierungsverfahren aus Kapitel 3 wechseln sich die Suchrichtungsbestimmung,
bei der die Gradienten beno¨tigt werden, und Liniensuche, bei der nur die Funkti-
onswerte gebraucht werden, ab. Die Methode des Operatoru¨berladens ermo¨glicht es,
die Anzahl der unabha¨ngigen Variablen zur Laufzeit zu variieren; ebenso lassen sich
mit ihr prinzipiell auch Ableitungen ho¨herer Ordnung mit dem selben Quellcode
berechnen.
5.4.4 Dynamik der Sensitivita¨tsgleichungen
Die Erweiterung des Modells um die Sensitivita¨tsgleichungen fu¨hrt zu zusa¨tzlichen Diﬀe-
rentialgleichungen, die eine eigene, zuna¨chst einmal unbekannte Dynamik aufweisen. Die
Anwendung eines Integrationsverfahrens, welches bei den urspru¨nglichen Modellgleichun-
gen ein stabiles Verhalten zeigt und zu korrekten Ergebnissen fu¨hrt, kann bei der Lo¨sung
der Sensitivita¨tsgleichungen prinzipiell zu unbrauchbaren Ergebnissen fu¨hren. Fu¨r Inte-
grationsverfahren mit fester Schrittweite kann ein Stabilita¨tsbereich angegeben werden,
mit dem die Anwendbarkeit des Verfahrens auf ein bestimmtes Problem u¨berpru¨ft werden
kann. Das Verfahren weist bei einem linearen Modell dann ein stabiles Verhalten auf, wenn
die Eigenwerte der Systemmatrix innerhalb dieses Stabilita¨tsbereiches liegen. Es ist daher
wu¨nschenswert eine generelle Aussage daru¨ber treﬀen zu ko¨nnen, wie sich die Eigenwerte
der urspru¨nglichen Modellgleichungen auf die Eigenwerte der Sensitivita¨tsgleichungen ab-
bilden. In [MT06] wurde gezeigt, dass die Eigenwerte eines urspru¨nglichen linearen Modells
und die Eigenwerte der zugeho¨rigen Sensitivita¨tsgleichungen deckungsgleich sind.
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Ausgangspunkt dieser Betrachtungen ist ein lineares, zeitinvariantes Diﬀerentialglei-
chungssystem, welches in Zustandsraumdarstellung vorliegt. Angenommen, die Koeﬃzi-
enten der Zustandsraummatrizen lassen sich u¨ber einen Parameter 푝 modiﬁzieren, ergibt
sich die lineare Zustandsraumdarstellung:
푥˙ = A(푝) 푥 +B(푝)푢
푦 = C(푝) 푥 +D(푝)푢 (5.25)
mit dem Anfangszustand 푥0.
Die Sensitivita¨tsgleichung erha¨lt man durch Anwenden der Diﬀerentiationsregeln auf die
Zustandsraumdarstellung. Die Diﬀerentiation nach dem unabha¨ngigen Parameter 푝 ergibt:⋅[∇푥] = ∂
∂푝
A 푥 +A∇푥 + ∂
∂푝
B 푢
d푦
d푝
= ∂
∂푝
C 푥 +C∇푥 + ∂
∂푝
D 푢
(5.26)
In vielen Fa¨llen ist der Anfangszustand 푥0 konstant und somit unabha¨ngig vom Para-
meter 푝. Hieraus folgt fu¨r den Anfangszustand der Sensitivita¨ten: ∇푥0 = 0.
Fasst man die urspru¨nglichen Modellgleichungen und die Sensitivita¨tsgleichungen zu-
sammen, erha¨lt man ein erweitertes lineares Diﬀerentialgleichungssystem. Dieses besitzt
die Form:
d
d푡
⎡⎢⎢⎢⎢⎢⎣
푥∇푥
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
A 0
∂
∂푝A A
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
푥∇푥
⎤⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎣
B
∂
∂푝B
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⎡⎢⎢⎢⎢⎢⎣
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⎤⎥⎥⎥⎥⎥⎦푢
(5.27)
Dieses Diﬀerentialgleichungssystem la¨sst sich leicht auf den vektoriellen Fall mit dem
unabha¨ngigen Parametervektor 푝 erweitern. Die Diﬀerentiation von (5.25) nach jedem
Element 푝푖 des Parametervektors fu¨hrt auf die erweiterte lineare Zustandsraumdarstellung:
d
d푡
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
푥∇푝1푥⋮∇푝푛푥
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A 0 ⋯ 0
∂
∂푝1
A A ⋯ 0⋮ ⋮ ⋱ ⋮
∂
∂푝푛
A 0 ⋯ A
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
푥∇푝1푥⋮∇푝푛푥
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B
∂
∂푝1
B⋮
∂
∂푝푛
B
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
푢
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
푦∇푝1푦⋮∇푝푛푦
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C 0 ⋯ 0
∂
∂푝1
C C ⋯ 0⋮ ⋮ ⋱ ⋮
∂
∂푝푛
C 0 ⋯ C
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
푥∇푝1푥⋮∇푝푛푥
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
D
∂
∂푝1
D⋮
∂
∂푝푛
D
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
푢
(5.28)
Betrachtet man die Systemmatrix des erweiterten Diﬀerentialgleichungssystems (5.27)
bzw. (5.28) im vektoriellen Fall, so fa¨llt auf, dass die Ableitungen ∂∂푝푖A im linken unte-
ren Quadranten keinerlei Einﬂuss auf die Lage der Eigenwerte ausu¨ben. Diese werden
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ausschließlich von der Matrix A auf der Diagonalen der Systemmatrix bestimmt. Die
Eigenwerte des urspru¨nglichen Modells werden durch die Erweiterung um die Sensiti-
vita¨tsgleichungen 푛−mal dupliziert. Die Sensitivita¨tsgleichungen besitzen demnach keiner-
lei Einﬂuss auf die maximale Integrationsschrittweite eines numerischen Integrationsver-
fahrens, d. h. die Simulation des erweiterten Modells kann mit den gleichen Integrations-
einstellungen, wie fu¨r das urspru¨ngliche Modell, durchgefu¨hrt werden.
Dieser Sachverhalt triﬀt nur auf lineare Gleichungssysteme zu. Fu¨r Systeme mit nicht
allzu stark ausgepra¨gten nichtlinearen Eigenschaften ist jedoch ein a¨hnliches Verhalten zu
erwarten.
5.4.5 Linearisierung von nichtlinearen dynamischen Modellen
Die Linearisierung von dynamischen nichtlinearen Diﬀerentialgleichungssystemen hat eine
große Bedeutung, da man hieru¨ber die nichtlineare Systembeschreibung auf eine lineare
Zustandsraumdarstellung zuru¨ckfu¨hren kann. Die große Bandbreite an Verfahren der li-
nearen Systemtheorie steht so zu einem gewissen Grad auch den nichtlinearen Systemen
zur Verfu¨gung. Ein nichtlineares Modell der Form:
푥˙ = 휓(푥,푢, 푡)
푦 = 휉(푥,푢, 푡) (5.29)
kann durch die Linearisierung um einen Arbeitspunkt 푢0, 푥0 und 푦0 in ein lineares Zu-
standsraummodell u¨berfu¨hrt werden, die in der na¨heren Umgebung des Arbeitspunktes
das Verhalten des Systems mit geringer Abweichung wiedergibt.
Das linearisierte Modell beschreibt demnach die Abweichung des Systems vom gewa¨hlten
Arbeitspunkt. Die Abweichungen Δ푢, Δ푥 und Δ푦 ko¨nnen u¨ber:
푢 = 푢0 +Δ푢
푥 = 푥0 +Δ푥
푦 = 푦
0
+Δ푦 (5.30)
angegeben werden.
Die Linearisierung la¨sst sich u¨ber eine Taylor-Reihenentwicklung mit Abbruch nach dem
ersten Glied herleiten (siehe hierzu [Fo¨l94, Har02]). Durch die partielle Diﬀerentiation der
Zustands- und Ausgangsgleichung 휓 und 휉 nach dem Zustands- und Eingangsvektor 푥 und
푢 erha¨lt man die Jacobi-Matrizen A, B, C und D:
A = ∂휓
∂푥
∣
푥=푥0
푢=푢0
B = ∂휓
∂푢
∣
푥=푥0
푢=푢0
C = ∂휉
∂푥
∣
푥=푥0
푢=푢0
D = ∂휉
∂푢
∣
푥=푥0
푢=푢0
(5.31)
Die Diﬀerentialgleichung des linearisierten Modells erha¨lt man schließlich u¨ber die Zu-
standsraumdarstellung:
˙[Δ푥] = AΔ푥 +BΔ푢
Δ푦 = CΔ푥 +DΔ푢 (5.32)
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Die Umrechnung auf die urspru¨nglichen Ein-, Ausgangs- und Zustandsgro¨ßen 푢, 푦 und 푥
geschieht u¨ber die Gleichungen (5.30).
Die Berechnung der Jacobi-Matrizen in (5.32) kann mit Hilfe der Algorithmischen Dif-
ferentiation oder u¨ber Diﬀerenzenquotienten erfolgen. Beide Methoden haben dabei die
bereits genannten speziﬁschen Vor- und Nachteile:
Die Anwendung der AD fu¨hrt zu exakt berechneten Jacobi-Matrizen. Demgegenu¨ber
liefern Diﬀerenzenquotienten nur eine Na¨herung der Lo¨sung. Sie lassen sich jedoch sehr
einfach implementieren und ko¨nnen auch auf Black-Box-Funktionen angewendet werden.
Im Normalfall sind exakte Ergebnisse bei technischen Problemen sehr zu begru¨ßen. In
diesem Zusammenhang muss sich der Anwender jedoch selbst die Frage beantworten, ob
er eine exakte Linearisierung u¨berhaupt durchfu¨hren will. Bei der Diﬀerentiation fu¨r z. B.
ein Optimierungsproblem sind exakte Ableitungen fu¨r die Konvergenz des Verfahrens un-
abdingbar. Bei der Linearisierung hingegen soll das physikalische Verhalten eines Systems
in einem bestimmten Arbeitsbereich wiedergegeben werden. Ein Konvergenzproblem wie
bei einer Optimierung liegt hier nicht vor.
Es gibt zwei Argumente, weshalb Diﬀerenzenquotienten zur Linearisierung besser geeig-
net sein ko¨nnen.
 Diﬀerenzenquotienten verhalten sich bei gut linearisierbaren Modellen gutmu¨tig:
Bei der Linearisierung eines nichtlinearen Systems geht man implizit davon aus,
dass sich das System in der Umgebung des Arbeitspunktes na¨herungsweise linear
verha¨lt. Die Diﬀerenzenquotienten verwenden als Ansatzfunktionen Polynome. Das
na¨herungsweise lineare Verhalten des Ausgangsmodells kann u¨ber diese Polynome
sehr genau nachgebildet werden. Geht man sogar von einem exakt linearem Verhal-
ten in der Umgebung des Arbeitspunktes aus, so liefern die Diﬀerenzenquotienten,
sieht man von Auslo¨schungseﬀekten ab, auch exakte Ergebnisse.
Je schwa¨cher ausgepra¨gt die Nichtlinearita¨ten im Ausgangsmodell sind, desto genauer
kann es u¨ber Diﬀerenzenquotienten linearisiert werden und desto gro¨ßer ko¨nnen die
Schrittweiten gewa¨hlt werden, wodurch wiederum die Auslo¨schungseﬀekte reduziert
werden.
 Diﬀerenzenquotienten besitzen ein mittelndes Verhalten: Bei der Linearisierung u¨ber
die AD kann es bei Unstetigkeiten zu nicht vorhersagbaren Eﬀekten kommen. Wird
der Arbeitspunkt direkt auf eine Unstetigkeiten gelegt, ist es von Implementierungs-
details abha¨ngig, was die Diﬀerentiation liefert. Diﬀerenzenquotienten erreichen hier
eine Mittelung und bilden, eine geeignete Schrittweite vorausgesetzt, das prinzipielle
Verhalten ab.
Z. B. kommt es bei Hydraulikventilen aufgrund der Steuerkanten bei der Nullstellung
des Steuerschiebers zu einer Umschaltung der Volumenstro¨me. Eine Linearisierung
um die Mittelstellung mit der AD fu¨hrt hier meist zu unbrauchbaren Ergebnissen.
In Abbildung 5.8 ist beispielhaft der Volumenstrom eines Ventils u¨ber die normierte
Steuerschieberstellung angetragen. Das Ventil besitzt eine positive U¨berdeckung und ein
asymmetrisches Verhalten bzgl. positiver und negativer Steuerschieberstellung. Die exak-
te Diﬀerentiation um den Nullpunkt mittels AD liefert hier den absolut unbrauchbaren
Gradienten von 0. Die beiden Diﬀerenzenquotienten mitteln den Gradienten u¨ber den Ar-
beitsbereich und geben zumindest das grundsa¨tzliche Verhalten des Ventils wieder. Die
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Abbildung 5.8: Ventilkennlinie bei positiver U¨berdeckung der Steuerkanten
Totzone in der Mittelstellung kann durch das lineare Modell prinzipbedingt nicht abgebil-
det werden.
Liefert ein u¨ber Diﬀerenzenquotienten linearisiertes Modell keine brauchbaren Ergebnis-
se, so ist dies ha¨uﬁg nicht auf die Verwendung von Diﬀerenzenquotienten zuru¨ckzufu¨hren.
Es muss hier vielmehr die Frage gestellt werden, ob eine Linearisierung bei diesem Modell
u¨berhaupt zula¨ssig ist.
5.4.6 Diﬀerentiation von Punkt- und abschnittsweise bewertenden
Kriterien
Die in Kapitel 4.3.2 beschriebenen Punkt- und abschnittsweise bewertenden Zielkriterien,
beurteilen das System anhand einzelner Zeitpunkte bzw. Zeitabschnitte. Eine Besonderheit
dieser Kriterien ist, dass die Verschiebungen der Zeitpunkte bzw. die Vera¨nderungen der
Zeitabschnitte in die Zielgro¨ßen einﬂießen. Diese Verschiebungen lassen sich bei der AD der
Diﬀerentialgleichungen nicht ohne Weiteres beru¨cksichtigen. Dies liegt in der Arbeitsweise
der Integrationsverfahren begru¨ndet.
Die Integrationsverfahren zur Lo¨sung gewo¨hnlicher Diﬀerentialgleichungen generieren
eine Folge von Zeitpunkten 푡푘, zu denen das Modell ausgewertet wird (vgl. Seite 64). Die
Wahl dieser Zeitpunkte ist stark von der verwendeten Schrittweitensteuerung des Integra-
tionsverfahrens abha¨ngig. Bei der Diﬀerentiation des Simulationsprogramms ko¨nnen zwei
Fa¨lle auftreten (vgl. Abschnitt 5.4.1 und 5.4.2):
 ∇푡푘 = 0: Die Zeitpunkte sind nicht von den Entwurfsparametern abha¨ngig. Dies
ist bspw. bei der Integration der Sensitivita¨tsgleichungen oder bei der Verwendung
fester Schrittweiten der Fall. Weiterhin kann u¨ber geeignete Maßnahmen fu¨r eine
Unabha¨ngigkeit der Zeitpunkte gesorgt werden (siehe Seite 66).
 ∇푡푘 ≠ 0: Aufgrund der AD des Integrationsverfahrens besitzen die Zeitpunkte eine
Ableitung. Diese Ableitungen liegen in der Schrittweitensteuerung begru¨ndet und
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ko¨nnen auch nur in diesem Zusammenhang interpretiert werden. Werden diese Ab-
leitungen fu¨r die Diﬀerentiation der Kriterien herangezogen, so fu¨hrt dies zu falschen
Gradienten10.
Die Berechnung der Kriterien darf sich nicht alleine auf die Integrationszeitpunkte 푡푘
stu¨tzen. Dies gilt vor allem fu¨r die Triggerfunktion (4.6), da in den Funktionswert die-
ses Kriteriums lediglich der Zeitpunkt eingeht. Die folgende Betrachtung von Punkt- und
abschnittsweise bewertenden Zielkriterien wird daher am Beispiel dieser Funktion unter-
sucht. Es wird dabei von ∇푡푘 = 0 ausgegangen, da so deﬁnierte Verha¨ltnisse vorliegen.
Die Triggerfunktion ist in Gleichung (4.6) zeitkontinuierlich angegeben:
푓ℎ푖푡 = min{푡 ∣ 푦(푡) − 푦¯ = 0}
Eine Eins-zu-eins-Umsetzung dieser Funktion wird ein unbrauchbares Ergebnis liefern, da
die diskreten Simulationszeitpunkte 푡푘 mit dem Zeitpunkt 푡ℎ푖푡, bei dem die Gleichheitsbe-
dingung 푦(푡ℎ푖푡) = 푦¯ exakt erfu¨llt ist, nur in Ausnahmefa¨llen u¨bereinstimmen.
Aus diesem Grund wird man bei Simulationen auf eine zeitdiskrete Formulierung, wie:
푓ˆℎ푖푡 = min{푡푘 ∣ sgn(푦푘 − 푦¯) ≠ sgn(푦푘−1 − 푦¯)} (5.33)
zuru¨ckgreifen. Diese Funktion detektiert den Zeitpunkt anhand eines Vorzeichenwechsels.
Sie liefert eine Zielgro¨ße, die grundsa¨tzlich zur Bewertung eines Systems geeignet ist. Dif-
ferenziert man diese Funktion, so erha¨lt man wegen ∇푡푘 = 0 jedoch ∇푓ˆℎ푖푡 = 0.
Die Ursache hierfu¨r ist nicht bei der AD zu suchen; diese liefert den korrekten Gradienten
fu¨r diese Funktion. Dies kann man sich verdeutlichen, wenn man die Systemausga¨nge 푦푘
und 푦푘−1 im ”Kleinen“ auslenkt. Die Funktion (5.33) a¨ndert hierdurch nicht ihren Wert und
der Gradient verschwindet daher folgerichtig (siehe auch Abbildung 5.9). Vielmehr muss die
Funktion so formuliert werden, dass eine minimale Auslenkung zu einer Vera¨nderung des
Funktionswertes fu¨hrt. Dies kann durch eine Abscha¨tzung von 푡ℎ푖푡 u¨ber eine Interpolation
von 푦(푡) erreicht werden.
Mit den Stu¨tzstellen der Simulation 푦푘 und 푦푘−1 zu den Zeitpunkten 푡푘 und 푡푘−1 kann
man eine lineare Approximation des Zeitpunktes durchfu¨hren:
푡˜ℎ푖푡,푘 = 푡푘 − 푦푘 − 푦¯
푦푘 − 푦푘−1 (푡푘 − 푡푘−1) (5.34)
und man gelangt zu der folgenden Formulierung der Triggerfunktion:
푓˜ℎ푖푡 = min{푡˜ℎ푖푡,푘 ∣ 푡푘−1 ≤ 푡˜ℎ푖푡,푘 ≤ 푡푘} (5.35)
U¨ber die Gradienten der Stu¨tzstellen ∇푦푘 und ∇푦푘−1 erfolgt eine Abscha¨tzung des Gradient∇푡˜ℎ푖푡,푘: ∇푡˜ℎ푖푡,푘 = (푦푘 − 푦¯)(∇푦푘 −∇푦푘−1) −∇푦푘(푦푘 − 푦푘−1)(푦푘 − 푦푘−1)2 (푡푘 − 푡푘−1) (5.36)
10 Integrationsalgorithmen, die u¨ber eine sog. Zero-Crossing-Detection verfu¨gen, sind grundsa¨tzlich in
der Lage, die korrekten Ableitungen fu¨r die Zeitpunkte und Zeitabschnitte der Kriterien zu ermitteln.
Die Umsetzung erfordert jedoch eine Anpassung des Integrationsalgorithmus und wird daher nicht
weiter betrachtet.
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Abbildung 5.9: Arbeitsweise verschiedener Umsetzungen der Triggerfunktion
Weitere Punkt- und abschnittsweise bewertende Kriterien lassen sich in a¨hnlicher Weise
formulieren. Beim Schwellwertkriterium (4.7) kann eine Verschiebung der Integrations-
grenzen ebenfalls u¨ber eine lineare Interpolation abgescha¨tzt werden. Da dieses Kriterium
bereits in kontinuierlicher Weise von dem Systemausgang 푦(푡) abha¨ngt, besitzt es im Nor-
malfall bereits einen sinnvollen Gradienten. Die Interpolation der Zeitpunkte ist hier nur
erforderlich, wenn die Verschiebungen der Integrationsgrenzen den wesentlichen Einﬂuss
auf den Funktionswert ausu¨ben.
Die Diﬀerentiation des Maximalwertkriteriums (4.5) ist nach [Dig04] als unproblema-
tisch anzusehen. Prinzipiell kann eine Abscha¨tzung des Maximalwertes bspw. u¨ber eine
quadratische oder kubische Interpolation vorgenommen werden. Im Allgemeinen ist dies
jedoch unno¨tig, da es ebenfalls in kontinuierlicher Weise von einem Systemausgang 푦(푡)
abha¨ngt.
Grundsa¨tzlich la¨sst sich festhalten, dass die oben beschriebene Abscha¨tzung von Zeit-
punkten immer dann unerla¨sslich ist, wenn das Ergebnis des jeweiligen Kriteriums als ein
Zeitpunkt oder ein Zeitraum interpretiert werden kann.
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Selbstoptimierende Systeme zeichnen sich dadurch aus, dass sie im Betrieb selbststa¨ndig
auf sich a¨ndernde Einﬂu¨sse und gea¨nderte Zielsetzungen reagieren und ihr Verhalten op-
timal an die neue Situation anpassen. Aufgrund der großen Bandbreite unterschiedlicher
Fragestellungen und der Vielzahl der beteiligten technischen Doma¨nen ergeben sich im
Maschinenbau zahlreiche Mo¨glichkeiten, intelligente Systeme zu entwerfen, die der Deﬁni-
tion fu¨r selbstoptimierende Systeme nach [FGK+04] genu¨gen (siehe Kapitel 6.1.3). Einige
Beispiele hierfu¨r sind:
 Selbstoptimierende Systeme, die dem Bereich der Logistik oder Wegeplanung zu-
geordnet werden ko¨nnen. Mit solchen Systemen kann z. B. eine Zeit-, Verbrauchs-
oder Kosteneinsparung bei den individuellen Teilnehmern oder beim Gesamtsystem
erreicht werden.
 Selbstoptimierendes Energiemanagement eines komplexen Gesamtsystems. Ein
selbstoptimierendes Energiemanagement erlaubt es, den Energieverbrauch und den
Leistungsbedarf verschiedener Teilsysteme, insbesondere bei Beschra¨nkungen der
Energieversorgung und u¨bertragbaren Leistung, optimal aufeinander abzustimmen,
so dass die Funktionalita¨ten der Teilsysteme erhalten bleiben. Die Ziele und Prio-
rita¨ten der Teilsysteme werden gegeneinander abgewogen und das Gesamtsystem in
einem fu¨r die jeweilige Situation
”
gu¨nstigen“ Kompromiss betrieben [KRB+06].
 Die Informationsverarbeitung eines maschinenbaulichen Erzeugnisses, die im Betrieb
umkonﬁguriert und optimiert wird. Diese Art der Selbstoptimierung zielt auf eine
optimale Nutzung der vorhandenen und begrenzten Ressourcen wie Rechenleistung,
Speicherplatz und Stromverbrauch oder auch dem Fla¨chenbedarf bei Verwendung
von FPGAs1 ab. Hierdurch lassen sich bspw. die Kosten der Rechenhardware, aber
auch deren Energieverbrauch reduzieren [OBR05, OZL10].
Die Umsetzung dieser verschiedenartigen Anwendungen erfordert in der Regel auch recht
unterschiedliche Methoden, Verfahren sowie Software- und Hardwarearchitekturen. Der
Fokus dieses Kapitels liegt auf der Betrachtung selbstoptimierender Regelungen. Es wird
hier auf Systeme eingegangen, bei denen das dynamische Verhalten durch Variation der
Regler bzw. Reglereinstellungen an die aktuellen Einﬂu¨sse und Ziele angepasst wird.
6.1 Grundlagen und Deﬁnitionen
Im diesem Abschnitt werden einige Grundlagen und Deﬁnitionen fu¨r selbstoptimieren-
de Systeme des Maschinenbaus erla¨utert. Fu¨r weiterfu¨hrende Informationen sei hier auf
[FGK+04] und [ADG+08] verwiesen.
1 Field Programmable Gate Array
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6.1.1 Anforderungen und Ziele
Allgemein deﬁnieren die Anforderungen und Ziele bzw. Zielsetzungen ein Wunschverhalten,
welches das System annehmen soll, oder sie fordern konkrete Eigenschaften, die zu erreichen
oder zu vermeiden sind. Oft werden diese Begriﬀe synonym zueinander verwendet. Im
Kontext selbstoptimierender Systeme kommt ihnen jedoch eine unterschiedliche Bedeutung
zu. In [ADG+08] werden Anforderungen und Ziele die folgenden Bedeutungen zugewiesen:
 Anforderungen beziehen sich auf Systemeigenschaften, die in ihrer Auspra¨gung be-
reits zum Entwurfszeitpunkt festgelegt werden. Auspra¨gung bedeutet hier eine ein-
deutige, quantiﬁzierbare Festlegung der jeweiligen Systemeigenschaft, bspw. durch
Angabe fester Kennzahlen oder Schwellwerte. Die Anforderungen werden durch den
Entwurf oder die Konstruktion ﬁxiert und ko¨nnen nicht mehr variiert werden.
 Demgegenu¨ber werden Ziele oder auch Zielsetzungen wa¨hrend des Entwurfs eines
selbstoptimierenden Systems zwar vorgesehen, eine Auspra¨gung ﬁndet jedoch noch
nicht statt. Es ist die Aufgabe der Selbstoptimierung eine konkrete Festlegung und
Bewertung der Ziele zur Laufzeit vorzunehmen, um so das Systemverhalten an die
aktuelle Situation anzupassen.
Die automatische Auswertung und Bewertung zur Laufzeit durch die Informationsverar-
beitung des Systems macht eine Quantiﬁzierung des Grades der Zielerfu¨llung erforderlich.
Hierzu werden die oft nur allgemein und unscharf formulierten Ziele in greifbare Ziel-
gro¨ßen u¨berfu¨hrt. Die Zielgro¨ßen stellen ein Maß fu¨r die Erfu¨llung des jeweiligen Ziels
dar. Die Berechnung der Zielgro¨ßen erfolgt durch Bewertungsfunktionen. Diese bilden das
Systemverhalten auf die Zielgro¨ßen ab und arbeiten auf der Basis von Simulationsdaten,
Messwerten und beobachteten Daten aber auch auf von externen Systemen u¨bermittelten
Daten.
6.1.2 Interne, externe und inha¨rente Ziele
Die Ziele, die von einem System verfolgt werden, lassen sich nach [FGK+04] in interne,
externe und inha¨rente Ziele unterteilen. Die Unterteilung in inha¨rente und externe Ziele
orientiert sich daran, ob die Auspra¨gung des jeweiligen Ziels im System selbst stattﬁndet
oder ob sie außerhalb von einem u¨berlagerten oder benachbarten System gefordert wird.
 Inha¨rente Ziele beziehen sich auf Aspekte des Systems, die fu¨r umliegende Systeme
und das Umfeld nicht direkt von Bedeutung sind. Sie beziehen sich meist auf den
Entwurfszweck des Systems und sichern die Grundfunktionalita¨t. Beschra¨nkungen
und Randbedingungen des Systems oder Ziele, die der Sicherheit und Zuverla¨ssigkeit
dienen, sind Beispiele fu¨r inha¨rente Ziele. Das System ist bspw. selbst dafu¨r verant-
wortlich, dass Stellgro¨ßenbeschra¨nkungen oder maximale Bauteilbelastungen einge-
halten werden. Die Auspra¨gung dieser Ziele wird vom System zur Laufzeit selbst
vorgenommen.
 Externe Ziele sind fu¨r das Umfeld und die umliegenden Systeme von Interesse. Spe-
ziell bei miteinander interagierenden Systemen, hat die Art und Weise, wie ein
(Teil-)System seine Aufgaben erfu¨llt, eine große Auswirkung auf die umliegenden
Systeme. Durch die externen Ziele kann das Verhalten und somit die Auswirkungen
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auf andere Systeme gezielt beeinﬂusst werden. Sie werden daher von u¨berlagerten
oder benachbarten Systemen oder auch direkt vom Benutzer an das System heran-
getragen. Die Auspra¨gung ﬁndet außerhalb der Systemgrenzen statt. Externe Ziele
dienen als Schnittstelle zu anderen Systemen. Durch den Austausch von Zielen wird
eine sehr abstrakte und generische Schnittstelle zwischen den verschiedenen interagie-
renden Systemen erreicht. Beispiele fu¨r externe Ziele sind der Energieverbrauch und
die Gu¨te der Funktionserfu¨llung, die von außen einem System vorgegeben werden.
Die internen Ziele beschreiben die Zielauspra¨gungen, die zu einem bestimmten Zeit-
punkt von dem selbstoptimierenden System verfolgt werden. Sie werden durch Auswahl,
Priorisierung oder Gewichtung der inha¨renten und externen Ziele festgelegt und zu einem
internen Zielsystem zusammengefasst. Dieses interne Zielsystem unterliegt der direkten
Kontrolle durch das System. So stellt das Bilden des internen Zielsystems einen wesentli-
chen Schritt des Selbstoptimierungsprozesses dar.
6.1.3 Prozess der Selbstoptimierung
Die Anpassung des Systems an neue Zielvorgaben oder gea¨nderte Betriebsbedingungen
wird durch den Prozess der Selbstoptimierung vorgenommen. Der Prozess der Selbstopti-
mierung besteht aus drei wiederkehrenden Schritten [FGK+04, ADG+08]:
Analyse der
Ist-Situation
Bestimmung der
Systemziele
Anpassung des
Systemverhaltens
Abbildung 6.1: Die drei Schritte der Selbstoptimierung
Die drei Schritte der Selbstoptimierung werden im Folgenden erla¨utert.
1. Analyse der Ist-Situation: Als Entscheidungsgrundlage fu¨r den Selbstoptimierungs-
prozess werden im ersten Schritt, der Analyse der Ist-Situation, Informationen u¨ber den
aktuellen Zustand und die Betriebsbedingungen des Systems erfasst und analysiert. Die
Informationen beziehen sich dabei auf das System selbst, auf benachbarte Systeme so-
wie das Umfeld des Systems. Eine wichtige Aufgabe ist die Bestimmung und Pru¨fung
des Erfu¨llungsgrades der verfolgten Ziele. Der Erfu¨llungsgrad dient der Beurteilung der
aktuellen Situation und des verwendeten internen Zielsystems.
Bei mechatronischen Systemen kommen zur Analyse der Ist-Situation besonders rege-
lungstechnische Verfahren zum Einsatz. Vor allem sind in diesem Schritt Filtertechniken,
Beobachter und Scha¨tz- und Identiﬁkationsverfahren von Interesse. Diese Techniken erlau-
ben eine Scha¨tzung des Systemzustandes, des Betriebspunktes sowie eine Identiﬁkation von
System- und Sto¨rmodellen. Daru¨ber hinaus lassen sich bestimmte Informationen auch in-
direkt durch Kommunikation mit anderen Systemen ermitteln. Auf diese Weise werden die
Beobachtungen anderer Systeme mit in den Selbstoptimierungsprozess einbezogen. Lern-
verfahren ero¨ﬀnen weitere interessante Mo¨glichkeiten im Falle sich wiederholender Situa-
tionen, z. B. bei wiederkehrenden Sto¨rungen oder Anregungsformen. Informationen u¨ber
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solche Situationen ko¨nnen mit jeder Wiederholung erlernt, verfeinert und fu¨r die erneute
Verwendung in Datenspeichern hinterlegt werden.
2. Bestimmung der Systemziele: Im zweiten Schritt, der Bestimmung der Systemziele,
wird auf Basis der im ersten Schritt gewonnenen Informationen die Anpassung des in-
ternen Zielsystems vorgenommen. Gesucht wird ein fu¨r die aktuelle Situation gu¨nstiger
Kompromiss, der die verschiedenen, teilweise konkurrierenden Ziele beru¨cksichtigt. Dieser
Kompromiss wird auf das interne Zielsystem abgebildet. Dies geschieht zum einen durch
Priorisierung oder Gewichtung interner Ziele. Hierdurch wird der Einﬂuss bestimmter Ziele
graduell erho¨ht und der Einﬂuss anderer Ziele verringert. Zum anderen kann das Zielsy-
stem durch Auswahl anderer Ziele vera¨ndert werden. Bisher nicht beru¨cksichtigte externe
und inha¨rente Ziele ko¨nnen hinzugefu¨gt und bestehende interne Ziele aus dem Zielsystem
entfernt werden.
3. Anpassung des Systemverhaltens: Die A¨nderung am internen Zielsystem erfordert
eine Anpassung des Systemverhaltens im dritten Schritt der Selbstoptimierung. Diese Ver-
haltensanpassung erfolgt bei mechatronischen Systemen durch Parameter- und Struktu-
ranpassungen innerhalb der steuernden und regelnden Informationsverarbeitung. Parame-
teranpassung bezeichnet die Vera¨nderung einiger Systemparameter, z. B. Reglerparame-
ter. Bei einer Strukturanpassung werden Elemente der Regelung und Steuerungen ausge-
tauscht, entfernt oder hinzugefu¨gt.
Einer graduellen Vera¨nderung des internen Zielsystem kann meist durch eine Anpassung
der Systemparameter begegnet werden. Die Auswahl neuer Ziele kann aber eine Rekon-
ﬁguration der Reglerstruktur zwingend erforderlich machen. So ist es bei A¨nderung der
Regelungsaufgabe oft notwendig, die Regelung auf eine neue Regelgro¨ße umzuschalten und
den Regler entsprechend auszutauschen, wie z. B. bei der Umschaltung von einer Positions-
auf eine Geschwindigkeitsregelung.
6.1.4 Einﬂussmo¨glichkeiten
Die Anpassung eines technischen Systems durch den Selbstoptimierungsprozess erfordert
Einﬂussmo¨glichkeiten –
”
Stellschrauben“ – mit denen das Verhalten wa¨hrend des Betriebs
beeinﬂusst werden kann. Einﬂussmo¨glichkeiten sind bei mechatronischen Systemen vor
allem in der steuernden und regelnden Informationsverarbeitung zu ﬁnden. Die hohe Fle-
xibilita¨t von Software ermo¨glicht es, auf eine einfache Art und Weise eine Variation der
Regelungsalgorithmen vorzunehmen.
Das Verhalten eines regelungstechnischen Systems wird u¨ber zwei fundamentale Be-
standteile kontrolliert: einem Sollwertgenerator und einem Regler (siehe Abbildung 6.2).
Der Sollwertgenerator liefert Zeitsignale, die dem Regelkreis aufgeschaltet werden. Die-
se Signale beschreiben Sollwerte fu¨r den Regler, bspw. eine Referenztrajektorie fu¨r die
zuku¨nftige gewu¨nschte Bewegung des Systems, aber auch Signale zur Kompensation be-
kannter Sto¨rungen ko¨nnen im Sollwertgenerator berechnet und auf die Aktoren des Systems
aufgeschaltet werden. Dieses Prinzip wird als Steuerung2 bezeichnet. Die Regelung3 unter-
scheidet sich von der Steuerung durch die Ru¨ckfu¨hrung von Streckengro¨ßen. Die Aufgabe
2 engl.: feed-forward-control
3 engl.: feed-back-control
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Abbildung 6.2: Einﬂussmo¨glichkeiten fu¨r eine selbstoptimierende Regelung
des Reglers ist es, auf unbekannte bzw. nicht beru¨cksichtigte Einﬂu¨sse zu reagieren. Mit
Hilfe der Ru¨ckfu¨hrung werden die Auswirkungen der unbekannten Einﬂu¨sse erfasst und in
Reaktion darauf neue, korrigierende Stellwerte berechnet.
Eine Anpassung des Systemverhaltens kann sowohl u¨ber eine Variation der Steuersignale
als auch des Reglers erfolgen. Es stehen die folgenden drei Mo¨glichkeiten der Einﬂussnahme
zur Verfu¨gung:
 Anpassung der Parameter: Unter Parametern werden im Zusammenhang re-
gelungstechnischer Systeme meist konstante Gro¨ßen, wie Versta¨rkungsfaktoren
oder Zeitkonstanten verstanden. Diese Gro¨ßen werden bei klassischen Systemen
wa¨hrend der Auslegung eingestellt und erfahren anschließend im Betrieb keinerlei
Werta¨nderung. Im Kontext selbstoptimierender aber auch adaptiver Systeme werden
jedoch Parametera¨nderungen zur Laufzeit genutzt, um das dynamische Verhalten der
jeweiligen regelungstechnischen Komponente an aktuelle Systemzusta¨nde oder Situa-
tionen anzupassen. Das Schwingungsverhalten des Systems kann dabei sprunghaft
aber auch kontinuierlich, durch ein graduelles Verstellen der Parameter, angepasst
werden.
 Anpassung der Struktur: Struktura¨nderungen sind unabdingbar, wenn sich das
Regelungsziel oder die Regelungsaufgabe a¨ndern. Eine Struktura¨nderung liegt vor,
wenn einer Regelung neue Elemente hinzugefu¨gt oder bestehende entfernt werden,
aber auch wenn der Signalﬂuss zwischen den Elementen neu arrangiert wird. Mit ihr
geht meist auch eine A¨nderung der Parameter einher. Struktura¨nderungen bewirken
im Allgemeinen eine sprunghafte A¨nderung des Systemverhaltens. Aus dem Um-
schaltvorgang selbst resultieren im Allgemeinen Unstetigkeiten in den Stellwerten,
die in den meisten Fa¨llen unerwu¨nscht sind. Diesen muss mit speziellen Maßnahmen
zur Reglerumschaltung begegnet werden. Struktura¨nderungen erfolgen bspw. bei der
Umschaltung zwischen verschiedenen Regelungsaufgaben wie der Wechsel zwischen
einer Positions-, einer Geschwindigkeits- oder einer Kraftregelung. Bei stark nichtli-
nearen Systemen kann aber auch der Wechsel zwischen verschiedenen Betriebspunk-
ten eine Strukturumschaltung erforderlich machen.
 Anpassung der Steuersignale: Eine weitere Einﬂussmo¨glichkeit stellen zeitliche
Steuersignale, wie Sollwertverla¨ufe und Sto¨rgro¨ßenkompensationssignale, dar. Die-
se werden im Signalgenerator berechnet und auf das System aufgeschaltet. Bei der
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Aufschaltung von Zeitsignalen ko¨nnen dynamische Eﬀekte des Systems aber auch
bekannte innere und a¨ußere Sto¨rungen beru¨cksichtigt werden. Hierdurch wird die
Regelgu¨te im Allgemeinen stark verbessert. Der Sollwertgenerator weist verschie-
dene Freiheitsgrade auf, die als Einﬂussmo¨glichkeit fu¨r eine selbstoptimierende Re-
gelung genutzt werden ko¨nnen. Eine Bewegungsaufgabe kann auf unterschiedliche
Art und Weise umgesetzt werden, z. B. kann eine gewu¨nschte Position schnell, aber
mit hohem Energieaufwand oder langsam, mit niedrigem Energieaufwand angefahren
werden. Ebenso ko¨nnen Sto¨rungen fu¨r eine optimale Regelgu¨te vollsta¨ndig oder zur
Entlastung der Aktorik auch nur teilweise kompensiert werden. Eine Aufschaltung
nur in den niedrigen oder mittleren Frequenzbereichen bewirkt in vielen Fa¨llen eine
Senkung des Leistungs- und Energiebedarfs. Die Variation der Signale kann durch
Filterung erreicht werden. Hierdurch lassen sie sich in ihrer Amplituden- und Fre-
quenzcharakteristik vera¨ndern.
Sollwertverla¨ufe ko¨nnen meist direkt aus den Bewegungsaufgaben des Systems ge-
neriert werden. Fu¨r eine Sto¨rgro¨ßenkompensation muss jedoch der Verlauf der
zuku¨nftigen Sto¨reinﬂu¨sse bekannt sein oder zumindest abgescha¨tzt werden ko¨nnen.
Mit ihrer Hilfe lassen sich Signale bestimmen, welche auf die Aktorik aufgeschaltet
werden und so die Auswirkungen der sto¨renden Einﬂu¨sse kompensieren. Die direk-
te Messung von a¨ußeren Einﬂu¨ssen, speziell aus der Umgebung des Systems, ist
oft schwierig und erfordert in vielen Fa¨llen zusa¨tzliche, vorausschauende Sensoren.
Ha¨uﬁg werden daher Beobachter, wie Luenberger Beobachter oder Kalmanﬁlter, zur
Abscha¨tzung der Sto¨reinﬂu¨sse eingesetzt. Die Vernetzung von Systemen zu VMS
ero¨ﬀnet neue Mo¨glichkeiten, diese Einﬂu¨sse zu erfassen. Bestimmte Sto¨rungen wir-
ken sich mit einer zeitlichen Verzo¨gerung auf mehrere Systeme eines VMS aus. Durch
Kommunikationsmechanismen ko¨nnen Daten hieru¨ber zwischen den Systemen aus-
getauscht und fu¨r eine Berechnung der Zeitsignale genutzt werden. Beispiele hierfu¨r
ﬁnden sich in [MHO+04b, MVH05, TMV06, VT08].
6.2 Adaptive und selbstoptimierende Regelungen
Neben selbstoptimierenden Reglern sind auch adaptive Regelungsverfahren in der La-
ge, sich selbststa¨ndig an sich a¨ndernde Situationen anzupassen. Adaptive Regler wur-
den entwickelt um Situationen zu bewa¨ltigen, bei denen sich Parameter wie Tra¨gheiten,
Da¨mpfungen oder Betriebsbedingungen wie a¨ußere Lasten oder Kra¨fte dramatisch a¨ndern.
Ein klassisches Beispiel fu¨r Systeme mit sich a¨ndernden Parametern ist eine gelenkte Ra-
kete. Sie verliert durch das Verbrennen von Treibstoﬀ Masse, ebenso vera¨ndert sich der
Luftwiderstand mit zunehmender Flugho¨he. Bei diesen sich stark a¨ndernden Einﬂu¨ssen
arbeiten klassische statische Regler nicht mehr zufriedenstellend wa¨hrend des gesamten
Betriebs.
Adaptive Regler erfassen diese vera¨nderten Betriebsbedingungen und passen sich daran
an, mit dem Ziel, das Regelungsverhalten zu erhalten. Sie sorgen also fu¨r ein konstantes
Verhalten, welches bezu¨glich eines festen, zum Entwurfszeitpunkt deﬁnierten Ziels optimal
ist. Selbstoptimierende Regler gehen in diesem Punkt u¨ber adaptive Regler hinaus, da hier
auch A¨nderungen an den einzelnen Kriterien und am Zielsystem durchgefu¨hrt werden.
Selbstoptimierende Regler besitzen eine enge Verwandtschaft mit adaptiven Reglern,
so dienen einige Ansa¨tze der adaptiven Regelungen als Basis fu¨r die Entwicklung selbst-
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Abbildung 6.3: Adaptiver Regler: Model identiﬁcation adaptive control (MIAC )
optimierender Regler. Insbesondere die Klasse der Model identiﬁcation adaptive control
(MIAC ) kommt den Vorstellungen an einen selbstoptimierenden Regler bereits sehr na-
he. Wegen der Fa¨higkeit A¨nderungen des Systemverhaltens im Betrieb zu erfassen und
das Reglerverhalten hierauf anzupassen, wird ein derartiger Regler oft auch als self-tuning
controller bezeichnet (siehe z. B. [SB89, ILM92]).
Abbildung 6.3 zeigt den Aufbau dieses Reglers. Den Ausgangspunkt bildet ein konventio-
neller, innerer Regelkreis, bestehend aus Regler und Strecke, sowie ein Sollwertgenerator.
Die Adaption wird u¨ber einen zweiten u¨berlagerten
”
Regelkreis“ erreicht, dessen Aufga-
be in der Anpassung des Verhaltens besteht. Mit Hilfe einer Streckenidentiﬁkation wird
zur Laufzeit das Verhalten der Regelstrecke erfasst. Durch die sta¨ndige Aktualisierung des
Modells werden A¨nderungen des Systemverhaltens und der a¨ußeren Einﬂu¨sse erkannt und
in ein mathematisches Modell u¨berfu¨hrt. Die Parameterbestimmung fu¨hrt auf Basis dieses
Modells die Berechnung der neuen, auf die Situation angepassten Reglerparameter durch.
Diese werden anschließend im Regler eingestellt.
Sowohl bei der Parameterbestimmung als auch bei dem Identiﬁkationsprozess kann auf
eine Vielzahl unterschiedlicher Methoden und Verfahren zuru¨ckgegriﬀen werden. Zur Iden-
tiﬁkation des Systemverhaltens ko¨nnen Verfahren wie bspw. die Methode der kleinsten
Fehlerquadrate (method of least squares), die Maximum-Likelihood-Methode oder auch
erweiterte Kalmanﬁlter (EKF) zum Einsatz kommen (siehe z. B. [Ise92b, Ise92a]).
Einige Ansa¨tze zur Parameterbestimmung verwenden feste Einstellregeln oder analy-
tische Methoden, um aus dem identiﬁzierten Modell direkt die Reglerparameter zu er-
mitteln. Die Berechnung kann aber auch auf Basis von Optimierungsverfahren erfolgen.
Eine Online-Optimierung sichert zum einen die Optimalita¨t der Ergebnisse, zum anderen
besteht hier der gro¨ßte Gestaltungsspielraum bei der Deﬁnition der Regelungsziele. So las-
sen sich auch Ziele beru¨cksichtigen, die mit festen Einstellregeln nicht formuliert werden
ko¨nnen.
Da sich die fu¨r die Selbstoptimierung notwendige Anpassung des Zielsystems leicht auf
die Optimierungskriterien der Online-Optimierung u¨bertragen la¨sst, ko¨nnen solche ad-
aptiven Regler relativ einfach als Basis fu¨r selbstoptimierende Regler herangezogen wer-
den. Abbildung 6.4 zeigt den um einen Selbstoptimierungsprozess erweiterten adaptiven
Regler. Die Mehrzieloptimierung realisiert hier den dritten Selbstoptimierungsschritt (vgl.
[FGK+04, Obe08]).
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Abbildung 6.4: Selbstoptimierender adaptiver Regler
Eine große Einschra¨nkung fu¨r die Anwendung der Mehrzieloptimierung ergibt sich aus
dem beno¨tigten Rechenaufwand. Die Berechnung einer kompletten Paretomenge kann zur
Laufzeit mit aktuell verfu¨gbarer Rechenleistung nur fu¨r kleine oder spezielle Probleme
innerhalb der fu¨r die Adaption notwendigen Zeitintervalle durchgefu¨hrt werden. Die Aus-
wahl der Optimierungsverfahren beschra¨nkt sich daher auf Lo¨sungsansa¨tze, die, anstelle
die komplette Paretomenge zu berechnen, lediglich einen einzelnen Paretopunkt gezielt
anfahren (vgl. Kapitel 3.4).
In [HMS04] wurde bspw. ein selbstoptimierender adaptiver Regler realisiert, der zur
Lo¨sung des Mehrzielproblems eine spezielle onlinefa¨hige Version des Mehrzieloptimierungs-
verfahrens MOPO einsetzt. Das Mehrzieloptimierungsproblem ist als ein Goal-Attainment-
Problem formuliert, dessen Lo¨sung unter sich sta¨ndig a¨ndernden Randbedingungen mittels
eines Gradientenverfahrens sukzessive angena¨hert wird. Dieses Verfahren wird in Kapitel
9.4.2 na¨her beschrieben.
Boecker und andere stellen in [BSKF06] den Bezug zwischen selbstoptimierenden und
adaptiven Reglern her und deﬁnieren selbstoptimierende Regler als eine Erweiterung klas-
sischer und adaptiver Regler. Abbildung 6.5 zeigt diese Erweiterung klassischer Regelungs-
ansa¨tze zu einer selbstoptimierenden Regelung. Eine selbstoptimierende Regelung besteht
demnach aus drei aufeinander aufbauenden Stufen:
Idealisiertes System: Im Zentrum beﬁndet sich die Regelstrecke, also das technische Sy-
stem, welches a¨ußeren und inneren Einﬂu¨ssen unterliegt. Die Reaktionen des Systems wer-
den mittels eines herko¨mmlichen Reglers kompensiert. Sind die Einﬂu¨sse bekannt, ko¨nnen
sie auch mit Hilfe eines geeigneten Modells durch eine Steuerung im Sollwertgenerator
beru¨cksichtigt werden. Sollwertgenerator und Regler sind Teil einer klassischen Regelung,
die das Ziel hat, dem System ein gewu¨nschtes Verhalten aufzupra¨gen. Viele Eﬀekte des
urspru¨nglichen Systemverhaltens werden durch Einsatz des Reglers kompensiert. Blickt
man von außen auf das geregelte System, so sind diese Eﬀekte vernachla¨ssigbar. Die rege-
lungstechnischen Maßnahmen fu¨hren zu einem idealisierten System.
Optimales System: Die klassische Regelung kann durch Adaptionsalgorithmen zu einer
adaptiven Regelung erweitert werden. Treten Vera¨nderungen bei den Einﬂu¨ssen oder im
85
6 Selbstoptimierende geregelte Systeme
Adaptionsalgorithmusinternes
Zielsystem
externe
Ziele
Abbildung
der Ziele
inhärente
Ziele
StreckeRegler
selbstoptimierendes System
Einflüsse aus System
und Umfeld
optimales System
idealisiertes System
Selbstoptimierende
Regelung
Adaptive
Regelung
Klassische
Regelung
Sollwert-
generator
Einflüsse
Abbildung 6.5: Erweiterung klassischer und adaptiver Regelungen zur selbstoptimierenden
Regelung [BSKF06]
Verhalten der Strecke auf, sorgt sie fu¨r eine Anpassung des Reglers oder des Sollwertge-
nerators. Ziel ist der Erhalt eines vergleichbaren Regelungsverhaltens. Dieses Verhalten
ist bezu¨glich eines fest eingestellten Ziels optimal; die Erweiterung um Mechanismen der
Regleradaption fu¨hrt also zu einem optimalen System.
Selbstoptimierendes System: Klassische oder adaptive Regelungen sind geeignet, um
auf Vera¨nderungen des Systems oder der auf das System wirkenden Einﬂu¨sse zu reagie-
ren. A¨ndern sich jedoch die Anforderungen an das System, so ist die adaptive Regelung
wegen ihrer Beschra¨nkung auf ein festes Optimierungsziel nicht mehr ausreichend. An die-
sen Punkt setzten selbstoptimierende Regelungen an. Sie verwenden an Stelle eines festen
Optimierungsziels ein internes Zielsystem, welches die aktuellen Anforderungen in Form
mehrerer Einzelziele beschreibt. Im internen Zielsystem lassen sich sowohl A¨nderungen von
externen oder inha¨renten Zielen als auch Vera¨nderungen der Einﬂu¨sse aus System oder Um-
feld beru¨cksichtigen. Hierdurch ergeben sich neue Freiheitsgrade: die Zusammensetzung des
Zielsystems sowie die Priorisierung der Einzelziele. Diese werden vom Selbstoptimierungs-
prozess genutzt, um Anpassungen an dem unterlagerten optimalen System durchzufu¨hren.
Selbstoptimierende Regelungen nutzen das variable Zielsystem, um auf sich a¨ndernde Ein-
ﬂu¨sse aus System, Umfeld sowie gea¨nderte externe Vorgaben zu reagieren.
Die drei dargestellten Stufen ermo¨glichen einen schrittweisen Entwurf des selbstoptimie-
renden Systems. Die Komplexita¨t des Systems steigert sich dabei mit jeder Ausbaustufe
von dem einfachen Regler u¨ber den adaptiven bis hin zum anspruchsvollen selbstoptimie-
renden Regler.
Die Erweiterung eines klassischen Reglers um Adaption und Selbstoptimierung ist da-
bei nicht als starr anzusehen. Je nach System und Regelungsansatz sind Variationen
mo¨glich oder notwendig. So lassen sich einige anspruchsvollere Regelungsansa¨tze nicht
ohne Weiteres in einen klassischen und einen adaptiven Teil zerlegen, wie z. B. modell-
basierte pra¨diktive Regelungen (siehe z. B. [DP04]). Ebenso ist das Vorhandensein einer
Adaptionsstrategie – im Sinne eines adaptiven Reglers – nicht Voraussetzung fu¨r einen
selbstoptimierenden Regler.
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6.3 Selbstoptimierende Regelungen auf Basis
paretooptimaler Konﬁgurationen
Das Hauptmerkmal eines selbstoptimierenden Reglers besteht in dem selbststa¨ndigen An-
passen des internen Zielsystems. Es ist naheliegend, fu¨r die Berechnung der, bezu¨glich die-
ses Zielsystems, optimalen Systemkonﬁgurationen mathematische Optimierungsverfahren
einzusetzen. Da das Zielsystem, wie oben bereits erwa¨hnt, stets aus mehreren Einzelzie-
len besteht, fu¨hrt dieser Lo¨sungsansatz unweigerlich auf ein Mehrzieloptimierungsproblem.
Das Ergebnis dieser Optimierung ist eine Paretomenge, welche die mo¨glichen, optimalen
Systemeinstellungen entha¨lt (vgl. Kapitel 3.3). In diesem Abschnitt wird das Konzept eines
Selbstoptimierungsprozess vorgestellt, der auf Basis dieser Systemeinstellungen arbeitet,
konkrete Auspra¨gungen folgen dann im Kapitel 9.
6.3.1 Selbstoptimierungsprozess
Ein Ansatz, eine selbstoptimierende Regelung auf Basis von paretooptimalen Systemkon-
ﬁgurationen zu realisieren, besteht darin, zur Laufzeit einen fu¨r die aktuelle Situation
gu¨nstigen Punkt aus der Paretomenge zu wa¨hlen und entsprechend im Regler einzustel-
len. Durch die Auswahl des Paretopunktes wird eine Anpassung des Systemverhaltens an
gea¨nderte Ziele und Betriebsbedingungen erreicht.
In [FGK+04] wird der Einsatz von Optimierungsverfahren weitgehend dem dritten
Schritt der Selbstoptimierung, der Anpassung des Systemverhaltens, zugeordnet. Die Opti-
mierung dient hier der Berechnung der beno¨tigten optimalen Systemparameter. Dies triﬀt
bspw. auf den um Selbstoptimierung erweiterten, adaptiven Regler zu, welcher im voran-
gegangenen Abschnitt 6.2 beschrieben wurde.
Im Gegensatz hierzu wird in dieser Arbeit die modellbasierte Mehrzieloptimierung vom
Selbstoptimierungsprozess entkoppelt und als eigensta¨ndiger Prozess angesehen. Der Op-
timierungsprozess greift nicht direkt in das Verhalten des Systems ein, sondern liefert dem
Selbstoptimierungsprozess vielmehr eine Entscheidungsgrundlage, die in Form von Pareto-
mengen zur Verfu¨gung gestellt wird. Abbildung 6.6 zeigt dieses Zusammenwirken zwischen
der Mehrzieloptimierung und dem Selbstoptimierungsprozess.
Die Paretomengen werden dem Selbstoptimierungsprozess u¨bermittelt. Sie enthalten
zwei Arten von Informationen, die hier genutzt werden ko¨nnen:
 Der Bildraum einer Paretomenge liefert Aussagen u¨ber die Quantita¨t der einzelnen
Ziele sowie das Verha¨ltnis zwischen den Zielen. Dies kann im Schritt Bestimmung der
Systemziele zur Auspra¨gung des internen Zielsystems genutzt werden. Auf Basis der
aktuellen Situation wird aus der Bildmenge der Punkt ermittelt, der den aktuellen
inha¨renten und externen Zielen am besten gerecht wird. Der gewa¨hlte Paretopunkt
la¨sst sich anschließend direkt in das interne Zielsystem u¨berfu¨hren.
 Der Urbildraum entha¨lt die zugeho¨rigen optimalen Systemkonﬁgurationen, wie z. B.
Zahlenwerte der Reglerparameter. In der Anpassung des Systemverhaltens wird der
zum Zielsystem passende Punkt des Urbildraums gewa¨hlt und die Regelungstechnik
des Systems entsprechend konﬁguriert.
Der Schritt Bestimmung der Systemziele
”
arbeitet“ somit im Bildraum des Systems; der
Schritt Anpassung des Systemverhaltens nimmt die Abbildung auf den Urbildraum vor.
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Abbildung 6.6: Prozess der Selbstoptimierung auf Basis paretooptimaler Systemeinstellungen
6.3.2 Wissensbasis
Bei dem Ansatz, eine selbstoptimierende Regelung auf Basis paretooptimaler Konﬁguratio-
nen aufzubauen, mu¨ssen die Paretomengen zur Auswahl einer geeigneten Systemkonﬁgura-
tion komplett vorliegen. Die Berechnung einer Paretomenge gestaltet sich jedoch wesentlich
aufwa¨ndiger, als das Lo¨sen eines einzelnen Optimierungsproblems. Im Allgemeinen kann sie
mit aktuell verfu¨gbarer Rechenhardware zur Laufzeit nicht innerhalb kurzer Zeitabsta¨nde
bestimmt werden. Eine Online-Mehrzieloptimierung mit der Absicht, die Ergebnisse di-
rekt in die Regelung einzustellen, ist daher meist nicht praktikabel. Fu¨r die Berechnung
der Paretomengen ergeben sich daher zwei Mo¨glichkeiten:
 Die Berechnung erfolgt zur Laufzeit fu¨r neu auftretende Betriebssituationen. Die
Ergebnisse der Optimierung werden gespeichert und stehen so fu¨r zuku¨nftige, ver-
gleichbare Situationen zur Verfu¨gung. Die neuen Betriebssituationen mu¨ssen erfasst
werden, z. B. durch Identiﬁkations- oder Beobachtertechniken.
 Die Paretomengen werden vorab beim Entwurf des Systems ermittelt. In vielen An-
wendungsfa¨llen ist eine Berechnung zur Laufzeit nicht erforderlich. Sind wa¨hrend des
Betriebes keine oder nur geringe unbekannte Einﬂu¨sse auf das Streckenverhalten zu
erwarten, ist eine Identiﬁkation des Verhaltens mit der darauf aufsetzenden Berech-
nung der Paretomenge nicht erforderlich. Dasselbe gilt fu¨r Systeme deren Paretofron-
ten sich sehr robust gegenu¨ber A¨nderungen verhalten. Optimale Systemeinstellungen
ko¨nnen in diesen Fa¨llen bereits zum Entwurfszeitpunkt berechnet werden.
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Abbildung 6.7: Wissensbasis fu¨r selbstoptimierende Regelungen
In beiden Fa¨llen ist der Selbstoptimierungsvorgang zeitlich von der rechenintensiven Op-
timierung entkoppelt. Er wird so in die Lage versetzt, ohne Durchfu¨hrung aufwa¨ndiger
Berechnungen schnell auf gea¨nderte Situationen zu reagieren. Die berechneten Paretomen-
gen werden gespeichert und stehen so der Selbstoptimierung zu einem beliebigen spa¨teren
Zeitpunkt zur Verfu¨gung. Zur Speicherung und zum Austausch der Paretomengen ist die
Einfu¨hrung einer zentralen Datenbank sinnvoll, die im Folgenden als Wissensbasis bezeich-
net wird.
Das Zusammenwirken von Wissensbasis, Mehrzieloptimierungsprozess und Selbstopti-
mierungsprozess fu¨r eine selbstoptimierende Regelung ist in Abbildung 6.7 dargestellt. Die
Wissensbasis ermo¨glicht hier einen gemeinsamen Zugriﬀ von Optimierungsprozess und den
Selbstoptimierungsschritten auf die Paretomengen.
Innerhalb eines selbstoptimierenden Systems existieren viele weitere Funktionen oder
Prozesse, die Zugriﬀ auf Daten und Informationen u¨ber das System und sein Umfeld
beno¨tigen. Die Aufgaben dieser Prozesse bestehen u. a. in:
 der Auslegung regelungstechnischer Komponenten, wie Regler, Steuerungen oder Be-
obachter.
 der Planung zuku¨nftiger Aktionen.
 der U¨berwachung des technischen Systems.
 der Identiﬁkation des System- oder Anregungsverhaltens.
89
6 Selbstoptimierende geregelte Systeme
 der Kommunikation, zum Austausch von Informationen mit anderen Systemen.
Die Wissensbasis bietet eine Mo¨glichkeit, aktuelle Informationen u¨ber das System und sein
Umfeld zu hinterlegen und den verschiedenen Prozessen zur Verfu¨gung zu stellen.
Neben den optimalen Systemkonﬁgurationen werden bspw. auch mathematische Model-
le des Systemverhaltens oder Informationen u¨ber typische Betriebssituationen, wie z. B.
Anregungsdaten, beno¨tigt. Die in der Wissensbasis hinterlegten Informationen umfassen,
sind aber nicht beschra¨nkt auf:
 Modelle: Hierunter sind situationsunabha¨ngige Verhaltensbeschreibungen, wie Mo-
delle des Systems und des Systemumfelds, aber ebenso Bewertungsmodelle zu ver-
stehen. Je nach Anwendungsfall ko¨nnen zur Verhaltensrepra¨sentation parametrische
Modelle, also Modelle in Form mathematischer Gleichungen oder Diﬀerentialglei-
chungen, aber auch nicht parametrische Modelle, wie z. B. Kennfelder, zum Einsatz
kommen.
 Situationen: Situationsabha¨ngige Daten umfassen u. a. Anregungsdaten im Zeit-
oder Frequenzbereich, Anregungsmodelle sowie sonstige kontinuierliche oder diskrete
Betriebszusta¨nde des Systems oder seines Umfeldes.
 Konﬁgurationen: Die optimalen Parametersa¨tze und Reglerstrukturen werden zu-
sammen mit den zugeho¨rigen optimalen Zielgro¨ßenwerten in Form von Paretomengen
abgelegt. Fu¨r unterschiedliche Situationen ko¨nnen jeweils eigene Paretomengen not-
wendig sein.
Insgesamt besitzt die Wissensbasis die folgenden Eigenschaften und Vorteile fu¨r den
Entwurf und den Betrieb der Informationsverarbeitung eines selbstoptimierenden Systems:
 Zentrale Datenverwaltung: Die Verteilung der Informationen an die verschie-
denen Prozesse wird durch die zentrale Datenhaltung stark vereinfacht. Die Daten
verschiedener Informationsquellen werden in der Wissensbasis zusammengefu¨hrt und
stehen so sa¨mtlichen Prozessen zur Verfu¨gung. Eine redundante Datenhaltung wird
vermieden.
 Aktualisierbarkeit und Aktualita¨t: Die Daten innerhalb der Wissensbasis wer-
den z. B. durch Identiﬁkationsprozesse oder Optimierungsprozesse vera¨ndert. Die Ak-
tualisierung der Daten kann u¨ber die Wissensbasis leicht koordiniert werden. Die
vera¨nderten Daten werden den verschiedenen Prozessen zeitgleich zur Verfu¨gung ge-
stellt. Die Prozesse arbeiten auf Basis der selben, aktuellen Daten. Unterschiedliche
Informationssta¨nde in den Prozessen werden vermieden.
 Deﬁnierte Schnittstellen: Der Zugriﬀ auf das gespeicherte
”
Wissen“ erfolgt u¨ber
deﬁnierte Schnittstellen. Der Informationsaustausch mit anderen Systemen wird er-
heblich vereinfacht.
 Flexibilita¨t: Durch die Trennung von Daten und Anwendung kann der Informati-
onsaustausch und die Verteilung der Information einfach auf neue Prozesse ausge-
dehnt werden. Zur Laufzeit erzeugte Prozesse lassen sich ﬂexibel an die Wissensbasis
anbinden.
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6.3.3 Einordnung im OCM
Die Wissensbasis eines selbstoptimierenden Systems ist dem kognitiven Operator eines
OCM zugeordnet (Abb. 6.8). Die Prozesse des kognitiven Operators erhalten so einen
direkten Zugriﬀ auf die Wissensbasis und deren Inhalte. Der direkte Zugriﬀ des reﬂektori-
schen Operators auf die Wissensbasis ist aufgrund der harten Echtzeitanforderungen nicht
mo¨glich.
In vielen Fa¨llen werden bestimmte Informationen, z. B. Daten u¨ber bekannte Sto¨rungen,
im reﬂektorischen Operator beno¨tigt. Um eine zeitliche Entkopplung des kognitiven und
reﬂektorischen Operators zu erreichen und um den Echtzeitanforderungen zu genu¨gen,
werden diese Informationen aus der Wissensbasis zu deﬁnierten Zeitpunkten in einen Zwi-
schenspeicher im reﬂektorischen Operator geladen. Eine komplette Spiegelung der Wis-
sensbasis in einen solchen Speicher ist nicht erforderlich, es mu¨ssen hier nur die aktuell
beno¨tigten Informationen u¨bertragen werden.
Die Mehrzieloptimierung kann fu¨r viele Betriebssituationen bereits zum Entwurfszeit-
punkt des Systems durchgefu¨hrt werden. Mu¨ssen wa¨hrend des Betriebes keine weiteren
Situationen beru¨cksichtigt werden, so sind die Paretomengen initial bereits in der Wis-
sensbasis hinterlegt und das OCM entha¨lt keinen Optimierungsprozess. Ist eine Online-
Optimierung vorgesehen, so ist sie im kognitiven Operator des OCM angeordnet.
Der Kommunikations- oder der Identiﬁkationsblock sind Beispiele fu¨r weitere optionale
Bestandteile des kognitiven Operators. Der Kommunikationsblock dient hier dem Aus-
tausch von
”
Wissen“ u¨ber das System oder das Umfeld mit anderen OCM. Der kognitive
Operator kann um weitere, hier nicht na¨her aufgefu¨hrte Komponenten, erga¨nzt werden.
Operator-Controller-Modul(OCM)
Kognitiver Operator
Kognitiver Kreis
Mehrziel-
optimierung
Kommunikation
Identifikation
.
.
.
Reflektorischer Operator
Wissens-
basis
kognitiver Selbstoptimierungsprozess
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Abbildung 6.8: Einbettung der Wissensbasis und des Selbstoptimierungsprozesses in die In-
formationsverarbeitung
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Viele Bestandteile eines selbstoptimierenden Systems, die den großen Unterschied zwi-
schen einem selbstoptimierenden und einem konventionellen System ausmachen, wie z. B.
Optimierungsprozesse oder die Wissensbasis, sind dem kognitiven Operator zugeordnet.
Aus funktionalen Gesichtspunkten heraus und aus Gru¨nden einer klaren Strukturierung
ist der Selbstoptimierungsprozess ebenfalls dort einzuordnen. Die Unterteilung des Opera-
tors in reﬂektorischen und kognitiven Teil ist nach [OHG04a] der Trennung zwischen harten
und weichen Echtzeitanforderungen geschuldet (vgl. Seite 10). Der Selbstoptimierungspro-
zess muss dementsprechend so entworfen werden, dass keine harten Echtzeitanforderungen
an die Informationsverarbeitung gestellt werden.
Neben einem einfachen Selbstoptimierungsprozess, wie er im kognitiven Operator in
Abbildung 6.8 dargestellt ist, sind auch kaskadierte Prozessstrukturen denkbar. Hierbei
bestimmt ein u¨bergeordneter Selbstoptimierungsprozess die Ziele fu¨r einen untergeordneten
Selbstoptimierungsprozess.
Da der Selbstoptimierungsprozess das Verhalten des realen Systems beobachtet und
letztendlich beeinﬂusst, sind der Controller und der reﬂektorische Operator zumindest am
ersten und am dritten Schritt der Selbstoptimierung – der Analyse der Ist-Situation und
der Anpassung des Systemverhaltens – in irgendeiner Form beteiligt. Diese Beteiligung
la¨uft bspw. darauf hinaus, dass der Controller lediglich Messwerte zur Verfu¨gung stellt,
die vom reﬂektorischen Operator gepuﬀert und erst im kognitiven Operator analysiert
werden. Gegebenenfalls ﬁndet aber bereits im Controller oder im reﬂektorischen Operator
eine Vorverarbeitung statt. So kann die Situationsanalyse auf Ergebnisse von Beobachtern
zuru¨ckgreifen, die gleichzeitig auch zur Regelung im Controller oder zur U¨berwachung des
Systems im reﬂektorischen Operator beno¨tigt werden.
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mechatronischen Systemen
Die betrachteten selbstoptimierenden mechatronischen Systeme sind aus einzelnen Sub-
systemen, den VMS, AMS, MFG und MFM, zusammengesetzt. Das Verhalten jedes die-
ser Subsysteme wird u¨ber eine eigene intelligente, informationsverarbeitende Einheit, das
Operator-Controller-Modul, beeinﬂusst. Wa¨hrend im vorangegangenen Kapitel 6 Prozesse
und Vorga¨nge betrachtet wurden, die innerhalb eines einzelnen OCM ablaufen, werden in
diesem Kapitel Methoden und Verfahren betrachtet, die OCM-u¨bergreifend in der Makro-
Konvoi
Antriebs-
system
Spurführung
Federungs-
system
Fahrzeug
Linearmotor
(Läufer+Stator)
Spurführungs-
modulI
Spurführungs-
modul II
Federungs-
modul I
Federungs-
modul II
Lenkzylinder Lenkzylinder
Hydraulik-
zylinder5x
Hydraulik-
zylinder5x
Energie-
versorgung
AMS
MFG
MFM
MFM
VMS
mechanische Kopplung
informationstechnische
Kopplung
hydraulischer Leistungsfluss
elektrischer Leistungsfluss
Abbildung 7.1: Hierarchische Aggregatstruktur des RailCabs1
1 Die eingezeichneten mechanischen Kopplungen orientieren sich an den Teilbewegungsfunktionen und
sind daher nicht vollsta¨ndig. Tatsa¨chlich sind bspw. die Linearmotoren u¨ber das Fahrwerk mit der
Spurfu¨hrung verbunden.
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struktur der Informationsverarbeitung zum Einsatz kommen (vgl. Kapitel 2.2).
Der Fokus liegt auf Systemen bzw. Teilsystemen, bei denen eine weitgehend isolierte
Betrachtung der einzelnen Module aufgrund starker gegenseitiger Kopplungen nicht vorge-
nommen werden kann. Insbesondere die Ebene der MFM ist oft gepra¨gt von hochdynami-
schen physikalischen und regelungstechnischen Wechselwirkungen. Die Verhaltensa¨nderung
eines MFM fu¨hrt hier direkt zu einer signiﬁkanten Beeinﬂussung des Schwingungsverhal-
tens des gesamten Systems. Eine isolierte Betrachtung der Subsysteme kann hier nicht
vorgenommen werden, vielmehr muss die Selbstoptimierung koordiniert im Verbund der
Subsysteme bis hin zum gesamten betrachteten System erfolgen.2
Abbildung 7.1 zeigt die Struktur der Subsysteme am Beispiel des RailCabs. Diese Struk-
tur ist durch einen modular-hierarchischen Aufbau gekennzeichnet, der sich aus der Funkti-
onsstruktur ergibt. Jedes der drei MFG Spurfu¨hrung, Federungssystem und Antriebssystem,
realisiert eine Teilbewegungsfunktion des Aufbaus, des AMS. Die Selbstoptimierung erfolgt
verteilt innerhalb des Systems, unter Ausnutzung der hierarchischen Struktur.
7.1 Anforderungen
Aus Sicht dieser modular-hierarchischen Architektur ergeben sich die folgenden Anforde-
rungen an den verteilten Selbstoptimierungsprozess:
 Modularita¨t: Die Komplexita¨t eines verteilten selbstoptimierenden Systems erfor-
dert eine ausgepra¨gte Modularita¨t und starke Kapselung der einzelnen Operator-
Controller-Module. Durch das Prinzip der Kapselung wird der interne Aufbau der
regelungstechnischen Bestandteile und die Implementierung des OCM versteckt.
U¨ber deﬁnierte, mo¨glichst abstrakte Schnittstellen ﬁndet ein Informationsaustausch
mit den benachbarten OCM statt. Eine hohe Modularita¨t ermo¨glicht einen teilwei-
se unabha¨ngigen Entwurf der einzelnen Module, beispielsweise durch verschiedene
Entwicklergruppen. Die einzelnen Module lassen sich, im Sinne eines Bottom-Up-
Entwurfs, bis zu einem gewissen Grad einzeln testen, ebenso wird die Wartbarkeit
und der Austausch einzelner Module erleichtert.
 Stabilita¨t: Der Selbstoptimierungsprozess muss stabile Lo¨sungen fu¨r das Gesamt-
system liefern. Fu¨r eine ausgepra¨gte Modularita¨t und eine starke Kapselung der
einzelnen OCM, ist prinzipiell eine isolierte Betrachtung der einzelnen Subsysteme
wu¨nschenswert. Aufgrund der Wechselwirkungen ist ein einzelnes OCM ohne Infor-
mationen u¨ber die umliegenden Teilsysteme nicht in der Lage abzuscha¨tzen, ob eine
bestimmte Vera¨nderung seines Verhaltens auch den gewu¨nschten Eﬀekt auf das Ver-
halten des Gesamtsystems hat. Dies gilt besonders fu¨r die unteren Strukturebenen.
Eine Anpassung der regelungstechnischen Komponenten darf nicht ausschließlich aus
den lokalen Informationen eines einzelnen Subsystems motiviert sein, sondern muss
aus einer Betrachtung des gesamten Teilsystems resultieren.
 Skalierbarkeit: Der Selbstoptimierungsprozess innerhalb der hierarchischen Archi-
tektur sollte skalierbar bezu¨glich der Anzahl der beteiligten Subsysteme sein. Ska-
2 Eine Bewertung der Wechselwirkungen kann u¨ber so genannte Koppelmaße erfolgen. Hestermeyer
schla¨gt in [Hes06] das Relative Gain Array (RGA) als Koppelmaß fu¨r die Bewertung der Verkopp-
lungen innerhalb der hierarchischen Aggregatstruktur vor (siehe auch [Bri66] und [SP96]).
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lierbar bedeutet in diesem Zusammenhang, dass der Aufwand zur Ausfu¨hrung der
Selbstoptimierung nicht u¨berproportional mit der Anzahl der Hierarchieebenen und
mit der Anzahl der Subsysteme ansteigt. Hierdurch la¨sst sich der Selbstoptimie-
rungsprozess sowohl auf kleine Systeme, mit nur zwei Subsystemen, als auch auf
große Systeme mit sehr vielen Subsystemen anwenden. Der Aufwand umfasst u. a.
den Rechenaufwand, den Kommunikationsaufwand und den Speicherplatzbedarf der
einzelnen OCM.
Planungs- und Informationshorizont
Betrachtet man die informationstechnischen Systeme in der Aggregatstruktur, die OCM,
so ko¨nnen zwei Trends ausgemacht werden. Zum einen mu¨ssen die OCM der ho¨heren
Strukturebenen einen wesentlich gro¨ßeren Umfang an Subsystemen beru¨cksichtigen. Die
kumulierte Informationsmenge u¨ber die betrachteten Subsysteme, im Folgenden als Infor-
mationshorizont bezeichnet, wa¨chst mit der Strukturebene stark an. Zum anderen ist bei
Planungssystemen damit in der Regel auch ein Anstieg des Planungshorizontes verbunden.
Als Planungssysteme seien hier Techniken verstanden, welche Aktionen des (Teil-)Systems
fu¨r einen gewissen Zeitraum oder auch Wegstrecke, dem Planungshorizont, vorausschauend
bestimmen. Bei geregelten Systemen kann demgegenu¨ber nicht von einem Planungshori-
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Abbildung 7.2: Einordnung einiger Regelungs- und Planungsverfahren aus verschiedenen Ar-
chitekturebenen des RailCabs bezu¨glich Planungs- und Informationshorizont
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zont gesprochen werden, da sie im Nachhinein auf Vera¨nderungen ihres Umfeldes, z. B. auf
Sto¨rungen oder Sollvorgaben, reagieren.
In Abbildung 7.2 sind einige Beispiele fu¨r Regelungs- und Planungsysteme des RailCabs
aufgefu¨hrt.3 Diese Beispiele stellen Ansatzpunkte fu¨r Selbstoptimierung in hierarchischen
mechatronischen Systemen dar. Diese Systeme sind qualitativ bezu¨glich ihres Planungs-
und Informationshorizontes eingeordnet.
Der Aktorregler, im Beispiel fu¨r einen Hydraulikzylinder, besitzt nur Informationen
u¨ber den Zylinder selbst, u¨ber das Hydraulikventil und ggf. den Versorgungsdruck. Er hat
dementsprechend nur eine sehr lokale Sichtweise, der Informationshorizont ist dementspre-
chend gering. Ein vorausschauendes Energiemanagement, welches die Leistungsﬂu¨sse fu¨r
den vorausliegeden Streckenabschnitt plant, bezieht Informationen wie den aktuellen und
gescha¨tzten zuku¨nftigen Leistungsbedarf der verschiedenen Verbraucher in seine Planung
mit ein. Dementsprechend umfasst der Informationshorizont die Daten der Energieversor-
gung, des Energiespeichers und der Verbraucher wie bspw. der MFG. Auf der Ebene der
Logistik oder der Verkehrsplanung ist der Informationshorizont auf ein Streckennetz mit
einer großen Anzahl an Fahrzeugen ausgedehnt.
In dem Maße wie der Informationshorizont zunimmt, muss auch der Abstraktionsgrad
steigen. Um die große Informationsmenge beherrschbar zu machen, muss diese auf das We-
sentliche reduziert werden. Viele Daten, die auf den unteren Ebenen von Interesse sind,
sind auf den ho¨heren Ebenen zu speziﬁsch. Zum Beispiel ist die Durchﬂussmenge eines
Hydraulikventils fu¨r den entsprechenden Zylinderregler von Bedeutung, fu¨r das Energie-
management ist diese Information jedoch zu detailliert. Es interessiert hier vielmehr der
Leistungsbedarf des gesamten Federungssystems. Um dies zu verdeutlichen sind im Bild
7.2 rechts exemplarisch die vom jeweiligen OCM beno¨tigten Informationen u¨ber das Schie-
nennetz eingetragen.
Aus diesem Sachverhalt la¨sst sich eine weitere Anforderung an die verteilte Selbstopti-
mierung ableiten:
 Detaillierungsgrad: Die Prozesse auf den verschiedenen Strukturierungsebenen ar-
beiten auf unterschiedlich abstrahierten Informationen. Der Datenaustausch zwischen
den OCM muss dem Rechnung tragen. Speziell bei einem Datenaustausch mit der
u¨berlagerten Ebene ist dies von Bedeutung. Hier muss eine Vereinfachung bzw. Re-
duktion der auszutauschenden Daten stattﬁnden, um einen an das Problem angepas-
sten Detaillierungsgrad zu erhalten.
Die Forderung nach einem angepassten Detaillierungsgrad gilt im Grunde fu¨r al-
le Arten von Informationen. Sie betriﬀt gleichermaßen Daten aus dem Umfeld des
Systems (z. B. Anregungsdaten oder Streckenverla¨ufe), aktuelle Zusta¨nde und Mess-
gro¨ßen (z. B. der Geschwindigkeit oder den Ladegrad einer Batterie) oder auch Ver-
haltensbeschreibungen (wie mathematische Modelle).
3 Diese Beispiele entstammen zum Teil verschiedenen Publikationen des SFB 614. Fu¨r weiterfu¨hrende
Informationen sei u. a. auf [MVH05, KRB+06, GWTD08a, GWTD08b, ADG+08, MAK+08, VT08,
DHK+09] und [Klo¨09] verwiesen.
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7.2 Hierarchische Wissensbasis
Um die Anforderungen an eine verteilte Selbstoptimierung zu erfu¨llen, wird in dieser Arbeit
eine u¨ber die OCM-Hierarchie verteilte Wissensbasis vorgeschlagen. Die Grundstruktur
bildet die Wissensbasis im kognitiven Operator des OCM aus Kapitel 6.3.2. U¨ber Kom-
munikationskana¨le wird in dem verteilten System ein Austausch von
”
Wissen“ ermo¨glicht.
Dieses Konzept ist geeignet auch die unteren Ebenen, der MFM und MFG, die sich durch
starke physikalische Abha¨ngigkeiten auszeichnen, zu behandeln.
Die Kommunikation zwischen den Wissensbasen der OCM ist in Abbildung 7.3 zu se-
hen. Das
”
Ru¨ckgrat“ der verteilten Wissensbasis bildet ein hierarchisches Modell, dessen
Bestandteile den einzelnen Wissensbasen zugeordnet sind. Der Informationsaustausch zwi-
schen den einzelnen Bestandteilen dieses Modells ﬁndet im Wesentlichen u¨ber den Aus-
tausch von einfachen Verhaltensmodellen statt. Interne Gro¨ßen wie die Struktur oder Para-
meter werden verborgen. U¨ber die ausgetauschten Modelle kann das Verhalten benachbar-
ter Systeme beru¨cksichtigt und die Stabilita¨t und Konvergenz fu¨r einen verteilten selbst-
optimierenden Prozess gewa¨hrleistet werden. Durch die Vereinfachung bzw. Reduktion der
Modelle wird der Detaillierungsgrad auf die jeweilige Strukturebene angepasst.
Auf Basis des hierarchischen Modells arbeitet eine hierarchische Optimierung. Diese
ermittelt paretooptimale Einstellungen fu¨r das System. Die hierarchische Struktur wird
bei der Optimierung des Gesamtsystems ausgenutzt, die Optimierung erfolgt verteilt u¨ber
alle OCM. Im Wesentlichen werden hierbei abstrakte Gro¨ßen, wie Entwurfspunkte zwi-
schen den Systemen ausgetauscht. Die berechneten Einstellungen (Paretomenge) werden
in der Wissensbasis hinterlegt und stehen so Planungsverfahren, Zielregelungen oder an-
deren Komponenten des OCM zur Verfu¨gung.
Sowohl das hierarchische Modell als auch die Optimierung sind gut skalierbar auf eine
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Abbildung 7.3: Kommunikation zwischen den Wissensbasen in der OCM-Architektur
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große Anzahl an OCM. Der Datenaustausch ﬁndet im Wesentlichen auf der Ebene generi-
scher Verhaltensmodelle und abstrakter Entwurfspunkte (z. B. Zielvorgaben) statt.
Dieses Konzept, ein selbstoptimierendes System u¨ber ein hierarchisches Modell und eine
darauf aufsetzende hierarchische Optimierung zu realisieren, wurde erstmals in [MAK+08]
und [SFB08] vorgestellt.
Gielen und andere stellen in [GME05, RGR07] ein vergleichbares Konzept fu¨r die hier-
archische Modellierung, Optimierung und Synthese analoger Schaltkreise vor. Das hierar-
chische Modell setzt ebenfalls auf Modellreduktionstechniken auf. Die Synthese des Sy-
stems basiert auf Mehrzieloptimierungen der einzelnen Komponenten. Die Optimierung
der jeweils ho¨heren Ebene setzt auf den Paretomengen der unterlagerten Ebene auf. Die-
ser Vorgang wird von Gielen treﬀend als Multi-Objective-Bottom-Up-Entwurfsmethode
bezeichnet.
Das hierarchische Modell und die darauf aufbauende hierarchische Optimierung werden
in den folgenden beiden Abschnitten 7.3 und 7.4 na¨her vorgestellt.
7.3 Hierarchisches Modell
Die Grundidee des hierarchischen Modells soll im Folgenden kurz beschrieben werden. Je-
des OCM besitzt a priori
”
Wissen“ u¨ber das Verhalten seines zugeho¨rigen Subsystems.
Dieses inha¨rente Wissen liegt in Form von mathematischen Modellen der Regler und der
Regelstrecke vor. Das Verhalten der unterlagerten bzw. u¨berlagerten Subsysteme ist dem
OCM von vornherein nicht bekannt. Die Art des Modells richtet sich nach der jeweili-
gen Strukturebene und der Aufgabe des OCM. Auf den unteren Ebenen, die durch das
Schwingungsverhalten gepra¨gt sind, u¨berwiegen vor allem Dynamikmodelle in Form von
Diﬀerentialgleichungen.
Um das Verhalten unterlagerter Subsysteme zu beru¨cksichtigen, ﬁndet zur Laufzeit ein
Austausch von
”
Wissen“ zwischen einem OCM und seinen unterlagerten OCM in Form
mathematischer Modelle statt. Eingebunden in das interne Modell ergibt sich so in jedem
OCM ein Bild seines eigenen Verhaltens und dem Verhalten seiner Subsysteme. Dieses
Prinzip ist in Abbildung 7.4 dargestellt. Das Modell wird im Folgenden als hierarchisches
Bottom-Up-Modell bezeichnet.
Bei diesem Modellaustausch u¨ber die Hierarchieebenen hinweg wird die Modellierungs-
tiefe mit Hilfe von Modellreduktions- oder Approximationstechniken angepasst. So stehen
jeweils Modelle mit passendem Detaillierungsgrad fu¨r verschiedene Aufgaben wie Optimie-
rung, Planung oder Auslegung von regelungstechnischen Komponenten zur Verfu¨gung.
Durch den Austausch auf Basis vereinfachter Verhaltensmodelle werden die
Abha¨ngigkeiten zwischen den OCM reduziert und eine starke Kapselung der OCM er-
reicht; dynamische Abha¨ngigkeiten werden erst zur Laufzeit ausgewertet.
Im Folgenden kennzeichnet ein hochgestellter Index 푖 die Zugeho¨rigkeit zum OCM 푖.
Die dem OCM 푖 unmittelbar unterlagerten Subsysteme werden u¨ber die Indexmenge U 푖
angegeben. Die Indizes aller in einem Teilbaum beﬁndlichen OCM wird u¨ber die IndexmengeV 푖 angegeben, mit dem OCM 푖 als oberstes Element des Teilbaums.
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Abbildung 7.4: Austausch reduzierter Modelle im hierarchischen Bottom-Up-Modell
7.3.1 Basismodell
Das
”
Wissen“ eines OCM u¨ber sein eigenes Verhalten liegt in Form eines mathematischen
Modells vor, welches das dynamische Verhalten des jeweiligen geregelten Subsystems be-
schreibt. Das Verhalten benachbarter OCM wird a priori nicht abgebildet. Diese Modelle
bilden die Grundlage des hierarchischen Modells und werden aus diesem Grund als Basis-
modelle bezeichnet.
Die Modelle liegen als Diﬀerentialgleichungen vor und enthalten alle relevanten Eﬀekte,
die zur Beschreibung des jeweiligen Subsystems notwendig sind. Das Basismodell eines
OCM 푖 la¨sst sich u¨ber die gewo¨hnliche Diﬀerentialgleichung:
푥˙푖 = 휓푖(푥푖, 푢푖, 푣푖,푤푖, 푝푖, 푡) (7.1)
mit den Ausgangsgleichungen:
푦푖 = 휉푖(푥푖, 푢푖, 푣푖,푤푖, 푝푖, 푡)
푟푖 = 휗푖(푥푖, 푢푖, 푣푖,푤푖, 푝푖, 푡)
푞푖 = 휁 푖(푥푖, 푢푖, 푣푖,푤푖, 푝푖, 푡) (7.2)
angeben.
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Abbildung 7.5: Schnittstellen des Basismodells
Die Bezeichner in den obigen Gleichungen sind:
푝푖 : Vektor der vera¨nderlichen Systemparameter, z. B. die Reglerparameter
푥푖 : Zustandsvektor der Diﬀerentialgleichung
푢푖 : Eingangsvektor des Basismodells
푦푖 : Ausgangsvektor des Basismodells
푣푖 : Eingangsvektor zur Kopplung von Submodellen;
hauptsa¨chlich physikalische Gro¨ßen, z. B. Positionen und
Geschwindigkeiten
푤푖 : Eingangsvektor zur Kopplung an ein u¨berlagertes Modell;
beinhaltet sowohl physikalische Kopplungsgro¨ßen als auch Stellsignale an
den Regler
푞푖 : Ausgangsvektor zur Kopplung von Submodellen;
beinhaltet sowohl physikalische Kopplungsgro¨ßen als auch Stellsignale an
den unterlagerten Regler
푟푖 : Ausgangsvektor zur Kopplung an ein u¨berlagerte Modell;
hauptsa¨chlich physikalische Gro¨ßen, z. B. Kra¨fte und Momente
Die Schnittstellen des Modells sind in Abbildung 7.5 dargestellt.
Das Basismodell hat zwei Verwendungszwecke:
 Intern im OCM wird das Basismodell genutzt, um andere Modelle fu¨r verschiede-
ne Aufgaben wie Optimierungen oder Simulationen aufzubauen. Hierfu¨r werden die
Schnittstellen 푢 und 푦 genutzt.
 In der hierarchischen Architektur dient das Basismodell als Grundlage fu¨r den Aus-
tausch von Verhaltensmodellen. Das Basismodell wird hierzu u¨ber geeignete Me-
chanismen vereinfacht und an das u¨berlagerte OCM u¨bertragen. Dort wird es als
Submodell an das Basismodell angebunden. Die Ankopplung von Submodellen ge-
schieht u¨ber die Schnittstelle 푣푖 und 푞푖, die Anbindung an ein u¨berlagertes Modell
u¨ber die Schnittstelle 푤 und 푟
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Das vereinfachte Modell eines unterlagerten Systems 푗 ∈ U 푖 wird u¨ber die Diﬀerential-
gleichung:
˙˜푥푗 = 휓˜푗(푥˜푗,푤푗, 푡)
푟푗 = 휗˜푗(푥˜푗,푤푗, 푡) (7.3)
beschrieben. Die Anbindung der Submodelle geschieht u¨ber die Koppelbeziehungen:
푞푖 = (푤푗)
푗∈U푖
푣푖 = (푟푗)
푗∈U푖 (7.4)
Die Gleichungen (7.1) und (7.2) sind abha¨ngig von den Modellen der unterlagerten Sub-
systeme. Der Aufbau des hierarchischen Modells verla¨uft wie bereits beschrieben bottom-up
durch die Strukturebenen der OCM-Architektur. Jedes OCM besitzt hierdurch ein Verhal-
tensmodell, welches die Gesamtheit der unterlagerten Subsysteme beschreibt.
Als Einstellmo¨glichkeiten ko¨nnen die Reglerparameter u¨ber den Vektor 푝푖 gestellt wer-
den. Ebenso lassen sich hieru¨ber Parameter der Regelstrecke bspw. durch Identiﬁkations-
verfahren anpassen. Wie in (7.3) zu sehen, sind die Submodelle ﬁx bezu¨glich ihrer Parame-
ter. Aus Gru¨nden der Kapselung erha¨lt das Basismodell 푖 keinen Zugriﬀ auf die Parameter
der Subsysteme U 푖. Diese werden in den unterlagerten OCM festgelegt und beim Erstellen
des vereinfachten Modells eingefroren.
7.3.2 Modellaustausch
Der Modellaustausch geschieht auf der Grundlage vereinfachter Modelle. Die Art und Wei-
se, wie eine U¨bertragung der vereinfachten Modelle realisiert werden kann, ist entscheidend
von der Modellform abha¨ngig. Je nach Architektur der Rechenhardware ist eine mo¨glichst
strukturierte und generische Modellform vorteilhaft. Hierdurch la¨sst sich das Modell ein-
fach als Datenpaket an andere OCM u¨bermitteln, was die U¨bertragung u¨ber ein Netzwerk
erheblich erleichtert. Dieser Aspekt spielt eine untergeordnete Rolle, wenn Sender- und
Empfa¨nger-OCM z. B. u¨ber einen Shared-Memory-Zugriﬀ verfu¨gen. Das Modell kann hier
leicht als beliebiges Objekt zwischen zwei OCM ausgetauscht werden.
Im Folgenden werden einige Modellformen betrachtet.
 Lineare zeitinvariante Modelle: LZI-Modelle ko¨nnen leicht u¨ber eine Lineari-
sierung gewo¨hnlicher Diﬀerentialgleichungen der Form (5.29) bestimmt werden. Die
Darstellung dieser Modelle geschieht im Mehrgro¨ßenfall u¨blicherweise in Form der
Zustandsraumdarstellung (5.25). Bei der U¨bertragung eines Basismodells an ein
u¨berlagertes OCM kommt die Zustandsraumdarstellung:
푥˙ = A푥 +B푤 (7.5)
푟 = C푥 +D푤 (7.6)
zum Einsatz.
Diese Darstellungsformen kann eindeutig u¨ber das Tupel
M푏 = (푤0, 푟0,A,B,C,D) (7.7)
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beschrieben werden. Hierbei geben 푤0 und 푟0 den Arbeitspunkt des Basismodells an.
Eine U¨bertragung von M푏 ist mit geringem Aufwand mo¨glich.
LZI-Modelle zeichnen sich durch eine große Verfu¨gbarkeit an unterschiedlichen Re-
duktionsmethoden aus (vgl. [Har02]). Nachteilig ist die Beschra¨nkung auf die linearen
Eﬀekte. Insbesondere Nichtlinearita¨ten wie Begrenzungen spielen in der Technik eine
große Rolle und ko¨nnen mit LZI-Modellen nicht abgebildet werden.
 Lineare Diﬀerenzengleichungen: Fu¨r lineare Diﬀerenzengleichungen gelten im
Grunde dieselben Aussagen wie fu¨r LZI-Modelle. So kann eine Darstellung in der
Zustandsraumdarstellung erfolgen:
푥푘+1 = A푑 푥푘 +B푑푤푘
푟푘 = C푑 푥푘 +D푑푤푘 (7.8)
Bezu¨glich der U¨bertragbarkeit und der verfu¨gbaren Verfahren verhalten sich lineare
Diﬀerenzengleichungen analog zu den LZI-Modellen.
 Gewo¨hnliche Diﬀerentialgleichungen: Der Austausch nichtlinearer gewo¨hnlicher
Diﬀerentialgleichungen der allgemeinen Form (7.3):
푥˙ = 휓(푥,푤, 푡)
푟 = 휗(푥,푤, 푡)
erfordert einen wesentlich ho¨heren Aufwand. Im Grunde muss hier ein Berech-
nungsprogramm fu¨r die Funktionen 휓 und 휗 u¨bertragen werden. Dies kann bspw.
u¨ber spezielle Modellbeschreibungssprachen (z. B. Modelica [Fri03], O-DSL oder
DSC [HHR94, Hah99]), in Form eines Interpreterprogramms oder mit gewissen Ein-
schra¨nkungen auch u¨ber ausfu¨hrbaren Maschinencode4 geschehen.
7.3.3 Modellvereinfachung
Die Ziele der Modellvereinfachung bestehen im Wesentlichen aus den folgenden beiden
Punkten:
 Verringerung der Modellordnung
 Beschleunigung der Simulation
Die Verringerung der Modellordnung zielt darauf ab, dass das Modell mit den Ebenen
nicht u¨berma¨ßig anwa¨chst. Beide Punkte gehen ein Stu¨ck weit einher. So fu¨hrt ein klei-
neres Modell zu weniger Rechenoperationen, die in einem Simulationschritt ausgewertet
werden mu¨ssen. Einen wesentlich gro¨ßeren Einﬂuss u¨bt jedoch die Simulationsschrittweite
aus, da eine gro¨ßere Schrittweite dazu fu¨hrt, dass insgesamt weniger Simulationsschritte
erforderlich sind. Durch bestimmte Reduktionsansa¨tze lassen sich hochdynamische An-
teile aus dem Modell entfernen, wodurch die Schrittweite oft in außerordentlichem Maße
angehoben werden kann.
4 Maschinencode beschreibt einen Algorithmus in Form von Prozessoranweisungen und ist somit hard-
wareabha¨ngig. Die U¨bertragung erfordert eine genaue Kenntnis der Zielplattform. Gegebenenfalls
muss Code fu¨r verschiedene Rechenplattformen vorgehalten werden.
102
7.3 Hierarchisches Modell
Es existiert eine große Bandbreite an Verfahren, mit denen sich ein Modell vereinfachen
la¨sst. So existieren leistungsfa¨hige Verfahren der Ordnungsreduktion, aber auch Identiﬁka-
tionsverfahren und Optimierungsansa¨tze ko¨nnen prinzipiell hierzu genutzt werden. Da das
Reduktionsverfahren zur Laufzeit im OCM zum Einsatz kommen soll, mu¨ssen die Algorith-
men automatisierbar sein und entsprechend schnell arbeiten. Ordnungsreduktionsverfahren
sind speziell auf diesen Anwendungsfall zugeschnitten und in den meisten Fa¨llen anderen
Verfahren in Bezug auf Rechenzeit und Qualita¨t des vereinfachten Modells u¨berlegen.
Fu¨r lineare Systeme sind leistungsfa¨hige Verfahren zur Ordnungsreduktion verfu¨gbar,
welche die oben genannten Anforderungen erfu¨llen. Eine U¨bersicht u¨ber diese Verfahren
ﬁndet sich in [Har02]. Einige dieser Reduktionsverfahren sind im Anhang A.1 beschrieben.
Grundsa¨tzlich ko¨nnen im hierarchischen Modell aber auch Verfahren fu¨r nichtlineare
Systeme eingesetzt werden (z. B. das Verfahren von Lohmann [Loh94]). Aufgrund der
besonderen Eigenheiten von nichtlinearen Systemen wie z. B.: Amplitudenabha¨ngigkeit,
unterschiedliches Lo¨sungsverhalten je nach Anfangsbedingungen, Auftreten von Grenzzy-
klen, gestaltet sich die Entwicklung von Modellreduktionsverfahren wesentlich schwieriger
als bei linearen Systemen. Die verfu¨gbaren Verfahren eignen sich oft nur fu¨r bestimmte
Problemklassen.
Das vereinfachte Modell soll das Verhalten aller unterlagerten Subsysteme
beru¨cksichtigen. Daher bezieht sich der Vorgang der Modellvereinfachung auf das
vollsta¨ndig ausgepra¨gte Basismodell (siehe Abbildung 7.6). Dieses besteht aus dem Ba-
sismodell 푖 und den unterlagerten Submodellen U 푖 mit den Koppelbeziehungen (also Gl.
(7.1), (7.2), (7.3) und (7.4)).
Der gesamte Prozess vom nichtlinearen hin zum reduzierten Modell M푖푏 la¨uft, wie in
Abbildung 7.7 dargestellt, in mehreren Schritten ab. Zuna¨chst mu¨ssen der Parametersatz
und Arbeitspunkt, fu¨r den das Modell generiert werden soll, festgelegt werden. Parameter
und Arbeitspunkt werden vom lokalen OCM gesetzt5.
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Abbildung 7.6: Schnittstellen des urspru¨nglichen und des reduzierten Basismodells
5 Fu¨r den Arbeitspunkt ist in vielen Fa¨llen die Bestimmung eines stationa¨ren Zustandes 푥∞ bei einem
vorgegebenen Eingang 푢∞ mit 휓(푥∞, 푢∞) = 0 gefordert. Die Berechnung kann z. B. mit Hilfe von
Verfahren zum Lo¨sen von Quadratminimierungsproblemen, z. B. das Gauß-Newton-Verfahren oder
das Levenberg-Marquardt-Verfahren [GMW81] eﬃzient geschehen. U¨ber die Lo¨sbarkeit des Problems
ko¨nnen jedoch keine allgemeingu¨ltigen Aussagen gemacht werden (vgl. [Fo¨l94]). Sie muss im Einzelfall
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Abbildung 7.7: Ablaufdiagramm der Modellreduktion
Durch die Linearisierung um den Arbeitspunkt wird das gekoppelte Modell in eine lineare
Modellbeschreibung u¨berfu¨hrt. Die Linearisierung stellt den ersten Vereinfachungsschritt
dar, da hier die nichtlinearen Eﬀekte des urspru¨nglichen Basismodells eliminiert werden.
Vor der eigentlichen Modellreduktion muss eine Skalierung bezu¨glich der Ein- und
Ausga¨nge des Systems stattﬁnden. Diese Skalierung ist unbedingt erforderlich, wenn
sich die Elemente der Vektoren 푤 und 푟 des linearisierten Systems in unterschiedlichen
Gro¨ßenordnungen bewegen. Die Skalierung wird u¨ber eine Lineartransformation des Mo-
dells erreicht, die Ru¨ckskalierung geschieht entsprechend u¨ber die Ru¨cktransformation.
U¨ber die Skalierungsfaktoren kann zudem eine Gewichtung realisiert werden, u¨ber die
die Approximationsgu¨te der Eingangs-Ausgangspfade justiert werden kann. Dies ist bspw.
sinnvoll, um Ausgangsgro¨ßen, die das Bewegungsverhalten des u¨berlagerten Systems be-
einﬂussen, besonders genau zu approximieren, wa¨hrend der Verlauf von Gro¨ßen, die nur
zur Bewertung berechnet werden, wie z. B. der Leistungsbedarf, nur grundsa¨tzlich wieder-
gegeben werden.
Anschließend erfolgt eine Reduktion der Modellordnung. Bei der Reduktion kann es sinn-
voll sein, verschiedene Verfahren sequentiell auf das lineare System anzuwenden, wodurch
die individuellen Sta¨rken und Eigenschaften der verschiedenen Verfahren gezielt genutzt
werden ko¨nnen.
7.3.4 Umgebungsmodell
Das Basismodell beschreibt das geregelte Verhalten des zugeho¨rigen Teilsystems inklusive
des Verhaltens der unterlagerten Subsysteme. Um das Basismodell an verschiedene Auf-
gaben, wie z. B. Simulationen oder Optimierungen, anzupassen, muss es in der Regel um
anhand eines konkreten Systems u¨berpru¨ft werden.
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weitere Teilmodelle erga¨nzt werden. Fu¨r den Einsatz in einer modellbasierten Optimie-
rung wird zusa¨tzlich ein Anregungs- und Bewertungsmodell sowie ein Umgebungsmodell
beno¨tigt. Das resultierende Optimierungsmodell ist in Abbildung 7.8 dargestellt.
Anregungs- und Bewertungsmodell erweitern das Modell um Sto¨ranregungen und Refe-
renzsignale sowie um Funktionen zur Berechnung der Zielgro¨ßen (vgl. Kapitel 4.1). Das
Umgebungsmodell beschreibt in stark vereinfachter Form das Verhalten der u¨berlagerten
Systembestandteile. Hierdurch wird das Verhalten der Umgebung und die Wechselwirkung
der u¨berlagerten Systeme beru¨cksichtigt. Wa¨hrend Anregungen nicht beeinﬂusst werden
ko¨nnen, also im regelungstechnischen Sinne nicht steuerbar sind, reagieren benachbarte
Systeme jedoch in deterministischer Weise auf Aktionen des Systems. Hieraus ko¨nnen In-
stabilita¨ten oder andere negative Eﬀekte resultieren, die erst bei der Ankopplung an das
u¨berlagerte System entstehen. Diese Eﬀekte ﬂießen u¨ber das Umgebungsmodell in die Op-
timierung ein.
Bei bestimmten Modellierungsansa¨tzen ist das Umgebungsmodell ein notwendiger Be-
standteil fu¨r eine Simulation, da das Basismodell in diesen Fa¨llen ohne Umgebungsmodell
nicht lauﬀa¨hig ist. Ein Beispiel hierfu¨r ist ein Basismodell, welches einen Kraftsteller be-
schreibt. Eine Simulation ist nur dann sinnvoll, wenn ein Gegenpart, eine Masse, existiert.
Das Umgebungsmodell fu¨r ein OCM 푖 la¨sst sich u¨ber die Diﬀerentialgleichung:
푥˙푖푢 = 휓푖푢(푥푖푢, 푣푖푢, 푡)
푞푖
푢
= 휁 푖
푢
(푥푖푢, 푣푖푢, 푡) (7.9)
ausdru¨cken. Die Anbindung an das Basismodell, Gl. (7.1) und (7.2), geschieht u¨ber die
Koppelbeziehungen:
푤푖 = 푞푖
푢
푟푖 = 푣푖푢 (7.10)
Bei einer Optimierung sind die umliegenden Systeme nicht Gegenstand der Optimierung.
Es soll lediglich ihr grundsa¨tzliches Verhalten beru¨cksichtigt werden. In den meisten Fa¨llen
ist es daher ausreichend, stark reduzierte Umgebungsmodelle zu verwenden. Bei der Opti-
mierung bspw. eines Aktors kann es ausreichend sein, diesen gegen z. B. ein Feder-Masse
System arbeiten zu lassen, welches in etwa die Einbauverha¨ltnisse des Aktors widerspiegelt.
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Abbildung 7.8: Basismodell erweitert zu einem Optimierungsmodell
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Das Umgebungsmodell kann auf unterschiedliche Weise bereitgestellt werden. Bei Ent-
wurf des Systems ko¨nnen neben den Basismodellen auch die Umgebungsmodelle erstellt
und im OCM hinterlegt werden. Hierdurch la¨sst sich der Detaillierungsgrad speziell auf
das Teilsystem abstimmen. Eine andere Mo¨glichkeit ist eine automatische Generierung der
Umgebungsmodelle. Dies kann a¨hnlich zu der Vorgehensweise beim hierarchischen Bottom-
Up-Modell geschehen, jedoch muss hier der Generierungsablauf Top-Down von ho¨heren
Ebenen hin zu den unteren gerichtet sein.
7.3.5 Hierarchisches Umgebungsmodell
Die Generierung des hierarchischen Umgebungsmodells setzt auf dem bisher beschriebenen
Bottom-Up-Modell auf. U¨ber die bereits ausgepra¨gten Basismodelle ist das Verhalten eines
kompletten Baums der Aggregatstruktur bekannt. Das oberste Element dieses Baumes
bildet den Ausgangspunkt. Voraussetzung fu¨r dieses System ist, dass es auch ohne Eingaben
von außen fu¨r sich lauﬀa¨hig ist. U¨blicherweise handelt es sich hierbei um ein autonomes
System, ein AMS, oder ein teilautonomes System, z. B. ein MFG. Die Generierung der
Umgebungsmodelle beginnt bei dieser obersten Ebene und verla¨uft anschließend Top-Down
bis hin zu den untersten MFM, daher kann dieses Umgebungsmodell auch als Top-Down-
Modell bezeichnet werden. Abbildung 7.9 zeigt diese Vorgehensweise beispielhaft fu¨r ein
OCM der 2. Strukturebene.
Der Modellaustausch und die Modellvereinfachung kann auf dieselbe Art und Weise
wie beim Bottom-Up-Modell ablaufen (vgl. Abschnitt 7.3.2 und 7.3.3). Jedoch gibt es
einen großen Unterschied bei der Wahl der Schnittstellen und beim Bezugsrahmen, den die
Umgebungsmodelle abbilden. In einem OCM 푖 muss fu¨r jedes unterlagerte Subsystem 푗 ∈ U 푖
ein eigenes UmgebungsmodellM푗푢 generiert werden. Dieses Umgebungsmodell wird aus den
verkoppelten Modellen: dem Basismodell, dem evtl. vorhandenen Umgebungsmodell der
na¨chstho¨heren Ebene M푖푢 sowie allen benachbarten Submodellen M푘 fu¨r alle 푘 ∈ U 푖 , 푘 ≠ 푗
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Abbildung 7.9: Austausch von Umgebungsmodellen im Top-Down-Modell
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Subsystem
gebildet.
Abbildung 7.10 zeigt die Schnittstelle und den Bezugsrahmen des Umgebungsmodells.
Die Schnittstelle des Umgebungsmodells ergibt sich wie dargestellt aus dem Eingangs-
und Ausgangsvektor u¨ber die das Submodell 푗 normalerweise an das Basismodell ange-
koppelt wird. Die Ein- und Ausga¨nge 푤 und 푟 werden mit dem Umgebungsmodell aus
der na¨chstho¨heren Ebene gekoppelt und sind damit vollsta¨ndig deﬁniert. Das Verhalten
benachbarter Teilba¨ume wird u¨ber die anderen Submodelle abgebildet und geht so in das
Umgebungsmodell ein.
Das Optimierungsmodell in Abbildung 7.8 kann so auf jeder Ebene der OCM-Architektur
aufgebaut werden. Es beinhaltet sowohl das physikalische als auch das regelungstechnische
Verhalten der u¨berlagerten Systeme. Um bspw. bei einer Optimierung nur das ungeregelte
Verhalten, also nur die physikalischen Kopplungen, zu beru¨cksichtigen, kann eine Deakti-
vierung der Regler u¨ber eine entsprechende Parametrierung erfolgen.
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7.4 Hierarchische Mehrzieloptimierung
In diesem Abschnitt wird gezeigt, wie eine Mehrzieloptimierung auf der Grundlage des
hierarchischen Modells durchgefu¨hrt werden kann. Die Aufgabe einer solchen Optimierung
ist die Berechnung optimaler Systemeinstellungen fu¨r das hierarchische Gesamtsystem. Die
Ergebnisse werden in Form von Paretomengen in der verteilten Wissensbasis gespeichert
und stehen so anderen Prozessen zur Verfu¨gung.
Prinzipiell besitzt jedes OCM eine eigene regelnde Informationsverarbeitung, deren Pa-
rameter im Rahmen einer Optimierung angepasst werden. Ebenso verfolgt jedes OCM
eigene Ziele. Fu¨r jedes Modul kann daher ein Parametersatz 푝푖 und Zielgro¨ßen 푓 푖 angege-
ben werden.
Ziel der Optimierung ist die gleichzeitige Minimierung all dieser Zielgro¨ßen. Eine solche
Optimierung fu¨hrt jedoch auf die Berechnung einer hochdimensionalen Paretomenge, die
alle Zielgro¨ßen aller Module einschließt. Dieses Problem kann nur mit extrem hohem Auf-
wand gelo¨st werden. Abhilfe kann durch eine Einschra¨nkung des Optimierungsproblems
auf eine Untermenge dieser umfassenden Lo¨sung geschaﬀen werden. Dieses eingeschra¨nkte
Problem muss sich zum einen leicht formulieren lassen und zu brauchbaren Ergebnissen
fu¨hren. Zum anderen gelten die Anforderungen, die im Abschnitt 7.1 an die verteilte Wis-
sensbasis gestellt wurden, auch fu¨r die hierarchische Optimierung. Wa¨hrend die Stabilita¨t
und der Detaillierungsgrad bereits u¨ber die Abha¨ngigkeiten im Bottom-Up-Modell und
den Austausch reduzierter Modelle Beru¨cksichtigung ﬁnden, mu¨ssen insbesondere die Mo-
dularita¨t und die Skalierbarkeit durch den Optimierungsansatz gewa¨hrleistet sein.
Im Rahmen dieser Arbeit wurden zwei Ansa¨tze untersucht, die diese Fragestellung auf
unterschiedliche Art und Weise angehen und dabei die hierarchische Struktur des Modells
ausnutzen: die Top-Level -Optimierung und die Multi-Objective-Bottom-Up-Optimierung.
Bei der Top-Level-Optimierung handelt es sich um einen zentralen Optimierungsansatz,
der auf der obersten Ebene der betrachteten Hierarchie aufsetzt. Bei diesem Ansatz ist
die Kapselung des OCM nicht so stark ausgepra¨gt wie bei dem zweiten Ansatz, der Multi-
Objective-Bottom-Up-Optimierung (MOBU). Bei diesem Ansatz ﬁndet die Optimierung
des Gesamtsystems dezentral u¨ber die OCM verteilt statt. Diese Art der Optimierung
wurde in [GME05] und [MAK+08] unabha¨ngig voneinander vorgestellt.
7.4.1 Top-Level-Optimierung
Bei dieser Methode ist der Optimierungsprozess dem Modul auf der obersten Hierarchie-
ebene zugeordnet. Zumeist sind die Zielgro¨ßen der obersten Ebene entscheidend fu¨r die
Qualita¨t des Gesamtsystems, dementsprechend werden hier nur diese Zielfunktionen be-
trachtet. Die Zielgro¨ßen der unterlagerten Systeme werden als Nebenbedingungen in das
Optimierungsproblem eingefu¨hrt.
Aus Optimierungssicht ist dies ein beschra¨nktes, nichtlineares Optimierungsproblem. Mit
den Zielfunktionen des obersten Moduls 푓 0 und den Zielfunktionen 푓푘 der unterlagerten
Module kann dieses Optimierungsproblem folgendermaßen angegeben werden:
min
푝푖
푓 0 ((푝푖)
푖∈V0)
푓푘 ((푝푖)
푖∈V푘) < 푏푘
fu¨r alle 푘 ∈ V0 , 푘 ≠ 0
(7.11)
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Abbildung 7.11: Struktur der Top-Level-Optimierung
Die Indexmenge V푘 entha¨lt hierbei den Index des betrachteten Moduls 푘 und die Indizes
aller in dem Teilbaum unterhalb von 푘 beﬁndlichen Module. Die Nebenbedingungen 푓푘
ha¨ngen nur von den Parametern der Module in der Indexmenge V푘 ab. Diese Abha¨ngigkeit
folgt aus dem Modellaustausch, der von den unteren hin zu den oberen Ebenen verla¨uft.
Der Vektor 푏푘 bezeichnet die oberen Schranken fu¨r die Zielgro¨ßen des 푘-ten Moduls. Mit
Hilfe dieser Schranken kann eine Mindestgu¨te fu¨r jedes Modul vorgegeben werden. Die
Wahl geeigneter Schranken ist unter Umsta¨nden problematisch, da allzu restriktiv gewa¨hlte
Schranken zu unlo¨sbaren Optimierungsproblemen fu¨hren ko¨nnen.
Die Berechnung der Zielfunktionen und der Nebenbedingungen (푓 푖)
푖∈V0 la¨uft in zwei
Schritten ab:
1. Setzen der Parameter (푝푖)
푖∈V0 und Bestimmung der Submodelle (M푘푏)푘∈V0
푘≠0 .
2. Parallele Berechnung der Zielgro¨ßen und Nebenbedingungen (푓 푖)
푖∈V0
Nach dem ersten Schritt sind die Basismodelle aller Subsysteme bekannt. Im zweiten
Schritt ko¨nnen die Zielfunktion und die Nebenbedingungen mit Hilfe der Optimierungs-
modelle bestimmt werden. Es ﬁndet vor jeder Zielfunktionsauswertung ein Modellaustausch
zwischen den Subsystemen statt, um die A¨nderungen in den Entwurfsparametern der un-
terlagerten Subsysteme zu beru¨cksichtigen. Bild 7.11 zeigt den Kommunikationsﬂuss bei
diesem zentralen Optimierungsansatz an einem Beispiel mit 7 Subsystemen auf 3 Ebenen.
Die Entwurfsparameter mu¨ssen bei diesem zentralen Ansatz vom Optimierer direkt an
alle unterlagerten Subsysteme u¨bermittelt werden. Dies erfordert zum einen Kenntnis von
der Struktur des gesamten Systems, zum anderen mu¨ssen die Parameter der einzelnen
Subsysteme dem Optimierer oﬀen gelegt werden. Insbesondere eine hohe Anzahl an Para-
metern kann sich negativ auf die Konvergenzrate auswirken.
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7.4.2 Multi-Objective-Bottom-Up-Optimierung
Bei diesem Optimierungsansatz wird das gesamte Problem in mehrere kleinere, weniger
komplexe Optimierungen zerlegt, die dezentral in der OCM-Architektur verteilt werden.
Jedes OCM lo¨st dabei sein eigenes Optimierungsproblem. Anders als bei dem vorange-
gangenen Top-Level-Ansatz ist nicht der gesamte zula¨ssige Parameterraum fu¨r die Opti-
mierung der Teilsysteme freigegeben. Vielmehr beschra¨nkt sich die Optimierung auf die
Auswahl von Paretopunkten fu¨r die Subsysteme. Die Optimierung
”
arbeitet“ quasi auf
den Paretomengen der direkt unterlagerten Systeme. Wegen der Abha¨ngigkeit von diesen
Paretomengen verla¨uft die Optimierung des gesamten Systems Bottom-Up durch die Struk-
turierungsebenen. Mit der Optimierung einer ho¨heren Ebene kann erst begonnen werden,
wenn die Paretomengen der Ebene darunter vorliegen.
Der Optimierungsprozess innerhalb eines OCM ist in Abbildung 7.12 dargestellt. Der
Optimierer eines OCM 푖 beru¨cksichtigt nur die
”
lokalen“ Zielfunktionen und Nebenbe-
dingungen 푓 푖 und 푔푖. Seine Einﬂussmo¨glichkeiten bestehen zum einen in den
”
lokalen“
Entwurfsparametern 푝푖 und zum anderen in den Zielvorgaben 훼푗, die an die unterlagerten
OCM u¨bermittelt werden. U¨ber diese Zielvorgaben werden die Ziele des OCM auf die Zie-
le der unterlagerten OCM abgebildet. Die Kommunikation mit den direkt unterlagerten
OCM U 푖 beschra¨nkt sich auf die U¨bertragung der Zielvorgaben 훼푗 und der reduzierten
Modelle M푗푏 mit 푗 ∈ U 푖. Die Indexmenge U 푖 entha¨lt hier die Indizes der dem OCM 푖 direkt
unterlagerten Module.
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Abbildung 7.12: Optimierungsprozess der MOBU-Optimierung
Das Optimierungsproblem fu¨r das OCM 푖 kann somit formuliert werden als:
min
푝푖,훼푗
푓 푖 (푝푖, (훼푗)
푗∈U푖)
푔푖 (푝푖, (훼푗)
푗∈U푖) ≤ 0 (7.12)
Der Vektor 훼푗 adressiert einen Punkt der Paretomenge des unterlagerten OCM 푗. In
diesem OCM ﬁndet u¨ber die Urbildmenge eine Abbildung: 훼푗 → 푝푗, (훼푘)푘∈U푗 auf die lokalen
Parameter und die Ziele der OCM U 푗 der na¨chstniedrigeren Ebene statt (siehe Abbildung
7.13).
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Abbildung 7.13: Kommunikationsﬂuss im kognitiven Operator
Die Kommunikation zwischen den OCM dient bei der MOBU-Methode der vollsta¨ndigen
Auspra¨gung des Optimierungsmodells des aktuell zu optimierenden OCM (siehe Abbildung
7.14). Die Berechnung der Zielgro¨ßen und Nebenbedingungen 푓 und 푔 verla¨uft in drei
Schritten:
1. Propagieren der Zielvorgaben 훼 und Bestimmung der Parameter 푝 in jedem beteilig-
ten OCM (Top-Down)
2. Auspra¨gung der Basismodelle und anschließende Parametrierung des Optimierungs-
modells (Bottom-Up).
3. Simulation des Optimierungsmodells und Berechnung der Zielgro¨ßen und Nebenbe-
dingungen 푓 und 푔
Der Informationsaustausch zwischen den OCM ist auf die U¨bermittlung von Zielvorga-
ben und Verhaltensmodellen beschra¨nkt. Ein direkter Zugriﬀ auf die Entwurfsparameter
oder die Zielgro¨ßen anderer OCM ﬁndet nicht statt. Die U¨bertragung von Parametern wird
durch die wesentlich abstraktere Vorgabe von Zielen realisiert. Hierdurch wird die ausge-
tauschte Information verallgemeinert und so eine starke Kapselung der OCM erreicht.
Der MOBU-Ansatz u¨bertra¨gt die ingenieurma¨ßige Vorgehensweise bei der Auslegung
eines Systems auf die Optimierung. Ein solches kaskadiertes regelungstechnisches System
wird u¨blicherweise beginnend mit der innersten Kaskade, also der untersten Ebene, aus-
gelegt. U¨ber zahlreiche Iterationen muss das Verhalten der unterlagerten Systeme an das
Gesamtsystem angepasst werden. Anders als bei diesem klassischen Entwurf besteht beim
MOBU-Entwurf von vornherein die Mo¨glichkeit, die Subsysteme durch Auswahl eines neu-
en Entwurfspunktes an das u¨bergeordnete Systemverhalten anzupassen. Die Auslegung der
ho¨heren Ebenen setzt nicht auf einer einzelnen Lo¨sung, sondern auf einer Lo¨sungsmenge
fu¨r die unteren Systeme auf.
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Abbildung 7.14: Zusammenspiel der MOBU-Optimierung und dem hierarchischen Modell
7.4.3 Gegenu¨berstellung der Optimierungsmethoden
Der Lo¨sungsraum ist bei der MOBU-Methode wesentlich sta¨rker eingeschra¨nkt als bei
der Top-Level-Methode. Abbildung 7.15 stellt beispielhaft die Lo¨sungsra¨ume der beiden
Optimierungsmethoden gegenu¨ber. In dem Diagramm sind die Bildra¨ume der verschiede-
nen Module zu sehen. Die schwarzen Linien kennzeichnen die Paretofronten der jeweiligen
OCM. Sie geben den Lo¨sungsraum der MOBU-Methode an. Die grau hinterlegten Fla¨chen
kennzeichnen die zula¨ssigen Bereiche, die den Lo¨sungsraum der Top-Level-Optimierung
darstellen.
Wegen des gro¨ßeren Lo¨sungsraums lassen sich fu¨r die Ziele der obersten Ebene bei der
Top-Level-Optimierung bessere Ergebnisse erwarten. Fu¨r die Ziele aller weiteren OCM
werden lediglich Schranken beru¨cksichtigt. Dies kann im Extremfall dazu fu¨hren, dass ein
Subsystem isoliert betrachtet eine unbrauchbare Regelgu¨te, z. B. ein instabiles Verhalten,
aufweist. Der Test des einzelnen Subsystems auf einem Pru¨fstand gestaltet sich mit solchen
Einstellungen schwierig.
Bei der MOBU-Optimierung werden die Ziele auf jeder Ebene unter Beru¨cksichtigung
der unterlagerten Systeme optimiert. Das System la¨sst sich so Schritt fu¨r Schritt aufbauen
und testen. Die Ergebnisse sind auf jeder Ebene fu¨r sich plausibel.
Fu¨r die grobe Abscha¨tzung der Skalierbarkeit bzgl. Rechenzeit sind vor allem die folgen-
den drei Aspekte der beiden Methoden relevant:
 Der Aufwand fu¨r das Setzen der Parameter und das U¨bertragen der Modelle
 Der Aufwand fu¨r die Berechnung der Zielfunktionen
 Die Ordnung des Optimierungsproblems
Beide Optimierungsansa¨tze setzen auf dem hierarchischen Modell auf und sind bezu¨glich
der U¨bertragung der Parameter und der Modelle vergleichbar. Der Aufwand hierfu¨r steigt
linear mit der Anzahl der Strukturebenen an.
112
7.4 Hierarchische Mehrzieloptimierung
zulässiger Bereich
Paretofront
Abbildung 7.15: Gegenu¨berstellung der beiden Ansa¨tze: Die Top-Level-Optimierung arbeitet
auf den zula¨ssigen Bereichen der unterlagerten Ebenen, die MOBU-Optimierung ist auf die
Paretofronten beschra¨nkt.
Die Berechnungen der Zielfunktionen und Nebenbedingungen ko¨nnen bei der Top-Level-
Methode vollsta¨ndig parallel ausgefu¨hrt werden. Diese Methode beru¨cksichtigt im Optimie-
rungsverfahren jedoch alle direkt und indirekt unterlagerten Subsysteme. Dies fu¨hrt dazu,
dass die Ordnung des Optimierungsproblems, in diesem Fall die Anzahl der Parameter und
Nebenbedingungen, mit den Strukturebenen exponentiell6 ansteigt.
Die MOBU-Methode betrachtet auf jeder Ebene nur den Zielfunktionsvektor des aktu-
ellen Systems. Der Einsatz von Modellreduktionsansa¨tzen kann auf den ho¨heren Ebenen
sogar dazu fu¨hren, dass der Rechenaufwand zur Berechnung der Zielfunktionen sinkt. Al-
lerdings bauen die Optimierungen der verschiedenen Ebenen aufeinander auf und mu¨ssen
sequentiell durchgefu¨hrt werden. Die Anzahl der sequentiell durchzufu¨hrenden Optimierun-
gen steigt linear mit den Ebenen an. Optimierungen auf der selben Ebene ko¨nnen parallel
ausgefu¨hrt werden. Bei der MOBU-Methode werden auf jeder Ebene nur die Parameter
und Ziele des jeweiligen Systems und die Zielvorgaben der direkt unterlagerten Systeme
betrachtet. Die Ordnung des Optimierungsproblems steigt daher mit den Strukturebenen
nur im Rahmen der Komplexita¨tszunahme der Regelungsstruktur an.
Fasst man diese Aussagen zusammen, so liegt bei der Top-Level-Methode der kritische
Faktor in dem exponentiellen Anstieg der Ordnung des Optimierungsproblems. Die MOBU-
Methode skaliert dagegen linear mit den Ebenen. Aus diesem Grund und wegen der starken
Kapselung wird im weiteren Verlauf der Arbeit nur die MOBU-Methode betrachtet. Fu¨r
eine Gegenu¨berstellung der Optimierungsergebnisse wird an dieser Stelle auf [MAK+08]
verwiesen.
6 Der Anstieg verha¨lt sich linear zu der Anzahl der OCM. Aufgrund der Baumstruktur wird hier ein
exponentieller Anstieg mit der Anzahl an Ebenen angenommen.
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Optimierung des
Unterﬂur-Federungspru¨fstandes
Das im vorangegangenen Kapitel 7 beschriebene Konzept des hierarchischen Bottom-Up-
Modells und der darauf aufbauenden MOBU-Optimierung wird im Folgenden anhand des
Pru¨fstandes eines neuartigen Unterﬂur-Feder-Neige-Systems vorgestellt. Ziel der Optimie-
rung ist die Bestimmung paretooptimaler Reglereinstellungen unter Beru¨cksichtigung des
Federungskomforts und des dafu¨r notwendigen Leistungsbedarfs.
Dieses
”
neue“ System besitzt den Vorteil, dass es ﬂach aufgebaut ist und einen großen
Nutzraum ermo¨glicht. Da der Fahrgastraum oder die Ladeﬂa¨che einen ebenen Boden vor-
aussetzen, sollte die Technik mo¨glichst ﬂach unter der Nutzlast, also Unterﬂur, angeordnet
sein. Die ﬂache Bauweise wird durch horizontal in La¨ngsrichtung angeordnete Zylinder
erreicht, die mit Hilfe einer Umlenkkinematik Kra¨fte in horizontaler und vertikaler Rich-
tung stellen ko¨nnen. Demgegenu¨ber schra¨nkt das
”
alte“ System, welches im derzeitigen
Versuchsfahrzeug verbaut ist, wegen der vertikal angeordneten Zylinder den vorhandenen
Nutzraum sta¨rker ein (vgl. Abbildung 8.1).
Feder-Neige-System Unterflur-Feder-Neige-System
Abbildung 8.1: Gegenu¨berstellung des bisherigen und des neuen Unterﬂur-Feder-Neige-
Systems im RailCab
8.1 Aufbau des Pru¨fstandes
Bei dem Unterﬂur-Feder-Neige-Pru¨fstand handelt sich um einen Halbfahrzeugpru¨fstand im
Maßstab 1 ∶ 2,5. Die Freiheitsgrade des Pru¨fstandes erlauben eine Federung und Da¨mpfung
des Aufbaus in vertikaler Richtung 푧, quer zur Fahrtrichtung 푦 und um die Drehachse 휑
la¨ngs zum Fahrzeug (Wanken). Die Drehung um die Hochachse (Gieren), das Drehen um
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x
y
z
Fahrwerksrahmen
Anregungszylinder
GFK-Feder
Aufbaumasse
Prüfstandsrahmen
Aktorgruppe
rechts
Aktorgruppe
links
Abbildung 8.2: Halbfahrzeugpru¨fstand der Unterﬂur-Feder-Neige-Technik
die Querachse (Nicken) und die Bewegung in La¨ngsrichtung sind eingeschra¨nkt und werden
nicht betrachtet. Die Feder-Neigetechnik besteht aus zwei spiegelsymmetrisch aufgebauten
Aktormodulen, im Folgenden Aktorgruppen genannt. Diese Aktorgruppen binden jeweils
drei horizontal angeordnete Hydraulikzylinder an, die u¨ber eine Umlenkkinematik einen
Lenker in 3 Freiheitsgraden bewegen. Am Lenker ist eine GFK-Feder1 montiert, u¨ber die
der Aufbau an dem Fahrwerksrahmen abgestu¨tzt wird.
Die aktiven Eingriﬀe werden u¨ber eine Verstellung der beiden Umlenkkinematiken reali-
siert. Aus der Verstellung der Fußpunkte der GFK-Federn resultieren Federauslenkungen,
die zu zusa¨tzlichen Kra¨fte zwischen Aufbau und Fahrwerksrahmen fu¨hren.
Die Sto¨ranregung, die von den Gleisen auf das Fahrwerk wirkt, wird u¨ber drei Hydraulik-
zylinder simuliert. Diese ermo¨glichen eine Verstellung des Fahrwerkrahmens in vertikaler,
in Quer- und in Wank-Richtung.
Der Pru¨fstand wurde von Schlautmann im Rahmen seiner Doktorarbeit entworfen
und aufgebaut. Fu¨r detaillierte Informationen sei daher auf [Sch06] verwiesen. Die Er-
stellung eines Pru¨fstandmodells sowie der Entwurf und die Auslegung einer modularen
Reglerstruktur ist in [Gei05] beschrieben.
1 GFK: Glasfaser versta¨rkter Kunststoﬀ
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Aufbau
Aktorgruppe
links
Aktorgruppe
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Servozylinder
links1
Servozylinder
links 2
Servozylinder
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Servozylinder
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Servozylinder
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Servozylinder
rechts 3
Öldruck-
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mechanische Kopplung hydraulischer Leistungsflussinformationstechnische
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Abbildung 8.3: Hierarchischer Aufbau des Feder-Neige-Pru¨fstands
8.2 Hierarchisches Modell
Der Unterﬂur-Feder-Neige-Pru¨fstand ist wegen seines modularen Aufbaus ideal als Anwen-
dungsbeispiel fu¨r den Aufbau eines hierarchischen Modells geeignet. Das Federungssystem
la¨sst sich in insgesamt 10 Teilsysteme auf 3 Ebenen untergliedern. Die oberste Ebene be-
steht aus dem AMS Aufbau sowie dem Energieversorgungsmodul O¨ldruckversorgung. Die
mittlere Ebene bilden zwei MFM, die beiden Aktorgruppen. Auf der untersten Ebene be-
ﬁnden sich insgesamt sechs gleichartige MFM, die Servozylinder. Diese Unterteilung ist in
Abbildung 8.3 dargestellt.
Im Folgenden werden die nichtlinearen Basismodelle des Aufbaus, der Aktorgruppen und
der Servozylinder beschrieben. Die Teilmodelle basieren auf dem in [Gei05] entwickelten
Pru¨fstandsmodell. Wegen der Symmetrie der Aktorgruppen und wegen des identischen
Aufbaus der Servozylinder wird nur eine Aktorgruppe und ein Servozylinder vorgestellt.
Es wird insbesondere auf die Mechanik, die Aktorik und die Regler eingegangen.
8.2.1 Kopplung der mechanischen Teilmodelle
Die Teilmodelle des Unterﬂur-Feder-Neige-Pru¨fstand beschreiben unter anderem das
Bewegungsverhalten mechanischer Mehrko¨rpersysteme (MKS). Eine Verkopplung im
hierarchischen Modell erfordert eine modularisierte, mathematische Beschreibung des
Mehrko¨rpersystems. Die Kopplung muss u¨ber einfache Eingangs- Ausgangsbeziehung ab-
bildbar sein. Fu¨r die Kopplungen zweier mechanischer Teilsysteme mu¨ssen zwei Fa¨lle un-
terschieden werden [Hah99]:
116
8.2 Hierarchisches Modell
 Dynamische Bindung: Die dynamischen Bindung zweier Ko¨rper wird u¨ber Kra¨fte
abgebildet. Dies ist der Fall, wenn die beiden Ko¨rper u¨ber Verbindungselemente
gekoppelt sind, die eine Relativbewegung zulassen. Diese Art der Kopplung kann
sowohl aktiver als auch passiver Natur sein. Bei aktiven Kopplungen werden u¨ber
u¨ber Aktoren Kra¨fte auf das MKS eingepra¨gt. Beispiele fu¨r passive Kopplungen sind
Feder- oder Da¨mpferelemente.
 Kinematische Bindungen: Eine kinematische Bindung liegt vor, wenn die beiden
Teilsysteme u¨ber starre Verbindungen, wie z. B. Gelenke oder Schraubverbindungen,
miteinander verbunden sind. Hieraus resultieren kinematische Zwangsbedinungen auf
der Positionsebene2.
Wa¨hrend die dynamische Bindung leicht u¨ber Kra¨fte abgebildet werden ko¨nnen, erfor-
dert die kinematische Bindung spezielle Beschreibungsformen, die eine modulare Zerlegung
des Systems erlauben. Einige Ansa¨tze hierfu¨r werden u. a. in [Bae86, Jun97, Hah99, Toe02,
Koc05] beschrieben.
In diesem Anwendungsbeispiel wird die Kopplung mechanischer Teilsysteme u¨ber eine
Kraftkopplung realisiert, welche dem Prinzip der dynamischen Bindung zuzuordnen ist.
Kraftkopplung
Bei einer Kraftkopplung wird das unterlagerte System als ein Aktor aufgefasst, welcher
Kra¨fte und Momente auf das u¨berlagerte Mehrko¨rpersystem aufpra¨gt. Die Reaktion des
Systems wird u¨ber Lage und Geschwindigkeit der Ankoppelpunkte auf die Einga¨nge des
unterlagerten Modells geschaltet. Durch die Kraftkopplung ergibt sich eine klare und ein-
fach zu modellierende Schnittstelle, die ohne zusa¨tzliche Elemente zur Beru¨cksichtigung
der mechanischen Verkopplung auskommt.
Bei mechanischen Systemen ist in der Regel mindestens ein Ankoppelpunkt als starre
Kopplung ausgelegt, z. B. u¨ber ein Gelenk oder einen Flansch. Die Kraftkopplung kann
bei einfachen kinematischen Verha¨ltnissen trotzdem anwendet werden. Dies fu¨hrt jedoch
zu einer Verletzung der Systemgrenzen. Ko¨rper, die eigentlich zum unterlagerten System
geho¨ren, die aber kinematisch u¨ber starre Gelenke an das u¨berlagerte System angebunden
sind, werden diesem zugeschlagen. Die Kinematik und Dynamik wird hierdurch nicht exakt
nachgebildet und es kommt zu Abweichungen. Diese Vorgehensweise ist daher nur zula¨ssig,
wenn die Massen der unterlagerten Teilsysteme im Vergleich zum u¨berlagerten System klein
sind. Da die Masse der Aggregate im Allgemeinen mit ho¨heren Strukturebenen zunimmt,
ko¨nnen Abweichungen, fu¨r die ja die leichteren, unterlagerten Modelle verantwortlich sind,
oft vernachla¨ssigt werden. In Abbildung 8.4 ist diese Vorgehensweise am Beispiel eines Hy-
draulikzylinders dargestellt. Betroﬀen sind hier die Massen des Kolbens und des Zylinders,
die dem Hydraulikzylinder zuzuordnen sind, aber starr mit den Ko¨rpern des u¨berlagerten
Systems verbunden sind. Die Massen und Tra¨gheiten dieser Ko¨rper werden als zusa¨tzliche
Modellparameter an das u¨berlagerte System u¨bermittelt.
2 Dies gilt im Falle eines holonomen mechanischen Systems. Bei einem nicht-holonomen System ergeben
sich Zwangsbedinungen auf der Geschwindigkeitsebene [Jun97].
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Abbildung 8.4: Anbindung eines Hydraulikzylinders an ein u¨berlagertes System u¨ber eine
Kraftkopplung
8.2.2 MFM: Servozylinder
Das Basismodell des Servozylinders beschreibt das Verhalten von drei Komponenten: einem
4/3-Wege-Hydraulikventil, einem Diﬀerentialzylinder und einem Positionsregler.
Der Servozylinder ist als eindimensionaler Kraftsteller modelliert. Die Massen der Kol-
benstange und des Zylinders werden der u¨berlagerten Aktorgruppe zugeschlagen. Abbil-
dung 8.5 zeigt die Schnittstellen dieses Aktors.
MFM Servozylinder
P˜zyl
lsoll
lzyl
vzyl
Fzyl lzyl
, vzyl
q1, q˙1
q2, q˙2
F 2
F 1
Abbildung 8.5: Schnittstellen und Einbindung des Servozylinders in ein MKS-System
Die Einbindung in ein dreidimensionales Mehrko¨rpersystem geschieht im u¨berlagerten
Modell. Die Umrechnung der Positionen 푞 und Geschwindigkeiten 푞˙ auf die eindimensio-
nalen Gro¨ßen: La¨nge 푙푧푦푙 und Geschwindigkeit 푣푧푦푙 erfolgt dabei u¨ber die Beziehungen:
푙푧푦푙 =∥푞2 − 푞1∥2 (8.1)
푣푧푦푙 =푞2 − 푞1
푙푧푦푙
⋅ (푞˙
2
− 푞˙
1
) (8.2)
und die Berechnung der Schnittstellenkra¨fte 퐹 1, 퐹 2 aus der Zylinderkraft 퐹푧푦푙 u¨ber:
퐹 1 =−푞2 − 푞1푙푧푦푙 퐹푧푦푙 (8.3)
퐹 2 = 푞2 − 푞1푙푧푦푙 퐹푧푦푙 (8.4)
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Diﬀerentialzylinder: Die Kraft an der Kolbenstange wird u¨ber:
퐹푧푦푙 = 푝퐴퐴퐴 − 푝퐵퐴퐵 − 퐹푑 (8.5)
bestimmt. Fu¨r die Reibkraft wird das einfache Reibmodell
퐹푑 = 푑푧푦푙 푣푧푦푙 (8.6)
angesetzt.
QA QB
pA
pB
AA AB
Fzyl
lzyl
Fd
Abbildung 8.6: Modell des Diﬀerentialzylinders
Die Dru¨cke in den Zylinderkammern 푝퐴 und 푝퐵 berechnen sich aus der Menge des zu-
oder abstro¨menden O¨ls 푄퐴 bzw. 푄퐵, dem Kompressionsmodul 훽퐴 bzw. 훽퐵 und dem Vo-
lumen 푉퐴 bzw. 푉퐵. Die Auslenkungen des Zylinders sind bei diesem Federungssystem
vergleichsweise gering. Die Volumina 푉퐴 und 푉퐵 ko¨nnen daher als konstant angenommen
werden. Die Drucka¨nderungen berechnen sich so zu:
푝˙퐴 = 훽퐴
푉퐴
(푄퐴 −퐴퐴 푣푧푦푙) (8.7)
푝˙퐵 = 훽퐵
푉퐵
(푄퐵 −퐴퐵 푣푧푦푙) (8.8)
Hydraulikventil: Das Hydraulikventil wird als ein 4/3-Wege-Ventil ohne U¨berdeckung
der Steuerkanten abgebildet. U¨ber Drosseleﬀekte werden die Durchﬂussmengen 푄퐴 und
푄퐵 zu den beiden Kammern des Zylinders reguliert. U¨ber den Steuerschieber kann die
Menge und Fließrichtung bestimmt werden (Abb. 8.7).
QA QB
QT QP QT
xv
pT pTpP
pA pB
Steuerschieber
Abbildung 8.7: Modell des 4/3-Wege-Ventils
In Abha¨ngigkeit zu der normierten Schieberstellung 푥푣 und den Druckdiﬀerenzen ergeben
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sich die Volumenstro¨me:
푄퐴 = 푄푁푒푛푛√
Δ푝푁푒푛푛
푥푣 ⋅ ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
√∣푝푃 − 푝퐴∣ ⋅ sgn(푝푃 − 푝퐴) ∶ 푥푣 > 0
0 ∶ 푥푣 = 0√∣푝퐴 − 푝푇 ∣ ⋅ sgn(푝퐴 − 푝푇 ) ∶ 푥푣 < 0 (8.9)
푄퐵 = 푄푁푒푛푛√
Δ푝푁푒푛푛
푥푣 ⋅ ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
√∣푝푇 − 푝퐵 ∣ ⋅ sgn(푝푇 − 푝퐵) ∶ 푥푣 > 0
0 ∶ 푥푣 = 0√∣푝퐵 − 푝푃 ∣ ⋅ sgn(푝퐵 − 푝푃 ) ∶ 푥푣 < 0 (8.10)
Der Steuerschieber wird u¨ber eine Feder und eine elektrische Spule aktuiert. Das dy-
namische Verhalten kann in der Regel u¨ber ein PT2-Glied hinreichend genau angege-
ben werden. Auf eine A¨nderung der Soll-Position 푥푣,푠표푙푙 reagiert der Schieber mit der
U¨bertragungsfunktion:
푥푣(푠)
푥푣,푠표푙푙(푠) = 1푇푣2 푠2 + 2푇푣 휁푣 푠 + 1 (8.11)
mit der Zeitkonstante des Ventils 푇푣 und der Da¨mpfung 휁푣. Die Positionen 푥푣 und 푥푣,푠표푙푙
sind dabei auf den Volumenstrom 푄푁푒푛푛 beim Druck Δ푝푁푒푛푛 normiert.
Regler: Die Position des Hydraulikzylinders wird u¨ber einen PD-Regler eingeregelt. Mit
der Regeldiﬀerenz Δ푙푧푦푙 = 푙푠표푙푙 − 푙푧푦푙 wird der Reglerausgang 푥푣,푠표푙푙 u¨ber:
푥푣,푠표푙푙(푠)
Δ푙푧푦푙(푠) =퐾푝 + 퐾푑 푠푇1 푠 + 1 (8.12)
berechnet. Die beiden Gro¨ßen 퐾푝,푧푦푙 und 퐾푑,푧푦푙 stellen die einstellbaren Reglerparameter
dar. Die Zeitkonstante des Diﬀerenzierers wird auf 푇1 = 0,001 s festgelegt.
Leistungsberechnung: Neben dem Bewegungsverhalten spielt die Leistungsaufnahme
des Feder-Neige-Systems eine entscheidende Rolle. Die Leistung wird prima¨r in den Ak-
toren auf der untersten Ebene eines Systems umgesetzt (vgl. Abbildung 8.3). Fu¨r die
Berechnung ist hier die hydraulische Leistung an der Druckseite des Ventils relevant:
푃푧푦푙 = 푝푃 ⋅푄푃 (8.13)
da diese Leistung von der Druckversorgung aufgebracht wird. Der Volumenstrom ergibt
sich aus den Diﬀerenzdru¨cken und aus der Stellung des Ventilschiebers:
푄푃 = 푄푁푒푛푛√
Δ푝푁푒푛푛
∣푥푣 ∣ ⋅ ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
√∣푝푃 − 푝퐴∣ ⋅ sgn(푝푃 − 푝퐴) ∶ 푥푣 > 0
0 ∶ 푥푣 = 0√∣푝푃 − 푝퐵 ∣ ⋅ sgn(푝푃 − 푝퐵) ∶ 푥푣 < 0 (8.14)
In Hinblick auf die Linearisierung und die Reduktion dieses Modells besteht hier die
Schwierigkeit, dass der Volumenstrom nicht u¨ber ein LZI-Modell approximiert werden
kann. Hierfu¨r ist der folgende Eﬀekt verantwortlich:
Der Volumenstrom 푄푃 bewegt sich bei normalen Betriebsbedingungen wegen der Um-
schaltung im Ventil sowohl bei 푥푣 < 0 als auch 푥푣 > 0 im positiven Bereich. Dieses Verhalten
ist a¨hnlich dem einer Betragsfunktion.
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Der Volumenstrom 푄푃 geht bei 푥푣 > 0 zur Kammer 퐴 und bei 푥푣 < 0 zur Kammer 퐵.
Interpretiert man den Volumenstrom zur Kammer 퐵 hin als negativen Volumenstrom, so
kann 푄푃 im normalen Arbeitsbereich u¨ber:
푄˜푃 = max(푄퐴,0) −max(푄퐵,0) (8.15)
angena¨hert werden3. Die Approximation von 푃푧푦푙 ≈ ∣푃˜푧푦푙∣ erfolgt u¨ber:
푃˜푧푦푙 = 푝푃 ⋅ 푄˜푃 (8.16)
Das Vorzeichen von 푃˜푧푦푙 u¨bertra¨gt die Information, welche Kammer mit der Druckseite
verbunden ist.
8.2.3 MFM: Aktorgruppe
Das MFM Aktorgruppe besteht im Wesentlichen aus einem Aktorrahmen, einer GFK-Feder
und einer Lenkerkinematik. Die Aktoren bilden drei unterlagerte MFM Servozylinder. Die
Bewegung der Zylinder wird u¨ber die Lenkerkinematik in eine Federfußpunktverstellung
umgelenkt. In Abbildung 8.8 ist ein CAD-Modell der Aktorgruppe mit den unterlagerten
Hydraulikzylindern zu sehen.
Das Basismodell der Aktorgruppe beschreibt das dynamische Verhalten der Lenkerkine-
matik und den Krafteinﬂuss der GFK-Feder. Die Servozylinder stellen Kra¨fte zwischen den
jeweiligen Koppelpunkten an der Lenkerplatte und am Aktorrahmen. Die Aktorgruppe ist
als Kraftsteller zwischen dem Fahrwerksrahmen und dem Aufbau abgebildet. Die gesamte
Masse der Aktorgruppe inklusive der Massen der Servozylinder muss hierzu dem Aufbau
zugeschlagen werden.
Hydraulikzylinder 1
Hydraulikzylinder
 2
Hydraulikzylinder 3
Drehgelenk Kugelgelenk
Kugelgelenke
Lenkerplatte
Aktorrahmen
Gelenklenker lose
Gelenklenker fest
GFK
-Feder
Federspitze
Abbildung 8.8: Aufbau der Aktorgruppe
3 In [Lo¨f08] wird ein alternativer Ansatz beschrieben. Der Volumenstrom wird hier u¨ber die Geschwin-
digkeit und den Querschnittsﬂa¨chen des Kolbens abgescha¨tzt. Das asymmetrische Verhalten des Dif-
ferentialzylinders ﬁndet hierdurch Beru¨cksichtigung, demgegenu¨ber wird jedoch die Kompressibilita¨t
des O¨ls vernachla¨ssigt.
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Abbildung 8.9: Lage der Achsen in der Lenkerkinematik
Lenkerkinematik: Die Lenkerkinematik besteht aus dem Lenker, der u¨ber einen
”
festen“
und einen
”
losen“ Gelenklenker mit dem Aktorrahmen verbunden ist. Diese Kinematik
erlaubt eine Bewegung der Lenkerplatte in drei Freiheitsgraden, u¨ber die eine Verschiebung
der Federspitze in 푥, 푦 und 푧-Richtung mo¨glich ist.
Die Kinematik weist eine parallele Struktur auf. Bei genauerer Betrachtung kann sie
jedoch als eine oﬀene kinematische Kette dargestellt werden. Das Ersatzsystem besteht
aus drei Ko¨rpern, die u¨ber drei Gelenke verbunden sind. Die drei Achsen dieser Gelenke
sind in Abbildung 8.9 eingezeichnet. Die Lenkerkinematik la¨sst sich so einfach als eine
Kette von Gelenken und Starrko¨rpern mit Hilfe eines MKS-Tools abbilden.
Die Struktur des MKS-Modells ist in Abbildung 8.10 dargestellt. In das Modell gehen
die Position und Orientierung des Aktorrahmens 푞
1
, die Position der Federspitze 푞
2
und
deren zeitliche Ableitungen 푞˙
1
und 푞˙
2
.
GFK-Feder: Die GFK-Feder besteht aus unidirektionalem glasfaserversta¨rkten Kunst-
stoﬀ. Es handelt sich hier um einen dreidimensionalen Biegebalken mit anisotropen Werk-
stoﬀverhalten. Die Kraft-Weg-Beziehung ist analytisch nur schwer herzuleiten. In erster
Na¨herung kann die Feder jedoch durch einen linearen Zusammenhang zwischen Auslen-
kung der Federspitze 푞
퐹
und der Kraft 퐹 퐹 abgebildet werden:
퐹 퐹 = ⎡⎢⎢⎢⎢⎢⎣
푐푥 푐푥푦 푐푥푧
푐푥푦 푐푦 푐푦푧
푐푥푧 푐푦푧 푐푧
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C퐹
푞
퐹
+ ⎡⎢⎢⎢⎢⎢⎣
푑푥 푑푥푦 푑푥푧
푑푥푦 푑푦 푑푦푧
푑푥푧 푑푦푧 푑푧
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D퐹
푞˙
퐹
(8.17)
Die Koppelfedersteiﬁgkeiten 푐푥푦, 푐푥푧 und 푐푦푧 resultieren aus der schiefen Einbaulage der
GFK-Feder. Die in (8.17) verwendeten Gro¨ßen werden im ko¨rperfesten Koordinatensy-
stem der Lenkerplatte angegeben. Die Auslenkung 푞
퐹
wird aus der gedachten Position der
unausgelenkten und der tatsa¨chlichen Position der Federspitze berechnet.
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Abbildung 8.10: MKS-Modell der Aktorgruppe
Steuerung: Die Steuerungsaufgabe der Aktorgruppe besteht in der Fußpunktverstellung
der GFK-Feder um zusa¨tzliche Kra¨fte zwischen dem Aufbau und dem Fahrwerksrahmen zu
stellen. Die Kraftvorgabe 퐹 퐹,푠표푙푙 fu¨r die Aktorgruppe wird u¨ber die inverse Federsteiﬁgkeit
in die Federfußpunktverstellung 푞
퐹,푠표푙푙
umgerechnet:
푞
퐹,푠표푙푙
= (C퐹 )−1 퐹 퐹,푠표푙푙 (8.18)
Die Fußpunktverstellung beschreibt die relative Auslenkung der als unbelastet angenom-
menen Federspitze. Der Da¨mpfungsterm D퐹 aus (8.17) wird hier vernachla¨ssigt, da er im
Grunde nur zu einer unno¨tigen Verlangsamung des Regelungsverhaltens fu¨hrt.
Die Berechnung der Solla¨ngen der drei Servozylinder 푙푧푦푙,푗푠표푙푙 erfolgt u¨ber die Gleichungen
der inversen Kinematik (Abb. 8.10). Diese Solla¨ngen werden den unterlagerten Zylinder-
reglern als Sollwerte vorgegeben. Hierbei wird davon ausgegangen, dass die gewu¨nschten
La¨ngen von den Servozylindern mit einer hinreichenden Regelgu¨te eingestellt werden. Die
tatsa¨chlichen La¨ngen werden nicht zuru¨ckgefu¨hrt, es ﬁndet in der Aktorgruppe also keine
Regelung sondern eine Steuerung statt.
8.2.4 AMS: Aufbau
Das Modell des AMS Aufbau beschreibt im Wesentlichen die Aufbaumasse, den Fahr-
werksrahmen, Sensoren und den Aufbauregler. Die Bewegung der Aufbaumasse wird u¨ber
zwei unterlagerten Aktorgruppen beeinﬂusst. Das AMS Aufbau ist ein autonomes Sy-
stem, die Regler sind daher in der Lage ohne Vorgaben von außen die Federungs- und
Da¨mpfungseigenschaften einzustellen.
Aufbaumasse des Pru¨fstandes wird u¨ber drei Stu¨tzstangen in seiner Bewegung gefu¨hrt.
Diese Stu¨tzstangen realisieren eine Parallelfu¨hrung und erlauben Bewegungen in der 푦-푧-
Ebene sowie Verdrehungen um die La¨ngsachse 휑. Die Bewegung in 푥-Richtung sind sehr
gering und werden im Modell vernachla¨ssigt.
Zur Abbildung der Anregungen, die u¨ber das Fahrwerk auf das Federungssystem wirken,
kann der Fahrwerkrahmen in der 푦-푧-Ebene bewegt und um 휑 verdreht werden.
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Sensoren: Die Bewegung der Aufbaumasse wird mit zwei Sensorarten erfasst.
Die Absolutbeschleunigung wird mit Hilfe von vier Beschleunigungssensoren, die an ver-
schiedenen Stellen des Aufbaus angebracht sind, gemessen. Aus diesen Signalen werden
die Beschleunigungen in Hub-, Wank- und Querrichtung ermittelt und in dem Vektor 푥¨푎
zusammengefasst.
Der relative Abstand zwischen dem Aufbau und dem Fahrwerk wird bei jeder Aktor-
gruppe u¨ber einen beru¨hrungslosen induktiven 3D-Sensor erfasst. Der Vektor der Relativ-
position 푥푟푒푙 entha¨lt den Abstand in 푧, 푦 und 휑-Richtung.
Aufbauregler: Der Aufbauregler hat verschiedene Aufgaben zu erfu¨llen: Einstellen des
Grundniveaus, Neigen des Aufbaus bei Kurvenfahrten und die aktive Federung und
Da¨mpfung zur Erho¨hung des Komforts. In dieser Arbeit wird nur auf den Komfortreg-
ler eingegangen, da die anderen Aspekte fu¨r die Optimierung eine untergeordnete Rolle
spielen.
Der Komfortregler arbeitet nach dem Prinzip einer Sky-Hook -Da¨mpfung. Begriﬀ der
Sky-Hook-Da¨mpfung wurde von Karnopp gepra¨gt [Kar78]. Er beschreibt anschaulich die
Funktionsweise, die inertiale Aufbaugeschwindigkeit als Regelgro¨ße zu verwenden (siehe
auch [Str96, LG99, Hes06]).
Das Kraftgesetz fu¨r eine Bewegungsrichtung 푖 lautet:
퐹푎,푖 = 푐푟푒푙,푖 푥푟푒푙,푖 + 푑푠푘푦,푖 푥˙푎,푖 (8.19)
Da die inertiale Aufbaugeschwindigkeit nicht direkt gemessen werden kann, muss sie
u¨ber die Beschleunigung durch Integration ermittelt werden. Um eine Drift des Integrators
zu vermeiden wird das Beschleunigungssignal 푥¨푎,푖 u¨ber einen Hochpassﬁlter um quasistati-
ona¨re Anteile reduziert. Durch Zusammenfassen von Integrator und Hochpassﬁlter gelangt
man zu dem Kraftgesetz:
퐹푎,푖(푠) = 푐푟푒푙,푖 푥푟푒푙,푖(푠) + 푇퐻푃
푇퐻푃 푠 + 1 푑푠푘푦,푖 푥¨푎,푖(푠) (8.20)
Die Reglerstruktur ist an das AKTAKON-Prinzip angelehnt [ADG89], welches sich in
verschiedenen Anwendungen bei Kraftfahrzeugen bewa¨hrt hat [Rut98, Hes06, Sch09]. Die
Bewegungsrichtungen werden als entkoppelt angesehen und das Kraftgesetz (8.20) separat
fu¨r jede Bewegungsrichtung betrachtet. Die Hubbewegung ist dabei vollsta¨ndig entkoppelt
von den anderen Bewegungsrichtungen. Die Querbewegung und das Wanken weisen jedoch
einen gewissen Grad der Verkopplung auf. Dennoch ko¨nnen mit einer Regelung in diesen
Koordinaten gute Ergebnisse erzielt werden [Gei05]. Auf eine Modaltransformation wurde
daher verzichtet. Abbildung 8.11 zeigt die Struktur der Regelung.
U¨ber die Entwurfsparameter 푐푟푒푙 und 푑푠푘푦 ko¨nnen die Federsteiﬁgkeit und Da¨mpfungsrate
des Fahrwerks angepasst werden.
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Abbildung 8.11: Struktur des Aufbaureglers
8.2.5 O¨ldruckversorgung
Die Hydraulik des Federungssystems und der Anregung wird u¨ber eine druckgeregelte Pum-
pe mit einem Druck von 푝푃 = 120 bar versorgt. Auf der Tankseite herrscht Umgebungsdruck
푝푇 = 1 bar. Druckspeicher direkt von den Ansteuerventilen auf Tank- und Druckseite sor-
gen fu¨r einen mo¨glichst gleichma¨ßigen Druck. Die O¨ldruckversorgung wird vereinfacht als
Konstantdruckquelle angenommen und ihre Dynamik vernachla¨ssigt. Schla¨uche und Rohr-
leitungen werden ebenfalls nicht beru¨cksichtigt.
8.3 Reduktion der Basismodelle
Fu¨r den Modellaustausch im hierarchischen Modell werden die nichtlinearen Basismodel-
le linearisiert und in ihrer Ordnung reduziert. In Hinblick auf eine spa¨tere Optimierung
mu¨ssen insbesondere zwei Aspekte in den vereinfachten Modellen erhalten bleiben:
 Schwingungsverhalten
 Leistungsbedarf
Das Schwingungsverhalten bildet den Hauptaspekt, da sich hieru¨ber die regelungstech-
nische Stabilita¨t des Systems, das Zusammenwirken der verschiedenen Ebenen und die
Regelgu¨te bzw. der Komfort ableiten lassen. Der Leistungsbedarf eines Teilsystems ist fu¨r
die Bewertung des Aufwandes notwendig.
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8.3.1 Modellreduktion der Servozylinder
Da die Massentra¨gheiten in dem Modell keine Beru¨cksichtigung ﬁnden, beschreibt das
Modell der Servozylinder im Wesentlichen den Positionsregler und das Verhalten der hy-
draulischen Komponenten.
Die folgenden Gro¨ßen bilden die Schnittstellen und Zusta¨nde des Systems:
Parameter: 푝
푧푦푙
= [퐾푝,퐾푑]
Eingangsgro¨ßen: 푢푧푦푙 = [푙푠표푙푙, 푙푧푦푙, 푣푧푦푙]
Ausgangsgro¨ßen: 푦
푧푦푙
= [퐹푧푦푙, 푃˜푧푦푙]
Zustandsgro¨ßen: 푥푧푦푙 = [푥푣, 푥˙푣, 푝퐴, 푝퐵, 푥푇1]
Tabelle 8.1 zeigt die Eigenwerte des Modells fu¨r die Parameter 퐾푝 = 2000 1m und
퐾푑 = 0,2 sm . Das Modell hat die Ordnung 5. Das konjungiert-komplexe Eigenwertpaar kann
dem Steuerschieber zugeordnet werden. Die beiden Kammerdru¨cke 푝퐴 und 푝퐵 besitzen ein
integrierendes Verhalten. Dies wird anhand der beiden Null-Spalten in der Systemmatrix
A푧푦푙 ersichtlich, ebenso spiegelt sich dies in den beiden Null-Eigenwerten wieder. Im nicht-
linearen Modell sind die beiden Kammerdru¨cke notwendig, um die Schub- und Zugkra¨fte
des Zylinders zu realisieren, da aus physikalischen Gru¨nden in den Zylinderkammern kein
negativer Druck herrschen kann. Diese Zusta¨nde ko¨nnen im linearisierten Modell anschau-
lich als Diﬀerenzdru¨cke der beiden Kammern interpretiert werden, die hier sehr wohl auch
negative Werte annehmen.
In der Ordnungsreduktion ist zu erwarten, dass die beiden redundanten Zusta¨nde 푝퐴
und 푝퐵 zu einem Zustand, also einem Diﬀerenzdruck, zusammengefasst werden. Daru¨ber
hinaus existiert bei dem Servozylinder kein Reduktionspotential. Sowohl die Dynamik des
Steuerschiebers als auch der Diﬀerenzierer im Positionsregler sind auf den na¨chstho¨heren
Ebene von Bedeutung und ko¨nnen nicht entfernt werden.
Das reduzierte Modell la¨sst sich durch eine Minimalrealisierung erzeugen. Eine Minimal-
realisierung bedeutet, dass alle nicht-beobachtbaren und/oder nicht-steuerbaren Zusta¨nde
aus dem Modell entfernt werden.
Tabelle 8.1: Eigenwerte des Servozylinder-
modells
푅푒{휆} 퐼푚{휆} Frequenz
in s−1 in s−1 in Hz
-1000,0 0,0 159,2
-263,9 269,2 60,0
-263,9 -269,2 60,0
0,0 0,0 0,0
0,0 0,0 0,0
Tabelle 8.2: Eigenwerte des minimal reali-
sierten Servozylindermodells
푅푒{휆} 퐼푚{휆} Frequenz
in s−1 in s−1 in Hz
-1000,0 0,0 159,2
-263,9 269,2 60,0
-263,9 -269,2 60,0
0,0 0,0 0,0
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8.3.2 Modellreduktion der Aktorgruppen
Da die beiden Aktorgruppen spiegelsymmetrisch aufgebaut sind, wird im Folgenden nur
die rechte Aktorgruppe betrachtet. Reduktion der Aktorgruppen verla¨uft u¨ber einen zwei-
stuﬁgen Ansatz, beim dem sequentiell zwei unterschiedliche Ordnungsreduktionsverfahren
auf das Modell angewendet werden. Im Vorfeld wurden Kombinationen verschiedener Mo-
dellreduktionsverfahren (siehe A.1) getestet. U¨ber den gesamten Parameterraum wurde
mit dem folgenden Reduktionsansatz sehr gute Ergebnisse erzielt:
1. Balancierung des Modells und Abschneiden mit Hilfe der singula¨ren Pertubation auf
Ordnung 13
2. Modaltransformation und Abschneiden hoher Eigenwerte mit Hilfe der singula¨ren
Pertubation auf Ordnung 12
Das linearisierte Basismodell besitzt 9 Einga¨nge, 6 Ausga¨nge und 18 Zusta¨nde. Die
Aktorgruppen besitzen keine Parameter, die im Zuge einer Optimierung justiert werden
ko¨nnen. Die relevanten Gro¨ßen des Modells sind:
Eingangsgro¨ßen: 푢푎푔 = [퐹 퐹,푠표푙푙,Δ푞2,Δ푞˙2]
Ausgangsgro¨ßen: 푦
푎푔
= [퐹 퐹 , 푃˜ 푧푦푙]
Zusta¨nde: 푥푎푔 = [푥1푧푦푙, 푥2푧푦푙, 푥3푧푦푙, 푥ˆ퐿푒푛푘푒푟]
Die Ausga¨nge bilden neben der Federkraft 퐹 퐹 auch die 3 Leistungen der Servozylinder
푃˜ 푧푦푙. Dieser Leistungsvektor kann im Zuge einer linearen Ordnungsreduktion nicht weiter
zusammengefasst werden und muss bis zum AMS Aufbau mitgefu¨hrt werden.
Die folgenden Ergebnisse wurden mit identischen Einstellungen drei Servozylinder be-
rechnet. Im ersten Reduktionsschritt wird das Modell durch die Kombination des balan-
cierten Abschneidens mit der singula¨ren Pertubation in der Ordnung reduziert. In den
Tabellen 8.3 und 8.4 sind die Eigenwerte des urspru¨nglichen und des reduzierten Basis-
modells gegenu¨bergestellt. Das Systemverhalten ist stabil, die Eigenwertlagen bleiben bei
dieser Methode jedoch nicht erhalten. Das Reduktionsergebnis ist wegen des hohen Eigen-
wertes von 휆1 = −12330 s−1 noch nicht zufriedenstellend, da die Simulation dieses Modells
eine kleine Simulationsschrittweite erfordert, was zu einer langen Simulationszeit fu¨hrt.
Dieser Eigenwert ist um ca. Faktor 4,5 schneller als der na¨chst schnellste Eigenwert (siehe
Abb. 8.12).
Da der hohe Eigenwert im ersten Reduktionsschritt nicht entfernt wurde, ist davon
auszugehen, dass die Berechnungspfade u¨ber diesen Zustand einen wesentlichen Einﬂuss
auf das Ergebnis ausu¨ben. Der große Abstand zum na¨chst niedrigeren Eigenwert signalisiert
jedoch, dass das Einschwingverhalten bezogen auf die u¨brigen Zusta¨nde als
”
unendlich“
schnell angenommen und u¨ber den Endwert in der Durchgriﬀsmatrix beru¨cksichtigt werden
kann.
Das reduzierte Modell wird in dem zweiten Reduktionsschritt auf Modalform trans-
formiert. Alle Eigenwerte mit 푅푒{휆푖} < −5000 s−1 werden anschließend mittels singula¨rer
Pertubation entfernt. Hieraus resultiert ein Zustandsraummodell der Ordnung 12 (siehe
A.3).
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Tabelle 8.3: Eigenwerte der rechten
Aktorgruppe
푅푒{휆} 퐼푚{휆} Frequenz
in s−1 in s−1 in Hz− 14460,0 0,0 2301,0−2746,0 0,0 437,0−1253,0 2861,0 497,1−1253,0 −2861,0 497,1−1583,0 2107,0 419,4−1583,0 −2107,0 419,4−241,5 247,0 54,98−241,5 −247,0 54,98−242,3 244,3 54,76−242,3 −244,3 54,76−241,9 244,6 54,75−241,9 −244,6 54,75−44,56 0,0 7,092−44,24 0,0 7,041−44,19 0,0 7,033
0,0 0,0 0,0
0,0 0,0 0,0
0,0 0,0 0,0
Tabelle 8.4: Eigenwerte nach dem 1.
Reduktionsschritt
푅푒{휆} 퐼푚{휆} Frequenz
in s−1 in s−1 in Hz− 12330,0 0,0 1962,0−2760,0 0,0 439,3−1630,0 1945,0 403,9−1630,0 −1945,0 403,9−1494,0 0,0 237,8−206,6 224,0 48,50−206,6 −224,0 48,50−207,4 220,6 48,19−207,4 −220,6 48,19−174,9 125,9 34,30−174,9 −125,9 34,30−115,3 0,0 18,35−113,9 0,0 18,13
Abbildung 8.13 zeigt einen Vergleich zwischen dem Basismodell, dem reduzierten Ba-
sismodell und einem monolithischen nichtlinearen Modell. Fu¨r die Simulation wurde der
Aktorrahmen und die Federspitze starr an die Umgebung angebunden und derart ver-
spannt, dass eine fu¨r den Betrieb des Federungssystems typische Grundlast vorherrscht.
Angetragen sind die Federkra¨fte in 푧 bzw. in 푦-Richtung und die kumulierten Leistungen
der Hydraulikzylinder ∑3푖=1 ∣푃˜ 푧푦푙,푖∣ bei einem Sprung von 퐹퐹,푠표푙푙,푧 und einem Sprung von
퐹퐹,푠표푙푙,푦. Die Sprungantworten des Basismodells und des reduzierten Modells sind nahezu
deckungsgleich. Die Abweichungen der beiden Modelle zum monolithischen Modell, ist auf
die Linearisierung der Servozylinder zuru¨ckzufu¨hren.
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Abbildung 8.12: Eigenwerte in der komplexen Ebene nach dem 1. Reduktionsschritt
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Abbildung 8.13: Vergleich des reduzierten Modell mit dem Basismodell der Aktorgruppe und
einem monolithischen nichtlinearen Modell fu¨r einem Sprung in 푧 und 푦-Richtung
8.3.3 Modellreduktion des Aufbaus
Im Grunde ist die Modellreduktion des Aufbaumodells fu¨r die hierarchische Optimierung
nicht notwendig. Das Basismodell ist mit den reduzierten Modellen der Aktorgruppen
vollsta¨ndig ausgepra¨gt und kann fu¨r die Berechnung der Zielgro¨ßen eingesetzt werden.
Dennoch ist eine Reduktion sinnvoll, um anderen Prozessen im kognitiven Operator oder
den u¨berlagerten Systemen ein vereinfachtes Verhaltensmodell des Federungssystems zur
Verfu¨gung zu stellen, welches eine schnelle Simulation unter geringem Rechenaufwand
ermo¨glicht. Ein Planungsverfahren beispielsweise kann mit Hilfe eines solche Modells ver-
schiedenen Entscheidungsmo¨glichkeiten mit vertretbaren Rechenaufwand u¨berpru¨fen.
Das linearisierte Modell des Aufbaus besitzt 3 Einga¨nge, 12 Ausga¨nge, 58 Zusta¨nde und
6 Parameter. Die folgenden Gro¨ßen bilden die Schnittstelle des Modells:
Parameter: 푝
푎
= [푐푟푒푙, 푑푠푘푦]
Eingangsgro¨ßen: 푢푎 = [푥푎푛푟,푧, 푥푎푛푟,푦, 푥푎푛푟,휑]
Ausgangsgro¨ßen: 푦
푎
= [푥¨푎,푧, 푥¨푎,푦, 푥¨푎,휑, 푥푎,푧, 푥푎,푦, 푥푎,휑, 푃˜ 푟푒푐ℎ푡푠푧푦푙 , 푃˜ 푙푖푛푘푠푧푦푙 ]
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Die Gro¨ßen 푥푎푛푟,푧, 푥푎푛푟,푦, 푥푎푛푟,휑 bezeichnen die Sto¨ranregungen die u¨ber den Fahrwer-
krahmen u¨bertragen wird. Analog zu den Aktorgruppen wird das Modell in zwei Redukti-
onsschritten vereinfacht:
1. Balanciertes Abschneiden auf Ordnung 28
2. Modaltransformation und entfernen der Eigenwerte mit 푅푒{휆푖} < −500 s−1 mittels
singula¨rer Pertubation auf Ordnung 24
Die folgenden Ergebnisse wurden mit den Reglerparametern des Aufbaus:
푐푟푒푙,푧= −4000 Nm , 푐푟푒푙,푦= −4000 Nm , 푐푟푒푙,휑= −2000 N
und
푑푠푘푦,푧= 1000 Nsm , 푑푠푘푦,푦= 1000 Nsm , 푑푠푘푦,휑= 1000 Ns
erstellt. In den Tabellen 8.5 und 8.6 sind die Eigenwerte des Basismodells und der re-
duzierten Basismodells eingetragen. Im ersten Reduktionsschritt verbleiben insgesamt 4
Eigenwerte mit Realteilen 푅푒{휆푖} < −500 s−1 im Modell, die im 2. Schritt entfernt werden.
Wie in Abbildung 8.14 zu sehen, wird das Bewegungsverhalten vom hierarchischen Basis-
modell und dem reduzierten Modell des Aufbaus sehr gut wiedergegeben. Bei Anregungen
in 푧 und in 휑-Richtung werden vergleichbare Ergebnisse erzielt. Die Kurven fu¨r einen
Anregungssprung im Fahrwerk von 5 mm in 푦-Richtung sind nahezu deckungsgleich mit
den Kurven aus dem nichtlinearen monolithischen Modell. Der kumulierte Leistungsbe-
darf ∑3푖=1 ∣푃˜ 푟푒푐ℎ푡푠푧푦푙,푖 ∣ + ∑3푖=1 ∣푃˜ 푙푖푛푘푠푧푦푙,푖 ∣ wird im hierarchischen Modellierungsansatz etwas ho¨her
eingescha¨tzt, grundsa¨tzlich stimmen die Verla¨ufe aber ebenfalls u¨berein.
Tabelle 8.5: Eigenwerte des Aufbaumodells Dies ist ein
Phantomtext
푅푒{휆} 퐼푚{휆} Frequenz
in s−1 in s−1 in Hz− 2758,0 0,0 438,9−2739,0 0,0 435,9−1629,0 1944,0 403,7−1629,0 −1944,0 403,7−1645,0 1931,0 403,7−1645,0 −1931,0 403,7−1541,0 0,0 245,3−1493,0 0,0 237,6−500,5 0,0 79,66−497,5 0,0 79,18−497,2 0,0 79,13−458,5 0,0 72,97−208,6 220,5 48,31−208,6 −220,5 48,31−204,6 220,1 47,83−204,6 −220,1 47,83−206,0 217,6 47,69−206,0 −217,6 47,69−183,0 164,2 39,13−183,0 −164,2 39,13−170,2 135,9 34,66−170,2 −135,9 34,66−174,2 126,5 34,26−174,2 −126,5 34,26−188,5 0,0 30,00−188,5 0,0 30,00−188,5 0,0 30,00−185,2 0,0 29,48
푅푒{휆} 퐼푚{휆} Frequenz
in s−1 in s−1 in Hz− 118,6 0,0 18,88−116,5 0,0 18,54−115,3 0,0 18,35−100,0 0,0 15,92−100,0 0,0 15,92−100,0 0,0 15,92−100,0 0,0 15,92−100,0 0,0 15,92−100,0 0,0 15,92−22,07 0,0 3,513−3,434 17,50 2,838−3,434 −17,50 2,838−3,969 15,07 2,480−3,969 −15,07 2,480−10,40 0,0 1,655−0,7671 1,131 0,2175−0,7671 −1,131 0,2175−0,8955 0,8957 0,2016−0,8955 −0,8957 0,2016−0,8942 0,8872 0,2005−0,8942 −0,8872 0,2005
0,0 0,0 0,0
0,0 0,0 0,0
Tabelle 8.6: Eigenwerte
des reduzierten Modells
푅푒{휆} 퐼푚{휆} Frequenz
in s−1 in s−1 in Hz− 2868,0 0,0 456,5−1600,0 1915,0 397,2−1600,0 −1915,0 397,2−2044,0 0,0 325,3− 272,0 84,79 45,34−272,0 −84,79 45,34−268,0 0,0 42,65−158,7 178,1 37,97−158,7 −178,1 37,97−106,5 147,3 28,93−106,5 −147,3 28,93−131,7 34,24 21,66−131,7 −34,24 21,66−97,75 14,78 15,73−97,75 −14,78 15,73−90,20 20,86 14,73−90,20 −20,86 14,73−81,30 0,0 12,94−17,11 7,261 2,958−17,11 −7,261 2,958−3,431 17,51 2,840−3,431 −17,51 2,840−3,346 17,51 2,837−3,346 −17,51 2,837−0,8617 1,020 0,2125−0,8617 −1,020 0,2125−1,043 0,0 0,1660
0,0 0,0 0,0
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Abbildung 8.14: Vergleich des reduzierten Modell mit dem Basismodell des Aufbaus und
einem monolithischen nichtlinearen Modell fu¨r einem Sprung des Fahrwerks in 푦-Richtung
8.3.4 Diskussion der Ergebnisse
In den oben vorgestellten Ergebnisse wird eine vergleichsweise moderate Reduktion des
Modells durchgefu¨hrt. Es ko¨nnen durchaus noch niedrigere Ordnungen erreicht werden,
die eine a¨hnlich gute Abbildung des Systemverhaltens liefern. In den Vorarbeiten [Lo¨f08,
Hua08] wurde bspw. mit modalen Ansa¨tzen eine Reduktion der Aktorgruppe auf Ordnung
9 erreicht. Kru¨ger zeigt in [KST10], dass mit modernen Krylov-Unterraummethoden
(siehe z. B. [LS04]) sogar eine Reduktion auf Ordnung 6 bei guter Approximationsgu¨te
mo¨glich ist.
Die Verringerung der Modellordnung ist jedoch nur ein Aspekt. Mit niedrigen Ordnungen
kann versta¨rkt das Problem auftreten, dass bei Variation der Parameter unterschiedliche
Zusta¨nde der balancierten oder der modalen Darstellung entfernt werden. Bei kontinuier-
licher Verschiebung der Parameter treten dann sprungartigen A¨nderungen im Modellver-
halten auf, die eine Optimierung mit den in Kapitel 3 beschriebenen lokalen Methoden
erschweren. Ein weniger stark reduziertes Modell verha¨lt sich hier weniger problematisch,
da die Spru¨nge mit der Ordnung geringer werden. Ein kontinuierlicher Verlauf kann bspw.
mit parameterabha¨ngigen Reduktionsverfahren erzeugt werden, wie sie von Kru¨ger in
[KST10] vorgeschlagen werden.
Fu¨r eine nachfolgende Optimierung ist neben der Approximationsgu¨te die Simulations-
geschwindigkeit von gro¨ßter Bedeutung. Das Abschneiden hoher Eigenwerte hat hierauf
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Tabelle 8.7: Beschleunigung der Simulation der verschiedenen Modelle fu¨r das Euler-
Integrationsverfahren
Modell Ordnung max. Eigenwert max. Schrittweite Speedup
in s−1 in s
Aufbau: reduziert 24 −272,0 ± 84,8 푖 5,5 ⋅ 10−3 13,1
Aufbau: Basismodell 58 −2758,0 5,0 ⋅ 10−4 1,0
Aufbau: monolithisch 76 −14774,4 1,35 ⋅ 10−4 0,0172
Aktorgruppe: reduziert 12 −2760,0 5,0 ⋅ 10−4 22,2
Aktorgruppe: Basismodell 18 −14460,0 1,38 ⋅ 10−4 1,0
Aktorgruppe: monolithisch 21 −14440,3 1,38 ⋅ 10−4 0,940
Servozylinder: reduziert 4 −1000,0 2,0 ⋅ 10−3 1,15
Servozylinder: Basismodell 5 −1000,0 2,0 ⋅ 10−3 1,0
einen wesentlich gro¨ßeren Einﬂuss als die Verringerung der Ordnung. So kann das redu-
zierte Basismodell der Aktorgruppe aufgrund der Simulationsschrittweite um ca. Faktor
4-5 schneller ausgewertet werden als das linearisierte Basismodell.
Tabelle 8.7 zeigt den Geschwindigkeitszuwachs der Simulation fu¨r die verschiedenen Mo-
delle. Die monolithischen Modelle beschreiben das System auf allen Ebenen u¨ber nicht-
lineare Diﬀerentialgleichung, wa¨hrend die Basismodelle nur die nichtlinearen Eﬀekte der
jeweiligen Ebene abbilden. Die reduzierten Modelle werden prinzipbedingt u¨ber lineare
Zustandraumdarstellungen beschrieben.
Die maximale Schrittweite bezeichnet die Integrationsschrittweite, bei der das Modell
stabil simuliert werden kann. Sie ist stellvertretend fu¨r das Euler-Integrationsverfahren
angegeben. Der Beschleunigungsfaktor (Speedup-Faktor) wurde empirisch anhand von Si-
mulationen mit dieser Schrittweite ermittelt.
Die Simulationen wurden mit dem MKS-Simulations-Tool CAMeL-View 6.5 [Hah99,
iXt01b] auf einem PC mit einem Intel Core 2 Duo T8300 Prozessor (2,4 GHz) durchgefu¨hrt.
Auf diesem Rechner konnte das nichtlineare monolithische Modell des Aufbaus um Faktor
1,4 schneller als Echtzeit, das reduzierte Modell um Faktor 1070 schneller als Echtzeit
berechnet werden.
Insgesamt ko¨nnen drei Eﬀekte fu¨r diesen enormen Geschwindigkeitszuwachs verantwort-
lich gemacht werden:
 Linearisierung der Modellgleichungen
 Verringerte Anzahl an Rechenoperationen bei reduzierter Modellordnung
 Vergro¨ßerung der Simulationsschrittweite
Bei der Aktorgruppe ist der große Unterschied in der Geschwindigkeit des Basismodells und
des reduzierten Basismodells hauptsa¨chlich auf die Linearisierung der komplexen Gleichun-
gen der Lenkerkinematik zuru¨ckzufu¨hren. U¨ber die Simulationsschrittweite kann lediglich
ein Faktor von ca. 3,6 erkla¨rt werden. Bei den Aufbaumodellen wiederum resultiert der
Zuwachs im Wesentlichen aus der großen Simulationsschrittweite.
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8.4 Hierarchische Optimierung
Mit dem vorgestellten hierarchischen Bottom-Up-Modell des Federungspru¨fstands ist die
Grundlage geschaﬀen den hierarchischen Optimierungsansatz der MOBU-Methode zu un-
tersuchen. Bei dieser Mehrzieloptimierung soll die Menge der paretooptimalen Reglerpa-
rameter berechnet werden. Die Ziele der obersten Ebene sind der Komfort und der dafu¨r
notwendige Leistungsbedarf. Die Optimierungen der einzelnen Ebenen werden aus Gru¨nden
der Vereinfachung unter den folgenden Einschra¨nkungen durchgefu¨hrt:
 Pro Aggregat werden 2 Zielfunktionen betrachtet. Diese Ziele bewerten den rege-
lungstechnischen Nutzen des Systems sowie den hierfu¨r notwendigen energetischen
Aufwand.
 Bei der Optimierung wird pro Aggregat nur eine Anregungsform betrachtet, die das
jeweilige Aggregat in alle relevanten Richtungen auslenkt. Auf eine Variation der
Anregungsform wird hier verzichtet.
Die Berechnung der Paretomengen erfolgt auf allen Ebenen mit der Goal-Attainment-
Methode mit dem Bezugspunkt 푃 im Maximum (siehe Seite 37). Dies bedeutet, dass
zuna¨chst die individuellen Minima der zwei Zielfunktionen bestimmt werden. Mit diesen
Ergebnissen kann der Simplex Θ der NBI-Methode aufgespannt werden. Anschließend wird
der Gewichtungsvektor 푤 mit Hilfe des Simplex gleichma¨ßig verschoben und die Punkte
der Paretomenge berechnet.
Die einzelnen skalaren Optimierungsprobleme werden mit einem SQP-Verfahren gelo¨st4.
Die Algorithmische Diﬀerentiation wird im Vorwa¨rtsmodus fu¨r die Berechnung der Gradi-
enten eingesetzt.
8.4.1 Optimierung der Servozylinder
Das Optimierungsproblem der Servozylinder wird folgendermaßen deﬁniert:
 Umgebungsmodell: Ein Servozylinder ist als Kraftsteller mit dem Kraftausgang
퐹푧푦푙 modelliert. Fu¨r die Optimierung muss der Servozylinder um ein Umgebungsmo-
dell erga¨nzt werden, welches das rudimenta¨re Verhalten der u¨berlagerten Aktorgrup-
pe abbildet. Die Aktorgruppe verha¨lt sich aus der Sicht der Servozylinder wie eine
Masse – die Lenkerplatte – die u¨ber eine Feder – die GFK-Feder – abgestu¨tzt wird.
Dieser Modellierungsansatz ist in Abbildung 8.15 dargestellt. Die Masse 푚푢 wird in
etwa auf die Masse von Lenkerplatte und Kolben gesetzt, in die Federsteiﬁgkeit 푐푢
ﬂießen die Steiﬁgkeit der GFK-Feder und die Hebelverha¨ltnisse zu den Hydraulikzy-
lindern ein.
 Anregungsmodell: Das System wird u¨ber einen Sprung in der Soll-Zylinderla¨nge
푙푠표푙푙 von 10 mm angeregt.
 Bewertungsmodell: Aufgabe der Optimierung der Servozylinder ist die Berechnung
der Paretomenge zwischen der Regelgu¨te und dem Leistungsbedarf des Aktors. Die
4 Zum Einsatz kommt hier das SQP-Verfahren aus der NAG-Bibliothek (Routine: nag opt nlp
[Nag02]).
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Abbildung 8.15: Umgebungsmodell der Servozylinder
Bewertungsfunktionen der Servozylinder sind:
Regelgu¨te: 푓푧푦푙,1 = 1
푇
푇∫
푡=0 ∣푙푧푦푙 − 푙푠표푙푙∣ 푡 푑푡 (8.21)
Leistung: 푓푧푦푙,2 = 1
푇
푇∫
푡=0 ∣푃˜푧푦푙∣ 푑푡 (8.22)
Die Regelgu¨te wird u¨ber eine zeitgewichtete Betragsfehlerﬂa¨che bewertet. Der Ver-
gleich verschiedener Fehlerﬂa¨chen in [Lo¨f08] ergab fu¨r diese Funktion den besten
Kompromiss aus Schnelligkeit, Da¨mpfung und stationa¨rer Genauigkeit.
 Parameter: Die Reglerparameter 퐾푝 ∈ [50; 6000] 1m und 퐾푑 ∈ [0; 15] 푠m bilden die
Parameter des Optimierungsproblems.
Abbildung 8.16 zeigt die Optimierungsergebnisse der Servozylinder. Eine Zuordnung
der Bildpunkte (links) mit den Urbildpunkten (rechts) ist u¨ber die angetragene Gro¨ße 훼푧푦푙
mo¨glich. Der Reglerparameter 퐾푑 weist zwischen 훼푧푦푙 = 0,92 und 훼푧푦푙 = 0,94 einen Sprung
auf. Dieser hat fu¨r die Optimierung der Aktorgruppe im folgenden Abschnitt keine Be-
deutung, da in Paretomenge der Aktorgruppe Punkte bis maximal 훼푧푦푙 ≈ 0,7 vorkommen.
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Abbildung 8.16: Paretomenge der Servozylinder
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8.4.2 Optimierung der Aktorgruppen
 Umgebungsmodell: Fu¨r das Umgebungsmodell der Aktorgruppe wird eine sehr
große Aufbaumasse angenommen. Der Aktorrahmen wird daher starr an der Umge-
bung angebunden (siehe Abb. 8.17). Die Federspitze wird am ortsfesten Fahrwerks-
rahmen in 푧 und 푦-Richtung gelagert. Bewegungen in 푥-Richtung werden zugelassen,
so dass in dieser Richtung keine Kra¨fte aufgebaut werden. Die Aktorgruppe wird
u¨ber die beiden Lager derart verspannt, dass sich eine typische Grundbelastung der
GFK-Feder ergibt. Dieses Umgebungsmodell entha¨lt keine Zusta¨nde. Dies ist fu¨r den
rein gesteuerten Betrieb der Aktorgruppe bedeutend. Zusta¨nde, z. B. zur realistische-
ren Abbildung der Aufbaumasse, ko¨nnen eine Drift aufweisen, die eine Ru¨ckfu¨hrung
notwendig macht.
Abbildung 8.17: Umgebungsmodell der Aktorgruppe
 Anregungsmodell: Aufgabe der Aktorgruppe ist das Stellen einer Soll-Kraft 퐹 퐹,푠표푙푙.
Die Anregung der Soll-Kraft geschieht u¨ber ein Rauschsignal, welches u¨ber ein PT1-
Glied mit der Zeitkonstante 푇푎푛푟,푎푔 = 0,1 푠 geﬁltert wird.
 Bewertungsmodell: Die Bewertung der Aktorgruppen erfolgt u¨ber die beiden fol-
genden Funktionen:
Regelgu¨te: 푓푎푔,1 = 1
푇
푇∫
푡=0 ∥퐹 퐹 − 퐹 퐹,푠표푙푙∥22 푑푡 (8.23)
Leistung: 푓푎푔,2 = 1
푇
푇∫
푡=0
3∑
푖=1 ∣푃˜푧푦푙,푖∣ 푑푡 (8.24)
Die Regelgu¨te wird u¨ber eine quadratische Fehlerﬂa¨che bestimmt. Der Fehler zwi-
schen Soll- und Ist-Kraft ist in alle Richtungen gleichermaßen gewichtet.
 Parameter: Die Optimierung verla¨uft u¨ber die Einstellung der drei Servozylinder:
푝
푎푔
= [훼푧푦푙,1, 훼푧푦푙,2, 훼푧푦푙,3]T (8.25)
mit 훼푧푦푙,푖 ∈ [0; 1] , 푖 = 1, . . . ,3
Im Diagramm 8.18 ist links die Paretofront und rechts die Einstellungen der drei unterla-
gerten Servozylinder zu sehen. Bei den energiegu¨nstigen Paretopunkten im Bereich 훼푎푔 = 0
bis 0,26 werden die beiden a¨ußeren Servozylinder 1 und 2 mit minimaler Leistungsaufnah-
me betrieben. Diese beiden Zylinder besitzen hier ein niedriges Reaktionsvermo¨gen. Das
Stellen dynamischer Kra¨fte erfolgt im Wesentlichen u¨ber den innen liegenden Zylinder 3.
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Abbildung 8.18: Paretomenge der rechten Aktorgruppe
8.4.3 Optimierung des Aufbaus
 Bewertungsmodell: Die Zielgro¨ßen der Optimierung des Aufbaus stellen der Kom-
fort fu¨r die Insassen sowie die Leistungsaufnahme des Federungssystems dar. Der
Komfort wird u¨ber die frequenzgewichtete Aufbaubeschleunigung abgescha¨tzt:
푘¨푎,푖(푠) = 0,08754 푠
0,0006333 푠2 + 0,08754 푠 + 1 ⋅ 푥¨푎,푖(푠) mit 푖 ∈ {푥, 푦,휑} (8.26)
Diese Filterfunktion bildet die Wahrnehmung von Menschen auf die unterschiedlichen
Frequenzen ab (vgl. [VDI02]). Damit ergeben sich die Bewertungsfunktionen des
Aufbaus:
Komfort: 푓푎,1 = ⎛⎝ 1푇
푇∫
푡=0 ∥푘¨푎∥22 푑푡⎞⎠
1
2
(8.27)
Leistung: 푓푎,2 = 1
푇
푇∫
푡=0 [
3∑
푖=1 ∣푃˜ 푟푒푐ℎ푡푠푧푦푙,푖 ∣ + 3∑푖=1 ∣푃˜ 푙푖푛푘푠푧푦푙,푖 ∣] 푑푡 (8.28)
 Parameter: Die Optimierungsparameter werden von den Parametern des Aufbau-
reglers und den Einstellungen der Aktorgruppen gebildet:
푝
푎
= [푐푟푒푙,푧, 푐푟푒푙,푦, 푐푟푒푙,휑, 푑푠푘푦,푧, 푑푠푘푦,푦, 푑푠푘푦,휑, 훼푎푔]T (8.29)
mit
푐푟푒푙,푖 ∈ [−50000; 0] Nm , 푑푠푘푦,푖 ∈ [0; 5000] Nm mit 푖 ∈ {푥, 푦}
푐푟푒푙,휑 ∈ [−50000; 0] Nrad , 푑푠푘푦,휑 ∈ [0; 5000] Nsrad
Wegen der Symmetrie erhalten die Aktorgruppen identische Vorgaben:
훼푎푔 = 훼푙푖푛푘푠푎푔 = 훼푟푒푐ℎ푡푠푎푔 .
 Anregungsmodell: Die Anregung des Fahrwerks in 푧, 푦 und 휑-Richtung erfolgt
u¨ber je ein bandbegrenztes geﬁltertes Rauschsignal. Die Filterung geschieht u¨ber ein
PT1-Glied.
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Abbildung 8.19: Paretomenge des Aufbaus
Die Paretomenge der Aufbauebene ist in 8.19 angetragen. Die guten Komfortwerte wer-
den bei hohen Werten fu¨r 훼푎 erreicht. Der Paretopunkt bei 훼푎 = 1,0 wurde entfernt, da er
von dem Punkt bei 훼푎 = 0,95 dominiert wird. Wie im Abschnitt 3.5.1 beschrieben, werden
zuna¨chst die individuellen Minima der einzelnen Zielfunktionen bestimmt. Das hierfu¨r ein-
gesetzte Verfahren der unbeschra¨nkten Optimierung erreicht nicht die no¨tige Genauigkeit.
Es kann jedoch davon ausgegangen werden, dass der Punkt mit 훼푎 = 0,95 das Minimum
der Zielgro¨ße 푓푎푔,1 darstellt.
Bei guten Komfortwerten zeigt sich, dass die Federsteiﬁgkeiten 푐푟푒푙,푧 und 푐푟푒푙,푦 sowie alle
Da¨mpfungsraten 푐푠푘푦 an die Grenzen des zula¨ssigen Parameterraums stoßen. Eine weitere
Verbesserung des Komforts ist aufgrund dieser Grenzen nicht mo¨glich.
Die Aktorgruppen werden nur in den drei Bereichen 훼푎푔 = 0, um 훼푎푔 ≈ 0,65 und bei
훼푎푔 = 1 betrieben. Der Wechsel zwischen diesen Bereichen verla¨uft nahezu sprungartig. Bei
훼푎 = 0,5 wirkt sich dies stark auf die Federsteiﬁgkeiten und die Sky-Hook-Da¨mpfung aus.
Die Parameter vera¨ndern sich hier ebenfalls sprungartig, um den Verlauf der Aktorgrup-
peneinstellung auszugleichen.
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Einﬂuss der Aktorgruppeneinstellung
Der Einﬂuss der Aktorgruppeneinstellung 훼푎푔 auf die Paretofront des Aufbaus wurde mit
Hilfe einer Parameterstudie na¨her untersucht. Es kann gezeigt werden, dass der Einﬂuss
im Bereich niedrigen Leistungsbedarfs vergleichsweise gering ist. Abbildung 8.20 zeigt
Paretofronten, die mit festen Werten fu¨r 훼푎푔 bestimmt wurden. Die A¨nderung in den
Versta¨rkungen der Servozylinder kann in weiten Bereichen durch eine Anpassung des Auf-
baureglers ausgeglichen werden. Der Wert von 훼푎푔 bestimmt im Wesentlichen die Gu¨te
des erreichbaren Komforts. So ko¨nnen mit niedrigen Einstellungen die besten Komfortwer-
te der Paretofront in 8.19 nicht erreicht werden. Dies ist u. a. auf die Begrenzungen der
Aufbauparameter zuru¨ckzufu¨hren, die bei niedrigen 훼푎푔 schneller erreicht werden. Die Pa-
retofronten unterscheiden sich im Bereich niedrigen Leistungsbedarfs nur geringfu¨gig. Dies
bedeutet, dass mit der Einstellung 훼푎푔 = 1 durchgehend gute Ergebnisse erzielt werden;
eine Anpassung der Aktorgruppen ist bei diesem System nicht erforderlich.
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Abbildung 8.20: Paretofronten mit festen 훼푎푔
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9 Selbstoptimierung gesto¨rter
mechatronischer Systeme
Eine Problematik bei der Nutzung der berechneten, paretooptimalen Systemeinstellun-
gen ergibt sich aus dem Unterschied zwischen dem simulierten Systemverhalten und dem
Verhalten des realen Systems. Wa¨hrend des Betriebs ist das System vielfa¨ltigen Sto¨rungen
ausgesetzt, die vorab nicht oder nicht exakt bekannt sind und die nicht selten einen stocha-
stischen Charakter aufweisen. Die Sto¨rungen auf das System stellen also einen Unsicher-
heitsfaktor fu¨r die Auslegung dar. Bei einer modellbasierten Optimierung muss der Ent-
wickler notgedrungen vereinfachende Annahmen u¨ber die auftretenden Sto¨rungen machen.
Oft kommen synthetische Signale wie Sprunganregungen oder stochastische Anregungen
wie bandbegrenztes Rauschen zum Einsatz.
In Abbildung 9.1 ist ein Vergleich zwischen einem virtuellen System (Modell) und dem
realen System am Beispiel eines aktiv gefederten Viertelfahrzeugs dargestellt. Das reale
System wird hier in Gedanken als eine mathematische Funktion angenommen. Aus Sicht
eines Optimierungsverfahrens sind die Anregungen, wie auch das gesamte reale oder vir-
tuelle System, Teil der zu minimierenden Zielfunktionen. Die Zielfunktionswerte werden
in einem Bewertungsblock aus den Ausga¨ngen des Systems ermittelt. Wa¨hrend der Regler
und die Bewertungsfunktionen identisch sind, weichen wegen Modellungenauigkeiten das
Streckenverhalten und auch die Anregung voneinander ab. Allein schon wegen der Unter-
schiede zwischen dem synthetischen Anregungssignal und der realen Anregung, stimmen
die Zielfunktionen 푓(푝) des virtuellen Systems mit den Zielfunktionen Φ푖푠푡(푝) des realen
Systems nicht u¨berein.
Aufgrund der Diskrepanz zwischen Realita¨t und Simulation ergeben sich Abweichungen
zwischen den gewu¨nschten, den berechneten und den real erreichbaren Zielgro¨ßen, die eine
Korrektur des gewa¨hlten Paretopunktes erforderlich machen. Fu¨r diese Korrektur muss die
yr
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Abbildung 9.1: Zielfunktionen des realen Systems und des virtuellen Systems weichen im
Allgemeinen voneinander ab.
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Abbildung 9.2: Aufteilung des Selbstoptimierungsprozesses in einen regelnden und einen steu-
ernden Teil.
Zielerfu¨llung Φ푖푠푡(푝푘) mit der aktuellen Systemkonﬁguration 푝푘 des Systems herangezogen
werden. Die Zielerfu¨llung wird, wie in Abbildung 9.1 rechts dargestellt, durch Anwendung
von Bewertungsfunktionen auf die Messgro¨ßen des Systems im laufenden Betrieb berechnet.
Durch einen Vergleich zwischen den vorgegebenen gewu¨nschten Zielen Φ푠표푙푙 und der real
erreichten Zielerfu¨llung Φ푖푠푡(푝푘) la¨sst sich eine neue Systemkonﬁguration 푝푘+1 ermitteln,
welche die Diﬀerenz zwischen gewu¨nschten Zielen und realer Zielerfu¨llung verringert.
Prinzipiell handelt es sich bei dieser Aufgabe um ein Regelungsproblem. Anstelle eines
gemessenen oder beobachteten Systemausgangs 푦 wird die Regelgro¨ße jedoch durch die
aktuelle Zielerfu¨llung des Systems Φ푖푠푡 gebildet. Die Zielregelung arbeitet somit auf einer
hohen Abstraktionsstufe. Sie setzt selbst keine Funktion um, sondern regelt vielmehr die
Qualita¨t bzw. Gu¨te einer Funktionalita¨t.
Analog zu einem klassischen Regelungskreis kann eine solche Zielregelung in die zwei
Bestandteile Regelung und Steuerung unterteilt werden. Abbildung 9.2 zeigt diese Unter-
teilung des Selbstoptimierungsprozesses in einen steuernden Teil, der Ziel-Planung, und
einen regelnden Teil, der Ziel-Regelung.
Die Ziel-Planung dient der Generierung von Referenzzielen Φ푠표푙푙. Diese Referenzziele
beschreiben den gewu¨nschten Verlauf der Zielerfu¨llung fu¨r einen gewissen Zeithorizont
in die Zukunft. Bei einer solchen vorausschauenden Planung ko¨nnen Informationen u¨ber
bekannte zuku¨nftige Ereignisse beru¨cksichtigt werden. Ebenso ko¨nnen externe Ziele von
benachbarten oder u¨bergeordneten Systemen in die Berechnung der Referenzziele einge-
bunden werden. Die Ziel-Planung wird in dieser Arbeit nicht weiter betrachtet. Beispiele
fu¨r Planungssysteme und -aufgaben im Kontext selbstoptimierender Systeme ﬁnden sich
u. a. in [MAK+08, Klo¨09, AEH+11].
Die Aufgabe der Ziel-Regelung ist das Einregeln der Referenzziele im realen System
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sowie die schnelle Korrektur von bestehenden Zielabweichungen. Ein exaktes Einstellen
der gewu¨nschten Ziele ist aufgrund der unterschiedlichen Zielfunktionen von Modell und
Realita¨t meist nicht mo¨glich, jedoch kann die Abweichung deutlich verringert werden.
Eine Anpassung der Zielerfu¨llung des Systems kann zum einen u¨ber eine Verschiebung
der aktuellen Parameter entlang einer festen Paretomenge, zum anderen durch Auswahl
einer neuen, besser auf die aktuelle Situation angepassten Paretomenge erfolgen. Wie ein
klassischer Regler reagiert die Ziel-Regelung auf Abweichungen der Zielerfu¨llungen.
Wa¨hrend bei der Ziel-Planung bekannte zuku¨nftige Ereignisse in die Planung einﬂießen,
arbeitet die Ziel-Regelung auf Basis von Informationen aus der direkten Vergangenheit.
9.1 Paretomengen gesto¨rter Systeme
Eine gezielte Anpassung des eingestellten Paretopunktes auf ein gea¨ndertes Anregungs-
verhalten erfordert Kenntnisse daru¨ber, wie sich die unterschiedlichen Sto¨ranregungen auf
die Paretomengen des mechatronischen Systems auswirken. Dieses Wissen liefert wertvolle
Hinweise u¨ber die Art und Weise wie eine Zielanpassung im Rahmen eines selbstoptimie-
renden Reglers durchgefu¨hrt werden kann.
Im Folgenden werden die Vera¨nderungen der Paretomengen im Bild- und Urbildraum
bei unterschiedlichen Sto¨ranregungen betrachtet. Die Untersuchungen zielen darauf ab,
Gesetzma¨ßigkeiten zu ﬁnden, in wie weit sich die Paretomengen durch eine Variati-
on der Sto¨ranregung vera¨ndern. Der Einfachheit halber werden nur Systeme mit einem
Sto¨reingang betrachtet, da es bei den Gesetzma¨ßigkeiten weniger um eine mathematische
pra¨zise Formulierung als vielmehr um tendenzielle Aussagen u¨ber die Vera¨nderungen geht.
9.1.1 LZI-Systeme mit einem Sto¨reingang
Abbildung 9.3 zeigt das Optimierungsmodell eines linearen Systems mit einer Sto¨ranregung
푤 und den 푛 Zielgro¨ßen 푓 = [푓1,⋯, 푓푛]T. Das Schwingungsverhalten der einzelnen Teilsy-
steme ist u¨ber lineare U¨bertragungsfunktionen beschrieben.
y1
u
v1
wAnregung
GS1(p, s) GB1(s)
kaGA(T a, s)
vnynAnregungsfilter
f1(v1)
GSn(p, s) GBn(s)
geregelte Strecke Bewertungsfilter Bewertungsfunktion
fn(vn)
...
...
...
Abbildung 9.3: Optimierungsmodell mit einer Sto¨ranregung und zwei Zielgro¨ßen.
Bei der Variation des Anregungssignals ko¨nnen die Amplitude und Frequenzcharak-
teristik des Signals unabha¨ngig voneinander betrachtet werden. Die Amplitude der An-
regung wird im Anregungsﬁlter u¨ber die Versta¨rkung 푘푎, der Frequenzbereich u¨ber
Zeitkonstanten 푇 푎 angegeben. Die Funktionen 퐺푆1(푝, 푠) bis 퐺푆푛(푝, 푠) beschreiben das
U¨bertragungsverhalten des geregelten Systems und ha¨ngen von den Optimierungspara-
metern 푝 ab.
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Das lineare U¨bertragungsverhalten von der Anregung 푤 bis zu den Ausga¨ngen 푣푖 ergibt
sich zu:
푣푖
푤
= 퐺푖(푠) = 푘푎 ⋅퐺퐴(푇 푎, 푠) ⋅퐺푆푖(푝, 푠) ⋅퐺퐵푖(푠) (9.1)
Variation der Amplitude
Die Ausga¨nge 푣푖 der U¨bertragungsfunktionen (9.1) verhalten sich proportional zu 푘푎 , d. h.
es gilt:
푣푖 = 푘푎 ⋅ 푣¯푖 (9.2)
mit den auf 푘푎 = 1 normierten Ausga¨ngen 푣¯푖.
Die Berechnung der Zielgro¨ßen erfolgt u¨ber die nichtlinearen Bewertungsfunktionen 푓푖.
Wie sich eine A¨nderung von 푘푎 auf diese Bewertungsfunktionen auswirkt, ha¨ngt von der
Beschaﬀenheit der jeweiligen Funktion ab. Geht man von einer allgemeinen Fehlerﬂa¨che
(4.4) aus, so la¨sst sich die Zielgro¨ßena¨nderung folgendermaßen beschreiben:
푓푖 = 1
푇
푇∫
0
∣푘푎 ⋅ 푣¯푖∣푛 푡푚 푑푡 = ∣푘푎∣푛
푇
푇∫
0
∣푣¯푖∣푛 푡푚 푑푡 = ∣푘푎∣푛 ⋅ 푓¯푖 (9.3)
Der Term ∣푘푎∣푛 la¨sst sich als zeitunabha¨ngiger Faktor vor das Integral ziehen. Die Funk-
tion 푓푖 verha¨lt sich somit ordnungserhaltend bezu¨glich der Anregungsversta¨rkung, d. h. die
”
Gro¨ßer-Kleiner“-Beziehung zwischen den Zielgro¨ßen zweier Parametersa¨tze a¨ndert sich
aufgrund der Versta¨rkung nicht. Betrachten wir hierfu¨r die normierte Zielfunktion 푓¯푖 mit
beiden Parametersa¨tzen 푝
1
und 푝
2
, so nimmt der Faktor ∣푘푎∣푛 keinerlei Einﬂuss auf die
Beziehung: ∣푘푎∣푛 ⋅ 푓¯푖(푝1) < ∣푘푎∣푛 ⋅ 푓¯푖(푝2) (9.4)
Da die Deﬁnition des Paretooptimums (vgl. Kapitel 3.3.1) auf genau diesen Ordnungs-
prinzipien aufsetzt, besitzt 푘푎 keinen Einﬂuss auf die Lage der Paretopunkte im Ur-
bildraum. Die Vera¨nderung der Amplitude des Anregungssignals hat also bei Zielfunk-
tionen, die sich ordnungserhaltend bzgl. der Amplitude des betrachteten Systemausgangs
verhalten, keinerlei Auswirkung auf die Lage der optimalen Parameter. Die Paretomenge
des Systems ist robust gegenu¨ber A¨nderungen der Anregungsamplitude.
Neben den hier betrachteten Fehlerﬂa¨chen existieren weitere ordnungserhaltende Bewer-
tungsfunktionen, wie z. B. das Maximalwertkriterium (4.5). Die Triggerfunktion (4.6) oder
das Schwellwertkriterium (4.7) fallen jedoch nicht hierunter, da sie u¨ber feste Schwellwerte
deﬁniert werden, die nicht mit der Anregungsamplitude skalieren.
Viele Optimierungsprobleme deﬁnieren harte Grenzen in Form von Nebenbedingungen,
die es einzuhalten gilt. Grenzen, die nicht im gleichen Maße wie die Nebenbedingung mit
der Anregungsamplitude skalieren, fu¨hren, sofern sie aktiv sind, zu einer Verzerrung der Pa-
retomenge. Begrenzungen der Parameter sind hiervon bspw. nicht betroﬀen. Diese werden
bereits im Urbildraum deﬁniert und ha¨ngen daher nicht von den Anregungsverha¨ltnissen
ab. A¨hnliches gilt fu¨r Nebenbedingungen die unabha¨ngig vom Anregungssignal berechnet
werden ko¨nnen, wie z. B. Nebenbedingungen auf der Basis von Eigenwerten.
Variation im Frequenzbereich
Die Auswirkung einer Vera¨nderung der Anregung im Frequenzbereich auf die Lage der
Paretopunkte ist von dem jeweiligen System abha¨ngig. In den U¨bertragungsfunktionen
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(9.1) greifen die Zeitkonstanten 푇 푎 in das Schwingungsverhalten des Gesamtsystems ein.
Die Auswirkungen ko¨nnen je nach U¨bertragungsfunktionen sehr unterschiedlich ausfallen.
Eine Vera¨nderung von 푇 푎 fu¨hrt daher in den meisten Fa¨llen zu einer anderen Paretomen-
ge. Aussagen u¨ber die Auswirkungen bei Frequenza¨nderungen ko¨nnen nur zu konkreten
Anwendungen gemacht werden.
9.1.2 Anwendungsbeispiel: Viertelfahrzeug
Die Vera¨nderungen von Paretomengen bei variierenden Anregungsspektren werden anhand
eines einfachen Beispiels untersucht. Daru¨ber hinaus ko¨nnen an diesem Beispiel auch die
Aussagen fu¨r variierende Anregungsamplituden veriﬁziert werden.
Um die vera¨nderten Lagen der Paretopunkte im Bild- und Urbildraum zu bestimmen,
muss eine Berechnung der Paretomenge wiederholt fu¨r jede Anregungsvariante erfolgen.
Anhand der Zielgro¨ßen la¨sst sich der Einﬂuss der Anregungen auf das optimale Systemver-
halten ablesen. Die Betrachtung des Urbildraums ermo¨glicht eine Aussage daru¨ber, welche
Bandbreite an unterschiedlichen Parametersa¨tzen sich durch die vera¨nderlichen Sto¨rungen
ergeben.
Als Anwendungsbeispiel dient ein einfaches Viertelfahrzeugmodell eines aktiv gefeder-
ten Fahrwerks (siehe auch [MT06]). Das Federungssystem dient der aktiven Beeinﬂussung
der Aufbaudynamik. Das vornehmliche Ziel besteht in der Verbesserung des Komforts fu¨r
die Insassen. In Abbildung 9.4 ist auf der linken Seite der prinzipielle Aufbau des akti-
ven Federungssystems fu¨r ein einzelnes Federbein zu sehen. Das System besteht aus der
Aufbaumasse und der Radmasse, die u¨ber einen Querlenker miteinander verbunden sind.
Zwischen Querlenker und Aufbaumasse beﬁndet sich das Federbein, bestehend aus einem
passiven Feder-Da¨mpfer-Paar, sowie einem Hydraulikzylinder. Der Hydraulikzylinder kann
u¨ber eine Fußpunktverstellung der Feder Kra¨fte zwischen Aufbau und Rad stellen. Hierzu
wird er u¨ber ein Servoventil angesteuert.
Modell: Auf der rechten Seite der Abbildung 9.4 ist das lineare Ersatzmodell des Vier-
telfahrzeugs dargestellt. Die Parameter des Modells wurden folgendermaßen gewa¨hlt:
푚퐵 = 430 Kg, 푐퐵 = 20000 Nm , 푑퐵 = 2000 Nsm , 푚푊 = 30 Kg, 푐푊 = 200000 Nm
Regelungs-
Speicher
ventil
Aufbau
Pumpe
Tank
ErsatzmodellAktivesFahrwerk
zA
mA
mR zR
z0
zZyl
cB
dB
cW
Abbildung 9.4: Ersatzmodell eines aktiv gefederten Viertelfahrzeugs
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Die Bewegungsgleichung des mechanischen Teilsystems ergibt sich zu:⎡⎢⎢⎢⎢⎢⎢⎢⎣
푧˙퐵
푧¨퐵
푧˙푊
푧¨푊
⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0−46,5 −4,65 46,5 4,65
0 0 0 1
667 66,7 −7333 −66,7
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
푧퐵
푧˙퐵
푧푊
푧˙푊
⎤⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0
0 46,5
0 0
6670 −667
⎤⎥⎥⎥⎥⎥⎥⎥⎦
[ 푧0
푧푧푦푙
] (9.5)
Die Dynamik des Hydraulikzylinders ist vereinfacht u¨ber das PT2-Glied:
푧푧푦푙 = 푢푧푦푙
푇푧푦푙
2 푠2 + 2푑푧푦푙 푇푧푦푙 푠 + 1 (9.6)
mit 푇푧푦푙 = 0,01 s und 푑푧푦푙 = 0,7 abgebildet.
Regler: Die Stellgro¨ße 푢푧푦푙 setzt sich aus zwei Bestandteilen zusammen. Zum einen wird
u¨ber aktive Bewegungen des Hydraulikzylinders dem Federbein eine andere Federsteiﬁgkeit
aufgepra¨gt. Zum anderen wird eine Beda¨mpfung der Absolutbewegung des Aufbaus u¨ber
eine Sky-Hook-Da¨mpfung erreicht. Das resultierende Regelungsgesetz ergibt sich zu:
푢푧푦푙 = 푐푟푒푙
푐퐵
(푧퐵 − 푧푊 ) + 푑푠푘푦
푐퐵
푧˙퐵 (9.7)
Die beiden Gro¨ßen 푐푟푒푙 und 푑푠푘푦 bilden die Entwurfsparameter der Anwendung.
Zielkriterien: Als Ziele des Systems werden die Verbesserung des Komforts fu¨r die Insas-
sen und der hierfu¨r notwendige Leistungsbedarf der Aktorik beru¨cksichtigt. Dementspre-
chend ergeben sich zwei Zielkriterien:
푓푘표푚푓표푟푡 = ⎛⎝ 1푇
푇∫
0
퐺푘(푧¨퐵)2 푑푡⎞⎠
1
2
(9.8)
푓푙푒푖푠푡푢푛푔 = 1
푇
푇∫
0
∣푧˙푧푦푙∣푑푡 (9.9)
Die Zielgro¨ße 푓푘표푚푓표푟푡 bewertet die Aufbaubeschleunigung des Fahrzeugs und stellt ein
Maß fu¨r den Komfort der Insassen dar. Der lineare Filter 퐺푘(푥¨퐵) bildet die gemessene Auf-
baubeschleunigung auf das subjektive Empﬁnden der Insassen ab. Durch die Quadratwur-
zel in (9.8) wird erreicht, dass die beiden Zielfunktionen linear mit der Anregungsamplitude
skalieren.
Anregung: Die vertikale Anregung des Rades 푧0 durch die Straße wird u¨ber ein sto-
chastisches Signal abgebildet. Als Ausgangssignal wird weißes Rauschen verwendet. Das
PT1-Glied (9.10) dient als Tiefpassﬁlter zur Reduktion der hohen Frequenzanteile.
퐺퐴(푠) = 푧ˆ0√2푇푧0
푇푧0 푠 + 1 (9.10)
Die Charakteristik dieses Anregungssignals la¨sst sich u¨ber die beiden Parameter 푧ˆ0 und 푇푧0
vera¨ndern. U¨ber 푧ˆ0 wird die Standardabweichung des Signals angeben; mit der Zeitkon-
stante 푇푧0 = 12휋 푓푧0 kann die Eckfrequenz 푓푧0 des Tiefpassﬁlters eingestellt werden. Mit diesen
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Abbildung 9.5: Paretomenge im Bild- und Urbildraum eines aktiven Federungssystem bei
unterschiedlichen Anregungsamplituden
Parametern la¨sst sich die Amplitude und die Frequenzcharakteristik des Anregungssignals
variieren.
Das Modell beﬁndet sich zu Beginn der Simulationen in einer stationa¨ren Ruhelage. Ein-
schwingeﬀekte werden hierdurch vermieden. Dies ist insofern wichtig, da das Einschwingen
des Systems als eine Art von Sto¨rung angesehen werden kann. Das Einschwingen ha¨ngt
nicht von 푧ˆ0 oder 푓푧0 ab. Besonders bei niedrigen Anregungen gewinnen Einschwingeﬀekte
gegenu¨ber der Straßenanregung an Gewicht und fu¨hren zu einer verzerrten Paretofront.
Variation der Amplitude: Abbildung 9.5 zeigt die Optimierungsergebnisse im Bildraum
(rechts) und Urbildraum (links) fu¨r die Eckfrequenz 푓푧0 = 0.5 Hz und die Standardabwei-
chungen 푧ˆ0 = 0,5 mm, 1,0 mm und 2,0 mm.
Die unterschiedlichen Anregungsamplituden fu¨hren wie erwartet zu deckungsgleichen Ur-
bildmengen. Die Paretofronten sind zueinander a¨hnlich. Um dies zu verdeutlichen, wurde
beispielhaft ein Punkt der Urbildmenge und die zugeho¨rigen Zielgro¨ßen mit einem Ka¨stchen
markiert. Diese drei Punkte lassen sich durch eine Gerade verbinden, die durch den Ur-
sprung des Bildraumes geht. Die Absta¨nde der Punkte zum Ursprung skalieren linear mit
푧ˆ0.
Variation der Frequenzcharakteristik: Abbildung 9.6 zeigt die Paretomengen fu¨r unter-
schiedliche Eckfrequenzen. Die Standardabweichung des Anregungssignals betra¨gt fu¨r alle
Optimierungen 푧ˆ0 = 1,0 mm. Die Energie im Anregungssignal steigt zu den ho¨heren Fre-
quenzen hin an. Dies resultiert in einem ho¨heren Leistungsbedarf und in einem schlechteren
Komfort.
Die Formen der Paretofronten weisen eine vergleichbare Form auf; sie sind jedoch nicht
vollkommen a¨hnlich zueinander. Dennoch ergeben sich gewisse Skalierungseigenschaften.
Die Punkte mit minimalem 푓푘표푚푓표푟푡 oder minimalem 푓푙푒푖푠푡푢푛푔 liegen in etwa auf einer Gera-
den, die jeweils durch den Ursprung geht. Die Paretofronten besitzen somit das gleiche ma-
ximale und minimale Zielgro¨ßenverha¨ltnis 푓푘표푚푓표푟푡/푓푙푒푖푠푡푢푛푔. U¨ber das Zielgro¨ßenverha¨ltnis
ko¨nnen Punkte der verschiedenen Paretomengen einander zugeordnet werden. Beispielhaft
wurden die Punkte eines bestimmten Zielgro¨ßenverha¨ltnisses mit einer Raute markiert.
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Abbildung 9.6: Paretomenge im Bild- und Urbildraum des aktiven Federungssystem bei
Anregungen mit unterschiedlicher Frequenzcharakteristik
9.1.3 Robustheit von Paretomengen
Die Robustheit von Paretomengen gegenu¨ber vera¨nderlichen Sto¨rungen ist fu¨r den Betrieb
des selbstoptimierenden Systems von besonderem Interesse. Im Betrieb des Systems wird
im Selbstoptimierungsprozess eine Entscheidung fu¨r einen bestimmten Paretopunkt ge-
troﬀen. Da die tatsa¨chlich auf das System einwirkenden Sto¨rungen vorab nicht vollsta¨ndig
bekannt sind, ist es wichtig, dass der Paretopunkt auch unter anderen als den angenomme-
nen Sto¨rungen ein gutes Systemverhalten erreicht. Ein solcher Punkt verha¨lt sich robust
gegenu¨ber A¨nderungen der Anregungssituation.
Unter robusten Paretopunkten werden hier Punkte des Parameterraums ver-
standen, die bei Variation der Systemanregung weiterhin nahezu optimale Ziel-
gro¨ßenwerte liefern, d. h. die Zielgro¨ßen liegen in der Na¨he der tatsa¨chlichen Pa-
retofront der jeweiligen Anregung. Der Abstand zwischen den Zielgro¨ßenwerten
und der tatsa¨chlichen Paretofront liefert ein Maß fu¨r die Robustheit der be-
trachteten Paretopunkte.
Ein selbstoptimierendes System kann auf Basis robuster Paretomengen auch bei ab-
weichenden Anregungssituationen na¨herungsweise optimal betrieben werden. Ein Wechsel
zwischen verschiedenen Paretomengen zur Beru¨cksichtigung unterschiedlicher Anregungs-
situationen kann hier entfallen.
Die Untersuchung der Robustheit von Paretomengen verla¨uft in zwei Schritten (siehe
Abb. 9.7). Im ersten Schritt werden die tatsa¨chlichen Paretomengen fu¨r verschiedene Anre-
gungssituationen bestimmt. Aus den resultierenden Urbildmengen wird eine Referenzmen-
ge gewa¨hlt. Im zweiten Berechnungsschritt werden Bildmengen fu¨r diese Referenzmenge
durch Simulationen des Modells berechnet. Dabei wird die gleiche Menge an Anregungssi-
tuationen wie im Schritt eins verwendet. Die Robustheit der Referenz-Paretomenge la¨sst
sich durch Vergleich dieser Bildmengen mit den tatsa¨chlichen Paretofronten bestimmen.
Im Diagramm 9.8 ist die Robustheit des Viertelfahrzeugmodells aus 9.1.2 bei verschie-
denen Einstellungen des Anregungsﬁlters dargestellt. Als Referenz wurde hier die Pare-
tomenge bei 푓푧0 = 1,0 Hz gewa¨hlt. Die Symbole zeigen die Zielgro¨ßenwerte, die sich bei
einer Simulation mit abweichenden Eckfrequenzen ergeben. Die grauen Kurven stellen im
146
9.1 Paretomengen gesto¨rter Systeme
Referenz-
Urbildmenge
p1
p2
Optimierung
Auswahl einer
Urbildmenge
Simulation
Urbildmengenp1
p2
f1
f2
tatsächliche
Paretofronten
Vergleich der
Bildmengen
f1
f2
Bildmengen
Variation der
Anregungen
Abbildung 9.7: Vorgehensweise bei der Bestimmung der Robustheit einer Paretomenge ge-
genu¨ber vera¨nderlichen Anregungen.
Vergleich die Paretofronten der jeweiligen Anregung dar. Die Abweichungen zwischen Pa-
retofronten und den Zielgro¨ßenwerten der Referenzparameter sind sehr gering; die Pare-
tomengen verhalten sich demnach a¨ußerst robust gegenu¨ber Variationen der Anregung.
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Abbildung 9.8: Vergleich der Zielgro¨ßen der Referenzparetomenge fu¨r 푓푧0 = 1,0 Hz bei unter-
schiedlichen Anregungsﬁltern mit den tatsa¨chlichen Paretofronten
9.1.4 Skalierung von Paretofronten
Die in den vorangegangenen Abschnitten beobachtete A¨hnlichkeit der Paretofronten
ero¨ﬀnet bei solchen Systemen die Mo¨glichkeit, die Paretofronten fu¨r andere Anregungen
abzuscha¨tzen. Dies ist insofern bedeutend, da zum einen Berechnungen lediglich fu¨r ein-
zelne Anregungsarten durchgefu¨hrt werden mu¨ssen. Zum anderen lassen sich aus solchen
Gesetzma¨ßigkeiten Regeln fu¨r eine Zielanpassung entwickeln. Diese Abscha¨tzung ist beson-
ders fu¨r Variationen der Anregungsamplitude, aber mit gewissen Einschra¨nkungen auch
fu¨r verschiedene Anregungsspektren mo¨glich.
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Abbildung 9.9: Skalierung der Paretofront fu¨r unterschiedliche Anregungsamplituden.
Durch die Abha¨ngigkeit der Fehlerﬂa¨che (9.3) von der Anregungsversta¨rkung 푘푎 lassen
sich bei linearen Systemen die Paretofronten fu¨r verschiedene Versta¨rkungsfaktoren durch
einfache Skalierungen abscha¨tzen. Voraussetzung hierfu¨r ist, dass sich die Zielfunktionen
proportional bezu¨glich der Anregungsversta¨rkung 푘푎 verhalten. Die Fehlerﬂa¨che in (9.3)
kann u¨ber die Beziehung:
푓˜푖 = ∣푘푎∣ ⋅ 푛√푓¯푖 (9.11)
in eine zur Anregungsamplitude proportionale Zielfunktion 푓˜푖 umgerechnet werden.
Die Lage der Paretopunkte im Urbildraum wird hierdurch nicht beeintra¨chtigt. Die Pare-
tofronten von 푓˜푖 sind anschließend fu¨r unterschiedliche Amplituden a¨hnlich zueinander und
lassen sich im Bildraum durch eine lineare Skalierung ineinander umrechnen. Abbildung
9.9 zeigt beispielhaft die Skalierung einer Paretofront mit den zugeho¨rigen Skalierungsfak-
toren.
Alle Punkte im Bildraum, die sich u¨ber die verschiedenen Anregungsversta¨rkungen aus
einem Punkt der Urbildmenge ableiten lassen, liegen auf einer Geraden, die durch den
Ursprung des Bildraumes geht. Der Abstand der Bildpunkte zum Ursprung ist dabei pro-
portional zur jeweiligen Anregungsversta¨rkung 푘푎. Die Punkte auf der Geraden weisen ein
konstantes Zielgro¨ßenverha¨ltnis Ψ auf:
Ψ = 푓˜∥푓˜∥
2
(9.12)
U¨ber dieses Zielgro¨ßenverha¨ltnis ist unabha¨ngig von der Anregungsversta¨rkung eine ein-
deutige Zuordnung zwischen Punkten der verschiedenen Paretofronten und dem zu-
geho¨rigen Paretopunkt im Urbildraum mo¨glich.
9.1.5 Anwendungsbeispiel: Niederﬂur-Federungspru¨fstand
Beide Eigenschaften, die Skalierungseigenschaften und die Robustheit wurden an dem
hierarchischen Modell des Niederﬂur-Federungspru¨fstand u¨berpru¨ft. Das Diagramm 9.10
zeigt die Ergebnisse dieser Berechnungen fu¨r variierende Anregungsversta¨rkungen. Die
148
9.2 Ziel-Regelung
Skalierung
0.0 0.5 1.0
Komfort 푓푎,1 / 푚푠2
0
100
200
300
400
500
600
700
800
L
ei
st
u
n
g
푓 푎
,2
/푊
....
.......... .
....
....
...
............ .... .
....
....
....
...
...
............ ... .... .... .
....
....
....
....
...
...
.................. ... .... .... .... .
....
....
....
....
....
...
...
...
..................... ... ... .... .... .... ..
....
....
....
....
....
....
...
...
...
...
........................ ... ... .... .... .... .... ..
....
....
....
....
....
....
....
...
...
...
...
.............................. ... ... .... .... .... .... .... ..
....
....
....
....
....
....
....
....
...
...
...
...
...
................................. ... ... ........ .... .... .... .... ...
....
....
....
....
....
....
....
....
....
...
...
...
...
...
...
.................................... ... ... ... .... .... .... .... .... .... ...
....
....
....
....
....
....
....
....
....
....
...
...
...
...
...
...
...
....................................... ... ... ... .... .... .... .... .... .... .... ...
○○○○○○○○○○
⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅
⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅ ⋅ ⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅
⋅⋅⋅⋅⋅⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅⋅⋅⋅⋅
△△△△△△△△△△△△△△△△△△△△△
⋅⋅⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
⋅⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
⋅⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
◻◻◻◻◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻◻◻
Paretopunkte bei○ 0,001 m△ 0,005 m◻ 0,01 m
skalierte
Paretofront
.... .... ....
Robustheit
0.0 0.5 1.0
Komfort 푓푎,1 / 푚푠2
0
100
200
300
400
500
600
700
800
L
ei
st
u
n
g
푓 푎
,2
/푊
....
....
.......
....
....
....
...
......... ....
....
....
....
.......
............... .... ....
....
....
....
....
...
...
...
............... ... .... .... .... .
....
....
....
....
....
....
...
...
...
...
........................ ... ... .... .... .... .... ..
....
....
....
....
....
....
.......
...
...
...
.............................. ... ... .... .... .... .... .... ...
....
....
....
....
....
....
....
...
...
...
...
...
...
................................. ... ... ........ .... .... .... .... ....
....
....
....
....
....
....
....
....
...
...
...
...
...
...
....................................... ... ... ... .... .... .... .... .... .... ....
....
....
....
....
....
....
....
....
....
...
...
...
...
...
...
...
.......................................... ... ... ... .... .... .... .... .... .... .... ....
○○○○○○○○○○○
⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅
⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅ ⋅ ⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅
⋅⋅⋅⋅⋅⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅⋅⋅⋅⋅
△△△△△△△△△△△△△△△△△△△△△
⋅⋅⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
⋅⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
⋅⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
◻◻◻◻◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻ ◻◻◻
Simulation mit○ 0,001 m△ 0,005 m◻ 0,01 m
tatsa¨chliche
Paretofronten
.... .... ....
Abbildung 9.10: Eigenschaften der Paretomengen des Federungspru¨fstandes bei unter-
schiedlichen Anregungsversta¨rkungen: Skalierte Paretofronten (links), Robustheit der Referenz-
Urbildmenge mit einer Standardabweichung von 0,005 mm (rechts)
Versta¨rkungen gelten fu¨r die Anregungsrichtungen in 푧 und 푦-Richtung fu¨r das linke und
rechte Rad gleichermaßen.
Im linken Diagramm ist der Vergleich zwischen den tatsa¨chlichen Paretopunkten und
den skalierten Bildmengen (gestrichelte Linie) dargestellt. Bei niedrigen Versta¨rkungen
ko¨nnen vor allem bei den komfortoptimalen Punkte gro¨ßere Abweichungen ausgemacht
werden. Diese spielen fu¨r die spa¨tere Anwendung jedoch nur eine untergeordnete Rolle, da
bei diesen Anregungen sowohl die Werte des Komfort als auch des Energiebedarf absolut
gesehen vernachla¨ssigbar sind.
Das rechte Diagramm zeigt die Abweichung der Bildpunkte der Referenz-Urbildmenge
von den tatsa¨chlichen Paretopunkten der jeweiligen Anregung. Als Referenzmenge wur-
de die Menge mit einer Standardabweichung des Anregungssignals von 0,005 m gewa¨hlt.
Die Simulationen mit anderen Standardabweichungen ergeben Bildpunkte, die nahezu auf
der tatsa¨chlichen Paretofront der jeweiligen Anregung liegen. Dies la¨sst auf eine hohe Ro-
bustheit bezu¨glich Amplitudena¨nderungen schließen. Die gro¨ßten Abweichungen liegen bei
ca. 2%.
9.2 Ziel-Regelung
Im Folgenden wird eine Ziel-Regelung vorgestellt, die auf der Basis einer vorab, fu¨r eine
feste Anregung berechneten Paretomenge arbeitet. Der Wechsel zwischen verschiedenen
Paretomengen zur Beru¨cksichtigung unterschiedlicher Anregungssituation wird hier nicht
betrachtet. Aufgabe der Ziel-Regelung ist die Angleichung der Zielerfu¨llung Φ푖푠푡 eines sich
im Betrieb beﬁndlichen realen Systems an die gewu¨nschten Ziele Φ푠표푙푙, die von der Ziel-
Planung oder einer u¨berlagerten Ziel-Regelung vorgegeben werden. In Abbildung 9.11 ist
der prinzipielle Aufbau einer Ziel-Regelung, die auf Basis von paretooptimalen Systemein-
stellungen arbeitet, dargestellt.
Die Ziel-Regelung besteht – analog zu einem klassischen Regelkreis – aus einer Sensor-
komponente, hier der Ist-Ziel-Erfassung, dem Soll-Ist-Vergleich sowie einem Regelungsal-
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Abbildung 9.11: Aufbau eines Ziel-Reglers zur Anpassung der tatsa¨chlich erreichten Zielerfu¨l-
lung.
gorithmus, dem Zielerfu¨llungsregler. Anstelle von gemessenen Sensorsignalen arbeitet diese
Regelung auf Basis der aktuellen Zielerfu¨llung Φ푖푠푡 des geregelten Systems. Die Auswer-
tung des Zielregelkreises geschieht dabei zyklisch in diskreten Zeitschritten. Grundsa¨tzlich
ko¨nnen hierbei feste Zeitschritte ℎ, aber auch variable Zeitschritte ℎ푘 verwendet werden.
Variable Schrittweiten erlauben die einfache Implementierung unter weichen Echtzeitbe-
dingungen bspw. im kognitiven Operator des OCM.
Bestimmung der aktuellen Zielerfu¨llung: Fu¨r die Realisierung der Ziel-Regelung ist es
notwendig, den aktuellen Grad der Zielerfu¨llung im Betrieb zu erfassen. Dies geschieht
in der Ist-Ziel-Erfassung durch
”
mitrechnen“ der Bewertungskriterien anhand gemessener
oder gescha¨tzter Systemgro¨ßen. Die Erfassung dieser Informationen ist dem ersten Schritt
der Selbstoptimierung, der Analyse der Ist-Situation, zugeordnet.
Fu¨r die Deﬁnition der Bewertungskriterien muss beachtet werden, dass diese unter rea-
len Bedingungen ausgewertet werden mu¨ssen. Zudem stimmen die im Betrieb erfassten
Zielgro¨ßen nicht mit den in der Optimierung verwendeten Zielfunktionswerten u¨berein
(siehe Seite 139). Es muss daher zwischen der realen Zielerfu¨llung Φ푖푠푡 und den virtuellen
Optimierungszielen 푓 diﬀerenziert werden.
Soll-Ist-Vergleich: Aufgabe des Soll-Ist-Vergleichs ist es, einen Vergleich zwischen ge-
messener Zielerfu¨llung Φ푖푠푡 und gewu¨nschten Zielen Φ푠표푙푙 durchzufu¨hren. Das Ziel der Re-
gelung besteht in der Angleichung von Φ푖푠푡 an Φ푠표푙푙. Da die tatsa¨chlichen Paretomengen
der aktuellen Betriebssituation zur Bestimmung der Zielvorgabe Φ푠표푙푙 nicht zur Verfu¨gung
stehen, kann eine exakte U¨bereinstimmung im Allgemeinen nicht erreicht werden. Entwe-
der stellt Φ푠표푙푙 eine utopische Forderung dar oder die aktuelle Situation ist fu¨r das System
gu¨nstiger als angenommen, z. B. wenn nur geringe Sto¨rungen vorliegen, so dass eine we-
sentlich bessere Zielerfu¨llung Φ푖푠푡 realisierbar ist. Die Aufgabe der Regelung kann daher
nur sein, die Abweichung von Φ푖푠푡 und Φ푠표푙푙 bezu¨glich einer Relativgro¨ße, z. B. des Ziel-
gro¨ßenverha¨ltnisses Ψ aus Gl. (9.12), zu minimieren.
Das Ergebnis der Vergleichsfunktion wird als Diﬀerenz sinnvollerweise in den Optimie-
rungszielen 푓 an den Zielerfu¨llungsregler u¨bermittelt. Im Soll-Ist-Vergleich muss daher
eine Abbildung der Zielerfu¨llungen Φ푖푠푡 und Φ푠표푙푙 auf die Optimierungsziele 푓 vorgenom-
men werden. Diese Umrechnung geschieht anhand zuvor berechneter Paretomengen. Aus
diesem Grund ist der Soll-Ist-Vergleich dem zweiten Schritt der Selbstoptimierung, der
Bestimmung der Systemziele zuzuordnen.
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Zielerfu¨llungsregler: Die Anpassung des Zielsystems ﬁndet im Zielerfu¨llungsregler statt.
Auf Basis der Soll-Ist-Diﬀerenz ermittelt der Zielerfu¨llungsregler eine Zielkorrektur, welche
den Abstand zwischen gemessener und gewu¨nschter Zielerfu¨llung verringert. Die Berech-
nung der Zielkorrektur ist dem zweiten Schritt der Selbstoptimierung, der Bestimmung der
Systemziele, zugeordnet.
Parameteranpassung: In der Parameteranpassung wird der gewu¨nschte Paretopunkt im
unterlagerten Regler eingestellt. Die neuen Systemparameter 푝 ko¨nnen recht einfach aus
der Urbildmenge ausgelesen werden.
Der Soll-Ist-Vergleich deﬁniert die Art und Weise, wie die Diﬀerenz bzw. der Abstand
zwischen Φ푖푠푡 und Φ푠표푙푙 ermittelt wird. Er besitzt eine große Bedeutung fu¨r den gesamten
Regelkreis, da hieru¨ber das tatsa¨chliche Regelungsziel des Zielerfu¨llungsreglers vorgegeben
wird. Grundsa¨tzlich sind zahlreiche verschiedene Deﬁnitionen fu¨r diesen Abstand mo¨glich.
Ha¨uﬁg werden in der Mathematik Normen fu¨r solche Problemstellungen eingesetzt. In
den nachfolgenden Abschnitten 9.2.1 und 9.2.2 werden die folgenden beiden Varianten
beschrieben:
 Regelung auf Zielgro¨ßenrelationen
 Regelung auf absolute Zielgro¨ßenwerte
Die erste Variante zeichnet sich durch eine einfache Formulierung des Soll-Ist-Vergleichs
und durch ein sehr stabiles Regelungsverhalten aus. Die zweite Variante ist in Hinblick auf
Anwendungen besonders nu¨tzlich.
Voraussetzungen
Diese Regelungen nutzen die im Abschnitt 9.1.4 festgestellten Skalierungseigenschaften von
Paretofronten, um die Angleichung von Φ푖푠푡 an Φ푠표푙푙 zu realisieren. Bei der Umsetzung eines
solchen Zielerfu¨llungs-Regelkreises gilt es einige Voraussetzungen zu beachten:
 Es wird im Folgenden davon ausgegangen, dass die Paretomengen im Bild- und Ur-
bildraum zusammenha¨ngend sind. Mechanismen um Unstetigkeiten zu behandeln,
werden hier nicht betrachtet.
 Die Zielfunktionen Φ(푝) des realen Systems mu¨ssen sich bei Parametera¨nderungen
a¨hnlich zu den Zielfunktionen 푓(푝) der modellbasierten Optimierung verhalten. Fu¨r
die Ziel-Regelung wird die Vera¨nderung eines Ziels Φ푖 auf eine A¨nderung der Ziel-
funktion 푓푖 abgebildet. Wird durch Auswahl eines neuen Paretopunktes die Zielgro¨ße
푓푖 der Optimierung verbessert, so muss dies in einer Verbesserung des Systemverhal-
tens bzgl. des Ziels Φ푖 resultieren. D. h. bei der Auswahl eines neuen Parametersatzes
푝
푘+1 mit der Eigenschaft
푓푖(푝푘+1) < 푓푖(푝푘) (9.13)
muss, unter der Annahme einer unvera¨nderlichen Anregungsform 푧푘, auch die Bezie-
hung
Φ푖(푝푘+1, 푧푘) < Φ푖(푝푘, 푧푘) (9.14)
gelten. In der Regel wird dies durch die Verwendung identischer Bewertungsfunktio-
nen bei der Optimierung sowie im Betrieb des Systems erreicht.
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 In vielen Fa¨llen ist es gu¨nstig, bereits bei der Optimierung mo¨glichst realita¨tsnahe
Anregungen einzusetzen, da hierdurch eine bessere U¨bereinstimmung der Optimie-
rungsziele 푓 und der Zielerfu¨llung Φ erreicht wird. Mechatronische Systeme unter-
liegen oft Anregungen, die einen stochastischen Charakter aufweisen. Im Gegensatz
hierzu ko¨nnen fu¨r eine modellbasierte Optimierung synthetische Anregungen, wie
z. B. Sprung- oder Rampenantworten, verwendet werden, die in der Realita¨t so nicht
vorkommen.
 Bei der Deﬁnition der Bewertungskriterien sollte auf Funktionen zuru¨ckgegriﬀen
werden, die gute Skalierungseigenschaften bzgl. der Anregungsamplitude besitzen.
Ebenso sollte auf Nebenbedingungen verzichtet werden, die von den Anregungs-
verha¨ltnissen abha¨ngen, da diese zu einer
”
unnatu¨rlichen“, anregungsabha¨ngigen
Verzerrung der Paretomengen fu¨hren ko¨nnen. Vielmehr wird an dieser Stelle vorge-
schlagen, Nebenbedingungen nachtra¨glich durch Selektion geeigneter Paretopunkte
zu erfu¨llen.
 Zielfunktionen, wie bspw. die zeitgewichteten Fehlerﬂa¨chen (siehe Tabelle 4.1), die ein
eindeutiges Startereignis voraussetzen und verschiedene Zeitpunkte unterschiedlich
stark bewerten, sind als Bewertungskriterien im Betrieb nicht geeignet.
Integrale Zielkriterien ohne Zeitgewichtung wie Betrags- oder quadratische Feh-
lerﬂa¨chen eignen sich dagegen gut. Aufgrund ihres mittelnden Charakters werden
Messrauschen und Ausreißer im gemessenen Signal abgeschwa¨cht. Durch eine varia-
ble Vorgabe der Integralgrenzen ko¨nnen sie leicht an vera¨nderliche Schrittweiten ℎ푘
angepasst werden:
Φ푖,푘 = ⎛⎜⎝ 1ℎ푘
푡푘+ℎ푘∫
푡푘
∣푒푖(푡)∣푛 푑푡⎞⎟⎠
1
푛
(9.15)
 Im Sinne einer Kaskadenregelung muss die Dynamik des a¨ußeren Zielregelkreises
geringer sein, als die Dynamik des klassischen, inneren Regelkreises (vgl. [Fo¨l94]).
Die Dynamik des Zielregelkreises kann im Wesentlichen durch die Einstellung des
Zielreglers und durch die Gro¨ße der Zeitschritte ℎ푘 beeinﬂusst werden. Durch die
Wahl eines genu¨gend großen ℎ푘, werden die beiden Regelkreise zeitlich voneinander
entkoppelt; das innere geregelte System erha¨lt hinreichend Zeit zum Einschwingen auf
neue Parameter 푝
푘+1. Im Gegensatz hierzu fu¨hrt ein ”schwach“ eingestellter Zielregler
zu eher geringen A¨nderungen an den Parametern, so dass Einschwingeﬀekte mit
sinkender Dynamik geringer ausfallen.
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9.2.1 Regelung auf Zielrelationen
Die Regelung auf eine Zielrelation gru¨ndet sich auf der Anforderung, einen bestimmten
Kompromiss zwischen verschiedenen Zielen im Betrieb unabha¨ngig von der aktuellen An-
regung im System einzustellen. Ein konkreter Kompromiss la¨sst sich u¨ber das Verha¨ltnis
Ψ aus Gleichung (9.12) deﬁnieren als:
Ψ푖푠푡 = Φ푖푠푡∥Φ푖푠푡∥2 (9.16)
Diese Zielrelation dient der hier vorgestellten Regelung als Regelgro¨ße. Bei Problemen mit
zwei Zielgro¨ßen kann alternativ auch der Quotient:
Ξ푖푠푡 = Φ1,푖푠푡
Φ2,푖푠푡
(9.17)
genutzt werden. Dieser beschreibt den gleichen Vektor im Bildraum wie das Verha¨ltnis
(9.16). Dieser Vektor ist in Abbildung 9.12 als Gerade eingezeichnet, da lediglich die Rich-
tungsinformation von Interesse ist.
Einer Regelung auf diese Relation kommt zugute, dass bei robusten Paretofronten das
Verha¨ltnis Ψ푖푠푡 relativ unempﬁndlich auf A¨nderungen der Anregungsverha¨ltnisse reagiert.
Im Falle linearer Systeme reagieren Za¨hler und Nenner von (9.16) bzw. (9.17) vergleichbar
auf A¨nderungen der Sto¨rung. Da der Quotient so unabha¨ngig von der Anregungssitua-
tion in etwa dem eingestellten Zielverha¨ltnis Ψ푠푡푒푙푙 entspricht, gibt es fu¨r den Regler im
Grunde nicht viel zu tun. Die Aufgabe dieses Regelungsansatzes ist daher Abweichungen
vom idealen Verhalten, bedingt durch Unterschiede zwischen Modell und realem System,
nichtlinearem Streckenverhalten und A¨nderungen in der Anregungscharakteristik, zu kom-
pensieren.
Der Berechnungsansatz zur Bestimmung eines neuen Paretopunktes setzt im Bildraum
an. Abbildung 9.12 zeigt diesen Ansatz fu¨r ein Problem mit zwei Zielfunktionen. Gege-
ben sind die Zielvorgaben Φ푠표푙푙 und die gemessene Zielerfu¨llung Φ푖푠푡. Durch Skalierung
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Abbildung 9.12: Bestimmung der Zielkorrektur im Bildraum
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Abbildung 9.13: Regelkreis fu¨r die Zielrelation
der berechneten Paretofront, derart dass sie durch den Punkt Φ푖푠푡 geht, erha¨lt man eine
Scha¨tzung der Bildmenge der aktuellen Betriebssituation. Diese Scha¨tzung stimmt i. A.
nicht mit der tatsa¨chlichen Paretofront des realen Systems u¨berein. Es wird jedoch die
Annahme getroﬀen, dass sie in der Na¨he des Optimums liegt. Die tatsa¨chliche Bildmenge
der aktuellen Situation entha¨lt die Bildpunkte, die durch Einstellen von Urbildpunkten
der berechneten Paretomenge erreicht werden ko¨nnen.
Die Idee des Ansatzes besteht darin, die gemessene und gewu¨nschte Zielerfu¨llung u¨ber die
beiden Zielrelationen Ψ푖푠푡 und Ψ푠표푙푙 auf die berechnete Paretomenge abzubilden. Hierdurch
erha¨lt man 푓
푖푠푡
und 푓
푠표푙푙
. Im Allgemeinen liegt Φ푠표푙푙 abseits der tatsa¨chlichen Bildmenge
von Φ푖푠푡. Ein direkter Vergleich der beiden Zielerfu¨llungen gestaltet sich daher schwierig.
Durch die Abbildung auf die berechnete Paretomenge wird dieser ermo¨glicht.
Die Regelung arbeitet intern auf Basis einer Referenzierungsgro¨ße 훼. Mit dieser Re-
ferenzierungsgro¨ße lassen sich einzelne Punkte der Paretomenge adressieren. Den beiden
Zielrelationen Ψ푖푠푡 und Ψ푠표푙푙 sind die Referenzierungsgro¨ßen 훼푖푠푡 und 훼푠표푙푙 zugeordnet. U¨ber
deren Diﬀerenz Δ훼 la¨sst sich in einem Regelungsgesetz die Korrektur Δ훼푠푡푒푙푙 berechnen
und hieru¨ber ein neuer Paretopunkt 훼푠푡푒푙푙 einstellen.
Im Diagramm 9.13 ist die Struktur dieses Regelungskreises dargestellt. Die Abbildung
der gemessenen und gewu¨nschten Zielerfu¨llung auf 훼푖푠푡 und 훼푠표푙푙 wird in den Blo¨cken inverse
Bildmenge1 vorgenommen. Die Referenzierung von 훼푠푡푒푙푙 auf den neuen Parametersatz 푝
ﬁndet im Block Urbildmenge statt.
Zielregler und Vorsteuerung: Die Aufgaben des Zielreglers und der Vorsteuerung
verhalten sich analog zu denen klassischer Regelungen. Die Vorsteuerung ist fu¨r das
Fu¨hrungsverhalten verantwortlich. Die gewu¨nschte Zielrelation kann u¨ber die Urbildmenge
direkt auf das System aufgeschaltet werden. Der Zielregler kompensiert die Abweichungen
zwischen dem gewu¨nschten und dem tatsa¨chlich erreichten Zielverha¨ltnis. Die zu kompen-
sierenden Eﬀekte resultieren im Wesentlichen aus Abweichungen zwischen Optimierungs-
modell und realem System- und Anregungsverhalten sowie aus idealisierten Annahmen.
Da diese Fehler einen besta¨ndigen Einﬂuss auf die Zielerfu¨llung des Systems ausu¨ben, ist
1 Mit 훼 werden Punkte der Paretomenge referenziert; somit wird die Abbildung 훼 → 푓 im Zusammen-
hang mit der Bildmenge als die direkte Abbildung angesehen. Die inverse Bildmenge beschreibt die
Abbildung 푓 → 훼 bzw. hier Φ→ 훼.
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mit stationa¨ren Abweichungen zu rechnen. Der Einsatz eines Reglers mit integrierendem
Anteil ist daher sinnvoll.
Referenzierungsgro¨ße: Fu¨r ein gleichma¨ßiges Regelungsverhalten, besonders in den Ex-
trembereichen der Paretomenge, ist es wichtig, dass 훼 eine mo¨glichst homogene Verteilung
der Punkte auf der Paretofront beschreibt. Dieser Sachverhalt ist vergleichbar zu der in
Kapitel 3.5 beschriebenen Forderung nach einer mo¨glichst gleichma¨ßigen Verteilung der
berechneten Punkte im Bildraum.
Die NBI-Methode aus Kapitel 3.5.1 liefert einen guten Ansatz zur Deﬁnition von 훼. Mit
dem Simplex Θ aus (3.40) erha¨lt man die Beziehung:
Θ훽 = 훾Ψ (9.18)
mit ∑
푖
훽푖 = 1 , 훽푖 ≥ 0 (9.19)
Die La¨nge 훾 beschreibt den Abstand vom Ursprung zum Punkt Θ훽 auf dem Simplex und
Ψ gibt die Zielrelation dieses Punktes an.
Der Vektor 훽 wird in (9.18) fu¨r die Referenzierung des Paretopunktes genutzt. Wegen
der Beziehung 9.19 ist der Vektor 훽 um ein Element u¨berbestimmt. Im Regelkreis wird
daher anstelle von 훽 ∈ ℝ푚 der reduzierte Vektor 훼 ∈ ℝ푚−1 eingesetzt, mit:
훼 = [훽1, . . . , 훽푚−1]T und 0 ≤ ∥훼∥1 ≤ 1 (9.20)
Das Element 훽푚 wird in der Regelung implizit u¨ber die Betragssummennorm ∥훼∥1 mit-
gefu¨hrt.
In der inversen Bildmenge wird die Referenzierungsgro¨ße 훼 aus einer gegebenen Zie-
lerfu¨llung Φ berechnet. Die U¨berfu¨hrung von Φ nach 훼 erfolgt u¨ber die Zielrelation Ψ.
Einem 훽 (und somit einem 훼) la¨sst sich mit 훾 = ∥Θ훽∥
2
immer eine Zielrelation Ψ zu-
ordnen. Die Transformation der Zielerfu¨llung Φ in die Referenzierungsgro¨ße 훼 erha¨lt man
durch Umstellen von (9.18) nach 훽:
훽 = 훾Θ−1Ψ = 훾Θ−1 Φ∥Φ∥2 (9.21)
Durch Beru¨cksichtigung der Bedingung (9.19) gelangt man zur Berechnungsvorschrift:
훽 = Θ−1 Φ∥Θ−1 Φ∥
1
(9.22)
U¨ber die Beziehung (9.20) la¨sst sich aus (9.22) das gesuchte 훼 ermitteln.
Dynamik des Regelkreises: Fu¨r die Auslegung des Reglers und der Vorsteuerung kann
auf die Methoden der digitalen Regelungstechnik zuru¨ckgegriﬀen werden. Das dynamische
Verhalten des a¨ußeren Regelkreises kann in erster Na¨herung u¨ber den Modellierungsansatz
in Diagramm 9.14 abgebildet werden. Das Diagramm zeigt einen zeitdiskreten Regelkreis
mit einem Regler 퐺푅(푧), einer Vorsteuerung 퐺푆−1(푧) und einem Vorﬁlter 퐺푉 (푧) = 1푧 .
Bei diesem Modellierungsansatz wurden die folgenden Annahmen getroﬀen:
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Abbildung 9.14: Ersatzmodell des Regelkreises auf ein konstantes Zielverha¨ltnis
 Der Signalpfad von 훼푠푡푒푙푙 nach 훼푖푠푡 wird stark abstrahiert. Der Einﬂuss der Pa-
retomengen und die Dynamik des unterlagerten geregelten Systems wird auf das
U¨bertragungsverhalten reduziert.
 Die U¨bertragungspfade der einzelnen Komponenten des Vektors 훼 werden un-
abha¨ngig voneinander betrachtet. Diese Annahme stu¨tzt sich auf die entkoppelnde
Wirkung der Transformationen in den Blo¨cken Urbildmenge und inverse Bildmenge.
 Im idealen Fall gleichen sich die Transformation von 훼푠푡푒푙푙 u¨ber die Urbildmenge
auf den inneren Regelkreis und die Ru¨cktransformation nach 훼푖푠푡 u¨ber die inverse
Bildmenge gegenseitig weitgehend aus. Fu¨r diesen Pfad kann in erster Na¨herung eine
Gesamtversta¨rkung von 1 mit 퐾푢 = 1 und 퐾푏 = 1 angesetzt werden. Im ungesto¨rten
Fall mit 훼푧 = 0 strebt die ”Messgro¨ße“ 훼푖푠푡 fu¨r 푡→∞ gegen die Vorgabe 훼푠푡푒푙푙.
 Die Reaktion des unterlagerten geregelten Systems auf A¨nderungen von 훼푠푡푒푙푙 wird
durch die U¨bertragungsfunktion 퐺푆(푧) abgebildet. Hierdurch werden U¨berblend-
und Einschwingeﬀekte beru¨cksichtigt, die beim Aufschalten eines neuen Parameter-
satzes auftreten ko¨nnen. In vielen Fa¨llen reagiert das System prompt auf Parame-
tera¨nderungen. In diesen Fa¨llen kann 퐺푆(푧) = 1 gesetzt werden.
 Der Einﬂuss der jeweiligen Betriebssituation auf das System ﬂießt u¨ber die Sto¨rung
훼푧 ein.
 Aufgrund des Integrals in (9.15) werden die Zielerfu¨llungen Φ푖푠푡 in der Ist-Ziel-
Erfassung zeitversetzt ausgegeben. Dies wird durch ein Halteglied 1푧 abgebildet.
Die Vorsteuerung ist so ausgelegt, dass sie die Dynamik der geregelten Strecke kompen-
siert. Dies wird u¨ber die inverse U¨bertragungsfunktion der Strecke 퐺푆
−1(푧) erreicht. Wegen
des Halteglieds der Ist-Ziel-Erfassung wird eine Reaktion der Strecke jedoch erst um einen
Takt verzo¨gert erwartet. Durch den Vorﬁlter wird das Soll-Signal zeitlich auf diesen Erwar-
tungswert
”
synchronisiert“. Bei ungesto¨rter Strecke gilt fu¨r die Diﬀerenz Δ훼 = 0, und der
Regler beeinﬂusst das Ergebnis der Vorsteuerung nicht. Der U¨bertragungspfad von 훼푠표푙푙
nach 훼푖푠푡 reduziert sich durch diese Maßnahme auf das Halteglied der Ist-Ziel-Erfassung.
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Das Fu¨hrungsverhalten des Regelkreises ergibt sich zu:
훼푦(푧)
훼푠표푙푙(푧) =퐾푢 (9.23)
Das Sto¨rverhalten kann mit dem U¨bertragungsverhalten von der Sto¨rung 훼푧 bis zur Sy-
stemantwort 훼푦 angegeben werden:
훼푦(푧)
훼푧(푧) = (1 + 1푧 퐾푏퐺푅(푧)퐾푢퐺푆(푧))
−1
(9.24)
9.2.2 Regelung auf absolute Zielvorgaben
Diese Art der Regelung hat zum Ziel, den Wert einer vorgegebenen Ziels Φ푠표푙푙 im Sy-
stem einzuregeln. Durch eine solche Regelung la¨sst sich der Erfu¨llungsgrad eines bestimm-
ten Ziels auf einen konkreten Wert einstellen. Dementsprechend werden die u¨brigen Zie-
lerfu¨llungen in Abha¨ngigkeit von der aktuellen Betriebssituation und im Sinne eines pare-
tooptimalen Systems vergro¨ßert oder verkleinert. Eine solche Vorgabe kann auf vielfa¨ltige
Weise eingesetzt werden. Beispielsweise kann einem Aggregat von einem u¨berlagerten Ener-
giemanagement ein bestimmter Energieverbrauch vorgegeben werden. Dieser Energiever-
brauch wird vom Aggregat eingehalten. Die u¨brigen Ziele werden unter Beru¨cksichtigung
dieser Beschra¨nkung bestmo¨glich erreicht.
Wie der
”
Regler auf Zielrelationen“ setzt dieser Regler im Bildraum an. Die beiden
Regelkreise unterscheiden sich im Wesentlichen in der Berechnung der Sollgro¨ße 훼푠표푙푙. Der
Zielregler und die Transformation auf 푝 u¨ber die Urbildmenge arbeitet intern ebenfalls
auf Basis der Referenzierungsgro¨ße 훼. Es kann hier auf dieselbe Berechnungsvorschrift
zuru¨ckgegriﬀen werden.
Abbildung 9.15 zeigt eine graﬁsche Interpretation des Verfahrens. Bekannt sind die Vor-
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Abbildung 9.15: Bestimmung der Zielkorrektur im Bildraum
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gabe Φ푠표푙푙,1 sowie die reale Zielerfu¨llung Φ푖푠푡. Es wird hier davon ausgegangen, dass Φ푠표푙푙,1
den Sollwert des Regelkreises bildet. U¨ber Φ푖푠푡 la¨sst sich die Referenzierungsgro¨ße 훼푖푠푡 und
der zugeho¨rige Paretopunkt 푓
푖푠푡
bestimmen.
Das Verfahren nutzt eine Scha¨tzung der Bildmenge der aktuellen Situation zur Bestim-
mung der gewu¨nschten Referenzierungsgro¨ße 훼푠표푙푙. Diese Scha¨tzung erha¨lt man durch Ska-
lieren der berechneten Paretofront. Es kann daher die A¨hnlichkeitsbeziehung:
Φ푠표푙푙,1
푓푠표푙푙,1
= Φ푖푠푡,1
푓푖푠푡,1
= 훾푖푠푡 (9.25)
ausgenutzt werden, wobei 훾푖푠푡 den Skalierungsfaktor zwischen der berechneten Paretofront
und dem tatsa¨chlichen erreichten Bildpunkt bezeichnet. Durch Umstellen von (9.25) erha¨lt
man die Berechnungsvorschrift:
푓푠표푙푙,1 = Φ푠표푙푙,1
훾푖푠푡
(9.26)
zur Bestimmung von 푓푠표푙푙,1.
Bemerkenswert an diesem Regelkreis ist die Aufteilung in die Regelgro¨ßen 훼푖푠푡 und 훾푖푠푡.
Beide Gro¨ßen ko¨nnen aus Messgro¨ßen ermittelt werden. Die Gro¨ße 훼푖푠푡 gibt das Verha¨ltnis
der Zielgro¨ßen an. Sie kann u¨ber eine Verschiebung des Paretopunktes beeinﬂusst werden.
Demgegenu¨ber ergibt sich 훾푖푠푡 im Falle robuster Paretofronten nur aus der Ho¨he der am
System angreifenden Sto¨rung; 훾푖푠푡 kann nicht beeinﬂusst werden.
Der Zielregler sorgt fu¨r das Einstellen der geforderten Zielerfu¨llung 훼푠표푙푙 und weist
bezu¨glich 훼푖푠푡 das gleiche Sto¨rverhalten wie der im vorangegangene Abschnitt beschrie-
bene Zielrelationsregler auf. U¨ber 훾푖푠푡 wird die Sollvorgabe 훼푠표푙푙 ermittelt.
Auf eine strikte Aufgabenteilung zwischen Vorsteuerung und Regler, um das
gewu¨nschten Fu¨hrungs- und Sto¨rverhalten einzustellen, wird hier verzichtet, da ein we-
sentlicher Teil der Sto¨rung u¨ber 훾푖푠푡 bereits in 훼푠표푙푙 einﬂießt. Die ”
Nervosita¨t“ des Reglers
und somit auch die Empﬁndlichkeit auf A¨nderungen von 훾푖푠푡 kann bei dem in Abbildung
9.16 dargestellten Regelkreis u¨ber die Einstellung des Zielreglers beeinﬂusst werden.
Bei einem Problem mit zwei Zielgro¨ßen kann mit 푓푠표푙푙,1 u¨ber die Bildmenge direkt das
gesuchte, skalare 훼푠표푙푙 ermittelt werden. Bei mehr als zwei Zielen existieren jedoch weitere
Freiheitsgrade. Die Berechnungsvorschrift (9.26) kann dementsprechend auf weitere Ziele
solange angewendet werden, bis 훼푠표푙푙 eindeutig bestimmt ist oder ein Sollwert Φ푖푠푡,푖 nicht
mehr erreicht werden kann. Tritt letzteres auf, so wurde der Rand der Paretofront erreicht.
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Abbildung 9.16: Regelkreis zum Einregeln absoluter Zielvorgaben
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Die Ra¨nder der Paretofront stellen Stellwertbegrenzungen dar, die dabei u¨ber geeignete
Mechanismen, vergleichbar den Anti-Windup-Maßnahmen, zu beru¨cksichtigen sind.
9.3 Ziel-Regelung des Niederﬂur-Federungspru¨fstandes
Die Funktionalita¨t der beiden Ziel-Regelkreise wurde anhand des Niederﬂur-Feder-Neige-
Pru¨fstandes u¨berpru¨ft. Die U¨berpru¨fung erfolgt am nichtlinearen monolithischen Modell
des Pru¨fstandes. In diesem Modell sind insbesondere die Lenkerkinematik und die hydrau-
lischen Ventile und Zylinder des Systems detailliert abgebildet. Die Paretomengen werden
von der MOBU-Optimierung des hierarchischen Modells in Kapitel 8.4 u¨bernommen. Die
Gu¨te des Systems wird u¨ber die beiden Zielgro¨ßen, dem Komfort und der hierfu¨r notwen-
dige Leistungsaufnahme, beschrieben.
푓 = [푓푘표푚푓표푟푡, 푓푙푒푖푠푡푢푛푔]T und Φ = [Φ푘표푚푓표푟푡,Φ푙푒푖푠푡푢푛푔]T (9.27)
Fu¨r die Berechnung der realen Zielerfu¨llungen kommen die gleichen Bewertungsfunktionen
wie bei der Optimierung zum Einsatz. Den Parametervektor 푝 bilden die 6 Parameter des
Aufbaureglers sowie die Einstellung der unterlagerten Aktorgruppen.
Ein wesentlicher Aspekt dieser Untersuchungen ist das Verhalten der Regelkreise bei
unterschiedlichen Anregungscharakteristiken. Zur Beschreibung der Anregungen auf das
System wird auf zwei unterschiedliche Anregungsmodelle zuru¨ckgegriﬀen.
1. Das erste Modell beruht auf einer klassischen Vorgehensweise. Die Anregung durch
die Schiene in den drei Raumrichtungen 푧, 푦, und in der Verdrehung 휑 werden durch
ein bandbegrenztes, geﬁltertes Rauschsignal abgebildet. Die Filterung des Rauschsi-
gnals geschieht u¨ber das PT1-Glied:
퐺푃푇1(푠) = 휎√2푇1푇1 푠 + 1 (9.28)
U¨ber die Standardabweichung 휎 und die Zeitkonstante 푇1 kann das Signal variiert
werden. Die verwendete Paretomenge basiert auf einer Optimierung mit diesem An-
regungsmodell.
2. Der zweite Modellierungsansatz bildet Gleislagefehler durch einen kubischen Spline
ab. Der Spline beschreibt die Biegung der Schiene; die Bahnschwellen bilden die
Stu¨tzpunkte des Splines. Die Anregung erfolgt u¨ber eine zufa¨llige Verschiebung der
Stu¨tzpunkte in den Koordinaten 푧, 푦 und 휑.
Der Abstand der Bahnschwellen wird im Modell mit 1 m angenommen. In den fol-
genden Simulationen wird von einer Fahrgeschwindigkeit von 10 ms ausgegangen; die
Bahnschwellen werden daher mit einer Frequenz von 10 Hz passiert.
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Abbildung 9.17: Regelkreis fu¨r das Einhalten eines konstanten Zielverha¨ltnisses beim Feder-
Neige-System
9.3.1 Regelung auf Zielrelationen
Fu¨r die Untersuchung des Zielrelationsreglers wurde der Regelkreis in Abbildung 9.17 um-
gesetzt.
Die folgenden Einstellungen wurden am Regelkreis vorgenommen:
 Eine Aktualisierung der Reglerparameter ﬁndet alle ℎ = 2,0 s statt.
 Die Einstelldynamik auf neue Parametersa¨tze kann bei diesem System vernachla¨ssigt
werden. Hieraus folgt 퐺푆(푧) = 1.
 Es wird ein I-Regler mit der U¨bertragungsfunktion 퐺푅(푧) = 퐾푧푧−1 verwendet. Der
Versta¨rkungsfaktor wird auf 퐾 = 0,7 gesetzt.
 Die Referenzierungsgro¨ßen beziehen sich auf den Komfort. Es wird demnach auf
훼 = 훽푘표푚푓표푟푡 geregelt.
Das Sto¨ru¨bertragungsverhalten des Regelkreises aus Gl. (9.24) la¨sst sich unter der An-
nahme 퐾푢 = 1 und 퐾푏 = 1 mit
훼푦(푧)
훼푧(푧) = 11 + 1
푧
퐾푧
푧 − 1 =
푧 − 1
푧 +퐾 − 1 (9.29)
angeben. Die U¨bertragungsfunktion (9.29) besitzt eine reelle Polstelle bei 1 −퐾. Stabile
Einstellungen fu¨r die Versta¨rkung des I-Reglers liegen demnach zwischen 0 <퐾 < 2. Hierbei
fu¨hren Werte u¨ber 1 zu einem oszillierenden Verhalten von (9.29); Werte nahe der 1 errei-
chen ein schnelles,
”
nervo¨ses“ Reglerverhalten; Einstellungen mit niedrigen Versta¨rkungen
sind dagegen sta¨rker geda¨mpft, kompensieren Abweichungen in den Zielerfu¨llungen jedoch
auch langsamer.
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Fu¨hrungsverhalten
Das Fu¨hrungsverhaltens des Regelkreises wird mit Hilfe einer Variation des Soll-Signals
훼푠표푙푙 untersucht. Um mo¨glichst geringe Variationen im Sto¨rsignal zu erhalten, werden die
Parameter des Anregungsmodells wa¨hrend der Simulation nicht vera¨ndert. Bei der Simu-
lation wird auf ein anderes Anregungsmodell als bei der Optimierung zuru¨ckgegriﬀen. Es
wird hier der Spline-Ansatz genutzt. Es ist damit Aufgabe des Reglers, diese abweichende
Anregungscharakteristik auszugleichen.
Abbildung 9.18 zeigt das Fu¨hrungsverhalten des Regelkreises. Das Fu¨hrungssignal 훼푠표푙푙
wird treppenfo¨rmig zwischen den Minimal- und Maximalwerten 0 und 1 verstellt. Das zu-
geho¨rige Φ푠표푙푙 wird anschließend u¨ber die Bildmenge ermittelt, so dass hier Φ푠표푙푙 = 푓 푠표푙푙 gilt.
Der Regelkreis ist in der Lage die Regeldiﬀerenz zwischen 훼푠표푙푙 und 훼푖푠푡 klein zu halten. Die
abweichende Anregungscharakteristik verursacht eine Diﬀerenz zwischen Stellsignal 훼푠푡푒푙푙
und der Systemantwort 훼푖푠푡, die bewirkt, dass das System fu¨r 훼푠표푙푙 > 0,7 nicht in der Lage
ist, die hohe Forderung an den Komfort zu erfu¨llen. Dies wird anhand des Stellsignals 훼푠푡푒푙푙
deutlich, welches sich im Zeitraum bis 40 s und ab 220 s an der oberen Grenze bewegt. Dies
entspricht der komfortoptimalen Einstellung.
Die Zielrelation wird u¨ber den gewu¨nschten Ξ푠표푙푙 und den erreichten Quotienten Ξ푖푠푡
dargestellt. Die Zielrelation reagiert trotz des starken Rauschens in der realen Zielerfu¨llung
sehr unempﬁndlich auf die stochastische Anregung. Aufgrund des I-Reglers werden die
Sollwerte im Mittel stationa¨r genau eingehalten.
Sto¨rverhalten
Das Sto¨rverhalten des Regelkreises wird mit Hilfe eines
”
Sprungs“ in der Anregungscha-
rakteristik simuliert. Zu Beginn der Simulation ist das Spline-Anregungsmodell aktiv. Der
Sprung wird durch eine Umschaltung zum Zeitpunkt 푡 = 22 s auf das geﬁlterte Rauschsi-
gnal realisiert. Das Fu¨hrungssignal wird anfangs auf den Wert 훼푠표푙푙 = 0,5 gestellt und ist
anschließend konstant.
Abbildung 9.19 zeigt die Ergebnisse der Simulation. Der Sprung bei 푡 = 22 s fu¨hrt zu einer
Abweichung im Ist-Verlaufs 훼푖푠푡 bzw. im Quotienten, die bereits nach 2 Korrekturschritten
durch 훼푠푡푒푙푙 ausgeglichen ist. Gut zu erkennen sind auch die unterschiedlichen Niveaus von
훼푠푡푒푙푙, welche bei verschiedenen Anregungsmodellen erforderlich sind, um den Soll-Wert zu
halten.
Die Umschaltung des Anregungsmodells fu¨hrt zur Absenkung von Φ푘표푚푓표푟푡,푖푠푡 und
Φ푙푒푖푠푡푢푛푔,푖푠푡. Wa¨hrend die Leistungsaufnahme bei 푡 = 24 s um ca. 13 absinkt, wird Φ푘표푚푓표푟푡,푖푠푡
um den Faktor 6 kleiner. Dies wird auch in der A¨nderung des Quotienten Ξ푖푠푡 ersichtlich.
Insgesamt wird deutlich, dass die Regelgro¨ße, die Zielrelation, gegenu¨ber Sto¨rungen sehr
robust ist und erst durch die gravierende A¨nderung der Anregungscharakteristik beeinﬂusst
wird. In diesen Fa¨llen ist der Zielrelationsregler geeignet, die stationa¨re Abweichung zu
kompensieren und das gewu¨nschte Verha¨ltnis zwischen den Zielen wieder herzustellen.
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Abbildung 9.18: Reaktion des Zielrelationsregelkreises auf A¨nderungen der Soll-Ziele
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Abbildung 9.19: Reaktion des Zielrelationsregelkreises auf eine sprungartige A¨nderung der
Anregungscharakteristik
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9.3.2 Regelung auf absolute Zielvorgaben
Bei der Regelung auf absolute Zielvorgaben wird auf eine Umschaltung des Sto¨rverhalten
verzichtet, da der Regelkreis wesentlich empﬁndlicher auf stochastische Anregungen rea-
giert. Beide Anregungsmodelle beeinﬂussen die Absolutwerte der realen Zielerfu¨llungen
aufgrund ihres stochastischen Verhaltens auch ohne A¨nderung der Anregungsparameter
bereits ausreichend.
Der Regelkreis wurde unter den folgenden Randbedingungen simuliert:
 Eine Aktualisierung der Reglerparameter ﬁndet alle ℎ = 5,0 s statt.
 Die Einstelldynamik auf neue Parametersa¨tze kann bei diesem System vernachla¨ssigt
werden. Hieraus folgt 퐺푆(푧) = 1.
 Es wird ein I-Regler mit der U¨bertragungsfunktion 퐺푅(푧) = 퐾푧푧−1 verwendet. Der
Versta¨rkungsfaktor wird auf 퐾 = 1,0 gesetzt.
 Die Sollvorgabe ist der Leistungsbedarf des Systems, d. h. es wird auf Φ푠표푙푙 =
Φ푙푒푖푠푡푢푛푔,푠표푙푙 geregelt. Als Regelgro¨ße wird 훼 = 훽푘표푚푓표푟푡 verwendet.
 Fu¨r die Anregung wird das geﬁlterte Rauschsignal verwendet. Die Filtercharakteristik
wird wa¨hrend der Simulation nicht vera¨ndert.
Abbildung 9.20 zeigt den Verlauf der Simulation. Die Fu¨hrungsgro¨ße Φ푙푒푖푠푡푢푛푔,푠표푙푙 wird in
Stufen auf die Werte 200 W, 100 W, 20 W und 80 W verstellt. Das Systems folgt der ge-
forderten Leistungsaufnahme prompt. Dies ist auf die Berechnungsvorschrift zur Bestim-
mung des neuen Paretopunktes zuru¨ckzufu¨hren. Die hohe Reglerversta¨rkung sorgt dafu¨r,
dass dieser Punkt im na¨chsten Schritt direkt zum Einsatz kommt. Die mittleren Leistungs-
aufnahmen liegen mit 195,7 W, 107,5 W, 26,6 W und 75,6 W in der Na¨he der geforderten
Werte.
Der Skalierungsfaktor 훾푖푠푡 dient zur Abscha¨tzung der aktuell gu¨ltigen Paretofront. Eine
Abha¨ngigkeit von den Soll-Vorgaben ist nicht auszumachen. Im Großen und Ganzen spie-
gelt er die Ho¨he der gerade durchlaufenen Anregung wieder und ist weitgehend unabha¨ngig
vom eingestellten Paretopunkt.
Die Gro¨ße 훼푠표푙푙 erfa¨hrt durch den Einﬂuss von 훾푖푠푡 eine sta¨ndige A¨nderung, wie in Ab-
bildung 9.20 unten zu sehen. Der Soll-Ist-Vergleich und die Stellgro¨ße besitzen bei diesem
Reglertyp keinen a¨hnlich anschaulichen Verlauf, wie beim Zielrelationsregler.
Das Stellsignal 훼푠푡푒푙푙 verbleibt in der Na¨he von 훼푖푠푡. Dies ist ein Indikator dafu¨r, dass die
gerade auf das System einwirkende Anregung eine a¨hnliche Charakteristik wie die bei der
Optimierung verwendete Anregung besitzt, was bei dieser Simulation ja auch der Fall ist.
Die Regelung erweist sich als stabil und ist geeignet, eine Zielvorgabe im System einzu-
stellen und im Mittel zu halten. Bei ungu¨nstigeren Verha¨ltnissen kann eine Stabilisierung
u¨ber die Einstellung des Reglers oder u¨ber zusa¨tzliche Filtermaßnahmen, bspw. der Gro¨ße
훾푖푠푡, erfolgen. Hervorzuheben ist das Fu¨hrungsverhalten des Regelkreises. Bedingt durch die
Abscha¨tzung der Paretofront und der darauf aufbauenden Berechnungsvorschrift liegen die
korrigierten Paretopunkte nach einem Fu¨hrungssprung sofort in der Na¨he der Zielvorgabe.
Die Gro¨ße 훾푖푠푡 liefert ein Maß fu¨r die Ho¨he der gerade wirkenden Anregung. Bei diesem
Regler besteht daher die Mo¨glichkeit, den Skalierungsfaktor 훾푖푠푡 und evtl. auch die Abwei-
chung von 훼푖푠푡 zu 훼푠푡푒푙푙 fu¨r eine einfache Klassiﬁkation der gerade wirkenden Anregung zu
nutzen. Entsprechende Untersuchungen wurden hier jedoch nicht durchgefu¨hrt.
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Abbildung 9.20: Ziel-Regelkreis auf absolute Zielvorgaben bei A¨nderungen des Soll-Ziels
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9.4 Gradientenbasierte Zielregelung
Die in den vorangegangenen Abschnitten 9.2 und 9.3 vorgestellten Ziel-Regelkreise errei-
chen eine Anpassung des gewa¨hlten Paretopunktes anhand fester Regelungsgesetze. Auf-
grund der starren Formulierung mu¨ssen einige Voraussetzungen fu¨r die Anwendung dieser
Konzepte erfu¨llt sein (siehe Seite 151f). Dies gilt insbesondere fu¨r die Deﬁnition der Ziel-
funktionen, die einigen Einschra¨nkungen unterliegt. So mu¨ssen die Zielfunktionen 푓(푝) bei
der Optimierung ein a¨hnliches Verhalten wie die Zielfunktionen Φ푖푠푡(푝) im realen Betrieb
aufweisen.
In diesem Abschnitt wird das Konzept einer gradientenbasierten Zielregelung vorgestellt,
welche auf Betrachtungsweisen der Algorithmischen Diﬀerentiation (Kapitel 5) und Me-
thoden der mathematischen Optimierung (Kapitel 3) aufbaut. Abbildung 9.21 zeigt die
Regelungsstruktur. Den Kern bildet ein erweiterter Zustandsbeobachter, ein sog. Gradien-
tenbeobachter, welcher in [MT06] beschrieben ist. Die Aufgabe dieses Gradientenbeobach-
ters ist die Abscha¨tzung des Gradienten ∂Φ푖푠푡/∂푝T. Auf Basis dieser Gradienten wird mit
Hilfe eines speziellen Gradientenverfahrens eine Anpassung des Paretopunktes berechnet.
U¨ber die Anwendung der Kettenregel la¨sst sich der Gradient der Zielerfu¨llung Φ푖푠푡 nach
dem eingestellten Paretopunkt 훼 bestimmen:
∇훼Φ푖푠푡 = ∂Φ푖푠푡∂푝T ⋅ ∂푝∂훼T (9.30)
Die Ableitung ∂푝/∂훼T kann hierbei leicht u¨ber eine Interpolation der Urbildmenge ermittelt
werden.
Das Regelungskonzept beruht auf der Beobachtung von Gradienten. Mit diesen Gradien-
ten la¨sst sich die Richtung bestimmen, in die der aktuell gestellte Paretopunkt verschoben
wird. Hierbei werden nur die Informationen der Urbildmenge genutzt. Es stellt daher we-
sentlich geringere Anforderungen an die Deﬁnition der Zielfunktionen:
 Eine u¨bereinstimmende Deﬁnition der Zielkriterien 푓 des Optimierungsmodells und
der Kriterien Φ푖푠푡 des realen Systems ist hier nicht zwingend erforderlich.
 Auf die Skalierungseigenschaften aus Abschnitt 9.1.4 kann verzichtet werden.
 Die gradientenbasierte Zielregelung muss nicht auf die Paretomenge einer einzel-
nen Anregungs- bzw. Betriebssituation beschra¨nkt werden. U¨ber eine parameter-
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Abbildung 9.21: Aufbau der gradientenbasierten Zielregelung
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abha¨ngige Urbildmenge2 lassen sich unterschiedliche Situationen darstellen und im
Gradientenverfahren beru¨cksichtigen. Das Gradientenverfahren arbeitet in diesem
Fall auf der Gesamtheit der parameterabha¨ngigen Urbildmenge und liefert hieru¨ber
auch eine Scha¨tzung der aktuellen Betriebssituation.
Aufgrund des eingesetzten Gradientenverfahrens u¨bertragen sich dessen Ein-
schra¨nkungen auch auf dieses Regelungskonzept. So ko¨nnen lokale Minima bei der Abbil-
dung von 훼푠푡푒푙푙 nach Φ푖푠푡 Probleme verursachen, ebenso sollten Unstetigkeiten im Verlauf
der Paretomenge vermieden werden.
9.4.1 Gradientenbeobachter
Der Gradientenbeobachter macht sich die Eigenschaft linearer Systeme zunutze, dass die
Gradienten dieser Systeme nach den Parametern wiederum lineare Systeme darstellen (sie-
he Kapitel 5.4.4). Es liegt daher der Gedanke nahe, die Gradienten zur Laufzeit durch einen
Beobachter abzuscha¨tzen.
Ausgangspunkt eines solchen Beobachters ist ein lineares Modell der Regelstrecke. Die
Zustandsraumdarstellung eines gesto¨rten Systems ohne direkten Durchgriﬀ la¨sst sich mit:
푥˙ = A푥 +B푢 +E 푧
푦 = C푥 (9.31)
angeben. Fu¨r den Regler wird eine Ausgangsru¨ckfu¨hrung der Form
푢 = −R(푝) 푦 + S(푝)푤 (9.32)
angenommen. Die Ru¨ckfu¨hrmatrix R und die Steuermatrix S ha¨ngen von den Entwurfspa-
rametern 푝 ab. Durch Einsetzen von (9.32) in (9.31) ergibt sich die Zustandsraumdarstel-
lung des geregelten Systems zu:
푥˙ = (A −BR(푝)C)푥 +BS(푝)푤 +E 푧
푦 = C푥 (9.33)
Durch Diﬀerentiation nach 푝 erha¨lt man analog zu (5.28) die erweitere Zustandsraum-
darstellung:
d
d푡
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
푥∇푝1푥⋮∇푝푛푥
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A −BRC 0 ⋯ 0−B ∂∂푝1RC A −BRC ⋯ 0⋮ ⋮ ⋱ ⋮−B ∂∂푝푛RC 0 ⋯ A −BRC
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
푥∇푝1푥⋮∇푝푛푥
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
S
∂
∂푝1
S⋮
∂
∂푝푛
S
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
푤 +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
E
0⋮
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
푧
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
푦∇푝1푦⋮∇푝푛푦
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C 0 ⋯ 0
0 C ⋯ 0⋮ ⋮ ⋱ ⋮
0 0 ⋯ C
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
푥∇푝1푥⋮∇푝푛푥
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(9.34)
2 Unterschiedliche Betriebssituationen ko¨nnen innerhalb eines Modells u¨ber entsprechende Parameter
eingestellt werden. Diese Parameter werden durch die Anregung oder die jeweilige Betriebsbedin-
gung vorgegeben und stellen keine Entwurfsparameter dar. Die Optimierung u¨ber die verschiedenen
Situationen liefert demnach eine Schar an Paretomengen, eine sog. parameterabha¨ngige Paretomenge.
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Abbildung 9.22: Aufbau des Gradientenbeobachters
welche neben den urspru¨nglichen Modellgleichungen auch die Sensitivita¨tsgleichungen
nach den Reglerparametern 푝 entha¨lt.
Betrachtet man das Gleichungssystem (9.34) genauer, so ist erkennbar, dass die Zusta¨nde
des urspru¨nglichen Systems 푥 unabha¨ngig von den Gradienten ∇푝푖푥 sind. Da lediglich die
Ausga¨nge 푦 gemessen werden ko¨nnen, folgt daraus, dass die Gradienten ∇푝푖푥 strukturell
nicht beobachtbar sind. Allerdings unterliegen diese Gro¨ßen aus zwei Gru¨nden nicht der
Beobachtbarkeitsbedingung:
 Die Anfangswerte der Zusta¨nde 푥(푡 = 0) sind unabha¨ngig von den Parametern 푝. Die
Anfangswerte der Gradienten sind daher bekannt und ko¨nnen mit ∇푝푖푥(푡 = 0) = 0 fu¨r
alle 푖 = 1, . . . , 푛 angegeben werden.
 Weder die Sto¨reingangsmatrix E noch der Sto¨reingang 푧 ha¨ngen von den Reglerpa-
rametern 푝 ab. Wegen des fehlenden Durchgriﬀs u¨ben die Sto¨rungen keinen direkten
Einﬂuss auf die Gradienten ∇푝푖푥 aus. Die Gradienten unterliegen keiner Sto¨rung und
sind nur von den Zusta¨nden 푥 und dem Steuervektor 푤 abha¨ngig, die prinzipiell
beobachtbar sind.
Die Gradienten ∇푝푖푥 stellen im Grund keine Zusta¨nde des Systems dar. Aus den oben
genannten Gru¨nden mu¨ssen lediglich die Zusta¨nde 푥 u¨ber einen Zustandsbeobachter er-
mittelt werden. Die gewu¨nschten Gradienten lassen sich durch eine Erweiterung des Beob-
achters um die Sensitivita¨tsgleichungen aus (9.34) abscha¨tzen. Abbildung 9.22 zeigt diesen
erweiterten Zustandsbeobachter. Die Ableitungen der nichtlinearen Zielkriterien ko¨nnen
durch Anwendung der Methode der Algorithmischen Diﬀerentiation ermittelt und in die
Sensitivita¨tsgleichungen integriert werden.
Wie in [MT06] gezeigt wurde, liegen die relativen Scha¨tzfehler der Gradienten ∂Φ푖푠푡/∂푝T
in etwa in der gleichen Gro¨ßenordnung wie die Fehler der beobachteten Zielgro¨ßen Φ푖푠푡.
9.4.2 Mehrziel-Gradientenverfahren
Die Anpassung des gewa¨hlten Paretopunktes geschieht mit Hilfe eines ableitungsbehafteten
Optimierungsverfahrens. Aufgrund des Einsatzes in einem Zielregelkreis ergeben sich die
folgenden Anforderungen an dieses Optimierungsverfahren:
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 Die Auswahl des Paretopunktes erfolgt zur Laufzeit. Die Optimierung wird demnach
nicht an einem Modell sondern direkt am System durchgefu¨hrt.
 Das System unterliegt vera¨nderlichen Anregungsverha¨ltnissen. Dies fu¨hrt, wie auf
Seite 139 dargelegt, zu sich sta¨ndig vera¨ndernden Zielfunktionen.
Das Optimierungsverfahren muss geeignet sein, mit den sich a¨ndernden Zielfunktio-
nen umzugehen. Der optimale Punkt kann unter solchen Verha¨ltnissen im Grunde nie
erreicht werden. Es kann jedoch in jedem Schritt eine Anna¨herung der beobachteten
Systemziele Φ푖푠푡 an die Zielvorgaben Φ푠표푙푙 erfolgen. Das Optimierungsverfahren kann
daher als ein komplexer Regler aufgefasst werden, der neben der Regeldiﬀerenz auch
die Gradienteninformation des Ist-Signals zur Berechnung des Stellsignals nutzt.
Optimierungsverfahren, die zur Beschleunigung der Konvergenz Informationen aus
vorangegangenen Optimierungsschritten nutzen, wie z. B. Verfahren der konjugierten
Gradienten oder Quasi-Newton-Verfahren, ko¨nnen in diesem Zusammenhang nur be-
dingt eingesetzt werden. Insbesondere bei sta¨ndigen Vera¨nderungen der Anregungs-
verha¨ltnisse erweisen sich diese Informationen als unbrauchbar, da sie fu¨r jeweils
andere Situationen und somit fu¨r andere Zielfunktionen ermittelt wurden.
Fu¨r die Anpassung des Systemverhaltens wird an dieser Stelle ein Mehrziel-
Gradientenverfahren vorgeschlagen. Es setzt auf Ideen aus [Mu¨n01, Mu¨n03] auf und wurde
erstmals in [HMS04] vorgestellt und fu¨r die Online-Optimierung einer Hydraulikpumpe in
einem selbstoptimierenden Operator-Controller-Modul eingesetzt.
Das Gradientenverfahren arbeitet nach der Iterationsvorschrift (3.2). Analog zu der
Goal-Attainment-Methode aus Kapitel 3.4.4, lo¨st es ein Min-Max-Problem der Form:
min
푥
max
푖
휗푖(푥) (9.35)
mit den Erfu¨llungsgraden
휗푖 = 푓푖(푥) − 푃푖
푠푖
, 푖 = 1, . . . ,푚 (9.36)
Hierbei beschreibt 푃 den Zielpunkt und 푠 den Gewichtungsvektor. Die Aufgabe dieses
”
Reglers“ besteht also darin, in jedem Optimierungsschritt 푘 eine Verringerung des gro¨ßten
Erfu¨llungsgrades 휗푖 zu erreichen.
Der Kern des Verfahrens besteht in der Berechnung einer Abstiegsrichtung 푑푘, die zu
einer Verringerung der Maximumfunktion in (9.35) fu¨hrt. Wendet man ein Gradienten-
verfahren direkt auf (9.35) an, so besitzt immer nur ein einzelnes Ziel einen maximalen
Erfu¨llungsgrad. Schreitet man in Abstiegsrichtung fort, so hat dies besonders in der Na¨he
der Lo¨sung einen sta¨ndigen Wechsel des gerade betrachteten Erfu¨llungsgrades zur Folge.
Hieraus resultieren im Allgemeinen extrem kleine Schrittweiten. Um diese zu vermeiden
werden fu¨r die Abstiegsrichtung mehrere Ziele gemeinsam beru¨cksichtigt. Die Festlegung
dieser Ziele erfolgt mit Hilfe einer Active-Set-Strategie, d. h. es wird zwischen aktiven und
passiven Zielen unterschieden. Die Berechnung der Abstiegsrichtung erfolgt nur anhand
der aktiven Ziele. Diese weisen die gro¨ßten Erfu¨llungsgrade 휗푖 auf, die Erfu¨llungsgrade der
passiven Ziele sind demgegenu¨ber klein und werden nicht beru¨cksichtigt.
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Abbildung 9.23: Geometrischer Ansatz zur Bestimmung der Abstiegsrichtung im Urbildraum
Bestimmung der Abstiegsrichtung
Die Abstiegsrichtung wird u¨ber einen geometrisch motivierten Ansatz aus [Mu¨n01] be-
stimmt. Gesucht wird eine Richtung 푑푘, in der alle aktiven Erfu¨llungsgrade eine Verringe-
rung erfahren. Fu¨r einen einzelnen Erfu¨llungsgrad 휗푖 kann diese Richtung leicht u¨ber den
Gradienten angegeben werden. Spannt man nun einen Kegel auf, der die Gradienten aller
aktiven Erfu¨llungsgrade mo¨glichst eng umschließt, so liegt die gesuchte Abstiegsrichtung
푑푘 in entgegengesetzter Richtung zur Kegelachse. Abbildung 9.23 skizziert diesen Ansatz
im Urbildraum fu¨r drei Zielgro¨ßen und Optimierungsparameter.
Der Kegel wird u¨ber die Minimierung des folgenden quadratischen Optimierungspro-
blems bestimmt:
min
푥푘
푑푘
T푑푘 (9.37)
mit den Nebenbedingungen: ∇휗푖T 푑푘 ≤ −∣∇휗푖∣ , 푖 ∈ I (9.38)
und der Indexmenge I der aktiven Ziele.
Bestimmung der aktiven Ziele
Die Indexmenge der aktiven Zielgro¨ßen I wird u¨ber eine 휖-Umgebung um den maximalen
Wert 휗푚푎푥 = max푗 휗푗 bestimmt:
I = {푖 ∶ 휗푖 ≥ max
푗
휗푗 − 휖} (9.39)
Typischer Weise startet eine Optimierung mit relativ großen Unterschieden zwischen den
Erfu¨llungsgraden 휗푖. Mit der Anna¨herung an den gewu¨nschten Paretopunkt werden die
Diﬀerenzen zwischen den Erfu¨llungsgraden der aktiven Ziele zwangsla¨uﬁg immer geringer.
Eine Adaption der 휖-Umgebung ist hier sinnvoll. Weitab der Lo¨sung kann ein großes 휖
gewa¨hlt werden, mit der Anna¨herung an den gesuchten Paretopunkt muss 휖 gegen Null
streben.
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Ein Maß fu¨r die Anna¨herung an die Lo¨sung ist der Winkel 훾 zwischen dem Kegelmantel
und der Kegelachse. Dieser ergibt sich aus (9.37) und (9.38) zu:
cos훾 = 1√
푑푘
T푑푘
(9.40)
Bei 훾 = 휋2 sind die Gradienten der aktiven Ziele voneinander linear abha¨ngig und der
gesuchte Paretopunkt ist erreicht.
Diese Beziehung wird bspw. von der folgenden stufenweise arbeitenden Adaptionsvor-
schrift genutzt:
휖푘+1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2 휖푘 ∶ 휖푘 < 휖0
푑푘
T푑푘
1
2 휖푘 ∶ 휖푘 > 2 휖0푑푘T푑푘
휖푘 ∶ andernfalls
(9.41)
Mit diese Vorschrift konnte in den bisher betrachteten Anwendungen gute Ergebnisse erzielt
werden (vgl. [HMS04, EA06]):
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10 Zusammenfassung
Diese Arbeit ist entstanden im Rahmen des Sonderforschungsbereiches 614
”
Selbstopti-
mierende Systeme des Maschinenbaus“. Das Ziel bestand darin, Konzepte fu¨r eine selbst-
optimierende Regelung in hierarchisch verteilten mechatronischen Systemen zu entwickeln
und zu erproben.
Den Ausgangspunkt der Arbeit bildet die modular-hierarchische OCM-Architektur fu¨r
intelligente mechatronische Systeme. Diese Struktur ergibt sich aus der Verknu¨pfung ein-
zelner Aggregate zu einem komplexen Gesamtsystem. Bei selbstoptimierenden Systemen
kommt der Informationsverarbeitung eine besondere Rolle zu. Das Konzept des Operator-
Controller-Moduls (OCM) ist geeignet, den speziellen Anforderungen selbstoptimierender
geregelter Systeme gerecht zu werden, da eine klare Trennung zwischen regelungstechni-
schen Bestandteilen im Controller und den selbstoptimierenden Prozessen im kognitiven
Operator erreicht wird. Jedes Aggregat wird u¨ber ein eigenes OCM angesteuert, u¨berwacht
und optimiert. Die Verknu¨pfung der OCM fu¨hrt zu der hierarchisch organisierten OCM-
Architektur.
Die verteilte Selbstoptimierung der unteren aktornahen Ebenen stellt besondere Anfor-
derungen an die Methoden und Verfahren, da aufgrund starker physikalischer Wechsel-
wirkungen eine unabha¨ngige Betrachtung der einzelnen Aggregate nicht mo¨glich ist. Bei
bisherigen Ansa¨tzen zur Realisierung selbstoptimierender Systeme stand die Betrachtung
einzelner Funktionsmodule im Vordergrund; hierarchische Ansa¨tze wurden lediglich fu¨r
die ho¨heren Ebenen der lose gekoppelten autonomen oder vernetzten Systeme entwickelt
(siehe z. B. [Klo¨09]). Diese Lu¨cke konnte in dieser Arbeit mit dem Konzept einer hierar-
chischen, u¨ber die OCM-Architektur verteilten Wissensbasis ein Stu¨ck weit geschlossen
werden. Mit diesem Konzept gelingt es, die gegenseitigen Wechselwirkungen durch mathe-
matische Verhaltensmodelle abzubilden und in der Optimierung des Systemverhaltens zu
beru¨cksichtigen.
Die Wissensbasis setzt auf einem hierarchischen Modell auf, welches auf jeder Ebene
der Aggregatstruktur das Verhalten des gesamten unterlagerten Teilsystems beschreibt.
Bei dem Aufbau des Modells wird eine starke Kapselung verfolgt. So verfu¨gen die einzel-
nen OCM initial nur u¨ber Informationen ihres eigenen Verhaltens. Durch den Austausch
reduzierter Verhaltensmodelle ergibt sich erst zur Laufzeit ein Bild des Umfelds mit den
unterlagerten und u¨berlagerten Aggregaten. Aufgrund dieser Modellreduktion bleiben die
Modelle auch auf den ho¨heren Ebenen ausgewogen: detaillierte Eﬀekte der unteren Ebenen
werden verallgemeinert und entfernt.
Die Wissensbasis dient als zentraler Speicherort fu¨r Modelle, Systemkonﬁgurationen,
Anregungs- und Situationsdaten sowie weiteren Informationen. Verschiedene Prozesse, z. B.
Optimierungsverfahren, Selbstoptimierungsprozesse und Planungsverfahren, erhalten ge-
meinsam u¨ber deﬁnierte Schnittstellen Zugriﬀ auf aktuelle Daten.
Paretooptimale Systemkonﬁgurationen werden mit Hilfe einer verteilten Optimierung
des hierarchischen Systems ermittelt. Hierfu¨r wurden zwei Ansa¨tze vorgestellt: die Top-
Level-Optimierung und die Multi-Objective-Bottom-Up-Optimierung (MOBU). Mit der
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MOBU-Methode werden robuste Ergebnisse erzielt, da die Zielfunktionen aller Subsysteme
in das Ergebnis einﬂießen, zudem bleibt die starke Kapselung der OCM erhalten. Aus diesen
Gru¨nden stellt sie in dieser Arbeit die bevorzugte Optimierungsmethode dar.
Der Prozess der Selbstoptimierung kann auf vielfa¨ltige Art und Weise innerhalb des OCM
realisiert werden. In dieser Arbeit wurde das Konzept einer selbstoptimierenden Regelung
auf Basis paretooptimaler Systemkonﬁgurationen verfolgt. Dieses Konzept setzt auf eine
Trennung der Mehrzieloptimierung von dem eigentlichen Selbstoptimierungsprozess. Fu¨r
die Einhaltung der geforderten Systemziele bei wechselnden Anregungsverha¨ltnissen wurde
ein sogenannter Ziel-Regelkreis vorgeschlagen, der im Prinzip analog zu einer klassischen
digitalen Regelung arbeitet. So ko¨nnen einige Analyse- und Synthesemethoden fu¨r digitale
Regelungen hier zum Einsatz kommen.
Notwendige Voraussetzung fu¨r die hierarchische Optimierung und den Ziel-Regelkreis
sind leistungsfa¨hige Verfahren der Mehrzieloptimierung. Betrachtet wurden schnell konver-
gierende Optimierungsverfahren, die auf Basis von Gradienteninformationen arbeiten. Die
Genauigkeit, mit der die Gradienten verfu¨gbar sind, wirkt sich entscheidend auf die Konver-
genz, die Exaktheit der Ergebnisse, vor allem aber auch auf die Robustheit der Verfahren
aus. So konnten viele Optimierungsprobleme in dieser Arbeit nur durch die Verfu¨gbarkeit
hochgenauer Ableitungen erfolgreich gelo¨st werden. Eine fortschrittliche Methode die Ab-
leitungen von Funktionen zu ermitteln, die in Form eines Computerprogramms oder Algo-
rithmus vorliegen, ist die Algorithmische Diﬀerentiation (AD). Es wurde dargestellt, wie
die Ableitungen von Simulationsprogrammen erfolgreich berechnet werden ko¨nnen.
Als Anwendungsbeispiel dient das Pru¨fstandsmodell eines neuartigen Unterﬂur-
Federungssystems fu¨r ein Schienenfahrzeug. Das Konzept des hierarchischen Modells und
der hierarchischen MOBU-Optimierung wurden an diesem Beispiel umgesetzt. Zwei kon-
krete Ziel-Regelkreise mit unterschiedlichen Regelungsaufgaben, die Regelung auf ein Ziel-
verha¨ltnis und die Regelung auf absolute Zielvorgaben, wurden auf der Grundlage der
Optimierungsergebnisse aufgebaut und veriﬁziert.
Neben diesen beiden Ziel-Regelkreisen wurde das Konzept einer gradientenbasierten Ziel-
regelung vorgestellt. Den Kern des Verfahrens bildet ein Mehrziel-Gradientenverfahren,
welches die Anna¨herung des aktuell eingestellten Paretopunktes an die Zielvorgaben er-
reicht. Die fu¨r das Verfahren notwendigen Gradienten werden zur Laufzeit mit Hilfe eines
sog. Gradientenbeobachters abgescha¨tzt. Dieser Gradientenbeobachter greift die Idee der
Algorithmischen Diﬀerentiation auf, um die Sensitivita¨tsgleichungen des Modells der Re-
gelstrecke zu erstellen. Ein klassischer Zustandsbeobachter kann mit diesen Gleichungen
erweitert und zu Abscha¨tzung der Gradienten genutzt werden.
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A Anhang
A.1 Modellreduktionsverfahren fu¨r lineare Systeme
Im Folgenden werden die Verfahren zur Reduktion von LZI-Modellen vorgestellt, die im
Rahmen dieser Arbeit untersucht wurden. Die beschriebenen Verfahren setzen auf der linea-
ren Zustandsraumdarstellung auf. Das System wird u¨ber unterschiedliche Ansa¨tze derart
transformiert, dass es in relevante Zustandsgro¨ßen 푥1 und nicht relevante Zustandsgro¨ßen
푥2 eingeteilt werden kann:
[ 푥˙1
푥˙2
] =[ A11 A12
A21 A22
] [ 푥1
푥2
] + [ B1
B2
] 푢
푦 = [ C1 C2 ] [ 푥1푥2 ] +D푢
(A.1)
Das Modell kann so um die nicht relevanten Zusta¨nde reduziert werden und man erha¨lt
das reduzierte Modell:
푥˙푟 = A푟 푥푟 +B푟 푢
푦
푟
= C푟 푥푟 +D푟 푢 (A.2)
A.1.1 Modale Ordnungsreduktion
Modale Ordnungsreduktionsverfahren beruhen auf der Transformation eines linearen Mo-
dells auf Modalform. U¨ber die Transformationsmatrix V und den Modalkoordinaten 푧
ergibt sich mit:
푥 = V 푧 (A.3)
das lineare Modell:
푧˙ = Λ 푧 +B∗ 푢
푦 = C∗ 푧 +D푢 (A.4)
Die Transformationsmatrix ist mit den Eigenvektoren von A besetzt. Die transformierten
Matrizen der Zustandsraumdarstellung berechnen sich aus:
Λ = V−1 AV = diag(휆1, . . . , 휆푛) (A.5)
B∗ = V−1 B (A.6)
C∗ = CV (A.7)
Die Matrix Λ entha¨lt die Eigenwerte von A auf der Hauptdiagonalen1. Diese Lineartrans-
formation vera¨ndert das Verhalten des Systems nicht.
1 Bei mehrfachen Eigenwerten sind diese komplex. Um eine komplexe Matrix Λ zu vermeiden, wird diese
meist in Jordanscher Normalform dargestellt. Die untere Nebendiagonale ist dann mit eins besetzt.
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Das System (A.4) liegt als Parallelschaltung von 푛 entkoppelten Subsystemen vor. Durch
Einteilung des Systems in dominante und nichtdominante Eigenwerte erha¨lt man:
[ 푧˙1
푧˙2
] =[ Λ1 0
0 Λ2
] [ 푧1
푧2
] + [ B∗1
B∗2 ] 푢
푦 =[ C∗1 C∗2 ] [ 푧1푧2 ] +D푢
(A.8)
Die Idee der modalen Ordnungsreduktion besteht darin, die nichtdominanten Eigenwerte
einfach zu entfernen. Die verbleibende Diﬀerentialgleichung bildet das reduzierte Modell:
푧˙1 = Λ1 푧1 +B∗1 푢
푦
푟
= C∗1 푧1 +D푢 (A.9)
Eine Schwierigkeit besteht in der Trennung zwischen dominanten und nichtdominanten
Eigenwerten. Litz stellt in [Lit79a, Lit79b] ein Dominanzmaß vor, das neben der Lage des
Eigenwertes auch die Steuerbarkeit und Beobachtbarkeit beru¨cksichtigt. Das Dominanz-
maß 퐷푘푖푗 fu¨r einen U¨bertragungspfad wird fu¨r einen Eigenwert 휆푘 u¨ber die Antwort eines
Ausgangs 푦푗 auf einen Sprung am Eingang 푢푖 wie folgt bestimmt:
퐷푘푖푗 = ∣푏푘푖 푐푗푘
휆푘
∣ (A.10)
Die Koeﬃzienten 푏푘푖 und 푐푗푘 entsprechen den zum U¨bertragungspfad geho¨renden Elemen-
ten der Matrizen B∗ und C∗.
U¨blicherweise wird die Dominanz eines Eigenwertes u¨ber das Maximum der
U¨bertragungspfade:
퐷푚푎푥,푘 = max
푖
(max
푗
퐷푘푖푗) (A.11)
oder u¨ber die Summe der U¨bertragungspfade:
퐷푠푢푚,푘 =∑
푖
∑
푗
퐷푘푖푗 (A.12)
bestimmt. Die Eigenwerte mit den gro¨ßten Dominanzmaßen werden in das reduzierte Mo-
dell u¨bernommen.
Das Modell (A.9) ist im Allgemeinen nicht in der Lage, die stationa¨re Endlage des Origi-
nalmodells wiederzugeben. Um diesen stationa¨ren Fehler zu vermeiden, muss der Zustands-
vektor 푧2 im reduzierten Modell beru¨cksichtigt werden. In der Literatur sind verschiedene
Ansa¨tze zu ﬁnden, die diesen Nachteil durch eine Korrektur der Eingangs- und/oder Aus-
gangsmatrix beheben (siehe z. B. [Mar66, Lit79b, Gut91]).
A.1.2 Balanciertes Abschneiden
Die Ordnungsreduktion mit einer balancierten Zustandsraumdarstellung wurde zuerst von
Moore in [Moo81] vorgestellt. Die Idee einer balancierten Darstellung besteht darin, das
Modell derart zu transformieren, dass jeder Zustand in gleichem Maße steuerbar und be-
obachtbar ist.
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Als Maß fu¨r die Steuerbarkeit und Beobachtbarkeit werden hier die Gramsche Steuerbar-
keitsmatrix P und Beobachtbarkeitsmatrix Q herangezogen, die sich u¨ber die Ljapunow-
Gleichungen:
AP +PAT= −BBT (A.13)
ATQ +QA = −CTC (A.14)
bestimmen lassen.
Ein System gilt genau dann als balanciert, wenn fu¨r die Beobachtbarkeits- und Steuer-
barkeitsmatrizen gilt:
P˜ = Q˜ = Σ = diag(휎1, 휎2, . . . , 휎푛) (A.15)
Die Diagonale von Σ ist hierbei mit den sogenannten Singula¨rwerten besetzt. Diese Sin-
gula¨rwerte sind absteigend der Gro¨ße nach sortiert und werden als
”
Dominanzmaß“ fu¨r die
Ordnungsreduktion herangezogen. Niedrige Werte stehen fu¨r eine
”
schlechte“, hohe Wer-
te fu¨r eine
”
gute“ Steuer- und Beobachtbarkeit. Fu¨r die Reduktion der Ordnung werden
Zusta¨nde mit niedrigen Singula¨rwerten entfernt, da diese nur einen geringen Einﬂuss auf
das Systemverhalten haben.
Es existieren verschiedene Algorithmen zur Berechnung einer balancierten Darstellung.
Im Folgenden wird stellvertretend der Algorithmus von Laub vorgestellt [LHPW87]:
1. Bestimmung der Steuerbarkeitsmatrix P und der Beobachtbarkeitsmatrix Q des Aus-
gangssystems und Cholesky-Zerlegung dieser Matrizen:
P = L푐LT푐 (A.16)
Q = L표LT표 (A.17)
2. Singula¨rwertzerlegung des Produktes der Cholesky-Faktoren:
LT표L푐 = UΣVT (A.18)
3. Die Transformationsmatrix und ihre Inverse berechnen sich u¨ber:
T = L푐V Σ−1/2 (A.19)
T−1 = Σ−1/2UTLT표 (A.20)
4. Schließlich erha¨lt man das balancierte Zustandsraummodell:
A˜ = T−1 AT = Σ−1/2UT LT표 AL푐V Σ−1/2 (A.21)
B˜ = T−1 B = Σ−1/2UT LT표 B (A.22)
C˜ = CT = CL푐V Σ−1/2 (A.23)
Die Diagonalmatrix Σ entha¨lt anschließend die sogenannten Singula¨rwerte. Die Beson-
derheit dieses Verfahrens liegt darin, dass es mit den Singula¨rwerten bereits ein Domi-
nanzmaß fu¨r die Reduktion mitliefert. Anhand der Singula¨rwerte kann man erkennen, an
welcher Stelle sich ein System gut zerlegen la¨sst. Weisen zwei benachbarte Singula¨rwerte
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einen großen Abstand auf 휎푘 ≫ 휎푘+1, so markiert dies in der Regel eine geeignete Stelle
zum
”
Abschneiden“ der niedrigen Singula¨rwerte.
Die reduzierten Modelle erreichen eine sehr gute Approximation des Systemverhaltens
bei gleichzeitig geringer Modellordnung. In der Regel ist es hierin den modalen Ordnungs-
reduktionsverfahren u¨berlegen. Allerdings kommt es beim balancierten Abschneiden zu
einer Verschiebung der Eigenwertlagen.
Da der Zustandsvektor 푥2 im reduzierten System nicht beru¨cksichtigt wird, ist das Er-
gebnis, a¨hnlich wie bei den modalen Reduktionsverfahren, nicht stationa¨r genau. Der sta-
tiona¨re Fehler kann auch hier bspw. mit der Korrektur von Guth [Gut91] oder in Kombi-
nation mit der nachfolgend beschriebenen singula¨ren Pertubation beseitigt werden.
A.1.3 Singula¨re Pertubation
Der Ansatz der singula¨ren Pertubation ist geeignet Systeme zu vereinfachen, die
in ein
”
schnelles“ und ein
”
langsames“ Teilsystem zerlegt werden ko¨nnen. In einer
U¨bergangsphase des langsamen Teilsystems erreicht das schnelle Teilsystem fru¨hzeitig sei-
nen stationa¨ren Endwert. Bei der singula¨ren Pertubation nimmt man an, dass dieser End-
wert augenblicklich, quasi
”
unendlich schnell“ erreicht wird. Das schnelle Teilsystem kann
daher aus dem Modell entfernt werden; der Einﬂuss des schnellen Teilsystems auf das
reduzierte Modell wird u¨ber den stationa¨ren Endwert abgebildet.
Setzt man den stationa¨ren Endwert 푥2푠 mit 푥˙2푠 = 0 in die Zustandsgleichung ein, erha¨lt
man: [ 푥˙1
0
] = [ A11 A12
A21 A22
] [ 푥1
푥2푠
] + [ B1
B2
] 푢 (A.24)
Durch Umformen kann der stationa¨re Endwert mit:
푥2푠 = −A−122 (A21 푥1 +B2 푢) (A.25)
bestimmt werden. Setzt man (A.25) wieder in die Zustandsraumdarstellung ein, ergibt sich
das reduzierte System:
˙˜푥1 = (A11 −A12 A−122 A21)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
A푟
푥˜1+(B1 −A12 A−122 B2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
B푟
푢
푦˜ = (C1 −C2 A−122 A21)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
C푟
푥˜1+ (D −C2 A−122 B2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
D푟
푢
(A.26)
Prinzipiell kann bei der singula¨ren Pertubation die Stabilita¨t des Systems nicht
gewa¨hrleistet werden. Die Beru¨cksichtigung des schnellen Teilsystems u¨ber die stationa¨ren
Endwerte resultiert u. a. in einer Modiﬁkation der Durchgriﬀsmatrix. Bei Systemen, die
urspru¨nglich keinen Durchgriﬀ besitzen, gilt nach der Reduktion im Allgemeinen D푟 ≠ 0.
Im Zusammenhang mit einem hierarchischen Modell ist dies jedoch weniger sto¨rend, da
die reduzierten Modelle als Submodelle in u¨berlagerten Modellen eingebettet werden und
der Durchgriﬀ hier im Gesamtsystem aufgelo¨st wird.
Dieses Verfahren kann mit anderen Reduktionsverfahren kombiniert werden, um eine sta-
tiona¨re Genauigkeit zu erzielen. Bspw. kann die singula¨re Pertubation auf ein balanciertes
Modell angewendet werden [Hip92]. Hierdurch wird der stationa¨re Fehler beim balancierten
Abschneiden nach Moore beseitigt.
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In Kombination mit einer Modaltransformation eignet sich dieses Verfahren gut, gezielt
hohe Eigenwerte aus dem Modell zu entfernen. Ausgangspunkt ist das lineare Zustands-
raummodell in Modalform (A.4). Anstatt eine Dominanzanalyse durchzufu¨hren, sortiert
man die Gleichungen dieses Modells nach langsamen und schnellen Eigenwerten. Analog
zur modalen Ordnungsreduktion erha¨lt man eine Zustandsraumdarstellung der Form (A.8).
Durch Einsetzen der Matrizen aus (A.8) in (A.26) erha¨lt man das reduzierte Modell:
˙˜푥1 = Λ1 푥˜1 +B∗1 푢
푦˜ = C∗1 푥˜1 + (D −C∗2 Λ−12 B∗2) 푢 (A.27)
Der stationa¨re Endwert wird bei dieser Kombination ausschließlich u¨ber die Durchgriﬀsma-
trix beru¨cksichtigt. Die Eigenwerte bleiben somit erhalten und die Stabilita¨t des Systems
ist gewa¨hrleistet.
A.2 Diﬀerentiation numerischer Lo¨sungsverfahren
Verfahren zur Lo¨sung verschiedener numerischer Probleme sind fester Bestandteil vieler
Berechnungsprogramme. Die Algorithmische Diﬀerentiation der Lo¨sungsalgorithmen ist
aus zwei Gru¨nden problematisch:
 Die Diﬀerentiation des Lo¨sungsalgorithmus vervielfacht den Rechenaufwand.
 Die Konvergenz der Gradienten kann nicht in jedem Fall garantiert werden.
Oft kommen iterative Methoden zum Einsatz, die bestimmte Fehlerschranken
beru¨cksichtigen. Diese Schranken beziehen sich jedoch nur auf den Funktionswert.
Die Gradienten werden nicht beru¨cksichtigt und ko¨nnen beim Abbruch der Iteration
noch große Fehler aufweisen [GBC+93, Gri00].
Die Anwendung der AD auf den Lo¨sungsalgorithmus kann vermieden werden, wenn die
a¨ußere Ableitung analytisch auf Basis der Lo¨sung bestimmt werden kann. Mit Hilfe der
Kettenregel kann diese in den Berechnungsablauf integriert werden. Im Folgenden werden
die Ableitungen von Lo¨sungsverfahren fu¨r lineare Gleichungssysteme, Eigenwertprobleme
und nichtlineare Gleichungssysteme angegeben. Ein Auﬂistung weiterer Ableitungen ﬁndet
sich in [Kas85].
Lineare Gleichungssysteme
Gesucht wird der Gradient 푑푥/푑푝, der sich aus der Lo¨sung des linearen Gleichungssystems
ergibt:
A(푝)푥 − 푏(푝) = 0 (A.28)
Die Lo¨sung kann z. B. u¨ber die Inverse A−1 angegeben werden:
푥 = A−1푏 (A.29)
Die Diﬀerentiation von Gleichung (A.28) nach 푝 ergibt:
∂
∂푝
A 푥 +A∂푥
∂푝
− ∂푏
∂푝
= 0 (A.30)
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Durch Umstellen von (A.30) gelangt man zum gesuchten Gradienten ∇푥:
∇푥 = 푑푥
푑푝
= A−1 (∂푏
∂푝
− ∂
∂푝
A 푥) (A.31)
Die Inverse A−1 tritt sowohl in Gleichung (A.29) als auch in (A.31) auf und muss nur
einmal bestimmt werden. Anstelle die Inverse zu bestimmen wird die Lo¨sung u¨blicherweise
u¨ber eine LR-Zerlegung oder QR-Zerlegung ermittelt. Den Vektor 푥 und den Gradienten∇푥 erha¨lt man dabei durch Auswerten mit unterschiedlichen rechten Seiten.
Eigenwerte
Die Ableitung der Eigenwerte und Eigenvektoren nach einem Parameter 푝 sind fu¨r eine
Sensitivita¨tsanalyse, fu¨r eine Optimierung der Eigenwertlagen aber auch fu¨r den Einsatz
der modalen Ordnungsreduktion (vgl. A.1.1) bei der hierarchischen Optimierung (Kapitel
7.4) interessant. Im Folgenden wird die Diﬀerentiation der Eigenwerte vorgestellt [Kas85,
VMM07].
Die Eigenwerte 휆 ∈ ℤ푛 einer symmetrischen Matrix A(푝) ∈ ℤ푛×푛 sind u¨ber das Eigen-
wertproblem:
AU −UΛ = 0 , V⋆A −ΛV⋆= 0 (A.32)
deﬁniert, mit den Rechtseigenvektoren U ∈ ℤ푛×푛, den Linkseigenvektoren V ∈ ℤ푛×푛 und
der Eigenwertmatrix Λ = diag휆, Λ ∈ ℤ푛×푛. Die Linkseigenvektoren werden so gewa¨hlt,
dass gilt:
V⋆ U = I (A.33)
Die Diﬀerentiation von (A.32) nach 푝 ergibt:
∂
∂푝
A U −U ∂
∂푝
Λ = −A ∂
∂푝
U + ∂
∂푝
U Λ (A.34)
und durch die linksseitige Multiplikation mit V⋆ erha¨lt man:
V⋆ ∂
∂푝
A U − V⋆ Udcurly
I
∂
∂푝
Λ = −V⋆A ∂
∂푝
U +V⋆ ∂
∂푝
U Λ (A.35)
Fu¨hrt man die Substitution ∂∂푝U = UC auf (A.35) durch, so lassen sich die Terme der
rechten Seite vereinfachen und es folgt:
V⋆ ∂
∂푝
A U − ∂
∂푝
Λ = −ΛC +CΛ (A.36)
Da die Diagonale von −ΛC +CΛ verschwindet, ko¨nnen die Ableitungen der Eigenwerte
u¨ber die Diagonalelemente:
∂휆푖
∂푝
= [V⋆ ∂
∂푝
A U]
푖,푖
(A.37)
bestimmt werden.
Die Ableitungen der Eigenvektoren ko¨nnen u¨ber die nicht verschwindenden Elemente des
Ausdrucks −ΛC+CΛ ermittelt werden. Da sich der Algorithmus hierfu¨r etwas aufwa¨ndiger
gestaltet, sei hierzu auf [VMM07] verwiesen.
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Newton-Raphson-Verfahren
Das Newton-Raphson-Verfahren za¨hlt zu den Standardverfahren der numerischen Ma-
thematik. Es wird eingesetzt, um die Nullstelle 푥⋆ eines nichtlinearen Gleichungssystems
푓 ∶ ℝ푛 → ℝ푛 anzuna¨hern:
푓(푥⋆) = 0 (A.38)
Das Newton-Verfahren arbeitet nach der Iterationsvorschrift:
푥푘+1 = 푥푘 − (∇푓푘)−1 푓푘 (A.39)
mit
푓
푘
= 푓(푥푘) und ∇푓푘 = ∂푓∂푥T ∣
푥푘
(A.40)
Oftmals wird in (A.39) aus verschiedenen Gru¨nden eine Abscha¨tzung der Inversen ein-
gesetzt, z. B. die sog. Pseudoinverse. Mit der Na¨herung der Inversen (∇푓)+ ergibt sich die
Iterationsvorschrift:
푥푘+1 = 푥푘 − (∇푓푘)+ 푓푘 (A.41)
Im Folgenden wird die Diﬀerentiation der Funktion 푓(푥, 푝) nach dem Parameter 푝 be-
trachtet. Nutz man die Tatsache aus, dass in der Na¨he der Lo¨sung 푥⋆ die Diﬀerenz 푥푘+1−푥푘
gegen Null konvergiert, so erha¨lt man durch Diﬀerentiation von (A.41) nach 푝 die Iterati-
onsvorschrift:
∂푥푘+1
∂푝
= ∂푥푘
∂푝
− (∇푓
푘
)+ (∇푓
푘
∂푥푘
∂푝
+ ∂푓푘
∂푝
) (A.42)
zur Anna¨herung der Ableitung von 푓(푥⋆, 푝) = 0.
Diese Iterationsvorschrift kann grundsa¨tzlich parallel mit (A.41) ausgewertet werden.
Hierbei ist zu beachten, dass neben 푥 auch die Konvergenz der Ableitungen ∂푥∂푝 u¨berwacht
werden muss. Im Allgemeinen werden zusa¨tzliche Iterationsschritte beno¨tigt, damit die
Ableitungen die geforderte Genauigkeit erreichen.
Aus Rechenzeitgru¨nden bietet sich jedoch eine Berechnung in zwei Phasen an (vgl.
[Gri00]). In der ersten Phase wird das Gleichungssystem 푓(푥⋆, 푝) = 0 gelo¨st, in der zweiten
Phase werden aufbauend auf 푥⋆ die Ableitungen ∂푥⋆/∂푝 angena¨hert:
∂푥푘+1
∂푝
= ∂푥푘
∂푝
− (∇푓(푥⋆))+ ⎛⎝∇푓(푥⋆)∂푥푘∂푝 + ∂푓∂푝 ∣푥⋆⎞⎠ (A.43)
Gilt (∇푓)+ = (∇푓)−1, so vereinfacht sich (A.43) zu:
∂푥⋆
∂푝
= − (∇푓(푥⋆))−1 ∂푓
∂푝
∣
푥⋆
(A.44)
Die gesuchten Ableitungen lassen sich hier in einem einzelnen zusa¨tzlichen Berechnungs-
schritt ermitteln.
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A.3 Modellreduktion des Unterﬂur-Federungspru¨fstand
In diesem Abschnitt sind die Ergebnisse der Modellreduktion des Unterﬂur-
Federungspru¨fstandes exemplarisch anhand einzelner Konﬁgurationen aufgefu¨hrt.
Hydraulikzylinder
Die Linearisierung der Hydraulikzylinder mit den Parametern 퐾푝 = 2000 1m und 퐾푑 = 0,2 sm
fu¨hrt zu den folgenden Zustandsraummatrizen:
A푧푦푙 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0−1,421 ⋅ 1005 −527,8 0 0 −2,843 ⋅ 1006
6,205 ⋅ 1009 0 0 0 0−6,459 ⋅ 1009 0 0 0 0
0 0 0 0 −1000
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, B푧푦푙 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0
3,127 ⋅ 1007 −3,127 ⋅ 1007 0
0 0 −2,010 ⋅ 1010
0 0 1,060 ⋅ 1010
1000 −1000 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
C푧푦푙 = [ 0 0 −8,041 ⋅ 10−04 4,244 ⋅ 10−04 03536 0 0 0 0 ] , D푧푦푙 = [ 0 0 50000 0 0 ]
(A.45)
Die Transformation in eine Minimalrealisierung resultiert in den reduzierten Zustands-
raummatrizen:
A푧푦푙,푟 = ⎡⎢⎢⎢⎢⎢⎣
−1000 0 0 0
284,3 −527,8 −14,21 0
0 1,0 ⋅ 1004 0 0
0 0 850,2 0
⎤⎥⎥⎥⎥⎥⎦ , B푧푦푙,푟 =
⎡⎢⎢⎢⎢⎢⎣
−1000 1000 0
3127 −3127 0
0 0 0
0 0 −2272
⎤⎥⎥⎥⎥⎥⎦
C푧푦푙,푟 = [ 0 0 0 −90920 0 3536 0 ] , D푧푦푙,푟 = [ 0 0 50000 0 0 ]
(A.46)
Aktorgruppen
Die Linearisierung des Basismodells der Aktorgruppen mit den identischen Einstellungen
퐾푝 = 2000 1m und 퐾푑 = 0,2 푠m fu¨r die drei Servozylinder resultiert in den folgenden Zustands-
raummatrizen:
A푎푔 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1000 0 0 0 0 0 0 0 0 0 0 0 −95,39 0 −84,97 0 −4,999 0
284,3 −527,8 −14,21 0 0 0 0 0 0 0 0 0 298,3 0 265,7 0 15,63 0
0 1,000 ⋅ 104 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 850,2 0 0 0 0 0 0 0 0 0 7,927 216,8 9,734 193,1 15,11 11,36
0 0 0 0 −1000 0 0 0 0 0 0 0 120,4 0 68,43 0 146,6 0
0 0 0 0 284,3 −527,8 −14,21 0 0 0 0 0 −376,5 0 −214,0 0 −458,5 0
0 0 0 0 0 1,000 ⋅ 104 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 850,2 0 0 0 0 0 −48,16 −273,6 −64,16 −155,5 −58,63 −333,2
0 0 0 0 0 0 0 0 −1000 0 0 0 31,11 0 68,43 0 146,6 0
0 0 0 0 0 0 0 0 284,3 −527,8 −14,21 0 −97,27 0 −214,0 0 −458,5 0
0 0 0 0 0 0 0 0 0 1,000 ⋅ 104 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 850,2 0 −55,11 −70,69 −65,57 −155,5 −19,51 −333,2
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 −8,159 ⋅ 104 0 0 0 8,017 ⋅ 104 0 0 0 −4,215 ⋅ 104 −6,589 ⋅ 105 −1,710 ⋅ 104 −3,937 ⋅ 105 −1,001 ⋅ 104 −4,125 ⋅ 105 −8304
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 −8,597 ⋅ 104 0 0 0 −2,433 ⋅ 104 0 0 0 2,555 ⋅ 104 −2,618 ⋅ 105 −6556 −3,062 ⋅ 105 −7981 −3,166 ⋅ 105 −4459
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1,000
0 0 0 6,935 ⋅ 104 0 0 0 −8086 0 0 0 2,026 ⋅ 104 3,110 ⋅ 105 7704 2,306 ⋅ 105 5643 2,382 ⋅ 105 2220
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B푎푔 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 −2,992 ⋅ 10−3 −4,364 ⋅ 10−3 0 0 0 0 0 0
0 9,355 ⋅ 10−3 1,364 ⋅ 10−2 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 2,716 ⋅ 10−3 −9,033 ⋅ 10−3 0 0 0 0 0 0
0 −8,493 ⋅ 10−3 2,824 ⋅ 10−2 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 −8,633 ⋅ 10−3 −1,503 ⋅ 10−2 0 0 0 0 0 0
0 2,699 ⋅ 10−2 4,700 ⋅ 10−2 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 1,925 ⋅ 106 −1,347 ⋅ 106 0 2,459 ⋅ 104 −1,625 ⋅ 104
0 0 0 0 0 0 0 0 0
0 0 0 0 7,111 ⋅ 104 −1,071 ⋅ 106 0 189,7 −1,337 ⋅ 104
0 0 0 0 0 0 0 0 0
0 0 0 0 −7,028 ⋅ 105 7,976 ⋅ 105 0 −8759 9759
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
C푎푔 = ⎡⎢⎢⎢⎢⎣
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1,935 ⋅ 104 −239,6 −9943 −117,2 −1,047 ⋅ 104 −123,4
0 0 0 0 0 0 0 0 0 0 0 0 2,126 ⋅ 104 257,5 1,878 ⋅ 104 229,5 1,981 ⋅ 104 241,5
0 0 0 0 0 0 0 0 0 0 3536 0 0 0 0 0 0 0
0 0 3536 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 3536 0 0 0 0 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎦
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D푎푔 = ⎡⎢⎢⎢⎢⎣
0 0 0 0 0 0 0 0 0
0 0 0 0 6,323 ⋅ 104 −3,353 ⋅ 104 0 815,0 −400,0
0 0 0 0 −3,353 ⋅ 104 6,344 ⋅ 104 0 −400,0 783,0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎦
(A.47)
Die Systemmatrizen der Servozylinder A푧푦푙,푟 ko¨nnen in der oberen linken Ha¨lfte der Sy-
stemmatrix A푎푔 des linearisierten Modells wiedergefunden werden. Die Reduktion des Zu-
standsraummodells ergibt:
A푎푔,푟 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1630 −2816 1712 1564 241,0 98,14 −53,31 −9,649 338,5 −376,7 27,08 62,72
1344 −1630 −599,2 −1114 −141,0 −49,14 169,7 17,38 −120,8 274,7 4,607 72,77
0 0 −2760 −1218 −157,2 −129,5 155,6 74,57 −190,2 344,0 −11,18 −2,721
0 0 0 −1494 −321,3 −147,9 160,9 −45,59 −431,3 610,8 −51,04 −2,927
0 0 0 0 −206,6 −138,3 −33,99 −16,25 −113,7 −54,28 218,2 −111,0
0 0 0 0 362,7 −206,6 39,80 −30,61 −72,76 178,6 −124,2 47,28
0 0 0 0 0 0 −207,4 125,1 49,39 18,09 −75,09 −265,5
0 0 0 0 0 0 −388,8 −207,4 −28,46 100,4 −70,39 −123,6
0 0 0 0 0 0 0 0 −174,9 −62,50 −26,67 −9,981
0 0 0 0 0 0 0 0 253,5 −174,9 182,4 14,09
0 0 0 0 0 0 0 0 0 0 −113,9 −4,661 ⋅ 10−02
0 0 0 0 0 0 0 0 0 0 0 −115,3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B푎푔,푟 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 5,256 ⋅ 10−03 4,234 ⋅ 10−03 0 −2023 −1207 0 −27,68 −15,71
0 2,795 ⋅ 10−03 −1,612 ⋅ 10−03 0 3289 −7391 0 38,42 −91,41
0 −2,867 ⋅ 10−03 −2,321 ⋅ 10−03 0 1,203 ⋅ 1004 −8596 0 153,5 −103,8
0 −1,839 ⋅ 10−03 −6,703 ⋅ 10−03 0 761,9 33,52 0 10,13 0,6502
0 −1,515 ⋅ 10−03 2,390 ⋅ 10−02 0 25,19 −100,4 0 0,2635 −1,248
0 −6,368 ⋅ 10−04 7,489 ⋅ 10−03 0 35,81 −120,8 0 0,3900 −1,500
0 −2,338 ⋅ 10−02 −7,486 ⋅ 10−03 0 −49,62 61,60 0 −0,6148 0,7552
0 5,346 ⋅ 10−03 1,266 ⋅ 10−03 0 8,212 −81,47 0 5,160 ⋅ 10−02 −1,016
0 −2,621 ⋅ 10−03 −6,167 ⋅ 10−03 0 102,4 −353,1 0 1,109 −4,384
0 6,731 ⋅ 10−03 2,317 ⋅ 10−02 0 −64,81 176,2 0 −0,7356 2,183
0 −7,284 ⋅ 10−03 −2,808 ⋅ 10−02 0 3,159 −8,510 0 3,590 ⋅ 10−02 −0,1054
0 −1,878 ⋅ 10−02 3,870 ⋅ 10−04 0 −21,11 6,259 0 −0,2756 7,186 ⋅ 10−02
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
C푎푔,푟 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0 0 0 0 0 0
3861 6624 4676 −29,98 3032 −2551 6938 7672 −38,77 −857,1 −26,80 −4211
4864 −579,2 −9503 −3860 −5912 4762 525,1 907,2 −1682 −1205 −2817 1152
2106 −2067 −2041 1,162 ⋅ 1004 −1,803 ⋅ 1004 5,041 ⋅ 1004 1,695 ⋅ 1004 6,104 ⋅ 1004 −1,171 ⋅ 1004 −6080 −8557 −3705
946,2 −3252 258,9 −1235 −3455 1,456 ⋅ 1004 5064 2,133 ⋅ 1004 1337 −2749 −2521 −1391−1451 4226 −2710 8115 −1,985 ⋅ 1004 5,255 ⋅ 1004 −4103 −1,614 ⋅ 1004 −4378 −2214 −4727 3375
⎤⎥⎥⎥⎥⎥⎥⎥⎦
D푎푔,푟 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0 0 0
0 3,933 ⋅ 10−03 6,704 ⋅ 10−04 0 2,909 ⋅ 1004 −2131 0 384,3 −17,82
0 −7,055 ⋅ 10−03 −1,312 ⋅ 10−03 0 2469 2,741 ⋅ 1004 0 52,02 343,4
0 −8,249 ⋅ 10−03 9,242 ⋅ 10−04 0 3356 −9076 0 38,12 −112,5
0 −1,034 ⋅ 10−03 −4,070 ⋅ 10−03 0 1205 −3213 0 13,72 −39,81
0 6,654 ⋅ 10−03 1,293 ⋅ 10−03 0 3475 4391 0 49,18 55,96
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(A.48)
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