Abstract -One method to reduce the effects of channel fading in mobile communication is the use of pilot symbol assisted ~loddation (PSAM). In this scheme, known pilot symbols are periodically inserted into the transmitted data symbol stream and then used by the receiver to estimate the channel gain and phase, and to appropriately scale and rotate the receiver decision grid. Pn this paper we introduce a non-coherent synchronizer that uses only the received signal magnitude to form an estimate of the pilot symbol timing. We use decision metrics based on high SNR approximation of maximum likelihood ratio and on Euclidean distance froin the pilot sequence. Simulations have been performed using an 11 bit Barker sequence interleaved within each 110 symbol transmitted block. With fading rate set to 1% of the symbol rate and SNR greater than 10 dB, our simulations show a mean acquisition time within 600 symbols. ' 
I. INTRODUCTION
In digital mobile communications, rapid fading is a significant problem. It degrades the bit error rate (BER), and inhibits use of multilevel modulation formats that have increased spectral efficiency. To compensate the effects of fading and provide the receiver with an explicit amplitude and phase reference for detection, several authors [l-31 have explored the use of pilot symbol assisted modulation (PSAM).
With PSAM, the transmitter periodically inserts known pilot symbols between groups of data symbols. At the receiver, pilot symbol samples are first identified through a synchronization process. Pilot symbols are then used to derive the amplitude and phase reference for data symbol detection. A correctly scaled and rotated decision grid reduces symbol error rate and allows for multilevel modulation. The synchronizer is required to detect the pilot symbol sequence in the presence of AWGN and fading.
This paper introduces a non-coherent frame synchronization scheme and investigates its performance through simulation. We first determine the probability of detecting a true pilot symbol and also the probability of mistakenly identifying any data symbol which might resemble a pilot symbol. From the probabilities, we then calculate mean synchronization time, an important measure of system performance. The paper is organized as follows: A model of a PSAM system is presented in Section 11. Section I11 discusses pilot sequence synchronization and introduces the non-coherent frame synchronizer. Simulations are presented in Section IV and concluding remarks follow in Section V.
PSAM SYSTEM DESCRIPTION
A PSAM transmitter system periodically inserts specific pilot symbols into the data sequence. A sequence of N pilot symbols, inserted at intervals of M, results in a combined pilot and data frame length of MN symbols. As referenced in [ 11, it is best to use a random or pseudorandom sequence for the pilot symbol values. As illustrated in Fig. 1 , the resulting frame structure provides for regular sampling of the channel state (i.e. fading).
Fig. 1 PSAM Insertion Format
In this paper, we assume square 16-QAM modulation. Pilot symbols are selected from the same 16 symbol set as are the data symbols thus symbol detection is identical for both pilot and data symbols. This differs from recent work [2] where pilot symbols are transmitted using 8 PSK and data symbols are transmitted using 16-QAM. Our method has no reduction in the data symbol set nor any restriction on the random data to prohibit a mimic of the synchronization pattern. While this means no loss of capacity in the data stream, one disadvantage is that the 0-7803-5579-2/99/$10.00 0 1999 IEEE framing sequence may appear in random data and cause a false synchronization. This probability can be made small and any false synchronization can be ultimately rejected.
The composite symbol sequence undergoes pulse shaping and is transmitted in the usual way over a channel characterized by flat fading and additive noise. Pilot symbols have the same transmitted pulse shape as the data symbols. The resulting transmitted signal has a complex envelope given by t-
where T is the symbol duration, A is an amplitude factor, p(t) is a unit energy pulse and b(k) is complex and represents the gh symbol value for the QAM sequence.
The transmitted signal reaches the receiver with channel induced variable phase shift and gain together with additive noise. Symbol samples are taken at the output of the receiver's symbol matched filter. We assume no intersymbol interference, which implies flat fading and no symbol timing error using the method of [4].
Symbol Sampler

Fig.2 PSAM Receiver Structure
Frame synchronization (the subject of this paper) observes the received symbols and identifies the timing of the pilot symbols. Each pilot symbol gives a sample of the channel state and these samples are then interpolated to form a continuous estimate of the channel state information. This estimate is used to scale and rotate a reference decision grid (illustrated in Fig. 2) , and thus optimize the decisions in the data branch. A delay is introduced in the data symbol path to compensate for the 0-7803-5579-2/99/$10.00 0 1999 IEEE 2 interpolation delay in the channel estimate branch. (The receiver must buffer samples for several frames in order to obtain a good channel estimate).
It should be noted that the frame synchronizer block uses a coarse estimate of only the magnitude of channel fading while the data detection illustrated in Fig. 2 uses a more accurate estimate that includes both gain and phase.
FRAME SYNCHRONIZATION
Our frame synchronization method is based only on symbol magnitude and is thus insensitive to phase and frequency offset in the receiver. For this study, we have selected the square 16-QAM modulation format which has 3 levels of symbol magnitude. In the 16 state constellation, pilot symbols are selected from either the 4 outer symbols or the 4 inner symbols to give a specified amplitude sequence.
During identification of pilot symbols at the receiver, the synchronizer operates in a non-coherent manner. It can ignore channel phase information and simply detect the specified amplitude sequence. In a fading channel, it is necessq to have an estimate of channel gain (but not phase) in order to recognise the amplitude sequence. The frrst part of the receiver employs a channel fading estimation filter to roughly estimate the magnitude of channel state information based on the received symbol sequence.
Symbols are transmitted with amplitudes
, and C E and probabilities 0.25, 0.5 and 0.25 when random transmitted data are assumed. Average symbol energy is thus 2.5 E. At the receiver, low frequency variation in the average symbol magnitude can then be mainly attributed to channel fading. The contribution from the randomness of data is negligible because the bandwidth occupied by channel fading signal is much narrower than the bandwidth of data signal (we assume a fading rate that is 1% of the symbol rate). In this work, a lowpass filter has been used to extract a channel fading estimate.
The timing of pilot symbols is identified through a metric that indicates the similarity of the received sequence to the known pilot sequence. Two types of decision metric have been investigated in our study; Euclidean distance and likelihood ratio. Euclidean distance is a minor extension to the traditional correlation (or pattern matched filter) method used in [5]. The maximum likellhood method for frame synchronization has been introduced by Massey [6].
The frame synchronizer begins by taking the magnitude of the incoming symbol samples. Channel gain is estimated by essentially takmg the average symbol energy over a period somewhat less than the fading interval but large enough to mitigate the effect of random variation in the data. Note that uniform utilization of all 16 QAM states results in an average energy of 2.5 E and that increased channel noise will introduce a bias in the squared magnitude. This can be compensated if the S N R is known. After division by 2.5, the channel fading signal is normalized to unity for use in the subsequent metric calculations. Symbol magnitude samples are delayed by an amount that corresponds to the delay in calculation of the channel fading signal. The channel fading signal scales a quantizer that restores the received signal to the transmitted magnitudes G E , 6 E , and 6 E . So that the Euclidean decision metric is maximized when the syncword pattern is found, it has been based on the negative N dimensional Euclidean distance. This metric is equivalent to a traditional correlation metric with the addition of two power correction terms. The Euclidean decision metric is calculated as follows. In calculation of the sequence likelihood ratio and h4L decision metric, we first make a symbol by symbol hard decision on the received signal. Hard decision thresholds of the quantizer in Fig. 3 are scaled by the fading signal and are adjusted by the noise variance as follows:
where /cl' is the squared magnitude of channel fading, S i is the variance of complex Gaussian noise.
We use the hard decision sequence to approximate a likelihood ratio and the development is shown in the Appendix where approximations are valid for high SNR.
The sequence ML decision metric is then:
where: lsJ is the hard decision and P ( l~~1~) is the prior probability that the transmitted symbol squared magnitude is IsJ' .
Pilot symbols can be identified using one of two decision methods. In the first method, an 'argmax' structure is used to indicate the most ldcely position of the pilot sequence position within a window length of MN samples. The maximum metric is more likely to indicate correct pilot symbol timing when channel SNR is high.
In the second decision method, we use a sequential testing algorithm with hypothesis testing and the two- 
IV. SIMULATION RESULTS
The synchronization algorithm has been translated into Simulink (a numerical simulation package from the MATLAB suite) models for performance evaluation. In this simulation, the Barker sequence of 11 bits is mapped into QAM symbol sequence, 1's are represented by one of the 4 outer symbols, and 0's by one of the 4 inner symbols. The fading channel model has two transmission paths with each path specified by complex gain, delay and Doppler shift. Equal path gains were used to represent worst case fading. The complex variance of the channel fading was set to 1. Path delay was set to much less than the symbol time as is compliant with the definition of flat fading. Doppler fading rate was set to 1% of the symbol rate, which is consistent with [2].
Pilot symbol timing decisions based on one received frame were simulated using the "argmax" method and results are given in Fig. 3 . As expected, the method works well under high SNR, but degrades quickly at low SNR range. Approximations that are valid at high S N R cause the results to degrade somewhat more rapidly with decreasing SNR. Useful operation of 16-QAM requires S N R greater than 12 dB and, in that range, the probability of correct synchronization is almost unity.
From Fig. 3 , it appears that the Euclidean distance rule gives comparable performance to that of the ML rule at S N R greater than 6 dB. Because the Euclidean metric does not rely on estimation of the S N R , it is simpler and more robust than the ML rule. At low S N R , however, the ML rule can outperform the Euclidean distance rule by as much as 2 dB. Simulation of the sequential testing algorithm was restricted to a determination of the decision probabilities. The probability of accepting the true pilot sequence, Pd, and the equivalent probability of accepting a sequence of random data, Pf, were determined for several decision thresholds. Expected acquisition time was then calculated by using the probabilities in the following expression of Tacq that was adapted from [5].
(true detection probability) and PB = Pp = Pf@robability of falsely detecting a non-pilot pattern).
where qTdl = Td2 = Tf(the frame period), P d l = P d 2 = P d
In Fig. 4 , detection thresholds have been set at 3 , 4 , and 5 times the minimum Euclidean distance of the transmitted sequence from the pilot sequence. It can be seen that acquisition time increases at low S N R (as expected) and that the system exhibits a minimum synchronization time of 575 symbols at high S N R . This floor is largely due to delay in the channel estimation filter and to loading time in the decision system. Filter delay is inversely proportional to lowpass filter bandwidth. Bandwidth should be small to exclude most of the unwanted variation caused by random data and yet large enough to follow the channel fading. For the Doppler fading rate of 1% of the symbol rate, we used 300 symbols to calculate the channel estimate. It is expected that this delay can be reduced by using a more optimal filter or by requiring a less accurate channel estimate before starting the decision process. For operation of 16-QAM at S N R greater than 12 dB, our simulations show that synchronization time is limited by system time delays and not by the channel SNR.
V. CONCLUSION
T h s paper has investigated a non-coherent PSAM frame synchronizer for flat fading 'channels. We have investigated synchronization probability after a fixed observation time and we have investigated the mean synchronization time using a sequential decision algorithm. Decisions have been based on a Euclidean distance measure and on a MAE' decision metric which has been approximated by a likelihood ratio.
Because our algorithm uses only magnitude information in the received signal, it is expected that the synchronizer is inherently inferior to synchronizers utilizing both magnitude and phase information. However, simulation results indicate performance equal to recently published work [2] and this probably due to our explicit estimation of channel fading signal. Furthermore, due to the noncoherent nature of the algorithm in this paper, we expect much less dependency on the initial frequency offset between the transmitter and receiver.
APPENDIX
Our discussion of the decision metric is confined to the impairment of additive white Gaussian noise (AWGN). We assume perfect estimation of channel fading, therefore the fading channel can be thought of as the transmitter is sending data symbols modified with the fading signal i.e. 1.1.Bl. This modified signal transmitted over AWGN channel will give the same received signal as if it has been transmitted over fading, noisy channel. For the sake of conciseness, we will fist drop the fading signal 14. After we have the result for the AWGN channel, adding the fading signal to the pilot symbols and hard decision symbols will give a result in suitable form for the fading, noisy channel. Let r be the complex received symbol, s be the complex transmitted symbol, and No be the power spectral density of zero mean complex AWGN. The probability density function of the received symbol is 1 lr-d2) . 
N O
The foregoing expression indicates that the probability density function for received symbol energy is similar to the Gaussian density function in terms of symbol magnitudes. This density function no longer integrates to 1 due to approximation, but it serves well in our study, and the following discussion will only concern the maximization of this metric.
In the following discussion, notation for different sequences are defined as follow: Note that elements in r can take on analog value, while elements in p. p, and d must be one of the three symbol magnitudes defined by QAM constellation. Also r and d are obtained by sampling the symbol streams at pilot symbol spacing.
If we base the pilot sequence detection on maximization of the conditional pdf of f(llp), then we arrive at the Euclidean distance decision metric by taking natural logarithm of the expression and dropping all constants:
Alternatively, we develop a maximum a posteriori probability (MAP) decision metric.
For this development, we need to define several probabilities. Since the first symbol of a pilot-spaced observation can fall in any position within a frame with a uniform distribution, the probability of observing the pilot sequence is 1 dP)=,, ' the probability of observing a specific shifted pilot sequence is 0-7803-5579-2/99/$10.00 0 1999 IEEE and the probability of observing a specific data sequence is where P(ldJ2) is the prior probability of sending the squared symbol magnitude of 1 4 1 ' .
The MAP is expressed as Dividing both numerator and denominator by the numerator gives Maximization of (7) is equivalent to minimization of the first two terms in the denominator. In order to reduce computation, we ignore the second term in evaluation based on the following justifications i) For a high SNR channel, the pdf for received symbol sequence is highly concentrated around transmitted sequence, that is, f(r I s) decreases very quickly as the Euclidean distance between r and s increases. This maximizes the probability of having a large value for the fist term..
which is the likelihood ratio of two hypotheses HI and H, as defined in main body of this paper. To further reduce computation, we use the data sequence formed with hard decisions from the quantizer to calculate the likelihood function for hypothesis &. This is because the hard decision sequence is the data sequence closest to the received sequence, hence contributes predominately to the sum of all data sequences. The decision metric is then where S is the vector formed with pilot spaced hard decision, 151 is magnitude of the it" hard decision symbol.
Taking logarithm of the ratio, and dropping constants, gives the ML decision metric.
ii) For pilot sequence that is long enough, there will be many data sequences that are closer to pilot sequence than shifted pilot sequences in terms of Euclidean distance in the multidimensional signal space. Therefore correct detection of pilot sequence relies on using the decision metric to exclude data sequences close to the pilot sequence rather than the distant shifted pilot sequences.
After dismissing the second term, the MA$ decision is reduced to maximization of the inverted fist term 
Radiation patterns and gain characteristics
Radiation patterns were measured over the entire bandwidth in the anechoic chamber of the University of Manitoba. In the H-plane (xoz plane), the half-power beamwidth is varying between 60' and 75' overall the bandwidth, and the broadside cross-polarization of the hand-made antenna is lower than -20 dB. However, aside from this direction, the crosspolarization level is about -13 dB at 3.7 GHz, and increases with frequency due to the radiation of the probe and the contribution of the x-directed current in both layers whose distribution is similar to a second resonant mode [4].
-40 -30 -20 -lo& In the E-plane (yoz plane), the half-power beamwidth is varying between 60'-70' in the bandwidth, except at 4.5 GHz where it rises up to 90' . Due to the non-symmetry of the antenna in this plane, maximum radiation is not obtained in the broadside direction, and its position is varying non uniformly with frequency. The computed cross-polarization is null due to the symmetry along the width of the structure. This result is confirmed by measurement of the hand-made antenna, with a level of crosspolarization lower than -22 dB throughout the bandwidth.
The measured broadside gain is given versus frequency infigure 6, and compared to the computed one. The measured peak gain is 10 dBi, occurring at 3.65 GHz, while the simulation indicates a maximum broadside gain of 9 a i . Note that these results are the same than those obtained with a U-slot antenna stacked with a conventional rectangular patch [2] . The measured gain is greater than 6 dl3i throughout the impedance bandwidth, except around 4.4 GHz where a gain drop occurs. this is due to a destructive combination of the far field radiated by the lower Uslot patch and the upper U-slot patch. Indeed, the computed current distribution shows a inversion of the y-current direction on the edge of the lower radiating element at 4.3 GHz, and then at 4.7 GHz for both radiating elements, generated by the parasitic resonant modes. However, polarization is stable throughout the impedance and gain bandwidths. 
Conclusion
The characteristics of a wide band probe fed antenna realized with two stacked U-slot patches have been studied. The antenna exhibits a 57.1% impedance bandwidth for a VSWR less than two. The co-polarization patterns are stable throughout the bandwidth in the E-and H-planes, and the broadside cross-polarization is lower than -2OdB. However, the off-axis cross-polarization in the H-plane increases with frequency. Neglecting the gain drop at 4.4 GHz, the antenna gain is in excess of 6 dBi within its impedance bandwidth. The maximum gain is 10 dB.
