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ABSTRACT
The Central Molecular Zone, which spans up to about 500 pc around the center of our
Galaxy, consists of a turbulent and complex gaseous environment predominantly in the
form of relatively dense molecular gas. Here we explore the effect of turbulence on the
gas dynamics of this region. We use Smoothed Particle Hydrodynamics simulations,
which include self-gravity and a recipe for turbulence driving, to follow the long-term
evolution of the gas in the rotating bar potential of the Galaxy. We find that before
the system reaches a steady state, a twisted ring is formed, similar to the observed
one. As expected, this feature later dissipates leaving a smooth gaseous disk. We also
find that the average densities resulting from our simulations are, in the absence of
major perturbations, consistent with the observed ones. Our results suggest that the
current gas in the Central Molecular Zone is not in a steady state.
1 INTRODUCTION
The main gaseous feature of the Galactic Center (GC) -
the Central Molecular Zone (CMZ), has a rich and com-
plex structure that extends over a galactocentric radius of
∼ 500 pc and contains a mass of M∼ 3− 7×107 M (Mor-
ris & Serabyn 1996). The observed physical properties of
the interstellar medium in the CMZ are very different from
those typically found in molecular clouds in the Galactic
disc. It is largely composed of relatively dense (n ∼ 103-105
cm−3) and warm gas (∼ 70−100 K on average, e.g., Gu¨sten
et al. 1981; Morris et al. 1983; Huettemeister et al. 1993; Ao
et al. 2013), mostly condensed into Giant Molecular Clouds
(GMCs) or dense tidal streams of molecular gas. The molec-
ular gas in the CMZ also appears to have thermal, turbulent
and magnetic pressures much higher than those present in
the large-scale Galactic disk (Spergel & Blitz 1992).
The gas dynamics in the inner part of the Galaxy have
been studied extensively in the literature using numerical
simulations. For example, some studies have simulated the
dynamics of gas in the CMZ under realistic gravitational
potentials (e.g., Kim et al. 2011; Lucas 2015; Ridley et al.
2017; Shin et al. 2017; Sormani et al. 2018). In most of these
studies, the gas initially settles into X1 orbits, which oc-
cur between the corotation radius and the inner Lindblad
resonance (ILR) of the bar potential. As inwardly migrat-
ing gas approaches the ILR, there is an innermost stable
X1 orbit inside of which the orbits become self-intersecting.
The gas compresses and shocks near the edges of these or-
bits, loses angular momentum and descends onto X2 orbits,
which are closed and elongated orbits that have their long
axes oriented perpendicular to the bar (Binney et al. 1991;
Athanassoula 1992; Jenkins & Binney 1994; Gerhard 1996).
The shocks along the innermost X1 orbit are presumed re-
sponsible for compressing the gas into molecular form, and
the accumulated molecular gas on X2 orbits comprises the
observed CMZ. However, it is unclear how fast molecular gas
is transported further in toward the GC, and which mecha-
nisms are responsible for its transport.
There have also been more general dynamical studies of
gas in large-scale Galactic barred potentials (e.g., Sormani
et al. 2015a,b; Portail et al. 2017). Most of these simulations
do not include self-gravity, which is more computationally
expensive and requires large thermal energies (T ∼ 103−4 K)
or rotational support to prevent the gas from collapsing into
dense clumps. While the addition of self-gravity in simula-
tions of gas orbiting in galactic potentials is computationally
expensive, some steps have been taken (examples of simula-
tions that include self-gravity are Wada 2001; Namekata &
Habe 2011; Khoperskov et al. 2013).
While self-gravity is a key factor in understanding the
dynamics in the CMZ, turbulence in this medium seems to
greatly influence the physical processes there. The relatively
high gas temperatures (70−100 K) are one of the key proper-
ties of CMZ clouds, and there is evidence showing that the
gas is kept warm by the dissipation of turbulence (Immer
et al. 2016; Ginsburg et al. 2016). It has also been suggested
that turbulence plays a role in the suppression of star for-
mation (e.g., Kruijssen et al. 2014). However, the driving
mechanism for the turbulence in CMZ clouds has not been
conclusively identified (see Kruijssen et al. 2014 for a discus-
sion about possible sources of turbulence). Furthermore, the
large turbulent velocity dispersion in CMZ must be respon-
sible for supporting the gas against gravitational collapse
because the thermal pressure of the gas would be insuffi-
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cient. This motivates the inclusion of turbulence to build a
realistic model of self-gravitating gas dynamics in the CMZ.
Interstellar turbulence decays quite rapidly, on
timescales of the order of the free-fall time of the system
(e.g., Mac Low 1999). Therefore, energy must be injected
into the system in order to maintain the turbulence. Sim-
ulations of turbulence-driven gas are generally employed in
studies of the interstellar medium and star formation (e.g.,
Stone et al. 1998; Mac Low et al. 1998; Krumholz & McKee
2005; Burkhart et al. 2009; Federrath et al. 2010). However,
there have been no studies of turbulence-driven gas in the
CMZ to date. This is mainly due to the fact that perform-
ing a large-scale hydrodynamical simulation while simulta-
neously resolving turbulence on small scales would require
extensive computational resources. In this paper, we avoid
this problem by creating a simple model of turbulence driv-
ing, and applying it to a Smoothed Particle Hydrodynamics
(SPH) code to study the large-scale dynamics of gas in the
CMZ. Our main goal is to test the effectiveness of our tur-
bulence algorithm to reproduce physical conditions, such as
the density distribution and overall morphology, similar to
those observed in the GC. This paper is organized as follows:
Section 2 summarizes the numerical methods, which include
a turbulence injection recipe. We present our main results
in Section 3, and conclude in Section 4.
2 NUMERICAL METHODS
2.1 SPH code
We used the N-body/SPH code Gadget2 (Springel 2005),
which is based on the tree-Particle Mesh method for com-
puting gravitational forces and on the SPH method for solv-
ing the Euler equations of hydrodynamics. The smoothing
length of each particle in the gas is fully adaptive down to
a set minimum of 0.001 pc. Gadget2 employs an entropy
formulation of SPH, as outlined in Springel & Hernquist
(2002), with the smoothing lengths defined to ensure a fixed
mass (i.e., fixed number of particles) within the smoothing
kernel volume (set for Nneigh = 64). The code adopts the
Monaghan-Balsara form of artificial viscosity (Monaghan &
Gingold 1983; Balsara 1995), which is regulated by the pa-
rameter α, set to 0.75.
We modified the standard version of Gadget2 to include
turbulence driving, the gravitational potential of the Milky
Way’s inner 300 pc, and the effects of pressure by a sur-
rounding medium. We describe these modifications below.
2.2 External Pressure
The interstellar medium of the GC is modeled via an exter-
nal pressure term to approximate a constant pressure bound-
ary. Following Clark et al. (2011), we modify Gadget2’s mo-
mentum equation (Springel & Hernquist 2002):
dvi
dt
=−
N
∑
j=1
[
fi
Pi
ρ2i
∇iWi j(hi)+ f j
Pj
ρ2j
∇iWi j(h j)
]
(1)
where vi is the velocity of particle i, Pi is the pressure, ρi
is the density, Wi, j(hi) is the kernel function which depends
on the smoothing length hi, and f is a unitless coefficient
that depends on ρi and hi. We replace Pi and Pj with Pi−Pext
and Pj −Pext , respectively, where Pext is the external pres-
sure. The pair-wise nature of the force summation over the
SPH neighbors ensures that Pext cancels for particles that are
surrounded by other particles. At the boundary, where the
term does not disappear, it mimics the pressure contribution
from a surrounding medium (Clark et al. 2011). We set Pext
equal to 1010 ergs cm−3, an approximate value for the GC
(Spergel & Blitz 1992; Morris & Serabyn 1996).
2.3 The galactic potential
We include into Gadget2 a bar-like gravitational potential
of the inner region of the Galaxy, adopted from Zhao et al.
(1994):
Φ(r,θ ,φ) = 4piGρ0r20
(
r
r0
)α
P(θ ,φ) , (2)
where (r,θ ,φ) are spherical coordinates fixed on the rotat-
ing bar, with the SMBH at r = 0, and P is the associated
Legendre function,
P(θ ,φ) =
1
α(1 +α)
− Y (θ ,φ)
(2−α)(3 +α) . (3)
Y is a linear combination of spherical harmonic functions of
the l = 2, m = 0,2 modes:
Y (θ ,φ) =−b20P20(cosθ)+b22P22(cosθ)cos2φ . (4)
The parameter b20 determines the degree of oblate-
ness/prolateness while b22 determines the degree of non-
axisymmetry. Based on previous work by Kim et al. (2011),
and most recently by Gallego & Cuadra (2017)1, we use the
parameters: α = 0.25, b20 = 0.3, b22 = 0.1, ρ0 = 40 M pc−3
and r0 = 100 pc. Given these parameters, a bar with axis ra-
tio of [1: 0.74: 0.65] for the isodensity surface that intersects
points [x = 0, y = ±200 pc, z = 0] is obtained. In addi-
tion to the gravitational force due to the potential above,
we introduced the rotation of the bar by adding centrifugal
and Coriolis forces. We used the most recent estimate for
the Galactic bar’s pattern speed (Ωbar = 40 km s−1 kpc−1;
Bland-Hawthorn & Gerhard 2016; Portail et al. 2017).
2.4 Turbulence Driving
Driven turbulence is often modelled with a spatially static
pattern for which the amplitude is adjusted in time follow-
ing the methods introduced by Stone et al. (1998), Mac Low
et al. (1998) and Mac Low (1999). Other studies use a forc-
ing model that can vary in time and space (e.g., Padoan
et al. 2004; Schmidt et al. 2006; Federrath et al. 2010). Both
methods require Fourier Transforms on a cubic lattice with
N3 points (or a square lattice with N2 on 2D simulations,
where typical values for N = 128, 256, 1024, etc). By impos-
ing this cubic lattice onto a simulation box with a physical
size of L per side, we can use the separation between adjacent
points (L/N) as a proxy for the resolution of the turbulence.
Hence, for a large-scale simulation of the CMZ, e.g., L = 500
pc, and simultaneously resolving turbulence on small scales,
1 We note that there is a negative sign misprint in the poten-
tial equations shown in Kim et al. (2011) and Gallego & Cuadra
(2017).
MNRAS 000, 1–15 (0000)
Transient Dynamics of the Turbulent Central Molecular Zone 3
Figure 1. Two dimensional representation of our turbulence driving method. A single turbulence cube is shown on the left, while the
combination of cubes to fill up the large simulation box is shown on the right. Note that the above schematic is intended for illustration
purposes, since the number of cubes sketched is different from what we actually used.
e.g., 0.01 pc, the turbulence cube would have to contain N3
= 50003 points, which would require massive computational
resources. To circumvent this problem, we instead use many
smaller turbulence cubes to fill the volume of our larger sim-
ulation box, as follows:
First, we created a library of 10 files of turbulence,
which our modified version of the Gadget2 code reads in
at the start of the simulation. Each file contains a unique
realization of a turbulent velocity field (in the form of a 3D
matrix) with power spectrum P(k) ∝ k−4 (suitable for com-
pressible gas; e.g., Clark et al. 2011). Each of these 3D ma-
trices of turbulence is generated using the method described
in Rogallo (1981): via fast Fourier transforms inside a 1283
box.
These 3D turbulence matrices can be visualized as lat-
tice cubes with equally spaced lattice points, containing
128×128×128 points. We set the physical size of these cubes
to be 8 pc per side, enough to fit an average GMC inside of
it. Thus, the separation between two adjacent lattice points
along one axis is 8pc/128 = 0.0625 pc.
In some studies, the driving module only contains power
on the larger scales (e.g., Federrath et al. 2010). This type of
driving models the kinetic energy input from large-scale tur-
bulent fluctuations, which then break up into smaller struc-
tures as the kinetic energy cascades down to scales smaller
than the turbulence injection scale. However, in SPH, the ar-
tificial viscosity may damp this energy cascade and prevent
it from reaching the smaller scales. Consequently, to create
the different realizations of turbulence velocity fields, we use
a discrete range of k values from kmin = 2 to kmax = 128, thus
effectively injecting energy on scales between 4 pc (k = 2)
and 0.06 pc (k = 128). To create the initial (turbulent) ve-
locity field of an individual cloud (see Section 2.5), we use
trilinear interpolation to calculate the velocity components
for each SPH particle, based on that particle’s position on
a turbulence cube. This interpolation method results in a
turbulent velocity function ~I(x,y,z).
Next, we use 64×64×64 cubes of turbulence to fill up
the volume of our large simulation box. This gives us a sim-
ulation box of size 8pc×64 = 512 pc per side. Using this
method, the spatial resolution of the turbulence in our large
simulation box is the same as the resolution of an individ-
ual turbulence cube. Each of the cubes that fill up the large
simulation box is randomly chosen from our library of 10
files, thereby avoiding a velocity field that is coherent over
scales greater than 8 pc. A representation of the method we
describe here is shown in schematic form in Figure 1.
To drive the turbulence, we follow a method similar to
that described by Mac Low (1999): every Nt timesteps (we
fixed the timestep in all our simulations to ∆ts = 1000 yrs)
we add a velocity increment to every SPH particle, given by:
∆~v(x,y,z) = A
√
Gρ ~I(x,y,z) , (5)
where~I(x,y,z) is the turbulent velocity interpolated from the
turbulence field of the cube that contains the particle in
question. The amplitude A is chosen to maintain a constant
kinetic energy input rate E˙in = ∆Ein/(Nt∆ts), and the term√
Gρ is added to counteract gravitational collapse by ensur-
ing that higher-density regions receive more kinetic energy.
Any particle outside the (512 pc)3 simulation box does not
receive any turbulent energy. For compressible flow with a
MNRAS 000, 1–15 (0000)
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Figure 2. Top: x-y plane view of the initial state of the simulations. Color bar indicates column number density in log scale (units in
cm−3 pc). Bottom: Edge-on view.
time-dependent density distribution, maintaining a constant
kinetic energy input rate requires solving a quadratic equa-
tion in the amplitude A every time the driving is performed
(Mac Low 1999). For Nsph particles of mass mp, each with
density ρi, A is derived from (see Appendix A):
∆Ein =
1
2
mp
Nsph
∑
i=1
[
A2Gρi~Ii ·~Ii + 2A
√
Gρi ~Ii · ~v1,i
]
. (6)
We take the larger root as the value for A. Finally, to mimic
the random nature of turbulence, we change the turbulent
velocity field of each of the 643 cubes every time the driving
is performed. This is done by replacing each of the cubes
with a different one, chosen randomly from the 10 files in
our library. See Appendix A for further details.
2.5 Initial conditions
We used 100 initially isolated, spherical GMC’s, each con-
taining Np = 104 particles with mass mp = 30 M. The clouds
are distributed randomly in a disk of inner radius 30 pc,
outer radius 200 pc, and a Gaussian scale height of 30 pc.
Each cloud has radius 4 pc, and an initial turbulent veloc-
ity field such that |Eturb/Epot | = 0.5 (i.e., they are initially
in virial equilibrium). The clouds’ center of mass veloci-
ties around the GC were calculated using the potential de-
scribed in Section 2.3. A snapshot of the initial conditions is
shown in Figure 2. All simulations were run using an isother-
mal equation of state with T = 100 K. This assumption of
isothermal gas is somewhat crude, but may still provide an
adequate physical approximation to the real thermodynam-
ics in dense molecular gas (Wolfire et al. 1995; Pavlovski
et al. 2006).
2.6 Convergence and consistency tests
Simulations without injected turbulence experience runaway
gravitational collapse, causing the simulation to fail within
∼ 0.1−0.3 Myrs. We thus note the importance of the turbu-
lence injection method introduced in this paper. However,
turbulence injected too infrequently leads to unphysical re-
sults, so it is important to inject it relatively often.
The turbulence driving method described in Section 2.4,
in practice, adds an additional velocity “kick” due to turbu-
lence to each particle every Nt timesteps. The energy ∆Ein
injected per Nt timesteps is kept constant. With these two
free parameters we conducted several tests to find the op-
timal values to use. We varied the energy input ∆Ein from
1046 to 1050 ergs, and Nt from 1 to 5. See appendix B for
more information. Our tests led us to the choice of Nt = 2,
∆Ein = 1047 ergs. In addition, we check whether the angu-
lar momentum of the gas is conserved when turbulence is
added. As the system is nearly axisymmetric on the scale
MNRAS 000, 1–15 (0000)
Transient Dynamics of the Turbulent Central Molecular Zone 5
Figure 3. Column number density at different times, edge-on view. The long axis of the bar is oriented along the x-axis. Color map in
log scale. Units are in cm−3 pc. The precession period of ∼ 50 Myrs can be seen in the back and forth tilt in the z-x plane.
we consider here, angular momentum should be conserved
(at least on short timescales). Indeed we find that overall
angular momentum is conserved (see Figure B1).
3 RESULTS
We ran the system for 250 Myrs, using the turbulence pa-
rameters described in Section 2.6. The edge-on view of the
resulting column density evolution of our simulation is pre-
sented in Figure 3, which can be used to compare with ob-
servations. Figure 4 shows the face-on column density evo-
lution.
3.1 Spiral structure
The initial clouds are tidally stretched relatively quickly, and
the resulting streams coalesce into a disk with a flocculent
spiral pattern and an inner inner cavity of radius ∼ 30 pc.
This cavity then closes slowly over time, as gas migrates in-
ward. After ∼ 50 Myrs, the gas settles into a quasi-steady
state (because of the constantly injected turbulence, a per-
fect steady state cannot occur).
Figure 4 shows the spiral pattern continuously appear-
ing and then partially dissipating, which is caused by our
injected turbulence. A similar result was found for galactic
scales, e.g., in D’Onghia et al. (2013), where they found that
the spiral patterns in their simulations of self-gravitating
disks of stars are not global as predicted by classical static
density wave theory, but locally they appear to fluctuate
in amplitude with time. Their spirals are actually segments
produced by local under-dense and over-dense regions. These
under-dense and over-dense regions act as perturbers, main-
taining the spiral pattern. Their results can be compared to
ours, although, it is the injected turbulence that acts as the
local perturber in the gas.
3.2 Density evolution and precession
In Figure 5 (top panel) we show the time evolution of the
average number density, nave. The values shown in the fig-
ure are slightly lower than the average densities observed in
the CMZ (nobs ∼ 5×103−5×104 cm−3, e.g., Kruijssen et al.
2015; Henshaw et al. 2016). The density evolution also ex-
hibits oscillations with a period of ∼ 50 Myrs. Additionally,
the gas disk precesses due to the external potential with a
similar period. This behavior is depicted in Figure 5 (middle
panel), where φl is defined as:
φl = arctan
ly
lx
, (7)
and lx and ly are the x and y components of the total angular
momentum vector, respectively. We find that this precession
timescale correlates with the density oscillations2. Finally,
we show in the bottom panel of Figure 5 the time evolution
of the angle θl , i.e., the angle between the z axis and the
total angular momentum vector:
θl = arctan
lz
L
, (8)
where lz is the z component of angular momentum vector,
and L is its magnitude. We note that θl decreases over time,
reaching an almost zero value after ∼ 150 Myrs. Also, for the
first ∼ 150 Myrs of the simulation, θl nutates with a period
which is approximately half the precession timescale.
Furthermore, the density oscillations shown in Figure 5
could enhance episodes of star formation in the CMZ, which
have been theorized by, e.g., Krumholz & Kruijssen (2015).
Their study finds that the characteristic timescale for star
2 We confirmed the correlation between the density oscillations
and the disk precession by testing a more oblate potential than
the one described in Section 2.3.
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Figure 4. Column number density at different times, top-down view. The long axis of the bar is oriented along the x-axis. Color map in
linear scale. Units are in cm−3 pc. High-density regions are visible at t = 50, 100, 150, 200 and 250 Myrs. The plots are rotated so that
the vertical axis corresponds to the x-axis.
formation is of the order of 10-20 Myr, which compares fa-
vorably to the 50 Myr density oscillation timescale in our
simulation.
3.3 Vertical structure
The steady-state dynamics of a gas in a disk/bar-like po-
tential can be estimated analytically. For example, the scale
height of a gas disk can be computed via:
H(r)∼ vs
Ω(r)
, (9)
where vs is the gas’ velocity dispersion and Ω is the angular
velocity due to the Galactic potential, i.e.,
Ω(r) =
1
r
√
r
dΦ
dr
. (10)
The potential Φ (see Section 2.3), which dictates the dy-
namical evolution of the gas, deviates significantly from a
Keplerian potential and is determined mostly by the stellar
population. The enclosed mass at 200 pc is about 109 M
(Kim et al. 2011). The velocity dispersion in our case is domi-
nated by the injected turbulence. After the gas has reached a
MNRAS 000, 1–15 (0000)
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Figure 5. Top: time evolution of the average and median number density of the gas, computed by taking the average (and median)
of all the particles’ densities. Density oscillations occur every ∼ 50 Myrs. Middle: time evolution of the azimuthal angle of the angular
momentum vector (Equation 7). The precession timescale of the gas disk (∼ 50 Myrs) correlates with the density oscillations. Bottom:
time evolution of the polar angle of the total angular momentum vector, θl (Equation 8). The value of θl decreases over time. Also, it
shows a nutation with a timescale approximately half the precession timescale.
steady-state, we find that the dispersion velocity in the sim-
ulation is about 8 km s−1. Plugging this value into Equation
9 results in a scale height of about 10 pc at a radius of 100 pc
from the center. In Figure 6 we show six time snapshots of
the z-r phase space. The red line indicates the expected disk
scale height while assuming a constant velocity dispersion3.
After ∼ 50 Myrs, the gas reached a steady state and set-
tled into a thin disk with a number density ∼ 5×103 cm−3.
However, we also find that before a steady state is reached,
the system seems consistent with current day observations
(i.e., an ∞-shaped ring, see Molinari et al. 2011; Kruijssen
et al. 2015; Henshaw et al. 2016). A similar result was found
in Shin et al. (2017): their simulations show a twisted ring
during the first 100 Myrs of their simulation.
In Figure 7 we compare between the edge-on view of
our simulation at 10 Myr and observations adopted from
Molinari et al. (2011), shown in black and white. This result
suggests that the observed gas in the CMZ may not be cur-
rently in a dynamical steady-state. This timescale of 10 Myr
is consistent with observations that suggest that the CMZ
has undergone starburst and AGN activity within the past
∼ 10 Myrs, as revealed by the existence of the Fermi bubbles
(Su et al. 2010; Zubovas et al. 2011) and three similarly-
3 Note that the velocity dispersion estimated from observations
of the CMZ, i.e. 15 km s−1, is about a factor of two greater than
the one we find in our simulation (e.g., Morris & Serabyn 1996).
Figure 6. Plots of z vs r at different times. We indicate with a red
line the computed scale height using Equation 9 and a velocity
dispersion of 8 km s−1.
aged (same order of magnitude) young massive star clusters
(Clarkson et al. 2012; Hußmann et al. 2012; Lu et al. 2013).
MNRAS 000, 1–15 (0000)
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Figure 7. Column number density at t = 10 Myrs. We remove particles with n < 100 cm−3, and adjusted the column density range to
highlight the twisted ring shape. We superimposed our plot with a black and white shadow of the observed twisted ring (Figure 2 from
Molinari et al. 2011) for comparison. The observed twisted ring plot has been rotated 180 degrees around the z axis for better comparison
with our simulation.
4 SUMMARY
Turbulence plays an important role in the dynamics of the
CMZ. Thus, it is necessary to understand the dynamical
evolution of turbulence-driven gas with self-gravity. In this
paper we describe a simulation of the CMZ using the SPH
code Gadget2, in which we include the gravitational poten-
tial of the inner 300 pc, and a recipe for turbulence driving.
We demonstrated that driven turbulence is imperative to
balance the gas’ gravitational collapse.
Our turbulence injection recipe is modelled based on the
method described by Mac Low (1999). We create spatially
static turbulent velocity fields (in the form of cubic lattices),
for which the amplitude is adjusted in time to maintain a
constant energy input. 643 of these cubic lattices were used
to fill the volume of a large simulation box, along with tri-
linear interpolation to calculate the velocity kicks to every
gas particle.
Starting with clouds in our initial conditions, our tur-
bulence driving method allows us to study the interaction
between the self-gravity of the gas and turbulence over long
timescales. Our results can be summarized as follows:
We found that the clouds are stretched quickly into
tidal streams, which then form a twisted ring. This verti-
cal structure resembles observations, but only during the
first 10-20 Myrs of simulation time. This result leads us to
conclude that the CMZ is likely not currently in a dynam-
ical steady state. The vertical structure dissipates, leaving
behind a smooth, flat disk after approximately 20 Myrs.
Furthermore, we also found that the gas disk pre-
cesses due to the influence of the galactic potential, with a
timescale of ∼ 50 Myrs. This precession also correlates with
density oscillations which occur on a similar timescale. These
density oscillations could enhance episodes of star formation
in the CMZ, which have been proposed in by previous stud-
ies (e.g., Krumholz & Kruijssen 2015).
We note that there are several physical processes (stellar
feedback, magnetic fields, etc) that we are not accounting for
in this study. In addition, our simulation does not have suf-
ficient spatial resolution to study the small-scale evolution
of the gas. Nonetheless, our results show that the turbulence
injection recipe introduced here is capable of balancing the
self-gravity of the gas, which allows us to run the simulation
for long timescales. The results of this work show that a
complete description of large-scale gas dynamics in a galac-
tic nucleus requires the inclusion of a source of turbulence
driving, whether it be akin to the treatment that we have
employed here, or whether the turbulence emerges naturally
from a hydrodynamic or magnetohydrodynamic treatment
that incorporates the important dynamical instabilities.
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APPENDIX A: CONSTANT ENERGY INPUT
RATE
In this appendix we derive equation 6.
Our algorithm adds a velocity“kick” to each particle ev-
ery Nt timesteps while maintaining a constant energy input
rate E˙in = ∆Ein/(Nt∆t), where ∆t is the simulation timestep
(fixed to be equal to 1000 yrs), and:
∆Ein = E2−E1 = 12mp
Nsph
∑
i=1
~v2,i · ~v2,i− 12mp
Nsph
∑
i=1
~v1,i · ~v1,i , (A1)
where ~v1,i is the velocity vector of a particle at time t1 (before
the kick), and
~v2,i = ~v1,i +A∆~vi = ~v1,i +A
√
Gρi ~Ii(x,y,z) (A2)
is the velocity of the particle at time t2 (after the kick).
Therefore, t2 − t1 = Nt∆ts. The function ~I(x,y,z) is the in-
terpolation function that represents the turbulent velocity
increment based on the particle’s position (hereafter called
~I), and A is the target variable.
Equation A1 then becomes:
∆Ein =
1
2
mp
[
Nsph
∑
i=1
(
~v1,i +A
√
Gρi ~Ii
)
·
(
~v1,i +A
√
Gρi ~Ii
)
−
N
∑
i=1
~v1,i · ~v1,i
]
(A3)
By simplifying Equation A3, the result is:
∆Ein =
1
2
mp
Nsph
∑
i=1
[
A2Gρi~Ii ·~Ii + 2A
√
Gρi ~Ii · ~v1,i
]
(A4)
This equation always gives both positive and negative
values for A and our code always chooses the positive value.
However, to ensure that the injection of turbulence does not
violate the conservation of total angular momentum of the
gas, we simply multiply A by a factor of −1 or +1, alter-
nating between these two factors every time the driving is
performed. This ensures that, over time, the net angular
momentum added to the gas particles is approximately zero
while keeping the same increase in energy ∆Ein.
Furthermore, we change each of the 643 cubes of turbu-
lence every time the driving is performed. This is to mimic
the randomn nature of turbulence. Regardless of the source
of turbulence, we expect that a parcel of gas will experience
a coherent turbulent driving force during a given timescale.
We can justify changing each grid every Nt timesteps if we
consider that the crossing time of a parcel of gas traveling
at an orbital speed of v≈ 150 km s−1 through the average
scale of a turbulence cube, i.e., Lave≈ 1 pc, is tcross≈ 6000 yrs.
Hence, as a crude approximation, there is no need for the ve-
locity field to be coherent on timescales longer than a couple
of timesteps, and thus we can replace each turbulence cube.
APPENDIX B: DEPENDENCE ON
TURBULENCE PARAMETERS
Here we describe the tests we carried out to study the per-
formance of our turbulence algorithm in order to choose Nt
and ∆Ein values for our final production run. While these
parameters are better represented in form of a rate, the re-
sults of this section indicate that the time interval at which
Figure B1. Total angular momentum decreases slightly over 250
Myrs. However, this change is so small that the angular momen-
tum can be considered constant.
the turbulence is injected affects the subsequent evolution
of the gas.
We tested driving the turbulence every 1 to 5 timesteps
for a total of 25 tests: for each Nt , we used ∆Ein = 1046 to 1050
ergs, in a factor of 10 increments. We ran each simulation for
100 Myrs to allow the system to reach a quasi-steady state.
As proxy for the evolution of the systems, we plot the
average number density (nave) as a function of time, as shown
in Figures B2 to B6. For the simulations with Nt= 2 and 3,
the time evolution of nave is very similar (except for the case
with ∆Ein= 1050 ergs, whose nave evolution diverges from
all other runs). The average density continues oscillating,
potentially reaching a steady-state by ∼ 50 Myrs. However,
it is this time when density oscillations start to manifest.
We also plot in Figures B2 to B6 the RMS number
density (nRMS) from t = 50− 100 Myrs, in order to better
discern differences between runs. The runs with parameter
Nt= 4 and 5 show higher average densities, as expected, be-
cause in these cases gravity has more time to compress the
gas to higher densities. However, given their high density
RMS peaks, these runs are less consistent and more chaotic
than those with lower values of Nt . Also, the runs with Nt = 5
were only run for 50 Myrs due to the fact that the tests with
∆Ein = 1046 to 1048 ergs exhibited high density clumps which
slowed down the computation time. These clumps originate
because here, the turbulence is not injected often enough to
support the gas against gravitational collapse. Particles pile
on top of each other, and due to the nature of the kernel
used by Gadget2, once the distance between particles ap-
proaches the smoothing length, the pressure gradient is no
longer correct and the particles stick together, creating very
high density clumps. Additionally, in Figures B2 to B6, we
plot the distribution of mass fraction as a function of density
(density PDF) at t = 50 and 100 Myrs for each run. Inside
a molecular cloud, the density PDF is shaped by the com-
plex interaction between turbulence, self-gravity, magnetic
fields and stellar feedback. As a result, it is an effective tool
to determine the dynamical state of the gas (e.g. Federrath
et al. 2010). In most of our test runs, the calculated den-
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Figure B2. Median density, RMS density and density PDF for tests with Nt = 1. The mass-weighted median density is plotted with a
vertical line. The density PDF is approximately lognormal.
sity PDF resembles a lognormal distribution, a result that
several groups have found for isothermal gas (e.g., Vazquez-
Semadeni 1994; Nordlund & Padoan 1999; Klessen 2000 and
others). Thus, we can fit the PDFs to Gaussian functions of
x = ln(n/n0) with mean µ and dispersion σ :
fM =C exp
[
(x−|µ|)2
σ2
]
. (B1)
The mass-weighted median number density (half of the mass
is at densities above and below this value) is proportional
to exp(µ). We indicate this parameter with vertical bars in
both figures.
The tests with parameter Nt = 2 and 3 show better
consistency in the range of densities observed in the GC
(n∼ 103−4 cm−3) than the other test runs. The exact choice
of parameters will have little effect on our results, thus we
opted for the Nt = 2 and ∆Ein = 1047 ergs for our final
production run.
As a final check, we confirmed that the simulation with
the chosen values for Nt and ∆Ein conserve angular momen-
tum over long timescales. Figure B1 shows that angular mo-
mentum slightly decreases, from ∼ 1.4× 1010 km s−1 pc at
50 Myrs to 1.3× 1010 km s−1 pc at 250 Myrs, a difference
of ∼ 1%. This change is so small that we can consider the
angular momentum constant for the timescale we consider
here.
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Figure B3. Median density, RMS density and density distribution function for tests with Nt = 2. The distribution is lognormal. The
mass-weighted median density is plotted with a vertical line.
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Figure B4. Median density, RMS density and density distribution function for tests with Nt = 3. The distribution is lognormal. The
mass-weighted median density is plotted with a vertical line.
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Figure B5. Median density, RMS density and density distribution function for tests with Nt = 4. The distribution is lognormal. The
mass-weighted median density is plotted with a vertical line.
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Figure B6. Median density, RMS density and density distribution function for tests with Nt = 5. The mass-weighted median density is
plotted with a vertical line. These tests were run only up to 50 Myrs. The density PDF of the runs with ∆Ein = 1046−1048 ergs deviate
dramatically from lognormal.
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