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Abstract 
Saadallah, A.F., A rational gradient mode! for minimization, Journal of Computational and Applied Mathe- 
matics 39 : 19Y2) 277-286. 
Quasi-Newton methods for unconstrained minimization generate a sequence of matrices that can be consid- 
ered ~5 approximations to the second-derivatives matrix of the objective function. Therefore, they allow 
curvature of the problem to be exploited in a numerical algorithm. In previous work, Ford and Saadallah (this 
journal, 1987) introduced tire concept of nonlinear models for the gradient involving a free parameter which is 
determined by using information contained in the current approximate Hessian. In this paper, we shall 
consider further models which determine the parameter, in various ways, by means of information about the 
objective function. Numerical experiments have been carried out to evaluate the performance of the new 
algorithms in comparison to “standard” quasi-Newton methods. The results are encouraging and indicate that 
co.mputationa! gain is possible by such an approach. 
Keywords: Unconstrained optimization, quasi-Newton methods. 
1. Introduction 
We are considering the problem of finding a local minimum x* E LIZ” of a differentiable 
function f : R” + R. It is assumed that the gradient g : R” + 53” can be calculated for all values 
of X. Many aigorithms using quasi-Newton methods have been proposed, for example, the DFP 
method (Davidon [5], Fletcher and Powell [S]) and the BFGS method (Broyden [4], Fletcher [7], 
Goldfarb [12], Shanno [HI); the methods of Biggs [i,2] are among the exceptions. These 
methods are mostly used when the second-derivatives matrix of the objective function is either 
unavailable or too costly to compute. They are very similar to Newton’s method, but avoid the 
need of computing Hessian matrices by recurring, from iteration to iteration, a symmetric 
matrix which can be considered as an approximation to it. Therefore, they allow the curvature 
of the problem to be exploited in the numerical algorithm, despite the fact that only first 
derivatives and function values are required. The following algorithmic ou!line, provides a 
framework into which most “quasi-Newton” methods may be fitted. Repeat the following steps 
until ]]g ]I < E, where the tolerance E is chosen to reflect the user’s idea of being close enough 
to zero. 
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Step 1: Given a current estimate x of x *, the gradient g and the Hessian approximation B 
(or the inverse Hessian H) evaluated at x. Calculate the search direction 
P = -B-‘g, (1) 
and let 
s=Ap, 
where A is a positive scalar chosen for the purpose of approximately minimizing f along the 
search direction p using a line search technique or a trust region method. 
Step 2: Consider the line defined by 
x(t)=x+ts, t&o; (2) 
a new estimate x, is obtained by 
x* =x(l) =x-I-s, (3) 
and satisfies the following stability conditions: 
f(q) <f(x) +asTs9 a! E (0, OS], (4 1 a 
ST& > Ps’g, s E(K I]= (4b) 
Step 3: If gt x ,) does not satisfy the stopping criteria, then B is modified according to some 
updating rule (for example, Broyden family [z]) to produce 
B, = u(x, -x, g, -g, B), 
which satisfies the “secant” equation [6] 
B,s =y (or H,y =s), 
where s =x, -x, y =g! -g. 
(5) 
The “secant” equation may be regarded as an approximation (by employing a linear model 
for g[x(t )] on the line L = {x( it): t >, 0) (see [IO])) to the “Newton” equation [ll], which is 
satisfied by the exact Hessian at x 1, 
dg 
W,)s= dt _ ’ 
[ 1 f-l (6) 
where G denotes the Hessian and g is regarded as a function of the scalar t, g[ x( t)] = g(x + td. 
The speed of convergence depends crucially upon the closeness of B to G [4]. 
The “secant-based” quasi-Newton methods may be criticized on the ground that the 
information available via the curvature and values of the objective function does not influence 
the updating process. 
Ford and Saadallah [lo] introduced the concept of nor! linear model for the gradient, on the 
line L, involving a free parameter which is determined by using information contained in the 
current approximate Hessian. The use of such a model led to an approximation to the 
’ i’rlewton” equation of the form 
B,s = ?gl -P8 (=w), 
where, in general, p # 6 unlike the “secant” equation. By this approach, they were enabled to 
develop several algorithms showing improved computational performance for little extra 
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calculation. They chose to apply these algorithms only after min(n, 10) iterations have been 
completed (where n is the dimension of the problem). They wait until a reasonable approxima- 
tion to the Hessian has been accumulated. In this paper, we propose new algorithms based on a 
rational model involving a free parameter which is determined: (a) by employing estimates of 
the curvature of the objective function, (b) via values of the objective function. Our goal is to 
produce bc ittl approximation to the “Newton” equation (6) than would otherwise be obtained 
by the “secant” equation (51, which employed only the gradient values. 
2. A rational model 
We propose a nonlinear model for g(t) = g( x + t.s) which only requires two gradient 
evaluations to define it: 
a +bt 
g(t) =- 1+et’ (7) 
In the limit as 8 + 0, the above model becomes linear, which is a desired property near the 
minimum where the objective function is expected to behave like a quadratic function. The 
constant vectors a and b are obtained from the two gradient values known to be available 
(namely, g and gl ), and are given by 
a =g, b=(l+e)gr-g. (8) 
In order to determine the parameter 8, we first utilize the curvature information obtained from 
the objective function. Let F(t) = f( A + ts) be the value of the function f on the line L 
(regarded as a function of t). We introduce the following notation: 
F,=F(O) =f(x), 
dFV ) 
F’= dt =sTg(t) = y(t), (9) 
hence y0 =sTg, y1 =sTgl and y = yI/yO (yO = -hgTB-*g < 0 unless g = 0). By using the 
third-degree Taylor polynomial, we obtain 
F0 =F(i) _ $F’(i) + iF”($) - &F’:‘(i), (10) 
F, = F(t) + $F’($) + ;F”($) + &F”‘(i), (11) 
and 
Yo = F’(t) - +F”(f) -I- iF”‘(+), 
y1 = F’(i) + ;F’($) + +F”(;). 
Define 
s = Yo + Y1- 2(F, -F,)= 
Using (lo)-( 13), equation (14) becomes 
5 = iF”‘( ;). 
(We observe that, for the quadratic function 6 = 0.) The curvature of f at x1 is 
F”(1) = F”(i) + +F”‘($).- 
(12) 
(13) 
(14) 
(15) 
(16) 
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Ford and Saadallah [IO] showed that the curvature at t = $ is given by 
F”($) = y1 - yo= 
sing (15) and (17), equation (16) yields 
F”(1) = y1 - y. + 35 = ( -yo)(l - y - 35), 
where 
6 
5 
=;=l+y-p, p= 
2(F, -Fo) 
. 
Yo 
Similarly, we may show that the curvature of f at x it = O> is 
F”(0) = y1 - y. - 35 = ( -yo)(l - y + 3<). 
Each of these estimates gives rise to a different algorithm. 
(17) 
(18) 
(19) 
3. Algorithm CR1 
We consider the construction of algorithm based on the rational model (7), where the free 
parameter 8 is obtained by employing the curvature estimate at the current point X. The 
cunature of f in the direction s is sT dg(t)/dt, and, at x (t = 01, this has the value (from the 
model (7)) 
sT(b - a$). (20) 
On the other hand, the curvature at x in the direction s is given by (19). Hence, on equating 
the two expressions for the curvature and using (8), we obtain 
3j=8(1 -Y), (21 
\ 
1 
or 
8 
35 =- 
l-y’ (22) 
The model is now completely determined, and it remains to derive an expression, say W, to 
estimate G(x 1 )s. Thus, we require Wt) w= - 
[ 1 dt . (23) r=l 
Using equations (71, (8) and (221, we obtain 
1 
w = 1+8(g* -g)* (24) 
(Note that w = y/(1 + 0) for a quadratic function 5 = 0 = 0 and w = y as desired.) An 
approximation to the “Newton” equation (6) now becomes 
B,s = w, (25) 
and the “quasi-Newton” updating formula may be modified in order to accommodate the new 
estimate w simply by substituting w for y in the chosen formula for updating B. Many 
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“quasi-Newton” updating formulas (with y replaced by w) guarantee to produce a positive-def- 
inite matrix B,, provided that the stability condition S~VV > 0 is satisfied. From (22) and (24), it 
follows that 
STW (-ydl - d ( -Y*12(1 - YJ2 = 
1+e = (--Yo)(l - Y + 30 l 
The above equation shows that S~PV is inversely proportional with the curvature at the current 
point x (see (19)). If the curvature estimate of f, at X, is positive (i.e., 1 - y + 3l> 0), we 
employ w, defined by (22) and (24), to estimate B,s in (25). If 1 - y + 35 < 0, we set w = y 
(0 = 0) and SOW = sTy > 0 since y < /? < 1 by condition (4b). 
4. Algorithm CR2 
We construct a further algorithm by employing the estimate of curvature at the points x1 
(t = l), which is given by equation (18). The curvature of f in the direction p at x1, from the 
model (7), by using (8) and (9), is given by 
Yl -xl 
1+e l 
(27) 
To find 6, we equate the two expressions for the curvature given by equations (18) and (27); we 
obtain 
35= 
w -Y) 
1+e ’ 
or 
8 
35 
= l-y-36’ 
It also follows, from (24) and (29), that 
\ W 
(29) 
and 
STW = (-y())(l -y - 3& 
which is equal to the curvature at A+ Again if 1 - y - 3[ > 0, we use w (defined by (30)) to 
estimate B,s in (25), otherwise we set w = y. 
We may notice that this algorithm is similar to Biggs’s method [1,2]. He updated the Hessian 
approximation B to produce B, which satisfies 
&,s = 
4y+2-6p 
Y-l 
y ( = w defined by (30)), 
which is a special case of the symmetric l-kang family [13]. 
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5. Algorithm CR3 
In Algorithms CR1 and CR2 we employed the curvature stimates of f, in the direction S, at 
the points x and x,, respectively. In Algorithm CR3, we form a convex combination of these 
two curvature stimates. Let v E [0, l]; then multiplying (21) by v, (28) by 1 - v and adding 
leads to the quadratic equation 
r@+(l-r)e-r=o, (31) 
where r = 35/(1- y). 
It is easy to show that the discriminant in (31) is always positive, thus we have two real 
solutions. We choose the positive root 
r- 1 8 +(r2- 2(1 - 2v)r + 1)1’2 
= 2v 9 
since we require 
es -4, (33) 
to ensure that S% > 0 (recall (24)). If 8 < - 1, we set w = y (0 = 0). 
We choose the parameter v to take the absolute value of the cosine of the angle 4 between 
the current and the previous search directions. This choice may be justified by observing that 
when $5 is near to zero, we assume that we have a good curvature estimate at the previous 
search direction. As the angle between the two search directions increases, our confidence in 
the curvature information obtained at x for the current search direction would tend to decline. 
Algorithm FRl 
This algorithm also uses the rational model (7) for the gradient. To determine the parameter 
we follow the approach introduced in [9], which employs values of the function f. This was 
based on the equation 
pdwl dt =f(x,) -f(x). 
Hence using the model (7) for g[ x( t)], we obtain 
f(x,) -f(x) =sTa ,‘& +sTbjol+&. 1 
Using equations (8) and (91, the above equation becomes 
tP 
ln(l+e) (1+8)(1-y) + (i+e)y 1 =---_L--- -- 
8 8 6 8’ 
Expanding [ln(l + 0)]/0 by Taylor series and substituting in (35), we get 
h(e) = $p - 1 + (1 - y)(i + e) + + C 
i 
Q) (- l)‘er-2 
I . r=3 r 
(34) 
(35) 
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Table 1 
Starting points BFGS CR1 CR2 CR3 FRI 
Rosenbrock function (FZ = 2) 
(-- 1.2,f) 42 (32) 36 (30) 32 (28)* 34 (29) 32 (28)* 
(-12,lO) 124 (100; 109 (90) 96 (76) 102 (82) 93 (76)* 
(6.39, - 0.221) 74 (62) 60 (49) 58 (45) 55 (47)” 57 (48) 
( - 3.635,5.621) 71 (57) 58 (48) 56 (41) 54 (47) 51 (43)* 
Sum 311(251) 263 (217) 242 (190) 245 (205) 233 (195) 
Rosenbrock cubic function (n = 2) 
(- 1.2, 1) 48 (40) 33 (28)* 38 (33) 43 (37) 41 (37) 
li- 12, 10) 573 (4343 531(416) 447 (348) 467 (372) 418 (346)” 
(6.39, - 0.221) 248 (190) 229 (186) 193 (147) 19? (162) 190 (160)* 
(- 3.635,5.621) 128 (102) 100 (81) 77 (61)* 99 (84) 92 (78) 
Sum 997 (766) 893 (711) 755 (589) 806 (655) 741(621) 
Powell badly-scaled function (n = 2) 
(0, 1) 203 (161) 
C-1,5) 201(159) 
(0.01,5) 172 (134) 
Sum 576 (454) 
169 (146) 164 (133) 153 (133) 153 (132)* 
176 (159) 158 (135) 168 (130) 155 (132)” 
159 (133) 145 (112) 150 (128) 142 (113)* 
504 (438) 467 (380) 471(391) 450 (377) 
Brown badly-scaled function (n = 2) 
(1,l) 59 (30) 
(10, - 0.5) 76 (37) 
000,100) 57 (29) 
Sum 192 (96) 
59 (27) 48 (28)* 53 (28) 64 (31) 
50 (22)* 51 (28) 58 (28) 57 (32) 
74 (39) 46 (30)” 54 (30) 57 (31) 
183 (88) 145 (86) 165 (86) 178 (94) 
Box “difficult” exponential function [2] (n = 3) 
(0, -30,l) 34 (31) 29 (25) 
( - 2.66, - 3.4, 8) 70 (56) 61 (51)* 
(0, 0, 10) 110 (86) 99 (87) 
Sum 214 (173) 189 (163) 
28 (25)* 31 (26) 31 (24) 
63 (49) 68 (56) 64 (53) 
92 (76) 112 (98) 91 (SO)* 
183 (150) 211080) 186 (157) 
Helical valley function (n = 3) 
(- LO, 0) 29 (27)* 
t-2, 1,O) 28 (25) 
(20,20,20) 39 (33) 
Sum 96 (85) 
30 (28) 30 (26) 31 (28) 30 (26) 
25 (22)* 30 (26) 31 (28) 26 (23) 
39 (36) 36 (33) 36 (32) 34 (31)* 
94 (86) 96 (85) 98 (88) 90 (80) 
Weibull function (n = 3) 
(3,0,2) 35 (30)” 51 (37) 37 (32) 43 (32) 38 (33) 
(200,0.1,40) 77 (58) 77 (60) 69 (54) 66 (53)* 70 (56) 
Sum 112 (88) 128 (97) 106 (86) 109 (85) 108 (89) 
Wood hnction (n = 4) 
(-3, -1, -3, -1) 96 (77) 
t-3,1, -3, 1) 100 (81) 
(- 1.2, 1, - 1.2, 1) 88 (69) 
Sum 284 (227) 
Powell singular function (n = 4) 
t-3, -LO, 1) 38 (35) 
(- 12, 10, - 12,lO) 36 (34) 
(2, 2,3, - 1) 37 (36)* 
Sum 111005) 
93 (76) 86 (72) 94 (80) 84 (71)* 
105 (88) 87 (73)* 90 (76) 89 (73) 
90 (66) 82 (61)* 90 (72) 86 (66) 
288 (230) 255 (206) 274 (228) 259 (210) 
36 (34) 43 (39) 38 (36) 35 (33)* 
31 (29)* 32 (30) 31 (29)* 31 (29)* 
37 (36)* 41 (40) 39 (38) 38 (37) 
104 (99) 116 (109) 108 (103) 104 (99) 
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Table 1 (continued) 
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Starting points BFGS CR1 CR2 CR3 FRl 
EXP4 function [l] (n = 4) 
t-1. -2, 1, -1) 36 (33) 37 (34) 33 (30)* 34 (31) 33 (30)* 
(LO, -5,3) 148 (122) 129 (109) 113 (97Y 128 (109) 117 (99) 
t-4, -51,100, - 101) 342 (265) 318 (263) 294 (227) 298 (254) 266 (227)* 
Sum 526 (420) 484 (406) 440 (354) 460 (394) 416 (356) 
EXP6 function [l] (n = 6) 
f-1. -9. -5, 1, -4.3) 63 (58) 59 (55) 58 (55) 57 (54)* 59 (55) 
(1, -8, -5, 1, 1.1) 129 (115) 106 (103) 113 (107) 105 (98)* 109 (102) 
(1, -8,O, LO, 1) 162 (141) 103 (95) 103 (96) 109 (101) 93 (89)* 
Sum 354 (314) 268 (253) 274 (258) 271 (253) 261 (246) 
Extended Rosenbrock function (starting point is ( - 1.2, 1, - 1.2, 1, . . .)I 
n= 16 43 (371 43 (36) 39 (30)* 45 (38) 41 (34) 
n= 20 45 (39) 43 (35) 41 (33) 43 (35) 40 (34)* 
Surtl 88 (76) 86 (71) 80 (63) 88 (73) 81 (68) 
Grand sum 
Number of best 
performances 
3861(3055) 3484 (2859) 3 159 (2556) 3306 (2741) 3 107 (2592) 
3 6 10 5 17 
We search for a solution of (36) in the interval 8 > - 1 to satisfy the stability condition SOW > 0. 
We observe that 
/*(-1)=$-l CO, p<2, (37) 
since a necessary (but not sufficient) condition for p to equal or exceed 2 is that the function 
f[x(r)] = f(x + ts) has nonpositive curvature in some interval between t = 0 and t = 1. Further- 
more, 
h(0) = -g, 
h’(O) = f(1 - y) > 0. 
(38) 
(39) 
It follows that if 5 < 0, equation (36) will have a solution 0 E ( - 1, 0). Also, (36) will have a 
positive solution if 5 > 0 and h(8) is positive for positive values of 8. Namely, from condition 
(391, h(e) is an increasing function at 8 = 0. If these conditions are not satisfied, we use 8 = 0, 
resulting in a “standard” quasi-Newton method for that iteration. It may be observed that, 
from (381, 8 = 0 is the solution for (36) near the minimum where l= 0. 
We ought to point out that, on the basis of the tests we have performed on the new 
algorithms, such constraints on satisfying the stability condition SOW > 0 and turning to use 
w = y (e = 0) rarely occur. 
7. Numerical tests qnd results 
A set of experiments has been carried out to evaluate the performance of the new algorithms 
and to compare them with the standard BFGS method. For the purposes of comparison, the 
problems were first solved by a straightforward implementation of the BFGS method, employ- 
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ing a cubic interpolation line search strategy whenever the initial step in the specified 
“quasi-Newton” search direction was unacceptable and requiring, for a point x1 to be 
acceptable, that conditions (4) be satisfied with a = 10s4 and p = 1 [Ml. The new algorithms 
were implemented in identical fashion, except hat the updating of the matrices was carried out 
with the vector w (24) in place of y. The intention, in adopting this approach, is to provide a 
framework within which the effect of replacing y with w may be gauged with a reasonable level 
of accuracy, by testing codes which, in all other respects, are identical. 
The functions we have used to test the methods are well-documented in the relevant 
literature. They are listed in Table 1 by their commonly accepted names, details of the 
functions may be found in [14]. i;or all the functions, convergence was assumed when 
II g II < 10-5, except for the EXP4 and EXP6 functions, where the condition ]I g I] < lo-’ was 
found to be more appropriate. In Table 1 each entry under the algorithm name consists of two 
numbers; the first gives the number of function and gradient evaluations required by the 
method for convergence, while the second (between parentheses) denotes the number of 
iterations required. For each test case, the method which yielded the best performance 
(determined by the number of function/gradient evaluations, with ties resolved on the basis of 
iterations) is indicated with an asterisk. We scaled Ho (= the initial approximation to the 
inverse Hessian) by sTy/yTy for large problems (when n >, 10) as recommended in 1161. 
8. Summary and conclusions 
In this paper, we have introduced four minimization algorithms derived from a rational 
model, for the gradient along a chosen direction, involving a free parameter. This parameter is 
determined by means of information about the objective function. It has been shown that these 
new algorithms may be expected to degenerate to the “standard” quasi-Newton strategy as the 
minimum is approached and (hopeful!y) take sdvantage of the fast convergence behaviour of 
the “secant-based” quasi-Newton methods near the minimum. The numerical results reported 
in Table 1 indicate that these new numerical techniques may offer improved computational 
efficiency (in terms of lower count of number of function and gradient evaluations and number 
of iterations) when compared with the “standard” BFGS method. On the basis of Table 1, 
method FRl would appear to be slightly inferior to method CR2, at the cost of the solution of a 
nonlinear equation in one variable at each iteration. Thus, we would tend to favour FRl for 
problems where the evaluation of the function and its gradient is the dominant factor in terms 
of computational time, the extra expense incurred through the solution of these equations may 
well be amply repaid by the reduction in the number of evaluations required. 
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