This paper studies the blow-up and existence, and asymptotic behaviors of the solution of a nonlinear hyperbolic equation with dissipative and source terms. By using Galerkin procedure and the perturbed energy method, the local and global existence of solution is established. In addition, by the concave method, the blow-up of solutions can be obtained.
Introduction
In this paper, we investigate the following nonlinear wave equation: where Ω is a bounded domain in R n with smooth boundary ∂Ω, Δ is a Laplace operator, and ∂u/∂n| ∂Ω indicates derivative of u in outward normal direction of ∂Ω. In addition to, if n > 3, 1 < p < n 2 / n − 2 and if n 1, 2, then p > 1. γ ≥ 0 is a constant, σ i s i 1, . . . , N are given in A1 later. with the same initial and boundary conditions as that of 1.1 . In our model, we add damping and source terms which enhance the difficulty of proving the existence and decay of solution of 1.2 . More related studies of the damped hyperbolic equation with dissipative term or damping term can be found in papers 5-15 . The paper is organized as follows. In Section 2, we present some notations, and results needed later and main results. Section 3 contains the statement and the proofs of the decay of solutions. Section 4 gives the statement and the proofs of the blow-up of solutions.
Preliminaries
We first introduce the following abbreviations:
2.1
Let ·, · denote the L 2 -inner product. We denote the dual of W 
A3 m < ρ 1; If n > 3, then 0 < ρ < m < 4/ n − 2 and if n 1, 2, then 0 < ρ < m.
A4
If n > 3, 1 < p < n 2 / n − 2 and if n 1, 2, then p > 1. Without loss of generality, we assume that r < p.
And
B1 σ i ∈ C 1 R , σ i s s < 0, and
for some r ≥ 1, if n 1, 2, else if n ≥ 3, then r ≤ n/ n − 2 , so that ∇u 2r ≤ B 1 Δu 2 , i 1, 2, . . . , N. where B 1 is the optimal embedding constant, and
B3 ρ 1 < r, and if n > 3, then ρ < 4/ n − 2 and if n 1, 2, then 0 < ρ.
Throughout this paper, we use the embedding
where B 2 is an optimal embedding constant. We introduce the following functionals:
Because r < p, we have 
2.11
where T < 1. 
2.12
where 
3.3
Since
The above system of o.d.e. has a local solution u n t defined in some interval 0, T n . The following will prove that the T n can be substituted by some T > 0.
Multiply 3.3 by T jn t and summing up about j, we get
6
Abstract and Applied Analysis A simple integration of 3.5 over 0, t leads to
where
2 > 0. We now estimate the last two terms at the right-hand side of 3.6 . Using Hölder inequality, Young's inequality, and the embedding theorem, we know there exist q, w > 0, satisfying that
3.8
Consider the following:
3.10
Using 3.6 -3.10 , we have 
3.11
Choosing 1/C γ in 3.11 , we have
2 , we have
A simple integration of 3.13 over 0, t leads to
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3.15
Though Y n t may blow up, there exists 0 < T < min{1, T n } satisfying
where C is independent of n. Moreover, 
3.18
By 3.16 ,
From 3.16 -3.19 , we have
3.20
So the solution u n t of problem 3.3 exists on 0, T for each n. On the other hand, we can extract a subsequence from u n , still denoted by u n , such that
Abstract and Applied Analysis 9 as n → ∞. By 3.21 , the Sobolev embedding theorem and the continuity of σ i s , for t ∈ 0, T ,
3.23
as n → ∞. By Lemma 3.1, 3.21 -3.22 , for any ε > 0, there exist positive constant N 1ε and N 2ε independent of u n and u n t , respectively, such that, as n → ∞,
3.24
By the arbitrariness of ε we get 
Lemma 3.3. Assume that (A1)-(A3) hold, satisfying
C 0 2 r 1 r − 1 E 0 r−1 /2 2 r 1 r − 1 E 0 p−1 /2 < 1, I 0 > 0.
3.30
Then I t > 0.
Proof. Since I 0 > 0, then there exists by continuity T * ≤ T such that I t > 0, for all t ∈ 0, T * , this gives
3.31
Abstract and Applied Analysis 11 By using 2.8 , 2.9 , 3.31 , and Lemma 3.2, we easily have
We then exploit 2.12 , and 3.32 to obtain
Using 3.33 , we have
where C 0 max{B 2 , B 1 C 2 }. Therefore,
I t Δu
for all t ∈ 0, T * . By repeating this procedure, and using the fact that
the proof is completed. 
3.39
Since I t , J t are positive. Therefore,
where C is a positive constant, which depends only on r. 
3.44
Using 3.34 , we have
: η Δu 
3.47
Proof. By multiplying the differential equation in 1.1 by u and integrating over Ω, using integration by parts 2.9 and assumption A1 , we obtain 0 d dt 
3.49
Using A3 , 3.42 -3.43 , we have
3.50
Therefore,
3.51
Proof of Theorem 2.2. First, t → 1 t E t is also absolutely continuous, and we have
A simple integration of 3.52 over 0, t leads to 
3.53
Using the upper inequality, 3.45 , 3.46 , and 3.52 , we have 
Proof. By Lemma 3.4 and Young's inequality, a direct computation gives
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3.58
Similarly, we have
3.59
provided that ε is small enough.
Lemma 3.8. Assume that the conditions of Theorem 2.3 hold, then the function
satisfies, along the solution of 1.1 ,
Proof. Applying equations of 1.1 , we see
at the above; the proof of 3.61 is completed.
Proof of Theorem 2.3. Using 3.61 and Lemma 3.7, we have
3.67
Choosing ε satisfies ε ≤ min{γ/ω, 1/μ}. So we have
A simple integration of 3.68 over 0, t leads to
Exploiting Lemma 3.7 again, we have
where K, κ > 0 are constants. The proof of Theorem 2.3 is complete.
Blow-Up of Solutions
Proof of Theorem 2.5. Assuming that the solution of 1.1 is global, we have
we set
where o, ω are constants and will be given later. Consider
Choosing o satisfies the following condition in 4. 
