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Abstract 
ABSTRACT 
This thesis presents two frequency switchable micro strip line filters. It also presents a 
third filter that has the potential for frequency and bandwidth reconfiguration. All of 
these filters are reconfigured using an optically activated silicon switch. This method 
of tuning is very simple, cheap, and effective. Three new, fixed frequency, filters 
were also developed as a bi-product of the research presented in this thesis. These 
filters are smaller than their predecessors, or conventional counterparts. Two 
Metallodielectric Electromagnetic BandGap (MEBG) low-pass filters, number 
amongst the new filter designs. These low-pass filters offer a sharper rate of cut-off 
than is associated with the conventional stepped-impedance filter. They also provide 
a deep, broad, and well defined stop-band. A miniatursed triangular patch band-pass 
filter is also presented. This work develops on research by Hong, Lancaster, et al. 
Design equations and/or modelling aids are presented for each of the new filter 
structures. On occasions these modelling aids take the form of a lumped-element 
equivalent circuit together with a series of polynomial equations for determining the 
element values. Modelling aids, of this nature, are presented for the cymbal resonator 
band-pass filter. The study into frequency tuneable filters led to an investigation of a 
particular conduct polymer and the production of a tutorial on dielectric 
measurement. 
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1. INTRODUCTION 
1.1. OVERVIEW OF THE THESIS 
This thesis presents a wide range of research studies, which at first glance might seem to be 
disconnected. But in fact they have a common objective, and this is to enhance the performance or 
reduce the size of a micro strip filter. The first research study focused on a Metallodielectric 
Electromagnetic Bandgap (MEBG) structure conceived by Chauraya [1]. This MEBG could be used in 
filtering applications and also appeared to offer potential for optical control. The structure comprises a 
novel slit-slot discontinuity, which adds a capacitive and inductive loading at periodic intervals along 
a micro strip line. This discontinuity is reminiscent of Hong and Lancaster's micro strip open-loop 
resonator [2], [3]; a structure welllmown for its slow-wave properties. There was much interest in 
observing the effect of this discontinuity on the performance of other filtering structures. For this 
reason it was introduced into a variety of common, and not so common, filtering structures. The study 
revealed that the introduction of the discontinuity into a parallel-coupled line filter or a triangular 
patch band-pass filter would promote miniaturisation. This is a very significant finding because 
telecommunication and domestic consumers are always hungry for cheaper, lighter products and 
. components. This is particularly true in the case of satellite sub-systems, where it is important to 
reduce the payload. The most logical next step was to try to discover why the introduction of the slit-
slot discontinuity caused this miniaturisation, and this is the subject of Chapter 4. An answer to this 
question was obtained by studying the distribution of magnetic field within several resonators. To be 
specific the field pattern in a slit-slot loaded resonator was compared to that of an unloaded resonator. 
This study was quite comprehensive because it considered the effect of moving the feed-lines 
(attached to the triangular patch) and also of taking away the slit discontinuity, to leave just the slot in 
place. The overall conclusion was that the slit-slot discontinuity extends the length of the resonant 
path. This was a significant finding because it meant that a switch could be inserted into the slit 
discontinuity, to create a frequency agile filter. By bridging the slit discontinuity one would shorten 
the resonant path. Opening the switch would lengthen the resonant patch, once more. This change in 
resonant path length causes a shift in the centre frequency of the filter. All that remained was to find a 
suitable switch to perform this function. To flesh out the theoretical aspect of this work a technique 
was developed to predict the behaviour of this resonant element. To be more specific this was 
achieved by programming a numerical method for eigenvalue approximation. The most natural 
starting point for this was to attempt to analyse several unloaded patch resonators. No study has yet 
been performed on a slit-slot loaded triangular patch. This would represent a useful and interesting 
extension of this work. Finally appendix 8.5 discusses the use of planar resonant cavities for 
permittivity measurement. The procedure described was carefully validated by measuring the 
permittivity of several samples of material. The permittivity of these samples was lmown to a high 
degree of accuracy. 
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1.2. METALLODIELECTRIC ELECTROMAGNETIC BAND GAP (MEBG) STRUCTURES 
Chapter 3 presents a novel micro strip Metallodielectric Electromagnetic Bandgap (MEBG) structure, 
together with a symmetrical lumped element equivalent circuit for the unit cell. The unit cell of this 
device incorporates a single slit-slot discontinuity. The numerical values of elements within the 
equivalent circuit are related to the physical geometry of the discontinuity, through a set of simple 
mathematical equations. Excellent agreement has been obtained between modelled and measured 
results. Two low-pass filter designs are presented. Both of these filters exhibit good pass-band 
performance with low insertion loss and minimal ripple. The filters also exhibit a high rate of cut-off 
together with a broad, deep and clearly defined stop-band. The rate of cut-off is significantly better 
than that of a conventional stepped-impedance low-pass filter. Additionally the structure can be 
configured to suppress the first harmonic pass-band very effectively. 
1.3. NOVEL PLANAR FILTERS 
Chapter 4 presents three separate research studies into microstrip band-pass filters. The studies have 
similar objectives, these being to: reduce size and enhance performance, develop modelling aids 
and/or design rules. Two of the research studies concern triangular patch resonators. Patch resonators 
offer several important advantages in comparison with their linear counterparts. This includes support 
for dual mode operation, as well as higher power handling capability and reduced conduction losses. 
Their disadvantages include increased radiation loss and larger surface area [4, pp. 100]. The 
micro strip triangular patch resonator is a valuable circuit element that is used to produce circulators as 
well as band-pass and band-stop filters. The chain of historical development on the theory of this 
element is believed to have been initiated by Y. Mizoguchi, in 1972. This was followed by many 
substantial contributions from workers including: M. Cuhaci, D. James, J. Helszajn, W. Nesbit, J. 
Hong, M. Lancaster, K. Gupta, and B. Bhat. Six topologies have been suggested to produce band-pass 
or band-stop filters based around triangular (equilateral) patch resonators [5, pp. 24]. Although several 
resonators incorporate triangular sections [6] relatively few are wholly triangular [7], [8], [9], [10], 
[11], [12], [13]. For this reason there is considerable scope for producing new and exciting research in 
this area. The first section of Chapter 4 presents an investigation into the Cymbal Resonator Band-pass 
filter. The filter incorporates triangular patch resonators and was developed by Strassner and Chang 
[9], [10]. The objective of this study was to generate a lumped element equivalent circuit for the filter, 
together with a series of modelling equations. The equations give the equivalent circuit element values 
as a function of the filter's geometry. In 2000 Hong and Lancaster [11] presented an important 
triangular patch band-pass filter, to the microwave community. This resonator, whilst larger than some 
of the others in the literature, is very useful because it supports dual-mode operation. The second 
section of the chapter presents research that builds on the achievements of Hong, Lancaster, et al. A 
precursor for this study was to determine whether Chauraya's slit-slot discontinuity could be utilised, 
to advantage, within existing types of micro strip filter. To this end the slit-slot discontinuity was 
2 
introduced into a wide variety of different band-pass filters including the hairpin-line and pseudo-
combline. The study showed that the characteristics of the parallel-coupled line and triangular patch 
band-pass filters could be improved by utilising this novel discontinuity. The most significant 
advantage was device miniaturisation. These positive initial findings prompted a deeper study into 
each of these devices. These studies are described in the last two sections of the chapter. The first 
study concerns the triangular patch band-pass filter devised by Hong and Lancaster. This study 
presents a more compact resonator configuration, together with a mechanism for miniaturising the 
resonators. Use of the slit-slot discontinuity miniaturises the resonator as mentioned above. Chapter 4 
provides an explanation for the miniaturisation effect. It also presents a more compact filter 
configuration and catalogues the range of modes excited by different circuit configurations. The final 
section of the chapter presents a parallel-coupled line filter periodically loaded by the slit-slot 
discontinuity. The new structure supports slow-wave propagation and is thus smaller than its 
conventional counterpart. By bridging slits within certain strategic locations it might also be possible 
to achieve bandwidth and frequency tuning. 
1.4. EIGENVALUE APPROXIMATION USING GALERKIN'S METHOD 
Sharma and Bhat [14] used the spectral domain analysis to determine the resonant frequency of 
several isosceles triangles. There is good agreement between the theory and measurement results 
presented in their paper. 
An isosceles triangle forms the resonant element within the band-pass filters proposed by 
Hong and Lancaster [11]. To the best of our knowledge the eigenvalues have never been computed, 
either analytically or numerically, for this particular triangle. The objective of the research presented 
in Chapter 5 was to determine the first few eigenvalues for isosceles triangles ranging in height from 
7mm to 17mm. The initial approach was to seek an exact eigenfunction for a particular triangle. When 
this proved unfeasible a numerical technique was employed. Exact mathematical equations for the 
eigenvalues of several types of planar resonator are available within the literature. These resonators 
include the rectangle [5, pp. 14-5] as well as the following triangles: equilateral [15]; 30°, 60°, 90° 
(half equilateral); 45°, 45°, 90° (isosceles right angle-angled) [16], [17, pp. 144-6]. The eigenvalue 
problems for the triangles listed were originally studied by Lame and Lord Rayleigh [18]. These 
resonator shapes yield readily to solution, due to their separable geometry. For any other patch shape, 
one normally seeks a numerical solution. For this application one of the Methods of Weighted 
Residuals (MWR) was used. The method was developed by the Russian applied Mathematician and 
Engineer Boris Galerkin, and is named in his honour. Galerkin disseminated his great achievement in 
1915 [19]. Chapter 5 explains the essential theory together with the practical issues associated with 
implementation, before finally presenting the results obtained. The method is relatively simple to code, 
and may be applied in a wide range of different situations. The chapter concludes by noting that 
3 
changes in the apex angle, of an isosceles triangle, alter the frequency separation between the 
fundamental pair of split degenerate modes, and may also cause them to switch locations. 
"Real-world" electromagnetic field problems are often very complex. For this reason they can 
rarely be solved using exact methods [20, pp. 317]. Fortunately an approximate solution can normally 
be found using one of the many numerical techniques. The increasing availability of high-speed digital 
computers since the late 1950's has stimulated the development of numerical methods. A small 
selection of these are discussed below [21, pp. 1]. Alternatively one could employ a perturbational or 
variational technique. However, only variational and numerical techniques are discussed here. The 
reader should consult R. Harrington's book [20, Chapter 7] for more information on perturbational 
techniques. In contrast to the perturbational technique, the variational technique gives an 
approximation to the desired quantity itself, rather than to changes in that quantity. Importantly the 
variational formula is "stationary" about the correct solution. Consequently it is relatively insensitive 
to variations in the assumed field about the correct field [20, pp. 317]. 
1.5. FREQUENCY SWITCHABLE MICROSTRIP FILTERS 
Chapter 6 presents two frequency switchable micro strip filters. In both designs, reconfiguration is 
achieved by altering the length of the resonant path. The tuning element is a silicon switch developed 
at Loughborough University [22]. Both filters are easy to design, fabricate and reconfigure. In addition 
to this their bandwidth and response shape is relatively invariant under tuning. The first structure is 
based on the parallel-coupled line filter. The centre frequency tuning range of this filter is 
approximately 380MHz. The second design is based on a triangular patch band-pass filter, and affords 
a tuning range of 1.39GHz. 
4 
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2. LITERATURE REVIEW 
2.1. MICROWAVE TECHNOLOGY -.AN OVERVIEW 
Microwaves are crucial to the daily life of every citizen in the world. Microwaves play a central role 
in: cheap long distance telecommunications; the treatment and detection of diseases, such as cancer; 
weather forecasting; monitoring the progress of global warming and in warfare systems. There is huge 
potential for future growth in the use of microwaves, particularly in: health care, power transmission 
and ubiquitous communications e.g. between mobile telephones, laptop computers, personal digital 
assistants etc. 
2.2. MET ALLODIELECTRIC ELECTROMAGNETIC BANDGAP (MEBG) STRUCTURES 
For well over a century periodic loadings have been applied to microwave circuits, along the guided-
wave direction, to control the propagation of electromagnetic waves. This control is afforded by the 
introduction of stop-bands. These structures were developed following investigations by Lord 
Rayleigh (in 1887) and Bragg. Today such a structure, operating in the optical domain, is known as a 
Photonic Bandgap (or PBG). When the same principles are employed to create a structure that will 
operate at RF and microwave frequencies the device is known as an Electromagnetic Bandgap (or 
EBG). A structure that is periodic in only one direction, such as that described above, is often referred 
to as a I-D EBG. In order to achieve the desired stop-band behaviour the spatial periodicity must be 
comparable to the wavelength of the electromagnetic energy (usually 'J...g/2). 
Structures, periodic in two or three dimensions are a relatively new idea. These structures 
were suggested and confirmed by Yablanovich and colleagues in 1987 [I]. The history of these 
devices dates back to the work of Felix Bloch who discovered that an electronic wave may propagate, 
without scattering, through a 3-D periodic crystal lattice of ions (free from imperfections). A PBG 
controls wave propagation in the direction of the periodicity. Consequently 2-D and 3-D structures 
will enable multi-dimensional control of electromagnetic wave propagation. The colour of precious 
Opal as well as the wing markings of many butterflies can be attributed to naturally occurring 3-D 
PBGs. This is particularly true of butterflies, such as the Peacock (see Figure 2.1(a», whose wings 
display metallic blues and greens. Figure 2. 1 (b) is a Scanning Electron Microscope (SEM) photograph 
of a scale taken from the butterfly'S wing. The 3-D periodic array of holes, visible in the photograph, 
causes diffraction of the incident light. The bar in the bottom left hand side of the figure provides a 
reference for the scale, and is one micrometer long. 
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Figure 2.1. 
(a) (b) 
(a) The Peacock Butterfly, and (b) An SEM image showing a scale from the butterflies wing. 
Both were taken from Pendry's paper [1]. 
The ability to control the conducting properties of semiconductors has revolutionised the electronics 
industry. The PBG is the optical analogue of an electronic semiconductor and promises to do the same 
for the optical component industry. Developments in this area will enable more sophisticated control 
of optical material properties. Historically materials science has lagged behind the rush into the optical 
domain. Developments in PBG technology could help to redress this problem. Consumer demand to 
communicate high bandwidth picture and video data, and for faster computers can only continue. At 
the same time CMOS processes are reaching their fundamental limits, as we near the end of Moo re 's 
law [2]. A cautionary note, worth making at this point is that the physical limitations on Moore' s law 
are a subject of some controversy and debate in academic circles. Optical devices, on the other hand, 
offer great potential due to their high bandwidth and speed of operation. 
EBGs are used to suppress surface waves; eliminating scan-blindness ID electronically 
scanned phased arrays whilst improving the radiation efficiency, radiation pattern and gain, of patch 
antennas. In microstrip filters EBGs are used for size reduction and suppression of spurious pass-
bands. They are also frequently used as low-pass and band-pass filters, in their own right. In mobile 
communications, EBGs are used to reduce the amount of energy absorbed by the operator's hand and 
head. The wearable RF systems of the near future are likely to use EBGs to control the interaction 
between the operator and the antenna [3]. A microstrip EBG may be formed by: drilling periodic holes 
into the substrate [4] ; etching patterns into the ground plane [5], [6], [7], [8], [9], [10] ; or signal line 
[11], [12], [13]. The [mal category ofEBG is often described as a Metallodielectric EBG. There is an 
extensive body of literature on the subject of EBGs and a large number of unit cell geometries have 
been proposed. Popular practice is to etch the EBG into the ground plane. This approach is 
compatible with standard p.c.b. manufacturing processes. The ground plane EBG yields deeper and 
wider stop-bands, in comparison with structures employing drill holes in the substrate [5]. 
Unfortunately, there are a number of important side-effects. The ground plane of a conventional 
microstrip circuit is normally fixed to a metallic housing, which acts as a heat sink and provides 
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mechanical support. For ground plane etching to be effective the structure must be suspended in free-
space. Consequently these important performance advantages must be sacrificed. A further 
disadvantage associated with ground plane etching is that there is a possibility of RF energy radiating 
from the apertures. There are relatively few structures, which incorporate an EBG in the signal line. 
Wide stop-band operation has been achieved in the literature by using multiple tuned EBGs. These 
may be constructed by cascading a number of EBGs having different cut-off frequencies [4]. 
Alternatively they may be realised by a continuous perturbation of the etched pattern, in the ground 
plane or signal line [14]. Such a perturbation may follow a sinusoidal law, for example. 
2.3. NOVEL PLANAR FILTERS 
2.3.1. FILTER MINIATURISATION -AN OVERVIEW 
The miniaturisation of micro strip circuits is very important for systems that must be light and small. 
Examples of such systems include High Temperature Superconducting (HTS) filters as well as those 
within satellite, aerospace, and portable systems. It is important to reduce the size of HTS circuits in 
order to reduce the refrigeration burden [15] and because the available substrate size is quite limited. 
HTS filters improve the efficiency of frequency utilisation by providing sharp skirts and good out-of-
band rejection. This reduces inter-band interference to levels below those associated with conventional 
(metal) filters [16]. In recent years the extraordinary growth of mobile telephony, combined with the 
demands of Microwave Integrated Circuit (MIC) and HTS technology, has renewed interest in 
schemes for further miniaturising the size of microwave circuits [17]. Waveguide filters exhibit low 
pass-band insertion loss, but are large at UHF frequencies. Surface Acoustic Wave (SAW) filters offer 
a dramatic reduction in circuit size. But unfortunately relatively poor insertion loss and power 
handling capacity limit their practical applications [18]. Ceramics have permittivities ranging from 10 
to at least 100. Increasing the permittivity of a micro strip substrate shortens the guided wave-length 
and thus reduces circuit size. To be suitable for field applications the ceramic must have a low loss 
tangent and electrical properties that are stable with changes in temperature. It took until the 1980's to 
produce such ceramics, which were an enabling technology for the revolution in mobile telephony 
[19]. Conventional micro strip transmission line circuits reduce the guided wavelength by a factor of 
just ~&ejJ (as described above). A greater reduction in size necessitates a change to the geometry of 
the circuit. Hong, Lancaster et al. [20], [21], [22] and Joubet [23] separately reviewed various forms of 
miniaturised filter and resonator designs. The majority of miniature filters fall into one of the 
following categories: 
1. Space efficient filter topologies and miniature resonator designs 
2. Reactively loaded, and slow-wave resonators 
3. Dual mode resonators 
4. Defected ground and EBG loaded structures (not discussed here) 
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2.3.2. SPACE EFFICIENT RESONATORS 
The literature is teeming with examples of resonators whose footprint has been reduced by folding, 
forming complex curves, or meanders. By their very nature these techniques can only be applied to 
linear resonators. In each case the conventional and modified resonator designs consume the same 
overall area. They also exhibit the same capacitive and inductive reactance. In many cases the 
resonator's utilisation of space is improved by making better use of the abundance of "dead-space" 
within its interior [24]. Most, if not all, of the other categories of miniaturised resonator involve 
reducing the overall area and/or enhancing the elements capacity to store electromagnetic energy. The 
reduction in resonator footprint is thus a fundamentally different approach. 
Folded Resonators 
Folding a linear resonator is a very simple way of reducing its consumption of printed circuit board 
(p.c.b.) real-estate. Take the micro strip ring resonator as an example. A ring resonator naturally acts as 
a band-pass filter and offers several attractive properties. The frequencies that pass through the circuit 
are only those whose guided wavelength is an integral multiple of the mean circumference. For this 
reason filters based on the ring resonator are relatively large [25]. To address this limitation Virdee 
and Grassopoulos [26] present a compact, concertina shaped, resonator called the "folded ring" 
together with an even smaller resonator called the folded half-ring. Several of the folded resonator 
designs, described in the literature, can be coupled together through mutual electric or magnetic fields 
[27], [28]. For this reason they can be used to construct cross-coupled filters. 
Evolution of the Half-Wave Resonator 
The inter-digital and parallel-coupled resonators are amongst the most commonly used forms of 
coupled line circuit, for filtering applications. The inter-digital filter uses ')J4 resonators making it 
fairly compact. Unfortunately excessive coupling between non-adjacent resonators degrades the stop-
band and significantly alters the frequency response of the filter, from that intended during design. The 
performance of the parallel-coupled line filter agrees well with theoretical predictions. Unfortunately 
half-wavelength resonators are excessively long, at low microwave frequencies. This is particularly 
true when considering MIC applications. Furthermore filters based on half-wavelength resonators 
exhibit a spurious pass-band at twice the fundamental frequency (abbreviated to 2fo) [29]. For 
completeness filters based on quarter-wavelength resonators exhibit their first spurious pass-band at 
3fo, but require short-circuiting vias [30]. It was probably the first attempt to address this size 
limitation that resulted in the conventional hairpin-line resonator. Cristal and Frankel announced the 
hairpin-line filter in the early 1970's. Further incremental reductions in circuit size were subsequently 
achieved by bending the open ends inwards, to increase the capacitive loading. The result is a 
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resonator known as the miniaturised hairpin. This resonator was developed in 1989, by Sagawa, et al.. 
More recently the conventional [17] and miniaturised hairpin resonators have been used in the 
construction of cross-coupled filters [31], [32]. Cross-coupled filters can yield an elliptic or quasi-
elliptic function response characterised by flat group delay, within the pass-band, and a highly 
selective frequency response. 
Resonators Formed by Complex Curves 
Complex curves with good space filling capabilities are also important. David Hilbert's fractal curves, 
presented 1892, are an excellent example. Barra, Collado, et al. [33] formed a compact resonator using 
a fourth iteration Hilbert curve, incorporating additional capacitive loading. The paper demonstrates a 
compact 4-pole Quasi-elliptic function filter. 
Meandered Resonators 
Hong and Lancaster suggest that their meander open-loop resonator is approximately 2.5 times smaller 
than a single dual-mode ring resonator, A complete 4-pole filter, based on the meander open-loop 
resonator, would thus be at least 50% smaller than one using the dual-mode ring resonator [34], [35]. 
2.3.3. SPACE EFFICIENT FILTER TOPOLOGIES 
A filter with an asymmetric frequency response can be used to concentrate high selectivity where it is 
most needed. This also lead to filter miniaturisation together with a reduction of insertion loss because 
it reduces the number of resonators required to achieve a particular filtering function. 
2.3.4. REACTIVELY LOADED AND SLOW-WAVE RESONATORS 
Spiralled Resonators 
Spiralled transmission lines are used to produce lumped element inductors having relatively large 
values [36, pp. 29-31]. The study performed by Joubert [23] found the surface area of the spiral 
resonator to be smaller than that of the square-open loop (60%) and miniaturised hairpin resonators 
(17%). Zhou, et al. [37] observe that large apposing currents cancel in the centre of a conventional 
spiral, reducing its inductance. For this reason a large number of turns are required in order to achieve 
a low resonant frequency. The paper proposes a compact resonator comprising two spirals and an 
inter-digital capacitor. The energy is concentrated within the resonator thus weakening the coupling 
between them. This makes the structure suitable for developing small narrow-band filters. Several of 
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the spiralled resonator designs, described in the literature, are employed within cross-coupled filters 
[38], [39]. 
Slow-Wave Resonators 
The principle mechanism for achieving slow-wave propagation is to separate the storage of electric 
and magnetic energy as much as possible. Conventional transmission lines do not store 
electromagnetic energy very efficiently, at microwave frequencies [40]. The reason for this is 
appreciated by recalling that the skin effect causes current flow and charge storage to migrate away 
from the centre of the signal conductor towards its outer edges [41, pp. 6-9]. Consequently the bulk of 
the energy storage occurs within a relatively small proportion of the signal line's cross-section. For 
this reason the removal of metal from the interior of a resonator has very little effect on its propagation 
characteristics [40]. The resulting structure is generally termed an open-loop resonator. These basic 
facts formed the foundation of an inspired idea for miniaturising the conventional half-wavelength 
resonator [24], [42]. The new resonator is called the capacitively loaded open-loop resonator. In this 
resonator design a row of open stubs are attached to the inside edges of the open loop resonator. These 
stubs interlock, like two combs, to form an inter-digital loading that promotes resonator 
miniaturisation, by increasing the distributed capacitance. In comparison with a conventional half-
wavelength resonator the capacitively loaded open-loop resonator is smaller and has a higher quality 
factor. Increasing the capacitive loading, by utilising more open stubs will result in further size 
diminution. This is explained by reference to the theory of slow-wave structures (briefly outlined 
above). The ladder microstrip line [40] is another similar slow-wave structure, and was developed by 
the same authors. The structure is formed by loading the interior of an open-loop resonator by short, 
narrow strips that connect the inside edges together. These strips are placed at periodic intervals and 
form a capacitive loading. The micro strip square open-loop resonator is arguably the most important 
resonator to harness the slow-wave for the achievement of miniaturisation [30], [43]. To avoid 
confusion, with the structure mentioned above, this will be referred to as the open-gap, loop resonator 
The open-gap, loop is a flexible resonator that can be used to construct elliptic and quasi-elliptic 
function filters. A single open-gap loop resonator is also compact, having an area of just Agl8 by Agl8 
at the fundamental resonant frequency. This makes it much smaller than a conventional hairpin 
resonator [32]. Conceptually one can regard the open-gap loop resonator as an evolution of Hong and 
Lancaster's open loop resonator (described earlier). The most fundamental difference is the 
introduction of a slit into one of the longer edges of the resonator. The slit acts as a capacitive 
reactance, and yields a slow-wave structure. Once again, increasing the capacitance leads to further 
size diminution. Consequently a number of schemes have appeared in the literature with just this 
objective in mind. The first scheme is also the most simple and merely involves broadening the lines 
on either side of the slit discontinuity. The resultant structure is known as the open-loop Stepped-
Impedance Resonator (SIR). Banciu, Ramer et al. [44], describe an impressive variant on the open-gap 
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resonator. The interior of the resonator is capacitively loaded by a series of open-stubs. This resonator 
occupies approximately 51 % less area than the simple open-gap loop resonator. A number of workers 
have also used inter-digitated lines to enhance the capacitive loading. Sometimes these inter-digitated 
lines occupy the void space, within the body of the resonator [45]. On other occasions they are placed 
within the slit discontinuity [46] 
2.3.5. DUAL-MoDE FILTERS (DMF) 
Wolff proposed the first planar dual-mode filter in 1970. Resonator designs supporting dual-mode 
operation are highly sought after because they produce a filter order, which is twice that expected for 
the number of resonators. Although these two modes occur at the same frequency their electric field 
patterns are orthogonal. Dual-mode operation is normally achieved by perturbing the resonator using a 
small patch or cut-out [47]. Unfortunately conventional dual-mode resonators are fairly large, at low 
microwave frequencies. To address this limitation a number of smaller resonator designs have 
appeared in the literature. Hejazi, Excell, et al. [47] describe a square loop resonator having multiple 
meanders of different depths, so that the entire area inside the loop is filled. A square patch resonator 
incorporating two narrow diagonal slots is presented by Zhu, et al. [48], [49]. These slots cross over in 
the centre of the patch and the fundamental resonant frequency is reduced by increasing the slot 
length. Goriir, et al. [50] describe a square loop resonator loaded by four identical open-loop arms. The 
resonator is 23% smaller than Hong and Lancaster's dual-mode meander loop resonator, reported in 
[51]. In a separate study, which develops on their earlier work [52], each of the open-loop arms is 
capacitively loaded by a series of inter-digital fingers. The enhanced resonator is 36% smaller than the 
dual-mode meander loop resonator, reported in [51] 
2.4. EIGENVALUE ApPROXIMATION USING GALERKIN'S METHOD 
"Real-world" electromagnetic field problems are often very complex. For this reason they can rarely 
be solved using exact methods [53, pp. 317]. Fortunately an approximate solution can normally be 
found using one of the many numerical techniques. The increasing availability of high-speed digital 
computers since the late 1950's has stimulated the development of numerical methods. A small 
selection of these are discuss below [54, pp. 1]. Alternatively one could employ a perturbational or 
variational technique. However, only variational and numerical techniques are discussed here. The 
reader should consult R. Harrington's book [53, Chapter 7] for more information on perturbational 
techniques. In contrast to the perturbational technique, the variational technique gives an 
approximation to the desired quantity itself, rather than to changes in that quantity. Importantly the 
variational formula is "stationary" about the correct solution. Consequently it is relatively insensitive 
to variations in the assumed field about the correct field [53, pp. 317]. 
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2.4.1. FINITE ELEMENT METHOD (FEM) 
FEM originated in structural mechanics in the 1950's. It was not applied to problems in 
electromagnetism until 1968. FEM involves discretizing the area or volume of the problem into small 
elements. Hence one may conclude that the FEM deals directly with the differential equation. In the 
next paragraph it will become apparent that the Frequency Domain Method (FDM) also deals directly 
with the differential equation. Although FDM and MoM are simpler to program, FEM can handle 
problems with complex geometries and inhomogeneous media. FEM computer programs can also be 
applied to a wide range of problems, crossing into different disciplines. The steps of the method are: I) 
divide the problem space into sub domains (or finite elements, hence the name FEM), 2) derive 
governing equations for those elements, 3) collect together all the elements within the solution region, 
and 4) solve the resulting equations [54, pp. 2-3], [55, pp 377-8]. 
2.4.2. FINITE DIFFERENCE METHOD (FDM) 
The Finite Difference Method (FDM) was announced by A. Thorn, in the late 1920's and is therefore 
older than both FEM and MoM. It involves 1) dividing the problem space into a grid of nodes, 2) 
approximating the differential equations using algebraic finite difference equations, and 3) solving the 
difference equations subject to the boundary and/or initial conditions. These difference equations 
relate the value of the dependent variable at a given point in the solution region to that at neighbouring 
points [55, pp. 121-2]. 
2.4.3. TRANSMISSION-LINE-MATRIX (TLM) METHOD 
The Transmission-Line-Matrix (TLM) Method exploits the link between field and circuit theory to 
solve certain types of Partial Differential Equation (PDE) with the aid of equivalent electrical 
networks. These networks consist of a mesh of two-wire transmission lines. TLM has its origins in the 
work of Johns [56]. But the general idea ofreplacing a complex network by simple equivalent circuits 
is an old one dating back much further to Kron, Kirchhoff and Helmholtz. The technique involves 
physical discretization (in which the network is replaced by an array oflumped elements), unlike FDM 
and FEM where mathematical discretization is used. The main benefits of this method are simplicity 
of formulation and programming for a wide range of problems. The technique involves two basic 
steps: 1) replacing the field quantities in the problem by circuit elements in an equivalent network, and 
2) solving the equivalent network by iterative methods [55, pp. 467-9]. 
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2.4.4. METHOD OF MOMENTS (MoM) 
The Method of Moments (MoM) is a general procedure for solving inhomogeneous operator equations 
of the type that typically occur in EM. It may be classified as a WRM, and has its origins in Russian 
literature. It became popular with the EM community following contributions by Richmond (in 1965) 
and R. F. Harrington (in 1967). Today the term MoM also includes numerous extended methods. 
MoM is now the dominant numerical method in Electromagnetics. The reason for this is that EM 
waves are normally unconfined. The MoM reduces the physical problem, specified by Maxwell's 
equations and the boundary conditions to integro-differential equations with a finite, preferably small 
domain (due to limitations on computer memory). Within these domains the unknowns are expanded 
as a series of basis functions. In other disciplines FEM and FDM are most widely used [54, pp. 1-3], 
[55, pp. 285-6]. 
2.4.5. VARIATIONAL METHODS 
The direct solution of a differential equation requires integration. In "real-world" problems these 
integrals are often very difficult or inconvenient to evaluate. Fortunately many of the problems that 
arise in physics and engineering are variational. This means that one can solve them by seeking a 
functional (called the Variational principle) that minimises the integral, rather than by direct 
integration. The use of functional approximations is an attractive alternative to numerical methods, 
and is based on the calculus of variations [57]. A Variational principle for a physical problem also 
provides insight into the effects of parameters. Variational methods lie at the heart of the MoM and 
FEM. They also produce accurate results using minimal computational resource (as described at the 
beginning of this section). The assumed (or trial) field can be expressed as a sum of functions with 
adjustable coefficients (known as variational parameters). These coefficients can then be adjusted, 
using the Ritz procedure. The best approximation to the stationary quantity (e.g. resonant frequency) is 
then selected as the solution [53, pp. 317, 33840]. A two-step procedure is required to deploy a 
variational method: 1) re-write the PDE in variational form, 2) find the approximate solution using the 
desired method [55, pp. 235-6]. Variational methods may be classified into two groups: direct and 
indirect methods. The direct methods include Rayleigh-Ritz, while the indirect ones are collectively 
referred to as the Weighted Residual Methods (WRMs) [58, pp. 7-12.]. The Rayleigh-Ritz technique 
can only be applied when a suitable functional exists. In this context the functional is a "mapping" that 
operates on functions to produce real numbers. Rayleigh's quotient and the constituent integrals are 
both functionals. The starting point for the Rayleigh-Ritz method depends on the problem at hand 
[59]. Generally one begins with a "field equation". The "field equation" applies within the domain and 
describes the physics of the problem. This is distinct from the equation(s) that apply on the boundary 
of the domain (i.e. the boundary conditions). Subsequently one multiplies by another function before 
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integrating by parts, over the problem domain, and utilising the boundary conditions. The result is 
Rayleigh's Quotient. It can be proved that the stationary points of this quotient give the approximate 
eigenvalues. 
The Weighted Residual Method (WRM) 
Unlike the direct variational technique, discussed briefly above, the WRMs do not require a functional 
and are thus more generally applicable. Consider the following operator equation Lt/> = 0, where L is 
a differential operator. The WRM begins by approximating the variable (rjJ ) using a sum of products. 
Each product comprises a base (or expansion) function and its coefficient. When this approximation is 
substituted back into the original operator equation, the numerical result is in error by a small amount 
(termed the residual). The next step is to multiply the residuals by a weighting function and integrate 
over the solution region (or domain). The solution is obtained by forcing the residual to be orthogonal 
to the weight function. Note that the base, weight and residual are all mathematical vectors. The 
WRMs are generally classified according to the scheme for choosing the weighting functions. The 
WRM is sub-classified according to the scheme for choosing the weighting functions: 
1. Collocation (or Point-Matching). Computationally this is the simplest technique to 
implement. But good results are only obtained when the match points are well chosen. 
Unfortunately examination of the operator equation provides no guidance on this 
matter [55, pp. 254]. 
2. Sub domain method. Each of the selected weighting functions exists only over a sub-
section of the domain (hence the name) [55, pp. 254]. 
3. Galerkin method. The weight functions are made equal to the base functions. When 
the equation contains a linear differential operator of even order Galerkin's method 
reduces to the Rayleigh-Ritz method. The computational effort associated with the 
Galerkin method increases substantially as more base (and hence weight) functions are 
employed. For this reason the traditional Galerkin method is an impractical way of 
finding highly accurate solutions to complex problems (i.e. situations in which the trial 
function contains a large number of coefficients). The Galerkin finite element or 
spectral methods offer an attractive alternative in such situations [60, pp. 84]. 
4. Least squares method. The method involves minimising the integral of the square of 
the residual. It offers better convergence than one would associate with the Rayleigh 
Ritz or Galerkin methods [55, pp. 255-6]. 
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2.5. FREQUENCY SWITCHABLE MICROSTRIP FILTERS 
2.5.1. PURPOSE AND METHOD - AN OVERVIEW 
Adaptive or reconfigurable filters can exhibit variable: 1) pass-band bandwidth, 2) centre frequency, 
3) skirt selectivity, or 4) group delay equalisation [61]. Adaptive filtering can be achieved using a bank 
of fixed frequency filters that can be switched in and out. Tuneable and switchable filters are a great 
alternative because they support multiple wireless functions using common hardware. This leads to a 
reduction in system complexity and size [62]. Irrespective of the choice of technology, a physical 
signal is always used to tune the filter. The choice of signal provides a means of broadly classifying 
the various tuneable filters. This results in the following categories: electrical, mechanical, magnetic, 
and optical. The interested reader is referred to the paper by Uher and Hoefer [63], for a fuller review 
tuneable filter technology. Band-pass and band-reject filters are the main candidates for frequency 
tuning. Centre frequency tuning is normally achieved by using reactive elements whose values can be 
varied in a continuous or discrete fashion. Continuous control of centre frequency is the most popular 
choice, and is often achieved using semiconductor varactor diodes or magnetically tuned YIG 
resonators [62]. Almost any kind of resonator can be tuned by varying the resonant path length [63] or 
by loading with a variable reactance (capacitive or inductive). The some of the major challenges 
associated with tuneable filter design are: 1) to avoid response anomalies at extreme settings, and 2) 
to maintain a constant response shape and bandwidth as the filter is tuned. These design challenges 
have not been address as part of the research presented below. They should be considered during 
further studies. 
2.5.2. ApPLICATIONS 
The airwaves are becoming increasingly saturated with signals and the signals themselves are growing 
ever more sophisticated. For this reason there are vast arrays of applications for frequency tuneable 
microwave filters, particularly within the: military; civil aviation; and telecommunications industries. 
Tuneable tracking filters are used in multi-band telecommunication systems, radiometers, and wide-
band radar systems. The resonators within these filters are normally mechanically tuned waveguide 
cavities or magnetically tuned YIG elements [64]. Tuneable filters are also used within fast frequency 
hopping radar systems [63]. Frequency hopping ensures secure and reliable transmission even in RF-
polluted areas. An Electronic Support Measures (ESM) system is an important piece of military 
hardware [65, pp. 691]. This device searches the entire frequency spectrum for electromagnetic energy 
transmitted by hostile, friendly and neutral radar systems. In order to identify and categorise all signals 
the ESM system must operate very rapidly. The consequences of missing a lethal signal are 
catastrophic, in a combat scenario. A tuneable preselection filter forms a vital part of the receiver. The 
filter\combiner unit, within cellular telephone base station, can be constructed from do-nut shaped 
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ceramic resonators. By advancing a ceramic rod into the centre of the do-nut it is possible to alter their 
operating frequency. This is useful when the frequency band of a local area becomes saturated (e.g. 
during a music festival or motorway traffic jam) [19]. Interference on military and commercial 
wireless frequencies results in a lost of channel space (or capacity) and therefore of revenue. A 
tuneable filter is used to prevent this problem, by accounting for varying interference problems caused 
by changing signal conditions in the field. 
2.5.3. VARIABLE CAPACITANCE, VARACTOR DIODES 
Varactors enable fine scale tuning over a narrow-to-moderate frequency span and offer the lowest 
level of circuit complexity. Unfortunately they distort the signal and dissipate a relatively large 
amount of power [62]. Filters employing varactor diodes can be tuned very rapidly (typically at a rate 
between 1 and 10GHzJJls) [66]. The low quality-factor of silicon varactor diodes makes them 
inadequate for microwave filters and GaAs varactors must be used instead [66]. Varactor diodes 
employ biasing lines that may lead to EMC problems, which degrade the filter's performance. Hunter 
presented a varactor tuned comb line filter, fabricated on suspended substrate stripline. The centre 
frequency of the filter can varied from 3.2GHz to 4.9GHz. Unfortunately the filter suffers high pass-
band insertion loss [67]. The combline microstrip resonator is commonly used for producing 
electronically tuned filters [68]. By comparison with this structure the ring resonator has a higher 
unloaded quality factor. For this reason Martin, Wang, and Chang [25] used a pair of p-i-n diodes to 
create a frequency switchable micro strip ring resonator. When the switches are turned on the circuit 
passes both odd- and even-numbered modes. Deactivating the switches removes the odd modes and 
causes new half-modes to appear. By replacing one of the p-i-n diodes with a varactor it is possible to 
produce a continuously tuneable filter. 
2.5.4. DC MAGNETIC FIELD, FERROMAGNETIC RESONATORS 
The fundamental frequency of a ferromagnetic resonator is influenced by the strength and orientation 
of the applied (dc) magnetic bias field with respect to crystal axes ofthe material [69, pp. 1001-3]. The 
first microwave filter to employ ferromagnetic resonators was proposed by R. W. DeGrasse in 1958 
[63]. There has since been considerable interest in this filtering structure [70], [71], [72]. The 
following low-loss ferrite materials are used to produce magnetically tuneable resonators [69, pp. 
1027]: 
1. Gallium-substituted yttrium-iron-garnet (GaYIG) 
2. Lithium ferrite (LiFe) 
3. Barium ferrite (BaFe) 
4. yttrium-Iron Garnet (YIG) 
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YIG is probably the most popular choice, and offers the following advantages: 1) multi-octave tuning 
range, 2) spurious-free frequency response, and 3) compact size. The resonators also exhibit very 
highly quality factors [63]. YIG filters are commonly used as preselectors, and in spectrum analysers 
where they are tuned by the sweep voltage [73]. A disadvantage of YIG filters is the presence of an 
unexpected pass-band. This is attributable to the radiation of MagnetoStatic Surface Waves (MSSW), 
and propagation ofmagnetostatic backward volume waves (MSBVW) along the line [71]. YIG based 
filters are also expensive, complex to produce and their tuning speed (typically IMHz1ms) is 
dramatically reduced by magnetic hysteresis, thus limiting their practical applications [66]. 
2.5.5. DC ELECTRIC FIELD, STRONTIUM TITANATE FILTER SUBSTRATE 
The permittivity of STO can be tuned over a wide range of values. This is achieved by applying a dc 
electric field to the material. Subramanyam, Keuls, et al. [74] describe a two-pole edge-coupled filter 
using half-wavelength resonators. The filter's centre frequency may be tuned by 15%. 19GHz is the 
frequency at the centre of the tuning range. There is no appreciable change of insertion loss over this 
tuning range. But unfortunately the filter requires bond wires for biasing. The two-pole filter, 
demonstrated by Fuke, Terashima, et al. [75], comprises side coupled half-wavelength microstrip 
lines. Tuning is accomplished by applying a bias voltage to inter-digital electrodes, which cover the 
entire area of the filter. This bias voltage alters the dielectric constant of the STO between the inter-
digital electrodes. A tuning range of 13MHz (or 0.7%) is achieved by altering the bias voltage from 
OV to 300V. The centre frequency ofthe filter is 1.822GHz at a bias voltage ofOV (measured at 60K) 
2.5.6. ON/OFF SWITCH, MICRO-ELECTROMECHANICAL SYSTEMS 
Discrete frequency tuning has gained popularity in recent years due, in part, to developments in 
MEMS technology [62]. Examples of MEMS based filters are provided by the following references 
[76], [77], [78], [79]. Disadvantages associated with MEMS switches include the need for bias lines, 
and their limited power handling capability. MEMS switches are, however available at low cost, in 
small packages and have low power consumption. 
2.5.7. ON/OFF SWITCH, OPTICALLY SWITCHABLE 
Railhn, Fenzi, Hey-Shipton, et al. [80] reports an optically switchable stripline band-reject filter. This 
optical switching technology is closely related to that developed at Loughborough University. The 
resonators are reminiscent of the square open-loop resonator. The open-ends of the resonator are 
folded inwards. This: 1) improves the resonator's quality-factor, 2) reduces radiation loss, and 3) 
provide a means for switching the resonator's fundamental frequency. Fibre optic cables are used to 
18 
deliver light to the optically activated microwave switches, which are made from GaAs and high 
resistivity silicon. The authors of this paper discovered that increasing the optical source power 
reduces switch loss. The paper also reports turn-on and turn-off times for the switch, noting that the 
latter is considerably longer. These observations agree with those pertaining to the optical switch 
developed at Loughborough University (see Section 6.2) 
2.S.S. MECHANICAL RECONFIGURATION 
There are three methods for tuning the resonant frequency of a waveguide resonant, cavity by 
mechanical reconfiguration [81]: 
1) Volume tuning involves moving one of the cavity walls. The resulting change in 
volume alters the capacitance and inductance of the cavity by different amounts. 
2) Capacitive tuning is achieved by inserting an adjustable slug (or screw) into the cavity 
at a point where the E-field is strongest. A small metal plate, attached to the bottom of 
the slug (or screw), forms one plate of a capacitor. The bottom of the cavity 
constitutes the second plate. 
3) Inductive tuning is achieved by inserting an adjustable slug or screw into the cavity at 
a point where the H-field is strongest. The adjuster must be non-magnetic. Currents 
within the adjuster set-up a field that opposes and thus reduces the total H-field in the 
cavity. 
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3. METALLODIELECTRIC ELECTROMAGNETIC BAND GAP (MEBG) STRUCTURES 
3.1. INTRODUCTION 
This chapter presents a new micro strip MEBG together with a lumped element equivalent circuit for 
the discontinuity within the unit cell. Sub-sections 3.2.4 and 3.2.6 present empirical equations that 
relate element values within the equivalent circuit to the unit cell geometry. The final section of this 
chapter demonstrates that the MEBG may be used to produce a low-pass filter having a sharp rate of 
cut-off and a stop-band that is both wide and clearly defined. 
3.2. INVESTIGATION 
3.2.1. MEBG STRUCTURE, DIMENSIONS AND PRINCIPLE OF OPERATION 
The new MEBG (depicted in Figure 3.1) was conceived by A. Chauraya at Loughborough University 
[1]. It is both a I-D periodic structure and an EBG, supporting slow-wave propagation. The MEBG 
consists of a straight section of microstrip transmission line that is periodically loaded by a reactive 
slit-slot discontinuity (see Figure 3.1, inset (A)). Both substrate and ground plane are undisturbed. A 
unit cell of the MEBG comprises two sections of micro strip transmission line separated by a single 
slit-slot discontinuity. All of the results and discussions, presented in this chapter, pertain to MEBGs 
based on a Taconic TLY-5 substrate having a permittivity of2.2 ±2% and a thickness of 1.191mm. 
Figure 3.1. The novel five slit-slot rnicrostrip MEBG. 
A calculation of the phase velocity confirms that the MEBG supports slow-wave propagation over the 
band of frequencies considered (see Figure 3.2). The raw data for this calculation was obtained by 
simulating a five slit-slot MEBG incorporating the reference discontinuity. These simulations were 
performed using EMSightTM; the 2.5D electromagnetic (EM) simulation engine within version 5.53 of 
Microwave Office. Microwave Office (often abbreviated to MWO) was developed by Applied Wave 
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Research Inc. EMSight™ is a fast solver which uses the modified spectral-domain method-of-
moments. Figure 3.2 compares the phase velocity for the reference five slit-slot MEBG with that for a 
50-Ohm microstrip transmission line, fabricated on the same substrate material. 
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3.2.2. EQuIV ALENT CIRCUlT 
The initial modelling approach necessitated the development of an entirely new lumped-element 
equivalent circuit every time an extra slot-slit discontinuity was added to the MEBG. Consequently 
there was one equivalent circuit for the one slit-slot MEBG, another for the two slit-slot MEBG, and 
so on. This is not a very intelligent technique because it rapidly becomes unmanageable as the number 
of discontinuities, within the MEBG, is increased. It is perfectly natural to assume that each slot-slit 
discontinuity will exhibit an identical series inductance, shunt capacitance, etc (assuming that they 
have identical dimensions). In other words an identical equivalent circuit. Fortunately this assumption 
is correct. The most prudent approach is therefore to develop an equivalent circuit for a single slot-slit 
discontinuity, considered in isolation. The great benefit of this approach is that the resulting circuit 
may be cascaded to model MEBGs incorporating multiple slot-slit discontinuities. An asymmetrical 
equivalent circuit, for the discontinuity, was presented at PREP 2004 [2]. The circuit was developed 
by likening the complex slit-slot discontinuity to a combination of simpler discontinuities, already 
characterized by other researchers [3], [4], [5]. More recently a symmetrical equivalent circuit was 
devised (see Figure 3.3) [6]. The T-junction oflumped elements, shown circled on the right hand-side 
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of Figure 3.3, models the change in transmission line width between the standard and inductive 
sections (shown circled on the right-hand side of the figure). In the left hand-side of the figure, this 
step in width is circled. The resistors were introduced to account for power losses within the circuit, 
due to radiation etc. 
Figure 3.3. Shows a unit cell of the MEBG (left) together its symmetrical lumped-element equivalent 
circuit (right). 
The complete unit cell is modelled by a lumped-/distributed- element equivalent circuit. This was 
achieved by attaching a section of microstrip transmission line to each end of the circuit (shown in 
Figure 3.3). The equivalent circuits were created, simulated and optimized using the linear circuit 
simulator within MWO. In their source code for this simulation engine, the software developers chose 
to model the micro strip transmission lines using closed form equations available, within the literature. 
3.2.3. PARAMETRIC STUDY 
A parametric study was conducted on the discontinuity within the unit cell. This involved simulating 
the performance of several isolated unit cells. The purpose of the study was to provide data from 
which to extract empirical modelling equations. The electromagnetic computer simulations were 
performed using version 6.1 of Micro-Stripes, from Flomerics Ltd. Micro-Stripes is based on the well 
established full wave Transmission Line Modelling (TLM) method (see Sub-section 2.4.3) [7]. The 
study investigated the effect of changes in the slot length, slot width, slit length and slit depth. The 
terminology used in connection with the discontinuity is explained in Figure 3.4. 
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Figure 3.4. Dermes the terminology used in relation to the unit cell. 
Each unit cell within the parametric study had the same length and width. The xy-coordinates for the 
centre of the slot coincide with the centre of the unit cell. These coordinates remained fixed 
throughout the parametric study. Consequently reducing the slot length increases the length of the 
transmission line sections on either side of the discontinuity (i.e. increases the inter-slot spacing). The 
slit was positioned asymmetrically with respect to the slot (as shown in Figure 3.4). Dimensions A and 
Bare 2mm and 2.5mm, respectively. In this chapter the reference unit cell is referred to as the 
reference, for brevity. The reference comprised two 6mm long sections of microstrip transmission line 
separated by a single slit-slot discontinuity. The discontinuity, within the reference unit cell, is formed 
from a O.5mm long by Imm deep slit together with a 2mm wide by 5mm long slot. It should be noted 
that all quoted dimensions are nominal. Each of the unit cells within the parametric study incorporate a 
slit-slot discontinuity (as described earlier). Three of the dimensions pertaining to each discontinuity 
are identical to those of the reference unit cell. Only the forth is different. When studying the effect of 
the slit length, for example, the only difference between each of the unit cells, and the reference was 
the length of the slit. 
An equivalent circuit was created for each unit cell within the parametric study. The numerical 
values of selected elements within the equivalent circuit were then optimized until the frequency 
response of the circuit agreed with that of the corresponding unit cell. 
3.2.4. MODELLING EQUATIONS - FuNCTION OF ONE VARIABLE 
Equations (1) to (13) give the numerical values of elements within the equivalent circuit, as a function 
of one of the following geometrical features: slot length, slot width or slit length. The remaining 
equivalent circuit element values were fixed to those employed within the equivalent circuit for the 
reference unit cell (see Table 3.1). See Figures 3.3 and 3.4 for a definition of symbols used within the 
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equations. With the aid of these equations the engineer may determine equivalent circuit element 
values required to model any given unit cell. This fast and easy modelling procedure can be applied to 
create equivalent circuits for MEBGs of any given order. Furthermore the equations accommodate a 
wide range of slit-slot discontinuity dimensions. 
Equations (1) to (S) give the numerical values of selected elements, within the equivalent circuit, as a 
function of the slot length. These equations were derived by fitting a curve to a graph produced using 
five data points. 
Ll = -0.0651xL3 + 0.7254xL2 - 2.3811xL + 2.3705 (1) 
Cl = 0.0065 x L2 - 0.0138 x L + 0.0789 (2) 
R3=0.0435xL2 -3.013xL+ 19.722 (3) 
L3 = 0.1251xL + 0.8355 (4) 
L4 = 0.0292xL3 - 0.32xL2 + 1.2839xL - 1.763 (S) 
Equations (1) to (S) are valid for slot lengths between 2mm and Smm. 
Equations (6) to (8) give the numerical values of selected elements, within the equivalent circuit, as a 
function of the slot width. These equations were derived by fitting a curve to a graph produced using 
three data points. 
Cl = 0.0046xW2 - 0.0219xW + 0.2001 (6) 
C3 = 0.0056 x W2 - 0.0254 x W + 0.2573 (7) 
L3 = -0.2061xW2 + 0.7558xW + 0.7632 (8) 
Equations (6) to (8) are valid for slot widths between O.2Smm and 2.Smm. 
Equations (9) to (13) give the numerical values of selected elements, within the equivalent circuit, as a 
function of the slit length. These equations were derived by fitting a curve to a graph produced using 
three data points. 
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C2 = -0.0637x/2 + 0.1798x/- 0.042 (9) 
Cl = 0.0692 x /2 - 0.179 x / + 0.2468 (10) 
C3 = 0.022x/2 - 0.1193x/ + 0.2833 (11) 
R3 =4.605x/2 - 2.7281x/ + 5.9249 (12) 
L3 = -0.1516x/2 + 0.3592 x/ + 1.3086 (13) 
Equations (9) to (13) are valid for slit lengths between 0.5mm and 1.5mm. 
Table 3.1 presents element values for the equivalent circuit of the reference unit cell. The stared 
element values were determined using equations (9) to (13). If a different set of equations (say 
equations (6) to (8» were used to model the reference unit cell, a completely different set of equivalent 
circuit element values would be obtained. This seems counter intuitive at first but is understood by 
considering the complexity of the equivalent circuit. This complexity makes it difficult to develop an 
association between each circuit element and a particular geometrical dimension of the unit cell. For 
this reason there are many solutions to the curve fitting problem, or in other words there are several 
sets of equivalent circuit element values that will accurately model the reference unit cell. 
TABLE 3.1. EQUIVALENT CIRCUIT ELEMENT VALUES FOR THE REFERENCE UNIT CELL 
Element Name Element Value 
Cl- C3 (pF) 0.1746* 
0.0320* 
0.2292* 
Ll-L4 (oH) 0.4619 
0.2445 
1.4503* 
0.3099 
RI-R3 (0) 0.0003 
3.4329 
5.7121 * 
3.2.5. RANGE AND ACCURACY OF MODELLING EQUATIONS 
This section describes an investigation that was conducted to establish the range and validity of 
equations (1) to (13). The first step was to simulate a range of unit cells using Micro-Stripes. The 
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geometries of some of these unit cells lay within the boundaries of the original parametric study, 
whilst those of others lay outside. A lumped-element equivalent circuit was generated for each of these 
unit cells, with the aid of the modelling equations. The range and validity of the modelling equations 
was then determined by examining the level of agreement between the electromagnetic and equivalent 
circuit simulation results. Figure 3.5 presents a typical example of these simulation results. The data 
pertains to a unit cell incorporating a 3mm long slot. 
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Figure 3.5. Simulation results for a unit cell incorporating a 3mm long slot. (a) amplitude of S21, (b) 
phase ofS21 
Four root-me an-deviation (RMD) values describe the standard of agreement between the equivalent 
circuit and full-wave electromagnetic simulation results, for each unit cell. These RMD values were 
obtained by determining the deviation (or simply difference) between the two curves, at each 
frequency point. The next step, as the name suggests, was to take the square root of the (arithmetic) 
mean deviation. The four RMD values pertain to the modulus and phase of the forward scattering 
parameters, for each unit cell (see Table 3.2). The level of agreement between this pair of simulation 
results (i.e. equivalent circuit and the full-wave electromagnetic) is consistently high. It is important to 
note that the RMD values do not provide any insight into the standard of agreement between 
measurement and simulation results. In actual fact the unit cells were never actually fabricated. If they 
had been fabricated it likely that measurement and simulation results for certain unit cells would agree 
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better than those of others. The Wireless Communications Research group, at Loughborough 
University, has considerable experience of simulating this type of circuit using Micro-Strips. For this 
reason there is a high degree of confidence in the accuracy of the results. 
TABLE 3.2 LISTS VALUES FOR THE ROOT MEAN SQUARE DEVIATION. 
Subject of Amplitude Phase 
Parametric Sl1 (dB) S21 (dB) Sl1 (Deg) S21 (Deg) 
Study 
Slit Length (mm) 
0.5 0.398 0.536 2.317 0.996 
1 0.267 0.871 2.241 1.286 
1.5 0.219 0.764 1.422 0.599 
Slot Width (mm) 
0.25 0.349 0.613 2.112 1.630 
0.5 0.348 0.503 2.712 1.519 
1 0.136 0.496 2.892 1.195 
2 00403 0.524 2.319 0.937 
2.5 0.444 0.903 1.549 2.154 
Slot Length (mm) 
2 0.388 0.425 3.268 3.710 
3 0.134 0.489 0.701 0.654 
4 0.338 0.609 2.486 1.538 
5 0.389 0.561 2.457 1.456 
Three, five slit-slot MEBGs were manufactured to help further validate the equivalent circuit and 
modelling equations. The MEBG equivalent circuits were created by cascading five identical copies of 
the equivalent circuit, for the appropriate unit cell. The SMA connectors, located at each end of the 
MEBG, were modelled using closed form equations [8], [9], [10]. The exact length of the section of 
transmission line, separating each discontinuity, was measured using a travelling microscope. This 
information was used to adjust the transmission lines lengths specified in the equivalent circuit. The 
element values within each of these circuits were obtained using the appropriate set of modelling 
equations. Examples of the comparison between scattering parameters, obtained through measurement 
and equivalent circuit simulation are given in Figures 3.6 to 3.8. 
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(a) amplitude of SI 1, (b) amplitude ofS21. 
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A comparison of electromagnetic and equivalent circuit simulation results for a five slit-slot 
MEBG incorporating Imm long slits. (a) phase of SI 1, (b) phase ofS21. 
The electromagnetic simulation results reported in Figure 3.9 were obtained using EMSightTM; the 
2.SD electromagnetic simulation engine within MWO (see Sub-section 3.2.1 for more information 
about MWO). 
The dimensions of the finished microwave circuits differ from those intended due to minor 
inaccuracies incurred during the manufacturing process, and whilst drafting the artwork. The 
dimensions of several fabricated MEBG were measured, using a travelling microscope (as previously 
described), in order to quantify the dimensional errors. According to the travelling microscope 
measurements the dimensions offabricated MEBGs are, on average, accurate to within ±S3.5Jlm. 
3.2.6. MODELLING EQUATIONS - FuNCTION OF Two VARIABLES 
The element value equations, presented in Sub-section 3.2.4, are only applicable for a particular 
microwave substrate. Clearly this is a very severe restriction. On many occasions the engineer will 
want to employ microwave substrates having different thickness and/or permittivities. For this reason 
a larger parametric study was conducted, using Micro-Stripes. This study considered the effect of 
varying the substrate thickness together with a single geometrical dimension associated with the 
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discontinuity. It transpired that there are no convenient mathematical equations for modelling changes 
in the substrate permittivity. But varying the substrate thickness causes changes in the frequency 
response that can be modelled by altering the value of C3 in isolation, please refer to equations (14) to 
(16). It is important to understand that these new equations (for the value of C3) superseded the 
original ones given above. Note that the letter d, in the equations below, signifies the substrate 
thickness (in millimetres). Equations (14), (IS) and (16) give the value ofC3 as a function of the slot 
length, slot width, and slit length respectively. The equations are also a function of the substrate 
thickness. 
C3 versus slot length and substrate thickness: 
C3 = (-0.0117xL4 + 0.3038xL3 - 2.3392 XL2 + 6.8293xL - 6.4044)xd2 + ... 
(0.025xL4 -0.6256xZ:+4.7188xL2 -13.576xL + 12.834)xd + ... 
(-0.0133xL4 + 0.3147xL3 - 2.2993xL2 + 6.4632xL - 5.9471) 
Equation 14 is applicable for O.93372mm ~ d ~ 1. 191mm, and 2mm ~ L ~ Smm 
C3 versus slot width and substrate thickness: 
C3 = (0.2713xW4 -1.0182xW3+ l.3124xW2 - 0.6388xW + 0.2657)xd + ... 
(-0.2736xW4 + 1.0333xW3 - l.3425xW2 + 0.6428xW - 0.0501) 
Equation 16 is applicable for O.S364mm ~ d ~ 1.191mm, and O.S937Smm ~ W ~ 1.62Smm 
C3 versus slit length and substrate thickness: 
C3 = (2.0071x[4 -4.3248x[3 +1.l011x/2 + 1.l156x/-0.3578)xd2 + .. . 
(-4.1198xr + 8.8664x[3 - 2.1401x[2 - 2.4757 x/ + 1.019)xd + .. . 
(2.0799x[4 - 4.4919x[3 + 1.0838xP + 1.2102x/ - 0.416) 
Equation 17 is applicable for O.8637mm ~ d ~ 1.191mm, and O.2Smm ~ I ~ 1.3437Smm 
(14) 
(IS) 
(16) 
When the value of d is set to 1.191 mm these equations should produce identical results to those which 
would be obtained by following the modelling procedure outlined in Sub-section 3.2.4. In other words 
one should obtain a value of O.2292pF using equation (14). Whilst the results produced by equations 
(IS) and (16) should agree closely with those of (7) and (11), respectively. In each of these cases the 
values of C3 agrees very well and the maximum error is approximately 4%. 
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C3 is a label shared by a pair of capacitors which fonn part of a delta section. This delta section is in 
turn embedded within a pi-network. Despite the availability of numerous circuit transfonnations it 
seems impossible to simplify the network in a useful manner. For this reason it is very difficult to 
relate C3 to energy storage within a particular area of the circuit. 
3.2.7. DETERMINING THE MINIMUM PERIODICITY 
Having obtained a very accurate equivalent circuit for the unit cell it was important to identify the 
minimum separation (or periodicity) between each pair of discontinuities. The lower limit on 
periodicity occurs due to the inability of the equivalent circuit to model the higher order modes, which 
are excited between very closely separated discontinuities. Six MEBGs were fabricated as part of this 
investigation. Each MEBG incorporated two slit-slot discontinuities. The only difference between the 
MEBGs was the separation between these discontinuities. The reference discontinuity was employed 
for the purpose of this experiment (Sub-section 3.2.3 lists the dimensions of reference discontinuity). 
By comparing measurement and simulation results it is possible to identify a lower limit on the 
periodicity. The simulations were conducted using the equivalent circuit, and its element values are 
given in Table 3.1. For periodicities of less than 4mm the equivalent circuit does not model the 
position of the first transmission zero very accurately. Generally speaking one notes an increasing 
level of deviation between the position of the measured and simulated transmission zero frequencies as 
the periodicity is reduced. This point is illustrated by the curves in Figures 3.10 and 3.11. The effect is 
mainly evident in the S21 curve. But, for extremely small periodicities, there is also a frequency shift 
in the position of features in the S 11 curve. 
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3.3. PRACTICAL ApPLICATION 
This section presents an important practical application of the new MEBG. By merely reducing the 
length the of transmission line sections, separating each discontinuity, it was possible to produce a 
low-pass filter. This low-pass filter exhibits a sharp rate of cut-off together with a broad, deep and 
clearly defined stop-band. Two separate designs are presented. For ease of referencing, these will be 
designated Design 1 and 2 respectively. The unit cell of Design 1 comprises a pair of 3mm long 
transmission line sections flanked by the reference discontinuity. Design 1 (shown in Figure 3.12) has 
a cut-off frequency of approximately 5.596GHz. Its rate of cut-off is approximately 24dB/GHz. The 
minimum pass-band insertion loss is 1.881dB and the maximum pass-band return loss is 5.516dB. 
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Figure 3.12. Conventional stepped-impedance low pass filter (top), Design 1 (bottom). 
Devices 1 and 2 were successfully modelled through: 1) full-wave simulation (using Micro-Stripes), 2) 
and using the lumped element equivalent circuit introduced in Sub-section 3.2.2. Figure 3.13 compares 
measurement results for Design 1 with those predicted by simulation. There is an acceptable level of 
agreement between each of these three sources. The agreement is good below 10GHz and degrades 
thereafter. 
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Simulation and measurement results for Design one. (a) amplitude of SIl, (b) amplitude of 
S21. Note that the inset shows the first harmonic in expanded detail. 
From Figure 3.13(b) it is clear that the stop-band insertion loss, associated with Design 1, reduces to 
16.l9dB at 1O.58GHz (see inset). This frequency is close to the first harmonic. By adjusting the 
distance between adjacent pairs of discontinuities it was possible to suppress this harmonic and thus 
improve the performance of the filter. The optimum level of performance was obtained by employing 
two different periodicities. Discontinuities 1,2 and 2,3 are separated by 5mm whilst discontinuities 3, 
4 and 4,5 are separated by 4mm (see Figure 3.12 for a definition of these labels). The resulting MEBG 
is denoted Design 2, and its frequency response is shown in Figure 3.14. Design 2 exhibits a cut-off 
frequency of approximately 6.l2GHz. Its rate of cut-off is approximately 32dB/GHz. The maximum 
pass-band insertion loss is 3.44dB and the minimum pass-band return loss is 3.50dB. 
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A conventional stepped-impedance filter (see Figure 3_12) was designed and fabricated in order to 
provide a standard against which to assess the performance of the new filters. To enable a fair 
performance comparison all of the filters were fabricated on the same substrate material (a Taconic 
TLY-5 substrate having a thickness of 1.191mm and a permittivity of2.2 ±2%). For the same reason 
the stepped-impedance filter was designed to exhibit the same nominal cut-off frequency as the other 
filters (5.2GHz), using the same number of filter stages (five). The achieved cut-off frequency is 
5.32GHz and the rate of cut-off is approximately IldB/GHz. The maximum pass-band insertion loss is 
1.024dB, whilst the minimum return loss is 7.842dB. Figure 3_14 compares measurement results for 
Design 1 and 2 with those for the conventional filter_ 
The overall size of designs 1 and 2, excluding the feedlines, is approximately 49mm by 4mm and 
43mm by 4mm respectively. The conventional filter measures approximately 22mm by 10mm. The 
area of the conventional filter is thus 220mm2, whilst those of designs 1 and 2 are 196mm2 and 
172mm2 respectively. Although designs 1 and 2 are both longer than the conventional filter, their 
overall areas are approximately 11 % and 22% smaller. Additionally the roll-off rates associated with 
designs 1 and 2 are approximately 2.2 and 3 times those of the conventional filter respectively (see 
Table 3.3). These values were determined from the (approximately) linear section of the transition 
regIOn. 
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TABLE 3.3. RATE OF CUT-OFF FOR DIFFERENT MEBGs. 
MEBG Structure Rate of Cut-off 
(dB/GHz) 
3 Unit Cells 7.12 
4 Unit Cells 15.51 
Design 1 (i.e. 5 unit cells) 23.75 
Stepped-Impedance LPF 10.72 
Design 2 (i.e. 5 unit cells) 31.65 
In addition two variants of Design 1 were fabricated. These MEBGs have four and three unit cells 
respectively. In all other respects the MEBGs were identical (i.e. in tenns of periodicity and unit cell 
geometry) to that of Design 1. Table 3.3 gives the rate of cut-off for each of the designs discussed 
within this section. The results displayed in this table suggest that increasing the number of unit cells, 
within Design 1 increases the slope of the transition between pass- and stop-bands. Furthennore it is 
noted that the rate of cut-off associated with the four unit cell MEBG is greater than that of the 
conventional (stepped-impedance) low-pass filter. This is significant since the four unit cell MEBG is 
smaller that the conventional filter, in both the longitudinal and transverse directions. 
3.4. CONCLUSION 
This chapter presented a novel microstrip MEBG, together with a symmetrical lumped element 
equivalent circuit for the unit cell. This equivalent circuit provides a convenient mechanism by which 
to simulate an MEBG incorporating any number of discontinuities. This is achieved by simply 
cascading multiple instances of the equivalent circuit. Additionally unit cells of differing lengths may 
be modelled by simply altering the length of the transmission line sections that flank the discontinuity. 
The equivalent circuit is valid over a wide frequency range and will serve as an aid to engineering 
design and simulation. 
A series of mathematical equations are presented, which relate the numerical values of 
element within the equivalent circuit to the geometry of the discontinuity, within the unit cell. These 
mathematical relationships are described in tenns of simple polynomials, which are easy to use and 
lend themselves readily to integration within a Computer Aided Design (CAD) system. The ABCD 
parameters pertaining to the equivalent circuit could be extracted in order to ease this integration. 
Figures 3.6 to 3.8 present the scattering parameters associated with a number of fabricated MEBGs, 
and their equivalent circuits. The level of visual agreement between the curves within these figures 
does not correlate with the RMD values contained in Table 3.2. To understand this apparent 
contradiction the reader must remember that the RMD values quantify the level of agreement between 
a pair of simulation results and not between measurement and simulation. Whilst a pair of simulations 
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results for a particular unit cell may match more closely than any other, this says nothing about how 
accurately those simulation results would match the corresponding measurement result. 
Two low-pass filter designs were presented, in the final section of this chapter. Both designs exhibit 
broad, deep and clearly defined stop-bands. The designs afford rates of cut-off that are 2.2 and 3 times 
those of the conventional stepped-impedance low-pass filter. The new filter would be easy to fabricate 
using standard printed circuit board (p.c.b). etching or sputtering techniques, without the need for 
complex features such as vias or ground plane etching. 
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4. NOVEL PLANAR FILTERS 
4.1. INTRODUCTION 
Three separate research studies have been grouped together to fonn the material presented in this 
chapter. All ofthese studies relate to compact, high perfonnance micro strip filters. 
The Cymbal Resonator band-pass filter, announced by Strassner and Chang [1], [2], utilises a pair of 
triangular patch resonators. This simple filter structure exhibits a Finite Frequency Transmission Zero 
(FFTZ). The FFTZ is a very useful mechanism for sharpening the transition between stop- and pass-
band regions. The first section of this chapter presents an equivalent circuit for the structure. It also 
gives a series of modelling equations which can be used to calculate the equivalent circuit element 
values as a function ofthe device geometry. 
From Chapter 3 the reader will recall that inserting Chauraya's slit-slot discontinuity [3] into a 
simple micro strip line increases its storage of electric and magnetic energy. This is exactly what is 
required to miniaturise a microwave resonator. For this reason the slit-slot discontinuity was 
introduced into a wide variety of different band-pass filters, including the: 1) hairpin line, 2) pseudo-
combline, 3) parallel-coupled line, and 4) triangular patch resonator. The novel discontinuity produced 
beneficial effects when introduced into the last two filters in this list. The most significant effect was 
resonator miniaturisation. The triangular patch band-pass filter was a valuable contribution announced, 
by Hong and Lancaster, at the MTT symposium in 2000. Sections 4.3 and 4.4 describe the research 
achievements ensuing from the use of this discontinuity. Sections 4.3 presents a research study on the 
triangular patch resonator, which builds on the foundation laid by Hong and Lancaster. Sub-section 
4.3.6 seeks to understand the physical mechanism for resonator miniaturisation and concludes that the 
discontinuity extends the resonant path length. For this reason the discontinuity can also be utilised to 
produce a frequency switchable resonator (see Section 6.4 for more details). Equations were derived 
which relate the size of the discontinuity to the new centre frequency of a three pole band-pass filter. 
Sub-section 4.3.3 analyses the range of modes excited under different feed-line configurations. This 
area of the study also considers the effect of altering the substrate pennittivity. Introducing the slit-slot 
discontinuity into the parallel-coupled line filter creates a slow-wave structure. More work is required 
in this area, but the preliminary results (described in Section 4.4) are quite encouraging. 
4.2. THE MICROSTRIP CYMBAL RESONATOR 
4.2.1. INTRODUCTION 
The micro strip cymbal resonator, first introduced by Strassner and Chang [1], [2], exhibits a two-pole 
band-pass response. This section presents a lumped element equivalent circuit for the cymbal 
resonator, along with a series of modelling equations. These equations are used to detennine the 
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numerical values of circuit elements, as a function of the filter geometry. The equations are simple 
polynomials, which lend themselves readily to integration within a computer aided design (CAD) 
system. The equivalent circuit is symmetrical, and is comprises of just six elements. A lumped-
element equivalent circuit is a valuable tool, which enables the performance of a distributed 
microwave circuit to be determined quickly and easily. Electromagnetic simulations are the main 
alternative. By contrast, these are: time consuming, require considerable computer processing power, 
and sophisticated software tools. 
4.2.2. FILTER STRUCTURE AND DIMENSIONS 
Figure 4.1 illustrates a microstrip cymbal resonator and defines the symbols used to denote different 
geometrical features of the filter. 
Figure 4.1. 
G 
The micro strip cymbal resonator and a deftnition of the symbols used to describe its 
geometrical features. 
The papers by Strassner and Chang introduce three simple equations for analysis or design. Dimension 
W controls the centre frequency (fc) of the filter. Consequently the first step in the design procedure is 
to use equation (1) in order to select an appropriate value for this variable. The remaining geometrical 
dimensions are then fixed, according to equations (2) and (3). This procedure, for selecting Land G 
ensures a return loss better than 20dB, at the filter's centre frequency. 
c 
W - 1.27 r:-
feVEr 
W L _ 
6.35 
(1) 
(2) 
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G= 
W 
31.75 
(3) 
Inspection of equation (1) reveals that reducing dimension Waffects an upward shift in the filter's 
centre frequency. 
4.2.3. EQUIVALENT CIRCUIT AND MODELLING EQUATIONS 
The principle contribution of this section is a symmetrical lumped-element equivalent circuit for the 
cymbal resonator (see Figure 4.2). The structure and composition of this circuit was deduced, from the 
frequency response of the filter, using knowledge of network theory. A parametric study was then 
conducted. This study was performed using EMSightTM; the 2.5D electromagnetic simulation engine 
within version 6.3 of Microwave Office. See Sub-section 3.2.1, for more information about 
Microwave Office (often abbreviated to MWO). The parametric study provided empirical data from 
which to derive the modelling equations. Six electromagnetic computer simulations were performed, 
using values of W ranging from 7mm to 16mm. The numerical values Ll, L2, and Cl were then 
adjusted using an optimization engine. The purpose of these adjustments was to enhance the level of 
agreement between the frequency response of the electromagnetic and equivalent circuit simulation 
models. The equivalent circuit was created, simulated and optimized using the linear circuit simulator 
within MWO. This process resulted in equations (4) to (6). Each of these equations yields the 
numerical value of a single circuit element, as a function of W. These equations are applicable for 
values of W ranging from 7mm to 16mm. The value of C2 was maintained constant at 0.016pF. 
Unfortunately the equivalent circuit has a pass-band at dc whereas the physical device has a stop-band 
there. Despite this limitation the equivalent circuit is accurate from 2GHz to 10GHz, and sometimes 
(depending on the filter dimensions) up to 20GHz. One would expect this equivalent circuit to be 
capable of modelling the frequency response of this filter structure, irrespective of the choice of 
substrate material. The modelling equations, are by contrast, only valid for filters fabricated on a 
0.635mm thick substrate having a permittivity of 10.8. 
l2 
L1 C2 L1 
---1 
C1 C1 
I I 
- -
- -
Figure 4.2. A symmetrical lumped-element equivalent circuit for the cymbal resonator. 
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The combination of C2 and L2 fonn a parallel resonant circuit, which gives rise to the finite frequency 
transmission zero. Together L1 and C2 constitute the series resonant circuit, responsible for the main 
pass-band. Finally the combination of L1 and Cl produce another pass-band at d.c. 
Cl = 6x10-5W2 +0.0017W +0.0221 (4) 
L1 = 0.5013W -1.3233 (5) 
L2 = 0.0108W2 -0.0374W2 + 1.1678W -3.0883 (6) 
4.2.4. EXPERIMENTAL RESULTS 
Figure 4.3 illustrates the level of agreement that is typically achieved between the equivalent circuit 
and electromagnetic simulation results. 
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7rnm, (b) W= 9rnm, and (c) W= 15mm. 
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4.3. A MINIATURISED TRIANGULAR PATCH RESONATOR BAND-PASS FILTER 
4.3.1. INTRODUCTION 
Considering the topic of miniaturised micro strip filters, conventional planar transmission line circuits 
reduce the guided wavelength by a factor of just ~&eff . A greater reduction in size necessitates a 
change to the geometry of the circuit. Fortunately a review of the literature reveals numerous designs 
for miniature resonators and space efficient filter configurations. The majority of miniature filters fall 
into one of the following categories: 1) space efficient filter topologies and resonator designs, 2) slow-
wave and reactively loaded resonators [4], [5], [6], [7], [8], [9], [10], [11],3) dual mode resonators, 4) 
defected ground and electromagnetic band gap (EBG) loaded filters. Space efficient resonators are 
typically achieved by; folding [12], [13], spiralling [14], forming complex curves [15] or meanders 
[16], [17]. The reactive loading is normally capacitive and is frequently applied to the microstrip slow-
wave open-loop resonator [9], [10], [11]. Resonator designs supporting dual mode operation are highly 
sought after because they produce a filter order which is twice that expected for the number of 
resonators. Several of the dual mode filter designs in the literature have simple geometries but offer an 
impressive level of performance [18], [19]. Some of these designs also exhibit a pair of transmission 
zeros (or simply zeros, for short) on either side of the fundamental pass-band. 
The micro strip triangular patch resonator is a valuable circuit element whose dominant mode 
exhibits less radiation when compared with the disk resonator. Consequently the geometry has a 
higher unloaded quality-factor making it attractive for circulator designs [20]. The same element can 
also be used to construct band-pass and band-stop filters. The chain of historical developments, on the 
theory of this element, is believed to have been initiated by Y. Mizoguchi, in 1972. This was followed 
by many substantial contributions from workers including: M. Cuhaci, D. James, J. Helszajn, W. 
Nesbit, J. Hong, M. Lancaster, K. Gupta, and B. Bhat. Six topologies have been suggested to produce 
band-pass or band-stop filters based on a triangular (equilateral) patch resonator [21], [20]. In 2000 
Hong and Lancaster presented practical designs for a pair of band-pass filters. This chapter describes 
an extension of their work, and helps to address the dearth of published material on this topic. Sub-
section 4.3.2 presents a subtle improvement to the second (mode 2) filter design, proposed by Hong 
and Lancaster. The modification reduces its consumption of printed-circuit board (p.c.b.) real-estate. 
The same section also describes a modification that is applied to the resonant element to reduce its 
resonant frequency, for a fixed patch size. From the alternative view point this effect is interpreted as 
miniaturisation. Sub-section 4.3.3 gives mathematical expressions that relate the centre frequency of 
the 3-pole filter to geometrical dimensions of the discontinuity. The purpose of these equations is to 
enable an engineer to synthesise a filter exhibiting particular performance parameters. 
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4.3.2. FILTER STRUCTURE, DIMENSIONS AND THEORY OF OPERATION 
When a patch resonator is shaped into the form of an equilateral triangle it supports a pair of 
fundamental modes. These modes exhibit the same resonant frequency but differing electromagnetic 
field patterns. They are termed degenerate modes. The first theoretical solutions indicating this dual 
mode operation appeared in papers by Hong and Li. [22], [23]. These modes become separated in 
frequency when: 1) a triangular portion of the apex is removed to leave a stub, or 2) the patch is re-
shaped into an isosceles form. Under such conditions the modes are described as split degenerate. In 
2000 Hong and Lancaster [24] demonstrated practical designs for a pair of microstrip band-pass 
filters, which utilised an isosceles triangle as their resonant element. Contrary to expectations, each of 
the resonators within this filter exhibits just a single fundamental mode. For this reason each resonator 
contributes just a single transmission pole (or simply pole, for short) to the frequency response of the 
complete filter. The topology of the filter and the configuration of the feed-lines determine which of 
the two modes is excited. Hong and Lancaster designate the fundamental degenerate modes by the 
numbers 1 and 2. In order to operate the filter within mode 2, the input and output feed-lines should be 
tap connected to the slanted sides of the first and third triangular patches, respectively (see Figure 
4.4(a)). The tap position is closer to the base than the apex. In addition the central triangle (resonator 
two) is displaced, along the x-axis from its neighbours, thus creating a large coupling gap. In the 
modified design (see Figure 4.4(b)) the patches are re-aligned so that the apex of resonator two has the 
same x-coordinate as the base edge of resonators one and three. Additionally the feed-lines are 
repositioned so that they are co-axial with the vertical midline. In the interests of brevity and clarity 
Hong and Lancaster's mode 2 design will be designated Design one. The structure shown in Figure 
4.4(b) forms the basis of the modified design. This filter was fabricated so that its performance could 
be determined through microwave scattering parameter measurement. These measurement results 
reveal that the centre frequency of the filter is 3.94GHz, which is 18.76% lower than that of Design 
one (approximately 4.85GHz). Figure 4.5 depicts the reference filter. This is a Design two filter. The 
resonators within the reference filter incorporate 0.25mm (long) by O.5mm (deep) slits and 2mm2 slots 
(nominal dimensions). The introduction of this novel slit-slot discontinuity [25], [26] into the base 
edge of each triangular patch reduces its centre frequency, for a fixed set of patch dimensions (as 
mentioned previously). Figure 4.6 defines the terminology employed to describe the different 
geometrical features of this discontinuity. This study employed identical resonator dimensions and 
substrate parameters to those used by Hong and Lancaster. To be specific, the filters were fabricated 
on a 1.27mm thick Rogers RT/duroid substrate having with a relative dielectric constant of 10.8. The 
base (b) and height (h) of each triangle was 10mm and 15mm, respectively. This was necessary in 
order to build upon the foundation of knowledge laid down by Hong and Lancaster, and to facilitate 
comparison with their results. Adjacent triangular patches, in the Design two filters, were separated by 
a coupling gap of O.5mm. 
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(a). 
(b). 
Figure 4.4. (a) Design 1, and (b) Design 2. 
Figure 4.5. A Design 2 filter incorporating slit-slot loaded resonators. 
Figure 4.6. Terms used connection with the novel discontinuity. 
The dimensions of the slit-slot discontinuity control the degree of resonator miniaturisation, which 
may be substantial. The following example serves to illustrate the high degree of miniaturisation that 
can be achieved. One of the filters fabricated as part of the parametric study (described below) 
incorporated resonators loaded with O.25mm (long) by O.5mm (deep) slits and 5mm2 slots (nominal 
dimensions). Measurement results suggest a centre frequency of only 2.15GHz, for this filter. This 
value of centre frequency is 45.43% lower than that of the unloaded Design two filter (see Figure 
4.4(b », and 55.67% lower than Design one. 
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The research discussed in this section of the thesis relied heavily upon computer simulation. 
All of these simulations were conducted using Micro-Stripes, Version 6.1 (see Sub-section 3.2.3 for 
more information about Micro-Stripes). 
4.3.3. DERIVATION OF SYNTHESIS EQUATIONS 
A parametric study was conducted to provide empirical data from which to derive the synthesis 
equations. A large number of Design two filters were fabricated for this purpose and their frequency 
responses were determined through microwave measurement. The synthesis equations, given below, 
relate the filter's centre frequency to the dimensions of the discontinuity. These equations will serve as 
a valuable aid to engineering design. It should be noted that this was not a full parametric study 
because the dimensions of the patch (b = 10, h = 15), as well as the substrate parameters (h=1.27mrn, 
Er = 10.8) remained fixed. The following geometrical features were included within the parametric 
study: slot length, slot width, slit length, and slit depth. All (except one) of the linear dimensions, used 
to describe the discontinuity, were (nominally) identical, at anyone time, to those of the reference 
filter. When studying the effect of the slit length, for example, three filters were manufactured. The 
only difference between each of these three filters was the length of the slit. 
Percentage Bandwidth 
The percentage bandwidth of the filter can be controlled using any of the following geometrical 
parameters: the coupling gap between adjacent patches, the slit length or depth. The percentage 
bandwidth increases in proportion to the strength of coupling between adjacent patches. In other words 
the bandwidth increases as the coupling gap reduces in size. This is a general and well documented 
property of coupled resonator band-pass filters. The bandwidth is effected more strongly by this 
parameter than the dimensions of the slit discontinuity. Alternatively one can control the bandwidth by 
reducing the depth of the slit or by increasing its length (from 0.5mrn to 1mm). The centre frequency 
remains almost constant, as the slit length andlor coupling strength are altered. By means of 
illustration, the centre frequency changes by only 6% as the slit length is increased from 0.125mrn to 
1.5mrn. This has the important implication that small errors in the length of the slit, due to 
manufacturing tolerances, will have a minimal effect on the centre frequency and percentage 
bandwidth. The engineer should select a slit length in the middle of this range (i.e. 0.75mrn) and use 
the coupling gap as a means of controlling the filter's bandwidth. This choice of slit length ensures 
that manufacturing tolerances associated with the dimensions of the slit will have an almost negligible 
effect on bandwidth. An increase in the slit depth (from 0.25mrn to 3mm) affects a simultaneous 
reduction in both centre frequency and percentage bandwidth. 
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Centre Frequency 
The centre frequency of the filter may be controlled by anyone of three different geometrical features: 
the slit depth, the slot width, or length. The slot length and width have a considerable effect on the 
centre frequency, but a relatively small effect on the percentage bandwidth. Varying the slot length 
and width, between the minimum and maximum values, considered in this study, alters the bandwidth 
by just 9% and 14% respectively. No simple equation has yet been found which relates the percentage 
bandwidth to changes in the slot width and slot length. The performance parameters listed in Table 4.1 
provided the evidence for the observations made above. 
TABLE 4.1. PERFORMANCE PARAMETERS COMPUTED FROM MEASUREMENT DATA FOR FILTERS WITHIN THE 
PARAMETRIC STUDY. 
Dimension Centre Frequency 3dBBW(%) lOdBBW(%) Group Delay Ripple 
(mm) (GHz) (ns) 
Reference Filter 
N/A 3.438 15.300 21.299 38.302 
Slot Width 
0.5 3.844 15.383 22.984 26.639 
2.5 3.269 14.512 22.083 29.396 
6.5 1.9153 15.973 26.203 14.903 
Slot Length 
1 3.574 15.677 21.543 35.071 
3 3.314 15.455 21.782 41.021 
5 3.080 15.181 21.543 19.701 
8 2.396 16.642 22.667 10.754 
9 2.260 16.126 21.451 9.076 
Slit Length 
0.5 3.436 15.408 21.511 16.985 
0.75 3.434 15.516 21.723 19.607 
1 3.434 15.718 21.724 73.969 
Slit Depth 
0.25 3.511 15.469 22.616 31.046 
0.75 3.340 15.439 21.718 14.824 
1.5 3.072 14.661 21.151 14.900 
3.5 2.348 15.080 23.279 16.338 
Coupling Gap 
0.2 3.407 21.692 29.461 14.747 
0.3 3.432 18.929 25.839 15.491 
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0.7 3.441 12.688 19.682 33.853 
Three polynomial synthesis equations were derived from the empirical data contained in Table 4.1. 
These equations are presented below and may be employed to determine the slot length ( I ), slot width 
( w), and slit depth (d ) required to synthesize a filter exhibiting a particular centre frequency (le). 
The equations were obtained by fitting curves to a series of graphs. Each of these graphs was produced 
using nine data points. 
I = -2.5653Ie2 + 8.8886 le + 1.8264 (1) 
2 
w = -0. 11991e -2.4936Ie + 11.846 (2) 
d = -2.8926 le + 10.331 (3) 
4.3.4. RANGE AND ACCURACY OF SYNTHESIS EQUATIONS 
The slot length and slot width centre frequency synthesis equations are valid for feature sizes ranging 
from Imm to 9mm, and O.5mm to 6.5mm respectively. Slot lengths and widths exceeding 9mm and 
6.5mm, respectively are difficult to accommodate within this triangular patch resonator, due to space 
constraints. The slit depth centre frequency synthesis equations are valid from 0.25mm to 3.5mm. 
Table 4.2 details the upper and lower limits on the filter centre frequency values that can be achieved 
by altering the size of the slit-slot discontinuity. For centre frequencies above and below the stated 
values the synthesis equations generate unphysical results (i.e. negative values). 
TABLE 4.2 THE UPPER AND LOWER LIMITS OF VALIDITY FOR THE SYNTHESIS EQUATIONS 
Feature Min. le Max. le 
Slot Length 0 3.6 
Slot Width 1.8 3.9 
Slit Depth 1.9 3.5 
4.3.5. SENSITIVITY ANALYSIS 
The sensitivity of each centre frequency synthesis equation was assessed quantitatively (see Table 
4.3). This was achieved by inserting an initial value for the centre frequency into each equation. This 
value was then incremented by a fixed percentage (10%). On each occasion the resulting change in 
feature size was noted, and expressed as a percentage (see column 2 of Table 4.3). These results 
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clearly indicate that the sensitivity of each equation varies as a function of the initial value of centre 
frequency. At low frequencies a ten percent shift in the centre frequency is affected by a relatively 
small percentage change in the feature size. If the nominal feature size is already small then this 
percentage will be comparable with the fabrication tolerances, associated with p.c.b. production. The 
results suggest that filters, intended for operation at low frequencies, should not incorporate small 
features. For higher values of centre frequency the equations clearly become increasingly insensitive. 
TABLE 4.3. SENSITIVITY ANALYSIS FOR THE CENTRE FREQUENCY SYNTHESIS EQUATIONS. 
Initial Centre Frequency Change in Predicted Feature Size 
(GHz) (%) 
Slot Width 
1 2.97 
2 9.40 
3 29.66 
Slot Length 
1 4.12 
2 4.04 
3 40.37 
Slit Depth 
1 3.89 
2 12.73 
3 52.49 
4.3.6. CATALOGUING THE RESONANT MODES 
The slit-slot discontinuity can be used to miniaturise the triangular patch resonator. Sub-section 4.3.3 
presented design equations for a three pole triangular band-pass filter incorporating the novel slit-slot 
discontinuity. This is sufficient for basic engineering design purposes. But without a fuller 
understanding of filter behaviour one cannot alter the circuit configuration, or fine tune its 
performance. To do these things it is necessary to understand the physical mechanism for the 
miniaturisation effect, and the range of modes excited under different feed-line configurations. This 
comprehensive study was performed entirely within the computer simulation environment and 
considered the range of modes (between 0 and 9GHz) excited by three different feed-line 
configurations. In each case, a pair of feed-lines were tap-connected to the opposing slanted sides of 
an isolated patch resonator. Table 4.4 gives the x-ordinate of the feed-lines for each configuration. The 
study also considered the effect of changing the substrate permittivity and of loading the resonators 
with a single: slot, or slit-slot discontinuity. The resonant path associated with each resonant frequency 
was identified from an animation showing the distribution of magnetic field, at each phase instant. 
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This range of different discontinuity types, substrate permittivities and feed-line configurations gave 
rise to twenty-seven different permutations. A single computer simulation was conducted for each 
permutation. The results of the analysis are presented in Appendix 8.1. 
TABLE 4.4. FEED-LINE WCATIONS 
Short-form name for feed-line X-coordinate for centre of 
configuration feed-line 
Apex lmm below apex 
Centre Vertical midline 
Base lmm above base edge 
Identifying the Resonant Modes 
It was possible to identify the centre frequency of each filter by inspecting the real and imaginary 
components of its input impedance. Some of the poles and zeros, in the forward scattering parameters, 
correspond to resonance-like features in the input impedance curves. That is to say they coincide with 
a sloping section of the imaginary part of the input impedance, and a local maximum in its real part. 
They are not true resonances, however because the sloping section of the imaginary part does not cross 
through zero. The phrase "un-resolved resonance" will be used to describe this type of feature. In 
order to extract the input impedance, ofthe patch, from the simulation results one must first de-embed 
the scattering parameters through a distance corresponding to the electrical length of each feed-line. 
De-embedding removes the phase offset caused by the feed-lines. Refer to Figure 4.7 whilst reading 
the following discussion. To be precise one should de-embed through a distance equal to the sum of 
the triangular section (shaded in dark grey), and a length AB of straight microstrip line. For simplicity 
the scattering parameters were merely de-embed through a straight section of micro strip line. The 
length of this line was given by the arithmetic mean of distances AB and AC. It is reasonable to 
suggest that the resulting error in the phase and magnitude of the scattering parameters will be almost 
negligible. 
Figure 4.7. Distances associated with the de-embedding problem. 
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All of the filters under discussion feature a pole at dc. This is a side-effect of tap-coupling and will not 
be discussed any further. The parasitic zeros were also ignored. In the following text the phrase "first 
pass-band" should be taken to mean the first of the pass-bands occurring above OHz. 
The following comments are generally (though not universally) applicable to all simulations. 
Transmission poles tend to correspond to resonances for which the real part of the input impedance 
(i.e. Re(Zin») is within a decade of son. At resonant frequencies for which Re(Zin) is much greater, 
or less than son the filter radiates energy very effectively. Finally a transmission zero will occur at 
each resonance for which Re(Zin) is greater than about 300n. 
The Base-Fed Filter 
Consider the no slit-slot and slotted base-fed filters. An examination of the scattering parameters, 
obtained through computer simulation, reveals a band of frequencies in which the dissipation/radiation 
is high. This band of frequencies is located between the DC pass-band and the first transmission zero. 
It always contains several resonant modes, irrespective of the substrate permittivity. Some of these 
resonances could be exploited for broadband and multi-band antenna applications. Changing the 
substrate permittivity alters the frequency location of these resonances and/or causes new ones to 
emerge. 
When using a substrate permittivity of 13 the entire response is expanded and moved upwards 
in frequency upon the introduction of a slot. For substrate permittivities of 7 and 4 the situation is 
reversed because the introduction of the slot causes the first zero to move downwards in frequency. 
The introduction of the slit-slot discontinuity changes the character of the frequency response 
completely, creating a pass-band incorporating a pair of transmission poles. 
All of the apex-fed filters (except those containing a slit-slot discontinuity) exhibit a pass-band 
incorporating a pair of transmission poles. The slit-slot base-fed filters also display the same feature. 
Significantly, however, the apex-fed filter exhibits a good lower stop-band, containing a pair of zeros, 
whilst the slit-slot base-fed filters do not have a distinctive lower stop-band at all. Instead they have a 
band of frequencies in which the dissipation/radiation is strong. 
From this discussion one can conclude that the frequency response of the base-fed filters show 
very few of the basic features required for filtering applications. For this reason it is generally 
unhelpful to feed from the base. 
The Centre-Fed Filter 
Only the centre-fed filters inherently display the characteristics required from a band-pass filter. All of 
the centre-fed filters exhibit a strong pass-band and a good upper stop-band. But unfortunately they 
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suffer from a poor lower stop-band, in which dissipation/radiation is quite strong. For this, and other 
reasons, there is a need for perfonnance improvement. 
The first transmission pole for the no slit-slot centre-fed filter is associated with a resonance 
across each slanted side, as well as the base edge (see Figure 4.8(a». The slot discontinuity interrupts 
the resonant path along the base edge of the patch. To be specific the path length is extended, since it 
must now meander around the top and bottom of the slot. For this reason the first transmission pole is 
moved downward in frequency, as indeed is the transmission zero (although this occurs for a different 
reason). The insertion of a slit-slot discontinuity moves the first pole and zero towards even lower 
frequencies. This occurs because the slit-slot discontinuity prohibits half-wave resonance across the 
base edge of the triangle. This resonance is replaced by one taking a complex meandering path around 
the periphery of the slot. This is illustrated in Figure 4.8(c), although the meandering is not readily 
evident. The above observations hold true irrespective of the substrate pennittivity. Figure 4.8 depicts 
the RMS magnetic field pattern associated with a variety of different devices. Each of these devices 
has a substrate pennittivity of 4. It is difficult to clearly represent the pattern of magnetic field lines 
within a figure of this size. The distribution of magnetic field within the triangles is best viewed using 
a slowly advancing phase animation. To address this limitation arrows have been added to show the 
general direction of magnetic field for phase angles between 00 and 1800 • 
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Figure 4.8. Illustration of the resonant paths within several centre-fed filters. 
The frequency separation between the first pole and zero is reduced by: 1) using the slit-slot 
discontinuity, or 2) increasing the substrate pennittivity (see column 5 of Table 4.5) In other words the 
introduction of a slit-slot discontinuity increases the selectivity of the upper pass-band edge. This 
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represents an important performance improvement. It is also interesting to note that, for a substrate 
permittivity of7, the introduction of the slit-slot discontinuity creates a pair of zeros in the upper stop-
band. The locations of poles and zeros (listed in Table 4.5) were determined from scattering 
parameters obtained through simulation. Note that all of the poles listed in Table 4.5 correspond to 
resolved resonances. 
TABLE4.S. POLES AND ZEROS ASSOCIATED WITH THE CENTRE-FED FILTERS. 
Filter Er Frequency Type Separation 
(GHz) (GHz) 
No Slit-Slot 13 3.768 Pole 1.932 
5.7 Zero 
Slotted 3.631 Pole 1.899 
5.53 Zero 
Slit-Slot 2.67 Pole 1.2 
3.87 Zero 
No Slit-Slot 7 5.13 Pole 2.61 
7.74 Zero 
Slotted 4.95 Pole 2.64 
7.59 Zero 
Slit-Slot 3.574 Pole 1.626 
5.2 Zero 
Slit-Slot 4 4.561 Pole 2.204 
6.765 Zero 
The Apex-Fed Filter 
Consider the frequency response of the apex-fed filter shown in Figure 4.9. A pair of poles, in close 
proximity, constitute the fundamental pass-band. The upper and lower stop-bands contain one and two 
zeros respectively. The no slit-slot filter has a very narrow upper stop-band, when the substrate 
permittivity is 13 (see Figure 4.9). For this reason it is unsuitable for filtering applications. Fortunately 
the bandwidth of the upper stop-band is broadened upon the introduction of a slot discontinuity. 
58 
0 
-5 Lower 
........ 
-10 
stop-band 
ID 
~ 
(/) 
..... 
-15 ID Q) 
E 
(15 
co -20 
0.. 
en 
c 
·c 
-25 ID 
..... (U 
u 
(/) 
-30 
"E 
(15 
~ 811 0 
-35 u.. 
821 
-40 
-45 
0 2 3 4 5 6 7 
Frequency (GHz) 
Figure 4.9. Simulation results for tbe no slit-slot, apex-fed filter baving a substrate permittivity of 13. 
The introduction of the slot discontinuity causes the fIrst pair of poles and zeros to move towards 
lower frequencies . It also reduces the spacing between poles within the fundamental pass-band (see 
Table 4.6). 
The introduction of the slit-slot discontinuity causes the fITst pole to move into the lower stop-
band, thus degrading the band-pass filter ' s frequency response (see Figure 4.10). In summary the 
introduction of the slot causes the poles to move closer together while the introduction of both the slit 
and slot moves them further apart (see Table 4.6). 
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Figure 4.10. Simulation results for the slit-slot, apex-fed filter having a substrate permittivity of 13. 
Consider the no slit-slot and slotted filters. In these structures the second zero (within the lower stop-
band), and the first pole (within the fundamental pass-band) are both un-resolved. The un-resolved 
pole and zero are not as deep as their neighbours. For this reason the response is asymmetric. For the 
slit-slot filters, based on substrates having permittivities of 4 and 7, the first poLe within the 
fundamental pass-band corresponds to a resolved resonance. 
The frequency separation between the poles in the no slit-slot and slit-slot filters reduces as 
the substrate permittivity is increased (see Table 4.6). Although the use of a lower substrate 
permittivity equalises the depths of the poles and zeros, it degrades the standard of rejection in the 
lower stop-band. The reason for thjs is that the first pair of zeros (which are now in close proximity) 
are not located in the centre of the lower stop-band, but near its upper edge. 
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TABLE 4.6. POLES ASSOClA TED WITH THE APEX-FED FlL TERS. 
Filter Er Resolved? Frequency Separation 
(GHz) 
NoSS 13 Un-resolved 3.76 0.836 
Resolved 4.596 
SlotNoS Un-resolved 3.63 0.642 
Resolved 4.272 
SS Un-resolved 2.67 1.625 
Resolved 4.295 
NoSS 7 Un-resolved 5.1 1.191 
Resolved 6.291 
SlotNoS Un-resolved 4.934 0.846 
Resolved 5.78 
SS Resolved 3.605 2.274 
Resolved 5.879 
NoSS 4 Un-resolved 6.79 1.357 
Resolved 8.147 
SlotNoS Not a resonance 6.635 0.706 
Not a resonance 7.341 
SS Resolved 4.654 3.159 
Resolved 7.813 
4.3.7. EXPERIMENTAL RESULTS 
Figures 4.11 to 4.14 present a selection of microwave measurement results. These scattering 
parameters pertain to fabricated filters within the parametric study. The measurements were taken 
using a HP8753D Vector Network Analyser. 
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Figure 4.11. Measurement results associated with two filters in the slit depth study. 
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Figure 4.l2(a) shows the transmission phase response of a filter within the slit depth section of the 
parametric study. The filter affords a reasonably linear phase response throughout the majority of the 
pass-band. This response is typical of that exhibited by filters in other parts of the parametric study. 
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The scattering parameters associated with two filters in the slot length study. 
Several simulations were also conducted in order to determine the accuracy with which a filter could 
be modelled. Figures 4.14(a) and 4.14(b) illustrate simulation and measurement results for filters 
within the slot length study. There is a good standard of agreement between these results, which 
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indicates that the modified filter may readily be simulated for the purpose of engineering research and 
design. 
Many simulation packages (including Micro-Stripes) discretise the geometry according 
rectangular or triangular mesh cells. This leads to a type of quantisation error known as staircasing. 
Any edge that is curved or does not run parallel to a co-ordinate axis will suffer staircasing 
approximation. In this particular situation the slanted sides of the triangle will suffer staircasing. Small 
cells are employed within this region in order to minimize the size of this error. 
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The comparison between scattering parameters obtained through simulation and measurement 
for filters incorporating: (a) Imm long slots, and (b) 5mm long slots. 
The dimensions of the fabricated filters differ slightly from those intended due to small errors 
associated with the production and printing of the artwork as well as circuit etching. The dimensions 
of a fabricated filter were measured, using a travelling microscope in order to quantify these errors. 
These measurements suggest that the dimensions of fabricated filters are, on average, 53.8~m smaller 
than desired. 
4.4. SLOW WAVE PARALLEL-COUPLED LINE FILTER 
4.4.1. INTRODUCTION 
The parallel-coupled line filter was proposed by Cohn [27], in 1958. It has remained popular ever 
since, due in part to its: 1) ability to realise a wide range of bandwidths, 2) insensitivity to fabrication 
tolerances, and 3) simplicity of design [28]. But large size is one of its principle disadvantages. For 
this reason there has been a sustained interest in finding techniques for miniaturisation [29], [28], [30], 
[31] , [32], [6] . This section presents a new technique for reducing the amount of p.c.b. real-estate 
occupied by the microstrip parallel-coupled line band-pass filter. Through a natural extension of the 
technique, presented below, one also acquires the ability to tune the centre frequency of the filter. 
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4.4.2. FILTER STRUCTURE 
Miniaturisation is achieved by modifying the conventional parallel-coupled line filter to incorporate a 
number of slit-slot discontinuities. These discontinuities are located at periodic intervals along the 
length of each feed-line and resonator (see Figure 4.15). 
Figure 4.15. Slit-slot loaded parallel-coupled line filter. 
There are a large number of degrees of freedom within the new design including: the distance between 
each discontinuity, the orientation of each slit, the length and width of the slits and slots. The effects of 
the following geometrical features were investigated during a preliminary parametric study: 
1. The slot length, 
2. The slot width, and 
3. The inter-slot spacing (or periodicity) 
This study involved fabricating a large number of filters . The frequency response of these devices was 
ascertained through microwave measurement. Three or more filters were produced to study the effect 
of each geometrical feature listed above. The centre frequency of the filter is related to each of the 
geometrical parameters through a convenient mathematical law. These empirically derived equations 
are not presented here because this technique for miniaturising the filter has a significant limitation. 
But it is worth noting that increasing the length or width of the slot reduces the filter's centre 
frequency. The same effect is also achieved by reducing the inter-slot spacing. 
The prototype filters were fabricated on a Taconic TL Y -5 substrate having a thickness of 
1.191mm and a dielectric constant of2.18. 
4.4.3. FREQUENCY SWITCHING 
This preliminary study suggests a potential for adjusting the bandwidth and centre frequency of the · 
filter by altering the number and arrangement of slits. The feasibility of this technique was verified 
through computer simulation and experimental measurement. Figure 4.16 shows measurement results 
obtained from three (single pole) filters fabricated for the purpose of this study. The dimensions of 
these filters were identical, within manufacturing tolerances. The number and position of the slits 
within each filter was, however varied in order to simulate the effect of introducing high performance 
microwave switches within certain slit positions. The bandwidth and frequency switching performance 
afforded by the filter is unfortunately inadequate for most practical applications because the lower 
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pass-band edge of the S21 curve is unaffected by reconfiguration. The upper pass-band edge, however 
exhibits the desired behaviour. Further investigation is therefore required in order to alleviate this 
performance limitation. 
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The percentage difference between the lowest and highest frequencies within the tuning range is 
16.9%. The study was not exhaustive and further investigation may reveal scope for tuning over a 
wider range of frequencies. 
For certain applications the filter would be valuable in its present state due to the small degree 
of miniaturisation afforded by the slow-wave effect. 
4.5. CONCLUSION 
The first section of this chapter describes a lumped-element equivalent circuit for the Cymbal 
resonator band-pass filter. A series of equations relate the geometry of the filter to the equivalent 
circuit element values. There is a good standard of agreement between electromagnetic and equivalent 
circuit simulation results. 
The second section presents a careful study of the triangular patch band-pass filter. The work 
builds upon the foundation laid by Hong, Lancaster and Li [22], [23], [24]. A more compact filter 
structure is presented, together with a technique for miniaturising the resonator. Resonator 
miniaturisation is achieved by introducing a slit-slot discontinuity into the base edge of the triangle. 
Due to the mechanism which gives rise to this miniaturisation effect, the discontinuity can also be 
used to produce a frequency switchable resonator (see Section 6.4 for further details). Sub-section 
4.3.6 presents a discussion of the range of modes excited by different feed-line configurations. This 
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area of the study also considers the effect of altering the substrate pennittivity. These results provide 
valuable insight which could be used to direct the course of future investigations and to suggest 
applications for this resonant element. Sub-section 4.3.3 presents a series of design equations, which 
relate the size of the slit-slot discontinuity to the fundamental frequency ofthe resonator. 
The final section of this chapter describes a slow-wave parallel-coupled line filter. The half-
wave resonator within the prototype filter is periodically loaded by Chauraya's slit-slot discontinuity. 
Although the filter shows promising characteristics a substantial amount of further research is required 
before the results could be announced to the wider research community. There is also a strong 
possibility that the structure could be used to develop a filter having a reconfigurable frequency and/or 
bandwidth. 
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5. EIGENV ALUE APPROXIMATION USING GALERKIN'S METHOD 
5.1. INTRODUCTION 
A given resonant cavity is capable of supporting an infinite number of distinct modes. Each mode, 
oscillates in time at a specific resonant frequency, known as an eigenfrequency. The electric field 
pattern, associated with a particular mode, is controlled by the geometry of the cavity. The 
mathematical expression used to describe this pattern is known as an Eigenfunction (denoted T). 
Having determined the electric field one may compute the magnetic field using the following 
relationship ii = (1/ T/ ) ii x If , where 11 is the wave impedance of the medium and ii is the unit vector. 
This vector lies normal to the boundary of the resonator. In order to describe the physics of the 
problem correctly the eigenfunction, for the electric field within the resonator, must satisfy the vector 
wave equation and the boundary conditions. For this problem the Neumann boundary conditions 
(Equation (1» apply at all points on the periphery of the resonator. Equation (2) is the vector wave 
equation for the electric field [1]. Time harmonic fields are assumed. 
aT = ax aT + ay aT = 0 
an an ax an ay 
aT _ aT _ aT 
-=nx-+n -=0 
an ax Y ay 
(1) 
(2) 
Where: T 
n 
= The eigenfunction for the electric field. More precisely T(x,y) m,n,1 
= The unit normal to periphery of the cavity 
k 
= The x and y components of the unit normal 
= The transverse gradient operator 
= The wave number 
If the result of an operation on a function is just the function itself, multiplied by some constant, then 
the function is called an eigenfunction (or eigenvector) of that operator. The multiplicative constant is 
called the eigenvalue (or eigenmode) [2]. Together Equations (1) and (2) describe an eigenvalue 
problem, to which there are an infinite number of discrete solutions. In this context the non-trivial (i.e. 
non-zero) solutions are the eigenvalues, which assume a physical significance because they are the 
wave numbers. Equation (3) describes the simple mathematical relationship that exists between the 
eigenvalues and eigenfrequencies in a loss-less dielectric medium [3, pp. 12]. 
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k=OJ~ (3) 
Exact mathematical equations are available, within the literature, for the eigenvalues of several types 
of planar resonator. These resonators include the rectangle [3, pp. 14-5] as well as the following 
triangles: equilateral [4]; 30°, 60°, 90° (half equilateral); 45°, 45°, 90° (isosceles right angle-angled) 
[5], [6, pp. 144-6]. These shapes yield readily to solution, due to their separable geometry. Equation 
(4) should be employed to calculate the eigenvalues of the right-angled isosceles triangle. 
k =J2,mtr 
m a 
(4) 
5.2. FORMING AN EIGENFUNCTION FOR THE ISOSCELES TRIANGLE 
The isosceles triangle, depicted in Figure 5.1, forms the resonant element within the band-pass filter 
proposed by Hong and Lancaster [7]. To avoid confusion this will be denoted the 74°, 53° isosceles 
triangle. 
h=10mm 
b= lSmm 
Figure 5.1. The 74°, 53° isosceles triangle. 
It is believed that the eigenvalues of this triangle have never been computed, either analytically or 
numerically. This problem has been addressed, in order to consolidate research efforts in this area. The 
findings are discussed below. The best approach is to find an exact eigenfunction for the structure. 
Such an eigenfunction would enable one to obtain accurate eigenvalues for a subset of modes 
supported by the cavity. It could also be used to plot the associated distribution of electric and 
magnetic field. A thorough literature search was conducted in an effort to locate a document that 
would describe the systematic procedure that must be employed to derive such an eigenfunction. The 
original intention was to study a worked solution pertaining to the equilateral triangle. Equation (5) 
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gives the standard expansion (or eigenfunction) for the electric field within a cavity shaped into the 
form of an equilateral triangle [5], [8], [9], [10]. This eigenfunction is given in terms of the TMn,m,l 
modes. The planar triangular patch resonator has open (or magnetic) boundary conditions and, as such 
the TM fields within its interior can be determined by duality from those (TE) within a triangular 
waveguide. The waveguide is said to have electric boundary conditions. In passing it should be noted 
that the constants m, n, L do not represent the number of standing waves across the triangle, instead 
they must satisfy the condition m + n + L = o. Consequently only two of the three modal indices are 
independent; L being defined in terms of m and n. Importantly, inter-changing these three variables 
leaves the cut-off wave number and field patterns unchanged. Figure 5.2 lists coordinates of the 
triangle's vertices. 
T [(
21CX 21CJ/] [21C(m-n)y] 
=cos --+- cos + 
.Jja 3 3a (5) 
[( 27rX 27rJ] [27r(n-/)Y] cos r;: +- m cos + 
,,3a 3 3a 
[( 27rX 27rJ] [27r(l-m)y] cos r;: +- n cos 
,,3a 3 3a 
a a 
- 2..,fj'2 
A= -!!.... 0 
-!3' 
Figure 5.2. A list of coordinates for the vertices of the equilateral triangle. 
In this instance a field expansion comprising a single product of two cosine functions would be 
inadequate because the boundary of the triangle does not coincide with the x- or y-coordinate axes (i.e. 
the geometry is non-separable in x- y-coordinates). Ideally the eigenfunction, for a problem of this 
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nature, would comprise an infinite sum of products. Each product would be fonned from a pair of 
functions. In Equation (5) a pair of cosine tenns are used. In turn, each of these functions must 
contain one index (i.e. m, n, or L). In practice however the sum can be truncated after a certain number 
of terms. For this reason the eigenfunction, given above, is constructed from a sum of three products. 
The singular difference between each product of cosine tenns lies in the modal indices that appear 
within their arguments. To be specific these indices undergo cyclic interchange. The necessity for a 
product of two cosine tenns arises due to the nature of the reduced (i.e. 2-dimensional) wave equation 
[11]. It is difficult, however to justify the precise choice of the numerical values within the argument 
of each cosine function. 
The 74°, 53° isosceles triangle can conceptually be viewed as the result of perturbing the 
geometry of an equilateral triangle. For this reason one would expect to observe considerable 
similarities between the eigenfunctions for the isosceles and equilateral triangle. Equation (5) is thus a 
good choice for the base and weight function. After making the following substitutions one can clearly 
identify the nature of the problem to be addressed. 
27r A--
- .J3a' 
27r 
B=-
3 ' 
C= 27r 
3a 
T = cos[(Ax+B)IJcos[ C(m-n)y]+ 
cos[(Ax+B)m Jcos[C(n-l)Y]+ 
cos[(Ax+B)n Jcos[C(l-m)y] 
(6) 
In summary then, the task is to obtain a suitable set of numerical values for the constants A, Band C. 
When A, Band C are properly chosen they will satisfy the Neumann boundary condition pertaining to 
the 74°, 53° isosceles triangle. This objective is very difficult to achieve, for reasons detailed below. 
One would experience even greater difficulty when trying to obtain a set of constants for which the 
eigenfunction also satisfied the Helmholtz Equation (Equation (2». 
The unit nonnal, to line AB (shown in Figure 5.2), may be resolved into the following rectangular 
components (see the derivation in Appendix 8.2). 
ay/an = ny = iiJ3 12 
ox/an = -nx = -ii 1 2 
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The y-component of the unit normal to line AC (i.e. ny) differs from that associated with line AB by a 
mere change of sign. But the x-component of the unit normal to line AC is identical to that associated 
with line AB. 
The normal derivative to line AB is as follows 
aT/an = -n/2 {Alsin[{Ax+B}IJcos[C(m-n)y]+ 
Amsin[{Ax+B}m Jcos[C(n-l)Y]+ 
Ansin[{Ax+B}n Jcos[C(l-m)y] + 
nJ3/2 {C(m-n)cos[{Ax+B}IJsin[C(m-n)y]+ 
C(n -1)cos[{Ax+ B}m JSin[ C(n -l)y]+ 
C(l-m)cos[{ Ax+ B}n JSin[ C(l-m)yD 
Along the base edge of the triangle n = n X (i.e. ay/an = n y = 0 ) and therefore, 
aT/an = aT/ax =-n{Alsin[{Ax+B}IJcos[C(m-n)y]+ 
Amsin[{Ax+B}m Jcos[C(n-l)Y]+ 
An sin [{Ax+ B}n Jcos[ C(l-m)y]) 
5.2.1. DETERMINING THE CONSTANTS A, BAND C 
(7) 
(8) 
Figure 5.3 gives a generic list of coordinates for the vertices of a triangle. These could be applied to 
the 74°,53° isosceles triangle. The following simple relationship must exist between constants A and 
B; B = 7r - Ah in order to satisfy the Neumann boundary conditions (Equation (8» along the base 
edge of the triangle. 
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B=h,b/2 
A=O,O 
C =h, -b/2 
Figure 5.3. A generic list of coordinates of the vertices of a triangle. 
With the aid of this relationship it is also possible to eliminate one of the three unknowns (namely the 
constant B) from Equation (7). The next step is to determine the numerical values of A and C. Due to 
the arrangement of unknowns within Equation (7) it can be classed among a small number of 
transcendental equations that defy transposition [12]. Furthermore the expression is underdetermined 
because this single equation contains two unknowns, namely A and C. Three strategies are available 
for solving the equation: 
1. Eliminate one, of the two, variables from Equation (7) by identifying a mathematical 
relationship between them. 
2. Identify a point, on the periphery of the resonator, at which a single constant (i.e. A or 
C) is removed from the expression. The next step is to plot Equation (7) as a function 
of the remaining variable (e.g. A), using m and n as parameters. The solution is the 
ordinate (i.e. value of A, or of C) at which all of the curves simultaneously cross the 
line y = Of/an = o. 
3. Use one of the established numerical techniques for solving underdetermined non-
linear equations. 
In the eigenfunction for the equilateral triangle the following mathematical relationship exists between 
constants A and C: C = A/ Jj. Now 1/ Jj = tan 60°. For this reason one might assume that 
C = A/tan 73.72° for the 74°, 53° isosceles triangle. Unfortunately however this substitution does not 
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lead to a solution for the variable A. There are three points on the periphery of the triangle, where one 
of the two variables is removed from the expression for the normal derivative. These points 
correspond to the vertices of the triangle. Unfortunately they represent singular points at which the 
normal derivative is discontinuous or undefined. Consequently one cannot employ the strategy 
detailed in item 2 of the list. The only way to find A and C is, therefore to use one of the established 
techniques for solving underdetermined non-linear equations. Such a technique would probably have 
to be researched and programmed specifically for this application. 
Due to the difficulties associated with obtaining an exact eigenfunction the search was abandoned. 
Instead an approximate numerical solution was obtained using one of the methods of weighted 
residuals. The method was developed by, the Russian applied Mathematician and Engineer, Boris 
Galerkin. It is named in his honour. Galerkin disseminated his great achievement in 1915 [13]. The 
technique is used to compute the eigenvalues of several isosceles triangles. These triangles ranged in 
height from 7mm to 17mm. 
5.3. VARIATIONAL TECHNIQUES FOR EIGENV ALUE ,ApPROXIMATION 
This section provides a short description of variational techniques. The direct solution of a differential 
equation requires integration. In some situations it is difficult or inconvenient to integrate a particular 
differential equation. Fortunately many of the problems that arise in physics and engineering are 
variational. This means that one can solve them by seeking a functional (called the Variational 
principle) that minimises the integral, rather than by direct integration. A Variational principle, for a 
physical problem, provides insight into the effects of physical parameters. Variational methods may be 
classified into two groups: direct and indirect methods. The direct methods include Rayleigh-Ritz, 
while the indirect ones are collectively referred to as the Method of Weighted Residuals [14, pp. 235], 
[15]. The Rayleigh-Ritz technique can only be applied when a suitable functional exists. In this 
context the functional is a "mapping" that operates on functions to produce real numbers. Rayleigh's 
quotient, and the constituent integrals, are both functionals. The starting point for the Rayleigh-Ritz 
method depends on the problem at hand. Generally one begins with a "field equation". The "field 
equation" applies within the solution region (or domain) and describes the physics of the problem. 
This is distinct from the equation(s) that apply on the boundary of the domain (i.e. the boundary 
condition(s)). The field equation is subsequently multiplied by another function before integrating by 
parts, over the problem domain, and utilising the boundary conditions. The result is Rayleigh's 
Quotient. It can be proved that the stationary points of this quotient approximate the eigenvalues. The 
Weighted Residual techniques require no such functional and are thus more generally applicable. 
Consider the following operator equation LrjJ = 0, where L is a differential operator. The Weighted 
Residual technique begins by approximating the variable (fjJ ), using a sum of products. Each product 
comprises an base (or expansion) function and its coefficient. When this approximation is substituted 
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back into the original operator equation, the numerical result is in error by a small amount (termed the 
residual). The next step is to multiply each of the residuals by a weighting function and integrate over 
the domain. The solution is obtained by forcing the residual to be orthogonal to the weight function. 
Note that the base, weight and residual are all mathematical vectors. The WRMs are generally 
classified according to the scheme for choosing the weighting functions. 
5.4. EIGENVALUE ApPROXIMATION USING GALERKIN'S METHOD 
5.4.1. THE CAVITY MODEL 
The reader should refer to Figure 5.2 while reading this discussion. When a planar resonant cavity is 
fabricated on an electrically thin (t« A.) substrate the behaviour of the electromagnetic fields are apt 
for simplified approximation [6, pp. 90-1]: 
1. There is almost no variation of field strength within the substrate, mathematically 
(a/az =0). 
2. The transverse components of E together with the vertical component of H (i.e. 
xEx ' yEy and 2Hz ) are zero within the resonator's interior. This allows one to place 
electric walls above and below the resonator. 
3. No current flows outwardly from points normal to the resonator's periphery. This 
approximation assumes that surface waves and displacement currents can be 
neglected. The reader will recall that displacement currents charge up the capacitance 
associated with the open ends of the micro strip line. This leads to the magnetic wall 
approximation, since it implies that there are no components of H tangential to the 
edges. Equation (1) is a mathematical statement of this condition. 
Fringing Field Errors 
Microstrip patch antennas are sometimes triangular in shape. The cavity model (described above) 
greatly simplifies the analysis of these elements. Unfortunately perfect magnetic walls do not exist in 
practice and so the resonant frequency values, derived under this assumption, do not agree particularly 
well with those obtained experimentally. This deviation can be attributed to the effect of fringing 
fields at the edges of the resonator. Popular practice corrects for this error by extending the cross-
sectional area of the resonator beyond its physical boundaries. This, very slight, outward extension 
accounts for the additional energy stored within the fringing fields [6, pp. 92], [16], [17], [18], [19], 
[20], [21]. 
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5.4.2. A SUMMARY OF THE COMPUTATIONAL PROCEDURE 
McIver [22], [23] has published a large body of research on the interaction between water waves and 
man-made structures. In 2000 McIver reported the solution to an problem analogous to that currently 
under discussion. Coincidently McIver also chose to employ Galerkin's method to approximate the 
eigenvalues of that problem [22]. Great benefit was derived through discussions with McIver and a 
review of his research material [24]. These activities helped to develop an understanding of the 
procedure by which to apply Galerkin's method to this type of problem. The calculations underlying 
Galerkin's method are summarised by Equations (9) to (11) [25, pp. 441], [22, pp. 237 - 40]. The 
function of these calculations is to yield a pair of matrices (E and H), which together describe a matrix 
eigenvalue problem. The solutions to this eigenvalue problem are signified by the Lagrange multiplier 
(A), and represent an upper bound on the exact eigenvalues. The elements of the E and H matrices are 
simply defined by the inner products of the weight (t/J ) and base functions (t/J ) or, of their 
mn pq 
gradients. In Galerkin's method the weight and base functions are identical. In fact this is the single 
characteristic that differentiates Galerkin's method from the other Weighted Residual techniques. Sub-
section 5.4.5 will discuss the choice of base (and hence weight) function, it also explains that this 
function can be chosen with almost complete freedom. There is, however one vitally important 
requirement. The function must contain a pair of indices (as mentioned earlier). In the weight function 
the indices m,n are relabelled p,q. These indices are altered to produce base and weight function 
matrices, each comprising (2N+1f elements. An element's location, within the matrix determines the 
value ofm,n and indeed p,q (see Figure 5.4). This inter-relationship is rather complex, and the logic is 
described below. One should visualise p and m as indices of a master matrix. In-turn each element 
within this matrix contains a sub-matrix. The elements within the sub-matrix are addressed by the 
indices q and n. Figure 5.4 illustrates the structure of a matrix for which N = 10. If one allows the 
indices of the master and sub-matrix to range from -N to N, both matrices will contain (2N+ 1) rows 
and the same number of columns. For this reason the composite (i.e. nested) matrix will contain 
(2N+ 1 f elements. It is now clear that p,q and m,n are respectively indices of rows and columns within 
the composite matrix. The values of these indices are calculated using the logic explained above. The 
values of p and q alter only between rows and not between columns, consequently the elements of the 
base function matrix also alter row-wise. Similarly the values within the weight function matrix are 
stagnant between rows and only alter column-wise. The E and H matrices also contain (2N+l)2 
elements because the weight and base function matrices are square. It is essential that E and H have 
the same dimensions because matrix eigenvalue problems are only soluble when the dimensions of the 
two matrices agree. 
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E[~pq'~mnJ = JJV~pq'V~~ndtdY 
D 
H[~pq'~mn ] = JJ~pq~~ndtdy 
D 
(E-AH)=O 
(9) 
(10) 
(11) 
'" In the above equations the symbol is used to denote the complex conjugate, whilst D is the domain 
of interest i.e. the area of the rectangular or triangular patch. 
IHp,m}={-10,-10}}-.{p,m}={-10,-9} {p,m}={-10,-S} ... {p,m}={-10,10} 
tP,mJ--'t -y"IU} ...,....,. 
{p,m}={ -S,-10} ...,. 
...,. 
...,. 
...,. 
{p,m}={ 10,-10} ...,. {p,m}={ 10,10} 
...,. 
{q,n} ={-1 a, -1 a} {q,n} ={-1 a, -9} {q,n} ={-1 O,-8} ... {q,n} ={-1 0,1 a} 
{q,n}={ -9,-10} 
{q,n} ={ -8, -1 a} 
{q,n}={ 10,-10} {q,n}={ 10,10} 
Figure 5.4. Illustrates the structure ofa matrix for which N=lO. 
5.4.3. DUPLICATE FuNCTIONS 
The modal indices of products within the eigenfunction are interchanged in a cyclic fashion, as noted 
earlier. For this reason a pair of functions created by merely interchanging the values of m and n will 
be identical to one another, please see the example below. 
Setting m = 1 and n = 0 
[ (27rX 27r)] [27r(1-O)Y] T = cos - -,-;:- + - cos + v3a 3 3a 
[( 27rX 27r)] [27r(O+1)Y] cos -,-;:- + - cos + v3a 3 3a 
[] [
27r(-1-1)Y] 
cos 0 cos 
3a 
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Setting m = 0 and n = 1 
[ (27rX 27r)] [27r(O-1)Y] T = cos - -,::-+- cos + 
'l/3a 3 3a 
[] [
27r(1+1)Y] 
cos 0 cos + 
3a 
[( 27rX 27r)] [27r(-1-O)Y] cos -,::- + - cos 
'l/3a 3 3a 
These conditions yield the following results, respectively 
[ (27rX 27r)] [±27rY] T = cos - 13a+3 cos 3;- + 
[( 27rX 27r)] [±27rY] cos 13a + 3 cos 3;- + 
[+47rY] cos 3;-
It is clear that these two results are identical when one recalls that cos( B) = cos( -B) . In order to obtain 
the correct set of eigenvalues it is essential to remove these duplicate functions from the matrices. 
Much of this duplicity is avoided by only permitting the row and column indices (p,q and m,n 
respectively) to range from 0 to +N, giving rise to a total of (N+l)2 matrix elements. The remaining 
duplicate functions are distributed throughout the matrix according to a distinct mathematical pattern. 
For this reason it is possible to identify the locations of these duplicate functions by examining each of 
the p and q (or m and n) values. The process was automated by a routine written using Matlab. The 
reduced sets of p,q or m,n values are stored in a separate matrix. This is used as a look-up table from 
which to calculate element values within the E and H matrices. 
5.4.4. DIMENSIONING THE SIDE LENGTH OF THE EQUILATERAL TRIANGLE 
To improve the accuracy of the approximate eigenvalues obtained, using Galerkin's method, one 
should choose dimension "a" such that the isosceles triangles of interest are enclosed within an 
equilateral triangle (having side length "a"). The geometry of the isosceles triangle is accounted for 
during surface integration. For this particular problem "a" was set to 25mm, to ensure that all of the 
isosceles triangles of interest lay within its interior. 
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5.4.5. BASE FuNCTIONS 
Selecting a Suitable Base Function 
One of the most important advantages of Galerkin's method is that one may chose the base functions 
arbitrarily, with no regard to the physics of the problem, and yet still obtain an accurate solution for 
the first few eigenvalues. The price of this convenience and simplicity is that one must use a large 
number (N) of base functions. In the interests of efficiency one should, therefore select a function that 
is well suited to the physical problem described by the differential equation. Under this condition one 
can obtain an accurate solution using a much smaller number of functions [26]. Ideally the base 
function should also satisfy the Helmholtz Equation (Equation (2», but this is often impractical. 
Recall that the MWR is an indirect variational method. An inherent advantage of variational methods 
in general is that the error, in each eigenvalue, is quadratic in the error in the base function, when 
compared to the corresponding eigenfunction. 
In order to obtain the greatest possible level of accuracy the set of base functions should be 
symmetric, and as complete as reasonably practical. Each of the isosceles triangles of interest can be 
regarded as a corrupted equilateral triangle (as mentioned previously). For this reason one would 
expect to observe considerable similarities between the exact eigenfunctions for the equilateral and 
isosceles triangles. This means that Equation (5) may be employed as the base function for this 
problem. This choice is justified because it satisfies both of the requirements detailed above. Namely it 
suits the physics of the problem and forms a set that is both (largely) complete and symmetric. 
Number of Base Functions 
Ideally the index into the matrix would range from minus infinity to plus infinity, since there are a 
doubly infinite number of allowable m and n values. In practice, however one must truncate the sum 
after a finite number of terms. For these reasons the index normally ranges from -N to N. In this 
particular application this condition leads to excessive duplicity, as noted earlier. For this reason one 
must restrict the number of base functions. 
The number of base functions employed will also determine the number of eigenvalues 
obtained (e.g. when N = 3 one obtains three eigenvalues). One may improve the accuracy of the 
estimates for the lower most eigenvalues by utilising more base functions. For this reason it might be 
necessary to set N = 100, for example, in order to obtain accurate estimates for the first (say) 30 
eigenvalues. 
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5.4.6. FORMING THE SURFACE INTEGRAL 
This section discusses procedures for calculating the surface integral, of a given function, over the area 
of a triangle. When engaged in software development one is always hunting for strategies by which to 
reduce the execution time of the code. With this in mind one would like to perform the surface integral 
in a single calculation step. For the generic equilateral triangle (depicted in Figure 5.3) this can be 
achieved by integrating in the y-direction (between lines AC and AB) and then in the x-direction (from 
-a/../3 to a/ ( 2../3)). Unfortunately Equations (9) and (10) stipulate that these operations should be 
performed in the opposite order. Due to this restriction it is not possible to form the surface integral in 
a single step. To simplify the process each isosceles triangle, was bisected into a pair of right-angled 
triangles. This approach was adopted due to the relative ease and efficiency with which one may 
integrate a function over the surface of a right-angled triangle. The process is further simplified if two 
of the triangle'S sides are coincident with coordinate axes. The first step was to take the surface 
integral of the function over the area of each triangle, separately. The required surface integral was 
then obtained by adding the two results together. This approach is justified since, for any function f(x), 
f f(x)dx = r f(x)dx + ,f(X)dx. 
5.4.7. IMPLEMENTATION 
The steps used to implement Galerkin's procedure were translated into computer software code. The 
code (presented in Appendix 8.3) was written for Matlab and is split into six subroutines. The 
calculations were performed using a computer having a Pentium 4 processor (running at 2.40GHz) and 
1,047,824 KB (1GB) of RAM. Table 5.1 gives the total execution time for the code when using 
different values of N. For the research presented in this chapter the code was executed using Matlab 
7.1 (RI4-SPI) along with version 4.1.1. ofthe compiler 
Appendix 8.4 discusses some of the bugs which were identified in the Matlab source code. 
TABLE 5.1. TOTAL CODE EXECUTION TIME FOR DIFFERENT VALUES OF N 
N 1 2 5 
Total execution 4.68 32.31 969.19 
time (s) (i.e. approx. 16 
minutes) 
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Accelerating the Code 
The code's execution time was reduced by removing certain code constructs and replacing them with 
more efficient alternatives. Matlab's profile command-set proved very valuable in this respect because 
it itemises the execution time spend on each type of activity. It also indicates the amount of time spent 
performing each subroutine within the program. 
5.5. RESULTS AND DISCUSSION 
This section discusses approximate eigenvalues obtained for a variety of different patch resonators. 
The results were derived from three different sources: I} the exact equation for the eigenvalues, 2} 
electromagnetic (EM) computer simulation, and 3} Galerkin's method. 
Most experienced project workers would agree that it is prudent to begin by solving a very 
simple problem. Then gradually building-up the complexity until one acquires a solution to the 
problem that was originally posed. A logical first step, in this instance was thus to estimate the 
eigenvalues of a rectangular patch resonator. Furthermore the code itself was also split into six distinct 
subroutines (as mentioned earlier). Each of these subroutines could be developed and tested in 
isolation. 
5.5.1. EIGENV ALUES OF THE RECTANGULAR PATCH 
The first task was to obtain eigenvalues for a rectangular patch resonator (as mentioned above). The 
rectangular patch is the easiest problem to solve due to the simplicity of its surface integral and 
eigenfunction. It is also very easy to check the accuracy of the approximate eigenvalues because an 
exact equation is available for the wave numbers, see Equation (12). The exact eigenfunction was 
employed as the base function for this purpose. Consequently it should be possible to obtain the exact 
eigenvalues, even when using N=l (see the discussion in Sub-section 5.4.5). 
(12) 
The results generated by the exact expression were in perfect agreement with those obtained using the 
Galerkin code for the rectangular patch resonator. Alternatively one might refer to this as the 
rectangular Galerkin code, for short. This form of prefix will be employed throughout the following 
subsections. 
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5.5.2. EIGENV ALUES OF THE EQUILATERAL TRIANGULAR PATCH 
The next step was to calculate eigenvalues for a patch resonator shaped into the fonn of an equilateral 
triangle. Once again the exact eigenfunction was used as a base function, and an exact equation 
(Equation (13)) is available for the wave numbers. The equilateral Galerkin code produced identical 
results to the exact equation for the wave number. 
(13) 41l'.J 2 2 k=- m +mn+n 
3a 
Table 5.2 lists the sequence of modes supported by an equilateral triangle, having a side length ("a") 
of 15mm. The table also compares eigenfrequencies computed using the exact equation with those 
derived through EM simulation (columns 4 and 6, respectively). The final column of Table 5.2 gives 
the percentage deviation between each pair of eigenfrequencies. All of the wave numbers are 
nonnalized to the fundamental. The final column specifies the percentage error between the 
eigenfrequencies obtained using each of these two sources. The principle reason for the discrepancy is 
that the exact expression for the wave number does not account for the substrate thiclmess, unlike the 
computer simulations. The electromagnetic computer simulations indicate that, for a fixed value of 
substrate pennittivity, increasing the substrate thiclmess shifts all of the modes towards lower 
frequencies. 
TABLES.2. 
Sequence No. 
1 
2 
3 
4 
COMPARISON BETWEEN RESULTS OBTAINED USING THE ANALYTICAL EQUATION AND VIA 
ELECTROMAGNETIC SIMULATION. 
m,n,l Exact Equation Simulation FoError (%) 
km,D,1 Fo km,D,1 Fo 
0,1,-1 1 3.70 1 3.39 8.18 
1,1,-2 
.J3 6.40 .J3.13 6.00 6.28 
0,2,-2 2 7.39 1.95 6.61 10.64 
1,2,-3 J7 9.78 .J6.89 8.91 8.90 
5.5.3. EIGENV ALUES OF THE ISOSCELES TRIANGULAR PATCH 
The objective of this final subtask was to obtain approximate eigenvalues for six isosceles triangles. 
The height of these triangles ranged from 7mm to 17mm, in steps of 2mm. A constant base length 
(15mm) and substrate dielectric constant (13) was maintained throughout the study. Modifying the 
equilateral Galerkin code, to suit these isosceles triangles, was a relatively trivial step. The reason for 
this is that it merely involved changing the surface integral to reflect the new geometry. After 
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modifying the code it was necessary to perform a thorough validation. The simplest and most obvious 
way to achieve this was to check that the isosceles Galerkin code could generate the correct 
eigenvalues for a given equilateral triangle. This step is relatively easy to perform due to the existence 
of an exact equation for the wave numbers (Equation (13)). This equation can be used to generate an 
unlimited number of eigenvalues for the equilateral triangle (as mentioned earlier). These exact 
eigenvalues agreed perfectly with the results obtained using the isosceles Galerkin code. 
Computer Simulation 
The next step was to check that the isosceles Galerkin code could generate accurate eigenvalues for 
the isosceles triangles of interest. This was achieved by cross-checking the results with those obtained 
through computer simulation. 
The reader will recall that the substrate dielectric constant was set to 13 for the purpose of this 
study. There are two main reasons for using such a high value of substrate permittivity: 1) to 
compresses the eigenfrequencies into a relatively narrow frequency range, and 2) to increase the 
frequency of the first transverse resonance across the feedlines. Due to the compression effect, noted 
above, one can "pick-up" the first two eigenfrequencies (and often more) by simulating from 0 to just 
9GHz. The EM computer simulations were performed using Micro-Stripes. This is a full-wave solver 
based on the TLM method. Reducing the upper frequency limit, therefore has the effect of alleviating 
the need for very small cells, and hence excessive simulation times. Initially a substrate thickness of 
1.27mm was employed. Unfortunately this resulted in "noise-like" positive excursions in the scattering 
parameters. These excursions occurred frequently throughout the entire frequency range and were 
often of significant amplitude. The problem is largely eradicated by increasing the thickness of the 
substrate and/or its permittivity. A 1.91mm thick substrate was employed for this reason. Often a small 
level of ringing is still present in the scattering parameters. In order to completely remove the problem 
it was necessary to introduce dielectric loss into the substrate, through the use of a loss tangent. 
Feeding Structure 
The geometry of a patch resonator controls the range of modes which it can support, whilst the feeding 
structure determines the subset of modes excited. A variety of different techniques have been 
developed in order to feed energy into micro strip antennas. Almost any of these techniques could have 
been employed as part of an investigation into the eigenfrequencies of the triangular patch. The 
earliest antennas employed a co-axial probe. This feeding structure is assembled by pushing a co-axial 
wire through a hole drilled into the substrate. The innermost wire is connected to the patch and its 
outer braid is soldered to the ground plane. Many alternative feeding techniques have since been 
developed. The feeding techniques specific to rnicrostrip technology include the: 1) tapped microstrip 
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feed, 2) aperture coupled micro strip feed, and 3) proximity coupled micro strip feed [6, pp. 14]. The 
most appropriate technique, for this particular application, is the proximity coupled micro strip feed. 
Modes 1, 2, TM1,I,_1 
The papers by Hong and Li [27], [28] prove that the equilateral triangle supports a pair of fundamental 
degenerate modes. These modes become separated in frequency when the triangle is deformed into an 
isosceles shape. Hong, et al. refer to these as modes 1 and 2. Mode 1 is the TM1•o._1 mode and its 
electric field pattern is symmetric (or even), about the horizontal axis (see Figure 5.5(a)). Mode 2 is 
the remaining mode in the degenerate pair. The electric field pattern associated with mode 2 is 
asymmetric (or odd), about the horizontal axis (see Figure 5.5(b)). If one scans along the graph 
towards ascending frequencies the next higher order mode is the TM t •t .-2 mode. The field distribution 
associated with this mode (see Figure 5.6) clearly exhibits even symmetry with respect to the 
horizontal axis and has a maximum at the origin unlike the TMt•o.- t which has a zero there [5]. 
Although not required for this application, the next higher order mode is the TM t .-2•0 mode. 
Figure 5.5. 
(a) (b) 
The fundamental pair of degenerate modes for the equilateral triangle. (a) The even mode also 
called mode 1, (b) The odd mode also called mode 2. Both were adapted from [28]. 
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Figure 5.6. 
MAGNETIC 
WALL 
The electric (arrows) and magnetic (lines) field patterns associated with the TM1•1•2 mode. 
From [4]. 
Distinguishing Between the Even and Odd Modes 
The following text details the techniques employed to identify each of the various modes, described 
above. Each mode is identified by a zero in the graph of the reflection coefficient versus frequency. 
But there is little to distinguish one of these zeros from any other, which begs the question, how can 
one identify each of the different modes? The logic presented in Sub-section 5.4.5 suggests that 
deforming the triangle further away from the equilateral will cause the eigenvalues and eigenfunctions 
to change in a controlled and predictable manor. For this reason the eigenvalues for the isosceles 
triangle may be identified from their position in the sequence, as well as their electric and magnetic 
field patterns. But this alone is inadequate. For example it is known that the first two modes in the 
sequence form a fundamental degenerate pair (see Figure 5.7). But there is no means of distinguishing 
between them by just looking at the scattering parameters. 
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Figure 5.7. Identifies the modes excited within the Ilmm high isosceles triangle. 
In fact it turns out that the modes can interchange position depending on the geometry of the triangle 
(as described below). In order to distinguish uniquely between each of the three modes, discussed 
above (i.e. 1, 2, and TMt,t,-2) it is also necessary to consider the pattern of electric and magnetic field 
within the interior of the patch resonator. It is relatively easy to visually distinguish between the 
electric and magnetic field patterns of modes 1,2 and TMt,t,.2 due to their marked differences. In the 
computer simulation environment one can distinguish between even and odd modes, such as these, by 
using a combination of electric and magnetic walls. When a magnetic wall is placed along the 
triangle's horizontal line of symmetry only the even modes, such as mode 1 are excited. Contrariwise 
when an electric wall is applied along the horizontal line of symmetry only the odd modes (such as 
mode 2) are excited. This elimination exercise was performed, in the simulation environment, for each 
of the isosceles triangles under investigation. 
The reader will recall that the TMt,t,.2 is even, irrespective of the apex angle. Consequently 
one would expect this mode to be isolated by the use of a magnetic wall. This provides a convenient 
means of distinguishing the mode. 
Plotting the Movement of Modes vs. Triangle Height 
The equilateral triangle exhibits a pair of fundamental degenerate modes as previously described. One 
of these modes is even, and the other is odd. If the triangle is perfectly equilateral these two modes 
occur at exactly the same frequency. They become separated in frequency when the triangle is: 1) 
truncated at its apex, or 2) deformed into an isosceles shape [27], [28]. Following analysis of the 
simulation results it was also evident that increasing the height of the triangle towards 13mm (i.e. 
reducing the apex angle towards 60°) has two important effects: 1) it shifts all the modes towards 
lower frequencies, and 2) it reduces the spacing between modes in the first degenerate pair (see Figure 
89 
5.8). In Figure 5.8 the first mode in each fundamental degenerate pair is marked by a triangle. Note 
that the 13mm high triangle is equilateral, with a side length (" a") of 15mm. Increasing the height of 
the triangle, to values in excess of 13mm (i.e. reducing the apex angle from 60° towards 0°) causes 
each of the modes to continue travelling in the same direction. For this reason the modes inter change 
position and begin to split further apart. The frequency of all of the modes continues, however to 
diminish as the height of the triangle is increased. 
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Figure 5.8. Illustrates the effect of increasing the height of the triangle towards 13rnrn. 
The Approximate Eigenvalues 
An analysis of the simulations revealed several modes that were not predicted by the isosceles 
Galerkin code. An explanation for this was discovered, in papers by Overfelt and White [29] as well as 
Hong and Li [27], [28]. It transpires that the EM field solutions associated with Equation (5) do not 
form a complete set. To be specific the odd modes are missing. The reader will recall that Equation (5) 
was used as the base (and weight) function, in the isosceles Galerkin code. For this reason the 
isosceles Galerkin code yields accurate eigenvalues for the even modes, but cannot predict the odd 
modes. For a triangle whose height is less than 13mm, the uppermost mode (in the first and second 
degenerate pair) is even whilst the lowermost mode is odd. Consequently one would not expect the 
code to predict the existence of the lowermost (odd) mode. Contrariwise for triangular patches with 
heights exceeding 13mm the lowermost mode, in the first degenerate pair, is even whilst the 
uppermost mode is odd. Consequently one would not expect the code to predict the existence of the 
uppermost (odd) mode in this pair. Very few base functions are required to accurately predict the 
fundamental eigenvalue (TM1,o,_I), as one would expect. In order to accurately predict the second mode 
one needs a much larger number of base functions. For this reason the code was merely used to predict 
the first two eigenvalues . For the problem under consideration one can obtain a good approximation 
to the second eigenvalue by using N = 5 (i.e. 121 elements within each of the E and H matrices). 
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Table 5.3 shows the results obtained when using the isosceles Galerkin code to predict the 
eigenvalues of the isosceles triangles. In this context a. is the apex angle. The table also shows EM 
simulation results for these triangles. Note that increasing the value of N causes the wave numbers to 
converge towards the values obtained through EM simulation. The percentage error figures relate to 
the difference between the EM simulation results and those obtained using the isosceles Galerkin code 
(with N set to 5). For all ofthe trials performed these results are in good agreement. 
TABLES.3. THE FIRST TWO EIGENV AWES ASSOCIATED WITH TRIANGLES RANGING IN HEIGHT FROM 7MM TO 
17MM. 
Height Galerkin Code Electromagnetic Error 
(mm) N=l N=2 N=5 Simulation (%) 
The first eigenvalue 
7 454 434 432 391 9.5 
9 394 378 375 339 9.8 
11 336 324 322 293 9.0 
13 288 280 279 256 8.1 
15 251 246 245 227 7.3 
17 222 219 218 206 5.7 
The second eigenvalue 
7 727 615 615 N/A N/A 
9 634 557 549 499 9.1 
11 585 535 515 478 7.1 
13 544 507 484 453 6.2 
15 501 456 441 414 6.0 
17 457 406 397 375 5.4 
The Cause of Error 
This paragraph accounts for the small discrepancies between the results derived through EM 
simulation and using the isosceles Galerkin code. Hong and Li conducted two separate studies in 
which they perturbed an equilateral triangle (as mentioned above) [27], [28]. In the first of these 
studies the triangle's apex was removed to leave a stub. In the second the triangle was deformed into 
an isosceles shape. Both studies employed the same substrate thickness and permittivity. Inspection of 
the fundamental degenerate pair revealed that the mode 2 (odd) was almost unaffected by perturbation 
whilst mode 1 (even) was quite strongly effected. But the opposite is true of the second degenerate 
pair. The substrate parameters for the study reported in this chapter differ from those employed by 
Hong and Li. The relationship between perturbation and the substrate thickness is an important cause 
of the discrepancies between the pair of results, given in Table 5.3. Whilst the EM simulations account 
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for the substrate thickness, the isosceles Galerkin code does not (as described above). The effect of 
reducing the substrate thickness is to shift the modes upwards in frequency. This, in turn, improves the 
level of agreement between the code and the simulations. 
Results obtained from FEMLAB 
In order to further validate the results obtained using the Galerkin code FEMLAB was used to 
compute the lowest four eigenvalues of the triangular patch (Table 5.4 shows the results obtained). 
FEMLAB is a commercial software package based on the Finite-Element Method (FEM). As such it is 
capable of predicting all of the eigenvalues associated with the triangular patch resonator. 
TABLE 5.4. EIGENV ALUES DETERMINED USING FEMLAB 
Height Eigenvalues (k) 
(mm) 1st 2nd 3rd 4th 
7 298 432 615 671 
9 291 375 549 635 
11 285 322 515 595 
13 279 279 484 558 
15 245 275 441 524 
17 218 271 397 499 
For triangles less than 13mm heigh the second and third eigenvalues generated by FEMLAB agree 
perfectly with the results derived using the isosceles Galerkin code (for N = 5). For triangles more than 
13mm heigh the first and third eigenvalues agree precisely with those obtained using the isosceles 
Galerkin code. The matching eigenvalues in both tables are highlighted, for convenience. This 
correspondence between the result obtained using the FEMLAB and Galerkin method is anticipated 
given the comments made above. 
5.6. CONCLUSIONS 
The work described in this chapter serves to consolidate the research, on the triangular resonant 
element, presented in Chapter 4. This chapter presents an investigation into the eigenfrequencies of 
several isosceles triangles. The eigenfrequencies were approximated using a numerical technique 
known as Galerkin's method. For the purpose of verification the eigenfrequencies were also predicted 
through electromagnetic (EM) computer simulation and by using a commercial piece of FEM software 
(FEMLAB). The results obtained using the FEMLAB agree perfectly with those derived using 
Galerkin's method. There is also good agreement between the Galerkin results and those derived 
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through EM computer simulation. Both the FEM and computer simulation package are capable of 
predicting the complete range of eigenfrequencies. The Galerkin method, by contrast, can only predict 
the even modes. This restriction occurs due to the particular choice of base and weight functions (as 
explained in detail above). The final section of this chapter plots the movement of even and odd modes 
throughout the frequency domain, as one alters the height of the triangle. It also considered how the 
spacing between modes in the fundamental split degenerate pair change as one alters the height of the 
triangle. General conclusions are drawn in each ofthese areas. 
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6. FREQUENCY SWITCHABLE MICROSTRIP FILTERS 
6.1. INTRODUCTION 
There are vast arrays of applications for frequency tuneable microwave filters, particularly within the: 
military, civil aviation, and telecommunications industries. Tuneable filters are frequently used within 
fast frequency hopping radar systems and communication channels. Frequency hopping ensures secure 
and reliable transmission even in RF-polluted areas. An Electronic Support Measures (ESM) system is 
an important piece of military hardware [1, pp. 691]. This device searches the entire spectrum for 
electromagnetic energy transmitted by hostile, friendly and neutral· radar systems. A tuneable filter 
forms a vital part of the receiver. A single radio, incorporating a tuneable filter, can perform multiple 
functions. The alternative is to additional duplicate hardware and so this represents an important: 
weight, space and cost saving. 
Microwave tuneable filters may be classified according to the parameter that affects the 
tuning. For the purpose of this short literature review, the filters are classified according to the type of 
tuning element: 1) varactor [2], [3], [4], [5]; 2) piezoelectric element [6]; 3) Micro-Electromechanical 
System (MEMS) switches [7]; and 4) ferroelectric resonators, such as (Yttrium-Iron Garnet) YIG [8], 
[9], [10]. The filters presented in this chapter are most comparable to varactor-tuned filters in terms of 
fabrication complexity. Many varactor based designs, however require short circuit vias and biasing 
lines. The latter may interfere with the performance of the filter. The disadvantages associated with 
MEMS switches include the need for bias lines and their limited power handling capability. MEMS 
switches are, however available at low cost, in small packages and have low power consumption. YIG 
based filters are expensive and complex to produce. The papers listed in this short literature review 
generally present electronically tuneable filter exhibiting a pass-band insertion loss of 2.5dB (or more) 
and an average tuning range of 1.86GHz. 
This chapter presents two frequency switchable micro strip filters. In both of these designs 
re configuration is achieved by altering the length of the resonant path. The actuating element is an 
optically activated microwave switch. 
6.2. THE OPTICALLY ACTIVATED MICROWAVE SWITCH 
6.2.1. SWITCH STRUCTURE AND DIMENSIONS 
The optically activated microwave switch was developed by researchers (namely Chauraya and 
Panagamuwa) within the Wireless Communications Research group at Loughborough University [11]. 
In the following text the device is referred to as a "silicon switch", for brevity. This silicon switch 
technology is inherently limited to use with planar transmission lines. To date it has been exclusively 
deployed within microstrip circuits. The first step in the process of fabricating a silicon switch, using 
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micro strip technology, is to form a micro strip line incorporating a gap discontinuity. The micro strip 
line is patterned using standard printed circuit board (p.c.b). production techniques. A small block of 
high resistivity silicon, known as a die, is used to bridge the gap. The die has a cross sectional area of 
Imm2 and a thickness of300J!m. The configuration of this switch is known as Silicon Above the Gap 
(often abbreviated to SAG). Silver loaded epoxy is spread around the edges of the die. This epoxy 
performs two important functions. Firstly it improves the Ohmic contact between the die and the 
copper metallization. Secondly it fixes the die in position. The silicon switch, presented in this 
section, offers several important advantages over competing devices, including low cost and ease of 
fabrication. Figures 6.1 and 6.2 illustrate the silicon switch from different viewing angles. The design 
of packaging for this switch will constitute a vitally important step in its development, from a research 
prototype, into a commercial product. The packaged switch would be an off-the-shelf surface-mount 
component. 
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End view of the optically activated silicon switch. Adapted, with permission, from a figure in 
[12, Chapter 3, pp. 6] 
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Figure 6.2. Photograph of an isolated silicon switch. 
Figure 6.3 compares the performance of a single silicon switch and a commercial microwave relay. 
The relay was supplied by Teledyne, and the graph was reproduced from the manufacturer' s data sheet 
for the product [13]. Within this frequency range the silicon switch exhibits an insertion loss of 
between approximately O.55dB and O.72dB (see Figure 6.3(a)). Notably its insertion loss reduces 
slightly as the frequency is increased. By contrast the relay' s insertion loss increases almost linearly 
with frequency, from approximately O.2dB to O.4dB. The isolation across the silicon switch (in the off-
state) reduces progressively as the frequency is increased (see Figure 6.3(b)). But it remains 
acceptable, even at 3GHz. Initially the relay 'S off-state isolation obeys the same trend. But from 
2.25GHz to 3GHz the isolation levels-off to a value of approximately 22dB. The off-state is 
sometimes referred to as the un-illuminated or static state. 
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Figure 6.3(a). Insertion loss, with the switch in the on-state. 
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Figure 6.3(b). Isolation between the input and output ports, with the switch in the off-state. 
Intrinsic silicon has a conductivity of 0.439 x 10'3 Slm, in the off-state [12, Chapter 3, pp, 11]. 
The die, depicted in Figures 6.1 and 6.2, is formed from a cube of n-type silicon doped with 
phosphorus. This dopant increases the off-state conductivity to 16.7 x 10-3 Slm, however this is still 
extremely low. Consequently there is a high degree of electrical isolation between the microstrip lines 
on either side of the gap discontinuity. Uniformly illuminating the silicon die, with the correct 
wavelength of light, produces plasma within the silicon and increases its conductivity to values as high 
as 250 S/m. Under these conditions the die forms a conductive bridge across the gap discontinuity. 
6.2.2. THE OPTICAL SOURCE 
The conductivity of silicon is most responsive to changes in the incident level of infrared light. For 
this reason, two infrared light sources were trialled. These were: 1) a Laser, operating at 980nm 
(±5nm), and 2) a high power LED, operating at 880nm. 
Laser 
An electronic circuit is used to control the power output from the Laser. This circuit was designed and 
built by researchers within the Wireless Communications group, at Loughborough University. Laser 
light is channelled along a Im length section of wide-bore (lmm inner core diameter) fibre optic 
cable. The fibre is made from glass, designed specifically for use at infrared wavelengths. For this 
reason is does not disturb the electromagnetic fields of the filter, and can be placed in physical contact 
with the silicon die. Optical power measurements were made, at the end of the fibre optic cable, in 
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order to calibrate the system. This procedure accounted for power losses within the optical 
transmission system. The cost (approximately £600) of each Laser system is a great drawback. 
Furthermore their complexity results in an increased maintenance and repair burden, together with a 
reduction in the system reliability. 
Each silicon switch is excited by a dedicated light source. Alternatively an optical T -junction 
may be used to split the light, from a single Laser, between two silicon switches. The considerable 
levels of reflection and power loss, at the optical junction, make this an undesirable option. For this 
reason the group has built two identical Lasers. 
Before making a microwave measurement the Laser is set to produce the required value of 
optical power. When employing a pair of Lasers both are set to produce the same level of optical 
power. Typically a number of microwave measurements were made at each of the following discrete 
values of optical power: 10, 30, 100, 200 and 400mW. In this chapter the terms off- and on-state are 
used in reference to switches illuminated by OmW and 200mW of optical power. 
Increasing the optical source power reduces losses incurred within the silicon switch. Unfortunately 
the reduction in power loss is asymptotic with the optical illumination. Consequently doubling the 
optical source power from a starting value of 200m W affects only a marginal reduction in the peak 
power loss. 
LED 
These disadvantages of the Laser system prompted an evaluation of alternative light sources. High 
power LEDs are relatively inexpensive, and their drive circuitry is trivial. The principle disadvantages 
of LED's are that: 1) their maximum power output is significantly lower than that derived from the 
Laser; and 2) the light is not collimated, but instead spread over a relatively large area. Furthermore 
the light is not coherent. The optical source was a Gallium Aluminium Arsenide (GaAIAs) device, 
supplied within a TO-39 package. In Continuous Wave (CW) operation, the LED delivers 30mW of 
optical power, when supplied with half an Ampere of current. It is possible to increase the current and 
therefore the mean power delivered to the LED by operating it in a pulsed mode. 
6.2.3. THE SWITCHING SPEED 
Figure 6.4 depicts experimental apparatus used to determine the operating speed of the silicon switch. 
For this experiment an LED is the most appropriate light source. The signal generator was set to 
produce a low frequency square wave. The LED draws 1 Ampere of current. But unfortunately the 
signal generator is only capable of delivering a few milliamps of current. For this reason the LED was 
driven via a power transistor. This drive circuit employed signal diodes to increase the operating speed 
of the transistor [14]. These diodes were connected across the transistor 's base-emitter junction. A 
high-speed digital storage oscilloscope (manufactured by Techtronic Industries Co Ltd) was used to 
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record the potential difference across the LED. It is important to note that a step change in the LED's 
terminal voltage does not cause an immediate change in the RP signal strength, at port 2 of the silicon 
switch. The delay is a measure of the switching speed. The digital pulse, shown in Figure 6.5, 
represents the LED's terminal voltage. Inspection of the figure reveals that the LED is initially off. It 
is activated at time tl and de-activated, once more, at time t2. The "noise-like" signal, shown in yellow 
(or light gray, in a monochrome printout), is the microwave signal strength measured at port 2 of the 
silicon switch. Microwave energy was feed into the device via port 1. The rising and falling edges of 
the LED's terminal voltage have a finite slope. These time periods are negligible by comparison with 
the switching speed. It is note worthy that the silicon switch turns-on much more rapidly than it turns-
off. This effect is explained by the brief diversion into semiconductor device physics, which follows. 
Illuminating the silicon die rapidly promoted its charge carriers into the conduction band. Upon 
extinguishing the light the carriers recombine naturally at a rate, which is determined by the carrier 
lifetime within the silicon die. Higher levels of optical power can be employed to reduce the carrier 
lifetime, and hence increase the switching speed. But experimental evidence suggests that altering the 
optical excitation from 30m W to 200m W affects only a marginal increase in switching speed. In the 
discussions below the tuning speed of the filter is equated to the turn-off time of the silicon switch, 
because this is the limiting factor. A separate experiment was also conducted in order to determine the 
time delay between a change in the potential difference across the terminals of the LED and the 
corresponding change in its light output. The LED was operated in pulsed mode, for the purpose of 
that experiment. A fast acting photodiode was then used to detect the step change in light output, from 
the LED. This experiment revealed a 2.4J.ls delay associated with turn-on and turn-off [15, Chapter 3, 
pp. 46]. 
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A block diagram of the experimental apparatus used to detennine the operating speed of the 
silicon switch. 
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An oscilloscope (time-domain) measurement indicating the operating speed of an isolated 
silicon switch. 
6.2.4. A SIMULATION MODEL FOR THE SILICON SWITCH 
Electromagnetic computer simulation is an essential tool for RF/microwave research and development. 
In order to develop a simulation model for the silicon die it was necessary to evaluate its conductivity 
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and relative permittivity. This was achieved following extensive research by Chauraya and 
Panagamuwa [12, Section 2.3]. The calculations were performed under the assumption that the plasma 
extended to a depth of 30llm below the surface of the silicon die. The reconfigurable filters were 
modelled using two separate simulation packages (i .e. Microwave Office and Micro-Stripes). This 
provided greater flexibility together with a mechanism for cross-checking the results. In Microwave 
Office, the electrical parameters are defined using: the dc resistance of the conductor; the excess 
surface reactance; and the high frequency loss coefficient. In Micro-Stripes (see Sub-section 3.2.3 for 
more information on Micro-Stripes) the silicon die was modelled by a rectangular prism, having 
homogeneous electrical properties. Although this is a fairly naive approach the simulation results 
agree quite closely with those derived through experimental measurement. Furthermore the process is 
both quick and easy. Table 6.1 lists the parameters used to model the silicon in each of the computer 
simulation packages. 
TABLE 6.1. PHYSICAL AND ELECTR.ICAL PR.OPERTIES OF THE SILICON DIE 
Where was Electrical Parameter Off-State On-State 
the data used? 
Micro-Stripes tanS at 2GHz 0.01272 857.01 
simulation model Er 11.8 3.8103 
Conductor thickness 0.3 mm 0.03 mm 
(mm) 
MWO Low frequency 200,000 133.334 
simulation model (n/square) 
High frequency loss coefficient 0.0153906 0.000125663 
(Q/square-Yf) 
Excess surface reactance OJ -100j 
(n/square) 
In practice the light intensity (and hence the number of free change carriers) reduce with depth below 
the upper surface of the silicon die. A more sophisticated Micro-Stripes simulation model was 
constructed, in order to account for this conductivity gradient. In this model the silicon was 
represented by a series of vertically stacked layers. The electrical properties of each layer differed. 
Despite the considerable increase in complexity, this new model yields very similar results to the naive 
homogeneous one. 
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6.3. FREQUENCY SWlTCHABLE PARALLEL-COUPLED LlNE FILTER 
6.3.1. FILTER STRUCTURE AND DIMENSIONS 
The electrical engmeenng department at Loughborough University runs an MSc programme in 
wireless communications. These students are required to do a practical project. In recent years some of 
the students chose to investigate the problem of developing a frequency agile microstrip filter [16]. 
These students used the silicon switch, described in Section 6.2, to reconfigure their filters . The 
research presented in this section is informed by the finding of studies conducted by those students. 
The new filter is closely based on a parallel-coupled line filter, and the prototype incorporates just a 
single resonator (48mm long by Imm wide) in order to reduce complexity. A short section of 
microstrip transmission line (S.8mm long by Imm wide) is added to each ofthe open ends (see Figure 
6.6). These sections of transmission line are not physically connected to the resonator, but displaced 
from it by a short gap. The nominal dimension of each gap is O.2mm. A pair of silicon die are 
mounted, above the gaps, on the printed side of the board. Each single silicon die, measures Imm2 • 
The coupled lines are separated from the resonator by a coupling gap of O.5mm. The filter was 
fabricated, on a 1.19mm thick Taconic TLY-S substrate having a relative permittivity of2.2 ± 0.2. 
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Reconfigurable parallel-coupled line filter (not to scale, dimensions are in millimeters). 
The principle advantages of this filter include ease of: 1) centre frequency prediction, 2) fabrication, 
and 3) frequency reconfiguration. The last two advantages are derived from the simplicity of the 
silicon switch. The filter also has the ability to be switched fairly rapidly. The rate of frequency 
switching is totally dependent upon the operating speed of the silicon switches. This filter would fmd 
many applications in systems requiring moderately fast frequency switching. This switching technique 
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has also been employed to create a frequency tuneable dipole antenna [17], and a reconfigurable 
electromagnetic band gap structure [18]. 
6.3.2. FrL TER RECONFIGURA nON 
With both silicon switches in the off-state the resonant frequency of the filter agrees with that of a 
conventional filter incorporating a 48mm long resonator. This suggests that there is a considerable 
degree of electrical isolation between the resonator and the extension sections. This corollary is 
supported by measurement results for a single silicon switch having a similar geometry (see Section 
6.2) [19]. According to these measurements an isolated silicon switch provides 13 .28dB of isolation at 
2.207GHz. 2.207GHz is significant because it is the centre frequency of the switchable filter, in the 
off-state (see Sub-section 6.3 .3). When illuminated, the silicon dice form an electrical connection 
between the transmission line sections and the resonator. This increases the resonator's total electrical 
length by the sum of the lengths of the transmission line sections (2x5.8mm) and two coupling gaps 
(2xO.2mm). The new length of the resonator is 60mm. Consequently the half-wavelength resonant 
frequency of the filter now occurs at a lower microwave frequency. Measurement results for an 
isolated silicon switch indicate that a considerable amount of energy is transferred through the switch 
when the silicon is illuminated by 200m W of optical power. This occurs because the insertion loss of 
the isolated silicon switch is just O.53dB at 1.827GHz. 1.827GHz is the centre frequency of the filter 
in the fully on-state (see Sub-section 6.3.3). The "reference" filter does not incorporate silicon 
switches, and its resonator is 60mm long. The reference therefore provides a benchmark against which 
to assess the performance of the reconfigurable filter, under all levels of optical illumination. 
Measurement results indicate that a 359MHz shift in the centre frequency may be achieved by 
illuminating both dice with only 30mW of optical power. The maximum frequency switching range is 
approximately 380MHz. This is achieved by switching between the off- and on-states. The percentage 
bandwidth in the off-state differs from that in the on-state by only 1.86%. 
Recent experimental measurements suggest that a good filtering performance can be achieved 
by illuminating just a single silicon switch. Under this condition the centre frequency of the filter 
switches to an intermediate frequency. The filter thus exhibits three discrete frequency states: the off-
state, a state in which just one switch is activated, and [mally a state in which both switches are 
activated. The intermediate state will not discussed further and is a subject for further research. 
6.3.3. SIMULATION AND MEASUREMENT RESULTS 
This section presents scattering parameter measurements for the prototype single pole filter. The 
measurements were obtained using an Anritsu 37397D Vector Network Analyser. 
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Figure 6.7 illustrates the level of agreement that can be achieved between computer simulation 
and measurement. The electromagnetic simulations were performed using version 6.03 ofMWO. 
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Figure 6.7(a). Simulation and measurement results for the reconfigurable filter, in the off-state. 
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Figure 6.7(b). Simulation and measurement results for the reconfigurable filter, in the on-state. 
Figure 6.8 shows scattering parameter measurements for the reference filter, in comparison with those 
obtained in the off-state and with 10mW, 30mW, and 200mW of optical excitation. From this figure 
one may conclude that the bulk of the frequency shift (272MHz) occurs upon increasing the optical 
power from OmW to lOmW. mcreasing the optical power from lOmW to 30mW increases the 
frequency shift by a further 87MHz. Consequently a 359MHz shift in centre frequency is achieved 
using only OmW and 30mW of optical power. This corresponds to approximately 94% of the available 
frequency shift. mcreasing the optical source power from 30m W to 200m W affects a marginal 
frequency shift (21MHz). But reduces the pass-band insertion loss quite dramatically (see Table 6.2). 
The insertion and return loss values presented in Table 6.2 were recorded at the filter 's centre 
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frequency. From this discussion one may conclude that increasing the power of the optical source 
reduces losses within the pass-band of the filter but produces a very minimal shift in filter centre 
frequency. The improvement of insertion loss is attributable to a reduction of energy loss within the 
switch (see Sub-section 6.2.2.) 
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TABLE 6.2. MEASURED VALUES OF INSERTION LOSS AND RETURN LOSS AT THE FILTER'S CENTRE 
FREQUENCY 
Filter/State Insertion Loss Return Loss Centre Frequency 
(dB) (dB) (GHz) 
Reference 0.408 19.52 1.815 
200mW 2.037 11.10 1.827 
30mW 3.614 9.10 1.848 
10mW 5.218 6.70 1.934 
Off 0.627 19.68 2.207 
Table 6.3 lists the percentage bandwidth of the switchable filter under different levels of optical 
illumination. These values were computed from scattering parameter measurements. The absolute 
difference between the percentage bandwidth in the off- and on-states is only 1.86% (as stated earlier). 
These results indicate that the bandwidth is relatively constant under switching. 
TABLE 6.3 . FILTER PERCENTAGE BANDWIDTH VALUES DERNED THROUGH MEASUREM ENT 
Filter/State Bandwidth Centre Frequency 
(%) (GHz) 
Reference 13.06 1.815 
200mW 17.13 1.827 
30mW 19.54 1.848 
10mW 27.09 1.934 
Off 18.99 2.207 
6.3.4. POWER LOSSES 
The following simple mathematical relationships [1, pp. 201-2] were employed to calculate the 
reflection, transmission, and loss as a percentage of the total power supplied to the filter. 
Reflected Power Ratio 
Transmitted Power Ratio 
Power Loss Ratio 
= Sll 2 
- S 2 
- 2 1 
The raw data for this analysis was provided by scattering parameters, obtained through microwave 
measurement. Figure 6.9 plots power losses within the reference and switched filter, as a function of 
frequency. The results presented in this figure pertain to the switched filter in the on-state. The figure 
indicates that the power losses at the fundamental resonant frequency of the reference filter are much 
lower (approximately 1/3) than those associated with the reconfigurable one (see also Table 6.4). This 
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additional power loss is attributable to dissipation within the silicon switches. For the same reason 
power losses at the fundamental resonant frequency of the reconfigurable filter are greatly reduced by 
turning the switches off (see Figure 6.10 and Table 6.4). 
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Figure 6.9. Power losses within the reconfigurable (on-state) and reference filter. 
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Figure 6.10. Power losses within the reconfigurable filter, in the off-state. 
TABLE 6.4. PEAK PASS-BAND POWER LOSSES DERIVED THROUGH MEASUREMENT 
Filter/State Peak Pass-band Power Loss 
(%) 
Reference 9.06 
Off-State 13.36 
On-State 31 .68 
108 
6.4. FREQUENCY SWITCHABLE TRIANGULAR PATCH RESONATOR FILTER 
6.4.1. FILTER STRUCTURE 
Consider the isolated centre fed triangular patch resonator discussed in Section 4.3. When unloaded, 
this element exhibits a resonance across each slanted side as well as the base. The introduction of the 
slot interrupts the resonant path along the base edge of the triangle. To be precise the path is extended, 
as it now meanders around the top and bottom ofthe slot. For this reason the resonant frequency of the 
patch is reduced. The insertion of a slit-slot discontinuity prohibits the half-wave resonance across the 
base edge of the triangle: This resonance is replaced by one around the periphery of the slot. 
Consequently the resonant frequency of the patch is reduced still further. These observations suggest 
that it might be possible to switch the fundamental frequency of the resonator between two discrete 
values. For this purpose, reconfiguration is achieved by using a silicon switch to bridge the slit 
discontinuity. When the silicon switch is in the off-state the filter incorporates both slot and slit 
discontinuities. When the silicon switch is activated, however the slit is electrically short circuited, and 
effectively removed from the circuit leaving only the slot in place. The filter presented in Section 4.3 
incorporated three such triangular patch resonators and therefore three slit-slot discontinuities (see 
Figure 6.11). In order to transform this device into a switchable filter it would be necessary to bridge 
each discontinuity using a separate silicon switch. This would necessitate buying a third Laser, which 
is a costly and thus undesirable option. Alternatively a fibre optic T-junction could be used. This 
would enable a single Laser to supply light to a pair of silicon switches. Unfortunately these types of 
T -junction substantially increase power losses within the system (as described in Section 6.2). 
Figure 6.11. A modified mode 2, three-pole band-pass filter incorporating slit-slot loaded resonators. 
Several two-pole filters were fabricated in order to alleviate the problems described above. Figures 
6.12 and 6.13 depict measurement results for a filter incorporating 5mm (long) by 2mm (wide) slots. 
Adjacent patches were separated by a coupling gap of O.2mm. Figure 6.12(a) shows the frequency 
response obtained with both switches in the off-state. Activating the switches appears to shift the 
filter's fundamental pass-band to a frequency of approximately 1.8GHz (see Figure 6.12(b)). 
Unfortunately the new pass-band is very poor. 
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Figure 6.13 helps to explain why this filter presents an unacceptable level of pass-band insertion loss. 
The figure depicts power losses within the on-state filter as a function of frequency. At frequencies 
within the fundamental pass-band most of the input power is lost (approximately 65%), or reflected 
(approximately 32%). In its current configuration this filter is un-usable because its insertion loss is so 
poor. The following sources of power loss are associated with coupled patch resonators, in general: 1) 
inter-patch coupling, 2) radiation, 3) surface wave production, 4) finite conductivity, and 5) dielectric. 
Further losses are also incurred, within this particular filter, due to the absorption of energy by the 
silicon switch. In this instance careful consideration of the problem suggested that it might be possible 
to reduce these power losses by removing one of the resonators, thus creating a single-pole filter. To 
quickly verify this assertion a single-pole filter was improvised. This was achieved by using a scalpel 
to remove one of the patches from a two-pole filter. The missing feed-line was supplemented using 
copper tape. The measurement results for this filter were very encouraging. For this reason a number 
of single-pole filters were manufactured (see Figure 6.14). These filters incorporated discontinuities of 
differing dimensions. 
6.4.2. EXPERIMENTAL RESULTS 
Except where otherwise stated all of the graphs and numerical results, presented in this sub-section, 
pertain to a switchable single-pole filter incorporating a 2mm2 slot. Figure 6.15 illustrates the 
frequency switching performance of the filter. The silicon switch within this filter has thus far only 
been illuminated with OmW and 200mW of optical source power. Further experimental measurements 
should be conducted to investigate the effect of illuminating the silicon switch with intermediate levels 
of optical source power, such as 10mW, 30mW, and 100mW. 
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Measurement results demonstrating the frequency switching performance of the filter under 
discussion. 
Figure 6.16 illustrates the distribution of power within the filter, as a function of frequency. When 
comparing the pass-band power losses of the one- and two-pole filters one finds that the peak pass-
band power losses have been reduced by approximately 15%, for the on-state filter (see Table 6.5). 
The off-state power losses are also substantially lower (>113). This improvement is believed to result 
from the reduction in coupling, conduction, and radiation loss caused by eliminating one of the patch 
resonators. Although there is a need for further improvement, this is a significant positive 
development. Additionally the shape of the filters frequency response has been substantially improved. 
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Figure 6.16. Illustrate the distribution of power within the filter under discussion. (a) Off-state, and (b) On-
state. 
TABLE 6.5. PEAK PASS-BAND POWER LOSSES (DERIVED THROUGH MEASUREMENT) FOR THE FILTER UNDER 
DISCUSSION 
Filter, State Peak Pass-band Power Loss Frequency 
(%) (GHz) 
2-Pole, Off-State 31.58 2.00 
I-Pole, Off-State 9.08 3.20 
2-Pole, On-State 65.38 1.79 
I-Pole, On-State 50.24 4.59 
Figure 6.17 compares simulation and measurement results for the filter under discussion. These 
simulations were perfonned using version 6.1 of Micro-Stripes. 
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Figure 6.17. Compares simulation and measurement results for the filter under discussion. (a) Off-state, and 
(b) On-state. 
In certain applications the transmission phase of a filter must vary linearly with frequency. This is 
particularly important within the pass-band of the filter. Figure 6.18 illustrates the phase response of 
the filter. These results were obtained through microwave measurement. Clearly there is a high degree 
of linearity in both the on- and off-states. This standard of linearity is typical of that exhibited by the 
filters within this study. 
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under discussion. (a) Off-state, and (b) On-state. 
6.5. EFFECT OF FINITE SWITCH CONDUCTIVITY 
The on-state conductivity of the silicon switch is considerably lower than that of copper. Any 
comprehensive study must investigate the effect that this has on the performance of the filter. To 
facilitate this analysis several reference filters were fabricated. In these filters the silicon switch was 
replaced by copper metalisation. All remaining dimension of the filter were unaltered. The findings of 
this investigation are disseminated below. 
Consider the switchable parallel-coupled line filter, introduced in Section 6.3. Imagine that it 
is possible to visualise the distribution of magnetic field within the resonator. At the fundamental 
resonant frequency there would be a complete half-wavelength variation in the strength of magnetic 
field between the two open-ends of the resonator. To be more specific the magnetic field strength 
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would attain its maximum value in the centre of the resonator. There would be nulls in the magnetic 
field strength at each of the open ends. The reader will recall that current density and magnetic field 
strength are intrinsically bound together (as embodied in Maxwell's equations). If the magnetic field 
did not decay to zero at the ends of the resonator a current would continue to flow, beyond them. This 
brief treatment neglects the very small displacement current which flow out of the open ends due to 
end-effect. From this point forward the discussion is concerned with the behaviour of the filter in the 
on-state. Although the silicon switches are fixed in position the magnetic field pattern is stretched, a 
little more, by each incremental increase in the length of the extension sections. This relative motion 
between the switches and the magnetic field pattern has important consequences. When the length of 
the resonator is increased the silicon switches find themselves located closer to the point of maximum 
field strength. The current density must also increase along with the magnetic field strength, for the 
reason given earlier. Consider the limiting case in which the silicon switch is not required to pass an 
electrical current. In such a situation the performance of the silicon switch is irrelevant. Each 
incremental increase in the current passing through the silicon switch is an increase in the power 
throughput. For this reason lengthening the metallic end sections causes the silicon switches to absorb 
an increasing proportion of the total power supplied to the filter. The length of the extension sections 
was determined by analysing the results of a short parametric study. The study revealed that a length 
of 5.8mm provides the best compromise between power loss and tuning range. There is strong 
evidence to suggest that the use of commercial microwave switches, having very low levels of 
insertion loss, would reduce the power losses dramatically. 
Now consider the switchable triangular patch resonator band-pass filter. Research evidence 
suggests that increasing the size of the slot discontinuity increases the current density along the base 
edge of the triangle. Consequently the performance of the filter becomes ever more sensitive to 
changes in the conductivity of this path. One of the manifestations of this effect is an increased level 
of deviation between the measured and simulated results (for the on-state filter), as the size of the slot 
discontinuity is increased. These observations do not carry into the off-state, since the effect described 
above does not occur. This also explains why the losses within all of the reference filters are 
significantly lower than those of the on-state reconfigurable filters. In fact the losses within the 
reference filters only slightly exceed those exhibited by the off-state filters. This adds further weight to 
the argument developed in this section. 
6.6. FILTER PERFORMANCE BENCHMARKS 
The introduction for this chapter alluded to the vast array of tuning elements and tuneable filter 
topologies, which have been developed. This level of diversity makes it difficult to compare one filter 
with another. The following performance parameters were developed in order to alleviate this problem 
[20]. The standard characteristics of industrial engineering products such as: weight, cost, size etc can 
also be added to this list. Herein lie the greatest strengths of the filters discussed in this chapter. Both 
filters are simple and cheap to manufacture. This is attributable to the simplicity of the tuning element 
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and the use of planar circuit technology. The tuning element within these filters is a relatively crude 
piece of un-patterned silicon. Extremely complex silicon devices have been mass-produced for several 
decades. Consequently the unit cost of this item, for volume production, would be extremely low. 
Tuning range - the difference between the highest and lowest values of centre frequency. These 
frequencies are defined as those for which the filter yields an acceptable level of insertion loss, 
bandwidth, and response distortion. 
Tuning speed - defined as the time, which is necessary to change the filter response to another steady 
state. 
Tuning linearity - consider a graph of the centre frequency against the parameter, which enforces 
tuning (i.e. coil current, voltage, static magnetic field or resonator length variation). The tuning 
linearity is a measure of the maximum deviation between this curve and the best-fit straight line, over 
the specified operating frequency range. 
Tuning sensitivity or tuning efficiency - the change in centre frequency divided by the change in the 
variable, which enforces the tuning. The mathematical expression of this is given below 
Where fo (x.) and fo (X2) are centre frequency values corresponding to Xl andx2 · x 2 and Xl are 
the new and old values of the variable, which enforces tuning. 
Consider the frequency switchable: 1) triangular patch (incorporating a 2mm2 slot), and 2) parallel-
coupled line filter. For both filters the tuning speed is controlled by the operating speed (140Jls) of the 
silicon switch, as discussed in Section 6.2. The tuning sensitivity, with reference to the change in 
optical power, is approximately 4.2 xl 011 and 1.9 xl 011 for the triangular patch and parallel-coupled 
line filter, respectively. Both ofthese switchable filters exhibit a poor tuning linearity. 
6.7. CONCLUSION 
This chapter has presented two frequency switchable micro strip filters. Both filters are cheap and very 
simple to fabricate using standard printed circuit board (p.c.b.) production techniques. The first filter is 
based on a standard parallel-coup led-line filter. It incorporates a pair of silicon switches. Varying the 
level of optical source power has a large effect on losses in the filter but a very minor effect on the 
shift in centre frequency. For this reason the filter centre frequency can be switched between discrete 
steps rather than tuned in a continuous fashion. The filter has three discrete frequency tuning steps: the 
off-state, a state in which just one switch is activated, and finally a state in which both switches are 
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activated. The intermediate state is not discussed in this chapter. The maximum frequency shift is 
achieved when varying the optical source power from OmW to 200mW. It is, however, possible to 
achieve the majority of this frequency shift using just 30mW of optical source power. The second 
filter is a frequency switchable triangular patch band-pass filter. This, single pole, filter incorporates a 
single silicon switch and therefore exhibits two frequency tuning steps. The switch, within the filter, 
has not been illuminated with intermediate levels of optical power. For this reason it is impossible to 
comment on the frequency tuning performance of the filter. One of the great advantages of the 
triangular patch is that it would be possible to switch between widely separate frequencies. This would 
be achieved by making the base length of the triangle considerable different from that of the 
meandering path around the slit-slot discontinuity. Further work is required, in this area, to improve 
the performance characteristics of the filter. 
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7. CONCLUSIONS AND FURTHER WORK 
7.1. INTRODUCTION 
Recent years have seen significant growth in the number of practical applications for tuneable filters. 
At the same time the stringency of filter performance requirement continues to increases, as the 
frequency spectrum becomes ever more crowded. Tuneable preselection filters have been used for 
many years in spectrum analysers. Today tuneable filters are also used in mobile phone base stations 
and in software radio receivers. The objective of this PhD was to address the increased demand for 
reconfigurable filters by developing one, or more new designs. Academic research tends to reach its 
initial objective via a zigzagging path. Each chapter covers one of the key developments along this 
route. The favoured tuning technique involves altering the length of the resonant path. This is achieved 
by using an optically activated microwave switch. Two reconfigurable filters were developed; both 
working on this principle. One of these filters was based on the parallel-coupled line filter and the 
second was based on a triangular patch resonator incorporating a slit-slot discontinuity. This 
discontinuity was conceived by A. Chauraya, who used it to produce a periodic structure having an 
EBG. Chapter 3 presents a study into this MEBG. This work resulted in the development of a useful 
low-pass filter, and led onto an investigation of Hong and Lancaster's triangular patch band-pass filter. 
The study on the triangular patch resonator split into two different segments; one empirical, and 
another quite theoretical. It was the work of this first, experimental study that produced the switchable 
triangular patch filter. The following discussion focuses on the specific achievements described in 
each chapter. 
7.2. METALLODlELECTRlC ELECTROMAGNETIC BANDGAP (MEBG) STRUCTURES 
Chapter 3 presents a new micro strip Metallodielectric Electromagnetic Bandgap structure (MEBG), 
together with a lumped-element equivalent circuit for Chauraya's slit-slot discontinuity. The 
equivalent circuit provides a convenient mechanism by which to simulate an MEBG incorporating any 
number of discontinuities. This is achieved by simply cascading multiple instances of the equivalent 
circuit. Additionally one may model unit cells of differing lengths by simply altering the length of the 
transmission line sections that flank the circuit for the discontinuity. The equivalent circuit is valid 
from 5GHz to 12GHz. Before use at higher frequencies it should be augmented by additional 
components. This, exceptionally fast and accurate, modelling technique has been verified for MEBG's 
comprising five slit-slot discontinuities, and the results were very good. In many cases the engineer 
will want to alter the dimensions of the slit-slot discontinuity and/or the substrate height. A set of 
equations were specially developed for such situations. The equations describe the relationship 
between geometrical dimensions, of the physical structure, and the equivalent circuit element values. 
The mathematical relationships are described in terms of simple polynomials, which are easy to use 
and lend themselves readily to integration within a Computer Aided Design (CAD) system. 
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Two low-pass filter designs are presented in the final section of the chapter. Both designs exhibit 
broad, deep and clearly defined stop-bands. The two designs afford rates of cut-off that are, 
respectively 2.2 and 3 times that of the conventional (stepped-impedance) low-pass filter. They also 
consume less p.c.b. real estate than the conventional (stepped-impedance) filter. The new filters would 
be easy to fabricate using standard printed circuit board (p.c.b.) etching or sputtering techniques, 
without the need for complex features such as vias or ground plane etching. 
Topics for Further Work 
There are many exciting possible avenues for further investigation. It would, for example, be useful to 
plot dispersion diagrams for a variety of different MEBG structures and identify a selection of the 
supported modes. Additionally an investigation should be conducted in order to identify techniques for 
enhancing the slow-wave effect. This could be achieved by bending the open micro strip lines into the 
interior of the slot. This would enhance the capacitance of the gap. The same technique has been used 
to miniaturise the hairpin-line filter (see Sub-section 2.3.2). An alternative method of enhancing the 
slow-wave effect is through an increase in circuit inductance. The inductance of the narrow line, 
within each unit cell, could be increased by spiralling. 
Finally the ABCD parameters pertaining to the equivalent circuit could be extracted in order 
to ease the integration with a CAD system. 
7.3. NOVEL PLANAR FILTERS 
7.3.1. THE CYMBAL RESONATOR BAND-PASS FILTER 
The first section of Chapter 4 presents a lumped-element equivalent circuit for the cymbal resonator. A 
series of equations are provided which relate the numerical values of elements within the equivalent 
circuit to the filter geometry. These simple modelling aids enable the engineer to evaluate the 
performance of the filter very rapidly. All of the equations are simple polynomials, which are easy to 
use and lend them selves readily to integration within a CAD system. The equivalent circuit represents 
the performance ofthe filter, very accurately, over a wide range of frequencies. 
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Topics/or Further Work 
Unfortunately the synthesis equations are only valid for a particular choice of substrate material. An 
obvious extension to this work would be to develop equations that are applicable over a wider range of 
geometrical dimensions. The new equations should also be able to cope with changes, not only in the 
substrate permittivity but also in its height. Finally it would be very interesting to experiment with 
schemes for creating cross-coupled filter designs, based on the cymbal resonator. These could include 
cascaded triplets and quadruplets. 
7.3.2. TRIANGULAR PATCH BAND-PASS FILTER 
At the MTI Symposium in 2000, Hong and Lancaster announced a pair of three-pole band-pass 
filters. These filters incorporate triangular patch resonators. Chapters 4 and 5 build on research of 
Hong, Lancaster, Li, et al.. In particular the second section of Chapter 4 presents a more space 
efficient filter topology for their mode two filter structure. This is achieved by aligning the resonators. 
By using Chauraya's slit-slot discontinuity it is possible to reduce the fundamental frequency of each 
triangular patch resonator quite significantly. One of the filters in the study, for example, exhibits a 
fundamental resonance, which is approximately 45% lower than that of an unloaded resonator. From 
the alternative view point this can be interpreted as resonator miniaturisation. Sub-section 4.3.6 
describes the mechanism that gives rise to this effect. It is natural for the engineer to want to be able to 
predict the patch resonant frequency which can be achieved for a particular set of slit-slot 
discontinuity dimensions. A set of equations are presented for this purpose. Each of the three synthesis 
equations is a polynomial of second-order or lower. The equations can be used manually or as part of a 
CAD system. In either case their polynomial nature makes the equations easy to work with. The 
triangular patch is capable of supporting a number of different resonant modes. But the subset of 
modes excited depends on the feed-line configuration and substrate permittivity. Sub-section 4.3.6 
catalogues the resonant path and resonant frequency of modes (below 9GHz) excited by different 
circuit configurations. 
7.3.3. SLOW-WAVE PARALLEL-COUPLED LINE FILTER 
From the introduction, this chapter, the reader will recall that Chauraya's slit-slot discontinuity was 
introduced into a number of common resonators. One of these was the half-wavelength parallel-
coupled resonator. The final section of Chapter 4 discusses a preliminary study into a variant of the 
parallel-coupled line filter. This novel filter was created by inserting slit-slot discontinuities into the 
half-wave resonator, at periodic intervals along its length. The resulting filter is an interesting slow-
wave structure filter, with the potential for frequency and/or bandwidth reconfiguration. By adjusting 
the orientation of the slit-slot discontinuities, in adjacent resonators, it is possible to gain considerable 
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control over the strength of electric coupling between different regions of the resonator. One can also 
offset the positions of the discontinuities. It is well known that the strength of coupling between 
adjacent resonators controls the bandwidth of the parallel-coupled line filter. Consequently there is a 
possibility that one could reconfigure the bandwidth dynamically, by using optical switches to bridge 
some of the slit discontinuities. Preliminary studies into this indicate that whilst bandwidth control is 
possible the location of the lower stop-band edge remains fixed. 
Topics/or Further Work 
This structure hints at many exciting possibilities. But a considerable amount of further work is 
required to fully understand how the arrangement and orientation of discontinuities can be used to 
control the bandwidth and centre frequency of the filter. Further work should also be conducted to 
discover if there are applications for the type of bandwidth control currently afforded by the structure. 
7.4. EIGENVALUE ApPROXIMATION USING GALERKIN'S TECHNIQUE 
The research presented Chapter 5 builds on that of the previous chapter by providing a technique for 
analysing the behaviour of the resonator. The result is a fairly comprehensive body of research 
concerning the triangular patch resonator. The aim of the research presented in this chapter was to 
determine the first few eigenvalues of a group of patch resonators. These patches are shaped into the 
form of an isosceles triangle and do not feature slit-slot loading. Initially an exact eigenfunction was 
sought for Hong and Lancaster's triangle, but this approach failed. Subsequently a numerical solution 
was obtained via an indirect variational technique, known as Galerkin's method. It is believed that the 
technique has never been applied to these problems before. The mathematical procedures underlying 
Galerkin's technique were translated into Matlab code. This code was also used to approximate the 
eigenvalues of a rectangular patch resonator. For the isosceles triangles of interest, the code can 
approximations the first pair of even modes very accurately (i.e. mode 1, and the TMt,t,-2 mode). These 
results were validated by comparison with those obtained using a piece of finite element code, and 
through full-wave electromagnetic computer simulation. The chapter presents a fairly detailed 
discussion on the theory and implementation of Galerkin's method. This information will provide the 
reader with the knowledge required to adapt the method for use with resonators of almost any shape. 
The chapter also considers the way in which the modes move, throughout the frequency domain, as 
one alters the geometry of the triangle. 
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Topics/or Further Work 
The most natural development of this work is to approximate the eigenvalues of a triangular patch 
loaded with a slit-slot discontinuity. This could be achieved by using Rao-Wilton Glisson (RWG) 
sub-domain basis functions. 
Galerkin's technique is, just one of a large number of numerical techniques that are 
suitable for solving this type of problem. It would be very interesting to deploy some of the other 
techniques, compare the answers obtained and write a tutorial paper explaining how to use them. 
The Galerkin code was written using Matlab because this language has numerous 
built-in functions for performing differentiation, integration etc. A major disadvantage of Matlab is 
that it takes a long time to execute for-loops. Consequently the code should be redesigned to eliminate 
the for-loops, or alternatively rewritten using C++ or Fortran. 
7.5. FREQUENCY SWITCHABLE MICROSTRIP FILTERS 
Chapter 6 demonstrates two frequency switchable micro strip filters. There is good agreement between 
the measured and simulated results. In both filters reconfiguration was achieved by altering the 
resonant path length. The first reconfigurable filter is based around the parallel-coupled line filter and 
was presented in 2006, at the European Microwave Conference. The percentage bandwidth, of this 
filter, varies by less than 2% over the maximum frequency tuning range (0.38GHz). These results 
demonstrate the ability of the filter to provide effective frequency switching whilst maintaining a 
reasonably constant percentage bandwidth. The filter can be designed and simulated very simply. 
Measurement results, for the parallel-coupled line filter, indicate that 94% of the maximum frequency 
shift could be achieved by using only 30mW of optical power. The second frequency switchable filter 
is based on a triangular patch resonator and offers a much wider tuning range (i.e. 1.39GHz). 
Unfortunately its frequency response is inferior to that of the first filter. Both ofthe filters presented in 
this chapter are easily fabricated using standard p.c.b. production techniques. In the proof-of-concept 
filters the silicon dice were attached to the board by hand, following p.c.b. production. The optical 
excitation was derived from a pair of lasers. The key design advantage of these filters is that they can 
be assembled by anyone with access to, even the most basic, p.c.b. production facilities. The reason 
for this is that there is no requirement for advanced manufacturing processes. The switching technique 
adopted in this work is novel and can be regarded as a good alternative to the conventional electrical 
and mechanical methods. 
Topics/or Further Work 
Further work should be conducted to improve the performance ofthe switchable triangular patch filter. 
The main priorities are to remove the pass-band at dc and curb the excessive power losses, which 
occur at frequencies within the pass-band of the on-state filter. These power losses occur principally 
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within the switch. For this reason significant performance improvements could be achieved by 
utilising a low-loss commercial switch. Additional performance improvements include: 1) reducing/ 
eliminating the variation of the pass-band bandwidth between the on- and off-states, and 2) 
suppressing/removing the spurious mode associated with the on-state filter. This mode is located in the 
corner of the filter's pass-band. A multi-pole version of each filter should also be developed. This 
would show that the technique is practical and can be extended to filters of higher order. But, in 
common with many tuneable filters, the major disadvantage of increasing the number of poles is that it 
requires an increase in the number of switching elements, and consequently in filter complexity and 
cost. 
Unfortunately the switch takes approximately 140J.ls to change from the on- to off-state. This 
is relatively sluggish and would represent a major disadvantage in certain applications. It may be 
possible to address this problem very simply by removing the silicon switch and replacing it with a 
p-i-n or Varactor diode. 
7.6. EXECUTIVE SUMMARY 
The research presented in this thesis has built towards the development of two frequency switchable 
filters. In addition to this four fixed frequency filters were also developed. Each of these filters is more 
compact than its conventional counterpart. The low-pass filters described in Chapter 3 exhibit a 
sharper transition between pass- and stop-bands together with a degree of harmonic suppression. 
Development work is required in order to achieve an acceptable level of performance from the 
frequency switchable triangular patch filter. The switchable parallel-coupled line filter can, however 
be deployed immediately in field applications. There is also a third filter which offers a potential for 
frequency and bandwidth tuning but a considerable amount of addition research is required to refine 
this into a usable filter. 
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8. APPENDICES 
8.1. RESONANT MODES EXCITED UNDER DIFFERENT CIRCUIT CONFIGURATIONS 
Tables 8.1 to 8.3 present a large quantity of valuable information. For this reason it has been necessary 
to use a number of abbreviations and symbols, which are defined in Table 8.4. The fourth column of 
Tables 8.1 to 8.3 presents an exhaustive list of the full- and half-wave resonant paths, for each mode. 
Column five defines the real part of the input impedance at resonance. This enables one to identify 
modes that have a good impedance match, by simple inspection. Finally column six defines half a 
guided wavelength at the resonant frequency. Inspection of these distances confirms that the specified 
full- or half-wave resonance could, indeed exist between the specified points within the interior of the 
patch. 
TABLES.I. DEVICE FED IMM BELOW APEX. 
Loading Er Resonant Re(Zin) /...)2 (mm) 
Frequency Path 
(GHz) 
None 13 4.60 5 48 11.07 
None 7.95 12, 11,3, 7, 6 57 6.25 
SlotNoSlit 4.27 5,1* 48 11.93 
SlotNoSlit 7.74 6*,3,7,8 276 6.43 
Slit-Slot 4.30 5,1* 48 11.86 
Slit-Slot 7.74 6*,3,7,8 278 6.43 
None 7 6.29 5 47 10.72 
SlotNoSlit 5.78 5,1* 48 11.71 
Slit-Slot 5.88 5 1 * 48 11.50 
None 4 8.15 1,5 45 10.58 
Slit-Slot 7.81 1 *,5 46 11.05 
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TABLE 8.2. DEVICE FED 1 MM ABOVE BASE 
Loading Er Resonant Re(Zin) Ag/2 (mm) 
Frequency Path 
(GHz) 
None 13 4.27 2,5 184.5 11.92 
None 7.62 3, 12, 13 145.5 6.54 
Slit-Slot 4.08 4 129 12.52 
None 7 5.82 5,2 262 11.63 
SlotNoSlit 4.25 1*,2* 195 16.05 
SlotNoSlit 8.01 1*,3,2,10 199 8.33 
Slit-Slot 3.85 4,5 48 17.75 
Slit-Slot 5.41 5,4 43 12.55 
None 4 5.52 5,2 167 15.82 
None 8.02 2,5 320 10.75 
SlotNoSlit 5.48 2*,5 150 15.95 
SlotNoSlit 7.78 2,5 354 11.09 
Slit-Slot 4.78 5,4 49 18.33 
TABLE 8.3. DEVICE FED FROM CENTRE 
Loading Er Resonant Re(Zin) Agl2 (mm) 
Frequency (GHz) Path 
None 13 3.77 5,2 43 13.56 
None 8.03 6,3,9, 11, 13 139 6.19 
SlotNoSlit 3.63 5,2* 43 14.08 
Slit-Slot 2.67 5,4 49 19.24 
None 7 5.13 2,5 46 13.24 
SlotNoSlit 4.58 2*,5 104 14.87 
SlotNoSlit 5.51 5,2 135 12.29 
Slit-Slot 3.57 5,4 50 19.16 
None 4 6.76 5,2 48 12.84 
SlotNoSlit 5.88 5,2* 91 14.84 
Slit-Slot 4.56 5,4 51 19.23 
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TABLE 8.4. KEy TO RESONANT PATH SYMBOLS 
Orientation Half-Wave Resonant Paths Symbol 
Vertical Between the apex and base edge 1 
Horizontal Across the base edge 2 
From the center of one slanted side to the center of another 3 
Misc. Around the periphery of the slot 4 
Across each slanted side 5 
Between the centre of each slanted side and the centre of the base edge 6 
From the center of each slanted side to the point at which the opposite 7 
feedline meets the patch 
Between the centre of each slanted side, and the centre of opposite 8 
vertical slot wall 
From the centre of each slanted side to a point within interior of the patch 9 
Between the apex and the centre of each slanted side 10 
Orientation Full-Wave Resonant Paths Symbol 
Vertical Between the apex and base edge 11 
Misc. Across each slanted side 12 
Horizontal Across the base edge 13 
Please note that the resonant path denoted 2* occurs across base via top and bottom of slot. 
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8.2. X- AND Y- COMPONENTS OF THE UNIT NORMAL 
This appendix derives the x- and y-components of the unit normal to the line AB. The y component, of 
the unit normal to line AC, (i.e. ny) differs from that associated with line AB merely by a change of 
sign. The x component is identical to that associated with line AB. 
Figure 8.1. 
A 
Figure 8.2. 
Vertex labels associated with the triangle. 
-n X 
B 
Illustrates the x and y components ofthe unit nonnal along with the associated geometry 
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-n 
sinfi =---!-
n 
nx = -iisinfi 
Similarly: 
ny 
cosfi =-::-
n 
ny =iicosfi 
For the equilateral triangle /3 = 60°12, and thus: 
nx = -ii sin 30° = -ii/2 
ny = ii cos 30° 
ny = 0.866ii = ii.J3 /2 
For the 74°, 53° isosceles triangle /3 = 73.74°12, and thus: 
nx = -ii sin 36.87° 
nx = -0.6ii 
ny = ii cos36.87° 
ny = 0.8ii 
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8.3. GALERKIN CODE FOR THE ISOSCELES TRIANGLE 
This appendix contains Matlab functions written to estimate the eigenvalues of the triangular patch. 
8.3.1. THE "EST EIG" FUNCTION 
function[DupRows, DupFlag, pq, N, H, E, EsU(, CatchFlag, ExTime] = Est_Eig(N, h) 
%------~------~~----~------~--------~------~---% % Created: 
% Purpose: 
% 
% Parent: 
% Children: 
% Inputs: 
% 
9,3,05 by James Kelly 
Determine the first N eigenvalues of a triangular patch resonator. 
This is the master function that calls all of the sub-functions 
None 
DupDetect, Equt InnerProductl, EqutInnerProduct2 
N = Number of basis functions 
h = Height of triangle (m) 
%,------------------------------~------~--~------~---% 
to = clock; % The current date and time is stored as vector (to) 
[DupRows, DupFlag, pq] = DupDetect(N, h); % Remove duplicate functions 
%###############################% 
%### Populate the E and H Matrices ###% 
%################################% 
% The function below is used to evaluate the H matrix 
[H, A, B, C] = EquUnnerProductl(N, pq, h); 
% The function below is used to evaluate the E matrix 
[E, CatchFlag] = EquUnnerProduct2(N, pq, A, C, B, h); 
%#####################################% 
%### Solve the Matrix Eigenvalue Problem ###% 
%#####################################% 
D = eig(E, H); % Solve the matrix eigenvalue problem 
Est_k = sort( sqrt(D)); % Arrange the eigenvalues in ascending order 
%############################% 
%### Miscellaneous Operations ###% 
%############################% 
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% The execution time is given by the difference between the time on entry 
% and exit from the function 
ExTime = etime(clock,tO); 
8.3.2. THE "DupDETECT" FUNCTION 
function[DupRows, DupFlag, pq] = DupDetect(N, h) 
%----------------------------------~-~------------~--------------~'% 
% Created: 9,3,05 by James Kelly 
% Purpose: 
% 
% 
% 
% 
Predict the location (Row) of duplicate functions within the E and H matrices. The 
DupRows matrix provides a means of recording the location of Rows that would 
contain duplicate functions. These rows are labe1ed using identical numbers. 
Note that the E and H matrices comprise the same number ofrows and columns 
% Parent: 
% Children: 
% Inputs: 
% 
% 
as the pq matrix 
Est_Eig 
PCLOf_mn 
N = Number of basis functions 
h = Height of triangle (m) 
%#############################% 
%### Declaration and Initilisation ###% 
%#############################% 
indX = 0; % Initilise the value of indX 
series_size = (N+l); 
matrix_size = series _ sizeA 2; 
for Row = l:matrix_size % Initilise the DupRows and DupFalg matrices 
DupRows(Row,:) = Row; 
DupFlag(Row) = 0; 
end 
%###########################################% 
%### Identify the Locations of Duplicate Functions ###% 
%###########################################% 
for Row = 1 :matrix _size 
%### Determine K, p and q ###% 
[p, q] = PCLor_mn(N, Row); % This function returns all of the values ofp and q 
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%### Locate rows that would contain duplicate functions ###% 
% On entry to each new batch, except the fIrst the following rows will 
% contain duplicate functions 
if and( q=O, p-=O) 
DupRows(Row,:) = DupRows(p+l,:); % Copy the row number across 
% There is a duplicate function, at this row location, so set the 
% flag 
DupFlag(Row) = 1; 
% To fmd row No. Take batch No. (p) and add one (this will be a 
% row from batch 1) 
elseifp>O 
% Ensures that we only replaces rows ahead of our current position 
% in the matrix(Row) 
if Row < q*series_size+(p+l); 
% Copy the row number across 
DupRows(q*series_size+(p+l),:) = DupRows(Row,:); 
% There is a duplicate function, at this row location, so set the flag 
DupFlag(q*series_size+(p+1)) = 1; 
end 
end 
end 
% Create a LUT containing the values of p and q that do not result in 
% duplicate functions 
for Row = 1 :matrix size 
% If this flag is zero, store the corresponding p and q value in the LUT 
ifDupFlag(Row) = 0; 
% Ensures that we don't have gaps in the matrix, where rows have been removed 
indX = indX + 1; 
[p, q] = p~or_rnn(N, Row); % Determine p and q 
% Store these values in the reduced matrix (called pq) of values 
pq(indX,:) = [p q]; 
end 
end 
8.3.3. THE "EQUI_INNERPRODUCTl" FUNCTION 
function[H, A, B, C] = EquUnnerProduct1(N, pq, h, b) 
%,--------------------"--------------~% 
% Created: 
% Purpose: 
% Parent: 
9,3,05 by James Kelly 
Evaluate the H matrix 
Est_Eig 
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% Children: 
% Inputs: 
% 
% 
% 
Isos _ SurfInt 
N = Number of basis functions 
pq = Reduced matrix of pq values 
h = Height of triangle (m) 
b = Base length of triangle (m) 
%,----------------------------------'% 
%#############################% 
%### Declaration and Initilisation ###% 
%#############################% 
Declarations % Run a matlab m file containing the remaining declarations 
CatchFlag(1,1) = 0; % Initilise all of the Catch Flags used in this function 
CatchFlag(1,2) = 0; 
CatchFlag(1,3) = 0; 
% Note "a" is the side length of the equilateral triangle. Setting "a" to 25mm gives: 
A = 145.1039; %= 2*pi/(sqrt(3)*a) 
B = 2*pi/3; 
C = 83.7758; %= 2*pi/(3*a) 
% Define the basis function 
cos«A *Sym_x + B)*V AR1(1))*cos(C*VAR2(1)*Sym3)+ .. . 
cos«A*Sym_x + B)*VAR1(2))*cos(C*VAR2(2)*Sym_y)+ .. . 
cos«A *Sym _x + B)*V AR1(3))*cos(C*V AR2(3)*Sym 3); 
for Row = 1 :matrix size 
% Look-up the p and q values 
p = pq(Row, 1); 
q = pq(Row,2); 
K = -p -q; % Compute K 
for Col=1:matrix size 
% Look-up the m and n values 
m = pq(Col,1); 
n = pq(Col,2); 
L = -m -n; % Compute L 
%###################################################% 
%### Evaluate the Weight (Tpq) and Basis (Tmn) Functions ###% 
%###II!IIII/#####################################Nlll/it## #% 
try 
% Substitute the numerical values into the basis function and simplify the result 
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Tpq = subs(Sym_T, {Sym_a, Sym_m, Sym_n, Sym_L}, {a, p, q, K}); 
catch % If an error occurs 
clear maplemex 
CatchFlag(l,l) = 1 + CatchFlag(l,l); % Set the appropriate Catch flag 
end 
try 
% Substitute the numerical values into the basis function and simplify the result 
Tmn = subs(Sym_T, {Sym_a, Sym_m, Sym_n, Sym_L}, {a, m, n, L}); 
catch % If an error occurs 
clear maplemex 
CatchFlag(1,2) = 1 + CatchFlag(1,2); % Set the appropriate Catch flag 
end 
%-############################% 
%### Evaluate the Inner Products ###% 
%#############################% 
TSqd = Tpq*Tmn; % Form the argument (TSqd) of the second inner product 
try 
% Integrate TSqd over the surface area of an isosceles triangle 
[InnerProduct] = Isos_Surflnt(TSqd, h, b, a); 
catch % If an error occurs 
clear maplemex 
CatchFlag(1,3) = 1 + CatchFlag(1,3); % Set the appropriate Catch flag 
end 
H(Row,Col) = InnerProduct; % Store the result within the H matrix 
end 
end 
8.3.4. THE "EQUI_INNERPRODUCT2" FUNCTION 
function[E, CatchFlag] = EquUnnerProduct2(N, pq, A, C, B, h, b) 
%-"----~----.--------.-------------% 
% Created: 
% Purpose: 
% Parent: 
% Children: 
% Inputs: 
9,3,05 by James Kelly 
Evaluate the H matrix 
Est_Eig 
Isos Surflnt 
N = Number of basis functions 
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% 
% 
% 
% 
pq = Reduced matrix of pq values 
A,B,C see Declarations 
h = Height of triangle (m) 
b = Base length of triangle (m) 
%,------~----~--------------~% 
%##############################% 
%### Declaration and Initilisation ###% 
%#######NHHtlllli################% 
Declarations % Run a matIab m file containing the remaining declarations 
CatchFlag(1,4) = 0; % Initilise the Catch Flags used in this function 
CatchFlag(1,5) = 0; 
CatchFlag(1,6) = 0; 
CatchFlag(1,7) = 0; 
Sym_T = cos((A*Sym_x + B)*VARl(1»*cos(C*VAR2(1)*Sym3)+ ... % Defme the basis function 
cos((A*Sym_x + B)*VARl(2»*cos(C*VAR2(2)*Sym_y)+ .. . 
cos((A *Sym _x + B)*V ARl(3»*cos(C*V AR2(3)*Sym3); 
for Row=l :matrix size 
% Look-up the p and q values 
p = pq(Row, 1); 
q = pq(Row,2); 
K = -p -q; % Compute K 
for Col=l:matrix size 
% Look-up the m and n values 
m=pq(Col,l); 
n = pq(Col,2); 
L = -m -n; % Compute L 
% Defme the basis function 
Sym_T = cos((A*Sym_x + B)*V ARl(l»*cos(C*V AR2(l)*Sym_y)+ .. . 
cos((A *Sym_x + B)*V ARl(2»*cos(C*VAR2(2)*Sym_y)+ .. . 
cos((A *Sym_x + B)*VARl(3»*cos(C*VAR2(3)*Sym_y); 
%##############################//####1/##############% 
%### Evaluate the Weight (Tpq) and Basis (Tnm) Functions ###% 
%###################################################% 
try 
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% Substitute the numerical values into the basis function and simplify the result 
Tpq = simple( subs(Sym_T, {Sym_a, Sym_m, Sym_n, Sym_L}, {a, p, q, K}) ); 
catch % If an error occurs 
clear maplemex 
CatchFlag(1,4) = 1 + CatchFlag(1,4); % Set the appropriate Catch flag 
end 
try 
% Substitute the numerical values into the basis function and simplify the result 
Tmn = simple( subs(Sym_T, {Sym_a, Sym_m, Sym_n, Sym_L}, {a, m, n, L}) ); 
catch % If an error occurs 
clear maplemex 
CatchFlag(1,5) = 1 + CatchFlag(1,5); % Set the appropriate Catch flag 
end 
%fflffl~#~#~#fflffl~mfflfflfflfflmfflffl% 
%fflffl Evaluate the Inner Products ###% 
%###~#~fflffl#~#~fflmfflfflfflfflfflffl% 
% Determine the gradient of the weight (w) and basis (v) functions 
dTdx-pq = diff(Tpq, Sym_x); 
dTdy-pq = diff(Tpq, Sym_y); 
dTdx_mn = diff(Tmn, Sym_x); 
dTdy_mn = diff(Tmn, Sym_y); 
try 
DelTSqd = (dTdx-pq*dTdx_mn + dTdy-pq*dTdy_mn); 
catch % If an error occurs 
clear maplemex 
CatchFlag(1,6) = 1 + CatchFlag(1,6); % Set the appropriate Catch flag 
end 
try 
% Integrate DelTSqd over the surface area of an isosceles triangle 
[InnerProduct]= Isos_Surflnt(DelTSqd, h, b, a); 
catch % If an error occurs 
clear maplemex 
CatchFlag(1,7) = 1 + CatchFlag(1,7); % Set the appropriate Catch flag 
end 
E(Row,Col) = double(InnerProduct); % Store the result within the E matrix 
end 
end 
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----------- --- -----
8.3.5. THE "ISOS_SURFINT" FUNCTION 
function[SurInt] = Isos_SurfInt(INTERGRAND, h, b, a) 
%,-------------------------------------------------------'% 
% Created: 
% Purpose: 
% Parents: 
% Children: 
% Inputs: 
% 
% 
9,3,05 by James Kelly 
Integrate the function over the surface area of the isosceles triangle 
Equi_InnerProductl, Equi_ InnerProduct2 
None 
INTERGRAND = The function to be integrated 
h = Height of triangle (m) 
b = Base length of triangle (m) 
%,------~-----------------------------------------------% 
%#################% 
%### Declarations ###% 
%#################% 
%### Variable declarations ###% 
Sym _x = symCSym _x'); 
Sym_y= symCSym_y'); 
% INTERGRAND = 1; %### USE THESE LINES WHEN TESTING THE CODE 
% h = symCh'); 
% b = symCb'); 
% a = symCa'); 
%### Constant declarations ###% 
gradient = 2*h/b; % The gradient and y-intercept ofline AB 
intercept = aI( 2*sqrt(3) ) - h; 
XUp = aI( 2*sqrt(3»; % The upper and lower limits of integration 
XLow = gradient*Sym_y + intercept; 
YUp =b/2; 
YLow=O; 
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%################################% 
%### Account for first half of triangle ###% 
%################################% 
%### Determine the integrals ###% 
XInt = int(INTERGRAND, Sym_x); % Take the indefinite integral w.r.t. x 
UpLimXInt = subs( XInt, Sym _x, XUp ); % Substitute the upper limit into the above result 
LoLimXInt = subs( XInt, Sym_x, XLow); % Substitute the lower limit into the above result 
NurnXInt = UpLirnXInt - LoLirnXInt; % Evaluate the definite integral 
YInt = int(NurnXInt, Sym_y); % Take the indefinite integral w.r.t. y 
UpLimYInt = subs( YInt, Sym3, YUp); % Substitute the upper limit into the above result 
LoLimYInt = subs( YInt, Sym_y, YLow); % Substitute the lower limit into the above result 
NumYlnt]t1 = UpLimYlnt - LoLimYInt; % Evaluate the definite integral 
%#####################################% 
%### Account for remaining half of triangle ###% 
%#####################################% 
%### Constant declarations ###% 
XUp = aI( 2*sqrt(3)); % The upper and lower limits of integration 
XLow = -gradient*Sym _y + intercept; 
YUp=O; 
Ylow=-b/2; 
%### Determine the integrals ###% 
XInt = int(INTERGRAND, Sym_x); % Take the indefinite integral w.r.t. x 
UpLirnXInt = subs( Xlnt, Sym _x, XUp ); % Substitute the upper limit into the above result 
LoLirnXlnt = subs( Xlnt, Sym _x, XLow ); % Substitute the lower limit into the above result 
NurnXlnt = UpLirnXInt - LoLirnXlnt; % Evaluate the definite integral 
YInt = int(NurnXInt, Sym_y); % Take the indefinite integral w.r.t. y 
UpLim YInt = subs( YInt, Sym 3, YUp ); % Substitute the upper limit into the above result 
LoLimYInt = subs( YInt, Sym3, YLow); % Substitute the lower limit into the above result 
NumYInt]t2 = UpLimYInt - LoLimYInt; % Evaluate the definite integral 
SurInt = NumYInt]t1 + NumYInt]t2; % Add the two results (integrals) together 
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function[p, q] = p~ or _ mn(N, LoopIndX) 
%,------~----------------------~% % Created: 
% Purpose: 
% Parent: 
% Children: 
9,3,05 by James Kelly 
Populate the pq matrix 
DupDetect 
None 
% Inputs: N = Number of basis functions 
% LoopIndX = Height of triangle (m) 
%,------------------------~----~% 
%#################~ 
%### Declarations ###~ 
%####ltillllltlli#ti#####~ 
series_size = N+ 1; 
%####################~ 
%### Evaluate p and q ###~ 
%####################~ 
p = floor( (LoopIndX-l)/series_size); 
q = LoopIndX - series_size*p - 1; 
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8.4. BUGS IN THE MATLAB SOURCE CODE 
1 st Bug. For the reasons given in Sub-section 5.4.5 it is sometimes necessary to employ a large number 
of base functions in order to obtain accurate results using Galerkin's method. Unfortunately a peculiar 
error was encountered when N was increased to 4 and above. The error is sometimes generated when 
calculating the value of a matrix element at Row ~ 24 and Col ~ 54. The error cannot be replicated by 
calculating the value of this element in isolation. Furthermore the location (row, col.) of the 
problematic matrix element together with the exact form of the error message appeared to vary slightly 
from one execution of the code to another. The error message, received from the compiler, is given 
below 
{pi, Symy} 
??? Error using ==> maple 
Error, integer too large in context 
Error in ==> sym.findsym at 33 
v = maple('indets~ sc, 'symbol~; 
Error in ==> sym.subs at 65 
vars = findsym(OLDj); 
Error in ==> Isos_SurjInt at 39 
UpLimfInt = subs( fInt, Symy, YUp); 
Error in ==> EquiJnnerProductlv4 at 40 
(InnerProductJ= Isos_SurjInt(TSqd, h, b); 
The evidence suggested that these were symptoms of a bug in the Matlab source code. For this reason 
the problem was reported to Matlab's software support team. Having investigated the problem they 
explained that the message "Error using ==> maple> Error, integer too large in context" is due to the 
way that memory management is performed by Maple. They notified their development staff and are 
currently seeking to address this problem in a future release of the Symbolic Math Toolbox. Currently 
the only way to work around the problem is to "wrap" the call to a symbolic calculation inside a 
"try/catch block" (see the code extract below). This approach is required whenever the symbolic 
calculation operates on numbers expressed using a large quantity of digits. In addition the Maple 
function should be cleared using the "clear maplemex" command 
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try 
[InnerProductJ= Isos_Surfint(DelTSqd, h, b); 
catch 
clear maplemex 
CatchFlag(I,2) = 1 + CatchFlag(I,2); 
End 
2nd Bug. If an output, to be displayed on the screen, consumes too much room horizontally then the 
program will simply "lock-up". There will be no error/warning message and no indication of status 
(e.g. busy). 
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8.5. DIELECTRIC CONSTANT MEASUREMENT 
8.5.1. INTRODUCTION 
A wide variety of different methods are available for determining the relative permittivity of flat, solid 
materials at RF and microwave frequencies. The most appropriate technique, for a given application, 
is selected on the basis of a number of factors. These factors include: the frequency range of interest, 
the geometry of the Material Under Test (MUT), and the required level of accuracy. High-frequency 
dielectric measurement techniques may be divided into two broad categories; transmission and 
resonant methods. Transmission techniques enable measurement over a broad frequency band, but are 
less accurate. The following text gives two specific examples of transmission techniques. Non-
destructive measurements can be made by placing the MUT between two horn antennas, before 
measuring the transmitted and reflected signals. Unfortunately this means that the technique can only 
be used to characterize large sheets of material [1]. Alternatively a micro strip transmission line could 
be patterned above the MUT. To facilitate 2-port measurement it is necessary to incorporate a 
transition, typically from micro strip to co-axial, at each end of the line [2, pp. 328]. Errors due to this 
transition are difficult to quantify, and may compromise the accuracy of the results. Resonant methods 
may, in turn, be classified as either dielectric resonator or resonant cavity techniques. With the advent 
of modern network analyzers, frequency can be measured to a high degree of accuracy. This makes the 
microwave resonator techniques attractive. Resonant cavity techniques generally offer high accuracy 
at the expense of additional design effort. Unfortunately resonant cavities are only capable of 
characterising the material at discrete frequencies corresponding to the resonant modes of the cavity. 
Additionally, these techniques are limited to use with low-loss materials. The following text discusses 
some of the more popular resonant cavity techniques. Waveguide resonant cavity techniques are 
widely used for non-destructive measurements. The technique is accurate, but it is difficult to load and 
unload the MUT [3]. The ring, microstrip linear, and whispering gallery resonator techniques are 
usually destructive since the resonator is fabricated on the MUT [3]. Destructive measurements can 
also be made by metallizing the broad faces, and narrow edges of the MUT. The resulting structure is 
a parallel plate resonator, having well defined resonant modes [2, pp. 328]. The microstrip ring 
resonator is widely attributed to Troughton [4]. The technique has a number of significant advantages: 
it is almost free of radiative loss, suffers no end-effects, and enables characterisation at a number of 
frequencies [2, pp. 330-1]. To clarify the last point it is possible to measure the permittivity of the 
MUT at the first n-resonances for which there is a tolerable signal-to-noise ratio. This may cover a 
decade wide range of frequencies [5]. The disadvantages associated with the ring resonator technique 
are listed below: 1) When the effects of curvature are strong, the mean circumference is an inaccurate 
means by which to estimate the resonant path length; 2) There is a possibility of field interactions 
between diametrically opposing points on the ring; 3) Field distortion occurs in the section of the ring 
adjacent to the coupling gap; and 4) Non-uniformities along the length of the ring may cause mode 
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splitting. In fact perturbations are sometimes deliberately introduced into ring resonators in order to 
create dual-mode structures, for filtering applications. The effects of curvature and the possibilities of 
field interaction are minimised by using a large diameter ring, having a narrow line width ( w / h « 1 ). 
A further advantage ensuing from the use of large diameter rings is that the significance of field 
distortion is diminished. The reason for this is that the distorted field now occupies a relatively small 
portion of the ring. Unfortunately the need for a large ring diameter restricts the technique to use with 
large sheets of material. Furthermore it increases the possibility of variation in the parameters of the 
MUT (i.e. thickness and permittivity) under different sections of the ring [2, pp. 330-1]. From the 
previous discussion one will recall that the ring resonator should have a narrow line width. 
Unfortunately reducing the line width increases the current density within the circuit. This leads to an 
increase in conduction losses and therefore a reduction in the quality factor of the resonator. The 
resonators in industrial sensors and other microwave measurement devices should have a high quality 
factor. Any reduction in the quality-factor will reduce the accuracy with which a change in the 
resonant frequency can be measured [1]. Open- and, indeed short- circuited resonator techniques can 
be used to characterise much smaller pieces of MUT, than the ring resonator will allow. In the paper 
by Traut [6] the resonator is patterned on a card. The MUT and the pattern card are then sandwiched 
between a pair of ground planes, to form a strip-line resonator. The ground planes, on either side of the 
structure provide, a convenient mechanism by which to carefully regulate the temperature of the 
structure and apply a strong clamping pressure. In fact the stripline resonator method is an American 
Standard. Although the micro strip resonator is frequently employed destructively (as outlined earlier), 
a few experimenters have used the MUT as an overlay [3], [7]. The accuracy of these results range 
from 0.5% to 3%. Usually it is necessary to determine the effective length of the resonator precisely in 
order to deploy the open-circuited resonator techniques. The effective length is greater than the 
physical length because it is used to account for the effects of the fringing fields. These fields are 
associated with the open-end and the coupling gap, between the resonator and its feed-line. Easter and 
Richings [5] presented a substitutional method, which provides a mechanism for determining and 
distinguishing between these two effective length extensions. The technique involves patterning two 
resonators, one of which is later etched away. There is little variation in the thickness and permittivity 
of the substrate, under each resonator, because the features are concentrated within a small area of the 
board. The technique was later extended by Gupta, Easter and, Gopinath [8]. For a good review of 
dielectric measurement techniques the reader should consult the paper by Baker-Jarvis and Jones [9]. 
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Table 8.5 provides a brief evaluation of some of the more popular techniques for permittivity measurement. 
TABLE 8 5 AN EVALUATION OF POPULAR PERMITfIVITY MEASUREMENT TECHNIQUES 
Technique Nature of Advantages Limitations 
Technique 
Split-Cylinder (or Split-Post Resonant • Suitable for rapid implementation • Only suitable for characterising freestanding films Dielectric) Resonator • Can characterise multi-layer samples • There are no mathematical models for multi-layer 
• Can characterise thin films at low (GHz) sample analysis frequencies 
CPW Resonator Resonant • Very simple and cheap to fabricate • Generally suitable for the characterisation of 
• Double layer structures can be analysed materials at a single frequency in the GHz range 
using widely available mathematical models 
• Ideal for measuring thin, non-freestanding, 
solid films 
Microstrip Ring Resonator Resonant • End effects (fringing fields and radiation) are • If curvature is pronounced mean ring 
avoided circumference is not representative of resonant 
path length 
• Fields interaction between diametrically opposing points, on the ring 
• Distortion of ring fields in region of coupling gap 
• Flaws in the ring can cause mode splitting. 
Co-axial Probe Transmission • Suitable for rapid implementation • Results are quite sensitive to the presence of air gaps between the sample and the end of the probe 
• Non-destructive • Limited accuracy 
• Fairly malleable samples can be measured in-situ 
• Suitable for both wet and dry film samples 
Fluid Capacitor Method Low frequency • Results are independent of material thickness • Cannot be used above 500MHz 
Free Space Measurements Transmission • Prediction errors are caused by uncertainty and 
using Antennas variability sample thickness 
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8.6. PLANAR RESONATORS FOR PERMITTIVITY MEASUREMENT 
8.6.1. METHOD 
This chapter describes two, competing planar resonant cavity techniques; namely the coplanar 
waveguide (commonly abbreviated to CPW) and microstrip resonator. Experience is required in order 
to deploy these techniques successfully. The guidelines provided (below), will enable the reader to 
identify which of the two techniques, under discussion (i.e. CPW and microstrip), is more appropriate 
for their application. In the following text the word "permittivity" is used when referring to the real 
component of the complex relative permittivity. Some authors use the alternative phrase "dielectric 
constant", for the same purpose. 
Microwave resonators assume a large number of different forms [10] and are employed within 
a wide variety of circuits including: filters, oscillators, tuned amplifiers, and apparatus for permittivity 
measurement. 
The procedure for determining the permittivity of a material is summarised by the flowchart in 
Figure 8.3. The first and last steps in this process are particularly important. It is important to note that 
the steps within the procedure are unaffected by the choice or design of resonant cavity. 
Test piece selection and design 
Fabricate test pie~e 
Determine the thickness of the: 1) dielectric 
sample, and 2) substrate used in the 
3 fabrication .. ofthe planar resonator 
~ 
Measure the resonant frequency ofth~single 
. ~ layer device . 
~ 
Apply the dielectric sjample to the apptopriate 
5 face ofthe planar resonator .•.•.. 
~ 
Measure the resonant fre<)uency of the multi-
6 dielectric layer resonator 
.~ 
Determine the relative permittivity of the 
7 MUT . 
~ 
Corroboration I 
Figure 8.3. Procedure for permittivity measurement. 
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8.6.2. TEST PIECE SELECTION AND DESIGN 
The first step in the process is test piece selection and design. It is vital to perform this step correctly, 
since it has a significant influence upon the accuracy of the final result. The aim of this step is to select 
a type (i.e. CPW or microstrip) and design of test piece that will yield an accurate estimate for the 
permittivity of the MUT. Firstly one must design two planar resonators, which exhibit the required 
unloaded resonant frequency. Each device is formed from a different type of planar transmission line; 
the first should be based on microstrip, and the second on CPW. The performance of each test piece is 
then predicted through electromagnetic computer simulation, before and after applying a MUT to the 
appropriate face of the test piece. It is vital to ensure that the parameters (i.e. thickness and 
permittivity) of the simulated MUT agree with those pertaining to the physical MUT. The latter were 
obtained through measurement and guesstimation. The permittivity of the MUT is estimated by 
following steps 3-7, in the flow chart of Figure 8.3. The permittivity of the MUT was declared, when 
setting-up the simulations. Consequently it is possible to quantify the accuracy of the estimates 
obtained. The simulations are then repeated several times using different values of substrate 
permittivity and thickness. Once again Steps 3-7 are used to determine the permittivity of the MUT. 
The final step is to select the type and design of test piece that yields the most accurate results. 
Having finalized the test piece design one can to assess the sensitivity of its resonant frequency (and 
thus effective relative permittivity) to small changes in the permittivity of the MUT. For brevity the 
chapter simply refers to the sensitivity of the test piece. In formal terms sensitivity = !:lEejJ / !:lErs . 
Where !:lE ejJ and !:lErs denote small changes in effective relative permittivity and superstrate 
permittivity, respectively. The first step towards evaluating test piece sensitivity is to process the 
measurement results for the loaded resonator, using steps 3-7 in the flow chart of Figure 8.3. The 
permittivity of the MUT was declared in the conformal mapping code (see Sub-section 8.6.5 for 
information on conformal mapping). This value is increased by 20% (i.e. !:lErs = 20%) and the 
resulting change in effective relative permittivity (i.e. !:lE ejJ) is carefully noted. The ratio of these 
small changes gives the test piece sensitivity. Sub-section 8.6.3 will explain how the sensitivity of the 
test piece is influenced by the location ofthe MUT. 
8.6.3. SUBSTRATE PERMITTIVITY AND MUT LOCATION 
The CPW Resonator 
The first part of this section considers the effect of substrate permittivity and MUT location, on the 
sensitivity ofthe resonator. Consider a CPW resonator loaded by a MUT, placed above the signal line. 
The resonator is most sensitive when the permittivity of the MUT is identical to that of the substrate 
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[11]. Under this condition the resonator is completely embedded within a homogeneous dielectric 
material. This leads to the following important design rule for CPW resonators that are to be loaded 
from above. The rule is that the permittivity of the chosen substrate material must closely match the 
guesstimate value for the MUT. Additionally, the resonant frequency of a CPW resonator, is most 
sensitive to small changes in the permittivity of the MUT, when the MUT is located above the printed 
(or hot-) layer (see Tables 8.6 and 8.7). The reason for this is that the fringing fields of a CPW 
resonator interact most strongly with the MUT under this condition. Unfortunately air pockets form 
beneath the MUT, in the gaps between the metallization. The conformal mapping process does not 
account for the presence of these air pockets. Consequently the results obtained, from this analysis, 
will be slightly in error. By placing the MUT beneath the substrate layer it is possible to eliminate the 
air pockets, however this also has the effect of reducing the sensitivity of the resonator. For this 
configuration, increasing the permittivity ofthe MUT enhances the sensitivity ofthe resonator. 
Figure 8.4 shows the CPW resonator used in this study. This device exhibits a fundamental resonant 
frequency of 5. 19GHz, and was fabricated on an FR4 substrate having a permittivity of 4.25. 
Figure 8.4. Shows the CPW resonator employed in this study. 
The Microstrip Resonator 
Figure 8.5 shows the micro strip linear resonator fabricated for the purpose of permittivity 
measurement. The device has a fundamental resonant frequency of 4.94GHz, and was fabricated on a 
Taconic TLX-9 substrate having a permittivity of 2.52. Only the longer resonator was employed 
during these experiments. Due to the presence of a ground plane, beneath the substrate layer, there is 
no option but to place the MUT above the printed layer. 
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Figure 8.5. The microstrip linear resonator fabricated for permittivity measurement. 
When using the micro strip resonator the effect of varying the permittivity of the MUT is to alter the 
strength and distribution of fringing fields, within each of the dielectric layers (see Figure 8.6). The 
changes in the strength of electric field between the dielectric layers are predicted by one of the 
boundary conditions, applied at the dielectric-dielectric interface. This condition states that the normal 
component of the electric flux density is continuous across the dielectric interface. Mathematically, 
slEln = s2E2n' where E1n denotes the normal component of electric field within the first dielectric 
layer [12, pp. 12]. For the sake of an illustrative example, assume that the permittivity of the substrate 
layer is 2.54, whilst that of the MUT is 25.4. Under this condition the electric field strength within the 
MUT will be one tenth of that within the substrate layer. 
The results obtained using a micro strip resonator, are most accurate when the permittivity of the MUT 
is considerably larger than that of the substrate. In comparison to those of the unloaded device, the 
fringing fields are most heavily distorted under this condition (see Figure 8.6). There is a direct 
relationship between the fringing fields and the effective relative permittivity. The sensitivity of the 
microstrip resonator is enhanced by employing the lowest possible value of substrate permittivity. 
The length of the resonator was selected, so as to characterize the dielectric at a particular frequency. 
It is well known that the length of the resonator increases as the substrate permittivity is reduced. The 
lower limit on substrate permittivity is set by the very practical need to ensure that the size of the 
resonator remains smaller than that of the MUT. Figure 8.6 illustrates the distribution of electric field 
around a 50-Ohm micro strip line. The permittivity of the MUT (denoted E2) was varied, whilst that of 
the substrate (denoted El) remained constant at a value of 2.54. 
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Figure 8.6. 
~ ........ l ",:J' ..• : ..... ~ •. , Cl::; :'l 
The effect of MOT permittivity on the pattern of electric field around a 50-Ohm micro strip 
line. 
The reader is reminded that the depth of shading is proportional to the field strength. The 
discontinuities in the bands of shading, shown in Figure 8.6, therefore occur due to the changes in field 
strength between the three dielectric layers (i.e. substrate, superstrate, and air). The change in field 
strength at the superstrate and air interface accounts for the discontinuity observed in part (b) of the 
figure. 
The choice of substrate thickness is primarily influenced by the results of the parametric 
study, discussed is Section 8.6.2. It is prudent, however to select a thick microwave substrate because 
this will increase the level of mechanical rigidity, and thus enhance the quality of the ground plane 
connection. Thin substrates tend to be highly malleable, leading to deformation during manufacture 
and handling. The difficulties involved in flattening the substrate compromise the quality of the 
ground plane connection, resulting in considerable repeatability error. 
8.6.4. METHOD OF EXCITATION AND MEASUREMENT 
The series coupling arrangement was utilised throughout all microwave measurements. For the 
purpose of making high precision microwave measurements series coupling, to an open-circuited 
straight resonator, is the superior choice. Side coupling may occasionally be useful, but unfortunately 
it introduces a number of complications [13, pp. 331-2]. Firstly the fields within the section of 
resonator adjacent to the gap become distorted. Although the ring resonator is also afflicted by this 
problem (as described in the introduction to this thesis) the effect is expected to be more pronounced 
in the straight open-circuited resonator. The reason for this is that distorted fields may occupy a 
greater proportion of the resonant length. There is also a second major disadvantage, associated with 
side coupling. The position of the feed line, relative to the resonator, has a significant effect on the 
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subset of modes excited. Generally it is advisable to locate a side coupled feed-line in the centre of the 
resonator. 
It is only instructive to compare the resonant frequency, of an unloaded planar resonator, with 
that of a loaded device if the resonator is excited under the same degree of coupling in each instance. 
The strength of coupling between the external circuit and the resonant cavity is controlled by the 
losses incurred within the cavity. Any loading of resonator, by the external circuit or a MUT, will alter 
the energy losses within the device and hence change the resonant frequency of the circuit. Due to this 
effect, lrnown as frequency pulling, it is impossible to achieve constant coupling when using a fixed 
position feed. In these situations, it would be necessary to employ a procedure to extract the unloaded 
resonant frequency of each device, from measurements of the loaded resonant frequency [14]. In the 
interests of convenience it is better to employ a coupling technique, which facilitates mechanical 
adjustment of the coupling strength. This aim may be achieved by employing a separate micro strip 
feed line, with which to excite the resonator (see Figure 8.7). During the course of a microwave 
measurement the micro strip feed-line rests above the CPW resonator. The coupling strength may be 
adjusted by displacing the feed-line, as required, along the axis of the resonator (see Figure 8.7). In 
order to use such a feeding technique in conjunction with the micro strip resonator the ground plane 
has been extended, beyond the boundaries of the substrate, using a thin piece of steel plate. The plate 
is bolted into position as depicted in Figure 8.5. 
Press the 
feeding piece 
and displace it 
to excite the 
resonator 
through a 
capacitive gap 
Figure 8.7. 
rvlicrostrip feeding piece 
(only one piece for the 
excitation of all rewuators) 
Shows the arrangement used to excite the CPW resonator. 
When the complex input impedance, of a resonant cavity is plotted, as a function of frequency, the 
graph typically takes the form of a number of distinctive circles. These circles are lrnown as Q-circles 
(see Figure 8.8). Each circle is defined by the impedance co-ordinates, of frequency points lying 
within the close vicinity (+ and - 3%), of a particular resonant mode [15, pp. 50]. A direct 
mathematical relationship exists between the diameter of the Q-circle, and the coupling strength. A 
relatively small Q-circle indicates loose coupling, between the resonator and the external circuit [15, 
pp. 119]. The feedback, for adjustment of the coupling strength, is therefore provided by visual 
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inspection of the Q-circle. The Q-circle(s) can be viewed, whilst making the microwave measurement, 
by displaying the scattering parameters in the form of a Smith Chart. In order to maintain a constant 
coupling strength, between the feed-line and resonator, the diameter of the Q-circle must remains 
almost unaltered following the application of a MUT. 
Figure 8.8. An example of a Q-circ1e. 
8.6.5. ANALYSIS AND ERROR CHECKING 
Calculating the Effective Relative Permittivity 
Equation (1) provides a simple and convenient means by which to determine the effective relative 
permittivity of a multi-layer CPW or micro strip resonator [11]. The calculation is performed using 
only the loaded and unloaded resonant frequencies, along with the effective relative permittivity of the 
unloaded device. Alternatively it is possible to use a substitutional technique, attributable to Easter, 
Richings, Gupta, et al. [16], [17] in conjunction with equation (2). 
(1) 
(2) 
It is necessary to fabricate a pair of linear, series gap-coupled microstrip resonators in order to employ 
the latter technique. These resonators should be etched, in fairly close proximity, onto a single 
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microwave substrate. Alternatively each resonator may occupy one of a pair of substrates with very 
closely matched electrical properties. By measuring the resonant frequencies of each resonator, and 
processing the result using equation (2), it is possible to obtain a value for the effective relative 
permittivity. The method is inconvenient since it relies on having an accurate measurement for the 
length of each resonator. Accurate length measurement can only be achieved using an instrument such 
as a travelling microscope. Considerable time, care and attention is required for such a procedure. The 
requirement for accurate length measurement also increases the significance of manufacturing errors. 
It is difficult, for example, to measure accurately the length of a resonator whose open ends are ill 
defined. Such a measurement will inevitably be highly SUbjective, resulting in repeatability errors. For 
a fixed substrate thickness, the width of a 50-Ohm micro strip line is inversely proportional to the 
substrate permittivity. Consequently the use of a low permittivity substrate reduces the significance of 
manufacturing tolerances and should ensure that the artwork is easier to render. Additionally, when 
using the substitutional method, attributed to Easter, et aI., the dimensions of the coupling gaps must 
be almost identical. If the coupling gaps differ significantly in size the length extensions, required to 
account for their end-effects, will also differ. This would render equation (2) invalid. The need to 
match the size of each gap closely also increases the significance of fabrication inaccuracies. When 
using equation (1) there is no requirement to fabricate accurately two resonators, or to measure their 
lengths. 
Calculating the Permittivity of the MUT 
The conformal, or Biholomorphic map, is used to convert (or map) the geometry of one mathematical 
problem into a form that may be analysed with greater ease. Under the action of conformal mapping 
the angles between planes in the image configuration, remain unaltered in the transformed 
configuration. 
Quasi-static analysis is frequently applied to micro strip transmission lines, and is based upon 
the simplifying assumption that the mode of propagation is pure TEM. Under this condition the static 
capacitances provide a vehicle for determining the transmission characteristics of the microstrip line 
[18]. Conformal mapping is an important technique for calculating the values of these capacitances. 
Conformal mapping is also deployed to aid the solution of Laplace's equation, in two-dimensions [19]. 
Ever since their inception, conformal mapping has been used to compute the properties of planar 
transmission lines. But the resulting formulas were once very complicated and could only be deployed 
after making restrictive simplifying assumptions. In 1964 H. Wheeler described an important 
development in conformal mapping [20]. It addressed a problem that had resisted solution for some 
time; that is parallel strips and a strip parallel to a ground plane (i.e. a microstrip like structure). 
Wheeler's paper presents solutions, for the characteristics of those lines, in terms of elliptic functions. 
The procedure was simplified still further by Svacina [21], [22] who employed an exact conformal 
transform to develop expressions for the characteristic impedance of a zero-thickness microstrip-line. 
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Wan and Hoorfer [23] modified Svacina's equations so that they could be used to analyse systems 
comprising three or more dielectric layers. The equations contained within these papers are based 
exclusively on hyperbolic and trigonometric (or circular) functions. These equations (along with 
others of a similar nature), were employed to analyse experimental data, obtained using multi-layer 
micro strip resonators. Section 8.6.7 presents the experimental data, along with some analysis. A paper 
by Chen and Chou [24] provided equations for conformal mapping within multi-layer CPW 
transmission lines. The CPW transmission line is split into two independent halves for the purpose of 
this analysis. The first half is situated above the printed layer, whilst the second is located below. In 
order to calculate the effective relative permittivity, of the multi-layer CPW line, one must first 
calculate the partial capacitance of each individual dielectric layer. This is achieved by subtracting the 
permittivity of layer k-l from that of layer k (see Figure 8.9). For this reason it is necessary to 
carefully arrange the geometry, ensuring that the permittivity of each consecutive layer is greater then 
that of its predecessor. If this rule is not observed the calculations will yield negative partial 
capacitance values for the effected dielectric layers. Consequently the results generated, by the 
conformal mapping equations, will be incorrect. 
Air 
Figure 8.9. The configuration of the multiplayer CPW structure (closely based on 
a figure in [24]). 
8.6.6. CORROBORATION 
This step is required as a means of back-checking the prediction for the permittivity, of the MUT. An 
important prerequisite is to prepare a piece of material having the same thickness as the original MUT. 
In the interest of clarity this piece of material is called the standard. The permittivity of the standard 
should closely match the estimate for the permittivity of the MUT. Next one must estimate the 
permittivity of the standard, using the procedure described above, and outlined in Figure 8.3. It is 
possible to quantify the error associated with this estimate, because the standard's permittivity is 
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already known. The same level of error should also be associated with the permittivity estimate for the 
original MUT. 
8.6.7. EXAMPLE 
The procedure, described above, was employed to determine the permittivity of several pieces ofMUT 
(see Tables 8.6 to 8.8). Appendices 8.8 and 8.9 present the conformal mapping code for CPW and 
microstrip, respectively. The most accurate results are highlighted, in these tables. The unloaded 
quality factors (QO) were also computed from this measurement data. These quality factor calculations 
were performed using a Fortran program, known as QZEROco. The program was developed by D. 
Kajfez [15]. Each piece of MUT was cut from a rigid sheet of microwave substrate, having an 
isotropic permittivity. Microwave substrates are highly suited to this application because their 
permittivity is well defined, and closely controlled from batch-to-batch (see Table 8.8). Furthermore 
their permittivity is also stable, over a wide range of ambient temperatures and humidities. Microwave 
substrates are also very easy to machine into samples, without the use of specialist materials and/or 
techniques. The copper cladding was removed from both sides of the substrate by action of a chemical 
etchant, used in p.c.b. fabrication. The range of substrate and MUT permittivity values was carefully 
selected to enable experimental validation of the qualitative statements made in Sub-section 8.6.3. In 
Tables 8.8 and 8.9 the letter "h" signifies the dielectric thickness. 
TABLE 8.6 MUT LOCATED BELOW THE SUBSTRA TE LAYER. 
Device MUTer Error Sensitivity QO Error 
Actual Calc. (%) (±) 
CPWResl 10.03 6.61 34.10 0.218 61 1.8 
3.38 2.72 19.53 0.103 70 2.2 
.'2.52 2.16" 14.29 . 0.084"" 70.7 2.7 
. 
.. 
..' ... ; 
CPWRes2 15.00 8.30 44.67 0.264 11.1 0.3 
10.00 6.74 32.60 0.225 12.3 0.8 
5.00 4.23 15.4 0.154 12.3 0.4 
2.00 1.79, 10.50 0.072 12.8 0.5 
<. 
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TABLE 8.7 MUT LOCATED ABOVE THE SUBSTRA TE LAYER. 
Device MUTBr Error Sensitivity QO Error 
Actual Calc. (%) (±) 
CPWRes1 10.03 0.44 95.61 0.083 114.4 5.2 
3.38 2.86 15.39 0.37 80.4 2.3 
2.52 2.134 15.32 I;" 0.306 ,:71.6 i ,2.5 , ' ';', ,; 
MStrip Res 1 10.03 10.72 6.88 I: 0.505 i:63.6, 2 
3.38 4.09 21.01 0.279 55 2 
2.52 3.15 25.08 0.232 53.5 1.8 
MStrip Res2 15.00 14.83 1.17 0.699 21\9 ,1.5 
"c , c, 
10.00 10.64 6.40 0.625 25.2 2 
5.00 6.32 26.40 0.497 29.7 1.5 
2.00 3.52 76.00 0.349 31.5 1.5 
Two examples of each type of planar resonator were employed within these experiments. Each of 
these resonators was used to estimate the permittivity of three or four different pieces of MUT. This 
objective was achieved by using the procedure, outlined above, and summarised in Figure 8.3. Table 
8.9 lists some of the differentiating characteristics of each device. It was possible to assess the error 
associated with each permittivity estimate because the exact values were already known, as discussed 
above. 
TABLE 8.8 PHYSICAL AND ELECTRICAL PARAMETERS OF THE MUT. 
MUT Manufacturer h Br tano 
No. & Part Name (mm) 
1 Taconic, TLX-9 1.57 2.52 0.0012 
2 Taconic, CER-10 1.56 10.03 0.003 
3 Rogers,6010.8LM 1.23 10.8 ±0.25 0.0023 at 10GHz 
4 Unknown 1.55 3.38 Unknown 
Please note that all of the numerical values, given in Table 8.8, are quoted at 5GHz (unless otherwise 
stated). The dielectric thickness values, specified in Tables 8.8 and 8.9 were obtained, through 
measurement, using a digital micrometer. The actual (i.e. fabricated) length of each resonator was also 
measured using a travelling microscope. These measurements are correct to 4 and 3.5 decimal places 
respectively. Each measurement was repeated three times in order to mitigate for operator error. The 
table quotes an average value. For each microwave substrate the nominal permittivity (along with its 
tolerance) is quoted directly from the manufactures data. 
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In Table 8.9 the words micro strip and resonator are shortened to MStrip and Res. respectively. 
Please note that MStrip Res. 2 and CPW Res. 2 were never actually fabricated. They existed merely 
within the computer simulation environment. 
TABLE 8.9 PHYSICAL AND ELETRCIAL PARAMETERS OF THE TEST PIECE S. 
Device Substrate Length of reson ator fo 
er h(mm) tanS (mm) (GHz) 
CPWRes.l 4.25 1.46 Unknown 35.06 5.19 
CPWRes.2 3.38 1.55 0 22.14 3.63 
MStrip Res. 1 2.52 1.57 0.0012 at 5GHz 18.56 4.94 
MStrip Res. 2 1 1.59 0 30 4.36 
8.7. ALTERNATIVE TEST PIECES FOR PERMITTIVITY MEASUREMENT 
This section describes two alternative techniques for permittivity measurement. These were evaluated 
at an early stage in this investigation. 
8.7.1. THEMICROSTRIPRINGRESONATOR 
The resonant element within a micro strip ring resonator is a length of transmission line, formed into 
the shape of a closed circular or square ring. A circular ring was employed for the purpose of this 
experiment. Straight sections of micro strip line are used to transfer energy to and from the ring. These 
lines are separated from the ring by small coupling gaps. 
The procedure for using a ring resonator to measure the relative permittivity of a sample of material is 
described below: 
1. Design a ring resonator ensuring that: a) its mean radius is well defined, and b) the 
effects of curvature [13, pp. 330-1] are minimised. To reiterate comments made in the 
introduction to this thesis, these objectives are achieved by fabricating a ring having a 
large diameter and a very narrow line width (denoted w). That is to say, w« R. 
Unfortunately the use of a large diameter ring increases the possibility of variations in 
the relative permittivity of the substrate, underneath the ring. 
2. Manufacture the device ensuring a high degree of dimensional accuracy. 
3. Obtain an accurate measurement for the diameter of the ring. This could be achieved 
using an optical projector [25]. 
4. Excite the device using a swept frequency RF source and measure Sl1. From the curve 
obtained, identify the resonant modes together with their order (i.e. 1st, 2nd etc). 
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5. Employ equation (5) to calculate the effective relative permittivity, of the structure. 
6. Place the sample material in contact with the printed side of the substrate. 
7. Repeat steps 4 and 5. 
8. Employ conformal mapping expressions, developed for use with straight microstrip 
lines [21], [22], [23], to determine the relative permittivity of the sample. Due to the 
circular geometry of this particular microstrip structure it would first be necessary to 
prove that the conformal mapping expressions were applicable. This could be 
achieved in a variety of different ways. One method would be to compare the results 
obtained with those indicated by other established procedures. 
For the ring resonator, resonance occurs when [13, pp. 330], [26] 
For micro strip circuits in general: 
2g= c f~Geff 
Where: R 
n 
f 
Ag 
c 
Eeff 
= Median radius of ring (m) 
= Integer order of resonance 
= Frequency (GHz) 
= Guided wavelength (m) 
= Speed oflight in free space 
= Effective relative permittivity 
(3) 
(4) 
Substituting equation (4) into (3) and rearranging yields an expression for the effective relative 
permittivity ofthe structure. 
2 
seff = (2:~f) (5) 
Figure 8.10 depicts the ring resonator fabricated for the purpose of these experiments. The most 
important physical parameters, of this device, are listed in Table 8.10 
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Figure 8.10. 
TABLE 8.9 
Mean 
Radius 
(rum) 
45.7 
Depicts the microstrip ring resonator fabricated for the purpose of permittivity measurement. 
PHYSlCAL PARAMETERS OF THE RlNG RESONATOR AND COMPARISON BETWEEN SlMULATlON 
AND MEASUREMENT. 
Ring Line Substrate % Error % Difference in 
Width Er Measurement Simulation fresonance 
(mm) Derived Eeff Derived Eeff 
1.58 ]0 4 4.5 0.3 
The linear circuit simulator within Microwave Office (often abbreviated to MWO) was used to predict 
the performance of the unloaded ring resonator. See Sub-section 3.2.1 for more information about 
MWO. The computer model was constructed, in schematic form, from a number of standard 
microstrip circuit elements. MWO uses closed form equations to model these circuit elements. This 
approach is less accurate than full-wave electromagnetic simulation. But the computation time is 
significantly reduced. In this instance the intention was simply to check that the structure resonated at 
the desired frequency. This simple and relatively crude approach, is therefore quite adequate. 
The frequency response of the fabricated device was determined through microwave measurement. 
The measurement results show that the fourth order resonance occurs at 1.579GHz. The final column 
of Table 8.10 specifies the percentage difference between the measured and simulated resonant 
frequencies . A knowledge of the substrate permittivity enables one to calculate the effective relative 
permittivity, of the single layer structure. This can be achieved, either with the aid of the transmission 
line calculator (from A WR), or by using the formula provided in Pozar [12, pp. 162]. The same 
quantity can also be obtained with the aid of equation (5), above. The fourth and fifth columns of 
Table 8.10 specify the percentage error between the theoretical effective relative perm ittivity values 
and those derived (using equation (5)) from measurement or simulation results. For this purpose the 
theoretical values were obtained using A WR' s ''txline calculator". The error may be partly attributable 
to the effect of manufacturing tolerances on the median radius of the ring. The radius of the ring has 
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not been accurately measured, and so this hypothesis cannot be confirmed. The close agreement 
observed between simulation and measurement results indicates that the numerous design and 
fabrication difficulties, outlined above, were successfully avoided by careful design and high precision 
manufacture. 
o 
-2 
iD 
~ 
-4 
....-
....-
Cl) 
-6 
-8 
1.5 
Figure 8.11 . 
-B- Simulation 
--lr Measurement 
2.5 3.5 
Frequency (GHz) 
4.5 5 
Comparison between simulation and measurement results for the microstrip ring resonator 
depicted in Figure 8.10. 
8.7.2. THE REACTIVE DIAPHRAGM LOADED WAVEGUIDE 
Small pieces of metal, in rod or sheet form are often deliberately introduced into the interior of a 
waveguide. These metallic elements will introduce capacitive or inductive reactance into the circuit, 
depending upon their shape and arrangement, within the waveguide [12, pp. 222-3], [27]. With careful 
design such elements may be used to perform a particular electrical function . Reactance may be 
introduced into the circuit by employing a pair of metal sheets arranged within the cross-section of a 
waveguide, so that there is symmetry in both the vertical and horizontal axes. A symmetrical inductive 
diaphragm introduces inductive reactance into the circuit and is formed when the axis of the slit, 
between the two metal sheets, is parallel to the shortest side of the waveguide (see Figure 8.12(a)). 
Similarly a symmetrical capacitive diaphragm yields capacitive reactance and is formed when the axis 
of the slit is parallel to the longest side of the waveguide (see Figure 8.l2(b)). By combining the two 
elements it is possible to produce a resonant circuit known as a resonant window or diaphragm. T~ 
lumped element equivalent circuit for this device is a parallel Le Foster network (see Figure 8 . 12(c~. 
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(a) Symmetrical 
inductive diaphragm 
(b) Symmetrical 
capacitive diaphragm 
(c) Symmetrical 
inductive diaphragm 
I 
T 
Figure 8.12. Rectangular waveguide discontinuities. 
I 
T 
A layer of dielectric material introduced, behind the resonant diaphragm, will affect a change in its 
resonant frequency. There is a simple mathematical relationship between the relative permittivity of 
the loading dielectric and the new resonant frequency of the diaphragm. This relationship (normally) 
takes the form of a polynomial equation. Anyone wishing to employ this technique to determine the 
permittivity of a sample must first determine this equation empirically. Data from which to derive the 
equation would be obtained through a parametric study. This study could be conducted using a 
computer simulation tool or alternatively through microwave measurement. Having obtained an 
equation that gives the sample permittivity, as a function of the cavity' s resonant frequency, it is quite 
easy to determine the permittivity of an unlrnown sample. This is achieved by analysing the reflection 
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measurements. Figure 8.13 depicts a K-band waveguide fitted with a resonant diaphragm. The 
diaphragm was etched into the metallized side of a thin sheet of dielectric material, known to have a 
relative permittivity of approximately 2.9. Unfortunately it is impossible to use the waveguide 
technique (described above) to determine the permittivity of the polymer. The reason for this is that 
when the polymer sheet is introduced into the waveguide cross-section it behaves like a short-circuit, 
due to its high conductivity. 
Figure 8.13. A K-band waveguide fitted with a resonant diaphragm. 
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8.8. CPW CONFORMAL MAPPING CODE 
This appendix presents the confonnal mapping code [1] written to analyze the CPW resonator. The 
resonator was loaded from below with a sample dielectric. In this example, this sample was cut from a 
sheet of dielectric substrate known to have a relative pennittivity of 2.52, at the frequency of interest. 
Determine Eeff for the two-layer structure 
Declare the resonant frequency (f1 Lay) and the effective relative permittivity tefC 1 Layer) of the 
unloaed resonator. Please note that EefULayer was calculated, at 5.185GHz, using the TxLine 
calculator (from AWR) 
EefCILay:= 2.14749 
9 f1Lay := 5.18510 
After loading the resonator with the sample dielectric we measured its new resonant frequency 
(f2Lay ). It is easy to calculate the effective relative permittivity tefC2Layer) of the loaded resonator 
9 f2Lay := 5.03510 
Determine Esuperstrate 
Constant declarations 
- 12 
EO:= 8.8510 
Variable declarations 
-3 
hsubstrate := 1.4637510 
( J
2 f1Lay 
Eeff 2Lay:= -c--)Eeff lLay 
- 12Lay-
8 
c := 2.99792510 
-3 
hsample := 1.57·10 
EefC 2Lay = 2.277 
99 
hair:= 1·10 
MathCad calls the first row, in a matrix, row zero. The element(s) in row zero are not included in 
the calculations that follow. Matrix ETr is the only exception to this rule. The zeroth element of 
this matrix is filled with a "1" in order to satisfy the partial capacitance calculations 
h:= 
o 
hair + hair 
hair 
hsubstrate + hsample + hair 
hsubstrate + hsample 
hsubstrate 
Define the geometry of the CPW line 
s := 1.02733333310- 3 
w 
"a:= -
2 
-3 
w:= 3.02616666110 
w 
xt,:= - + s 
2 
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gnd := 20.0299166110- 3 
w Xc := - + s + gnd 
2 
Specify the number of dielectric layers above (Layersr ) and below (Layerss) the hot-line 
Layerss:= 3 
LayersT:= 2 
Declare the permittivity of each dielectric layer. Note that ESr4 was iteratedmanuallymtil the 
computed value of Eeff (given below) agreed with that determined above 
/ 0 
2.16 
4.25.1 
The relative permittivity of the sample is known exactly, for this reason it is possible to compute 
the error in ESr4 
100 
ET error:= (2.52 - ESr ).-
- 4 2.52 
Determine the moduli of the elliptical integrals [ ] 
2 
The variable signified in [ ] by the letter k, is referred to as ko, below 
2 
k ·-.
k ~ Xc. I (xt,2 - x/) 
o xt, , (Xc 2 _ Xa2) 
for i El .. (LayersT + LayersS) 
(
1t.Xc ] 
sinh -
2·h. 
k 
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/0.805' 
0.805 
0.805 
k= 
0.805 
0.865 
\.0.947 
Determine the moduli of the complementary elliptical integrals 
0.593 
K:= for i EO .. (Layersr + LayersS) 
0.593 
0.593 
K= 
0.593 
0.501 
K 
0.321 
Determine the ratio EIR (defined below) 
The ratio of the complete elliptic integral of the first kind to the complementary complete elliptic 
integral of the first kind is given as follows 
EIR:= for i EO .. (Layersr + LayersS) 
1 { (1 + A)] 1 EIR. ~ -·1 2· ( I) if - ~ k. ~ 1 
1 7t I-A {2 1 
EIR. ~ 666 otherwise 
1 
EIR 
Calculate the line capacitances 
Calculate the line capacitance in the absence of all dielectrics 
1 
Co := 4'EO'--
EIl\J 
1.149 
1.149 
1.149 
EIR= 
1.149 
1.278 
1.59 
- 11 
Co = 3.081 x 10 
Calculate the line capacitance when the electric field exits only inside the dielectric layers with 
thicknesses h 2' h3' h4 etc. 
r~·­~1'- for i E 1.. Layersr 
, 1 r~ ~ 2'EO'(Er - Er ).-~li rj r j_ 1 EIR. 
1 
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Cs := for i E (LayersT + 1) .. (LayersT + LayersS) 
1 Cs f- 2.EO·(ES - ES ).-j rj rj_1 EIR. 
1 
Determine the line capacitance of the CPW 
CCPW:= sf- 0 
for i El .. LayersT 
Sf- S +~. 
1 
for i E (LayersT + 1) .. (LayersT + LayersS) 
Sf- S + CS. 
1 
S + Co 
Calculate the effective relative permittivity of the CPW 
Method 1 
Method 2 
Eeff:= Sf- 0 
for i El .. LayersT 
1 1 
S f- S + -.(ET - ET ).ETR .. -2 rj rj_ l --1) EIR. 
1 
for i E (LayersT + 1) .. (LayersT + LayersS) 
1 1 
S f- S + -.(ES - ES ).EIR .. -2 rj rj_1 -1) EIR. 
1 
S + 1 
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o 
o 
o 
o 
1.607x 10- 11 
2.327x 10- 11 
-11 
CCPW = 7.01Sx 10 
Eeff= 2.277 
Eeff = 2.277 
For completeness determine the phase velocity and line impedance 
c 
vph:= JEeff 
3().1t 
ZO:= k':' EI~ 
" Eeff 
8 
vph = 1.987x 10 
Zo = 71.761 
For the two layer (Le. substrate and air) problem each of the following permittivity values 
should reduce to unity 
ESr = 2.16 
4 
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8.9. MICROSTRIP CON FORMAL MAPPING CODE 
This appendix presents the conformal mapping code [1], [2], [3] written to analyze the micro strip 
resonator. The resonator was loaded with a sample dielectric. In this example, the sample was cut from 
a sheet of dielectric substrate known to have a relative permittivity of 2.52, at the frequency of interest. 
Determine Be" for the two-layer structure 
Declare the resonant frequency (fRay) and the effective relative permittivity tefULayer) of the 
unloaed resonator. Please note that EefULayer was calculated, at 4.938GHz, using the TxLine 
calculator (from AWR) 
Eeff 1Lay:= 2.14768 
9 f1Lay := 4.93810 
After loading the resonator with the sample dielectric we measured its new resonant frequency 
(f2Lay ). It is easy to calculate the effective relative permittivity t efC2Lay) of the loaded resonator 
9 f2Lay := 4.641·10 
Determine &superstrate 
Variable declaration 
EefC2Lay = 2.431 
Please note that the integer n = the number of superstrate dielectric layers + 1 
n:= 2 
Define the geometry of the microstrip line 
w:= (4.649+ 4.6485+ 4.649+ 4.6425+ 4.6435+ 4.646+ 4.6475+ 4.6505+ 4.6465+ 4.647~ .10- 3 
10 
-3 
hsubstrate := 1.57·10 
for i EL n 
H 
Hi ~ hLayer. + Hi_1 1 
-3 
hsamp1e := 1.57·10 
100 
ET error:= (Er - 2.52'\·-
- 2) 2.52 
ET error = 25.079 
MathCad calls the first row, in a matrix, row zero. The element(s) in row zero are not included in 
the calculations that follow. 
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Calculate the effective width of the microstrip line 
We := __ w__ + 3.'1{17.08( W 
hsubstrate 1t 2· hsubstrate 
+ 0.92)] We = 5.324 
V ·-. Vo f- 0 
for j E 2 .. n 
2 [2.1t (Hj J~ v. f- -·atan . --=---- - 1 
J 1t we1t - 4 hsubstrate ( 
0 J v -  
0.292 
v 
Calculate the filling factors 
ql := 1 - _1-. ln(w .1t - 1) 
2.w e 
e 
ql = 0.741 
(
V .1t] 
+ sin + q2 = 0.179 
hsample + hsubstrate 
2· - 1 + v2 
hsubstrate 
Determine the characteristic impedance and effective relative permittivity of the multi-layer resonator 
Eeff = 2.431 
Zo = 45.42 
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