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Abstract
Recently, the predicate detection problem was shown to be in the parallel complexity
class NC. In this paper, we give some more work efficient parallel algorithms to solve
the predicate detection problem on a distributed computation with n processes and
at most m states per process. The previous best known parallel predicate detection
algorithm, ParallelCut, had work complexity O(m3n3 logmn). We give two algo-
rithms, a deterministic algorithm with work complexity O(m2n2) and a randomized
algorithm with work complexity O˜(m2n2). Furthermore, our algorithms have a space
complexity of O(mn2) whereas ParallelCut had a space complexity of O(m2n2).
Keywords: Computer Science, Parallel Algorithms, Predicate Detection
1. Introduction
Ensuring the correctness of distributed systems and concurrent programs is a
challenging task. A bug may appear in one execution of the system, corresponding
to a particular thread schedule, but not in others. One of the fundamental problems
in debugging these systems is to check if the user-specified condition exists in any
global state of the system that can be reached by a different thread schedule. This
problem, called predicate detection, takes a concurrent computation (in an online
or offline fashion) and a condition that denotes a bug (for example, violation of a
safety constraint), and outputs a schedule of threads that exhibits the bug if possible.
Predicate detection is predictive because it generates inferred reachable global states
from the computation; an inferred reachable global state might not be observed
during the execution of the program, but is possible if the program is executed in a
different thread interleaving.
The predicate detection problem has many applications. For example, classic
problems in distributed computing such as termination detection, deadlock detec-
tion, and mutual exclusion can be modeled as predicate detection. Similarly, classic
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problems in parallel computing such as mutual exclusion violation, data race de-
tection, and atomicity violation can also be modeled as predicate detection. The
detection of a general predicate is NP-complete [1] and therefore researchers have
explored special classes of predicates. In this paper, we present improvements to
the work and space complexity of parallel algorithms for the class of conjunctive
predicates. While there has been extensive work in online and offline distributed
algorithms for conjunctive predicate detection, there is only one parallel algorithm
in the literature for predicate detection called ParallelCut [2]. It is shown in [2] that:
Theorem (Garg and Garg [2]): The conjunctive predicate detection prob-
lem on n processes with at most m states can be solved in O(logmn) time using
O(m3n3 logmn) operations on the common CRCW PRAM.
Although this results places the predicate detection problem in the class NC, it
has a very high work complexity of O(m3n3 logmn). Additionally, it has a space
complexity of O(m2n2). The high space complexity was required for ParallelCut as
the algorithm requires the transitive closure of a matrix to achieve its fast run time.
These properties make this result impractical for adoption in practice. Our results
reduce both the work complexity and space complexity of solving the conjunctive
predicate detection problem. A summary of our results’ complexity measures is given
below in 1.
It should be noted that generally there are many more states along one process
than there are processes in total. In essence, we should think m >> n. Shaving off
factors of m from the work, space, and time complexities provides vast benefits in
practice.
Algorithm Work Span Space
Sequential [3] O(mn2) O(mn2) O(mn2)
ParallelCut [2] O(m3n3 logmn) O(logmn) O(m2n2)
This Paper: BFSDetect O(m2n2) O(mn) O(mn2)
This Paper: JLSDetect O˜(m2n2) (mn)1/2+o(1) O(mn2)
Table 1: Summary of previous results for conjunctive predicate detection.
In this paper, we modify the ParallelCut algorithm to improve upon the work and
space complexity of the entire predicate detection algorithm, albeit at the expense
of time efficiency. In ParallelCut, one of the steps is the solving of the single-source
reachability problem. This problem is widely acknowledged to have a harsh time-
2
work trade off [4]. Parallel reachability has been studied extensively in the literature
and is known to have connections to long-standing open problems in complexity the-
ory. Until the recent breakthrough of Fineman [5], all known parallel reachability
algorithms with linear work had O(|V |) time complexity where V is the set of ver-
tices in the directed graph.
We substitute two different reachability algorithms for this reachability step in
ParallelCut and analyze the improvement in work complexity. Our first algorithm,
BFSDetect, is based on using ParallelBFS for reachability computation. The second
algorithm, JLSDetect, is based on the parallel reachability algorithm of Jambulapati,
Liu, and Sidford [6]. More formally, we contribute the two following theorems:
Theorem 1: The conjunctive predicate detection problem on n processes with
at most m states can be solved by BFSDetect in O(mn) time using O(m2n2) oper-
ations on the common CRCW PRAM.
Theorem 2: The conjunctive predicate detection problem on n processes with
at most m states can be solved by JLSDetect in (mn)1/2+o(1) time using O˜(m2n2)
operations on the common CRCW PRAM with high probability in mn.
2. Our Model
We assume a loosely-coupled message-passing system without shared memory
or a global clock. A distributed system consists of a set of n processes denoted
by P1, P2, ..., Pn communicating via asynchronous messages. We assume that no
messages are lost, altered or spuriously introduced. However, we do not make any
assumptions about a FIFO nature of the channels. In this paper, we run our com-
putations on a single run of a distributed system.
Each process Pi in that run generates a single execution trace which is a finite
sequence of local states. The state of a process is defined by the values of all its
variables including its program counter. Let S be the set of all states in the com-
putation. We define the usual happened-before relation (→) on the states (similar
to Lamport’s happened-before relation between events) as follows. If state s occurs
before t in the same process, then s→ t. If the event following s is a send of a mes-
sage and the event preceding t is the receive of that message, then s→ t. Finally, if
there is a state u such that s→ u and u→ t, then s→ t. A computation is simply
the poset given by (S,→).
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It is helpful to define what a consistent global state of a computation is. Let s||t
denote that states s and t are incomparable, i.e., s||t ≡ s 6→ t ∧ t 6→ s. A consistent
global state G is an array of states such that G[i] is the state on Pi and G[i]||G[j]
for all i, j. Consistent global states model possible global states in a parallel or a
distributed computation.
We assume that there is a vector clock algorithm [7, 8] running with the compu-
tation that tracks the happened-before relation. A vector clock algorithm assigns a
vector s.v to every state s such that s→ t iff s.v < t.v. The vectors s.v and t.v are
called the vector clocks at s and t. Fig. 1 shows an example of an execution trace
with vector clocks.
<1,1,4>
P1
P2
P3
<1,0,0>
<1,1,0>
<3,0,1>
<3,4,1><3,3,1>
State (1,4)
State (3,1)
<0,0,1>
<3,2,1>
State (2,2)
<2,0,1>
<1,1,2>
<4,0,1>
<1,1,3>
Figure 1: State-Based Model of a Distributed Computation
A local predicate is defined as any boolean-valued formula on a local state. For
example, the predicate “Pi is in the critical section” is a local predicate. It only
depends on the state of Pi, and Pi can obviously detect that local predicate on its
own. A global predicate is a boolean-valued formula on a global state. For example,
the predicate (P1 is in the critical section)∧ (P2 is in the critical section) is a global
predicate. A global predicate depends upon the states of many processes. Given a
computation (S,→), and a boolean predicate B, the predicate detection problem is
to determine if there exists a consistent global state G in the computation such that
B evaluates to true on G. We restrict the input so that we only consider states for
which the local predicate for that process evaluates to true.
We focus on Weak Conjnctive Predicates (WCP) in this paper. A global predicate
formed only by the conjunction of local predicates is called a Weak Conjunctive
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Predicate (WCP) [9], or simply, a conjunctive predicate. Thus, a global predicate B
is a conjunctive predicate if it can be written as l1 ∧ l2 ∧ . . . ∧ ln, where each li is a
predicate local to Pi. We restrict our consideration to conjunctive predicates because
any boolean expression of local predicates can be detected using an algorithm that
detects conjunctive predicates as follows. We convert the boolean expression into its
disjunctive normal form. Now each of the disjuncts is a pure conjunction of local
predicates and can be detected using a conjunctive predicate algorithm. This class
of predicates models a large number of possible bugs.
3. Background and Review of ParallelCut
3.1. Detecting Conjunctive Predicates in Parallel
In this subsection we outline some key properties used in the intuition behind
the ParallelCut algorithm. ParallelCut detects a conjunctive predicate of the form
B = l1 ∧ l2 ∧ . . . ∧ ln. To detect B, we need to determine if there exists a consistent
global state G such that B is true in G. Note that given a computation on n processes
each with m states, there can be as many as mn possible consistent global states.
Therefore, enumerating and checking the condition B for all consistent global states
is not feasible. Since B is conjunctive, it is easy to show [9] that B is true iff there
exists a set of states s1, s2, ..., sn such that (1) for all i, si is a state on Pi, (2) for all i,
li is true on si and (3) for all i, j: si‖sj. The ParallelCut algorithm will either output
such local states or guarantee that it is not possible to find them in the computation.
When the global predicate B is true, there may be multiple G such that B holds
in G. For conjunctive predicates B, it is known that there is a unique minimum
global state G that satisfies B whenever B is true in a computation [1]. We are
interested in algorithms that return the minimum G that satisfies B. The minimum
G corresponds to the smallest counter-example to a programmer’s understanding
because B typically represents the violation of a safety constraint.
The ParallelCut algorithm is based on the setting where the execution traces
for all processes have been collected at one process. This setting is similar to the
centralized algorithm where we have one checker process and n application processes
that are involved in detecting the predicate. Each process checks for local predicates
during the computation and sends messages to the checker process whenever the
local predicate becomes true [9].
For convenience, we require that messages from an individual process be received
in FIFO order. If the underlying system is non-FIFO, then sequence numbers can
be attached with messages to ensure FIFO delivery.
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3.2. The ParallelCut Algorithm
We now review the ParallelCut Algorithm. The key technique is computing a
state rejection graph. The state rejection graph is a directed graph with all local
states as vertices of the graph. Let state j on process i be denoted as (i, j). The
state rejection graph puts a rejection edge from the state (i, j) to (i′, j′) if the rejection
of state (i, j) as a possible component of the consistent cut implies that the state
(i′, j′) will also be rejected.
<1,1,4>
P1
P2
P3
<1,0,0>
<1,1,0>
<3,0,1>
<3,4,1><3,3,1>
State (1,4)
State (3,1)
<0,0,1>
<3,2,1>
State (2,2)
<2,0,1>
<1,1,2>
<4,0,1>
<1,1,3>
Figure 2: State Rejection Graph of a computation shown in dashed arrows
In Fig. 2 we show the state rejection graph of the computation in Fig. 1.
Intuitively, the state rejection graph gives us the relation that if state s is not in
any consistent cut and there is an edge from s to another state s′, then s′ will not
be a part of any consistent cut either. Crucially, the rejection of state s implies the
rejection of state s′ but also implies the rejection of all states that happened-before
state s′. We will see the importance of this fact throughout the explanation of the
algorithm.
Informally, the algorithm proceeds as follows. We find out which states cannot
be included in the first possible consistent cut. These states make up the set F .
We then follow the rejection edges to all vertices reachable by some node in F and
remove these vertices from the graph. These vertices can never be a part of any
consistent cut. Lastly, we find the first remaining vertex on each process and all
such states make up the minimum consistent cut. If there is any process that has no
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state remaining, we know there is no consistent cut for which B evaluates to true.
In this figure, if we remove all vertices in F and any vertex reachable from these
vertices using the red state rejection arrows, we see that the first consistent cut is
the fourth state on P1,the second state on P2 and the third state on P3.
The input to the algorithm is a two-dimensional array of vector clocks. The fol-
lowing explanation of the ParallelCut algorithm is taken from [2].
Step 1: We first create F , the set of all initially rejected states. Let I be the global
state consisting of each processor’s first local state, i.e., I = {(i, 1) | i ∈ 1..n}. If
there are no dependencies between any of these states, we have already reached the
first consistent global state. Else, if there is a dependency from one of these states to
another, we reject whichever state happened-before the other and add it to F . We
represent the set F by a boolean bit array of size n that is indexed by processor. F
is initially empty. Then, we set F [i] to 1 whenever there exists a state (j, 1) such
that (j, 1)→ (i, 1).
This step can be done in O(1) time in parallel with O(n2) work by using a separate
processor for each value of i and j.
Step 2: In step two, we create the state rejection graph represented as an adjacency
matrix. We define a new two-dimensional array called R, which is of size mn×mn,
where each row and each column represents a different state. In this directed graph,
there is an edge from state (i, j) to another state (i′, j′) only if we know that once
state (i, j) is rejected, state (i′, j′) will also be rejected. In the adjacency matrix R,
this is represented as R[(i, j), (i′, j′)] = 1. Additionally, we make the diagonal of the
matrix all 1’s. We show that creating this boolean matrix can be done in constant
time. First, setting the diagonal to all 1’s in R takes constant time. We now discuss
how off-diagonal entries are set. This is a crucial step in our algorithm. Suppose that
a state (i, j) is rejected. We know that the processor will advance to the next state.
Then, the next choice for that processor is (i, j + 1). Thus, the rejection of (i, j)
would lead to the rejection of all states (i′, j′) where (i′, j′) → (i, j + 1). Formally,
R[(i, j), (i′, j′)] = 1 ≡ (i′, j′)→ (i, j + 1)
By using a separate processor for each tuple (i, j, i′, j′), we can set R in O(1)
time and O(m2n2) work. We represent the state rejection graph as a boolean ma-
trix so that we can compute the transitive closure of this graph by doing matrix
multiplications.
Step 3: In step three, we take the transitive closure of R. The transitive closure of
R is also represented as an adjacency matrix RT . It is well known that the transitive
closure for any directed graph with |V | vertices can be computed in O(log |V |) time
7
using O(|V |3 log |V |) work on the common CRCW PRAM [10]. Since our graph has
O(mn) vertices, this step takes O(logmn) time using O(n3m3 logmn) operations on
the CRCW PRAM. This is the only step in our algorithm that takes more than O(1)
time.
Step 4: In step four, we use both F and RT to determine which states will not be
part of the first consistent global state. To do this, we create a new two-dimensional
array called valid[1 . . . n][1 . . .m] where each entry is a value of 0 . . . 1. We initialize
every entry in valid to 1 in O(1) time with O(mn) work. The algorithm sets rejected
states in valid with a 0. We use F and RT for this purpose. For all possible values
of i, j, i′, and j′, in parallel, we check to see if a state (i, j) is an element of F and
if there is an edge from (i, j) to another state (i′, j′). If the two states (i, j) and
(i′, j′) fit this criteria, then we set valid[i′][j′] to 0. In other words, if a state (i, j) is
initially rejected, and there is an edge from (i, j) to (i′, j′) in RT , then we know the
state (i′, j′) will also be rejected.
This step can also be done in O(1) time and O(m2n2) work. In our example, we
compute the states reachable by 〈1, 0, 0〉. In our example, states {〈0, 0, 1〉, 〈1, 1, 0〉, 〈2, 0,
1〉, 〈3, 0, 1〉} are all reachable by 〈1, 0, 0〉 by following one or more rejection edges.
Thus, we mark the states (1, 1), (2, 1), (3, 1), (1, 2), (1, 3) with 0′s in valid.
Step 5: In step five, we traverse valid and construct the set of states that form the
consistent global state in a new array called cut where cut[i] = j signifies that the
tuple (i, j) is a part of the consistent global state. To do this, for every process, in
parallel, we simply search for the first entry which is nonzero and either it is the first
entry or the entry prior to it is zero.
In our example, we can easily see that the first consistent global state is the set
cut = {(1, 4), (2, 2), (3, 2)}. This step can be done in O(1) time and O(nm) work.
Thus, the entire algorithm takes O(logmn) time and O(m3n3 logmn) work on a
common CRCW PRAM.
Remark: Note that the algorithm to detect a conjunctive predicate can be used
to detect a global predicate in Disjunctive Normal Form. A predicate is in Disjunctive
Normal Form (DNF) if it is expressed as a disjunction of k pure conjunctions. To
detect a predicate in this form it is sufficient to detect each conjunction in parallel.
4. BFSDetect : A Deterministic Algorithm for Predicate Detection
In this section, we give the BFSDetect algorithm. BFSDetect improves upon
ParallelCut by replacing the space-costly step of representing R as an adjacency
matrix and the work-costly step of taking the transitive closure of the matrix R.
Instead of taking the transitive closure, reachability from F is computed using Par-
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allelReachBFS.
In the BFSDetect algorithm, steps one and five remain unchanged from Par-
allelCut. We make the following changes. The state rejection graph, R, is now
represented as a smaller incidence matrix instead of as an adjacency matrix. We
call this incidence matrix the state-max incidence matrix. The state-max incidence
matrix is smaller due to the following observation.
Notice that each state has at most n edges to other states in the state rejection
graph. Consider the state-based representation corresponding to a single run of a
distributed system. If some state s = (i, j) has multiple edges in the graph such that
these edges point to states on the same processor, we only need to consider the edge
that points to the state with largest j value, say state s′ = (i′, j′). This is because
the rejection of state s implies the rejection of state s′ but also implies the rejection
of all states that happened-before state s′. Trivially, this includes all states that
happened-before state s′ and are on the same process as s′.
This allows us to only use a matrix of size O(mn2) to represent the state rejection
graph. Instead of explicitly, writing out each state on one axis of the matrix, we can
use pointers to point back to the corresponding states in the input. For each state,
we keep track of the largest state along all other processors for which it has an edge
pointing to that state. More formally, we populate R as follows:
R[(i, j), i′] = j′ ≡ ((i′, j′)→ (i, j + 1) ∧ (@(i′, j′′) | (j′′ > j) ∧ (i′, j′′)→ (i, j + 1)))
We can do this in O(1) time and O(m2n2) operations using a separate processor
for each i, i’, j, and j’.
Next,we modify step three, where reachability is computed. Instead of using the
transitive closure of the adjacency matrix representation of the graph, we use Paral-
lelReachBFS to compute nodes reachable by F . ParallelReachBFS is an algorithm
based on ParallelBFS. ParallelBFS is the classic parallelization of the serial BFS
algorithm [11]. Instead of returning a BFS-tree, ParallelReachBFS returns the set
of reachable vertices from the source node s. To use ParallelReachBFS, we must
have a single source node s. However, in our algorithm, F may contain multiple
nodes. Instead of running ParallelReachBFS from each node in F , we can introduce
a dummy source node f . We add the following set Ef of edges to our state rejection
graph:
Ef = {< f, v > | v ∈ F}
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.The ParallelReachBFS function takes as input a directed graph G = (V,E) and
a designated source vertex s ∈ V and returns the set of vertices reachable s. We
simply take the BFS-tree returned by ParallelBFS and make a set out of the vertices
in the tree using the SET () function. The resulting set Reachable is the set of all
vertices reachable from the source node s.
ParallelReachBFS has the same time and work complexity as the classic Par-
allelBFS algorithm. For an input graph with |V | vertices and |E| edges, Parallel-
ReachBFS has time complexity O(D) where D is the diameter of the input graph and
has work complexity O(|V |+ |E|). For our use case, the input state rejection graph
has |V | = O(mn) and |E| = O(m2n2). So, the resulting work and time complexity is
O(m2n2) and O(mn) respectively. The ParallelReachBFS subroutine is given below
in Figure 3:
function ParallelReachBFS()
Input: Directed Graph G=(V,E) and a source node s ∈ V .
Output: Set of vertices reachable by s.
BFS-Tree = ParallelBFS(G,s)
Reachable = SET(BFS-Tree)
return Reachable
Figure 3: The ParallelReachBFS algorithm.
Now, we run ParallelReachBFS from s on R, and this returns all vertices reach-
able from nodes in F in the state rejection graph. In our given implementation, we
use a Boolean bit array to represent set membership.
Next, we mark which states are valid. A valid state is one that is part of a
consistent cut. Lastly, we find the first valid state along each process. All such
states form the first consistent cut where B evaluates to true.
Below, in Figure 4, we give the BFSDetect algorithm that solves the predicate
detection problem in O(mn) time using O(m2n2) operations on the common CRCW
PRAM. The BFSDetect algorithm uses ParallelReachBFS as a subroutine.
The correctness of this algorithm remains unchanged as algorithmically we simply
replaced one reachability method with another.
What remains to be shown are the work and time bounds. Due to the fact that
the algorithm is broken up into steps, we can, rather simply, find the steps that take
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function BFSDetect()
Input: states : array[1 . . . n][1 . . .m] of vectorClock
// Sequence of local states at each process
Output: Consistent Global State as array cut[1 . . . n]
Step 1: Create F : set of states rejected in the first round
Step 2: Create R: State Rejection Graph
// Represented as a State-Max Incidence Matrix
var R : [(1 . . . n, 1 . . .m), (1 . . . n)] of 0 . . .m
for all (i ∈ 1 . . . n, j ∈ 1 . . .m, i′ ∈ 1 . . . n)
R[(i, j), i′] = 0
for all (i ∈ 1 . . . n, j ∈ 1 . . .m) in parallel do
R[(i, j), i] = j;
for all (i ∈ 1 . . . n, j ∈ 1 . . .m− 1, i′ ∈ 1 . . . n, j′ ∈ 1 . . .m)
such that i 6= i′ in parallel do
if (((i′, j′) → (i, j + 1)) ∧ (j′ > R[(i, j), i′])) then
R[(i, j), i′] = j′;
Step 3: Create RR: set of nodes reachable from F using R
var RR : array[(1 . . .mn)] of 0 . . . 1
V (R) := V (R) ∪ {f}
E(R) := E(R) ∪ Ef
RR = ParallelReachBFS(R, f)
Step 4: Create valid: replace invalid states with 0
var valid : array[[1 . . . n][1 . . .m] of 0 . . . 1
for all (i ∈ 1 . . . n, j ∈ 1 . . .m) in parallel do
valid[i][j] := 1;
for each (v = (i, j) ∈ RR) in parallel do
for all (i′ ∈ 1 . . . i, j′ ∈ 1 . . . j) in parallel do
valid[i′][j′] = 0;
Step 5: Create cut: First Consistent Global State
return ConsistentCut := cut ;
Figure 4: The BFSDetect algorithm to find the first consistent cut.
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the most time and require the most operations. These serve as bottlenecks for the
time and work complexity of the entire algorithm. In the case of BFSDetect, the
step that requires the most time is step three, where we run ParallelReachBFS. This
step requires O(mn) time. The steps that require the most operations, or alterna-
tively have the highest work complexity, are steps two, three, and four. These steps
require O(m2n2) operations. So, BFSDetect has time complexity O(mn) and work
complexity O(m2n2).
5. JLSDetect : A Randomized Algorithm for Predicate Detection
Next, we describe the second algorithm, JLSDetect. JLSDetect also improves
upon the space complexity of ParallelCut by using the same state-max incidence ma-
trix data structure to represent the state rejection graph. However, we are able to get
an even stronger time complexity guarantee of (mn)1/2+o(1). This is because instead
of using ParallelReachBFS to compute reachability, we use the parallel reachability
algorithm presented in [6]. From here on, we will refer to this parallel reachability
algorithm due to Liu et al. [6] as JLSReach. For any n-node m-edge directed graph,
JLSReach computes all vertices reachable from a given source node s with O˜(m)
work and n1/2+o(1) time with high probability in n. Since we have at most mn nodes
in our state rejection graph, the work complexity and time complexity of using JL-
SReach is O˜(m2n2) and (mn)1/2+o(1) respectively.
At a high level, JLSReach is actually taking in a graph with |V | vertices and
adding shortcut edges to reduce the diameter to |V |1/2+o(1) w.h.p. After this is done,
the traditional ParallelBFS can be utilized since ParallelBFS runs in linear work
and time proportional to the diameter of the graph. The output after reducing the
diameter and running ParallelBFS is the set of nodes reachable from a specified
source node s in the diameter-reduced graph G. For a more detailed explanation of
the algorithm, we refer the reader to [6].
Again, computing the time and work complexity of this algorithm boils down
to finding the individual steps with the highest time and work costs. In this case,
step three takes the longest time with a time cost of (mn)1/2+o(1). The step with the
largest work cost is also step three with a work cost of O˜(m2n2). Similar to BFS-
Detect, the correctness of this algorithm follows from [2] since we have only replaced
one reachability method with another. It is important to note that JLSDetect is a
randomized algorithm. JLSDetect is given below in Figure 5.
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function JLSDetect()
Input: states : array[1 . . . n][1 . . .m] of vectorClock
// Sequence of local states at each process
Output: Consistent Global State as array cut[1 . . . n]
Step 1: Create F : set of states rejected in the first round
Step 2: Create R: State Rejection Graph
// Represented as a State-Max Incidence Matrix
var R : [(1 . . . n, 1 . . .m), (1 . . . n)] of 0 . . .m
for all (i ∈ 1 . . . n, j ∈ 1 . . .m, i′ ∈ 1 . . . n)
R[(i, j), i′] = 0
for all (i ∈ 1 . . . n, j ∈ 1 . . .m) in parallel do
R[(i, j), i] = j;
for all (i ∈ 1 . . . n, j ∈ 1 . . .m− 1, i′ ∈ 1 . . . n, j′ ∈ 1 . . .m)
such that i 6= i′ in parallel do
if (((i′, j′) → (i, j + 1)) ∧ (j′ > R[(i, j), i′])) then
R[(i, j), i′] = j′;
Step 3: Create RR: set of nodes reachable from F using R
var RR : array[(1 . . .mn)] of 0 . . . 1
V (R) := V (R) ∪ {f}
E(R) := E(R) ∪ Ef
RR = JLSReach(R, f)
Step 4: Create valid: replace invalid states with 0
var valid : array[[1 . . . n][1 . . .m] of 0 . . . 1
for all (i ∈ 1 . . . n, j ∈ 1 . . .m) in parallel do
valid[i][j] := 1;
for each (v = (i, j) ∈ RR) in parallel do
for all (i′ ∈ 1 . . . i, j′ ∈ 1 . . . j) in parallel do
valid[i′][j′] = 0;
Step 5: Create cut: First Consistent Global State
return ConsistentCut := cut ;
Figure 5: The JLSDetect algorithm to find the first consistent cut.
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6. Conclusions and Future Work
We have given two algorithms which improve upon the best known parallel pred-
icate detection algorithms in terms of work complexity and space complexity.
Recently, it was shown that many classical combinatorial optimization problems
such as the stable marriage problem, market clearing price problem, and shortest-
path problem can be cast as searching for an element that satisfies an appropriate
predicate in a distributive lattice [12]. Finding quicker and more work-optimal pred-
icate detection algorithms is an open work with applications to this framework and
potentially many other classic optimization problems.
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