Abstract Individuals in large, heterogeneous teams will commonly produce sensor data that is likely useful to some other members of the team, but it is not precisely known to whom the information is useful. Some recent work has shown that randomly propagating the information performed surprisingly well, compared to infeasible optimal approaches. This chapter extends that work by looking at how the relative performance of random information passing algorithms scales with the size of the team. Additionally, the chapter looks at how random information passing performs when sensor data is noisy, so that individuals need multiple pieces of data to reach a conclusion, and the underlying situation is dynamic, so individuals need new information over time. Results show that random information passing is broadly effective, although relative performance is lower in some situations.
Introduction
Exciting applications are emerging that involve large, heterogeneous teams acting in complex environments. Examples include search and rescue [4] , disaster response [13] , and military applications [3] . In such domains, team members will often collect local information that is necessary or useful to other members of the team. For example, in urban search and rescue operations, an aerial robot might be able to locate a victim, but be unable to assess their condition or determine a route to them. A ground robot on the team could perform these tasks, but might be unable to locate the victim by itself. Efficiently getting such information from those collecting it to those requiring it is one of the keys to effective team performance. However,tion, either because the information is noisy or because the environment is dynamic. In one case, there are multiple, overlapping, noisy sensor readings generated by the team over time. Here, even team members with very high interest in a particular piece of information will not need to know every reading, only a subset that allows the underlying features or state to be inferred correctly. In another case, the underlying environment changes over time and agents need to track features. Results show that random information propagation is relatively better in the noisy case, but relatively worse in the dynamic case.
Information Sharing
In this section, we formally describe the information sharing problem. Consider a team of agents, A, working to achieve some goal. Suppose there is a piece of information η obtained by team member a ∈ A. If any other member b ∈ A were to obtain that information, it would impact their ability to perform the team goal. Define the utility ξ a (η) as the quantification of this change in performance. In order for b to get the information, it must be communicated across the network, N. This requires some members of the team to spend resources such as time and power on communicating the information. Thus, there is some communications cost κ(a, b, η) associated with transmitting η from a to b.
The best team performance is achieved when information is shared with the set of team members that have a higher utility for the information than the cost of communicating it to them. If the communication cost is expressed in the same units as the utility, this is represented by the maximization:
In order to address the specific problem of information sharing in a large, dynamic team, we make several key assumptions. First, communications are assumed to be peer-to-peer and of a constant cost per transmission. Rather than representing the communications cost of every pair of agents, κ(a, b, η) can be compactly represented as some fixed cost κ when agents are neighbors in the network, and infinite when they are not. This is reasonable for domains with peer-to-peer communications, as transmission between distant teammates in a network can be decomposed into a sequence of transmissions to their intermediate neighbors. The only solutions that are lost in this decomposition are solutions where teammates forward information along but do not make use of it, a rare case for a team. Given this assumption, it is possible to condition the performance of an information sharing algorithm by the number of communications it has used. In many domains, the tradeoff between communication cost and utility is not well characterized or fixed. Avoiding it allows results to be generalized by removing the second term from Equation (1) and allowing us to compare performance across algorithms which make multiple communications per time step.
Second, while the utility of some information will change over time, we assume that communication is sufficiently fast that utility is constant while a single piece of information is being shared across the network. For example, in a search and rescue domain, the utility of knowing where a fire is will change if the fire spreads or team members move relative to it. However, the speed of these changes is orders of magnitude slower than the millisecond scale transmission speeds of a modern wireless network connecting the team members.
Finally, in a large team, rather than modeling the utility explicitly for each member, we assume that it can be summarized in a utility distribution over all agents. This distribution represents the probability that team member A has some utility ξ for a piece of information η. For a given domain, the utility distribution can be computed empirically by conditioning on relevant variables and sampling utility as information is shared in the team. For analytic purposes, we can approximate this distribution by a number of canonical probability distributions such as normal, uniform, and exponential distributions.
Token Algorithms
Given these assumptions, we consider two extremes of token-based algorithm design in addressing this problem. In these algorithms, a token is created that contains some information η. This token is atomically passed from teammate to teammate. When a team member receives the token, it can make use of the information inside, then decide to either forward the token to a neighbor or delete it. Since tokens use exactly one communication per time step, token algorithms can control the number of communications by using tokens that are deleted after a fixed number of steps.
If we take advantage of all possible knowledge of agent utility and network properties, the optimal approach is to directly solve the maximization in Equation (1). This is done using an exhaustive search of all possible network paths of length t. We call this a t-step lookahead approach.
On the other hand, if we ignore all available knowledge of agent utility, we can propose a simple algorithm of randomly passing information from neighbor to neighbor. This equates to simply performing a random walk across the network. We therefore call this the random walk approach.
Given that no knowledge of utility is used in routing a random walk, its efficiency is primarily determined by its coverage of the network. We therefore introduce two intermediate algorithms that are equally naïve with regards to utility, but significantly more intelligent about coverage. A token will maximize coverage if it never revisits the same agent in a network. Thus, a straightforward improvement to the random walk approach is the addition of a history of nodes carried within the token. As the token moves around the network, visited agents are marked in this history, and when the token is being routed, this history is used to exclude visited agents from selection. If all neighbor nodes are visited, the algorithm selects a link at ran-dom. This approximates a self-avoiding walk over the network, so we term this the random self-avoiding walk approach.
This approach is reasonable when the size of the history is expected to be bounded to a reasonable size. However, in very large teams or systems where tokens visit many agents of the team, this is not a practical solution. In these cases, if there are a bounded number of tokens in existence at any given time, an alternative solution is to maintain a local history at each agent for each active token, consisting of its previously used incoming and outgoing network connections. Similarly to the random self-avoiding approach, agents that receive a token multiple times will attempt to send it to different neighbors each time, selecting randomly from the outgoing edges if all of them have been previously used. We designate this the random trail approach.
Experimental Results
A highly abstracted information sharing token simulator was created to empirically test the performance of token-based information sharing methods. The simulation consists of a network of agents that are assigned utilities for a given piece of information from a specified distribution. A token representing that information is initialized at a randomly chosen agent within the network. The agents propagate the token around the network according to some routing policy, and the accumulated utility is recorded at each step until the simulation executes some fixed number of steps. Results are averaged over 20 runs.
Five canonical network types were examined: small-worlds, scale-free, hierarchical, lattice, and random. Unless otherwise stated, each was generated to contain 1000 nodes with an average degree of 4. The small-worlds network was generated by adding random links to a doubly-connected ring. The scale-free network was generated using a tunable variant of the Barabási-Albert algorithm [9] . The hierarchical network was formed by adding nodes evenly to a balanced tree. The lattice was a four-connected 2D grid with wraparound, and the random network was created by adding random links until the average degree was reached. In most cases, results for random networks were analogous to those of scale-free networks, thus some results for random networks were omitted for brevity.
Three canonical distributions were examined: uniform, normal, and exponential. The uniform distribution was over the interval [0, 1]. The exponential distribution had a rate parameter of λ = 1.0, but was scaled by a factor of 0.2. In the case of the normal distribution, the mean and variance of the distribution were sometimes altered for various trials, but the nominal parameters were µ = 0.5, σ = 0.2.
Four information sharing methods were considered: optimal, random walk, random trails, and self-avoiding walks. The optimal policy was approximated using a finite lookahead policy with global knowledge. Every m-steps, an exhaustive search of paths of length m was executed to determine an optimal path. This path was executed fully, followed by another m-step planning phase. Ideally, this stage would consist of a single path search of the final path length, but computing this path is extremely expensive due to the non-Markovian nature of the utility function (as agents are visited, their utility drops to zero, so the joint distribution of utility is always dependent on complete network state). Instead, smaller values of m were chosen empirically from the results of early experiments.
Optimality of the Lookahead Policy
In order to determine a sufficient approximation of optimality, an experiment was conducted in which the depth of the lookahead policy was varied over the four network types with a normal utility distribution (µ = 0.5, σ = 0.2), and the utilities of the resulting communication paths computed. The results of these tests can be seen in Figure 1 , where the utility obtained by each token is plotted against the number of communications the token was allowed. As lookahead depth increases, the obtained utility converges asymptotically to the optimal. Interestingly, while lookahead depths of 1, 4 and 8 converge toward an asymptote, 2-step lookaheads, denoted by the circle symbols, appear to perform pathologically poorly. It is possible that this is due to a negative interaction between the width of the networks and the depth of the search pattern, where the lookahead policy may consistently make myopic routing decisions. From these results, a lookahead policy with a depth of 4 was selected as a baseline for future experiments, as a compromise between computational complexity and optimality of performance.
It is also possible to evaluate the optimality of token-based lookahead policies against the upper bound established in [16] . The dashed lines in Figure 1 correspond to these bounds. Two key characteristics are immediately evident. First, the lookahead policies often converge very closely to the upper bound on performance, suggesting that in the ideal case, token routing methods can perform very close to optimal. Second, while the bound is independent of network structure, clear differences are visible in the optimality of the lookahead policy over different network types. Most notably, in Figure 1d , the hierarchical network performs much worse than the upper bound, suggesting that information propagation via tokens in this type of structure is either highly inefficient or requires an extremely deep lookahead depth.
Optimality of the Random Policies
The four information sharing methods were tested in normal and exponential distributions. Figures 2 and 3 show the results of these experiments. It is evident that performance is heavily influenced by network type, with all policies performing significantly worse in hierarchical networks with both distributions and random policies performing proportionally much worse in the small worlds and hierarchical networks (Figures 2d and 3d) . Random policies perform best in the scale-free and lattice networks, with purely random walks attaining almost half the utility of the lookahead policy in the scale-free network with a normal utility distribution. The addition of self-avoiding heuristics appears to improve random policy performance significantly, primarily in the lattice and scale-free networks. The similar performance of the random trail and self-avoiding walk policies suggests that they are comparably effective at avoiding previously visited agents when covering the network. Further experiments focused on the random trail policy, as it typified the performance of the heuristic random policies.
As an example of the surprisingly efficient performance of random policies, consider Figure 2b . In it, we find that a utility of 175 is attained by a lookahead policy using an average of 300 communications. The same utility is obtained by a random self-avoiding policy in 425 communications. However, the random self-avoiding policy has no computational or structural overhead as it is completely unaware of utility. This suggests that under these conditions, if the cost of maintaining the necessary knowledge to perform an optimal strategy is on par with the cost of the extra 125 communications, a randomized policy is in fact a competitive strategy for information sharing. 
Effects of Noisy Estimation
Exploring this tradeoff further, we examine the effects of noisy estimates of utility on performance of the lookahead policy. Gaussian noise was introduced into the utility estimates of unvisited team members used by the lookahead policy. The utility of visited members was fixed at zero and not affected by this noise. To simulate the compounded inaccuracy of estimating the utility of team members further away in the network, the standard deviation of the noise (γ) was scaled exponentially by the network distance between teammates (d a,b ) using the following equation.
As seen in Figure 4 , as the amount of noise was increased, the performance of the lookahead policies degraded. This suggests that even when using an ideal routing policy, incorrect estimates of utility can disrupt intelligent routing policies. However, at γ = 1.0, the noise was so large that estimates of utility were approximately random. The only usable information available in this condition was that the utility of visited teammates was fixed at zero. Without the ability to discern high-and low-utility team members, the remaining difference in performance between the lookahead and random policy in the high noise condition cannot be attributed to the selection of higher utility paths. However, it may be the result of the lookahead policy's ability to avoid myopic routing decisions that might force future communications to pass through visited teammates.
Properties Affecting Optimality
Another observation was that the proportional gap between the lookahead policy and the random trail policy varied repeatably over networks and utility distributions across trials, suggesting that a combination of network structure and utility distribution properties affect the efficiency of the random trail policy. To explore this further, a wide array of networks and utility distributions were tested across a constant number of communications of t = 250 to study how the optimality of the random trail policy was affected by various properties. A cross section of these results can be found in Figures 5 and 6 . It was found that certain characteristics clearly affected optimality, while most had negligible effects. The type of network had a clear impact on optimality. Interestingly, small worlds and hierarchical networks were similar in performance and contrasted with scalefree networks. In this experiment, particularly interesting results were obtained for random networks, so these results are presented in lieu of the grid results.
The network density was another property that showed a clear effect on optimality. At low network densities (ρ = 2), the average case performance of the random trail algorithm matched or exceeded the optimal policy on the small worlds and random networks. The consistency of this result, and its specificity, suggest that certain combinations of network structure, utility distribution, and network density are pathological for the lookahead policy. At higher densities, the optimality seemed to converge to a constant value dependent on network type.
Aside from inconsistent behavior at low network densities, the variance of the utility distribution also affected optimality, with the random trail policy performing better as variance was decreased. This makes sense, as a perfect self-avoiding policy over a network of members with constant utility (no variance) will always take an optimal path. 2), and uniform utility distribution. The proportion of lookahead utility refers to the utility of the random trail policy scaled by that of a 4-step lookahead policy.
Scaling Network Size
In the initial set of scaling experiments, distribution type, routing type and network type were varied as the size of the network was scaled up. The results are shown in Figures 7-9 . Each of the figures use log scaling on both the x and y axes. In the first of the experiments, varying the distribution type, random trails routing was used on a scale free network ( Figure 7) . In all cases, overall value for a fixed token propagation length is shown. The slight improvement in value received with bigger networks was due to the larger network resulting in less situations where the token unavoidably retraced its own path. Notice that this effect lessens as the network gets bigger and will asymptotically reach some limit when it never retraces it path. In the second of the experiments, the routing type was varied on a scale free network, with an exponential value distribution, while the network size was scaled up. Notice that the lookahead policy, which knows the whole network improves its value much more with the increasing network size than any of the random policies. This is because the larger network offers more opportunities for the lookahead to exploit. Since the scale-free network has a small worlds property, the width of the network, i.e., the average distance between any two nodes in the network increases only slowly, thus offering many more opportunities for the lookahead to exploit, at relatively low cost. While the random policies benefit from retracing their steps less often, they do not proactively exploit the new opportunities. In the third scaling experiment, the network type is varied, with random trails routing and an exponential value distribution, while the network size is scaled up. The improvement in value for the bigger networks was much less pronounced for the hierarchy, because the structure of that network does not make it easy for the token to avoid revisiting agents, even in very big hierarchies. The other network types offer many more alternative paths, hence lead to a bigger value increase for the bigger network.
To confirm that it is the reduced need to revisit agents that allows the value increase with scale up for the random routing policies, we varied the network density of a scale free network and used random trails routing on the networks, while the overall network size was scaled up. The results are shown in Figure 10 . Notice that for the larger networks, random trails performed relatively better on denser networks (average density 4 or 8) than on sparser networks (average density 2), confirming the hypothesis. There is no significant difference in the average density 4 and aver- age density 8 case, because the token already has sufficiently many options in the density 4 case to avoid most revisits.
The next set of experiments looked at the performance of the lookahead routing on small-worlds networks and hierarchies as the network density is increased (see Figure 11 -14) . The network density makes relatively little difference to overall effectiveness, since these social networks have relatively low width, even when the density is quite low. The line labeled "0.2 0.7" uses a normal distribution of values with a mean value of 0.2 and a standard deviation of 0.7, and similarly for the other lines. As expected, when the mean is higher, the lookahead is able to find better agents to deliver the information to and when the standard deviation is higher, the lookahead exploits the high value agents efficiently.
Finally, we looked at how random routing performs when an agent might need multiple pieces of information. Two possibilities were modeled. First, when propagated information was noisy sensor readings, with agents potentially needing multiple readings to reduce uncertainty sufficiently. Second, when information was prop- agated about something that was changing over time, hence requiring new information occasionally. Measuring the average value received by the tokens was not an appropriate metric, in this case, because it incentivized behavior where there was maximal delay between delivering dynamic information to agents that needed it most, since that would be high value. Instead, the performance metric used was the sum of information needs over both agents and time. For this metric, lower is better, since lower implies agents needing information the most have received it earliest (and more often, in the dynamic case.) Figure 15 shows the results. In the dynamic case, the relative advantage of lookahead over random policies increases almost linearly, since the lookahead policy can repeatedly exploit its search to find agents with highest value for the information. However, in the noisy case, the difference gets smaller over time because there is less value for the lookahead to exploit after the highest value agents have received the information. Notice that in this case, the random trails and random self avoid policies do not attempt to avoid repeated visits across tokens, only for the single token. 
Related Work
The problem of communication in teams has been well-studied in a variety of fields. Approaches such as STEAM [14] and matchmakers [8] share knowledge about information requirements in order to reason about where to direct information. Gossip algorithms [2] and token passing algorithms [17, 15] use randomized local policies to share information and are thus particularly suited to large scale problems. To address the expense of synchronizing beliefs over teams, several techniques have been developed in conjunction with decentralized Bayesian filtering techniques, including channel managers [1] and query-based particle filters [11] .
A number of approaches to communication for multi-agent coordination have evolved around the concept of multi-agent partially observable Markov decision processes (POMDPs). Some approaches augment the decentralized problem with actions for synchronization [10] , while others model communications as an explicit choice and seek to maximize the tradeoff between communication cost and reward [18, 5] to achieve goals such as minimizing coordination errors [12] .
Conclusions and Future Work
This chapter extends previous work that established upper bounds on token-based propagation. Specifically, it was shown the that relative performance of random token-passing policies scaled well with overall network size and were actually relatively better when noisy. Overall random policies were found to perform relatively poorly on small-worlds networks, while performing well on scale-free and lattice networks. In addition, hierarchical networks were shown to be ill-suited to even optimal token-based information sharing algorithms. The empirical conclusions support the idea that for some domains, random information sharing policies will be a very reasonable approach to take.
In future work, we will apply these results to a variety of physical domains, including urban search and rescue and mobile mesh networking. Using these analysis methods, it should be possible to determine which information sharing methods are best suited to these domains, including if and when random policies should be used. In addition, by modeling the utility distributions of these domains, it may be possible to gain insight into the fundamental properties of real-world information sharing problems, in turn improving the information sharing algorithms that must address them. Further graph-theoretic and probabilistic analysis should yield tighter bounds on performance, and additional experiments can determine the optimality of other common information sharing algorithms such as classic flooding [6] , gossiping [2] , and channel filtering [1] .
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