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Abstract
We collect examples of Valdivia compact spaces, their continuous images and associated classes of Banach spaces which appear
naturally in various branches of mathematics. We focus on topological constructions generating Valdivia compact spaces, linearly
ordered compact spaces, compact groups, L1 spaces, Banach lattices and noncommutative L1 spaces.
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1. Introduction
A compact space K is called Valdivia if it is, for a set Γ , homeomorphic to a subset K ′ of RΓ such that the set{
x ∈ K ′: {γ ∈ Γ : x(γ ) = 0} is countable}
is dense in K ′. If this set is not only dense but equal to K ′, the compact space K is called Corson. These classes
of compact spaces and associated classes Banach spaces were studied by many authors (see, e.g., [3,4,7,38–40])
including the author of the present paper (see, e.g., the survey paper [16]).
One of the first results on Valdivia compacta obtained by the author was the following theorem from [15]:
Let K be a compact space such that each continuous image of K is Valdivia. Then K is Corson.
When he presented this result at the Analysis Seminar in Autumn 1998 in Austria, he was asked by M. Boz˙ejko
whether there are some examples of Valdivia compact spaces naturally appearing in mathematics. In particular, he
raised the question whether Bohr compactification of the real line is Valdivia. It turned out that it is not the case, it is
not even a continuous image of a Valdivia compact space [16, Example 1.18].
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spaces which naturally appear in various branches of mathematics. The author is convinced that these examples
sufficiently illustrate that these classes are rich, natural and worth studying.
The paper is organized as follows.
In the remaining part of the introductory section we give the definitions of basic classes of compact spaces and
Banach spaces addressed in this paper—Eberlein, Corson and Valdivia compact spaces, weakly compactly generated,
weakly Lindelöf determined and 1-Plichko Banach spaces. We also include some technical tools used in the sequel.
In Section 2 we address topological constructions which preserve and generate Valdivia compact spaces. We in-
clude well-known result on products and more precise versions of results on spaces of probability measures and
hyperspaces. We also study Aleksandrov duplicates.
In Section 3 we investigate linearly ordered compact spaces. We present a conjecture on a characterization of
Valdivia compacta among linearly ordered ones and we show that it is true for scattered or connected spaces. We also
show that linearly ordered Valdivia compact spaces are hereditarily Valdivia, which is a great difference from general
Valdivia compacta.
In Section 4 we collect some results on compact groups. They are closely related to Valdivia compact spaces by
the theorem of Ivanovskii and Kuz´mine saying that compact groups are dyadic.
The remaining three sections deal with the associated classes of Banach spaces.
In Section 5 we show that any (real or complex) L1 space is 1-Plichko and collect some examples of L1 spaces
(spaces of measures, duals to C(K) spaces).
Section 6 deals with a subclass of Banach lattices. In particular, we give the proof of an unpublished result of
A. Plichko saying that order continuous Banach lattices are 1-Plichko.
In Section 7 we address noncomutative L1 spaces, i.e. preduals of von Neumann algebras. We prove in particular
that the predual of any semifinite von Neumann algebra is 1-Plichko. We discuss also the case of duals of C∗ algebras.
1.1. Basic definitions
In this section we give the basic definitions of classes of compact spaces and Banach spaces which we will deal
with.
If Γ is any set we set
Σ(Γ ) = {x ∈ RΓ : {γ ∈ Γ : x(γ ) = 0} is countable}.
This space is considered with the pointwise convergence topology inherited from RΓ and is called a Σ -product of
real lines. Compact spaces which are homeomorphic to a subset of Σ(Γ ) are called Corson.
Further, a subset A of a compact space K is called a Σ -subset of K if there is a homeomorphic injection
h : K → RΓ with A = h−1(Σ(Γ )). Hence a compact space is Valdivia if and only if it admits a dense Σ -subset.
We continue by defining associated classes of Banach spaces.
Let X be a Banach space. A subspace S ⊂ X∗ is a Σ -subspace of X∗ if there is M ⊂ X with spanM dense in X
such that
S = {ξ ∈ X∗: {x ∈ M: ξ(x) = 0} is countable}.
If X∗ is a Σ -subspace of itself, the space X is called weakly Lindelöf determined (shortly WLD). A Banach space
X is called Plichko (1-Plichko) if X∗ admits a norming (1-norming, respectively) Σ -subspace. Recall that S ⊂ X∗ is
norming if
|x| = sup{∣∣ξ(x)∣∣: ξ ∈ S ∩BX∗}, x ∈ X,
defines an equivalent norm on X. If this norm is equal to the original one, S is called 1-norming. Note that a subspace
S ⊂ X∗ is 1-norming if and only if S ∩BX∗ is weak∗ dense in BX∗ .
These classes of Banach spaces form the top of the following hierarchy of classes (which may be called “descriptive
hierarchy” as most of these classes can be defined by a descriptive property of the weak topology):
separable spaces ⊂ weakly compactly generated spaces
⊂ subspaces of weakly compactly generated spaces
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⊂ weakly countably determined (Vašák) spaces
⊂ weakly Lindelöf determined spaces
⊂ 1-Plichko spaces ⊂ Plichko spaces.
Associated classes of compact spaces form the following hierarchy:
metrizable compacta ⊂ Eberlein compacta
⊂ Talagrand compacta ⊂ Gul’ko compacta
⊂ Corson compacta ⊂ Valdivia compacta.
For detailed study of these classes, their properties and relationships we refer to [10] and [16]. We recall only
definitions and basic facts on some of them.
A Banach space X is weakly compactly generated (shortly WCG) if there is a weakly compact subset of X whose
linear span is dense in X. By [32] WCG spaces are not preserved by subspaces, hence the class of subspaces of WCG,
i.e. spaces isomorphic to a subspace of a WCG space, are studied as well. A dual class of compact spaces is that of
Eberlein compacta, i.e. those compact spaces which are homeomorphic to a weakly compact space in a Banach space.
The class of WCG spaces contains all separable spaces and all reflexive spaces. Moreover, it contains spaces L1(μ)
for each σ -finite measure μ and space c0(Γ ) for any set Γ . Hence there are many examples of WCG spaces naturally
appearing in analysis.
On the other hand, the examples which show that the classes of subspaces of WCG, weakly K-analytic spaces,
weakly countably determined spaces and weakly Lindelöf determined spaces (and hence the classes of Eberlein,
Talagrand, Gul’ko and Corson compacta) are different which can be found in [4,35,36] are complicated constructions.
We will show that for the next classes (Valdivia compacta and 1-Plichko spaces) the situation is different—that
there are many natural spaces belonging to these classes and not belonging to smaller ones.
1.2. Some technical tools
We will need also the following auxiliary notion: Let K be a compact space and A ⊂ K . We say that A is a
weak Σ -subset of K if there are a compact space L, a Σ -subset B ⊂ L and a continuous surjection ϕ : L → K with
A = ϕ(B). Thus, K is a continuous image of a Valdivia compact space if and only if it has a dense weak Σ -subset.
Lemma 1.1. Let K be a compact space and A ⊂ K be a dense weak Σ -subset. Then the following holds:
(i) A is countably closed, i.e. C ⊂ A for each C ⊂ A countable.
(ii) A∩G is dense in G for any nonempty Gδ-subset G ⊂ K . In particular, A contains all Gδ-points of K .
(iii) If B ⊂ A is relatively closed, then B is a weak Σ -subset of B .
If A is a dense Σ -subset, we have, in addition,
(iv) A is Fréchet–Urysohn, i.e., whenever M ⊂ A and x ∈ A are such that x ∈ M , then there is a sequence xn ∈ M
with xn → x.
(v) If B is another Σ -subset and A∩B is dense in K , then A = B .
Proof. The assertions (i) and (iii) are easy to see. The assertion (ii) follows for example from [16, Lemma 1.11], the
assertion (iv) is proved for example in [16, Lemma 1.6] and the assertion (v) follows from [16, Lemma 1.7]. 
2. Topological constructions which preserve Valdivia compacta
In this section we collect results on topological constructions which preserve Valdivia compacta. We point out the
cases when naturally arise non-Corson Valdivia compacta from metrizable or Eberlein ones.
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Valdivia compact spaces are preserved by arbitrary products (see, e.g., [16, Theorem 3.29]). In particular, we have
the following. (The second part of this theorem follows from [16, Theorem 3.31].)
Theorem 2.1. Let Ki , i ∈ I , be metrizable compact spaces such that each of them has at least two points. Then
K =∏i∈I Ki is a Valdivia compact space. Moreover, K is Corson if and only if I is countable and in this case K is
metrizable as well.
As a special case we get the following example.
Example 2.2. The product spaces {0,1}I and [0,1]I are Valdivia for each I . If I is uncountable these spaces are not
Corson; if I is countable they are metrizable.
Let us note that the following question is still open.
Question 2.3. Let K and L be nonempty compact spaces such that K ×L is Valdivia. Are K and L Valdivia, too?
The answer is known to be positive in some cases—if one of the factors has a dense set of Gδ-points
[16, Lemma 3.32] or if the factors have weight at most ℵ1 [23, Theorem 4.4].
2.2. Spaces of probabilities
If K is a compact space, by P(K) we denote the space of Radon probabilities on K equipped with the weak∗
topology inherited from C(K)∗. By [16, Section 5.1] we have the following.
Theorem 2.4. Let K be a compact space.
(i) If K is Valdivia, then P(K) is Valdivia as well.
(ii) If K has a dense set of Gδ points, then P(K) is Valdivia if and only if K is Valdivia.
(iii) P(K) is Corson if and only if K is a Corson compact space with property (M) (i.e., each Radon probability on K
has separable support).
Note that under continuum hypothesis there is a Corson compact space K without property (M) [4, Theorem 3.12].
Then P(K) is Valdivia but not Corson. Further remark that by a result of T. Banakh and W. Kubis´ [5] there is a
non-Valdivia compact space K such that P(K) is Valdivia (see also Section 4 below).
Further, for n ∈ N denote by Pn(K) the probability measures from P(K) supported by at most n points. Then we
have the following complement of the previous theorem.
Theorem 2.5. Let n ∈ N and K be a compact space.
(i) If K is Valdivia, then so is Pn(K).
(ii) If K has a dense set of Gδ points, then Pn(K) is Valdivia if and only if K is Valdivia.
(iii) Pn(K) is Corson if and only if K is Corson.
Proof. Assertion (i) and the if part of (iii) follows from [16, Proposition 5.1]. The only if part of (iii) is obvious, as K is
homeomorphic to a subset of Pn(K). Finally, the assertion (ii) follows from [16, Lemma 5.5] and Lemma 1.1(ii). 
The following question seems to be open.
Question 2.6. Suppose that K is a compact space such that Pn(K) is Valdivia for some n  2. Is K necessarily
Valdivia, too?
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whether it can be chosen in such a way that Pn(K) is Valdivia for some n 2.
2.3. Hyperspaces
If K is a compact space, the symbol exp(K) denotes the space of all closed subsets of K equipped with the Vietoris
topology. The space exp(K) is again compact. It follows from [23, Corollary 6.2] that exp(K) is Valdivia whenever
K is Valdivia. We formulate this result more exactly.
Theorem 2.7. Let K be a Valdivia compact space and A ⊂ K be a dense Σ -subset. Then the set
S = {F ∈ exp(K): F ⊂ A & F is metrizable}
is a dense Σ -subset of exp(K).
Proof. We will use the characterization of Valdivia compact spaces given in [23, Theorem 6.1]. By the quoted theorem
a compact space K is Valdivia if and only if there is a family of continuous retractions (Rs, s ∈ Σ) on K indexed by
a directed set Σ with the following properties:
(i) RsRt = RtRs for each s, t ∈ Σ (i.e., the family is commutative);
(ii) RsRt = Rs whenever s  t ;
(iii) x = lims∈Σ Rs(x) for each x ∈ K ;
(iv) If T ⊂ Σ is countable and directed, t = supT exists and Rt(x) = lims∈T Rs(x) for each x ∈ K ;
(v) Rs(K) is second countable (i.e. metrizable) for each s ∈ Σ .
In fact, it easily follows from the proof of [23, Theorem 6.1] that the following claim is true.
Claim. Let K be a compact space and A ⊂ K be a dense subset. Then A is a Σ -subset of K if and only if there is a
family of retractions (Rs, s ∈ Σ) satisfying conditions (i)–(v) such that A =⋃s∈Σ Rs(K).
Now we conclude the proof of our theorem. Let A be a dense Σ -subset of K . Let (Rs, s ∈ Σ) be a family
of retractions on K from the preceding claim. For each s ∈ Σ define retraction R˜s : exp(K) → exp(K) by setting
R˜s(F ) = Rs(F ). Using the basic properties of the functor exp (it is a continuous covariant weight preserving functor)
we get that the family R˜s satisfy the properties (i)–(v) on ext(K).
By the claim it remains to prove that S =⋃s∈Σ R˜s(exp(K)). If F ∈ exp(K) and s ∈ Σ , then
R˜s(F ) = Rs(F ) ⊂ Rs(K) ⊂ A
and R˜s(F ) is metrizable as Rs(K) is metrizable. Therefore R˜s(F ) ∈ S.
Conversely, let F ∈ S. It follows from the separability of F and condition (iv) that there is some s ∈ Σ with
Rs(K) ⊃ F . Then R˜s(F ) = F , hence F ∈ R˜s(exp(K)). 
As a corollary we get the following theorem.
Theorem 2.8. Let K be a compact space.
(a) If K is Valdivia, so is exp(K).
(b) If K has a dense set of Gδ points, then exp(K) is Valdivia if and only if K is Valdivia.
(c) The space exp(K) is Corson if and only if K is metrizable. In this case exp(K) is metrizable, too.
Proof. The assertion (a) is the result of [23, Corollary 6.2] and follows immediately from Theorem 2.7.
To show the assertion (b) observe that {k} is a Gδ point of exp(K) whenever k is a Gδ point of K . It remains to use
Lemma 1.1(ii) and the identification of K with the set of all singletons in exp(K).
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e.g., [19, Theorem 4.22]). Conversely, suppose that exp(K) is Corson. As K is canonically homeomorphic to a subset
of exp(K) (the subset formed by singletons), K is Corson as well. By Theorem 2.7 the family of all metrizable closed
subsets of K forms a dense Σ -subset of exp(K). If exp(K) is Corson, this Σ -subset must be equal to exp(K) by
Lemma 1.1(v). In particular, it contains K , hence K is metrizable. 
Example 2.9. The space exp(K) is a non-Corson Valdivia compact in the following cases:
• K is the one-point compactification of an uncountable discrete space.
• K is the unit ball of a nonseparable Hilbert space equipped with the weak topology.
We continue by the following consequences on spaces of finite subsets. Recall that expn(K) denotes the subset
of exp(K) formed by sets of cardinality at most n.
Proposition 2.10. Σ -subset. Then for each n ∈ N the set
An =
{
F ∈ expn(K): F ⊂ A
}
is a dense Σ -subset of expn(K).
This proposition follows easily from Theorem 2.7. As a corollary we get the following.
Theorem 2.11. Let K be a compact space and n ∈ N.
• If K is Valdivia, so is expn(K).
• If K has a dense set of Gδ points, then expn(K) is Valdivia if and only if K is Valdivia.
• expn(K) is Corson if and only if K is Corson.
The following questions seem to be open.
Question 2.12. Let K be a compact space.
• Suppose exp(K) is Valdivia. Is K Valdivia as well?
• Suppose expn(K) is Valdivia for some n ∈ N. Is K Valdivia as well?
2.4. Aleksandrov duplicates
If K is a compact space and A ⊂ K an arbitrary subset, the Aleksandrov duplicate D(K,A) is the set D(K,A) =
K ×{0} ∪A×{1} equipped with the following topology: The points in A×{1} are isolated and a neighborhood basis
of a point (k,0) ∈ K × {0} is formed by sets U × {0} ∪ ((U \ {k}) ∩ A) × {1} where U is a neighborhood of k in K .
Aleksandrov duplicates are used as a source of counterexamples in topology. Moreover, by [9] they are closely related
to the CD0(K) spaces introduced in [1].
We have the following:
Theorem 2.13. Let K be a compact space and A ⊂ K be an arbitrary subset.
(i) D(K,A) is metrizable if and only if K is metrizable and A is countable.
(ii) D(K,A) is Corson (Eberlein) if and only if K is Corson (Eberlein).
(iii) Suppose that there is a dense Σ -subset B ⊂ K such that A \B is finite. Then D(K,A) is Valdivia.
(iv) If D(K,A) is Valdivia, then so is K . Moreover, there is a dense Σ -subset B ⊂ K such that each one-to-one
sequence in A has a subsequence converging to a point of B .
Proof. The assertion (i) follows easily from the fact that a compact space is metrizable if and only if it has a countable
basis of open sets.
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subsets. To show the ‘if’ part we will use the Rosenthal characterization of Corson and Eberlein compact spaces (see,
e.g., [27]):
A compact space L is Corson (Eberlein) if and only if there is a point-countable (σ -point-finite, respectively) family
of open Fσ subsets of L which separates points of L.
Recall that a family U separates points of L if for each distinct points x, y ∈ L there is U ∈ U containing exactly
one of them. Further, U is point-countable (point-finite) if each point of L is contained only in countably many
(finitely many, respectively) members of U . A family is σ -point-finite if it is the union of countably many point-finite
subfamilies.
Let U be a family of open Fσ subsets of K separating points of K . Then
U˜ = {(U × {0,1})∩D(K,A): U ∈ U}∪ {{(a,1)}: a ∈ A}
is a family of open Fσ subsets of D(K,A) separating points of D(K,A). Moreover, it is clear that U˜ is point-countable
(σ -point finite) whenever U has the respective property.
(iii) This can be proved similarly as the ‘if’ part of (ii) using [16, Proposition 1.9]:
A dense subset B ⊂ L is a Σ -subset if and only if there is a family U of open Fσ subsets of L separating points
of L such that B = {x ∈ L: {U ∈ U : x ∈ U} is countable}.
Now, if U is such a family for the compact K with a dense Σ -subset B , then
U˜ = {(U × {0,1} \ (A \B)× {1})∩D(K,A): U ∈ U}∪ {{(a,1)}: a ∈ A}
is such a family for the compact D(K,A) with the dense Σ -subset B × {0} ∪A× {1}.
(iv) Let B be a dense Σ -subset of D(K,A). We first show that B ∩ (K ×{0}) is dense in K ×{0} which will show
that K is Valdivia.
Let U be a nonempty open subset of K . Choose a nonempty open set V ⊂ K with V ⊂ U . If V is finite, then
V × {0} ⊂ B . If V is infinite and V ∩ A is finite, then (V \ A) × {0} is a nonempty open set in D(K,A) and hence
it contains an element of B . Finally, suppose V ∩ A is infinite. As (V ∩ A) × {1} is an infinite subset of B , it has
an accumulation point in B by Lemma 1.1(i). By the definition of the topology in D(K,A) this accumulation point
belongs to V × {0} ⊂ U × {0}. This finishes the proof of density if B ∩ (K × {0}) in K × {0}.
Finally, let xn be a one-to-one sequence in A. Then (xn,1) is a one-to-one sequence in B . So there is a subsequence
converging to an element of B (by Lemma 1.1(iv)). By the definition of the topology of D(K,A) the limit point is of
the form (x,0) and xn → x in K . As (x,0) ∈ B ∩ (K × {0}), we are done. 
It seems not to be clear, how to characterize those A ⊂ K for which D(K,A) is Valdivia. Assertion (iii) provides
a sufficient condition, assertion (iv) a necessary one. It is easy to see that the condition in (iii) is not necessary—take
K = A = [0,ω1 · ω] with the order topology. On the other hand, it is not clear whether the condition in (iv) is also
sufficient. Note that each linearly ordered Valdivia compact satisfies the condition in (iv) by Lemma 3.1(c) below.
Hence the following question seems to be open.
Question 2.14. Let K be a linearly ordered Valdivia compact space. Is the Aleksandrov duplicate D(K,K) necessarily
Valdivia?
3. Linearly ordered compact spaces
In this section we collect examples of Valdivia compacta among linearly ordered spaces and some results on this
class of spaces. We start by few general facts.
Lemma 3.1. Let K be a linearly ordered space. Denote by G(K) the set of all points of K which are either isolated
or limits of one-to-one sequences. Then we have the following:
(a) G(K) is dense in K .
(b) If A ⊂ K is a dense weak Σ -subset, then G(K) ⊂ A.
(c) If K is Valdivia, then G(K) is formed by all Gδ-points of K and G(K) is the unique dense Σ -subset of K .
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I has no isolated points. Take x, y ∈ I with x < y. Then the interval [x, y] contains a strictly increasing sequence xn.
Its limit belongs both to G(K) and I .
(b) If A is dense, then A contains all isolated points of K . Further suppose that (xn) is a one-to-one sequence
converging to x. There is a subsequence of (xn) which is either strictly increasing or strictly decreasing. So without
loss of generality suppose that xn is strictly increasing. As A is dense, we can choose yn ∈ A such that yn ∈ (xn, x).
Then yn → x and hence x ∈ A by Lemma 1.1(i).
(c) Let A be a dense Σ -subset of K . By (b) we have G(K) ⊂ A. Moreover, suppose x /∈ G(K). Then x ∈ K \ {x}
and hence x ∈ (K \ {x})∩A. As x is not limit of a one-to-one sequence, x /∈ A by Lemma 1.1(iv). Thus A = G(K).
Further, G(K) clearly contains all Gδ-points of K . Conversely, take x ∈ G(K). If x is isolated, it is Gδ . If x is
isolated from one side (i.e., either (←, x] or [x,→) is open), then x is also Gδ . (Suppose (←, x] is open. Take a
one-to-one sequence xn → x. Then {x} =⋂n(xn, x].) Finally, suppose that x is not isolated from any side. Then, as
x ∈ A, it follows from Lemma 1.1(iv) that there is a strictly increasing sequence xn → x and a strictly decreasing
sequence yn → x. Now, x is clearly Gδ . 
The following proposition shows that linearly ordered Valdivia compact spaces are hereditarily Valdivia and the
same for continuous images of Valdivia compact spaces. It is a generalization of [16, Theorem 3.7(ii)]. Note that for
general Valdivia compact spaces it is not true, in fact any compact space is homeomorphic to a closed subset of a
Valdivia compact (namely, to a subset of [0,1]Γ for a set Γ ).
Proposition 3.2. Let K be a linearly ordered compact space. If K is Valdivia (a continuous image of a Valdivia
compact space), then so is each closed subset of K .
Proof. Let A be a dense weak Σ -subset of K and L ⊂ K be closed. Denote by L′ the set of accumulation points
of L. The proof will be done in three steps.
Step 1. L′ ∩G(K) is dense in L′.
Let I ⊂ K be a nonempty open interval such that I ∩L′ = ∅. Then I ∩L is infinite. Find x, y ∈ I such that x < y
and [x, y] ∩L is infinite. Then [x, y] ∩L contains a strictly monotone sequence. Its limit belongs to G(K)∩L′ ∩ I .
Step 2. There is a closed subset H ⊂ K such that
• H ′ = L′;
• H is order-isomorphic to L;
• H \H ′ ⊂ G(K).
The set K \ L′ is open and hence it is the union of a disjoint family of open intervals. They are of the form either
(a, b) with a, b ∈ L′ with a < b such that (a, b) ∩ L′ = ∅ or (←,minL′) or (maxL′,→). Let I be one of these
intervals. Then I ∩L is at most countable and, moreover, one of the following possibilities takes place:
(a) I ∩L is finite; or
(b) I = (maxL′,→) and I ∩L is a strictly increasing sequence converging to sup I ; or
(c) I = (←,minL′) and I ∩L is a strictly decreasing sequence converging to inf I ; or
(d) I = (a, b) for a, b ∈ L′ and I ∩ L consist of two sequences, one strictly increasing to b, the second one strictly
decreasing to a.
The set H will be constructed from L by replacing for each of the above described interval I the intersection I ∩L
by I ∩H ⊂ G(K) of the same order type. It is easy to check that it can be done. We will describe the modification for
the case (b). The remaining cases are analogous.
Suppose b = sup I and I ∩L = {xn: n ∈ N} with xn ↗ b. As G(K) is dense in K (Lemma 3.1), we can by induction
construct x˜n ∈ G(K) such that x˜1 ∈ (x1, b) and xn+1 ∈ (max{xn+1, x˜n}, b). Then x˜n ∈ I ∩G(K) and x˜n ↗ b. Finally,
set H ∩ I = {x˜n: n ∈ N}.
It is clear that after performing such modification of L∩ I for each of the above intervals, we obtain a closed set H
with the required properties.
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By Step 1 we have that L′ ∩ G(K) is dense in L′ and hence H ′ ∩ G(K) is dense in H ′. Further, by Step 2 we
have H \ H ′ ⊂ G(K) and hence H ∩ G(K) is dense in H . Thus H ∩ A is dense in H by Lemma 3.1, and hence H
is Valdivia (a continuous image of Valdivia). Further, by Step 2 the space H is order-isomorphic to L and hence they
are homeomorphic. This concludes the proof. 
Proposition 3.3. Let K be a linearly ordered compact space.
(i) If K is a continuous image of a Valdivia compact space, then K has character at most ℵ1 and each closed first
countable subset of K is metrizable.
(ii) If K is a Valdivia compactum, then K has weight at most ℵ1.
(iii) K is Corson if and only if K is metrizable.
Proof. The assertion (iii) is a result of Nakhmanson [28] (see also [2, Theorem IV.10.1]); the assertion (ii) is due to
W. Kubis´ [20, Proposition 5.5].
Let us prove the assertion (i). Suppose K has character at least ℵ2. It follows that K contains a copy of the ordinal
interval [0,ω2]. It follows by Proposition 3.2 that [0,ω2] is a continuous image of a Valdivia compact space. It is
a contradiction with [17, Theorem 3.5].
Further, let L be a closed first countable subset of K . By Proposition 3.2 it is a continuous image of a Valdivia
compact space. Hence L is Corson by [16, Theorem 3.27], and so it is metrizable by (iii). 
Further we recall the following result of W. Kubis´ [20, Theorem 5.6] on the existence of an universal linearly
ordered Valdivia compact space.
Theorem 3.4. There is a totally disconnected linearly ordered Valdivia compact K such that every linearly ordered
Valdivia compact space is a continuous order-preserving image of K .
The construction is quite natural—K is the inverse limit of a continuous inverse sequence of length ω1 such that
each bonding map in this sequence is a natural order-preserving retraction of the Cantor set. The space K has some
more properties—no interval is first countable and each nonempty clopen subset is order isomorphic to K .
Next we formulate some natural conjectures:
Conjecture 3.5. Let K be a linearly ordered compact space. Then K is Valdivia if and only if the following assertions
are satisfied:
(a) K has weight at most ℵ1.
(b) Each closed first countable subset of K is metrizable.
(c) Any point x ∈ K of uncountable character is isolated from one side (i.e., either (←, x] or [x,→) is open).
Note that conditions (a)–(c) are necessary for K being Valdivia. For conditions (a) and (b) it follows from Proposi-
tion 3.3. Let us show the necessity of condition (c). Suppose that x ∈ K has uncountable character and is not isolated
from any side. There are two possibilities: either x has uncountable character both in (←, x] and in [x,→) or x has
countable character in one of them and uncountable in the other. If the latter possibility takes place, then x is the limit
of a one-to-one sequence, hence x ∈ G(K). By Lemma 3.1(c) the point x is of countable character, a contradiction. So
suppose that the first possibility takes place. Then K contains a copy of the quotient space made from [0,ω1] × {0,1}
by identifying (ω1,0) and (ω1,1). This space is not Valdivia by [16, Example 1.10(iv)]. This contradicts Proposi-
tion 3.2. Hence, the question is whether conditions (a)–(c) are also sufficient.
We will show below that this conjecture is true for K connected or scattered.
The following conjecture is also natural.
Conjecture 3.6. Let K be a linearly ordered compact space which is a continuous image of a Valdivia compact space.
Then K is a continuous order-preserving image of a linearly ordered Valdivia compact space.
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ordered continuous image of a Valdivia compact space has weight at most ℵ1.
3.1. Scattered spaces
For (infinite) scattered compact spaces the weight, the character and the cardinality coincide. For (infinite) linearly
ordered scattered compact spaces these invariants coincide also with tightness. Therefore the situation is easier in
this case. We have the following characterization. Note that the following theorem shows that both conjectures given
above are true for scattered spaces.
Theorem 3.7. Let K be a scattered compact linearly ordered compact space.
(i) K is Corson if and only if K is countable.
(ii) K is Valdivia if and only if the following conditions are fulfilled:
(a) Each point x ∈ K of uncountable character is isolated at least from one side (i.e., at least one of the intervals
(←, x] and [x,→) is open).
(b) K has cardinality at most ℵ1.
(iii) K is a continuous image of a Valdivia compact space if and only if K has cardinality at most ℵ1.
Proof. (i) If K is countable, K is metrizable and hence Corson. If K is Corson, it is countably tight and hence first
countable and thus countable.
(ii) The necessity of (a) and (b) follows from the necessity of conditions in Conjecture 3.5.
Conversely, suppose that K satisfies (a) and (b). We will show that K is Valdivia. We will combine the method of
the proof of [20, Theorem 5.3] with some other results.
First suppose moreover that each point of K is isolated at least from one side. We define an equivalence ∼ on K .
For a, b ∈ K we set a ∼ b if and only if the interval [a, b] is Valdivia (if b < a we mean [b, a] by [a, b]).
Note that a ∼ b implies x ∼ y for each x, y ∈ [a, b]. To show that ∼ is really an equivalence relation, we should
prove transitivity (the remaining properties are trivially satisfied). Let a < b < c be such that a ∼ b and b ∼ c. As b is
isolated from one side, [a, c] is Valdivia as the topological sum of two Valdivia compacta.
Next we will show that all equivalence classes are closed. Let a ∈ K be arbitrary and b be the supremum of the
equivalence class of a. Note that this equivalence class is an interval. We will show that b ∼ a. (The proof for infimum
would be the same.) If b is isolated from the left, then b necessarily belongs to the equivalence class of a (as in this
case the supremum is in fact maximum).
If b is not isolated from the left and has countable character in [a, b], there are isolated points an ∈ (a, b) with
an ↗ b. Then the interval [a, b] is homeomorphic to the one-point compactification of the topological sum of Valdivia
compacta [an−1, an) for n ∈ N (where a0 = a). Hence [a, b] is Valdivia (by [16, Theorem 3.35]) and so a ∼ b.
If b has uncountable character (hence character ℵ1) in [a, b], we can construct xα ∈ [a, b] for α  ω1 such that
• x0 = a, xω1 = b;• xα+1 ∈ (xα, b) for each α < ω1;
• xα+1 is isolated from the right for each α < ω1;
• xλ = supα<λ xα for each λ ω1 limit.
Note that xα is isolated from the right whenever 0 < α < ω1. Therefore the interval [a, b] is the [0,ω1 + 1)-sum (in
the terminology of [17]) of the family of Valdivia compacta [x0, x1] and (xα−1, xα], 1 < α < ω1 isolated. Therefore it
is Valdivia by [17, Proposition 3.4]. Hence b ∼ a which we wanted to prove.
Now we can show that there is only one equivalence class (and hence K is Valdivia) by repeating word by word
the last paragraph of the proof of [20, Theorem 5.3].
Further, let K be any linearly ordered scattered compact space satisfying (a) and (b). Let L be the space made
from K by splitting each point x which is not isolated from any side to two points x− < x+. Then L is scattered,
satisfies (a) and (b) and moreover, each element of L is isolated at least from one side. By the above L is Valdivia.
The space K is a quotient of L made by gluing back x− and x+ for each split point x. Let A be a dense Σ -subset
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point x. Hence K is Valdivia by [16, Theorem 3.22].
(iii) Let cardK  ℵ1. Let L = K · {0,1} be the lexicographic product. Then L satisfies both (a) and (b) from (ii)
and hence is Valdivia. Moreover, K is clearly an order-preserving continuous image of L. 
We continue by recalling characterizations of well-ordered and connected Valdivia compacta. It is a special case of
the previous theorem.
Theorem 3.8. Let α be an ordinal.
(i) If α < ω1, then the interval [0, α] is metrizable.
(ii) If ω1  α < ω2, then the interval [0, α] is a non-Corson Valdivia compactum.
(iii) If α  ω2, then the interval [0, α] is not a continuous image of a Valdivia compactum.
3.2. Connected spaces
The following theorem is a result of [20, Theorem 5.2]. We use here the notation of [20]: R→ is the long ray, i.e.
the lexicographic product [0,ω1) · [0,1). It is a locally compact space. The space R→ + 1 is the compact space made
from R→ by adding the endpoint. The space (R→ + 1)−1 is the order inverse of R→ + 1. Finally, ←I→ denotes the
unique linearly ordered space [a, b] such that for each c ∈ (a, b) the interval [a, c] is order isomorphic to (R→ + 1)−1
and the interval [c, b] is order isomorphic to R→ + 1.
Theorem 3.9. There are only five connected linearly ordered Valdivia compacta: the singleton, the interval [0,1]
(which are metrizable), the spaces R→ + 1, (R→ + 1)−1 and ←I→ (which are not Corson).
Note that this theorem shows the validity of Conjecture 3.5 for connected spaces. Indeed, suppose that K = [a, b]
is a connected linearly ordered compact space satisfying conditions (a)–(c). Suppose a < b. By condition (c) we get
that (a, b) is first countable. If both a and b are Gδ points, then K is first countable and hence metrizable by (b). Thus
K is order isomorphic to [0,1]. If a is a Gδ-point and b has uncountable character, then [a, x] is order isomorphic
to [0,1] for each x ∈ (a, b) and b has character ℵ1 by (a). Therefore K is order isomorphic to R→ + 1. Similarly, if a
has uncountable character and b is a Gδ point, then K is order isomorphic to (R→ + 1)−1 and if both a and b have
uncountable character, then K is order isomorphic to ←I→.
As for connected continuous images of Valdivia compact spaces, there are much more examples. In fact, if K is any
linearly ordered Valdivia compact space, we can introduce on K the following equivalence relation: x ∼ y if [x, y]
is scattered. Then K/∼ is a connected linearly ordered compact space. For the universal linearly ordered Valdivia
compact space from Theorem 3.4 it was used by W. Kubis´ in [21] to find a subspace of a Plichko space which is not
Plichko.
4. Compact groups
By a theorem of Ivanovskii and Kuz´mine [14,25] every compact topological group is dyadic, i.e. a continuous
homomorphic image of the product group {0,1}Γ . Therefore we get the following theorem.
Theorem 4.1. Let G be a compact topological group.
(i) G is an open continuous image of a Valdivia compact space.
(ii) G is Corson if and only if it is metrizable.
Proof. The assertion (i) follows from the above quoted theorem using the facts that {0,1}Γ is a Valdivia compact
space (see Example 2.2) and that every surjective continuous homomorphism between compact groups is open (this
is shown for example in [24, Fact 1, p. 2484]).
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set of Gδ-points (see, e.g., [16, Theorem 3.3]). As G is a topological group, we get that each point of G is Gδ .
By compactness we get that G is first countable. Finally, for dyadic compacta character and weight coincide (see,
e.g., [6]), hence G is metrizable. 
Compact groups form a subclass of so-called Dugundji compact spaces (see [37]). We have the following conse-
quences.
Theorem 4.2. Let K be a compact group.
• If K is totally disconnected, then K is Valdivia.
• If K has weight at most ℵ1, then C(K) is 1-Plichko.
The first point follows from [23, Corollary 4.5] and also from Theorem 4.7 below; the second one is due to T. Ba-
nakh and W. Kubis´ [5]. Note that if K is connected and of weight ℵ1, then K need not be Valdivia by [24] (see
Example 4.4 below). This example was used in [5] to show that there is a non-Valdivia compact space K with C(K)
being 1-Plichko.
It seems that the following question is still open.
Question 4.3. Is C(K) 1-Plichko for any compact group K?
Note that the answer is positive if K is Abelian, see Theorem 4.6 below. So the question is open for noncommutative
compact groups of weight at least ℵ2.
4.1. Abelian compact groups
In the commutative case, the proof of the theorem of Ivanovskii and Kuz´mine can be done using Pontryagin duality.
We briefly recall the argument given in [24]:
If G is a locally compact Abelian group, let Ĝ denote its Pontryagin dual. Then Ĝ is again a locally compact
Abelian group and Ĝ = G. Further, G is compact if and only if Ĝ is discrete. Hence, compact Abelian groups are just
Pontryagin duals to discrete Abelian groups. Therefore, the proof goes as follows. Let G be a compact Abelian group.
Then Γ = Ĝ is a discrete Abelian group. There is a divisible Abelian group Γ1 containing Γ as a subgroup. Then Γ1
is a direct sum of a family Δi , i ∈ I , of countable groups. Then each Δ̂i is a compact metrizable group and Γ̂1 is the
product of all Δ̂i (and hence Valdivia). Finally, by duality G = Γ̂ is a continuous homomorphic image of Γ̂1.
The following example is due to W. Kubis´ and V. Uspenskii [24].
Example 4.4. There is a compact connected Abelian group K of weight ℵ1 which is not a Valdivia compactum.
This example is the Pontryagin dual of an indecomposable torsion-free group of cardinality ℵ1 taken with the
discrete topology. A construction of such a group is contained in [11, Sections 88 and 89].
The following strengthening of the previous example is due to W. Kubis´ [22, Corollary 3.5].
Theorem 4.5. Let K be a compact Abelian group. Then K is a Valdivia compactum if and only if its identity component
is isomorphic to a product of compact metrizable groups.
The following theorem yields the positive answer to Question 4.3 for Abelian groups.
Theorem 4.6. Let K be a compact Abelian group. Then C(K) is 1-Plichko.
Proof. This is an immediate consequence of the fact that in this case C(K) has a 1-norming Markushevich basis. In
[31, p. 41] it is claimed that it is a well-known result. For the sake of completeness we sketch the proof.
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duality is defined by
〈g,f 〉 =
∫
K
fg dμ, f ∈ C(K), g ∈ L1(μ).
Moreover, as μ is strictly positive on K (i.e., nonempty open sets have strictly positive measure), C(K) is isometrically
embedded into L∞(μ) and therefore L1(μ) is a 1-norming subspace of C(K)∗.
Further, consider the Pontryagin dual K̂ as a subset of C(K,C). Recall that its elements are continuous homomor-
phisms of K into the unit circle {z ∈ C: |z| = 1}. Note that the linear span of K̂ is dense in C(K,C). This follows
from the Stone–Weierstrass theorem as K̂ separates points of K , contains constant function 1, is stable to products
and to taking complex conjugates.
We will be done if we show that the Σ -subspace defined by K̂ contains L1(μ). To show this notice first that∫
K
f g¯ dμ = 0 for all pairs f,g of distinct elements of K̂ . Therefore, the Σ -subspace in question contains K̂ . By
the previous paragraph the linear span of K̂ is dense in C(K,C) equipped with the max-norm, hence it is dense
in C(K,C) also in the norm inherited from L1(μ). As C(K,C) is dense in L1(μ), we get that the linear span of K̂ is
norm-dense in L1(μ). It remains to use the fact that any Σ -subspace is norm-closed.
This finishes the proof for C(K,C). For C(K,R) we can use [18, Theorem 3.8]. 
4.2. Noncommutative compact groups
For general, not necessarily commutative compact groups the following representation theorem follows from
[13, Theorem 4.4].
Theorem 4.7. Let G be a compact group. Denote by G0 the identity component of G. Then there is a family
(Fa : a ∈ Λ) of finite groups such that G is homeomorphic to
G0 ×
∏
a∈Λ
Fa.
In particular, if G is totally disconnected, then G is homeomorphic to {0,1}Γ for a set Γ .
As a corollary we get the following.
Corollary 4.8.
• If G0 is a Valdivia compact space, then so is G.
• If the weight of G0 is at most ℵ1, then G is Valdivia if and only if G0 is Valdivia.
The first point follows immediately from the previous theorem using the fact that Valdivia compact spaces are
preserved by products. The second one follows from [23, Theorem 4.4]. Note that it is not clear whether the assumption
on weight can be omitted; it is of course a special case of Question 2.3.
5. L1 spaces
By an L1 space we mean the space L1(μ) for a nonnegative σ -additive measure μ defined on a measurable space
(X,A) where X is a set and A is a σ -algebra of subsets of X. It is well known and easy to see that L1(μ) is weakly
compactly generated provided μ is finite. Indeed, in this case the identity map from L2(μ) into L1(μ) is a continuous
linear injection with dense range. If we recall that L2(μ) is reflexive (it is a Hilbert space), it is clear that L1(μ) is
WCG.
If we investigate spaces of the form L1(μ), we may restrict ourselves to the case when μ is semifinite. Recall that
μ is semifinite if for each measurable set A with μ(A) > 0 there is a measurable subset B ⊂ A with 0 <μ(B) < +∞.
Indeed, if we define
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{
μ(B): B ⊂ A, μ(B) < +∞},
μ2(A) =
{0 if μ|B is semifinite,
+∞ otherwise,
then μ1 is semifinite, μ2 takes only values 0 and +∞, μ = μ1 +μ2 and L1(μ) = L1(μ1).
Theorem 5.1. Let μ be a semifinite nonnegative σ -additive measure.
(i) The space L1(μ) is 1-Plichko.
(ii) The space L1(μ) is WLD if and only if μ is σ -finite. In this case L1(μ) is WCG.
Proof. Let B be a maximal family of measurable sets with the following properties:
• 0 <μ(B) < +∞ for each B ∈ B;
• μ(B1 ∩B2) = 0 for each B1,B2 ∈ B distinct.
The existence of such a family follows immediately from Zorn’s lemma.
Take any measurable function f . Then clearly∫
|f |dμ =
∑
B∈B
∫
B
|f |dμ.
Therefore L1(μ) is isometric to the 1-sum of spaces L1(μ|B), B ∈ B. As μ|B is finite for each B ∈ B, L1(μ|B) is
WCG and hence 1-Plichko. Further, 1-Plichko spaces are preserved by 1-sums (see [16, Theorem 4.31(iii)]). This
proves (i).
To show (ii) it is enough to observe that μ is σ -finite if and only if B is countable, that a countable 1 sum of WCG
spaces is again WCG and that an uncountable 1-sum of nontrivial spaces contains 1(ω1) and hence is not WLD. 
Remark 5.2. Note that for the assertion (i) in the previous theorem the assumption on semifiniteness of μ is not
necessary by the above. However, in the assertion (ii) it is essential. Namely, if μ is a nonzero measure taking only
values 0 and +∞, then it is not σ -finite but L1(μ) is the trivial space.
A large class of L1 spaces is formed by spaces of measures. We first describe a general result. Let (X,A) be a
measurable space. Denote by M(A) the space of all σ -additive finite measures on (X,A) (we can take either signed
measures to obtain a real space or complex measures to obtain a complex space). Equip M(A) by the total variation
norm. Then M(A) is a Banach space. We have the following abstract result.
Proposition 5.3. Let M be a closed subspace of M(A) such that ν ∈ M whenever there is some μ ∈ M such that ν is
absolutely continuous with respect to |μ|. Then M is 1-Plichko.
Proof. Take a maximal family (μa)a∈A of mutually singular probability measures from M . For each a the space
of measures which are absolutely continuous with respect to μa is isometric to L1(μa) (by the Radon–Nikodým
theorem). Finally, given any ν ∈ M and a ∈ A denote by νa the absolutely continuous part of ν with respect to μa .
Then ν → (νa)a∈A is an isometry of M onto the 1-sum of the spaces L1(μa), a ∈ A. Therefore M is 1-Plichko. 
As a consequence we get the following result.
Theorem 5.4.
• M(A) is 1-Plichko for any measurable space (X,A).
• If X is a Hausdorff space, then the spaces Mt(X) of finite Radon measures on X and Mτ(X) of finite τ -additive
measures on X are 1-Plichko. Moreover, if X is countable, both spaces are separable; if X is uncountable, they
are not WLD.
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self Radon (τ -additive, respectively) and use the previous proposition. Further, if X is countable, then Mt(X) =
Mτ(X) = 1. If X is uncountable, then 1(X) is a subspace of Mt(X) and hence Mt(X) is not WLD. 
In particular, we get the following result on the duals of C0(T ) spaces.
Theorem 5.5. Let T be any locally compact Hausdorff space.
(i) The dual C0(T )∗ is 1-Plichko.
(ii) The dual C0(T )∗ is WLD if and only if T is countable. In this case C0(T )∗ is separable.
Proof. By the Riesz theorem C0(T )∗ can be represented as the space of all finite Radon measures on T with total
variation norm (we take signed measure if we consider real-valued functions and complex measures if we consider
complex-valued functions). Therefore the previous theorem applies. 
Example 5.6. The spaces C[0,1]∗ and C0(R)∗ are 1-Plichko and not WLD.
6. Banach lattices
In this section we study which Banach lattices are 1-Plichko. Note that, unlike in the previous sections, we should
restrict our attention to real spaces, as Banach lattices are real spaces. Of course, real C(K) spaces are Banach lattices.
By [16, Theorem 5.2] the space C(K) is 1-Plichko if and only if P(K) admits a dense convex Σ -subset. A sufficient
condition for this is that K is Valdivia. It is also necessary if K has a dense set of Gδ points but not in general by [5]
(see also Section 4). This is closely related to the results on P(K) spaces mentioned in Section 2.2 but it is not related
to the lattice structure of C(K). Therefore we will not consider C(K) spaces but lattices essentially different. Note
only that apart of just C(K) spaces we may ask for which locally compact spaces T is the space C0(T ) 1-Plichko.
It seems that this question has not been seriously addressed yet.
We start by recalling the Kakutani decomposition theorem characterizing real L1 spaces:
Theorem 6.1. Let X be a Banach lattice such that the norm is additive on the positive cone. Then X is a (real)
L1-space.
By the Kakutani theorem and the previous section we have the following:
Theorem 6.2. Let X be a Banach lattice such that the norm is additive on the positive cone. Then X is 1-Plichko. In
particular, if X ⊂ C(K)∗ for a compact space K or X ⊂ L1(μ) for a σ -additive nonnegative measure μ is a closed
linear sublattice, then X is 1-Plichko.
A wider class of 1-Plichko Banach lattices is formed by order continuous Banach lattices. The following result is
due to A. Plichko [30]. As this result has not been published, we sketch below a proof.
Theorem 6.3. Any order continuous Banach lattice is 1-Plichko.
Recall that a Banach lattice is order continuous if any nonincreasing net with infimum 0 norm converges to 0.
Proof. The proof consists of three steps.
Step 1. X can be decomposed into a 1-unconditional sum of ideals having a weak order unit.
By [26, II, 1.a.9] there are Xi ⊂ X, i ∈ I such that
• each Xi is a closed ideal in X (i.e., Xi is a subspace of X and y ∈ Xi whenever |y| |x| for some x ∈ Xi );
• each Xi has a weak order unit (i.e., there is ei ∈ Xi such that ei > 0 and x = 0 whenever x ∈ Xi is such that
|x| ∧ ei = 0);
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• for each x ∈ X there is a unique family (xi)i∈I such that xi ∈ Xi for each i ∈ I and x =∑i∈I xi unconditionally
in the norm.
Now it is clear that the sum is 1-unconditional, i.e. ‖∑i∈F1 xi‖  ‖∑i∈F2 xi‖ whenever F1 ⊂ F2 ⊂ I are finite
and xi ∈ Xi for each i ∈ F2.
Step 2. If X is an order continuous Banach lattice with a weak order unit, then X is WCG.
Let e be a weak order unit. By [26, II, 1.b.16] the order interval J = [0, e] is weakly compact. Further, the linear
span of J is dense in X. Indeed, choose first x ∈ X with x  0. For each n ∈ N let xn = x ∧ ne = n(xn ∧ e). Then each
xn belongs to the linear span of J , xn is a nondecreasing sequence bounded by x. As X is σ -order complete [26, II,
1.a.8], this sequence has a supremum. As e is a weak unit, this supremum must be x. Finally, xn converges to x by
order-continuity. As any x ∈ X is a difference of two positive elements, we are done.
Step 3. A 1-unconditional sum of an arbitrary family of WLD spaces is 1-Plichko.
Suppose that Xi , i ∈ I are WLD spaces and X is their 1-unconditional sum. For each i ∈ I there is a linearly dense
Mi ⊂ Xi such that for each ξ ∈ X∗i the set {m ∈ Mi : ξ(m) = 0} is countable. Set M =
⋃
i∈I Mi . Then M is linearly
dense in X and the Σ -subspace generated by M is 1-norming. Indeed, it is equal to{
ξ ∈ X∗: {i ∈ I : ξ|Xi = 0} is countable
}
and this subspace is 1-norming by 1-unconditionality of the sum. 
Note that in Step 3 it is essential that all the summands are WLD, not just 1-Plichko. Indeed, by [16, Theo-
rem 4.31(ii)] 1-unconditional sum of two 1-Plichko spaces need not be 1-Plichko.
An easy example of an order continuous Banach lattice is the space c0(Γ ) for arbitrary set Γ . Further, any Banach
lattice not containing a copy of c0 is order continuous (this follows from [26, II, 1.a.5 and 1.a.7 and 1.a.8]). Therefore
we have the following example.
Example 6.4. Let X be a Banach lattice not containing an isomorphic copy of c0. Then X is 1-Plichko. In particular,
any Banach lattice X isomorphic to a subspace of L1(μ) for a σ -additive nonnegative measure μ is 1-Plichko.
The ‘in particular’ part follows from the fact that L1(μ) is weakly sequentially complete and hence it does not
contain a copy of c0.
Note that the isomorphism of X and a subspace of L1(μ) need not respect the lattice structure, it is supposed to be
just an isomorphism of Banach spaces. Even the respective subspace of L1(μ) need not be a sublattice.
This result should be compared with [16, Theorem 4.22]. This theorem says that any 1-Plichko Banach space
which is not WLD can be renormed in such a way that it is not 1-Plichko. In particular, if μ is not σ -finite, there is
an equivalent norm on L1(μ) in which it is not 1-Plichko. However, by the above example there is no lattice structure
compatible with this norm.
Remark 6.5. There is a natural weaker form of order-continuity, namely σ -order continuity. A Banach lattice X is
σ -order continuous if ‖xn‖ → 0 whenever xn is a decreasing sequence with infimum being the zero element. One may
ask whether Theorem 6.3 remains valid under this weaker assumption. It is not the case, as by [1, Theorem 5.1] the
space C(K) with K being the Aleksandrov duplicate of βN \N is σ -order continuous. But this space is not 1-Plichko
as it contains a copy of ∞/c0. (Note that any Plichko space admits an equivalent locally uniformly rotund norm
by [40] but ∞/c0 has no such norm by [8, p. 74] and [41, Theorem 7.5(i)].)
7. Noncommutative L1 spaces
There is a large theory of a noncommutative analogue of Lp spaces, see, e.g, [29]. They are constructed from a not
necessarily commutative von Neumann algebra, which plays the role of an analogue of an L∞ space. It turns out that
at least many noncommutative L1 spaces are 1-Plichko. Let us first recall basic definitions.
A von Neumann algebra is a ∗-subalgebra M of the algebra B(H) of all bounded linear operators on a complex
Hilbert space H which is equal to its double-commutant M′′. (The commutant M′ of M consists of all elements
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this is really a generalization of L∞ spaces, as to any f ∈ L∞(μ) for a semi-finite measure μ we can associate the
operator of multiplication by f on L2(μ).
A von Neumann algebra M is called semifinite if it admits a normal faithful semifinite trace, i.e., a mapping
τ : M+ → [0,∞] (where M+ is the positive cone of M) satisfying the following properties:
(i) τ is additive and positive-homogeneous;
(ii) τ(x∗x) = τ(xx∗) for x ∈ M;
(iii) τ(x) > 0 if x ∈ M+, x = 0;
(iv) for each x ∈ M+, x = 0 there is y ∈ M+ such that y  x, y = 0 and τ(y) < ∞;
(v) τ(supi∈I xi) = supi∈I τ (xi) for each bounded increasing net in (xi)i∈I in M+.
This is not the original definition of semifinite von Neumann algebras which can be found in [34, p. 297], but an
equivalent description by [34, Theorem V.2.15]. For semifinite von Neumann algebras the definition of the associated
noncommutative Lp spaces is easy. We follow [34, Section V.2], where the construction is described for p = 1 and
p = 2 which is enough for our purpose.
Set
S+ =
{
x ∈ M+: τ(x) < ∞
}
,
S2 =
{
x ∈ M: τ(x∗x)< ∞},
S1 =
{
n∑
i=1
xiyi : xi, yi ∈ S2, i = 1, . . . , n; n ∈ N
}
.
Then S2 is an ideal in M by [34, p. 316] and hence S1 is an ideal as well. Further, by [34, Lemma V.2.16] S1 is the
linear span of S+ and S+ is the positive part of S1, and hence τ can be extended to a linear functional on S1 in a
unique way. This extension is denoted again τ .
As S1 is an ideal, we have x ∈ S1 if and only if |x| = (x∗x)1/2 ∈ S+ and hence we can define
‖x‖1 = τ
(|x|), x ∈ S1.
It is really a norm on S1 (this follows from [34, formula (3), p. 320]) and L1(M, τ ) is defined to be the completion of
(S1,‖ · ‖1). The space L1(M, τ ) is canonically isometric to the predual of M, the duality given by
〈x, y〉 = τ(xy), x ∈ M, y ∈ S1.
It is the content of [34, Theorem V.2.18]. In particular we have the following inequality (see [34, formula (2), p. 320]:
‖xy‖1  ‖x‖ · ‖y‖1, x ∈ M, y ∈ S1. (1)
Further, the formula
(x|y) = τ(y∗x), x, y ∈ S2,
defines a scalar product on S2. The induced norm is denoted by ‖ · ‖2 and the completion of the respective normed
space is called L2(M, τ ). It is of course a Hilbert space. We will need the following inequalities:
‖xy‖2  ‖x‖ · ‖y‖2, x ∈ M, y ∈ S2, (2)
‖xy‖1  ‖x‖2 · ‖y‖2, x, y ∈ S2. (3)
The first inequality follows from [34, formula (8), p. 322]. Let us show the second one. Let x, y ∈ S2 be arbitrary.
Polar decomposition yields u ∈ M with ‖u‖ = 1 with |xy| = uxy. Then
‖xy‖1 = τ
(|xy|)= τ(uxy) ‖ux‖2 · ∥∥y∗∥∥2  ‖u‖ · ‖x‖2 · ‖y‖2 = ‖x‖2 · ‖y‖2.
We used Cauchy–Schwarz inequality, the property (ii) of τ and the inequality (2).
Now we are ready to prove the following. Recall that M is σ -finite if it admits at most countably many pairwise
orthogonal projections.
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only M is σ -finite. In this case it is WCG.
Proof. Let qi , i ∈ I be a maximal family of pairwise orthogonal projections in M such that τ(qi) < ∞ for each i ∈ I .
(Recall that q ∈ M is called a projection if q∗ = q and q2 = q . It is just an orthogonal projection.)
Fix i ∈ I . Let Zi0 = qiM. Then Zi0 is a subspace of S1. Denote by Zi its closure in L1(M, τ ), i.e. its completion
in ‖ · ‖1-norm. We claim that Zi is WCG. To prove this it is enough to show that the identity on Zi0 is continuous from
‖ · ‖2 to ‖ · ‖1. But this easily follows from (3), as for each x ∈ Zi0 we have
‖x‖1 = ‖qix‖1  ‖qi‖2 · ‖x‖2.
As the qi ’s are pairwise orthogonal, we have Zi0 ∩Zj0 = 0 for i = j . Further, we have the following:∥∥∥∥∑
i∈F1
xi
∥∥∥∥
1

∥∥∥∥∑
i∈F2
xi
∥∥∥∥
1
whenever F1 ⊂ F2 ⊂ I are finite and xi ∈ Zi0 for i ∈ F2. (4)
Indeed, by (1) we have∥∥∥∥∑
i∈F1
xi
∥∥∥∥
1
=
∥∥∥∥(∑
i∈F1
qi
)(∑
i∈F2
xi
)∥∥∥∥
1

∥∥∥∥∑
i∈F1
qi
∥∥∥∥ · ∥∥∥∥∑
i∈F2
xi
∥∥∥∥
1
=
∥∥∥∥∑
i∈F2
xi
∥∥∥∥
1
.
It follows that the closed linear span of the union of all Zi ’s is their 1-unconditional sum. If we show that it is equal
to L1(M, τ ), we get that the latter is 1-Plichko by Step 3 in the proof of Theorem 6.3.
So, let us show that L1(M, τ ) is the closed linear span of the union of all Zi ’s.
By the properties of τ and maximality of the family (qi)i∈I we get that
∑
i∈I qi = 1 in the strong operator topology
(1 denotes the identity of M). Indeed, let q =∑i∈I qi . Then q is a projection and q ∈ M [34, Proposition V.1.1].
If q = 1, then 1 − q is a nonzero projection in M and hence there is a nonzero element x ∈ M+ with x  q and
τ(x) < ∞ (by the property (iv) of τ ). Choose a positive number t with ‖tx‖ > 1. Then p = χ[1,+∞](tx) is a nonzero
projection in M with p  tx and so τ(p) < ∞. This contradicts the maximality of (qi)i∈I .
Let y ∈ M \ {0} be arbitrary. By the preceding paragraph there is some i ∈ I with yqi = 0. By the duality of
L1(M, τ ) and M and by density of S1 in L1(M, τ) there is some x ∈ S1 with τ(yqix) = 0. As qix ∈ Zi0, we get that
the linear span of the union of all Zi ’s is dense in L1(M, τ ).
Therefore we have proved that L1(M, τ ) is 1-Plichko.
Further, if M is σ -finite, then the set I is countable and hence L1(M, τ ) is WCG. If M is not σ -finite, then the
set I is uncountable (if i ∈ I , then we cannot have uncountably many pairwise orthogonal nonzero projections smaller
that qi as τ(qi) < ∞). Finally, the closed linear span of all qi ’s is isometric to 1(I ) as∥∥∥∥∑
i∈F
λiqi
∥∥∥∥
1
= τ
(∣∣∣∣∑
i∈F
λiqi
∣∣∣∣)= τ(∑
i∈F
|λi |qi
)
=
∑
i∈F
|λi |τ(qi) =
∑
i∈F
|λi | · ‖qi‖1
for each F ⊂ I finite and each choice of scalars λi , i ∈ F . So L1(M, τ ) is not WLD. 
As a corollary we get the following example. It follows from the fact that M = B(H) is semifinite and the usual
trace witness it. Then the respective noncommutative L1 space is the space of all nuclear operators.
Example 7.2. Let N(H) be the space of all nuclear operators on a complex Hilbert space H equipped with the
nuclear norm. Then N(H) is 1-Plichko. Moreover, N(H) is separable if H is separable and N(H) is not WLD if H
is nonseparable.
This example shows a real difference between classical L1 spaces and noncommutative ones. Indeed, the 1-
unconditional decomposition of the space N(H) is not just an 1-sum as in the case of classical L1 spaces.
Another difference is that while classical L1 spaces may be real or complex and the theory in both cases is essen-
tially the same, the noncommutative L1 spaces are complex spaces and it is essential for their construction. Hence
there is a natural question what about some real analogues. There are two possible ways of considering real versions—
either one can take the hermitian part of the complex space or to start with the space of operators on a real Hilbert
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noncommutative setting it is more difficult.
Let us consider first the hermitian part of the space L1(M, τ ) described above. It is a real Banach space and we
may ask whether it is 1-Plichko. However, the above used method of proof fails, as composition of two hermitian
operators need not be hermitian and hence the operators from qiMh need not be hermitian. So we formulate the
following question.
Question 7.3. Let M be a von Neumann algebra with a normal faithful semifinite trace τ . Is the hermitian part of
L1(M, τ ) necessarily 1-Plichko? In particular, is the space of all hermitian nuclear operators on a complex Hilbert
space 1-Plichko?
Now let us comment the case of real H . Suppose that H is a real Banach space and M ⊂ B(H) a ∗-subalgebra
with M′′ = M. We can represent H as 2(Γ,R) for a set Γ and consider the complexification HC = 2(Γ,C). Now,
B(H) can be canonically identified with a real-linear subspace of B(HC), to T ∈ B(H) we associate TC ∈ B(HC)
defined by TC(x + iy) = T (x) + iT (y) for x, y ∈ H . Then ‖TC‖ = ‖T ‖. Further, each operator in B(HC) can be
written as SC + iTC for some S,T ∈ B(H) (in a unique way). Then MC = {SC + iTC : S,T ∈ M} is a von Neumann
algebra and we can perform the construction of L1(MC, τ) as above. We may also take the real version to be the
completion of the intersection of S1 with M in ‖ · ‖1-norm. But if we try to continue, we encounter the difficulty
with the projections qi , as they need not belong to M. In case M = B(H) this difficulty can be easily overcome by a
suitable choice of qi ’s.
Example 7.4. The space N(H) of all nuclear operators on a real Hilbert space H equipped with the nuclear norm is
1-Plichko. If H is separable, N(H) is separable as well, if H is nonseparable, N(H) is not WLD.
Proof. Let H = 2(Γ,R). Denote by pγ the orthogonal projection onto the linear span of the canonical vector eγ .
Then pγN(H) is isometric to H ∗ and hence to H . Further, it is clear that N(H) is the 1-unconditional sum
of pγN(H), γ ∈ Γ . It remains to use Step 3 in the proof of Theorem 6.3. 
Another question is what happens for von Neumann algebras which are not semifinite, for example for those
of type III (see [34, Section V.1]). Any von Neumann algebra admits a unique predual [34, Theorem III.3.5 and
Corollary III.3.9]. This predual can be interpreted as a noncommutative L1 space even if the von Neumann algebra is
not semifinite, see [29, Section 3]. Thus we have the following question.
Question 7.5. Let M be an arbitrary von Neumann algebra. Is its predual M∗ necessarily 1-Plichko?
There are von Neumann algebras of type III acting on the separable Hilbert space, see [34, Section V.7]. Then the
predual is separable and hence 1-Plichko. Moreover, the predual of any von Neumann algebra (including those of
type III) has separable complementation property by a result of Haagerup [12, Theorem IX.1]. Note that any Plichko
space has a separable complementation property and so the positive answer to the above question would yield a
strengthening of the mentioned result of Haagerup.
If we ask whether a noncommutative version of Theorem 5.5 holds we arrive to the following question.
Question 7.6. Let A be a C∗ algebra. Is A∗ necessarily 1-Plichko?
The bidual A∗∗ of a C∗ algebra A admits a canonical von Neumann algebra structure by [34, Theorem III.2.4].
Therefore A∗ is the predual of a von Neumann algebra and hence it is a noncommutative L1 space. Theorem 7.1
then implies that A∗ is 1-Plichko provided A∗∗ is semifinite. C∗-algebras with semifinite bidual are characterized in
[33, Theorem 4.6.4]. They are so-called type I C∗-algebras. In particular, if A∗∗ is semifinite, then necessarily A∗∗
is a von Neumann algebra of type I (for definition of types of von Neumann algebras see [34, Section V.1]). Another
consequence is that whenever A is a C∗-algebra and π : A → B(H) is a ∗-representation such that the von Neumann
algebra generated by π(A) is not of type I, then A∗∗ is not semifinite. In particular, the following questions seem to
be open.
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• Is B(H)∗ 1-Plichko?
• Is the dual of the Calkin algebra B(H)/K(H) 1-Plichko?
Note that it is not clear whether A∗ is 1-Plichko at least for separable C∗-algebras, as it was pointed out to the
author by G. Pisier. Indeed, let M be a von Neumann algebra of type III acting on a separable Hilbert space (see [34,
Section V.7]). Then the predual of M is separable, hence M itself is weak∗ separable. Moreover, M is not Asplund
as it contains a copy of ∞. Therefore there is a separable C∗-algebra A ⊂ M such that A is weak∗ dense in M
and A∗ is not separable. Then A∗∗ is not semifinite by [34, Lemma 2.2]. So it is not clear whether in this case A∗ is
1-Plichko.
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