Survival analysis is a well known technique in the medical field. The identification of individuals whose survival time is too short or to long given their profile, assumes great importance for the detection of new prognostic factors. The study of these outlying observations have gained increasing relevancy with the availability of high-throughput molecular and clinical data for large cohorts of patients. Several methods for outlier detection in survival data have been proposed, which include the analysis of the residuals, the measurement of the concordance c-index, and methods based on quantile regression for censored data. However, different results are obtained depending on the type of method used. In order to solve the disparity of results we proposed to apply the Rank Product test. A simulated dataset, and two clinical datasets were used to illustrate our proposed consensus outlier detection method, one from myeloma disease and the other from The Cancer Genome Atlas (TCGA) ovarian cancer. Finally, the Rank Product with multiple testing corrections was performed in order to identify which observations have the highest rank amongst the methods considered. Our results illustrate the potential of this consensus approach for the automated retrieval of outliers and also the identification of biomarkers associated with survival in large datasets.
Introduction
Survival analysis is a statistical technique widely used in many fields of science, in particular in the medical area, and which studies the time until an event of interest occurs. The event may be death, the relapse of a tumour, or the development of a disease. The response variable is the time until that event, called survival or event time, which can be censored, i.e. not observed on all individuals present in the study.
There are different ways of modelling this type of data, one of most widely used due to its flexibility is the Cox proportional hazards regression model [1] . This is a semi-parametric model because the baseline hazard does not need to be specified. One of the problems of this technique is the fact that a single abnormal observation can affect the parameter estimates. To overcome this issue it is important to study mechanisms to identify individuals who lived too long or too short, given their covariates.
The detection of outliers in survival data has gained great importance due to the fact that the identification of individuals with survival time too high or too short can lead in the medical field to the detection of new prognostic factors [2] . The first attempt to analyse and identify outliers was based on residuals. In this context, graphical methods based on the analysis of martingale, score and deviance residuals were proposed [3] . Nardi and colleagues [2] proposed two new types of residuals: the log-odds and normal deviate residuals, with theoretical properties and empirical performance appealing for outlier detection.
More recently, three outlier detection algorithms for censored data were presented [4] : the residual-based, boxplot, and scoring algorithms, all based on quantile regression, which is robust to outliers [5] . Alternative methods for outlier detection based on the concordance c-index were also proposed [6] : the one-step deletion (OSD) and bootstrap hypothesis testing (BHT) strategy, subsequently improved with a dual bootstrap hypothesis testing (DBHT) version [7] .
The aim or this paper is to review some of the methods usually applied for outlier detection in survival data and present an ensemble approach that can combine the results obtained by each method, since each usually provides distinct and sometimes contradictory results. In fact, to overcome these differences, we proposed to use a non-parametric method, the Rank Product (RP) test, to identify the outliers that are consistently highly ranked in the outlier detection methods described. In this context, the RP test seems a promising approach to identify outliers in a model-based context. In particular model-based outlier detection methods provide a structured framework to identify abnormal cases, i.e., those who significantly deviate from what would be expected.
All the R scripts and datasets are available at http://web.ist.utl. pt/susanavinga/outlierRP for sake of reproducibility. This includes R Markdown (RMD) files that can be run to replicate all the obtained results.
The outline of this paper is as follows. In Section 2, Survival Regression models, three different approaches to model survival data are presented. In Section 3, several outlier detection methods and the RP test are presented. In Section 4 application examples with simulated data and two clinical datasets are presented. Finally, conclusions and future work are addressed to Section 5.
Survival Regression models
In this section three different approaches to model survival data are presented. First is introduced the Cox regression model proposed in [1] and then two alternative proposals, robust version on the Cox regression model ( [10] ) and censored quantile regression ( [16] ), are presented.
Cox regression model
The Cox regression model is one of the most used methods in Survival analysis [1] . It is based on a semi-parametric likelihood, which is able to deal with censored data and assumes that the hazard function h(t) at time t is: h(t; x) = h 0 (t) exp(x T β),
where β = (β 1 , ..., β p ) are the unknown regression coefficients, which represent the covariate effect in the survival, h 0 (t) represents the baseline hazards and x = (x 1 , ..., x p ) is the covariate vector associated to an individual. The Cox regression model is called a semi-parametric regression model, because the baseline hazard function, h 0 (t) is not specified. This contributes for the flexibility of the model. The unknown regression coefficients, β are determined by maximizing the partial likelihood function
where δ i is the censored indicator.
Although the Cox regression model is a widely used method due to its simplicity, the corresponding estimator has a breakdown point of 1/n [8] , which means that the presence of outlying observations may have extreme influence on the estimation of the model parameters. In order to handle this problem, a robust version of the Cox regression model has been proposed [10] and will briefly be presented next.
Cox Robust regression model
The robust version of the Cox regression model [10] is based on doubly weighting the partial likelihood function of the Cox regression model.
Let w(t, x) be a weight function, were w ij = w(t i , x j ) and w i = w ii = w(t i , x i ) are the weights for all 1 ≤ i ≤ j ≤ n. The solution of the unknown parameters β for the robust case of the partial likelihood function, presented by [10] and [11] , is given by
where w(t, x) appears in the main sum, down-weighting the uncensored observations, and in the inner sums. This allows that outlying observations will have a lower weight in the likelihood function, thus also down-weighting their influence on the parameter estimations. In this way, the most outlying observations will contribute less to the inference of the β. The robust Cox is presented here as a framework that allows to infer the parameters in a more robust way when outlying observations are present, i.e. individuals that lived to long or died too early when compared to others with the same clinical conditions. Furthermore, the weights obtained with this method can give information about which observations are more influential and therefore can be considered as putative outliers.
Censored quantile regression
Censored quantile regression was first introduced in the econometrics literature for fixed censoring [34] . There have been many proposals in literature to overcome this issue, particularly [16] proposed the censored quantile regression as an alternative to the Cox's regression model for survival data based on a generalization of the Kaplan-Meier one sample estimator, using recursive estimation, which relies on the assumption that the conditional quantile function is linear. An improvement of this proposal was presented in [17] , where a new locally weighted censored quantile regression was considered.
The method requires that the survival time and the censoring variables are conditional independent, given the covariates, and that the quantile level of interest is linear. Due to the fact that the Cox's regression model assumes proportional hazards, the censored quantile regression can provide more flexibility.
Let Y i = min(T i , C i ) represent the observed response variable, where C i : i = 1, ..., n denoting the censoring times. The quantile regression model is defined by
where β(τ ) is a p-dimensional quantile coefficient vector for τ ∈ (0, 1), and ε i (τ ) is a random error whose τ th conditional quantile equals zero. Consider Q T i (τ |x i ) = inf {t : F (t|x i ) ≥ τ }, the τ th conditional quantile of T i given x i , and F (t|x i ) the conditional cumulative distribution function of the survival time t given x i . Then the conditional quantile is given by
Several techniques are available in the literature to estimate the conditional quantile coefficients β(τ ) (e.g. [16] , [35] and [17] ). As in terms of interpretation the coefficients, can be interpret as direct regression effects on the survival times. For this reason, the used of censored quantile regression must be considered when the principal interest of the study is the survival times, contractually to the Cox regression model, where the hazard rates are the main focus of the analysis.
There is a gap in the literature regarding the impact of increasing proportions of censoring on the performance of censored quantile regression. However, as referred in [5] , censored quantile regression may break down with the existence of contaminated observations with extreme distance values on the predictor variables (leverage observations). For low levels of contamination, and for a central level of the quantile (τ = 0.5), the performance of the censored quantile regression should not be an issue.
Consensual Outlier detection in Survival Analysis
In this Section the Rank Product (RP) test is presented as a consensual technique to identify outlying observations in survival data. First several methods to detect outliers in the context of survival analysis are approached.
Outlier diagnostics
In the literature, three different types of unusual or discrepant cases are considered: outliers, influential and leverage observations, see [32] . An outlier can be defined as an observation with a large residual, whose dependent variable value is unusual given its value on the predictor variables; an outlier may indicate a sample peculiarity or a data entry error. A leverage observation, on the other hand, is an observation with extreme distance values on the predictor variables. An influential observation severely affects the parameters estimates, i.e., the regression coefficients change when they are removed from the dataset. In this study, the abnormal observations that are considered are the outliers. In the context of survival analysis, an observation is considered an outlier if the individual is poorly adjusted to the model, i.e., individuals that lived too long or died too early, when compared to others with similar covariate values [2] . One of the major difference between survival data and other other types of data is the presence of censored observations. In the context of this work, it is worth stressing that the goal is not to identify the best outlier detection technique, but to delineate a method that allows to combine several approaches and generate a consensus result. In fact, given the inherent dependency of the specific methods used for outlier detection, our aim is to profit from that variability and envisage a framework that can identify aberrant observations as those consistently classified as such, independently of a particular method and/or residual definition.
Three types of outlier detection algorithms in survival analysis are described next. They are based on the residuals, the concordance c-index and, finally, on censored quantile regression.
Residuals
Outlier diagnostics can be firstly approached via inspection of the residuals. An appropriate definition of residual is fundamental to evaluate a regression model. The usual definition of residual is the difference between the expected value of the response variable and the predicted value obtained by the model. However, when dealing with censored observations, the natural definition of residual does not stand. To overcome this difficulty, several types of residuals to analyse Cox proportional hazards models have been proposed for censored data, such as Cox-Snell, Schoenfeld, martingale, deviance, logodds and normal deviate residuals. Although, there are in the literature other types of residuals for survival data, e.g. the Schoenfeld residuals, which are very useful on the evaluation of the proportional hazards assumption, after the adjustment of a Cox model to a given dataset [13] , they are not suitable for the detection of outliers.
Cox-Snell residuals were the first to be proposed for the proportional hazard regression model [12] . If the model is well adjusted, then the residuals should follow a known distribution.
For a given individual, x = (x 1 , ..., x p ) represents the covariate vector and β = (β 1 , ..., β p ) the regression coefficients. From the Cox regression model, the cumulative hazard function, H(·), is represented by
where H 0 (t) corresponds to the cumulative baseline function. The residual for the i th individual, is defined as
whereβ andĤ 0 (t i ) are the estimates obtained by the partial maximum likelihood of the Cox regression model. If the model is fitted correctly, the estimate values ofĤ(t i ) are similar to the real values of H(t i ) the residuals will follow an exponential distribution with parameter λ = 1. That is, the residuals r i should behaviour as an exponential distribution with mean value 1. Since these residuals are based on the assumption of unit exponential distribution for survival times, the expected straight line of the H(·) only applies to the exponential function [9] . Note that expression Eq. (7) does not take into account censored data. The modified Cox-Snell residuals that consider censoring are given by
The Cox-Snell residuals are positive, and if they are higher than 1 the t i observation is censored, and if the graphical representation is approximately a straight line with gradient 1 and y-intercept null, the model is appropriate. For more details, see [12] .
Martingale Residuals arise from a linear transform of the Cox-Snell residuals [3] and are very useful for outlier detection. Let all the covariates be fixed, the martingale residual for the i th individual is given bŷ
The martingale residuals are asymmetric and take values in (−∞, 1), which is the primary drawback of its application for outlier detection.
The martingale residuals are the difference between the observed number of the events for the i th individual in (0, t i ) and the corresponding expected number, obtained by the adjusted model. The observed number of "deaths" is one if t i is not censored, i.e., is equal to δ i . On the other hand, r M i is the estimate of H(t i ), which can be interpret as the expected number of "deaths" in (0, t i ), since it is only considered an individual.
The martingale residual will reveal the individuals that are not well adjusted to the model. i.e., those that lived too long (large negative values) or died too soon (values near one), when compared to other individuals with the same covariate pattern.
Although these residuals are suitable to identify outlying observations, the pronounced skewness of random departures is an inherent limitation [9] . To overcome this problem, Therneau1 and colleagues [3] introduced the deviance residuals, described next, where the asymmetry of the martingale residuals is corrected.
Deviance Residuals were introduced in [3] , in order to overcome the fact that the martingale residuals are asymmetric distributed. The deviance residuals are defined as
wherer M i is the martingale residual for the i th individual and sign(·) is the sign function. Notice that the deviance residuals are components of the deviance statistics, D, given by
representing the difference between the log-likelihood for observation i under a given model (l i ) and the maximum possible log-likelihood for that observation (l i ). In this way,
, i.e., observations with high values of residuals in absolute value, are observations that are not well adjust by the model and potential outliers.
Log-Odds and Normal deviate residuals were proposed by [2] to identify outliers in survival analysis, measuring the differences between observed and estimated median failure time by comparing the estimated survival probability at failure time with 0.5. These residuals are quite appealing in the context of outlier detection, due to their properties and performance.
LetŜ i (t i ) be the estimated value of the survival function for the i th individual at t i , his observed time of failure. For a model adjusted by the Cox's regression model, an observation is considered well predicted, if the observed survival time and its estimated median match.
The failure and non-failure of the estimated median time is coded as a binary variable following a binomial distribution. Based on this, by a transformation of the survival function using logit and probit, two residuals arise: the log-odds and normal deviate, respectively. The log-odds residual is given by
and the normal deviate residual is
where Φ denotes the cumulative normal distribution function. An observation i is considered an outlier for high absolute values of r l i and r n i . The increasing differences from a considered perfect prediction are reflected by increasing absolute values of both residuals. For more details on those residuals, see [2] .
The concordance c-index
In survival analysis, the concordance c-index [15] denotes the probability that a randomly selected subject who experienced the outcome will have a higher predictive probability of having the outcome occur compared to a randomly selected subject who did not experienced the event. Here the concordance c-index is used as a test statistics that is sensitive to the presence of outliers, i.e., the larger the number of outliers, the lower the performance of the model adjusted. Thus, the concordance c-index measures how well predicted values are concordant with the rank ordered response variables.
Three alternative methods for outlier detection in survival data based on the c-index were proposed [6, 7] , based on the rational that an outlier is "an observation that when absent from the data, will likely decrease the prediction error of the fitted model".
One-step deletion (OSD) is an algorithm that tries to identify which observation, if removed, leads to the best improvement of the concordance c-index of the obtained model.
In the first step of the procedure, each observation of the dataset is removed temporarily, and the difference between the original c-index and the one obtained is calculated. In the following step, the most outlying case is definitively removed, and the procedure is repeated again for the remaining data.
The process ends when the quantity of erased observations reaches a pre-defined proportion of expected outliers. In the end of the algorithm the ranked list of the observations removed constitutes the putative outliers.
Bootstrap hypothesis test (BHT) performs B hypothesis tests for the concordance variation on bootstrap samples without the target observation i.
Let C −i be the c-index of the fitted model of the data without the i th observation and C 0 the c-index corresponding to the full dataset model. The hypothesis test for a certain observation i is:
where ∆C i = C −i − C 0 . The null hypothesis states that there are no improvements on the concordance when removing observation i. The algorithm starts by computing C 0 . For each observation i under test, the c-index from the model fitted without i, C −i , is calculated and also ∆C i . Then B bootstrap samples are generated from the data without observation i. The p-value is determine based on the proportion of samples having ∆C i ≤ 0. The lower the p-value, the more outlying the observation is considered to be.
Dual bootstraps hypothesis testing (DBHT)
is an improvement of the BHT described before. The BHT removes one observation from the dataset, and then evaluates the impact of each removal on the concordance cindex. Notice that the model has less observations than the original dataset, and therefore the concordance c-index has the tendency to increase, which may hamper the evaluation of the statistical significance and may increase the number of false positives.
The DBHT method generates two histograms from two opposite versions of the bootstrap procedure and compares them. In one of the samples, the observation under test is always removed (A), whereas in the other resampling scheme it is forced to be in all the (P ) bootstrapped samples. The null hypothesis is that the expected value of ∆C A i is larger than ∆C P i (see [6, 7] for more details).
Outlier detection in Censored quantile regression
Three different algorithms to detect outlying observations in survival data based on censored quantile regression have been proposed [4] : residualbased, boxplot and scoring. The residual-based and boxplot algorithms were developed by modifying existing ones, [2] and [18] respectively, and the scoring algorithm was introduced to provide the outlying magnitude of each point from the distribution of observations and to enable the determination of a threshold by visualizing the scores. Notice that in each run of the algorithm, the 0.5 th conditional quantile, Q(0.50|x i ), must be estimated, and its estimation is not always reliable. Consequently the results obtained by the three algorithms are not always unique. Reliable results for the estimation of Q(0.50|x i ) depends on the percentage of censoring in the dataset. Ideally the amount of censoring should not exceed 20% [38] . Next, these algorithms are briefly described.
Residual algorithm arises from the outlier detection algorithm for the Cox's regression model for censored data proposed by [2] but now based on quantile regression. The residual for the i th individual is given by
where Q(0.50|x i ) is the 50 th conditional quantile for the i th individual by censored quantile regression. Let k r be a resistant parameter in order to control the cut-offs, and
withβ 0 = Φ −1 (p) the inverse cumulative distribution of the Normal distribution for quantile p. Then the indicator function O rq i which gives the information if the i th individual is or is not an outlier is defined as
which mean that if the residual for the i th individual, r q i , is higher than a threshold, k rqσ , observation i is considered to be an outlier.
Boxplot algorithm is a modification of the algorithm used by [18] using quantile regression for censored data.
Obtaining the outlying individuals involves two steps. First, the censored quantile regression models are fitted for τ = 0.25 and τ = 0.75 in order to obtain the conditional quantile estimates Q(0.25|x i ) and Q(0.75|x i ), respectively. Based on those, the inter-quantile range (IQR) is determined for observation i, and an upper fence U F i is defined as:
where k bq is a resistant parameter to control the tightness of cut-offs. The indicator function to declare if the i th individual is an outlier is given by
which means that an observation is considered to be an outlier if it is located above the upper fence.
Score algorithm In both the residual-based and the boxplot algorithms a threshold should be specified a priori. To overcome this limitation, the scoring algorithm was proposed, which is able to determine the deviations from the distribution of the individuals given the covariates using a flexible cut-off, k sq . In order to obtain the outlying individuals, first the censored quantile regression model has to be fitted for τ = 0.25, 0.50, 0.75 in order to obtain the conditional quantile estimates, Q(0.25|x i ), Q(0.50|x i ) and Q(0.75|x i ), respectively. By considering those, the outlying score for the i th individual is determined by
The indicator function to declare if the i th individual is an outlier is given by
where k sq can be determined a posteriori by graphical visualization of the Q-Q plot of the scores.
Rank Product test
The outlier detection methods analysed, given their distinct assumptions and rationales, usually lead to distinct sets of solutions and outlyingness rankings. In addition, different estimated models will also significantly influence the obtained results regarding the identification of these discrepant cases.
We propose to adopt a consensus strategy to cope with this expected variability of the results, in order to delineate a more robust regression method and accurate outlier detection framework. The rationale is that, if a given observation is systematically classified as an outlier, independently of the chosen method, then our trust on the accuracy of that particular classification should increase.
Statistically, one possibility of performing a consensus ranking of the observations in terms of their relative outlyingness is to use Rank Products (RP). The required input is to have a list of all the observations ranked by their level of outlyingness, which can be based on the previously described residuals and influential measures. This non-parametric statistical technique gained great importance in detecting differential regulated genes in replicated microarray experiments [19] and can support the meta-analysis of independent studies [20] . Recently, [37] used the RP test as a consensus method to identify observations that can be influential under survival models, consequently potential outliers, in high-dimensional datasets.
Let n be the number of observations and k the number of different methods for outlier detection presented before. Consider Z ij a measure of the deviance (or outlyingness) of the i th observation in the j th outlier detection method, with 1 ≤ i ≤ n and 1 ≤ j ≤ k. The deviance rank for each Z ij considering method j is defined by
In the case of outlier detection, the lowest ranks indicate that the observation is more outlier than the others, i.e., exhibits larger deviances.
The rank product is defined by:
After ranked the observations by their RP, the p-values associated must be obtained. These p-values are associated with each observation under the null hypothesis that each individual ranking is uniformly distributed, which means that there each method is actually sorting randomly.
Several methods were proposed in order to estimate the statistical significance of RP i under the null hypothesis of random rankings (discrete uniform distribution for each method).
In [19] the distribution of RP i was based on a permutation approach. An alternative formulation that is less computational intensive was described more recently, based on an approximation of the logarithm of these values using the gamma distribution with parameters (k, 1) [21] . In [22] the exact probability distribution for the RP was derived. However, this approach for large n is increasingly expensive, which motivated another solution based on the geometric mean of upper and lower bounds, defined recursively [23] . The results shows that the algorithm provides accurate approximate p-values for the RP when compared to the exact ones.
Another key issue when performing these tests is related with the multiple testing problem. In fact, since many observations are tested, type-I errors (false positives) will increase. Several correction methods exist that usually adjust α so that the probability of observing at least one significant result due to chance remains below a desired significance level. The Bonferroni correction is one classical choice, with less conservative options also available, such as the False Discovery Rate (FDR) [24] . The FDR, which is the expected proportion of false positives among all tests that are significant, sorts in an ascendant order the p-values and divides them by their percentile rank. The measure used to determine the FDR is the q-value. For the p-value: 0.05 implies that 5% of all tests will result in false positives, instead, for the q-value: 0.05 implies that 5% of significant tests will result in false positives. In this sense the q-value is able to control the number of false discoveries in those tests. For this reason it has the ability of finding truly significant results.
The RP is used in the context of outlier detection as a consensus technique for all different results obtained by each method of outlier detection, in a model-based context.
In the next section, the RP technique is applied, where the aim is to obtain outlying observations based on some of the methods presented in Section 3.
Results and Discussion
In this section three datasets will be analysed to illustrate the performance of the outlier detection methods reviewed. A simulated dataset and two clinical case-studies, were considered. One of the issues when dealing with omics data, is the high-dimensionality problem, i.e., the number of covariates (p) is often much larger than the number of observations (n). The solution to this issue is not straightforward, with regularized optimization now standing as one of the techniques used to overcome this issue [33] . Nevertheless the aim of the present work is not the development of model variable selection methods but to evaluate ensemble outlier detection strategies. For the ovarian cancer dataset, the present proposal assumes that the variable selection in the model analysed was already performed. Regarding the myeloma dataset, where the dimensionality of the data is not an issue, the stepwise algorithm was used. The chosen datasets try to span common challenges encountered when analysing patients data, namely in survival analysis.
To use the Rank Product as a consensual technique to identify outlying observations in survival analysis, the methods considered should be independent. To guarantee this assumption, only one technique from each of the methods described in Section 3, was chosen, namely the deviance residuals (residuals), the DBHT algorithm (concordance c-index) and the Score algorithm (censored quantile regression). The deviance residual has some limitations [2] , however the goal of this work is to obtain a consensual result by using the RP test, regardless of the choice of a specific technique or error definition.
To investigate the stability of the Q(50|x i ), a simulation experiment based on the real clinical data was performed. For each of the two datasets, different percentages of censoring were considered, by randomly changing the censoring indicator. In the myeloma dataset the original percentage of censored observations was 26%, and four distinct censoring values were then tested. Only for high values of censoring (> 50%) we did not obtain reliable results with the Score algorithm. Regarding the ovarian cancer dataset (45% of censored observations), the outlier detection algorithm based on censored quantile regression had good performances up to 60% censored observations. As established by [38] the amount of censoring should not exceed 20%, which is not the case for the datasets here presented (26% for the melanoma dataset and 45% for the ovarian cancer dataset). However, no convergence problems were observed when applying the algorithms, for none of the the techniques used for outlier detection. Notice also that, besides the amount censoring, also the dimension of the dataset is important to obtain reliable results. For this particular case no numerical problems were observed but it is an important aspect that should be analysied more deeply in other datasets.
All the analysis were performed in R [25] . The libraries used for were: survival, for the Cox regression model, OutlierDC, outlier detection method based on quantile regression, survBootOutliers, outlier detection based on the concordance c-index and qvalue, to determine the q-values. Two versions of the robust Cox regression model were considered: the one proposed in [10] is available in R, library coxrobust, and an improvement of this method is available in [5] . Notice that the analysis for the censored quantile was not included, due to the fact that the interest of the analysis does not rely on the importance of the survival times. The algorithm implementation to obtain the p-values for the RP, based on the geometric mean, is provided by the authors [23] . For the Cox's robust regression model [5] , an exponential weight was chosen. The number of bootstraps used for DBHT was 1000. To treat the ties in the ranks, the method used was the first occurrence wins.
All the analysis were performed in R [25] and are fully documented in the supporting information, which includes the original data, R Markdown files (Rmd Files) and HTML reports, all available at http://web.ist.utl. pt/~susanavinga/outlierRP/.
Simulated data
A simulation study was carried out to highlight the importance of the RP test as a consensual technique to obtain outlying observations in survival datasets. Several datasets underlying the Cox regression model were generated, with survival times and covariates similar to real situations. For each simulated dataset a pure and contaminated models, with different parameters, were considered. For the pure model, which represents the overall tendency of the observations, the values of the parameter β considered were always 1. For the observations that do not follow the overall trend, the values considered for the parameter β were −1 and −0.2. Two different datasets were simulated with dimensions 100 and 200, having 20 covariates each case. All covariates follow a multivariate normal distribution with zero mean, and Σ, the covariance matrix, equals to the identity matrix, I. The simulation of the survival time was based on the work of [36] . Two different models were considered to simulate the survival times: one for the pure model and other for the contaminated (outlying observations). Let k be the number of outlying observations considered, with k < n, the generated hazard function is given by:
where h 0 (t) represents the baseline hazard following a Weibull distribution with scale (λ) and shape (ν) parameters. The values chosen for these parameters were 0.5, 1, 1.5. The number of outliers, k, was 10 for n = 100 and 20 for n = 200, representing in each case 10% of outlying observations for each simulated dataset. The survival curves, S i (t) = e −H i (t) , were determined based on the estimation of the H i (t), cumulative hazard function, obtained by
Based on the distribution obtained by generating the survival times, a censoring vector following a Bernoulli distribution, c = (c 1 , ..., c n ) was generated, with the probability of success corresponding to the proportion of censored observations. Usually the censored proportion considered is 0.2, but we also considered 0.3.
In Tables 1 and 2 are the results for the outlying observations obtained, for the simulation of 200 observations and 20% censoring. The results showed that for almost the scenarios considered, observations 181 and 186 are considered outliers regarding their q−value. Notice that the q−value (FDR) was obtained given the p−values ( [23] ) based on the RP values. As we can see for the majority of the cases, depending on the method of outlier detection chosen, different results are obtained. For instance for β = −1, λ = ν = 1, regarding the ranks for each technique, and considering that lowest the rank more outlying observations are, observations 181 and 186 lead to different conclusions depending on each of the method chosen. However when all techniques are combined using the RP, despite the different ranks obtained for each outlier detection method, a more robust response is given. Even though the 20 outliers were not all identified (q−value significant), one of the advantages of using a test that combines the results of all techniques is the fact that, despite the q−value significant or not, we order the observations by ranks indicating their relevance for each of the methods used to detect outliers. 
Myeloma
The myeloma dataset is composed by clinical information on 16 covariates of 65 patients with multiple myeloma [26] . All the covariates were considered to the Cox regression model and subsequently reduced using the stepwise method in order to decrease the data dimensionality. The results regarding the Cox regression model and the robust version are presented in Table 3 . From the results, only covariate blood urea nitrogen (bun) is statistically significant across all the models tested, whereas gender (sex) and total serum protein (total.serum.prot) are always non significant. However, proteinuria at diagnosis (proteinuria) and protein in urine (protein.urine) are statistically significant for the Cox regression model and Cox robust proposed by [5] but not significant when using the methodology of [10] . For the hemoglobin (hgb), a p-value= 0.032 was obtained for the Cox model, but in the robust version this variable is no longer found to be significant. In order to identify outlying observations that may explain those differences, a plot of the robust estimates with log-transformed exponential weights was performed (Fig 1) . Observations 40, 44 and 48 have presented the lowest weights. The top-10 outliers obtained for each method are presented in Table 4 . As we can see nine of the observations are common at least for two of the methods considered: 3, 15, 21, 23, 35, 40, 44, 57 and 64. As expected, different results are obtained for each of the methods. The application of RP test allow us to combine them in a consensus ranking using the q-values. 3  15  40  2  23  46  5  40  39  15  17  44  4  57  48  12  21  57  64  44  35  23  35  65  9  18  64  21  3  47 The results in Table 5 show that for the usual level of significance, none of the observations are considered outliers. Nevertheless, the proposed consensual technique is able to identify observations that should be taken under consideration for medical purpose. Notice that observation 40, which pre-sented a lowest weight, is not considered an outlier. However it appears in the first position regarding the product of the ranks obtained by each technique. In previous studies of this dataset [26] , the patient corresponding to observation 40 lived longer than the others with similar values of the covariates. 
Ovarian cancer
The ovarian cancer dataset is based on gene expression data of oncological patients and is constituted by 517 observations over 12, 042 covariates. This data was obtained from The Cancer Genome Atlas (TCGA). It comprises the follow-up time, survival status and microarray gene expression of 517 patients. The microarray data was obtained using the HG-U133A platform and contains 12, 042 gene expression levels [27] . The dataset is publicly available through R package curatedOvarianData and it was normalized and aggregated by the TCGA consortium allowing for the analysis to be reproducible with the original dataset. The clinical data was cleaned using Days to last follow-up and Days to death attributes to detect inconsistencies between them. Only the cases where the number of days matched were included in the analysis. The same process was performed for the attributes Days to death and Vital status, where some cases had as status deceased, but a missing Days to death.
For the analysis 18 gene expressions were considered. The variable selection was based in a previous study of [28] , so no model selection was performed. The dataset is a matrix of size 517 × 18, and, in this case, the only genes statistically significant after fitting Cox's and Cox's robust models were: CRYAB and SPARC -see Table 6 ). Although two gene expressions were statistically significant, for a significance level of 5%, all the 18 covari-ates are used in the model specification and for further analysis. Despite the fact that specification of the correct model depends on the measurement of the proper covariates, in this study our concern is to demonstrate the relevance of using a consensual test (RP) to identify outlying observations and also to maintain coherence with the previous work of [28] . The CRYAB gene codes for the crystallin alpha B chain, a protein that acts as a molecular chaperone. Its function is to bind misfolded proteins and, interestingly, some defects associated to this protein and gene have already been associated with cancer, among other diseases. In particular, a recent study [29] analysed which molecular factors could affect ovarian cancer cell apoptosis and the authors found out that there was a statistical significant association between the expression of crystallin B (CRYAB) with survival. This protein has, indeed, a negative regulation of tumor necrosis, which may explain these results.
The SPARC gene codes for Secreted protein acidic and rich in cysteine, a protein that appears to be a regulator of cell growth, by interaction with cytokines, the extracellular matrix and also binding calcium, copper, and several others biochemical compounds. This protein is overexpressed in ovarian cancer tissues [30] , playing a central role in growth, apoptosis and metastasis. It also has been identified as a candidate therapeutic target [31] . outlying observations, for the outlier detection methods chosen, are presented in Table 7 , showing that observations 113, 219 and 346 are present in two of the three techniques used to identify outlying observations.
Based on the p-values obtained through the RP test, the observations that are considered outliers, considering the results of the q-values, for a 5% level of significance were: 113, 219, 221, 346 and 455 (see Table 8 ). Notice that observations 219 and 221 are censored representing, in the context of outliers in survival analysis, as long term survivors. On the opposite side, observation 346 represents an individual that died too early, when compared to others with similar values on the covariates.
A cluster analysis based on the k-means algorithm was also performed in order to establish if there were any kind of relationship between those observations. By considering 4 initial clusters, observations 113 and 221, were in the same cluster. The link between cluster analysis and interpreting the results will be expanded in future work.
Conclusions
The aim of this paper was to revisit different methods for outlier detection in survival analysis and to propose a consensus method based on the RP test. 415  346  113  346  74  221  202  42  455  311  201  26  219  219  452  310  113  297  239  508  211  323  277  372  500  466  179  316 115 44
The proposed technique allows to combine the different results obtained by each method and find which observations are systematically ranked as putative outliers. The proposed application of the RP test nevertheless illustrates that it is possible to combine disparate methods and to obtain a consensus list of putative outliers to be explored further from a clinical point of view.
By considering each method separately, none of the observations was consistently identified as an outlier for each one of the methods presented. In this sense the Rank Product test appears as a robust approach for outlier detection in the context of survival analysis. Regarding the outlier detection method based on the concordance cindex, the fact that a resampling technique is used, different results are obtained in each run of the algorithm. Another conclusion is the fact that for a certain dataset the choice of the covariates used significantly changes the outliers identified, which may hamper a definite answer in this respect. Therefore, the results regarding the outlying observations in a given dataset are highly depended on the specific model adjusted. In this sense the consensual method here proposed is a model-based technique. It remains a question for future work how to combine this uncertainty between different Cox fittings and retrieve observations that are systematically classified as outliers independently of the model considered. Nevertheless, the RP can help to identify and filter observations that exhibit large deviances that would be expected by chance for a given number of different outlier detection methods.
Although our proposal was focused on the proportional hazards model, the method can be easily expanded to other models besides Cox regression.
In the future we attempt to use the RP to other real datasets and explore other types of regression regarding the mechanisms of outlier detection. Ensemble modelling may also provide new insights on the identification of abnormal observations in clinical data.
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