Abbreviations used: CC, correlation coefficient; CV, coeffi cient of variation; PET, positron emission tomography; WSSR, weighted sum of the squares of the residual.
Summary: The use of oxygen-15 and dynamic positron emission tomography (PET) for the measurement of CMRO was investigated in terms of the achievable ac curacy of CMRO and its sensitivity to model configura tion assumed in the estimation. Three models of different descriptions for the vascular radioactivity in tissue were examined by computer simulation. By simulating the tracer kinetics with one model and curve fitting them with another, it was found that the CMRO measurement was very sensitive to the model configuration used and it needed kinetic data of low noise level to determine the correct model to use. The approach of sensitivity func tions and covariance matrices was used to examine the estimation reliability and error propagation of the model parameters. It was found that for all three model configu rations examined the reliability of the CMRO estimate was dependent on the blood flow and oxygen extraction fraction in tissue (�2% in tissues of high blood flow and normal extraction and 10% in tissues of low blood flow Oxygen-15 gas has been used with positron emis sion tomography (PET) for measurement of local CMRO (Baron et aI., 1979; Frackowiak et al .. 1980; Mintun et aI., 1984) . In addition to the use of oxygen-15 gas and the measurement of its kinetics in tissue, the procedure usually requires separate studies to measure the blood flow (with tracer [ I5 0]water) and the vascular volume [with labeled [ 1 50]-or [ 1 lC]CO as tracer (Phelps et aI., 1979) ] be fore the utilization rate of oxygen can be calculated (Frackowiak et aI., 1980; Phelps et aI., 1982b; Lam- and low extraction fraction. in a study of I x 106 countsl brain slice in 3 min). The estimation reliability is drasti cally decreased if the total data collection time is reduced to I min but is not critically sensitive to the scan sampling interval used. Estimating blood flow or vascular volume simultaneously with CMRO will reduce the reliability of the CMRO estimate by �50%. Propagation of parameter error from blood tlow or vascular volume to CMRO is dependent on the model configuration as well as the scanning schedule and estimation procedure used. Re sults from the study provide useful information for im proving the study procedure of CMRO measurements. The present study also illustrates a general representation of PET measurements and an approach that can be ap plied to other tracer techniques in PET for selecting ap propriate model configurations and for designing proper experimental procedures. Key Words: Blood tlow-Co variance matrix-Error propagation-Sensitivity func tions-Tr acer kinetic modeling-Vascular volume. mertsma and Lammertsma et aI., 1983; Mintun et aI., 1984) . Although different measure ment procedures and estimation methods have been used, similar models are assumed. Characteristics of these methods have also been analyzed carefully by many individuals Mintun et aI., 1984) . However, most of these anal yses and characteristics are specific to the partic ular procedure and estimation methods. No inves tigation of the information content of the dynamics of [ 15 0]oxygen transport in tissue has been per formed systematically.
As PET scanners are continuously improved, true dynamic PET studies of [ 15 0]oxygen with fine temporal sampling become a reality (Phelps et aI., 1982a; Hoffman et aI., 1983) . However, without a systematic investigation of the information content in the kinetics of [ 15 0]oxygen, it is not clear what need to be modified or in what direction one should put one's effort to improve the technique for mea surement of CMRO. Especially since a large frac tion of the labeled oxygen delivered to the brain tissue remains in the vascular space (i.e., is not ex tracted into tissue), this unextracted radioactivity needs to be properly accounted for to give good estimates of local CMRO. In this article, three po tential compartmental models of different configu rations for modeling the radioactivity in the vas cular space are examined to see how sensitive the CMRO estimate from dynamic PET studies is to model configuration and to errors in other param eter values. The reliability of the estimate under various physiological and noise conditions is also investigated systematically.
Computer simulation and the approach of sensi tivity functions (Huang et aI., [980a, b; Levin et aI., 1980; Ba ssingwaighte et aI., 1982; Carson et aI., 1983) and covariance matrices (Bard, 1974; Carson et aI. , 1983; Landaw and DiStefeno, 1984) are used to analyze the characteristics of CMRO estimation from the kinetics of [ 15 0]oxygen in tissue. The sen sitivity of the estimate to model configuration is ex amined by curve fitting the simulated tracer kinetics of one model with another. The approach of sensi tivity functions and covariance matrices provides information about the reliability of the parameter estimates one could expect from the kinetic data under a particular noise and data collection condi tion.
The study was performed for various total data collection times, various scan sampling schedules, and various tissue conditions to examine the effects of these factors. Implications from the results on the selection of appropriate experimental procedure and estimation method are discussed.
THEORY

Model configurations and representation of PET measurements
Three different model configurations for [ 15 0]_ oxygen transport in tissue that are examined in this study are shown in Fig. 1 . There are some common assumptions and features among the three models. In each of them , there are two separate compart ments-one accounts for the radioactivity of [ IS O]oxygen, and one for that of [ 15 0]water in tissue. After transported into tissue, the labeled ox ygen is assumed to be rapidly metabolized to [ ls O] water and mixed in the water pool in tissue. In other words, the amount of oxygen diffused back from tissue to blood is assumed negligible. This is supported by the results shown by Raichle et al. cular space is the same as in arterial blood, and a fraction (E) of the delivered tracer is extracted into tissue. In model S, the vascular space for C50joxygen is a well-mixed com partment, where the transport (k) into tissue competes with the clearance by venous flow (F). In model C, the concentra tion of [150joxygen that is exposed to tissue is equal to that in arterial blood (like model A), but the vascular space is considered to be in the venous vessels, the [150joxygen con centration in which is different from that in arterial blood.
(See text for explanation of letter symbols.) (1976) that in the brain of primates the steady-state extraction fraction of oxygen is equal to the first pass unidirectional extraction fraction. The labeled water in tissue is gradually cleared by the venous blood and recirculated back to tissue. It is assumed in these models that there is no transport barrier for the labeled water in crossing between the vascular space and the extravascular space or between the interstitial space and the cellular space, so the amount of [ IS O]water can be represented by a single compartment. Although this assumption is not rig orously valid (Eichling et aI., 1974; Go et aI., 1981; Raichle et aI., 1983) , the assumption has been used for modeling [ 15 0]water transport in cerebral tissues and found to be quite appropriate (Jones et aI. , 1976; Frackowiak et aI., 1980; Huang et aI., 1983a; Raichle et al. , 1983) for practical applications.
The difference among the three models in Fig. 1 is in their representation of the vascular space for [ 15 0]oxygen. In model A, the concentration of [ ls O]oxygen in the vascular space is assumed to be the same as in the arterial blood, and there is no delay or dispersion of the tracer in the vascular space. In model B, the vascular space for [ IS O]oxygen is assumed to be a well-mixed com partment, and the transport of the labeled oxygen to tissue is proportional to the vascular concentra tion of the tracer with a rate constant k, which is related to blood flow F and the extraction fraction E of oxygen in tissue as k = EFI(1 -E) such that E = kl(k + F). Model C includes the delay and dispersion of the tracer in the vascular space similar to that of model B, but considers that most of the delay and dispersion occurs in venules and small venous blood vessels , which constitute most of the blood volume in tissue (Folkow and Neil, 1971) . In other words , in model C, the transport of [ ls O]oxygen from blood to tissue is proportional to the concentration of the tracer in the arterial blood , but the amount of [ IS O]oxygen in the vasculature that is included in the tomographic measurements is mostly in the vascular space of the venous vessels in tissue.
In these models, the blood flow (mllmin/g) , the vascular volume (mllg) , and the distribution volume of water in tissue (mllg) are denoted by the symbols F, Vb' and V W ' respectively. The extraction fraction of oxygen in tissue is denoted by E, which is related to the oxygen transport rate constant of model B as E = k/(k + F). The concentrations of [ IS O]oxygen and [ l5 0]water in arterial blood are represented by Co and Crw' respectively. The symbol Cb denotes the concentration of [ IS O]oxygen in the vascular space and Cw denotes that of [ 15 0]water in tissue. The dotted arrows in Fig. 1 represent the physical decay of 15 0 with a rate constant of A ( = 0.693/2.05 = 0.338/min). According to the three models, the amount of radioactivity of [ IS O]oxygen (Qb = Cb Vb) and [ 15 0]water (Qw = Cw V w) in tissue can be described by the following differential equations.
The product of E, F, and the oxygen concentration in arterial blood is equal to the utilization rate of oxygen in tissue. It is worth noting that among the three models the number of parameters in each is the same.
Measurements taken with PET are the time in tegrals of the sum of Qb and Qw over the scan in terval (say, from tk-1 to tk). Let such a measure ment be denoted by M(tk-l ,t k )' Then the measure ment can be described by
AQ(t) is the time-integrated radioactivity in tissue from time ° to time t. Equation 6 can be combined with the model definition equations (Eqs. 1, 2, or 3) to form a set of simultaneous differential equa tions , which can be represented in the following form similar to the standard state equation used in system theory (Chen , 1970 ): 
The general form of Eq. 7 can be solved by cal culating first the eigenvalues of the matrix [A] to form the impulse response function, which can then be convolved with the input functions [B]uCt). Many program packages are available to compute the so-lution (Smith et aI., 1976; Carson et aI., 1981) . After Eg. 7 is solved, the value of M(t k _ I ,t k) can be ob tained according to Eg. 4. The above general rep resentation of the PET measurements is applicable for any linear compartmental model and allows one to examine conveniently and more accurately the effect of the scanning schedule on the characteris tics of the estimated parameters of a model.
METHODS
Arterial concentrations of [ISO]oxygen and eSO]water
A set of time-activity curves of [I5010xygen and [I501water concentrations in arterial blood was obtained from a normal volunteer. Immediately after a single breath inhalation of [1.'Oloxygen (30 mCi in a volume of 250 ml), blood samples (2-3 ml each) were withdrawn from the radial artery over a time period of 3 min, at a rate of 10-15 s/sample. Each blood sample was separated into two duplicates. The radioactivity concentration in one was measured immediately in a well counter. The other duplicate was centrifuged in a high-speed micro centrifuge (Microfuge 12; Beckman) for 30 s to separate out the plasma, which was then pi petted into another tube and the radioactivity concentration measured in a well counter. The concentration of [ I 501water in whole blood was assumed to be equal to that in plasma. The concen tration of [15010xygen in blood was calculated as the dif" ference between the total radioactivity concentration in whole blood (in the first duplicate) and the concentration of [1501water in blood. Corrections that account for he matocrit difference between peripheral and cerebral blood (Folkow and Neil, 1971 ) and the percentage of water content difference between plasma and whole blood (10% difference) were neglected in the present cal culation because they have only minor effects on the gen eral shape of the blood curves. The resultant blood curves of [I5010xygen and [150jwater are shown in Fig. 2 . Computer simulations
The set of differential equations (Eq. 7) of the models was solved [using the Cayley-Hamilton method (Moler and Van Loan, 1978; Klema et aI., 1980) 1 to simulate the tissue time-activity curve measured by PET. The pro gram for solving the differential equations was imple mented as an external task to the BLD program package (Carson et aI., 1981) , which ran in a PDP 11170 computer (Digital Equipment Corp., Maynard, MA, U.S.A.), so the nonlinear regression routine and the interactive features of BLD can be fully used in the present study. The values of Vb and V" assigned were 0.05 and 0.8 mllg, respec tively. The value of E was either 0.4 or 0.1 to represent cases of either normal or low extraction fraction of ox ygen, respectively. The value of F was either 0.8 or 0.2 mllmin/g to represent tissues of high or low blood flow, respectively. The total PET data collection time was chosen to be I, 2, or 3 min, which was partitioned into multiple consecutive scans of equal scan intervals (ranging from 0.1 to 0.5 min).
The simulated kinetics of radioactivity in tissue were converted to equivalent photon counts that corresponded to the noise condition of � I x 10" counts/slice13 min. The noise level in the measurement of local tissues was estimated from the total counts of a slice, based on the noise propagation formula of PET (Budinger et aI., 1977; Phelps et aI., 1982a) . Fifty percent gray matter (with F = 0.8 mllmin/g, E = 0.4) and 50% white matter (F = 0.2 mllmin/g, E = 0.4) were assumed for the slice (15 x 10 cm in size). The noise for the simulated data was assumed to follow Poisson statistics (i.e., the variance is equal to the mean). Corresponding to a total count of 1 x \0"/ slice, the noise level estimated for a local tissue of size 2
x 2 x 1 cm' with F = 0.8 ml/min/g and E = 0.4 is equivalent to �6,000 counts. For other size regions, the number of equivalent counts can be adjusted proportional to 3/2 power of the size. For example, for a tissue region of I x I x 1 cm' with the same parameters, the number of equivalent counts in 3 min would be 6,000/8 = 750. For tissues with other parameter values, the equivalent number of counts would be different depending on the blood flow and the extraction fraction of oxygen, but were all assumed to be perfused by the same arterial blood concentrations and were all converted similarly to equivalent photon counts from the simulated radioac tivity.
Examination of errors due to model configuration
The errors in the estimated parameters (CMRO, F. and Vb) due to inaccurate model configuration were examined by fitting one model to the simulated kinetic data of an other model. The values of the estimated parameters were then compared with those used in simulating the data. The nonlinear regression routine of BLD was used for the curve fitting. The weighting of each data point in the curve fitting was equal to the inverse of the simulated count measurement, which was the expected noise vari ance of the data point (assumed Poisson statistics). No noise, however, was actually added in the simulated data. The error appearing in the estimated parameter values was thus due to the incompatibility of the model config uration alone and not to noise in the measurements.
In addition to the examination of errors in the esti mates, the weighted sum of the squares of the residual (WSSR) (Appendix A) of each curve fitting was also ex amined to predict the noise level under which the fitting could be considered to be satisfactory (i.e., indistinguish able from random noise). Since Poisson statistics were assumed for the noise and the weightings were selected accordingly, the component of WSSR that was due to the model incompatibility would be decreased proportionally as the simulated total counts was reduced. If this deter ministic component of WSSR was smaller than one fourth of the critical X2 value for p = 0.05, it was consid ered to be indistinguishable from random noise in testing the goodness of fit of the curve fitting (see Ap pendix A for more detail).
The testing of goodness of fit and the examination of estimation errors due to incompatible models were per formed for all the parameter conditions described in the previous section. The data collection time was assumed to be 3 min. Various combinations of the parameters were selected as the variable parameters in the curve fitting. These combinations were (a) CMRO alone, (b) CMRO and F, (c) CMRO and Vb' and (d) CMRO, F, and Vb' The parameter V w was always fixed to its correct value of 0.8 ml/g because it is probably the parameter with the least physiological variability. The values of all the fixed pa rameters in the curve fitting were assumed to be correct (i.e., no inaccuracy in the parameter values that were not being estimated).
Calculation of variances and correlation coefficients of estimates
Sensitivity functions were calculated numerically as the rate of change in the measurements due to I % in crease in one parameter. That is 0.01 . Pi (8)
The covariance matrix was calculated from the sensitivity function according to the equations shown in Appendix B. The coefficient of variation (CV) and the correlation coefficients (CCs) of the estimated parameters were cal culated from the elements of the covariance matrix ac cording to Eq. B4 (Appendix B). All the results were calculated corresponding to the same noise condition in a 4-cm3 size tissue region with � 1 x 106 counts/slice collected over the first 3 min. For other noise levels, the results of CV can be scaled in inverse proportion to the square root of the relative in creases or decreases in counts. For example, for a study with 2 x 106 total counts/slice, the CV results would need to be adjusted only by a factor of 111.414 (i.e., inverse of square root of 2).
Error propagations among estimated parameters
The amount of error propagation from one parameter to another in the estimation process was estimated from the CCs and CV of the parameters according to the fol lowing equation:
(% error in P I )
where CC I 2 is the correlation coefficient between the es timates of PI and P2' The adequacy of the above equation has been tested with computer simulation. A tissue time activity curve (without added noise) was first generated by a model. The curve was then fitted by the same model with one unknown parameter (e.g., CMRO), while an other parameter (e.g., flow or Vb) was assigned a fixed value that was in error (by 1, 5, or 10%). The resultant percentage error of CMRO from the fitting was then com pared with the value predicted from the above equation. Under various parameter conditions, the results from the direct curve fitting were found to be always within 5% of the value calculated from the above equation. In other words, the above equation is accurate for calculating the amount of error propagation from one parameter to an other when the CV and CCs between the two parameters are known.
RESULTS
Comparison of kinetic response of the three models A typical set of tissue time-activity curves of the three models corresponding to the same blood flow and CMRO values is shown in Fig. 3 . The most apparent difference among the kinetics of the three models is the upslope of the time-activity curve. The integrated tissue radioactivities over the first minute are listed in Ta ble 1 for the three models under various conditions. The integrated tissue ac tivities are in terms of the equivalent photon counts in a local region of 2 x 2 X 1 cm 3 for a study of approximately to the case in a tissue region of 2 x 2 x 1 cm3 with 1 x 106 counts/brain slice in the first 3 min of a positron emission tomography study. 5 14) Values are equivalent counts in a 4-cm1 ti ssue volume col lected over the fi rst minute after tracer introduction. The param eters used in the simulation of different models are identical . The counts corresponded to � I X ]06 counts/ 3 mi n/normal brain slice. Numbers in parentheses are equivalent counts in the in terval from 0. 1 to 1. 1 min. These numbers would be the ones to use if the timing of the input fu nctions were determined by matching the appearance times of the input fu nction with that of the time-activity curve in a brain slice to account for the ap pearance time delay in the tissue radioactivity of model 8 or C. radioactivity in the brain slice coincides with that of the input functions, as is frequently done (Her scovitch et aI., 1983; Mintun et aI., 1984) , the total counts for models B and C would be increased by �25% as shown in the table.
This result shows that the sensitivity of the ac cumulated radioactivity in the first minute to model configuration would be reduced if the appearance time of the blood radioactivity curve were shifted to match that of the tissue time-activity curve. Due to the low noise level and high temporal resolution required to determine the appearance time accu rately, it is not practical to do the match for each local tissue region. However, by summing all the projection measurements, the determination of the average tracer appearance time to a brain slice is feasible, but will not help the reduction of sensi tivity in local tissues of low blood flow and low radioactivity uptake.
Results of curve fitting the kinetics of one model with another are shown in Ta ble 2 for various pa rameter conditions and for various combinations of variable parameters in the fitting. Also shown in Ta ble 2 are the ratios of WSSR divided by the crit ical X2 values. The WSSR values were corre sponding to the case of � 1 x 10 6 counts/slice/3 min. The inverse of the ratio in Ta ble 2 times one-fourth is the corresponding photon counts in units of mil lion that are required for a PET scan to generate tracer kinetics in a tissue volume of 2 x 2 x 1 cm 3 that can be used to differentiate the tracer kinetics between the two models being compared (see Ap pendix A).
The results in Ta ble 2 show that if CMRO is the only parameter to be estimated and the true tissue response is better described by model B, the use of model A would underestimate the CMRO values by 11-29%, with the largest error at low blood flow conditions. Conversely, if model A correctly de scribes the tissue response but model C was used to estimate CMRO, the estimate would be � 10% too large, except for the case of having both low blood flow and low extraction. The errors due to the difference between models B and C are the smallest under all four physiological conditions sim ulated.
If more than CMRO were unknown before the curve fitting, the cross-fitting among the three models was better (with smaller WSSR); but the errors in the estimates were not necessarily im proved, because errors in one parameter estimate could be partially compensated by the errors of an other parameter. In fact, the errors became unrea sonably large between models A and B (or C) at the low flow conditions. Be tween models B and C, the difference in their kinetics was completely compen sated by an adjustment in the vascular volume by a percentage equal to the value of E. This complete compensation holds for all physiological conditions, and implies that if both CMRO and Vb are unknown it is not possible to differentiate between models B and C based solely on the kinetics of tissue radio activity. The results also indicate that between models B and C if the values of CMRO, blood flow, and vascular volume are all allowed to vary in the curve fitting, there will not be any systematic error in the estimate of blood flow. Errors in CMRO es timates between models B and C are also relatively small.
By interchanging the models between simulation and curve fitting, the effect, in general, was just the opposite of the ones shown in Ta ble 2, i.e., the sign of the error is reversed. This is seen from the op posite signs of the errors between A-C and B-A in Ta ble 2, since kinetically models B and C are quite similar. Also, the results were not found to be much different if the scan sampling schedule for the tissue radioactivity was changed, e.g., scan interval changed from 0.1 to 0.3 min. For shorter total data collection times (i.e., 1 or 2 instead of 3 min), the errors became larger, indicating that most kinetic discrepancies among the models are in the early part of the kinetics, consistent with the appearance time difference among the models as shown in Fig. 3 .
Sensitivity analysis and evaluation of estimation reliability Figure 4 shows the amount of change in tissue Values are percentage errors of estimates compared with correct values. First number in each group is the error of the CMRO estimate; second and/or third number are errors of the other unknown parameters in the curve fi tting (in the case where CMRO, flow, and vascular volume are unknown, error fo r flow is the second number and that of vascular volume is the third). Numbers in parentheses are the ratio of the weighted sum of the squares of the residual to the critical X2 value fo r p = 0.05. Weightings used in curve fitting were inversely proportional to the noise variances in a tissue region of 4 cml that corresponded approximately to a total of 1 x 106 counts in 3 min from a normal brain slice.
a Curve-fitting procedure did not converge within 50 iterations.
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time-activity curves of model C due to a 1% de viation from the parameter values of F = 0.8 ml l min/g, E = 0.4, Vb = 0.05 ml l g, and V w = 0.8 ml l g. The parameter V w is shown to affe ct more the later part of the curves. The parameters F, E, and Vb would affect more the early part of the kinetic curve. Figure 4 also shows that the kinetics are most sensitive to the percentage changes of the pa rameter E and least sensitive to those of Vb' This observation was found to be generally true for models A and B as well. logical and data collection time conditions are listed in Ta ble 3 for the three model configurations. For all cases, CV is seen to increase as the data collec tion time is reduced. Be tween 3-and 2-min data collection times the increase is only moderate, but the increase is very drastic from 2 to 1 min, indi cating that most information content of CMRO is in the first 2 min of the kinetic data. The larger CV values for the condition of low blood flow and low E as compared with other conditions are also due to the lower delivery and extraction of tracer and thus higher statistical noise. However, among the three model configurations, the difference in the CV of the CMRO estimate is small. The only significant difference is in the condition of low blood flow and low E, where model configurations B and C give a larger CV than model A. If more than CMRO is unknown (e .g., blood flow or vascular volume) and are estimated simulta neously from the kinetic data, the CV values under these conditions are also shown in Ta ble 3. The CV of CMRO is seen to increase only moderately «50%) in these estimation conditions if a 3-min scan time is used, indicating the estimate of CMRO would be acceptable even if the blood flow or vas cular volume were a variable parameter in the es timation process. The only exception is for model A in the low blood flow conditions, where the CV of CMRO increases by more than three times. The CV of blood flow or vascular volume is in general much larger than that of CMRO, consistent with previous results (Huang et aI., 1983b) . For model A, the CV of the vascular volume estimate is still reasonable, but that of blood flow is much larger. For model B or C, the CV of the vascular volume estimate is very large in the condition of normal E, J Cereb BloodFloo w Mtitlibboil-· Voll . t No.H; ./986 but the CV of the blood flow estimate is much better than that for model A.
Contrary to the large effects of the total data col lection time on the values of CV (Table 3) , the effect of scan sampling intervals was found to be minimal. By increasing the sampling interval from 0.1 to 0.5 min, the CV value of the estimates changed by <2% in most cases, regardless of the physiological con ditions or the model configurations. Even for sam pling intervals of up to 1.5 min (for data collection times of 3 min), the CV value of the CMRO estimate basically did not change «2%) when CMRO was estimated alone. For cases of estimating blood flow (or vascular volume) simultaneously with CMRO, the CV values increased only slightly (10 -20%) at sampling intervals of 1 and 1.5 min. This insensi tivity to sampling interval changes is probably due to the lack of high-frequency components in the tissue time-activity curves (Fig. 3) .
Also shown in Ta ble 3 are the CCs between the estimates of CMRO and vascular volume (or blood flow). The values of the CCs provide information about the speed of convergence when the parame ters are estimated simultaneously using a nonlinear regression algorithm. The larger the CC, the slower the convergence. The amount of error propagation to the CMRO estimate from independently deter mined values of blood flow and vascular volume was calculated (using Eq. 9) and is summarized in Ta ble 4 for various data collection times and phys iological conditions. The error propagation to CMRO is in most cases not very serious, except in the condition of low blood flow and low E. In other words, small errors in the parameter values of blood flow and vascular volume (whether from indepen dent measurements or from typical values) will not seriously affect the accuracy of the CMRO esti mate.
DISCUSSION
The studies reported here are based on three dif ferent model configurations for [ 15 0]oxygen. The results show the CMRO estimate is quite sensitive to the model configuration and indicate the impor tance of using a correct one for CMRO estimations. None of the three configurations examined in this study can be rejected based simply on the known information of oxygen transport in brain tissues, al though models B and C are more consistent with the structure of the vasculature in cerebral tissues. Also, potentially, depending on the type and loca tion of the tissue regions, the appropriate model to use might be different. The kinetic characteristics of the three configurations are shown to be suffi ciently different that, theoretically, the appropriate model can be determined by model fitting the [ 15 0Joxygen time-activity curves that are experi mentally measured by PET from regional brain tis sues. However, it requires low noise level, low scat tering and randoms, and accurate timing in the mea sured dynamic curve, which can be obtained only with PET scanners of high sensitivity and high signal-to-noise ratio (Phelps et aI., 1982a; Hoffman et ai., 1983) .
The required number of counts derived from the WSSR results of Ta ble 2 is based on the specific scanning schedule of 0.1 min/scan for a total col lection time of 3 min, and on the use of the X2 good ness-of-fit criterion (Appendix A) for testing model fitting. Also, no measurement errors other than the counting statistics were considered. In reality, the measurement errors of patient movement, timing J Cereb Blood Flow Me/abol, Vol. 6, No. 1, 1986 uncertainty, etc. , could potentially make the deter mination of an appropriate model more difficult. On the other hand, more sensitive statistical tests can probably be designed to differentiate more easily among the three model configurations examined. Also, the count requirements could be different for other PET scanning schedules and for other shapes of blood curves. However, results from Ta ble 2 could serve as a starting point for people who plan to collect dynamic PET data to determine the cor rect model for [ 15 0]oxygen in cerebral tissues.
The model configurations discussed in this report by no means include all possible variations. For ex ample, configurations that explicitly account for the separate spaces of arterial, capillary, and venous blood volumes would be even closer to the reality, although mathematically more complex. However, the present study illustrates a general and conve nient approach that can be used to evaluate alter native model configurations. The approach can be easily applied to other models, especially if none of the ones discussed in this article fits the measured kinetic data.
The present results on CV and error propagation of the estimates are based on the use of nonlinear regression for parameter estimation using a weighted least sum of squares criterion. If the weights are properly chosen, the estimates so ob tained would be statistically efficient, i.e., have the smallest CV (Van Tr ees, 1968; Ba rd, 1974) . How ever, nonlinear regression is an iterative operation that is slow and time consuming. It is not very prac tical to use for estimating CMRO on each pixel of a multiple of image planes. Usually, statistically less efficient but computationally faster algorithms are needed. In other words, the CV results shown in this report are the best that one can expect under those physiological and scanning conditions. The amount of dcviation from the best case depends on the specific estimation technique used and can be determined by calculating the CYs of the estimates of a particular technique and comparing the results with those reported here.
The insensitivity of the estimation precIsIon of CMRO (Table 3) to the PET scan sampling interval is probably due to a lack of high-frequency com ponents in the tissue time -activity curves (Fig. 3) . This implies, by itself, that there is no need to ob tain high temporal resolution dynamic data for CMRO measurements. However, this conclusion has not considered other types of measurement er rors in a practical PET study. In practice, errors like patient movement and timing inaccuracy in measuring the blood curves could cause significant errors in the CMRO estimates. These errors can be more easily detected and adjusted appropriately if high sampling dynamic data are available, thus giving more reliable results. Therefore, it is still more desirable to have high sampling dynamic data, even though the precision of the CMRO estimate does not depend directly on the scan sampling in tervals.
For a practical estimation technique, the error propagations among parameters could be either more or less than what are shown in Ta ble 4 and theoretically need to be evaluated separately for each case. However, the results of Ta ble 4 are quite consistent with the amount of error propagation re ported for other CMRO measurement techniques. For the PET autoradiographic-type technique (Mintun et a!., 1984) , it was reported that 1% error in the vascular volume could cause an error in CMRO of -0.2 and 2.0%, respectively, for high and low CMRO conditions. These are comparable with the -0.3 and -0.9 (to -1. 7)% errors shown in Ta ble 4 for the high and low blood flow conditions (normal E and with I-min data collection time). The propagation of 1 % error in blood flow to CMRO for the PET autoradiographic technique was reported to be small for the high CMRO condition and was about -1 % for the low CMRO condition (Mintun et aI., 1984) . These are again similar to the values of -0.1 and -1.6% shown in Ta ble 4 for the cor responding conditions. For the equilibrium tech nique (Jones et aI., 1976; Frackowiak et a!., 1980) , it was reported that ignoring the vascular volume would cause 10 and 20% errors in CMRO for high and low blood flow conditions, respectively (Lam mertsma Lammertsma et aI., 1983) . These errors are equivalent to -0.1 and -0.2% in CMRO for + 1 % error in the vascular volume and are comparable with the values of -0.1 and -0.3% in Ta ble 4 for the high blood flow, normal E and low blood flow, normal E conditions, respectively, which have a 3-min-long data collec tion time.
As shown previously (Huang et aI., 1983h) and in the present study, multiple parameters can be esti mated simultaneously from [ 15 0]oxygen kinetic data collected in dynamic PET studies, but the un certainties in the estimates become larger as the number of parameters increases. One is thus left with the question of whether other parameters such as the blood flow and/or vascular volume should be measured separately with other tracer studies in ad vance or whether they should be estimated along with CMRO. This is especially important for CMRO measurements, since its estimate is usually ob tained with multiple-tracer studies. In general, mea suring separately the blood flow/vascular volume gives better precision of the estimates (including CMRO), but the physiological changes and patient movement between the separate studies would in troduce systematic errors and would cause inac curacy in CMRO estimates due to the propagation of error. On the other hand, if the number of sep arate studies is reduced, the amount of radioactive dose given to one study (e.g., [ 15 0]oxygen) can be increased to compensate for the increase in the un certainty of the estimate without increasing the total radiation dose to the subject. Also, the total study procedure would be shorter and more convenient with a fewer number of separate studies. The re sults in Ta bles 3 and 4 also show that the estimation accuracy and the propagation of error are related to the model configuration and the physiological condition in tissue. Therefore, the model configu ration, the physiological state, the change in esti mation accuracy, the allowable radiation dose, the convenience of the study procedure, the amount of physiological variations, and the error propagation characteristics all need to be considered together to determine whether one should estimate blood flow/ vascular volume separately or simultaneously with CMRO.
The first technique used in PET for the measure ment of CMRO was the equilibrium technique (Jones et a!., 1976; Frackowiak et aI., 1980) . The equilibrium technique is not very sensitive to the model configuration, but dynamic study offers the opportunity to estimate multiple parameters simul taneously, and thus more convenient study proce dure and lower radiation dose (Huang et a!., 1982) . Even if separate measurements are made with dy namic studies, the radiation dose is still expected to be lower than with the equilibrium study, because dynamic studies utilize the radioactivity in tissue at all times and one does not need to wait until the equilibrium state before PET scanning. The disad vantages of dynamic studies are (a) it requires a sequence of blood samples to be taken to determine the set of input functions (i.e. , the [ 15 0]oxygen and the [ l5 0]water levels in blood as time functions), (b) the data processing is more costly in terms of com putational time increase, and (c) CMRO estimates are more sensitive to the model configuration. The choice of technique to use also depends on the char acteristics (such as the number of simultaneous im aging planes , the count rate capability, the temporal sampling resolution, etc.) of the PET scanner avail able.
The present results are based on a typical set of input functions. It is conceivable that for other input functions the results would be significantly dif ferent. To test this , a different set of input functions reproduced from the literature (Mintun et al. , 1984) was used to repeat the simulation and model-fitting studies. The results were not found to be signifi cantly different from those shown in Ta bles 1-4. In other words, under normal physiological condi tions, the present results are expected to be valid and not just restricted to the specific set of input functions. For subjects under abnormal conditions where the shape of the input functions is signifi cantly different, the exact values of the present re sults may not be directly applicable. However, the conclusion on the model sensitivity and the general characteristics of error propagation and estimation reliability are still expected to be valid.
CONCLUSION
The present study has shown that CMRO mea surement with dynamic PET is very sensitive to the selected model configuration for [ 15 0]oxygen. A correct configuration needs to be determined to give accurate estimates of CMRO. Most informa tion on CMRO is in the first 2 min of the tissue time-activity curve, and the precision of the CMRO estimate is not critically sensitive to the scan sampling interval used. Propagation of error from parameters of blood flow and vascular volume to CMRO estimates is usually not very serious if the total data collection time is > 2 min. Simulta neous estimation of CMRO and blood flow (or vas cular volume) is also quite feasible. The choice method to use will probably depend more on other factors, such as the convenience of the study pro cedure, the expected variability of blood flow (or vascular volume) , and the required estimation ac- 1986 curacy of blood flow (or vascular volume). The gen eral representation of PET measurements and the approach of sensitivity functions and covariance matrices that are used in the present study to eval uate model configuration and error characteristics of model parameters can be easily applied to other tracer kinetics or models in PET studies to improve the experimental design and the reliability of the measurements.
APPENDIX A: TESTING OF GOODNESS OF
FIT OF MODEL FITTINGS
Examination of whether a model fits satisfacto rily to a set of measured kinetic data can usually and most effectively be done by the inspection of the residual function, which is the difference be tween the measured data and the value predicted by the fitted model. A fit will be satisfactory if the residual consists of only random noise and does not have any apparent deterministic component in it.
There are many statistical tests to judge this more objectively and quantitatively (Bard , 1974; Landaw and DiStefeno , 1984) . In the present study, the X 2 test for the WSSR is used. The basis of the test is straightforward and can be briefly described.
For Gaussian noise and for weightings equal to 11 var, each residual term times the square root of the weighting would be Gaussianly distributed with unit variance. Thus , the WSSR , which is defined as would be a X 2 variable with its mean equal to the degree of freedom (equal to the number of data points minus the number of unknown parameters in the fitting). Therefore, the probability for the WSSR value to be larger than some critical X 2 value would be small. In other words, if WSSR is larger than the critical value (which is tabulated in most statis tical books according to the error probability and the degree of freedom) , the residual is unlikely to be due to the random noise alone and most likely con tains some deterministic components. In other words, the model is unsuitable for describing the measured data, or simply the model fitting is un satisfactory. Usually, the value of WSSR can be considered as consisting of two components-one due to the statistical noise and one due to the de terministic discrepancy between the model and the data. The noise component is independent of the noise level in the data, since the weighting is the inverse of the noise variance. If the noise variance of the data is proportional to the mean value of the data, the value of the deterministic part of WSSR is increased proportionally as the noise variance of the data is increased (e.g., by increasing the number of photon counts) and vice versa. In other words, with data of high counts (i.e., high signal-to-noise ratio) , it is easier to tell if the model fits the data or not.
In the model fittings performed in this study, the data points were assumed to have a known vari ance , but no random noise was actually added to the data. Even without actually adding noise in the data, the WSSR of the fitting would not be zero unless the same model used to simulate the data were used to fit the data. However, if the WSSR value were small compared with the critical x2 value, the contribution of the discrepancies due to the use of a different model would not be significant in a real situation when random noise was pre sent. In the present study, a WSSR value due to the model discrepancy is considered to be undetectable if it is less than one-fourth of the critical X2 value for p � 0.05. The definitions and characteristics of sensitivity functions and covariance matrices can be found in many sources (Draper and Smith, 1966; Van Tre es, 1968; To movic and Vukobratovic , 1972; Cruz, 1973; Bard , 1974) . In this Appendix, only a brief descrip tion of their characteristics as related to the present study is given. The readers should refer to the cited references for more details.
Sensitivity functions are used to indicate the de gree of change in the measurement due to a change of the parameters in a system or a model. In terms of the tomographic measurement M(t k _ l , t k ) of Eq. 4, the sensitivity functions are (B 1) where Pi values are parameters of model A, B, or C. A sensitivity function times 1 % of the corre sponding parameter value indicates the amount of change in the measurement for a 1 % change of the parameter. Figure 4 shows the amount of changes in the measurement for model C of Fig. 1 , under a specific set of parameter values and arterial blood concentrations of the tracers. Useful information can be obtained from these curves. First, the mag nitude of these functions provides information about the accuracy of the estimates of the param eters. The larger the magnitude of the function with respect to a parameter, the more sensitive the mea surement is to the parameter. In other words, the parameter value can be estimated more accurately, because a small variation in its value could have affected the measurement significantly. Second , the similarity/difference in shape among these functions indicates how much interdependency the parame ters have in terms of affecting the measurements. For example, if the sensitivity functions with re spect to two parameters have the same shape , an error in one parameter could be compensated by an error in the other parameter without any effect on the measurements. In this case, the two parameters cannot be determined uniquely from the measure ments alone. On the other hand , if their sensitivity functions are very different in shape, the parame ters can usually be estimated simultaneously and errors in the estimates will not be correlated. One way to examine quantitatively the above informa tion content in the sensitivity function is to calcu late the covariance matrix of the estimated param eters from the sensitivity functions .
In statistical estimation theory, the covariance matrix (COV) of the estimated parameters from a weighted least sum of squares criterion is approxi mately equal to the inverse of the information ma trix G (Draper and Smith, 1966; Van Tr ees, 1968; Carson et aI., 1983) as
The iJth element of the G matrix is 
where the sensitivity function is as defined by Eq. B1 and vark is the noise variance of M(tk-l,tk ) . The variances of the estimated parameters are equal to the diagonal elements of COV , and the CV of the estimate of the ith parameter can be obtained as (I/ Pi' where (Ii is the square root of the ith diago nal element of COv. The CC between any two estimated parameters Pi and Pj (CC ij ) can be ob tained as
where (COV) ij is the iJth element of the covariance matrix. The magnitude of the sensitivity function with respect to a parameter is reflected in the vari ance of that parameter in the covariance matrix (larger magnitude in sensitivity function corre sponds to smaller variance), and the similarity/dif ference in the shape of the sensitivity functions be-tween two parameters is reflected in the value of the CC between the two parameters (larger corre lation for more similarity). Monte Carlo computer simulations have been carried out to tcst the adequacy of the variances and CCs of the estimated parameters as calculated from the above approach. With repeated simula tions of the measurements (with pseudo-random noise added) of model C and by estimating the pa rameters of the model by weighted least-squares fit ting of the simulated data, the sample variances and CCs of these estimates in a sample of 100 simula tions were found to be within 10% of the values obtained from the covariance matrix. This consis tency of results between the Monte Carlo simula tion and the covariance approach was found to hold under various parameter conditions .
