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【要旨】
2016年 1月にバーゼル委員会が公表した資料の中で，資本計算のリスク指標が VaR(バリュー・アット・リ
スク)から ES（期待ショートフォール)へと変更されているように，近年では ESへの注目が高まっている．
VaRは概念的なわかりやすさ，計算の簡便さなどから金融機関のリスク管理実務で最も標準的に使用されて
いるが，劣加法性を持たず，テールリスクを捉えることができないなど，リスク指標として幾つかの欠点を抱
えている．一方 ESは，これらの問題点を内包せず，VaRよりも優れたリスク指標であると考えられている
が，バックテスティングの構成が難しいという欠点が指摘されてきた．そこで，本研究では ESのバックテス
ティング手法について検討する．ESのバックテスティングの構成は難しいとはいえ実際には可能であり，す
でに幾つかの手法が提案されている．本論文では，理論的な制約が少なく，リスク管理実務での適用に適して
いると思われる Kratz et al. (2016)と Acerbi et al. (2014, 2017)によるノンパラメトリックアプローチに
焦点をあてて分析する．Kratz et al. (2016) は，複数の異なる信頼水準の VaR を同時にバックテスティング
することで，間接的に ES のバックテスティングをおこなう．Acerbi et al. (2014, 2017) は，モンテカルロ
シミュレーションにより仮説検定の p値を計算する．本論文では，これらの検定の有効性や性質を同じ枠組み
の下で数値的に調査し，実務において最も有効な検定について検討し考察する．実務のリスク管理手順を模倣
した数値実験からは，正規分布を使用しているためリスクを過小評価するモデルを検出する場合，Acerbi et
al. (2014, 2017) が提案した手法の一つが優れた性能を示すことがわかった．
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1 はじめに
2016年 1月にバーゼル委員会により公表された，マーケット・リスクの最低所要自己資本 (Basel Committee
(2016))で，資本計算のリスク指標が VaR(バリュー・アット・リスク)から ES（期待ショートフォール)へと
変更されているように，近年では ESへの注目が高まっている．
VaRや ESなどのリスク指標は，確率分布として表される将来の損失予測を 1つの数値に要約したものであ
る．このようなリスク指標としては，他にも分散や標準偏差などが挙げられる．VaRは概念的なわかりやす
さ，計算の簡便さなどから金融機関のリスク管理実務で最も標準的に使用されているが，VaRはリスク指標
としての欠点を抱えており，しばしば批判される．よく言われる欠点は，VaRはポートフォリオの分散効果
を常に適切に表現できるとは限らないということである．例えば，デフォルト確率が 0.7%の企業に 10億円
融資するポートフォリオ Aと，同じ確率でデフォルトが独立に発生する企業 2社に 5億円ずつ融資するポー
トフォリオ B を考える．一般的にはポートフォリオ B のほうがリスクは低いと考えられるが，信頼水準が
99%の VaRを計算すると，ポートフォリオ Aの VaRは 0円，ポートフォリオ Bの VaRは 5億円となる．
つまり VaRをリスク指標として使うと，ポートフォリオ Bのほうがリスクは高いということになる．この直
観に反する結果は，VaRはその定義上，信頼区間外のリスクを捉えられないことに起因する．
このようによく使われている VaRのようなリスク指標でも，それがリスク管理上の直観に合致するとは限
らない．リスク指標がもつべき合理的な性質を公理として整理し議論したのが Altzner et al. (1999)である．
Altzner et al. (1999)はリスク指標が満たすべき性質として，
1. 単調性 (monotonicity) : X  Y ) (X)  (Y )
2. 移動不変性 (translation invariance) : (X + k) = (X)  k k は定数
3. 正の 1次同次性 (positive homogeneity) : (X) = (X);   0
4. 劣加法性 (subadditivity) : (X + Y )  (X) + (Y )
を挙げ，これらの性質を満たすリスク指標をコヒレント・リスク指標と呼んだ．X;Y はポートフォリオの損
益を表す確率変数，(X); (Y )がリスク指標である．劣加法性とは，「リスク指標はポートフォリオ分散によ
るリスク削減効果を織り込むべき」という考え方を表現したものであり，VaRはこの性質を常に満たすとは
限らない．
一方，ESはコヒレントなリスク指標である．簡潔に言うと，VaRは損失分布の分位点 (一定の確率で発生
しうる最大損失額)として定義されるが，ESは損失額が VaR以上となることを条件とした損失額の条件付期
待値として定義される．ESは VaRの劣加法性を満たさないという欠点を克服しており，理論的には VaRよ
り優れたリスク指標であると考えられている．
しかしリスク指標をリスク管理実務で使う場合には，理論的な性質の良さ以外にも，様々な観点を考慮する
必要がある．最も不可欠な点は，リスク指標を正しく推定できることと，推定したリスク指標の有効性を事後
に観測された損失から確認できることである．リスク指標の推定に関しては，損失分布の裾部分での条件的期
待値を扱う ESは，裾部分の分位点を扱う VaRよりも正確に推定することが難しい．そしてもう一方のリス
ク指標の有効性の確認が，本研究で扱うテーマである．事前に予測したリスク指標の予測値と，事後に観測し
た損失を比較することによって，リスク管理の手順を評価することはバックテスティングと呼ばれる．VaR
のバックテスティングを構成することは容易であるが，ESのバックテスティングを構成することは難しいこ
とが知られている．
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2011年には，Gneiting (2011) が ESはエリシタブル (elicitable)でないことを示した．詳細は 9.3節で述
べるが，エリシタブルとはある種の最適化問題の解としてリスク指標が表現できることを指す．そのような表
現を使えば，様々なモデルから推定したリスク指標を直接比較することができ，モデルの優劣を検討するこ
とができる．そして，この議論の中で，ESのバックテスティングを構成することは，そもそも不可能ではな
いのかという疑問が生じた．その後，Acerbi et al. (2017) が，バックテスティング可能な統計量のフォーマ
ルな定義を提案し，エリシタブルとバックテスト可能性は異なる概念であることが示されて，理論的にはこ
の問題は解決した．しかしながら ES バックテスティングの構成が難しいという点は変わらない．エリシタ
ブルの定義や，この議論の中で注目されたエクスペクタイル (expectile)というリスク指標については 9節の
Appendixに簡単な説明を載せた．
VaRのバックテスティングに関する文献は多い．例えば Kupiec (1995)や Christoersen (1998)などがあ
る．Christoersen (1998)は，VaRの予測モデルが正確であるかどうかを判定することは，事後的に実現し
た損失が VaRを超過するか否かの事象の時系列 (以下，VaR超過時系列と呼ぶ)が「無条件カバレッジ仮説」
「独立性仮説」を満たしているかどうかを判定することに単純化できると述べた．VaRバックテスティングの
多くは，VaR超過時系列がこの 2つ (または 1つ)の仮説を満たしているか否かを調べることで，予測モデル
の正確性を判定している*1．バーセル規制のトラフィックライトシステムも，この考え方をもとにしている．
ESのバックテスティングに関する文献は VaRに比べてはるかに少ないが，すでにいくつかの方法が提案さ
れている．McNeil et al. (2000)は残差アプローチと呼ばれる手法を提案し，Kerkhof et al. (2004)は確率積
分変換 (probability-integral-transform, PIT)にもとづく方法を提案したが，これらの手法が有効に働くには
大標本が必要であり，あまり多くの標本数を確保できない実務では活用することが難しい．Wong (2008)は
按点技術を使ったパラメトリックな方法を提案した．この手法は小標本でも良い結果を出力するが，損益分布
に正規分布を仮定するなどモデルに対する制約が強く，これも実務では好ましくない．パラメトリックな手法
は他にも Righi et al. (2013)による方法が挙げられるが，これも依然として制約が強い．
ところが近年，Kratz et al. (2016)や Acerbi et al. (2014, 2017)が注目すべき ESのバックテスティング
手法を提案した．これらの手法はノンパラメトリックな検定であり，理論的な制約が少なく，実際のリスク管
理実務に適していると考えられる．なお，実務で有望な手法として他にも Costanzino et al. (2015)による方
法も挙げられるが，この手法の検討は後日行いたいと考えている．
このように ESバックテスティングの構成は難しいながらも様々な手法が提案されているが，学者や実務家
の間でコンセンサスを得られた手法はまだ存在しない．これは，各 ES バックテスティングの有効性や性質
(長所，短所)が十分に整理されていないためと考えられる．
本論文では，理論的な制約が少なく，実務に適していると考えられる Kratz et al. (2016)と Acerbi et al.
(2014, 2017) によるノンパラメトリックなアプローチに焦点をあてる．この 2つのアプローチには様々な検
定が含まれる．これらの検定の有効性や性質を同じ枠組みの下で調査をし，実務において最も有効な検定は何
かを検討する．具体的には，
(1) どのような状況でどの手法が最も優れているのか，それぞれの手法の特性を分析する．
(2) そのうえで，実務において好ましい手法はどれか．
(3) リスク量が保守的すぎる（過大評価する）モデルを検出する両側検定に適した手法はどれか．
を調べる．特に (1)では，実際に用いる時系列データは独立でないと考えられるため，この点に注目した分析
*1 この 2つの仮説を同時に満たす場合，VaR超過時系列は互いに独立なベルヌーイ試行の列になる．
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を行う．(3)は，バーセル規制の根底には，過度に保守的なモデルも望ましくないという考えがあると思われ
ることから生じる．Acerbi et al. (2014, 2017)によるアプローチはリスク量を過小評価するモデルのみを排
除する片側検定であり，そのままでは過度に保守的なモデルを排除することはできない．そこで Acerbi et al.
(2014, 2017)によるアプローチが両側検定に拡張できるかどうかも検討する．
本論文の構成は以下の通りである．まず 2節では，バックテスティングとは何か，なぜバックテスティング
は難しいのかを説明し，本論文で焦点を当てる Kratz et al. (2016)と Acerbi et al. (2014, 2017)によるノン
パラメトリックなアプローチについて概観する．3節では，損益のデータ生成構造が時間と共に変化しない静
的な状況を想定し，各 ESバックテスティング手法の有効性や性質を調べる．4節では，損益のデータ生成構
造に時系列構造がある状況を想定し，各 ESバックテスティングの有効性や性質を調べる．5節では，実デー
タに対して ESバックテスティングを適用する．6節では，Acerbi et al. (2014, 2017)によるアプローチが両
側検定に拡張できるかどうかを調べ，7節で結論を述べる．
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2 ESバックテスティングの既存研究
本節では ES バックテスティングの既存研究を紹介する．はじめに VaR，ES の定義を示し，次にバック
テスティングについて説明する．そしてバーゼル規制にも関連する，有名な VaRバックテスティングを紹介
した後，本論文で焦点を当てている ES バックテスティングの Kratz et al. (2016) と Acerbi et al. (2014,
2017)によるアプローチを説明し，この 2つのアプローチを比較検討する．
2.1 VaR，ESの定義
はじめに VaR，ESの定義を述べる．VaRは金融機関のリスク管理で幅広く使われているリスク指標であ
り，バーゼル規制でも大きな役割を担っている．まず分布関数 F の一般化逆関数 F を
F (y) := inffx 2 R : F (x)  yg (2.1)
と定義する．一般化逆関数 F を使うと，分布関数 F の 分位点は q(F ) := F ()で与えられる．この
表記を使うと，VaRの定義は以下のようになる．
定義 2.1 VaR
信頼水準を  2 (0; 1)，ポートフォリオの損失 Lの分布関数を FL とする．このとき信頼水準 の VaR(L)
は，
VaR(L) := F
 
L () (2.2)
として与えられる．
簡潔に述べれば，VaRは損失分布の分位点である．信頼水準には  = 0:99がよく使われる．
ESは，劣加法性を満たさないという VaRの欠点を克服しており，理論的には VaRより優れたリスク指標
であると考えられている．ESの定義は以下のようになる．
定義 2.2 ES
損失 Lの分布関数を FL とする．さらに E(jLj) <1とする．信頼水準 の ES(L)は，
ES(L) =
1
1  
Z 1

qu(FL)du (2.3)
として与えられる．
E(jLj) < 1は，(2.3)式の積分が well denedであることを保証する．これらの定義により，ESと VaR
には
ES(L) =
1
1  
Z 1

VaRu(L)du (2.4)
という関係がある．ESは を超える信頼水準の VaRの平均値である．これが ESはテールリスクを捕捉し
ていると言われる所以である．
損失分布が連続の場合は，より直感的な表現で ESをあらわすことができる．
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補題 2.1 損失 Lの分布関数 FL が連続と仮定する．このとき信頼水準 の ES(L)は，
ES(L) = E[LjL  VaR(L)] (2.5)
として与えられる．これは「ESは を超える信頼水準の VaRの平均値」という解釈により近い表現である．
2.2 バックテスティングとは
バックテスティングとは，事前に予測したリスク指標の推定量と事後に実際に実現した損失や収益を比較す
ることによって，リスク計測手順を評価することである．バックテスティングを行うことで，与えられたリス
ク指標の推定手順（つまり予測モデル）が，信頼できるリスク指標の推定値を出力するか否かという疑問に答
えることができる．
リスク指標には VaR，ES，標準偏差などが挙げられるが，これらに対してバックテスティングを行うこと
は，単純ではない．その理由を競馬の予想を例に説明する．1年を通して，1着になる馬を都度予想すること
を考える．1年後に，あなたの予想の精度を評価することは簡単である．なぜならばレース終了後に，毎回，
1着となった馬が公に宣言されるからである．公に宣言された内容と，自らの予想を比較することで，予想精
度を簡単に評価することができる．
しかしリスク指標のバックテスティングの場合，予想精度の評価は競馬予想のように簡単ではない．日々，
翌日の ESを予想するという例から説明する．将来の損失分布を Ft とし，その ESを ESFt とする．競馬予想
と対応させると，将来の損失分布 Ft は競馬のレースに対応し，ESFt は 1着になる馬に対応する．仮に私達
が日々 ESFt に対する予想を行ったとしても，予想精度を評価することは難しい．なぜならば，Ft も ESFt も
日々の終わりに観測することができないからである．私達が日々観測できるものは，(未知の) 真の損失分布
Ft からのたった１つの実現値だけである (図 1参照)．これがリスク指標のバックテスティングを構成するこ
とが難しい理由である．
基本的にはリスク指標のバックテストを構成することは単純ではない．バックテスティングの構成が容易な
VaRは特別なケースである．
図 1
2.3 VaRバックテスティング
VaRのバックテスティングとしてよく使われる方法は，二項分布を用いて VaR超過回数を評価する方法で
ある．バーゼル規制による VaRバックテスティングもこの方法をもとにしている．事前に予測した信頼水準
7
(例えば， = 0:99)の VaRを V aR;t，事後に実現した損失を Lt とする．そして損失が VaRを超過した
かどうかを示す違反インディケータを
It; := 1fLt>VaR;tg (2.6)
と定義する．1A は定義関数であり，事象 Aがおきたら 1を，さもなくば 0をとる．違反インディケータの列
は，例えば (1; 0; 0; 1; 1; 0; : : : ; 0)となる．これは日々の損失が VaRを超過したか否かを記録したものである．
Christoersen (1998)は，VaRの予測モデルが正確であるかどうかを判定することは，違反インディケー
タの列 fIt;; t = 1; : : : ; ngが，以下の 2つの仮説を満たしているかどうかを判定することに単純化できると
述べた．
 無条件カバレッジ仮説 (unconditional coverage hypothesis) : E[It;] = 1  ; 8t
 独立性仮説 (independence hypothesis) : s 6= tならば It; と Is; は独立．
VaRバックテスティングに関する多くの手法は，違反インディケータの列がこの 2つ (または 1つ)の仮説を
満たしているかどうかを調べることで，VaR予測モデルが正確であるかどうかを判定している．
この 2つの仮説を同時に満たす場合，違反数 I =
Pn
t=1 It; は
I  B(n; 1  ) (2.7)
となる．B(n; 1  )は成功確率が 1  ，試行数が nの二項分布を表す．二項分布を用いて VaR超過回数を
評価する手法では，(2.7)式から仮説検定の p値を計算する．例えば，VaR超過回数が k 回ならば，p値は
pk =
kX
i=0
P (I = k) =
kX
i=0
nCi(1  )in i (2.8)
となる．
2.4 ESバックテスティング 1 : Kratz et al. (2016)によるアプローチ
本節では Kratz et al. (2016)により提案された ESバックテスティング（以下，Kratzアプローチと呼ぶ）
を紹介する．Kratzアプローチは，ESが複数の信頼水準の VaRで近似できることを利用して ESのバックテ
スティングを間接的に構成するという Emmer et al. (2015)の考え方にもとづく．損失分布を Lとし，信頼
水準 の ESと VaRを ES(L)，VaR(L)と記す．Emmer et al. (2015)は ESの近似値を
ES(L)  1
4
[q() + q(0:75+ 0:25) + q(0:5+ 0:5) + q(0:25+ 0:75)]　
=
1
4

q() + q

3+ 1
4

+ q

2+ 2
4

+ q

+ 3
4

(2.9)
とした．但し q() = VaR(L)である．(2.9)式は (2.3)式を離散近似したものである．(2.9)式からは，損失
分布 Lに対する 4つの VaR推定値 q(a + b)が十分妥当であるならば，ESの推定値 ES(L)も妥当である
と考えることができることが示唆される．この考え方をもとに，Kratzアプローチは複数の異なる信頼水準の
VaRを同時にバックテスティングすることで，間接的に ESのバックテスティングをおこなう．
2.4.1 Kratzアプローチの設定
事前に予測したモデルの列を fFt; t = 1; : : : ; ng，事後に実現した損失の列を fLt; t = 1; : : : ; ng，フィルト
レーションを fFt; t = 1; : : : ; ngとする．Ft は確率分布で Ft 1-可測，Lt はスカラー値 Ft-可測である．モデ
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ル Ft は，各時点 tで様々な信頼水準 の VaR;t，ES;t を予測 (推定)するために使われる．VaRの予測値
VaR;t と損失の実現値 Lt を比較することで，モデルの妥当性を評価する．
(2.9)式の発想を一般化するために，出発水準 *2に対して，複数の信頼水準を
j = +
j   1
N
(1  ); j = 1; : : : ; N; N 2 N　
=
(N   j + 1)+ (j   1)
N
(2.10)
と定義する．N = 4のとき，(2.10)式は (2.9)式に一致する．さらに便宜上 0 = 0; N+1 = 1と定義する．
そして時点 tの信頼水準 j の違反インディケータを
It;j := 1fLt>VaRj;tg (2.11)
と定義する．
VaRの予測モデルが正確であるか否かを判定することは，違反インディケータの列 (It;j)t=1;:::;n が以下の
2つの仮説を満たすか否かを判定することに単純化できる．
 無条件カバレッジ仮説 : E[It;j ] = 1  j ; 8t
 独立性仮説 : s 6= tならば It;j と Is;j は独立．
もし VaRの予測値が両方の仮説を満たすならば，違反数Pnt=1 It;j は成功確率 (違反確率)が 1   j の二項
分布に従う．
上述のように単一の VaRの予測値の検定では二項分布が使われるが，複数の VaRの予測値の同時検定では
多項分布が使われる．Xt =
PN
j=1 It;j と定義すると，これは設定した複数の信頼水準の VaRj ;t を，損失 Lt
が何個超過したかを示し，(Xt)t=1;:::;n はその時系列である．もし VaRの予測値が適切なモデルから予測さ
れているならば，(Xt)t=1;:::;n は以下の 2つの条件を満たす．
 無条件カバレッジ仮説 : P (Xt  j) = j+1; j = 0; : : : ; N; 8t
 独立性仮説 : s 6= tならば Xt と Xs は独立
これらの特性は
Xt  MN(1; (1   0; : : : ; N+1   N )); 8t (2.12)
と書くこともできる．但し，MN(n; (p0; : : : ; pN ))は，試行 nの多項分布*3である．ここで，セルカウントを
Oj =
nX
t=1
IfXt=jg; j = 0; 1; : : : ; N (2.13)
で定義すると，上述の 2つの条件を満たす場合，セルカウントのベクトル (O0; : : : ; ON )は多項分布
(O0; : : : ; ON )  MN(n; (1   0; : : : ; N+1   N )) (2.14)
に従う．多項分布については 9.1節を参照されたい．
*2 2.4節では Kratz et al. (2016)にあわせて  = 0:975とする．
*3 1回の試行では，f0; 1; : : : ; Ngから p0; : : : ; pN の確率で要素を 1つ出力する．
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より形式的には 0 = 0 < 1 <    < N < N+1 = 1 を任意のパラメータとし，(O0; : : : ; ON ) は
MN(n; (1   0; : : : ; N+1   N ))というモデルからの実現値と考える．そして帰無仮説と対立仮説が
H0 : j = j ;　 for j = 1; : : : ; N
H1 : j 6= j ;　 for at least one j 2 f1; : : : ; Ng (2.15)
で与えられる検定を行うことで予測モデルの妥当性を評価することができる．
2.4.2 Kratzアプローチの検定
(2.15) 式の仮説を評価するために様々な検定統計量を使うことができる．Kratz et al. (2016) は，Cai &
Krishnamoorthy (2006)で使われた 5つの手法の中から，以下の 3つの手法を使用した．
1. ピアソンのカイ二乗検定
2. ナス検定 (Nass test)
3. LRT検定 (likelihood ratio test)
ピアソンのカイ二乗検定では，検定統計量は
SN =
NX
j=0
(Oj+1   n(j+1   j))2
n(j+1   j)
d
H0
2N (2.16)
となる． d
H0
は帰無仮説のもとで分布収束することを意味する．仮説検定の有意水準を ，2N (1   )を 2N
分布の (1  )分位点とすると，SN > 2N (1  )ならば，帰無仮説は棄却される．
ナス検定は，(2.16)式で定義された統計量 SN の分布を改良した方法である．検定統計量の定義は以下の通
りである．
cSN
d
H0
2 ; c =
2E[SN ]
V[SN ]
;  = cE[SN ]
E[SN ] = N
V[SN ] = 2N   N
2 + 4N + 1
n
+
1
n
NX
j=0
1
j+1   j
(2.17)
cSN > 
2
(1  )ならば，帰無仮説は棄却される．ナス検定はセル確率*4が低い時，カイ二乗検定より優れて
いることが多い．
LRT検定は，まず対立仮説 H1 のもとでパラメータ j の最尤推定量 ^j を計算する．そして検定統計量
GN = 2
NX
j=0
Oj ln
 
^j+1   ^j
j+1   j
!
(2.18)
を形成する．
(O0; : : : ;ON )  MN(n; (1   0; : : : ; N+1   N ))のもとでは，セル確率は ^j+1   ^j = Oj=nと推定でき
る．しかし Oj がゼロの時は，^j+1   ^j がゼロになるため，この場合は検定統計量を定義することができな
い．そのためN  2の時は，Cai & Krishnamoorthy (2006)によって提案された LRTの別手法を使用する．
*4 多項分布の成功確率
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その方法ではパラメータが
j = 

 1(j)  


; j = 1; : : : ; N (2.19)
によって与えられると仮定して
H0 :  = 0 and  = 1
H1 :  6= 0 or  6= 1 (2.20)
として検定を行う．この場合
^j+1   ^j = 

 1(j+1)  ^
^

  

 1(j)  ^
^

(2.21)
となる．^と ^ は対立仮説H1 のもとでの最尤推定量である．そのためセル確率の推定値がゼロになることは
ない．この検定統計量を GN とすると，GN は漸近的に自由度が 2のカイ二乗分布に従う．GN > 22(1  )
ならば，帰無仮説は棄却される．
LRT検定は，(2.21)式のとおり j ; j = 0; 1; : : : ; N を ;  の 2パラメータに縮約する．これは大胆な仮定
であり，現段階では LRT検定が本当に適切に機能するかどうかは疑わしいが，以降の実験では，この点にも
留意しながら分析を行う．
2.5 ESバックテスティング 2 : Acerbi et al. (2014，2017)によるアプローチ
本節では Acerbi et al. (2014，2017)により提案された ESバックテスティング（以下，Acerbiアプロー
チと呼ぶ）を紹介する．Acerbiアプローチでは Kratzアプローチと異なり，検定統計量が従う分布を解析的
に求めることができない．そのため帰無仮説のもとでモンテカルロシミュレーションを行い，検定統計量が
従う分布を手に入れる．Kratzアプローチより計算時間が長いという欠点があるが，Acerbiアプローチでは
Kratzアプローチと異なり ESを直接検定することができる．
Acerbi et al. (2014)では 3つの異なる方法が提案されている．本稿ではこれらの方法を検定 1，検定 2，検
定 3と呼ぶ．検定 3は検定 1，検定 2より計算時間がかかるため後述する実験が現実的な時間で終わらないこ
と*5，Acerbi et al. (2014)によると検定 3のパフォーマンスは検定 1，検定 2に比べて劣後することなどか
ら，本論文では検定 3を分析の対象から外す．さらに Acerbi et al. (2017)では，VaRの推定精度によって検
定の結果が左右されるという検定 2の欠点を改良した方法が提案されているので，この方法を検定 4と呼び，
本論文では検定 1，検定 2，検定 4に焦点を当てる．
2.5.1 Acerbiアプローチの設定
Acerbiアプローチは損失分布ではなく損益分布をもとにバックテスティングを構成する．そのため Kratz
アプローチにおける信頼水準 97.5%( = 0:975)は，Acerbiアプローチでは信頼水準 2.5%( = 0:025)に対
応するなど，両アプローチ間で表記法が異なる．本来であれば Kratzアプローチ，Acerbiアプローチともに
同じ表記法を使うほうが好ましいが，各アプローチ内の説明を分かりやすくすることを優先し，異なる表記法
を使用する．
*5 Clift et al. (2016)によると，検定 3の計算コストは検定 1，検定 2の 4倍．厳密に計算時間を計測したわけではないが，筆者の
感覚ではそれ以上の差があるように思われる．
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時点を t = 1; : : : ; T，損益を表す確率変数をXt とする．fFtgt2N をフィルトレーションとする．時点 t  1
までの情報を Ft 1 を所与とした時，Xt は (未知の)真の分布 Ft をもつと仮定する．同様に時点 t  1までの
情報を Ft 1 を所与とした時，モデルによる損益の予測分布を Pt とする．
確率変数の集合 ~X = fXtgは互いに独立と仮定するが，同分布ではないとする．Xt  Ft の時，信頼水準
の VaR, ESを VaRF;t;ESF;t と記す．さらに損益分布は連続で厳密に増加すると仮定する．違反インディ
ケータを
It = 1fXt+VaR;t<0g (2.22)
と定義する．IFtt は IFtt := 1fXt+VaRFt;t<0g とする．
この時，興味があるリスク指標は，時点 t  1までの情報 Ft 1 を所与とした場合の時点 tの VaR，ESつま
り VaRFt;t;ESFt;t である．VaRFt;t;ESFt;t は
VaRFt;t =  F 1t () (2.23)
ESFt;t =  Et 1[XtjXt +VaRFt;t < 0]
=  Et 1
"
XtI
Ft
t

#
(2.24)
と計算することができる*6．但し，Et 1[X] := E[XjFt 1]である．
同様に，予測モデル Pt から計算した VaR，ESを VaRPt;t;ESPt;t とする．Acerbiアプローチは，予測モデ
ル Pt から計算した (VaRPt;t;ESPt;t)t=1;:::;T が，真のモデル Ft から計算した (VaRFt;t;ESFt;t)t=1;:::;T に十分
近いかどうかを評価する方法である．現実には (VaRFt;t;ESFt;t)t=1;:::;T を観測することはできない．そのため
(VaRPt;t;ES
Pt
;t)t=1;:::;T と実際に観測された損益 (Xt)t=1;:::;T から予測モデルの妥当性を判断する．
2.5.2 検定 1 : testing ES after VaR
検定 1は VaRが正しいという前提のもとで ESの検定を行う．検定統計量は
ESFt;t =  E[XtjXt +VaRFt;t < 0] (2.25)
という関係式をもとに構築される．検定 1の検定統計量 Z1 は
Z1 =
1
NPT
TX
t=1
XtI
Pt
t
ESPt;t
+ 1 (2.26)
NPT =
TX
t=1
IPtt > 0 (2.27)
IPtt = 1fXt+VaRPt;t<0g (2.28)
と定義される．
*6 VaRFt;t;ES
Ft
;t は Ft 1-可測．
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帰無仮説 H0，対立仮説 H1 は
H0 : Xt  Ft; (2.29)
Pt(x) = Ft(x); x <  VaRFt;t; 8t (2.30)
H1 : Xt  Ft; (2.31)
Pt 6= Ft; 9t (2.32)
ESFt;t  ESPt;t; for 8t; > for 9t (2.33)
VaRFt;t = VaR
Pt
;t; for
8t (2.34)
とおく．(2.34)式が不等号ではなく等号であるのは，検定 1の考え方では，別の検定により VaRは事前に正
しいことが確認されているという前提があるためである．そのため対立仮説のもとでも VaRは依然として正
しい．
次に検定統計量 Z1 の性質を調べる．具体的には帰無仮説H0 及び対立仮説H1 のもとで，Z1 の期待値を計
算する．検定 1では帰無仮説H0，対立仮説H1 いずれにしても VaRFt;t = VaRPt;t であるので IFtt = IPtt とな
ることに注意すると，
H0 : E[Z1] = E
"
1
NPT
TX
t=1
XtI
Pt
t
ESPt;t
+ 1
NT > 0
#
= E
"
1
NFT
TX
t=1
XtI
Ft
t
ESPt;t
+ 1
NT > 0
#
= E
"
E
"
1
NFT
TX
t=1
XtI
Ft
t
ESPt;t
IF11 ; : : : ; IFTT
#
+ 1
NT > 0
#
= E
"
1
NFT
TX
t=1
IFtt E[XtjIFtt ]
ESPt;t
+ 1
NT > 0
#
= E
"
  1
NFT
TX
t=1
IFtt ES
Ft
;t
ESPt;t
+ 1
NT > 0
#
= E
"
  1
NFT
TX
t=1
IFtt + 1
NT > 0
#
; (∵ ESFt;t = ESPt;t)
= 0 (2.35)
となる．複数の条件 IF11 ; : : : ; IFTT での条件付期待値を単一の条件 IFtt の条件付期待値にするために，確率変
数の集合 ~X = fXtgが互いに独立であることを用いている．
対立仮説 H1 のもとで Z2 の期待値を計算する．(2.35)式の 5行目までは帰無仮説 H0 と変わらない．
H1 : E[Z1] = E
"
1
NPT
TX
t=1
XtI
Pt
t
ESPt;t
+ 1
NT > 0
#
= E
"
  1
NFT
TX
t=1
IFtt ES
Ft
;t
ESPt;t
+ 1
NT > 0
#
 E
"
  1
NFT
TX
t=1
IFtt + 1
NT > 0
#
; (∵ ESFt;t  ESPt;t)
= 0 (2.36)
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以上より検定統計量 Z1 の期待値は，帰無仮説 H0 のもとではゼロ，対立仮説 H1 のもとでは負になることが
わかる．
2.5.3 検定 2 : testing ES directly
検定 2は検定 1と異なり，VaRと ESを同時に検定する．検定統計量は
ESFt;t =  Et 1
"
XtI
Ft
t

#
　 (2.37)
, Et 1
"
XtI
Ft
t
ESFt;t
#
+ 1 = 0 (2.38)
という関係式をもとに構築される．検定 2の検定統計量 Z2 は
Z2 =
TX
t=1
XtI
Pt
t
TESPt;t
+ 1　 (2.39)
IPtt = 1fXt+VaRPt;t<0g　 (2.40)
と定義される．
帰無仮説 H0，対立仮説 H1 は
H0 : Xt  Ft; (2.41)
Pt(x) = Ft(x); x <  VaRFt;t; 8t (2.42)
H1 : Xt  Ft; (2.43)
Pt 6= Ft; 9t (2.44)
ESFt;t  ESPt;t; for 8t; > for 9t (2.45)
VaRFt;t  VaRPt;t; for 8t (2.46)
とおく．
次に検定統計量 Z2 の性質を調べる．具体的には帰無仮説 H0，対立仮説 H1 のもとで，Z2 の期待値を計算
する．
H0 : E[Z2] = E
"
TX
t=1
XtI
Pt
t
TESPt;t
+ 1
#
= E
"
TX
t=1
XtI
Ft
t
TESFt;t
+ 1
#
=
TX
t=1
E
"
XtI
Ft
t
TESFt;t
#
+ 1
=
TX
t=1
E
"
Et 1
"
XtI
Ft
t
TESFt;t
##
+ 1
=
TX
t=1
E
"
1
TESFt;t
Et 1
"
XtI
Ft
t

##
+ 1
=
TX
t=1
E
"
 ESFt;t
TESFt;t
#
+ 1
= 0 (2.47)
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対立仮説H1のもとで Z2の期待値を計算する．対立仮説H1のではVaRFt;t  VaRPt;tよりXtIFtt  XtIPtt
となるので
Et 1
"
XtI
Pt
t

#
 Et 1
"
XtI
Ft
t

#
=  ESFt;t (2.48)
となる．これより
H1 : E[Z2] = E
"
TX
t=1
XtI
Pt
t
TESPt;t
+ 1
#
=
TX
t=1
E
"
1
TESPt;t
Et 1
"
XtI
Pt
t

##
+ 1

TX
t=1
E
"
 ESFt;t
TESPt;t
#
+ 1
  
TX
t=1
1
T
+ 1; (∵ ESFt;t  ESPt;t)
= 0 (2.49)
となる．以上より検定統計量 Z2 の期待値は，帰無仮説 H0 のもとではゼロ，対立仮説 H1 のもとでは負にな
ることがわかる．
Acerbiアプローチの設定では損益が互いに独立であることを仮定しているが，この証明からもわかるよう
に，検定 2 は損益が互いに独立であることを必要としない．損益が互いに独立でない場合でも，検定統計量
Z2 の性質は維持される．
2.5.4 検定 4
検定 4は，VaRの推定精度によって結果が左右されるという検定 2の欠点を改良した手法であり，Acerbi
et al. (2017)で提案された．Acerbi et al. (2017)ではリッジバックテスティングという概念を定義し，検定
4を導出しているが，ここでは Acerbi et al. (2014)のフレームワークにもとづいて検定 4を紹介する．
Et 1
"
VaRFt;t
ESFt;t
(IFtt   )
#
=
VaRFt;t
ESFt;t
(Et 1[IFtt ]  )
=
VaRFt;t
ESFt;t
(  )
= 0 (2.50)
となるので，(2.38)式と組み合わせると
Et 1
"
XtI
Ft
t
ESFt;t
+ 1 +
VaRFt;t
ESFt;t
(IFtt   )
#
= 0 (2.51)
という関係式が手に入る．この関係式をもとに検定 4の検定統計量 Z4 を
Z4 =
TX
t=1
1
TESPt;t

(Xt +VaR
Pt
;t)I
Pt
t   VaRPt;t

+ 1 (2.52)
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と定義する．
帰無仮説 H0，対立仮説 H1 は検定 2と同様に
H0 : Xt  Ft; (2.53)
Pt(x) = Ft(x); x <  VaRFt;t; 8t (2.54)
H1 : Xt  Ft; (2.55)
Pt 6= Ft; 9t (2.56)
ESFt;t  ESPt;t; for 8t; > for 9t (2.57)
V aRFt;t  V aRPt;t; for 8t (2.58)
とおく．
次に検定統計量 Z4 の性質を調べる．具体的には帰無仮説H0，対立仮説H1 のもとで検定統計量 Z4 の期待
値を計算する．まず帰無仮説 H0 のもとでの検定統計量 Z4 の期待値を計算する．
H0 : E[Z4] = E
"
TX
t=1
1
TESPt;t

(Xt +VaR
Pt
;t)I
Pt
t   VaRPt;t

+ 1
#
= E
"
TX
t=1
1
TESFt;t

(Xt +VaR
Ft
;t)I
Ft
t   VaRFt;t

+ 1
#
=
TX
t=1
E
"
1
TESFt;t

(Xt +VaR
Ft
;t)I
Ft
t   VaRFt;t
#
+ 1
=
TX
t=1
E
"
Et 1
"
1
TESFt;t

(Xt +VaR
Ft
;t)I
Ft
t   VaRFt;t
##
+ 1
=
TX
t=1
E
"
1
TESFt;t
(Et 1[XtIFtt ] + VaR
Ft
;tEt 1[I
Ft
t ]  VaRFt;t)
#
+ 1
=
TX
t=1
E
"
1
TESFt;t
( ESFt;t + VaRFt;t   VaRFt;t)
#
+ 1
= 0 (2.59)
次に対立仮説 H1 のもとでの検定統計量 Z4 の期待値を計算する．1fXt+VaRPt;t<0g := I
Pt
t ;VaR
Pt
;t =
VaRFt;t + a とし
f(a) = Et 1[(Xt +VaRFt;t + a)1fXt+VaRFt;t+a<0g]  (VaR
Ft
;t + a) (2.60)
とおく．微分と積分が交換可能であると仮定すると
@f
@a
=
@
@a
Z  VaRFt;t a
 1
(x+VaR;t + a)dFt(x)  
=  ( VaRFt;t   a+VaRFt;t + a) +
Z  VaRFt;t a
 1
dFt(x)  
= Ft( VaRFt;t   a)   (2.61)
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となる．よって Ft( VaRFt;t) = より
@f
@a
=
8><>:
負 (a > 0)
0 (a = 0)
正 (a < 0)
(2.62)
となる．つまり f(a)は a = 0で最大である．このことから
Et 1[(Xt +VaRFt;t)1fXt+VaRFt;t<0g]  VaR
Ft
;t
 Et 1[(Xt +VaRPt;t)1fXt+VaRPt;t<0g]  VaR
Pt
;t (2.63)
がわかる．この不等式を使うと，対立仮説 H1 のもとでの Z4 の期待値は
H1 : E[Z4] = E
"
TX
t=1
1
TESPt;t

(Xt +VaR
Pt
;t)I
Pt
t   VaRPt;t

+ 1
#
=
TX
t=1
E
"
1
TESPt;t
(Et 1[(Xt +VaRPt;t)I
Pt
t ]  VaRPt;t)
#
+ 1

TX
t=1
E
"
1
TESPt;t
(Et 1[(Xt +VaRFt;t)I
Ft
t ]  VaRFt;t)
#
+ 1
=
TX
t=1
E
"
1
TESPt;t
( ESFt;t + VaRFt;t   VaRFt;t)
#
+ 1
=
TX
t=1
E
"
 ESFt;t
TESPt;t
#
+ 1
  
TX
t=1
1
T
+ 1; (∵ ESFt;t  ESPt;t)
= 0 (2.64)
となる．以上より検定統計量 Z4 の期待値は，帰無仮説 H0 のもとではゼロ，対立仮説 H1 のもとでは負にな
ることがわかる．これより，Z4 が十分にゼロより小さくなるとき，帰無仮説 H0 は棄却されることになる．
Acerbiアプローチの設定では損益が互いに独立であることを仮定しているが，この証明からもわかるよう
に，検定 2と同様に検定 4は損益が互いに独立であることを必要としない．損益が互いに独立でない場合で
も，検定統計量 Z4 の性質は維持される．
2.5.5 仮説検定の手順
仮説検定を行うには，帰無仮説のもとで検定統計量 Z = Zj ; j = 1; 2; 4が従う分布 PZ が必要である．しか
し PZ を解析的に求めることは難しいため，Acerbi et al. (2014)は帰無仮説のもとでシミュレーションを行
い，PZ を推定している．シミュレーションによる仮説検定の手順は以下の通りである．
1. シミュレーション回数をM とする．各時点 tで，予測分布 Pt から損益 Xit ; i = 1; 2; : : : ;M をシミュ
レーションによって生成する．つまりM 個のデータセット (X1t )t=1;:::;T ; (X2t )t=1;:::;T ; : : : ; (XMt )t=1;:::;T
が生成される．
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2. 各データセット (Xit)t=1;:::;T から検定統計量を計算する．この検定統計量を Zi と記す．また実際に観
測されたオリジナルのデータセット (Xt)t=1;:::;T からも検定統計量を計算する．この検定統計量は Z
と記す．
3. 仮説検定の p値を以下の通り計算する．
p =
MX
i=1
1
M
1fZi<Zg (2.65)
4. 事前に定めた仮説検定の有意水準を とする．p < ならば，帰無仮説は棄却される．
2.6 Kratzアプローチと Acerbiアプローチの比較
2.4節，2.5節で，Kratzアプローチと Acerbiアプローチを紹介した．本論文の目的の 1つは，実務におい
て最も有効な検定を調べることである．有効な検定とは，検定のパフォーマンスが優れているということで
あるが，実務においてはそれ以外の要素も考慮されるべきである．例えば，同程度のパフォーマンスであれ
ば，検定の実装が単純な手法が好まれる．そこでここでは，パフォーマンス以外の実務で好まれる要因を軸
に，Kratzアプローチと Acerbiアプローチを比較する．
ここではパフォーマンス以外に実務で好まれる要因を
1. 計算コスト
2. データ保存容量
3. ロジック難易度
とする．計算コストとは，検定を行うためにどの程度時間がかかるのかということである．当然計算コストは
低いほうが望ましい．データ保存容量とは，検定を行うために，どの程度のデータを保存する必要があるのか
ということである．データ保存容量は低いほうが望ましい．ロジック難易度とは，検定の背後にある理論がど
の程度わかりやすいのかということである．様々なバックグラウンドをもつ人々からなる実務においては，ロ
ジック難易度が低い検定，言い換えれば直感的な理解が容易な検定のほうが良いと思われる．
図 2はこれらの観点から各アプローチを整理したもの．比較のために VaRの二項検定も載せている．
計算コストの観点からは，Kratz アプローチは Acerbi アプローチより優れている．Acerbi アプローチで
は検定統計量が従う分布を理論的に求めることは困難である．そのため Acerbiアプローチでは，シミュレー
ションから検定統計量が従う分布を推定する．結果として計算コストは高くなる．一方，Kratzアプローチの
検定統計量は多項分布に従うため，シミュレーションは不要である．LRT検定は，最尤法でパラメータを推
定する手順があるため，カイ二乗検定やナス検定より計算コストが高いが，それでも Acerbiアプローチより
計算コストは低い．
データ保存容量の観点からは，Kratzアプローチは Acerbiアプローチより優れていると考えられる．Kratz
アプローチは，日々の損益が複数の水準の VaRを超えたかどうかだけを記録すればよい．一方，Acerbiアプ
ローチは VaR，ESを導出するために推定した分布を日次で記録する必要がある．仮にヒストリカル法を使う
場合を考えると，そのデータ保存容量は非常に大きい．
ロジック難易度の観点からは，Kratzアプローチは Acerbiアプローチより優れている．Kratzアプローチ
の，複数の信頼水準の VaRのバックテスティングを行うことで，ESのバックテスティングを間接的に行うと
いうコンセプトは非常に直感的である．ESの VaR超過数が多項分布に従うという部分も，VaRの二項検定
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より複雑ではあるが，それでも比較的単純といえるだろう．一方，Acerbiアプローチは，検定統計量の性質
の導出など，ロジック難易度は高い．
以上より，計算コスト，データ保存容量，ロジック難易度の観点からは Kratz アプローチは Acerbi アプ
ローチより優れている．本論文では，実務において最も有効な検定を調べるためにパフォーマンスの観点から
様々な実験を行うが，最終的な結論には図 2の比較結果も考慮する必要があるだろう．
図 2 Kratzアプローチと Acerbiアプローチの比較
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3 静的バックテスティング実験
2.4節，2.5節において，合計 6通りの ESバックテスティング (カイ二乗検定，ナス検定，LRT検定，検定
1，検定 2，検定 4)を紹介した．本節からは，実務において最も有効な ESバックテスティングを明らかにす
るため，リスク管理実務を考慮した共通の設定のもとで，各手法の有効性や性質を調べる．本節では，静的な
観点から各検定のパフォーマンスを測定する．つまり損益のデータ生成構造が時間と共に変化しない状況を想
定する．なお記号の表記法は 2.4節の Kratzアプローチに準ずる．
3.1 実験設定
ESバックテスティングが，予測モデルが十分に真のモデルに近い場合には予測モデルは十分妥当であると
判断し，予測モデルが真のモデルから遠い場合には予測モデルは誤っていると判断できるかどうかを調べる．
そのため予測モデルが十分に真のモデルに近いと考えられる状況ではサイズを計算し，予測モデルが真のモデ
ルから遠いと考えられる状況では検出力を計算する．サイズとは，予測モデルが正しい時に，検定が予測モデ
ルは誤っていると結論付ける確率で，仮説検定における第一種過誤 (Type I error)の確率に相当する．検出力
とは，予測モデルが誤っている時に，検定が予測モデルは誤っていると結論づける確率で，1から第二種過誤
の確率を引いた値 (1  Type II error)に相当する．
この実験はリスク管理実務に近い設定でおこなう．そのためモデルは最新の市場環境に適合させるため逐次
更新するが，モデルの更新間隔は 10ステップ毎とする．ステップを取引日と解釈すると 10ステップ毎は概
ね 2週間毎に相当し，このような更新は実務では広く行われている．
Kratzアプローチを例に実験手順を説明する．実験では，まず真のモデル G(損失分布)から合計 n+ n2 の
データセット fLt; t = 1; : : : ; n+ n2gを生成する．nはバックテスティングの長さ，n2 は予測モデル F (確率
分布)を推定するためのローリングウィンドウの長さを表す．予測モデルを求める人をモデラーと呼ぶことに
する．モデラーはまずデータ L1; : : : ; Ln2 から予測モデル F1 を推定し，VaRj ;n2+1 を求める．モデルの更
新間隔は 10ステップ毎なので，VaRj ;n2+1 は fLn2+i; i = 1; : : : ; 10gと比較され，損失が VaRj ;n2+1 を超
過した回数を数える．そして次にデータ L11; : : : ; Ln2+10 から予測モデル F2 を推定し，VaRj ;n2+11 を求め
る．VaRj ;n2+11 は fLn2+10+i; i = 1; : : : ; 10g と比較される．以下，これを繰り返す．結局，予測モデルは
n=10回求めることになる (図 3参照)．この手順によって求めた VaR超過回数の時系列データから，Kratzア
プローチの検定統計量や p値を求める．
Acerbiアプローチの場合は，予測モデルが 10ステップの間変わらないと考えればよい．時点 n2 + 1から
時点 n2+10は予測モデル F1 を使う．時点 n2+11から時点 n2+20は予測モデル F2 を使う．以下，この考
えを繰り返す．そのうえで VaRや ESなどのリスク指標を求め，2.5.5節の仮説検定の手順を適用し，Acerbi
アプローチの検定統計量や p値を求める．
上述の手順を 1回行うだけでは，サイズや検出力を求めることはできない．乱数種を変えながら，この手順
を 1000 回繰り返し，1000 個の p 値を手に入れる．事前に定めた仮説検定の有意水準 (本論文では検定の有
意水準は 5%， = 0:05とする)を下回る数をかぞえ，棄却率を求める．この棄却率がサイズや検出力に相当
する．
真のモデル Gは以下の 4通りを考える．
1. 標準正規分布
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図 3 予測モデル推定手順イメージ (n = 1000; n2 = 250)
2. 自由度 5の t分布
3. 自由度 3の t分布
4. skewed t分布 (自由度 3，スキューネスパラメータ 1.2)
これらの分布を平均 0，分散 1に基準化し，使用する．予測モデル F は以下の 4通りを考える．
1. Oracle モデル : 真のモデル G の分布とそのパラメータの情報を，共に事前に把握している状況．
Oracleモデルでは，予測モデルは真のモデルと完全に一致する．
2. Goodモデル : 真のモデル Gの分布は事前に把握しているが，そのパラメータの情報をもっていない
状況．真のモデルが正規分布ならば予測モデルは正規分布を，真のモデルが t分布ならば予測モデルは
t分布を使用する．但し，分布のパラメータはデータセットから推定する．
3. Poorモデル : 予測モデルに正規分布を使う．正規分布のパラメータはデータセットから推定する．
4. Industryモデル : 予測モデルに経験分布を使用する．いわゆるヒストリカル法と呼ばれる方法である．
なお，Kratz アプローチの分割数 N は N = 4 とする．また Acerbi アプローチのシミュレーション数
M は M = 10000 とする．ES の信頼水準は 97.5%( = 0:975) とする．バックテスティングの長さ n は
n = 250; 1000，ローリングウィンドウの長さ n2 は n2 = 250; 500，合計 4通りの組み合わせで実験を行う．
3.2 結果
実験結果は，図 4図 10の通りである．これらの図は各 ESバックテスティングの棄却率を示す．結果の
解釈を容易するために，以下のカラーコーディング規則を用いる．
 緑 : 棄却率をサイズと解釈する場合は 6%以下，検出力と解釈する場合は 70%以上．良い結果を表す．
 白 : 棄却率をサイズと解釈する場合は 6%超 9%未満，検出力と解釈する場合は 30%超 70%未満．
 黄 : 棄却率をサイズと解釈する場合は 9%以上 12%未満，検出力と解釈する場合は 10%超 30%以下．
悪い結果を表す．
 赤 : 棄却率をサイズと解釈する場合は 12%以上，検出力と解釈する場合は 10%以下．とても悪い結果
を表す．
緑，白，黄，赤の順で結果が良いことを意味する．これらの設定は Kratz et al. (2016)に倣った．
次に棄却率を，サイズまたは検出力どちらで解釈する方が妥当かを述べる．Oracleモデルの場合は，棄却率
をサイズと解釈する方が妥当である．Oracle モデルは厳密に真のモデルに一致するからである．Good モデ
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ルの場合も，棄却率をサイズと解釈する．Goodモデルは厳密に真のモデルに一致するわけではないが，真の
モデルと同じ確率分布を使う．ローリングウィンドウの長さは n2 = 250; 500であり，静的な状況でパラメー
タを推定するには十分大きな標本数である．つまり Good モデルは十分に真のモデルに近いと考えられるた
め，棄却率をサイズと解釈する．Poorモデルの場合は，棄却率を検出力と解釈する．Poorモデルは明らかに
真のモデルと異なるため，ローリングウィンドウの長さに関わらず検定は棄却されることが望まれる．この場
合，棄却率は高いほうが望ましい．Industryモデルの場合は，棄却率を n2 = 250の時は検出力，n2 = 500
の時はサイズと解釈する．経験分布は，データサイズが十分に大きい場合は真のモデルに近いが，データサ
イズが小さい場合は真のモデルから遠いからである．本来，この境目を定めることは難しいが，本実験では
n2 = 250の時は検出力，n2 = 500の時はサイズと解釈する．これも Kratz et al. (2016)に倣った．
表 1 予測モデルと棄却率の解釈
予測モデル F 分布 パラメータ 棄却率
Oracle 既知 既知 サイズ
Good 既知 未知 サイズ
Poor 正規分布 未知 検出力
Industry (n2 = 250) 経験分布 ‐ 検出力
Industry (n2 = 500) 経験分布 ‐ サイズ
図 4は，本研究の手順やプログラムの実装が Kratz et al. (2016)と等しいことを確認するため，実験結果
を原論文の結果と比較したものである．概ね乖離が 2.5%未満であり，基本的には手順やプログラムの実装に
問題ないことがわかる．乖離が気になる箇所として，n2 = 250の Industryモデルの LRT検定が挙げられる．
しかし n2 = 500では，乖離は減少しており，問題ないと思われる．他にも，n2 = 500の t分布 (自由度 3)の
Poorモデルなど，やや乖離が大きい箇所もあるが，それらは基準となる検出力が高いため，乖離が大きいの
だと思われる．よって本研究の手順やプログラムの実装は十分妥当であるとみなす．
図 7図 10からは次のことがわかる．Oracleモデル，Goodモデル，Industryモデルに関しては，6つの
ESバックテスティング間に極端な違いはない．しかしながら Poorモデルに関しては，検定 1および検定 4
の検出力は，他の ESバックテスティングに比べて圧倒的に高い．例えば，図 8の t分布 (自由度 5)の Poor
モデルでは，検定 1 の検出力は 96.4%，検定 4 の検出力は 95.2% と他の ES バックテスティング手法より
40%程度高い (検定 2 : 35.2%，カイ二乗検定 : 50.2%，ナス検定 : 49.1%，LRT検定 : 54.5%)．
検定 1と検定 4を比較すると，図 8では，検定 1はところどころで検定 4より劣っているよう傾向にある
ように見えるが，その差はわずかであり有意な結果とまではいえない．図 7，図 9，図 10では，有意な差とは
言えないものの検定 1が検定 4よりやや優れている部分もあり，静的バックテスティング実験のみでは，検定
1と検定 4，どちらが優れているかを判断することは難しい．
Poorモデルの検出力に注目すると，t分布 (自由度 5)，t分布 (自由度 3)，skewed tの順に，どの ESバッ
クテスティングも検出力が高くなっていく．これは真のモデルが正規分布から離れるにつれて，正規分布にも
とづいた誤ったモデルを検出力する能力が高まるということであり，バックテスティングの観点からは妥当な
傾向である．この傾向は，6つの ESバックテスティングすべてで観察できる．
バックテスティングの長さに注目すると，n = 250から n = 1000にすると結果が安定する傾向がある．こ
の性質はバックテスティングの観点から当然望まれる傾向であり，6つの ESバックテスティングすべて，こ
の傾向を満たす．
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n2 = 250の Industryモデルは，すべての ESバックテスティングで検出力が低い傾向にある (但し，6つ
の ESバックテスティング間の差は小さい)．Industryモデルでは，n2 が十分に大きいならば，棄却率をサイ
ズと解釈するほうが妥当であると述べた．尤も，十分に大きな標本数の水準を正確に定めることは難しい．そ
のため本実験では n2 = 250の時は検出力，n2 = 500の時はサイズと解釈した．しかしながらこの結果を見
ると，n2 = 250の静的バックテスティングは，Oracleモデルや Goodモデルと同水準とは言えないまでも，
Industryモデルの予測精度はある程度高いとも解釈できる．実際，図 8 (n = 1000; n2 = 250)の検定 4に注
目すると，正規分布，t分布 (自由度 5)，t分布 (自由度 3)の順に検出力が高くなる．つまりファットテールに
なるにつれて検出力が高くなる．見方を変えると，検出力を同じ水準に維持するには，ファットテールになる
につれてローリングウィンドウ n2 の長さを長くする必要があるとも言える．このようにファットテール性な
ど，様々な要因が実験結果に反映される．Industryモデルの結果を解釈する時には，特に注意が必要である．
以上より，静的バックテスティング実験からは，どの ES バックテスティングも，バックテスティングと
して妥当な振る舞いを示すことがわかった．また Poor モデル以外では，各 ES バックテスティング間のパ
フォーマンスに極端な差はないことがわかった．但し，Poorモデルでは，検定 1および検定 4のパフォーマ
ンスは他の手法に比べて圧倒的に優れている．
なお，LRT検定は，(2.21)式のとおり j ; j = 0; 1; : : : ; N を ;  の 2パラメータに縮約する．そのため当
初，LRT検定は適切に機能しないことが多いのではと思っていたが，図 4図 10からわかるように，Acerbi
アプローチも含めた他の検定と同様，適切に機能しているようである．
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図 4 Kratzによる実験の再現の確認
図 5 n = 1000; n2 = 250
図 6 n = 1000; n2 = 500
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図 7 n = 250; n2 = 250
図 8 n = 1000; n2 = 250
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図 9 n = 250; n2 = 500
図 10 n = 1000; n2 = 500
26
4 動的バックテスティング実験
本節では 3節の静的バックテスティング実験と同様の実験を行うが，真のデータ生成構造に時系列構造があ
る状況を考える．まず 4.1節で，S&P500から，各 ESバックテスティングの性質 (長所，短所)を調べる．そ
して 4.2節，4.3節では，金融資産のファットテール性が変化した場合や，S&P500以外の金融資産でも ES
バックテスティングは依然として有効に機能するかどうかを調べる．
4.1 S&P500
ここでは S&P500から，各 ESバックテスティングの性質 (長所，短所)を調べる．損失の真のデータ生成
構造は，イノベーションが t 分布の GARCH(1,1) とする．このモデルのパラメータは，S&P500 のログリ
ターンの時系列データから推定する．本節では，Kratz et al. (2016)で使用されたパラメータセットを用い
る．このパラメータセットは，2000年から 2012年の S&P500の時系列データから推定された値である (表 2
参照． はイノベーションの t分布の自由度を表す)．
表 2 GARCH.tパラメータ
資産 期間 !   
S&P500 2000 2012 2.18E-06 0.109 0.890 5.06
4.1.1 実験設定
真のモデル Gt は上述の通り，イノベーションが t分布の GARCH(1,1)(パラメータセットは表 2)である．
そして予測モデル Ft は以下の 7つのモデルを用いる．
1. Oracleモデル : Oracleモデルは，真のデータ生成構造を完全に把握している．つまり真の時系列構造，
真のイノベーションおよびそれらのパラメータを事前に把握している．
2. GARCH.tモデル : GARCH.tモデルは，イノベーションが t分布の GARCH(1,1)を使うが，それら
のパラメータは過去データから推定する．
3. GARCH.HSモデル : GARCH.HSモデルは，フィルター付きヒストリカルシミュレーションを使用す
る．つまり損失の時系列構造を GARCH(1,1)で捉え，イノベーションは残差の経験分布を使う．
4. GARCH.norm モデル : GARCH.norm モデルは，イノベーションが正規分布の GARCH(1,1) を使
う．パラメータは過去データから推定する．
5. ARCH.tモデル : ARCH.tモデルは，イノベーションが t分布の ARCH(1)を使う．パラメータは過
去データから推定する．ARCH.tモデルとは，イノベーションは正しい分布を用いることができている
が，時系列構造は誤ったモデルを使用している状況である．
6. ARCH.normモデル : ARCH.normモデルは，イノベーションが正規分布の ARCH(1)を使う．パラ
メータは過去データから推定する．ARCH.normモデルは，時系列構造，イノベーション共に誤ったモ
デルを使用している状況である．
7. HSモデル : HSモデルは経験分布を使用する．3.1節の Industryモデルと同じ方法である．
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ローリングウィンドウの長さ n2 は，n2 = 500; 1000とする．この設定は静的バックテスティング実験より
長い．動的な状況では一般的にパラメータの推定に多くのデータが必要になるからである．なお，その他の設
定は，静的バックテスティング実験と等しくする．Kratzアプローチの分割数 N は N = 4，Acerbiアプロー
チのシミュレーション数M はM = 10000，ESの信頼水準は 97.5%( = 0:975)，バックテスティングの長
さ nは n = 250; 1000とする．すべてのモデルは 10ステップ毎に繰り返し推定する．
4.1.2 結果
実験結果を，図 11 図 15 に示す．カラーコーディング規則は，3 節の静的バックテスティング実験と同
じとする．Oracle モデル，GARCH.t モデル，GARCH.HS モデルは，真のモデルに十分近い（または等し
い）モデルであるため，棄却率をサイズと解釈する．GARCH.normモデル，ARCH.tモデル，ARCH.norm
モデルは，真のモデルから遠いため，棄却率を検出力と解釈する．HS モデルは，n2 = 500 の時は検出力，
n2 = 1000の時はサイズと解釈する．
表 3 予測モデルと棄却率の解釈
予測モデル 時系列構造 イノベーション パラメータ 棄却率
Oracle GARCH ｔ分布 既知 サイズ
GARCH.t GARCH ｔ分布 未知 サイズ
GARCH.HS GARCH 経験分布 未知 サイズ
GARCH.norm GARCH 正規分布 未知 検出力
ARCH.t ARCH ｔ分布 未知 検出力
ARCH.norm ARCH 正規分布 未知 検出力
HS (n2 = 500) ‐ ‐ ‐ 検出力
HS (n2 = 1000) ‐ ‐ ‐ サイズ
図 11は，本研究の手順やプログラムの実装が Kratz et al. (2016)と等しいことを確認するために結果を比
較したものである．ARCH.normモデル以外は，乖離は 3%未満であり，基本的には本研究の手順やプログラ
ムの実装に問題ないことがわかる．乖離が気になる箇所として，ARCH.norm モデルが挙げられる．プログ
ラムの実装に誤りがないかなどを調べたが，この乖離の原因は判明しなかった．プログラムの実装に問題がな
いこと，後述する実験の結果からは ARCH.normモデルに非合理な振る舞いなどは見られないことなどから，
Kratz et al. (2016)と乖離はあるが，本研究の手順やプログラムの実装は十分妥当であるとみなす．
図 12 図 15 からは次のことがわかる．GARCH.norm モデルに注目すると，静的バックテスティング実
験と同様に，検定 1と検定 4は，検出力が他の検定に比べて非常に高い傾向にある．ARCH.normモデルで
は，GARCH.normモデルほど極端ではなく，設定によっては LRT検定が検定 4より検出力が高いこともあ
るが，検定 1と検定 4は，他の検定に比べて検出力が高い傾向にあることは変わらない．検定 1と検定 4は，
これらのイノベーションに正規性を仮定しているモデル，つまりファットテールでないモデルを検出する能力
が高いことが示唆される．
ARCH.tモデルに注目すると，検定 1は検出力が他の検定に比べて低いことがわかる．ARCH.tモデルと
は，イノベーションは正しい分布を使用しているが，時系列構造の選択に誤りがあるモデルである．検定 1
は，各時点における損益分布が互いに独立であると仮定している．このことが結果に影響している可能性があ
る．検定 4もやや他の検定より精度が悪いようにも見えるが，顕著な差ではない．
GARCH.HS モデルでは，Acerbi アプローチ (検定 1，検定 2，検定 4) は Kratz アプローチ (カイ二乗検
定，ナス検定，LRT検定)より棄却率が若干高い傾向がある．
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静的バックテスト実験では検定 1と検定 4が他の検定より優れた特徴を示していた．動的バックテスト実
験では，検定 1と検定 4は良いパフォーマンスを示すが，設定によっては他の検定に劣後する．LRT検定も
全体を通してみると良いパフォーマンスである．もっとも，このようにところどころで 6つの ESバックテス
ティングに差はあるが，全体としては ESバックテスティング間に極端な違いはない．
表の右端の列の「アドホック」とは，97.5%と 99%の VaRの二項検定を単純に 2回繰り返した場合の結果
である．参考として載せている．アドホックな検定は，多項検定にもとづく Kratzアプローチより棄却率が高
くなる傾向にあり，Acerbiアプローチを含めた他の検定と比べると精度は劣後しているように見える．やは
り，ESのバックテスティングをこのような「アドホック」な方法で行うことは良くないと思われる．
以上より，静的バックテスティング実験と同様に，検定 1と検定 4は，イノベーションに正規性を仮定して
いるモデルに対する検出力が，他の検定に比べて高い傾向にある．しかし ARCH.tモデル (イノベーションは
正しい分布を使用しているが，時系列構造を正しく捕らえることができてないモデル)に注目すると，検定 1
の検出力は他の検定に比べて低くなる．LRT 検定も全体を通してみると良いパフォーマンスである．但し，
様々な設定で常に突出したパフォーマンスを示す検定はない．
図 11 Kratzによる実験の再現の確認
図 12 n = 250; n2 = 500
図 13 n = 1000; n2 = 500
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図 14 n = 250; n2 = 1000
図 15 n = 1000; n2 = 1000
4.2 イノベーションの自由度に対する ESバックテスティングの頑健性
4.1節によって，各 ESバックテスティングの性質 (長所，短所)が明らかになった．しかしながら 4.1節は
S&P500でしか実験を行っていない．金融資産には S&P500以外にも様々な資産があり，そのような資産で
も，ESバックテスティングの性質が維持されるかどうかに興味がある．金融業界では資産リターンのファッ
トテール性が注目されることが多いため，ここではまず，ファットテール性に対する ESバックテスティング
の頑健性に焦点を当てる．つまりファットテール性の変化に対する棄却率の変化が，定性的な理由で説明でき
ることや，定性的な説明が難しい場合は棄却率が極端に変わらないことを確認することで，4.1節から判明し
た ESバックテスティングの性質が S&P500固有の結果ではなく，ファットテール性の異なる様々な金融資産
に対しても同様の性質が示されうるかを調べる．
ファットテール性に対する検定の頑健性調査を行うために，真のモデルをイノベーションが t 分布の
GARCH(1,1) とし，イノベーションの自由度  を変化させ動的バックテスティング実験を行う．イノベー
ションの自由度以外の GARACHパラメータ (!; ; )は，表 2と同じ値を使用する．イノベーションの自由
度  は 3から 10まで変化させる*7．
バックテスティングの長さ n，ローリングウィンドウの長さ n2 の設定は以下の 3通りとする．
 n = 1000; n2 = 1000　 (設定 1，基本設定)
 n = 1000; n2 = 500　 (設定 2)
 n = 250; n2 = 1000　 (設定 3)
*7 S&P500から推定したイノベーションの自由度は 5.06．
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4.2.1 設定 1 (基本設定)
設定 1 (基本設定)の結果は，図 16図 22の通りである．
予測モデルが Oracleモデル，GARCH.tモデルの場合は，自由度を変化させても棄却率はあまり変わらな
いことがわかる．これは今回の設定では Oracle モデル，GARCH.t モデルは十分に良いモデルであるので，
データ生成モデルの自由度を変化させても，この変化を予測モデルが吸収できるため，ESバックテスティン
グには影響しないためと考えられる．
予測モデルが GARCH.HSモデルの場合は，自由度が小さいと棄却率がやや高い値になっている時もある
が，基本的には自由度を変化させても棄却率はあまり変わらないことがわかる．Oracleモデル，GARCH.tモ
デル同様に，GARCH.HSモデルは十分に良いモデルである．データ生成モデルの自由度を変化させても，予
測モデルがこの変化を吸収できるため，検定には影響しないためと考えられる．
予測モデルが GARCH.normモデルの場合は，自由度を増加させると棄却率は減少することがわかる．自
由度を増加させると正規分布に近づくため，予測モデルとデータ生成モデルの差が小さくなる．そのため棄却
率*8が低下することは妥当であると言える．
予測モデルが ARCH.tモデルの場合は，自由度と棄却率の関係の傾向は掴みにくい．自由度とともに棄却
率がやや増加する傾向があるようにも見えるが，少なくとも自由度を変化させても棄却率が極端な値に変わら
ないことが確認できる．データ生成モデルが GARCH.tモデルの時に予測モデルとして ARCH.tモデルを使
うとは，イノベーションは正しいがデータ生成構造は誤っているということである．この設定ではファット
テール性は（一応）予測モデルで吸収できるようになっており，どのような設定が予測モデルとデータ生成モ
デルの距離を小さくするかどうかは，データの生成構造に依存する．そのため自由度と棄却率の関係の傾向が
掴みにくいのだと思われる．
予測モデルが ARCH.normモデルの場合は，GARCH.normモデルと比べて減少幅は小さいが，自由度を増
加させると棄却率は減少することがわかる．データの生成構造を上手く捉えきれていないため，GARCH.norm
モデルほど減少幅は明確ではない．
予測モデルが HSモデルの場合は，自由度と棄却率の関係の傾向は掴みにくい．自由度とともに棄却率がや
や増加する傾向があるようにも見えるが，少なくとも自由度を変化させても棄却率が極端な値に変わらないこ
とが確認できる．
以上より，ファットテール性の変化に対する棄却率の変化が，定性的な理由で説明できることや，定性的な
説明が難しい場合でも棄却率が極端に変わらないことを確認することができた．ファットテール性が変化して
も，各 ESバックテスティングは説明できないような挙動を示さないことがわかった．各 ESバックテスティ
ングは，ファットテール性に対する頑健性は高く，ファットテール性が異なる様々な金融資産に適用できるこ
とが示唆される．
4.2.2 設定 2，設定 3
ここではローリングウィンドウ及びバックテスティングの長さが，設定 1から判明したファットテール性と
棄却率の関係性に与える影響は限定的であることを確認する．
設定 2の結果は，図 23図 29の通りである．設定 2は設定 1と比べてローリングウィンドウの長さが短
い設定である．ローリングウィンドウの長さが短いため，仮に適切な予測モデルを仮定しても，真のモデルと
*8 GARCH.normモデルの場合は検出力と解釈する．
31
図 16 設定 1，Oracleモデル
図 17 設定 1，GARCH.tモデル
図 18 設定 1，GARCH.HSモデル
の距離は大きくなることが予想される．実際，サイズと解釈する GARCH.HSモデルの棄却率がやや高めで
ある．その他のモデルの自由度と棄却率の傾向は設定 1と似ている．
設定 3の結果は，図 30図 36の通りである．設定 3は設定 1と比べてバックテスティングの長さが短い
設定である．バックテスティングの長さが短いため，検定が上手く機能しない，例えば検出力が低くなること
が予測される．実際，検定 1と比べて検出力は低い傾向にある．しかし自由度と棄却率の傾向は似ていること
がわかる．
以上より，ローリングウィンドウ及びバックテスティングの長さを変えても，異常な結果は見つからず，
ファットテール性と棄却率の関連性に与える影響は限定的であることがわかる．
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図 19 設定 1，GARCH.normモデル
図 20 設定 1，ARCH.tモデル
図 21 設定 1，ARCH.normモデル
図 22 設定 1，HSモデル
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図 23 設定 2，Oracleモデル
図 24 設定 2，GARCH.tモデル
図 25 設定 2，GARCH.HSモデル
4.3 様々な金融資産に対する ESバックテスティングの頑健性
4.2節で，ファットテール性が変化しても，ESバックテスティングの性質は維持されることが示唆される
ことがわかった．ここでは時系列構造の変化が ESバックテスティングに与える影響は限定であることを確認
する意味も含めて，TOPIX，USDJPY，EURJPY，AUDJPYに対しても動的バックテスティング実験を行
う．各 ESバックテスティングが説明できないような挙動を示さないことを確認する．
S&P500と同様に，ログリターンの時系列データからイノベーションが t分布の GARCH(1,1)のパラメー
タを推定する．使用した時系列データの期間は 2006年 7月から 2017年 6月．バックテスティングの長さは
n = 1000，ローリングウィンドウの長さは n2 = 1000とする．
実験結果を，図 37 に示す．予測モデルが GARCH.norm モデル，ARCH.norm モデルの場合，検定 1 と
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図 26 設定 2，GARCH.normモデル
図 27 設定 2，ARCH.tモデル
図 28 設定 2，ARCH.normモデル
図 29 設定 2，HSモデル
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図 30 設定 3，Oracleモデル
図 31 設定 3，GARCH.tモデル
図 32 設定 3，GARCH.HSモデル
検定 4は他の ESバックテスティングに比べて検出力が高い傾向にある (但し，ARCH.normモデルでは，検
定 4は LRT検定に劣後することがある)ことや，ARCH.tモデルの場合，検定 1の検出力が低いことなど，
S&P500の結果と大きく変わらないことが確認できる．予測モデルが GARCH.normモデルの場合，TOPIX
の棄却率が他の結果と比べて低い時もあるが，これは TOPIXが他の資産と比べて正規性が強いため (自由度
8.75)である．S&P500同様に，TOPIX，USDJPY，EURJPY，AUDJPYを含む様々な金融資産に対して
も，これらの ESバックテスティングは十分に機能することが示唆される．
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図 33 設定 3，GARCH.normモデル
図 34 設定 3，ARCH.tモデル
図 35 設定 3，ARCH.normモデル
図 36 設定 3，HSモデル
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図 37 様々な金融資産に対する ESバックテスティングの頑健性調査
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5 実データへの適用
4節では，S&P500などの実データを GARCH(1,1)モデルに当てはめ，この GARCH(1,1)モデルを真の
モデルとして分析を行った．本節では，実データを直接 ES バックテスティングに適用する．実データは
TOPIX を使う．1976 年から 2017 年 7 月までの期間を，1976 年から 4 年間隔 (概ね 1000 営業日．つまり
バックテストの長さ n ; 1000) で区切り，バックテスティングを行う．ローリングウィンドウの長さは，
n2 = 500とし，検定の信頼水準は  = 0:05とする．その他の設定は，動的バックテスティング実験と等しく
する．
実験結果を，図 38に示す．この設定では真のモデルがわからないため，棄却率を計算することはできない．
図 38は，棄却率ではなく，実データを直接適用した際の p値を示す．p値のカラーコーディング規則は以下
の通りである．
 赤 : p値が 0.0001以下．この時，帰無仮説は，疑う余地もなく棄却される．
 黄 : p値が 0.05以下．この時，帰無仮説は，棄却される．
 緑 : p値が 0.05より大きい．この時，帰無仮説は，棄却されない．
静的バックテスティング実験や動的バックテスティング実験で優れた性質を示した検定 4，Kratzアプロー
チの中で優れた性質を持ち合わせるナス検定，LRT検定に焦点を当てる．
検定 4と LRT検定を比較すると，検定 4は LRT検定よりも p値が小さい傾向がある．GARCH.normモ
デルでは，検定 4 は p 値のカラーコーディングが赤色と，LRT 検定よりもはっきりと帰無仮説を棄却する．
GARCH.tモデルの 1984-1987，2004-2007，GARCH.HSモデルの 1984-1987など，LRT検定では帰無仮説
が棄却されないが，検定 4では帰無仮説が棄却される期間がある*9．
検定 4とナス検定を比較すると，LRT検定との比較ほど差がはっきりとしないが，検定 4はナス検定より
も p値が小さい傾向があるように思われる．
全体を通してみると，ところどころで異なる部分もあるが，p値カラーコーディングは横方向にまだら模様
になることはない．帰無仮説が棄却される，棄却されないの 2通りで考えると，検定 4，ナス検定，LRT検定
の結果は似ているとも言える．
以上より，帰無仮説が棄却される，棄却されないの 2通りで考えると，これらの結果は似ていると言える一
方で，検定 4の p値はナス検定や LRT検定より小さい傾向があり，検定 4はナス検定や LRT検定よりも明
確に棄却する傾向があることがわかる．また，本実験からも，検定 4，ナス検定，LRT検定に特段特異な挙動
が見られないことがわかる．
*9 GARCH.HSの 2016-は，LRT検定では帰無仮説は棄却されるが，検定 4では帰無仮説が棄却されない例だが，バックテスティ
ングの期間が 4年に達していないため状況がやや異なる．
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図 38 実データへの適用結果 : p値
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6 両側検定
本節では，3節，4節，5節の文脈から少し離れるが，本論文の 3つ目の疑問である，Acerbiアプローチが，
リスク量が過度に保守的なモデルも排除する両側検定へ拡張できるかどうかを調べる．Acerbiアプローチは
2.5節の通り，ESの過小評価のみに焦点をあてており，ESが過大評価されるモデルを排除することはできな
い*10．
Basel Committee (2016)では，トラフィックライトシステムの 3つのゾーンは，第一種過誤と第二種過誤
のバランスを考えて境界線が設定されている．VaR 超過回数は低すぎてもモデルは不正確とみなしており，
保守的なモデルであれば良いという考え方を正当化することは難しいよう思われる．
そこで Acerbiアプローチが両側検定に拡張できるかどうかを，VaR，ESの推定誤差が検定統計量に与え
る影響を調べることで，調査する．結論を先に述べると，Acerbiアプローチは両側検定に容易に拡張するこ
とはできない．両側検定を行うには，適切な対立仮説を設定する必要がある．以下ではその理由を示す．
6.1 両側検定の可否
6.1.1 設定
真の損益分布 F のもとでの VaR，ESを VaRF ;ESF とする．同様に予測分布 P のもとでの VaR，ESを
VaRP ;ESP とする．そして
VaRP = VaRF + a (6.1)
ESP = ESF + b (6.2)
とおく．この時，検定統計量 Z は
Z =
TX
t=1
g(Xt;VaR
Pt
t ;ES
Pt
t ) (6.3)
と表現できると仮定する．両側検定の可否を判断するためには，EF [Z]の性質を調べればよい．T = 1とし
ても以後の議論に影響はないため，T = 1とする．真の VaR，ESからの推定誤差の影響に興味があるため，
(6.3)式を
Z = g(X;VaRP ;ESP )
= g(X;VaRF + a;ESF + b) (6.4)
と考える．そして
f(a; b) = EF [Z] = EF [g(X;VaR
F + a;ESF + b)] (6.5)
とおく．EF [Z](= f(a; b))の性質に興味があるため
@f
@a
;
@f
@b
(6.6)
を計算することで，その形状を調べる．
*10 Kratzアプローチは，(2.15)式の通り，ESが過大評価されるモデルを排除することは可能．
41
6.1.2 検定 4
検定統計量 Z4 は
Z4 =
TX
t=1
1
TESt
((Xt +VaRt)It   VaRt) + 1 (6.7)
であるので，(6.5)式は
f(a; b) =
1
T(ESF + b)
EF

(X +VaRF + a)1fX+VaRF+a<0g   (VaRF + a)

+
1
T
(6.8)
となる．f(0; 0) = 0である．
@f
@a ;
@f
@b を計算する．
@f
@a
=
1
T(ESF + b)
(
@
@a
Z  VaRF a
 1
(x+VaRF + a)dF (x)  
)
=
1
T(ESF + b)

F ( VaRF   a)  	 (6.9)
F ( VaRF ) = より
@f
@a
=
8><>:
負 (a > 0)
0 (a = 0)
正 (a < 0)
(6.10)
となる．また
@f
@b
=  EF

(X +VaRF + a)1fX+VaRF+a<0g   (VaRF + a)

T(ESF + b)2
> 0; (∵分子が負 ) (6.11)
である*11．
f(a; b) = EF [Z4] の形状は，表 4 の通りである．ES が過小評価されているときは EF [Z4] が小さくなり，
過大評価されているときは大きくなる．しかし VaRは過小評価，過大評価どちらでも EF [Z4]は小さくなる．
つまり ES，VaRともに過大評価されている時 (a > 0; b > 0)，EF [Z4]は必ず大きくなるわけではない．検定
4 は，このような状況では，両側検定を行ったとしても，適切に機能しないと考えられる．つまり検定 4 を
用いても，意味のある両側検定は行えない．一方，VaRと ESがとも過小評価されている時 (a < 0; b < 0)，
EF [Z4]は必ず小さくなるので，過小評価に対する片側検定は可能である．
6.1.3 検定 2
検定統計量 Z2 は
Z2 =
TX
t=1
1
TESt
XtIt + 1 (6.12)
*11 aが極端な値でなければ，分子の (X +VaRF + a)1fX+VaRF+a<0g， (VaRF + a)はともに 0以下である．
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表 4 検定 4の f(a; b)の形状．括弧なしは VaR，括弧ありは ES．
VaR
過小 (a < 0) 過大 (a > 0)
ES 過小 (b < 0) 減 (減) 減 (減)
過大 (b > 0) 減 (増) 減 (増)
であるので，(6.5)式は
f(a; b) =
1
T(ESF + b)
EF

X1fX+VaRF+a<0g

+
1
T
(6.13)
となる．f(0; 0) = 0である．
@f
@a ;
@f
@b を計算する．
@f
@a
=
1
T(ESF + b)
@
@a
Z  VaRF a
 1
xdF (x)
=
1
T(ESF + b)
( 1)( VaRF   a)F 0( VaRF   a)
> 0 (6.14)
また
@f
@b
=  EF

X1fX+VaRF+a<0g

T(ESF + b)2
> 0; (∵分子が負 ) (6.15)
である*12．
f(a; b)) = EF [Z2] の形状は，表 5 の通りである．VaR と ES がともに過小評価される時 (a < 0; b < 0)
は f(a; b) < f(0; 0) = 0 となるので EF [Z2] は必ず小さくなり，VaR と ES がともに過大評価される時
(a > 0; b > 0)は f(a; b) > f(0; 0) = 0となるので EF [Z2]は必ず大きくなる．よって対立仮説を「VaR，ES
は共に過小評価または共に過大評価」とすれば意味のある両側検定ができる．
表 5 検定 2の f(a; b)の形状．括弧なしは VaR，括弧ありは ES．
VaR
過小 (a < 0) 過大 (a > 0)
ES 過小 (b < 0) 減 (減) 増 (減)
過大 (b > 0) 減 (増) 増 (増)
*12 aが極端な値でなければ，分子の X(X +VaRF + a < 0)は 0以下．
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6.1.4 検定 1
検定統計量 Z1 は
Z1 =
1
NT
TX
t=1
XtIt
ESt
+ 1; NT =
TX
t=1
It > 0 (6.16)
である．そのため (6.16) 式は (6.3) 式の形式で書くことができないため，この方法で分析することはできな
い．そこで
Z1NT =
TX
t=1

XtIt
ESt
+ It

(6.17)
であるので
f(a; b) =EF

X
ESF + b
+ 1

1fX+VaRF+a<0g

(6.18)
に対して同様の分析を行う．もっとも，EF [Z1] 6= f(a; b)より，EF [Z1]の性質を調べるという観点では，こ
の分析に意味はない．f(0; 0) = 0である．
@f
@a ;
@f
@b を計算する．
@f
@a
=  
 
 VaRF   a
ESF + b
+ 1
!
F 0( VaRF   a)
=
 
VaRF + a
ESF + b
  1
!
F 0( VaRF   a)
 0; (a  (ESF  VaRF ) + bの場合) (6.19)
また
@f
@b
= EF

  X
(ESF + b)2
1fX+VaRF+a<0g

=   1
(ESF + b)2
Z  VaRF a
 1
xdF (x)
 0 (6.20)
である．
よって a  (ESF  VaRF ) + bの場合，f(a; b)の形状は表 6のようになる．VaRと ESがともに過小評価
されていても (a < 0; b < 0)，ともに過大評価されていても (a > 0; b > 0)ても f(a; b)は f(0; 0)よりも必ず
大きくまたは小さくなるとは限らないため，仮に f(a; b)が検定統計量の期待値 EF [Z1]だとしても意味のあ
る両側検定はできない．もっとも前述したように EF [Z1] 6= f(a; b)である．
6.2 実験
検定 2は，対立仮説を「VaR，ESは共に過小評価または共に過大評価である」とすれば意味のある両側検
定を行うことができる．そこでシミュレーション実験により，この両側検定の精度を確認する．
44
表 6 検定 1の f(a; b)の形状．括弧なしは VaR，括弧ありは ES．
VaR
過小 (a < 0) 過大 (a > 0)
ES 過小 (b < 0) 増 (減) 減 (減)
過大 (b > 0) 増 (増) 減 (増)
6.2.1 設定
既存のバーゼルの VaRバックテスティングの枠組みでは VaRが過小評価されている場合，モデルは不適切
であると判断される．そのため推定した VaR に適当な乗数を掛け，VaR の水準を上げることでバーゼルの
VaRバックテスティングを通過させるということが考えられなくもない．このような「リスク量は保守的で
あれば何でも良い」といった考え方を排除するために，検定 2の両側検定が，リスク量が過大評価されている
モデルを不適切であると判断できるかどうかを調べる．
有意水準が の VaRを考える．損益の予測分布を P1 とする．また VaRに掛ける適当な乗数を cとし，こ
の乗数 cを掛けた後の損益の予測分布を P2 とする．この時 P1，P2 には
 cP 11 () =  P 12 () (6.21)
という関係がある．そこで P2(x) = P1(x=c)とおくと
P2(x) = P1
x
c

, P2(P 12 ()) = P1

cP 11 ()
c

,  =  (6.22)
となる．(6.21)式を満たすには P2(x) = P1(x=c)とすればよいということがわかる．つまり P1(x)に従う確
率変数をX1，P2(x)に従う確率変数をX2 とすると，X2 = cX1 となる．結局 VaRに適当な乗数を掛け VaR
の水準を上げることは，予測した損益を乗数 cで伸張させることに等しい．
そこで，一旦正規分布を当てはめ，その後に乗数 cで伸張させるという予測モデルを考える．この予測モデ
ルに対して静的バックテスティング実験を行うことで検定 2の両側検定の精度を調べる．真の損益分布は標準
正規分布とする．
バックテスティングの長さ nは n = 250; 1000，ローリングウィンドウの長さ n2 は n2 = 250; 500，合計 4
通りの組み合わせで実験を行う．その他の設定は，3節の静的バックテスティング実験と同じ値を使う．
6.2.2 両側検定の手順
両側検定には 2つの手順が考えられる．
1つ目は，検定統計量の実現値をもとに p値を計算し，p値が有意水準 を下回っているならば棄却と判断
する方法である (以下，両側検定 (統計量基準)と呼ぶ)．検定統計量の実現値を z2 とすると，jz2jより大きく
なる確率は a = 1  PZ2(jz2j)， jz2jより小さくなる確率は b = PZ2( jz2j)となる．両側検定 (統計量基準)
では，p値は p2 = a+ bとなる (図 39参照)．
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2つ目は，有意水準 をもとに検定統計量が棄却と判断される区間を定め，検定統計量が当該区間に入って
いれば棄却と判断する方法である (以下，両側検定 (有意水準基準) と呼ぶ)．有意水準  を 2 等分し，図 40
のように上下に検定統計量が棄却と判断される区間を定める．検定統計量の実現値 z2 が緑区間内の値ならば，
帰無仮説は棄却される．両側検定 (有意水準基準)では，p値を計算することはできない．
図 39と図 40からわかるように，この 2つの手順は分布が対称ならば結果は等しい．ただし本実験では，帰
無仮説のもとで検定 2の統計量が従う分布が対称であるかどうかはわからないため，この 2つの手順で結果が
異なることが予測される．
図 39 両側検定 (統計量基準)
図 40 両側検定 (有意水準基準)
6.2.3 結果
実験結果は，図 41図 44を参照されたい．比較のために，Kratzアプローチや，理論的な根拠はないが検
定 1および検定 4の結果も載せた．
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検定 2の両側検定は，乗数 cが 1から離れるにつれて棄却率が高くなっている．理論的な根拠があるわけで
はないが検定 1および検定 4の両側検定も同様の結果となっている．しかしながら検定 2の両側検定の棄却
率が最も高く，精度が良いことがわかる．また両側検定 (統計量基準)と両側検定 (有意水準基準)に大きな差
はない．
Kratzアプローチ (カイ二乗検定，ナス検定，LRT検定)は (複数の信頼水準の)VaRが理論値からずれてい
るかどうかを調べる検定であるので，乗数 cが 1から離れるにつれて棄却率が高くなるべきである．LRT検
定はそのような傾向になっているが，n = 250のカイ二乗検定，ナス検定はそのような傾向になっていない．
具体的には c を 1 より大きくしても棄却率は 0% 近辺のままである．バックテスティングの長さが短い場合
は，カイ二乗検定，ナス検定はリスク量を過大評価しているモデルを検出できない可能性が高いことが示唆さ
れる．
検定 1，検定 2，検定 4の片側検定は乗数 cが 1未満の時は棄却率が高いが，乗数 cが 1より大きい時では
棄却率は 0%近辺である．片側検定はリスク量が過小評価されている時のみモデルを棄却するため，この結果
は妥当である．
バックテスティングの長さ n = 250; 1000 によって実験結果に差はあるが，ローリングウィンドウの長さ
n2 = 250; 500による実験結果に大きな差はないことがわかる．
以上より，検定 2は両側検定として機能することがわかる．また LRT検定も検定 2と同程度の精度で両側
検定として機能する．カイ二乗検定，ナス検定はバックテスティングの長さが短いと，両側検定として機能し
ない．
図 41 n = 250; n2 = 250
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図 42 n = 1000; n2 = 250
図 43 n = 250; n2 = 500
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図 44 n = 1000; n2 = 500
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7 結論
本論文では，Kratzアプローチから 3つの検定 (カイ二乗検定，ナス検定，LRT検定)，Acerbiアプローチ
から 3つの検定（検定 1，検定 2，検定 4），合計 6つの ESバックテスティングの有効性や性質 (長所，短所)
を調査した．
静的バックテスティング実験からは，どの検定も ESバックテスティングとして妥当な振る舞いを示すこと
がわかった．Poor モデル (正規分布を仮定するモデル) では検定 1 および検定 4 の検出力は他の手法に比べ
て圧倒的に高いが，Poorモデル以外ではパフォーマンスに極端な差はなかった．動的バックテスティング実
験では，ある検定 (例えば検定 4)が常に突出したパフォーマンスを示すということはなかったが，その中で
は，検定 1と検定 4は，イノベーションに正規分布を仮定しているモデルに対する検出力が，他の検定に比べ
て高い傾向にあることがわかった．しかし検定１は，ARCH.tモデル (イノベーションは正しい分布を使用し
ているが，時系列構造を正しく捕らえることができてないモデル)に対する検出力が他の検定に比べて低かっ
た．LRT検定も比較的良いパフォーマンスであり，設定によっては検定 4より優れた性質を示すことがあっ
た．他にもイノベーションの自由度を変化させたり，様々な金融資産に対しても同様の実験を行ったりするな
どし，ESバックテスティングの頑健性を調査したが，説明ができないような特異な挙動を示す検定はなかっ
た．実データに直接適用した実験でも同様の結果となった．これより 1つ目の「どのような状況でどの手法が
最も優れているのか，それぞれの手法の特性を分析する．」という疑問に対しては
 様々な設定で常に突出したパフォーマンスを示す検定はなく，今回用いた多くの設定では，どの検定も
似たようなパフォーマンスである．
 正規分布を使用しているためリスクを過小評価するモデルを検出する場合，検定 1と検定 4は優れた性
能を示す傾向がある．
 但し，検定 1は，時系列構造を正しく捕らえることができてないモデルに対する検出力が他の検定に比
べて低い．
ことがわかった．次に 2つ目の「そのうえで，実務において好ましい手法はどれか．」という疑問について考
察する．パフォーマンスの観点からは Acerbiアプローチの検定 4が比較的優れていると考えられるが，圧倒
的な性能を示すわけではなかった．また 2.6節で見たように，計算コスト，データ保存容量，ロジック難易度
の観点からは，Kratzアプローチは Acerbiアプローチより優れている．これらの観点を重視する場合，Kratz
アプローチも実務的な選択肢として残るであろう*13．言い方を変えると，Kratz アプローチは Acerbi アプ
ローチより実務に好まれる性質を保持しており，一部の状況を除くがパフォーマンスは Acerbiアプローチと
同程度である，とも言える．
3つ目の「リスク量が保守的すぎる（過大評価する）モデルを検出する両側検定に適した手法はどれか．」と
いう疑問に対しては，
 検定 1，検定 4は，意味のある両側検定を行うことはできない．
 検定 2は対立仮説を「VaR，ES は共に過小評価または共に過大評価である」とすれば両側検定を行う
ことができる．
*13 Kratzアプローチの中では，パフォーマンスを重視するならば LRT検定，シンプルさとパフォーマンスのバランスを重視するな
らばナス検定が良いと思われる．
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 Kratzアプローチも過度に保守的なモデルを排除できる．しかしバックテスティングの長さが短い場合
は，カイ二乗検定，ナス検定は適切に機能しない．
ということがわかった．
ESバックテスティングはまだ研究が始まったばかりで，学者や実務家の間でコンセンサスを得られた手法
はまだ存在しない．これは本研究の結果が示すように，様々な設定で常に突出したパフォーマンスを示す検定
がないことも関係するだろう．さらにリスク管理実務では，計算コスト，データ保存容量，ロジック難易度な
どの使い勝手も考慮する必要があるため，最良のバックテスティングは何かという議論はより複雑になる．そ
のような中で本研究は，Acerbiアプローチの中では検定 4が比較的優れていることや，シンプルなわりには
Kratzアプローチも Acerbiアプローチに匹敵する性能であること，時系列構造を適切に捉えることができな
い場合は検定 1のパフォーマンスは低いことを示すなど，この議論に対して一定の貢献をすることができたと
考えている．またバーセル規制の考え方を踏まえると，既存の検定方法では考慮されていなかった 6節の両側
検定も，必要な観点であると考えている．
本論文では取り扱うことができなかったが，実務で有望な手法として Costanzino et al. (2015)によるアプ
ローチも挙げられる．この手法に対しても，リスク管理実務を考慮した共通の設定の下，有効性や性質が評価
されることが望まれる．また Acerbiアプローチについては，シミュレーションにかかる時間を短縮すること
ができれば，実務で使いやすくなるだろう．ES バックテスティングに関する研究はいまだ発展途上である．
これらの手法が実際のリスク管理実務で使われ，様々な知見を蓄積することが必要であると考えられる．
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9 Appendix
9.1 多項分布
多項分布とは，二項分布を一般化した確率分布である．1 回の実験で k 通りの可能な結果 A1; A2;    ; Ak
のいずれか 1つのみが起き，
pi = P (Aiが起きる); i = 1;    ; k (9.1)
とする．n回実験が行われるとき，確率変数 Xi を事象 Ai が起きる回数とする．このとき確率変数ベクトル
(X1; : : : ; Xk)は n; p1; : : : ; pk をパラメータとする多項分布に従う．
確率関数 P (X1 = x1; : : : ; Xk = xk)は
P (X1 = x1; : : : ; Xk = xk) = n!
kY
i=1

pxii
xi!

(9.2)
である．但し xi  0は整数，
Pk
i=1 xi = n;
Pk
i=1 pi = 1である．
9.2 Skewed t分布
自由度 ，スキューネスパラメータ  の skewed t分布の密度関数 g(x)は
g(x) =
8<:
2
+ 1
f(x) x < 0
2
+ 1
f(x ) x  0
(9.3)
で与えられる．但し f(x)は自由度  の t分布．(9.3)式からわかるように，skewed t分布の密度関数は  6= 1
では非対称な形状をしている．また (9.3)式は，平均 0，分散 1ではない．3節の静的バックテスティング実
験では，平均 0，分散 1に基準化し，使用している．
9.3 エリシタブル
エリシタブルという概念は，Osband (1985)，Lambert et al. (2008)，Gneiting (2011) などで取り上げ
られてきた．ここでは簡単にエリシタブルの定義を説明する．より詳しい説明は，McNeil et al. (2015) や
Emmer et al. (2015)がわかりやすい．
確率変数X は分布 F に従うとする．この分布 F から計算したリスク指標（例えば，VaR）を (F )と記す．
定義 9.1 以下の関係を満たすスコアリング関数 S(y; x)が存在するとき，リスク指標 は F-エリシタブル
である．
(F ) = argmin
y
EF [S(y;X)];
8F 2 F (9.4)
ESはエリシタブルではないが，VaRはエリシタブルである．他のエリシタブルなリスク指標としては，平
均，中央値が挙げられる．エクスペクタイル (expectile)と呼ばれるリスク指標もエリシタブルである．これ
らのリスク指標のスコア関数は以下の通りである．
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 平均 : s(x; y) = (x  y)2，squared error
 中央値 : s(x; y) = jx  yj，absolute error
 分位点 (VaR) : s(x; y) = j1fxyg   jjx  yj 0 <  < 1，weighted absolute error
 エクスペクタイル : s(x; y) = j1fxyg   j(x  y)2 0 <  < 1，weighted squared error
スコア関数を使うことで，複数の予測モデルの相対的なパフォーマンスを評価することができる．例えばリ
スク指標 について，モデル Aの予測値を fyAt ; t = 1; : : : ; ng，モデル Bの予測値を fyBt ; t = 1; : : : ; ngとす
る．確率変数 Xの実現値を fxt; t = 1; : : : ; ngとする．このとき，
Pn
t=1 S(y
A
t ; xt) <
Pn
t=1 S(y
B
t ; xt)なら
ばモデル Aはモデル Bより精度が高く，Pnt=1 S(yAt ; xt) >Pnt=1 S(yBt ; xt)ならばモデル Bはモデル Aよ
り精度が高い．
9.4 エクスペクタイル
エクスペクタイル (expectile)は VaRや ESと同じタイプのリスク指標である．
定義 9.2 0 <  < 1，可積分な確率変数X から計算したエクスペクタイルを e(L)とする．エクスペクタイ
ルを e(L)は以下の方程式の解 y として定義される．
E[max(X   y; 0)] = (1  )E[max(y  X; 0)] (9.5)
 = 0:5ならば，エクスペクタイルは平均と一致する．
VaRは劣加法性を満たさないためコヒレントではないが，エリシタブルなリスク指標である．ESはコヒレ
ントではあるが，エリシタブルなリスク指標ではない．エクスペクタイルはコヒレント*14かつエリシタブル
なリスク指標として提案された (Bellini et al. (2014)，Ziegel (2016))．そしてコヒレントとエリシタブルを
同時に満たすリスク指標はエクスペクタイルのみである．しかしエクスペクタイルはその定義からもわかるよ
うに，直感的な理解が難しいということが欠点である．
(9.5)式は
1  

=
E[max(X   y; 0)]
E[max(y  X; 0)] (9.6)
と変形することができる．この式は，コールとプットの比が 1 と の比に等しいということである．(9.5)
式より，(9.6)式からエクスペクタイルが定義されると考えるほうが若干わかりやすいだろう．
VaRを (9.6)式と同様の形式であらわすと，
1  

=
P (X   y  0)
P (y  X  0) (9.7)
と書くことができる．(9.6)式と (9.7)式からは，エクスペクタイルは分位点と期待値の両方の特徴をもった
リスク指標と考えることができる．Bellini et al. (2017)もエクスペクタイル (expectile)という用語は，分位
点 (quantile)と期待値 (expectation)を組み合わせたものとして提案されたのだろうと述べている．
図 45，図 46，図 47は確率分布とそのリスク指標を図示したもので，左の図は，信頼水準 (横軸)，リスク指
標の水準 (縦軸)をプロットしたものである．青はエクスペクタイル，赤は VaR，緑は ESを表す．市場リス
ク管理でよく用いられる対称な分布 (正規分布，t分布)の場合，信頼水準が 0.99付近では，ES，VaR，エク
スペクタイルの順で値が大きいことがわかる．
*14 正確には 0:5   < 1ならばコヒレントを満たす．
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横軸：信頼水準　縦軸：リスク指標 密度関数
図 45 標準正規分布
横軸：信頼水準　縦軸：リスク指標 密度関数
図 46 t分布 (t = 4)
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横軸：信頼水準　縦軸：リスク指標 密度関数
図 47 ベータ分布 ((a = 0:5; b = 0:5))
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