Abstract: Reliability and availability of electric power system equipment (e.g., generator units, transformers) 
Introduction
Power system equipment like generating units, transformers and others, show stochastic behaviors (e.g. due to failure occurrences, operational conditions) Markov models have been used to compute system performance indicators such as reliability, availability and performability, for power system equipment [1] [2] [3] [4] [5] [6] . In general, the stochastic process of transition among the equipment states is modeled through a state transition rate matrix (the model input parameters) and a set of differential equations is obtained for the probability of state occupancy in time [1, 9] . To understand what happens to the probability of a specific state if transition rates vary, different approaches have been suggested, such as the evaluation of partial derivatives [7] [8] , Monte Carlo Simulation (MC) [10] , Interval Arithmetic [11] [12] [13] , Affine Arithmetic [14] , among others. These approaches fail to account for the possible interaction effects among transition rates due to the non-linear terms in the probabilities. To account for this, in this paper we develop a Global Sensitivity Analysis (GSA) [15] [16] . GSA is capable of providing (sensitivity) indexes of the importance of the input parameters with respect to their influence on the variability of the model output, by considering the effect of varying a model parameter (or factor, in SA terminology) while all others are varying as well, thus allowing the exploration of multi-dimensional parameter spaces [17] . The number of model evaluations required for a GSA depends on the number of factors in the model and the sample size. The evaluation of the importance (sensitivity) indexes depends on the complexity of the model and could require very large computational times. To speed up calculations,, surrogate or metamodels, like regression models, artificial neural networks or support vector machines, have been suggested to approximate the original model. In this paper, a particular technique named Polynomial Chaos Expansion (PCE) is adopted to create a metamodel represented by a polynomial of the parameters of the original model (i.e., the transition rates in our case) [18] [19] [20] [21] . If the parameter uncertainties are modeled as random variables with known probability density functions, then the coefficients of the resulting polynomial contain "the complete response of the model" [18] . In this way, parameter importance indexes can be assessed directly from the coefficients of the polynomial decomposition. The presentation of the work is structured in the paper as follows. Sections 2 to 4 briefly review the basic concepts of Markov modeling, Sensitivity Analysis and Polynomial Chaos expansion. Section 5 provides the results of the experimentation on a multi-state generating unit. Section 6 presents conclusions and future work.
Markov Modeling
The evolution in time of a system which changes state stochastically as its components change modes of operation at random times (due to degradation, reduced production, failure, repair, etc.) can be mathematically described by a discrete-state, continuous-time Markov chain (CTMC) Z={z(t), t  0}, with finite state-space E ={1,2,…, n}. Let A(t) be the n x n infinitesimal generator matrix whose generic element a ij (t) represents the transition rate from state i to state j (i,j  E), a ii (t)=  ij a ij (t), and P i (t) be the probability that the system is in state i at time t. The n-dimensional probability vector P(t) is obtained by solving [1]:
given the initial conditions for P(0). The set of differential equations (1) can be solved, for example, using Ordinary Differential Equations methods. The numerical values of P i (t) depend on the values of the elements of the transition rate matrix A(t), and it can be of interest to identify those most influential in terms of the variations that they induce on the state probabilities when their variability is considered, i.e., through a sensitivity analysis. To evaluate the influence of the k different transition rates on P i (t) means to consider the variability in their values and see what the corresponding variability in the output is.
Sensitivity Analysis
Sensitivity analysis (SA) is "the study of how uncertainty in the output of a model (numerical or otherwise) can be apportioned to different sources of uncertainty in the model input factors" X=(x 1 , x 2 , …., x k ), k being the number of parameters of the model (in our case, transition rates) [15] . In a model of the form Y = f(x 1 , x 2 , ..., x k ), where Y is a scalar output and the x i are the k orthogonal input factors treated as random variables (i.e., uncertainty is characterized in terms of a probability density function (pdf)), the variance V(Y) of the output Y can be written as [15] :
where:
is the two-way interaction between x i and x j , and so on.
Main and total order sensitivity can then be defined as [15, 23] : 
where X -i = {x 1 , x 2 ,…x i-1 , x i+1 , ..., x k ) and E -i (Y│x i ) is the expected value of Y conditioned on x i , and is thus a function of parameter x i alone. The main index S i is the fraction of variance of the output V(Y) that can be attributed to x i alone, while S Ti corresponds to the fraction of V(Y) that can be attributed to x i including all its interactions with the other parameters [15] . That means that "the computation of total sensitivity indices is a shortcut to measure the overall effect, or "main effect", and all higher order interactions" [23] .
The main index S i is the measure to be used to determine which subset of parameters accounts for most of the output uncertainty (Factor Prioritization setting [16] ), while S Ti is used for identifying the subset of non-influential parameters, i.e., those that, when fixed to any value within their uncertainty range, do not significantly reduce the output variance (Factor Fixing setting [16] ). The estimation of S i and S Ti are approximated by: 1) assuming independence among parameters; 2) using random or special sampling techniques from the joint distribution of the space of input parameters; 3) evaluating the set of samples derived in 2) using the model under study. Techniques such as Sobol or extended FAST can be used to determine S i and S Ti [15] .
Polynomial Chaos Expansion
The basic idea of PCE is to approximate the output of a system (i.e., the state probabilities in our case) through an orthonormal polynomial basis in the uncertain parameters (e.g., transition rates) spaces. Wiener [24] was the first to propose the use of Polynomial Chaos (PC), when parameters follow a Gaussian distribution. In this case, the basis is defined through Hermite polynomials. This was extended to generalized polynomial chaos (gPC), to consider other types of distributions [25] . Recently, Oladyshkin [22] defined the arbitrary polynomial chaos (aPC), which generalizes PC and is able to accommodate several arbitrary distributions or distributions of which only few statistical moments are known.
Let =[ 1 ,…,  n ] define the vector of n random input factors and ()=f()
a second-order model function with finite-variance output. PC theory [25] shows that the spectral expansion the model output () can be approximated as: Other distributions and the associated polynomials can be used, in the WienerAskey scheme [25] . The coefficients a i are unknown. In this paper, they are estimated using a nonintrusive approach, which exploits the solution of the set of differential equations (1), based on a set of transition rate deviates (i.e., the random vector ) and a numerical procedure for solving up to (M+1) multidimensional integrals. These integrals are approximated by evaluating ( j ) in a set of selected n i integration values (points)  j (j=1,..,n i ). This means that the computational cost for determining the polynomial coefficients are proportional to the number of integration values n i . In this paper, the Petras-technique [26] , a special Smolyak-based method is used, as implemented in the Scilab toolbox NISP [27] . As suggested by Crestaux et al. [21] , the Smolyak approach is, in general, a convenient method when the number of factors is less than 15, while Monte Carlo methods are "best suited for higher dimensional problems". After determining the a i coefficient values, the polynomial metamodel is defined. As shown in [20] [21] , sensitivity indexes, including S i and S Ti , for all model parameters are evaluated analytically from the polynomial coefficients. So the computational cost for deriving them corresponds basically to the cost required to evaluate numerically a set of multidimensional integrals. The PCE of dynamical systems, recently proposed in [18] , is based on coefficients that also vary as a function of time. This means that at each time instant a set of polynomial coefficients are derived and sensitivity indexes are determined for each parameter in the model.
Example of Application
Recently, Lisniaski et al.
[2] presented a multi-state model for a coal power generating unit. The proposed multi-state Markov model is based on a 4-spacestate model, as shown in Figure 1 . Table 1 shows the information on 10 transition rates among states (base case). The time-dependent behavior of P i (t) is evaluated. The system of four first order differential equations is solved using the Runge-Kutta scheme of 4 th order with a step size h=0.01. After nearly 80 hours the system reaches the steady state, with steady-state probabilities:  1 = 0.0018;  2 = 0.0008;  3 = 0.0025 and  4 = 0.9949. The sensitivity analysis is illustrated by arbitrarily assuming that the uncertainty of the transition rates can be represented by uniform pdfs with bounds at  10 % of the base case values. Sensitivity indexes are derived using the PCE approach, based on a Legendre polynomial basis. The PCE, as well as the sensitivity indexes, are evaluated using the Scilab toolbox NISP [27] and a Smolyak integration technique is selected, based on Petras integration points [26] . As suggested in [18] , the selection of the appropriate degree d could be done iteratively, that is, trying different values for d and evaluating the average relative error between the model output and the PCE approximation. For polynomial degree d=2 the PCE is considered sufficient since the maximum error is less than 1.0 %, as shown in Figure 2 and the number of models evaluations is equal to 201 [28] .
Global sensitivity analysis of multi
Figures 3 shows the time-dependent behavior of S i and S Ti for each parameter considered for each state probability. The title in each figure is coded as sx PETRAS yy z-ww, where: x is the state considered (1 to 4) yy is the type of sensitivity index presented (Main Effect or Total Order) z is the polynomial degree ww is the number of model evaluations PETRAS stands for the option selected in NISP [28] for the determination of the n i integration points. The behavior of S i or S Ti for state 1 shows that transition rates a 13 and a 12 are the most important and their importance ranking is maintained during the entire timespan. However, the behavior of S i or S Ti for states 2 to 4 shows that the ranking of the most important transition rate varies. For example, consider the behavior of S i for state 2. Up to t=5 hours approximately, transition rate a 42 has the highest main index value. For t>5, transition rate a 23 accounts for most of the P 2 (t) uncertainty. From t=20 until the steady-state, the importance of the transition rates does not change. In this example, the importance of each parameter is dependent not only on the state considered but also on the time instant at which it is evaluated. This last fact is important in the case of multi-state generating models, if short-term reliability assessment is required, as suggested in [2] . Plots of S Ti and S i of the most important parameters are almost equal and suggest that there are no interactions (i.e., S Ti S i ). On the other side, the behavior of the less important parameters suggests the presence of high interactions (i.e., S i  0), but of low intensity.
Conclusions
The output of a model depends on the input parameters. In many situations, inputs are not precisely known because subject to uncertainty. It is important to know how uncertainty in the parameters affects the results of the model. Such assessment is possible using global sensitivity analysis, an approach able to analyze the variance of the output and determine the individual effects of each parameter (factor) as well as the possible interactions among them. In practice, global sensitivity analysis requires many evaluations of the model which may pose a problem of computation time. In order to reduce the computational burden, a surrogate model (metamodel) based on Polynomial Chaos Expansion is proposed in this paper. GSA based on the PCE metamodel is performed for assessing the importance of parameters in a power system component modeled by a state-space Markov approach. The example presented relates to a multi-state generating unit described by a four-state Markov model with 10 uncertain transition rates. The metamodel is based on a PCE of second order whose coefficients are determined using only 201 model evaluations (with a maximum average relative error less than 1.0 %). The results presented show that the importance of the transition rates depends not only on the state being analyzed but also on the time considered for the evaluation. Future works aim to test some approaches for: 1) evaluating the effects of different probability distributions associated to factors as well as to the initial state vector; 2) considering the convenience of using an integrated importance index able to reflect simultaneously the effects of one factor in several outputs; 3) reducing the number of evaluations without affecting the accuracy of the expansion, for example, through an initial screening approach, as the one suggested in [20] . 
