Abstract-Beamforming remains to be an important technique for signal enhancement. For applications in open space, the transfer function describing waves propagation has an explicit expression, which can be employed for beamformer design. However, the function becomes very complex in an indoor environment due to the effects of reverberation. In this paper, this problem is discussed. A method based on the image source method (ISM) is applied to model the room impulse responses (RIRs), which will act as the transfer function between source and sensor. The indoor beamformer design problem is formulated as a minimax optimization problem. We propose and study several optimization models based on the -norm to design the beamformer. We found that it is advantageous to separate early and late reverberations in the design process and better designs can be achieved. Several numerical experiments are presented using both simulated data and real recordings to evaluate the proposed methods.
I. INTRODUCTION

B
EAMFORMING provides a versatile form of spatial filtering by an array of sensors. Beamformers are often deployed in applications such as teleconferencing, hands-free communications, speech recognition and hearing aids. There are numerous algorithms dedicated to the design of beamformers in the literature. Many of the early beamforming techniques were developed for a spectrum of applications including wireless communications [1] - [3] . Wave propagations from the source point to the sensors are described by simple but elegant functions. When it comes to indoor acoustic applications, this creates a problem in the accuracy of the designs. Indoor sound propagation is a very complex phenomenon in the enclosure where the sound conducting medium is bounded on all sides by walls, ceiling and floor. Performance requirements on the beamformers are likely fail if a simple transfer function Manuscript received May 15, 2013 ; revised November 18, 2013 ; accepted May 20, 2014 . Date of publication May 29, 2014 ; date of current version June 25, 2014 . This paper was supported by (RGC Grant PolyU. 5301/12E) and the research committee of the Hong Kong Polytechnic University. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Nobutaka Ono.
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is employed in the design process. In recent years, many studies have been carried out on the speech dereverberation, noise reduction and source localization in reverberant environments [4] , [5] . However, applying those techniques in a multi-microphone setting is still a challenging task.
In the design of microphone array for speech acquisition in reverberant environments, a mixed near-field/far-field technique is developed to solve the beamformer design problem [6] , in which a near-field beamformer was designed to pass on a desired signal from a chosen near-field source location while a far-field beamformer is employed to suppress room reverberation. However, the study was based on the assumption that most interference/reverberation are generated from the far-field and the RIRs calculated are generated by Legendre function and spherical Hankel function. To improve the array performance in reverberant enclosures, a multiple beamforming and matched-filtering technique was proposed in [7] , and the performance of the matched-filter array (MFA) processing in real rooms was investigated in [8] . In the MFA approach, the output of each microphone is processed by a time inverse of the impulse response with fixed delaying truncation from the focal point to the microphone, and the array output is the summation of outputs from each matched-filter, where the RIRs are measured by using the maximal length sequences (MLS) [9] as excitatory signals. These studies provide good insights for dereverberation, but have limitations such as inaccurate estimation of RIRs. Another common idea to deal with this problem is to design beamformers based on approximating the multiplicative transfer function (MTF) [10] , [11] , and more recently, the relative transfer function (RTF) estimator by applying the method proposed in [12] . In the past decades, various methods have been developed to identify the RTFs; more details can be found in [13] and the references therein.
Indeed, the sound field can be described by wave equation and appropriate boundary conditions for the walls. However, this wave-based acoustical modelling approach is computationally demanding and is particularly useful for simulating low frequency sound fields [14] - [16] . Another way of modelling room acoustics is geometrical acoustics modelling techniques, such as ray tracing and the image-source method (ISM) [17] - [20] . They have been widely used to model the acoustic field of enclosed spaces. The corresponding predictions are valid for frequencies above the Schroeder's frequency [21] - [23] , ( : reverberation time in second, : volume in ). For instance, in an m m m room with reverberation time s, the Schroeder's frequency is about Hz. In audible frequencies, the frequency range of
Hz to Hz has been found to be the most important for speech intelligibility and speech recognition [24] , which means the geometrical acoustics modelling techniques are valid for the frequencies of interest in such rooms. The ISM based modelling originally proposed for rectangular enclosures by J. Allen and D. Berkley in 1979 [19] is viewed as a simple but efficient approach for simulating room acoustics. However, the required simulation times grow exponentially with the reflection order, and the associated computational costs is a drawback of the original image-source implementation. E. A. Lehmann and A. M. Johansson [25] proposed a diffuse reverberation model (fast-ISM) recently to reduce the computational cost by modelling the reverberation tail as decaying random noise, while using the ISM simulator for the computation of the early reflections.
In this paper, we study the indoor beamformer design problem, where the room impulse responses (RIRs) are estimated by an efficient room simulator developed in [25] . We transform the indoor beamformer design problem into a minimax optimization problem, where the maximum of the cost is chosen over the constrained class of position and frequency, while the minimum is taken over the set of filter coefficients. The minimax filter design problem is equivalent to a semi-infinite linear programming problem, so that we can convert it into a constrained linear programming problem by using the discretization technique. Since the propagation can be divided into 3 regimes, namely the direct path, early reflections and late reverberation, we propose several optimization models based on the -norm to design indoor beamformers by considering different combinations of the desired response and the reverberation. We show that the optimization model based on the separation of the propagation path into all 3 regimes performs better than the other existing models. Moreover, we demonstrate that early and late reverberation behave in a Pareto manner by numerical calculations, in the sense that there is no optimized solution that suppresses both effectively based on experimental results. It essentially becomes a multi-criteria problem and there is a trade-off in suppressing more on either one. As a result, we propose a multi-criteria optimization method which is able to obtain all the Pareto optima.
The rest of the paper is organized as follows. In Section II, the indoor beamformer design problem is formulated as a minimax optimization problem by using the RIRs, where the RIRs are estimated by the efficient ISM based room simulator. In Section III, we construct the linear programming problem to implement the numerical model for the design of indoor beamformers based on the -norm. Two separation models based on a RIR separation scheme are proposed to improve beamforming performances. In Section IV, we present some numerical experiments to show that the proposed methods are effective, and carry out comparative studies among these methods. Finally, conclusions and summary of this paper are given in Section V.
II. PROBLEM FORMULATION
Assume a microphone array containing elements with tap FIR filter behind each element is operating in a small rectangular room. Let the microphone elements be at the fixed points as
. If the signals received by the microphone array are sampled synchronously at the rate of per second, the frequency responses of these FIR filters may be defined as (1) where is a vector consisting of the -th tap FIR filter and is the vector defined as
The beamformer output can be obtained by using the room impulse responses (RIRs) and FIR-filter responses . Denote the frequency domain RIR of the -th microphone as , where is a space point, suppose the desired response is , then our target is to find a group of coefficients for the FIR filters, such that the beamformer output is close to the desired response , where is the frequency domain RIR vector, and k is the frequency domain filter response vector defined in (1) .
Selection of good criteria to measure the effectiveness of the designed beamformer is important. A simple model for the indoor beamformer design problem can be described as the following optimization problem (2) where , is the given space-frequency domain for the definition of desired response function . The problem formulation (2) is a general form to describe the beamformer design problem, it is to find the optimal filter coefficients to minimize the maximum error between the beamformer response and desired response over the considered region .
When the desired response is given, then the major task is to estimate for all . The following direct path transfer function (3) is often deployed, where is the speed of sound, which is the Green's function for the Helmholtz equation to describe the sound wave propagation in the acoustic free field [26] . However, if this design is deployed in a typical reverberant room, the beamforming performance deteriorates significantly when increases. It is necessary to employ the corresponding information to design the indoor beamformer, and the estimation of RIRs is one of the key factor. However, the RIRs include lots of the reflections and reverberation due to the room acoustics. A typical example of RIR estimated from fast-ISM based room simulator is plotted in Fig. 1 , showing a long tail of reflections and reverberation. It is noted that the estimated RIR can be separated into three parts, namely the direct path response, early reflections and late reverberation, with different delays, denoted by , and , respectively. Therefore,
The direct path response is defined to describe the wave propagation from the source point to the microphone element, and it can be determined by using the distance information. The early reflections is used to describe the major energy decay of sound wave reflections to some extent, while the late reverberation is used to model the diffuse reverberation decay. The RIR model requires the definition of a specific transition time (the cut-off point is denoted by ) between early reflections and late reverberation. The decomposition of RIR into early reflections and late reverberation is described in [25] , [27] . According to the transition point defined in [25] , it is the time for which the overall acoustic energy in the RIR has decreased by a certain amount (in dB) where corresponds to the time lag such that . It effectively defines a room-dependent cut-off parameter that can be tuned to capture most of the early reflections in the specific environment under consideration.
If we model the desired response with the direct path response, then the early reflections and late reverberation are also expected to be suppressed to a certain extent. However, the suppression level cannot be controlled directly because reverberation is not a direct objective in the optimization process. In view of this, we can extract the reverberation part from the RIRs to modify the indoor beamformer design model (2) for desired response formulation and dereverberation respectively. One simple multi-criteria model is (5) where and are weighting parameters. They can be adjusted gradually within a range [28] to change the influence of the different objectives during the optimal beamformer design and obtain a set of solutions which constitutes the Pareto optima set. Since the direct path response model is fairly accurate, the separation of the direct path response beamforming and reflection parts suppression can reduce the influence of the measurement errors on the reflection parts of RIRs estimation, and the designed beamformer will have better robustness. In this model, the total reverberation is suppressed as a whole and is introduced directly into the objective function to ensure reverberation is reduced in the optimization process.
On the other hand, since the early reflections have most of the energy of the reverberation, a better multi-criteria model for indoor beamformer design can be established as (6) where , and are weighting parameters. This is the most elaborate model to control early and late reverberation separately. Indeed, depending on applications, it is advantageous to have direct controls over both early and late reverberations, whereas they may yield different acoustic effects.
Since the -norm based model is effective in beamformer design problem [29] , [30] , it is introduced to measure the residuals of the desired response approximation and reverberation suppression for our indoor beamformer design based on the above developed models (2), (5) and (6), respectively.
III. THE IMPLEMENTATION MODELS
A.
-Norm Implementation
It is noted that all the minimax problems (2), (5) and (6) are formulated in the continuous space-frequency region , thus they are semi-infinite problems. And the general numerical schemes in dealing with them are the discretization methods and the reduction based methods [31] - [34] . For the discretization methods, in order to determine suitable multi-dimensional grids to solve the semi-infinite problems, sequences of adaptive meshes can be applied so that the meshes are refined gradually.
Let us consider first problem (2) with a multi-dimensional grid region for approximating with a uniform grid containing mesh points in each dimension of the space-frequency domain, and with the frequency domain RIR vectors have been estimated by the fast-ISM room simulator. By combining the RIR vectors with the vector , we rearrange the expression as (7) Expanding the complex functions as (8) where , , and are the real and imaginary parts of and , respectively, and so on. Thus, denoting the minimax problem (2) for the beamformer design can be rewritten as By using the -norm, the beamformer design problem can be expressed as (9) To convert it into a linear programming problem, one approach is to introduce two new variables for controlling the real part and imaginary part separately as then an implementation model for problem (9) can be established.
Model I
It can be formulated as the following standard linear programming model in matrix notation:
where This is the current approach in the literature to achieve a target response without giving special consideration to reverberation. Therefore, only the direct path impulse response is needed in this formulation.
B. Multi-Criteria Models
Problems (5) and (6) can be formulated into linear programming problems like Model I based on the -norm measure. In the reverberation responses (4), denote Similar to (7) and (8) (12) where , and are the weighting parameters developed in (5) . In this formulation, the total reverberation are introduced directly into the objective function in order to achieve a better suppression.
For the multi-criteria problem (6), we can divide the reverberation responses further into early reflections and late reverberation. Rearranging them as expanding the complex functions we have the following additional variables in the objective function: Introduce the auxiliary variables as then the optimization model for problem (6) can be established as Model III (13) where and , . In this formulation, the effect of the early reflections and the late reverberation are separated in the objective function and the corresponding impulse response functions are used in the calculations.
The above multi-criteria models Model II and Model III can also be transformed into linear programming problems similar to (11) of the Model I. Linear programming has been studied extensively in the literature and the computation for a linear problem is much less than for nonlinear ones [35] . Interior point method [36] can be employed as an efficient solver. According to the formulation, the Model I can be implemented efficiently with just one linear program, while for Model II and Model III, it will take need to solve several linear programs to develop the Pareto optima. Furthermore, Model II will have a relatively lower complexity than Model III because the reverberation effect is considered as a whole in the optimization problem, while it is attempted to differentiate between early and late reverberation in Model III.
IV. EVALUATION OF THE PROPOSED METHOD
In this section, we want to evaluate the performances of the designed beamformers, not only in simulated rooms but also in an actual enclosure. First, one simple rectangular room with adjustable parameters is defined for the fast-ISM room simulator to estimate the RIRs. Then, the proposed models are used to design beamformers and various performance measures are evaluated. A recorded signal is also employed as an input to evaluate the performance in the stopband. Finally, a set of signals are recorded in an actual room to evaluate the beamformers on both dereverberation and noise suppression.
Example 1. Indoor beamformer design:
In this example, we define a simple m m m rectangular office room with adjustable absorption coefficients characterizing the room surface, which is also measured by reverberation time for convenience. To define a microphone array for beamforming, an equispaced linear array with 5 microphone elements are setup at For illustration, the configuration is depicted in Fig. 2 . In addition, the desired response function in the passband region is given by where is the sound speed and is the center element of the microphone array which is usually defined as the beamformer output point. In the stopband region , we simply set in order to filter out the interference and noise. The space-frequency domain of the passband and stopband is discretized by a grid of for calculations. A denser grid is employed to verify the beamforming performances. In a typical room environment, when a sound wave strikes a surface, a certain fraction of energy is absorbed and the fractional loss is characterized by the absorption coefficients. The overall effect can be captured by the reverberation time (see [25] for more details). Therefore, we use a uniform absorption coefficient for all room boundaries to generate the room acoustics and we choose different in the following numerical experiments.
The implementation of Model I is a standard linear programming problem and the beamformer coefficients can be solved directly, but the beamformers designed from the multi-criteria decision Model II and Model III are governed by the weighting parameters . In general, for independent objectives, there does not exist a single solution that simultaneously optimizes all objectives in the multi-criteria optimization. The Pareto optima set is therefore needed. For Model II and Model III, we can vary the weighting parameters to obtain the Pareto optima set cor- responding to different indoor beamformer designs. In the following, we choose the Pareto optimal solutions based on the total reverberation suppression for Model II and Model III.
To explain the multi-criteria Model III, we give an example to illustrate the conflicting of the early reflections suppression and late reverberation suppression in Fig. 3 . Clearly we cannot find a design to minimize both early reflections and late reverberation and we need to trade off between both suppressions. It demonstrates that the separation scheme for suppressing early reflections and late reverberation in Model III is meaningful.
Since all the indoor beamformer design models can achieve the desired response in the passband, the other measures of performance are the noise reduction and reverberation suppression. Therefore, we use the following performance indicators to measure and compare among different models: the direct path response suppression (DRS (in dB)): the early reflections suppression (ERS (in dB)):
and the late reverberation suppression (LRS (in dB)):
Define the overall performance of the designed beamformer to be the total reverberation suppression (TRS=DRS+ERS+LRS), the numerical results are summarized in Table I Table I , the beamformers designed by the proposed models are all effective for noise reduction and reverberation suppression for different reverberation time 's. The beamformers designed using the multi-criteria decision based Model II and Model III have better performances than Model I in all performance indicators, and it can be seen that Model II and Model III have more significant improvements on DRS than Model I. Also, beamformers designed from Model III performs slightly better than that from Model II in the TRS, which gives credit to the flexibility introduced into Model III in choosing different weights. To take a closer look at the overall performance of the designed beamformers from Model III, frequency response functions with reverberation time and are shown in the Fig. 4 (in these figures, x(m) and f(Hz) denotes the space and the frequency domain, respectively).
In addition, we use the perturbed room acoustics to examine the robustness of the designed beamformers. We apply the designed beamformers at reverberation time into the perturbed acoustic room with reverberation time , respectively. From the experimental results summarized in Table II , the designed beamformers from the proposed models are all robust to small perturbations in the reverberation time.
Example 2. Signal suppression in stopband: In this example, we input a test signal in the stopband and evaluate the performances of the designed indoor beamformers. We use a male speech as the input signal and employ the setup of the room and layout of microphone array defined in Example 1 with reverberation time for the simulation. The beamformers are designed using Model I, Model II and Model III. For comparison, we use the signal captured by the center element of the microphone array as a reference signal. The positions tested are at and and the amplitude suppressions are depicted in Fig. 5 . It can be seen that all the designed beamformers are effective on the noise suppression in the stopband, and the beamformer designed using Model III is slightly better than Model I and Model II.
There are many objective measurement methods derived in the literature to evaluate the performance of speech enhancement [37] , such as the signal-to-noise ratio (SNR) [38] and signal-to-interference ratio (SIR) [39] . In order to measure the noise and reverberation suppression in the stopband, we can similarly define the overall suppression measurement as follows: (14) where and represent the frequency spectrums of the input signal and the beamformer output, respectively. We select the stopband location from to with m spacing to evaluate the noise suppression. A summary of the results is depicted in Fig. 6 . We can see that all the suppression measurements in the stopband interval m m have been enhanced after beamforming by using the proposed models, and the farther away from passband, the better performance on suppression. Moreover, we can see that the multi-criteria based Model II and Model III perform better than Model I; in particular, the proposed Model III performs best among all the methods.
Example 3. Performance Evaluation With Recordings:
In this example, the effectiveness of the proposed models for beamformer design is evaluated using sound recordings in an actual meeting room. We also compare the performances of beamformers designed via the matched-filter array (MFA), direct path transfer function and the proposed methods. We choose a meeting room to generate the room acoustics with the parameter settings of the environment and microphone array as shown in Table III and Fig. 7 .
In order to setup a microphone array, a linear microphone array composed of 7 elements having an inter-element spacing of m is placed in the middle of the table, with about m above the floor. Then we set the passband to be the rectangular region m m with a grid for discretization, where is the speaker position and they are all m above the floor. For the recordings, a male and a female speech are played back at kHz for about 9 seconds. The recording signals are re-sampled to be kHz for beamforming processing. In the frequency domain, we set the passband and stopband to be kHz kHz and kHz kHz , respectively, and with 40 grid points for discretization. We define a tap FIR filter behind each microphone element to design the beamformer, and select microphone element at the centre as the beamformer output. In general, the direct path captured signals are defined as the desired output and used in performance evaluation. As the recordings are contaminated by reflections and reverberation, therefore, we simulate the desired output signals by using the convolution of original speeches with the direct path impulse responses and extract the components in frequency region kHz kHz to generate the desired signals.
To evaluate the performance of dereverberation, we introduce the segmental signal-to-reverberation ratio (SRR) [40] as (15) where and represent the desired speech signal estimated according to above method and the enhanced speech from the beamformer out in -th time frame, respectively.
In the experiment, we first measure the room acoustics to characterize the meeting room, then we design a similar room using the room simulator with similar characteristics. We take the reverberation time as for the fast-ISM room simulator to estimated the corresponding RIRs during the design of beamformer. Then, we use the proposed implementation models to design beamformers and carry out beamforming for speech quality enhancement. In addition, we apply the matchedfiltering array (MFA) technique to process the reverberant signals for comparison, and also apply the beamformer designed from the direct path transfer function. The experimental results are summarized in Table IV , in which the column 'Reverberant' is the unfiltered reverberant signal captured by the centering element of microphone array, 'MFA-method' is the filtered signal using the matched-filter array, and the 'Direct path', 'Model I', 'Model II' and 'Model III' are the filtered signals using beamformers designed via the direct path transfer function, Model I, Model II and Model III, respectively. According to the evaluation in Table IV , we can see that the qualities of Male and Female speeches have been deteriorated by the room acoustics. After beamforming, all the segmental SRR scores are increased by different levels, and the results show that all the beamformers designed are effective. In addition, we can see that the beamformer based on Model III has the best performance on dereverberation.
Furthermore, we also evaluate the stopband suppression for these methods by using the indicator Supp defined in (14) and the results are in Table V . From the stopband suppression measurement, the beamformers designed based on the MFA-method and direct path transfer function have very poor performance on both Male or Female speeches, whereas all the other proposed models perform better. Among all, Model III shows the best result.
To illustrate further the overall beamforming performance, we plot the Female speeches before and after processing by using the beamformers in Fig. 8 . We also plot the spectrograms by using a 2 second signals in Fig. 9 . From the results, reflections of the speeches are removed to a certain extent in the outputs of the designed beamformers from the MFA-method, direct path method, and the proposed methods. It is further observed that the proposed models are more effective for dereverberation. Moreover, it can be seen from the spectrograms that distortion is not serious.
V. CONCLUSION
In this paper, we have formulated the indoor beamformer design problem into a minimax semi-infinite programming problem. We introduced the fast-ISM room simulator to estimate the RIRs, and separated them into a direct path response, early reflections and late reverberation. Based on our simulated results, we have demonstrated that early and late reverberation behave in a Pareto manner. We went on to propose and construct two multi-criteria optimization models incorporating separated RIRs for the design of more effective beamformers in a reverberant environment.
To verify the effectiveness of the proposed indoor beamformer designs, we have employed both simulated scenarios and actual recordings in a meeting room. The experimental results showed that multi-criteria based models can improve the overall performance. The designs are also robust to small perturbations to the room acoustics. Furthermore, we have evaluated the performance using actual recordings in a meeting room, and have shown that the proposed models all effective in dereverberation and noise suppression. In particular, the proposed Model III has the best performance. As a future work, it would also be of interest to investigate the placement problem [41] in dereverberation, and the use of calibration signals to estimate RIRs and employed in the multi-criteria optimization.
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