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Christoph te KampeZusammenfassung
Die vorliegende Arbeit untersucht ausgew ahlte Eigenschaften von "Prefe-
rential Attachment\-Graphen. Darunter verstehen wir eine Klasse komple-
xer zuf alliger Graphen, die mit einer vorgegebenen Konguration gestartet
werden und anschlieend mit jedem Zeitschritt um eine Ecke und m 2 N
Kanten wachsen. Die Wachstumsregeln sind so gestaltet, dass eine neue Ecke
ihre Kanten bevorzugt an Ecken sendet, die bereits mit vielen anderen Ecken
verbunden sind, woraus sich die Bezeichnung "Preferential Attachment\ (PA)
ableitet.
Die Arbeit stellt zun achst heuristisch die Eigenschaft der Skalenfreiheit von
PA-Modellen vor und bespricht anschlieend einen Beweis zu dieser The-
se. Weiter betrachten wir den Durchmesser von PA-Graphen und untersu-
chen das Verhalten bei Anwachsen des Graphen. Wir erkennen, dass der
Durchmesser bei wachsendem Graphen deutlich langsamer w achst, was wir
als "Small-World\-Ph anomen bezeichnen. Die zentralen Aussagen und Be-
weise orientieren sich an den Arbeiten von Remco van der Hofstad, der die
bekannten PA-Modelle um einen Parameter  erweitert hat. Damit ist es
m oglich, sowohl logarithmische als auch doppelt-logarithmische Schranken
f ur den Durchmesser zu erhalten.Inhaltsverzeichnis
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iEinleitung
Gegenstand der vorliegenden Arbeit ist eine Klasse von komplexen zuf alligen
Graphen, die als "Preferential Attachment-Graphen\ bezeichnet werden (PA-
Graphen). Die zugrunde liegenden Modelle zeichnen sich dadurch aus, dass
sie mit einer vorgegebenen Konguration gestartet und dann mit jedem Zeit-
schritt um eine Ecke und m 2 N Kanten erweitert werden. Die Besonderheit
der Modelle besteht darin, dass eine neue Ecke ihre Kanten bevorzugt an
Ecken sendet, die bereits mit vielen anderen Ecken verbunden sind. Die vor-
gestellten Modelle liefern eine Erkl arung f ur das Auftreten von Ph anomenen,
die mit der Theorie der klassischen Erd} os-Renyi-Graphen bisher nicht erkl art
werden konnten, so z.B. dem "Small World\-Ph anomen oder der Skalenfrei-
heit eines Netzwerks.
Barab asi und Albert haben eine einfache Version eines PA-Modells be-
reits in [BA99] vorgestellt. Bollob as et al. pr azisierten das Modell und lie-
ferten in [BRST01] einen Beweis f ur die Power Law-Eigenschaft der Grad-
folge. In [BR04] zeigen Bollob as und Riordan dann, dass der Durchmesser
der PA-Modelle asymptotisch logt=loglogt ist. Die vorliegende Diplomarbeit
orientiert sich an [Hof07] und [HH08]. Darin werden die genannten Modelle
um einen Parameter  erweitert, wodurch der Exponent in der Gradfolge so
variiert werden kann, dass man sowohl logarithmische als auch doppelt loga-
rithmische Schranken f ur den Durchmesser erh alt.
Die hier besprochenen Modelle hat Remco van der Hofstad im Mai 2007
in [HH07] vorgestellt. Eine  uberarbeitete Version wurde zwischenzeitlich in
"The Annals of Applied Probability\ zur Ver oentlichung eingereicht (vgl.
[HH08]). Das Verhalten des Durchmessers von PA-Graphen f ur t ! 1 ist
noch nicht abschlieend beschrieben. Bei Abgabe der Diplomarbeit im M arz
2009 wurde mit [DHH09] eine weitere Arbeit vorgestellt, deren wesentliche
Resultate zu Beginn von Kapitel 3 wiedergegeben werden.
In dieser Arbeit befassen wir uns mit drei leicht unterschiedlichen Mo-
iidellen. Im ersten Kapitel werden die Modelle zun achst deniert und ihre
Graphen bez uglich der wesentlichen Eigenschaften beschrieben. Wir geben
jeweils eine Ausgangskonguration an sowie Regeln, nach denen die Modelle
wachsen sollen. Alle drei Modelle folgen dem Prinzip des "preferential attach-
ment\. Die Wachstumsregeln bilden die Grundlage f ur die weiteren Beweise
und werden im Verlauf der Arbeit st andig benutzt werden.
Im zweiten Kapitel erl autern wir den Begri der Gradfolge eines PA-
Modells. Wir stellen eine Heuristik von Barab asi und Albert vor, die zu der
Vermutung f uhrt, dass die Gradfolge einer "Power-Law\ der Form cmk 
folgt. Wir denieren dann eine Wahrscheinlichkeitsverteilung fpkg
1
k=1 mit
eben dieser Eigenschaft und zeigen, dass die Gradfolge des PA-Modells sto-
chastisch gegen diese Folge konvergiert. Als Ergebnis des Kapitels k onnen
wir die Eigenschaft der Skalenfreiheit f ur das Modell verizieren.
Im dritten Kapitel untersuchen wir die Modelle auf das Ph anomen der
"Small Worlds\. Die unterschiedlichen Aussagen des Kapitels gehen auf die
Variation des Exponenten  zur uck. Im ersten Abschnitt zeigen wir, dass
der Durchmesser des Graphen mit hoher Wahrscheinlichkeit nach oben be-
schr ankt wird durch eine Konstante mal logt, falls  2 (2;1). Im zweiten
Abschnitt w ahlen wir f ur   0 bzw.  2 [3;1), dass der Durchmesser des
Graphen mit hoher Wahrscheinlichkeit nach unten beschr ankt wird durch
eine Konstante mal
logt
loglogt. Im letzten Abschnitt setzen wir  2 ( m;0) und
reduzieren den Exponenten der Gradfolge damit auf  2 (2;3). In diesem
Fall und mit m  2 k onnen wir eine doppelt logarithmische obere Schranke
des Durchmessers zeigen. D.h. der Durchmesser des Graphen wird mit hoher
Wahrscheinlichkeit nach oben beschr ankt durch eine Konstante mal loglogt.
Im vierten Kapitel nden sich technische Lemmata und Beweise, die zu-
gunsten der  Ubersicht nicht im Hauptteil untergebracht werden.
Notation: F ur eine Folge von Ereignissen fEtgt1, schreiben wir dass Et
mit hoher Wahrscheinlichkeit eintritt, wenn limt!1 P(Et) = 1. Mit Be-
zug auf die  uberwiegend englischen Quellen der Arbeit benutzen hierf ur die
Abk urzung whp (with high probability).
Des weiteren wird an mehreren Stellen auf die Gammafunktion verwie-
sen. Dabei sind die folgende Eigenschaften f ur uns von Bedeutung:
iiiSei   : R
+  ! R mit t 7 !
R 1
0 xt 1e xdx. Es gilt
 (n + 1) = n! f ur alle n 2 N (0.0.1)
 (t + 1) = t (t) f ur alle t 2 R (0.0.2)
 (t)
 (t   a)
= t
a(1 + o(1)) f ur t ! 1;a 2 R und t > a: (0.0.3)
Einen Beweis ndet man z. B. in [AE99], S. 100.
ivKapitel 1
Denition der Modelle
Die Modelle, die wir untersuchen, liefern uns eine Folge von Graphen fGm(t)g,
die f ur t  1 oder t  2 jeweils einen Graphen mit t Ecken und mt Kan-
ten liefert, f ur ein gegebenes m 2 N. Wir betrachten drei Variationen von
PA-Modellen, die wir im folgenden mit (a), (b) und (c) bezeichnen. Ein we-
sentliches Unterscheidungsmerkmal ist dabei die Frage, ob eine Ecke mit
sich selbst verbundenen werden kann, und ob wir infolge dessen einen zusam-
menh angenden Graphen erreichen oder nicht. Des weiteren unterscheiden wir
die Modelle darin, ob alle Kanten einer Ecke mit der gleichen Wahrscheinlich-
keit auf die vorhanden Ecken verteilt werden, oder ob sich die Wahrschein-
lichkeiten nach jeder der m Kanten  andern sollen. Doch gehen wir nun in die
Details:
1.1 Das Barab asi-Albert-Modell
Das erste Modell mit dem wir uns besch aftigen, geht auf Barab asi und Albert
zur uck und wurde erstmals in [BA99] beschrieben. In unserem Fall wurde
das Modell von Remco van der Hofstad1 um einen Parameter  erweitert,
den wir in sp ateren Abschnitten noch n aher beschreiben wollen. Wir w ahlen
zun achst m = 1 und konstruieren das Modell f ur allgemeines m anschlieend.
Zum Zeitpunkt t = 1 bestehe G1(1) aus einer einzelnen Ecke, die  uber eine
Kante mit sich selbst verbunden ist. Immer wenn eine Kante eine Ecke mit
sich selbst verbindet, wollen wir von einer Schlaufe sprechen.
Die Ecken des Graphen bezeichnen wir mit 1;2;:::, so dass die Ecken von
Gm(t) durch die Menge f1;2;:::;tg bezeichnet sind. Weiter bezeichnen wir
1Remco van der Hofstad, Eindhoven University of Technology, Department of Mathe-
matics and Computer Science
1mit di(t) den Grad einer Ecke i, also die Anzahl von Kanten, die zu i inzident
sind. Eine Schlaufe erh ohe dabei den Grad einer Ecke um 2. Der Parameter
des Modells sei    1. Um von G1(t) zu G1(t + 1) zu gelangen, lassen wir
das Modell nun wie folgt wachsen. F ur t > i beschreibe ft ! ig das Ereignis,
dass sich die Ecke t mit der Ecke i verbinde. Wir f ugen nun eine Ecke t + 1
hinzu, von der eine neue Kante ausgeht. Das Ende dieser Kante soll sich mit
Wahrscheinlichkeit
P(t + 1 ! ijG1;(t)) =
1 + 
t(2 + ) + (1 + )
; i = t + 1; (1.1.1)
mit t + 1 selbst verbinden (Schlaufe) und mit Wahrscheinlichkeit
P(t + 1 ! ijG1;(t)) =
di(t) + 
t(2 + ) + (1 + )
; i = 1;:::;t; (1.1.2)
mit einer der bestehenden Ecken des Graphen. Wegen
Pt
i=1(di(t) + ) =
t(2 + ) summieren sich diese Wahrscheinlichkeiten zu 1.
Das Modell fGm(t)g1
t=1 f ur m > 1 leiten wir wie folgt aus dem Modell
f ur m = 1 ab: Wir starten mit G1(mt) mit 0 = 
m und bezeichnen die Ecken
in G1(mt) mit 10;:::;(mt)0. Dann fassen wir die Ecken 10;:::;m0 in G1(mt)
zu Ecke 1 in Gm(t) zusammen und fortlaufend die Ecken (m+1)0;:::;(2m)0
in G1(mt) als Ecke 2 in Gm(t). Allgemeiner gesagt: Die Ecken ((j   1)m +
1)0;:::;(jm)0 in G1(mt) bilden gerade die Ecke j in Gm(t). Bestehen nun f ur
i;j 2 N Kanten zwischen einer der Ecken ((j 1)m+1)0;:::;(jm)0 und einer
der Ecken ((i 1)m+1)0;:::;(im)0 setzen wir diese Kanten auch zwischen i
und j, was zu Schlaufen f uhrt wenn i = j.
Alternativ kann man das Modell f ur m  1 formulieren, wenn man auf
die einzelnen Kanten abstellt. Wir bezeichnen mit di(e;t) den Grad der i-ten
Ecke, nachdem die e-te Kante von t + 1 verbunden wurde. Wir starten mit
einer Ecke 1, die m Verbindungen zu sich selbst hat. Im Schritt von t nach t+1
f ugt man eine neue Ecke mit m Kanten hinzu, wobei die Wahrscheinlichkeit,
dass die e-te Kante der Ecke t + 1 mit einer vorhandenen Ecke i verbunden
wird, durch
P(t + 1 ! ijGe 1;m(t)) =
di(e   1;t) + 
t(m + ) + (e + )
; i = 1;:::;t; (1.1.3)
gegeben ist und die Wahrscheinlichkeit, dass die e-te Kante mit t + 1 selbst
verbunden wird, durch
P(t + 1 ! ijGe 1;m(t)) =
e + 
t(m + ) + (e + )
; i = 1 + 1: (1.1.4)
2Im Vergleich zu den nachfolgenden Modellen halten wir zwei Eigenschaf-
ten fest:
 Dieses Modell ordnet dem Ereignis, dass sich eine Ecke mit sich selbst
verbindet, eine Wahrscheinlichkeit gr oer Null zu, womit der entste-
henden Graph nicht notwendigerweise zusammenh angend sein muss.
 Die Wahrscheinlichkeiten f ur die Bindung an eine der vorhandene Ecken
 andern sich mit jeder neuen Kante.
W ahlen wir  = 0 erhalten wir das urspr ungliche Barab asi-Albert-Modell aus
[BRST01]. Im weiteren Verlauf der Arbeit werden wir von diesem Modell als
Modell (a) sprechen.
1.2 Der zusammenh angende Graph
Das zweite Modell unterscheidet sich von Modell (a) dadurch, dass wir keine
Schlaufen erlauben wollen. Wir beginnen wiederum mit der Formulierung f ur
m = 1. F ur t = 1 w are eine Schlaufe unumg anglich, weshalb wir das Modell
gleich f ur t = 2 starten. G1(2) besteht aus den Ecken 1 und 2, die  uber zwei
Kanten miteinander verbunden sind. F ur t > 2 denieren wir, bedingt auf
G1(t), die Wachstumsregel nach G1(t + 1) wie folgt. F ur    1 sei
P(t + 1 ! ijG1(t)) =
di(t) + 
t(2 + )
; i = 1;:::;t: (1.2.1)
Auch hier nutzen wir das Modell f ur m = 1 um das Modell f ur m > 1 zu
formulieren, und zwar exakt so, wie wir es f ur Modell (a) gemacht haben.
Eine alternative Formulierung analog (1.1.3) lautet hier
P(t + 1 ! ijGe 1;m(t)) =
di(e   1;t) + 
t(m + )
; i = 1;:::;t: (1.2.2)
Die wesentlichen Eigenschaften sind hier:
 Das Modell liefert f ur alle m  1 einen zusammenh angenden Graphen,
denn wenn der Graph f ur m = 1 zusammenh angend ist, dann auch der
f ur m > 1.
 Die Wahrscheinlichkeiten f ur die Bindung an eine der vorhandene Ecken
 andern sich mit jeder neuen Kante.
3Im weiteren Verlauf der Arbeit sprechen wir von diesem Modell als Modell
(b).
Bemerkung: In den Modellen (a) und (b) f ur m > 1 haben wir 0 = 
m
gerade so gew ahlt, dass in dem resultierenden Graphen Gm(t), den wir aus
den gruppierten Ecken von G1(mt) konstruiert haben, die Endpunkte der
Kanten einer neuen Ecke gerade abh angig vom Grad der vorhandenen Ecken
plus der Konstante  gew ahlt wurden.
1.3 Unabh angige Kanten
Das dritte Modell beschreiben wir direkt f ur allgemeines m  1. Bedingt auf
Gm(t) w ahlen wir die Endpunkte der m Kanten von t+1 unabh angig davon,
wieviele der m Kanten dieser Ecke wir schon verteilt haben. Wir beginnen mit
Gm(2) und den Ecken 1 und 2, die durch 2m Kanten miteinander verbunden
sind. Da die Endpunkte der Kanten unabh angig ausgew ahlt werden, k onnen
wir die Denition von fGm(t)gt2 f ur m  1 in einem Schritt angeben. F ur
1  e  m ist
P(e-te Kante von t + 1 ist verbunden mit ijGm(t)) =
di(t) + 
t(2m + )
; (1.3.1)
i = 1;:::;t. Die wesentlichen Eigenschaften dieses Modells, das wir als Modell
(c) bezeichnen wollen, sind:
 Das Modell liefert f ur alle m  1 einen zusammenh angenden Graphen.
 F ur alle Kanten einer neuen Ecke sind die Wahrscheinlichkeiten, sich
an eine der bereits vorhandenen Ecke zu binden, gleich.
Bemerkung: F ur m = 1 sind die Modelle (b) und (c) identisch.
4Kapitel 2
Gradfolge und Skalenfreiheit
2.1 Die Gradfolge eines PA-Modells
Mit fpk(t)g
1
k=1 bezeichnen wir im folgenden die Gradfolge eines PA-Modells.
Dabei beschreibt die Zufallsvariable pk(t) f ur jedes k 2 N die relative Anzahl
von Ecken, die zum Zeitpunkt t gerade Grad k haben. Genauer denieren
wir
pk(t) =
1
t
t X
i=1
1fdi(t)=kg: (2.1.1)
Barab asi und Albert haben 1999 durch Simulationen am Computer be-
reits darauf hingewiesen, dass die Verteilung der Grade einer "Power Law\
folgt (vgl. [BA99]). Abweichend zu Abschnitt 1.1 wurde dort deniert, dass
sich eine neue Ecke i + 1 mit der Wahrscheinlichkeit P(t + 1 ! ijGm(t)) =
di(t) P
j dj(t) mit einer bestehenden Ecke i verbindet, was in unserem Modell der
Wachstumsregel (1.1.2) f ur  = 0 entspricht. In [BA99] betrachten die Au-
toren den Grad di einer Ecke i als stetige Funktion der Zeit, und erhalten
so
@di
@t
= m 
di P
j dj
=
di
2t
; (2.1.2)
da
P
j dj(t) = 2mt. Die L osung dieser Dierentialgleichung ist
di(t) = m(
t
ti
)
1
2; (2.1.3)
wobei ti der Zeitpunkt sein soll, zu dem die Ecke i hinzugef ugt wurde. Um-
formen liefert
P(di(t) > k) = P(ti < t
m2
k2 ) =
m2
k2 ; (2.1.4)
5wobei wir benutzt haben, dass die Ecken auf [0;t] gleichm aig hinzugef ugt
werden und somit f ur t0  t gilt, P(ti < t0) =
t0
t . Dierenzieren nach k liefert
dann
P(di(t) = k) =
2m2
k3 : (2.1.5)
Wir denieren nun f ur m  1 und  >  m eine Wahrscheinlichkeitsver-
teilung fpkg1
k=1 durch
pk :=
(2 + 
m) (k + ) (m + 2 +  + 
m)
 (m + ) (k + 3 +  + 
m)
: (2.1.6)
Zun achst ist zu zeigen, dass es sich bei fpkg1
k=1 tats achlich um eine Wahr-
scheinlichkeitsverteilung auf N handelt:
Beweis: Aus der Denition von pk folgt direkt, dass pk  0 f ur alle k 2 N.
Weiter ist zu zeigen, dass
P1
k=1 pk = 1. Mehrfaches Anwenden von (0.0.2)
liefert
 (k + a)
 (k + b)
=
1
b   a   1

 (k + a)
 (k   1 + b)
 
 (k + 1 + a)
 (k + b)

: (2.1.7)
Nun setzen wir a = , b = 3 +  + 
m und erhalten f ur (2.1.6)
pk =
 (m + 2 +  + 
m)
 (m + )

 (k + )
 (k + 3 +  + 
m)
 (2 +

m
) (2.1.8)
=
 (m + 2 +  + 
m)
 (m + )
 
 (k + )
 (k + 2 +  + 
m)
 
 (k + 1 + )
 (k + 3 +  + 
m)
!
:
F ur k < m ist pk = 0, da jede Ecke mindestens m Kanten hat. Summieren
der Wahrscheinlichkeiten liefert uns eine Teleskopsumme, so dass
X
k1
pk =
X
km
pk
=
 (m + 2 +  + 
m)
 (m + )
X
km
 (k + )
 (k + 2 +  + 
m)
 
 (k + 1 + )
 (k + 3 +  + 
m)
=
 (m + 2 +  + 
m)
 (m + )

 (m + )
 (m + 2 +  + 
m)
= 1: (2.1.9)
2
Wir d urfen also im folgenden von fpkg
1
k=1 als einer Wahrscheinlichkeits-
verteilung auf N sprechen. Nun wollen wir  uberpr ufen, ob die pk auch als Ver-
teilung der Grade in einem PA-Modell geeignet sind. Daf ur  uberpr ufen wir
6zun achst, ob die heuristisch begr undete Power Law-Eigenschaft auf fpkg
1
k=1
zutrit:
Wir beginnen mit dem vereinfachten Fall f ur  = 0. Dann k onnen wir f ur alle
k  m rechnen, dass
pk =
2 (k) (m + 2)
 (k + 3) (m)
=
2(k   1)!(m + 1)!
(k + 2)!(m   1)!
=
2m(m + 1)
k(k + 1)(k + 2)

2m2
k3 : (2.1.10)
Das heit, die Wahrscheinlichkeit, dass eine zuf allig gew ahlte Ecke im PA-
Graphen Grad k hat, nimmt mit zunehmendem k polynomiell ab. Unsere
Heuristik scheint uns also auf den richtigen Weg zu bringen. Etwas allge-
meiner k onnen wir rechnen, wenn wir uns Eigenschaft (0.0.3) der Gamma-
Funktion zunutze machen. Wir w ahlen t = k +  und a =   =  (3 + 
m).
F ur k ! 1 erhalten wir aus (2.1.6)
pk = cm(k + )
 (1 + o(1))
 cmk
 ; (2.1.11)
wobei
 = 3 +

m
> 2; und cm =
(2 + 
m) (m + 2 +  + 
m)
 (m + )
: (2.1.12)
Damit haben wir gezeigt, dass fpkg
1
k=1 einem Potenzgesetz folgt. Wie der
Leser sicher schon vermutet, wird sich fpkg
1
k=1 im weiteren Verlauf als die
gesuchte Verteilung der Grade in einem PA-Modell herausstellen. Genauer
gesagt, werden wir im restlichen Teil des Kapitels zeigen, dass pk(t) f ur t ! 1
stochastisch gegen pk konvergiert. Eine st arkere Aussage ist
Theorem 1 (Gradfolge eines PA-Modells) Sei  >  m und m  1. Dann
gibt es eine Konstante C > 0, so dass f ur t ! 1 gilt:
P
 
max
k
jpk(t)   pkj  C
r
logt
t
!
= o(1): (2.1.13)
Theorem 1 soll in zwei Schritten bewiesen werden. Zun achst zeigen wir in
Abschnitt 2.2, dass die Gradfolge hinreichend dicht um ihren Erwartungswert
konzentriert ist, was die Aussage von Proposition 2.2.1 ist. Dort erhalten wir
als Zwischenergebnis
P
 
max
k
jpk(t)   E[pk(t)]j  C
r
logt
t
!
= o(1): (2.1.14)
7Anschlieend zeigen wir in Abschnitt 2.3, dass der Erwartungswert der Grad-
folge f ur groe t nur wenig von der in (2.1.6) denierten Verteilung abweicht,
also dass gleichm aig f ur alle k 2 N
jE[pk(t)]   pkj 
C
t
: (2.1.15)
2.2 Die Konzentration der Gradfolge
Im folgenden bezeichnen wir die Anzahl der Ecken vom Grad k zum Zeit-
punkt t mit
Pk(t) :=
t X
i=1
1fdi(t)=kg = tpk(t): (2.2.1)
Proposition 2.2.1 (Konzentration der Gradfolge) Sei    m und m  1.
Dann gibt es ein C  0, so dass f ur t ! 1
P

max
k
jPk(t)   E[Pk(t)]j  C
p
tlogt

= o(1): (2.2.2)
Die Aussage von Proposition 2.2.1 ist also insbesondere, dass Pk(t) whp nur
sehr wenig (genauer gesagt nicht mehr als C
p
tlogt) von seinem Erwartungs-
wert abweicht.
Beweis: Der maximale Grad einer Ecke ist m(t + 1). Wegen Pk(t) = 0 f ur
k > m(t + 1) gilt
P

max
k
jPk(t)   E[Pk(t)]j  C
p
tlogt

= P

max
km(t+1)
jPk(t)   E[Pk(t)]j  C
p
tlogt


m(t+1) X
k=1
P

jPk(t)   E[Pk(t)]j  C
p
tlogt

: (2.2.3)
Es ist also zu zeigen, dass es ein C > 0 gibt, so dass f ur alle k  t gilt
P

jPk(t)   E[Pk(t)]j  C
p
tlogt

= o(t
 1): (2.2.4)
F ur n = 0;:::;t bezeichne
Mn = E[Pk(t)jGm(n)] (2.2.5)
8die bedingte Erwartung der Anzahl von Ecken mit Grad k zum Zeitpunkt
t, unter der Bedingung Gm(n). Das heit, wir betrachten einen Prozess, der
uns f ur eine festes t die bedinge Erwartung von Pk(t) liefert, wobei sich die
Bedingung Gm(n) mit n = 1;2;:::;t jeweils gem a der Entwicklung von Gm
 andert. Da der Graph Gm(n) vom Graphen Gm(n + 1) abgeleitet werden
kann, gilt mit der Turmeigenschaft f ur bedingte Erwartungswerte
E[Mn+1jGm(n)] = E[E[Pk(t)jGm(n + 1)]jGm(n)]
= E[Pk(t)jGm(n)]
= Mn; wobei n  t   1: (2.2.6)
Damit erf ullt fMng
t
n=0 die Anforderungen der bedingten Erwartungswerte
f ur Martingale. Der Prozess fMng
t
n=0 ist ein Doobsches Martingal. Zudem
wird Pk(t) beschr ankt durch die Gesamtzahl der Ecken zum Zeitpunkt t, also
Pk(t)  t. Damit gilt
E[jMnj] = E[Mn] = E[Pk(t)]  t < 1: (2.2.7)
Als ersten Schritt zum Beweis von Proposition 2.2 halten wir daher fest,
dass es sich bei dem Prozess fMng
t
n=0 um ein Martingal bez uglich der von
fGm(n)g
t
n=0 erzeugten Filtrierung handelt. F ur M0 ergibt sich
M0 = E[Pk(t)jGm(0)] = E[Pk(t)]; (2.2.8)
da der "leere\ Graph Gm(0) keine Bedingung darstellt. Zudem ist Mt eben-
falls eindeutig bestimmt durch
Mt = E[Pk(t)jGm(t)] = Pk(t); (2.2.9)
da Pk(t) von Gm(t) festgelegt wird. Als zweiten wesentlichen Schritt zum
Beweis von Proposition 2.2.4 k onnen wir nun berechnen
Pk(t)   E[Pk(t)] = Mt   M0: (2.2.10)
Schritt drei erfordert zun achst das folgende Lemma.
Lemma 2.2.2 (Ungleichung von Azuma-Hoeding) Sei fMng
t
n=0 ein Mar-
tingal, so dass f ur Kn  0 gilt
P[jMn   Mn 1j  Kn] = 1 f ur alle n  1 (2.2.11)
und  := M0 = E[Mn]. Dann gilt f ur alle a  0
P[jMn   j  a]  2exp

 
a2
2
Pn
i=1 K2
i

: (2.2.12)
9Einen Beweis ndet man in [Hof07], Theorem 2.22.
Wir behaupten
jMn   Mn 1j  2m (2.2.13)
und betrachten daf ur
Mn   Mn 1 = E[Pk(t)jGm(n)]   E[Pk(t)jGm(n   1)] (2.2.14)
= E[E[Pk(t)jGm(n)]   Pk(t)jGm(n   1)]: (2.2.15)
Da Gm(n   1) bekannt ist, k onnen sich neue Informationen in Gm(n) ledig-
lich auf die m Kanten beziehen, die mit der Ecke n hinzugekommen sind.
Mit dieser Information bilden wir dann den Erwartungswert der Gradfolge
bez uglich der  ubrigen Kanten, welche mit den Ecken n + 1;:::;t hinzukom-
men. Einen Unterschied bei Kenntnis von Gm(n) im Gegensatz zu Gm(n 1)
kann sich jedoch lediglich auf die m Kanten beziehen, die von der Ecke n
stammen. Diese Anzahl ist h ochstens m, so dass die Verteilung der Grade
um h ochsten 2m abweichen kann bei Kenntnis von Gm(n) statt Gm(n   1).
Damit haben wir (2.2.13) gezeigt.
Die Ungleichung von Azuma-Hoeding liefert dann mit Kn = 2m, dass
f ur alle a > 0
P(jPk(t)   E[Pk(t)]j  a)  2e
  a2
8m2t (2.2.16)
also auch f ur a = C
p
tlogt. W ahlen wir C2 > 8m2, gilt
P

jPk(t)   E[Pk(t)]j  C
p
tlogt

 2e
 logt C2
8m2 = o(t
 1): (2.2.17)
2
2.3 Erwartungswert der Gradfolge
In diesem Abschnitt betrachten wir die erwartete Anzahl von Ecken in einem
PA-Graphen, die genau Grad k haben. Als Bezeichnung w ahlen wir
 Pk(t) := E[Pk(t)] (2.3.1)
mit k 2 N. Dabei soll gezeigt werden, dass  Pk(t) nur gering von pkt abweicht,
wobei pk deniert ist wie in (2.1.6). Diese Aussage macht die folgende Pro-
position:
Proposition 2.3.1 (Erwartungswert der Gradfolge): Sei  >  m und m 
1. Dann gibt es eine Konstante C = C(;m), so dass f ur alle t  1 und alle
k 2 N gilt,
j  Pk(t)   pktj  C: (2.3.2)
10Der Beweis von Proposition 2.3.1 l asst sich in zwei Teile gliedern, zum
einen f ur m = 1 und weiter f ur m > 1. Im folgenden wird nur der Beweis f ur
m = 1 besprochen. Den Beweis f ur m > 1 ndet man in [Hof07], Abschnitt
8.5.2.
Beweis: Zun achst leiten wir die Verteilung von pk aus Abschitt 2.1 her.
Wir k onnen schreiben
E[Pk(t + 1)jG1(t)] = Pk(t) + E[Pk(t + 1)   Pk(t)jG1(t)]: (2.3.3)
Bedingt auf G1 gibt es vier F alle, f ur die Pk(t+1) Pk(t) 6= 0. F ur diese unter-
schiedlichen F alle k onnen wir aus der Wachstumsregel des PA-Graphen Ein-
trittswahrscheinlichkeiten festlegen, die anschlieend jeweils mit der H augkeit
der m oglichen F alle im Graphen multipliziert werden. Als Ergebnis erhalten
wir den bedingten Erwartungswert auf der rechten Seite von (2.3.3).
1. Wir betrachten eine zum Zeitpunkt t bereits vorhandene Ecke i mit
Grad di(t) = k   1, die nun mit der Ecke t + 1 verbunden wird. Pk(t)
erh oht sich dann um eins. Nach (1.1.2) ist die Wahrscheinlichkeit f ur
dieses Ereignis k 1+
t(2+)+(1+).
2. Wir betrachten eine zum Zeitpunkt t bereits vorhandene Ecke i mit
Grad di(t) = k, die nun mit der Ecke t + 1 verbunden wird. Pk+1(t)
erh oht sich dann um eins. Nach (1.1.2) ist die Wahrscheinlichkeit f ur
dieses Ereignis k+
t(2+)+(1+).
3. Der Grad der zuletzt hinzugef ugten Ecke ist eins, d.h. P1(t) erh oht sich
um eins. Das ist immer dann der Fall, wenn die Ecke t + 1 nicht mit
sich selbst verbunden wird. Die Wahrscheinlichkeit f ur dieses Ereignis
ist 1   1+
t(2+)+(1+).
4. Der Grad der zuletzt hinzugef ugten Ecke ist zwei, d.h. die Ecke t +
1 wurde mit sich selbst verbunden. In diesem Fall erh oht sich P2(t)
um eins. Nach (1.1.1) ist die Wahrscheinlichkeit f ur dieses Ereignis
1+
t(2+)+(1+).
11Fassen wir nun diese M oglichkeiten zusammen, erhalten wir als Ausgangs-
gleichung, dass
E[Pk(t + 1)   Pk(t)jG1(t)] =
k   1 + 
t(2 + ) + (1 + )
Pk 1(t)
 
k + 
t(2 + ) + (1 + )
Pk(t)
+ 1fk=1g(1  
1 + 
t(2 + ) + (1 + )
+ 1fk=2g
1 + 
t(2 + ) + (1 + )
: (2.3.4)
Dabei sei k  1. F ur k = 0 setzen wir
P0(t) = 0: (2.3.5)
Bilden wir nun den Erwartungswert f ur beide Seiten von (2.3.4), erhalten wir
f ur k  1 einen rekursiven Zusammenhang von  Pk(t+1) und  Pk(t), n amlich
 Pk(t + 1) =  Pk(t) +
k   1 + 
t(2 + ) + (1 + )
 Pk 1(t)
 
k + 
t(2 + ) + (1 + )
 Pk(t)
+ 1fk=1g(1  
1 + 
t(2 + ) + (1 + )
+ 1fk=2g
1 + 
t(2 + ) + (1 + )
: (2.3.6)
Wir erinnern uns, dass  Pk(t) = E[tpk(t)] und w ahlen nun pk so, dass die
Rekursion aus (2.3.6) erf ullt ist, also
pk =
k   1 + 
2 + 
pk 1  
k + 
2 + 
pk + 1fk=1g; (2.3.7)
und per Denition p0 = 0. Gleichung (2.3.7) aufgel ost nach pk ergibt:
pk =
k   1 + 
k + 2 + 2
pk 1 +
2 + 
k + 2 + 2
1fk=1g (2.3.8)
Zun achst l osen wir (2.3.7) und zeigen, dass fpkg
1
k=1 mit der Verteilung aus
(2.1.6)  ubereinstimmt. F ur k = 1 und mit p0 = 0 erhalten wir
p1 =
2 + 
3 + 2
(2.3.9)
12und weiter f ur k > 1
pk =
k   1 + 
k + 2 + 2
pk 1: (2.3.10)
Benutzt man (0.0.2) in der Form t =
 (t+1)
 (t) , kann man pk schreiben als
pk =
(k   1 + )(k   2 + )(1 + )
(k + 2 + 2)(k + 1 + 2)(4 + 2)
p1
(0:0:2)
=
 (k+)
 (k 1+) 
 (k 1+)
 (k 2+) 
 (2+)
 (1+)
 (k+3+2)
 (k+2+2) 
 (k+2+2)
 (k+1+2) 
 (5+2)
 (4+2)

2 + 
3 + 2
=
 (k + ) (4 + 2)
 (k + 3 + 2) (1 + )

2 + 
 (4+2)
 (3+2)
= (2 + )
 (k + ) (3 + 2)
 (1 + ) (k + 3 + 2)
(2.3.11)
Damit stimmt fpkg1
k=1 mit der in (2.1.6) denierten Verteilung  uberein.
Sei nun
"k(t) =  Pk(t)   tpk: (2.3.12)
Zum Beweis von Proposition 2.3.1 im Fall m = 1 ist zu zeigen, dass es ein
C = C() gibt, so dass
max
k
j"k(t)j  C: (2.3.13)
Eine explizite Schranke C wird dabei im weiteren Verlauf des Beweises be-
rechnet. Als Beweis f uhren wir eine Vollst andige Induktion in t. Dazu bedarf
es noch einer kurzen Vorbereitung:
13Die Gleichung (2.3.7) k onnen wir wie folgt umschreiben
(1 + t)pk = tpk + pk (2.3.14)
= tpk +
k   1 + 
t(2 + ) + (1 + )
tpk 1
| {z }
I
 
k + 
t(2 + ) + (1 + )
tpk
| {z }
II
+1fk=1g
+ (
1
2 + 
 
t
t(2 + ) + (1 + )
)(k   1 + )pk 1
| {z }
III
  (
1
2 + 
 
t
t(2 + ) + (1 + )
)(k + )pk
| {z }
IV
; (2.3.15)
da sich jeweils I und III sowie II und IV zu Null addieren. Zur Vereinfa-
chung denieren wir zwei Abk urzungen
(t) :=

1
2 + 
 
t
t(2 + ) + (1 + )

(k   1 + )pk 1
 

1
2 + 
 
t
t(2 + ) + (1 + )

(k + )pk (2.3.16)

(t) :=  1fk=1g
1 + 
t(2 + ) + (1 + )
+ 1fk=2g
1 + 
t(2 + ) + (1 + )
: (2.3.17)
Fasst man nun die Gleichungen (2.3.14) und (2.3.6) zusammen, so ergibt sich
"k(t + 1) =  Pk(t + 1)   (t + 1)pk
=

1  
k + 
t(2 + ) + (1 + )

"k(t) +
k   1 + 
t(2 + ) + (1 + )
"k 1(t)
+ k(t) + 
k(t): (2.3.18)
Durch Induktion in t wollen wir zeigen, dass "k(t) beschr ankt ist im Sinne
von (2.3.13). Wir starten den Induktionsanfang mit t = 1. F ur t = 1 besteht
G1(1) aus einer Ecke mit einer Schlaufe. Folglich ist  Pk(1) gerade 1 f ur k = 2
und f ur alle anderen k Null, also
 Pk(1) = 1fk=2g: (2.3.19)
Da pk  1, k onnen wir absch atzen
j"k(1)j = j  Pk(1)   pkj  max
  Pk(1);pk
	
 1 f ur alle k  1: (2.3.20)
14Damit haben wir den Induktionsanfang maxk j"k(1)j  C gezeigt. Wir fahren
fort mit dem Induktionsschritt t ! t + 1. Zun achst betrachten wir den Fall
k = 1. Wegen "0(t) = P0(t)   p0 = 0 (vgl. (2.3.5) und (2.3.7)), vereinfacht
sich (2.3.18) zu
"1(t + 1) =

1  
1 + 
t(2 + ) + (1 + )

"1(t) + 1(t) + 
1(t): (2.3.21)
Da 1+
t(2+)+(1+) eine Wahrscheinlichkeit ist, muss gelten
1  
1 + 
t(2 + ) + (1 + )
 0 (2.3.22)
und folglich
j"1(t + 1)j 

1  
1 + 
t(2 + ) + (1 + )

j"1(t)j + j1(t)j + j
1(t)j: (2.3.23)
Betrachtet man nun die ausf uhrlichen Schreibweisen zu k(t) und 
k(t), also
(2.3.16) und (2.3.17), so sieht man nach kurzer Rechnung, dass es Konstanten
C = C() und C
 = C
() gibt, so dass f ur alle k  1 gilt
jk(t)j  C(t + 1)
 1 und j
k(t)j  C
(t + 1)
 1: (2.3.24)
W ahle zum Beispiel C
 = 1 und C = supk1(k+)pk = (1+)p1 =
(1+)(2+)
3+2 ,
was nach kurzer Rechnung folgt, wenn man pk wie in (2.3.11) einsetzt. Wir
setzen nun in Gleichung (2.3.23) die Induktionsvoraussetzung (2.3.13) und
die Absch atzungen aus (2.3.24) ein und erhalten
j"1(t + 1)j  C

1  
1 + 
t(2 + ) + (1 + )

+ (C + C
)(t + 1)
 1
= C  
1 + 
t(2 + ) + (1 + )
C + (C + C
)(t + 1)
 1: (2.3.25)
Als n achstes benutzen wir, dass t(2 + ) + (1 + )  (t + 1)(2 + ), so dass
j"1(t + 1)j = C  
1 + 
(t + 1)(2 + )
C + (C + C
)(t + 1)
 1
 C   (t + 1)
 1

C
1 + 
2 + 
  (C + C
)

 C (2.3.26)
falls
C 
2 + 
1 + 
(C + C
): (2.3.27)
15F ur k  2 benutzen wir wieder die Absch atzung (2.3.18). F ur k  t(2+)+1
gilt
1  
k + 
t(2 + ) + (1 + )
 0: (2.3.28)
Daher wollen wir zun achst annehmen, dass diese Anforderung an k erf ullt
sei und betrachten den Fall k > t(2+)+2 sp ater. Mit (2.3.18) und (2.3.28)
erhalten wir dann f ur k  2 und  >  1
"k(t + 1) 

1  
k + 
t(2 + ) + (1 + )

"k(t) +
k   1 + 
t(2 + ) + (1 + )
"k 1(t)
+ k(t) + 
k(t): (2.3.29)
Wir benutzen nun wieder die Induktionsvoraussetzung maxk j"k(t)j  C und
die Absch atzungen f ur C und C
 aus (2.3.24) und erhalten
"k(t + 1)
 C

1  
k + 
t(2 + ) + (1 + )

+ C
k   1 + 
t(2 + ) + (1 + )
+ (C + C
)(t + 1)
 1
= C

1  
1
t(2 + ) + (1 + )

+ (C + C
)(t + 1)
 1: (2.3.30)
Wegen t(2 + ) + (1 + )  (t + 1)(2 + ) ergibt sich daraus
j"k(t + 1)j  C

1  
1
(t + 1)(1 + )

C + (C + C
)(t + 1)
 1
= C   (t + 1)
 1

C
2 + 
  (C + C
)

 C, falls C  (2 + )(C + C
) gilt. (2.3.31)
Daher w ahlen wir
C = (2 + )(C + C
)max

1;(1 + )
 1	
: (2.3.32)
Abschlieend betrachten wir den Fall k > t(2 + ) + 2:
F ur    1 ist k > t(2 + ) + 2  t + 2. Der maximale Grad einer Ecke in
G1(t+1) ist t+2, n amlich genau dann, wenn alle Ecken mit der ersten Ecke
verbunden sind. F ur k > t(2 + ) + 2 ist daher  Pk(t + 1) = 0 und somit
j"k(t + 1)j = j  P(t + 1)   (t + 1)pkj = (t + 1)pk f ur k > t + 2: (2.3.33)
16Aus (2.1.11) und (2.1.12) erhalten wir f ur eine geeignetes Cp und gleichm aig
f ur alle k > t + 2 und    1
pk =
(2 + 
m) (m + 2 +  + 
m)
 (m + )
k
 (3+)(1 + O(
1
k
))
= Cpk
 (3+)
 Cp(t + 1)
 (3+): (2.3.34)
Weiter gilt
(1 + t)pk  Cp(t + 1)
 (2+) = o((t + 1)
 1): (2.3.35)
Damit folgt f ur C  Cp die Behauptung auch f ur k > t(2+)+2. Damit ist
(2.3.13) auch f ur t ! t + 1 gezeigt und somit Proposition 2.3.1 f ur m = 1
und  >  1 bewiesen. 2
2.4 Beweis von Theorem 1
Abschlieend setzen wir die Ergebnisse der vorherigen Abschnitte zum Beweis
von Theorem 1 zusammen. Proposition 2.3.1 liefert uns, dass
max
k
jE[Pk(t)]   pktj  C: (2.4.1)
Durch Einsetzen in Proposition 2.2.1 erhalten wir f ur t ! 1
P

max
k
jPk(t)   pktj  C(1 +
p
tlogt

= o(1); (2.4.2)
und wegen pk(t) =
Pk(t)
t ,
P

max
k
jpk(t)   pkj 
C
t
(1 +
p
tlogt

= o(1): (2.4.3)
Gleichung (2.4.3) impliziert die Aussage von Theorem 1.
2
17Kapitel 3
Durchmesser von PA-Modellen
Im vorherigen Kapitel haben wir uns mit der Verteilung der Grade in einem
PA-Graphen besch aftigt und dabei die Power Law-Eigenschaft pk = cmk 
als wichtiges Resultat erhalten. Den Exponenten der Power Law  = 3 + 
m
k onnen wir mit dem Parameter  so variieren, dass  2 (2;1) bzw.  2 (2;3).
Im folgenden denieren wir den Durchmesser eines Graphen G als
diam(G) = max
i;j2G
fdistG(i;j)jdistG(i;j)  1g; (3.0.1)
wobei distG(i;j) den Abstand der Ecken i;j 2 G bezeichne. In [DHH09] wer-
den zwei Vermutungen aufgestellt, die noch nicht bewiesen sind:
 F ur m  1 und  > 0 konvergiert
diam(Gm(t))
logt in Wahrscheinlichkeit
gegen eine positive Konstante.
 F ur m  2 und  2 ( m;0) konvergiert
diam(Gm(t))
loglogt in Wahrscheinlich-
keit gegen eine positive Konstante.
Das folgenden Kapitel bespricht drei Beweise aus [HH08]. In Abschnitt
3.1 wird eine obere und in Abschnitt 3.2 eine untere Schranke f ur die er-
ste Vermutung gezeigt. In Abschnitt 3.3 wird dann eine obere Schranke f ur
die zweite Vermutung bewiesen. F ur die letzten Ergebnisse vor Abgabe der
Arbeit sei auf [DHH09] verwiesen, worin zus atzlich zu den Resultaten hier
noch eine doppelt-logarithmische untere Schranke gezeigt wird, sowie eine
sch arfere Schranke zu Theorem 3.
3.1 Eine obere Schranke des Durchmessers
Im folgenden Abschnitt seien  2 ( m;1) bzw.  2 (2;1) und damit der
allgemeinste Fall, den wir in diesem Kapitel betrachten wollen, denn f ur ein
18   m w urden wir in den Wachstumsregeln der Modelle aus Kapitel 1 keine
sinnvollen Wahrscheinlichkeiten erhalten.
Theorem 2 In den Modellen (b) und (c) sei m  1 und  >  m. Dann gibt
es ein C = C(m;) > 0, so dass
P(diam(Gm(t)) > C logt) = o(1); t ! 1: (3.1.1)
Mit anderen Worten ist der Durchmesser von Gm(t) in den Modellen (b) und
(c) whp h ochstens C logt. F ur Modell (a) l asst sich der Beweis nicht f uhren,
da wir dort Schlaufen zugelassen haben und der Graph daher nicht notwen-
diger Weise zusammenh angend sein muss.
Beweis: In Modell (c) und mit si > sj schreiben wir si  ! sj, wenn die
erste Kante von si mit der Ecke sj verbunden ist. In Modell (b) schreiben
wir si  ! sj, wenn in fG1(t)gt1 die Ecke (si   1)m + 1 mit einer der
Ecken (sj   1)m + 1;:::;sjm verbunden ist. In Modell (a) ist der Graph
nicht notwendigerweise zusammenh angend, womit dieser Beweis scheitert.
F ur s1 = s > s2 > ::: > sk = 1 und ~ sk = (s1;s2;:::;sk) schreiben wir
E~ sk =
k 1 \
i=1
fsi  ! si+1g: (3.1.2)
F ur eine Realisierung von Gm(t) bezeichnet dist(s;1) den eindeutigen Wert
von k, so dass s = s1  ! s2  ! :::  ! sk 1  ! sk = 1. Die Eindeutigkeit
von k resultiert daraus, dass wir das Ereignis si  ! sj in beiden Modellen
jeweils f ur die erste Kante deniert haben. Mit dieser Denition hat jede
Ecke des Graphen einen eindeutigen Weg zur Ecke 1 mittels erster Kanten.
Dieses Ereignis beschreibt gerade E~ sk. Es gilt
diam(Gm(t)) < 2 max
s=1;:::;tdist(s;1); (3.1.3)
da der Abstand zwischen zwei beliebigen Punkten des Graphen geringer ist
als die rechte Seite von (3.1.3). Nehmen wir nun an, dass es eine Konstante
C0 gibt, so dass f ur jedes 1  s  t und " > 0 gilt
P(dist(s;1) > C
0 logs)  s
 (1+"): (3.1.4)
19Dann impliziert (3.1.4) bereits Theorem 2, denn mit (3.1.3) und dist(s;1) 
s, erh alt man f ur C = 2C0
P(diam(Gm(t)) > C logt)
(3:1:3)
 P

max
1st
dist(s;1) > C
0 logt

(3.1.5)
= P

max
C0 logtst
dist(s;1) > C
0 logt

(st)
 P

max
C0 logtst
dist(s;1) > C
0 logs


X
C0 logtst
P(dist(s;1) > C
0 logs)
(3:1:4)

X
C0 logtst
s
 (1+") = O((logt)
 ") = o(1)
f ur t ! 1. Den restlichen Abschnitt wollen wir daher dem Beweis von
Gleichung (3.1.4) widmen. Haben wir die gezeigt, folgt wegen (3.1.5) auch
Theorem 2. Zum Beweis von (3.1.4) betrachten wir ein festes s und erhalten
mit der Boolschen Ungleichung
P(dist(s;1) > k) = P
 
[
l>k
fdist(s;1) = lg
!
= P
 
[
l>k
[
~ sl
l 1 \
i=1
fsi  ! si+1g
!
B:U:

X
l>k
X
~ sl
P
 
l 1 \
i=1
fsi  ! si+1g
!
; (3.1.6)
wobei wir mit ~ sl alle geordneten Vektoren der L ange l bezeichnen, f ur die
s1 = s und sl = 1 ist. Wir behaupten nun
P(E~ sl) = P
 
l 1 \
i=1
fsi  ! si+1g
!
=
l 1 Y
i=1
P(si  ! si+1): (3.1.7)
Die Unabh angigkeit beweisen wir mittels Induktion. Wegen der unterschied-
lichen Wachstumsregeln m ussen wir die Modelle (b) und (c) separat betrach-
ten:
20Modell (c)
P
 
l 1 \
i=1
fsi  ! si+1g
!
= E
"
P
 
l 1 \
i=1
fsi  ! si+1gjGm(s1   1)
!#
(3.1.8)
= E
"
I[
l 1 \
i=2
fsi  ! si+1g]  P(s1  ! s2jGm(s1   1))
#
;
(3.1.9)
da das Ereignis
Tl 1
i=2 fsi  ! si+1g messbar ist bez uglich Gm(s1   1) (d. h. Tl 1
i=2 fsi  ! si+1g 2 (Gm(s1   1)). I[A] bezeichne dabei die Indikatorfunk-
tion f ur das Ereignis A. Weiter gilt nach der Wachstumsregel (1.3.1)
P(s1  ! s2jGm(s1   1)) =
ds2(s1   1) + 
(2m + )(s1   1)
: (3.1.10)
Insbesondere erhalten wir
P(s1  ! s2) = E

ds2(s1   1) + 
(2m + )(s1   1)

: (3.1.11)
Und somit
P
 
l 1 \
i=1
fsi  ! si+1g
!
(3:1:10)
= E
"
I[
l 1 \
i=2
fsi  ! si+1g]
ds2(s1   1) + 
(2m + )(s1   1)
#
(3.1.12)
= P
 
l 1 \
i=2
fsi  ! si+1g
!
E

ds2(s1   1) + 
(2m + )(s1   1)

;
(3.1.13)
da die Zufallsvariable ds2(s1  1) nur vom Verlauf des Graphen ab dem Zeit-
punkt s2 abh angt, also insbesondere von der Anzahl der Kanten die nach dem
Zeitpunkt s2 mit der Ecke s2 verbunden wurden. Dies jedoch ist unabh angig
vom Ereignis
Tl 1
i=2 fsi  ! si+1g, weches von den Kanten bis einschlielich
dem Zeitpunkt s2 bestimmt wird. Zusammen mit (3.1.11) erhalten wir
P
 
l 1 \
i=1
fsi  ! si+1g
!
= P(s1  ! s2)  P
 
l 1 \
i=2
fsi  ! si+1g
!
: (3.1.14)
Wiederholtes Anwenden liefert dann (3.1.7).
21Modell (b) Gleichung (3.1.8) gilt analog, da das Ereignis
Tl 1
i=2 fsi  ! si+1g
auch in Modell (b) bez uglich Gm(s1 1) messbar ist. Das Ereignis fs1  ! s2g
tritt genau dann ein, wenn in G1(t) die Ecke m(s1 1)+1 mit einer der Ecken
m(s2   1) + 1;:::;ms2 verbunden ist. Nach der Wachstumsregel (1.2.1) be-
tr agt die Wahrscheinlichkeit daf ur
P(s1  ! s2jGm(s1   1)) =
ms2 X
k=m(s2 1)+1
P(m(s1   1) + 1  ! kjG1(m(s1   1))
=
ms2 X
k=m(s2 1)+1
dk(m(s1   1)) + 
(2 + )(m(s1   1))
(3.1.15)
und damit gilt insbesondere
P(s1  ! s2) = E
"Pms2
k=m(s2 1)+1 dk(m(s1   1)) + 
(2 + )(m(s1   1))
#
: (3.1.16)
Wir wissen, dass diese Wahrscheinlichkeit nur von der Verteilung der Kanten
in G1(t) zum Zeitpunkt ms2 abh angt und daher unabh angig von dem Ereignis Tl 1
i=2 fsi  ! si+1g ist. Es folgt analog zur Schlussweise oben
P
 
l 1 \
i=1
fsi  ! si+1g
!
= P(s1  ! s2)  P
 
l 1 \
i=2
fsi  ! si+1g
!
(3.1.17)
und durch wiederholtes Anwenden (3:1:7) f ur Modell (b).
Nachdem wir nun gezeigt haben, dass f ur i = 1;:::;k   1 die Ereignisse
fsi  ! si+1g in E~ sk unabh angig sind, wollen wir nun deren Wahrscheinlich-
keit absch atzen.
Lemma 3.1.1 In Modell (c) gilt f ur alle s > t  1 und mit a = m
2m+ 2
(0;1),
P(s  ! t)  2
at
 a(s   1)
a 1: (3.1.18)
Mit s;t und a wie oben gilt f ur Modell (b)
P(s  ! t)  2
a

t   1 +
1
m
 a
(s   1)
a 1: (3.1.19)
22Beweis: Wir beweisen die Aussage zun achst f ur Modell (c). Da nach Kon-
struktion von Modell (c) die ersten beiden Ecken per Denition miteinander
verbunden sind, gilt f ur t = 1 und s = 2
P(2  ! 1) = 1 < 2
a (3.1.20)
da a 2 (0;1). F ur s > 2 gilt nach (3.1.11)
P(s  ! t) = E

dt(s   1) + 
(2m + )(s   1)

: (3.1.21)
F ur s > 2 und bedingt auf Gm(s   1) beschreibt die Zufallsvariable
Xs;t = dt(s)   dt(s   1) (3.1.22)
gerade die zuf allige Grad anderung der Ecke t im Zeitschritt von s 1 nach s.
Wir k onnen Xs;t durch m-maliges unabh angiges Ausf uhren eines Bernoulli-
Experiments mit Eintrittswahrscheinlichkeit p gewinnen, wobei Xs;t, gegeben
dt(s 1), binomialverteilt ist zum Parameter m mit Erfolgswahrscheinlichkeit
p =
dt(s 1)+
(2m+)(s 1). Klar ist E[Xs;tjdt(s   1)] = mp und wir erhalten
E[dt(s) +    (dt(s   1) + )jdt(s   1)] = m
dt(s   1) + 
(2m + )(s   1)
: (3.1.23)
Zudem ist E[dt(s   1)jdt(s   1)] = dt(s   1). Es folgt
E[dt(s) + jdt(s   1)] = dt(s   1) + m
dt(s   1) + 
(2m + )(s   1)
= E[dt(s   1) + jdt(s   1)]

1 +
m
(2m + )(s   1)

;
(3.1.24)
und insbesondere E[dt(s) + ]  E[dt(s   1) + ]. Wir zeigen nun induktiv
E[dt(s) + ]  2
a(2m + )

s   1
t
a
: (3.1.25)
Als Induktionsanfang w ahlen wir s = t. In diesem Fall ist die linke Seite von
(3.1.25) nicht gr oer als 2m+. Aus (3.1.23) und der Induktionsvoraussetzung
23(3.1.25) erhalten wir
E[dt(s + 1) + ]
(3:1:23)
= E[dt(s) + ]

1 +
m
(2m + )(s)

 2
a(2m + )

s   1
t
a
| {z }
I:V:

1 +
a
s

= 2
a(2m + )
s
t
a 
1  
1
s
a 
1 +
a
s

| {z }
1?
: (3.1.26)
Somit reicht es zu zeigen, dass f ur alle x = s 1 2 [0;1] und a 2 (0;1) gilt
(1   x)
a(1 + ax)  1 (3.1.27)
was man schnell sieht, wenn man f ur f : R ! R, x 7! (1   x)a(1 + ax) die
erste Ableitung und f(1) = 1 betrachtet. Tragen wir nun unsere Ergebnisse
zusammen, erhalten wir f ur alle s > t  1
P(s  ! t)
(3:1:21)
=
E[dt(s   1) + ]
(2m + )(s   1)
(3:1:23)

E[dt(s) + ]
(2m + )(s   1)
(3:1:25)

2a(2m + )
 
s 1
t
a
(2m + )(s   1)
= 2
at
 a(s   1)
a 1; (3.1.28)
und damit die Behauptung von Lemma 3.1.1 f ur Modell (c).
F ur Modell (b) beschr anken wir uns zun achst auf m = 1 und gehen analog
zum Beweis f ur Modell (c) vor. Aus der Wachstumsregel (1.2.1) erhalten wir
P(s  ! tjG1(s   1)) =
dt(s   1) + 
(2 + )(s   1)
(3.1.29)
und insbesondere
P(s  ! t) = E

dt(s   1) + 
(2 + )(s   1)

: (3.1.30)
Mithilfe einer Zufallsvariable Xs;t wie in (3.1.22) erhalten wir auch hier
E[dt(s) + ] = E[dt(s   1) + ]

1 +
1
(2 + )(s   1)

; (3.1.31)
24also insbesondere E[dt(s) + ]  E[dt(s   1) + ] und weiter
E[dt(s) + ]  2
a(2 + )

s   1
t
a
mit s  2; (3.1.32)
wobei m = 1 und a = 1
2+. Damit gilt (3.1.19) auch f ur Modell (b) mit m = 1.
F ur m > 1 gilt fs  ! tg genau dann, wenn in fG1(t)g die Ecke m(s 1)+
1 mit einer der Ecken m(t 1)+1;:::;mt verbunden ist. Mit a0 = 1=(2+0)
und 0 = 
m gilt dann
P(s  ! t) =
mt X
j=m(t 1)+1
P(m(s   1) + 1  ! j)
(3:1:30)
=
mt X
j=m(t 1)+1
E[dj(m(s   1)) + 0]
(2 + 0)(m(s   1))
(3:1:31)

mt X
j=m(t 1)+1
E[dj(m(s   1) + 1) + 0]
(2 + 0)(m(s   1))
(3:1:32)

mt X
j=m(t 1)+1
2a0(2 + )

m(s 1)
j
a0
(2 + 0)(m(s   1))
= 2
a0
mt X
j=m(t 1)+1
j
 a0
[m(s   1)]
a0 1
 2
a0
m[m(t   1) + 1]
 a0
[m(s   1)]
a0 1
= 2
a0

t   1 +
1
m
 a0
(s   1)
a0 1 (3.1.33)
was uns mit a0 = 1
2+0 = m
2m+ die Behauptung (3.1.19) aus Lemma 3.1.1
liefert. 2
Mit diesem Ergebnis k onnen wir den Beweis von Theorem 2 fortsetzen.
Wir beschr anken uns hier darauf, den Beweis f ur Modell (c) ausf uhrlich zu
zeigen und skizzieren dann lediglich die wesentlichen Unterschiede beim Be-
25weis f ur Modell (b).
P
 
l 1 \
i=1
fsi  ! si+1g
!
(3:1:7)
=
l 1 Y
i=1
P(si  ! si+1)
(3:1:18)

l 1 Y
i=1
2
as
 a
i+1(si   1)
a 1
= 2
a(l 1)
l 1 Y
i=1

si   1
si+1
a l 1 Y
i=1
1
si   1
 2
a(l 1)(s1   1)
a 1
l 1 Y
i=2
1
si   1
 2
a(l 1)s
a 1
l 1 Y
i=2
1
si   1
: (3.1.34)
Ausgehend von Gleichung (3.1.6) erhalten wir damit f ur s1 = s und sl = 1
P(dist(s;1) > k)  s
a 1 X
l>k
2
a(l 1) X
~ sl
l 1 Y
i=2
1
si   1
: (3.1.35)
wobei wir mit ~ sl  uber alle geordneten Vektoren ~ sl = (s1;:::;sl) summieren,
d.h.  uber alle ~ sl, f ur die s1 = s > s2 > ::: > sl = 1. Summieren wir dagegen
 uber alle ungeordneten Vektoren, f ur die lediglich gelten soll s1 = s und
sl = 1 erhalten wir (l 2)! mal soviele (gleiche) Summanden. Bezeichnen wir
mit ~ tl die ungeordneten Vektoren, reicht es, durch (l   2)! zu teilen, und es
gilt
P(dist(s;1) > k)  s
a 1 X
l>k
2a(l 1)
(l   2)!
X
~ tl
l 1 Y
i=2
1
si   1
: (3.1.36)
Summieren wir  uber alle Vektoren ~ tl, anstatt nur  uber die mit unterschiedli-
chen Koordinaten erhalten wir
X
~ tl
l 1 Y
i=2
1
si   1
=
 
s 1 X
u=1
1
u
!l 2
: (3.1.37)
Dies ist nat urlich eine obere Schranke der Summe aus (3.1.36), so dass
P(dist(s;1) > k)  2
1 as
a 1 X
l>k
2a(l 1)
(l   2)!
 
s 1 X
u=1
1
u
!l 2
(3.1.38)
26Nun benutzen wir
Ps 1
u=1
1
u  1 + logs und erhalten
P(dist(s;1) > k)  2s
a 1 X
l>k
(2a(1 + logs))l 2
(l   2)!
:
Wenn wir den Z ahlindex der Summe anpassen, erhalten wir gerade die Ver-
teilungsfunktion einer poissonverteilten Zufallsvariable X mit Parameter  =
2a(1 + logs) an der Stelle X = k   1, also
P(dist(s;1) > k)  2s
a 1 X
lk 1
(2a(1 + logs))l
l!
= 2s
a 1 exp(2
a(1 + logs))P(X  k   1)
= cs
2a+a 1P(X  k   1); (3.1.39)
wobei c = 2exp(2a). Nach [J  LR00] (Remark 2.5 und Remark 2.6) gilt f ur
eine poissonverteilte Zufallsvariable Y mit Erwartungswert 
P(Y > 5) = P(Y > E[Y ] + 4)  exp

 
82
 + 4
3

= e
  24
7 : (3.1.40)
W ahlen wir nun in (3.1.39)  = 2a(1 + logs), liefert das
P(dist(s;1) > 5  (2
a(1 + logs) + 1))  cs
1+aP(X  5)
 cs
1+ae
  24
7
= cs
1+ae
 
242a(1+log s)
7
=
cs1+a
e
242a
7 s
242a
7

cs2
e
24
7 s
24
7
=
c
e
24
7 s
10
7
 cs
 1+" (3.1.41)
wobei wir benutzt haben, dass 0 < a < 1 und " = 3
7 w ahlen. Damit haben
wir den letzten Schritt zum Beweis von Gleichung (3.1.4) gezeigt und folglich
Theorem 2 f ur Modell (c) bewiesen. Der Beweis f ur Modell (b) unterscheidet
sich lediglich darin, dass wir in (3.1.34) die Absch atzung (3.1.19) aus Lemma
3.1.1 einsetzen. 2
Bemerkung: Betrachten wir die Wachstumsregeln f ur die Modelle (a) und
(b), also (1.1.1),(1.1.2) und (1.2.1), k onnen wir unmittelbar schlieen, dass
(3.1.19) aus Lemma 3.1.1 auch f ur Modell (a) gilt. Darauf werden wir im
folgenden Abschnitt beim Beweis von Lemma 3.2.2 noch zur uckkommen.
273.2 Eine untere Schranke des Durchmessers
Das Ziel dieses Abschnitts ist es, eine untere Schranke f ur den Durchmes-
ser eines PA-Graphen zu erhalten. Dabei untersuchen wir einen Pfad   der
L ange l, der zwei Ecken s0 und sl von Gm(t) miteinander verbindet. F ur die
einzelnen Kanten von   berechnen wir die Kantenwahrscheinlichkeiten und
werden damit die Wahrscheinlichkeit absch atzen, dass ein solcher Pfad in
Gm(t) existiert. Anschlieend k onnen wir mit der Anzahl aller m oglichen  
der L ange l die mittlere Anzahl solcher Teilgraphen errechnen. Wir werden
feststellen, dass f ur l < L =
log(t 1)
log(3Cm2 logt) die mittlere Anzahl der Teilgraphen
gegen Null konvergiert f ur t ! 1. Daraus schlieen wir, dass der Durchmes-
ser des PA-Graphens mindestens Gr oe L hat.
Theorem 3 In den Modellen (a) bis (c) seien m  1 und   0. Dann gilt
f ur " > 0 und t ! 1,
P

diam(Gm(t)) < (1   ")
logt
loglogt

= o(1): (3.2.1)
D. h. mit hoher Wahrscheinlichkeit ist der Durchmesser von Gm(t) minde-
stens (1   ")
logt
loglogt.
F ur  = 0 wurde das Theorem bereits 2004 von Bollob as und Riordan
bewiesen (vgl. Theorem 1 in [BR04]). In [HH07] wird der Beweis auf   0
erweitert werden, was wir im folgenden vorstellen. F ur Modell (c) bezeichne
fg(t;j) = sg; 1  j  m; (3.2.2)
das Ereignis, dass zum Zeitpunkt t die j-te Kante der Ecke t mit einer bereits
vorhandenen Ecke s verbunden ist. In den Modellen (a) und (b) bedeutet
dieses Ereignis, dass im Graphen G1(mt) die Kante der Ecke m(t   1) + j
mit einer der Ecken m(s   1) + 1;:::;ms verbunden ist. Aus der Denition
der PA-Modelle k onnen wir folgern, dass das Eintreten dieses Ereignisses
die Pr aferenz f ur die Ecke s erh oht und somit die Pr aferenz der Ecken u
mit 1  u  t, u 6= s relativ verringert. Intuitiv l asst sich dieser Eekt
auch beschreiben, indem wir sagen, dass f ur s1 6= s2;j1 6= j2;t1 6= t2 die
Ereignisse fg(t1;j1) = s1g und fg(t2;j2) = s2g negativ korreliert sind. Um
dies zu beweisen, beschreibe f ur ns 2 N;ns  1
Es =
ns \
i=1
n
g(t
(s)
i ;j
(s)
i ) = s
o
(3.2.3)
das Ereignis, dass zum Zeitpunkt ti die ji-te Kante der Ecke ti mit der be-
reits vorhandenen Ecke s verbunden ist. Wir beginnen zun achst mit dem
28Beweis, dass f ur jedes k  1 und alle m oglichen t
(s)
i ;j
(s)
i die Ereignisse Es f ur
unterschiedliche s negativ korreliert sind:
Lemma 3.2.1 F ur unterschiedliche s1;s2;:::;sk, gilt
P
 
k \
i=1
Esi
!

k Y
i=1
P(Esi): (3.2.4)
Beweis: Wir betrachten die Kanten im Graphen entsprechend der Reihen-
folge ihres Hinzuf ugens und nummerieren sie von 1 bis mt. So k onnen wir
einem Ereignis fg(t;j) = sg seine Kantennummer m(t 1)+j zuordnen. Im
folgenden f uhren wir eine Vollst andige Induktion in der h ochsten Kantennum-
mer e der Ereignisse Es durch. Die Induktionsvoraussetzung ist dabei, dass
(3.2.4) f ur alle k und alle m oglichen t
(s)
i ;j
(s)
i gilt und maxi;s(t
(s)
i  1)+j
(s)
i  e.
Induktionsstart: Wir starten die Induktion mit e = 1. Trivialer Weise
ist die Induktionsvoraussetzung hier erf ullt, da
Tk
i=1 Esi entweder leer ist oder
gerade aus einem Ereignis besteht.
Induktionsschritt: Um die Induktion fortzusetzen, nehmen wir an,
dass die Induktionsvoraussetzung f ur e   1 erf ullt sei, also dass (3.2.4) f ur
alle k und alle m oglichen t
(s)
i ;j
(s)
i gelte, wobei maxi;s(t
(s)
i   1) + j
(s)
i  e   1.
Ziel ist es nun, die Aussage so zu erweitern, dass (3.2.4) gilt f ur alle k, alle
m oglichen t
(s)
i ;j
(s)
i und maxi;s(t
(s)
i   1) + j
(s)
i  e.
Der Fall maxi;s(t
(s)
i  1)+j
(s)
i < e folgt direkt aus der Induktionsannahme.
Daher reicht es, maxi;s(t
(s)
i  1)+j
(s)
i = e zu betrachten. Zun achst stellen wir
fest, dass die Wahl von t und j eindeutig ist, falls gelten soll m(t 1)+j = e.
In diesem Fall gibt es wiederum zwei M oglichkeiten: Entweder gibt es genau
eine Wahl f ur s und t
(s)
i ;j
(s)
i , so dass t
(s)
i = t und j
(s)
i = j, oder es gibt
mindestens zwei solcher M oglichkeiten. Im zweiten Fall erhalten wir direkt Tk
i=1 Esi = ;, da die e-te Kante nur mit einer eindeutigen Ecke verbunden
sein kann. Hier ist folglich nichts zu zeigen. Wir untersuchen daher den Fall
einer eindeutigen Ecke s und t
(s)
i = t sowie j
(s)
i = j. Bezeichne
E
0
s =
ns \
i=1:(t
(s)
i ;j
(s)
i )6=(t;j)
n
g(t
(s)
i ;j
(s)
i = s
o
(3.2.5)
die Beschr ankung des Ereignisses Es auf die  ubrigen Kanten. Dann k onnen
29wir schreiben
k \
i=1
Esi = fg(t;j) = sg \ E
0
s \
k \
i=1;si6=s
Esi: (3.2.6)
Per Konstruktion ist die Kantennummer der Ereignisse in E0
s \
Tk
i=1;si6=s Esi
h ochstens e   1. Also ist
P
 
k \
i=1
Esi
!
 E
"
I[E
0
s \
k \
i=1;si6=s
Esi] Pe 1(g(t;j) = s)
#
; (3.2.7)
wobei Pe 1 die bedingte Wahrscheinlichkeit f ur den Fall bezeichne, dass die
Kanten bis einschlielich (e 1) gegeben sind. Wir betrachten zun achst Mo-
dell (c), f ur das wir aus der Wachstumsregel erhalten, dass
Pe 1(g(t;j) = s) =
ds(t   1) + 
(2m + )(t   1)
; (3.2.8)
wobei
ds(t   1) = m +
X
(t0;j0):t0t 1
I[g(t
0;j
0) = s]: (3.2.9)
Als Zwischenschritt notieren wir
P
 
k \
i=1
Esi
!
 E
"
m + 
(2m + )(t   1)
I[E
0
s \
k \
i=1;si6=s
Esi]
#
+ E
"P
(t0;j0):t0t 1 I[g(t0;j0) = s]
(2m + )(t   1)
I[E
0
s \
k \
i=1;si6=s
Esi]
#
: (3.2.10)
Jeder der Terme in (3.2.9) hat eine Kantennummer strikt kleiner e und tritt
mit einer nichtnegativen multiplikantiven Konstante auf. Damit k onnen wir
die Induktionsvoraussetzung auf jeden einzelnen dieser Terme anwenden und
erhalten mit m +   0
P
 
k \
i=1
Esi
!

m + 
(2m + )(t   1)
P(E
0
s)
k Y
i=1;si6=s
P(Esi)
+
P
(t0;j0):t0t 1 P(fg(t0;j0) = sg \ E0
s)
(2m + )(t   1)
k Y
i=1;si6=s
P(Esi): (3.2.11)
30Setzen wir die Terme nun wieder zusammen, erhalten wir
P
 
k \
i=1
Esi
!
 E

I[E
0
s]
ds(t   1) + 
(2m + )(t   1)
 k Y
i=1:si6=s
P(Esi); (3.2.12)
was uns schlielich die Behauptung liefert, denn
E

I[E
0
s]
ds(t   1) + 
(2m + )(t   1)

= P(Es): (3.2.13)
Der Beweis des Lemmas f ur die Modelle (a) und (b) soll hier nicht weiter aus-
gef uhrt werden. Er unterscheidet sich lediglich darin, dass wir in (3.2.8) die
alternativen Formulierungen (1.1.3) und (1.2.2) benutzen und dann analog
fortfahren. 2
Mit dem folgenden Lemma k onnen wir die Wahrscheinlichkeit der Ereig-
nisse Es absch atzen. Wir beschr anken uns dabei auf ns  2:
Lemma 3.2.2 F ur die Modelle (a) bis (c) gibt es M1;M2 2 R+, so dass
(i) f ur jedes 1  j  m und t > s,
P(g(t;j) = s) 
M1
t1 asa; (3.2.14)
(ii) f ur t2 > t1 > s, und alle 1  j1;j2  m gilt
P(g(t1;j1) = s;g(t2;j2) = s) 
M2
(t1t2)1 as2a; (3.2.15)
wobei wie bisher a = m
2m+.
Beweis: F ur Modell (c) k onnen wir aus Lemma 3.1.1 direkt schlieen, dass
P(g(t;j) = s) = P(g(t;s) = 1) = P(t  ! s)
= 2
as
 a(t   1)
a 1  M1
ta 1
sa ; (3.2.16)
31sofern gegeben ist, dass M1  2a supt2( t
t 1)1 a = 2. In den Modellen (a)
und (b) soll gelten, dass
P(g(t;j) = s) =
m X
i=1
P((m(t   1) + j  ! m(s   1) + i))
(3:1:19)

m X
i=1
2
a(m(s   1) + i)
 a(m(t   1) + j   1)
a 1
 m(2
a(m(s   1) + 1)
 a(m(t   1) + j   1)
a 1
= 2
a(t   1 +
j 1
m )a 1
(s   1 + 1
m)a  M1
ta 1
sa ; (3.2.17)
was wir erreichen, wenn wir M1  2ma w ahlen.
Wir zeigen nun (3.2.15) und beginnen mit Modell (c). Der Beweis f ur die
anderen Modelle verl auft dann  ahnlich. Zun achst leisten wir noch etwas Vor-
arbeit indem wir (3.1.23) mehrfach auf E[(ds(t2   1) + )] anwenden. Wir
erhalten
E[(ds(t2   1) + )] = E[(ds(t2   2) + )]

1 +
a
t2   2

= E[(ds(t1) + )]

1 +
a
t1



1 +
a
t2   2

= E[(ds(t1) + )]
 (t2   1 + a) (t1)
 (t2   1) (t1 + a)
: (3.2.18)
Im n achsten Schritt nutzen wir
 (t1)
 (t1+a)  1
ta
1 und
 (t2 1+a)
(t2 1) (t2 1)  1
t1 a
2
(vgl.
(0.0.3)) und k onnen mit einem geeigneten M3 > 0 die linke Seite von (3.2.15)
absch atzen durch
P(g(t1;j1) = s;g(t2;j2) = s)
= E[P(g(t1;j1) = s;g(t2;j2) = sjGm(t2   1))]
= E

I[g(t1;j1) = s]

ds(t2   1) + 
(t2   1)(2m + )

(3:2:18)
=
1
(t2   1)(2m + )
 (t2   1 + a) (t1)
 (t2   1) (t1 + a)
E[I[g(t1;j1) = s](ds(t1) + )]

M3
ta
1t
1 a
2
E[I[g(t1;j1) = s](ds(t1) + )]: (3.2.19)
32Bleibt noch E[I[g(t1;j1) = s](ds(t1) + )] zu berechnen:
E[I[g(t1;j1) = s](ds(t1) + ) j Gm(t1   1)]
= E[I[g(t1;j1) = s]ds(t1)   ds(t1   1) j Gm(t1   1)]
+ E[I[g(t1;j1) = s](ds(t1   1) + ) j Gm(t1   1)]
=
m X
j=1
E[I[g(t1;j1) = s]I[g(t1;j) = s] j Gm(t1   1)]
+ (ds(t1   1) + )E[I[g(t1;j1) = s] j Gm(t1   1)]
=
ds(t1   1) + 
(t1   1)(2m + )
+ (m   1)

ds(t1   1) + 
(t1   1)(2m + )
2
+
(ds(t1   1) + )
2
(t1   1)(2m + )

ds(t1   1) + 
(t1   1)(2m + )
+ m
(ds(t1   1) + )
2
(t1   1)(2m + )
; (3.2.20)
womit insbesondere gilt
E[I[g(t1;j1) = s](ds(t1) + )] 
E[ds(t1   1) + ]
(t1   1)(2m + )
+ m
E[(ds(t1   1) + )2]
(t1   1)(2m + )
:
(3.2.21)
Als n achstes benutzen wir eine Absch atzung des zweiten Moments der Grad-
folge. Zugunsten der  Ubersicht haben wir das zugeh orige Lemma 4.1.1 in
Kapitel 4 bewiesen. Danach gibt es eine Konstante M4 > 0, so dass
E

(ds(t) + )
2
 M4

t
s
2a
: (3.2.22)
Zusammen mit der Absch atzung von E[ds(t1   1) + ] aus (3.1.25) erhalten
wir damit aus (3.2.21), dass
E[I[g(t1;j1) = s](ds(t1) + )] 
2a(2m + )
 
t1 2
s
a + mM4
 
t1 1
s
2a
(t1   1)(2m + )
:
(3.2.23)
Sofern n otig passen wir M4 entsprechend an und erhalten schlielich aus
(3.2.19)
P(g(t1;j1) = s;g(t2;j2) = s) 
M3
ta
1t
1 a
2
"
mM4
(t1   1)(2m + )

(t1   1)
s
2a#

M2
(t1t2)1 as2a (3.2.24)
33f ur ein M2 > 0 und damit die Behauptung. 2
Im folgenden nennen wir einen Pfad   = (s0;s1;:::;sl)
 uberschneidungsfrei, wenn si 6= sj f ur alle 1  i < j  l. Sei nun   ein
 uberschneidungsfreier Pfad in Gm(t) bestehend aus den l + 1 ungeordneten
Ecken s0;s1;:::;sl. Da    uberschneidungsfrei ist, k onnen wir ihn als einen
Kombination von k Ereignissen der Form (3.2.14) oder (3.2.15) beschreiben.
Mit den beiden Lemmata 3.2.1 und 3.2.2 l asst sich dann die Wahrscheinlich-
keit f ur die Existenz von   in Gm(t) absch atzen:
Korollar 3.2.1 Sei   = (s0;s1; ;sl) ein  uberschneidungsfreier Pfad der
L ange l. Es gilt
P(  2 Gm(t))  (m
2C)
l
l 1 Y
i=0
1
(si ^ si+1)a(si _ si+1)1 a: (3.2.25)
Beweis: Da    uberschneidungsfrei ist, k onnen wir schreiben
f  2 Gmg = \
k
i=1Esi (3.2.26)
wobei wir die Ereignisse Esi denieren wie in (3.2.3) mit ns  1;2. Es gilt
also entweder
Es = fg(t;j) = sg (3.2.27)
f ur t > s und ein 1  j  m oder
Es = fg(t1;j1) = g(t2;j2) = sg (3.2.28)
f ur t1;t2 > s und 1  j1;j2  m. Im ersten Fall k onnen wir aus (3.2.14)
schlieen, dass
P(Es) = P(g(t;j) = s) 
M1
t1 asa; (3.2.29)
Aus (3.2.15) folgt f ur den zweiten Fall
P(Es) = P(g(t1;j1) = s;g(t2;j2) = s) 
M2
t
1 a
1 sat
1 a
2 sa: (3.2.30)
In beiden F allen sind Mi, i = 1;2 Konstante. Lemma 3.2.1 liefert dann
(3.2.25) wobei sich der Faktor m2l aus der Wahl von j 2 1;2;:::;m ergibt.
2
Im letzten Schritt bauen wir die Aussage des Korollars zu Theorem 3 aus.
F ur nat urliche Zahlen j > i gilt
(
j
i
)
a  1
2  1 (3.2.31)
34genau dann, wenn a  1
2. Aus der Denition a = m
2m+ folgt, dass dies gerade
dann zutrit, wenn   0 ist. Multiplizieren wir (3.2.31) mit (ij)  1
2 erhalten
wir ja 1i a  (ij)  1
2 mit   0. F ur (3.2.25) folgt dann
P(  2 Gm(t))  (m
2C)
l
l 1 Y
i=0
1
p
sisi+1
: (3.2.32)
Als letzten Schritt wollen wir nun zeigen, dass wir aus (3.2.32) mit   0
folgern k onnen, dass
L =
log(t   1)
log(3Cm2 logt)
(3.2.33)
eine untere Schranke f ur den Durchmesser von Gm(t) ist. Wir betrachten
einen Pfad der L ange l, bestehend aus den Ecken s0;s1 :::;sl. Dann liefert
uns (3.2.32)
P(  2 Gm(t))  (Cm
2)
l
l 1 Y
i=0
1
p
sisi+1
=
(Cm2)l
p
s0sl
l 1 Y
i=1
1
si
: (3.2.34)
Damit wird die mittlere Anzahl von Pfaden zwischen s0 = t und sl = t   1
beschr ankt durch
(Cm2)l
p
t(t   1)
X
1s1;:::;sl 1t 2
l 1 Y
i=1
1
si
=
(Cm2)l
p
t(t   1)
 
t 2 X
i=1
1
si
!l 1

(Cm2)l
t   1
(logt)
l 1 (3.2.35)
wobei wir mit 1  s1;:::;sl 1  t   2  uber alle m oglichen   der Form
(t;s1;:::;sl 1;t 1) summiert haben. F ur (2Cm2 logt)l  t 1 oder  aquivalent,
f ur
l 
log(t   1)
log((2Cm2)logt)
(3.2.36)
ist
(Cm2)l
t   1
(logt)
l 1  (
1
2
)
l(logt)
 1  ! 0: (3.2.37)
F ur l < L geht die mittlere Anzahl von Pfaden die t und t   1 miteinander
verbinden also gegen Null. Mit der First-Moments-Method k onnen wir dann
schlieen, dass auch die Wahrscheinlichkeit der Existenz von   gegen Null
geht. F ur l > L dagegen ist ein solcher Graph whp vorhanden.
353.3 Doppelt logarithmische obere Schranke
des Durchmessers
In diesem Abschnitt haben wir den Parameter  des PA-Modells wiederum
leicht eingeschr ankt. Im folgenden soll stets gelten, dass  2 ( m;0). Theo-
rem 4 liefert uns dann eine doppelt-logarithmische obere Schranke f ur den
Durchmesser des Graphen.
Theorem 4 In den Modellen (a) bis (c) sei m  2 und  2 ( m;0). Dann
ist f ur jedes  > 1
3  und
CG =
4
jlog(   2)j
+
4
logm
(3.3.1)
der Durchmesser von Gm(t) whp nach oben beschr ankt durch CG loglogt mit
t ! 1.
Der Beweis des Theorems gliedert sich in zwei Teile. Zun achst geben wir in
Theorem 5 eine Schranke f ur den Durchmesser des Kerns eines PA-Graphen
an. Dabei verstehen wir unter dem Kern eines PA-Graphen diejenigen Ecken,
die mindestens einen Grad in H ohe einer bestimmten Potenz von logt haben.
Im zweiten Schritt leiten wir in Theorem 6 dann eine obere Schranke f ur den
Abstand einer Ecke mit "kleinem\ Grad und dem Kern des Graphen her. Im
weiteren Verlauf wird es zweckm aiger sein, Theorem 4 f ur 2t statt f ur t zu
zeigen, was jedoch nichts an den Resultaten  andert.
3.3.1 Der Durchmesser des Kerns
Wir erinnern uns aus Abschnitt 2, dass
 = 3 +

m
; (3.3.2)
so dass f ur  m <  < 0 folgt  2 (2;3). In diesem gesamten Abschnitt setzen
wir m  2.
Zun achst f uhren wir einige neue Begrie ein, die wir im Verlauf des Be-
weises brauchen werden: F ur  > 1
3  =  m
 > 1 und ein PA-Modell mit
Graphen Gm(2t) bezeichne
Coret = fi 2 f1;2;:::;tg : di(t)  (logt)
g; (3.3.3)
den Kern des PA-Modells. Mit anderen Worten umfasst der Kern alle Ecken
des Graphen, die zum Zeitpunkt t mindestens Grad (logt) haben. F ur einen
36Graphen G mit der Eckenmenge f1;2;:::;tg und einer gegebenen Kanten-
menge bezeichnen wir mit dG(i;j) die L ange des k urzesten Wegs zwischen i
und j. Weiter sei f ur A  f1;2;:::;tg
diamt(A) = max
i;j2A
dG(t)(i;j): (3.3.4)
Dann bezeichnet diam2t(Coret) den Durchmesser des Kerns von Gm(2t).
Bereits in Abschnitt 3.1 haben wir mit dem Ausdruck dist(i;j) einen
Abstandsbegri zwischen zwei Ecken i und j eingef uhrt. Der wesentliche
Unterschied ist, dass wir mit dG(i;j) nun den k urzesten Weg zwischen zwei
Ecken benutzen, w ahrend wir bei dist(i;j) strikt die erste Kante einer Ecke
benutzt haben. F ur m = 1 gilt nat urlich dist(i;j) = dG(i;j).
Mit dem folgenden Theorem k onnen wir f ur diam2t(Coret) eine obere
Schranke angeben:
Theorem 5 (Der Durchmesser des Kerns) Sei m  2. F ur jedes  > 1
3 ,
ist whp
diam2t(Coret)  (1 + o(1))
4loglogt
jlog(   2)j
: (3.3.5)
Den Beweis von Theorem 5 werden wir in zwei Schritte aufteilen, Propo-
sition 3.3.1 und Proposition 3.3.2. Wir denieren den inneren Kern Innert
des Graphen G durch
Innert =
n
i 2 f1;2;:::;tg : di(t)  t
1
2( 1)(logt)
  1
2
o
: (3.3.6)
Mit Proposition 3.3.1 beweisen wir die Aussage, dass der Durchmesser des
inneren Kern whp nicht gr oer ist als 10. Anschlieend untersuchen wir mit
Proposition 3.3.2 den  aueren Kern Outert des Graphen, gegeben durch
Outert = Coret nInnert. Wir werden zeigen, dass der Abstand des  aueren
Kerns Outert zum inneren Kern Innert beschr ankt wird durch eine Konstante
mal loglogt. Dies liefert uns zudem das Ergebnis, dass auch der Durchmesser
des  aueren Kerns beschr ankt wird durch eine Konstante mal loglogt.
Proposition 3.3.1 (Der Durchmesser des inneren Kerns) Sei m  2. Dann
gilt whp, dass
diam2t(Innert) 
2(   1)
3   
+ 6: (3.3.7)
37Beweis: Zun achst f uhren wir den Begri der t-Verbindung zwischen einer
Ecke i 2 f1;2;:::;tg und einer Menge von Ecken A  f1;2;:::;tg ein: Sei
A eine Menge von Ecken und i eine einzelne Ecke. Wir bezeichnen eine Ecke
j 2 ft + 1;t + 2;:::;2tg als t-Verbindung zwischen i und A, wenn eine der
ersten beiden Kanten von j inzident zu i ist und die andere der ersten bei-
den Kanten von j inzident zu einer Ecke in A ist. Aus der Existenz einer
t-Verbindung zwischen i und A k onnen wir schlieen, dass der Abstand zwi-
schen i und A in Gm(2t) h ochsten 2 ist.
Wir betrachten zun achst Modell (c) und darin eine Menge von Ecken
A und eine einzelne Ecke i die zum Zeitpunkt t Grad di(t) hat. Wir be-
rechnen nun bedingt auf Gm(t) die Wahrscheinlichkeit, dass eine Ecke j 2
ft + 1;t + 2;:::;2tg eine t-Verbindung f ur i und A bildet. Daf ur multiplizie-
ren wir die Wahrscheinlichkeit, dass mindestens eine Ecke aus A mit j ver-
bunden ist, mit der Wahrscheinlichkeit, dass i mit j verbunden ist. Schreiben
wir f ur
P
i2A di(t) = dA(t), erhalten wir so
P(j ist eine t-Verbindung) =
(dA(t) +  jAj)(di(t) + )
(2t(2m + ))2 ; (3.3.8)
und dies unabh angig davon, ober bereits eine andere Ecke im Graphen als
t-Verbindung fungiert oder nicht. Da der Grad einer Ecke immer mindestens
m betr agt, k onnen wir schreiben di(t) +   m +  > 0 f ur alle i  t. Wegen
 < 0 erhalten wir
di(t) +  = di(t)

1 +

di(t)

 di(t)

1 +

m

= di(t)
m + 
m
(3.3.9)
und folglich
dA(t) +  jAj =
X
i2A
di(t)
m + 
m
 dA(t)
m + 
m
: (3.3.10)
Zur Abk urzung setzen wir  =
(m+)2
(2m(2m+))2 > 0. Als Ergebnis halten wir fest,
dass die Wahrscheinlichkeit, dass j 2 ft + 1;t + 2;:::;2tg eine t-Verbindung
zwischen i und A bildet, mindestens
dA(t)di(t)
t2 (3.3.11)
ist, unabh angig davon, ob die anderen Ecken t-Verbindungen bilden oder
nicht. Wir untersuchen nun eine Teilmenge von Innert der Gr oe nt =
p
t

und zeigen, dass diese whp einen beschr ankten Durchmesser hat. Nach (4.2.13)
38enth alt Innert whp mindestens
p
t Ecken. Wir bezeichnen die Menge der er-
sten
p
t

Ecken von Innert mit I. Aus (3.3.11) k onnen wir nun schlieen,
dass f ur i1;i2 2 I und j 2 ft + 1;t + 2;:::;2tg, die Wahrscheinlichkeit, dass
j eine t-Verbindung f ur i1;i2 ist, mindestens
t
1
 1
t2 logt

t
1
 1 2
(logt)2 =: qt (3.3.12)
betr agt, und zwar unabh angig davon, ob bereits andere Ecken t-Verbindungen
sind oder nicht. Im folgenden benutzen wir ein Coupling und vergleichen
so die Menge I und alle m oglichen Paare von Ecken von I, f ur die j 2
ft + 1;t + 2;:::;2tg eine t-Verbindung ist, mit einem multinomialen Gra-
phen Hnt. Hnt habe nt Ecken. Seine Kanten bestimmen wir wie folgt: Wir
nummerieren die et =
nt(nt 1)
2  t
2 Paare aus I beliebig von 1 bis et und
betrachten sie als et Zellen eines Multinomialexperiments mit t Versuchen
und den Erfolgswahrscheinlichkeiten
pk = qt f ur 1  k  et und p0 = 1   etqt: (3.3.13)
Die t Versuche stellen wir durch Zufallsvektoren
Nj = (Nj;1;Nj;2;:::;Nj;et) 1  j  t; (3.3.14)
mit Verteilung
P(Nj = 1i) = qt und P(Nj = 0) = 1   etqt (3.3.15)
dar, wobei wir mit 1i den i-ten Einheitsvektor der L ange et bezeichnen und
mit 0 den Nullvektor. Falls nun die Zelle k des Multinomialexperiments nicht
leer ist, also falls
Pt
j=1 Nj;k > 0, dann zeichnen wir die Kante mit der Num-
mer k in den Graphen Hnt ein. Ist die Zelle k dagegen leer, soll die Kante k in
Hnt nicht vorhanden sein. Die 0-Zelle brauchen wir, um diejenigen Versuche
zu z ahlen, die wir nicht den Zellen 1;2;:::;et zugerechnet haben.
Nach der Konstruktion von Hnt und (3.3.13) ist der Abstand von zwei
Ecken aus I in Gm(t) h ochstens zwei mal so gro, wie der Abstand der kor-
respondierenden Ecken in Hnt. Nach Lemma 4.3, Kapitel 4, ist der Durch-
messer von Hnt h ochstens so gro wie der Durchmesser eines gleichm aigen
Erd} os-R enyi-Graphen G(nt;Mt), mit nt Ecken und Mt Kanten, wobei
Mt =
1
2
et
 
1   (1   qt)
t
(3.3.16)
gerade die mittlere Anzahl von Kanten in Hnt ist. Mit [J  LR00], Kapitel
1.4, kann man schlieen, dass der gleichm aige Erd} os-R enyi-Graph G(nt;Mt)
39asymptotisch  aquivalent zu einem klassischen binomialen Erd} os-R enyi-
Graphen mit G(nt;t) ist, wobei wir die Kantenwahrscheinlichkeit t de-
nieren durch
t =
1
2
 
1   (1   qt)
t

t
1
 1 1
2(logt)2: (3.3.17)
Im n achsten Schritt wollen wir zeigen, dass diam(G(nt;pt)) whp beschr ankt
ist durch  1
3  + 1. Daf ur benutzen wir eine Aussage aus [Bol01] (Corollary
10.12), welche uns eine scharfe Schranke f ur den Durchmesser eines Erd} os-
R enyi-Graphen liefert: Falls f ur einen Erd} os-R enyi-Graphen G(n;p) und d 2
N gilt, dass
p
dn
d 1   2logn ! 1; (3.3.18)
und
p
d 1n
d 2   2logn !  1; (3.3.19)
dann ist whp diam(G(n;p)) = d.
In unserem Fall ist n = nt =
p
t und p = t, woraus folgt, dass whp
 1
3  < d   1
3  + 1. Wenn der Durchmesser von G(nt;t) whp durch  1
3  + 1
beschr ankt wird, folgt wegen der t-Verbindungen, dass whp
diam2t(I)  2

   1
3   
+ 1

: (3.3.20)
Zuletzt zeigen wir, dass die Wahrscheinlichkeit, dass es keine t-Verbindung
zwischen i 2 Innert nI und der Menge I gibt, lediglich klein ist. Mit hoher
Wahrscheinlichkeit ist
dI(t) 
p
tt
1
 1(logt)
  1
2 und di(t)  t
1
 1(logt)
  1
2: (3.3.21)
Nach (3.3.11) ist die Wahrscheinlichkeit, dass es keine t-Verbindung zwischen
i und I gibt, nach oben beschr ankt durch

1  
dI(t)di(t)
t2
t
 exp

 
dI(t)di(t)
t

= exp
 
 
t
1
 1  1
2
logt
!
= o(t
 1) (3.3.22)
f ur  < 3. Wir haben somit gezeigt, dass es whp eine t-Verbindung zwischen
i und I gibt und daher der Abstand zwischen i 2 Innert nI und der Menge
I h ochstens 2 betr agt. Zusammen mit (3.3.20) erhalten wir die Behauptung
von Proposition 3.3.1. 2
40Proposition 3.3.2 (Der Abstand zwischen  auerem und innerem Kern) Sei
m  2. Mit hoher Wahrscheinlichkeit gilt, dass
max
i2Outert
min
j2Innert
dGm(2t)(i;j) 
2loglogt
jlog(   2)j
: (3.3.23)
Anders formuliert sagt uns die Proposition, dass im Graphen Gm(2t) der in-
nere Kern Innert von jeder Ecke des  aueren Kerns Outert whp mit nicht
mehr als
2loglogt
jlog( 2)j Kanten erreicht werden kann.
Beweis: Der Beweis gliedert sich in drei Schritte. Zun achst denieren wir
Mengen N (k), k 2 N, in denen wir Ecken mit einem Grad von mindestens uk
zusammenfassen. Dabei sei N (1) = Innert. Anschlieend zeigen wir, dass man
bei geeigneter Wahl der uk whp nicht mehr als zwei Schritte ben otigt, um
von N (k 1) nach N (k) zu gelangen. Abschlieend denieren wir ein k 2 N,
so dass Outert  N (k), was schlielich zur Behauptung f uhren wird.
Wir erinnern uns, dass wir deniert hatten
Outert = Coret nInnert : (3.3.24)
Weiter setzen wir
N
(1) = Innert = fi : di(t)  u1g (3.3.25)
wobei
u1 = lt = t
1
2( 1)(logt)
  1
2: (3.3.26)
Wir denieren nun rekursiv eine Folge uk, k  2, so dass f ur jede Ecke
i 2 f1;2;:::;tg mit einem Grad von mindestens uk die Wahrscheinlichkeit,
dass es keine t-Verbindung zwischen i und der Menge
N
(k 1) = fj : dj(t)  uk 1g (3.3.27)
gibt, bedingt auf Gm(t) lediglich sehr klein ist. Denn nach (3.3.22) und Lem-
ma 4.2.1 ist diese Wahrscheinlichkeit h ochstens
exp

 
dN(k 1)(t)di(t)
t

= exp
 
 
P
j:dj(t)uk 1 dj(t)uk
t
!
(4:2:1)
= exp

 
Bt(uk 1)2 uk
t

: (3.3.28)
Denieren wir nun
uk = Dlogt(uk 1)
 2 (3.3.29)
41ergibt sich daraus
exp

 
Bt(uk 1)2 uk
t

= exp( BDlogt)
= o(t
 1) (3.3.30)
wenn wir D > (B) 1 w ahlen. Das folgende Lemma soll uns helfen uk n aher
zu bestimmen:
Lemma 3.3.3 (Bestimmung von uk) F ur jedes k 2 N ist
uk = D
ak(logt)
bkt
ck (3.3.31)
wobei
ak =
1   (   2)k 1
3   
; bk =
1   (   2)k 1
3   
 
(   2)k 1
2
; (3.3.32)
ck =
(   2)k 1
2(   1)
: (3.3.33)
Beweis: Wir bestimmen ak, bk und ck rekursiv. F ur k = 1 erhalten wir aus
(3.3.26)
a1 = 0; b1 =  
1
2
; c1 =
1
2(   1)
: (3.3.34)
Benutzen wir (3.3.29), k onnen wir ak, bk und ck jeweils auf ihre Vorg anger
ak 1, bk 1 und ck 1 zur uckf uhren und erhalten
ak = 1 + (   2)ak 1; bk = 1 + (   2)bk 1; ck = (   2)ck 1; (3.3.35)
was man schnell sieht, wenn man schreibt
uk = Dlogt(uk 1)
 2
= Dlogt(D
ak 1(logt)
bk 1t
ck 1)
 2: (3.3.36)
Wiederholtes Anwenden von (3.3.35) liefert schlielich (3.3.32). 2
Lemma 3.3.4 (Konnektivit at zwischen N (k 1) und N (k)) Seien m;k  2.
Die Wahrscheinlichkeit, dass es ein i 2 N (k) gibt, das in Gm(2t) einen Ab-
stand von mehr als zwei von N (k 1) hat, ist o(t 1).
42Beweis: Nach Lemma 4.2 gilt mit einer Wahrscheinlichkeit von mehr als
1   o(t 1), X
i2N(k 1)
di(t)  Bt[uk 1]
2 : (3.3.37)
Nehmen wir an, (3.3.37) sei eingetreten. Mithilfe von (3.3.22) k onnen wir,
bedingt auf Gm(t), die Wahrscheinlichkeit berechnen, dass es ein i 2 N (k)
gibt, f ur dass es keine t-Verbindung zwischen i und N (k 1) gibt. Mit der
Boolschen Ungleichung erhalten wir dann
te
 B[uk 1]2 uk = te
 BD logt = o(t
 1); (3.3.38)
wobei wir (3.3.29) benutzt haben und D > 2(B) 1 w ahlen. 2
Wir setzen nun den Beweis von Proposition 3.3.2 fort. Wir setzen
k
 =

loglogt
jlog(   2)j

: (3.3.39)
Nach Lemma 3.3.4 ist der Abstand zwischen N (k) und Innert h ochstens 2k.
Es ist also zu zeigen, dass
Outert  N
(k) (3.3.40)
oder mit der Denition von Outert (vgl. (3.3.3)) und N (k)
fi : di(t)  (logt)
g  fi : di(t)  ukg; (3.3.41)
was gerade der Fall ist, wenn (logt)  uk f ur alle  > 1
3 . Nach Lemma
3.3.3 ist
uk = D
ak(logt)
bkt
ck: (3.3.42)
F ur k + 1 rechnen wir
ak+1 =
1   exp(
loglogt
jlog( 2)j log(   2))
3   
=
1   1
logt
3   
t!1  !
1
3   
bk+1 =
1   1
logt
3   
 
exp(
loglogt
jlog( 2)j log(   2))
2
=
1   1
logt
3   
 
1
2logt
t!1  !
1
3   
ck+1 =
1
2(   1)logt
t!1  ! 0 (3.3.43)
43Insbesondere ist tck = O(1) = (logt)o(1), (logt)bk = (logt)
1
3  +o(1) und
Dak = (logt)o(1) und damit
uk = (logt)
1
3  +o(1) f ur t ! 1: (3.3.44)
W ahlen wir t hinreichend gro, ist   1
3  + o(1), womit wir Proposition
3.3.2 bewiesen haben. 2
Beweis: (Theorem 5) Wir f uhren nun unsere Resultate zusammen zum
Beweis von Theorem 5. In Proposition 3.3.1 haben wir gesehen, dass der
Durchmesser des inneren Kerns Innert whp kleiner ist als 10, sofern  > 1
3 .
Proposition 3.3.2 liefert uns, dass whp jede Ecke des inneren Kerns Innert
von jeder Ecke des  aueren Kerns Outert mit nicht mehr als k =
2loglogt
jlog( 2)j
Schritten erreicht werden kann. Insgesamt brauchen wir also whp in Coret =
Innert [Outert nicht mehr als 10 + 2k Kanten um zwei beliebige Ecken des
Kerns Coret zu verbinden. Das ist die Aussage von Theorem 5. 2
3.3.2 Die Verbindung von Kern und Peripherie
In diesem Abschnitt erweitern wir die Resultate aus dem vorherigen Ab-
schnitt und betrachten den Abstand zwischen den Ecken, die nicht im Kern
Coret liegen und dem Kern.
Theorem 6 (Die Verbindung von Kern und Peripherie) Sei m  2. F ur
jedes  > 1
3  ist der maximale Abstand zwischen einer beliebigen Ecke des
Graphen und Coret in Gm(2t) whp nach oben beschr ankt durch 2
loglogt
logm .
Wir beweisen Theorem 6 in zwei Schritten. Den ersten bildet Propositi-
on 3.3.5, nach der f ur zwei Ecken i;j 2 f1;2;:::tg der Abstand dGm(2t)(i;j)
beschr ankt ist durch eine Konstante mal loglogt. Das heit, diam2t(Gm(t))
ist beschr ankt durch eine Konstante mal loglogt. Der zweiten Schritt, Pro-
position 3.3.8, zeigt uns dann, dass der Abstand zwischen einer beliebigen
Ecke aus ft + 1;t + 2;:::;2tg und einer beliebigen Ecke aus f1;2;:::;tg whp
beschr ankt ist durch eine andere Konstante mal loglogt.
Proposition 3.3.5 (Die Verbindung der H alfte der Peripherie mit dem Kern)
F ur jedes  > 1
3  ist whp der maximale Abstand zwischen einer beliebi-
gen Ecke aus f1;2;:::tg und Coret in Gm(2t) nach oben beschr ankt durch

loglogt
logm .
Beweis: Wir beginnen mit einer Ecke i 2 f1;2;:::;tg und wollen zeigen,
dass die Wahrscheinlichkeit, dass der Abstand zwischen i und Coret mehr
44als C loglogt ist, mit C = 
logm, lediglich klein ist, genauer gesagt sogar nur
o(t 1). Das beweist unsere Behauptung.
Wir erkunden die Nachbarschaft von i wie folgt: Von i ausgehend setzen
wir m  2 Kanten. Von jeder der so erreichten m benachbarten Ecken set-
zen wir wieder jeweils m Kanten, jedoch nur zu Ecken, die wir bisher nicht
erkundet haben. So fahren wir fort. Den so gestarteten Prozess nennen wir
k-Erkundungsbaum, wenn die erkundeten Ecken einen Abstand von bis zu k
von der Ausgangsecke i haben.
Sofern wir niemals zwei Kanten mit der gleichen Ecke verbinden, k onnen
wir in k Schritten mk Ecken erreichen. Ziel ist es nun, den Baum soweit wach-
sen zu lassen, bis er mindestens eine Ecke aus Coret enth alt. Das Ereignis,
dass eine Kante zu einer Ecke f uhrt, die bereits Teil des Erkundungsbaums
ist, nennen wir Kollision. Mit steigenden k steigt auch die Wahrscheinlichkeit
einer Kollosion. Wie wir jedoch im folgenden zeigen werden, ist die Wahr-
scheinlichkeit gering, dass in dem k-Erkundungsbaum vor dem Erreichen des
Kerns eine Ecke gibt, die mehr als zwei Kollisionen hat.
Lemma 3.3.6 (Eine Schranke f ur die Wahrscheinlichkeit mehrerer Kollisio-
nen) Sei m  2,  2 ( m;0), C = 
logm, l  1, b 2 (0;1]. Wir w ahlen
k  C loglogt. F ur jede Ecke i 2 f1;2;:::;tg ist die Wahrscheinlichkeit,
dass der in i gestartete k-Erkundungsbaum mindestens l Kollisionen hat, be-
vor er Coret [

j : j  tb	
erreicht, nach oben beschr ankt durch

(logt)
d t
 b
l
= (logt)
dl t
 bl; (3.3.45)
f ur > 0.
Beweis: Wir w ahlen i 2

tb
+ 1;

tb
+ 2;:::;t
	
und betrachten sei-
nen k-Erkundungsbaum T
(k)
i . Da wir alle Kanten des Baums erst nach dem
Zeitpunkt tb hinzugef ugt haben, ist der Nenner in den Wachstumsregeln der
Modelle (vgl. Abschnitte 1.1 bis 1.3) mindestens tb. Auerdem hat jede Ecke,
bevor der k-Erkundungsbaum Coret erreicht, einen Grad kleiner als (logt),
denn bei einem h oheren Grad w are T
(k)
i \ Coret 6= ; und damit der Kern
bereits erreicht. Daher ist die Wahrscheinlichkeit f ur das im Lemma beschrie-
bene Ereignis f ur l = 1 h ochstens
X
v2T
(k)
i
dv(t) + 
tb 
X
v2T
(k)
i
(logt)
tb 
mk(logt)
tb ; (3.3.46)
45wobei wir benutzt haben, dass  < 0 und
  T
(k)
i
    mk. F ur allgemeines l
lautet die obere Schranke dann

mk(logt)
tb
l
: (3.3.47)
Wenn k = C loglogt mit C = 
logm, erhalten wir schlielich, dass mlk =
(logt)l, was man leicht sieht, wenn man die Denition der allgemeinen Po-
tenz benutzt (siehe z.B. [AE02], S. 296). Somit gilt die Behauptung in Lemma
3.3.6 f ur d = 2. 2
Im n achsten Schritt zeigen wir, dass whp

j : j  tb	
eine Teilmenge des
Kerns ist:
Lemma 3.3.7 (Fr uhe Ecken haben groe Grade) Sei m  1. Dann gibt es
ein b > 0, so dass whp
min
jtb dj(t)  (logt)
; (3.3.48)
f ur ein  > 1
3 . Also gilt insbesondere whp

j : j  tb	
 Coret.
Wir verschieben den Beweis auf Abschnitt 4.4 und fahren gleich fort mit
dem Beweis von Proposition 3.3.5:
Kombinieren wir nun die Lemmata 3.3.6 und 3.3.7. Wir berechnen die
Wahrscheinlichkeit, dass es ein i 2 f1;2;:::;tg gibt, f ur das der Erkun-
dungsbaum T
(k)
i mindestens l Kollisionen hat, bevor er auf den Kern trit.
Mit der Boolschen Ungleichung gilt
t X
i=1
(logt)
dlt
 bl = (logt)
2lt
 bl+1 = o(1); (3.3.49)
falls l > 1
b. Wenn der k-Erkundungsbaum auf den Kern trit, sind wir nach
Theorem 5 fertig. Trit der k-Erkundungsbaum von einer Ecke i dagegen
nicht auf den Kern, hat aber auch weniger als l Kollisionen, dann hat der
Baum mindestens mk l Ecken. Denn, wenn es h ochstens l Kollisionen gibt,
erhalten wir die minimale Gr oe des Baums indem wir die l Ecken iden-
tizieren und ihren Ursprung. Die Gr oe des "belaubten\ Baums ist dann
mindestens mk l.
Wenn k = C loglogt mit C = 
logm ist die Anzahl der Ecken des Baums
mindestens (logt)+o(1). Das gesamte Gewicht des Kerns ist nach 4.2.1 min-
destens X
i2Coret
(di(t) + )  Bt(logt)
 ( 2): (3.3.50)
46Die Wahrscheinlichkeit, dass es keine t-Verbindung zwischen dem k-Erkun-
dungsbaum und dem Kern gibt, k onnen wir mit (3.3.22) nach oben absch atzen
durch
exp

Bt(logt) ( 2)(logt)+o(1)
t

= o(t
 1); (3.3.51)
falls wir B hinreichend gro w ahlen, da  > 1
3 . Damit ist der Beweis
komplett. 2
Proposition 3.3.8 Sei m  2. F ur  > 1
3  ist der maximale Abstand zwi-
schen jeder Ecke und Coret [f1;2;:::tg in Gm(t) whp nach oben beschr ankt
durch
 loglogt
logm .
Beweis: Sei k =
j
 loglogt
logm
k
 1. Wir lassen den k-Erkundungsbaum erneut
wachsen und zwar nun von den Ecken i 2 ft + 1;t + 2;:::;2tg.
Nach Lemma 3.3.6 f ur b = 1 ist die Wahrscheinlichkeit, dass es eine Ecke
gibt, deren k-Erkundungsbaum mehr als l = 2 Kollisionen enth alt, bevor er
auf eine Ecke aus der Menge Coret [f1;2;:::;tg trit, nach oben beschr ankt
durch t 2(logt)d1 f ur d1 hinreichend gro. Sobald der k-Erkundungsbaum
eine Ecke aus Coret [f1;2;:::;tg enth alt, benutzen wir Proposition 3.3.5
und Theorem 5 und m ussen nichts weiter zeigen. Falls dies nicht der Fall ist
und es mehr als zwei Kollisionen im Baum gibt, dann gibt es mindestens mk =
(m   1)mk 1 Ecken in ft + 1;t + 22;:::;2tg mit einem Abstand von genau
k zur Ursprungsecke des Baums. Wir bezeichnen diese Ecken mit i1;:::;imk
und den k-Erkundungsbaum mit T
(k)
i . Wir k onnen schreiben
P

@j 2 f1;2;:::;mkg so dass ij ! f1;2;:::;tgjT
(k)
i

=
mk Y
j=1
P

ij 9 f1;2;:::;tgjis 9 f1;2;:::;tg8s < j;T
(k)
i

: (3.3.52)
Wir wissen, das unabh angig davon, wie die Ecken in Gm(2t) verteilt sind, f ur
jedes s 2 ft + 1;t + 2;:::;2tg gilt, dass
Pt
i=1(di(s) + )
(2m + )s

Pt
i=1(di(t) + )
(2m + )s

1
2
: (3.3.53)
Das heit, f ur jede Ecke ij im Rand von T
(k)
i , ist die Wahrscheinlichkeit,
dass sie direkt mit f1;2;:::;tg verbunden ist, mindestens 1
2 . Als Ergebnis
47erhalten wir, dass gleichm aig f ur alle t;i und j gilt
P

ij 9 f1;2;:::;tgjis 9 f1;2;:::;tg8s < j;T
(k)
i


(2m + )t
(2m + )2t
=
1
2
:
(3.3.54)
Damit erhalten wir, dass
P

@j = 1;:::mk, so dass ij $ f1;2;:::;tgjT
(k)
i

 2
 mk: (3.3.55)
Da mk = m 1
m (logt), mit  = 1
3  > 1, ist 2 mk = o(t 1). Damit liegt
whp jede Ecke i 2 ft + 1;t + 2;:::;2tg in einem Abstand von k + 1 von
f1;2;:::;tg. 2
Schlielich f uhren wir unsere bisherigen Ergebnisse zusammen und kom-
plettieren den Beweis zu Theorem 6:
Beweis: Proposition 3.3.8 liefert uns, dass whp jede Ecke in Gm(2t) einen
maximalen Abstand von k + 1 =
j
 loglogt
logm
k
von Coret [f1;2;:::;tg hat.
Weiter ist die Aussage von Proposition 3.3.5, dass whp jede Ecke der Menge
f1;2;:::;tg h ochstens einen Abstand von k + 1 vom Kern Coret hat. Insge-
samt liegt also whp jede Ecke in Gm(2t) in einem Abstand von 2(k +1) vom
Kern. 2
3.3.3 Beweis von Theorem 4
Nun m ussen wir noch die Aussagen der Abschnitte 3.3.1 und 3.3.2 zusam-
menf ugen und k onnen den Beweis zu Theorem 4 abschlieen. Wir behalten
im Ged achtnis, dass alle Ereignisse des Abschnitts whp eintreten, also ihre
Wahrscheinlichkeit f ur t ! 1 gegen 1 geht.
Beweis: Nach Theorem 6 betr agt in Gm(2t) der
 Abstand einer beliebigen Ecke zum Kern h ochstens
2 loglogt
logm .
Nach Theorem 5 ist der
 Durchmesser des Kerns nach oben beschr ankt durch
4loglogt
jlog( 2)j.
Wir k onnen beispielsweise zwei Ecken i;j aus der Peripherie verbinden, indem
wir zun achst von i in maximal
2 loglogt
logm Schritten zum Kern springen, uns
anschlieend im Kern mit h ochstens
4loglogt
jlog( 2)j Schritten zu einer geeigneten
48Ecke bewegen, von der aus wir schlielich wieder in
2 loglogt
logm Schritten die
Ecke j erreichen. In der Summe ben otigen wir nicht mehr als
CG =
4
jlog(   2)j
+
4
logm
(3.3.56)
Schritte. Liegen i oder j oder beide bereits im Kern, verk urzt sich unser Weg
entsprechend. Damit ist Theorem 4 bewiesen. 2
49Kapitel 4
Technische Beweise und
Lemmata
In diesem Kapitel sind die Beweise zu einigen technischen Lemmata zusam-
mengefasst, die der  Ubersicht halber nicht in den jeweiligen Abschnitten des
Hauptteils untergebracht sind.
4.1 Das zweite Moment der Gradfolge
Lemma 4.1.1 F ur M4 > 0 gilt
E

(ds(t) + )
2
 M4

t
s
2a
: (4.1.1)
Beweis: Wir beginnen mit Modell (c). Wir k onnen E[(ds(t1 + 1) + )2]
rekursiv wie folgt berechnen:
E

(ds(t1 + 1) + )
2 j Gm(t1)

= E

(ds(t1 + 1)   ds(t1) + ds(t1) + )
2 j Gm(t1)

= E

(ds(t1 + 1)   ds(t1))
2 j Gm(t1)

+ 2(ds(t1) + )E[(ds(t1 + 1)   ds(t1)) j Gm(t1)] + (ds(t1) + )
2
= E
2
4
 
m X
j=1
I[g(t1;j)]
!2
j Gm(t1)
3
5 +
2m(ds(t1) + )2
(2m + )t1
+ (ds(t1) + )
2
= m

ds(t1) + 
(2m + )t1

  m

ds(t1) + 
(2m + )t1
2
+ m
2

ds(t1) + 2
(2m + )t1
2
+
2m(ds(t1) + )2
(2m + )t1
+ (ds(t1) + )
2: (4.1.2)
50Daraus erhalten wir nun
E

(ds(t1 + 1) + )
2
=

1 +
m2   m
(2m + )2t2
1
+
2m
(2m + )t1

E[(ds(t1) + )]
+
m
(2m + )t1
E

(ds(t1) + )
2
: (4.1.3)
Zur Abk urzung denieren wir
qs(t1) = E[(ds(t1) + )
2]; a =
m
2m + 
; (4.1.4)
es(t1) = E[(ds(t1) + )]; b =
1
2m + 
: (4.1.5)
Benutzen wir nun (3.1.23) und (4.1.3) ergibt sich daraus
es(t1 + 1) = es(t1)(1 +
a
t1
) (4.1.6)
qs(t1 + 1) =

1 +
a(a   b)
t2
1
+
2a
t1

qs(t1) +
a
t1
es(t1): (4.1.7)
Im folgenden schreiben wir qs(t+1) = (1+a(t))qs(t)+rs(t), wobei wir a(k) =
a(a b)+2ak
k2 und rs(t) = a
tes(t) setzen. Anschlieend wenden wir sukzessive
(4.1.7) an und erhalten
qs(t) = (1 + a(t   1))qs(t   1) + rs(t   1)
= qs(s)
t 1 Y
k=s
(1 + a(k)) +
t 1 X
k=s
rs(k)
t 1 Y
l=k+1
(1 + a(l)) (4.1.8)
Da a(k) =
a(a b)+2ak
k2  2a
k und a  b > 0 k onnen wir schreiben
t 1 Y
k=s
(1 + a(k))  exp
(
t 1 X
k=s
a(k)
)
 exp
(
t 1 X
k=s
2a
k
)
 exp
Z t 1
s 1
2a
x
dx

=

t   1
s   1
2a
: (4.1.9)
Damit haben wir den ersten Summanden aus (4.1.8) abgesch atzt. Mit (3.1.25)
ist
es(t) = E[ds(t) + ]  2
a(2m + )

t   1
s
a
 M

t
s
a
(4.1.10)
51Wenden wir nun (4.1.10) auf
Qt 1
l=k+1(1 + a(l)) an und setzen rs(t) = a
tes(t),
erhalten wir f ur den zweiten Summanden
t 1 X
k=s
rs(k)
t 1 Y
l=k+1
(1 + a(l))
(4:1:9)

t 1 X
k=s
rs(k)

t   1
k
2a
 (t   1)
2a
t 1 X
k=s
rs(k)
k2a
 a(t   1)
2a
t 1 X
k=s
es(k)
k1+2a  aM
t2a
sa
t 1 X
k=s
1
k1+a
(4:1:10)
 aM
t2a
sa
1 X
k=s
1
k1+a  M5

t
s
2a
: (4.1.11)
Setzen wir nun in (4.1.8) die Ergebnisse aus (4.1.10) und (4.1.11) ein, erhalten
wir
qs(t)  qs(s)

t   1
s   1
2a
+ M5

t
s
2a
 M4

t
s
2a
: (4.1.12)
2
4.2 Ecken mit hohem Grad
Lemma 4.2.1 Sei l = l(t) ! 1 f ur t ! 1 and l(t)  u1. Dann gibt es eine
Konstante B > 0, so dass mit einer Wahrscheinlichkeit gr oer als 1 o(t 1)
gilt X
i:di(t)l
di(t)  Btl
2 : (4.2.1)
Beweis: Sei Pl(t) = #fi  t : di(t)  lg die Anzahl von Ecken zum Zeit-
punkt t, mit einem Grad von mindestens l. Dann k onnen wir schreiben
X
i:di(t)l
di(t)  lPl(t): (4.2.2)
Nun wollen wir Pl(t) untersuchen. In [DEHH99] nden wir f ur Modell (c)
verschiedene Aussagen zur Asymptotik von Pl(t), die wir hier aufgreifen
wollen. Zudem geben wir Anmerkungen, wie sich die gleichen Aussagen f ur
die Modelle (a) und (b) zeigen lassen. Im ersten Schritt wird gezeigt, dass es
ein B1 gibt, so dass gleichm aig f ur alle l gilt
P

jPl(t)   E[Pl(t)]j  B1
p
tlogt

= o(t
 1): (4.2.3)
Diese Aussage haben wir bereits mit Proposition 2.2.1 gezeigt. Hier erhalten
wir eine Absch atzung f ur die Konzentration der Anzahl von Ecken mit einem
52Grad von mindestens l. Der Beweis folgt einer Arbeit von Bollob as et al. (vgl.
[BRST01], Beweis von Theorem 1). Die Aussage gilt f ur alle Modelle (a) bis
(c). Im zweiten Schritt bezeichne
Pl(t) = #fi  t : di(t) = lg (4.2.4)
die Anzahl der Ecken mit Grad l. Weiter sei pk gegeben durch
pk =

m (k + ) (m +  + )
 (m + ) (k + 1 +  + )
; k  m; (4.2.5)
mit  = 2 + 
m. In Kapitel 2 hatten wir bereits pk  k  gezeigt f ur  = 
m,
was wir auch hier wieder benutzen wollen. Weiter wissen wir aus Proposition
2.3 f ur Modell (a), dass es eine Konstante B2 gibt, so dass
sup
l1
jE[Pl(t)]   tplj  B2: (4.2.6)
F ur Modell (c) wird dies in [DEHH99] gezeigt. F ur Modell (b) kann man den-
Beweis aus [Hof07], Kapitel 8 entsprechend anpassen. Allgemeinere Resultate
dieser Art, mit einer sch arferen Grenze f ur (4.2.6) ndet man auch in [HW06].
Aus (4.2.3) haben wir gesehen, dass sich Pl(t) whp bis auf eine Die-
renz von B1
p
tlogt an E[Pl(t)] n ahert. Weiter folgt aus (4.2.6), dass whp
E[Pl(t)]  tpl  B2. Mit einer Wahrscheinlichkeit gr oer 1 o(t 1) gilt somit
Pl(t)
(4:2:3)
 E[Pl(t)]   B1
p
tlogt
 E[Plt(t)]   E

P2lt(t)

  B1
p
tlogt
(4:2:6)

2lt 1 X
l=lt
[tpl   B2]   B1
p
tlogt
 B3tl
1 
t   B2lt   B1
p
tlogt; (4.2.7)
wobei wir im letzten Schritt benutzt haben, dass plt  l
 
t . Nun wollen wir
ein lt nden, so dass B3tl
1 
t deutlich gr oer ist als B2lt und B1
p
tlogt. Es
soll also zum einen gelten
tl
1 
t  lt; (4.2.8)
was wir umformen k onnen zu lt  t
1
, und weiter
tl
1 
t 
p
tlogt; (4.2.9)
53was wir umformen k onnen zu lt  t
1
2( 1)(logt)
  1
2( 1). F ur  > 2 ist 1
 
1
2( 1) und (logt)
  1
2( 1)  (logt)  1
2, weshalb
lt  t
1
2( 1)(logt)
  1
2  u1 (4.2.10)
den Bedingungen gen ugt. Bei dieser Wahl von lt sind B2lt und in B1
p
tlogt
in (4.2.7) klein im Vergleich zu B3tl
1 
t und f ur ein geeignetes B k onnen wir
schreiben, dass mit einer Wahrscheinlichkeit gr oer 1   o(t 1) gilt
Plt(t)  Btl
1 
t (4.2.11)
und mit (4.2.2) gilt mit einer Wahrscheinlichkeit gr oer 1   o(t 1)
X
i:di(t)l
di(t)  Btl
2 
t : (4.2.12)
F ur lt wie in (4.2.10) und mit der Denition von Innert wie in (3.3.6) aus
Abschnitt 3.3.1 gilt dann whp
#Innert = Pt(t)  Btl
1 
t 
p
t; (4.2.13)
was wir im Beweis zu Proposition 3.3.1 benutzen werden. 2
4.3 Der Durchmesser eines multinomialen Gra-
phen
Lemma 4.3.1 Sei Hnt ein multinomialer Graph wie im Beweis zu Propositi-
on 3.3.1. Dann ist der Durchmesser von Hnt whp nach oben beschr ankt durch
den Durchmesser eines gleichm aigen Erd os-R enyi-Graphen Gn(nt;Mt), wo-
bei
Mt =
1
2
et
 
1   (1   qt)
t
: (4.3.1)
Beweis: Es ist zu zeigen, dass die zuf allige Anzahl von Kanten Mnt die
deterministische Anzahl Mt whp dominiert. Dies kann man aus der Cheby-
shevschen Ungleichung wie folgt schlieen:
Aus der Denition des multinomialen Graphen, und mit et =
nt(nt 1)
2 ist
Mnt =
et X
i=1
I
"(
t X
j=1
Nj;i > 0
)#
: (4.3.2)
54Daraus folgt nach umfangreicher Rechnung und mithilfe einer Taylorentwick-
lung
E[Mnt] = et(1   (1   qt)
t) = 2Mt; (4.3.3)
und
Var(Mnt)  tqtet  E[Mnt] = 2Mt; (4.3.4)
so dass die Varianz von gleicher Ordnung ist wie das erste Moment. Wenden
wir nun die Chebyshevsche Ungleichung an, erhalten wir
P(Mnt < Mt)  P(jMnt   E[Mnt]j > Mt)

Var(Mnt)
M2
t

4Var(Mnt)
E[Mnt]
2 ! 0: (4.3.5)
2
4.4 Fr uhe Ecken haben groe Grade
Im folgenden beweisen wir Lemma 3.3.7:
Beweis: Wir untersuchen das Problem zun achst f ur Modell (a). Die Erwei-
terung auf Modell (b) ist einfach und erfolgt gleich im Anschluss. Der Beweis
f ur Modell (c) ist etwas komplizierter.
Modell (a): Wir beginnen mit der Aussage f ur m = 1 und einem festen
 >  1. Wir zeigen durch Induktion in j, dass f ur m = 1 und f ur alle t > i
P(di(t) = j)  Cj
 (t) (i + 1+
2+)
 (t + 1+
2+) (i)
(4.4.1)
wobei wir Cj im Verlauf des Beweises n aher bestimmen werden. Wir starten
mit j = 1 und berechnen die Wahrscheinlichkeit, dass sich bis zu einem
beliebigen Zeitpunkt t > i keine weitere Ecke mit i verbunden hat, also
P(di(t) = 1). Die Wachstumsregel (1.1.1) aus Kapitel 1 liefern uns f ur dieses
Ereignis
P(di(t) = 1) =
t Y
s=i+1

1  
1 + 
(2 + )(s   1) + (1 + )

=
t Y
s=i+1
 
s   1
s   1 + 1+
2+
!
=
 (t) (i + 1+
2+)
 (t + 1+
2+) (i)
; (4.4.2)
55womit wir die Induktion gestartet haben, wenn wir C1 = 1 setzen.
Um die Induktion zu entwickeln, sei s < t der letzte Zeitpunkt, zu dem
sich eine Ecke mit i verbunden hat. In dem Term den wir im n achsten Schritt
aufsummieren wollen bezeichnet
- (I) die Wahrscheinlichkeit, dass eine Ecke i zum Zeitpunkt s 1 gerade
Grad j   1 hat,
- (II) die Wahrscheinlichkeit, dass sich die neue Ecke s mit i verbindet,
- (III) die Wahrscheinlichkeit, dass sich nach dem Zeitpunkt s keine wei-
tere Ecke mehr mit i verbindet.
Insgesamt summieren wir von s = i+j 1 bis t, also  uber alle Zeitpunkte
s, in denen die Ecke i den Grad j erreichen kann. Wir erhalten
P(di(t) = j) =
t X
s=i+j 1
P(di(s   1) = j   1)
| {z }
(I)

j   1 + 
(2 + )(s   1) + 1 + 
| {z }
(II)
P(di(t) = jjdi(s) = j)
| {z }
(III)
:
(4.4.3)
Mit der Induktionsvoraussetzung (4.4.1) erhalten wir f ur (I)
P(di(s   1) = j   1)  Cj 1
 (s   1) (i + 1+
2+)
 (s   1 + 1+
2+) (i)
: (4.4.4)
Analog zu (4.4.2) berechnen wir f ur (III)
P(di(t) = jjdi(s) = j) =
t Y
q=s+1

1  
j + 
(2 + )(q   1) + (1 + )

=
t Y
q=s+1
 
q   1  
j 1
2+
q   1 + 1+
2+
!
=
 (t  
j 1
2+) (s + 1+
2+)
 (t + 1+
2+) (s  
j 1
2+)
:
(4.4.5)
Nun setzen wir diese Ergebnisse in (4.4.3) ein und erhalten
P(di(t) = j) 
t X
s=i+j 1
Cj 1
 (s   1) (i + 1+
2+)
 (s   1 + 1+
2+) (i)

j   1 + 
(2 + )(s   1) + 1 + 

 (t  
j 1
2+) (s + 1+
2+)
 (t + 1+
2+) (s  
j 1
2+)
:
(4.4.6)
56Wir nutzen als n achstes die Eigenschaft der Gamma-Funktion, dass f ur
alle x 2 R
+ gilt x (x) =  (x + 1). Dann ist
 

s   1 +
1 + 
2 + 

((2+)(s 1)+(1+)) = (2+) 

s +
1 + 
2 + 

(4.4.7)
und wir erhalten
P(di(t) = j)  Cj 1
j   1 + 
2 + 
 (i + 1+
2+)
 (i)
 (t  
j 1
2+)
 (t + 1+
2+)
t X
s=i+j 1
 (s   1)
 (s  
j 1
2+)
:
(4.4.8)
Falls l + b;l + 1 + a > 0 und a   b + 1 > 0, k onnen wir rechnen
t X
s=l
 (s + a)
 (s + b)
=
1
a   b + 1

 (t + 1 + a)
 (t + b)
 
 (t + 1 + a)
 (l + b)


1
a   b + 1
 (t + 1 + a)
 (t + b)
(4.4.9)
Wenden wir nun (4.4.9) mit a =  1, b =  
j 1
2+, l = i + j   1, so dass
a   b + 1 =
j 1
2+ > 0, wenn j > 1, erhalten wir
P(di(t) = j)  Cj 1
j   1 + 
2 + 
 (i + 1+
2+)
 (i)
 (t  
j 1
2+)
 (t + 1+
2+)
1
j 1
2+
 (t)
 (t  
j 1
2+)
= Cj 1
j   1 + 
j   1
 (i + 1+
2+)
 (i)
 (t)
 (t + 1+
2+)
: (4.4.10)
Gleichung (4.4.10) liefert dann die Induktionsvoraussetzung, wenn wir
Cj =
j   1 + 
2 + 
Cj 1: (4.4.11)
setzen. Damit ist der Beweis f ur Modell (a) komplett.
Modell (b): F ur Modell (b) ist der Beweis  ahnlich. Die Induktionssvor-
aussetzung lautet hier
P(di(t) = j)  Cj
 (t   1+
2+) (i)
 (t) (i   1+
2+)
; (4.4.12)
57wobei Cj wiederum im Verlauf n aher bestimmt wird. In Modell (b) liefert
uns die Wachstumsregel f ur t  i
P(di(t) = 1) =
t Y
s=i+1

1  
1 + 
(2 + )(s   1)

=
t Y
s=i+1
 
s   1   1+
2+
s   1
!
=
 (t   1+
2+) (i)
 (t) (i   1+
2+)
; (4.4.13)
womit wir die Induktion starten. Weiter ist
P(di(t) = jjdi(s) = j) =
t Y
q=s+1

1  
j + 
(2 + )(q   1)

=
 (t  
j+1
2+) (s)
 (t) (s  
j+1
2+)
: (4.4.14)
Wir wenden nun die Induktionsvoraussetzung (4.4.12) in der Form P(di(s 
1) = j   1)  Cj 1
 (s 1  1+
2+) (i)
 (s 1) (i  1+
2+) an und summieren  uber alle Zeitpunkte s,
in denen die Ecke i den Grad j erreichen kann. Wir erhalten
P(di(t) = j) 
t X
s=i+j 1
Cj 1
 (s   1   1+
2+) (i)
 (s   1) (i   1+
2+)
j   1 + 
(s   1)(2)
 (t  
j+1
2+) (s)
 (t) (s  
j+1
2+)
:
(4.4.15)
Dann ist
P(di(t) = j)  Cj 1
j   1 + 
2
 (i)
 (i   1+
2+)
 (t  
j+
2+
 (t)
t X
s=i+j 1
 (s   1   1+
2+)
 (s  
j+
2+)
= Cj 1
j   1 + 
2
 (i)
 (i   1+
2+)
 (t  
j+
2+)
 (t)
; (4.4.16)
was uns mit C1 = 1 und Cj = Cj 1
j 1+
j 1 die Behauptung liefert.
Modell (c): In den Beweisen zu den Modellen (a) und (b) haben wir das
Verh altnis zwischen Gm(t) und G1(t) betrachtet, wodurch es ausreichend war,
den Fall m = 1 zu untersuchen. F ur m = 1 konnte dort mit jedem Zeitschritt
h ochstens eine neue Kante hinzugef ugt werden. Diese Strategie scheitert je-
doch bei Modell (c). Somit m ussen wir unser Argument zun achst anpassen.
58Wir wollen nun ein ei(t) denieren, so dass zum einen ei(t)  di(t) und
des weiteren ei(t) mit jedem Zeitschritt h ochstens um eins w achst. Wir de-
nieren ei(t) rekursiv und beginnen mit ei(i) = di(i) = m. Angenommen wir
h atten bereits gezeigt, dass di(t) = ei(t) + ri(t), mit ri(t)  0, dann gehen
wir weiter nach t+1 indem wir ei(t) genau dann um eins erh ohen, wenn die
erste Kante der Ecke t + 1 mit der Ecke i verbunden wird, was mit einer
Wahrscheinlichkeit von
ei(t)+
(2m+)t eintreten soll. Mit einer Wahrscheinlichkeit
von
ri(t)
(2m+)t, bleibt ei(t + 1) = ei(t) und wir erh ohen ri(t) um eins. F ur die
anderen m 1 Kanten erh ohen wir ri(t) mit einer Wahrscheinlichkeit
di(t)+
(2m+)t.
Etwas ungenau k onnte man sagen, dass wir den Grad der Ecke i in einen
"Grad der ersten Kanten\ und einen "Grad der restlichen m 1 Kanten\ auf-
spalten, wobei wir ei(t) auch die m Kanten zugeschlagen haben, die von der
Ecke i selbst ausgehen und zudem die Wahrscheinlichkeit f ur eine Erh ohung
von ei(t) mit
ei(t)+
(2m+)t etwas kleiner ist.
Es gilt ei(t+1)  di(t+1), falls ei(t)  di(t), denn die Dierenz zwischen
ei(t) und di(t) ist gerade ri(t), das f ur wachsende t monoton steigt. Auerdem
wissen wir von ei(t+1), dass es entweder gleich ei(t) oder gleich ei(t)+1 ist,
wobei letzteres mit der Wahrscheinlichkeit
P(ei(t + 1) = jjei(t) = j   1) =
j   1 + 
(2m + )t
(4.4.17)
eintritt. Von nun an gehen wir  ahnlich vor wie in den Beweisen zu den Mo-
dellen (a) und (b), jedoch betrachten wir nun die Zufallsvariable ei(t). Die
Induktionsvoraussetzung lautet nun
P(ei(t) = j)  Cj
 (t   m+
2m+) (i)
 (t) (i   m+
2m+)
; (4.4.18)
wobei Cj auch hier im weiteren Verlauf bestimmt wird. Nach der Wachs-
tumsregel f ur ei(t) gilt f ur alle t  i
P(ei(t) = m) =
t Y
s=i+1

1  
m + 
(2m + )(s   1)

=
t Y
s=i+1
 
s   1   m+
2m+
s   1
!
=
 (t   m+
2m+) (i)
 (t) (i   m+
2m+)
; (4.4.19)
59womit die Induktion gestartet ist wenn wir Cm = 1 setzen. Weiter ist
P(ei(t) = jjei(s) = j) =
t Y
q=s+1

1  
j + 
(2m + )(q   1)

=
 (t  
j+
2m+) (s)
 (t) (s  
j+
2m+)
:
(4.4.20)
F ur j > m setzen wir die Induktion fort, indem wir die Induktionsvor-
aussetzung in der Form
P(ei(s   1) = j   1)  Cj
 (s   1   m+
2m+) (i)
 (s   1) (i   m+
2m+)
(4.4.21)
einsetzen. Wir erhalten
P(ei(t) = j) 
t X
s=i+j 1
Cj 1
 
 (s   1   m+
2m+) (i)
 (s   1) (i   m+
2m+)
!
j   1 + 
(2m + )(s   1)

 (t  
j+
2m+)
 (t) (s  
j+
2m+)
= Cj 1
j   1 + 
2m + 
 (i)
 (i   m+
2m+)
 (t  
j+
2m+)
 (t)
t X
s=i+j 1
 (s   1   m+
2m+)
 (s  
j+
2m+)
= Cj 1
j   1 + 
j   m
 (i)
 (i   m+
2m+)
 (t  
j+
2m+)
 (t)
; (4.4.22)
so dass wir nun Cj bestimmen, indem wir f ur Cm = 1 setzen und f ur alle
j > m
Cj =
j   1 + 
j   m
Cj 1: (4.4.23)
Wir erinnern uns, dass die Modelle (a) und (b) f ur allgemeines m  1
aus dem Modell f ur m = 1 konstruiert werden, indem wir 0 = =m gesetzt
hatten und wir jeweils Gruppen von m Ecken betrachtet haben. Die Ecke i
in Gm(t) bestimmt sich dann aus den Ecken (i   1)m + 1;:::;im in G1(t).
Insbesondere ist der Grad einer Ecke i in Gm(t) nach unten beschr ankt durch
den Grad der Ecke im in G1(mt). Folglich d urfen wir f ur die Modelle (a) und
(b) die Resultate auf m  1 erweitern, indem wir 0 = 
m w ahlen. F ur alle
drei Modelle k onnen wir dann schreiben
P(di(t) = j)  Cj
 (t   a1) (i + a2)
 (t + a2) (i   a1)
; (4.4.24)
mit j  m  1 und cj > 0 fest. wobei f ur Modell (a)
a1 = 0 a2 =
m + 
2m + 
(4.4.25)
60und f ur (b) und (c)
a1 =
m + 
2m + 
a2 = 0: (4.4.26)
F ur alle drei Modelle gilt
Cj  1  j
p 1 (4.4.27)
f ur ein p  1. Mit (4.4.24) ist dann
P(di(t)  j) =
j X
l=1
P(di(t) = l)

j X
l=1
l
p 1 (t   a1) (i + a2)
 (t + a2) (i   a1)
 j
p (t   a1) (i + a2)
 (t + a2) (i   a1)
: (4.4.28)
Nutzen wir Eigenschaft 0.0.3 der Gammafunktion, erhalten wir f ur groe t
und i
P(di(t)  j)  j
pt
 (a1+a2)i
a1+a2(1 + o(1)): (4.4.29)
Nun f uhren wir unsere Resultate zum Beweis von Lemma 4.4 zusammen.
Wir w ahlen 0 < b <
a1+a2
a1+a2+1 = m+
3m+2 und wenden die Boolsche Ungleichung
(BU) auf die Ecken i  tb an, so dass
P(9i  t
b : di(t)  (logt)
)
(BU)

tb X
i=1
P(di(t)  (logt)
)
 (logt)
p (t   a1)
 (t + a2)
tb X
i=1
 (i + a2)
 (i   a1)
 (logt)
pt
 (a1+a2)
tb X
i=1
i
a1+a2

(logt)p
tb(a1+a2+1) (a1+a2)
t!1  ! 0: (4.4.30)
2
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