ABSTRACT. We build a bridge between geometric group theory and topological dynamical systems by establishing a dictionary between various notions of quasi-isometry and various notions of continuous orbit equivalence. As an application, we give conceptual explanations for previous results of Shalom and Sauer on quasi-isometry invariance of homological and cohomological dimensions and Shalom's property H FD . As another application, we produce many new quasi-isometry invariants which are given by group homology and cohomology for a class of coefficients including all induced and co-induced modules. This implies that for an arbitrary ring, being a duality group over that ring is a quasi-isometry invariant among all groups which have finite cohomological dimension over that ring. It also follows that vanishing of ℓ 2 -Betti numbers is a quasi-isometry invariant for all countable discrete groups.
INTRODUCTION
The philosophy of geometric group theory is to study groups not merely as algebraic objects but from a geometric point of view. There are two ways of developing a geometric perspective, by viewing groups themselves as geometric objects (for instance with the help of their Cayley graphs, which leads to the notion of quasiisometry) or by studying groups by means of "nice" group actions on spaces which carry some topology or geometry. Once a geometric point of view is taken, an immediate question is: How much of the original algebraic structures is still visible from our new perspective? Or more precisely: Which algebraic invariants of groups are quasi-isometry invariants?
Our goals in this paper are twofold. First, we want to connect the two geometric perspectives mentioned above by giving dynamic characterizations of quasi-isometry (and of related notions). It turns out that for topological dynamical systems, the concept corresponding to quasi-isometry is given by (modified versions of) continuous orbit equivalence, as introduced in [14, 15] . The latter means that we can identify the orbit structure of our dynamical systems in a continuous way. The idea of developing dynamic characterizations of quasi-isometry goes back to Gromov's notion of topological couplings and has been developed further in [28, 25] . Recently, independently from the author, a dynamic characterization of bilipschitz equivalence for finitely generated groups was obtained in [19] , which is a special case of our result.
Secondly, we want to study the behaviour of algebraic invariants of groups under quasi-isometry. More precisely, we consider invariants of (co)homological nature. Using our dynamic characterizations of quasiisometry, we give conceptual explanations of the results in [28, 25] on quasi-isometry invariance of homological and cohomological dimensions and Shalom's property H FD . Moreover, using a refined, more concrete version of our dynamic characterizations, we produce many new quasi-isometry invariants of (co)homological nature. We generalize the result in [10] that among groups G satisfying the finiteness condition F n , the cohomology groups H n (G, RG) are quasi-isometry invariants for all commutative rings R with unit. We show that for a class of coefficients (called res-invariant modules), including all induced and co-induced modules, group homology and cohomology are quasi-isometry invariants. In particular, we obtain that for an arbitrary commutative ring R with unit, the property of being a duality group over R (in the sense of [1] ) is a quasi-isometry invariant among all groups which have finite cohomological dimension over R. This generalizes [10, Corollary 3] .
We also obtain quasi-isometry invariance for reduced group homology and reduced group cohomology. As a consequence, we obtain that vanishing of ℓ 2 -Betti numbers is a quasi-isometry invariant among all finitely generated discrete groups. Actually, we show that this even applies to all countable discrete groups if we replace quasi-isometry by uniform equivalence (which we introduce below). This generalizes the corresponding result For finitely generated groups, it is shown in [28] that uniform equivalences coincide with quasi-isometries, and thus, uniform bijections coincide with bilipschitz equivalences. We use the notions of uniform embeddings and uniform equivalences because they are more general and actually more natural in our context. Note that unlike in [28, 25] , our definition of uniform embedding is right-invariant (i.e., we use st −1 and not s −1 t). This is because our groups usually act from the left when we consider dynamical systems.
To explain our dynamic characterizations of uniform embeddings and uniform equivalences, we introduce the following weaker notion of continuous orbit equivalence. Let G X and H Y be topological dynamical systems, where the groups act by homeomorphisms on locally compact Hausdorff spaces. A continuous orbit couple is a pair of continuous maps p : X → Y and q : Y → X which both preserve orbits in a continuous way, such that p and q are inverses up to orbits (i.e., q(p(x)) lies in the same G-orbit of x and similarly for p • q). "Preserving orbits in a continuous way" is made precise by continuous maps a : G × X → H such that p(g.x) = a (g, x) .p(x) for all g ∈ G and x ∈ X . If p and q are actual inverses (i.e., q • p = id X and p • q = id Y ), then our systems are called continuously orbit equivalent.
Our first main result establishes the following dictionary: The existence of a uniform embedding G → H corresponds to the existence of a continuous orbit couple for topologically free systems G X and H Y , where X is compact. The existence of a uniform equivalence G → H corresponds to the existence of a continuous orbit couple for topologically free systems G X and H Y , where both X and Y are compact. The existence of a uniform bijection G → H corresponds to the existence of continuously orbit equivalent topologically free systems G X and H Y , where both X and Y are compact. We refer to Theorem 2.17 for precise statements.
It turns out that for compact X , the existence of a continuous orbit couple for G X and H Y is equivalent to saying that G X and H Y are Kakutani equivalent. This means that there are clopen subspaces A ⊆ X and B ⊆ Y which are full with respect to the G-and H-actions such that the partial actions G A and H B are continuously orbit equivalent (in the sense of [15] ). This implies that the transformation groupoids of G X and H Y are Morita equivalent. Building on this observation, we show that the results in [28, 25] on quasiisometry invariance (or rather uniform equivalence invariance) of homological and cohomological dimensions and Shalom's property H FD are immediate consequences of Morita invariance of various notions of groupoid (co)homology. This gives a conceptual explanation for the results in [28, 25] , and at the same time, our work isolates precise conditions on the dynamical systems which are needed to show quasi-isometry invariance.
The dynamic characterizations we described so far are abstract as the dynamical systems are not specified. It is striking that even such abstract characterizations suffice to derive the results in [28, 25] . However, to show quasi-isometry invariance (or rather uniform equivalence invariance) of group homology and cohomology with particular coefficients, we need more concrete versions of our dynamic characterizations. Inspired by [29] , we first observe that in place of abstract dynamical systems, we may always take the canonical action G β G of 2
Theorem 2.10. Let G and H be groups. There is a one-to-one correspondence between isomorphism classes of topologically free (G, H) couplings and isomorphism classes of topologically free (G, H) continuous orbit couples, with the following additional properties: (i) A (G, H) coupling G Ȳ ΩX H corresponds to a (G, H) continuous orbit couple with G-space homeomorphic toX and H-space homeomorphic toȲ . (ii) A (G, H) coupling G Ȳ ΩX H withX =Ȳ corresponds to a (G, H) continuous orbit equivalence.
Here, the notions of isomorphisms are the obvious ones: Topological couplings G Ȳ 1 Ω 1X 1 H and G 
For the proof of Theorem 2.10, we now present explicit constructions of continuous orbit couples out of topological couplings and vice versa. The constructions are really the topological analogues of those in [9, § 3] (see also [28, 25] ). In the following, we write gx (g ∈ G, x ∈ Ω) and xh (x ∈ Ω, h ∈ H) for the left G-and right H-actions in topological couplings, and g.x, h.y for the actions G X , H Y from continuous orbit couples.
From topological couplings to continuous orbit couples.
Let G Ȳ ΩX H be a (G, H) coupling. Set X :=X and Y :=Ȳ . Define a map p : X → Y by requiring Gx ∩ Y = {p(x)} for all x ∈ X . The intersection Gx ∩Y , taken in Ω, consists of exactly one point because Y is a G-fundamental domain. By construction, there is a map γ :
is clopen, because X and Y are, γ is continuous. p is continuous as it is so on X ∩ g −1 Y for all g ∈ G.
5
We now define a G-action, denoted by G × X → X , (g, x) → g.x, as follows: For every g ∈ G and x ∈ X , there exists a unique α(g, x) ∈ H such that gx ∈ X α(g, x). For fixed g ∈ G and h ∈ H, we have α(g,
It is easy to check that α satisfies the cocycle identity α(
Similarly, we define a continuous map q : Y → X by requiring X ∩ yH = {q(y)} for all y ∈ Y , and let η : Y → H be the continuous map satisfying q(y) = yη(y).
1 .xh 2 ). Using this, it is again easy to see that H ×Y → Y, (h, y) → h.y defines an H-action on Y by homeomorphisms.
Let us check that
All in all, we see that p and q give rise to a continuous orbit couple for G X and H Y , with g(x) = γ(x) and h(y) = η(y) −1 .
Note that our coupling does not need to be topologically free for this construction. However, it is clear that G Ω H is topologically free (i.e., G × H Ω is topologically free) if and only if G X and H Y are topologically free.
Remark 2.11. Our notation differs slightly from the one in [28] and [25] . 
A straightforward computation, using the cocycle identities ([14, Lemma 2.8]) for a and b, shows that Θ :
. Thus, if we set Ω = X × H as a G × Hspace and setX = X × {e},Ȳ = Θ −1 ({e} ×Y ), then this yields the desired topologically free (G, H) coupling 
) is clopen, and p : U g → V g is a homeomorphism, whose inverse is given by 
Then b ′ is continuous, and we have ϕ −1 (h.y) = b ′ (h, y).ϕ −1 (y) for all y ∈ B, h ∈ H with h.y ∈ B. This shows that ϕ gives rise to a continuous orbit equivalence for G A and H B. To see that G.A = X , take for 
.ϕ(x) and ϕ −1 (h.y) = b ′ (h, y).ϕ −1 (y) whenever this makes sense. As X = G.A, we can find clopen subsets X γ ⊆ γ.A, γ ∈ G, such that X = γ∈G X γ and X e = A. 
For x ∈ X γ 1 and g ∈ G such that g.x ∈ X γ 2 , we have
Then a is continuous and ϕ(g.x) = a(g, x).ϕ(x) for all g ∈ G and x ∈ X .
For y ∈ Y η 1 and h ∈ H such that h.y ∈ Y η 2 , we have Let G, H be two countable discrete groups. Let ϕ : G → H be a uniform embedding. Consider the Stone-Čech compactification β G of G. It is homeomorphic to the spectrum Spec (ℓ ∞ (G)), and can be identified with the space of all ultrafilters on G. We will think of elements in β G as ultrafilters on G. Given any subset X ⊆ G, we obviously have the identification {F ∈ β G: Proof. For all g ∈ G, we need to find a continuous map a :
, define the ultrafilter F x by saying that Z ∈ F x if and only if x ∈ Z. Define a mapã : {g} ×
As ϕ is a uniform embedding and
there exists a continuous extension ofã to {g} × U g −1 which we denote by a. We claim that β ϕ(g.
The following observation will be used several times. Proof. Clearly, the restriction of ϕ to X is a bijection onto Y . To prove that G can be covered by finitely many translates of X , set S := (g, x ϕ(g) ): g ∈ G . Then ϕ(s)ϕ(t) −1 : (s,t) ∈ S = {e}, where e is the identity in H. Since ϕ is a uniform embedding, gx −1 ϕ(g) : g ∈ G = st −1 : (s,t) ∈ S must be finite. Hence there is finite subset F ⊆ G with G = g∈F gX .
We now obtain the following characterizations of uniform embeddings, equivalences and bijections. Remark 2.23. Corollary 2.21 shows that quasi-isometry rigidity can be interpreted as a special case of continuous orbit equivalence rigidity (in the sense of [14] ), applied to actions on Stone-Čech compactifications. This points towards an interesting connection between these two types of rigidity phenomena and would be worth exploring further.
APPLICATIONS TO (CO)HOMOLOGY I
We now show how the results in [28, 25] on quasi-isometry invariance of (co)homological dimensions and property H FD follow from Morita invariance of groupoid (co)homology. Let us first define groupoid (co)homology. We do this in a concrete and elementary way which is good enough for our purposes. We refer to [6] for a more general and more conceptual approach, and for more information about groupoids. Let G be anétale locally compact groupoid with unit space X = G (0) , and R a commutative ring with unit. A G -sheaf of R-modules is a sheaf A of R-modules over X , i.e., we have a locally compact space A with anétale continuous surjection π : A ։ X whose fibres are R-modules, together with the structure of a right G -space on A . In particular, ever
To pass from right to left actions, we
We then define the n-th homology group
In the case R = Z and where A is a constant sheaf with trivial G -action, we recover [18, Definition 3.1].
Let us also introduce cohomology. Let G , R and A be as above, and let Γ(G (n) , A ) be the R-module of continuous functions f :
, and for n ≥ 1:
Now let G
X be a topological dynamical system. For notational purposes, and to keep the conventions in the literature, let us pass to the right action X G, x.g = g −1 .x, and consider the corresponding transformation groupoid X ⋊ G with source and range maps given by s(x, g) = x.g, r(x, g) = x. We note that the transformation groupoid G ⋉ X attached to the original action, as in [14, 15] , is isomorphic to
We call these G-sheaves of R-modules over X .
Isomorphisms in homology and cohomology. Our goal is to prove

Theorem 3.1. Let G X and H Y be topologically free systems, where G and H are countable discrete groups. Suppose that G X and H Y are Kakutani equivalent. Then there is an equivalence of categories between G-sheaves of R-modules over X and H-sheaves of R-modules over Y , denoted by
Here Γ stands for continuous sections and Γ c for those with compact support.
First we need to identify group (co)homology with groupoid (co)homology.
Lemma 3.2. Let G X be a topological dynamical system and A a G-sheaf of R-modules over X . Then
Proof. For homology, we identify our above chain comlex with the bar complex
There is an obvious identification of
Hence we have an identification C n
It is easy to check that these identifications are compatible with the differentials. For cohomology, we identify our cochain complex with the bar cocomplex
It is easy to check that these identifications are compatible with the codifferentials.
We need a version of Morita invariance of groupoid (co)homology, for which we insert a short proof (see [6] for a more conceptual treatment). Let G X be a topological dynamical system, where G is a countable discrete group. Let F ⊆ X be a clopen subspace which is G-full, i.e., G.F = X . Write G := X ⋊ G, and let G |F be the subgroupoid G |F := r −1 (F) ∩ s −1 (F). Let A be a G-sheaf of R-modules over X , or equivalently a G -sheaf of R-modules, and A |F the restriction of A to G |F. Then the inclusion ι : G |F ֒→ G induces homomorphisms
The homomorphisms i * induce isomorphisms H n (i * ) :
As G is countable, we can inductively construct clopen subspaces
p * is a chain map since ρ is a groupoid homomorphism. We have p n i n = id on Γ c ((G |F) (n) , A |F) for all n. We now show that i n p n is homotopic to the identity on Γ c (G (n) , A ). To do so, construct homomorphisms
It is straightforward to check that
Now we turn to cohomology. Define homomorphisms p n :
p * is a cochain map since ρ is a groupoid homomorphism. We have i n p n = id on Γ c ((G |F) (n) , A |F). We now show that p n i n is homotopic to the identity on Γ c (G (n) , A ). To do so, construct homomorphisms k n :
Proof of Theorem 3.1. By assumption, there are clopen subspaces A ⊆ X and B ⊆ Y with X = G.A, Y = H.B and an isomorphism of topological groupoids χ :
As A is G-full and B is H-full, ι A and ι B induce equivalences of categories of sheaves. So we obtain an equivalence of categories between G-sheaves of Rmodules over X and H-sheaves of R-modules over Y , denoted by S X → S Y on the level of objects, such that S Y is uniquely determined by χ * (S Y |B) = S X |A. By Lemmas 3.2 and 3.3,
For every topological dynamical system G X , we have sup n:
by the definitions of homological and cohomological dimensions. Here the suprema are taken over all G-sheaves A of R-modules over X .
Definition 3.4. A (G, H) continuous orbit couple is called H
The following is an immediate consequence of Theorem 3.1.
Corollary 3.5. If there exists an H
Remark 3.6. Together with Theorem 2.17, Corollary 3.5 can be viewed as an explanation and generalization of the results in [28, 25] concerning quasi-isometry invariance of homological and cohomological dimension. In our terminology, the conditions from [28, 25] that the topological dynamical system G X of a (G, H) continuous orbit couple admits a G-invariant probability measure and Q ⊆ R ensure that the (G, H) continuous orbit couple is H * ,R G-full and H * ,R G-full (see [28, § 3.3] and [25, § 4] ). Existence of a G-invariant probability measure is guaranteed if G is amenable and the G-space of our continuous orbit couple is compact. Moreover, again in our terminology, it is shown in [25, . In particular, we are interested in the case G = X ⋊ G of a transformation groupoid attached to a topological dynamical system G X on a compact space X . A representation L of X ⋊ G gives rise -through its integrated form -to a *-representation of C(X ) ⋊ G, which in turn corresponds in a one-to-one way to a covariant representation (π L , σ L ) of G X (or rather of (C(X ), G)).
, and set r(γ 1 , . . . , γ n ) = r(γ 1 ). We will write γ for elements in G (n) . Let Γ(G (n) , H ) be the set of all Borel functions f :
2 dµ(x) < ∞, divided by the equivalence relation say-
is given by the following notion of convergence:
It is easy to check that
Our goal is to prove the following 
For the definition of reduced cohomologyH * , we refer to [12, Chapitre III].
We first need to identify groupoid cohomology with group cohomology. where ξ g 1 ,. ..,g n ∈ Γ(X , H ), and a collection (ξ g 1 ,. ..,g n ) g 1 ,...,g n of elements in Γ(X , H ) determines a unique element in Γ((X ⋊ G) (n) , H ). In other words, we have a canonical isomorphism (g 1 , . . . , g n ) → ξ g 1 ,...,g n . Note that we view G as a discrete space, so that every map G n → Γ(X , H ) is continuous. The isomorphism in (2) is a homeomorphism with respect to the topology on Γ((X ⋊ G) (n) , H ) defined at the beginning of § 3.2 and the topology of pointwise convergence on C(G n , Γ(X , H )). Finally, it is easy to check that the linear homeomorphisms in (2) taken together for all n ≥ 0 give rise to an identification of the cochain complexes used in the definition of
Lemma 3.8. We have H
We also need a version of Morita invariance for our groupoid cohomology. Let G = X ⋊ G be as above and L a representation of G . Suppose that F ⊆ X is a clopen subspace with X = G.F. Let L|F be the representation of G |F given by restriction of L. Then the inclusion ι : G |F ֒→ G induces continuous homomorphisms i n :
Here we write H |F for the Hilbert bundle H restricted to F. It is easy to see that i * is a cochain map.
Lemma 3.9. For all n, i * induces isomorphisms
Proof. Construct continuous maps θ : X → G and ρ : G → G |F as in the proof of Lemma 3.3. Define homomorphisms p n :
. . , ρ(γ n )) for n ≥ 1. As ρ is a groupoid homomorphism, p * is a cochain map. In addition, as θ and ρ are continuous, p n is continuous for every n. Moreover, as ρ • ι = id on G |F, we have i n p n = id on Γ((G |F) (n) , H |F) for all n. Let us now show that p n i n is continuously homotopic to the identity on Γ(G (n) , H ). To do so, construct continuous ho-
This shows that for all n, i * induces an isomorphism Therefore, we obtain by Lemma 3.8 and Proposition 3.9:
The proof for reduced cohomology is completely analogous. 
are isomorphisms of topological groupoids.
Proof. As r(x, g)
= x = r(x, g, α(g −1 , x) −1 ), s(x, g) = x.g = g −1 .x = g −1 xα(g −1 , x) −1 = s(x, g, α(g −1 , x) −1 ) and (x, g, α(g −1 , x) −1 )(g −1 xα(g −1 , x) −1 ,ḡ, α(ḡ −1 , g −1 xα(g −1 , x) −1 ) −1 ) = (x, gḡ, α(g −1 , x) −1 α(ḡ −1 , g −1 xα(g −1 , x) −1 ) −1 ) = (x, gḡ, α((gḡ) −1 , x) −1 ), X ⋊ G → (Ω ⋊ (G × H))|X , (x, g) → (x, g, α(g −1 , x) −1 )
is indeed a groupoid homomorphism. It is obviously continuous. The continuous inverse is given by
). The proof of the second statement is analogous.
Given a topologically free (G, H) continuous orbit couple which corresponds to the (G, H) coupling G
Y Ω X H with compact X and Y , the proof of Theorem 2.17 provides a concrete way to construct Kakutani equivalent dynamical systems G X and H Y together with clopen subspaces A ⊆ X and B ⊆ Y such that (X ⋊ G)|A ∼ = (Y ⋊ H)|B. We need the following Lemma 3.14. We can modify our (G, H) continuous orbit couple above, without changing its topological dynamical system G X , so that the described process yields a topological coupling and subspaces A, B with A = B as subspaces of Ω. 
be the induced C*-isomorphism. Lemma 3.13 yields an isomorphism of C*-algebras Lemma 3.13) . We obtain (up to unitary equivalence) bijections between representations of C(X )⋊ G and representations of C 0 (Ω)⋊ (G × H) and also between covariant representations of G X and G × H Ω. We denote both of them by Ind X . Also, let Y be the 
Proof. Let Ind Φ −1 (π, σ ) = (ρ, τ), and let Ind
be the embeddings obtained with the help of Lemma 3.13. Then (ρ, τ) is uniquely determined by
We want to show that ρ ′ ⋊ τ ′ has the same property.
where β is defined in § 2.2.1. At the same time, i X • i X • Φ −1 on the groupoid level is given by 
Our claim follows.
the unitary representation of H which is part of the covariant representation Ind
Proof. We have to show that
Fix g ∈ G and h ∈ H. Let f be the characteristic function of a compact subset of (X × {g}) ∩ (X ⋊ G)|A whose image under χ lies in (Y × {h}) ∩ (Y ⋊ H)|B. It suffices to consider such f as they span a dense subset in C * ((X ⋊ G)|A). We have
Let Λ be a representation of C(X ) ⋊ G, and setΛ := Ind X Λ. Let
and let L be the complex vector space of linear maps HΛ ,c → C which are bounded whenever restricted to a subspace of the formΛ(1 K )HΛ, with K ⊆ Ω compact. Moreover, let Λ G be the unitary representation of G on H Λ induced by Λ, and denote byΛ G andΛ H the unitary representations of G and H on HΛ induced byΛ. As HΛ ,c is obviously invariant under the G-and H-actions, we obtain by restriction G-and H-actions on HΛ ,c . Finally, by dualizing, we obtain G-and H-actions on L .
Lemma 3.17. There is a G-equivariant linear isomorphism H
Proof. Up to unitary equivalence, we have H Λ =Λ(1X )HΛ, and Λ G is given by the composite
where the first map is given by
Here ·, · is the inner product in HΛ, and our convention is that it is linear in the second component. Note that in the definition of L(ξ )(η), the sum is always finite since η lies in HΛ ,c . It is clear that L is linear. Moreover, we have
Therefore, the image of L lies in L H , and we obtain a linear map H Λ → L H . We claim that the inverse is given by R :
where the first map is given by restriction, l → l|Λ (1X )HΛ , and the second map is the canonical isomorphism, identifying ζ ∈ H Λ with the element ζ , · ∈ H * Λ . Note that l|Λ (1X )HΛ is bounded because of our definition of HΛ ,c . Let us show that R is the inverse of L. For l ∈ L H , we have
η).
Corollary 3.18. We have Λ G -invariant vectors
= H G Λ ∼ = L G×H .
Theorem 3.19. There exists a one-to-one correspondence between (Ind
Proof. Obviously, 17
All in all, we obtain The case of amenable groups is not the only situation where invariant probability measures exist. It follows easily from [7] and Theorem 2.17 that for residually finite groups G and H with coarsely equivalent box spaces, there exists a (G, H) continuous orbit couple with second countable compact G-and H-spaces such that its topological dynamical system G X admits a G-invariant probability measure.
APPLICATIONS TO (CO)HOMOLOGY II
We now produce many new quasi-isometry invariants of (co)homological nature.
Uniform embeddings and res-invariant modules.
Let G be a group, R a commutative ring with unit and W an R-module. Let C(G,W ) be the set of functions from G to W . The G-action on itself by left multiplication induces a canonical left RG-module structure on C(G,W ). Explicitly, given g ∈ G and f ∈ C(G,W ), g. f is the element in C(G,W ) given by (g. f )(x) = f (g −1 x) for all x ∈ G. We are interested in the following class of RG-submodules of C(G,W ). Given a subset A of G, let 1 A be its indicator function, i.e., 1 A ∈ C(G, R) is given by 1 A (x) = 1 if x ∈ A and 1 A (x) = 0 if x / ∈ A. Here 1 is the unit of R. Given f ∈ C(G,W ) and A ⊆ G, we form the pointwise product 1 A · f ∈ C(G,W ). This is nothing else but the restriction of f to A, extended by 0 outside of A to give a function G → W .
Examples 4.2. For arbitrary R and W
Let G be a finitely generated discrete group and ℓ the right-invariant word length coming from a finite symmetric set of generators. Let R = R or R = C and W = R. As in [13] , we define for s ∈ R and We are also interested in the following topological setting: Let R be a topological field and W an R-module.
Definition 4.3. A topological res-invariant RG-submodule L of C(G,W ) is a res-invariant RG-submodule of C(G,W ) together with the structure of a topological R-vector space on L such that
When we consider topological res-invariant modules, R will always be a topological field, though we might not mention this explicitly. For instance, in 4.2, ℓ p (G,W ) and c 0 (G,W ) are topological res-invariant modules. Also, H s,p (G,W ) becomes a topological res-invariant module with respect to the topology induced by the norm
for s ∈ R, and with respect to the projective limit topology for s = ∞.
In the following, we explain how uniform embeddings interact with res-invariant modules. Recall that all our groups are countable and discrete, and that a map ϕ : G → H between groups G and H is a uniform embedding if for every S ⊆ G×G, st −1 : (s,t) ∈ S is finite if and only if ϕ(s)ϕ(t) −1 : (s,t) ∈ S is finite (Definition 1.1).
In other words, we can find a finite decomposition G = i∈I X i , where I is a finite index set, and a finite subset (g(i) x) for all x ∈ X i and 1 ≤ i ≤ I. We can always arrange g(1) = e (the identity in G), h(1) = e (the identity in H), and X 1 = X (1) = X .
Proof. By Lemma 2.20, we can find X such that the restriction of ϕ to X is bijective onto its image and that there are finitely many
where we can certainly arrange g(1) = e. Now define recursively X 1 := X and
Recall that two maps ϕ, φ :
Remark 4.6. If ϕ, φ : G → H are uniformly close, then there is a finite decomposition G = i∈I X i , where I is a finite index set, and a finite subset {h i : i ∈ I} ⊆ H such that we have φ (x) = h i ϕ(x) for all x ∈ X i and i ∈ I. Let ϕ : G → H be a uniform embedding. Note that for every y ∈ H, ϕ −1 ({y}) is finite. To see this, let S = ϕ −1 ({y}) × ϕ −1 ({y}). Then ϕ(s)ϕ(t) −1 : (s,t) ∈ S = {e}, so that st −1 : (s,t) ∈ S must be finite. Hence ϕ −1 ({y}) is finite. Therefore, given f ∈ C(G,W ), we may define
Proof. We obviously have "⊇" in (5). To show "⊆", it suffices to show that the right-hand side is res-invariant as it is obviously an RH-submodule. Given B ⊆ H, we have for all h ∈ H and f ∈ L that
which lies in the right-hand side as L is res-invariant. For (6), we again have "⊇" by construction. As the right-hand side is res-invariant, it suffices to show that it is an RG-submodule in order to prove "⊆". Given g ∈ G, by Remark 4.4 we can find a finite decomposition G = i∈I X i and a finite subset f ) ) lies in the right-hand side of (6) as M is an RH-submodule.
Note that in general, ϕ * L is not equal to {ϕ * ( f ): f ∈ L}, and ϕ * M is not equal to {ϕ * ( f ): f ∈ M}.
By Remark 4.6, there is a finite decomposition G = i∈I X i and a finite subset
Let us show ϕ * M = φ * M. Let I, {X i : i ∈ I} and {h i : i ∈ I} be as above. We have that
By Remark 4.4, we can find a finite decomposition H = i∈I Y i and a finite subset
Let us prove "⊆". By (6) , it suffices to prove that ϕ
which lies in (ψ • ϕ) * N as the latter is res-invariant. This shows "⊆".
Our next goal is to define a suitable topology on ϕ * L in case L is a topological res-invariant RG-submodule of C(G,W ). We start with some preparations. Let ϕ : G → H be a uniform embedding, and set Y := ϕ(G). Lemma 2.20 gives us a subset X ⊆ G such that the restriction of ϕ to X is a bijection
. .}, where h 1 = e is the identity. Define recursively
as R-modules.
We obviously have "⊇", and to see "⊆", it suffices to show that for every h ∈ H and f ∈ L, h.ϕ * ( f ) lies in the right-hand side by (5) . Obviously, there is an index j(h) such that h = h j(h) , and then hY ∩ h j Y j = / 0 for all
As a next step, we prove
Proof. Our map is definitely R-linear, so it suffices to prove that it is bijective. Injectivity holds as we can recover f from ϕ * ( f ) using
for f ∈ 1X · L andx ∈X. For surjectivity, (5) implies that it suffices to show that for all h ∈ H and f ∈ L, 1Ỹ · (h.ϕ * ( f )) lies in the image of our map. Fix h ∈ H. Consider S = (s,t) ∈ G ×X: ϕ(s) = h −1 ϕ(t) . By construction, ϕ(s)ϕ(t) −1 : (s,t) ∈ S = h −1 . As ϕ is a uniform embedding, this implies that F := st −1 : (s,t) ∈ S is finite. Enumerate F, say F = {g 1 , . . . , g n } (where the g i are pairwise distinct). Define recursively
Then for allx ∈X, we have
"⊇" is clear, and to show "⊆", take x ∈ G with ϕ(x) = h −1 ϕ(x). Then there is a smallest index j with 1 ≤ j ≤ n such that x = g jx . Thenx lies in X j , because if not, thenx = g −1 j g i x i for some x i ∈ X i with i < j. But then x = g i x i , and thus h −1 ϕ(x) = ϕ(x) = ϕ(g i x i ) = h −1 ϕ(x i ), which impliesx = x i as ϕ is injective onX. Hence x = g ix , contradicting minimality of j. Hence (8) holds. We now claim
Here is the reason: If y / ∈Ỹ , then for every 1 ≤ i ≤ n and
If y ∈Ỹ , then forx ∈X with ϕ(x) = y, we have
This shows that 1Ỹ · (h.ϕ * ( f )) lies in the image of our map. 
Proof. For every f ∈ 1Ỹ · M and y ∈ H, we have
Hence ϕ * (1X · ϕ * ( f )) = f , and our map is injective. To show surjectivity, it suffices by (6) to show that for every f ∈ M and A ⊆ G, 1X · (1 A · ϕ * ( f )) lies in the image of our map. This follows from 1X 
Proof. Let us first show that τ satisfies (T 1 ) and (T 2 ). (ϕ * M, τ) is obviously a topological R-vector space as
where the lower horizontal map is given by
It is continuous as M satisfies (3) . As Φ is a homeomorphism by construction, res A is continuous.
Let us show that for every g ∈ G, g.⊔ :
By construction of τ, it suffices to show that (g.⊔) • Φ is continuous. This amounts to saying that for all i, 
So we have a commutative diagram
where the upper horizontal arrow is given by 1Ỹ
, and the left vertical arrow is given by 1Ỹ
. The last map is continuous as M satisfies (3) and (4) .
This shows that τ satisfies (T 1 ).
where the left vertical arrow is given by
. This is continuous as M satisfies (3). Hence ϕ * (⊔) is continuous, and τ satisfies (T 2 ).
Finally, letτ be another topology on ϕ * M satisfying (T 1 ) and (T 2 ). We want to show thatτ ⊆ τ, i.e., id : (ϕ * M, τ) → (ϕ * M,τ) is continuous. By construction of τ, it suffices to show that Φ : (
for all topological res-invariant RG-submodules L of C(G,W ) and all topological res-invariant RK-submodules N of C(K,W ).
Proof. (i) By Lemma 4.5, we can find a finite decomposition G = i∈I X i and a finite subset {h i : i ∈ I} ⊆ H such that φ (x) = h i ϕ(x) for all x ∈ X i and i ∈ I. Let τ be the topology on ϕ * L andτ the topology on φ * L. We want to prove that τ ⊆τ, i.e., id : (φ * L,τ) → (ϕ * L, τ) is continuous. Let Φ J be the maps arising in the definition ofτ. By construction, it suffices to show that Φ J :
Thus it suffices to show that for every j,
, and this shows continuity as τ satisfies (T 1 ) and (T 2 ). So indeed, τ ⊆τ, and by symmetry, τ =τ. Now let τ be the topology on ϕ * M andτ the topology on φ * M. We want to show thatτ ⊆ τ, i.e., id ::
is continuous. Let Φ be as in the definition of τ. By construction, it suffices to show that Φ :
Thus it is enough to fix i and show that forỸ :
, and this shows continuity asτ satisfies (T 1 ) and (T 2 ). Henceτ ⊆ τ, and by symmetry,τ = τ.
(ii) Let τ be the topology on
is continuous. Hence, by maximality of τ, we must haveτ ⊆ τ. It remains to show that τ ⊆τ, i.e., id :
be as in the construction ofτ. By definition ofτ, it suffices to prove that for every fixed j andỸ :
be as in the construction of τ ′ . By definition of τ ′ , it suffices to show that for fixed j andX : 
and this is a continuous function of f . Hence τ =τ.
Finally, let τ be the topology on (ψ • ϕ) * N andτ the topology on ϕ * (ψ * N).
Hence by maximality of τ, we haveτ ⊆ τ. It suffices to prove τ ⊆τ, i.e., id :
be as in the construction ofτ. By definition ofτ, it suffices to prove that for fixed i andỸ : 
is continuous. This is true as τ satisfies (T 1 ) and (T 2 ). Hence τ =τ.
4.2.
Uniform embeddings and (co)homology. We want to explain how uniform embeddings induce maps in group (co)homology. We first need to write group (co)homology in terms of groupoids.
Let G be a group, R a commutative ring with unit, L an RG-module. We write g. f for the action of g ∈ G on f ∈ L. We recall the chain and cochain complexes coming from the bar resolution (see [4, Chapter III 
and the range and source maps are given by r(x, g) = x, s(x, g) = g −1 x, whereas the multiplication is given by (x, g 1 )(g
and define, for n ≥ 1, σ :
Note that
This is because for 2 ≤ i ≤ n, x i is determined by the equation
We will often use this identification of G (n) with G × G n without explicitly mentioning it.
Here, we use the same notation as in § 4.1, i.e., (δ
Moreover, for all n, define maps
We are also interested in the topological setting, where we assume that R is a topological field, L ⊆ C(G,W ) a RG-submodule together with the structure of a topological R-vector space such that the G-action G L is by homeomorphisms. Equip the above chain and cochain complexes C * (L) and C * (L) with the topologies of pointwise convergence. We also equip D * (L) and D * (L) with the topologies of pointwise convergence, i.e.,
The following is now immediate: 
(ii) In the topological setting, χ * and χ * from (i) are topological isomorphisms. 
By definition of group (co)homology, we have
(ii) In the topological setting, χ * and χ * from Lemma 4.17 induce isomorphismsH n (χ * ) :H n (G, L)
In this groupoid picture of group (co)homology, let us now explain how uniform embeddings induce chain and cochain maps. Let ϕ : G → H be a uniform embedding. Let G = G ⋊ G and H = H ⋊ H. Define ϕ 1 : G → H , (x, g) → (ϕ(x), ϕ(x)ϕ(g −1 x) −1 ). It is easy to see that ϕ 1 is a groupoid homomorphism. This means that if γ 1 and γ 2 are composable, then so are ϕ 1 (γ 1 ) and ϕ 1 (γ 2 ), and we have ϕ 1 (γ 1 γ 2 ) = ϕ 1 (γ 1 )ϕ 1 (γ 2 ). For all n ≥ 1, define ϕ n : G (n) → H (n) , (γ 1 , . . . , γ n ) → (ϕ 1 (γ 1 ), . . . , ϕ 1 (γ n )).
Now let L be a res-invariant RG-submodule of C(G,W
ϕ n ( γ)= η f ( γ). Note that for (11) to make sense, we implicitly use (ii) in Lemma 4.9.
Proof. (i) To show that D n (ϕ) is well-defined, we have to show that (ϕ n ) * ( f ) ∈ D n (ϕ * L) for all f ∈ D n (L). It suffices to treat the case that supp( f ) = { g} for a single g = (g 1 , . . . , g n ) ∈ G n , as a general element in D n (L) is a finite sum of such f . Let us first show that (ϕ n ) * ( f ) has finite support. For 1 ≤ i ≤ n, let S = (x, g −1 i x): x ∈ G . Obviously, st −1 : (s,t) ∈ S is finite. As ϕ is a uniform embedding, it follows that ϕ(s)ϕ(t) −1 : (s,t) ∈ S is finite. Hence 
As f | σ −1 ( g) lies in L, L is res-invariant and ϕ * (f ) ∈ ϕ * L for allf ∈ L, this shows that (ϕ n ) * ( f )| σ −1 ( h) ∈ ϕ * L. Hence D n (ϕ) is well-defined for all n. (D n (ϕ)) n is a chain map because ϕ n is a groupoid homomorphism for all n. (11) holds because we have (ψ n ) * • (ϕ n ) * = ((ψ • ϕ) n ) * for all n.
(ii) (13) shows continuity of D n (ϕ) for all n as the right-hand side depends continuously on f . This is because L satisfies (3) and the topology on ϕ * L satisfies (T 2 ). For (14) to make sense, we implicitly use (ii) in Lemma 4.9.
Now let M be a res-invariant RH-submodule of C(H,W
Proof. (i) To show that D n (ϕ) is well-defined, we have to show that for all f ∈ D n (M), (ϕ n ) * ( f ) ∈ D n (ϕ * M), i.e., (ϕ n ) * ( f )| σ −1 ( g) ∈ ϕ * M for all g = (g 1 , . . . , g n ) ∈ G n . F = ϕ(x)ϕ(g −1 i x) −1 : x ∈ G, 1 ≤ i ≤ n is finite by (12) . We also know that ϕ n (x, g) ∈ σ −1 (F n ) for all x ∈ G. For h = (h 1 , . . . , h n ) ∈ F n , let Then G = h∈F n A h , and for x ∈ A h , we have ϕ n (x, g) = (ϕ(x), h). Hence
and thus
As f | σ −1 ( h) ∈ M, ϕ * (f ) ∈ ϕ * M for allf ∈ M and ϕ * M is res-invariant, this shows that (ϕ n ) * ( f )| σ −1 ( g) ∈ ϕ * M. Hence D n (ϕ) is well-defined for all n. (D n (ϕ)) n is a cochain map because ϕ n is a groupoid homomorphism for all n. (14) holds because we have (ϕ n ) * • (ψ n ) * = ((ψ • ϕ) n ) * for all n.
(ii) (15) shows that D n (ϕ) is continuous for all n as the right-hand side depends continuously on f . This is because the topology on ϕ * M satisfies (T 1 ) and (T 2 ).
Our next goal is to show that uniformly close uniform embeddings induce the same chain and cochain maps up to homotopy. Let ϕ, φ : G → H be two uniform embeddings with ϕ ∼ φ . Let L be a res-invariant RGsubmodule of C(G,W ) and M a res-invariant RH-submodule of C(H,W ) . Let G = G ⋊ G and H = H ⋊ H. Define θ : G → H , x → (ϕ(x), ϕ(x)φ (x) −1 ). For n ≥ 0 and 1 ≤ h ≤ n + 1, let κ (h) n : G (n) → H (n+1) be given by κ
(1) 0 = θ , and for n ≥ 1, κ
n (γ 1 , . . . , γ n ) = (ϕ 1 (γ 1 ), . . . , ϕ 1 (γ h−1 ), θ (r(γ h )), φ 1 (γ h ), . . . , φ 1 (γ n )) for 1 ≤ h ≤ n, κ (n+1) n (γ 1 , . . . , γ n ) = (φ 1 (γ 1 ), . . . , φ 1 (γ n ), θ (s(γ n ))).
Moreover, for n ≥ 1 and 1 ≤ h ≤ n, let κ n (h) : G (n−1) → H (n) be given by κ 1 (1) = θ , and for n ≥ 2, κ n (h) (γ 1 , . . . , γ n−1 ) = (ϕ 1 (γ 1 ), . . . , ϕ 1 (γ h−1 ), θ (r(γ h )), φ 1 (γ h ), . . . , φ 1 (γ n−1 )) for 1 ≤ h ≤ n − 1, κ n (n) (γ 1 , . . . , γ n−1 ) = (φ 1 (γ 1 ), . . . , φ 1 (γ n−1 ), θ (s(γ n−1 ))). 
Lemma 4.21. (i) k
(h) n = (κ (h) n ) * : D n (L) → D n+1 (ϕ * L) = D n+1 (φ * L)
Proof. (i) Let us show that k (h)
n is well-defined, i.e., (κ
We may assume supp( f ) = { g} for a single g = (g 1 , . . . , g n ) ∈ G n , as a general element in D n (L) is a finite sum of such f . We first show that supp((κ (h) n ) * ( f )) is finite. By (12) and because ϕ ∼ φ , we know that F := ϕ(x)ϕ(g 
L, L is res-invariant, and ϕ * (f ) ∈ ϕ * L for allf ∈ L, we see that (κ
n is well-defined for all n and h. A straightforward computation shows that k n indeed gives us the desired chain homotopy.
(ii) Let us show that k n (h) is well-defined, i.e., (κ n (h) ) * ( f )| σ −1 ( g) ∈ ϕ * M for all g = (g 1 , . . . , g n−1 ) ∈ G n−1 and f ∈ D n (M). As in the proof of (i), note that F := ϕ(x)ϕ(g
is finite, and that κ n (h) (x, g) ∈ σ −1 (F n ). For h = (h 1 , . . . , h n ) ∈ F n , set 
