This paper is concerned with extensions of the classical Marčenko-Pastur law to time series.
covariance matrix and especially its eigenvalues and eigenvectors, due to their role in dimension reduction, in estimation of population covariances, and as building block of numerous inferential procedures for multivariate data. Comprehensive reviews of this topic can be found in Johnstone [21] and Paul and Aue [30] .
One most notable high-dimensional phenomenon associated with sample covariance matrices is that the sample eigenvalues do not converge to their population counterparts if dimension and sample sizes remain comparable even as the sample size increases. A formal way to express this phenomenon is through the use of the empirical spectral distribution (ESD), that is, the empirical distribution of the eigenvalues of the sample covariance matrix. The celebrated work of [26] showed that if one studies a triangular array of random vectors X 1 , . . . , X n , whose components form independent, identically distributed (i.i.d.) random variables with zero mean, unit variance and finite fourth moment, then as p, n → ∞ such that p/n → c ∈ (0, ∞), the ESD of S = n −1 n j=1 X j X T j converges almost surely to a nonrandom probability distribution known as the Marčenko-Pastur distribution. Since this highly influential discovery a large body of literature under the banner of random matrix theory (RMT) has been developed to explore the properties of the eigenvalues and eigenvectors of large random matrices. One may refer to Anderson et al. [1] , Bai and Silverstein [6] and Tao [34] to study various aspects of this literature.
Many important classes of high-dimensional data, particularly those arising in signal processing, economics and finance, have the feature that in addition to the dimensional correlation, the observations are correlated in time. Classical models for time series often assume a stationary correlation structure and use spectral analysis methods or methods built on the behavior of the sample autocovariance matrices for inference and prediction purposes. In spite of this, to our knowledge, no work exists that analyzes the behavior of the sample autocovariance matrices of a time series from a random matrix perspective, even though Jin et al. [23] have dealt recently covered autocovariance matrices in the independent case. A striking observation is that, in the high-dimensional scenario, the distribution of the eigenvalues of the symmetrized sample autocovariance of a given lag order tend to stabilize to a non-degenerate distribution even in the setting where the observations are i.i.d.
This raises questions about the applicability of sample autocovariance matrices as diagnostic tools for determining the nature of temporal dependence in high-dimensional settings. Thus a detailed study of the phenomena associated with the behavior of the ESD of the sample autocovariance matrices when the observations have both dimensional and temporal correlation is of importance to gain a better understanding of the ways in which the dimensionality affects the inference for high-dimensional time series.
All the existing work on high-dimensional time series dealing with the limiting behavior of the ESD focused on the sample covariance matrix of the data when X 1 , . . . , X n are p-dimensional observations recorded in time and p, n → ∞ such that p/n → c ∈ (0, ∞). This include the works of Jin et al. [22] who assumed the process (X t : t ∈ Z) to have i.i.d. rows with each row following a causal ARMA process. Pfaffel and Schlemm [32] and Yao [35] extended this framework to the setting where the rows are arbitrary i.i.d. stationary processes with short-range dependence. Zhang [36] , Paul and Silverstein [31] and El Karoui [10] , under slightly different assumptions, considered the limiting behavior of the ESD of the sample covariance when the data matrices are of the form A and temporal dependencies in the data are independent of each other. The work of this paper is also partly related to the results of Hachem et al. [17] , who proved the existence of the limiting ESD for the sample covariance matrix for data matrices forming a rectangular slice from a bistationary Gaussian process on Z 2 .
In this paper, the focus is on a class of time series known as linear processes (or MA(∞) processes) The assumptions to be imposed in Section 2 imply that, up to an unknown rotation, the coordinates of the linear process, say (X t : t ∈ Z), are uncorrelated stationary linear processes with short range dependence. Extending the work of Jin et al. [23] to the time series case, the goal is to relate the behavior of the ESD of the lag-τ symmetrized sample autocovariances, defined as C τ = (2n) −1 n−τ t=1 (X t X * t+τ + X t+τ X * t ), with * denoting complex conjugation, to that of the spectra of the coefficient matrices of the linear process when p, n → ∞ such that p/n → c ∈ (0, ∞). This requires assuming certain stability conditions on the joint distribution of the eigenvalues of the coefficient matrices which are described later. The class of models under study here includes the class of causal autoregressive moving average (ARMA) processes of finite orders satisfying the requirement that the coefficient matrices are simultaneously diagonalizable and the joint empirical distribution of their eigenvalues (when diagonalized in the common orthogonal or unitary basis), converges to a finite dimensional distribution. The results are expressed in terms of the Stieltjes transform of the ESD of the sample autocovariances. Specifically, it is shown that the ESD of the symmetrized sample autocovariance matrix of any lag order converges to a nonrandom probability distribution on the real line whose Stieltjes transform can be expressed in terms a unique Stieltjes kernel. The definition of the Stieltjes kernel involves integration with respect to the limiting joint empirical distribution of the eigenvalues of the coefficient matrices as well as the spectral density functions of the one-dimensional processes that correspond to the coordinates of the process (X t : t ∈ Z), after rotation in the common unitary or orthogonal matrix that simultaneously diagonalizes the coefficient matrices. Thus, this result neatly ties the dimensional correlation, as captured by the eigenvalues of the coefficient matrices, with the temporal correlation, captured through the spectral density of the coordinate processes.
The main contributions of this paper are the following: (i) A framework is provided for analyzing the behavior of symmetrized autocovariance matrices of linear processes; (ii) for linear processes satisfying appropriate regularity conditions, a concrete description of the limiting Stieltjes transform is given in terms of the limiting joint ESD of the coefficient matrices and the spectral density of the coordinate processes after a rotation of the coordinates of the observation. Extensions to these main results are (iii) the characterization of the behavior of the ESD of autocovariances of linear filters applied to the observed process; (iv) the description of the ESDs of a class of tapered estimates of the spectral density operator of the observed process that can be used to analyze the long-run variance and spectral coherence of the process. These contributions surpass the work in the existing literature dealing with high-dimensionality effects for time series in two different ways. First, the class of time series models that are analyzed in detail encompasses the setting of stationary i.i.d.
rows studied by Jin et al. [22] , Pfaffel and Schlemm [32] and Yao [35] , as well as the setting of separable covariance structure studied by Zhang [36] , Paul and Silverstein [31] and El Karoui [10] .
The proofs of the main results also require more involved arguments. They are partly related to the constructions in Hachem et al. [17] , but additional technical arguments are needed to go beyond Gaussanity. The results are also related to the work of Hachem et al. [18] , who studied limiting spectral distributions of covariance matrices for data with a given variance profile. The connection is through the fact that after an approximation of lag operators by circulant shift matrices, and appropriate row and column rotations, the data matrix in our setting can be equivalently expressed as a matrix with independent entries and with a variance profile related to the spectral densities of the different coordinates of the time series. Secondly, the framework allows for a unified analysis of the ESD of symmetrized autocovariance matrices of all lag orders as well as that of the tapered spectral density operator. None of the existing works deals with the behavior of autocovariances for time series (note again that Jin et al. [23] treat the i.i.d. case), and this analysis requires a non-trivial variation of the arguments used for dealing with the Stieltjes transform of the sample covariance matrix. Moreover, even though we stick to the setting where the coefficient matrices are Hermitian and simultaneously diagonalizable, the main steps in the derivation, especially the construction of a "deterministic equivalent" of the resolvent of the symmetrized autocovariance matrix, is very general and can be applied to linear processes with structures that go beyond the settings studied in this paper, e.g. when the simultaneous diagonalizability of the coefficient matrices is replaced by a form of simultaneous block diagonalizability, even though the latter is not pursued in this paper due to lack of clear statistical motivation. The existence and uniqueness of the limits of the resulting equations and their solutions is the key to establishing the existence of liming ESDs of the autocovariances.
This step requires certain regularity conditions on the coefficient matrices and is not pursued beyond the setting described in Section 2. A number of potential applications, for example, to problems in signal processing, and dynamic and static factor models is discussed in Section 3.
The remaining sections of the paper are organized as follows. Extensions of the main results in Section 2 are discussed in Section 4. The outcomes of a small simulation study are reported in Section 5, while the proofs of the main results are provided in Sections 6-11. Several technical lemmas are collected in the Appendix.
Main results
Let Z denote the set of integers. A sequence of random vectors (X t : t ∈ Z) with values in C p is called a linear process or moving average process of order infinity, abbreviated by the acronym MA(∞), if it has the representation
where (Z t : t ∈ Z) denotes a sequence of independent, identically distributed p-dimensional random vectors whose entries satisfy
It is also assumed that the real and imaginary parts of Z tj are independent. Let further A 0 = I, the identity matrix. To ensure finite fourth moments for (X t : t ∈ Z) and a sufficiently fast decaying weak dependence structure, Assumption 2.1 below lists several additional conditions imposed on the coefficient matrices A .
The results presented in this paper are concerned with the behavior of the symmetrized lag-τ sample autocovariances
assuming observations for X 1 , . . . , X n are available. For τ = 0, this definition gives the covariance matrix S = C 0 discussed in the introduction. Note that, in order to make predictions in the linear process setting, it is imperative to understand the second-order dynamics which are captured in the population autocovariance matrices
, as all of the popular prediction algorithms such as the Durbin-Levinson and innovations algorithms are starting from there (see, for example, Lütkepohl [24] ). The set-up in (2.1) provides a (strictly) stationary process and consequently the definition of Γ τ does not depend on the value of t. The main goal of this paper is to analyze the behavior of the matrices C τ , which can be viewed as a special sample counterpart to the corresponding Γ τ , in the high-dimensional setting for which p = p(n) is a function of the sample size such that
2) thereby extending the above mentioned Marčenko-Pastur-type results to more general time series models and to autocovariance matrices. We can weaken the requirement (2.2) to "p/n bounded away from zero and infinity", in which case, the asymptotic results hold for subsequences (p k , n k ) satisfying p k /n k converging to a positive constant c k , provided that the structural assumptions on the model continue to hold. Let thenF τ denote the empirical spectral distribution (ESD) of C τ given bŷ
where σ 1 , . . . , σ p are the eigenvalues of C τ . The proof techniques for establishing large-sample results aboutF τ are based on exploiting convergence properties of Stieltjes transforms, which continue to play an important role in verifying theoretical results in RMT (see, for example, Paul and Aue [30] for a recent summary). The Stieltjes transform of a distribution function F on the real line is the function
where C + = {x + iy : x ∈ R, y > 0} denotes the upper complex half plane. It can be shown that s F is analytic on C + and that the distribution function F can be reconstructed from s F using an inversion formula (see [30] ). In order to make statements aboutF τ , the following additional assumptions on the coefficient matrices A are needed. Let N and N 0 denote the positive and nonnegative integers, respectively.
Assumption 2.1. (a) The matrices (A : ∈ N 0 ) are simultaneously diagonalizable random Hermitian matrices, independent of (Z t : t ∈ Z) satisfying A ≤λ A for all ∈ N 0 and large p with
Note that one can setλ A 0 = 1.
(b) There are continuous functions f : R m → R, ∈ N 0 , such that, for every p, there is a set of points λ 1 , . . . , λ p ∈ R m , not necessarily distinct, and a unitary p × p matrix U such that
and f 0 (λ) = 1. (Note that the functions f could also be allowed to depend on p = p(n) as long as they converge to continuous functions as n → ∞ uniformly.) (c) With probability one, F A p , the ESD of {λ 1 , . . . , λ p }, converges weakly to a nonrandom probability distribution function F A on R m as p → ∞.
Let A = [A 0 : A 1 : · · · ] denote the matrix collecting the coefficient matrices of the linear process (X t : t ∈ Z). Define the transfer functions
as well as the power transfer functions
Note that the contribution of the temporal dependence of the underlying time series on the asymptotic behavior ofF τ is quantified through h(λ, ν). Specifically, h(λ j , ν) with λ j as in part (b) of Assumption 2.1 is (up to normalization) the spectral density of the jth coordinate of the process rotated with the help of the unitary matrix U.
With these definitions, the main result of this paper can be stated as follows.
Theorem 2.1. If the linear process (X t : t ∈ Z) satisfies Assumption 2.1, then, with probability one and in the high-dimensional setting (2.2),F τ converges weakly to a probability distribution F τ with Stieltjes transform s τ determined by the equation
3)
is the Stieltjes transform of a measure with total mass m ν = h(λ, ν)dF A (λ) for every fixed ν ∈ [0, 2π], whenever m ν > 0. If that is the case, K τ is the unique solution to
subject to the restriction that K τ is a Stieltjes kernel. Otherwise, if m ν = 0, then K τ (z, ν) is identically zero on C + and so still satisfies (2.4).
is a real-valued linear process satisfying Assumption 2.1 with real and symmetric (instead of Hermitian) coefficient matrices (A : ∈ N 0 ), then the result of Theorem 2.1 is retained. Thirdly, circulant matrices are constructed from the banded Toeplitz matrices by periodization. The resulting matrices are therefore simultaneously diagonalizable, and the eigenvalues of the th approximate coefficient matrix approximate the transfer function of the sequence (a k, : k ∈ Z). The limiting spectral behavior is seen to be unchanged after the use of the rank inequality so long as k p /p → 0 under (2.2). The rest of the derivations follow the arguments in the proof of Theorem 2.1. While this particular result is related to the work of Hachem et al. [17] , who study the convergence of the empirical distribution of the sample covariance matrix of rectangular slices of bistationary Gaussian random fields, it should be noted that [17] does not cover the transition to non-Gaussian processes or the spectral behavior of sample autocovariance matrices.
Several extensions of Theorem 2.1 are discussed in Section 4 below. The proof steps needed in order to verify the main result are outlined in Section 6, the details are in Sections 7-11. Appendix A contains additional technical lemmas.
Examples and applications
In this section, an ARMA(1,1) example is provided that serves as a way to both motivate the conditions imposed through Assumption 2.1 and illustrate the result of Theorem 2.1. In the subsequent sections, potential applications of the proposed methodology are discussed.
An ARMA(1,1) example
In this section, let (X t : t ∈ Z) be the causal ARMA(1, 1) process given by the stochastic difference
where Φ(L) = I − Φ 1 L and Θ(L) = I + Θ 1 L are respectively the matrix-valued autoregressive and moving average polynomials in the lag operator L for which it is assumed that Φ 1 ≤φ < 1 and
) with entries possessing finite fourth moments.
Under these conditions (X t : t ∈ Z) admits the MA(∞) representation 
Part (c) of the assumption then requires almost sure weak convergence of the ESD of {λ 1 , . . . , λ p } to a nonrandom probability distribution function on R 2 . Moreover using that, 
Signal processing and diagnostic checks
The results derived here can be useful in dealing with a number of important statistical questions.
Signal detection in a noisy background is one of the most important problems in signal processing and communications theory. Often the observations are taken in time and the standard assumption is that the noise is i.i.d. in time, referred to as white noise. However, in spatio-temporal signal processing, it is quite apt to formulate the noise as "colored" or correlated in time, as well as in the spatial dimension. The proposed model for the time series is a good prototype for such a noise structure. Thus, the problem of detecting a low-dimensional signal embedded in high-dimensional noise, for example, through a factor model framework, can be effectively addressed by making use of the behavior of the ESDs of autocovariances of the noise. Another potential application of the results is in building diagnostic tools for high-dimensional time series. By focusing on the ESDs of the autocovariances for various lag orders, or that of a tapered estimate of the spectral density operator, one can infer about the nature of dependence, provided the model assumptions hold. The proposed model also provides a broad class of alternatives for the hypothesis of independence of observations in settings where those observations are measured in time. Finally, in practical applications, it is of interest whether the spectrum of the coefficient matrices of the linear process can be estimated from the data. The equations for the limiting Stieltjes kernel and its relation to the Stieltjes transform of the autocovariance matrices provide a tool for attacking this problem. This aspect has been explored in the Ph.D. thesis of the first author [25] and the methodology will be reported elsewhere.
Dynamic factor models
Forni and Lippi [11] described a class of time series models that captures the subject specific variations of microeconomic activities. This class of models, referred to as Dynamic Factor Models (DFM), has proved immensely popular in the econometrics community and beyond. DFMs have for example been used for describing the stock returns in [28] , forecasting national accounts in [2] , modeling portfolio allocation in [3] and modeling psychological development in [27] , as well as in many other applications. Important theoretical and inferential questions regarding DFMs have been investigated in a series of papers by Forni and Lippi [12] , Forni et al. [13, 14, 15] , and Stock and Watson [33] , to name a few. DFMs have also shown early promise for applications to other interesting multivariate time series problems such as the study of fMRI data.
A DFM can be described as follows. As in [11] , let Y jt be the response corresponding to the jth individual/agent at time t, modeled as
The model specifies that Y jt is determined by a small, fixed number of underlying common factors U kt and their lags, determined by the polynomials b jk (L) in the lag-operator L, plus an idiosyncratic component ξ jt assumed independent across individuals. Typically, (ξ jt : t ∈ Z) is taken to be a stationary linear processes, independent across j.
One of the key questions pertaining to DFM is the determination of the number of dynamic factors. This question has been investigated by Bai and Ng [8] , Stock and Watson [33] , and Hallin and Liška [19] . Unlike in PCA, here one has to deal with the additional problem of detecting the lag orders of the dynamic factors. This can be approached through the study of the behavior of the extreme eigenvalues of the sample autocovariance matrices as in Jin et al. [23] . The issue becomes even more challenging when the dimensionality of the problem increases. In such settings, one expects that a form of phase transition phenomenon, well-known in the context of a high-dimensional static factor model (or spiked covariance model) with i.i.d. observations (see, for example, Baik and Silverstein [5] ), will set in. In particular, as Jin et al. [23] argue, a dynamic factor will be detectable from the data only if the corresponding total signal intensity, as measured for example by the sum of the variances of the factor loadings, is above a threshold. Moreover, the number of eigenvalues that lie outside the bulk of the eigenvalues of the symmetrized sample autocovariance 
An idealized production model
Onatski [29] described a model for production Y t , at time t, involving p different industries in an economy that is given by the equations
Model 3.2 is a static factor model in which p × 1 vectors f k denote the (unobserved) common static factors, u kt denote the (unobserved) factor scores consisting of independent time series corresponding to different factors k, and ξ t denote the p × 1 vectors of idiosyncratic components. The entries of the matrix W indicate the interactions among the different industries. In the following an enhanced version of the model is considered where the economy is thought to be divided into a finite number of distinct sectors for which the interaction across the sectors is assumed "weak" in a suitable sense to be described. In addition, the assumption of separable covariance structure of the ξ t made in [29] is relaxed by requiring instead that the temporal variation in ξ t for all the industrial units within a sector is the same and is stationary in time. This assumption means that the component of the vector ξ t corresponding to a particular sector has a separable covariance structure with stationary time variation and the components corresponding to different sectors are independent. Specifically, 
Extensions of the main results
This section discusses three different extensions of the main result. The arguments for the proof are similar to that of the proof of Theorem 2.1 and hence only a brief outline is provided. Moreover, the results stated here apply to both real-and complex-valued cases, the only difference being that, in the former case, the relevant matrices are real symmetric while, in the latter case, they are Hermitian.
The first extension involves a rescaling of the process defined in (2.1). Thus, it is assumed that
where the processes (Z t : t ∈ Z) and matrices (A : ∈ N 0 ) satisfy Assumption 2.1, and the matrix B 1/2 is the square root of a p × p positive semidefinite Hermitian (or symmetric) matrix B satisfying the following assumption.
Assumption 4.1. Let U be as in Assumption 2.1. Then
where g B : R m → R + is continuous and bounded on R m , and {λ : g B (λ) > 0}∩ supp(F A ) is nonempty.
As before,F τ is defined to be the ESD of the symmetrized autocovariance C τ of lag order τ .
If the linear process (X t : t ∈ Z) defined through (4.1) satisfies Assumptions 2.1 and 4.1, then the statement of Theorem 2.1 holds with the function h(λ, ν) replaced by g B (λ)h(λ, ν).
The second extension is about the existence and description of the limiting ESD of the autocovariances of linear filters of the process (X t : t ∈ Z) defined through (4.1). A linear filter of this process is of the form
where (b k : k ∈ N 0 ) is a sequence of real numbers for which the following summability condition is needed.
If the linear process (X t : t ∈ Z) defined through (4.1) satisfies Assumptions 2.1 and 4.1, then the statement of Theorem 2.1 holds with the function h(λ, ν) replaced by ζ(ν)g B (λ)h(λ, ν), where
]. This result follows using the properties of convolution and Fourier transform.
The third extension is related to the question of estimating the spectral density operator
It is well-known from classical multivariate time series analysis, see for example Chapter 10 of Hamilton [20] , that the "natural" estimator that replaces the population autocovariance E[X t X * t+τ ] by the corresponding sample autocovariance may not be positive definite. In order to obtain positive definite estimators and a better bias-variance trade-off, it is therefore standard in the literature to consider certain tapered estimators with standard choices given, for example, by the Bartlett and Parzen kernels as described in [20] . In the following, the behavior of a class of tapered estimators of Γ(η) is studied which are given by
An implication of this assumption is that the function f T (η) defined by
is well defined and is uniformly Lipschitz, and the sequence f Tn (η) = 1+
to f T (η) uniformly in η. Examples of kernels T n are T n (x) = (1 + |x|) −α I(|x| < n) for α > 2 and 
where
is the Stieltjes transform of a measure with total mass
If that is the case, K T,η is the unique solution to
zero on C + and so still satisfies (4.6).
Section 6.5 briefly details the main argument needed in order to prove Theorem 4.1.
Simulations
In this section, a small simulation study is conducted to illustrate the behavior of the LSD (limiting ESD) of the symmetrized sample autocovariances C τ for different lag orders τ when the observations are i.i.d. (X t = Z t ) versus when they come from an MA(1) process (X t = Z t + A 1 Z t−1 ) with a symmetric coefficient matrix A 1 . In this study, two different sets of (n, p) are chosen such that • almost surely, the Stieltjes transform ofF τ , say, s p,τ converges pointwise to a Stieltjes transform s τ which will be identified with F τ ; and
•F τ is tight.
To achieve the second item, one can argue as follows. First, replace the original linear process observations X 1 , . . . , X n with transformed vectorsX 1 , . . . ,X n that are serially independent. Second, replace the symmetrized lag-τ autocovariance matrix C τ by a transformed versionC τ built from X 1 , . . . ,X n . A heuristic formulation for the simpler Gaussian MA(1) case is given below in some detail. Once these two steps have been achieved, the proof proceeds by verifying some technical conditions with the help of classical RMT results, available for example in the monograph Bai and
Silverstein [6] . In the following, let (X t : t ∈ Z) denote the p-dimensional MA(1) process given by the equations
where the innovations (Z t : t ∈ Z) are assumed complex Gaussian in addition to the requirements of Section 2. For this time series, the conditions imposed through Assumption 2.1 simplify considerably with part (a) collapsing to the requirement that the eigenvalues of A 1 be uniformly bounded and part (b) being satisfied choosing f 1 as the identity. Moreover, A = [I :
each λ, h(λ, ν) becomes the spectral density (up to normalization) of a univariate MA(1) process with parameter λ.
Transformation to serial independence. The transformation to serial independence requires two steps, the first consisting of an approximation of the lag operator by a circulant matrix and the second of a rotation using the complex Fourier basis to achieve independence. The details are as follows. Let
be the n × n lag operator and its approximating circulant matrix, respectively, where o denotes the n-dimensional zero vector and e j the jth canonical unit vector in R n taking the value 1 in the jth component and 0 elsewhere. SinceL is a circulant matrix, its spectral decomposition is easily deduced asL
where η t = e iνt , ν t = 2πt/n and u t the vector whose jth entry is η 
where X 1 constitutes a redefinition of X such that the first column is changed to Z 1 + A 1 Z n , while all other columns are as in the original data matrix X. Rotating in the complex Fourier basis, the observations are transformed again into the vectorsX 1 , . . . ,X n given bỹ
Observe thatX has independent columns. To see this, note first thatZ = ZUL possesses the same distribution as Z, since Z has (complex) Gaussian entries and UL is a unitary matrix. Write theñ
, and independence of the columns (and thus serial independence) follows.
Note also that I + η t A 1 = ψ(A, ν t ) and consequentlyX = ψ(A, ν t )Z, using the transfer function ψ introduced above Theorem 2.1.
Transformation of C τ . The vectorsX 1 , . . . ,X n give rise to approximationsC τ to the lag-τ symmetrized autocovariance matrices C τ ; in particularC τ and C τ will be shown to have the same large-sample spectral behavior, irrespective of the distribution of the entries. So let
where the latter equality follows from several small computations using the quantities introduced in the preceding paragraph. Now,
The rank of the first difference on the right-hand side of the last display is at most 2, since X and X 1 differ only in the first column. The rank of the second difference is at most 2τ . The rank of C τ −C τ is therefore at most 2(1 + τ ). Defining the resolvents
the Stieltjes transforms corresponding to the ESDs of C τ andC τ are respectively given by
It follows hence from Lemma A.2 that, with probability one, the ESDs of C τ andC τ converge to the same limit, provided the limits exist. By Lemma A.3, it can be concluded that the ESD of C τ converges a.s. to a nonrandom distribution by showing thats τ,p converge pointwise a.s. to the Stieltjes transform of a probability measure, therefore establishing the a.s. convergence of the ESD of C τ .
Approximating equations for the Stieltjes kernel K τ . In order to derive the limiting equation (2.4), a finite sample counterpart is needed. This can be derived as follows. The transformed datã X gives rise to the transformed Stieltjes kernelK τ :
Following arguments typically used to establish the deterministic equivalent of a resolvent matrix,
are needed such that, for sufficiently large p,
for all z ∈ C + and all p × p Hermitian matrix sequences (D p : p ∈ N) with uniformly bounded norms D p . If one uses D p = H(A, ν) and the definition ofK τ , the latter approximate equation becomes
Section 7 below is devoted to making precise the use of ≈ in the above equations and to showing that choosing
with ν t = 2πt/n and c n = p/n, is appropriate.
Extension to the non-Gaussian case
In order to verify the statement of Theorem 2.1 for non-Gaussian innovations (Z t : t ∈ Z), two key ideas are invoked, namely showing that
• for any z ∈ C + , the Stieltjes transform s p (z) concentrates around its expectation E[s p (z)]
regardless of the underlying distributional assumption;
• the difference between the expectations E[s p (z)] under the Gaussian model and the nonGaussian model is asymptotically (as n → ∞) negligible.
To establish the concentration property of the first item, McDiarmid's inequality is used to bound probabilities of the type P(|s p (z) − E[s p (z)]| ≥ ) for arbitrary > 0. These probabilities are then shown to converge to zero exponentially fast under (2.2). To establish the second item, the generalized Lindeberg principle of Chatterjee [9] is applied. To this end, the argument z is viewed as a parameter and s p (z) as a function of the real parts Z R tj and the imaginary parts Z I tj of the innovation entries Z tj , for j = 1, . . . , p and t = 1, . . . , n. The difference between Gaussian Z t and non-Gaussian Z t can then be analyzed by consecutively changing one pair Z R tj and Z I tj from Gaussian to non-Gaussian, in this way expressing the respective differences in the expected Stieltjes transforms as a sum of these entrywise changes. Each of these differences will be evaluated through a Taylor series expansion, bounding certain third-order partial derivatives of s p . Details will be given in Section 9 below.
Extension to the linear process case
While the arguments established so far work in the same fashion also for MA(q) processes, certain difficulties arise when making the transition to the MA(∞) or linear process case. First, if one constructs the data matrix X not from MA(1) observations as above but from the linear process 
Including the real-valued case
To address the statements of Corollary 2.1, the arguments presented thus far have to be adjusted for real-valued innovations (Z t : t ∈ Z). This is done using the eigen-decomposition of the coefficient matrices in the real Fourier basis, after which arguments already developed for the complex case apply. The detailed steps are carried out in Section 11.
Dealing with the spectral density operator
The key step towards proving Theorem 4.1 is to express Γ n (η) as
and then noticing that the matrix I p + ∞ τ =1 T n (τ )(e iτ ηLτ + e −iτ ηL−τ ) diagonalizes in the (real or complex) Fourier basis with eigenvalues f Tn (η − ν t ), for t = 1, . . . , n, so that the ESD of Γ n (η) can be approximated by the ESD of the matrix Γ n (η) = n −1 n t=1 f Tn (η − ν t ) X t X * t , where X * t is the tth column of the matrix XF * n and F n denotes the n × n Fourier rotation matrix. We give the main steps of the arguments leading to this result. First, suppose that m n → ∞ such that m n /n → 0 as n → ∞. Then, we can write
n,mn (η), (6.4) where
where f Tn,mn (θ) = 1 + 2 mn τ =1 cos(τ θ),
Now, the following facts together with the representation (6.4) and Theorem A.43 of Bai and Silverstein [6] (rank inequality) and Lemma A.1 (norm inequality) prove the assertion.
7 Proof for the complex Gaussian MA(q) case 
Bound on the approximation error
The goal is to provide a rigorous formulation of (6.2) and a bound on the resulting approximation error. The first step consists of giving a heuristic argument for the definition of H(z) in (6.3). To this end, note that
It follows that, to achieve (6.2), it is sufficient to solveR(z)C τ ≈ −zR(z)H(z) (the use of ≈ will be clarified below). Let
and define the rank-one perturbation and its corresponding resolvent respectively given bỹ
n γ τ,t X t X * t ) −1 and defining
the Sherman-Morrison formula and some matrix algebra lead tõ
, thus validating the choice of H(z) as given in (6.3). The ≈ sign has been obtained from substituting 
, where H is defined in (6.3) andR(z) = (C τ − zI) −1 is the resolvent of the transformed symmetrized autocvariance matrixC τ = 1 n n t=1 γ τ,tXtX * t with γ τ,t = cos(τ ν t ).
Proof. Observe that, using (7.1), (7.2) and the definition of H in (6.3), the a.s. convergence in (7.3) is shown to be equivalent tod
and
τ,t , where
with
thus exhibiting the various approximations being made in the proof.
The Borel-Cantelli lemma provides thatd FZ denote the ESD of n −1ZZ * and define
Existence and uniqueness of the solution
with suitably chosen p 0 (ω). Then P(Ω 1 ) = 1. Define next
Let C + Q denote the set of complex numbers with rational real part and positive rational imaginary part and [0, 2π] Q = [0, 2π] ∩ Q. Define the set
In view of Theorem 7.1, it follows thatd(z, ν, ·) → 0 a.s. andd I (z, ·) → 0 a.s. for all fixed z ∈ C + Q and ν ∈ [0, 2π] Q . Thus, P(Ω 2 ) = 1. Henceforth only ω ∈ Ω 0 = Ω 1 ∩ Ω 2 , so that P(Ω 0 ) = 1, are considered. (a) For all ω ∈ Ω 0 and for all subsequences of {p}, there exists another subsequence {p } along whichK τ (z, ν, ω) converges pointwise in z ∈ C + and uniformly in ν ∈ [0, 2π] to a limit K τ (z, ν, ω) analytic in z and continuous in ν. for all ν ∈ [0, 2π] and z ∈ S. Enumerate [0, 2π] Q = {ν : ∈ N}. Let {p j (ω)} ⊂ {p j−1 (ω)} mean that {p j (ω)} is a further subsequence of {p j−1 (ω)} and let {p} denote the original sequence. An application of Lemma 3 in Geronimo and Hill [16] yields that, for any fixed ω ∈ Ω 0 , there is a sequence of subsequences 
is Stieltjes transform of a Borel probability measure. Let ΛC and UC denote the eigenvalue and unitary eigenvector matrices ofC τ . Observe thatK
is the Stieltjes transform of a measure with mass m
By the weak convergence of Proof. Suppose there are two solutions K τ,1 (z, ν) and K τ,2 (z, ν) to (2.4). Let γ τ (ν) = cos(τ ν) and
Note that U τ,1 (z, λ) and U τ,2 (z, λ) have nonpositive imaginary parts. Now,
and thus
Using the fact that K τ,j (z, ν) is a Stieltjes transform with mass bounded from above byλ 2 A , it follows
(z, ν)|dν = 0, which by continuity in ν implies that K τ,1 (z, ν) = K τ,2 (z, ν) for any fixed z ∈ C + . Since both solutions are analytic, the equality holds indeed for all z ∈ C + . This proves uniqueness.
In the remainder of this section, the proof of Theorem 2.1 is completed for the Gaussian MA(q) case. This is done by establishing that (a) the convergence along subsequences as stated in Theorem 7.2 holds indeed for the whole sequence and (b) the relevant ESDs converge.
Towards (a), it is necessary to prove that, for every ω ∈ Ω 0 ,K τ (z, ν, ω) converges to K τ (z, ν) pointwise in z ∈ C + and uniformly for ν ∈ [0, 2π] under (2.2). Assume the contrary and suppose that there are z 0 ∈ C + , ν 0 ∈ [0, 2π] and ω 0 ∈ Ω 0 such thatK τ (z 0 , ν 0 , ω 0 ) does not converge to K τ (z 0 , ν 0 ). By boundedness ofK τ (z 0 , ν 0 , ω 0 ) there is a subsequence {p } along whichK τ (z 0 , ν 0 , ω 0 ) converges to a limit different from K τ (z 0 , ν 0 ). Invoking Theorems 7.2 and 7.3, there is a further
This is a contradiction. It follows that, for every ω ∈ Ω 0 ,K τ (z, ν, ω) converges to K τ (z, ν) pointwise in z ∈ C + and ν ∈ [0, 2π]. An application of Theorem 7.2 and the Arzela-Ascoli theorem shows that the convergence is uniform on [0, 2π]. Note that, for any
Towards (b), let ω ∈ Ω 0 . It needs to be shown that s τ,p (z, ω) → s τ (z) on C + . By arguments as in the proof of Lemma A.11, it is already established thats τ,p (z, ω) → s τ (z) on C + Q . Now, for any compact subset S ∈ C + and z 1 , z 2 ∈ S,
Thus {s τ,p (z, ω)} are equicontinuous in z (with p and ω as parameters) on S. By Arzela-Ascoli, 
Truncation, centering and rescaling
The extension of the result to non-Gaussian innovations requires in its first step a truncation argument, followed by a centering and rescaling of the innovations. This section justifies that the symmetrized autocovariance matrices obtained from Gaussian innovations and from their truncated, centered and rescaled counterparts have the same LSD. The extension to the non-Gaussian case is then completed in Section 9.
Since the underlying process is an MA(q) time series, the observations X 1 , . . . , X n are functions of the innovations Z 1−q , . . . , Z n . For j = 1, . . . , p and t = 1 − q, . . . , n define the quantities
where Z jt = Z R jt + iZ I jt and I the indicator function. Correspondingly defineC τ andČ τ to be the autocoariance matrices obtained fromZ R jt ,Z I jt andŽ R jt ,Ž I jt , respectively. 
where F Cτ , FC τ and FČ τ denote the ESDs of C τ ,C τ andČ τ , respectively.
Proof.
and δ I = P(|Z I jt | > √ p), and note that these quantities are independent due to the assumed i.i.d.
structure on Z jt . Since the fourth moments of the latter random variables are assumed finite, it also
Observe next that the rank of a matrix does not exceed the number of its nonzero columns and that each nonzero Z jt causes at most 2(q + 1) nonzero columns. Recalling that
Theorem A.44 of [6] (using F = 0 and D = L + L * ) implies that, for any > 0,
Hoeffding's inequality yields
as well as
.
The Borel-Cantelli lemma now implies that sup σ |F Cτ (σ) − FC τ (σ)| → 0 a.s., which is the first claim of the proposition.
To verify the second, note that the equality
with 1 being the vector whose entries are all equal to 1, shows that [6] . This shows that the symmetrized autocovariances from Z jt and their truncated, centered and rescaled counterparts have the same LSD. Thus, to simplify the argument, it can be assumed that the recentered process has variance one.
Extension to the non-Gaussian case
In this section, the results for the Gaussian MA(q) case are extended to general innovation sequences (W t : t ∈ Z) satisfying the same moment conditions as their Gaussian counterparts (Z t : t ∈ Z). The processes of interest are then the two MA(q) processes
Define the symmetrized autocovariance matrixC τ = (2n) −1 n−τ t=1 (X tX * t+τ +X t+τX * t ), the resolvent R(z) = (C τ − zI) −1 and the Stieltjes transforms p (z) = p −1 tr[R(z)]. In the following, it will be shown that the ESDs of C τ andC τ converge to the same limit. This is done via verifying that, for all z ∈ C + ,s p (z) and s p (z) converge to the same limit s(z) under (2.2), which in turn requires to show that
2) for all z ∈ C + ; and
2) for all z ∈ C + and > 0.
Part (a) requires the use of the Lindeberg principle, part (b) is achieved via an application of McDiarmid's inequality.
Showing that
For the use in this section, redefine
W n ] and let Z R , W R and Z I , W I be the corresponding matrices of real and imaginary parts. Claim (a) will be verified via the Lindeberg principle developed in Chatterjee [9] . This involves successive replacements of Gaussian variables with non-Gaussian counterparts in a telescoping sum. To this end, define an order on the index set {(j, t) : j = 1, . . . , p, t = 1 − q, . . . , n} by letting (j, t) < (j , t ) if either (1) t < t or (2) t = t and j < j , so that one successively moves columnwise through the entries of a matrix. Moreover, let
Let V R j,t denote the p × (q + n) matrix given by the entries
Further let the p × (q + n) matrixV R jt be equal to V R jt for all entries but the (j, t)th one, which is set to equal 0, and define analogously the matrices V I jt andV I jt . These matrices determine how many of the original Gaussian Z jt have been replaced by the non-Gaussian W jt . In the following, s p (z)
will be viewed as a function of Z R and Z I , fixing z and p as parameters, that is,
Similarly, let s z p (W R , W I ) =s p (z). Utilizing this notation, the quantity to be bounded in expectation can be written as
j,t are the real and imaginary parts of telescoping sums with ∆
(1)
). In the following only the telescoping real parts will be discussed as the imaginary parts can be estimated along the same lines. InsertingV R jt , one obtains
Let ∂ 
The entries of the matrices Z R , Z I , W R and W I are all independent of each other and the first and second moments of the various real parts (and imaginary parts) coincide, so that the bound in the last two inequalities also hold for higher-order terms (HOT). This leads to
Dealing with the right-hand side of (9.1) requires the computation and estimation of the third-order
Focusing only on the first term of the right-hand side of (9.1) (the second can be handled similarly), Lemma A.14 shows that this term converges to zero under (2.2) if, almost surely under (2.2),
being an (n + q) × n matrix. The choice of α ∈ [0, 1] only affects the value of the j-th entry of V α t . For t = t , the notation V t = V α t is therefore preferred. By definition, V 0 t is the vector whose jth entry has a real part of zero. Let J ± (t, ) = { ∈ {0, . . . , q} : = τ ± , t ± τ + − ≥ 1}.
Then,
Hence, settingλ rem = (
Using this expression, it follows from Lemma A.15 that the left-hand sides of (9.2) and (9.3) converge to zero a.s., thus establishing that . . ,X (k+1)q to change to, say,X (k−1)q+1, . . . ,X (k+1)q . In the following, the focus is on changes applied to the first group of innovations W 1 , . . . , W q . Consider the case τ ≤ 2q and letC
Showing that P[|s
The goal is now to representC τ as a finite rank perturbation ofC τ in the form J j=1 r j r * j with appropriate r j and J. Writē
Choosing J = 8q and repeatedly utilizing (A.3) with H t replaced by I p , it follows that |s p (z)−s p (z)| ≤ C 1 q(vp) −1 for some appropriately chosen constant C 1 > 0. This bound hold for any of the m groups of innovations. McDiarmid's inequality consequently implies, for any > 0 and a suitable constant
The right-hand side converges to zero at a rate faster than qp −1 and concentration of the Stieltjes transform around its mean is established, since the case τ > 2q can be handled in a similar fashion.
Note that the last argument remains valid if q = q(p) → ∞ as p → ∞ at a sufficiently slow rate, for
10 Extension to the linear process case Let (X t : t ∈ Z) now denote a linear process. To complete the proof of Theorem 2.1, a truncation argument is invoked. Let (X tr t : Z) denote the truncated process given by X tr t =
q(p)
=0 A Z t− , t ∈ Z, where q(p) depends on the dimension. Let further (X t : t ∈ Z) be the process given byX t = X t −X tr t , t ∈ Z, and denote by L(F, G) the Lévy distance between two distribution functions F and G. 
Proof. By Lemma A.1, it suffices to show that p −1 tr[(C τ −C tr τ ) 2 ] → 0 a.s. Write X = X tr +X and
say. It follows from repeated applications of the Cauchy-Schwarz inequality that
and, by another application of Cauchy-Schwarz,
Since it is easy to see that ( 
It is clear from the independence of Z t 's that the summands are non-zero only if the indices of Z's pair up. Direct calculations show that the total contribution of all four types of pairings: (i)
using the fact that p and n are of the same order. Thus, since q = q(p) = p 1/3 ,
This proves the result.
Using Gaussian innovations (Z t : t ∈ Z), letX tr = [X tr 1 : · · · : X tr n ] = q =0 A ZL UL be the corresponding transformed data matrix. Define the truncated quantities ψ tr (λ, ν) =
fies in a similar vein as in the proofs of Theorems 7.2 and 7.3 that, for all ω ∈ Ω 0 with Ω 0 defined in the beginning of Section 7.2,
. This is done exploiting the convergence h tr (λ, ν) → h(λ, ν), which is uniform in ν and λ, and the conver-
. From these facts it follows that the limiting version of the truncated version satisfies the defining equations for the Stieltjes kernel (2.4). Therefore the results for the complex Gaussian innovation model with fixed order q are, subject to minor modifications, still applicable in the case orders q(p) growing at a suitable rate.
Including the real-valued case
The idea of the proof is motivated by focusing on the MA(1) case. The derivation for the MA(q) and finally MA(∞) cases follows the from the corresponding transformations and subsequent constructions analogous to the complex case. So, let X = Z + A 1 ZL be the data matrix obtained from a Gaussian MA(1) time series and suppose that A 1 possesses an eigendecomposition
with U A 1 orthogonal. Let U denote the real Fourier basis (see, for example, Chapter 10 of [7] ) and let for the real caseX = U A 1 (Z + A 1 ZL)U. Since ZU and ZLU have independent columns, it follows thatX has independent columns. Moreover,X has also independent rows. To see this, note that the transpose of the jth row ofX is
where Z j is the jth column of U A 1 ZU and λ j the jth eigenvalue of A 1 . The covariance of the jth column is
is a symmetric circulant matrix, it diagonalizes in the real Fourier basis and hence the covariance matrix of the last display is diagonal. From the same display it follows also that the variance of the (j, t)th entry is h(λ j , ν t ), so that the rest of the proof follows as in the complex case.
A Technical lemmas
We state a number of key technical lemmas before providing the details of the proofs of the main results. The following two Lemmas are restatements of Corollary A.41 and Theorem A.44 of Bai and
Silverstein [6] , respectively.
Lemma A.1. Suppose that A and B are two p × p normal matrices with ESDs F A and F B , respectively. Then,
where L(F, G) denotes the Lévy distance between two probability distributions F and G defined on the real line.
Lemma A.2. Let A and B be two p × n complex matrices and let C and D be Hermitian matrices of order p × p and n × n, respectively. Then
The following result (Theorem 1 of Geronimo and Hill [16] ) characterizes the weak convergence of probability distributions in terms of convergence of Stieltjes transforms.
Lemma A.3. Suppose that {P n } is a sequence of Borel probability measures with corresponding Stieltjes transforms {s n }. If lim n→∞ s n (z) = s(z) for all z ∈ C + , then there exists a Borel probability measure P with Stieltjes transform s P = s if and only if lim v→∞ ivs(iv) = −1, in which case P n converges to P in distribution.
An additional lemma is stated and proved. It is essential at various places in the arguments that follow. The lemma is a generalization of part (a) of Lemma 2.3 in Bai and Silverstein [4] .
There, in addition to being Hermitian, the involved matrices are also assumed to be nonnegative definite. This assumption, however, fails to be true for the symmetrized autocovariance matrices under consideration here and the following extension becomes crucial in verifying the main results.
Lemma A.4. Suppose that s F (·) is the Stieltjes transform of a distribution function F with total mass M and that B is an n × n Hermitian matrix. Then, for z = w + iv ∈ C + ,
Proof. Without loss of generality, assume that M = 1. Note that,
and therefore, applying the Cauchy-Schwarz inequality,
Letting r = (s F (z)), it follows that, for any b,
Combining the latter two statements, it follows that
which implies the assertion of the lemma.
A.1 Completing the proof of Theorem 7.1
Lemma A.5. Let > 0. If the assumptions of Theorem 7.1 are satisfied, then P(max t≤n |d
tends to zero at a rate faster than n −1 .
Proof. Since the trace is invariant under cyclical permutations, it follows that
whereλ A andλ D are the bounds for the eigenvalues of A and D specified in Assumption 2.1 and Theorem 7.1, respectively. In the following, the terms on the right-hand side of the latter inequality will be bounded.
Step 1: Write
Recall the definition of H(z) in (6.3) and note that n −1 tr[R(z)H t ], as a Stieltjes transform, has positive imaginary part. It follows that
, where β τ,t is defined in (7.4), has nonnegative imaginary part irrespective of the sign of γ τ,t , and strictly positive imaginary part if γ τ,t = 0. Observe next that H t is a positive semidefinite matrix with the same set of eigenvectors as (I + H(z)) −1 . Arguing for each eigenvalue individually, we need to bound
where σ denotes an eigenvalue of H t . Since the term (. . .) −1 has an imaginary part not larger than v, with z = u + iv, it follows that (I + H(z)) −1 ≤ |z|v −1 . In the same way, one verifies also that (I + H t (z)) −1 ≤ |z|v −1 . Next, write
whereβ τ,t is as in (7.5) . First, suppose that V is a unitary matrix such that V * C τ V = Σ, the diagonal matrix of eigenvalues ofC τ . Define Y = n −1/2 V * X t and observe that
The terms β τ,t andβ τ,t can be bounded in the same fashion. Observe next that n −1 tr[R(z)H t ] and
are Stieltjes transforms on R + , the positive real numbers, with mass not bigger than c nλ 2 A , since H t ≤λ 2 A . Without loss of generality, assume that c n <c for all n. Since |γ τ,t | ≤ 1, by Lemma A.4, it follows that max{|β τ,t |, |β τ,t |} ≤ C 1 (z), where
with an appropriate constant C > 0 which may depend on z. In the remainder of this proof, C denotes a generic positive constant that may vary from line to line.
Combining the previous estimates and going back to (A.2), it has been established that
Step 2: In the following, bounds for the remaining terms in (A.1) will be given. Observe first that Lemma A.4 implies that |β τ,t | ≤ max{4λ 2 A Z t 2 (nv) −1 , 2}. Note also that R t (z) ≤ v −1 . Combining these estimates with the ones obtained in Step 1 of the proof implies then that
with appropriately chosen positive constants C 1 and C 2 . Then, using the formula for moments of Gaussian random variables, we have E[ Z t 2m ] ≤ C m n m for some constant C m > 0. Therefore, for
Taking m > 2, it can be seen that the assertion of the lemma follows.
Lemma A.6. Let > 0. If the assumptions of Theorem 7.1 are satisfied, then P(max t≤n |d
tends to zero at a rate faster than 1 n .
Proof. Let > 0 and define G t = ψ * t (I + H t (z)) −1 DR t (z)ψ t . Using the invariance of the trace under cyclic permutations, it follows that P |d
Using the bounds onβ τ,t and E[ Z t 2m ] in the proof of Lemma A.5, for large enough p, the first term on the right-hand side of the latter display is bounded by
which tends to zero faster than n −2 if m > 3. For the second term, notice that, using arguments from the proof of the previous lemma, G t ≤ |z|v −2λ2 Aλ D and that therefore tr
Now, an application of Lemma B.26 in [6] implies that
which converges to zero faster than n −2 if m > 6.
Lemma A.7. Let > 0. If the assumptions of Theorem 7.1 are satisfied, then P(max t≤n |d
Proof. Note first that, for some positive constant C,
using estimates obtained in the proofs of Lemmas A.5 and A.6. Therefore, |d
To show the assertion of this lemma, it suffices then to show that n −2 P(|β τ,t | > n ) → 0. The arguments are similar to the ones already established in Lemma A.6, where it was shown that n −2 P(|β τ,t | > n 1/3 ) → 0. Details are hence omitted.
Lemma A.8. Let > 0. If the assumptions of Theorem 7.1 are satisfied, then P(max t≤n |d
tends to zero at a rate faster than
the proof is similar to the one of Lemma A.7.
Lemma A.9. Let > 0. If the assumptions of Theorem 7.1 are satisfied, then P(max t≤n |d
where the right-hand side can now be estimated along the lines of the arguments used in the proof of Lemma A.6, noting that G t is uniformly bounded. The term involving |β τ,t − β τ,t | can be handled similarly.
A. 
For a fixed z ∈ C + , the two function familiesK τ (z, ν, ω) andd(z, ν, ω) are uniformly equicontinuous in ν (viewing p and ω as parameters).
Therein, ψ i ≤λ A and
It follows that H 1 − H 2 ≤ 2 √ 2λ Aλ A |ν 1 − ν 2 |, which is the first assertion of the lemma. For the second, note that
The third assertion of the lemma follows in the same fashion using the bound (I + H(z)) −1 ≤ |z|v −1 . The proof is complete.
Lemma A.11. Let the assumptions of Theorem 7.2 be satisfied. The following statements hold true.
(a) For any ω ∈ Ω 0 and z ∈ C Observe that, as in the proof of Lemma A.5, it can be verified that |β τ, (z, ν t )β τ (z, ν t )| ≤ C for some C > 0 depending on z. Further,
where the right-hand side converges to zero uniformly in λ. Using |h(λ, ν)| ≤λ 2 A , the first difference on the right-hand side of (A.5) goes to zero uniformly in λ. Fix ν 1 , ν 2 ∈ [0, 2π]. Then, β τ (z, ν 1 )γ τ (ν 1 )h(λ, ν 1 ) − β τ (z, ν 2 )γ τ (ν 2 )h(λ, ν 2 ) = β τ (z, ν 1 )β τ (z, ν 2 ) γ τ (ν 1 )h(λ, ν 1 ) − γ τ (ν 2 )h(λ, ν 2 )
+ cβ τ (z, ν 1 )β τ (z, ν 2 )γ τ (ν 1 )γ τ (ν 2 ) K τ (z, ν 2 , ω)h(λ, ν 1 ) − K τ (z, ν 1 , ω)h(λ, ν 2 ) .
Note again that |β τ, (z, ν t )β τ (z, ν t )| ≤ C. Since both h(λ, ν) andK τ (z, ν, ω) are uniformly bounded and equicontinuous in ν (with λ, p and ω as parameters), the right-hand side of the latter equation
can be bounded byC|ν 1 − ν 2 | for some suitableC > 0. It follows that the second difference of the right-hand side in (A.5) also converges to zero uniformly in λ.
Utilizing that |(U Proof. This is proved by showing that as n → ∞, C τ is almost surely bounded. Let D τ = (L τ +L * τ )/2. Then,
which follows from the fact that L = 1 for each ≥ 1. Now since the Z jt 's are i.i.d. random variables with zero mean, unit variance and finite fourth moment, it follows that, as n, p → ∞, n −1 ZZ * is bounded almost surely by (1 + √ c) 2 + δ for any given δ > 0.
Lemma A.13. Suppose that {µ p } is a tight sequence of Borel probability measures and that {s p (z)} is the corresponding sequence of Stieltjes transforms. If s p (z) → s(z) for all z = w + iv ∈ C + , then lim v→∞ ivs(iv) = −1. Therefore s(z) is the Stieltjes transform of a Borel probability measure.
Proof. To verify that ivs(iv) → −1 as v → ∞, it is sufficient to verify that, for all > 0, there is v 0 such that for all v > v 0 and for all p, |ivs p (iv)| ≤ . To this end, note that, for λ 0 > 0,
Since µ p is a sequence of Borel measures, λ 0 can be chosen so large that µ p ({|λ| > λ 0 }) < /2.
Choosing v 0 such that λ 0 (λ 0 + v) −1 < /2, shows that ivs(iv) → −1 as v → ∞. That s(z) is a Stieltjes transform is a consequence of Lemma A.3.
A.3 Bounds for partial derivatives
Lemma A.14. If the assumptions of Theorem 2.1 are satisfied, then (9.2) and (9.3) imply that (9.1) converges to zero under (2.2). A e j X t+τ + + X t+τ + e * j A + 1 2n
Proof. Elementary computations show that
A e j X t−τ + + X t−τ + e * j A , ∂
j,t,1 C τ = 1 n ∈G + (t)
A e j e * j A +τ + 1 n ∈G − (t)
A −τ e j e * j A , with I ± (t) defined in Section 9.1 and G ± (t) = I ± (t) ∩ { : 0 ≤ ± τ ≤ q}. Define C =6T τ,1 (z) + 3T τ,2 (z) + 3T τ,3 (z).
Let Q τ,1 (z) = R(z)C
τ R(z) and Q τ,2 (z) = C 
