This paper presents an approach to predict the quality of compressed videos with content of natural scenes. The method is focused on measuring the distortion of compressed video without reference. There are two main steps of the proposed method: measuring distortion and predicting video quality. Each frame of the distorted video sequence is first decomposed to an N-subband Laplacian pyramid, then their intrasubband and inter-subband statistical features are fully exploited. Three intra-subband features and three inter-subband features are taken as inputs of the prediction model. Its output is a single score as the predicted video quality. The performance of the proposed method is evaluated on the LIVE video database and the LIVE mobile video database. Results show that the predicted quality scores are well correlated with the mean opinion scores associated to the subjective assessment.
INTRODUCTION
The increasing demands and the limits on bandwidth for image/video capture, transmission, and storage lead to occurence of information loss and extraneous artifacts. How the distortion affects the quality of viewing experience has become the interest of researchers in visual quality assessment. Naturally, the subjective assessment is the golden standard, yet it is time-consuming, cumbersome and impractical. Hence one seeks to develop algorithms such that the predicted quality of distorted visual stimuli has high correlation with subjective assessment.
Depending on the amount of available information, objective quality assessment can be divided into three categories: full-reference (FR), reduced reference (RR), and no-reference (NR) approaches. Without a priori knowledge about the pristine image or video, NR image/video quality assessment (IQA/VQA) is the most useful but also most difficult one to accurately predict visual quality.
A great effort has been made for NR IQA based on the statistics of natural images [1, 2, 3] . Undistorted natural images are considered to possess certain statistical properties that hold across different image contents. The natural scene statistics (NSS) models seek to capture those statistical properties of natural scenes that are based on the hypothesis that the presence of distortions in natural images alters the natural statistical properties of images. The natural scenes here refer to real environments, as opposed to laboratory stimuli, and may include human-made objects. In this paper, any image or video obtained from a camera or camcorder is considered to be natural [2, 4] .
The Distortion Identification-based Image Verity and INtegrity Evaluation (DIIVINE) index is a NR IQA algorithm that popularized image quality assessment based on NSS [5] . It is capable of assessing the quality of a distorted image across multiple distortion categories (in contrast to most NR IQA algorithms that are distortion-specific). In another recent work, a no-reference quality assessment metric was proposed for digital video subject to H.264/AVC encoding [6] . Assuming that DCT coefficients are corrupted by quantization noise, the coding error was estimated first, then a spatio-temporal contrast sensitivity function applied to the DCT domain to perceptually weight the estimated coding error.
Inspired by previously proposed models for NR IQA and VQA, in this paper we designed an NR IQA based on the NSS model to predict the quality of encoded video sequences frame by frame. In the proposed method, many fewer features were extracted than for that in [5] and the reference images used in [6] for training are not needed. Moreover, we adopted a two-layer neural network that simplified the training procedures in [5, 6] . Our NSS-IQA model performs very well on video databases, and its performance on image databases will be evaluated in our future work.
The rest of this paper is organized as follows. In Section 2 we investigate the statistical properties of image subband decompositions, paying a particular attention to the inter-subband dependencies. In Section 3, we describe the model of the proposed method and how these features are used for distortion measurement as well as quality prediction. The performance of the proposed approach is evaluated in Section 4 and the paper is concluded in Section 5.
DISTORTION MEASUREMENT 2.1. Frequency analysis of compressed natural video
Lossy video compression leads to unavoidable distortion to natural video, which usually manifests itself as loss of texture and other high frequency image features [7] . This can be seen by comparing the radial power spectral density (PSD) of a distorted object in the compressed video with that of the distortion-free object to quantify preserved texture. Consider the radial power spectral density (PSF) of "Miss America" video, shown in Figure 1 . The closeup of the reference video and its four compressed versions with different H.264 quantization parameters (QP) suggests that PSD curves are overlapped at low frequency, but divergent for higher frequencies.
We may conclude from Figure 1 that the relative decay of power in spatial frequency decompositions is a useful predictor of compressed image quality. Indeed, this is relatively easy to do in the FR context where the true rate of PSD decay can be measured. The main challenge of developing NR IQA is to detect changes in the statistics of high frequency image features without direct access to the reference.
In practice, canonical frequency decomposition of image and video signals such as the Fourier transform ignore spatial locality. For this reason, we employ the expanded Laplacian pyramid as a compromise between frequency and spatial decomposition [8] . Let I(i, j) be an image or a video frame function represented in the spatial domain, where (i, j) ∈ Z 2 is the pixel index. Then we denote by
the expanded Laplacian pyramid decomposition of image I(i, j) represented as a series of quasi-bandpassed images. Each subband image L n (i, j) is the size of the original image I(i.j). As shown by Figure 2 , the fine details are captured in L 0 (i, j) while progressively coarser features are prominent in higher levels. With access to high frequency image details via subband decomposition, one can assess the distortion caused by lossy compression by extracting its statistical features. To meet the objective to assess the relative decay of power in spatial frequency decomposition, we propose two approaches to model the Laplacian pyramid coefficients. First is the computation of intra-subband statistics, which will be compared across subbands to gauge the rate of decay (that is influenced by compression). Second is the incorporation of inter-subband features aimed at directly assessing the degree of persistence across scale [9] .
Intra-subband features
Intra-subband statistics that reflect statistical properties of one single subband can be useful for predicting the rate of decay
Fig . 2 . One frame of a video sequence and 5 subbands of the corresponding expanded Laplacian pyramid across frequency. In our study, mean, variance, skew, energy, entropy, and kurtosis of empirical Laplacian pyramid coefficients were considered. In particular, we found that energy, entropy, and kurtosis of coarse scale subbands were less subject to compression distortions compared to the finer scale subbands (see details in Section 2.4). Moreover we claim that the fine-scale-to-coarse-scale ratio of subband statistics is a good proxy for the rate of decay across spatial frequency that is stable for all frames in compressed videos. Hence we conclude that the ratio of intra-subband statistics offers a stable prediction of degradation due to compression. Let us view the subband coefficients in L n as stationary random processes, where the random variable X = L n (i, j) have the same probability mass function p(x). Then the statistics considered in this article are defined as follows:
2.3. Inter-subband features Apparent power laws in the PSD [2] and persistence across scale in space-frequency decompositions [8] suggest that it is reasonable to assume that there exist statistical relations between high-pass responses of natural images and their bandpass counterparts. Indeed, in our studies, we found that such a relationship exists for natural images and this relationship is distorted by compression. To quantify the persistence across scale, we consider the following inter-level features. 1) Jensen Shannon divergence (JSD) is a measure of the "distance" between two probability distributions which can be generalized to measure the distance (dissimilarity) between a finite number of distributions. Define p(x) and q(x) as two probability mass functions of two images. Then the JSD is defined as the symmetrized version of Kullback-Leibler divergence (KLD), as follows [10] :
where r(x) = (p(x) + q(x))/2.
2) The Structural Similarity Index (SSIM) is a popular FR IQA based on luminance/contrast/structure similarities [11] . It is given by
Refer to [11] for detailed explanation on the above equation.
In the context of assessing persistence across scale, we use the mean of SSIM index map as a way to quantify the dependency between two Laplacian pyramid subbands L n and L m , denoted as MSSIM(L n , L m ).
3) Smoothness is a measurement of the relative size of flat area in an image. Although absolutely flat regions do not occur in natural scenes, they exist in compressed images and videos due to aggressive quantization. To identify flat regions based on the Lapalacian pyramid, the SSIM index map [11] between I and L N −1 is computed, and denoted as S SSIM . When the SSIM index is greater than T 0 , the local region is considered to be a flat region. Thus, the flat region is given by
The smoothness of the frame is defined as the mean of S smooth . T 0 is set to 0.95, and the size of the local region in the computation of S SSIM (i, j) is set to 9 × 9 in the experiment in Section 4.
Selection of frame features
To choose the most efficient features, we further studied the intra-and inter-subband features. In Figure 3 , (a-c) show intra-subband features and (d-f) show inter-subband features of the same frame in the reference video and four H.264 distorted videos, respectively. 'Reference' stands for the distortion-free video. 'Distortion 1' has the lowest compression ratio while 'Distortion 4' has the highest compression ratio. The frame is decomposed in a 5-subband Laplacian
It is found that the intra-subband features of L 0 , the JSD and MSSIM between L 0 and the coarsest bandpass L N −2 , and smoothness are most sensitive to H.264 compression. It is observed that the energy and entropy of L 0 decrease, and kurtosis increases with respect to compression ratio, while the corresponding features of L 2 , L 3 , and L 4 stay roughly constant. JSD and MSSIM generally increase with respect to compression ratio, but JSD between the distribution in L 0 and L 3 , and MSSIM between L 0 and L 3 change dramatically with respect to compression ratio. The same relationship is observed between smoothness and compression ratio.
For the sake of computational efficiency, only the intraand inter-subband features of L 0 and L 3 are considered in our prediction model. To normalize intra-subband features, the energy and entropy of L 0 are divided by the corresponding features of L 3 , and the kurtosis of L 3 is divided by kurtosis Table 1 .
Relative size of flat area
PREDICTION MODEL
To predict the video quality from the extracted intra-and inter-subband features, a prediction model is designed to pool all features into one single score, as the predicted quality of input video sequence. Thus, for one video sequence, the inputs of the prediction model are the six frame features f 1 (t), ..., f 6 (t) of all frames, and the output is a single value which is the predicted video quality. The predicted quality should be as close as possible to the subjective assessment. Figure 4 gives the high level organization of the proposed prediction architecture. It is composed of two stages. First is a feature extraction stage, as described in Table 1 . The computed statistics are taken as inputs to the temporal pooling using 4th-order Minkowski norm as [12] suggested to yield a single score as the corresponding video feature along the time axis: Fig. 4 . Flowchart of the proposed method where l = 1, 2, ..., 6. We assume that all video sequences have the same length, otherwise, normalization is needed. In the second stage, the scores Q f 1 , . . . , Q f 6 are treated as input to a neural network trained to predict the subjective video quality score. In our implementation, the neural network was comprised of 20 hidden nodes.
PERFORMANCE EVALUATION
We evaluated the performance of the proposed method on the LIVE video quality database (LIVE VQDB) [13, 14] and LIVE mobile video quality database (LIVE MVQDB) [15] . Since our method aims to objectively assess the quality of compressed videos and the most popular compression model is H.264, only the H.264 compressed videos in each database were used to evaluate the performance. Each of the two databases contains 10 sets of H.264 compressed videos. Each set contains four videos generated from one reference video. The leave-one-out strategy was adopted for training and testing, thus 9 sets of distorted video sequences (36 videos in total) were chosen for neural network training and validation; the remaining distorted video set was for testing. The training and testing process was performed 10 times with a different set of distorted videos each time.
Four indices were used to evaluate the performance. They are the linear (Pearson's) correlation coefficient (LCC), the Spearman's Rank Ordered Correlation Coefficient (SROCC), the Root Mean Squared Error (RMSE), and the Mean Absolute Error (MAE) between the predicted scores and the mean opinion scores (MOS) obtained from the subjective assessment. A value close to 1 for SROCC and LCC and a value close to 0 for RMSE and MAE indicates superior correlation with subjective assessment. The scatter plots of objective Figure 5 . The corresponding SROCC, LCC, RMSE and MAE values are tabulated in Table 2 . The performance comparison in Table 3 shows our NR VQA is competitive with the "general-purpose" FR VQA algorithms (MS-SSIM [16] , V-VIF [17] , MOVIE [18] ) listed in [14] for H.264 coded videos. However, the proposed metric is distortion-specific. The state-of-the-art algorithm proposed by Brandão and Queluz [6] is the only one we found so far with the same purpose as our algorithm, but it is not comparable since a different database was used for evaluation in [6] . 
CONCLUSION
An NSS-based NR IQA algorithm is proposed in this paper to evaluate the quality of compressed videos with content of natural scenes frame by frame. The method aims to measure the distortion of fine details based on Laplacian pyramids, since the distortion introduced by lossy compression mainly appears at high frequency. Evaluation results on two video databases show that the predicted quality scores are well correlated with the MOS. The proposed NR method is competitive with the widely accepted FR VQA algorithms in predicting the quality of compressed videos. However it is distortion-specific, while FR VQA methods are designed for general purpose. In future, the method will be improved to a general-purpose NR IQA/VQA method to predict the quality of images or videos with various kinds of distortion.
