In this paper, Firefly algorithms (FA) and Genetic algorithms (GA) are applied to parameter identification problem of a non-linear mathematical model of the E. coli cultivation process. A system of ordinary differential equations is proposed to model the growth of the bacteria, substrate utilization and acetate formation. Parameter optimization is performed using a real experimental data set from an E. coli MC4110 fed-batch cultivation process. In the considered non-linear mathematical model, the parameters that should be estimated are maximum specific growth rate, two saturation constants and two yield coefficients. Parameters of both meta-heuristics are tuned on the basis of several pre-tests according to the optimization problem considered here. Based on the numerical and simulation result, it is shown that the model obtained by the FA is more accurate and adequate than the one obtained using the GA. Presented results prove FA superiority and powerfulness in solving non-linear dynamic model of cultivation processes.
INTRODUCTION
Microorganisms have been a subject of particular attention as a biotechnological instrument, and are used in so-called cultivation processes. Numerous useful bacteria, yeasts and fungi are widely found in nature, but the optimum conditions for growth and product formation in their natural environment are seldom discovered.
Cultivation of recombinant microorganisms, e.g. E. coli, in many cases is the only economical way to produce pharmaceutic biochemicals such as interleukins, insulin, interferons, enzymes and growth factors. Research on E. coli has accelerated even more since 1997, when its entire genome was published. Some recent researches and developed models of E. coli can be found in (Petersen et al., 2010) ; (Opalka et al., 2010) ; (Skandamis and Nychas, 2000) ; (Jiang et al., 2010) ; (Karelina et al., 2011) .
Modelling approaches are central in system biology and provide new ways towards the analysis and understanding of cells and organisms. A common approach to model cellular dynamics is by using sets of non-linear differential equations. Real parameter optimization of cellular dynamics models has become a research field of particularly great interest. Such problems have widespread application. The parameter identification of a nonlinear dynamic model is more difficult than that of a linear one, as no general analytic results exist. The difficulties that may arise are, for instance, convergence to local solutions if standard local methods are used, over-determined models, badly scaled model function, etc. Due to the non-linearity and constrained nature of the considered systems, these problems are very often multimodal. Thus, traditional gradient-based methods may fail to identify the good solution. Although a lot of different global optimization methods exist, the efficacy of an optimization method is always problem-specific.
While searching for new, more adequate modeling metaphors and concepts, methods which draw their initial inspiration from nature have received the early attention. During the last decade a large class of meta-heuristics has been developed and applied to a variety of areas. The three best known heuristics are the iterative improvement algorithms, the probabilistic optimization algorithms, and the constructive heuristics (Syam and Al-Harkan, 2010) ; (Tahouni et al., 2010) ; (Brownlee, 2011) . Here the attention is focused on two effective population-based algorithms, namely Genetic algorithms (GA) and Firefly algorithm (FA).
Holland's book (Holland, 1992) , published in 1975, is generally acknowledged as the beginning of the research of GA. The GA is a model of machine learning which derives its behavior from a metaphor of the processes of evolution in nature (Goldberg, 2006) . Since their introduction and subsequent popularization, the GA have been frequently used as an alternative optimization tool to the conventional methods and have been successfully applied to a variety of areas, and find increasing acceptance (Akpinar and Bayhan, 2011) ; (Silva et al., 2009) ; (Paplinski, 2010) ; (Roeva et al., 2010) .
The other meta-heuristic algorithm, namely FA, which idealises some of the flashing characteristics of fireflies, has been recently developed by Xin-She Yang (Yang, 2008) . According to recent bibliography, the FA is very efficient and can outperform other meta-heuristics, such as genetic algorithms, in solving many optimization problems (Yang, 2008) ; (Yang, 2009) ; (Yang, 2010a; 2010b) . Although the FA has many similarities with other swarm intelligence based algorithms, it is indeed much simpler both in concept and implementation (Yang, 2010a; Yang, 2010b) . There are already several applications of FA to different optimization problems (Nasiri and Maybodi, 2012) ; (Apostolopoulos and Vlachos, 2011) ; (Yousif et al., 2011); (Chai-ead et al., 2011) . Based on bibliography results, it is evident that the FA is a powerful novel population-based method for solving optimization problems and particularly NP-hard problems.
In this paper, two optimization algorithms, based on GA and FA, are proposed for parameter identification of a fed-batch cultivation process. The algorithms performances are compared and analyzed.
PROBLEM FORMULATION
There is an increasing interest in technologies that maximize the production of various essential enzymes and therapeutic proteins based on E. coli cultivation. The costs of developing mathematical models for bioprocesses improvements are often too high and the benefits are too low. The main reason for this is related to the intrinsic complexity and non-linearity of biological systems. The important part of model building is the choice of a certain optimization procedure for parameter estimation. The estimation of model parameters with high parameter accuracy is essential for successful model development.
The application of the general state space dynamical model to the E. coli MC4110 fed-batch cultivation process leads to the following non-linear differential equation system (Roeva, 2008) : 
Parameter estimation problem of the presented non-linear dynamic system is stated as the minimization of the distance measure J between the experimental and the model predicted values of the considered state variables:
where n is the length of the data vector for each state variable k; y exp are known experimental data; y mod are model predictions with a given set of the parameters.
The cultivation experiments are performed in the Institute of Technical Chemistry, University of Hannover, Germany during the collaboration work with the Institute of Biophysics and Biomedical Engineering, BAS, Bulgaria, granted by DFG. The cultivation conditions are presented in details in Arndt and Hitzmann (2001) .
FIREFLY ALGORITHM
The Firefly algorithm is a novel meta-heuristic algorithm which is inspired from flashing light behaviour of fireflies in nature. Based on Yang (2008) the basic steps of the FA can be summarized as the following pseudo code: For simplicity, it is assumed that the attractiveness of a firefly is determined by its brightness, which in turn is associated with the encoded objective function of the optimization problems.
Attractiveness. In FA, each firefly has a location x = (x 1 , ..., x d ) T in a d-dimensional space and light intensity I(x) or attractiveness β(x), which are proportional to an objective function f(x). Attractiveness β(x) and light intensity I(x) are relative and these should be judged by the rest fireflies. Thus, attractiveness will vary with the distance r ij between firefly i and firefly j. So attractiveness β of a firefly can be defined by Eq. (6) (Yang, 2009) ; (Yang, 2010a; 2010b) :
where r or r ij is the distance between the i-th and j-th of two fireflies. β 0 is the initial attractiveness at r = 0 and γ is a fixed light absorption coefficient that controls the decrease of the light intensity. In the herewith applied FA m = 2. Distance and movement. The initial solution is generated based on
where rand is a random number generator uniformly distributed in the space [0, 1]; Ub and Lb are the upper range and lower range of the j-th firefly (variable), respectively. When firefly i is attracted to another more attractive (brighter) firefly j, its movement is determined by:
where the first term is the current position of a firefly, the second term is used for considering a firefly's attractiveness to light intensity seen by adjacent fireflies β(r) (Eq. (6)), and the third term is used to describe the random movement of a firefly in case there are no brighter ones. The coefficient α is a randomization parameter determined by the problem of interest. The distance r i,j between any two fireflies i and j at x i and x j , respectively, is defined as a Cartesian or Euclidean distance (Yang, 2009 ):
where x i,k is the k-th component of the spatial coordinate x i of the i-th firefly.
GENETIC ALGORITHM
A pseudo code of a GA is presented as:
Recombine P(i) with probability p C Mutate P(i) with probability p m Evaluate P(i) fitness end for end while Rank the chromosomes, find the current best and save end begin Solution Representation. Each individual or chromosome is made up of a sequence of genes from a certain alphabet. Binary representation is the most common one, mainly because of its relative simplicity. A binary 20-bit representation is considered here. Five model parameters are represented in the chromosome -maximum specific growth rate ( max ), two saturation constants (k S and k A ), and two yield coefficients (Y S/X and Y A/X ). The following upper and lower bounds are considered:
Selection Function. The selection method used here is the roulette wheel selection. The probability P i for each individual is defined by:
where F i equals the fitness of individual i and PopSize is the population size. Genetic Operators. There are two basic types of operators: crossover and mutation. Let X and Y be two m-dimensional row vectors denoting parents from the population. For X and Y binary, binary mutation and simple crossover are defined:
, other wise
, (12) where p m is the probability of binary mutation, r is a random number from a uniform distribution from 1 to m. Initialization, Termination and Evaluation Functions. GA must provide an initial population. The most common method is to randomly generate solutions for the entire population. The GA moves from generation to generation selecting and reproducing parents until a termination criterion is met. The most frequently used stopping criterion is a specified maximum number of generations. Evaluation functions of many forms can be used in a GA, subject to the minimal requirement that the function can map the population into a partially ordered set. As stated, the evaluation function is independent of the GA.
RESULTS AND DISCUSSION
A series of parameter identification procedures for the considered model Eq. (1) - (4), using FA and GA, are performed. The computer specifications to run all optimization procedures are Intel® Core™i5-2320 CPU @ 3.00GHz, 8 GB Memory (RAM), Windows 7 (64bit) operating system. Each algorithm has its own influential parameters that affect its performance in terms of solution quality and computational time. In order to increase the performance of the FA and GA, it is necessary to provide the adjustments of the parameters depending on the problem domain. With the appropriate choice of the algorithm settings the accuracy of the decisions and the execution time can be optimized. Parameters of the FA are tuned on the basis of a large number of pre-tests according to the parameter identification problem, considered here. After tuning procedures the main FA parameters are set to the optimal settings (see Table 1 ). In Table 2 , the GA parameters used in this work are presented. These settings are chosen on the basis of performed pre-test procedures and the results in (Roeva, 2008) . For fair and realistic comparison, the GA is run for the same number of function evaluations (N FE ) of FA − 1200. Because of the stochastic characteristics of the applied algorithm, FA and GA have been run at least 30 times in order to carry out meaningful statistical analysis. The mean results of the parameters estimates, total time for the solver to run (T) and objective function value J (Eq. (5) The FA algorithm shows better convergence performance in the beginning of the optimization process, compared to the GA. The FA converges faster than the GA and achieves lower value for J in the end of the optimization. In the next two figures the modelled E. coli fedbatch cultivation process variables (biomass, substrate and acetate) and the measured ones (real experimental data) are presented. In most cases, graphical comparisons clearly show the existence or absence of systematic deviations between model predictions and measurements. It is evident that a quantitative measure of the differences between calculated and measured values is an important criterion for the adequacy of a model. Figs. 2 and 3 show that there is a coincidence between the measured estimates and those modelled with both algorithms.
Hence, the difference between the values of the objective function achieved by FA and GA comes mainly from the value of the substrate and is negligible from the value of the acetate, achieved by them. As it can be seen from Fig. 2 , the model obtained on the basis of FA predicts more accurately the substrate and acetate dynamics in comparison to the GA model (Fig. 3) . Thus, the presented results show that the FA is more powerful in solving the optimization problem, considered here. 
CONCLUSIONS
The Firefly algorithm, recently developed by Yang (2008) , is a very powerful novel population-based method. The social behavior and the flashing light of fireflies can be easily associated with the objective function of a given optimization problem. In this paper, FA is proposed and tested for application to the parameter identification of a non-linear dynamical model of E. coli cultivation process. A comparison of Firefly algorithm and Genetic algorithm is done. The mathematical model is considered as a system of four ordinary differential equations, describing the three considered process variables -biomass, substrate and acetate concentrations. Numerical and simulation results from model parameter identification based on FA and GA reveal that correct and consistent results can be obtained using the discussed meta-heuristics. The algorithms comparison shows that the model obtained by means of the FA is more accurate and adequate than the one based on GA. Finally, the results confirm that the Firefly algorithm is powerful and efficient tool for identification of the parameters in the bioprocess model parameter optimization problem.
