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Abstract
This dissertation explores spatial human-computer interaction techniques to improve
the control and expressiveness of 3D interactions. It investigates the requirements neces-
sary for users to work more eectively with next-generation spatial interfaces, specically
in the context of scientic visualization and artistic 3D modeling where users currently
struggle to express complex spatial concepts.
Examples of expressive spatial interfaces are presented and evaluated. In particular,
we present new techniques for combining multi-touch with free-hand gestures for nav-
igating visualizations and performing 3D surface modeling operations. Techniques for
selecting and ltering volumetric data using lightweight props as well as active force-
feedback are also introduced. Additionally, we present a spatial modeling interface for
artistic 3D modeling using contextual interpretation of the user's input.
Several conclusions are drawn from these examples. Rich, parallel input and output
streams enabled by recent advances in tracking hardware are particularly important for
expressive interfaces. Additionally, there is a need for tighter integration of two and
three-dimensional data and input. Contextual interpretation of user input enables users
to specify more complex 3D concepts. Finally, many spatial tasks require immediate
feedback to be expressive.
The primary contribution of this dissertation is a new class of interaction techniques
called Expressive Spatial Interfaces that advance beyond the limited pointing and ro-
tating interactions common in current-generation spatial interfaces. The techniques
presented here can have a powerful impact on shaping the future of expressive spatial
human-computer interaction with 3D graphics.
iii
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Chapter 1
Introduction
The eye, which is called the window of the soul, is the principal means by which
the central sense can most completely and abundantly appreciate the innite
works of nature; and the ear is the second, which acquires dignity by hearing
of the things the eye has seen. If you, historians, or poets, or mathematicians
had not seen things with your eyes you could not report of them in writing.
And if you, O poet, tell a story with your pen, the painter with his brush can
tell it more easily, with simpler completeness and less tedious to be understood.
{ Leonardo da Vinci, Notebooks: The Practice of Painting
In this quote, Leonardo da Vinci characterizes what we strive to do in scientic
visualization and art: convey ideas more easily and in a way that is less tedious to
be understood. Da Vinci alludes to our eye's great potential for understanding infor-
mation. In visualization, we commonly exert this potential by developing computer
graphic rendering algorithms that communicate information or enable discovery of new
insights. However, although the eyes and ears are important for conveying information,
the hands are an equally important aspect that makes the painter so successful. His
hands and their interface with the paint brush allow him an amazing amount of control
and expressiveness in the strokes that he is able to produce on the canvas.
1
2An artist is able to roll the brush between his or her ngers to paint with the thinner
prole or precisely grasp it so that he/she paints with just the tips instead of the side
of the bristles. Each of these interactions enable a dierent type of paint stroke and a
dierent expressive outcome.
Through this physical interface an artist is able to work naturally to express complex
concepts. Contrast this expressive control with the traditional interface of artistic com-
putational tools. So often, an artist interacts with these tools through a two-dimensional
mouse and keyboard. Instead of immediately and uidly creating dierent brush strokes
by changing how the brush is held, users must select from predetermined brush proles
in the software.
The lack of expression artists have with computational tools is an obstacle because
these tools have advantages over traditional physical media. Artists can implement
many creative ideas quickly without consuming expensive materials. They can eort-
lessly undo, make changes, or return to a previous state of a model, which supports
greater creative potential [1]. Computational artistic tools even allow artists to explore
ideas that would be impossible to physically produce, that are not constrained by the
laws of reality or the bounds of practicality.
In addition to art, scientic visualization is another discipline that benets from
a physical interface. Physical models have been used for centuries as an interface for
exploring complex concepts. For example, in the early 19th century, several researchers
proposed dierent structures of the atom and molecules using physical models such
as John Dalton's billiard ball model [2] or J. J. Thomson's Plum Pudding Model [3].
Similarly, Watson and Crick used physical ball-and-stick models to explain and test
their discovery of the double helix structure of DNA.
In recent years, physical models and prototypes have been replaced by digital mod-
els that enable researchers to use computational tools to support their analysis. These
3computational tools allow scientists to dynamically explore and query their data. How-
ever, with this transition we have lost the act of physically touching, manipulating, and
exploring these models, which was often a driving force for generating new insights.
While frequently thought of as polar opposites, this dissertation explores scientic
visualization and artistic 3D modeling as application domains because they both require
a user to perform complex spatial tasks that are dicult with traditional input devices.
Beyond their stereotypical dierences, scientic visualization and art actually have many
similarities that make them complementary for studying interfaces for computational
tools.
Both disciplines are dedicated to questioning and searching deeply for meaning
through continuous feedback between thinking and doing. At their simplest, both fo-
cus on communication. For artistic modeling, this involves expressing emotions and
ideas through deliberate choices in material, techniques, and the 3D forms that are cre-
ated. For visualization, this involves exploring and querying existing data. Despite their
similarities, this fundamental dierence in how they communicate, creating vs. query-
ing, makes them particularly complementary for developing a broader understanding of
expressive computational tool interfaces. Both disciplines require rich input, but the
dierent ways that the two groups of users need to be expressive impacts the interface
design.
1.1 The Potential of Spatial Interfaces for Computational
Tools
One way to address the limited expressiveness of current computational tools is by new
research in spatial user interfaces. These types of computer interfaces interpret human
input that is directly physical or spatial, enabling the interactions to be more complex,
4Figure 1.1: The author uses an expressive spatial interface to model virtual sculptures
in a virtual reality CAVE environment.
uid, modeless, and even collaborative.
Consider, for instance, the 3D modeling interface depicted in Figure 1.1 and de-
scribed in Chapter 6. In this spatial interface, an artist is able to hold his hand out in
front of him and by moving it through space, draw complex curves and surfaces. He can
duck under the model to see it from a dierent viewpoint or walk closer to see increased
detail. These expressive spatial actions are fundamentally dierent than using a mouse
and keyboard to create art. Artists are able to interact in similar ways to how they
would with physical media, and are able to avoid the tedious process of placing and
adjusting many vertices or control points.
In addition, spatial interfaces have been shown to have an impact on supporting
creativity. In an experiment comparing a tangible user interface for modeling using
53D blocks with a more traditional graphical user interface, Kim and Maher found that
tangible interaction changed designers' spatial cognition [4]. With the tangible user
interface, manipulation of the blocks was interrupted by short and frequent 3D modeling
actions, suggesting that the tangible user interface had the potential for producing
sudden insight and creative leaps in design thinking. Related work reveals similar
results: physical modeling can overcome gaps in designers' mental models, leading to
more ideas [5] and physical props can increase the richness of children's imagination
during play and storytelling [6].
Likewise, spatial interfaces have the potential to make computational tools for sci-
entic visualization more expressive. From a young age we develop ne motor control
skills that enable us to manipulate objects and predict how they will react when we
handle them. Spatial interfaces enable users to draw on these learned experiences from
the real world. For scientic visualization this might allow a scientist to spend less time
focusing on the interface. Instead, he or she can focus on the data exploration and
testing hypotheses.
In addition, spatial interaction in 3D space makes many 3D visualization tasks easier,
particularly when coupled with head-tracked stereoscopic virtual reality (VR) which
improves understanding of complex 3D data [7]. Consider the many fundamental tasks
in exploratory visualization: navigating to dierent viewpoints, selecting objects or
locations in 3D, and placing display widgets such as seed-points and cut planes. Each of
these spatial concepts requires multiple operations using 2D mouse input to accomplish
them precisely in 3D space.
61.2 Limitations of Current-Generation Spatial Interfaces
Despite the advantages of spatial interfaces discussed in the previous section, current-
generation interfaces have not realized their full potential for applications in visual-
ization and art. We characterize current-generation spatial interfaces by the limited
potential of the interaction and limited bandwidth between the user's spatial gestures
and the digital data. For example, many spatial interfaces (e.g. [8, 9, 10]) use a tracked
wand and a ray-casting approach to select objects at a distance and reposition them.
The complexity of the 3D data that scientists can select using this style of spatial in-
teraction has barely advanced beyond the \put-that-there" pointing interface [11] that
was presented over three decades ago.
While newer scientic visualization interfaces enable more complex interactions, the
expressiveness is still limited. For example, Particle Flurries [12] enables scientists to
explore ow visualizations by placing their hands in the ow and releasing virtual tracer
particles; however, this interaction is still essentially similar to the pointing technique
described previously. The expressiveness of the spatial interaction is limited to indicat-
ing a single specic point in space.
Similarly, the ability for an artist to be expressive in current-generation spatial 3D
modeling interfaces is limited. For instance, many spatial 3D modeling interfaces use
instrumented tangible objects, such as blocks [13], but this limits the artist to only
modeling shapes that can be easily built with the objects.
1.3 Conceptual Framework and Thesis Statement
In this dissertation, we present a new class of spatial interfaces called Expressive Spatial
Interfaces. In contrast to the current-generation spatial interfaces discussed previously,
recent developments in low-cost depth-sensing camera technology as a way to track the
7Figure 1.2: Current-generation spatial interfaces (left) limit user's ability to express
complex spatial concepts in scientic visualization and artistic 3D modeling. Expressive
spatial interfaces (right) are needed to enable more eective interaction with computa-
tional tools.
entire surface of the hands (rather than single points of contact) and increased avail-
ability of commodity stereoscopic displays have the potential to make spatial interfaces
more expressive.
Using these technologies, spatial interfaces are starting to move towards this goal.
For instance, newer tangible 3D modeling interfaces (e.g. [14]) make use of depth-
cameras to avoid instrumenting individual blocks. We see the potential to go even
further in the future, potentially using impromptu props already in the user's environ-
ment, an approach that is explored in Chapter 4.
A conceptual framework for spatial interfaces in this style is illustrated in Figure 1.2.
We characterize these expressive spatial user interfaces by their ability to move beyond
8the pointing and rotating interactions that are common today, and instead enable ex-
pressive interactions needed for more complex 3D concepts, like selecting multiple similar
values from volumetric data.
Based on this framework, the central thesis of this dissertation is:
Expressive spatial interfaces enable scientists and artists to work more eectively,
specically in the context of scientic visualization and artistic 3D modeling where users
currently struggle to express complex 3D concepts.
In the following chapters, we present several novel spatial interfaces applied to scien-
tic visualization and artistic 3D modeling. Through the development of these interfaces
we contribute conclusions to guide future researchers in creating the next generation of
computational tools that enable scientists and artist to more eectively work with com-
plex 3D concepts.
1.4 Overview of the Dissertation
The dissertation is organized as follows: Chapter 2 presents an overview of related
work in spatial graphical interfaces. Chapters 3-5 present examples of expressive spa-
tial interfaces that explore possible design decisions for increasing expressiveness and
control of expressive spatial interfaces for visualization and art. In particular, Chapter
3 describes techniques for integrating 3D spatial gestures with 2D mulit-touch using
anchored multi-touch gestures for simple 3D modeling operations and viewpoint navi-
gation of 3D data. Chapter 4 presents a technique for interacting with 3D bioimaging
data using a passive prop-based interface. Chapter 5 presents an interface for ltering
and querying data displayed in a scientic visualization using a force-feedback device
for improved control. Chapter 6 presents a spatial 3D modeling interface that explores
9how context can be used to make the interaction more controlled. Finally, Chapter 7
presents discussions and conclusions summarizing lessons learned from development of
the dierent expressive spatial interfaces.
2Review of Spatial Interaction
Techniques
This chapter presents a review of 3D spatial interfaces. Since Ivan Sutherland's pio-
neering work created the rst tracked, head-mounted, stereo display in 1968 [15] and
James Clark introduced the tracked wand for direct 3D manipulation in 1976 [16], many
researchers have explored the potential of combining virtual reality with spatial inter-
action.
One of the primary issues that limits the expressiveness of spatial interfaces is a
lack of control caused by fatigue and muscular jitter that users have when interacting in
3D space. Research has found that including haptic feedback, such as pressing against
a multi-touch surface to set slicing planes and 3D splines [17] or using force-feedback
devices for 3D drawing [18], can increase control of spatial user interfaces. Many of the
interfaces presented in this dissertation explore the use of haptic support to improve
control and expressiveness. The dissertation also explores how contextual interpretation
of user input can improve control and might serve as a replacement for haptic support in
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applications that require greater freedom of expression. As such, we structure our dis-
cussion by classifying the work into four categories relating to dierent haptic techniques
and contextual interpretation:
1. Freehand interfaces where the user gestures in the air without support.
2. Tangible interfaces where the user receives passive haptic support from an object
or surface.
3. Active haptic interfaces using force-feedback devices.
4. Contextual interpretation of user input for improving control.
Related work from each of these categories is described in the following sections.
2.1 Freehand Spatial Interfaces
Many techniques for freehand spatial interaction have been developed, allowing users to
sweep their hands through space while a computer tracks their movements and interprets
the input. With just a few movements, we can convey spatial relationships to the
computer. This form of full-body scale interaction is expressive and descriptive for
applications in art and design. In fact, a recent study found that shape modeling in
virtual environments was more creatively stimulating and attractive than under 2D
conditions [19]
Unsurprisingly, spatial interaction has been explored for use with 3D modeling.
Building on Clark's head-mounted display 3D modeling system [16], Butterworth et al.
presented 3DM [20]. The 3DM system allowed for the creation of full 3D surfaces by
extruding a polyline through space as the user dragged and twisted the stylus. Our
approach to modeling 3D surfaces by sweeping lines, presented in Chapter 6, bares
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resemblances to this technique; however, while our approach is controlled by sweeping
along additional guides, the 3DM extrusion was subject to issues of control that limited
its expressiveness. Users felt empowered by the ability to experiment and make quick
modications, but reported that the lack of constraints made it dicult to create precise
geometric shapes.
More recently, Schkolne et al. introduced Surface Drawing [21]. Surface Drawing
allows a user to sweep his or her hand above a horizontal display to create surfaces. The
prole of the surface can be changed by adjusting the hand posture. Sharing motivations
with the work discussed in the next section, the interface also uses tangible props to
make interaction more intuitive. For example, a pair of kitchen tongs could be used to
\grasp" a virtual model and move it around.
CavePainting by Keefe et al. [22] is related to Surface Drawing and serves as inspira-
tion for the modeling interface presented in Chapter 6. Rather than using a horizontal
display, CavePainting uses a virtual reality CAVE, enabling an artist to fully engage
his/her body in the painting process. By using a tracked paintbrush, an artist can use
the system to draw 3D ribbons and tubes, layering them to create 3D art that is rem-
iniscent of an artist creating a 2D painting by layering brush strokes on canvas. This
form of working is expressive for drawing 3D lines, but does not lend itself as well to
creating precise surfaces for 3D models.
The FreeDrawer interface by Wesche and Seidel [23], attempts to solve this issue
by drawing a series of tubes to serve as a curve network that denes the boundaries of
surfaces. Although this approach lets an artist create arbitrary surface shapes, the initial
curve drawing still suers from the same lack of control as CavePainting because both
use unsupported freehand input. Our modeling approach is based on this technique of
drawing surface boundaries, but we rene the way that these are created so that artist
can model precise curves.
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While spatial interfaces using these types of freehand gestures are common in art
applications, their use is less prevalent for scientic visualizations that require precise
control [24]. However, there are some exceptions. A notable early example is the work
of Bryson and Levit [25] that enabled scientists to explore ow visualizations by using
a tracked glove. Moving their hands through space, users could release virtual \smoke"
to trace ow features. Particle Flurries [26] later extended this idea.
Predominately, freehand interactions in scientic visualization focus on techniques
for navigation, selection, and manipulation. 3D operations are areas where reliable 3D
input can have a major positive impact if it can be controlled enough to be expressive.
For instance, several researchers (e.g. [27, 28, 29, 30]) have explored the potential of
manipulating virtual objects using freehand gestures in the air above a multi-touch table.
While these techniques extend our ability to interact naturally and expressively with
virtual objects, they are not very precise. The Anchored Gestures technique presented
in Chapter 3 has nearly the same potential for rich expressive interaction as these
freehand gestures. However, motivated by the work of Kattinakere et al. [31] that
found that resting the hands on the surface improved control in steering tasks above
the surface, our gestures are anchored with touch contacts to the surface. Additionally,
these anchored touch points allow uid movement between traditional 2D multi-touch
gestures and more expressive 3D gestures. This is similar to Marquardt et al.'s [32] idea
of the continuous interaction space; however, the transition is even more uid with our
gestures because the hands never need to leave the surface.
This uidity and immediacy of the input is a dening characteristic of next-generation
spatial interfaces. Current generation interfaces, particularly in the games industry, tend
to make use of categorical gestures. For example, SwordPlay [33] is a game in VR where
users can cast spells by drawing a specic sequence of paths through the air. The user
has to complete the entire action before there is any result.
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One way to improve immediacy is through physics simulation. HoloDesk [34] is a
particularly compelling approach that couples physics simulation with a depth camera.
By tracking the entire surface of the user's hands, the simulation enables more natural
manipulation of virtual objects because multiple points of contact can aect the results.
Next-generation spatial interfaces will likely use this richer, immediate style of input.
In addition to manipulation, spatial interfaces have also been used for selection in
scientic visualization. For instance, consider the task of selecting bundles of neural-
ber tracts in a brain visualization, or groups of streamlines in a ow visualization.
One approach for selecting these complex 3D data is by sketching 3D lassos around the
objects to be selected [35]. Although the level of control needed for this task can be
increased through haptic assistance [36], another approach increases control for freehand
input via a level of indirection. In Drag Drawing [18, 37] a user drags a virtual brush with
a virtual tow-rope behind the tracked wand. The tow-rope acts as a lter, minimizing
jittery motion for the brush. Using this technique, a scientist can precisely draw a 3D
lasso for selection.
The work presented in this dissertation is inspired by this sort of compelling example
of how spatial input expressiveness can be improved through smart interface decisions.
In addition, we are particularly excited by the potential of extending these spatial
interfaces with data-driven context, such as the selection interface in the 2D CINCH [38]
system that lets users draw the shape of a neural ber to select similarly shaped bers.
We use this work as a foundation for the Force Brushes interface presented in Chapter 5.
Using contextual analysis of the user's spatial input will let us move beyond current-
generation spatial interfaces to make them applicable for more complex spatial tasks.
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2.2 Tangible Spatial Interfaces Using Passive Haptic Feed-
back
There is a long history of research into the use of tangible props as user interfaces.
It is now well established in the 3D user interfaces and human-computer interaction
communities that even passive haptic props typically provide great advantages over
freehand interfaces in terms of spatial understanding and control over 3D operations.
Early work in this area focused primarily on the use of pens and palettes [39, 40].
For example, the 3-draw system [39] enabled an artist to draw 3D curves using a tracked
pen. Others (e.g. [41]) have looked at combining 2D and 3D pen based input in VR
environments.
More recently, the ModelCraft framework proposed by Song et al. [42, 43] combined
folded paper props and a pen interface to capture digital annotations on the prop surface.
While this paper-based system worked well for annotating architectural models with
mostly at surfaces, it is less well suited to the complex organic geometry intrinsic to
many scientic datasets.
Using this work as a foundation, new research explores the potential of prop-based
interfaces that are made possible (and increasingly practical) by emerging rapid proto-
typing technologies. Accurate physical 3D data printouts from rapid prototyping ma-
chines have been used as interaction props for 3D data visualization (e.g. for molecular
biology visualization [44], cartographic GIS visualization [45], and infovis [46]).
Others [47, 48] have looked at combining spatial pen-based input with rapid pro-
totypes. For instance, Kruszynski and van Liere [48] reported on requirements for
tracking, calibration, latency, and printing for an application that uses a tracked pen to
interface with tangible props printed from 3D coral data. This system was motivated
in part by the need to analyze the precise 3D shape of specimens collected from coral
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reefs which are too delicate to handle extensively. The 3D shape of the corals are par-
ticularly complex, thus, visualizing them as a physical rather than virtual object aids
in understanding. The particular interface developed in this work was an interactive
measurement system. A coral prop was held in one hand while a stylus held in the other
was used to indicate precise locations on the surface of the coral, from which distance
and thickness calculations were made.
While these rapid prototypes can provide a very realistic display of the data for
interaction, they are not transferable to dierent datasets. New models must be printed
for each set of data, which can slow down the scientic workow. Motivated in part
by this limitation, many tangible interaction props are more abstract (e.g. bricks as
a graspable proxy for various objects [49, 50]). A study [51] by Colin Ware showed
that the prop does not need to have the exact shape as the virtual object to facilitate
interactions.
This nding is apparent in Hinckley's seminal work in this area, applied to scientic
visualization. Hinckley used simple props tracked in space (a doll's head, a clear square
of plastic) to help doctors uidly explore and slice through brain imaging data [52].
The cubic mouse [53] was also used for navigating visualizations. Shaped like a cube
with three cylindrical rods of a thickness similar to a pen, it was held in a user's hand.
By twisting or translating one of the rods relative to the center of the device, the user
could navigate and manipulate the virtual world.
In addition to visualization, tangible props have also been used for artistic inter-
faces. Balakrishnan et al. [54] introduced a exible bend and twist sensitive strip called
ShapeTape. By manipulating the strip, a user could create precise curves and surfaces
through extrusion, lofting, and revolves. Although precise shapes could be created by
using spring steel rods and jigs to constrain the movement, users found that the inter-
face suered from the \iron horse" eect. Named for the rst automobiles that were
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controlled and even shaped like a horse, the iron horse eect occurs when new designs
mimic the properties of an analogous physical object too closely. ShapeTape suered
from being unable to create some input curves because the inherent properties of the
material limited the bend curvature. It also was dicult to move from one workstation
to another. While the tangible input gave the users increased control, it limited some
of the advantages of working with a computational tool, such as the ability to ignore
physical properties like gravity.
Similar physical interfaces have been used for modeling. Sheng et al. [55] presented
a clay-like modeling system that uses a foam sponge as a physical proxy for the model.
By tapping, twisting, sliding, and pressing on the surface of the sponge, the artist could
create models. Unfortunately because of the limited tracking resolution and the way
that the sponge responds to input, most of the models created using the system have a
blobby topology that is characteristic of many of the modeling systems in this style.
Tangible props for visualization are not just limited to changing the physical input
device, but also changing the physical display. For instance, Konieczny et al. [56] used
a exible tracked projection screen that the user could move and ex to see a virtual
slice of 3D volumes.
Touch-sensitive display interfaces also share some similarity to our work in that they
enable uid, natural styles of interaction with data [57]. For example, CubTile [58] uses
a cube with ve out of the six sides covered with a multi-touch surface to leverage the
3D spatial layout in overcoming the 2D limitations of traditional touch screens. Other
work has looked at changing the touch surface into a sphere. In particular, Grossman et
al. [59] dene several interaction techniques where the angle the nger makes with the
surface, for instance pointing at the sphere vs. parallel to the display, can be used for
dierent modes. This is similar to our approach for Anchored Gestures in Chapter 3.
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2.3 Techniques Using Active Haptic Feedback
Haptic force-feedback has previously been used as a technique for interacting with med-
ical, art, and scientic visualizations. For example, the nanomanipulator system [60]
allowed scientists to feel microscopic surface details examined through a Scanning Tun-
neling Microscope. Similarly, Avila et al. [61] used haptic devices to feel the shape of a
neuron model produced with a confocal scan.
Predominately haptic feedback for visualization complements the visual represen-
tation of the data, while not suering from problems of occlusion and clutter. The
Force Brushes interface, presented in Chapter 5, builds upon previous work (e.g. [62,
63, 64, 65, 66]) that used haptic constraints to force the input pen to follow integrated
streamlines through the ow vector eld. Our use of haptics shares similar motivation
to that of lundin et al. [64], which allowed users to trace the path of a vortex in CFD
data. However, rather than simply feeling the ow direction, our interface leverages the
haptic forces to provide more controlled selection of regions of interest, as well as to
provide input to control the visualization.
Using haptic feedback for controlled input shares similar motivation to the springs
and constraints for 3D drawing by Snibbe et al. [67] and Drawing on Air [18], which
used non-realistic forces to allow for more controlled input.
2.4 Interpreting User Input Based on Context
Several interfaces explore how user input can be interpreted based on the context of the
interaction. For example, the Elasticurves interface [68] neatens drawn 2D strokes based
on the drawing inertia and stroke dynamics. Similarly, the ILoveSketch system by Bae
et al. [69] allows a user to more clearly dene sketched lines by automatically averaging
several strokes drawn in close proximity. It also supports automatic connection of two
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curves if the second one is drawn tangentially to an existing curve. These examples
primarily use previous user input as context for the analysis. In contrast, our approach
presented in Chapter 6 uses additional data from 2D imagery, as well as previous input,
to interpret the artist's intent with spatial input.
Drawing with the Flow by Schroeder et al. [70] is one example in this style that
also uses additional 2D data as context. Inspired by the contextual \settling" of drawn
strokes in ILoveSketch, this 2D interface allows artists to draw ow visualizations, while
gradually settling the drawn strokes to maintain accuracy with the underlying ow
data. Our approach uses a similar settling of the artist's input but uses contours from
2D imagery rather than a vector eld to help guide and rene the resulting curves.
The modeling interface in Chapter 6 is closely related to the work by Tsang et al. [71]
that allowed users to create 3D wire models by drawing 2D curves on orthogonal planes.
Concept sketches could be pasted on the drawing plane that then guided the users input
curves by attracting them towards curves in the sketch. Our approach builds on this
technique, diering in several ways.
First, Tsang et al.'s interface used 2D input drawn on a Wacom tablet. In contrast,
our spatial interface requires a dierent technique for indicating 2D reference curves in
the inspirational imagery. Our technique also enables the artist to to create full 3D
curves inspired by the imagery, rather than just 2D curves.
2.5 Summary of Related Work
In summary, unconstrained freehand interfaces allow for the most freedom of expres-
sion, but because the user's hands are unsupported they can lack precision and cause
fatigue. At the other end of the spectrum, fully active haptic force-feedback devices can
provide extremely precise control for visualization and artistic tasks. However, they are
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expensive, unportable, and of limited resolution in the sense that they most often track
and provide force-feedback for a single point such as a pen tip. Tangible interfaces can
provide improved control while maintaining a high level of expressiveness. However,
tangible interfaces are not without their own limitations, for instance being too appli-
cation specic. Recent work using context to interpret user input shows promise for
improving control as well. In the following chapters, we explore several hybrid inter-
faces that combine freehand input with haptic feedback and contextual interpretation,
and we discuss how their control and expressiveness can be improved.
3Anchored Above the Surface
Interaction for 3D Modeling and
Navigation
1From a rock climber gripping a hold to a musician plucking strings, our hands are
extremely versatile, allowing us to interact with the world in amazing and expressive
ways. The previous chapter described several approaches for integrating this type of
spatial interaction into computational tools. Touch table interfaces are similar to this
previous work in that they enable uid, natural styles of interaction with data [57],
and research has shown that the passive haptic feedback of placing one's ngers and/or
hand against a surface facilitates accurate gestural interaction with data [17]. Multi-
touch interfaces are now beginning to take advantage of this ability and, in doing so,
revolutionize the way we interact with computers, enabling much richer and expressive
1This chapter is based on work published in the Proceedings of the 2012 Graphics Interface Confer-
ence [72]
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Figure 3.1: Anchored multi-touch gestures for 3D head-tracked stereoscopic applica-
tions. Top: Pivoting the ngers above the surface rolls a 3D visualization. Middle: A
user bends a mesh while simultaneously specifying the curvature of the bend. Bottom:
A user twists a 3D mesh by placing his hands on top of each other and rotating. (A
digital rendering is superimposed to illustrate the stereoscopic eect of the display.)
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input than with traditional mice and keyboards. In the future, we expect the higher-
bandwidth input, somesthetic information, and collaboration support that multi-touch
provides to continue to drive adoption and to open up new applications for this style
of expressive human-computer interaction. To facilitate this expansion, in this chapter
we explore how multi-touch input might be usefully complemented by 3D spatial input
from the hands above the touch surface.
Our work is motivated by 3D applications, such as scientic visualizations and 3D
modeling. Traditional multi-touch interactions are less successful in these applications,
in part because the mapping from 2D surface input to 3D action is less clear than in the
purely 2D case. This problem is compounded in head-tracked stereoscopic environments.
In stereoscopic environments 3D objects viewed on a multi-touch table can be made to
appear as though they oat above the table or under the table. Even the traditional
translate-rotate-scale gestures used so often in 2D multi-touch environments break down
in this situation. Scale, for example, might be interpreted either as scaling the 3D
scene or as translating the 3D scene up and out of the table toward the viewer's eyes.
Extending multi-touch interfaces to include above-the-surface 3D inputs may provide
the needed increased richness and expressiveness in order to address situations such as
these.
Although some work has studied free-hand interactions in the air above a multi-
touch surface, as discussed in the previous chapter, we explore the interactions space just
above the surface, where the shape or movement of the hand is captured simultaneously
with touch inputs on the surface. We call this type of interaction anchored, as the
gesture is performed while maintaining an anchoring touch to the surface. This allows
us to leverage the benets of using the surface as a passive haptic support, potentially
improving stability and control as well as lowering fatigue when compared to freehand
3D input in the air [31]. In the applications we demonstrate, users move uidly between
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traditional 2D gestures on the surface, and anchored 3D gestures above the surface.
To formalize our investigation and aid future researchers, we introduce a taxonomy
of possible anchored gestures. Within the taxonomy, anchored gestures are classied
based upon both physical properties (i.e., the way that gestures can be anchored to the
surface) and movement properties (e.g., whether the ngers are moving in coordination).
We present two applications of anchored multi-touch: (1) an interface for navigating
within 3D datasets, and (2) a surface bending interface for freeform 3D modeling. Both
of these applications, shown in Figure 3.1, use anchored gestures to interact with 3D
content on a head-tracked stereoscopic multi-touch display. In the following section,
we discuss the related work for multi-touch interfaces and how they might be combined
with spatial gestures. We then present the anchored gesture applications, and nally, we
conclude the chapter with a discussion of lessons learned and future research directions.
3.1 Related Work
The interface presented in this chapter combines spatial gestures, similar in style to the
freehand spatial interfaces presented in Section 2.1, with 2D multi-touch interaction.
Here, we introduce related work that explores how multi-touch interaction can be made
more expressive.
3.1.1 Next Generation Multi-Touch
One goal of our work is to expand the expressiveness of multi-touch input to enable in-
teractions that are closer to how we use physical objects in the real world. Multi-touch
interactions are starting to move beyond using touches as 2D points similar to a mouse
cursor, and instead take into account the touch contact shape to improve the expressive-
ness of the input. For example, in RoomPlanner [73] multiple objects can be moved at
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once by touching the surface with the side of a hand, much the same way people would
quickly reposition multiple objects sitting on a real table. Similarly, in ShapeTouch, Cao
et al. [74] explored using the contact shape to model virtual contact forces. Although
sensing touch contact shape expands the number of possible interactions, the input is
still only sensed in the plane of contact. Our work looks to move beyond this contact
plane to take into account the entire posture of the hand(s) above the surface. By
changing the posture of the hand just above the surface, we are able to be ever more
expressive.
Some work has explored the type of 2D interactions this would enable. For instance,
Wang et al. [75] discuss how the nger pointing direction (yaw) could be used for pie
menu selection or precise selection tasks. Additionally, this type of input could be used
to estimate the hand occlusion region to enable dynamic placement of content, or to
infer the position of multiple users around a touch surface. Although these techniques
are starting to use the posture of the hands, the sensing is done only by inferring the
nger direction from touch contact shape. Our approach makes use of low cost spatial
tracking systems to enable a wider variety of interactions, for instance the ability to twist
a nger around a touch point, which cannot be captured from touch contact shape alone.
Additionally, we look beyond the types of at 2D interactions like menu choice, to how
the posture of the hands could be used in 3D interactions where traditional multi-touch
has been less successful.
Recent advances in tracking technology have made these types of above-the-surface
interactions possible. For example, the Z-touch [76] hardware by Takeoka et al. uses
infrared laser planes to create a depth map of objects near the surface of the table and
can sense the posture of the hands. We believe that this type of hardware opens up new
and exciting opportunities for dierent types of interaction such as the anchored gestures
we explore in this paper. Although their main contribution was the hardware, Takeoka
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et al. also describe several interesting interaction techniques for drawing, controlling
map zoom level, and Bezier curve control by varying the nger angle relative to the
surface of the table. Like Takeoka et al., our depth camera-based tracking approach
does not require users to wear additional hardware. An added advantage of our system
is that recent advances in the entertainment market have made depth-sensing cameras,
such as the Microsoft Kinect, available at low-cost.
3.2 A Taxonomy of Anchored Gestures
To better understand the design space that encompasses anchored gestures, we designed
an anchored gesture taxonomy. Wobbrock et al. [77] provide a taxonomy of traditional
multi-touch gestures, characterizing gestures based on their form, nature, binding, and
ow. Freeman et al. [78], focusing on teaching users how to perform gestures, extend
the form dimension by adding registration pose, continuation pose, and movement. Our
taxonomy is complementary to this approach, extending the form category to encompass
the design space of anchored above the surface gestures.
We extend the form of the gesture along two dimensions: the physical properties,
and movement properties of the gesture. See Table 3.1. The physical properties take
into account information about the number of ngers, similar to the registration pose
dimension of Freeman et al. [78]. We also consider gestures that use more than one
hand and classify the type of surface the gesture is anchored against.
The movement dimension denotes properties of the action, such as whether the
movement is pivoting around the anchor point, or simply twisting relative to it. It
also encompasses the idea of correlated movement between multiple ngers or multiple
hands performing the gesture.
In the sections that follow, we describe two applications of anchored multi-touch
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Table 3.1: A taxonomy of anchored multi-touch gestures.
Physical Properties
Touch Contact
Multiple Fingers
Single Finger
Area Contact
Number of Hands
Bi-Manual
Single Hand
Anchoring Surface
Display Surface
Tangible Prop
Body Part
Movement Properties
Action Type
Pivot
Twist
Correlation
Correlated
Anti-Correlated
None
Anchor Position
Stationary
Mobile
interfaces that explore and demonstrate some of the possible gestures identied in Ta-
ble 3.1. Before describing each application in detail, we begin with a brief introduction
to the multi-touch hardware utilized in our investigation.
3.3 Hand Tracking
This section introduces two methods for sensing 3D motion just above the table surface.
The rst method utilizes commercially available optical motion capture technologies; the
second uses a depth camera and includes a discussion of our extension of an existing
nger tracking algorithm to work with anchored gestures.
Both approaches are implemented on the stereoscopic display table pictured in Fig-
ure 3.1. The display is head-tracked, so as the user moves his head around the table,
the perspective projection of the scene is updated accordingly. A 7-camera OptiTrack
system (NaturalPoint) is installed in the room to support head-tracking via reective
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Figure 3.2: Depth image used to track hand motions. The hand regions detected are
colored in magenta and cyan. The segment identied as the the tip of the hand by the
rst step in the algorithm is colored yellow.
markers.
The rst method for tracking hand gestures also makes use of the Optitrack system.
In this method, a constellation of reective markers is axed to the back of the hand
using a thin elastic band (see top and middle images in Figure 3.1); the system tracks
these markers, reporting 6 degrees of freedom tracking data for each hand.
There are two clear limitations to this technology. First, it requires wearing extra
hardware on the hands. Second, it treats each hand as a rigid body, i.e., it tracks the
whole hand, not individual ngers. Both of these limitations should be able to be solved
using current low-cost commercially available depth cameras, such as the Microsoft
Kinect. In the future, we expect that anchored gestures will be reliably captured via
this type of depth-sensing technology or perhaps a multi-layer strategy built into the
frame of the multi-touch table, as in the work of Takeoka et al. [76].
Our work takes a rst step in this direction; the surface twisting interface uses a 640
 480 pixel depth image collected at 30 Hz to track anchored gestures of the hands.
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This particular gesture uses two hands, one placed on top of each other, as in Figure 3.1
bottom. The tracking algorithm follows a strategy inspired by a recently introduced
nger tracking algorithm [79], with extensions here to identify the larger hand features
and segment the two hands. First, the horizontal gradient is extracted from the depth
image. Then, each row is searched for a pattern consisting of a high-magnitude gradient
value followed by a smooth region at least 5 cm long. Since our camera is placed o
to the side of the multi-touch table, we are able to identify the rightmost (in camera
space) section matching this pattern as the tip of the hand.
With the hand tip identied, a smoothing operation is applied to the depth values,
and the region of the image considered to contain the hand is grown by adding neigh-
boring rows of pixels that exhibit similar depth patterns. Since the hands touch each
other, after this step, the selected region will include both the top and bottom hands.
The two can be separated by greedily growing from the top and bottom of the hands
region, using row-wise dierence to determine the similarity between each pair of rows.
Finally, once the two hands are identied, the average horizontal gradient is calculated
for each hand. The arctangent of these gradients is the rotation angle for each hand.
3.4 Application 1: Anchored 3D Modeling
The rst application we explore is 3D modeling. There is a long history of research in
free-form modeling tools using touch, pen, and freehand input (e.g., [80]), yet creating
controllable, natural interfaces for specifying complex 3D modeling operations remains a
major research challenge. Our work focuses on bending and twisting 3D surfaces which
have inspired related prior work in both 2D and 3D interfaces [54, 81].
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Figure 3.3: Surface bending by pivoting the hand around the anchored thumb and
index nger. A clutch nger on the second hand locks the bend axis in place and
species the amount of curvature.
3.4.1 Bend Gesture
The rst interaction we explore deforms a mesh or surface by bending it (see Figure 3.1
middle). The gesture is performed by anchoring the thumb and index nger of one
hand to the surface (Figure 3.3 left hand). These two multi-touch anchor points dene
the center-line axis of the bend, shown as a solid red line. A nger on the other hand
(Figure 3.3 right hand) is then used as a clutch to lock the bend axis in place. By
pivoting the anchored hand around the anchoring ngers, the user bends the mesh
either up or down. As the gesture is performed, the user may slide the clutching nger
towards or away from the bend axis to vary the curvature of the bend.
The direction and amount of bend to apply to the 3D model is calculated from
tracking the movement of the hand above the surface, in this case, using the multi-
camera optical tracking system, and interpreting the 3D motion relative to the multi-
touch contacts on the surface. On the touch surface, the two points of contact on the
anchored hand (thumb and index nger) indicate the axis about which the bend will be
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Figure 3.4: The surface is bent as if wrapping it around a cylinder.
applied. By transforming these 2D inputs to the same 3D coordinate system used by the
3D tracking device, we can dene a 3D vector that species the direction from the thumb
touch point to the index nger touch point. We will call this vector b^ = (bx; by; bz). After
the clutching nger from the second hand is engaged, the 3D model will be bent around
this axis in proportion to the amount of hand movement about the axis. As the hand
is pivoted, the change in orientation relative to its initial pose is recorded and the raw
3 3 rotation matrix is decomposed into an axis of rotation, a^ = (ax; ay; az), and angle
of rotation about that axis, . The bend angle,  is calculated as the rotation of the
tracker, , scaled by the projection of the tracker's rotation axis onto the bend axis.
 = (a^  b^) (3.1)
The next step is to deform each vertex on the 3D model to t the bend specied.
Intuitively, we think of this as rolling the mesh around the form of a cylinder, as pictured
in Figure 3.4. The bend stops at the point where the tangent to the cylinder and the
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original surface are  degrees apart. This tangent point is indicated by p0 in Figure 3.4,
which is also the point to which the point p in the original 3D model will be deformed
after the bend. Therefore, there are two cases for how the vertices should be deformed.
Vertices that lie between point p and the bend axis on the original surface are deformed
to t the cylinder curve, whereas vertices further away from the bend axis are deformed
to extend along the tangent line. We rst describe how the distance from p to the bend
axis is calculated for use in determining which case a vertex falls into, followed by how
vertices in each case are deformed.
The point p is calculated so as to make the distance from the bend axis to p equal the
distance along darc. Given a cylinder of radius, r, and bend angle, , darc is calculated
as follows.
darc = 2r (3.2)
The angle  varies with the bend angle  which changes the tangent to the cylinder.
To determine , the angle  is rst calculated assuming that the original surface is at.
 =
   
2
(3.3)
Once  is known,  can be calculated by making use of the triangle property that
interior angles add to .
 =

2
   (3.4)
To move each vertex, vi, the distance, di, is calculated to the closest point on the bend
axis. In the case where di  darc, the deformed vertex will lie on the surface of the
cylinder. To perform this mapping, vi is rst translated to the closest point on the bend
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axis and then rotated around the center of the cylinder by an angle,  where:
 = 2(
di
darc
) (3.5)
In the second case where di > darc, the deformed vertex will lie on the tangent extending
beyond the cylinder. The mapping is accomplished by rst translating vi by the vector
from p to p0 to make sure that the at section meets the cylinder without stretching the
mesh. vi is then rotated around the closest point on the bend axis by .
Using these equations, the mesh can be bent into or out of the table surface by
positioning the cylinder center either above or below the bend axis. The curvature of
the bend relates to the radius of the cylinder, with a larger radius creating a gentle bend
or a smaller radius creating a sharper bend. The distance of the clutching nger to the
closest point on the bend axis sets the cylinder radius.
The pivoting action of the ngers maps naturally to bending, much the same way
a user might bend a piece of paper, while using the display surface as an anchoring
surface provides the stability necessary to specify precise changes in the bend angle.
The anchored technique integrates seamlessly with more traditional multi-touch inputs,
for example, the touch by the clutching hand. This touch point can be moved on the
surface during the bending operation to specify curvature, using a style of bi-manual
input that is characteristic of many successful multi-touch interfaces.
3.4.2 Twist Gesture
The second 3D modeling interaction we explore deforms a mesh or surface by twisting
it (see Figure 3.1 bottom). The gesture is performed using two hands. First one hand is
placed (anchored) onto the table on its side (with little nger down and thumb up in the
air). Then, the other hand is place on top of the rst, again in a sideways orientation.
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To twist the surface, the hands are spun around the natural axis that forms between
them when held in this position.
In this interface, the above-the-surface gestures are captured using the depth camera
and algorithm described in Section 3.3, which outputs the angle of rotation around the
up axis for both hands. The motion of the bottom hand species the angle of twist for
the bottom of the 3D mesh, and the top hand species the angle of twist for the top
of the 3D mesh. These angles are updated each frame of the interaction based on the
relative motion of each hand in the time since the previous frame. The raw rotation data
for each frame is converted to an axis of rotation and an angle, which is transformed,
as in Equation 3.1, to calculate the angle of rotation around the z-axis (pointing out
of the screen) only. This rotation is then applied to each vertex. For each vertex, the
angle to rotate around the z-axis is specied via a smooth linear interpolation between
the twist angles specied for the top and bottom of the mesh.
i = top + (1  )bottom (3.6)
where  is the normalized distance from vi to the top most vertex.
We were excited to explore this particular interface for the twisting modeling opera-
tion because it demonstrates how dierent anchored multi-touch interfaces can be from
more traditional multi-touch. The use of an area contact in itself is relative new in the
multi-touch community (e.g., [82]). As an input to a modeling tool, compared with
a completely freehand (3D input in the air) alternative, it is immediately clear when
experiencing this interface that passive haptic feedback provided by having the hands
anchored to each other and the surface makes even small angular inputs controllable. In
contrast, simultaneously specifying two angles of rotation (including holding one con-
stant while making small adjustments to the other) would be nearly impossible to do
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in a freehand 3D interface, given the muscular jitter and tracker errors commonly asso-
ciated with these interfaces. Thus, although the application to 3D modeling interfaces
presented here is limited to a demonstration of two specic modeling tools, we see a
bright future for operations such as these to be extended into a full modeling application
that could spur creativity by changing the way that 3D modelers create geometry, using
more physical and sculptural digital interaction.
3.5 Application 2: Anchored 3D Navigation
The second application of anchored multi-touch that we explore is navigation within
3D scenes viewed on stereoscopic multi-touch tables. To date, little work has been done
in the area of coupling multi-touch input with stereoscopic displays (notable exceptions
are [83, 84]); designing improved interfaces for navigating through 3D datasets remains
an important problem in this area of research.
In the following sections, we describe a complete interface for 3D navigation using
anchored multi-touch. Traditional 2D gestures (pan, rotate, scale) are integrated into
the interface. The anchored gestures address the specic problem of rotating and trans-
lating a 3D scene in and out of the table surface. Note that these interactions tend to
be performed via indirect gestures, such as mapping an up and down motion on the
surface to a translation in and out of the screen [85], when only 2D multi-touch input
is available.
3.5.1 2D Navigation Gestures
Several 2D multi-touch gestures are now commonly used to position, scale, and rotate
objects in the plane of a touch surface. We take these as a starting point for the
navigation interface described next. Movement of a single touch point translates objects
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Figure 3.5: In anchored pivot rotation, the visualization space is rotated by pivoting
the hands in a similar direction. The axis of rotation (in red) is derived from the axes
of rotation for each hand (in green).
in the xy-plane of the table. Two touch points are used to indicate a rotation about a
vertical axis out of the table and scale. Using the familiar metaphor, the points directly
under the user's ngers appear to stick to the objects being manipulated during the
interaction.
Unlike two-dimensional displays where a scale looks the same as a z-translation from
the camera's viewpoint, head-tracked stereoscopic environments are dierent. A scale
action increases the size of the rendered graphics, whereas a z-translation makes them
appear as if they are rising up out of the touch surface. For this reason, below, we dene
a separate anchored gesture for z-translation.
3.5.2 Extensions for Anchored Pivot Rotation
To specify rotation around the x and y-axes on the table surface, we present a bi-
manual interaction. The user touches the surface with a nger tip from each hand. See
Figure 3.5. By keeping the touch point still on the surface (anchored) and pivoting his
hands together he can specify a rotation in any direction. The ngers can be thought
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of as mini joysticks.
To allow direct control, the rotation is limited to have the center of rotation lie on
the touch surface, halfway between the ngers, and the rotation axis is constrained to
lie within the plane of the table. Allowing explicit control of the center of rotation is im-
portant when viewing datasets that do not have an inherent center. (This feature is not
included in most other multi-touch rotation techniques, but was specically requested
following the user study presented in [85].)
Control over the rotation is also achieved via a ltering mechanism. This gesture
uses the motion of both hands, with each hand pivoting in the same direction and by
similar amounts. The two motions are averaged to determine the nal rotation. For
each rendering frame, and for each hand, a vector, v^t is created from the touch position
on the surface to the tracker position. v^t is compared to the previous frame's vector,
v^t 1 to nd the rotation axis, a^ = (ax; ay; az) and angle, .
a^ = v^t  v^t 1, then projected onto the x-y plane (3.7)
 = arccos(kv^tk  kv^t 1k) (3.8)
For applications that require extremely precise rotations, we explored the possibility
of using a single hand to specify rotations. In this case, the gesture is anchored with
the thumb and index nger of one hand, in a similar posture to the bend gesture
described previously. The line on the surface connecting the two touch points is used
as the rotation axis. This enables the user to precisely specify the axis of rotation and
provides additional anchoring support to control rotations. The disadvantage relative
to the bi-manual interaction is that the bi-manual gesture can be more ergonomic for
rotations toward or away from the body. Also, the hands can be placed arbitrarily far
apart in the bi-manual case, with is useful for limiting occlusions when stereoscopic
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displays are used.
One challenge in designing above-the-surface interfaces is distinguishing 2D from 3D
gestures while still maintaining modeless operation. Our solution uses a series of checks
to determine whether the hands are pivoting around their anchors and whether the
motions of the two hands are moving in the same direction by roughly the same amount
(correlated) or moving in opposite directions (anti-correlated). To identify pivoting
motion, the total amount of movement over a sliding time window is calculated. In
practice, we found that touches moving less than 0.06 inches within a window size
of 0.06 seconds worked well for distinguishing the traditional 2D multi-touch inputs
describe above from the anchored gestures described in this section. For a motion to be
correlated, the hands must be moving in the same direction and by the same amount,
causing the rotation axes and angles from each hand to be similar. A simple threshold
is sucient to test this. We found that 70 degrees for rotation axes and 20 degrees
for rotation angles worked well for a majority of our users. Although users quickly get
better at moving their hands in the same direction with some practice, at rst they
have a tendency to pivot their hands slightly towards each other (the reason for the
higher rotation axis threshold), particularly when rotating away from their body. We
also found it useful to limit the rotation axis from changing during an anchored rotation
operation unless the dierence between the new axis and the current one is more than
20 degrees.
3.5.3 Extensions for Anchored Z-Translation
Translating objects into and out of the plane of the touch table is a dicult problem
for multi-touch. Since this interaction occurs in a 3D stereoscopic environment, z-
translation is distinct from simple zooming. We introduce an anchored gesture metaphor
for z-translation that is inspired by the successful balloon selection technique [86], in
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Figure 3.6: Illustration of the weighted string metaphor for z-translation. Pivoting the
hands towards each other lowers the weight
which touches are imagined to control a string on a virtual balloon. In our case, with
one nger from each hand touching the surface, picture a string running from one hand
to the other (Figure 3.6.) A metaphorical weight in the center of the string is attached
to the visualization space. Pivoting the hands towards each other creates slack in the
string, causing the weight and the visualization space to drop lower (translating in the
negative z direction). Pivoting the hands away from each other tightens the string
bringing the weight and visualization space back up.
Although the motion in both this gesture and the rotation gesture described previ-
ously is to pivot the hands around a single touch point, they are distinguished by the
correlation or anti-correlation of the direction of movement. For z-translation, we check
that the hands are rotating in opposite directions by making sure that the rotation axes
for each hand are pointing in opposite directions. In practice, we require that the dier-
ence between rotation axes for each hand be greater than 120 degrees. We also require
that the direction of hand motion be along the line from one touch point to the other.
When this is the case, the rotation axes for each hand will be close to perpendicular
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with this line. This is tested by requiring the angle dierence between rotation axes for
each hand and the line between touch points be within 70 and 120 degrees.
In summary, the 3D navigation interface described here provides complete naviga-
tion capabilities for stereoscopic touch displays. The rotation interface includes two
alternative techniques, one bi-manual, one using a single hand, but with two anchoring
ngers. In comparing the bi-manual rotation interface with the z-translation interface,
note that the key distinguishing aspect of the input is whether the motion of the two
hands is correlated or anti-correlated.
3.6 User Study Evaluation
To provide a quantitative evaluation of the gestures developed we designed a compar-
ative study to test the 3D navigation gestures and compare them to a state-of-the-art
traditional multi-touch scientic visualization interface. The interface we picked as a
point of comparison is the FI3D interface developed by Yu et al. [85]. FI3D allows
the user to rotate, translate, and scale the visualization space as a unit to navigate the
data by touching dierent elements of a frame widget that bounds the visualization then
dragging onto the visualization space. Our implementation is inspired by this approach,
but has a few dierences. Unlike the original interface which was presented on a vertical
screen, ours is displayed on the horizontal table described earlier. Based on preliminary
feedback, we also added additional icons to the frame elements to help users remember
their functions.
Task. Participants in the study were asked to perform a docking task. Four colored,
solid pyramids were shown positioned in the view (Figure 3.6). The same scene was
shown repositioned and reoriented, rendered as wire-frame outlines. Participants were
asked to reposition the colored pyramids to match their corresponding wire-frames as
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Figure 3.7: Docking task. Top: anchored interface. Bottom: FI3D inspired interface.
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Table 3.2: Satisfaction for FI3D and Anchored Navigation Gestures. Mean score reported from 1 = Strongly Disagree
to 7 = Strongly Agree.
FI3D Anchored
Manipulation
Wilcoxon Signed Rank
The interaction technique allowed me to complete the task quickly 4.7 5.1 Z =  0:787; p = 0:431
The interaction technique was easy to use 4.3 4.6 Z =  0:512; p = 0:609
The interaction was intuitive 4.1 5.2 Z =  2:209; p < 0:05
I was able to be ecient 4.1 4.0 Z =  0:171; p = 0:864
I was able to be precise 5.0 4.5 Z =  1:278; p = 0:201
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quickly and accurately as possible. The task was considered complete when the ori-
entation of the solid pyramids was within 10 degrees of the target rotation and 0.25
inches of the target position for at least 0.8 seconds. When the pyramids were within
this threshold they turned green. A time limit of two minutes was given for each trial
before it was considered a failed trial.
Participants. Ten students (5 female) from our university completed the study. Nine
reported prior use of 3D modeling or visualization software. Experience varied from
none (1 participant) to more than 20 prior uses (3 participants). Eight participants also
reported at least occasional video or computer game use.
Training. The two navigation modes were introduced individually and participants
were encouraged to practice each before moving on to the next. This was followed by
four practice trials with each interface. A ve minute time limit was set for each trial in
order to remind participants to complete the task as quickly and accurately as possible.
Design. We used a within-subjects design with one independent variable: In-
teraction Technique and two levels: Anchored Gestures and FI3D. Each participant
performed 24 trials that were repeated for each technique, with the rst four discarded
as practice for the nal analysis. Trials were presented in random order for each par-
ticipant. The presentation order of technique was counterbalanced among participants.
After completing the trials for each technique, participants were asked to rank the de-
gree to which they agreed or disagreed with the statements listed in Table 3.2 using a
seven point Likert scale.
Results. Two participants were unable to complete more than two-thirds of the
trials within the time limit, for both techniques. As it was clear they had trouble
understanding how to accomplish the task, their results were removed from further
analysis. To understand whether anchored gestures would be faster to perform than 2D
multi-touch input, we looked at trial completion time, which measures the amount of
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Figure 3.8: Average translation-rotation coordination ratios.
time it took to reposition the space from the time it rst appears. The mean completion
time for anchored gestural navigation was slightly faster, 59.45 seconds (SD = 13:40),
compared to FI3D, 64.88 seconds (SD = 8:51). However, a repeated-measures ANOVA
did not reveal a statistically signicant eect for navigation technique on completion
time (F1;9 = 1:537; p < 0:246).
In addition to speed, we were interested in understanding how the participants used
anchored gestures and whether their strategies for adjusting the position and orientation
diered across the two interaction techniques. To analyze these, we used the translation-
rotation coordination ratio dened by Zhai et al. [87]. Using the approach dened in [88]
we rst calculated the translation-rotation coordination ratio by re-sampling each trial
into 100 evenly spaced time intervals using linear interpolation. For each interval, this
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ratio provides a two-dimensional coordinate. The average value for each interval is
plotted in Figure 3.6. The curve starts at (1; 1), where the objects are poorly oriented
and positioned and proceeds to (0; 0), where they are closely docked with the target.
A reference line is shown to indicate the characteristic curve if both translation and
rotation could be done with complete coordination.
Looking at Figure 3.6, it is clear that participants started the task by coarsely
adjusting the rotation rst then the translation. This is seen by the steeper decrease
in the amount of rotation compared to the amount of translation on the right side
of the curve. Note that both curves are under the reference line. One interesting
eect that can be seen for the anchored gestures is that at the beginning of the trials
the amount of translation gets steadily worse as the amount of rotation gets better.
Essentially, as users start to correct the orientation, the position of the scene moves
further from the target. We believe the dierence in this trend compared to that of
FI3D can be explained by our choice of making the center of rotation dependent on
nger positioning on the table. We wanted users to be able to explicitly pick the center
of rotation, which was a feature requested in the original FI3D study [85]. However,
we noticed that participants seemed to anchor their ngers directly in front of them,
rather than consciously positioning their touches where the center would be in a better
position for the rotation they needed to accomplish. It may be that more training
and/or a more self-revealing interface is needed to improve users' performance in this
area, or it may be that this added exibility in the interface proves to be too complex
for users (at least novices) to understand. One participant commented, "I often found
myself wanting to rotate around a certain axis or object but I had trouble controlling
the center of rotation. I'd like to select one object and drag another object around it".
The results of the survey questions are summarized in Table 3.2. Using a Wilcoxon
Signed Rank test, the only signicant result was that participants found the anchored
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interface more intuitive. One participant responded that anchored gestures \allowed
me to make multiple movements at the same time, which sped up the entire process.
[They] were also easier because I didn't have to reach across the table". When asked
to rank which technique participants felt had the most control, more people preferred
anchored gestures.
These quantitative results provide an important data point for comparing a fully
functional interface based upon anchored multi-touch to related multi-touch systems;
however, some of the most insightful feedback from the study came from our own obser-
vations of users and qualitative ndings. We expand upon these in the following section,
which includes feedback from discussion of \real world" uses of both the 3D navigation
and modeling interfaces.
3.7 Qualitative Feedback
We analyzed the potential uses and impact of the anchored interfaces developed with a
collaborating mechanical engineer and CAD expert. He was able to use the bend and
twist gestures with very little training. For the bend gesture, his rst thought was that
it would be very useful during the design phase to virtually mimic sheet metal bending,
used in creating tubes, boxes, and brackets. In particular, he thought it would be helpful
to quickly plan out the order of multiple bending operations, as this is important when
determining how an object will actually be fabricated. When fabricating more complex
bended shapes, he told us designers occasionally want to constrain the length of the
bend axis to only bend part of a side. In future work, this might be specied via an
interface that constrains the length of the bend axis based on the placement of the
hands and the distance between the anchoring thumb and nger.
One area of improvement he discussed is to display the bend surface with a thickness
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rather than as a at sheet. He thought this would be especially useful because the head-
tracked stereoscopic display would make understanding clearances between objects or
the tolerance ratio for curvature based on material type much easier to understand
compared with traditional 2D displays used with CAD software. This approach was
used in the modeling application presented in Chapter 6.
For the twist gesture, he found the relationship of the hands to the twisting surface
clear and was easily able to understand how the surface reacted to his motions. He
mentioned that he would like to be able to adjust the twist at more than just the top
and bottom of the surface, so that the prole could be varied along the height. He also
requested a way to adjust the gain of the rotation relative to his hand rotation. This
would make it easier to specify large twists without lifting the hands above the surface
and resetting.
Our own observations of the use of the anchored gestures are that users appear
quite comfortable with the idea of interacting physically with their hands. During the
training for the comparative study described earlier, we noticed that users were less
hesitant to begin interacting with the anchored gestures than they were with the FI3D
frame elements. Perhaps this because the anchored gestures are linked so closely to
spatial movements of the body with which users are already familiar.
In observing use of the twist gesture, where the entire side of the hand is used as an
anchor, we noticed that the physical height of the touch table becomes more important
than it might be with more traditional multi-touch surfaces. Our touch surface is
three feet high. Tall users needed to bend over slightly when standing in front of it
to comfortably make the twist gesture. Thus, interface designers should be aware that
certain anchored gestures may suggest changes to the ergonomics of surface displays
relative to more traditional uses of multi-touch.
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3.8 Conclusion
We have presented two applications exploring possible uses of anchored gestures. During
informal use, anchored gestures were greeted with enthusiasm by users, who thought
they have the potential to make multi-touch interaction even more intuitive. However,
to be successful, designers must be cautious to make sure the gestures are ergonomic and
self-revealing. We believe that, as multi-touch technology becomes more ubiquitous, the
advantages of the passive haptic feedback and stability that anchored gestures provide
will become even more useful, and we are excited by the potential to expand the impact
of multi-touch, especially for 3D applications.
4Lightweight Prop-Based
Microscopy Visualization
1The previous chapter explored how multi-touch can be combined with spatial gestures
to improve control and expressiveness for applications in scientic visualization and art.
While the at multi-touch surface can provide increased haptic support, it still limits
the types of spatial interaction that can be performed.
In this chapter, we present a visualization interface that uses a lightweight prop as
a passive haptic device to improve control. Building on our experience using a depth-
camera to track the Anchored Twist Gesture in the previous chapter (See Section 3.3),
a depth camera is also used here to track the user's hands and orientation of the prop.
Although input technologies like depth-sensing cameras are not new inventions, these
technologies have sparked a great deal of excitement recently due to the now widespread
availability of low-cost quality sensors in this style, a development fueled in large part
by recent applications to the games and entertainment industries.
1This chapter is based on work published in IEEE Transactions on Visualization and Computer
Graphics [89]
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Figure 4.1: Left: Exploring ber orientations in tissue using a paper prop and a commodity VR display. Middle: Linked
views show: (1) a stereoscopic rendering of bers; (2) a 3D ber orientation histogram; and (3) 2D image slices. Note
how only bers oriented in the direction specied by the prop are rendered. Right: Patterns printed on the prop enable
tracking of rolling and other gestures to provide a tangible 3D interface for the visualization.
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Scientic visualization applications have great potential to benet from these ad-
vances, including the emergence of low-cost 3D TV displays. For example, it is now
quite reasonable to expect that a biologist, doctor, or other scientic researcher can
work with a desktop-scale head-tracked stereoscopic display (sh-tank virtual reality)
directly in his/her oce. Just a few years ago, such a hardware system would have
been prohibitively expensive and/or complex to maintain for personal data visualiza-
tion. Given this context, our research addresses the important challenge of developing
eective 3D user interfaces for desktop-scale stereoscopic data visualization. In partic-
ular, we aim to rethink the way that we interact with depth-sensing cameras, such as
the Microsoft Kinect, to make this style of user interface more appropriate for accurate,
real-time exploration of volume data.
The specic work described in this chapter is based on visualizing thin ber struc-
tures from bioimaging data (Figure 4.1). The system was developed in collaboration
with two biophotonics experts that use second-harmonic generation (SHG) microscopy
to study the eects of tendonitis on collagen ber organization in tissue [90]. We know
from our collaborators that analyzing these data currently requires collecting image
data and subsequently choosing the appropriate algorithm that optimizes sensitivity
to detecting tendonitis and computational cost. This process is repeated, sometimes
dozens of times, at the expense of depletion of resources (e.g., tens of hours of labor,
hardware use), until the best site of interest of the specimen is chosen for study.
In contrast, in our vision of the future, scientists acquire a volumetric SHG image
via real-time streaming to a low-cost 3D visualization system. They then explore the
data from multiple vantage points, interactively select regions of interest, query under-
lying multidimensional data values, t spatial data to models, and adjust visualization
parameters. Based on the insight generated through this process, they re-adjust the
SHG microscope (e.g., focus, scan angle, zoom) from within the interactive system to
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look for specic queues in the collagen ber organization that are highly correlated
with the onset of tendonitis, queues that may not have been easily revealed or remain
undiscovered using today's imaging.
Working toward this vision, this chapter presents the design and implementation of a
low-cost stereoscopic data visualization system for analyzing collagen bers captured via
SHGmicroscopy. In addition to the discussion of the complete system and user feedback,
our main technical contribution is a tangible user interface based on depth-camera
technology. Following the motivation described above, we intend for this interface to
be usable at a scientist's desktop. Therefore, the tangible props used in the interface
are simply constructed from paper printouts. We argue, based on related research
results in the 3D user interfaces community (e.g. [52]), that using passive haptic props
dramatically increases the control and understanding that users have when working
with 3D interfaces and data. Our work contributes a demonstration of how this can
be achieved using today's hardware, while maintaining a \lightweight" interface in the
sense that scientists are not required to buy a kit of plastic blocks [91] or generate a
3D rapid prototype object [48]. To realize the full-featured visualization system, we
also contribute an algorithm for extracting thin, dense ber features (centerlines and
diameters) from volumetric data and a real-time stereoscopic rendering strategy for this
type of ber data.
4.1 Related Work
In addition to the spatial interfaces discussed in Chapter 2, our work builds upon visu-
alization and feature detection in bioimaging data.
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4.1.1 Visualization of Thin Fiber Structures
Scientic applications often require visualization of collections of 3D curves through a
volume; both uid ows (e.g., streamlines) and DT-MRI data (e.g., neural ber tracts)
require visualization of ber-like data. Many graphics algorithms have been developed
to depict these structures. We believe some of the most eective are the algorithms that
strive to enhance the user's perception of depth and ber crossings. A popular method
for achieving this is rendering a \halo" around each ber so that when two bers cross
each other their colors do not blend together. The frontmost ber's halo (usually drawn
in the same color as the background of the scene) occludes any bers that are farther
away from the viewer, making the frontmost ber stand out as on top of the others.
This has been implemented in volume renderings [92, 93] and, more recently, in GPU
shaders [94]. Our rendering strategy builds upon the recent work of Everts et al. to
also include perceptually motivated coloring, lighting, and stereoscopic rendering.
4.1.2 Feature Detection in Bioiomaging Data
Visualization of ber orientation in biological tissue is important for disease assess-
ment [95]. Our visualization system is designed to work with orientation data generated
from bottom-up techniques which identify the orientation of individual ber centerlines.
A variety of techniques in this style exist; however, the scattered-snakelet approach [96]
is appealing because it quanties the orientation of short sections of each ber. These
short sections, called snakelets, can easily be compared with a user-specied vector to
highlight ber sections with a similar orientation. We introduce an adaptation of the
scattered-snakelet approach that improves ber segmentation and snakelet merging.
This allows the technique to be applied to dense ber tissues. Unlike other published
methods for centerline extraction from dense tissues, the modied scattered-snakelet
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approach is better able to handle ber crossings or bers with uneven surfaces because
it does not rely on thinning [97] or recursively growing the centerline [98].
4.2 A Lightweight Tangible 3D User Interface
As shown in Figure 4.1, the system hardware consists of a 3D TV display, a depth-
sensing camera placed in front of the display, and a simple paper prop held by the
user. The following sections describe the key features and algorithms of the system.
The workow begins with a feature extraction step, which identies features in the
volumetric image stack and exports a set of bers for visualization. The visualization
system then imports these data to be displayed on the 3D TV.
From a scientic standpoint, the most critical aspect of these data to understand is
the geometric alignment of bers. For example, bers in injured tendons are oriented in
various directions, unlike normal tendons which exhibit highly aligned bers [90]. So,
understanding the alignment of bers could lead to better diagnosis of tendonitis.
The prop design is motivated by our observations of how people naturally gesture
when discussing these ber data in front of a traditional 2D display. Even as we dis-
cussed the data within our own research group, we found ourselves naturally using the
cylindrical shape of a pen as a handheld prop for indicating a 3D orientations. Although
we discovered that current depth-camera technology was unable to robustly track the
small diameter of a pen, the slightly larger diameter of a rolled piece of paper met the
requirements that the prop be: (1) literally lightweight; (2) readily available in an of-
ce; and (3) contain a long axis for indicating a direction. Additionally, working with a
rolled piece of paper makes it possible for a pattern to be easily printed on the surface
to facilitate tracking and additional interactions.
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Figure 4.2: Holding the prop in one hand will show bers oriented within a similarity
threshold of the props orientation.
The prop interface supports three critical interaction tasks for exploratory visual-
ization: (1) indicating a 3D vector to query the data, (2) setting scalar values, and (3)
reorienting the 3D volume.
4.2.1 Gestures for Indicating a 3D Vector
Indicating a 3D vector is a common function when analyzing ber data. A 3D prop-
based approach provides an immediacy that is lacking in traditional 2D mouse-based
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methods. Additionally, the prop serves as a physical display of the vector orientation,
which is advantageous when collaborating and conveying spatial information to others.
To indicate a 3D vector, the prop is held with one hand in a pose that users naturally
adopt when discussing the data. The orientation of the prop in 3D space is used to
control the visibility of bers, as shown in Figure 4.2. Fiber segments that align (within
some similarity threshold) with the same orientation of the prop are displayed, while
all other ber segments are made completely transparent. The orientation similarity
threshold used in this operation is simply a scalar value between 0 and 1. To determine
whether ber segments match the orientation of the prop, the orientation vector for
the long-axis of the prop is compared to the orientation of each ber segment; if the
absolute value of the dot product of these two vectors is greater than the value for the
orientation similarity threshold, then the corresponding ber segment is displayed. The
result is that the user is able to uidly and quickly explore a ber dataset to achieve an
understanding of the predominate ber orientations and their spatial distribution within
the volume. The accompanying video demonstrates the uidity of this interaction.
4.2.2 Gestures for Setting Scalar Values
The orientation similarity threshold described above is one example of a scalar value
that needs to be set interactively. Since setting scalar values is a common operation
in any visualization system, we judged it to be important to also support this action
with the prop-based interface so that the user can set these values immediately while
working with the interface, i.e., without needing to rst put down the prop.
As illustrated in Figure 4.3, scalar values are set by using the prop like a 2D slider.
The prop is held at its end by one hand, while the ngers of the other hand slide along
the prop's length in a pinching gesture to indicate a value. Multiple scalar values can
be set by holding the prop in dierent orientations as the user performs the gesture. For
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Figure 4.3: Top: Holding the prop with one hand and sliding the other up or down the
prop will set the similarity threshold. Bottom: Sliding horizontally adjusts the position
of the 2D image slice that is displayed.
instance, if the prop is held vertically the orientation similarity threshold is adjusted,
while if it is held horizontally the index of the 2D image slice displayed in the upper left
corner of the screen is adjusted.
The user's motion can be interpreted based either on the absolute position of where
his/her nger crosses the prop or on the relative change in the sliding motion. For our
applications, the orientation similarity threshold is set using the absolute position. The
threshold is calculated using a non-linear scale to increase precision at the high end of
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the scale where only the most similar ber sections are rendered.
To adjust the index of the 2D image slice displayed in the upper left of the visual-
ization, the user performs a similar gesture with the prop held horizontally. The same
method of detection is used. However, it is useful to have more precision in this manip-
ulation than with the threshold adjustment. So, a relative scale is used, and the user
must clutch and slide his or her nger more than once along the length of the prop to
navigate through an entire stack of about 150 images.
4.2.3 Gestures for Reorienting a 3D Volume
One of the most critical tasks to support in this visualization is reorienting the 3D
volume to investigate the data from dierent viewpoints. Conceptually, this is similar
to the task of indicating a 3D vector in that both tasks involve changing an orientation;
however, we think of reorienting the volume as a more forceful action since it moves all
of the data displayed on the screen. So, as shown in Figure 4.4 we use a more forceful
grip on the prop (two hands rather than one). To the user, the impression is that his
or her hands are grabbing onto the virtual scene and the scene responds to his or her
rotational movement as expected. The rotation of the prop from one moment to the
next is mapped to a corresponding rotation around the center of the scene. This follows
a style typical of virtual reality navigation techniques (e.g. [99]).
The extension in our case is that rather than \grabbing the air", the user has a
physical prop to hold. We found that this leads to a natural style of rotation for two of
the three axes of rotation that is perhaps even more intuitive than \grabbing the air"
due to the physical feedback provided by the prop. However, a control is still needed
to rotate along the axis parallel to the long-axis of the prop. To accomplish this, we
introduce another gesture { the user simply rolls the prop in his/her hands as shown
in Figure 4.4 (bottom row). Section 4.3.6 describes how the specic pattern printed on
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Figure 4.4: Holding the prop with both hands will 'grab' the volume, and rotating or
rolling the prop will rotate or roll the volume around its center point.
the prop facilitates this interaction.
4.2.4 Seamless Transitions between Gestures
A nal important characteristic of the interface is that it facilitates smooth transitioning
between all of the gestures. Rather than explicitly switching the interaction mode with
a button press or other discrete input, the design of this gesture set makes it possible
to set the interaction mode implicitly based on how the user holds the prop. This type
of spring-loaded mode selection has previously been found to reduce mode-based user
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errors [100]. If the prop is held with one hand, then the gesture for indicating a 3D
vector is recognized { this is the most common gesture. If the prop is held with two
hands, then the position of the hand grips must be checked. If the hands are located at
opposing ends of the prop, then the gesture for reorienting a 3D volume is recognized.
If one hand is at an endpoint of the prop and the other is in the middle of the prop,
then the gesture for setting a scalar value is recognized, and the orientation of the prop
is used to determine exactly which scalar value is being set.
4.3 Implementation
As shown in Figure 4.5, the visualization system is implemented with three modules
that execute in parallel. The data processing module uses the color and depth images
produced by the depth camera to create a 3D point cloud of the volume in front of the
display. This point cloud is passed to the point cloud processor module, which: spatially
lters the data, segments out the hands and prop, determines the prop orientation,
identies whether the prop is held with one or two hands, and tracks the roll gesture.
The point cloud processor module is able to process the point data in 10 ms on a
quad core 3.4 GHz Intel i7-2600 CPU with 16 GB of RAM. The user interface module
responds to updates from the cloud processor and performs the rendering.
4.3.1 Generating an Accurate 3D Point Cloud
The Microsoft Kinect produces color and depth images at 30 frames a second. These
images are combined to project each color pixel to its corresponding 3D position, gen-
erating a 3D point cloud of the scene. Because the Kinect's color and IR camera are
spaced apart, there is not a one-to-one mapping between the color and depth image
pixels. At close distances, we found a signicant misalignment between the color and
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Figure 4.5: Overview of the visualization system's three modules. These modules work
in parallel to track the user's interaction, process the resulting point cloud, and update
the rendering based on the input.
depth in the factory calibration.
Our solution is to register the two images using a stereo calibration algorithm [101].
A checkerboard pattern is captured with both the IR and color cameras. Corresponding
points in the images are used to determine the extrinsic and intrinsic parameters of
each camera. Following a standard multi-camera calibration approach [102], the IR
camera's intrinsic parameters (principal point and focal lengths) are used to reproject
each 2D depth pixel into the IR camera's 3D coordinate space. Then, using the extrinsic
parameters of the system (the rotation and translation between the cameras), these 3D
points are transformed into the color camera's 3D coordinate system. Finally, the
color camera's intrinsic parameters are used to project the 3D color points to 2D pixel
locations in the color image. The result is a 3D point cloud where the correspondence
between depth and color values is more accurate.
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4.3.2 Filtering to the Volume of Interest
To improve performance of the point cloud processing, the 3D points are spatially ltered
to remove points not in the vicinity of the prop. We assume that the closest point to the
Kinect belongs to the user's hand or the prop. Using this assumption, points that lie
further in depth than a band slightly wider than the length of the prop can be removed
from the cloud. This removes the user's head, torso, and the background. Assuming the
highest point in the remaining cloud lies on the hand or prop, we also lter vertically
based on the length of the prop. Extraneous points on the wrist are ltered by removing
points that lie under a quadratic surface.
4.3.3 Segmenting the Prop and Hands
The pattern printed on the paper prop is designed to enable a robust segmentation
between the prop and the user's hands. The blue and green colors were chosen for
their separability from skin colors which frequently exhibit red hues. We found that
the results are more accurate than using a black and white pattern, where highlights or
shadows on the hand caused frequent mis-classications as prop points.
Since lighting, skin color, and the particular printer used to create the prop can all
impact the color data reported by the camera, we have each new user perform a 30
second calibration routine where the prop is held in several pre-dened poses and the
system records the color data observed for each of the three features the algorithm must
detect: (1) Skin on the user's hands or ngers; (2) The blue portions of the prop; (3)
The green portions of the prop. The color observations are stored in 2D histograms with
32 32 bins; dierent hues are arranged along one axis of each histogram and dierent
saturation values are arranged along the other axis, similar to the approach in [103].
After normalizing the histograms, each one can be viewed as a probability distribution.
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Figure 4.6: A specic pattern is printed on the paper prop to support multiple visual-
ization tasks.
For a color of a particular hue and saturation, the probability that it belongs to the
user's hands is determined by the value in the corresponding hue-saturation bin in the
skin feature histogram. This nonparametric model is able to handle the non-linear
boundaries between the skin and prop colors, is very quick to compute, and allows the
system to be used under various static lighting conditions. Using this strategy, each
point in the point cloud is classied as belonging the the user's hands, a blue portion
of the prop, a green portion of the prop, or some other unknown object.
4.3.4 Detecting the Orientation of the Prop
Once the points have been classied, the prop orientation is calculated using the co-
variance matrix of the prop points normalized by their 3D centroid. Because the prop's
length is much longer than its diameter, the maximum eigenvector of this matrix in-
dicates the prop's 3D orientation. From frame to frame, we smooth the value of the
orientation vector using the 1e lter [104], a low-pass lter where the frequency cuto
is based on update speed to balance jitter and lag.
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4.3.5 Identifying Grips
To distinguish between adjusting 3D orientation and other gestures, it is important to
detect whether the prop is being gripped with one or two hands. First, the 3D locations
of the prop endpoints are calculated. Then, the number of hand points within a 2 cm
radius of the prop endpoints is computed. If this number exceeds a preset threshold (15
in our implementation), then a grip is identied at the corresponding end of the prop.
At least one of the user's hands will always occlude an endpoint of the prop, but since
the prop's geometry and color pattern are known, the 3D location of the endpoints can
still be determined. The prop has a solid color band, either green or blue, at each end,
followed by a thinner band of the opposing color. (These inner and outer color bands
are labeled in Figure 4.6.) The algorithm projects each point that has been classied
as being part of the prop onto the prop's median axis to create a set of points that lie
along a 3D line. Then, it searches for color patterns along this line of points, specically
the algorithm detects the edge between the inner and outer color bands. Once the 3D
location of this edge is found, the endpoints of the prop are calculated by translating
from these locations outward along the prop's orientation vector by the length of the
outer color band.
4.3.6 Tracking Roll Gestures
A color pattern was designed for the central portion of the prop to detect the gesture
used to reorient the volume by rolling the prop around its median axis. The pattern is a
4-bit Gray code, a cyclical reected binary sequence where each successive number has
a Hamming distance of one. This property makes it easy to detect errors from noisy
sensor readings. Because the code is cyclical, i.e. only a single bit changes between the
rst and last number in the sequence, there is no discontinuity in tracking as the user
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Table 4.1: The Gray codes used in the prop pattern with their corresponding binary
and decimal numbers
Gray Code Binary Number Decimal Number
0000 0000 0
0001 0001 1
0011 0010 2
0010 0011 3
0110 0100 4
0111 0101 5
0101 0110 6
0100 0111 7
1100 1000 8
1101 1001 9
1111 1010 10
1110 1011 11
1010 1100 12
1011 1101 13
1001 1110 14
1000 1111 15
rolls past the end of the sequence.
To read the current Gray code, we rst nd the subset of the point cloud points
that lie in the Gray code region of the prop. These are calculated in the same manner
as described above for nding the edge between the inner and outer color bands, but
this time, the inside edges of the inner color bands are detected and only points lying
between these edges are used for analysis. These points are ltered to include only
those that lie with a 2.5 mm radius of the median axis of the prop, so as to remove any
edge points that might pick up color from the surrounding scene rather than the prop
itself. The remaining points are divided into four bins according to their 3D positions
along the length of the prop. The average color for each bin is calculated and the bin is
assigned a 0 or 1 depending on whether the color is green or blue. The pattern is read
from the green end to the blue end of the prop to create the Gray code. For example,
the Gray code in Figure 4.6 would be read as 0111.
As the user rolls the prop, successive Gray codes are read and converted to their
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corresponding binary number. Each increase or decrease in the binary number is mapped
to a 5 degree rotation of the ber volume around the axis indicated by the prop's
orientation.
4.3.7 Detecting Finger Position Along the Prop
During the gestures used to set the orientation similarity threshold and for navigating
through the image stack, the prop is used as a physical slider. The points belonging
to the sliding nger will be classied as skin. So, to detect the crossing location, the
skin points are checked to determine whether they lie within 8 mm of the median axis
of the prop and within the length of the prop. The 3D centroid of these points is then
calculated and projected onto the prop's axis, and the position of this point along the
length of the axis is used to set the appropriate scalar value.
4.4 Real-Time Rendering
The stereoscopic visualization includes a volumetric display of the ber data, a 3D ber
orientation histogram, and a number of other visual widgets to facilitate interaction.
4.4.1 Fiber Rendering
Each dataset consists of short individual ber segments. A point-based rendering strat-
egy, similar to that introduced by Everts et al. [94], is used to draw each segment; a GPU
shader expands points into view-aligned quads, and then applies a depth-dependent halo.
We extend this algorithm to adjust the scale of points based on the ber thickness
and to enhance depth perception using a colormap from light to dark as points recede
in depth. The shader is also used to determine the visibility of each point based on
whether it lies within the current orientation similarity threshold. Rendering three
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quads per segment (one per endpoint, and one at the midpoint), the algorithm renders
at interactive framerates to a row-interlaced stereo image at a resolution of 1920x1080
on a NVIDIA GeForce GTX590.
Lambertian shading is applied to the quads so that a series of segments appears to
be an extruded tube. The surface normals are computed in screen space as if the visible
portion of the quad is an innite cylinder pointing in the direction of the corresponding
segment. This makes the cylindrical shape of the ber data more readily apparent,
while the colormap based on depth provides additional depth queues to the user. This
double encoding of depth is particularly helpful in areas with few ber crossings where
the depth-dependent halo technique is less eective at conveying depth.
4.4.2 3D Fiber Orientation Histogram
A spherical histogram widget displayed in the lower-left of the visualization conveys the
global distribution of ber orientations within the volume (Figure 4.7). This widget
encodes the orientation data via both shape and a white-to-orange colormap. The
shape is elongated and more orange in the directions corresponding with the most
prevalent ber orientations. The spherical histogram and volume are linked to move in
tandem when the volume is rotated. A grid drawn behind the histogram reinforces this
connection. The prop's current orientation is visualized as a red line in the histogram
widget. The similarity threshold is represented by shading all the surface points within
that threshold in a red color.
4.4.3 Additional Visual Widgets
Changes in prop orientation and similarity threshold immediately update both the vol-
ume view and the histogram widget. When the user places his/her hands on either side
of the prop to reorient the volume, the change in the prop's function is indicated by
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Figure 4.7: A spherical histogram depicts the distribution of ber directions and the
subset that is currently displayed based on the current orientation of the prop and the
orientation similarity threshold.
drawing a blue outline around the bounding grid (Figure 4.4). A similar blue outline is
drawn around the histogram when the user is adjusting the scalar threshold.
To complement the 3D ber visualization, the 2D microscopy image slices are shown
in the upper left corner of the display, illustrated in Figure 4.9. A single slice is displayed
at a time. A 2D bar is displayed below the image to indicate the position of the current
slice within the image stack, and the position of the slice is also rendered as a green
outline in the ber volume.
4.5 Identifying Fiber Structures
To generate the data used in the visualization, ber centerlines are extracted from
the volumetric image stack using an extended version of the Scattered Snakelets algo-
rithm [96]. Snakelets are small active contours created by cutting traditional active
contour snakes into shorter independent sections. These short sections are then compu-
tationally ecient to compare against the current prop orientation.
Conceptually, the algorithm works by iteratively moving snakelet endpoints towards
the local maximum in the gradient of a voxel distance map. This approach is similar to
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Figure 4.8: The Scattered-Snakelet approach for nding ber centerlines. Top left:
Volume rendering of collagen ber. Top right: Snakelets are initialized on a grid.
Bottom left: Snakelet endpoints are moved along the gradient of the distance map.
Bottom right: Final centerlines.
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Figure 4.9: A variety of tissue datasets used with the system. Upper left: a collagen scaold. Notice how the halos,
lighting, and coloring help show the varying structure of the data. Upper right: pig sclera tissue. Lower left: a cross
section of pig tendon. Lower right: rat cervix tissue.
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the work of Prohaska et al. [105] which also uses a distance map gradient to nd center-
lines. Because the centerlines of bers are furthest from the background, they contain
the highest distance map values, and the snakelets gradually converge on the centerline.
After convergence, adjacent and overlapping snakelets are merged by averaging their
endpoints.
As opposed to the original algorithm that was designed to extract centerlines from
large tubular structures like the small intestine, our extensions make it possible to
apply the snakelet technique to dense biological tissues. Specically, we use adaptive
thresholding to create the Euclidean distance map, which is critical in our applications
since variations in ber density cause changes in the background intensity throughout
the volume.To nd adjacent snakelets for merging, a spherical radius is used, rather than
an orthogonal plane as in the original algorithm. This helps reconnect gaps caused by
segmentation errors. Finally, performance is improved by removing the active contour
aspect of the original algorithm, keeping the snakelets as straight segments. Given the
small length and large number of overlapping snakelets, users perceive the bers as
smooth curving paths.
The algorithm contains four steps:
1. Calculate a Euclidean distance map for the ber voxels using adaptive threshold-
ing:
 Set the threshold to the maximum of the average value of the voxels within
a six-voxel radius and a minimum value set empirically for each dataset.
2. Using a regular grid over the voxels (we use a grid size of 2 voxels), initialize three
orthogonal snakelets at each grid point with a positive distance value (i.e., each
grid point that contains some part of a ber):
 The initial length for these snakelets should be equal to the average ber
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Table 4.2: Runtime results for identifying ber structures.
Dataset Dimensions Initialized
Snakelets
Final
Snakelets
Runtime (sec)
Collagen Scaold 2048 2048 165 287,905 280,860 110.81
Pig Tendon 1024 1024 138 4,282,503 538,396 868.64
Pig Sclera 1024 1024 161 3,771,408 298,780 784.45
Pig Cornea 1536 4608 16 2,764,542 395,230 464.55
Rat Cervix 512 512 27 298,995 40,219 27.77
diameter within the dataset in order to avoid snakelets that lie within two
dierent bers (we use a length of 5 voxels).
3. Rene snakelet endpoints towards the ber center:
 For each snakelet, iteratively move each endpoint towards the local maximum
in the gradient of the distance map.
 Repeat until the endpoints move less than half of a voxel.
4. Remove snakelets that cross bers and merge adjacent snakelets.
4.6 Results
Figure 4.9 shows screenshots from applying the visualization strategy to four dierent
ber datasets. Since these images capture just a point in time, the best indication of
the results achieved with the system can be viewed in the accompanying video, which
documents the way that users typically interact with the system.
Run times for the snakelet algorithm are reported in Table 4.2. The scattered-
snakelet approach can be parallelized. Our implementation is parallelized using OpenMP
on a machine with dual 2.5 GHz Intel Xeon E5-2640 with 6 cores each.
We have found that the performance of the ber orientation algorithm depends
strongly on producing a correct ber segmentation and resulting distance map. For
example, the image slices for the rat cervix dataset, shown in Figure 4.9 lower right,
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contain a large amount of noise, leading to gaps along the 3D ber renderings. Addi-
tionally, with dense ber datasets, merging snakelets becomes much more important to
reduce the number to an amount which can be easily rendered in real-time.
4.7 User Feedback and Evaluation
Our research team includes domain-science collaborators who study biophotonics and
have helped us design and evaluate the system using their datasets. One is a graduate
student in mechanical science and engineering. The other directs a biophotonics, optical
physics, and engineering research lab at a top academic research institution. Both
make regular use of computational analysis tools such as Matlab, but before starting
this project neither had ever visualized their data in 3D. Both had used the Microsoft
Kinect a few times previously to play games but never in a scientic context.
Our design process spanned more than one year and included more than 10 iterative
design and critique sessions, with updated hardware and software tools delivered to our
collaborators' site several times. They currently use the system one to two times a week
to explore their data, and they estimate that they have spent over 80 hours to date
using the system.
In addition to this ongoing process, we have also conducted two hour-long struc-
tured sessions to provide a more summative evaluation of the system. Since our team is
separated by distance, these sessions were held over videoconferencing. Identical hard-
ware and software systems were developed and installed at each site. Thus, one of the
rst bits of evaluative feedback is that the interface and algorithms presented here are
robust to working in dierent labs, in dierent lighting conditions, and with dierent
users controlling the interface.
74
Before the summative evaluation sessions, the domain scientists had only used pro-
totypes of the system. At the beginning of each session, the participants were given
a reminder tutorial of the visualization and interaction techniques. They were then
able to use the system themselves to explore the data shown in Figure 4.9. While
interacting with the data, they were encouraged to talk-out-loud and ask questions.
Occasionally reminders about how to perform specic gestures were given. Afterwards,
a semi-structured interview was conducted with notes recorded by the evaluators.
We structure the user feedback and evaluation along three axes: (1) t within normal
workspace activities, (2) utility of specic visualization features, and (3) impact within
the application domain.
4.7.1 Axis 1: Fit within Normal Workspace Activities
High-level feedback on the system supports our goal of developing an interactive, desktop-
based 3D visualization platform using consumer-level hardware. Our collaborators de-
scribed new research in their eld and how it might intersect with this style of data
visualization. The ability to bring 3D visualization into the same physical space as the
bioimaging hardware could create a paradigm shift in how bioimaging tools are used.
One scientist commented, \From my perspective this is a big thing because you have
brought it [the 3D visualization] to someone's desk ... it is incredible that you can buy
this".
Currently, the scientists analyze their data by viewing static 2D slices or volume
renderings. They use Matlab to calculate local ber orientations, but for visualization,
the information is decoupled into two separate 2D histograms of  and  spherical
coordinates. In contrast to this approach, the collaborators readily conrmed that the
ability to query the data and interactively display bers at particular 3D orientations
using the prop-based interface was immediately useful. They reported that they view
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the system as being most helpful during initial stages of data analysis, which involves
exploring their data to gain insights and identify specic hypotheses that could then be
quantied after visualization using more traditional quantitative tools.
4.7.2 Axis 2: Utility of Specic Visualization Features
Users appreciated the ability to specify a 3D vector via a physical prop. One scientist
commented \Taking the wand and pointing it in 3D space is as intuitive as it can get".
Some of the more complex interactions such as scalar adjustment were not as self-
revealing. One scientist said, \This is so far from what we are used to today. This is a
whole new world of interaction..." His comment is representative of the excitement we
observed throughout the tool development, but we also understand that the interface
and visualization require scientists to adopt a new way of thinking about their data
analysis. This will take time to integrate into their current workows. The same
scientist continued, \How much ... do I have to think about what I'm doing to get a
certain eect vs. can I draw upon my knowledge of how I use computers [today]".
The need to learn and remember gestures is one limitation of many gesture-based
user interfaces, and it would be interesting to see if techniques that facilitate learning 2D
gesture sets, such as the Gesture Bar [106], might also be applicable to prop-based 3D
interfaces. Additional discussion on this theme revolved around how the paper prop is
extremely simple, but does four dierent things. Users stated that they might actually
prefer to move some of this functionality out of the prop-based interface and into more
traditional interfaces, such as menu systems with which they are already familiar. We
are interested in studying further whether this preference might change after more use
of the system or whether a hybrid interface combining props with more traditional
graphical interfaces might be more eective for some users. If so, the questions of how
to facilitate seamless transitions between the dierent styles of interfaces and how to
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most appropriately assign tasks to each interface would be interesting to study.
The 3D histogram for visualizing the ber orientation distribution was evaluated as
both useful and an interesting contrast to current methods. One user mentioned that
he needed to learn how to interpret it relative to the 2D histograms used in current
workows. Again, there was an opinion that the interactive 3D visualization might be
the best place to discover a 3D trend, but then more traditional Matlab-based 2D tools
might be the right place to perform a quantitative analysis. Moving in the direction
of including additional quantitative outputs in the visualization, one specic feature
that was requested is to quantify the relative amount of bers oriented in the direction
indicated by the user rather than just showing the visual distribution.
The ability to reorient the 3D volume and the 3D histogram was evaluated as critical
and eective. The domain scientists mentioned that this would let them explore where
the interesting data features are and then start to develop the story that explains them.
This led to a series of insights about useful extensions of the current interface. Extending
the current approach of selecting subsets of the bers based upon orientation, it would
be useful to also be able to narrow the scope of the visualization to a smaller portion
of the volume or zoom in to look at a feature in more detail.
4.7.3 Axis 3: Impact within the Application Domain
The domain scientists were enthusiastic about how this system could change their work-
ow, and as a result, the science they can do today. It is clear that trends can be observed
in this interactive 3D visualization that are not easily discovered using current tools.
The ability to see the bers in a true 3D spatial context is regarded as a major change in
this discipline. It is not yet clear exactly what impact this can have, but there is great
excitement about the potential, and if visualization systems in this style can continue
to advance toward the coupled real-time imaging and visualization that we describe as
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motivation in the introduction to this chapter, this would be transformative in the eld.
4.8 Extensions For Additional Applications
In terms of the broader applicability of the approach, we see the potential for the
system to be generally applied to exploring vector-eld datasets, such as uid ow,
weather data, transportation patterns, or marker trajectories from motion capture. In
these applications, the prop orientation could be used to lter the display of vectors or
segments of trajectories.
In addition, feedback from the domain scientists indicates strong potential for the
system to be broadly applied to bioimaging datasets in addition to those shown in
Figure 4.9. Nerve bers were suggested as a specic useful next application area since
there is even more variation in their spatial arrangements. Although many bioimaging
datasets | including the ones referenced in this chapter | contain straight bers,
curving bers are also common (e.g., neural bers, blood vessels). One way to extend
the interface to work with these datasets could be to utilize exible props, perhaps in
the style of recent exible displays [56].
4.9 Limitations
One limitation of the current implementation is that the roll gesture requires users to
roll the prop slowly enough that motion blur from the limited resolution of the low-
cost depth camera does not cause mis-readings of the Gray code pattern. In general,
we found that the tracking required to implement this interface today is right at the
boundary of what can be successfully accomplished using today's commodity depth-
sensing camera hardware. Although other low-cost interaction hardware, such as the
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wand-based Playstation Move, might remove this limitation, tracking based on depth-
sensing allows for a wider range of interaction techniques. For instance, it enables
the software to detect whether the prop is held with one or two hands. It is not
unreasonable to expect that computer webcams will be replaced with depth-cameras in
the next 5{10 years, and as the camera resolution increases, we think that the paper prop
could be replaced with a pen or pencil that are readily available on a scientist's desk.
Looking towards this future, we are motivated to explore \lightweight" props rather
than something like the \3D wand" used for the Playstation Move, which contains a
fair amount of active electronics inside.
Our current implementation with just a single depth camera does lose tracking of
the prop when it is held at an orientation that points directly into the display. In
practice, this is not a problem for our particular application and datasets. Since the
volumes are all smaller along one dimension, we orient this dimension into the screen,
and if there is a need to specify an orientation that runs directly into the screen, the
user simply reorients the volume. This limitation should also be able to be addressed
with additional hardware (e.g., 2 cameras).
Finally, like most in-air gesture-based interfaces, there is some potential for user
fatigue when using the system; however, the system is designed to track props at close
range to the camera, enabling the user to rest his or her arms on the desk, which
minimizes fatigue.
4.10 Conclusions
This work demonstrates the extent to which commodity visualization technologies, such
as a depth sensing camera and low-cost 3D display, can now be combined to produce
an interactive spatial interface with passive haptic feedback within a scientist's oce
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workspace. In the future, we are keen to extend this interface to support additional op-
erations, such as controlling the SHG microscope. This could enable real-time streaming
of data from the microscope to the visualization system, which would have a great pos-
itive impact on the imaging pipeline. More broadly, we are also excited to continue to
advance the concept of \paper-based interactive visualization". We believe that there
are many ways that regular materials (e.g., pens, paper) that we use naturally in our
everyday work and discussions with collaborators might be employed to support more
eective methods of interacting with, annotating, and exploring computer-based data
visualizations. We believe this mixing of the real and physical world can often facili-
tate collaboration and make our visualizations more eective, more engaging, and more
meaningful.
5Force-Feedback Interaction for
Controllable Filtering of Scientic
Visualizations
1This chapter reports on applications of haptic feedback for controlled selection and
ltering of volumetric data. In contrast with the previous two chapters, which explored
passive haptic support, this interface investigates the use of active force-feedback using
a SensAble Phantom device.
Controlled selection can play a critical role in the success of the visualization, en-
abling users to query, explore, and call up detailed data on demand. When working with
volumetric datasets, traditional desktop, mouse, and keyboard interfaces can sometimes
be used for these tasks; however, research has shown that traditional 2D interfaces can
be dicult to use for real-world scientic tasks, such as selecting bundles of neural ber
tracks in dense 3D DT-MRI visualizations [108]. Our research explores the potential of
1This chapter is based on work published in the Proceedings of EuroVis 2012 [107]
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novel haptic 3D user interface techniques for improving common interactive visualiza-
tion tasks, such as volumetric ltering and selection, by making them more immediate,
uid, and controllable.
Our approach uses haptic feedback to improve the accuracy of both an initial 3D
selection and progressive renements to that selection. In addition, we seek to improve
control through a connection to the underlying data context. Most of the existing 3D
user interfaces that can be applied to visualization tasks take the approach of using
direct input from the hand(s) to place boxes (e.g., [109]), a lasso (e.g., [110]), or some
other widget in the 3D space of the visualization, then rely only upon the user's vi-
sual perception and motor control to precisely position these widgets. Our approach
combines 3D user input with constraints dened interactively by multiple underlying
data variables in order to enable selections of volumes that match the underlying spatial
characteristics of the data.
We call the specic scientic visualization user interface technique introduced in
this chapter Force Brushes (Figure 5.1). Brushing { a user interface technique that
involves moving a user-controlled cursor over data values to highlight or select them {
has been applied previously in both 2D (e.g., [111]) and 3D (e.g., [112]) visualizations
and is an intuitive strategy for selecting a subset of data. Our approach extends this
concept in several ways. We contribute a 3D brushing interface for data visualization
that combines the following techniques: (1) using force feedback dened by features in
the underlying dataset to guide the user in making an initial feature selection, (2) using
force feedback to help control a 3D pulling gesture that smartly expands the selection to
include regions with similar data characteristics, and (3) using a series of these brushing
operations performed in sequence with dierent data variables to progressively rene
the selection and explore the dataset.
Although the resulting interface technique could eventually be applied to many
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dierent datasets, we have focused within the work presented in this chapter on the
common case of 3D ows represented by multi-variate vector elds, such as the hurricane
dataset shown in Figure 5.1. To provide an organizing visual and geometric structure
for these data that is larger than a voxel, force brushes operate on integral curves (e.g.,
streamlines) through the data, with multiple data variables sampled along these curves.
In other datasets, additional basic geometric data features may also be useful (e.g.,
vortex core lines, bers in muscular and other tissue visualizations, neural ber tracts
in brain visualizations).
We begin the remainder of the chapter with a discussion of related work in volumetric
selection interfaces. Then, we describe how force brushes can be used to rst precisely
select individual features, and then, using multiple brushes each tied to a dierent
underlying data variable, intelligently extend the selection to include volumes of similar
data. Finally, we close with a discussion of opportunities for future work.
5.1 Related Work
In this section we compare our work with related approaches for streamline selection in
ow visualizations.
5.1.1 Streamline Selection
Several works, such as [12, 109, 38, 36, 17], examine the task of selecting streamlines in
ow visualizations or dense DTI ber tracts. This remains an active area of research.
Predominately, these rely on spatially selecting volumes of interest with lassos, boxes
or other widgets. Of particular note, is the haptic-assisted 3D lasso drawing system
by Zhou et al. [36]. This system uses a force-feedback device to provide precise curve
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Figure 5.1: Force Brushes are used to explore a simulated multi-variate hurricane
dataset. The user works in front of a 3D visualization with a SensAble Phantom Pre-
mium 1.5 device, holding the stylus in his dominant hand. Key presses made on a small
keypad by the non-dominant hand are used to select dierent brushes, with each brush
tied to a specic variable in the underlying dataset.
drawing for 3D lassos; however, in contrast to our approach it does not use the underly-
ing data to help constrain the selection, relying only on the scientist drawing free-form
curves.
Most similar to our approach of creating a selection based on a specic streamline
in the data is the shape marking operation in the CINCH system [38]. This operation
allows the user to draw a representative 2D line on a tablet and returns a selection of
similar lines. Although our technique of selecting a representative line from the data
is more constrained than drawing a free-hand line, we avoid any ambiguity associated
with projecting a drawn 2D line into a 3D volume. In addition, we enable progressive
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renement of the simulation based on multiple variables and show how force-feedback
can be used in this context.
Figure 5.2: A sample workow using Force Brushes. From left to right the selection is
rened using a series of three brushes. For each brush, the user rst selects an initial
feature of interest, either an entire line or a subset of a line as in (a); then pulls out
away from the line to grow or shrink the selection as in (b); then releases the stylus
button to push the current selection to the stack as in (c). Additional brushes can be
applied to further rene the selection based on other data variables as in (d) and (e).
5.2 Visualizing Hurricane Isabel: A Use Case For Multi-
Variate Flow Feature Selection
An ideal use case for multi-variate ow selection is visualizing and analyzing weather
data. These data frequently contain multiple variables such as wind speed, pressure,
amount of moisture, and temperature. Our application, shown in Figure 5.1, allows
scientists to selectively lter the visualization to identify critical regions of interest.
To do this, the typical workow involves rst picking a brush, such as similar shape
or average wind speed. This updates the visualization to display just these data. Then,
the haptic stylus is moved into the ow volume to explore the data and nd a feature of
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interest. A magic lens clips the geometry between the camera and the stylus enabling
the user to see deep into the ow volume. The user picks a feature of interest by pressing
and holding the stylus button. To indicate a subregion of a line, the user drags along the
line, as in Figure 5.2a. Next, to perform a selection based on the identied feature, the
user pulls the brush away from the line, as in Figure 5.2b. This has the eect of selecting
only the single initial feature of interest identied by the user (e.g., one line), but as the
user pulls the stylus further away from the initial line, the selection grows to include
data from similar lines, where similarity is dened by the underlying data and the brush
type (e.g., pressure, velocity, temperature). This process is uid; in order to pick just
the right subset of data, the user will typically repeatedly pull the brush far away and
then move it back closer to the line while watching the selection update dynamically,
as shown in the accompanying video. To complete the operation, the user releases
the stylus button, which pushes the active selection onto a stack (Figure 5.2c). Then,
using the same interface, the user can continue to rene the selection with additional
brushes. For example, in Figure 5.2, points (c), (d), and (e) each show the end result
of applying a brush to the data. When applied in succession, these brushes can be
used to precisely rene a selection based on several data variables. With this typical
high-level workow in mind, the following section describes in detail the force feedback,
data-driven constraints, and other technical concepts needed to make Force Brushes
work.
5.3 Force Brushes
We describe in detail the two sequential tasks performed for each brush: selecting a
region of interest along a streamline to lter the visualization, and growing the selection.
To make switching between brushes quick, each brush is mapped to a separate number
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on a wireless number pad (Figure 5.1). While one hand controls the haptic pen, the
other is free to swap instantly between dierent brushes with a simple tap.
5.3.1 Selecting an Initial Feature
After snapping to a streamline to select it, each type of force brush can be used to select
a region of interest. By pressing the button on the haptic pen, the scientist brushes along
the line, releasing the button to end the selection length (shown in Figure 5.3). Haptic
constraints keep the pen anchored to the selected streamline. In our implementation this
is accomplished using an OpenHaptics surface constraint with a snap distance of 20.0.
After the selection is completed, a metric for the selected feature is calculated based
on the brush type. For instance, if the average pressure brush was used, the average
pressure along the length of the selection is calculated, while the peak temperature brush
calculates the maximum temperature in the selected range. The group of lines that are
shown is then ltered to only contain streamlines that contain the same calculated value
as the selected region.
Selection based on shape works slightly dierently than the other brushes, which
operate on one dimensional values. There are several previously published methods to
calculate similarity between lines (e.g. [113, 114, 115]). We use a similarity metric that
was originally designed to compare DTI ber tracts [116], an application area that is also
applicable to our technique. This measure is based on a weighted average of distances
from each sample point along the selected streamline to the closest point on another,
in order to determine how closely two streamlines follow a similar path. The distances
near the end points of the line are weighted more heavily. To speed up computations
involving comparison between entire streamlines, we pre-compute a similarity matrix
that includes the similarity between each streamline and every other.
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Figure 5.3: Dragging the haptic brush along a streamline selects a subset of the line,
shown in green.
5.3.2 Growing the Selection
The selection growing gesture is distinguished from initial feature selection by pulling
perpendicular to the selected streamline rather than along it (Shown in Figure 5.4).
Once the point of the haptic pen leaves the line, it is constrained to a plane perpendicular
to the streamline. The distance between the pen tip and the point where the streamline
intersects the plane is normalized to (0; 1] using a maximum distance of 40 percent of
the haptic workspace. With our Phantom Premium 1.5 haptic device this presents a
total movement of about 16 cm. The normalized distance is used to add streamlines
back to the selection. For example, if the currently enabled brush is average pressure,
the average pressure for each streamline is calculated. The range of streamline average
pressures is mapped to the normalized distance, so that at a value of one all the lines
would be added to the selection, while a value closer to zero would only add lines that
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Figure 5.4: Pulling perpendicularly away from the initially selected feature grows the
selection volume.
have average pressures very similar to the selected region.
5.3.3 Providing Visual Feedback
To help guide the user, we color map the streamlines based on their similarity. There
are two choices for this mapping: absolute coloring relative to all of the data, or relative
coloring based on similar features to the currently selected line. For some variables, such
as shape, only relative color mapping makes sense. Our implementation uses relative
coloring for shape and absolute coloring for the other variables.
To help with streamline selection we render a magic lens around the point of the
haptic pen. This lens uses a gaussian opacity lter to allow the user to continue to see
the selected line if it would otherwise be occluded by lines in front of it. See Figure 5.3.
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During the growing operation, we render a ruler (shown in orange in Figure 5.4) extend-
ing perpendicularly to the selected line to provide spatial clues for how far the haptic
pen tip (shown as a sphere) has been pulled away from the selected line.
5.4 Conclusions
Force Brushes are motivated by a need for more precise control over selection and
other interactive data querying operations required by 3D visualizations. Although we
have yet to formally evaluate the precision and control provided by Force Brushes as
compared to other related approaches, our experience with the interface suggests that
the combination of data-driven haptic constraints, haptic-assisted growing of selections,
and progressive applications of multiple data brushes enables fast and accurate selections
in dense 3D visualizations.
Compared to the passive haptic support in the interfaces discussed in the previous
chapters, the active force-feedback that Force Brushes provide enables a higher level
of control. In particular, the use of data context based on similarity with multiple
variables greatly expands the complexity of 3D selections that are possible for scientic
visualizations.
While the Force Brush technique is successful for scientic applications, it is still
limited in applicability to less data-rich environments. In the next chapter, we explore
how to apply its successful characteristics (locking onto curves and using these to provide
context) to artistic 3D modeling while also enabling more freedom of expression.
6Artistic 3D Modeling with
Context
Spatial interaction techniques, such as those discussed in the previous three chapters,
provide scientists and artists with improved control, expressiveness, and immediacy
when interacting with complex 3D data. The drawback with this type of interaction
is that the additional degrees of freedom enable additional ambiguity in how the input
should be interpreted.
For example, Bollensdor et al. [117] performed an experiment to identify how users
prefer to interact with a virtual 3D environment on a multi-touch device. They showed
participants an animation of a moving 3D object and asked how they would reproduce
the motion using multi-touch gestures. One of the primary ndings was that participants
used the same interaction (i.e. same number of ngers and same gestures) to achieve
clearly dierent transformations of the 3D object.
This is a common issue with gestural interaction. One approach to solve it is to
interpret the user input based on the context of the interaction. In practice, it is ex-
tremely dicult to develop articial intelligence algorithms to implement contextual
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analysis in general, but domain-based knowledge can be used to constrain the problem
for specic cases. For instance, one of the most successful aspects of the Force Brush
interface described in Chapter 5 is how the underlying data context helped guide the
interaction. Control was improved for initial data selection by haptic constraints that
moved the users hand and input device to exact data values positioned in space. Addi-
tionally, the complexity of the types of queries users could perform was increased by the
combination of a haptic gesture that expanded the selection based on the underlying
context of data similarities.
In this chapter, we present a context-driven 3D sketch-based modeling application,
called Modeling with Context. This application explores how photographs and 2D
sketches that serve as inspiration or are deliberately created as a rst step in the mod-
eling process can be used as context to help interpret artist's spatial input when 3D
modeling. This artistic application area was chosen specically because this creative
domain requires very dierent considerations for how the input should be interpreted
compared to the scientic visualization applications presented in the previous chapters.
In addition to improving the control of spatial interaction, we hypothesize that inter-
preting 3D user input based on the context will also increase the expressiveness and
complexity of the creative results.
Consider Figure 6.1, which shows an innovative sheet metal sculpture by Pablo
Gargallo. This sculpture was formed by cutting complex 2D shapes out of sheet metal
(Figure 6.1 right) and bending and shaping them into 3D forms (Figure 6.1 left). The
sculpture's smooth curves demonstrate a high level of expressiveness and control. Our
work draws inspiration from these types of sculptures because their complex organic
curves would be dicult to model using conventional software. By using a spatial
interface and integrating data-driven context, we hope to provide the same amount of
expressiveness and control that Gargallo had when working with real physical media.
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Figure 6.1: Peque~na Bacante Reclinada, 1929. Left: An innovative sheet-metal sculp-
ture by Pablo Gargallo [118]. The artist bent and twisted at pieces of metal into com-
plex three-dimensional forms that would be dicult to create using traditional digital
modeling tools. Right: paper templates the artist used in designing the sculpture [119]
In the next section, we contrast our Modeling with Context techniques with other
examples that integrate inspirational materials into the modeling environment and in-
terpret user input based on context. Then, we describe our application and implemen-
tation details. We present artistic modeling results, and nally some lessons learned,
discussion, and conclusions.
6.1 Related Work
This work builds on several related applications that integrate concept sketches and
photographs directly into the modeling environment and interpret user input based on
the interaction context. In this section, we describe specic examples and how they
dier from the work presented in this chapter.
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6.1.1 Integrating Concept Sketches and Photographs
Integrating concept sketches and photographs into artistic computational tools to serve
as inspiration has previously been explored (e.g. [120, 121, 122]). For instance, the
Modeling-in-Context application by Lau et al [120] enabled an artist to sketch a 3D
model directly on a photograph to gain a sense of perspective and relative dimensions.
Like most of this related work, such as ShadowDraw [121], the use of inspirational
materials in Modeling-in-Context predominately focuses on giving the artist a greater
visual sense of proportion and layout.
Our sketch-based modeling tool also supports artists in determining proportion and
layout by enabling them to place 2D imagery directly in the modeling environment; how-
ever, while Modeling-in-Context and ShadowDraw use drawn 2D input, our approach
uses full 3D input. Because 3D input is less constrained than 2D, our application also
improves the control an artist has while creating curves through space. The inspira-
tional imagery serves as context to interpret and subtly correct jitter in the artist-drawn
curves. This technique is described in Section 6.2.2.
6.2 Modeling with Context
As shown in Figure 6.2, the system hardware consists of a four wall, head-tracked
stereoscopic CAVE environment. The artist interacts with the application using two
tracked styluses, a primary drawing one held in the dominate hand and a secondary
one held in the non-dominate hand. Because the physical interface and passive haptic
feedback it provides are so important for improving control, as demonstrated with the
microscopy visualization in Chapter 4, the styluses were custom 3D printed to mimic
the shape of a large pen. An artist can grip them in a comfortable and familiar way,
while using the ne motor control of his/her nger tips. Each stylus contains two push
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Figure 6.2: The author uses the Modeling with Context application to create virtual sculptures in a virtual reality
CAVE environment.
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buttons. Additional implementation details about the CAVE hardware, input devices,
and development of the underlying VR toolkit can be found in Appendix A.
A primary issue with many artistic virtual reality environments is that as soon as
the artist steps into a CAVE or puts on a head-mounted display, he or she looses the
context of his or her previous sketches and photographs that serve as artistic inspiration.
For Modeling with Context, the modeling workow, shown in Figure 6.3, begins with
the artist placing 2D concept sketches and photographs as slides directly within the VR
environment. Contours in these sketches are used as context for automatically rening
the shape of 3D curves, called rails, that the artist creates. These rails serve as a
wireframe describing the contours, shape, and topology of a 3D model. Finally, surfaces
are created by selecting a rail and sweeping it along additional connecting rails. Here,
the connecting rails are used as context for dening the topology of the surface.
We center our approach to spatial 3D modeling on \rails" because it would be di-
cult to draw a controlled surface shape directly; however, previous work (e.g. [18]) has
shown that users are able to draw controlled curves through space. Other 3D modeling
systems (e.g. [39]) have used feature curves to dene 3D shape as well. Predominately
these systems extract curves from existing geometry for editing operations rather than
dening new curves for surface creation [123, 124]. The few systems that do use curves
for creating new geometry use them to dene an implicit surface; however the use of an
optimization to dene the resulting surface rather than explicit user input can lead to
blobbly shaped models as in the FiberMesh system [125].
In contrast, our approach uses rails as a wire-frame scaold, similar in style to the
way that artists draw construction lines in 2D and 3D [126]. The rails serve as guides
for sweep operations to dene surfaces.
An additional motivation for using rails in this way comes from theories of human
perception, specically how the human visual system recovers 3D form from 2D retinal
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Figure 6.3: Modeling workow. (a) An artist rst places a 2D image in space. (b-c)
He/she selects a contour in the image which creates a surface projecting from the slide
(shown in green). The artist can then adjust the shape of the curve in 3D space while
maintaining the projection to the original contour. (d) Finally, the artist selects the
new curve and sweeps it through space to create a surface.
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images. Gestalt theory holds that the cortical areas in the brain extract primitive fea-
tures from the retina images which are aggregated through grouping into more complex
representations [127]. Contours have been proposed as the primitives that dene shape
and object boundaries because they are easily detected even in the presence of dis-
tracting stimuli [128] and the curvature they represent has a high-degree of viewpoint-
invariance [129, 130]. Work in cognitive science has suggested that form processing
on the basis of contours may involve propagation of contour information away from the
edges into the interiors of surfaces which explains our ability to generate and understand
3D curved surfaces given only the 2D contours in line drawings or silhouettes [131].
In the following sections, we describe the key features and algorithms of the rail-
based surface creation technique.
6.2.1 Integrating 2D Concept Sketches and Photographs into the VR
Environment
To integrate 2D photographs or concept sketches into the VR environment, the images
are loaded as 2D textures. Each image is displayed as a slide in a grid virtually oating
along one wall of the CAVE, see Figure 6.4. The artist selects a slide by reaching for
it with both styluses, similar to how one might lift a picture o of a wall. When both
styluses are close enough to slide, the image animates to look like it is grasped between
the artist's hands. A button click on the primary drawing stylus conrms the selection,
and allows the slide to be moved around and positioned in space.
As the artist is positioning the slide, moving the styluses further apart or closer
together will scale the image to make it larger or smaller. Clicking the button on the
primary drawing stylus locks it into its current position. Figure 6.5 shows an example
of how this feature might be used by an artist. Several outline sketches are positioned
around the work in progress. Additional photographs of the sculpture being modeled
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Figure 6.4: 2D concept sketches and photographs can be placed as slides in the VR environment to serve as context for
modeling actions. The slides are displayed in a oating grid near one of the CAVE walls. An artist selects a slide by
reaching out and \grabbing" it using both styluses.
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Figure 6.5: An example of how 2D imagery might by used in the VR environment. A primary sketch is placed in the
scene and used to create rails and model surfaces. Additional sketches and photographs of the sculpture being modeled
are placed in the space around the model to provide immediate reference.
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are also shown in space.
6.2.2 Creating 3D Rails
To start the modeling process (shown in Figure 6.3), the artist must rst create one or
more 3D curves, called guide rails. The rails serve as a wire-frame outline of the model
to help with proportion, and are used for creating the mesh surfaces as described in
the next section. There are two dierent ways of creating rails: (1) directly drawing
curves through space, and (2) pulling curves o 2D imagery placed in the modeling
environment.
Directly Drawing Rails
The rst way of creating rails is by directly drawing them through space in the style of
Cave Painting [22]. The artist holds the tracked drawing stylus in his or her dominate
hand, and while holding down a button, moves the tip through space indicating the
centerline path of the rail.
Each rail is represented as a 3D Catmull-Rom Spline [132]. As the user moves the
stylus, the position is tracked over time and used as spline control points. A rail is
rendered as a tube by interpolating points along its spline and connecting them with
small cylinders. The beginning and endpoints of the rail are rendered with slightly larger
spheres. This spline-based approach smooths out small jitters in the stylus position as
it is moved through space.
In order to draw connected rails, the virtual representation of the drawing stylus will
snap to an existing rail endpoint if the tip is within a close radius. Our implementation
uses a snap radius of 2.54 cm. Starting to draw a rail from a snapped endpoint will
connect the rails at the starting point. Similarly, an artist can connect the end of a rail
he or she is currently drawing by releasing the drawing button within the snap radius
101
Figure 6.6: Contours are selected in 2D imagery using a spline projected onto the surface
of a slide. The spline curvature is adjusted by rotating the styluses. The spline will
morph slightly using the underlying image context to improve selection control.
of an endpoint. While the drawing button is held down, the virtual cursor does not
snap to avoid inadvertently changing the drawn curve, but endpoints within the snap
radius are highlighted in yellow to indicate that a possible connection will be created if
the button is released.
Creating Rails from 2D Imagery
The second way of creating 3D rails uses the context of 2D contours from inspirational
slides that the artist has placed in the scene. When both styluses are close to a slide
placed in the modeling environment, a cubic Bezier curve is drawn between them pro-
jected on the surface of the 2D imagery, as shown in Figures 6.3b and 6.6.
Each stylus is used to set two of the four Bezier curve control points (P0{P3). To
set the curve's outer control points (P0 and P3), the positions of both styluses are
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projected onto the plane of the slide. The two inner control points (P1 and P2) are
created by translating each stylus' position along the vectors formed by their long axes,
and projecting these locations onto the surface of the slide. The translation distance is
set to half the distance between the styluses. Thus, when pointed directly at each other
the resulting curve will not contain any loops. By pivoting the styluses, thus changing
the position of the inner Bezier control points, the artist is able to adjust the curvature
of the spline.
By moving the spline endpoints and adjusting the curvature, an artist can select
contours in the inspirational imagery. The spline is set by clicking the primary drawing
button. The spline will morph slightly using the context of the underlying imagery to
more closely follow the path of the contour.
This is accomplished in a similar way to the Snakelet center-nding algorithm pre-
sented in Chapter 4. The algorithm has four steps: (1) Filtering and Thresholding, (2)
Distance Map Calculation, (3) Gradient Calculation, and (4) Curve Point Iteration.
When the slide texture is loaded into the program, it is ltered and thresholded
to identify which sections of the image correspond with drawn outlines (foreground)
and which sections correspond with the blank canvas (background). First, the image
is converted to grayscale using OpenCV [133]. The grayscale image is thresholded to
convert it to a black and white image, and a morphological opening operation is applied
to remove small noise pixels from the foreground.
In the second step of the algorithm, a Euclidean distance map is calculated for each
pixel in the black and white image. Foreground pixels are labeled with the distance
to the closest background pixel, while background pixels are labeled with the negative
distance to the closest foreground pixel.
The gradient of the distance map is then calculated using Sobel derivatives. The
derivatives are calculated in the horizontal and vertical directions and stored separately.
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Figure 6.7: A 3D rail is extracted from a 2D contour in an inspirational sketch. The
artist controls a 3D spline that is constrained to lie on the projection of the 2D contour.
Finally, to snap the artist's Bezier curve to the contour in the underlying image, a list
of 3D points lying along the curve in the plane of the slide is calculated by interpolation.
Each 3D point is converted to its u and v texture coordinate in the 2D slide image.
Finally, the points, now in 2D, are iteratively rened by gradient ascent, using the
gradient derivatives of the distance map. When a point converges, the outcome is that
it lies on the centerline of the drawn line. These nal (u; v) positions are converted back
to their 3D locations, to get the nal snapped curve.
Once the curve morphs to the underlying imagery, a guiding surface is creating,
extending perpendicularly outward from the slide in both directions along the slide
normal. The topology of the surface follows the path indicated by the morphed spline
(See Figure 6.7).
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A second Bezier curve is used to set the 3D shape of the rail along the resulting guide
surface. The closest points on the edges of the guide surface to the styluses serve as end
control points for the curve. Again, the interior control points are set by translating
along the long axis of each stylus by half the distance between the styluses. Finally,
to make the rail, points are interpolated along the Bezier curve and projected to the
closest point on the guide surface. These projected points serve as the control points
for the nal Catmull-Rom spline making the rail. When the artist clicks the drawing
button again, the rail will be created in space.
Similarly to the direct drawing approach, rails can be created in this manner that
connect to existing rails. When selecting a 2D contour in a slide, the endpoints of all
existing rails are projected onto the slide surface. These projected points serve as snap
points during the initial contour spline selection.
6.2.3 Combining, Dividing, and Deleting Rails
In designing a model, it is possible that the artist wants to combine, divide, or delete
rails to change the surface topology created through the dierent types of surface sweeps
shown in Table 6.1. This is accomplished using the drawing stylus. To combine two rails
that share an endpoint, the artist snaps the drawing cursor to the connecting endpoint
and clicks the secondary button. The endpoint is deleted and the two rails are combined
into a single continuous rail.
Similarly, to divide a rail in two, the artist moves the drawing cursor to the point
where he or she would like to divide the rail and clicks the primary drawing button. A
new endpoint is added. The original rail is divided and replaced by two rails that join
at the new endpoint.
Rails, slides, and surfaces can also be deleted using the secondary button on the
drawing stylus. If the stylus is close to an existing rail or surface, the object will
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highlight in yellow. Clicking the secondary button will delete it. Deletion operations
also use the context of the rail connections, for example deleting the endpoint of a rail
with no other connections will delete the rail.
6.2.4 Sweeping Surfaces along Guide Rails
Surface meshes are created by sweeping a prole rail along guide rails, in an ap-
proach that is similar to the Birail operation in Maya [134] or the Sweep2 operation in
Rhino [135]. However, unlike these conventional modeling tools that require the artist
to carefully specify each curve, our approach automatically determines the rails that
are involved in the modeling operation. To create a surface, the artist selects a rail and
pulls it in a direction. The resulting surface is based on two contextual factors: (1)
The direction the artist initially pulls, and (2) The number and direction of the rails
connecting to the selected rail.
A taxonomy of rail-based freeform 3D modeling is presented in Table 6.1. In Mod-
eling with Context, rails are represented in an undirected graph data structure, where
the nodes represent rail endpoints and the edges represent connections between rails.
This allows us to categorize modeling operations based on the topology of the graph.
The taxonomy uses this information, dening surfaces created using one, two, or three
connecting guide rails.
The direction the artist sweeps the initial prole rail is used to determine which
connecting rails serve as guides for the surface creation. The sweep direction is compared
against the \direction" of each rail that connects to the initial prole rail. Calculating
the a rail's direction is trivial if it is straight, as the average direction of the individual
line segments that form the rail can be used. However, this approach does not work as
well when the rail is curved; consider the case where the user draws a semi-circular rail.
In practice, we found that averaging the segment directions for the rst third of each
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Table 6.1: Possible surface sweeps depend on the number of connecting rails.
Sweep Type Rail Connections Resulting Surface Description
One Rail Single rail sweep. The sur-
face is created by duplicat-
ing the selected rail and
connecting the sides using
straight edges.
Two Rails The surface is created by
duplicating the selected
rails and joining them at
the opposite intersection
point.
Three Rails The selected rail is rotated
and scaled to intersect the
opposite endpoints of the
guide rails.
Special case. If the guide
rails are connected by an-
other rail, the surface is
created by interpolating
between the selected rail
and the end rail.
Special case if the guide
rails are connect to each
other.
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rail worked well as a compromise between avoiding noise from averaging a low number
of line segments and avoiding errors from highly curved rails.
Once the directions for each rail are calculated, they are compared with the direction
the artist initially pulled. If the angle between the two vectors is within a threshold (60
degrees in our implementation), we assume that the artist meant to sweep along the
rail. Note, that if there are multiple connecting rails at a single endpoint of the selected
rail, only the one with an orientation most similar to the initially pulled direction is
considered for determining the sweep case.
Once the connections and sweep type are determined, a surface mesh is calculated.
Throughout the rest of this section we will refer to the specic rails involved in the
sweep operation using the following terminology: The initially selected prole rail is
called the beginning rail; the rails that the prole is swept along, creating the sides of
the surface are called the guide rails (Note, that in the one and two rail sweep cases,
these might be automatically calculated rather than drawn by the artist, as described
below); the prole at the end of the sweep is called the end rail.
The algorithm proceeds using the following steps:
1. Create missing guide rails for the one and two rail sweep cases.
2. Identify or create the end rail.
3. Calculate interpolated proles between beginning and end rails.
4. Align the interpolated proles with points along the guide rails.
5. Create vertices at each interpolated point, oset along the positive and negative
normal directions to add surface thickness.
6. Triangulate between the vertices to create a mesh.
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First, for the one and two rail sweep cases, the missing guide rails must be calculated.
For the one rail case, the guide rails are formed by linearly interpolating between the
endpoints of the beginning and end rails. For the two rail sweep, the existing guide
rail is copied and translated so that its starting point intersects the opposite end of the
beginning rail, forming the opposite side of the mesh.
Next, the end rail is determined based on the sweep type. For a one rail sweep, the
end prole is a copy of the beginning rail, translated to stay attached to the artist's
stylus. For two rail sweeps, the end rail is a copy of the beginning rail scaled, translated,
and rotated to intersect with the opposite endpoints of the guide rails.
For three rail sweeps there are three possible options for the end rail. If there is
an edge in the rail graph connecting the opposite endpoints of the two guide rails,
the connecting edge is set as the end rail. If there is not a connection between the
opposite endpoints, the end rail is calculated in the same way as the two rail case.
The beginning rail is scaled, translated, and rotated so that its endpoints intersect the
opposite endpoints of the guide rails. Finally, the last possible option occurs when the
opposite endpoints of the guide rails meet at the same point (forming a triangular shape).
Here, the beginning rail is scaled, translated, and rotated to line up with the second to
last point on both guide rails. The extra triangular region between the second to last
points and the nal end intersection point is handled separately as discussed below.
Once all the rails that form the sides of the surface are determined, the interior
surface proles must be calculated by interpolating between the beginning and end
rails. First, a transformation matrix is calculated that scales, rotates, and translates
the end rail so that its endpoints intersect with the endpoints of the beginning rail. The
points that make up the end rail are then multiplied by this transformation matrix to
convert them into the same coordinate space relative to the beginning rail. This avoids
issues where the length of the beginning and end rails are dramatically dierent. Points
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can then be interpolated between the sets of beginning and transformed end rail points.
In the next step, an equivalent number of intermediate points along each guide rail
are calculated by interpolating along the rail splines. To align the interpolated interior
proles calculated in the previous step with the guide rails, the interpolated proles are
scaled, translated, and rotated so that their endpoints intersect the intermediate points
on both sides of the mesh.
To create vertices for the nal mesh, surface normals are rst calculated from ad-
jacent interior proles. The points along each prole are duplicated and oset along
the positive and negative surface normals to create the vertices. This adds thickness
to the resulting mesh. The oset distance can be set by the artist as a conguration
value loaded at runtime. In our application, the oset distance is set to 2.3mm, which
replicates a piece of thick sheet metal that might be used for creating physical sculptures
in the Gargallo style.
Finally, a triangulated mesh is created by joining adjacent vertices along the top
and bottom surfaces. The two sides are connected along the thin edge by additional
triangle strips linking the vertices that were oset along the normal directions.
There is one special case when the two guide rails end at the same point. As
mentioned previously, the end rail in this case connects the second-to-last intermediate
points on the guide rails. To create the nal triangular mesh, an additional triangle fan
is created linking each point in the end rail with the nal intersection point of the guide
rails.
One of the advantages this spatial interface has over conventional tools, is that
the artist can easily specify how far to sweep the surface along the guides, potentially
stopping earlier than the full length. Although the entire surface is calculated for the full
length, only a portion is displayed to the artist, which increases as they sweep further.
To display a portion of the surface, the distance the artist has pulled the stylus
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from his/her initial click point is mapped along one of the guide rails. Only the surface
vertices that connect to the sides before this point are displayed as a mesh to the artist.
6.2.5 Reorienting and Scaling the Model
Reorienting the artwork is accomplished using the secondary stylus in the non-dominate
hand. Clicking and holding the button on the stylus grabs the virtual space. This
behaves similarly to picking up a real physical object, where changes in the orientation
or position of the stylus also move the virtual space in a corresponding way.
To scale, while grabbing the space with the secondary stylus, the artist also clicks
and holds the primary button on the primary stylus. This is like grabbing the virtual
space with two hands. Moving the hands further apart increases the size of the virtual
artwork similarly to how you might stretch an object. Moving the hands closer together
scales down the virtual artwork.
6.2.6 Modeless Transitions between Modeling Operations
One of the primary advantages of using a spatial interface is that the user does not need
to explicitly set the current interaction mode. Instead, the current modeling operation
is set based on context. In our implementation, this is based on the proximity of the
cursors to existing objects in the artwork. If both of the styluses are held near a slide
placed in space, the interface automatically transitions to selecting a 2D contour in the
slide imagery. Otherwise, the interface remains in a direct drawing mode. This type of
modeless interface has previously been found to reduce mode related errors [100].
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Figure 6.8: Sailboat sketch used during the user evaluation task.
6.3 Exploratory User Study
To evaluate the impact of modeling spatially, we present results from an exploratory
user study evaluation.
6.3.1 Methods
The user study was designed as follows:
Participants. Three university students and a professional architectural designer
participated in the study. Half of the participants are female. All reported limited prior
use of virtual reality systems. Experience with 3D modeling software varied from 5{20
prior uses (2 participants) to more than 20 prior uses (2 participants). Two participants
also reported at least occasional video or computer game use.
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Task. Participants were asked to model a sailboat using the 2D sketch shown in
Figure 6.8. A sailboat was chosen specically because sails commonly have an organic
shape that would be dicult to model with conventional software. Participants placed
the sketch in the VR environment, after which they were told to take as long as they
needed to model a sailboat using any of the modeling techniques previously described.
Training. To start participants thinking creatively about the 3D form of a sailboat,
each participant was asked to browse Google image results for the search term \sailboat"
for two minutes. Following this introduction, each participant was given a walk-through
of the program's features while he/she performed each action. Individual actions were
repeated until the participants were able to successfully complete them. Finally, the
participants were asked to start modeling the base of the sailboat. Participants were
encouraged to ask questions and given reminders about how to use specic features.
Once they demonstrated prociency with the tool by creating several surfaces for the
base, the program was restarted and the participants began the modeling task on their
own. Training times varied between 10 and 25 minutes for each participant. Overall,
each participant spent about one hour in the virtual reality environment.
6.3.2 Results
Models created during the sessions are illustrated in Figure 6.9. The software automat-
ically logged system events and created a summary report for each participant. The
logged summary data is shown in Table 6.2. The author's results for the task are also
included as a point of comparison for an expert user of the system. The author's model
is shown in Figures 6.14 and 6.15.
6.3.3 Analysis and Discussion
This section analyzes and discusses the results of the exploratory user study evaluation.
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Figure 6.9: Sailboat models created during user evaluation. First column: participant 1. Second column: participant
2. Third column: participant 3. Fourth column: participant 4
1
14
Table 6.2: Summary of logged data from a user evaluation modeling a sailboat. Values indicate the number of occur-
rences.
Participant Time
(min)
Freehand
Rails
Contour
Rails
Split
Rails
Joined
Rails
One
Rail
Sweeps
Two
Rail
Sweeps
Three
Rail
Sweeps
Rail
Dele-
tions
Surface
Dele-
tions
Moves Scales
P. 1 32 19 24 7 5 7 1 5 40 4 197 9
P. 2 54 69 24 52 35 31 37 27 175 53 483 51
P. 3 28 16 63 23 14 5 5 8 58 7 92 23
P. 4 21 88 1 51 54 18 6 22 115 27 101 16
Author 32 8 57 7 15 2 1 23 34 9 186 24
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Combining Freehand and Contour-based Rail Drawing
To understand the use of the tool, one important aspect is the ease with which an artist
can combine freehand drawing in space with the contour selection from a slide. As
shown in Table 6.2, all participants used some combination of both techniques.
In particular, participant 4 used almost all free-hand drawing (88 free-hand rails, 1
contour rail). She described herself as impatient. Even though the contour-based rails
created smoother curves, she felt that the two step process (indicating a 2D contour,
placing it in space) was not as immediate as directly drawing. This nding is also
supported by the fact that she was able to create her model in the quickest amount
of time (21 minutes) compared to the other participants that used more contour-based
rails. There is clearly a trade-o between the immediacy of freehand drawing and the
control provided by the contour approach.
Participant 2 also reected on this trade-o, but expressed the need for both rail
creation approaches. Like Participant 4, he also used more freehand rails (69 free-hand
rails, 24 contour rails), although this can be explained in part by the additional features
of the anchor and signature that he added to the model (Figure 6.9 second column),
which do not appear in the original sailboat sketch. He reported that he liked the
\straight line control [of the contour approach] but also the ability to express yourself
[with freehand]".
Interestingly, both participants that used the most freehand rails also had the most
rail deletions (175 for participant 2 and 115 for participant 4). We speculate that this is
caused in part because the diculty of freehand drawing caused more errors, i.e. rails
that did not have the shape that the user wanted, which were deleted; however, we also
saw that the immediacy of freehand drawing enabled more exploration of form. One
user who did not participate in the study expressed the importance of easily deleting
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rails, saying \I like that I can make stu and then make it go away". We attribute
this to previous research (e.g. [1]) that has found the ability to undo to be particularly
important for encouraging creative exploration.
In terms of workow, most participants built up a wireframe of rails to dene the
form before lling in surfaces. This can be seen by the greater number of two and
three rail sweeps (with the exception of Participant 1), and also the greater number
of rail deletions compared to surface deletions. From observing the modeling process,
surfaces were most often deleted when they occluded rails or parts of the slide where
the participant wanted to work. After the participants nished working in the occluded
region they would then recreate the deleted surface. This indicates that some form of `x-
ray' lens feature might be useful in future implementations to avoid issues of occlusion.
Surfaces that were deleted because of errors were most often caused when there were
multiple connecting rails running in almost the same direction. In this case, if the user
did not initially pull exactly in the direction of the specic guide he/she wanted the
contextual analysis choose the wrong guide. It was easy for participants to delete the
incorrect surface and re-sweep by pulling in a more precise direction, but future work
might look at ways of swapping the guide rail dynamically as the user pulls in dierent
directions, rather than basing the guide rails on just the initial sweep direction.
During the modeling workow, participants also liked the ability to hide the rails
and slides. This allows the artist to get an idea of how the nal model will look without
the \scaolding" occluding the view. Clicking and holding the secondary button on
the stylus in the non-dominate hand will hide the rails and slides. Releasing the button
makes them reappear. Like the rest of the interface, this feature is context sensitive. For
example, if the button is clicked while the artist is creating a rail by pulling a contour
along a guiding surface (See Figure 6.7), the other rails will hide, but the guide surface
will remain visible until the rail is set in space.
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Splitting and Recombining Rails
The ability to combine and split guide rails is particularly important for modeling in
this style. Participant 2 described a technique he used for more controlled freehand
input by splitting rails. He found that by moving his entire arm quickly through space
he was able to draw smoother rails. The downside to drawing quickly is that then it
becomes dicult to start and end the rail at specic points. His approach was to draw
quickly without focusing on the endpoints. After the rail was created he could easily
split it at exactly the endpoints he wanted and delete the extra end sections. Using this
technique, he had the highest number of split rails (52 occurrences) and deleted rails
(175 occurrences) of any participant. We have also seen other users use this technique
eectively, particularly when they want to end a rail near the surface of a slide.
Combining 2D and 3D Workows
The combination of 2D and 3D workows is particularly important for next-generation
expressive spatial interfaces. One participant in the user study expressed this thought,
saying \I like that what you draw on a napkin in a coee shop doesn't go to waste".
He refers to the ability to place 2D imagery directly in the virtual reality environment.
This enables artists to still utilize the 2D design process of sketching and ideation that
they are used to, while leveraging the benets of modeling spatially.
One participant mentioned that she liked the ability to place the slides in space
rather than just seeing them projected on a wall. This let her use both sides of the
slide, sometimes pulling contours towards herself other times pushing them away on
the opposite side of the slide. This task was facilitated by rendering each slide slightly
transparent so that the artist can see the contours behind it.
Even for artists that do not use the contour-based approach for rail creation, the
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slide was still useful for indicating correct proportions. Participant 4 used almost all
freehand drawing; however, she created her model centered around the slide. Each
surface roughly aligned with contours in the slide.
Several of the participants also demonstrated a surprising side-eect of modeling
around a 2D slide placed in space. The atness of the slide as one of the only frames of
reference in the modeling environment may have impacted the rails that the participants
created. For instance, several participants pulled contours straight out from the slide
and keep them relatively parallel to the slide surface. This can be seen in the sails in
the models by participants 1 and 2 in Figure 6.9.
Participant 3 took this approach to the extreme by creating a completely planar
sailboat. His model is interesting because although it is at, each surface has a very
precise shape dened by the contours. This demonstrates the control that artists have
using the contour-based approach to rail creation. It would be almost impossible to
model this at form using freehand gestures in space.
The eect of the planar frame of reference provided by the slide seems to be mini-
mized with more experience using the tool. Contrast the at edges of the participants'
models with the more complex curves seen in the author's sailboat model (Figure 6.14).
The impact of a reference frame for novice users is also supported by studies of young
children learning to draw in 2D. It has been shown that young children have trouble
drawing horizontal, vertical, and oblique lines inside a circular reference frame, but are
signicantly more accurate when drawing inside a square [136, 137]. Even using the
rectangular borders of the piece of paper can serve as a reference frame to increase line
drawing ability of straight lines in young children.
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Scaling, Reorienting, and Physicality
Each of the participants increased and decreased the scale of the virtual model many
times. Participant 3 specically commented on this feature's usefulness. When modeling
the ag at the top of the mast, he found that at a 1:1 scale between the virtual space and
the physical space the endpoints for these rails would be within the snap radius of each
other making it dicult to draw connecting rails from a specic endpoint. However,
because the snap radius is measured in physical space, he was able to increase the scale,
essentially increasing the distance between endpoints. This gives an artist an increased
amount of precision when snapping to a specic guide rail, or choosing a rail to sweep
into a surface.
Participants also found that ability to reorient the model to be useful. For instance,
to model the mast of the sailboat, several users found it awkward to select a long
vertical contour, reaching one arm far above their heads while keeping the other at
waist level. By rotating the slide and model on its side, they were able to keep their
arms horizontally out in front of their bodies and comfortably create the mast rails.
Reorientation of the model was also combined with changing the physical viewpoint
within the CAVE. Each participant walked around the model or peeked over surfaces
to see behind them. Some participants even squatted down to look up at the sails. We
observed participants reacting to the presence of the virtual model surfaces almost as if
they were really physical by walking around them rather than through them.
This type of spatial engagement with the digital artwork is very dierent than a
traditional modeling experience. In future work, we would like to explore the impact
this might have on artists' creativity when they are able to engage their entire body
during the 3D modeling process. During a recent demonstration of the tool to a local
architect she remarked on the spatial nature of the interface and its potential impact on
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her work. \What I really like is that I can use my whole body. There's more freedom
with fewer constraints. I feel like I can be a little more creative."
Creativity Impact
We were surprised by the dierent modeling results participants were able to create
based on the same initial sketch. In particular, the participants were able to create their
own additional creative features to help dene the model. For example, participant 2
added a signature and anchor to his boat. Participant 3 added a sailor climbing in the
rigging. Participant 4 added a keel and rudder that did not exist in the original sketch.
Although we used the same sketch for consistency in comparing between the dierent
results, several participants expressed the desire to use their own sketch of a sailboat to
start modeling.
6.4 Additional Results
In addition to the user study modeling results, we demonstrate the control and ex-
pressiveness that this interface allows through recreations of existing 3D sculptures and
original models created by the rst author using the Modeling with Context application.
6.4.1 Models Created by the Author
Pablo Gargallo's sheet-metal sculptures (See Figures 6.1 and 6.10) are a primary moti-
vation for the work presented in this chapter. The complex shapes and curves that make
up each sculpture intertwine and arc gracefully through space. Yet, at the same time,
these organic curves are what make his sculptures so hard to model using conventional
3D modeling tools.
The ability to recreate Gargallo's sculptures with the same amount of control and
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Figure 6.10: Left: Greta Garbo Con Sombrero. 1930 [138]. A sculpture by Pablo
Gargallo. Right: Paper templates Gargallo used for creating the sheet-metal pieces
that form the sculpture [139].
expressiveness that Gargallo had when working with physical materials has been a
driving motivator and a benchmark for our success.
The following sections present modeling results, both replications of existing Gar-
gallo sculptures as well as original pieces of 3D digital art, created by the author. These
examples illustrate the level of control and expression aorded by the spatial interaction
techniques with an expert user of the system.
Recreations of Gargallo's Sculptures
Figure 6.11 shows a digital recreation of Pablo Gargallo's sculpture called Greta Garbo
Con Sombrero, which was created using the tool. Compare the model with the image of
the original sculpture in Figure 6.10. One of the rst bits of evaluative feedback comes
through visual comparison. The system allows artists to faithfully recreate these types
of complex forms in 3D. With almost no prior 3D modeling experience, this sculpture
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Figure 6.11: Recreation of Pablo Gargallo's sculpture, Greta Garbo Con Sombrero.
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Figure 6.12: Leo. Lion mask sculpture created by the author.
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Figure 6.13: Details of the lion mask sculpture.
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Figure 6.14: Sailboat modeled by the author.
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Figure 6.15: Sailboat modeled by the author.
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was recreated in about ve hours.
The digital sculpture was created using a variety of the spatial modeling techniques
described previously. First, the prole of the face was created by placing a slide in the
center of the VR cave. The slide texture showed outlines of the original paper templates
shown in the right half of Figure 6.10. Contours were selected for the face and head
prole, using the techniques described in Section 6.2.2, and were used to create guide
rails for the face cross section. Then, a second slide showing traced outlines from a
photograph of the original sculpture was placed perpendicularly to the initial prole
slide. Contours from this slide were used to create guide rails to form the majority of
the surfaces.
Original Models
In addition to recreating existing sculptures, the interface enables artists to create new
digital works of art from inspirational imagery. Figures 6.12 and 6.13 show an original
sculpture of a lion mask created by the author from a 2D sketch of a lion's face in about
an hour and a half.
Figures 6.14 and 6.15 show a sailboat created from the sketch used during the
user evaluation (Figure 6.8). Although best viewed using a head-tracked stereoscopic
display, even printed on paper the images of these models show the great amount of
expressiveness an artist has to create surface details, such as the shape of the lion nose
or rues in the sail, using this spatial interface.
Figure 6.17 shows another example of an original sculpture. In this case, rather
than using an original sketch, the model was inspired by the stylized lithographs of a
bull by Pablo Picasso. Using the image shown in Figure 6.16 as inspiration, the model
is conceptualized as a 3D structure of overlapping plates curving outward to dene the
form of the chest. This model was created in about two hours, which includes ideation
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Figure 6.16: Bull (Plate IX). Lithographic plate of a stylized bull created by Pablo
Picasso in 1946 [140]. This image served as inspiration for the bull model shown in
Figure 6.17.
1
29Figure 6.17: Sculpture of a bull created in the Gargallo style by the author.
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and time experimenting with dierent 3D forms.
6.5 Discussion
This section discusses strategies for eective use of the tool.
6.5.1 Use of Reference Materials
The use of reference images for contour-based rail creation is particularly eective for
creating smooth 3D curves with a higher level of control than freehand drawing. Al-
though jitter in the hands makes it dicult to precisely set a spline curve that exactly
matches a 2D contour in an images, morphing the spline slightly using the context from
the underlying imagery allows the artist to smoothly and quickly place a 3D curve in
space.
The control this provides, both in terms of creating smooth curves as well as correct
proportion, can be seen in the sculpture of Greta Garbo which used a combination of
freehand drawing and contour selection. Most of the model was created using guide
rails from the reference imagery, allowing its form to closely match the real physical
sculpture.
6.5.2 Freehand Drawing
Although freehand drawing is less controlled, the immediacy it provides makes it equally
important for an expressive modeling interface. For example, the curly hair in the lower
left of the Greta Garbo model was created directly through free-hand drawing of the
guide rails. The tight curves of the hair lent themselves well to this looser style of input.
During the creation of the models shown in Section 6.4, free-hand drawing was
frequently used as a way to quickly explore possible shapes by sketching rails o to
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the side of the workspace. These sketches were fast and messy, with rails sometimes
drawn on top of each other as the curves were rened. Once the shape of a curve
and how it related to the existing rails was dened, the contour selection method, with
the additional control it provides, was used to create the nal smooth curve. The rail
concept sketches could then easily be deleted.
6.5.3 Creating Long Rails
One limitation of bi-manual spatial interfaces is that users are limited by the length that
they can spread their arms apart. This can make it dicult to select long contours in a
placed slide. This issue can be avoided using two dierent methods, which participants
in the exploratory user study employed naturally without any prompting.
The rst method for easily creating long rails is simply to reduce the size of the
slide by scaling the virtual space. This makes the contour endpoints closer together so
that the artist does not need to reach as far apart. For example the edges of the bull's
surfaces in Figure 6.17 were created by reducing the scale to be able to reach the full
length of the bull's back.
The second method creates long rails by creating multiple smaller rails along a
contour and then recombining them. This method works best for selecting long complex
contours in a slide. The contour selection interface uses a spline with only three inection
points which limits the possible curvature that can be selected in one operation. For
example, even though the spline will morph to more closely t a complex contour, it
would be dicult to select a spiral shape in one operation. This feature was used during
the creation of the Leo mask sculpture shown in Figure 6.12. The back of the mask was
created by selecting multiple connecting contour sections to result in a complex series
of curves. These rails were then combining into a single rail to sweep the back surface.
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6.6 Conclusion
Modeling with Context demonstrates the potential of combining spatial interfaces with
contextual interpretation. It provides ways of integrating 2D inspirational imagery
directly into the VR environment to help dene 3D rails used for surface creation. Using
these mechanisms, artists are able to create complex surfaces with a great amount of
control and expressiveness, as shown in our modeling results. We attribute the ease
of creation and control the system provides, even with novice users, to its ability to
leverage the contextual information when determining how to respond to user input.
Our modeling results show how the interface can be used in multiple ways. We
have demonstrated how it can be used to recreate existing sculptures such as those
by Pablo Gargallo. Additionally, it can be used to create new sculptures inspired by
existing artwork such as Picasso's bull, or entirely new models leveraging the artists
ideation sketches, as in the lion mask. Modeling with Context takes an important rst
step towards more intelligent spatial user interfaces by giving artists the control and
expressiveness they need to create models in this style.
7Conclusions and Future Work
In this nal chapter, we summarize the primary contributions of this dissertation and
present a discussion of future work.
7.1 Summary of Contributions
The primary contributions for the interfaces presented in this dissertation and the con-
clusions we can draw from them are discussed below.
7.1.1 Spatial Multi-Touch Gestures
In Chapter 3, we address the issue of intuitive multi-touch interaction with stereoscopic
3D content. Interacting with traditional 2D multi-touch is limiting for expressing some
3D operations, while interacting in the air above the surface suers from a lack of control
and increased fatigue.
To address this issue, we develop the concept of anchored multi-touch gestures.
This concept extends multi-touch interfaces by using gestures based on both multi-
touch surface input and 3D movement of the hand(s) above the surface. We call this
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type of interaction anchored, as the gesture is performed while maintaining an anchoring
touch to the surface. This allows us to leverage the benets of using the surface as a
passive haptic support, improving stability and control as well as lowering fatigue when
compared to freehand 3D input in the air. Users move uidly between traditional 2D
gestures on the surface, and anchored 3D gestures above the surface.
We introduce a taxonomy to characterize the design space for anchored multi-touch
gestures, and present two example applications: (1) an interface for navigating 3D
datasets, and (2) a surface bending interface for freeform 3D modeling. Both of these
applications use anchored gestures to interact with 3D content on a head-tracked stereo-
scopic multi-touch display.
The interface was evaluated with a formal user study where participants ranked
the anchored gestures as more intuitive then the state of the art interfaces used for
comparison. In addition to this formal evaluation, we provide a discussion of qualitative
insights and lessons learned during the creation of the tool and through use with a
collaborating mechanical engineer.
We conclude that spatial interfaces, like Anchored Gestures, provide increased ex-
pressiveness over traditional 2D multi-touch gestures when working with 3D stereoscopic
content. Additionally, the passive haptic support that the touch surfaces provides has
the potential to improve control and lower fatigue compared with free-hand interactions
in the air above the surface.
Combined in this way, spatial gestures and multi-touch are particularly well suited
for complicated tasks such as artistic surface bending where the physicality and multiple
concurrent inputs can be used to dene the resulting surface. This style of interface
is also benecial for scientic visualizations that combine 2D and 3D data because the
combination of 2D and 3D input enables users to pick the most appropriate degree of
freedom for a specic task.
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By adding a small amount of additional sensing capability to current multi-touch
hardware, these types of anchored multi-touch gestures can easily be captured to in-
crease the ability of artists and scientists to work intuitively in a controlled and expres-
sive way with 3D content in a multi-touch environment.
7.1.2 Prop-Based Visualization for Future Scientic Workspaces
Recently, 3D printed rapid-prototypes have been shown to give scientists a better spatial
sense of the data and facilitate navigation in visualizations [47, 48]; however, they are
still costly to produce for use as tangible props. Inspired by watching collaborators
gesture with a pen or pencil while discussing their data, we envision a future where
scientists are able to pick up objects already in their workspace and use them as props
to query and interact with their 3D data.
Although we were unable to track objects as small as a pencil with current low-cost
tracking technology; we explore how lightweight (i.e. low-cost and easy to produce)
props made out of paper, also found in a scientist's oce, can be used to make spatial
interaction more controlled. We anticipate that as tracking technology advances in
resolution, the spatial gestures we have contributed will transfer directly to interacting
with other cylindrical props such as a pen.
The user interface was designed to support exploratory visualization of thin ber
structures, commonly found in microscopy visualizations of biological tissues. From a
scientic standpoint, the most critical aspect of these data to understand is the geometric
alignment of bers. We contribute a prop-based interface to query bers based on their
orientation. In addition to using the paper prop to support querying ber directions,
the gesture set includes actions to reorient the 3D volume to investigate the data from
dierent viewpoints and set scalar values.
To support these interactions using a low-cost depth-sensing camera, new tracking
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algorithms were developed to compensate for the low-resolution and noisy tracking
data. Additionally, to realize the fully-featured visualization system, we developed
an algorithm for extracting thin, dense ber features (centerlines and diameters) from
volumetric data.
Based on our evaluation with domain scientists using the system to explore their
microscopy data, we conclude that spatial interfaces that use interaction props already
at hand in a scientists workspace can dramatically change scientists' workows by fa-
cilitating controlled, real-time interaction with their data.
Use of emerging visualization technologies such as depth sensing cameras and low-
cost 3D displays has the potential to bring these advantages directly to a scientists
desktop, which is a change from the current norm of prohibitively expensive and/or
complex to maintain visualization labs. This approach is particularly imperative to fa-
cilitate wider adoption of these expressive spatial interfaces by the scientic community.
7.1.3 Controllable Filtering Using Context and Force-Feedback
Force Brushes was motivated by a need for more precise control over selection and
other interactive data querying operations required by 3D visualizations. We introduce
the concept of haptic brushes for querying a weather dataset comprised of streamlines
integrated through a vector eld of hurricane Isabel wind speed.
Control is improved for selection operations through haptic constraints that keep the
pen anchored to the selected streamline. Similar haptic constraints lock the possible
motion of the pen to a perpendicular plane for a pulling operation that grows the
selection to include additional streamlines with similar data characteristics.
We conclude that by combining haptic force-feedback constraints with data-driven
context, users are able to overcome many of the limitations of selecting complex 3D
data like streamlines curving through space. Using a sequence of brushing operations
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with dierent data variables, users can progressively rene the selection and explore the
dataset with a great amount of precision. Much of this precision comes from the higher
degrees of freedom that scientists have when sweeping a pen through 3D space to select
their 3D data.
7.1.4 Context-Based Artistic 3D Modeling
Modeling with Context builds on the data-driven context approach used for Force
Brushes, but applies it to artistic 3D modeling. We present a way of integrating 2D
inspirational materials into the virtual reality modeling environment. Control for cre-
ating 3D curves, called rails, is increased by using the context of nearby contours in
the reference imagery. Sweep operations are introduced to intelligently create 3D mesh
surfaces based on both the user's input and the context of connecting rails.
The modeling results of the exploratory user study show that even novice users with
a limited amount of training (10-25 minutes) are able to create 3D models using the
system. Our other modeling results show that users had the control and expressiveness
to recreate intricate physical sculptures, such as those by Pablo Gargallo, as digital
models. Additionally, we show how the system can be applied for modeling new creative
works based on a user's sketches or exiting 2D works of art.
We conclude that spatial interfaces using data-driven context can signicant increase
an artist's ability to work with computational tools in a controlled way while maintaining
the expressiveness he or she has with physical media. Even without haptic support, it is
clearly evident in the artwork produced by the tool that artists with a limited amount
of prior 3D modeling experience can capture elaborate 3D forms with the system.
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7.2 Future Work
During the development of the spatial interfaces discussed in the previous chapters,
several opportunities for future work became apparent. We discuss several of the most
important ones here.
7.2.1 Approaches for Tracking Spatial Input
Spatial input has traditionally been limited by the ability to track a user's body motions
with high accuracy and low latency. Conventional approaches commonly use electro-
magnetic, ultrasonic, or optical tracking systems to measure the position and orientation
of a small number of 3D locations, commonly dened by reective markers or sensor
devices. Over time, these systems have become fairly robust, hence their use in several
of the interfaces described in this dissertation.
However, because these systems are only able to track a limited number of points,
their use for increasingly complex and expressive spatial input is limited. Consider, for
example, the way that you interact with real physical objects like this dissertation in
your hands. You support its weight with multiple points of contact, and turn the pages
with multiple ngers. This high-dimensional interaction is what gives you the control
and expressiveness we have when handling physical objects.
One approach to supporting this more complex style of interaction is through the use
of depth-sensing camera technology to track entire surfaces rather than a few points.
This technique was explored in Chapter 4, but new advances in both hardware and
tracking algorithms must still be developed. In particular, we recommend three areas
of future spatial tracking research identied through the development of the lightweight
prop interface in Chapter 4: (1) Algorithms for adaptive tracking of arbitrary objects,
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(2) Approaches for low-cost desktop-scale tracking, and (3) Real-time tracking tech-
niques.
One of the primary motivations for the interface described in Chapter 4 is to enable
scientists to pickup objects in their environment like a pen or pencil and use them
as impromptu interaction props. To realize this vision, new algorithms for adaptive
tracking of arbitrary objects must be created. Specically, this may include creating
new unsupervised learning algorithms to automatically recognize an object held in a
user's hands and start tracking it.
Similarly, approaches for low-cost small-scale desktop tracking must be developed.
A variety of approaches are typically used to recognize objects in point clouds, but many
rely on matching known 2D features (e.g. SIFT [141]) or 3D features (e.g. Viewpoint
Feature Histograms [142], Signature of Histograms of Orientations Descriptors [143]) to
points in the cloud. These feature-based descriptors typically rely on consistent normals,
curvature, or spacing between points. These approaches failed when applied to track
an object like a pencil with low-cost commodity hardware because of a large amount of
noise in the tracking data relative to the small size of the prop.
Finally, many spatial tracking approaches based on point cloud processing do not
run in real-time. For example, sample consensus based techniques, like RANSAC model
tting, are frequently used with noisy data. However, we found that tting a cylindrical
model to points in the cloud using an implementation from the Point Cloud Library [144]
caused a noticeable latency for the user that is unacceptable for expressive input.
If these three tracking research areas are addressed and robust libraries and toolk-
its are created, we expect that they will contribute greatly to new expressive spatial
interaction techniques for visualization, art, and other elds.
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7.2.2 High-Dimensional Active Haptics
Similar to the development of new tracking algorithms, active force-feedback devices
must advance as well. Much of this dissertation explores the use of passive haptics
because we have found that it provides control advantages over free-hand spatial inter-
action and is less constrained than existing active haptic force-feedback devices.
Existing active haptic devices are able to render precise forces, but the feedback is
usually limited to a single point. This limitation constrains the possible application
of these devices for expressive spatial interfaces. For example, consider the SensAble
Phantom device used in the ltering interface in Chapter 5. With this active haptic
device, the user holds a pen-shaped stylus. The force-feedback is applied to the stylus
tip. This stylus interface works well for controlled brushing over lines (as in our inter-
face) or drawing precise curves through space (e.g. Drawing-on-Air [18]), but it is less
practical for many other spatial tasks.
Consider the modeling interface in Chapter 6. In the future, one way that an artist
might want to edit the form of an existing surface is by reaching out and shaping it
with multiple ngers, similar to modeling with real physical clay. This type of expressive
spatial interaction will only be possible if new active haptic devices are developed that
can provide precise force feedback over multiple points of contact, potentially the entire
surface of a user's hand or body.
Previous work has recently explored this area. For example, using grids of vibrotac-
tile actuators [145, 146] or oscillating electrical elds [147] to create tactile sensations
for the user. In particular, development of high-dimensional force-feedback devices that
do not require the user to wear any physical instrumentation will be important for en-
hancing users' freedom of expression. AIREAL [148] is a device in this style, which uses
vortices of air to create forces the user can feel. While these examples are promising,
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advances must still be made to expand the descriptiveness and precision of the feedback.
7.2.3 Learn-Ability and Self-Revealing Spatial Interfaces
One of the primary issues with expressive spatial interfaces, particularly for new users, is
that they can be dicult to learn. This might seem like a paradox when spatial interfaces
are also commonly called \natural" user interfaces. People make the assumption that
because they are natural there is always a clear expectation for how the user should
proceed. Unfortunately, beyond simple manipulation tasks this is frequently not the
case.
For example, our collaborators using the microscopy visualization interface presented
in Chapter 4 were conicted at times because the interface was so dierent than how
they traditionally use computers. Occasionally, they needed to be reminded of specic
gestures. Over time, as tracking technology matures and spatial interfaces become
more common for scientic and artistic applications, this will likely change. Users will
start to learn common interaction metaphors in the same way that most people have
learned 2D multi-touch metaphors like pinch to zoom. However, in the meantime,
new approaches must be developed to teach spatial gestures or make them more self-
revealing. GestureBar [106] is a notable example in this style applied to learning 2D
gestures. Similarly, ShadowGuides [78] uses virtual shadows to indicate to users how to
complete multi-touch gestures.
In the future, we plan to explore how similar techniques might translate to learning
3D gestures. For example, virtual shadows might work well for learning free-hand
interfaces in large virtual environments like the CAVE used in Chapter 6, but a 3D
version of GestureBar might be more appropriate for sh-tank style VR where gestures
tend to have smaller movements and menu-based systems are more common. Another
possible approach, particularly for paper-based props like the one used in Chapter 4, is
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to print instructions directly on the prop. These instructions would be always available,
showing users how to place their ngers and the specic gestures to perform.
7.2.4 The Eect of Expressive Spatial Interfaces on Creativity
The focus of this dissertation is on improving the control and expressiveness of spa-
tial interfaces; however, during the user evaluation of the 3D modeling interface, users
brought up how the expressive spatial interface made them feel more creative.
Previous work in the psychology and cognitive science domains (e.g. [149, 150]) has
found that uid gestures and actions can enhance creativity, but to our knowledge little
work has been done examining how spatial interfaces coupled with virtual reality aect
creativity.
This is an important future research direction for expressive spatial interfaces. A
greater understanding of how they aect creative thinking would enhance our ability
to design eective creativity support tools. The outcomes of this would be benecial
to many domains besides art. For example, enhanced creativity might lead to more
insights found when visualizing scientic data.
7.3 Conclusions
The work presented in this dissertation explores how spatial input can be made more
expressive and controlled through a variety of approaches in two application domains.
For artistic domains like 3D modeling, we conclude that the greater physicality and
directness of free-hand input is imperative for expressive spatial interfaces. However,
this free-hand input must be controllable to achieve expressive results. Control can be
provided through haptic constraints, as in the passive haptic surface used for Anchored
Gesture modeling in Chapter 3, but we have found that contextual interpretation of the
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input oers a similar level of control with fewer constraints for the artist's movement.
Additionally, the integration of 2D and 3D content is a key feature of eective spatial
interfaces in this domain. Artists frequently work with 2D media, such as paper and
pencil sketches, during the ideation phase of design, and an expressive spatial interface
must be able to integrate these materials into the virtual reality environment.
For scientic visualization applications, expressiveness of the input is important for
quickly specifying complex spatial operations. Even more importantly, this spatial input
must have precise control. In this scientic domain, we found that a combination of
haptic constraints and data-driven context provides maximum control. While active
force-feedback devices provide this high level of precision, their expense and limited
concurrency (usually only tracking a single pen) makes them less applicable to more
complex visualization tasks. For these tasks, we recommend approaches like Anchored
Gestures that take full advantage of both the enhanced expressiveness of spatial gestures
and the increased degrees of freedom from multiple hands and multiple concurrent touch
points. However, interface designers must remain vigilant to the increased learning curve
caused by the higher degrees of freedom.
Overall, the potential impact of this work is great. The techniques presented here
provide more eective ways for spatially interacting in a controlled and expressive way.
They have the potential to dramatically change how people approach and use com-
putational tools when working with three-dimensional data or content. Although the
focus of this work is on supporting 3D artistic creation and visualization, we believe
the results are generalizable to other domains. We anticipate that the work proposed
here can have a powerful impact on shaping the future of expressive human-computer
interaction for the next-generation of computational tools.
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Appendix A
Supporting Virtual Reality
Hardware and Software
Development
The artistic modeling interface described in Chapter 6 uses a virtual reality CAVE
environment. This appendix describes the design of a low-cost CAVE, supporting in-
put devices, and a software toolkit developed to support these types of virtual reality
applications.
A.1 Development of a Low-Cost CAVE Virtual Reality
Environment
The modeling hardware environment is a four wall VR CAVE (cave automatic virtual
environment) [151]. Originally developed at the University of Illinois, CAVE's provide
an immersive experience to the user. In the last decade, several research institutions
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Figure A.1: A low-cost virtual reality CAVE built in the Interactive Visualization Lab.
have implemented changes to the original cave. These changes include using tiled LCD
displays instead of projectors [152] for higher resolution and contrast, or additional
angled display surfaces to minimize ghosting [153] of the stereo rendering. Most recently,
Brown University has created a new CAVE environment with the goal of reaching retinal
resolution and a large eld of view while minimizing seams in the projection surface that
distract from the user's immersion [154].
While these updates are impressive, they are extremely expensive, costing over one
million dollars to build [153]. As such, they are frequently built in large spaces and used
by multiple invested groups. In contrast, our approach, shown in Figure A.1, was to
design and build a low-cost alternative directly in our lab, made possible by the recent
availability of low-cost 3D projectors.
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Figure A.2: Two projectors mounted in the ceiling are used to project on the oor of
the cave.
A.1.1 Projectors
Our CAVE implementation uses three rear-projection side-walls and a front-projection
oor. Each side wall has two Dell s300 short-throw projectors for a total resolution
of 1024x1024 per wall running at 120 hz. The oor uses two Dell 1610hd projectors
mounted horizontally with mirrors to bounce the light to the oor, see Figure A.2.
Because the projected images contain a slight barrel distortion from the lens, the
images must be warped and blended. This is accomplished using the NVIDIA Warping
and Blending API. Custom software was written to iteratively adjust the projection
shape to compensate for the distortion.
A.1.2 Frame and Screen Design
Shown in Figure A.1, the frame is made from 80/20 extruded aluminum T-slot proles
that bolt together using modular connections. The frame contains mounting points for
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each projector and also supports the screen. The screen material consists of standard
rear-projection screen that was hand grommeted. Bungee ropes, threaded through the
grommets, stretch it tight around the frame.
A.1.3 Input Devices: Rapid Prototyping 3D styluses
As discussed throughout this dissertation, the physical interface is extremely important
for increased control of spatial interaction. Frequently, interaction in virtual reality
environments uses game controllers or wand devices; however, the ergonomic layout of
these types of input devices is not as appropriate for the modeling interface presented
in Chapter 4.
We were unable to nd a commercial input device that t our requirements. Thus,
we created two identical rapid prototypes that t our needs. Shown in Figure A.3, the
styluses resemble large markers. This shape makes it easy to hold the stylus in the
artist's hand, and he or she is able to easily manipulate it with his or her ngers.
Electronics and Software
The electronic components of each stylus consist of a Wixel micro-controller, two but-
tons, a lithium polymer battery, and a power switch, shown in Figure A.4. The Wixel
was chosen as a microcontroller because it contains an integrated RF radio to commu-
nicate button presses to the host computer. These interactions are communicated to
the VR software through the VRPN [155] library. The Wixel is also fairly small which
reduced the necessary width of the stylus design.
In order to maintain the light weight necessary to prevent fatigue when drawing, a
rechargeable 110mAh lithium polymer battery was used. To maximize the low capacity
of this battery, the microcontroller software was written to use a low power mode of
the Wixel. In the default state, the stylus software turns o the voltage regulator and
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Figure A.3: 3D printed, rapid prototype, interaction stylus. Shaped like a pen, this
light-weight stylus enables a more natural 3D drawing technique. Reective markers
are integrated into the rear of the stylus for 3D tracking.
crystal oscillator in the micro-controller. When the user presses one of the buttons,
an interrupt command is sent to wake up the processor and send a button down event
over the RF radio to the host computer. When the button is released, a button up
event is sent and the Wixel returns to its low power mode. Using this software, we have
found the battery will last several days with constant usage, and over a month with
intermittent use.
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Figure A.4: Electronic components of 3D interaction stylus.
Case Design
The stylus case was modeled using Trimble Sketchup [156] and 3D printed on a Maker-
bot [157]. Shown in Figure A.5, the case consists of four parts: two halves of the barrel,
a tracking end cap, and a tip. The ends were designed to connect together using an
annular snap joint similar to a pen cap. This joint consists of a small bead running
around the outside of the barrel ends and a corresponding groove in the interior of
the end pieces, see detail in Figure A.6. The snap joint holds the ends securely, but
makes it easy to take apart the stylus to change the battery. Additionally, the replace-
able endcaps enable interchangeable tracking antler congurations for the two dierent
styluses.
A.2 Development of a Virtual Reality Toolkit
To make developing virtual reality applications easier, many virtual reality toolkits
have been developed, such as VRJuggler, CalVR, and FreeVR. Predominately, these
software libraries handle display and input device conguration. They abstract the
graphics pipeline to support head-tracked stereoscopic rendering.
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Figure A.5: The stylus case is made from four 3D printed parts. Two center barrels
hold the electronic components. The endcaps snap on and include the stylus tip and a
tracking marker conguration for 3D tracking.
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Figure A.6: Detail of annular joint connecting stylus endcaps.
With the completion of our low-cost CAVE environment, we needed a toolkit for
developing VR applications. We found that no existing library met all of our needs.
Therefore, we decided to develop our own open source library called MinVR. This
required a fair amount of `reinventing the wheel'. However, from our experience we
learned several lessons to help guide future VR researchers. The rst lesson is that
developing a VR toolkit was not too dicult. Additionally, the advantages we gained
by customizing it exactly to our hardware setup, as well as the familiarity gained through
development, made the time invested worthwhile.
A.2.1 MinVR: Inspiration and Design Philosophy
Development of MinVR primarily grew out of the dissatisfaction we had with our exist-
ing VR toolkit, VRG3D. MinVR addresses three VR toolkit properties that we found to
have a big impact in how eciently and eectively we are able to develop VR software
175
in our lab. The big three are: (1) minimum-as-possible library, (2) support for the
latest hardware congurations, and (3) exible user input. In the following sections, we
discuss these ideas in more detail, and explain how MinVR attempts to address them.
Minimum-as-possible library
VR toolkits should be as minimum-as-possible. Their primary purpose is to act as mid-
dleware to interface with input devices and setup the rendering environment for dierent
screen congurations. Yet, most VR toolkits also directly integrate graphics toolkits as
well. For example, VRG3D is dependent on the G3D graphics library, MiddleVR is tied
to Unity, and CalVR makes use of OpenSceneGraph.
In the environment of academic research labs, the particular requirements for an
individual project might necessitate using a dierent graphics toolkit. For example,
one project might use OpenSceneGraph to manage large virtual environments, while
another project might use Unity to create a VR environment with the iPhone. In our
lab, we have found that a VR toolkits dependency on a particular graphics toolkit leads
to hacked solutions where multiple toolkits are cobbled together in an ad hoc way to
meet project needs. This slows development, leads to more bugs, and makes the code
harder to understand.
Through the development of MinVR, we have attempted to x this problem by
having a core library that handles traditional VR toolkit tasks and separate AppKits
that allow a developer to plugin the graphics toolkit of his/her choice.
Support for the Latest Hardware and Congurations
In the last ve years, the number of display outputs on graphics cards has increased,
the number of processor cores in a CPU has more than doubled, and it is now quite
reasonable to put four graphics cards in a single machine. We have found that these
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hardware advances enable us to run our CAVE from a single machine rather than the
more common clustered setup.
This single machine conguration has signicant advantages making it easier to write
and debug VR software. When debugging, a developer can set breakpoints and step
through code in the entire application rather than just on a single cluster node. However,
many VR toolkits are not developed with this situation in mind. In order to eciently
use new hardware, modern VR toolkits must support multi-threaded rendering to make
use of multi-cored architecture and GPU anity to support multi-GPU systems.
Flexible User Input
Although most VR toolkits support a variety of input devices through VRPN, trackd,
or other input libraries, they frequently make assumptions about the type of input
which limits exibility. For example, many VR toolkits assume the primary interaction
is through a traditional wand device with a single orientation and position. This is
frequently not the case in academic environments, particularly when researching 3D user
interfaces. For instance, with the recent commoditization of low-cost depth cameras, it
is now quite reasonable to assume that the input might be a point cloud. VR toolkits
must be exible to the ever evolving types of input and limit the assumptions they
make.
In MinVR, we have tried to support this exibility by dening events based on a
name string and associated data. In addition to being exible in the type of input this
scheme supports, it also makes it very easy to prototype, simulate, or debug interactions.
Because input is based on strings it is easy for developers to alias input devices to
dierent names, or simulate 3D input with a mouse or keyboard.
