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その一種である SA‐AMG 法[1] のアルゴリズムを示し,ニアカーネルベクトルの設定による収束性の変化
や,効率的な並列実装について,我々が行ってきた研究を紹介 [2, 3\mathrm{j} する.なお実験はすべて東京大学の
FX10 スーパーコンピュータシステム上で行った.
2 代数的多重格子法





古典的反復解法では, x_{new}=x_{old}+M(b-Ax_{old}) のように解を更新する.但し行列 M は A^{-1} を近似し
たものである.リチャードソン法,ヤコビ法やガウスザイデル法はどは M はそれぞれ sl, D^{-1}, (D+L)^{-1}
としている.もし x_{\mathrm{o}id} に誤差成分 e が入っており, Ae\approx 0 ならば,古典的反復解法は残差ベク トルから解
を補正するため,誤差成分 e を取り除くのは難しい.そのため代数的多重格子法では,この Ae\approx 0 でかつ
e\neq 0 となるようなベクトル e をニアカーネル成分と呼び,未知数の少ない連立一次方程式で補正すること
を目的とする.
そのため,未知数の少ない補正解 x_{\mathrm{c}} を元の未知数の多いベクトルに変換する補間演算子 P を定義し,
x=x+Px_{c} という式により解を補正する.このときニアカーネル成分に入ってる誤差を消すためには,行
列 P の値域にニアカーネル成分が含まれる必要がある.この条件を満たす Pが何らかの手法により定義で
きたとすると,解は Px。分だけ補正されるので,誤差も e_{n\mathrm{e}w}=e_{old}-Px。となる.行列 \mathrm{A} は対称正定値と
想定しているので, \mathrm{A} ノルムが定義でき, \Vert e_{n\mathrm{e}w}||_{A} の最小化をする x_{c} を考える.





これは (e_{old}-Px_{c})^{t}A(e_{old}-Px_{c}) を最小化する x_{c} を求めることになり x。で微分して 0 とすることで,
P^{t}APx_{c}=P^{t}(b-A_{X}) を解けば良いことが分かる.これにより, P が決まると次に示すような2レベル法
が導出できる.









SA‐AMG 法 [1] では,明示的にニアカーネルベクトルを未知数のグループに分けて列を分割することで
行列 P を作成する.下の補間行列の例では,6個の未知数を3個ずつの2個の未知数グループに分け,ニア
カーネルベクトルを分割したものを作成している. \tilde{P}_{s\mathrm{c}aiar} では定数ベクトルを, \tilde{P}'vect。r では,ニアカーネ
ルベク トルが,定数成分と −0.5∼0.5まで一定に増加するベクトルであった場合の例である. (1, 1)^{t} もしく
は (1, 0,1,0)^{t},(0,1,0,1)^{t} とかけあわせることによって, \tilde{P}_{sca\acute{\mathrm{t}}ar} の場合は定数ベク トルが生成され, \tilde{P}'vect。r
の場合は対応する2本のニアカーネルベク トルが取り出せ, P がニアカーネルベクトルを値域に持つとい
う条件を満たせている.複数本のニアカーネルベク トルを使う場合, \overline{P}'vect。r のように一度作成した上で,
ニアカーネル成分1本目と2本目で補間する成分を分離をするため,各未知数グループ内で \tilde{P}_{ve}'ct。r の要
素を直交化させる.それにより, \tilde{P}_{ve\mathrm{c}\mathrm{t}o\mathrm{r}} を得る.
\tilde{P}_{scalar}= ( 000111 001101 \backslash  , \tilde{P}_{v\mathrm{e}\mathrm{c}tor}'=.( 000111 -0_{0}.1-0_{0}.3-0_{0}.5 100011 0.50.30.1000 /\backslash  , \tilde{P}_{v\mathrm{e}\mathrm{c}tor}= ( 000111 -0_{0}.20_{0}200 000111 -0_{0}.20.2000 )
\overline{P}_{scalar} と \tilde{P}_{v\mathrm{e}ctor} の値域に,指定したニアカーネル成分が含まれることは明らかだが,未知数グループご
とに値を取り出しているため,列ベクトル単体ではニアカーネル成分からは遠くなっている場合があり得
る.行列 P の値域はニアカーネルに近い部分を広く含んでいた方がいいため,行列 P の各列ペクトルもニ
アカーネルに近づけた方が良い.そのため, \tilde{P} の各列 p_{i} に対 \mathrm{b} て Ap_{i}=0 に対する減速ヤコビ法を1回適























し適用し収束しにくい成分を使 \prime D て問題に応じた補間行列 P を作る手法についてはadaptive MG 法[4] と
いう先行研究がある.ただし,ニアカーネルベクトルの本数が並列性能にどの程度影響があるか,本数を大





の変化を調べた [2]. 図1に1プロセスあたり, 15\times 15\times 15 の節点領域を割り当て,1プロセスのときと8
プロセスのときの収束時間 , | 反復回数を示す.setupがマルチレベル構築部の時間であり,Solveが解法部
の時間である.1節点あたり各軸方向への変位の情報があり,3変数となる.横軸はニアカーネルベクトル
の設定で 3\mathrm{p}, 6\mathrm{p} はそれぞれ平行移動3方向と,平行移動と回転の6方向をニアカーネルベクトルとして用
いたときの結果である.3+1から3+7は平行移動3方向と Ax=0 に対して初期解として乱数ベクトルを
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