Abstract. The aim of these notes is to provide a new proof of the Mattila-Melnikov-Verdera theorem on the uniform rectifiability of an Ahlfors-David regular measure whose associated Cauchy transform operator is bounded. They are based on lectures given by the second author in the analysis seminars at Kent State University and Tel-Aviv University.
Introduction
The purpose of these notes is to provide a new proof of Mattila, Melnikov, and Verdera's theorem. The exposition is self-contained, relying only on a knowledge of basic real analysis. Theorem 1.1. [MMV] An Ahlfors-David regular measure µ whose associated Cauchy transform operator is bounded in L 2 (µ) is uniformly rectifiable.
The precise statement of this theorem is given in Section 3. The scheme employed to prove Theorem 1.1 in these notes is quite different from that in [MMV] , and relies upon a characterization of reflectionless measures. In this regard, one may compare the proof to that of Mattila's theorem [Mat2] : Suppose that µ is a finite Borel measure satisfying lim inf r→0 µ(B(z,r)) r ∈ (0, ∞) for µ-a.e. z ∈ C. If the Cauchy transform of µ exists µ-a.e. in the sense of principal value, then µ is rectifiable. Mattila's proof of this theorem uses a characterization of symmetric measures, the reader may consult Chapter 14 of the book [Mat1] for more information.
Subsequently, Mattila's theorem was generalized to the case of singular integrals in higher dimensions by Mattila and Preiss in [MP] . To find the analogous generalization of the proof we carry out here would answer a longstanding problem of David and Semmes [DS] . Very recently, Nazarov, Tolsa, and Volberg [NTV] completed the solution of the problem of David and Semmes in the case of singular integral operators of co-dimension 1. They proved that if µ is a d-dimensional Ahlfors-David regular measure in R d+1 , then the boundedness of the d-dimensional Riesz transform in L 2 (µ) implies that one of the criteria for uniform rectifiability given in [DS] is satisfied. See [NTV] for more details, and for further references and history about this problem.
Throughout this paper, we shall only consider Ahlfors-David regular measures. For closely related results without this assumption, see the paper of Léger [Leg] .
Notation
We shall adopt the following notation:
• B(z, r) denotes the open disc centred at z with radius r > 0.
• For a square Q, we set z Q to be the centre of Q, and (Q) to denote the side-length of Q.
• We shall denote by D the standard lattice of dyadic squares in the complex plane. A dyadic square is any square of the form [k2 j , (k + 1)2 j ) × [ 2 j , ( + 1)2 j ) for j, k and in Z.
• We define the Lipschitz norm of a function f by f Lip = sup z,ξ∈C,z =ξ |f (z) − f (ξ)| |z − ξ| .
• We denote by Lip 0 (C) the space of compactly supported functions with finite Lipschitz norm. The continuous functions with compact support are denoted by C 0 (C).
• For f : C → C, we set f ∞ = sup z∈C |f (z)|. In particular, note that we are taking the pointwise everywhere supremum here.
• The closure of a set E is denoted by E • The support of a measure µ is denoted by supp(µ).
• For a line L, we write the one dimensional Hausdorff measure restricted to L by H 1 L . If L = R, we instead write m 1 . • We will denote by C and c various positive absolute constants.
These constants may change from line to line within an intermediate argument. The constant C is thought of as large (at the very least greater than 1), while c is thought of as small (certainly smaller than 1). We shall usually make any dependence of a constant on a parameter explicit, unless it is clear from the context what the dependencies are.
3. The precise statement of Theorem 1.1 3.1. The Cauchy transform of a measure µ. Let K(z) = 1 z for z ∈ C\{0}. For a measure ν, the Cauchy transform of ν is formally defined by C(ν)(z) = C K(z − ξ)dν(ξ), for z ∈ C.
In general, the singularity in the kernel is too strong to expect the integral to converge absolutely on supp(ν). It is therefore usual to introduce a regularized Cauchy kernel. For δ > 0, define K δ (z) =z max(δ, |z|) 2 . Then the δ-regularized Cauchy transform of ν is defined by
Before we continue, let us introduce a very natural condition to place upon µ. A measure µ is called C 0 -nice if µ(B(z, r)) ≤ C 0 r for any disc B(z, r) ⊂ C.
If µ is a C 0 -nice measure, then for any f ∈ L 2 (µ) and z ∈ C, we have that C µ,δ (f )(z) := C δ (f µ)(z) is bounded in absolute value in terms of δ, C 0 , and f L 2 (µ) . To see this, we shall need an elementary tail estimate, which we shall refer to quite frequently in what follows:
Lemma 3.1. Suppose µ is C 0 -nice measure. For every ε > 0 and r > 0, we have C\B(0,r) 1 |ξ| 1+ε dµ(ξ) ≤ C 0 (1 + ε) ε r −ε .
The proof of Lemma 3.1 is a standard exercise, and is left to the reader. With this lemma in hand, we return to our claim that C µ,δ (f ) is bounded. First apply the Cauchy-Schwarz inequality to estimate
The first term on the right hand side of this inequality is at most
, and the second term is no greater than
loc (µ). One conclusion of this discussion is that for any nice measure µ, it makes sense to ask if C µ,δ is a bounded operator from
Definition 3.2. We say that µ is C 0 -good if it is C 0 -nice and
By definition, the Cauchy transform operator associated with µ is bounded in L 2 (µ) if µ is good.
The two dimensional Lebesgue measure restricted to the unit disc is good. However, this measure is not supported on a 1-rectifiable set and so such measures should be ruled out in a statement such as Theorem 1.1. To this end, we shall deal with Ahlfors-David (AD) regular measures. Definition 3.3. A nice measure µ is called AD-regular, with regularity constant c 0 > 0, if µ(B(z, r)) ≥ c 0 r for any disc B(z, r) ⊂ C with z ∈ supp(µ).
Uniform rectifiability.
A set E ⊂ C is called uniformly rectifiable if there exists M > 0 such that for any dyadic square Q ∈ D, there exists a Lipschitz mapping
We can altnernatively say that E is uniformly rectifiable if there exists M > 0 such that for any dyadic square Q ∈ D, there is a rectifiable curve containing E ∩ Q of length no greater than M (Q).
A measure µ is uniformly rectifiable if the set E = supp(µ) is uniformly rectifiable.
We may now restate Theorem 1.1 in a more precise way.
Theorem 3.4. A good AD-regular measure µ is uniformly rectifiable.
Making sense of the Cauchy transform on supp(µ)
The definition of a good measure does not immediately provide us with a workable definition of the Cauchy transform on the support of µ. In this section, we rectify this matter by defining an operator C µ as a weak limit of the operators C µ,δ as δ → 0. This idea goes back to Mattila and Verdera [MV] . We fix a C 0 -good measure µ.
Note that if f ∈ Lip 0 (C), then f is bounded in absolute value by f Lip · diam(supp(f )).
Fix f, g ∈ Lip 0 (C). Then for any δ > 0, we may write
As a result of this bound on the absolute value of H, there exists a constant C(f, g) > 0 such that
On the other hand, since µ is a nice measure, the set {(z, ξ) ∈ C × C : z = ξ} is µ × µ null, and so for µ × µ almost every (z, ξ), the limit as δ → 0 of K δ (z − ξ) is equal to K(z − ξ). As a result, the Dominated Convergence Theorem applies to yield
This limit will be denoted by I(f, g) = I µ (f, g). Moreover, there is a quantitative estimate on the speed of convergence:
Since µ is C 0 -nice, µ(S) can be bounded in terms of the diameters of the supports of f and g, and we see that
We have now justified the existence of an operator C µ acting from the space of compactly supported Lipschitz functions to its dual with respect to the standard pairing f, g µ = C f gdµ. Since µ is C 0 -good, for any δ > 0 we have
and this inequality allows us to extend the definition of I(f, g) to the case when f and g are L 2 (µ) functions. To do this, we first pick functions f and g in L 2 (µ). Let ε > 0. Using the density of Lip 0 (C) in L 2 (µ), we write f = f 1 + f 2 and g = g 1 + g 2 , where f 1 and g 1 are compactly supported Lipschitz functions, and the norms of f 2 and g 2 in L 2 (µ) are as small as we wish (say, less than ε). We know that I δ (f 1 , g 1 ) → I(f 1 , g 1 ) as δ → 0. Consequently, for each ε > 0, I δ (f, g) can be written as a sum of two terms, the first of which (namely I δ (f 1 , g 1 )) has a finite limit, and the second term (which is I δ (f 1 , g 2 ) + I δ (f 2 , g 1 ) + I δ (f 2 , g 2 )) has absolute value no greater than
). It follows that the limit as δ → 0 of I δ (f, g) exists. We define this limit to be I(f, g) = I µ (f, g).
From (4.1), we see that
. Therefore we may apply the Riesz-Fisher theorem to deduce the existence of a (unique) bounded linear operator C µ :
Having defined an operator C µ for any good measure µ, we now want to see what weak continuity properties this operator has.
Definition 4.1. We say that the sequence µ k tends to µ weakly if, for any ϕ ∈ C 0 (C),
We now recall a standard weak compactness result, which can be found in Chapter 1 of [Mat1] (or any other book in real analysis).
Lemma 4.2. Let {µ k } k be a sequence of measures. Suppose that for each compact set E ⊂ C, sup k µ k (E) < ∞. Then there exists a subsequence {µ k j } k j and a measure µ such that µ k j converges to µ weakly.
An immediate consequence of this lemma is that any sequence {µ k } k of C 0 -nice measures has a subsequence that converges weakly to a measure µ. The next lemma shows that the various regularity properties of measures that we consider are inherited by weak limits.
Lemma 4.3. Suppose that µ k converges to µ weakly. If each measure µ k is C 0 -good with AD regularity constant c 0 , then the limit measure µ is also C 0 -good with AD regularity constant c 0 .
Proof. We shall first check that µ is AD regular. Let x ∈ supp(µ), r > 0, and choose ε ∈ (0, r/2). Consider a smooth non-negative function f , supported in the disc B(x, ε), with f ≡ 1 on B(x, ε 2 ). Then C f dµ > 0. Hence, for all sufficiently large k,
Now let ϕ ∈ C 0 (C) be nonnegative and supported in B(x, r), satisfying ϕ ∞ ≤ 1 and ϕ ≡ 1 on B(x, r − ε). Then
Letting ε → 0, we arrive at the desired AD regularity. The property that µ is C 0 -nice is easier and left to the reader (it also follows from standard lower-semicontinuity properties of the weak limit).
It remains to show that µ is C 0 -good. Fix f, g ∈ Lip 0 (C) and define H and S as before. Note that K δ (z − ξ)H(z, ξ) is a Lipschitz function in C 2 , and has support contained in S × S. Let U ⊃ S be an open set with µ(U ) ≤ µ(S) + 1. The (complex valued) Stone-Weierstrass theorem for a locally compact space tells us that that the algebra of finite linear combinations of functions in C 0 (U ) × C 0 (U ) is dense in C 0 (U × U ) (with respect to the uniform norm in C 2 ). Let ε > 0. There are functions ϕ 1 , . . . , ϕ n and ψ 1 , . . . , ψ n , all belonging to
It therefore follows that lim sup
On the other hand, µ k is C 0 nice, and so µ k (U ) ≤ C(f, g). Since ε > 0 was arbitrary, we conclude that
As a result of this convergence, we have that
But since both |f | 2 and |g| 2 are in C 0 (C), the right hand side of this inequality equals f L 2 (µ) g L 2 (µ) . We now wish to appeal to the den-
. But then, since the space of Lipschitz function compactly supported in B(0, R) is dense in L 2 (B(0, R), µ), we conclude that ||C µ,δ || L 2 (µ)→L 2 (B(0,R),µ) ≤ C 0 . Finally, taking the limit as R → ∞, the monotone convergence theorem guarantees that C µ,δ L 2 (µ)→L 2 (µ) ≤ C 0 , and hence µ is C 0 -good.
The proof of the next lemma is left as an exercise.
Lemma 4.4. Suppose that µ k is a sequence of c 0 AD-regular measures converging weakly to a measure µ. If z k ∈ supp(µ k ) with z k → z as k → ∞, then z ∈ supp(µ).
Our last task is to check that the bilinear form I µ k has nice weak convergence properties. For this, let f, g ∈ Lip 0 (C). For δ > 0, we write
The first and third terms are bounded by C(f, g)δ. The second term converges to 0 as k → ∞. Therefore
But δ > 0 was arbitrary, and so I µ k (f, g) converges to I µ (f, g) as k → ∞.
Riesz Systems
Throughout this section we fix a C 0 -nice measure µ. A system of functions ψ Q (Q ∈ D) is called a C-Riesz system if ψ Q ∈ L 2 (µ) for each Q, and
for every sequence {a Q } Q∈D . By a simple duality argument, we see that if ψ Q is a C-Riesz system, then
Suppose now that with each square Q ∈ D, we associate a set Ψ Q of L 2 (µ) functions. We say that Ψ Q (Q ∈ D) is a C-Riesz family if, for any choice of functions ψ Q ∈ Ψ Q , the system ψ Q forms a C-Riesz system.
We now introduce a particularly useful Riesz family. Suppose that µ is a C 0 -nice measure. Fix A > 1, and define
, while the oscillation of ψ Q on the set B(z Q , A (Q )) (which contains the support of ψ Q ) is no greater than
By multiplying these two estimates we arrive at the desired bound on the absolute value of the inner product.
Consider a sequence
Inserting our bounds on the inner products into this sum, we see that we need to bound the sum
(Since all sums involving squares will be taken over the lattice D, we will not write this explicitly from now on.) Using Cauchy's inequality, we estimate
It therefore suffices to estimate two double sums:
For each dyadic length greater than (Q ), there are at most CA 2 squares Q of side length for which B(z Q , A ) has non-empty intersection with B(z Q , A (Q )). Hence
Concerning II, all the relevant squares Q in the inner sum are contained in the disc B(z Q , 3A (Q )). Therefore, at scale there are at most CA 2 (Q ) 2 squares Q of side length that can contribute to the inner sum. As a result,
Combining our bounds, we see that the Ψ µ Q,A is a Riesz family, with Riesz constant C(C 0 )A 5 .
Bad squares and uniform rectifiability
In this section we identify a local property of the support of a measure, which ensures that the measure is uniformly rectifiable. The mathematics in this section is largely due to David, Jones, and Semmes, see [DS] Chapter 2.1, and is simpler than Jones' geometric Traveling Salesman theory [Jon] , which was used in [MMV] .
Fix a C 0 -nice measure µ, which is AD-regular with regularity constant c 0 . Set E = supp(µ).
6.1. The construction of a Lipschitz mapping. We will begin by constructing a certain graph. For our purposes, a graph Γ = (N , E) is a set of points N (the vertices), endowed with a collection of line segments E (the edges) where each segment has its end-points at vertices. A connected component of the graph is a maximal subset of vertices that can be connected through the edges. For example, the graph depicted in Figure 1 below has two connected components.
The distance between connected components of a graph is measured as the distance between the relevant sets of vertices. Therefore, the distance between the components of the graph depicted in Figure 1 is the distance between the vertices labeled p and q.
Definition 6.1. For a graph Γ = (N , E), and a square Q, we define Γ Q to be the subgraph with vertex set N ∩ 7Q, endowed with the edges from E connecting those vertices in 7Q. Let τ ∈ (0, 1). Fix P ∈ D (this square is to be considered as the viewing window in the definition of uniform rectifiability). Choose a (small) dyadic fraction 0 with 0 < (P ).
We shall construct a graph adapted to P inductively. Set N to be a maximal τ 0 separated subset of E. Note that N forms a τ 0 net of E.
The base step. For each square Q ∈ D with (Q) = 0 and 3Q ∩ N = ∅, fix a point which lies in 3Q ∩ N . Then join together every point of N ∩ 3Q to this fixed point by line segments, as illustrated in the figure below.
In 3Q, there are at most Cτ −2 points of N , and so the total length of the line segments in 3Q is Cτ We thereby form the graph Γ 0 ( 0 ) comprised of the vertex set N , and the set of line segments E 0 ( 0 ) obtained by carrying out the above procedure for all squares Q ∈ D with (Q) = 0 . This is the base step of the construction. The inductive step. Let be a dyadic fraction no smaller than
The graph Γ 0 (2 ) is set to be the pair (N , E 0 (2 )), where E 0 (2 ) is obtained by taking the union of E 0 ( ) with the collection of line segments obtained by performing the following algorithm:
For every square Q ∈ D with (Q) = 2 , consider the graph Γ = (Γ 0 ( )) Q . If Γ has at least two components that intersect 3Q, then for each such component, choose a vertex that lies in its intersection with N ∩ 3Q. Fix a point in 3Q ∩ N , and join each of the chosen points to this fixed point with an edge. We carry out the inductive procedure for = 0 , . . . ,
, and thereby obtain the graph Γ 0 ( (P )). To continue our analysis, first note the following elementary fact: Lemma 6.2. Let Q ∈ D with (Q) = 2 . For any two points z 1 , z 2 ∈ 4Q with |z 1 − z 2 | < , there is a dyadic square Q of sidelength , such that 7Q ⊂ 7Q, and z 1 , z 2 ∈ 3Q .
Proof. Pick the square Q to be the dyadic square of side length containing z 1 . Then dist(Q , C\3Q ) = , so z 2 ∈ 3Q .
Since (Q) = 2 , we have that 4Q is a union of dyadic squares of side-length . Therefore Q is contained in 4Q. As the square annulus 7Q\4Q is of width 3 2 (Q) = 3 , we conclude that 7Q ⊂ 7Q.
We shall use this lemma (or rather a weaker statement with 4Q replaced by 3Q) to deduce the following statement.
Claim 6.3. For each ≥ 0 , and Q ∈ D with (Q) = 2 , any two connected components of (Γ 0 ( )) Q which intersect 3Q are -separated in 3Q.
Proof. First suppose = 0 . Let z 1 , z 2 ∈ 3Q with |z 1 −z 2 | < 0 . Choose Q as in Lemma 6.2. We have that z 1 , z 2 ∈ 3Q , and 3Q ⊂ 7Q. But then z 1 and z 2 must have been joined when the base step rule was applied to the square Q , and so they lie in the same component of (Γ 0 ( )) Q . Now suppose that > 0 , and z 1 , z 2 ∈ 3Q with |z 1 − z 2 | < . Again, let Q be the square of Lemma 6.2. The induction step applied at level 2 to the square Q ensures that z 1 and z 2 are joined by edges in E 0 ( ) that are contained in 7Q ⊂ 7Q. Therefore, z 1 and z 2 lie in the same component of (Γ 0 ( )) Q .
Claim 6.4. There exists a constant C > 0, such that for each ≥ 0 , and for every Q ∈ D with (Q) = 2 , the iterative procedure applied to Q increases the length of Γ 0 (2 ) by at most C .
Proof. From Claim 6.3, we see that the graph (Γ 0 ( )) Q can have at most C components which have non-empty intersection with 3Q. Consequently, the application of the inductive procedure can generate at most C new edges, each of which having length no greater than √ 2 · 6 . The claim follows.
Adapting the graph to P . We begin with another observation about the induction algorithm. Note that any two vertices in 3P ∩ N can be joined by edges in E 0 ( (P )) that are contained in 7P . Thus, the graph (Γ 0 ( (P ))) P has only one connected component which intersects 3P , and we denote this component by Γ. Let us denote by L = L( 0 ) the total length of Γ. By Euler's theorem, there is a walk through Γ which visits each vertex of Γ at least once, and travels along each edge at most twice. By a suitable parametrization of this walk, we arrive at the following lemma:
Lemma 6.5. There exists F : [0, 1] → C, with F Lip ≤ 2L, and such that
If we have a suitable control over L( 0 ) independently of 0 , then E ∩ P is contained in the image of a Lipschitz graph:
Proof. Let 0 = 2 −k . Let F k denote the function of Lemma 6.5. Then
−k -net of E ∩ P . By appealing to the Arzela-Ascoli theorem, we see that there is a subsequence of the F k (which we again denote by F k ), converging uniformly to some limit function F . The function F is Lipschitz continuous with Lipschitz norm no greater than 2M (P ). Now, for any x ∈ E ∩ P , there exists a sequence {x k } k where
There is a convergent subsequence of {t k } k which converges to some t ∈ [0, 1]. But then F (t) = x, and the proof is complete.
We shall now estimate L( 0 ) in terms of the total side length of squares where the induction step has been carried out. Note that only the base and inductive steps applied to the dyadic squares Q contained in 7P can contribute to the length.
We shall first estimate the contribution to the length by the base step.
Claim 6.7. The contribution to the length of Γ from the base step is no greater than Cτ −2 (P ).
Proof. Let N denote the number of dyadic sub-squares of 7P with side length 0 where the base step has been carried out. For any such square Q, we must have 3Q ∩ supp(µ) = ∅. From the AD-regularity of µ, it follows that µ(4Q) ≥ c 0 (Q) = c 0 0 . Hence
and therefore N ≤ C (P )
0
. Consequently, the contribution to the length of Γ from the base step is no greater than Cτ
, as required.
We now denote by Q(P, 0 ) the collection of dyadic squares Q ∈ D such that (Q) ∈ [ 0 , (P )], Q ⊂ 7P , and the inductive step has been carried out non-vacuously in Q at scale (Q) 2 . Claim 6.4 guarantees that for each Q ∈ Q(P, 0 ), an application of the inductive procedure increases the length L( 0 ) by no more than C (Q). Combining this observation with Claim 6.7, we infer the following bound:
6.2. Bad squares. Given the construction above, we would like to find a convenient way of identifying whether a square has been used in the inductive procedure at some scale. Since we don't want these squares to occur very often, we call them bad squares.
Definition 6.8. We say that Q ∈ D is a (µ)-bad square if there exist ζ, ξ ∈ B(z Q , 10 (Q)) ∩ supp(µ), such that |ζ − ξ| ≥ (Q)/2, and there
We now justify the use of this definition:
Lemma 6.9. Suppose that τ < 1 16
. Suppose that the inductive algorithm has been applied to Q ∈ D. Then Q is a bad square.
Proof. If the inductive algorithm has been applied, then there is a graph Γ = (N , E) 1 , with the following properties:
(1) The set N forms a
net of E. , the concentric double of each disc is contained in 4Q. Furthermore, in the concentric double of each disc, there must be a point from N . We therefore form a chain of points in N ∩ 4Q, with every consecutive pair of points in the chain are separated by a distance of at most 8τ (Q) < (Q)/2. Furthermore, the first point in the chain is within a distance of (Q)/2 of ζ, and the last point in the chain is no further than (Q)/2 from ξ. Therefore, Lemma 6.2 ensures that each consecutive pair of points in the chain are contained in the concentric triple of some dyadic square Q with (Q ) < (Q) and 7Q ⊂ 7Q. But then property (2) yields that each such pair lies in the same component of Γ Q . As a result, ζ and ξ also lie in the same component of Γ Q .
From this contradiction, we see that one of the discs of radius τ (Q) has zero measure, which implies that Q is a bad square. 
Now let B
µ denote the set of those squares Q ∈ D that are bad. To prove Theorem 1.1, it suffices to prove the following proposition: Proposition 6.10. Suppose that µ is a C 0 -good measure with AD regularity constant c 0 . There is a constant C = C(A, C 0 , c 0 ) > 0 such that for each P ∈ D, (6.2)
Let us see how Theorem 1.1 follows from this proposition. Fix P ∈ D, and construct Γ 0 ( (P )) for 0 < (P ). From Proposition 6.10, the bound (6.1) for the length L( 0 ) is no more than M (P ), where M can be chosen to depend on A, c 0 , C 0 , and τ (in particular, M can be chosen independently of P ). But now Lemma 6.6 yields the existence of a function F : [0, 1] → C with Lipschitz norm no greater than M (P ), such that E ∩ P ⊂ F ([0, 1]). This is the required uniform rectifiability.
The condition (6.2) is very well known in harmonic analysis, and a family of squares B µ satisfying (6.2) is often referred to as a Carleson family. The best constant C > 0 such that (6.2) holds for all P ∈ D is called the Carleson norm of B µ . 
Bad squares and the Riesz family {Ψ
Consider a fixed P ∈ D. Then for each Q ⊂ P there exists a func-
Since ψ Q (Q ∈ D) forms a C(C 0 , A)-Riesz system, the right hand side of this inequality is bounded by
As µ is C 0 -good, this quantity is in turn bounded by C(C 0 , A)µ(B(z P , 2A (P ))), which is at most C(C 0 , A, A ) (P ). Therefore
As an immediate corollary of this discussion, we arrive at the following result:
Lemma 7.1. Let γ > 0. Consider the set F γ of dyadic squares Q satisfying Θ A,A (Q) > γ. Then F γ is a Carleson family, with Carleson norm bounded by C(C 0 , A, A )γ −2 .
In order to prove Proposition 6.10 (from which Theorem 1.1 follows), it therefore suffices to prove the following proposition: Proposition 7.2. Suppose µ is a C 0 -good measure with AD regularity constant c 0 > 0. There exist constants A, A > 1, and γ > 0, such that for any square Q ∈ B µ , Θ µ A,A (Q) ≥ γ. We end this section with a simple remark about scaling. 
, A), and
Reflectionless measures
In this section, we explore what happens if Proposition 7.2 fails. To do this, we shall need a workable definition of the Cauchy transform operator of a good measure acting on the constant function 1. Suppose that ν is a C 0 -good measure with 0 ∈ supp(ν).
The function C ν (1). Let us begin with an elementary lemma.
Lemma 8.1. Suppose that σ is a C 0 -nice measure with 0 ∈ supp(σ). Let z ∈ C with z ∈ supp(σ). Set d 0 = dist({0, z}, supp(σ)). Then
Proof. Note the estimate
The first term on the right hand side has size no greater than
Since the domain of integration in the second term can be replaced by C\B(0, max(d 0 , 2|z|)), Lemma 3.1 guarantees that the second integral is bounded by
Lemma 8.1 guarantees that this integral converges absolutely. To extend the definition to the support of ν, we shall follow a rather standard path. We shall initially define C ν (1) as a distribution, before showing it is a well defined function ν-almost everywhere. Recall from Section 4 how we interpret C ν as a bounded operator in L 2 (ν). Fix ψ ∈ Lip 0 (C). Choose ϕ ∈ Lip 0 (C) satisfying ϕ ≡ 1 on a neighbourhood of the support of ψ. Then define
Note that Lemma 8.1, applied with σ = |1 − ϕ| · ν, yields that
Therefore the inner product in (8.2) is well defined. We now claim that this inner product is independent of the choice of ϕ. To see this, let ϕ 1 and ϕ 2 be two compactly supported Lipschitz continuous functions, that are both identically equal to 1 on some neighbourhood of supp(ψ). If z ∈ supp(ψ), then
(All integrals in this chain of equalities converge absolutely.) Now consider
As a result of the anti-symmetry of K, this equals 1
However, as we saw in Section 4,
Hence, by using the linearity of the integral, and applying Fubini's theorem, we see that the last line equals I ν (ϕ 2 , ψ) − I ν (ϕ 1 , ψ). By definition, this is equal to C ν (ϕ 2 ), ψ ν − C ν (ϕ 1 ), ψ ν . The claim follows. We have seen that C ν (1) is well-defined as a distribution. For any bounded open set U ⊂ C, if we choose ϕ to be identically equal to 1 on a neighbourhood of U , then C ν (1) ∈ L 2 (U, ν). Since Lipschitz functions with compact support are dense in L 2 (U, ν), we find that C ν (1) is well-defined ν-almost everywhere.
Finally, we note that the smoothness of the function ϕ is not essential. If ψ ∈ Lip 0 (C), let U be a bounded open set containing supp(ψ). Then it is readily seen that C ν (1), ψ ν equals
8.2. The weak continuity of C ν (1). We shall introduce a couple more sets of functions. Φ ν A will denote those functions ψ with ψ Lip ≤ 1, that satisfy C ψ dν = 0 and supp(ψ) ⊂ B(0, A). We define Φ ν to be the set of compactly supported functions ψ with ψ Lip ≤ 1, satisfying
We start with another standard estimate.
Proof. Simply note that
This quantity is no greater than osc B(0,R) (ψ)ν(B(0, R)), which is less than or equal to 2R · C 0 R.
Our next lemma concerns a weak continuity property of C ν (1).
Lemma 8.3. Let ν k be a sequence of C 0 -good measures, with 0 ∈ supp(ν k ). Suppose that ν k converge weakly to ν (and so ν is C 0 -good), with 0 ∈ supp(ν). Fix non-negative sequences γ k and A k , satisfying γ k → 0, and 
Note that ψ k is supported in B(0, R), and has µ k -mean zero. Since b k → 0, we have that ψ k Lip ≤ 2 for all sufficiently large k. Therefore, for these k, we have | C ν k (1), ψ k ν k | ≤ 2 γ k . Now pick ϕ ∈ Lip 0 with ϕ ≡ 1 on B(0, 2R) and 0 ≤ ϕ ≤ 1 on C, such that both
for all sufficiently large k, and
To see that such a choice is possible, note that if ϕ ≡ 1 on
(recall here that ψ k has ν k mean zero). For any z ∈ B(0, R), note that dist(z, supp(1 − ϕ)) ≥ R 2
, and so by applying Lemma 8.1, we see that the above quantity is no greater than
, which can be made smaller than ε with a reasonable choice of R . The same reasoning shows that | C ν (ϕ), ψ ν − C ν (1), ψ ν | < ε provided R is chosen suitably.
On the other hand, as
. Since ϕ and ρ are compactly supported Lipschitz functions, the right hand side of this inequality converges to
, and so it is bounded independently of k.
Bringing together these observations, we see that
Let us now suppose that Proposition 7.2 is false. Fix A ≥ 100. For each k ∈ N, k ≥ 2A, there is a C 0 -good measure µ k with AD-regularity constant c 0 > 0, a square Q k ∈ B µ k , and a set
In addition, by the scale invariance of the condition (8.3) (see Remark 7.3), we may dilate and translate the square Q k so that it has side length 1, and so that there are
Note that the translated and dilated square is not necessarily dyadic. By passing to a subsequence if necessary, we may assume that µ k converge weakly to a measure µ (A) (using the uniform niceness of the µ k ). This limit measure is C 0 -good, with AD-regularity constant c 0 , and 0 ∈ µ (A) . Furthermore, it is routine to check that µ (A) satisfies the following property (recall Lemma 4.4):
Now, for each k we have that B(0,
To see this, note that for any ψ ∈ Φ
The first term is smaller than 1 k in absolute value. To bound the second term, note that for any z ∈ B(0,
so Lemma 8.1 yields that this second term is no larger than CA k ψ L 1 (µ k ) , and applying Lemma 8.2 yields the required estimate.
We now apply Lemma 8.3 with
, and
We now set A = k, for k > 100. The above argument yields a measure
. We now pass to a subsequence of {µ (k) } k so that µ (k) → µ weakly as k → ∞. The measure µ is C 0 -good with AD-regularity constant c 0 , and satisfies the property (8.4) with µ replacing µ (A) . By applying Lemma 8.3 with
, and γ k = 0, we arrive at the following result:
Lemma 8.4. Suppose that Proposition 7.2 fails. Then there exists a C 0 -good measure µ with AD-regularity constant c 0 , such that
and there exist ξ, ζ ∈ B(0, 20) ∩ supp(µ), with |ξ − ζ| ≥ 1 2
We call any measure µ that satisfies (8.5) a reflectionless measure. It turns out that there aren't too many good AD-regular reflectionless measures.
Proposition 8.5. Suppose that µ is a non-trivial reflectionless good AD-regular measure. Then µ = cH 1 L for a line L, and a positive constant c > 0.
Note that Proposition 8.5 contradicts the existence of the measure µ in Lemma 8.4. Therefore, once Proposition 8.5 is proved, we will have asserted Proposition 7.2, and Theorem 1.1 will follow. Hence it remains to prove the proposition. It is at this stage where the precise structure of the Cauchy transform is used.
9. The Cauchy transform of a reflectionless good measure µ is constant in each component of C\ supp(µ) Our goal is now to prove Proposition 8.5. Suppose that µ is a reflectionless C 0 -good measure. We may assume that 0 ∈ supp(µ). All constants in this section may depend on C 0 without explicit mention.
Since C µ (1) is a well defined µ-almost everywhere function and satisfies (8.5), we conclude that it is a constant µ-almost everywhere in C, say with value κ ∈ C.
Lemma 9.1. Suppose that µ is a C 0 -good reflectionless measure, and 0 ∈ supp(µ). Then there exists κ ∈ C such that C µ (1) = κ µ-almost everywhere.
Our considerations up to now have been quite general, but now our hand is forced to use the magic of the complex plane. The main difficulty is to obtain some information about the values of C µ (1) away from the support of µ in terms of the constant value κ.
9.1. The resolvent identity. Lemma 9.2. For every z ∈ supp(µ),
An immediate consequence of Lemma 9.2 is that either C µ (1)(z) = 2κ or C µ (1)(z) = 0 for any z ∈ supp(µ). Since C µ (1) is a continuous function away from supp(µ), it follows that C µ (1) is constant in each connected component of C\ supp(µ).
A variant of Lemma 9.2, where the Cauchy transform is considered in the sense of principal value, has previously appeared in work of Melnikov, Poltoratski, and Volberg, see Theorem 2.2 of [MPV] . We shall modify the proof from [MPV] in order to prove Lemma 9.2.
We shall first provide an incorrect proof of this lemma. Indeed, note the following regularized version of the resolvent identity: for any three distinct points z, ξ, ω ∈ C,
(9.1)
Integrating both sides of this equality with respect to dµ(ξ)dµ(ω), we (only formally!) arrive at 2
Once this is established, Lemma 9.1 completes the proof. The proof that follows is a careful justification of this integration.
, and supp(ϕ) ⊂ B(0, 2N ). Consider the identity (9.1), and multiply both sides by ϕ N (ξ)ϕ N (ω). After integration against dµ(ξ)dµ(ω), the right hand side of this equality becomes
, the dominated convergence theorem ensures that as N → ∞, this expression converges to [ C µ (1)(z)] 2 . Now, let δ > 0, and note that
Consider the integral
Note that
|ξ − ω| for ξ, ω ∈ supp(µ), and so this integral is bounded in absolute value by a constant multiple of C ϕ N (ξ)µ(B(ξ, δ))dµ(ξ), which is bounded by CδN. This converges to zero as δ → 0.
Making reference to (9.1), we have thus far shown that
By Fubini's theorem, and the weak convergence of C µ,δ (ϕ) to C µ (ϕ), the left hand side of this equality is equal to twice the following limit
Therefore, to prove the lemma, it suffices to show that this limit equals
To do this, let α ∈ ( 1 2 , 1). First consider
Note that, for |ξ| ≤ N α , we have
Applying Lemma 8.1 yields an upper bound for the right hand side of
which converges to κ · C µ (1)(z) as N → ∞.
To complete the proof the lemma, it now remains to show that
To do this, first note that
(this merely uses the C 0 -niceness of µ). On the other hand, for sufficiently large N , 2N ) ), and µ(B(0, 2N )) ≤ CN , we estimate the right hand side here by a constant multiple of
, which tends to zero as N → ∞.
The proof of Proposition 8.5
In this section we conclude our analysis by proving Proposition 8.5. To do this, we shall use the notion of a tangent measure, which was developed by Preiss [Pre] . Suppose that ν is a Borel measure on C. The measure ν z,λ (A) = ν(λA+z) λ is called a λ-blowup of ν at z. A tangent measure of ν at z is any measure that can be obtained as a weak limit of a sequence of λ-blowups of ν at z with λ → 0. Now suppose that µ is a nontrivial C 0 -good with AD regularity constant c 0 . Then any λ-blowup measure of µ at z ∈ supp(µ) will again have these properties (C 0 -goodness, and c 0 -AD regularity). Therefore, both properties are inherited by any tangent measure of µ. In particular, every tangent measure of µ at z ∈ supp(µ) is non-trivial, provided that µ is non-trivial. Lastly, we remark that if µ is reflectionless, then any tangent measure of µ is also reflectionless. This follows from a simple application of Lemma 8. 3 .
In what follows, it will often be notationally convenient to translate a point on supp(µ) to the origin. Whenever this is the case, the definition of C µ (1) in (8.1) is translated with the support of the measure, and becomes
for some z 0 ∈ supp(µ). If µ is reflectionless, then C µ (1) is constant in each component of C\ supp(µ), and takes one of two values in C\ supp(µ).
10.1.
Step 1. Suppose that supp(µ) ⊂ L, for some line L. Then by translation and rotation we may as well assume that L = R. If the support is not the whole line, then there exists an interval (x, x ) disjoint from the support of µ, with either x or x in the support of µ. By rotating the support if necessary, we may assume that x ∈ supp(µ). Denote byμ a non-zero tangent measure of µ at x . Thenμ has support contained in the segment [x , ∞), and x ∈ supp(μ). Sinceμ is reflectionless, we may apply Lemma 9.2 to deduce that Cμ(1)(x − t) is constant for all t > 0. Differentiating this function with respect to t, we arrive at ∞ x 1 (x−t−y) 2 dμ(y). This integral is strictly positive asμ is not identically zero. From this contradiction we see that supp(µ) = R.
Consequently, we have that dµ(t) = h(t)dt, where c 0 ≤ h(t) ≤ C 0 . Now let y > 0 and consider, for x ∈ R, The expression on the left hand side is constant in x ∈ R and y > 0. On the other hand, the integral on the right hand side is a constant multiple of the harmonic extension of h to R 2 + . The Poisson kernel is an approximate identity, and so by letting y → 0 + we conclude that h is a constant. Therefore µ = cm 1 , with c > 0.
10.2.
Step 2. We now turn to the general case. We first introduce some notation. For z ∈ C and a unit vector e, H z,e denotes the (closed) half space containing z on the boundary, with inner unit normal e. With α ∈ (0, 1), we denote C z,e (α) = {ξ ∈ C : ξ − z, e > α|ξ − z|}, where ·, · is the standard inner product in R 2 .
Lemma 10.1. Suppose that z ∈ supp(µ). Letz be a closest point in supp(µ) to z, and set e =z −z |z−z| . For each α ∈ (0, 1), there is a radius r α > 0 such that B(z, r α ) ∩ Cz ,e (α) is disjoint from supp(µ).
Proof. We may suppose that z = −ri for some r > 0 andz = 0, (and so e = i). We shall examine the imaginary part of the Cauchy transform evaluated at −ti for t ∈ (0, r 2 ):
Lemma 9.2 guarantees that [ C µ (1)(−ti)] = [ C µ (1)(z)] for any t > 0. In particular, it is bounded independently of t.
Making reference to Figure 5 , we let R > 3r, and define three regions: I = C\B(0, R), II = ξ ∈ B(0, R) : (ξ) < −t}, and III = B(0, R)\II.
Therefore,
The right hand side of this inequality if finite and independent of t. Next, note that if ξ ∈ II ∩ supp(µ), then |ξ − it| 2 ≥ −( (ξ) + t)r, provided that | (ξ)| < r 2 and t < r 2
. To see this, note that |ξ − z| > r, and so by elementary geometry, |ξ − it| 2 ≥ r 2 − (r + ( (ξ) + t)) 2 . This is at least −( (ξ) + t)r under our assumptions on ξ and t. Therefore, if t < r 2 , then
(ξ) + t |ξ + it| 2 dµ(ξ) .
Both terms on the right hand side are bounded in absolute value by C µ(B(0,R)) r ≤ CR r (recall that B(z, r) ∩ supp(µ) = ∅). Note that the integral on the left hand side is at most zero.
Our conclusion thus far is that there is a constant ∆, depending on C 0 , d 0 , R, r and ( C µ (1)(z)), such that for any t < r 2 , (10.2)
Note that the integrand in this integral is positive for any ξ ∈ III.
Suppose now that the statement of the lemma is false. Then there exists α > 0, along with a sequence z j ∈ C 0,e (α) ∩ supp(µ) with z j → 0 as j → ∞. By passing to a subsequence, we may assume that |z j | ≤ R 2 for each j, and also that the balls B j = B(z j , α 2 |z j |) are pairwise disjoint.
Each ball B j ⊂ III, and provided that t ≤ α 2 |z j |, we have (ξ) + t |ξ + ti| 2 ≥ α|z j | 8|z j | 2 = α 8|z j | , for any ξ ∈ B j .
As a result, we see that · card{j : t ≤ 1 2 |z j |}. However, if t is sufficiently small, then this quantity may be made larger than the constant ∆ appearing in (10.2). This is absurd.
We now pause to prove a simple convergence lemma.
Lemma 10.2. Suppose that ν k is a sequence of C 0 -nice measures with AD-regularity constant c 0 that converges to ν weakly as k → ∞ (and so ν is C 0 -nice with AD-regularity constant c 0 ). If z 0 ∈ supp(ν), then for any z ∈ supp(ν), C ν k (1)(z) is well defined (as in (10.1)) for sufficiently large k, and C ν k (1)(z) → C ν (1)(z) as k → ∞.
Proof. First note that there exists r > 0 such that ν(B(z 0 , r)) = 0 = ν(B(z, r)). But then, by the AD regularity of each ν k , we must have that ν k (B(z 0 , Proof. Write e = e iθ . By translation, we may assume thatz = 0. To prove the lemma, it suffices to show that B(−ρe, ρ) ∩ supp(µ) = ∅ for all ρ > 0.
Fix t 0 small enough to ensure that te ∈ supp(µ) for any 0 < t ≤ t 0 . The existence of t 0 > 0 is guaranteed by Lemma 10.1. Now set σ = C µ (1)(z) − C µ (1)(t 0 e). Notice that the value of σ is independent of the choice of z 0 ∈ supp(µ) in (10.1), so we shall fix z 0 = t 0 e. Now, let µ denote a tangent measure to µ at 0. On account of Lemma 10.1, the support of µ is contained in the line L through 0 perpendicular to e. By Step 1, µ = c H 1 L with c ∈ [c 0 , C 0 ]. As a result, for any y > 0, we have that (10.3) C µ (1)(−ye)− C µ (1)(ye) = R −2e −iθ y t 2 + y 2 c dm 1 (t) = −2πc e −iθ .
We claim that C µ (1)(−ye) − C µ (1)(ye) = σ. To see this, note that for λ > 0 small enough so that yλ ≤ t 0 , we have C µ 0,λ (1)(−ye) − C µ 0,λ (1)(ye) = C µ (1)(−λye) − C µ (1)(λye). But this equals σ because −λye and λye lie in the same connected components of C\ supp(µ) as z and t 0 e respectively. Since µ is a weak limit of measures µ 0,λ k for some sequence λ k → 0, applying Lemma 10.2 proves the claim. Consequently, we have that σ determines the direction of tangency from z to supp(µ) (the angle θ).
The right hand side of (10.3) is non-zero, and so t 0 e lies in a different component of C\ supp(µ) to z. As there are only two possible values that C µ (1) can take in C\ supp(µ), σ is determined by C µ (1)(z). Since C µ (1) is constant in each connected component of C\ supp(µ), the direction of tangency from any point in the connected component of C\ supp(µ) containing z to supp(µ) is the same. Finally, set I = ρ > 0 : {−te : t ∈ (0, ρ]} lies in the same connected component of C\ supp(µ) as z .
We claim that if ρ ∈ I, then B(−ρe, ρ) ∩ supp(µ) = ∅. Indeed, otherwise there is a point ζ = 0 which is a closest point in supp(µ) to −ρe. But then it follows that e = ζ+ρe |ζ+ρe| . Given that {−te : t ∈ (0, ρ]} ∩ supp(µ) = ∅, this is a contradiction. From this claim, we see that if ρ ∈ I, then (0, 2ρ) ⊂ I. Since |z| ∈ I, it follows that I = (0, ∞), so B(−ρe, ρ) ∩ supp(µ) = ∅ for any ρ > 0.
Proof of Proposition 8.5. An immediate corollary of Lemma 10.3 is the following statement: For each z ∈ supp(µ), there is a half space with z on its boundary which does not intersect supp(µ). Now, suppose that there are three points z, ξ, ζ ∈ supp(µ) which are not collinear. Then they form a triangle. Since µ is AD-regular, there is a point in the interior of this triangle outside of the support of µ. Let's call this point ω. But then there is a half space, with ω on its boundary, which is disjoint from supp(µ). This half space must contain at least one of the points z, ξ or ζ. This is absurd.
