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Abstract
We use the heat equation to establish the Lipschitz continuity of Cheeger-harmonic
functions in certain metric spaces. The metric spaces under consideration are those that are
endowed with a doubling measure supporting a (1,2)-Poincare´ inequality and in addition
supporting a corresponding Sobolev–Poincare´-type inequality for the modiﬁcation of the
measure obtained via the heat kernel. Examples are given to illustrate the necessity of our
assumptions on these spaces. We also provide an example to show that in the general setting
the best possible regularity for the Cheeger-harmonic functions is Lipschitz continuity.
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1. Introduction
Suppose that X is a pathwise connected metric space equipped with a doubling,
Borel regular measure m: For simplicity, we will assume that X is proper: each closed
ball in X is compact. Given u : O- %R; where OCX is a domain, we call a Borel
function g : O-½0;N an upper gradient of u on O provided
juðxÞ  uðyÞjp
Z
g
g ds ð1Þ
for all x; yAO and each rectiﬁable curve g : ½0; l-O that joins x and y: This concept
was introduced in [17] as a substitute for the length of the gradient. In order to have
control, in average, of functions in terms of upper gradients, it is then natural to
require a Poincare´ inequality. Following [17], we say that the metric measure space
ðX ; mÞ supports a (weak) p-Poincare´ inequality if there exist C > 0 and lX1 such
that for every ball Bðx; rÞDX and for all continuous functions u and all upper
gradients g of u on Bðx; lrÞ;

Z
Bðx;rÞ
juðyÞ  uBj dmðyÞpCr 
Z
Bðx;lrÞ
gðyÞp dmðyÞ
 !1
p
: ð2Þ
Here and throughout we will use the notation
uB ¼ 
Z
B
uðyÞ dmðyÞ ¼ mðBÞ1
Z
B
uðyÞ dmðyÞ:
Upper gradients allow us to deﬁne the ﬁrst-order Sobolev spaces on X :We deﬁne the
Newtonian (generalized Sobolev) space N1;pðX Þ ¼ N1;pðX ; mÞ to consist of those p-
integrable functions on X for which there exists a p-integrable upper gradient, see
[27] and Section 2. The amazing fact is that this setting allows one to assign a
differential Du to each function uAN1;pðX ; mÞ: The differential Du that we call the
Cheeger derivative (cf. [6]) will be further discussed in Section 2. This derivative
satisﬁes the usual Leibniz rule, and DuðxÞARN for almost all x; where N only
depends on the data of the space X (including the constants in the p-Poincare´
inequality above). Further, Du is naturally connected with the upper gradients in the
sense that, for Lipschitz functions, the length of Du is comparable to a suitably
deﬁned minimal upper gradient.
Armed with a Poincare´ inequality and the concepts of a differential and a Sobolev
class, it is then natural to deﬁne harmonic functions and to try and establish their
basic properties. To this end, we assume that the 2-Poincare´ inequality holds in X :
We will give more precise deﬁnitions of Newtonian spaces in Section 2. Especially,
the ‘‘Newtonian spaces with zero boundary values’’ ðN1;p0 Þ; which are needed in order
to assign the Dirichlet problem, will be deﬁned there.
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Let ODX be a domain. We say that a function uAN1;2loc ðOÞ is Cheeger-harmonic in
O if, for each relatively compact open subset VDO; and for all vAN1;20 ðVÞ;Z
V
jDuðxÞj2 dmðxÞp
Z
V
jDðu þ vÞðxÞj2 dmðxÞ: ð3Þ
Equivalently, u is harmonic in O if for all Lipschitz functions f with compact
support in O;
Z
O
Du 	 Df ¼ 0: ð4Þ
The equivalence is shown by the same argument that is used in the Euclidean setting,
see [16].
Cheeger-harmonic functions have been considered in [6] where many of the
basic properties have been established. One can show the existence of solutions
to the Dirichlet problem (cf. [6,28]), and harmonic functions are known to be
locally Ho¨lder continuous under the above assumptions, assuming the Poincare´
inequality for p ¼ 2 (cf. [4,6]): the usual iteration arguments apply even in this
generality. To be precise, a seemingly stronger Poincare´ inequality, the (2,2)-
Poincare´ inequality, is required in [4]. However this is equivalent to the 2-Poincare´
inequality under the above assumptions, see [14,15]. It is then natural to further
inquire for conditions under which better regularity of harmonic functions could
be obtained.
Smoothness does not make sense in our abstract setting, and thus local Lipschitz
continuity seems to be what one should aim for. Indeed, it is immediate from the
deﬁnitions that the function u; deﬁned by uðx; yÞ ¼ y when yp0 and uðx; yÞ ¼ 2y
when yX0; is harmonic in ðR2; j:j; mÞ when dmðxÞ ¼ dx for yo0 and dmðxÞ ¼ 1
2
dx for
yX0: Here dx refers to the Lebesgue measure.
Our next example shows that even when the underlying space is Rn equipped with
the Euclidean metric, the doubling property of the measure m is not sufﬁcient to
guarantee the Lipschitz continuity of Cheeger-harmonic functions.
Consider X ¼ R2 and the domain O ¼ ð1; 1Þ 
 ð1; 1Þ: Let wðx; yÞ ¼ ﬃﬃﬃﬃﬃjxjp when
jxjp1; and wðx; yÞ ¼ 1 otherwise, and set dm ¼ w dx: Then, by Heinonen et al. [16],
ðR2; mÞ supports a 2-Poincare´ inequality and m is a doubling measure. The function
uðx; yÞ ¼ sgnðxÞ ﬃﬃﬃﬃﬃjxjp when jxjp1; uðx; yÞ ¼ 1 when x > 1 and uðx; yÞ ¼ 1 when
xo 1 is harmonic on O; but is not locally Lipschitz on O: However, u is indeed
locally Ho¨lder continuous.
Motivated by the previous example, we will from now on assume that m is
(Ahlfors) Q-regular for some Q > 1; there exist constants Q > 1 and C > 0 such that
for every xAX and all r > 0;
1
C
rQpmðBðx; rÞÞpCrQ:
ARTICLE IN PRESS
P. Koskela et al. / Journal of Functional Analysis 202 (2003) 147–173 149
At ﬁrst sight, it does not seem unreasonable that the Poincare´ inequality and the
Q-regularity could be sufﬁcient for the Lipschitz continuity of Cheeger-harmonic
functions. This hope turns out to be futile. Indeed, let poao2p and consider the
space ðXa; j:j; dxÞ; where
Xa ¼ fðx; yÞ ¼ ðr cos j; r sin jÞAR2 : jA½0; a; rX0g:
Then the function
uðr; yÞ ¼ rpa cos p
a
y
 
;
deﬁned in polar coordinates, is harmonic in our sense, because Duðx; yÞ ¼ 0 in the
interior of Xa; the partial derivatives of u are integrable and the normal derivatives
on the boundary vanish. However, u fails to be Lipschitz continuous at (0,0).
Our additional assumption will be given in terms of the heat kernel pðt; x; yÞ
associated with the Dirichlet form E; deﬁned by Eðf ; gÞ ¼ R
X
Df 	 ðyÞDgðyÞ dmðyÞ;
Df being the Cheeger derivative of f : Let us now state our main theorem.
Theorem 1.1. Let ðX ; mÞ be a pathwise connected, proper metric measure space
endowed with a Q-regular measure m; Q > 1: Assume that m supports a 2-Poincare´
inequality. Furthermore, assume that there exist constants C > 0 and t0 > 0 such that
for each 0otot0 and every fAN1;2ðXÞ we have
Z
X
f ðyÞ2pðt; x; yÞ dmðyÞp ð2t þ Ct2Þ
Z
X
jDf ðyÞj2pðt; x; yÞ dmðyÞ
þ
Z
X
f ðyÞpðt; x; yÞ dmðyÞ
	 
2
ð5Þ
for almost every xAX : Then, every function uAN1;2loc ðXÞ that is harmonic on a domain
ODX is locally Lipschitz continuous on O:
Note that the Sobolev inequality (5) holds for the space ðXa; j:j; dxÞ when a ¼ p
(see Section 5) and fails for poao2p: Thus inequality (5) appears to be a rather
natural assumption. It holds in many situations, for example, when the curvature of
X is bounded from below in the sense of Bakry and Emery [2,3]; in particular for
those Riemannian manifolds whose Ricci curvature is bounded from below. For this
see the discussion in Section 5. For these manifolds, the Lipschitz continuity follows
from the Cheng–Yau gradient estimate [8]. We do not know if inequality (5) is
stable under Gromov–Hausdorff convergence; see [7] for interesting results
regarding eigenfunctions on Gromov–Hausdorff limits of manifolds whose Ricci
curvature is bounded from below. Inequality (5) is also guaranteed by the
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logarithmic Sobolev inequality
Z
X
f ðxÞ2 log f ðxÞ
2
jjf jj2L2ðX ;pðt;x0;xÞ dmÞ
 !
pðt; x0; xÞ dmðxÞ
pð4t þ 2Ct2Þ
Z
X
jrf ðxÞj2pðt;x0; xÞ dmðxÞ; ð6Þ
see for instance [2]. By Gross’s Theorem [12], the logarithmic Sobolev inequality (6)
with C ¼ 0 is equivalent to the hypercontractivity of the semigroup ðT˜tÞt>0; which is
the semigroup corresponding to the Dirichlet form *E deﬁned by
*Eðu; vÞ ¼
Z
X
DuðxÞ 	 DvðxÞpðt; x0; xÞ dmðxÞ:
Hypercontractivity properties of heat semigroups and relations to logarithmic
Sobolev inequalities have been widely studied, see for instance [1–3,9,12,13,33,34].
How does one then prove the Lipschitz continuity? In the Euclidean setting, the
CN-regularity of a harmonic function u is proven by using molliﬁcations or by using
harmonic approximations 1
h
ðuðx þ eihÞ  uðxÞÞ to ru; see for instance [11]. Neither
technique is available in the general setting considered in Theorem 1.1. We instead
adapt a very recently established technique of Caffarelli and Kenig [5]. Naturally,
our abstract setting causes new difﬁculties. These get handled using the abstract
theory of Dirichlet forms, some old ideas of Moser and Serrin, and recent results by
Sturm [29–31].
The paper is organized as follows. In Section 2, we give a brief introduction to
Newtonian spaces and deﬁne the Cheeger derivative. In Section 3, we recall the basic
theory of Dirichlet forms and the associated abstract heat equation. We also prove
some auxiliary results that are needed in order to prove Theorem 1.1. Section 4
contains the proof of Theorem 1.1. Finally, in Section 5, we discuss some situations
where the assumptions of Theorem 1.1 can be veriﬁed.
2. Cheeger-harmonic functions
Let ðX ; mÞ be a metric measure space, i.e. a set X with metric d and a Borel regular
measure m: A measure m is doubling if there exists a Cd > 0 such that for every xAX
and all r > 0;
mðBðx; 2rÞÞpCdmðBðx; rÞÞ:
Note that Q-regular measures are always doubling.
Following [27], we deﬁne the Newtonian (generalized Sobolev) space, denoted
N1;pðX Þ; in a metric measure space ðX ; mÞ to be the class of those p-integrable
(equivalence classes of) functions for which there exists a p-integrable upper
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gradient. We equip N1;pðX Þ with the pseudonorm
jjujjN1;pðX Þ ¼ jjujjLpðXÞ þ infg jjgjjLpðX Þ;
where the inﬁmum is taken over all upper gradients of u: We recall from [27] that,
under the p-Poincare´ inequality and doubling assumptions, Lipschitz functions are
dense in N1;pðX Þ: Newtonian spaces of open subsets, as well as local Newtonian
spaces, are now deﬁned in an obvious manner. We follow [18] and deﬁne for a
domain O the ‘‘Newtonian space with zero boundary values’’, N1;p0 ðOÞ; to be the class
of those Newtonian functions u for which uwX \O vanishes p-quasi everywhere. See,
for instance, [17,18,27] for the deﬁnition of capacity in metric measure spaces.
Cheeger [6] deﬁnes Sobolev spaces based on upper gradients in a different way, but
his function classes coincide with the corresponding Newtonian spaces for p > 1:
This was proven in [27].
For a function u there exists a minimal upper gradient gu (or a ‘‘minimal
generalized upper gradient’’, see [6]), minimal in a sense that gupg almost
everywhere for every upper gradient g of u: Cheeger showed in [6], assuming the
doubling property and the p-Poincare´ inequality for some p > 1; that for Lipschitz
functions the minimal upper gradient coincides with the pointwise Lipschitz constant
lip deﬁned by
lip uðxÞ ¼ lim inf
r-0
sup
dðx;yÞpr
juðxÞ  uðyÞj
r
:
In this paper, we will use the so-called Cheeger derivatives as our generalization of
Euclidean gradients in metric spaces. The important existence results and properties
of such derivatives are proved in [6]. The following theorem, proved in [6], gives the
most essential information about the differential structure we are dealing with.
Theorem 2.1. Assume that ðX ; mÞ supports a weak p-Poincare´ inequality for some
p > 1 and that m is doubling. Then there exists N > 0; depending only on the doubling
constant and the constants in the Poincare´ inequality, such that the following holds.
There exists a countable collection of measurable sets Ua; mðUaÞ > 0 for all a; and
Lipschitz functions X a1 ;y;X
a
kðaÞ : Ua-R with 1pkðaÞpN such that
m X
[N
a¼1
-
Ua
 !
¼ 0;
and for all a and X a1 ;y;X
a
kðaÞ the following holds:
For f : X-R Lipschitz, there exists Vaðf ÞDUa such that mðUa\Vaðf ÞÞ ¼ 0; and
Borel functions ba1ðx; f Þ;y; bakðaÞðx; f Þ of class LN such that if xAVa; then
gfa1X a1?akðaÞX akðaÞ ðxÞ ¼ 0 ð7Þ
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if and only if ða1;y; akðaÞÞ ¼ ðba1ðx; f Þ;y; bakðaÞðx; f ÞÞ: Moreover, for almost
every xAUa1-Ua2 ; the ‘‘coordinate functions’’ X a2i are linear combinations of the
X a1i : s:
Observe that Eq. (7) indicates that the ‘‘derivative’’ of f at x is given by the vector
%a ¼ ða1;y; akaÞ; that is, the derivative of f at x is equal to the ‘‘derivative’’ of the
function %a 	 %X ¼ a1X a1 þ?þ akðaÞX akðaÞ (where the ‘‘derivative’’ of X ai is the unit
vector in RkðaÞ that is parallel to the ith coordinate direction) in the sense that the
ﬁrst-order Taylor expansion holds:
lim sup
y-x
f ðyÞ  f ðxÞ  %a 	 %XðyÞ þ %a 	 %XðxÞ
dðy; xÞ

 ¼ 0:
By Theorem 2.1, we now have a ﬁnite-dimensional LN vector bundle TnX ; and for
each Lipschitz function u there exists a corresponding LN section of this bundle. We
call this section the Cheeger derivative of u and denote it by Du: We will repeatedly
use the fact that the Cheeger derivative satisﬁes the Leibniz rule, i.e.
DðuvÞðxÞ ¼ uðxÞDvðxÞ þ vðxÞDuðxÞ:
In addition, the Euclidean norm jDuj of Du is comparable to the minimal
upper gradient gu; see [6]. Thus Cheeger-harmonic functions are quasiminimizers
in the sense of [19]. Cheeger also proved that the differential operator D can
be extended to all functions of the associated Sobolev space. In particular, this
holds for the Newtonian space N1;pðX Þ; which coincides with the space considered
by Cheeger.
In proving Theorem 1.1, we will use the fact that Cheeger-harmonic functions
satisfy the Caccioppoli inequality: there exists C > 0; not depending on the harmonic
function u; such thatZ
Bðx;rÞ
jDuðxÞj2 dmðxÞp CðR  rÞ2
Z
Bðx;RÞ
uðxÞ2 dmðxÞ; ð8Þ
whenever Bðx; rÞCCBðx;RÞCCO: This estimate is obtained by the same argument
as in the Euclidean setting (cf. [16]); apply (4) to f ¼ uZ2; where Z is a suitable
Lipschitz cut-off function and use Ho¨lder’s inequality.
3. Dirichlet forms and heat kernels
Let E : L2ðX ; mÞ 
 L2ðX ; mÞ-½N;N be the bilinear form deﬁned by
Eðf ; gÞ ¼
Z
X
Df ðxÞ 	 DgðxÞ dmðxÞ
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if f ; gAN1;2ðX Þ and, if f or g does not belong to the class N1;2ðX Þ; then
Eðf ; gÞ ¼N:
Such a bilinear operator is an example of a regular and strongly local Dirichlet form;
see [10,20]. Corresponding to such a form there exists an inﬁnitesimal generator A
which acts on a dense subspace DðAÞ of N1;2ðX Þ so that for all fADðAÞ and each
gAN1;2ðXÞ;
Z
X
gðxÞAf ðxÞ dmðxÞ ¼ Eðg; f Þ: ð9Þ
Note that if X ¼ Rn with Lebesgue measure and the operator D is the
classical gradient r; then A is the Laplacian operator W: The following lemma
indicates that, even in the abstract setting considered in this paper, the operator A
behaves like the Laplacian in the sense that it satisﬁes the Leibniz theorem of
calculus.
Lemma 3.1. If u; vAN1;2ðX Þ; and fAN1;2ðXÞ is a bounded Lipschitz function, then
Eðf; uvÞ ¼ Eðfu; vÞ þ Eðfv; uÞ þ 2
Z
X
fDuðxÞ 	 DvðxÞ dmðxÞ: ð10Þ
Moreover, if u; vADðAÞ; then we can unambiguously define the measure AðuvÞ by
setting
AðuvÞ ¼ uAv þ vAu þ 2Du 	 Dv: ð11Þ
Proof. Eq. (10) follows from the Leibniz rule obeyed by the Cheeger derivative, and
Eq. (11) is seen to be consistent (that is, it does not create inconsistencies in the event
that uvADðAÞ) by combining Eq. (10) with (9). &
Also, associated with the Dirichlet form E; there is a semigroup ðTtÞt>0; acting on
L2ðXÞ; with the following properties (see [10, Chapter 1]):
1. Tt3Ts ¼ Ttþs 8t; s > 0;
2.
R
X
jTtf ðxÞj2 dmðxÞp
R
X
f ðxÞ2 dmðxÞ 8fAL2ðX ; mÞ 8t > 0;
3. Ttf-f in L
2ðX ; mÞ when t-0;
4. if fAL2ðX ; mÞ satisﬁes 0pfpC; then 0pTtfpC for all t > 0;
5. if fADðAÞ; then 1
t
ðTtf  f Þ-Af in L2ðX ; mÞ as t-0; and
6. ATtf ¼ @@t Ttf 8t > 0; 8fAL2ðX ; mÞ:
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By the above properties, Ttf is the unique solution to the heat problem
u :X 
 ½0;NÞ-R;
Auðx; tÞ ¼ @@t uðx; tÞ;
uð	; tÞ-f ð	Þ in L2ðX ; mÞ as t-0:
8><
>:
See also [31], Proposition 1.2, for uniqueness of such solutions.
In the Euclidean case, Moser proved a parabolic version of the Harnack inequality
for weak solutions of the heat equation
Wu ¼ @
@t
u:
Using the technique developed by Moser [22], the parabolic Harnack inequality has
been proven by many people in different settings; Saloff–Coste in the setting of
manifolds [23,24], Kuwae, Machigashira and Shioya in the setting of Alexandrov
spaces [21], and Sturm in the setting of complete metric spaces endowed with a
doubling measure supporting a 2-Poincare´ inequality; see [29–32].
A measurable function p : R
 X 
 X-½0;N is said to be a heat kernel on X if
Ttf ðxÞ ¼
Z
X
f ðyÞ pðt; x; yÞ dmðyÞ
for every fAL2ðX ; mÞ and all t > 0; and pðt; x; yÞ ¼ 0 for every tp0: Sturm proves
the existence of the heat kernel under the assumption that the measure on X is
doubling and supports a 2-Poincare´ inequality; see [31, Proposition 2.3]. Under the
doubling assumption, it is true, by [29], that the heat kernel is a probability measure;
for each xAX and every t > 0Z
X
pðt; x; yÞ dmðyÞ ¼ 1:
Sturm also proves a Gaussian estimate for the heat kernel in [31, Corollary 4.10,
inequality 4.4]; there exist C; C1 and C2 > 0 such that
pðt; x; yÞpCðmðBðx; ﬃﬃtp ÞÞÞ12ðmðBðy; ﬃﬃtp ÞÞÞ12 edðx;yÞ2C1t
and
pðt; x; yÞX1
C
ðmðBðx; ﬃﬃtp ÞÞÞ12ðmðBðy; ﬃﬃtp ÞÞÞ12 edðx;yÞ2C2t :
Under our assumption of Q-regularity of the measure m; we thus have the heat kernel
estimate
C1t
Q
2 e
dðx;yÞ2
C2t ppðt; x; yÞpCt
Q
2 e
dðx;yÞ2
C1t : ð12Þ
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In what follows, constants denoted by C1 or C2 will refer to the corresponding
constants in (12).
It is also seen from the argument of Moser [22] (while the argument
there is phrased for Euclidean spaces, the proof holds in this generality) that for
every xAX ;
Z T1
T0
Z
Bðx;R1Þ
jDypðt; x; yÞj2 dmðyÞ dt
pC 1ðR2  R1Þ2
þ 1ðT2  T1Þ
" # Z T2
T0
Z
Bðx;R2Þ
pðt; x; yÞ2 dmðyÞ dt; ð13Þ
whenever 0oR1oR2 and 0pT0oT1oT2; where C is a constant independent of
R1; R2; T0; T1; T2 and x:
We will use estimates (12) and (13) in our proof of Theorem 1.1. In particular, we
use inequality (13) to obtain the estimates in the following two lemmas. In what
follows, we will make the assumptions of Theorem 1.1, except that inequality (5) will
not be used before Section 4.
Lemma 3.2. For m-almost every xAX ;
Z T
0
Z
X
jDypðt; x; yÞj2 dmðyÞ dtpCT ;x
and hence jDypð	; x; 	ÞjAL2ð½0;T  
 XÞ whenever 0oT :
Proof. Letting R2 ¼ 2R1 and T2 ¼ 2T1; we obtain from inequality (13) the following
inequality:
Z T1
0
Z
Bðx;R1Þ
jDypðt; x; yÞj2 dmðyÞ dt
pC 1
R21
þ 1
T1
  Z 2T1
0
Z
Bðx;2R1Þ
pðt; x; yÞ2 dmðyÞ dt:
Letting R1-N; we see that
Z T1
0
Z
X
jDypðt; x; yÞj2 dmðyÞ dtpC 1
T1
Z 2T1
0
Z
X
pðt; x; yÞ2 dmðyÞ dt:
By Sturm [31], Proposition 2.3,
Z 2T1
0
Z
X
Z
X
pðt; x; yÞ2 dmðyÞ dmðxÞ dtoN:
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Hence for m-a.e. xAX ;
Z 2T1
0
Z
X
pðt; x; yÞ2 dmðyÞ dt ¼ C0T1;xoN:
Hence
Z T1
0
Z
X
jDypðt; x; yÞj2 dmðyÞ dtpC0T1;x:
Letting T1 ¼ T we obtain the desired inequality. &
Lemma 3.3. If 0oTor3o1; then there exists a constant C > 0; independent of T and
r; such that for every xAX ;
Z T
0
Z
Bðx;2rÞ\Bðx;rÞ
jDypðt; x; yÞj2 dmðyÞ dtpeCT
1
3
:
Proof. Let A denote the annulus Bðx; 2rÞ\Bðx; rÞ: Because the measure is doubling,
we can cover A by a ﬁxed ﬁnite number of balls Bi of radius
r
4
so that the balls f2Big
(balls with the same centers and twice the radii) have bounded overlap with the
bound independent of r; see [25].
Now, by inequality (13),
Z T
0
Z
Bi
jDypðt;x; yÞj2 dmðyÞ dtpC 1
r2
þ 1
T
  Z 2T
0
Z
2Bi
pðt; x; yÞ2 dmðyÞ dt:
Therefore,
Z T
0
Z
A
jDypðt; x; yÞj2 dmðyÞ dt
p
X
i
Z T
0
Z
Bi
jDypðt; x; yÞj2 dmðyÞ dt
pC
X
i
1
r2
þ 1
T
  Z 2T
0
Z
2Bi
pðt; x; yÞ2 dmðyÞ dt
pC 1
r2
þ 1
T
  Z 2T
0
Z
A0
pðt; x; yÞ2 dmðyÞ dt;
where A0 ¼ Bðx; 3rÞ\Bðx; r2Þ: By the pointwise estimate (12), this is no more than
C
1
r2
þ 1
T
  Z 2T
0
Z
A0
tQe
r2
C1t dmðyÞ dtpC r
Q
T
Z 2T
0
tQeCt
1
3
dt; ð14Þ
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since t
2
3pT
2
3or2; and m is Q-regular. But now
T1tQeCt
1
3 pCTQ1eCT
1
3 peC0T
1
3
for some constant C0 > 0 and for every to2T : Thus, since ro1; the right-hand side
in (14) is no more than eCT
1
3 : The claim follows. &
We next prove that the heat kernel is, at least in the weak sense, a fundamental
solution to the heat equation. We deﬁne test functions as continuous functions
f : ½0;T  
 X-R such that for every ﬁxed t > 0; fðt; 	Þ ¼ ftð	ÞAN1;2ðX Þ;
jDyfðt; yÞjAL2ð½0;T  
 XÞ; and for m-almost every xAX ; fð	; xÞ is absolutely
continuous on ½0;T : Moreover, we assume that there is a constant d0 ¼ d0ðxÞ > 0
such that the following Ho¨lder continuity property holds for f and the ‘‘center
point’’ x of the heat kernel pð	; x; 	Þ: there exist C and a > 0 such that for every dod0
and for all ðt; yÞA½0; d 
 Bðx; dÞ;
jfðt; yÞ  fð0; xÞjpCda: ð15Þ
Proposition 3.4. There exists a constant K ; independent of x and f; such that for every
test function ftðyÞ and for almost every xAX ;Z T
0
Z
X
ftðyÞAypðt; x; yÞ dmðyÞ dt
:¼ 
Z T
0
Z
X
DftðyÞ 	 Dypðt; x; yÞ dmðyÞ dt
¼
Z T
0
Z
X
ftðyÞ
@
@t
pðt; x; yÞ dmðyÞ dt þ Kf0ðxÞ: ð16Þ
Proof. By Sturm [31], for all t2 > t1 > 0;Z t2
t1
Z
X
ftðyÞAypðt; x; yÞ dmðyÞ dt
¼
Z t2
t1
Z
X
ftðyÞ
@
@t
pðt; x; yÞ dmðyÞ dt: ð17Þ
Observe the difference between Eqs. (16) and (17); since the distributional measure of
 @p@t þ Aypð	; x; 	Þ is supported in fð0; x; xÞg; Eq. (17) does not detect it while
Eq. (16), based on the integral over the region ½0;T  
 X ; does detect the measure
 @p@t þ Aypð	; x; 	Þ: We follow an argument of Serrin [26] in proving Eq. (16), where
the constant K is independent of x;T and f:
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Let y1 and y2 be two test functions on ½0;T  
 X so that both are identically 1 in a
neighborhood of the point ð0; xÞ: Then y1  y2 vanishes in a neighborhood of ð0;xÞ;
and hence by Eq. (17),
Z T
0
Z
X
y1ðt; yÞ Ay  @
@t
	 

pðt; x; yÞ dmðyÞ dt
¼
Z T
0
Z
X
y2ðt; yÞ Ay  @
@t
	 

pðt; x; yÞ dmðyÞ dt:
Hence, there exists a constant K so that
Z T
0
Z
X
yðt; yÞ Ay  @
@t
	 

pðt; x; yÞ dmðyÞ dt ¼ K ð18Þ
for every test function y : ½0;T  
 X-R which is identically equal to 1 in a
neighborhood of ð0; xÞ:
Now let fðt; yÞ be any test function. Choose y ¼ yr to be a Lipschitz function
whose support lies in ½0; 2rÞ 
 Bðx; 2rÞ so that 0pyrp1; jDyrjpCr (recall that jDyrj is
comparable to the Lipschitz constant of yr) and yr  1 on ½0; rÞ 
 Bðx; rÞ: We split f
by writing
f ¼ yfþ ð1 yÞf:
By Eq. (17),
Z T
0
Z
X
ð1 yrðt; yÞÞfðt; yÞ Ay  @
@t
	 

pðt; x; yÞ dmðyÞ dt ¼ 0;
i.e.
Z T
0
Z
X
fðt; yÞ Ay  @
@t
	 

pðt; x; yÞ dmðyÞ dt
¼
Z T
0
Z
X
yrfðt; yÞ Ay  @
@t
	 

pðt; x; yÞ dmðyÞ dt:
Therefore, by Eq. (18),
Z T
0
Z
X
fðt; yÞ Ay  @
@t
	 

pðt;x; yÞ dmðyÞ dt  Kfð0; xÞ


¼
Z T
0
Z
X
ðfðt; yÞ  fð0; xÞÞyrðt; yÞ Ay  @
@t
	 

pðt; x; yÞ dmðyÞ dt


¼
Z T
0
Z
X
Dððfðt; yÞ  fð0; xÞÞyrðt; yÞÞ 	 Dypðt; x; yÞ dmðyÞ dt
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þ
Z T
0
Z
X
ðfðt; yÞ  fð0; xÞÞyrðt; yÞ @
@t
pðt; x; yÞ dmðyÞ dt

p
Z T
0
Z
X
Dððfðt; yÞ  fð0; xÞÞyrðt; yÞÞ 	 Dypðt; x; yÞ dmðyÞ dt


þ
Z T
0
Z
X
ðfðt; yÞ  fð0; xÞÞyrðt; yÞ @
@t
pðt; x; yÞ dmðyÞ dt

:
Now we estimate the two terms separately. Taking T > 2r and applying the Leibniz
rule and Ho¨lder inequality, we see thatZ T
0
Z
X
Dððfðt; yÞ  fð0; xÞÞyrðt; yÞÞ 	 Dypðt; x; yÞ dmðyÞ dt


pC
r
jjf fð0; xÞjjLNðBðx;2rÞ
½0;2rÞ
Z 2r
0
Z
Bðx;2rÞ
jDypðt; x; yÞj dmðyÞ dt
þ
Z 2r
0
Z
Bðx;2rÞ
jDyfðt; yÞj jDypðt; x; yÞj dmðyÞ dt
pC
r
ð2rmðBðx; 2rÞÞÞ12
Z T
0
Z
Bðx;2rÞ
jDypðt; x; yÞj2 dmðyÞ dt
 !1
2
þ
Z 2r
0
Z
Bðx;2rÞ
jDyfðt; yÞj2 dmðyÞ dt
 !1
2


Z T
0
Z
Bðx;2rÞ
jDypðt; x; yÞj2 dmðyÞ dt
 !1
2
:
By Lemma 3.2, Dpð	; x; 	ÞAL2ð½0;T  
 X Þ for almost every xAX : Since f is a test
function and r1ðrmðBðx; 2rÞÞÞ12oC12 for ro1 (C depends solely on the Q-regularity
constant of m), both terms tend to 0 as r-0; for almost every xAX :
Sturm [30] proved an estimate for @@t pðt; x; yÞ as well:
@
@t
pðt; x; yÞ

pCtQ21edðx;yÞ
2
C1t :
Combining this with estimate (15) yields (we may assume that 2rod0; where d0 is as
in (15)) Z T
0
Z
X
ðfðt; yÞ  fð0; xÞÞyrðt; yÞ @
@t
pðt; x; yÞ dmðyÞ dt


pC
Z 2r
0
Z
Bðx;2rÞ
jfðt; yÞ  fð0; xÞj t
Q
2
1e
dðx;yÞ2
C1t dmðyÞ dt
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¼ C
Z 2r
0
Z
Bðx;2rÞ\Bðx;t
1
3Þ
jfðt; yÞ  fð0; xÞj t
Q
2
1e
dðx;yÞ2
C1t dmðyÞ dt
þ C
Z 2r
0
Z
Bðx;t
1
3Þ
jfðt; yÞ  fð0; xÞj t
Q
2
1e
dðx;yÞ2
C1t dmðyÞ dt
pCmðBðx; 2rÞÞ jjfjjLNð½0;2r
Bðx;2rÞÞ
Z 2r
0
t
Q
2
1eCt
1
3
dt
þ C
Z 2r
0
Z
Bðx;t
1
3Þ
t
Q
2
1þa
3e
dðx;yÞ2
C2ðltÞ dmðyÞ dt
pCmðBðx; 2rÞÞ jjfjjLNð½0;2r
Bðx;2rÞÞ
Z 2r
0
t
Q
2
1eCt
1
3
dt
þ C
Z 2r
0
t1þ
a
3
Z
Bðx;t
1
3Þ
pðlt; x; yÞ dmðyÞ dt
pCmðBðx; 2rÞÞjjfjjLNð½0;2r
Bðx;2rÞÞ
Z 2r
0
t
Q
2
1eCt
1
3
dt
þ C
Z 2r
0
t1þ
a
3 dtpCrjjfjjLNð½0;r
Bðx;2rÞÞ þ C0r;
where l ¼ C1=C2 and Cr;C0r-0 as r-0: Now, letting r-0; we obtainZ T
0
Z
X
fðt; yÞ Ay  @
@t
	 

pðt; x; yÞ dmðyÞ dt  Kfð0; xÞ

 ¼ 0:
Thus Eq. (16) holds true for every test function f; for almost every xAX : &
4. Proof of Theorem 1.1
Proof. Our proof is based on an adaptation of an argument from [5]. Let u be
harmonic on a domain ODX and let B ¼ Bðy0; 10rÞCCO: Our proof will bound
jDuðx0Þj for every x0ABðy0; rÞ\A; where A is a set of measure zero depending on u
and containing the set of measure zero on which the previous statements about the
heat kernel are not valid.
Fix Tor3o1: Consider a Lipschitz function f on X such that f  1
on Bðx0; rÞ; spt fDBðx0; 2rÞ; and jDfjpCr : Let v ¼ uf and for every T > t > 0;
let
wðt; xÞ :¼ uðxÞfðxÞ  TtðufÞðx0Þ:
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Note that Dw ¼ Dv and Aw ¼ Av; and by Lemma 3.1,
jDwj2 ¼ 12 Aw2  wðuAfþ fAu þ 2Du 	 DfÞ
in the weak sense of measures. Here and in what follows we extend A formally to all
of N1;2ðXÞ by deﬁning Z
X
vAu ¼ 
Z
X
Du 	 Dv ¼
Z
X
uAv: ð19Þ
Note that this is consistent with (9).
Let mðtÞ ¼ TtðufÞðx0Þ: Then @@t w2 ¼ 2w @@t w ¼ 2wm0ðtÞ (we know from [10]
that mðtÞ is differentiable in the t-variable, and hence m0ðtÞ makes sense here).
Therefore,
jDwj2 ¼ 1
2
A þ @
@t
	 

w2  wðuAfþ fAu þ 2Du 	 Df m0ðtÞÞ
in the weak sense. Hence,Z t
0
Z
X
jDwj2ðs; xÞpðs; x0; xÞ dmðxÞ ds
¼ 1
2
Z t
0
Z
X
A þ @
@s
	 

w2ðs; xÞpðs; x0;xÞ dmðxÞ ds

Z t
0
Z
X
wðs; xÞðuðxÞAfðxÞ þ fðxÞAuðxÞ þ 2DuðxÞ 	 DfðxÞ
 m0ðsÞÞpðs; x0; xÞ dmðxÞ ds: ð20Þ
Observe thatZ t
0
Z
X
wðs; xÞm0ðsÞpðs; x0; xÞ dmðxÞ ds
¼
Z t
0
m0ðsÞ
Z
X
ðuðxÞfðxÞ  TsðufÞðx0ÞÞ pðs; x0; xÞ dmðxÞ ds
¼
Z t
0
m0ðsÞTsðufÞðx0Þ 1
Z
X
pðs; x0; xÞ dmðxÞ
	 

ds:
Recall that for every s > 0 and x0AX ;Z
X
pðs; x0; xÞ dmðxÞ ¼ 1:
Hence Z t
0
Z
X
wðs; xÞm0ðsÞpðs; x0; xÞ dmðxÞ ds ¼ 0: ð21Þ
Thus (20) holds without m0ðsÞ: We will estimate the remaining terms in (20)
separately.
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First, integrating by parts and using (19), we see that
Z t
0
Z
X
A þ @
@s
	 

w2ðs; xÞpðs; x0; xÞ dmðxÞ ds
¼
Z t
0
Z
X
w2ðs; xÞAxpðs; x0; xÞ dmðxÞ ds

Z t
0
Z
X
w2ðs; xÞ @
@s
pðs; x0; xÞ dmðxÞ ds
þ
Z
X
w2ðt; xÞ pðt; x0; xÞ dmðxÞ 
Z
X
w2ð0;xÞ pð0; x0; xÞ dmðxÞ:
Next, we wish to use Proposition 3.4 for ftðyÞ ¼ w2ðt; yÞ: In order to do this, we have
to show that w2ðt; yÞ can be used as a test function. Our function w2ðt; 	Þ may not
belong to L2ðX ; mÞ for a ﬁxed t; but this clearly does not cause any problems. The
other test function properties, required in Proposition 3.4, hold for w2ðt; yÞ; and only
the Ho¨lder continuity estimate (15) is not obvious from the deﬁnition of w2ðt; yÞ: We
use the local Ho¨lder continuity of u to show that (15) holds for w2ðt; yÞ: Note that
w2ð0; x0Þ ¼ 0:
Choose d0 > 0 so that u is Ho¨lder continuous, with exponent a; in Bðx0; d1=30 Þ: Fix
dod0 and suppose that ðt; xÞA½0; d 
 Bðx0; dÞ: Then
jwðt; xÞj ¼ juðxÞfðxÞ  TtðufÞðx0Þj
¼ juðxÞfðxÞ  uðx0Þfðx0Þ þ uðx0Þfðx0Þ  TtðufÞðx0Þj
pCda þ
Z
X
juðx0Þfðx0Þ  uðxÞfðxÞj pðt; x0; xÞ dmðxÞ
¼Cda þ
Z
Bðx0;t
1
3Þ
juðx0Þfðx0Þ  uðxÞfðxÞj pðt; x0; xÞ dmðxÞ
þ
Z
X \Bðx0;t
1
3Þ
juðx0Þfðx0Þ  uðxÞfðxÞj pðt; x0; xÞ dmðxÞ
pCda þ Cta3 þ CjjujjLNðBðx0;8rÞÞ
Z
X \Bðx0;t
1
3Þ
t
Q
2 e
dðx;x0Þ2
2C1t e
dðx;x0Þ2
2C1t dmðxÞ:
Here we used the upper bound estimate in the double inequality (12) on the heat
kernel pðt; x0; xÞ: Hence,
jwðt; xÞjpCda3 þ CjjujjLNðBðx0;8rÞÞeCt
1
3
Z
X \Bðx0;t
1
3Þ
ðltÞ
Q
2 e
dðx;x0Þ2
C2ðltÞ dmðxÞ
pCd
a
3 þ CjjujjLNðBðx0;8rÞÞeCt
1
3
Z
X
pðlt; x0; xÞ dmðxÞpCd
a
3: ð22Þ
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Here l ¼ 2C1=C2: Thus, (15) holds for w as a test function, which implies that it
holds for w2 as a test function as well. Now we can use Eq. (16) for w2ðt; yÞ; and we
have
Z t
0
Z
X
A þ @
@s
	 

w2ðs; xÞpðs; x0; xÞ dmðxÞ ds
¼ Kw2ð0; x0Þ þ
Z
X
w2ðt; xÞpðt; x0; xÞ dmðxÞ

Z
X
w2ð0; xÞpð0; x0; xÞ dmðxÞ:
Now Z
X
w2ðs; xÞpðs; x0; xÞ dmðxÞ
¼
Z
X
ðufÞ2ðxÞpðs; x0; xÞ dmðxÞ þ mðsÞ2
Z
X
pðs; x0; xÞ dmðxÞ
 2
Z
X
mðsÞðufÞðxÞpðs; x0; xÞ dmðxÞ
¼ TsðufÞ2ðx0Þ þ mðsÞ2  2mðsÞTsðufÞðx0Þ
¼ TsðufÞ2ðx0Þ  mðsÞ2; ð23Þ
and thus
lim
s-0
Z
X
w2ðs; xÞpðs; x0; xÞ dmðxÞ ¼ lim
s-0
TsðufÞ2ðx0Þ  ðTsðufÞðx0ÞÞ2;
provided the last limit exists. On the other hand, the Ho¨lder continuity estimate (22)
implies that
lim
s-0
TsðufÞ2ðx0Þ ¼ ðuðx0Þfðx0ÞÞ2:
Similarly,
lim
s-0
ðTsðufÞðx0ÞÞ2 ¼ uðx0Þ2fðx0Þ2:
Hence
lim
s-0
Z
X
w2ðs; xÞpðs; x0; xÞ dmðxÞ ¼ 0:
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Therefore, as wð0; x0Þ ¼ 0; we see thatZ t
0
Z
X
A þ @
@s
	 

w2ðs; xÞpðs; x0; xÞ dmðxÞ ds
¼
Z
X
w2ðt; xÞpðt; x0; xÞ dmðxÞ: ð24Þ
Secondly, since u is harmonic on spt f;
Z t
0
Z
X
wðs; xÞfðxÞAuðxÞpðs; x0; xÞ dmðxÞ ds
¼ 
Z t
0
Z
X
Dðwðs; xÞfðxÞpðs; x0; xÞÞ 	 Du dmðxÞ ds ¼ 0: ð25Þ
Note that (25) is well deﬁned, since wðs; 	Þ fð	Þ pðs; x0; 	Þ is in N1;2ðXÞ: This can be
seen as follows: let ðhiÞ and ðviÞ be sequences of Lipschitz-functions converging in
N1;2ðEÞ to wðs; 	Þ and pðs; x0; 	Þ; respectively, where E is a bounded domain. Then, by
the Leibniz rule and the continuity of wðs; 	Þ and pðs; x0; 	Þ; ðhifviÞ is a Cauchy
sequence in N1;2ðEÞ converging to wfp in L2ðEÞ: Now the N1;2ðEÞ-limit of ðhifviÞ
exists and has to be wfp:
Thirdly, by the fact that f  1 on Bðx0; rÞ and spt fDBðx0; 2rÞ;Z t
0
Z
X
wðs; xÞDuðxÞ 	 DfðxÞpðs; x0; xÞ dmðxÞ ds


pCrjjwjjLNð½0;t
Bðx0;2rÞÞ
Z t
0
Z
Bðx0;2rÞ\Bðx0;rÞ
jDuðxÞj2pðs; x0; xÞ dmðxÞ ds
pCrjjwjjLNð½0;t
Bðx0;2rÞÞ
Z t
0
Z
Bðx0;2rÞ\Bðx0;rÞ
jDuðxÞj2 s
Q
2 e
Cr2
s dmðxÞ ds
pCrjjujjLNðBðx0;2rÞÞeCt
1
3
Z
Bðx0;2rÞ\Bðx0;rÞ
jDuðxÞj2 dmðxÞ;
where we used the fact that s
Q
2 e
Cr2
s pCeCt
1
3 for all sotoTor3; and the fact that
by the Markov property (property 4 in Section 3) of the heat semigroup ðTtÞt>0;
jjwjjLNð½0;t
Bðx0;2rÞÞp2jjujjLNðBðx0;2rÞÞ: Now, by the Caccioppoli inequality (8) for
harmonic functions,
Z t
0
Z
X
wðs; xÞ DuðxÞ 	 DfðxÞpðs; x0; xÞ dmðxÞ ds


pCrjjujj2LNðBðx0;4rÞÞeCt
1
3
: ð26Þ
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We ﬁnally estimate the remaining term of Eq. (20). By Lemma 3.3,
Z t
0
Z
X
wðs;xÞuðxÞAfðxÞpðs; x0; xÞ dmðxÞ ds


¼
Z t
0
Z
X
Dðwðs; xÞuðxÞpðs; x0; xÞÞ 	 DfðxÞ dmðxÞ ds


p
Z t
0
Z
X
uðxÞpðs; x0; xÞDwðs; xÞ 	 DfðxÞ dmðxÞ ds


þ
Z t
0
Z
X
wðs; xÞpðs; x0; xÞDuðxÞ 	 DfðxÞ dmðxÞ ds


þ
Z t
0
Z
X
wðs; xÞuðxÞDpðs; x0; xÞ 	 DfðxÞ dmðxÞ ds


pCrjjujjLNðBðx0;2rÞÞeCt
1
3
Z
Bðx0;2rÞ\Bðx0;rÞ
jDuðxÞj2 dmðxÞ
 !1
2
þ CrjjujjLNðBðx0;2rÞÞeCt
1
3
Z
Bðx0;2rÞ\Bðx0;rÞ
jDuðxÞj2 dmðxÞ
 !1
2
þ CrjjujjLNðBðx0;2rÞÞeCt
1
3


Z t
0
Z
Bðx0;2rÞ\Bðx0;rÞ
jDpðs; x0; xÞj2 dmðxÞ dt
 !1
2
pCrjjujjLNðBðx0;4rÞÞeCt
1
3 þ CrjjujjLNðBðx0;2rÞÞeCt
1
3
pCrjjujjLNðBðx0;4rÞÞeCt
1
3
: ð27Þ
From [4] we know that there exists a constant C; independent of r; x0 and u; such
that
jjujjLNðBðx0;4rÞÞpCrQjjujjL2ðBðx0;8rÞÞ: ð28Þ
Combining inequalities (20), (21), (24)–(28), we see that
0p
Z t
0
Z
X
jDwðs; xÞj2pðs; x0; xÞ dmðxÞds
p 1
2
Z
X
w2ðt; xÞ pðt; x0; xÞ dmðxÞ þ Crjjujj2L2ðBðx0;8rÞÞeCt
1
3
: ð29Þ
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For T > t > 0; let
JðtÞ :¼ 1
t
Z t
0
Z
X
jDðufÞðxÞj2pðs; x0; xÞ dmðxÞ ds
¼ 1
t
Z t
0
Z
X
jDwðs; xÞj2pðs; x0; xÞ dmðxÞ ds:
Then, by inequality (29) (here we use again the fact that taeCt
1
3 peC0t
1
3 for
a > 0; toT),
0pJðtÞp 1
2t
Z
X
w2ðt; xÞpðt; x0; xÞ dmðxÞ þ CreCt
1
3 jjujj2L2ðBðx0;8rÞÞ: ð30Þ
Moreover, note that
d
dt
JðtÞ
¼  1
t
JðtÞ þ 1
t
Z
X
jDðufÞðxÞj2 pðt; x0; xÞ dmðxÞ
X
1
2t2
Z
X
w2ðt; xÞ pðt; x0; xÞ dmðxÞ  CreCt
1
3 jjujj2L2ðBðx0;8rÞÞ
þ 1
t
Z
X
jDwðxÞj2pðt; x0; xÞ dmðxÞ
X
1
t
Z
X
jDwðxÞj2pðt; x0; xÞ dmðxÞ  1
2t
Z
X
w2ðt; xÞ pðt; x0; xÞ dmðxÞ
	 

 CreCt
1
3 jjujj2L2ðBðx0;8rÞÞ:
Now, for ﬁxed t; eitherZ
X
w2ðt; xÞ pðt; x0; xÞ dmðxÞp2t
Z
X
jDwðxÞj2pðt; x0; xÞ dmðxÞ
or Z
X
w2ðt; xÞpðt; x0; xÞ dmðxÞ > 2t
Z
X
jDwðxÞj2pðt; x0; xÞ dmðxÞ:
In the ﬁrst case,
d
dt
JðtÞX CreCt
1
3 jjujj2L2ðBðx0;8rÞÞ: ð31Þ
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In the second case, we use (22) and (28) in order to obtain the estimate
Z
X
jDwðxÞj2 pðt; x0; xÞ dmðxÞp 1
2t
Z
X
w2ðt; xÞpðt; x0; xÞ dmðxÞ
p 1
2t
Z
Bðx0;t
1
3Þ
w2ðt; xÞpðt; x0; xÞ dmðxÞ
 
þ
Z
X \Bðx0;t
1
3Þ
w2ðt; xÞpðt; x0; xÞ dmðxÞ
!
pCrt
2
3
a1 þ 1
t
Crjjujj2LNðBðx0;8rÞÞ
Z
X \Bðx0;t
1
3Þ
t
Q
2 e
dðx;x0Þ2
2C1t e
dðx0;xÞ2
C2ðltÞ dmðxÞ
pCrt
2
3
a1 þ CreCt
1
3 jjujj2L2ðBðx0;8rÞÞ;
where l ¼ 2C1=C2 and a > 0: Note that
Z
X
w2ðt; xÞ pðt; x0; xÞ dmðxÞ ¼
Z
X
ðuðxÞfðxÞÞ2pðt;x0; xÞ dmðxÞ

Z
X
uðxÞfðxÞpðt; x0; xÞ dmðxÞ
	 
2
:
Thus, using inequality (5), we have
d
dt
JðtÞX 1
t
Z
X
jDwðxÞj2pðt; x0; xÞ dmðxÞ  1
2t
Z
X
w2ðt; xÞpðt; x0; xÞ dmðxÞ
	 

 CreCt
1
3 jjujj2L2ðBðx0;8rÞÞ
X  C
Z
X
jDwðxÞj2pðt; x0; xÞ dmðxÞ  CreCt
1
3 jjujj2L2ðBðx0;8rÞÞ
X  CreCt
1
3 jjujj2L2ðBðx0;8rÞÞ  Crt
2
3
a1
 CreCt
1
3 jjujj2L2ðBðx0;8rÞÞ ð32Þ
in the second case. Since (31) implies (32), inequality (32) holds in either of the two
cases.
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By the fundamental theorem of calculus,
Jð0Þ :¼ lim
t-0þ
1
t
Z t
0
Z
X
jDðufÞðxÞj2pðs; x0; xÞ dmðxÞ ds
¼ lim
s-0þ
Z
X
jDðufÞðxÞj2pðs; x0; xÞ dmðxÞ ¼ lim
s-0þ
TsjDðufÞðx0Þj2
¼ jDðufÞðx0Þj2 ¼ jDuðx0Þj2
(for almost every x0AX ). Because JðTÞ  Jð0Þ ¼ JðTÞ  jDuðx0Þj2 ¼
R T
0
d
dt
JðtÞ dt;
combining inequalities (30) and (32) gives
jDuðx0Þj2 ¼ JðTÞ 
Z T
0
J 0ðtÞ dt
p 1
2T
Z
X
w2ðT ; xÞpðT ; x0; xÞ dmðxÞ
þ CreCT
1
3 jjujj2L2ðBðx0;8rÞÞ þ Cr
Z T
0
jjujj2L2ðBðx0;8rÞÞeCt
1
3
þ t23 a1 dt
pCT ;rjjujj2L2ðBðx0;8rÞÞ:
Thus we have an a priori local bound on the Cheeger derivative of u:
jDuðx0ÞjpCT ;rjjujjL2ðBðx0;8rÞÞ:
Now by a local chaining argument using chains of balls converging to x; yAO and
using the local 2-Poincare´ inequality, we see that
juðxÞ  uðyÞjpCT ;rjjujjL2ðBðx0;10rÞÞdðx; yÞ;
whenever x; yAO satisfy Bðx; 10dðx; yÞÞCCO: Actually, this estimate is ﬁrst only
obtained a.e., but it then extends to hold for all points. For this reason we need to
know that the metric space X is quasiconvex, i.e. that there exists C > 0 such that for
every x; yAX there exists a closed curve joining x and y whose length does not exceed
Cdðx; yÞ: By Semmes’ Theorem we know that this is true in our case, see for instance
[6]. Thus u is locally Lipschitz continuous on O; proving the theorem. &
5. Curvature conditions
Let the assumptions of Theorem 1.1 be valid, except for the Sobolev inequality (5).
Then we can deﬁne the ‘‘square of the length of the gradient’’ (ope´rateur
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carre´ du champ)
Gðu; vÞðxÞ ¼ 1
2
ðAðuvÞðxÞ  uðxÞAvðxÞ  vðxÞAuðxÞÞ
pointwise whenever u; v and uvADðAÞ: By Lemma 3.1, Gðu; vÞðxÞ coincides with
DuðxÞ 	 DvðxÞ in our situation. Let us assume that we have a dense subspace
SCN1;2ðXÞ such that we can also deﬁne, for all u; vAS; the operator
G2ðu; vÞðxÞ ¼ 12 ðAðGðu; vÞÞðxÞ  Gðu;AvÞðxÞ  Gðv;AuÞðxÞÞ
pointwise. Observe that for this to be possible we must have SCDðAÞ; S be
closed under multiplication, and AðSÞCS: Then, following [3], we say that the
diffusion semigroup has curvature greater or equal to some kAR; if for every uAS
and xAX ;
G2ðu; uÞXkGðu; uÞ: ð33Þ
Now we have the following result which is part of Proposition 2.1 of [2].
Proposition 5.1. Assume that the subspace S is as above, and that the diffusion
semigroup has curvature greater or equal to some kAR: Then, for every uAN1;2ðX Þ;
each t > 0; and for almost every x0AX ;
Z
X
ðuðxÞ  Ttuðx0ÞÞ2pðt;x0; xÞ dmðxÞ
p 1 e
2kt
k
Z
X
jDuðxÞj2pðt; x0; xÞ dmðxÞ: ð34Þ
When k ¼ 0; 1e2ktk is replaced by 2t: Moreover, if inequality (34) holds true for every
uAN1;2ðXÞ and for almost every x0AX ; then (33) holds true for all functions in some
dense subclass SCN1;2ðX Þ as well.
It is easy to check, using an argument as in (23), that inequality (34) implies the
Sobolev inequality (5) when tot0 for some t0 and when the constant C is sufﬁciently
large. Consequently, our Sobolev inequality (5) holds when the curvature of the
diffusion semigroup is bounded from below, in particular for Riemannian manifolds
with Ricci curvature bounded from below. Here the generator A is the Laplace–
Beltrami operator. In this case, the lower curvature bound of the diffusion
semigroup is equivalent to the lower Ricci curvature bound, see [2,8] for a discussion.
Here S ¼ CN-L2ðX Þ:
Let us brieﬂy comment on Euclidean spaces with smooth Ahlfors-regular weights.
When the weight wAC2ðRnÞ; we can calculate Gðu; uÞ and G2ðu; uÞ for every
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uACN0 ðRnÞ; and we have
G2ðu; uÞðxÞ ¼Aðjruj2ÞðxÞ  2ruðxÞ 	 rðAuÞðxÞ
X kjruðxÞj2 ¼ kGðu; uÞðxÞ
if 1
w2
ðjrwðxÞj2  wðxÞDwðxÞÞXk: Thus the curvature is locally bounded from below
whenever wAC2ðRnÞ is a locally Ahlfors-regular weight. One could also consider
weights in those Riemannian manifolds mentioned above.
Let us return to one of the examples discussed in the Introduction. Deﬁne XaCR2
by
Xa ¼ fðx; yÞ ¼ ðr cos j; r sin jÞAR2 : jA½0; a; rX0g:
Restrict the Euclidean metric and the Lebesgue measure to Xa: Recall from the
Introduction that, when poao2p; Cheeger-harmonic functions need not be locally
Lipschitz. When a ¼ p; Xa is the closed upper half-plane. We wish to show that the
assumptions of Theorem 1.1 are satisﬁed in this case, as stated in the Introduction.
For this, it sufﬁces to show that those L2-integrable CN-functions u; for which @2u
vanishes in some e-neighborhood of fy ¼ 0g; are dense in N1;2ðRþ2 Þ: This is sufﬁcient
because, for them, the generator A coincides with the Laplacian D; and hence we
have the lower curvature bound zero. Here the Newtonian functions are the
extensions of functions in N1;2ðRþ2 Þ ¼ W 1;2ðRþ2 Þ to the closure fy ¼ 0g:
So, let uAW 1;2ðRþ2 Þ: Because
R
R
j@1uðx; 	Þj2 dx is integrable in Rþ; we can use the
Fubini Theorem to ﬁnd a decreasing sequence ðeiÞ of positive real numbers
converging to zero such that
ei
Z
R
j@1uðx; eiÞj2 dx-0
as i-N: Now, for each i; deﬁne ui by setting
uiðx; yÞ ¼
uðx; yÞ; yXei;
uðx; eiÞ; yoei:
(
Then uiAW 1;2ðRþ2 Þ:Next take a convolution approximation uei to ui in yX12 ei so that
the smoothing kernel has support in Bð0; 1
4
eiÞ; and extend uei to the rest of Rþ2 in the
obvious manner. Then the sequence ðueiÞ converges to u in the W 1;2ðRþ2 Þ-norm,
ueiAC
NðRþ2 Þ-W 1;2ðRþ2 Þ; and @2uei vanishes in an ei2-neighborhood of the x-axis.
Thus we have the desired dense subspace of W 1;2ðRþ2 Þ; and we can apply Proposition
5.1. Lipschitz continuity also holds in Xa when aop:
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