The present work demonstrates the use of resolvent analysis to obtain physical insights for open-cavity flows. Resolvent analysis identifies the flow response to harmonic forcing, given a steady base state, in terms of the response and forcing modes and the amplification gain. The response and forcing modes reveal the spatial structures associated with this amplification process. In this study, we perform resolvent analysis on both laminar and turbulent flows over a rectangular cavity with length-to-depth ratio of L/D = 6 at a free stream Mach number of M ∞ = 0.6 in a spanwise periodic setting. Based on the dominant instability of the base state, a discount parameter is introduced to resolvent analysis to examine the harmonic characteristics over a finite-time window. We first uncover the underlying flow physics and interpret findings from laminar flow at Re D = 502. These findings from laminar flow are extended to a more practical cavity flow example at a much higher Reynolds number of Re D = 10 4 . The features of response and forcing modes from the laminar and turbulent cavity flows are similar to the spatial structures from the laminar analysis. We further find that the large amplification of energy in flow response is associated with high frequency for turbulent flow, while the flow is
I. Introduction
Modal analysis techniques are valuable tools to extract dominant features from a wide range of flows. There are approaches that can identify spatial modes associated with flow unsteadiness, dynamics, instabilities, and harmonic responses [1] [2] [3] [4] [5] [6] . Resolvent analysis is one of these modal analysis techniques that can examine the harmonic input-output characteristics about a given base state [4, 7] . Closely related to the resolvent analysis is the global stability analysis, which identifies instabilities in the flow. While the global stability analysis reveals how perturbations in the flow behave through the setup of an initial value problem, the resolvent analysis uncovers the flow response as a particular solution for a sustained harmonic forcing input. The insights gained from resolvent analysis are powerful and have supported studies focusing on transitions, transient growth, and flow control [8] [9] [10] [11] .
In fluid mechanics, resolvent analysis examines how harmonic forcing inputs can be amplified through the linearized Navier-Stokes operator with respect to the given base state. Strictly speaking, the base state should be a steady state solution to the Navier-Stokes equation [4, 7, 12] . However, the nonlinear terms in the Navier-Stokes equations can be considered as part of the harmonic forcing input to the linearized system enabling the resolvent analysis to examine base states which are not the exact solution to the Navier-Stokes equation. This extension requires the base flow to be statistically stationary such that the fluctuations from the nonlinear physics are comprised of harmonic inputs [9, 13] .
These points enable resolvent analysis to examine time-average statistically stationary turbulent flows, making it very useful beyond traditional operator-based modal analysis techniques that focused on laminar flows.
In this work, we consider the application of resolvent analysis to compressible cavity flows. Rectangular cavities are ubiquitous in various engineering settings from small to large scales, including gaps between plates, automobile sunroofs, landing gear wells, and aircraft weapon bays. Flows over such cavities are known to exhibit high levels of fluctuations. In cavity flow, a shear layer emanates from the cavity leading edge, rolls up into large vortices from the Kelvin-Helmholtz instability, and impinges on the cavity aft-wall, producing intense pressure and velocity fluctuations as well as noise emission. These fluctuations can be large and cause structural fatigue and sound pollution. In an effort to address these issues, cavity flows have been studied for decades to understand the flow characteristics influenced by various flow conditions [14] . For cavity flows, resolvent analysis has been performed on laminar flow conditions for the investigation of frequency selection mechanism [15] and to design actuation strategies to suppress flow oscillations [16] .
The present paper extends resolvent analysis to turbulent flows and lays out the procedure as part of the special issue on modal analysis.
The instabilities of cavity flows have been investigated in several studies over the past decades focusing on the effects of cavity aspect ratio, free stream Mach number, and sidewalls [17] [18] [19] [20] [21] . The findings provide rich information in terms of spatial distribution, growth/decay rate and temporal frequencies of disturbances that develop under the given base flows. The fruitful results from stability analysis have also served as guidelines in many steady control efforts aimed at suppressing cavity flow oscillations [22, 23] . The resolvent analysis discussed in the present work is aimed to provide insights for unsteady control designs in turbulent flow to potentially improve the control performance.
In the present work, resolvent analysis is performed on both laminar and turbulent cavity flows at Re D = 502 and 10 4 , respectively, to uncover the underlying physics. Stability analysis has also been conducted to examine the instabilities of the statistically stationary mean flow, which also provides guidelines for choosing an appropriate time-window in the discounted resolvent analysis. Moreover, we compare the findings from laminar and turbulent flows, which are valuable in understanding the underlying physics from a fundamental study at low Reynolds number to practical engineering applications at high Reynolds number. The paper is organized as follows. The methodologies of resolvent analysis and stability analysis are provided in section II, along with the computational setup of the open-cavity flow. In section III, we discuss the characteristics of the base flows obtained from direct numerical simulation and large eddy simulation, and present the two-dimensional (2D) and three-dimensional (3D) eigenmodes and resolvent modes from stability analysis and resolvent analysis, respectively. At last, conclusions are provided in section IV.
II. Approach

A. Resolvent analysis
Let us present the resolvent analysis approach necessary to examine the input-output properties of fluid flows. The overall approach is illustrated in figure 1 that we will discuss each component of the resolvent analysis below. 
Resolvent operator
Resolvent analysis is an operator-based modal analysis formulation that is capable of examining flow response to harmonic forcing input with respect to a given base state. For this analysis, the base state can be an equilibrium state or a time-average flow, provided that the flow is in statistical equilibrium. The dimensionless governing equation for fluid flow is the (spatially discretized) Navier-Stokes equation expressed as
where the state variable q = [ρ, ρu, ρv, ρw, e] T ∈ R 5m . Here, we have density ρ, velocity u, v, and w for streamwise x, transverse y, and spanwise z directions, and energy e. The number of grid points used to discretize the computational domain is denoted by m. All variables have been non-dimensionalized by the cavity depth and free stream values of the variables, and velocity is non-dimensionalized by free stream acoustic speed as described in [21] . We decompose the flow state q into the 2D steady base stateq and the 3D perturbation(x, y, z, t) =q(x, y) + q (x, y, z, t).
Substituting this expression into Eq. (1), the governing equation for the perturbation becomes
whereL(q) denotes the linear operator of the Navier-Stokes equations on q and the term f represents a forcing applied to the linear dynamical system. The above linearization holds only ifq is an equilibrium state. For non-equilibriumq,
the forcing term f can be interpreted as a combination of the right-hand-side of the original Navier-Stokes equation with respect to the base state, the nonlinear higher-order perturbation terms, and/or external forcing introduced into the fluid flow system. With the assumption that the flow to be examined is in a statistically stationary state, both forcing f and perturbation q can take the Fourier representations of
q (x, y, z, t) =q ω,β (x, y)e i(βz−ωt) + complex conjugate,
with real-valued radian frequency ω, real-valued spanwise wavenumber β, andf ω,β andq ω,β denoting spatial amplitude functions for forcing and perturbation, respectively. Here, we have assumed that the flow is spanwise periodic, although such assumption can be removed in general. By substituting Eqs. for the system with a sustained forcing input. For the forced system, by solving forq ω,β from Eq. (6), we find
where H(q; ω, β) = [−iωI − L(q, β)] −1 is referred to as the resolvent operator. Here, H(q; ω, β) is the transfer function between the inputf ω,β and the outputq ω,β for the given base stateq(x, y), real-valued spanwise wavenumber β and real-valued frequency ω [24] . The selection of the base state is important as discussed below.
Choice of base state
The base state chosen for resolvent analysis should be a time-invariant state, such as the equilibrium or the time-average (mean) flow. For flows up to moderate Reynolds numbers, the equilibrium state can be solved for via the selective frequency damping method or a Newton-Krylov-type iterative method [25] [26] [27] . However, for turbulent flows at higher Reynolds numbers, solving for the equilibrium state can be difficult. Moreover, the existence of the equilibrium point itself may be questionable. In such a case, the statistically stationary mean flow can be used as the base state for constructing the linear operator L(q; β). Although stability analysis is valid only when the base stateq is an equilibrium state of the flow, the exercise of checking instability of L(q; β) based on the mean flow is a precursor for performing resolvent analysis to seek proper physical interpretation.
Stability analysis
Given a stable base state, the interpretation of the findings from resolvent analysis is straightforward. The response of the forcing input is amplified by the respective gain amplitude with the spatial structure of the response mode. The sustained periodic forcing input yields periodic response output. However, the results from resolvent analysis should be taken with care if the given base state is unstable. If the base state is unstable, perturbations added to the base flow can grow larger than the harmonic output, leaving the insights from resolvent analysis in vein. To obtain proper insights from resolvent analysis for unstable base flows, the instabilities of the base stateq should be taken into consideration. Stability analysis examines development of small perturbations about a base state [3] via performing eigen-decomposition of the linearized Navier-Stokes operator L(q; β). Considering the unforced system (f = 0) with Eq. (6), we form a temporal eigenvalue problem shown as
where eigenvalue −iω is a complex-valued number with real (ω r ) and imaginary (ω i ) components representing the temporal frequency and growth (ω i > 0) or decay (ω i < 0) rate, respectively, of the instability. Strictly speaking, stability analysis should be performed about an equilibrium state that is a solution to the Navier-Stokes equations. Here, the stability analysis for a time-average base state is not focused on the identification of instabilities but is utilized to determine the temporal window that must be used in the resolvent analysis, as discussed later.
If the linear operator contains only stable eigenmodes such that max(ω i ) < 0, we can directly use the formulation shown in section II.A.1 to perform resolvent analysis and examine the asymptotic behaviors of the dynamical system in an infinite-time horizon. If the linear operator possesses unstable eigenmodes such that max(ω i ) ≥ 0, the resolvent analysis should be modified to have a time-window characterized by a real-valued parameter α satisfying α > max(ω i ).
This leads to the so-called discounted resolvent analysis proposed by Jovanović [12] , which examines the harmonic response of the dynamical system within the finite-time window before instabilities grow unboundedly. With these subtle but important points in mind, we introduce the resolvent analysis.
Resolvent analysis
For a stable base state, the resolvent analysis can be cast in the framework of singular value decomposition (SVD) of the resolvent operator to determine the dominant forcing directionsf ω,β and the output directionsq ω,β . Using the matrix notation, we can express the decomposition as
where H ∈ C 5m×5m , Q = [q 1 ,q 2 , . . . ,q k ] contains a set of left singular vectorsq j called the response modes, and The resolvent gain is studied in the context of having an energy norm defined by E = ∫ S (|ρ| 2 + |ρu| 2 + |ρv| 2 + |ρw| 2 + |ê| 2 )dA = ||q|| 2 E in the present work. This norm can be related to the induced 2-norm of the resolvent operator H(q; ω, β) through a weight matrix W, such that ||q|| 2 E = ||Wq|| 2 2 [11, 28] . The weight matrix W can be constructed based on the discretization scheme adopted in the numerical configuration. Consequently, the optimal ratio of this energy norm of response to forcing modes can be obtained via calculating the largest singular value of the resolvent operator, which is the induced 2-norm of the weighted resolvent matrix W H(q; ω, β)W −1 . Because of the weight matrix W used in the induced 2-norm evaluation, the resulting forcing and response modes shown later have been scaled by W −1 to represent the correct flow field. Details on the norms can be found in Yeh & Taira [11] .
Discounted resolvent operator
In discounted resolvent analysis [12] for an unstable flow, an exponential discount is introduced to the dynamical system, in which energy amplification within a finite-time window can be examined. The finite-time window is realized by introducing a real-valued parameter α into the original resolvent operator (Eq. (7)) to form the discounted resolvent operator
The eigenspectrum of maxtrix [L(q; β) − αI] is equivalent to the eigenspectrum of L(q; β) shifted by −α along imaginary axis. In other words, the flow response under investigation is in a finite-time window characterized by 1/α. As α → 0 + , the window becomes infinite such that Eq. (10) reduces to the original resolvent operator in Eq. (7) . For an unstable flow with max(ω i ) > 0, by choosing α > max(ω i ), we select to examine the harmonic response of the flow prior to the instabilities invalidating the formulation. It is important to note that the actual flow will not grow unboundedly.
Nonlinearity will act to saturate the disturbance level, and its magnitude will stay bounded. In many cases, including flow control applications, the resolvent analysis is hoped to provide the dominant amplification that likely is going to trigger nonlinear effects to shift the mean flow to a desirable state for achieving some engineering benefits.
B. Compressible laminar and turbulent open-cavity flows
In the present work, we examine laminar and turbulent compressible flow over a long rectangular cavity. The cavity of length-to-depth ratio L/D = 6 and width-to-depth ratio Λ/D = 2 is considered with the free stream having a Mach number of M ∞ = 0.6. The compressible flow solver CharLES [29] [30] [31] is used to perform direct numerical simulation and large eddy simulation for the cavity flow at depth-based Reynolds numbers of Re D = 502 and 10 4 , respectively.
A second-order finite-volume method and third-order Range-Kutta temporal integration scheme are used. Given the initial momentum thickness θ 0 at the cavity leading edge, the corresponding momentum-thickness-based Reynolds numbers are Re θ = 19 and 225, respectively.
The computational setup is shown in figure 2 . The origin of Cartesian coordinate system is placed at the cavity leading edge with x, y and z representing the streamwise, transverse and spanwise directions, respectively, with corresponding velocity components denoted by u, v and w. No-slip and adiabatic boundary conditions are prescribed at the cavity walls. Spanwise periodicity is prescribed with cavity span of W = 2D. We specify a laminar Blasius boundary layer profile for incoming flow at Re D = 502 with an initial boundary layer thickness of D/δ 0 = 3.6 at the cavity leading edge. For the turbulent flow at Re D = 10 4 , we use a turbulent mean velocity profile using the one seventh power law, and superpose random Fourier modes to approximate a turbulent boundary layer profile [32, 33] . The initial boundary layer thickness is set to D/δ 0 = 6. The inlet boundary is placed 3D from the cavity leading edge, and the outflow boundary is placed 7D from the cavity trailing edge. The far-field boundary condition is placed 9D above the cavity leading edge. Sponge zones spanning 2D are applied at outlet and far-field boundaries to damp out exiting waves and prevent reflections. Structured meshes with 7 and 14 million grid points are used for cases with Re D = 502 and 10 4 , respectively. The grid resolutions have been found to be sufficient to resolve the flow structures as discussed in our previous studies [23, 34] .
In the stability and resolvent analyses, the Dirichlet boundary condition at the inlet for velocity and pressure gradient of the perturbation variables are specified to be zero. For outflow and far-field boundaries, Neumann boundary conditions for density, velocity and pressure are prescribed as zero. Along the cavity walls, velocity and transverse gradient of pressure perturbations are set to zero. Since the size of the linear operator L(q; β) ∈ C 5m×5m , where 5m can be extremely large due to number of grid points used to discretize the flow, we use ARPACK library [35] to solve the large-scale eigenvalue problem. To expedite the eigen-decomposition of the linear operator L(q; β), we have interpolated the mean flow onto a coarse mesh with 0.8 million points [36] , for which the domain size and grid resolution have also been examined to be sufficient to capture the dominant eigenmodes [21, 34] . 
III. Results and Discussions
In this section, we examine the characteristics of rectangular cavity flows at M ∞ = 0.6 and Reynolds numbers of Re D = 502 and 10 4 . For both cases, stability and resolvent analyses are performed to uncover the underlying 2D and 3D flow physics. [38] whose frequencies can be calculated using a semi-empirical formula [39] given by
A. Baseline flow characteristics
where f n is the frequency of nth Rossiter mode,α = 0.38 is the phase delay, κ = 0.65 is an empirical constant representing the average convective speed of disturbance in the shear layer [38] , and γ = 1.4 is specific heat ratio. To identify the Rossiter modes, power spectral density plots of the pressure history are shown in figure 5 using Welch's method with Hanning window and 75% overlap. The pressure is normalized by the free stream dynamic pressure, and the gray shaded areas indicate uncertainty bounds representing 95% confidence. The peaks of power spectral density agree well with the predicted Rossiter mode frequency in both low and high Reynolds number cases. As observed in 
B. Two-dimensional instability and resolvent modes
Although we have seen highly three-dimensional structures in the instantaneous flow, the shear-layer instability is indeed a 2D mechanism driving the flow oscillations. Hence, we perform stability and resolvent analyses using timeand spanwise-average mean flow as the base flow and set spanwise wavenumber β to zero to extract 2D modes. The eigenvalues of the 2D eigenmodes obtained from stability analysis are shown in figure 5 over St L = ω r L/(2πu ∞ ) and ω i D/u ∞ representing Strouhal number and growth/decay rate, respectively. The frequencies of the 2D eigenmodes agree well with the power spectral density. This observation has also been noted in other studies [34, 40, 41 ] that a use of mean flow as base state in stability analysis yields good prediction of temporal frequencies present in the unsteady flows.
While the large value of growth rateω i D/u ∞ in Re D = 502 case can be correlated with the dominance of Rossiter mode II, this relation is not clear for the Re D = 10 4 case.
Because stability analysis for the laminar and turbulent flows captures unstable eigenmodes, the discounted resolvent analysis with α > max(ω i ) needs to be considered. As the first singular value σ 1 of resolvent operator is assessed using the pseudospectra of the linear operator L(q; β) along the real axis [42] . Here, we present the pseudospectrum of the regions of high gain can extend far away from the location of the eigenvalues [4] . That is, the pseudospectra can exhibit slow decay of the gain away from the poles (eigenvalues). In the present study, the extra high-gain area in the turbulent flow case results from non-normality of the linear operator, which is not observed in the laminar flow. Moreover, the frequency associated with the highest resolvent gain is far away from the dominant resonance in the nonlinear flow, which suggests that the high-gain region might not exactly correspond to the primary instabilities in the flow revealed from stability analysis, but it could potentially provide insights on how to excite flows efficiently with respect to control-oriented studies. In the discussions here, we only focus on the dominant modes but the analysis can reveal subdominant modes as well.
C. Three-dimensional instability and resolvent modes
Let us discuss the three-dimensional instabilities with spanwise wavenumber β > 0. Shown in figure 6 are the eigenspectra and selective eigenvectors of the laminar and turbulent cavity flows with spanwise wavenumber over a range of 1 ≤ β ≤ 12. The maximum value of growth rateω i D/u ∞ will guide us to choose the proper value of α for the discounted resolvent analysis to be performed later. The eigenspectra associated with each β are denoted by different colors.
For the laminar flow ( figure 6 (a) ), the eigenspectra are concentrated in the low frequency region with St L < 1. As β increases, the eigenmodes become more stable, and the eigenvalues exhibit a spreading pattern in terms of modal frequency. Among these eigenmodes, the least-stable ones are associated with low wavenumbers and low frequencies, which have been reported in previous studies [34] . These low wavenumber modes stem from centrifugal instabilities that are collocated with the recirculation region within the cavity. As shown in the subplot of the eigenvector of the leading eigenmode with β = 8 in figure 6 (a) , the disturbance of streamwise velocity resides around the primary recirculation and fluctuates with a low frequency of St L = 0.19.
For the turbulent flow ( figure 6 (b) ), unstable eigenmodes are captured covering a wider range of frequencies than that of the laminar flow. The most-unstable mode has a wavenumber around β = 5, which is different from the laminar flow case where the least-stable mode has a wavenumber of β = 1. For the turbulent case, the eigenspectra for β = 1 do not follow the pattern presented by the large wavenumber cases with β ≥ 2, and the frequencies of the eigenmodes (β = 1) are higher than those of the eigenmodes with β ≥ 2. Moreover, centrifugal instabilities with low frequencies are also observed in the turbulent flow, but there is a new branch of eigenmodes with high frequencies as illustrated in subplots of figure 6 (b) . The disturbance in these eigenmodes mainly oscillates in the area of the center recirculation zone as shown in the mean flow profile ( figure 4 ). Because the resolvent gain here is equivalent to the pseudospectrum along the neutral stability line of ω i D/u ∞ = 0, the optimal gain distribution is influenced by the eigenmodes in the vicinity of the neutral stability line. As the two leading eigenmodes are the nearest modes below the neutral stability line, two local maxima are revealed from the gain distribution along the frequency axis. We also note that the normality of a matrix can determine the gain behavior [4, 28] . The shown cases yield a normal linear operator, for which the frequencies of gain peaks and eigenmodes match, and the gain value can be well approximated by the inverse of the distance between the eigenvalue and neutral stability line. This interpretation explains the appearance of maximum gain in relation to the locations of eigenvalues.
For the range of β ≥ 7, the gain decreases as frequency increases, and there are no distinct peaks appearing at the frequencies of the leading eigenmodes. The reason for this is due to the eigenmodes with β > 7 being quite stable with their eigenvalues placed far away from the neutral stability line.
Next Here, we further calculate the spanwise Reynolds stress using theû andv components of the response mode
where * represents complex conjugate, and (·) indicates the real component. High distribution of the Reynolds stress appears upstream in the shear layer for high-frequency response modes, indicating that mixing in shear layer occurs immediately aft of the cavity leading edge for large spanwise wavenumber β.
Similar influences of the frequency and wavenumber on forcing mode features are also observed. The forcing modes with β = 2 and frequency in the range of 0.18 ≤ St L ≤ 1.2 are shown in figure 8 . For all the frequencies, the largest value of disturbance in the forcing modes is around the cavity leading edge. When St L increases, the spatial structures of forcing modes also concentrate in the shear-layer region as observed for the response modes. Based on the spatial features of response and forcing modes, forcing with strong three dimensionality in the spanwise direction propagates in the shear layer region. We also observe that the flow inside the cavity does not respond to forcing with high frequencies (St L 0.4).
For the turbulent flow at Re D = 10 4 , there are unstable eigenmodes which were revealed by the stability analysis ( figure 6 ). For this reason, we perform the resolvent analysis with a temporal discount with αD/u ∞ = 0.2 satisfying α > max(ω i ). When a larger value of α is chosen, the finite-time window imposed on the system becomes narrower. As a consequence, the resolvent gain will be reduced, and the spatial extents that response and forcing modes cover become smaller in size since the modes are constrained to develop only within a short-time horizon. On the other hand, this analysis highlights where the forcing and response modes originate in space.
The frequency leading to high-resolvent gain is quite different between the turbulent and the laminar flows. The 
IV. Summary
In this paper, we applied resolvent analysis to study the input-output characteristics of open-cavity flows at a free stream Mach number of M ∞ = 0.6. Both laminar and turbulent cavity flows at Re D = 502 and 10 4 , respectively, were considered. Since the main oscillation mechanism in the cavity flows is the shear-layer roll-up over a range of Reynolds numbers, the mean flow pattern is similar, especially in the shear-layer region, which is not significantly affected by the flow condition (laminar or turbulent). Two-and three-dimensional instabilities were captured by stability analysis, which provided a reference for choosing a proper finite-time window (discount parameter) for the resolvent analysis.
With the resolvent analysis, we observed that 3D response modes with high frequency of St L 0.5 have similar spatial structures to the shear-layer instabilities. For a high frequency forcing in a 3D form around the cavity leading edge, the most responsive area in the flow is in the shear-layer region. The spatial structures of the response modes share the same features for laminar and turbulent flows, and the scale of the response mode becomes smaller as frequency increases. Nevertheless, the larger the spanwise wavenumber is, the narrower the vertical extent of response mode.
Although laminar and turbulent cavity flows have similar response modes in terms of the spatial structure, the overall energy norm amplification is much higher in the turbulent flow than in the laminar flow, and the preferred frequency revealed by high resolvent gain is different. The laminar flow is most responsive to low-frequency forcing with St L 0.4, while the turbulent flow is most responsive to high-frequency forcing with St L 2.5. Therefore, the spatial structures of resolvent modes are insensitive to the flow state such that the features observed from fundamental laminar flow can be carried over to turbulent flow study. However, the amplification level in terms of energy norm and preferred frequency of the fluid dynamical system is strongly dependent on the flow state or Reynolds number.
