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MAXIMUM OF THE CHARACTERISTIC POLYNOMIAL FOR A RANDOM
PERMUTATION MATRIX
NICHOLAS COOK‡ AND OFER ZEITOUNI§
Abstract. Let PN be a uniform random N×N permutation matrix and let χN (z) = det(zIN−PN )
denote its characteristic polynomial. We prove a law of large numbers for the maximum modulus
of χN on the unit circle, specifically,
sup
|z|=1
|χN (z)| = Nx0+o(1)
with probability tending to one as N →∞, for a numerical constant x0 ≈ 0.652. The main idea of
the proof is to uncover a logarithmic correlation structure for the distribution of (the logarithm of)
χN , viewed as a random field on the circle, and to adapt a well-known second moment argument
for the maximum of the branching random walk. Unlike the well-studied CUE field in which PN is
replaced with a Haar unitary, the distribution of χN (e
2piit) is sensitive to Diophantine properties of
the point t. To deal with this we borrow tools from the Hardy–Littlewood circle method in analytic
number theory.
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1. Introduction
For a large integer N let PN be an N ×N permutation matrix drawn uniformly at random, and
consider its characteristic polynomial
χN (z) = det(zIN − PN ).
Our goal is to understand the asymptotic size of the maximum of |χN (z)| over the unit circle, up
to sub-polynomial factors. It will be convenient for us to work with the logarithm of the following
modification of χN :
χ˜N (z) = det(IN − zPN ) = zNχN (1/z).
Note that for |z| = 1 we have |χN (z)| = |χ˜N (z¯)|. Hence we will consider the following random field
on the torus R/Z:
XN (t) = log |χ˜N (e(t))| = log | det(IN − e(t)PN )| (1.1)
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(a) N = 100, I = (0, 1) (b) N = 104, I = (0, 1)
(c) N = 104, I = (0.1, 0.11) (d) N = 109, I = (0, 0.6)
Figure 1. Simulations of the field XN on subintervals I ⊂ R/Z, computed from the
cycle structures for the permutations PN using the formula (2.2)). The cycle structures
are random partitions of [N ] generated using the Chinese restaurant process. The
respective partitions are:
(A): {56, 22, 9, 9, 4},
(B/C): {6310, 1914, 909, 668, 79, 47, 33, 19, 12, 5, 3, 1},
(D): {892060223, 78087020, 19479718, 9152317, 630684, 352623, 114502, 104059,
8973, 8193, 1641, 33, 5, 3, 2, 2, 1, 1}.
In (D) there are noticeable dips in the field near the rationals 0, 1/2, and 1/3.
taking values in [−∞,∞). Here and throughout we abbreviate e(t) := exp(2piit). See Figure 1 for
some numerical simulations.
In [HKOS00], Hambly, Keevash, O’Connell and Stark obtained a central limit theorem for the
value of XN at fixed points t ∈ R/Z satisfying a qualitative condition on approximability by
rationals:
Theorem 1.1 ( [HKOS00]). Let t ∈ R/Z be of finite type, that is,
lim inf
n→∞ n
γ‖nt‖R/Z > 0 (1.2)
for some constant γ < ∞, where ‖s‖R/Z is the distance from s to the nearest integer. Then
XN (t)/
√
pi2
12 logN converges in distribution to a standard normal variable. Moreover, the same
conclusion holds for ImχN (e(t)) in place of XN (t).
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It is not hard to see that for any fixed rational t = p/q ∈ R/Z the distribution of XN (t) has
an atom at −∞, which explains why a hypothesis of the form (1.2) should be needed (note in
particular that XN (0) ≡ −∞).
Earlier, Wieand had obtained a multidimensional CLT for the number of eigenvalues lying in
a fixed collection of disjoint arcs [Wie00], which, as noted in [HKOS00], is related to the distri-
bution of the imaginary part of χN by the argument principle. Ben Arous and Dang established
non-Gaussian fluctuations for sufficiently smooth linear statistics of eigenvalues [BAD15]. Theo-
rem 1.1 was extended by Dang and Zeindler [DZ14] to a multidimensional CLT for fixed d-tuples
(t1, . . . , td) ∈ (R/Z)d satisfying a multivariate version of the finite type condition (1.2). We note that
the multi-dimensional CLT is related to the notion of mod-Gaussian convergence for permutons,
see [FMN17] for details. For information on mesoscopic and microscopic scales, see recent work
of Bahier [Bah18b, Bah18a]. Many of these works also considered permutations sampled from the
Ewens distribution (see also [Zei13]); even more general distributions were considered in [HNNZ13].
There has also been extensive work on “modified permutation matrices” with entries weighted by
i.i.d. complex variables (zi)
N
i=1 [Wie03,Eva02,DZ14,Bah18b,NN13]; in the case that |zi| = 1 these
matrices are representations of random elements of the wreath product S1 oSN of the circle with
the symmetric group on N letters.
In the present article we are concerned with the global maximum of the field XN (t), for which
we obtain a law of large numbers:
Theorem 1.2 (Main result). We have
1
logN
sup
t∈R/Z
XN (t) −→ x0 in probability,
where x0 is a numerical constant, defined implicitly in (1.9) below, with approximate value x0 ≈
0.6524.
A similar result for the imaginary part of the log-characteristic polynomial can be obtained by
a much shorter argument – see Section 2.1.
Theorem 1.2 parallels recent results on the CUE field XCUEN (t), in which PN is replaced by an
N ×N Haar unitary matrix UN . It was conjectured by Fyodorov, Hiary and Keating that
max
t∈R/Z
XCUEN (t) = logN −
3
4
log logN +MN , (1.3)
where MN is a sequence of random variables converging in law to an explicit distribution [FHK12,
FK14]. The leading order logN term in (1.3) was established by Arguin, Belius and Bourgade
in [ABB17], thus obtaining the analogue of our Theorem 1.2 (with x0 replaced by 1). The order
log logN correction was subsequently obtained by Paquette and the second author [PZ17]. Cur-
rently, the best result is due to Chhaibi, Madaule and Najnudel, who showed (1.3) holds with MN
having a tight sequence of distributions; moreover, they handled the more general CβE field, which
specializes to the CUE at β = 2 [CMN16]. Some important progress toward the identification of
the limit law (for the case β = 2) is contained in [Rem17].
The conjecture (1.3) was motivated by a well-known analogy between the characteristic poly-
nomial of a Haar unitary matrix and the Riemann zeta function ζ(s) in the neighborhood of a
random point on the critical axis Re s = 1/2. Specifically, letting T be a large positive real, we
draw t0 ∈ [T, 2T ] uniformly at random and study the random function t 7→ ζ(1/2+i(t0 + t)). In the
analogy, log T plays the role of N , the dimension of the Haar unitary. At the level of microscopic
spacing of zeros (at scale 1/ log T ) the analogy is formalized in the Montgomery pair correlation
conjecture [Mon73], as well as the stronger GUE hypothesis (see [KS99]). A central limit theorem
for log |ζ(1/2+i(t0 + t)| for fixed t ∈ R was obtained by Selberg [Sel46], and his result was extended
to multidimensional CLTs in [HNY08, Bou10]. The analogue of (1.3) for the zeta function was
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recently established to leading order in [ABB+], where it was shown
1
log log T
max
|t−t0|≤1
log |ζ(1/2 + i(t0 + t))| −→ 1
in probability. The same result was independently established in [Naj16] (where the maximum of
the imaginary part of log ζ was also considered) conditional on the Riemann hypothesis. The order
log log log T correction was proved for a randomized model of the zeta function in [ABH17].
A key property of XCUEN is that it is a logarithmically correlated field, an archetypical example
of which is the branching random walk. All of the aforementioned works made use of approaches
developed for the extremes of branching random walk going back to Bramson [Bra78]. See Section
2 for further discussion of these ideas.
In the present work we also make use of analogies with branching random walk. However, the
discrete nature of the permutation matrix PN presents unique challenges for establishing Theorem
1.2. Here we highlight three key differences from the CUE field:
(a) In contrast to the CUE field, the distribution of XN (t) is not invariant under rotations t 7→ t+s.
In particular, as we saw in Theorem 1.1, the distribution is sensitive to Diophantine properties
of the point t.
(b) Some difficulties arise from Poissonian aspects of the field XN (t). In particular, the permutation
is determined by N discrete random variables describing the number of cycles of different
lengths. For fixed t, all these variables participate in determining the value of XN (t). However,
certain unlikely (but not very unlikely) “clumpings” of these variables can globally affect XN .
(c) For the CUE, for fixed t ∈ R/Z a central limit theorem was proved for XCUEN (t)/
√
1
2 logN
in [KS00] (see also [BHNY08]). Moreover, it turns out that the level ∼ logN of the maximum
is correctly predicted by modelling the field by a sequence of N i.i.d. Gaussians of variance
1
2 logN . In contrast, a sequence of N i.i.d. Gaussians of variance
pi2
12 logN (as suggested by
Theorem 1.1) incorrectly predicts a maximum of ∼ pi√
6
logN ≈ 1.28 logN for XN (t). The
difference is due to the fact that the CUE enjoys strong comparisons with Gaussian tails, even
in the large deviations regime, whereas the tails of XN (t) are non-Gaussian (even at points
obeying a condition like (1.2)).
We elaborate further on these points below.
To deal with (a) we borrow ideas from the Hardy–Littlewood circle method in analytic number
theory, in particular the more Fourier-analytic version developed by Vinogradov in his work on the
odd Goldbach conjecture. In many applications of the method, one is faced with obtaining uniform
control over the torus on an exponential sum SI(t) =
∑
n∈I f(n)e(nt), for some interval I ⊂ N.
If I is of length N and f : I → C is bounded then the triangle inequality gives the trivial bound
supt∈R/Z |SI(t)|  N (here we use the Vinogradov symbol; see Section 1.2 for our conventions
on asymptotic notation). To improve this estimate to supt∈R/Z |SI(t)| = o(N), one has to argue
in different ways on two complementary subsets of the torus: the set of major arcs, consisting of
points lying close to a rational with small denominator, and the complementary set of minor arcs.
See [Vau97], [IK04, Chapter 13] and [Tao15] for more background on the circle method.1
To prove Theorem 1.2 we will also separately consider the behavior of the field XN (t) for t
lying in major and minor arcs. While the field is badly behaved on major arcs, it is not hard to
see that it is likely to be very negative there, so with high probability the points in major arcs
are not contenders as maximizers for XN . For points t ∈ R/Z lying in minor arcs we can obtain
1We note that in most applications of the circle method, the major arcs are where the dominant contribution is; as
we will see, here the major arcs are actually a nuisance region and do not play a role in the determination of the
maximum. See however Section 2.1 where we argue that the opposite is true for the maximum of the imaginary part
of logχN (e(t)). We further note that major arcs were also a nuisance region for establishing concentration for the
log-modulus of Kac polynomials in [TV15].
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accurate large deviation estimates for the field XN (t) that are uniform in t by Fourier-analytic
arguments. We also obtain joint upper tail estimates for the field at two minor arc points s, t,
which are crucial for our proof of the lower bound in Theorem 1.2 by the second moment method.
These joint tail estimates reflect the logarithmic correlation structure, with respect to a certain
notion of “arithmetic distance” between s and t which quantifies the degree to which 1, s and t are
linearly independent over Z.
To elaborate on (b), the first step of our argument is to decompose XN into modes corresponding
to the contribution of cycles of different lengths (see (2.2)). We then replace the variables C`(PN )
counting cycles of length ` with independent Poi(1/`) variables. (One can actually only replace
the first N1−ε of the variables C`(PN ) with Poisson variables; arguing that the cycles of length
larger than N1−ε have negligible impact is a significant technical hurdle for the proof of the lower
bound.) In passing, we note that the tails of |XN (t)| for t fixed are Poissonian, in contrast with the
Gaussian tails encountered in case of CβE. The relatively heavy-tailed Poisson variables give rise to
certain “clumping” events which, though rare, are large enough to spoil the usual first and second
moment arguments for the maximum of log-correlated fields. This requires us (roughly speaking) to
condition on a “typical” realization of the counts of cycles with lengths in a fixed lacunary sequence
of intervals.
Finally, we elaborate on (c). First let us define the constant x0 in Theorem 1.2. Let U ∈ R/Z
be uniformly distributed in the torus and consider the random variable
V = log |1− e(U)|. (1.4)
From the fact that log |1−z| is harmonic on the open disk and the dominated convergence theorem,
we have
EV =
∫
R/Z
log |1− e(u)|du = 0. (1.5)
Let us denote the logarithm of its Fourier–Laplace transform by
λ : C+ → C, λ(z) = logE exp (zV ) = log
∫
R/Z
|1− e(u)|zdu, (1.6)
where C+ denotes the open right half-plane, and we take the usual principal branch of the logarithm
with branch cut along the negative real axis. We have λ(0) = 0, and (by routine considerations
for cumulant generating functions) the restriction of λ to the positive real line is strictly increasing
and convex. We denote the Legendre transform
λ∗(x) = sup
β>0
{xβ − λ(β)}. (1.7)
The supremum is attained at
β = β∗(x) := (λ′)−1(x) =
d
dx
λ∗(x). (1.8)
Since λ : R+ → R+ is convex and increasing, and λ(β) ∼ β log 2−(log β)/2 as β →∞, we have that
λ∗ is a bijection from [0, log 2) to the positive real line. We define x0 > 0 as the unique solution to
λ∗(x0) = 1. (1.9)
Numerically solving the above equation gives x0 ≈ 0.6524, with the supremum in λ∗(x0) attained
at β0 = β∗(x0) ≈ 11.746. See Figure 2 for a comparison of the Gaussian rate function with λ∗,
which is in some sense the “effective” rate function for XN (t).
We briefly indicate the way in which the function λ and the constant x0 arise in the proof of
Theorem 1.2. Roughly speaking, we will model the field XN (t) by a sequence (Y˜ (t))t∈TN of weakly
correlated variables indexed by a discrete set TN of roughly N equally spaced points t in R/Z.
For each t ∈ TN , Y˜ (t) is a sum of roughly logN i.i.d. copies of the variable V in (1.4). (Such an
approximation of XN (t) can only be justified for points t ∈ R/Z obeying a quantitative “minor arc”
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Figure 2. Numerically generated plot of the rate function λ∗(x) from (1.7) (blue),
with the Gaussian rate function x2 (orange) for comparison (normalized as in the
upper tail N−x2+o(1) for the CUE field XCUEN (t)). Included are the vertical lines x =
x0 = (λ
∗)−1(1) ≈ 0.652, and x = log 2, where λ∗ diverges. The lighter tail for XN (t)
as compared to that of the CUE helps explain the smaller value for the maximum.
condition similar in spirit to the finite type condition (1.2).) Assuming the variables {Y˜ (t)}t∈TN
are sufficiently weakly correlated, one can show that maxt∈TN Y˜ (t) = (x0 + o(1)) logN with high
probability. Indeed, the expected number of points t ∈ TN for which Y˜ (t) ≥ x logN is
|TN |e−(λ∗(x)+o(1)) logN = N1−λ∗(x)+o(1),
which is o(1) for x ≥ x0 + . This leads to an upper bound on the maximum of Y˜ (t) by Markov’s
inequality. The lower bound is more involved and requires understanding the two-point correlations
for the field XN , which decay logarithmically with respect to a certain “arithmetic” distance.
A more detailed overview of proof ideas is provided in Section 2.
1.1. Organization of the paper. The rest of the paper is organized as follows. After setting up
notation in Section 1.2, we give a high-level description of the main ideas of the proof in Section 2.
In Section 3 we prove some preliminary estimates: Section 3.1 gives estimates on the distribution of
cycle lengths for a random permuation, while Sections 3.2 and 3.3 provide lemmas that are used in
Section 4 to estimate Fourier–Laplace transforms of the Poisson field. In Section 4 we also provide
upper and lower bounds on large deviation events for the Poisson field (at one and two points). In
Section 5 we prove the upper bound in Theorem 1.2, and we prove the matching lower bound in
Sections 6 and 7.
1.2. Notation. We use the Vinogradov symbol ; thus, f  g, g  f , f = O(g) all mean
|f | ≤ Cg for some universal constant C < ∞. f  g means f  g  f . We indicate dependence
of the implied constant on parameters with subscripts, e.g. f α g. f = oα; q→q0(g) means that
f/g → 0 as q → q0 for any fixed value of the parameter α (so the rate of convergence may depend
on α). In the usual case that the asymptotic parameter is N we suppress the subscript N → ∞:
thus, f = o(g), f = oα(g) mean f = oN→∞(g), f = oα;N→∞(g). f = ω(g) means g = o(f).
For x ∈ R/Z, ‖x‖R/Z denotes the distance from x to zero.
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We use |S| to denote the cardinality of a set S, and Leb(E) to denote the Lebesgue measure of
a Borel set E ⊂ T.
For an interval J ⊂ R, by ∑j∈J we mean ∑j∈J∩Z. Sums written ∑j≤M are understood to mean∑
1≤j≤M .
We denote the Fourier coefficients of a function f : (R/Z)d → C by
f̂(ξ) =
∫
R/Z
e(−ξ · t)f(t)dt1 · · · dtd, ξ ∈ Zd. (1.10)
2. Proof overview
In this section we provide a high-level overview of proof ideas.
2.1. Decomposition of XN into modes according to cycle structure. A routine computation
shows that if Q is the `× ` permutation matrix for a cycle of length `, then
det(1− zQ) = 1− z`. (2.1)
Thus, letting C`(PN ) denote the number of cycles of length ` in the cycle decomposition of PN , we
have
XN (t) =
N∑
`=1
C`(PN ) log |1− e(`t)|. (2.2)
Before proceeding we make a couple of quick observations. Since log |1 − e(·)| is uniformly
bounded by log 2 on R/Z, we have
sup
t∈R/Z
XN (t) ≤ (log 2)
N∑
`=1
C`(PN ) almost surely. (2.3)
Moreover, an easy first and second moment argument for the total number of cycles (similar to the
proof of Lemma 5.3 below) yields
sup
t∈R/Z
XN (t) ≤ (log 2 + ) logN with probability 1− o(1) (2.4)
for any fixed  > 0. Since log 2 ≈ 0.693, this fails to achieve the sharp bound of Theorem 1.2.
However, we point out here that the same argument does achieve the sharp bound for the supremum
of the imaginary part of logχN (e(t)). Indeed, similarly to (2.2) we have
Im log det(IN − e(t)PN ) =
N∑
`=1
C`(PN ) arg(1− e(`t)), (2.5)
where we take the principal branch of arg so that arg(1 − e(u)) ∈ [−pi/2, pi/2) for u ∈ R/Z. Now
we can bound
sup
t∈R/Z
Im log det(IN − e(t)PN ) ≤ pi
2
N∑
`=1
C`(PN ) ≤
(pi
2
+ 
)
logN with probability 1− o(1).
Conversely, one notes that for t ∈ (1− /N, 1) we have arg(1− e(`t)) > pi2 (1− ) for all 1 ≤ ` ≤ N ,
so in fact
sup
t∈R/Z
Im log det(IN − e(t)PN ) =
(pi
2
+ o(1)
)
logN with probability 1− o(1).
The reason the trivial upper bound for the imaginary part is sharp is that the function arg(1 −
e(u)) = pi(u− 12) achieves its maximum in a neighborhood of zero, and for points t very close to zero,
the sequence (`t)`∈[N ] stays within such a neighborhood. By contrast, the function log |1 − e(u)|
diverges to −∞ near zero, while the maximum is achieved at 1/2. This makes the upper bound
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(2.4) impossible to achieve (any sequence (`t)`∈[N ] visiting a neighborhood of 1/2 very often will
also visit a neighborhood of zero very often). Instead, as we will see below, the maximum tends to
be attained at “minor arc” points t, for which the sequence (`t)`∈[N ] mixes rapidly in the torus, or
equivalently, does not visit a small neighborhood of zero very often.
2.2. Poisson approximation. It is well known that for any fixed k ∈ N, as N → ∞ the joint
distribution of the cycle counts (C1(PN ), . . . , Ck(PN )) converges in distribution to a sequence of
independent Poisson variables (Z1, . . . , Zk), where EZ` = 1/`. In fact, this still holds if k grows
with N at any speed with k = o(N), as shown by the following result of Arratia and Tavare´.
Theorem 2.1 (Poisson approximation [AT92, Theorem 2]). Let (Z`)`∈N denote a sequence of
independent Poisson random variables with EZ` = 1/` for each ` ∈ N. Let 1 ≤M ≤ N . Then then
following bound on the total variation distance between the sequences (C`(PN ))`≤M and (Z`)`≤M
holds:
sup
A∈ZM≥0
∣∣∣P((C`(PN ))`≤M ∈ A)− P((Z`)`≤M ∈ A)∣∣∣ ≤ exp(−(1 + o(1))N
M
log
N
M
)
.
See [AT92] for a more specific bound; for us it is only important that the total variation distance
goes to zero if M = o(N).
This motivates splitting the permutation field XN as follows. We first truncate the sum in (2.2).
Let W be a sowly growing parameter satisfying
ω(1) ≤W ≤ No(1) (2.6)
and write
XN (t) =
∑
`≤N/W
C`(PN ) log |1− e(`t)|+
∑
N/W<`≤N
C`(PN ) log |1− e(`t)| =: X≤N (t) +X>N (t). (2.7)
Let (Z`)`≥1 be a sequence of independent Poisson variables with EZ` = 1/`, and define the Poisson
field
YN (t) =
∑
`≤N
Z` log |1− e(`t)|. (2.8)
From Theorem 2.1, we can understand the maximum of the field X≤N by instead considering the
Poisson field YN/W . Then we have two problems:
(I) Estimate the maximum of YN/W (t).
(II) Show that the high frequency tail X>N has negligible impact.
2.3. Upper bound: Failure of the first moment method. We begin the discussion of how to
prove the upper bound in Theorem 1.2, i.e. that for any fixed  ∈ (0, 1),
sup
t∈R/Z
XN (t) ≤ (x0 + ) logN with probability 1− o(1). (2.9)
For the upper bound, problem (II) is relatively simple: a straightforward second moment compu-
tation shows that with probability 1− o(1),
max
t∈R/Z
X>N (t) ≤ O(logW ) = o(logN) ; (2.10)
see Lemma 5.3. The key point is that the functions log |1−e(` ·)| are bounded pointwise by log 2 < 1
on R/Z, so X>N (t) is uniformly controlled by the number of cycles of length between N/W and N .
(As we discuss below, problem (II) is significantly more challenging for proving the lower bound
due to the singularities of log |1− e(` ·)|.) Thus, to prove (2.9) our task is reduced to showing the
same estimate for the Poisson field YN/W , which from (2.6) is equivalent to showing
sup
t∈R/Z
YN (t) ≤ (x0 + ) logN with probability 1− o(1). (2.11)
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It turns out it is enough to control the maximum on a fine mesh for the torus. (Actually, in the
proof it will be more convenient to pass to a mesh before replacing the permutation field XN with
the Poisson field YN , but we ignore this point here.) Specifically, it will suffice to show
max
t∈TN
YN (t) ≤ (x0 + ε) logN with probability 1− o(1) (2.12)
where TN ⊂ R/Z is a finite mesh for R/Z of cardinality O(N).
Following the standard first moment paradigm, see e.g. [ABB17] for a similar approach, we
consider the super-level sets
SYN (T, x) := {t ∈ T : YN (t) ≥ x logN} (2.13)
with T = TN . From Markov’s inequality, for the upper bound in Theorem 1.2 it will suffice to
establish the first moment estimate
E |SYN (T, x0 + )| =
∑
t∈T
P(YN (t) ≥ (x0 + ) logN) = o(1). (2.14)
Our task thus reduces to a large deviations problem: to obtain accurate estimates for the tail events
{YN (t) ≥ x logN} at different points t ∈ R/Z. (Recall that, in contrast to the CUE field discussed
around (1.3), the distribution of YN (t) depends on t.) As YN (t) is a sum of independent variables,
we can obtain accurate upper bounds on tail events by Laplace’s method. We can easily evaluate
the Laplace transform:
E eβYN (t) =
∏
`≤N
E exp (βZ` log |1− e(`t)|) = exp
(∑
`≤N
1
`
(
|1− e(`t)|β − 1
))
. (2.15)
From considerations of Diophantine approximation that will be discussed in Section 2.6, one can
show that for generic points t ∈ R/Z (points that are in a certain quantitative sense “sufficiently
irrational”),
logE eβYN (t) =
∑
`≤N
1
`
(
|1− e(`t)|β − 1
)
=
(∫
R/Z
(|1− e(u)|β − 1)du+ o(1)
)
logN, (2.16)
where, crucially, the error o(1) is uniform over all generic points t. Applying Markov’s inequality
to an exponential moment E exp(βYN (t)) and optimizing β one obtains a sharp upper tail bound
for YN (t) at such points. Assuming (optimistically) that our mesh TN contains only generic points,
then upon inserting the resulting tail bounds into (2.14), a computation shows
E |SYN (T, x)| 
{
N−c(ε) for x = 1 + ε
N c
′(ε) for x = 1− ε
for any sufficiently small ε > 0, where c(ε), c′(ε) are positive constants depending only on ε. In
particular, this first moment computation suggests (incorrectly) that x0 = 1. From Markov’s
inequality we obtain the upper bound
max
t∈TN
YN (t) ≤ (1 + ε) logN with probability 1− o(1). (2.17)
Recalling that x0 ≈ 0.652, this bound is consistent with (2.12) but not sharp – in fact, it even fails
to beat the trivial bound (2.4).
2.4. Conditioning on a typical distribution of cycle lengths at coarse scale. To obtain
the sharp bound in Theorem 1.2 we need to modify our first and second moment computations to
avoid a certain class of rare events. Indeed, there is a class of small events on which the maximum
of YN (t) is atypically large (of size ∼ x logN for some x ∈ (x0, 1)), but which are of probability N−c
for some c ∈ (0, 1). When we are looking at height x these events cause the first moment to blow
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up. However, the first moment (i.e. the union bound) is wasteful as these events have significant
overlap for different values of t ∈ R/Z.
Roughly speaking, the problematic events occur when there is a “clump” in the sequence of
Poisson variables Z` (or cycle counts C`(PN )) – specifically, when N (I) :=
∑
`∈I Z` is atypically
large for a short interval I. Recall that EZ` = 1/`, so “large” and “short” in the preceding sentence
depend on the position of ` ∈ [N ] (for instance when ` is of order N the event that N ({`}) = Z` ≥ 2
is atypical). Since E
∑
`≤N Z` = logN+O(1), we expect gaps between consecutive nonzero variables
Z` to be of order `. Thus, for a given expected size for N (I) we should consider intervals of
exponentially growing length. If it occurs that a large number of cycles have lengths in the interval
[`, (1 + δ)`] for some ` ∼ N c and small δ > 0, then the corresponding modes t 7→ log |1 − (`t)| in
the expansion (2.2) (or (2.8)) will add constructively on large subsets of R/Z (roughly, on intervals
of length ∼ N−c spaced at distance ∼ 1/δ from each other), creating an atypically large number of
high points (on the order of δN1−c).
We deal with these rare clumping events by grouping the summands in (2.8) into intervals with
a lacunary sequence of endpoints, and conditioning on the event that (for most intervals) there is
at most one nonzero summand. To state this more precisely we develop some additional notation.
For J ⊂ R+ we let
N (J) =
∑
`∈J∩Z
Z` (2.18)
denote the number of “cycles” with lengths in the set J (recall the Z` are actually Poisson variables
that model the cycle counts), and for t ∈ R/Z we write
YJ(t) =
∑
`∈J∩Z
Z` log |1− e(`t)| (2.19)
for the contribution of these cycles to the field YN (t) (assuming J ⊂ (0, N ]). We let % ∈ (0, 1/2) be
a small parameter (which may depend on N and ) and for k ≥ 0 denote
Ik = [e
%k, e%(k+1)), ρk = EN (Ik) =
∑
`∈Ik
1
`
. (2.20)
Taking %, n depending on N,  is such a way that
%n = (1 + o(1)) logN (2.21)
it now suffices to show
max
t∈TN
Y[1,e%n)(t) = max
t∈TN
∑
1≤k<n
YIk(t) ≤ (1 + )%n with probability 1− o(1). (2.22)
The variables N (Ik) are independent Poisson variables with expectation ρk, and for k reasonably
large we have ρk ≈ % (specifically, if k = ω(1% log 1%) then ρk = (1 + o(1))%). To avoid the atypical
clumping events described above we will condition on a “typical” sequence of the partial sums
N (Ik). For a ≥ 0 let
Qa = {k ≥ 0 : N (Ik) = a}, Q≥a = {k ≥ 0 : N (Ik) ≥ a} (2.23)
denote the sets k indexing intervals Ik containing exactly a cycles and at least a cycles, respectively.
When % is sufficiently small, for a long interval [m,n) we expect (roughly speaking)
|Q0 ∩ [m,n)| ≈ (1− %)(n−m), |Q1 ∩ [m,n)| ≈ %(n−m), |Q≥2 ∩ [m,n)| ≈ 0. (2.24)
We will condition on fixed realizations Q, Q˜ for Q1∩ [m,n) and Q≥2∩ [m,n), respectively, satisfying
the above. For given m,n,Q, Q˜ we denote the event
Q := Q(m,n,Q, Q˜) :=
{
Q1 ∩ [m,n) = Q, Q≥2 ∩ [m,n) = Q˜
}
. (2.25)
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With a fixed choice of m,n,Q, Q˜ we will often abbreviate
EQ( · ) := E ( · | Q) , PQ( · ) := EQ 1( · ). (2.26)
Now in place of (2.14) we want to show that for a typical choice of Q, Q˜,
EQ |SYbe%nc(T, x0 + )| =
∑
t∈T
PQ
(
Y[1,e%n)(t) ≥ (x0 + )%n
)
= o(1). (2.27)
(2.22) then follows from Markov’s inequality and the fact that we conditioned on typical realizations
of Q1, Q≥2.
Note that (2.24) suggests that for typical choices of Q, Q˜, on the event Q(1, n,Q, Q˜),
Y[1,e%n)(t) ≈
∑
k∈Q
YIk(t),
where for k ∈ Q,
YIk(t) = log |1− e(`kt)|
and `k is a random element of Ik with distribution P(`k = `) ∝ 1`1`∈Ik . As will be discussed below,
in the generic case that t ∈ R/Z is not too close to a rational with small denominator, the sequence
{`t}`∈Ik ⊂ R/Z rapidly equidistributes in the torus. One can use this together with (1.5) to show
that for such points t and for k ∈ Q,
EQ YIk(t) = E
(
YIk(t)
∣∣N (Ik) = 1) ≈ 0.
One can similarly show that at such points t the variables {YIk(t)}k∈Q have comparable variance.
Thus we expect the variables YIk(t) to have comparable contribution to the fluctuations of Y[1,e%n)(t)
(at least for generic points t ∈ R/Z).
2.5. Upper bound: major and minor arcs. To show (2.27) we need accurate estimates on the
summands; the value for x0 will then be the critical value of x at which the tail probability
PQ
(
Y[1,e%n)(t) ≥ x%n
)
(2.28)
is of order e−%n+o(1) = N−1+o(1), balancing the entropy cost |T |  N .
A major difficulty is that the distribution of YN (t), and in particular the tail probabilities (2.28),
depend on the choice of t ∈ R/Z. Indeed, a moment’s thought reveals there is no hope of showing
a probability estimate of size e−%n+o(1) for all t: consider for instance taking t = 0, where YN
(and XN ) are −∞ for all N . Moreover, for any rational p/q ∈ R/Z with q = O(1) we have that
P(Zq 6= 0) is of constant order, and from (2.8) we see that YN (p/q) = −∞ on this event.
One thus sees that a general obstruction to obtaining nice tail estimates for YN (t) is that t is
well-approximated by a rational with small denominator. We quantify this in terms of Bohr sets.
Recall that for an integer frequency ξ ∈ Z and κ ∈ (0, 1), the associated Bohr set is defined
Bξ(κ) = {t ∈ R/Z : ‖ξt‖R/Z ≤ κ} (2.29)
(recall our notation ‖s‖R/Z for the distance from s to 0 in the torus). For a cuttoff frequency ξ0 ∈ N
we denote the set of “major arc points”
Maj(ξ0, κ) =
⋃
1≤ξ≤ξ0
Bξ(κ). (2.30)
Borrowing terms from the Hardy–Littlewood circle method, we refer to elements of the complement
R/Z \Maj(ξ0, κ) as “minor arc points”. (Viewed as a subset of the circle ∂D = e(R/Z), Maj(ξ0, κ)
is a union of arcs with lengths in {2κ/ξ : 1 ≤ ξ ≤ ξ0}.) We will take ξ0, κ small enough that
Maj(ξ0, κ) has Lebesgue measure o(1), so that generic points in the torus are minor arc.
For major arc points t the sequence {`t}`≥1 ⊂ R/Z is poorly mixing, and for small values of `
it returns often to a small neighorhood of 0. Since log |1− e( · )| is very negative there, from (2.8)
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one can (correctly) guess it is possible to choose ξ0, κ in such a way that, with high probability, the
values of ` corresponding to these visits cause a large deficit in the value of YN (t) that cannot be
compensated by all of the other terms in the sum. Thus, with high probability, the Poisson field
does not even take positive values at major arc points, and it only remains to establish (2.22) with
the supremum restricted to minor arcs.
While major arcs were fairly easy to handle in the proof of the upper bound, they will enter the
proof of the lower bound in a more subtle way, as will be discussed in Section 2.7.
2.6. Large deviation estimates for the field on minor arcs. For t ∈ R/Z that are minor arc
we can obtain fairly accurate estimates on the tails of partial sums Y[e%m,e%n)(t), with uniform error
bounds depending on ξ0, κ. We briefly indicate why Bohr sets should play such a role. For the sake
of discussion we ignore the contribution of cycles with lengths in Q˜. From large deviations theory
we can deduce accurate tail estimates from estimates on the moment generating function
EQ exp
(
β
∑
k∈Q
YIk(t)
)
=
∏
k∈Q
exp (βYIk(t) | N (Ik) = 1) =
∏
k∈Q
(
1
ρk
∑
`∈Ik
|1− e(`t)|β
`
)
(2.31)
(compare with (2.16)). Recalling that ρk =
∑
`∈Ik 1/`, we recognize the above as a logarithmic
average of the function φβ := |1−e( · )|β from R/Z to R along the Kronecker sequence {`t}m≤`<n ⊂
R/Z. Now it is well known that that if t ∈ R/Z is irrational and f : R/Z → C is continuous, we
have
1
n
∑
`≤n
f(`t) −→
∫
R/Z
f(u)du as n→∞;
from summation by parts we get the same limit for the logarithmic averages 1logn
∑
`≤n
f(`t)
` . How-
ever, we require quantitative bounds depending on parameters ξ0, κ, which we obtain in Section 3
by standard Fourier-analytic arguments. These estimates show∣∣∣∣∣∣ 1ρk
∑
`∈Ik
|1− e(`t)|β
`
−
∫
R/Z
|1− e(u)|βdu
∣∣∣∣∣∣ ≤ Error(k, %, ξ0, κ)
where the right hand side is ok→∞(1) for % sufficiently small and appropriate choices of ξ0, κ. From
the above and (2.31), and recalling (1.6), we can show
EQ exp
(
β
∑
k∈Q
YIk(t)
)
= (1 + on−m→∞(1))eλ(β)|Q| (2.32)
for appropriate ξ0, κ depending on n,m (see Proposition 4.3 for a precise statement).
The above estimate suggests comparing Y[e%m,e%n)(t) with a sum of i.i.d. copies of the variable V
from (1.4). Let (Uk)k∈Q be a sequence of i.i.d. uniform elements of R/Z and put
Vk = log |1− e(Uk)|, Y˜Q =
∑
k∈Q
Vk. (2.33)
We recognize the main term on the right hand side of (2.32) as the moment generating function
for Y˜Q. We can use this estimate to make a comparison of the form
PQ
(
Y[e%m,e%n)(t) ≥ y|Q|
)
= (1 + o(1))P
(
Y˜Q ≥ y|Q|
)
(2.34)
(see Proposition 4.6 for the quantitative estimate). This comparison yields a tail bound that is
sufficient to complete the proof of (2.22) for minor arc points, and hence the upper bound in
Theorem 1.2 (in fact we can even get by with a weaker tail estimate given by Corollary 4.2). Note
the comparison (2.34) and the form of the moment generating function for Y˜Q explain where the
definition of the constant x0 in (1.9) comes from.
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For the proof of the lower bound by a second moment argument we will also need joint tail
estimates for partial sums of the Poisson field at two points s, t ∈ R/Z. We defer discussion of this
to the following subsection.
2.7. Lower bound: Logarithmic decay of correlations and structural dichotomy for high
points. On a conceptual level we find it convenient to adopt some terminology that is suggestive
of analogies with branching processes. For M ≤ N , let us denote the partially summed field
X≤M (t) =
∑
`≤M
C`(PN ) log |1− e(`t)|, (2.35)
and for a level x ∈ R, the associated set of “survivors”
S≤M (x) = {t ∈ TN : X≤M (t) ≥ x logM}, (2.36)
where, as before, TN is a fixed mesh for R/Z of size O(N). (We will need to take TN to be a slight
rotation of the set of N ′-th roots of unity for some N ′ = O(N), but we do not discuss this issue
here.) We think of the cutoff M as a time parameter, and S≤M (x) as the portion of an initial
“population” TN that has attained a “fitness level” x.
Our goal is to show that the final set of survivors S≤N (x0−) is non-empty with high probability.
This task is considerably more delicate than for the upper bound. We track the population across
three epochs:
(1) (Early generations): We show
S≤Nc(−C) N with high probability (2.37)
for some constants C, c > 0 sufficiently large and small, respectively.
(2) (Middle generations): Letting W be a slowly growing parameter as in (2.6), we show
|S≤N/W (x0 − )| ≥ N c() with high probability. (2.38)
(3) (Late generations): Finally, we argue
|S≤N (x0 − 2)| ≥ 1 with high probability. (2.39)
For early and middle generations we can use Theorem 2.1 to replace the cycle counts C`(PN ) with
Poisson variables Z`, as we did for the upper bound. The reason to consider early generations sep-
arately is to gain some independence between different “lineages” for the second moment argument
for middle generations. The basic idea for establishing (2.37) is that the partially summed Poisson
field Y≤M (t) =
∑
≤M Z` log |1 − e(`t)| is an average over samples from the mean zero function
log |1− e(·)|; since we already have control on such random averages from above, we can argue that
the truncated field can’t be too much smaller than its average value at too many points t ∈ R/Z.
For the middle generations we adapt a well known second moment argument for the maximum
of branching random walk, the basic ideas of which go back to [Bra78]. (The analogue of Theorem
1.2 for branching random walk goes back a bit further – see [Ham74, Theorem 2], as well as [Kin75,
Kin76, Big77].) The second moment argument is also used in the works [ABB17, PZ17, CMN16]
on the maximum for the CUE field. We will not review the detailed argument here, and instead
refer the reader to [Arg17,Kis15,Zei16] for an exposition. The main point is that a straightforward
application of the second moment method to the number of survivors |S≤N/W (x0 − )| fails to
show it is nonzero with high probability, despite the fact that its first moment is of size N c().
Instead, we compute the first and second moments of a (smaller) number of points t ∈ TN for
which the partially summed Poisson field Y≤M (t) makes steady progress towards the extreme level
x0 logN . We measure the notion of steady progress, in terms advocated by Kistler [Kis15], as
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follows. Conditioning on an event Q as in (2.25), for integers n1 < n2 we denote the partial lineage
of a point t ∈ TN
∆n1,n2(t) :=
∑
k∈Q∩[n1,n2)
YIk(t) =
∑
k∈Q∩[n1,n2)
∑
e%n1≤`<e%n2
Z` log |1− e(`t)|. (2.40)
For a large parameter K (which we eventually take to be of size  1/) we cut the set Q ∩ [1, n)
into K legs Qi = Q ∩ [(i− 1)n/K, in/K), and aim to show that the set of “rapidly rising” points
Rn(TN , x0 − ) =
{
t ∈ TN : ∆ (i−1)n
K
, in
K
(t) ≥ (x0 − )|Qi| ∀2 ≤ i ≤ K
}
(2.41)
is nonempty with high probability. This is enough to establish (2.38) since the set of rapidly rising
points, intersected with the set of survivors S≤Nc(−C) from early generations, is a subset of the
set of high points for the Poisson field (once K is sufficiently large depending c).
To show |Rn(TN , x0 − )| ≥ N c() with high probability, we lower bound its expectation (first
moment) and show it is concentrated (bound its second moment). The lower bound on the first
moment can be obtained from the tail estimate (2.34) applied to each leg Qi (the associated
increments ∆ (i−1)n
K
, in
K
(t) are independent across i).
The upper bound on the second moment is where we need to expose the logarithmic correlation
structure of the Poisson field. Specifically, the key for a satisfactory bound on the second moment is
to show that tail events for partial lineages become approximately independent for points s, t ∈ R/Z
that are sufficiently far apart, i.e.
PQ
(
∆n1,n2(s), ∆n1,n2(t) ≥ y|Qi|
)
≤ (1 + o(1))P (Y˜Q∩[n1,n2) ≥ y|Q ∩ [n1, n2)|)2, (2.42)
with Y˜Q as in (2.34). It turns out that for the above to hold, it is not enough for s and t to be
well separated under the usual metric d(s, t) = ‖s − t‖R/Z on the torus: we also need all linear
combinations with sufficiently small integer weights to be well separated from zero. Specifically, for
a parameter ξ0 ∈ N we define the “distance”
dξ0(s, t) := min
ξ,ξ′∈{−ξ0,··· ,ξ0}\{0}
‖ξs+ ξ′t‖R/Z, s, t ∈ R/Z. (2.43)
Writing Aξ0 = {−ξ0, · · · , ξ0} \ {0}, one sees this is the distance between the dilates sAξ0 and tAξ0
in R/Z. A lower bound on dξ0(s, t) amounts to a quantitative linear independence of {1, s, t} over
Q, which can be seen as a two-dimensional minor arc condition (note that t /∈ Maj(ξ0, κ) enforces
quantitative linear independence of {1, t}, i.e. quantitative irrationality).
Roughly speaking, we get (2.42) when dξ0(s, t) = ω(e
−%m). This is what we should expect, as
e−%n1 is the reciprocal of the lowest frequency summand appearing in (2.40), so the field should
become decorrelated at separations that are large compared with this wavelength.
Finally, we discuss the argument for (2.39). For the late stage the Poisson approximation is no
longer available. Here we will condition on the cycles in PN of length ` ≤ N/W , which fixes the
set of survivors S≤N/W (x0 − ) up to generation N/W , and aim to show that they are not wiped
out by the high frequency tail X>N = XN −X≤N/W .
First we identify points in the torus which are “at risk”. Note that log |1− e(`t)| ≤ − logN for
all t in the Bohr set
B`(N
−) = {t ∈ R/Z : ‖`t‖R/Z ≤ N−}. (2.44)
If S≤N/W (x0−) ⊂ B`(N−) for some ` ∈ (N/W,N ], then on the event that PN has a cycle of length
` we have maxt∈TN S≤N (x0 − 2) = ∅, which we want to avoid. Note that |B`(N−) ∩ TN | ≈ N1−,
while we have only shown |S≤N/W (x0 − )| ≥ N c(), so we get no help from the cardinality of
survivors alone.
We will show (2.39) using a structural dichotomy for the set of survivors S≤N/W (x0− ) ⊂ R/Z:
we say that S≤N/W (x0− ) is structured if S≤N/W (x0− ) has large overlap with B`(N−) for many
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different frequencies ` ∈ (N/W,N ] (on the order of N/WO(1)), and unstructured otherwise. In the
unstructured case, the number of bad frequencies ` ∈ (N/W,N ] is small enough that we can argue
it is unlikely that any of them are selected (i.e. that PN contains a cycle of that length). For the
structured case, we can use a Vinogradov-type lemma (Lemma 7.3) and a pigeonholing argument
to show that S≤N/W (x0 − ) must actually contain an element that is major arc – specifically, an
element of a thin, low-frequency Bohr set Bξ(η). But as we showed in the proof of the upper bound,
such major arc points are unlikely to be in S≤N/W (x0 − ) in the first place.
3. Preliminaries
In this section we gather some preliminary lemmas. In Section 3.1 we establish the heuristics
(2.24) for the “typical” distribution of cycle lengths among intervals of the form (2.20). Sections
3.2 and 3.3 contain some Fourier-analytic preliminaries for Section 4. In particular, in Section 3.3
we provide quantitative estimates for logarithmic averages of a function f : (R/Z)d → C along
sequences of the form (`t)`∈N, in terms of the Fourier coefficients of f . In Section 4 these will be
applied with f(t) = φz(t) := |1 − e(t)|z (whose Fourier coefficients are estimated in Section 3.2)
to obtain accurate tail estimates for the Fourier–Laplace transform of partial sums of the Poisson
field YN (t) at minor arc points t ∈ R/Z.
3.1. Typical distribution of cycle lengths at coarse scale. Recall the notation (2.18) and
(2.23). In this subsection we prove the following:
Lemma 3.1. Let m < n be integers and % ∈ (0, 1). Assume
m ≥ C
%
log
1
%
(3.1)
for a sufficiently large constant C > 0. Then for any ε ∈ (0, 1),
N ([e%m, e%n)) =
∑
m≤k<n
N (Ik) = (1 +O(ε))%(n−m) (3.2)
with probability 1−O(exp(−cε2%(n−m))), and
|Q1 ∩ [m,n)| = (n−m)
[
%(1− %) +O(ε+ %3)] (3.3)
with probability 1−O(exp (−cε%(n−m))). Moreover,
E |Q≥2 ∩ [m,n)|  %2(n−m) (3.4)
and for all K ≥ C ′ for a sufficiently large constant C ′ > 0,
P
(|Q≥2 ∩ [m,n)| ≥ K%2(n−m)) ≤ exp (−cK%2(n−m)) . (3.5)
Proof. Recalling (2.20), we begin by noting that if C > 0 is sufficiently large then we have ρk  %
for all m ≤ k < n.
For (3.2), N ([e%m, e%n)) has Poisson distribution with expectation
EN ([e%m, e%n)) =
∑
e%m≤`<e%n
1
`
= %(n−m) +O(e−c%m)
and the claim follows from standard concentration for Poisson variables. For (3.3),
E |Q1 ∩ [m,n)| =
∑
m≤k<n
P(N (Ik) = 1) =
∑
m≤k<n
ρke
−ρk =
∑
m≤k<n
ρk − ρ2k +O(ρ3k).
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Since ρk = %+O(e
−%k),
E |Q1 ∩ [m,n)| = %(n−m)− %2(n−m) +O(%3(n−m)) +O
∑
k≥m
e−%k

= %(n−m)− %2(n−m) +O(%3(n−m) + 1
%
e−%m)
= %(n−m)− %2(n−m) +O(%3(n−m)), (3.6)
where in the third line we used (3.1). (3.3) is a direct consequence of the above estimate and
Bernstein’s inequality. For (3.4),
E |Q≥2 ∩ [m,n)| =
∑
m≤k<n
P(N (Ik) ≥ 2) =
∑
m≤k<n
1− e−ρk(1 + ρk) %2(n−m).
For (3.5), for each k ∈ [m,n) we have
E exp (1(N (Ik) ≥ 2)) = e−ρk(1 + ρk +O(%2)) = 1 +O(%2).
By independence,
E exp (|Q≥2 ∩ [m,n)|) = exp
(
O(%2(n−m)) ,
and (3.5) now follows from Markov’s inequality. 
3.2. Estimates for φ̂z. In this section we record some preliminary estimates on the Fourier coef-
ficients of the function
φ : C× R/Z→ C, φ(z, t) = φz(t) = |1− e(t)|z. (3.7)
We denote the projection of φ to the subspace of functions that are mean-zero in the second
argument by
φ0(z, t) = φ(z, t)−
∫
R/Z
φ(z, u)du. (3.8)
We consider points z = β + iτ with β > 0. We note the pointwize bound
|φ(z, u)| ≤ 2β, u ∈ R/Z. (3.9)
For ξ ∈ Z we denote the Fourier coefficients
φ̂z(ξ) =
∫
R/Z
φz(t)e(−ξt)dt.
Lemma 3.2. For z = β + iτ with β ≥ 1, we have
|φ̂z(0)| =
∣∣∣∣∣
∫
R/Z
φ(z, u)du
∣∣∣∣∣ (1 + |τ |)−O(1). (3.10)
Proof. We have ∫
R/Z
φ(z, u)du =
∫ 1
0
(2 sinpiu)zdu = 2z+1
∫ 1/2
0
(sinpiu)zdu.
With the change of variable sinpiu =
√
v, the last expression becomes
2z
pi
∫ 1
0
u(z−1)/2(1− u)−1/2du = 2
z
pi
B
(z + 1
2
,
1
2
)
,
where B(x, y) = Γ(x)Γ(y)/Γ(x + y) denotes the beta function. From Stirling’s formula and the
fact that the Gamma function has no zeros or poles on the right half plane, together with our
assumption β ≥ 1, we have ∣∣∣B(z + 1
2
,
1
2
)∣∣∣ |1 + z|−1/2,
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and the claim follows (in fact we get a lower bound on | ∫R/Z φ(z, u)du| that grows exponentially
with β, but we do not need such a refinement). 
Lemma 3.3. For β > 0 and ξ ∈ Z \ {0},
|φ̂z(ξ)|  10
β
|ξ|1+min(β,1) , when τ = 0 (3.11)
and
|φ̂z(ξ)|  10
β|z|
|ξ|1+min(β,1)
(
1 +
1
β
+ |z − 1| log |ξ|
)
, τ ∈ R. (3.12)
In particular, there exists a real-valued function K+ defined on the complex upper half plane so
that, with z = β + iτ with τ ∈ R and β ≥ 1, and any ξ ∈ Z \ {0},
|φ̂z(ξ)| ≤ K
+(z)
|ξ|3/2 , K
+(z) 10β(1 + τ2). (3.13)
Remark 3.4. The key point is that the bound (3.13) is summable in ξ. Sharper decay rates holding
for all z in the right half-plane can be obtained by slightly longer arguments; in particular one can
show φz(ξ)β,τ |ξ|−2 for all β > 0. For our purposes we only need a summable bound holding for
all β ≥ 1. Indeed, for the proof of Theorem 1.2 we will only need to study λ(z) for z = β + iτ with
β in a small neighborhood of the critical value β0 = β∗(x0). From the relation
1 = λ∗(x0) = x0β0 − λ(β0) ≥ x0β0
and the bound x0 ≤ log 2 (see the discussion at (1.7)–(1.9)) we see that
β0 ≥ 1
log 2
> 1. (3.14)
Since β∗ = (λ′)−1 and λ is smooth and convex on (0, log 2), it follows that for some absolute
constant c0 > 0,
1 ≤ β∗(x) = O(1) ∀x ∈ [x0 − c0, x0 + c0]. (3.15)
We emphasize that all of our arguments can be adapted to treat any fixed β > 0 by using (3.12) in
place of (3.13) (only the resulting dependence on β is somewhat messy).
Proof. For t ∈ (0, 1) we have φz(t) = (2 sinpit)z, and
φ′z(t) = piz2
z(sinpit)z−1 cospit =: piz2zg(t).
Thus, for ξ ∈ Z \ {0},
|φ̂z(ξ)| = 1
2pi|ξ| |φ̂
′
z(ξ)| 
2β|z|
|ξ| |ĝ(ξ)|. (3.16)
Letting ε := 1/(10|ξ|), we have
ĝ(ξ) =
∫ 1
0
g(t)e(−ξt)dt =
∫ ε
0
+
∫ 1
1−ε
+
∫ 1−ε
ε
.
The first and second integrals are bounded in modulus by∫ ε
0
(sinpit)β−1dt piβ
∫ ε
0
tβ−1dt =
(piε)β
β
.
For the third integral, integration by parts gives∫ 1−ε
ε
g(t)e(−ξt)dt = g(t)e(−ξt)−2piiξ
∣∣∣∣1−ε
ε
+
1
2piiξ
∫ 1−ε
ε
g′(t)e(−ξt)dt
 |g(ε)||ξ| +
1
|ξ|
∫ 1−ε
ε
|g′(t)|dt,
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where in the second line we used that g(ε) = −g(1− ε). For the integrand in the second term,
|g′(t)| = pi ∣∣(z − 1)(sinpit)z−2 cos2 pit− (sinpit)z∣∣ 1 + |z − 1|(sinpit)β−2
and hence ∫ 1−ε
ε
|g′(t)|dt 1 + |z − 1|
∫ 1/2
ε
(pit)β−2dt.
Substituting ε = 1/(10|ξ|), for β 6= 1 we obtain
|ĝ(ξ)|  pi
β
|ξ|β
(
1 +
1
β
)
+
1
|ξ|
(
1 + piβ|z − 1|
(
1− (1/|ξ|)β−1
β − 1
))
,
and hence
|φ̂z(ξ)|  2
β|z|
|ξ|2 +
(2pi)β|z|
|ξ|1+β
(
1 +
1
β
+ |z − 1|
( |ξ|β−1 − 1
β − 1
))
. (3.17)
For β = 1 we obtain
|φ̂z(ξ)|  |z||ξ|2 (1 + |z − 1| log |ξ|) . (3.18)
When τ = 0 we have z = β, and the above bounds become
|φ̂z(ξ)| 

1
|ξ|2 +
β
|ξ|1+β
(
1
β + 1− |ξ|β−1
)
 1|ξ|1+β β ∈ (0, 1)
1
|ξ|2 β = 1
β2β
|ξ|2 +
β(2pi)β
|ξ|1+β (1 + |ξ|β−1) 10
β
|ξ|2 β > 1
which in all cases is bounded by 10β|ξ|−1−min(β,1), as desired. For the general case τ ∈ R we can
use convexity of the function f(α) = |ξ|α to bound
|ξ|β−1 − 1
β − 1 ≤ f
′(max(0, β − 1)) = (log |ξ|) max(|ξ|β−1, 1).
Thus, for β ≤ 1,
|φ̂z(ξ)|  |z||ξ|1+β
(
1
β
+ |z − 1| log |ξ|
)
and for β > 1,
|φ̂z(ξ)|  2
β|z|
|ξ|2 +
(2pi)β|z|
|ξ|1+β
(
1 + |z − 1||ξ|β−1 log |ξ|
)
 (2pi)
β|z|
|ξ|2 (1 + |z − 1| log |ξ|)
and the claimed bound follows from the previous two displays. 
3.3. Logarithmic averages over Kronecker sequences. As an immediate consequence of
Lemma 3.3, we have that for Re (z) > 0 the Fourier coefficients of φz are summable, and hence φz
has the uniformly convergent Fourier series expansion
φz(t) =
∑
ξ∈Z
φ̂z(ξ)e(ξt). (3.19)
In this subsection we show how to use the Fourier series expansion of a function f : (R/Z)d → C
and decay estimates for the Fourier coefficients (as in (3.13) for φz) to estimate logarithmically-
weighted averages of f over arithmetic progressions in (R/Z)d. Such averages (with f = φz) will
arise in Section 4 in the analysis of the Fourier–Laplace transform for the field (YN (t1), . . . , YN (td))
at fixed points t1, . . . , td ∈ R/Z (we will only need to consider d = 1, 2). The proofs follow standard
ideas from the classical subject of discrepancy theory – see for instance [Mon94].
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Lemma 3.5. Let f : Td → C be a continuous function with absolutely summable Fourier coefficients
f̂(ξ) (as in (1.10)). Let % ∈ (0, 1/2) and M ≥ C/% for a sufficiently large absolute constant C > 0.
Then for any t ∈ Td,
∑
M<`≤e%M
f(`t)
`

∑
ξ∈Zd
|f̂(ξ)|min
(
%,
1
M‖ξ · t‖R/Z
)
. (3.20)
(Here we adopt the convention min(%, 1/x) = % when x = 0.)
We will use the following standard fact:
Lemma 3.6 (Summation by parts). Let f, g : [1, N ] → C and assume f is continuous and g is
continuously differentiable. Then
∑
`≤N
f(`)g(`) = g(N)
∑
`≤N
f(`)−
∫ N
1
(
1
x
∑
`≤x
f(`)
)
g′(x)dx. (3.21)
In particular, taking g(x) = 1/x we have
∑
`≤N
f(`)
`
=
1
N
∑
`≤N
f(`) +
∫ N
1
1
x
∑
`≤x
f(`)
dx
x
. (3.22)
Proof of Lemma 3.5. For any 0 6= u ∈ R/Z and y ≥ 1,∣∣∣∣∑
`≤y
e(`u)
∣∣∣∣ = ∣∣∣∣e((byc+ 1)u)− 1e(u)− 1
∣∣∣∣ ≤ 2|e(u)− 1| ≤ 2‖u‖R/Z .
By factoring out e((`−x)u) we obtain the same bound for the sum over x < ` ≤ y for any 0 < x < y
with y − x ≥ 1. Combined with the trivial bound |∑x<`≤y e(`u)| ≤ by − xc this gives∣∣∣∣ ∑
x<`≤y
e(`u)
∣∣∣∣ ≤ min(by − xc, 2‖u‖R/Z
)
, ∀u ∈ R/Z, 0 < x < y, with y − x ≥ 1. (3.23)
Now for any x, y as in (3.23),∣∣∣∣ ∑
x<`≤y
f(`t)
∣∣∣∣ = ∣∣∣∣ ∑
ξ∈Zd
f̂(ξ)
∑
x<`≤y
e(`ξ · t)
∣∣∣∣ ≤ ∑
ξ∈Zd
|f̂(ξ)|min
(
by − xc, 2‖ξ · t‖R/Z
)
. (3.24)
From Lemma 3.6,
∑
`∈I
f(`t)
`
=
1
e%M
∑
`≤e%M
f(`t)− 1
M
∑
`≤M
f(`t) +
∫ e%M
M
1
x
∑
`≤x
f(`t)
dx
x
=
1
e%M
∑
M<`≤e%M
f(`t)− (1− e−%) 1
M
∑
`≤M
f(`t) +
∫ e%M
M
1
x
∑
`≤x
f(`t)
dx
x
.
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Substituting the bound (3.24) (noting the conditions on x, y are satisfied by our assumption M ≥
C/%),∣∣∣∣∑
`∈I
f(`t)
`
∣∣∣∣
≤ 1
e%M
∣∣∣∣ ∑
M<`≤e%M
f(`t)
∣∣∣∣+ (1− e−%) 1M
∣∣∣∣ ∑
`≤M
f(`t)
∣∣∣∣+ ∫ e%M
M
∣∣∣∣1x∑
`≤x
f(`t)
∣∣∣∣dxx
≤
∑
ξ∈Zd
|f̂(ξ)|
[
1
e%M
min
(
(e% − 1)M, 2‖ξ · t‖R/Z
)
+
1− e−%
M
min
(
M,
2
‖ξ · t‖R/Z
)
+
∫ e%M
M
min
(
1,
2
x‖ξ · t‖R/Z
)
dx
x
]
≤
∑
ξ∈Zd
|f̂(ξ)|
[
min
(
%,
2
M‖ξ · t‖R/Z
)
+%min
(
1,
2
M‖ξ · t‖R/Z
)
+min
(
1,
2
M‖ξ · t‖R/Z
)∫ e%M
M
dx
x
]
≤ 3
∑
ξ∈Zd
|f̂(ξ)|min
(
%,
2
M‖ξ · t‖R/Z
)
. 
Corollary 3.7. Let f, g : R/Z→ C be mean-zero continuous functions, that is, satisfying∫
R/Z
f(u)du =
∫
R/Z
g(u)du = 0,
with absolutely summable Fourier coefficients f̂(ξ), ĝ(ξ). Let M,% be as in Lemma 3.5. Then for
any t ∈ R/Z, ∑
M≤`<e%M
f(`t)
`

∑
ξ≥1
|f̂(ξ)|min
(
%,
1
M‖ξt‖R/Z
)
, (3.25)
and for any s, t ∈ R/Z,∑
M≤`<e%M
f(`s)g(`t)
`

∑
ξ,ξ′∈Z\{0}
|f̂(ξ)||ĝ(ξ′)|min
(
%,
1
M‖ξs+ ξ′t‖R/Z
)
. (3.26)
Proof. By perturbing M slightly we may replace the range for ` in the sums (3.25), (3.26) with
M < ` ≤ e%M . For (3.25), from Lemma 3.5 we have that the left hand side is bounded by∑
ξ∈Z
|f̂(ξ)|min
(
%,
1
M‖ξt‖R/Z
)
= %|f̂(0)|+ 2
∑
ξ≥1
|f̂(ξ)|min
(
%,
1
M‖ξt‖R/Z
)
.
By our assumption that f is mean-zero we have f̂(0) = 0, and the bound (3.25) follows. For (3.26)
we apply Lemma 3.5 with d = 2, taking f ⊗ g in place of f , and note that the Fourier coefficients
of f ⊗ g are the products of the Fourier coefficients of f and g, which can be bounded in the same
way as we did for (3.25). 
In Section 4 we will need to control logarithmic averages as in (3.25) and (3.26), but averaged over
a sequence of intervals Ik = [e
%k, e%(k+1)) (so taking M = Mk = e
%k). The following will be applied
to control such averages of the right hand sides of (3.25) and (3.26). Write log+(x) = max(0, log x)
for x ∈ R+.
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Lemma 3.8. Let 1 ≤ m < n and % > 0. Let R : N → R+ such that for sone κ ∈ (0, 1) we have
R(ξ) ≥ κ for all ξ ≤ ξ0. Then for any β0 > 0,∑
m≤k<n
∑
ξ≥1
1
ξ1+β0
min
(
%,
e−%k
R(ξ)
)
 1
β0
(
1 + log+
(
e−%m
%κ
)
+
%(n−m)
ξβ00
)
. (3.27)
If we additionally assume κ ≥ 1%e−%m, then∑
ξ≥1
1
ξ1+β0
∑
m≤k<n
min
(
%,
e−%k
R(ξ)
)
 1
β0
(
1
%κ
e−%m +
1 + %(n−m)
ξβ00
)
. (3.28)
Proof. For fixed ξ ≥ 1,∑
m≤k<n
min
(
%,
e−%k
R(ξ)
)
= %
∣∣∣∣{k ∈ [m,n) : e%k ≤ 1%R(ξ)
}∣∣∣∣+ 1R(ξ) ∑
m≤k<n
e−%k<%R(ξ)
e−%k. (3.29)
For the second term on the right hand side we can sum the geometric series, whose largest summand
is at most min(e−%m, %R(ξ)), to obtain
1
R(ξ)
∑
k:e−%k<%R(ξ)
e−%k  1
%R(ξ)
min(e−%m, %R(ξ)) = min
(
1,
e−%m
%R(ξ)
)
.
The first term on the right hand side of (3.29) is bounded by
%
∣∣∣∣[m,min(n, 1% log 1%R(ξ)
)]∣∣∣∣ = min(%(n−m), log+( e−%m%R(ξ)
))
.
Under the hypothesis κ ≥ 1%e−%m these bounds give∑
ξ≥1
1
ξ1+β0
∑
m≤k<n
min
(
%,
e−%k
R(ξ)
)
 1
%
e−%m
∑
ξ≤ξ0
1
ξ1+β0R(ξ)
+
∑
ξ>ξ0
1
ξ1+β0
(
1 + min
(
%(n−m), log+
(
e−%m
%R(ξ)
)))
 1
β0ξ
β0
0
+
1
%
e−%m
∑
ξ≤ξ0
1
ξ1+β0R(ξ)
+
∑
ξ>ξ0
1
ξ1+β0
min
(
%(n−m), log+
(
e−%m
%R(ξ)
))
 1
β0
(
1
%κ
e−%m +
1
ξβ00
(1 + %(n−m))
)
,
which gives (3.28) as desired. Without the assumption κ ≥ 1%e−%m we have∑
ξ≥1
1
ξ1+β0
∑
m≤k<n
min
(
%,
e−%k
R(ξ)
)

∑
ξ≤ξ0
1
ξ1+β0
(
1 + log+
(
e−%m
%κ
))
+
∑
ξ>ξ0
1
ξ1+β0
%(n−m)
 1
β0
(
1 + log+
(
e−%m
%κ
)
+
%(n−m)
ξβ00
)
,
which yields (3.27). 
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4. Fourier–Laplace transform and tail bounds for the Poisson field
Recall the Poisson field YJ(t) defined for an interval J ⊂ R+ in (2.19). In this section we let
% ∈ (0, 1/2) be a small parameter, m,n ∈ N with m < n, and set J = [e%m, e%n). With the notation
(2.20) we have
YJ(t) =
∑
m≤k<n
YIk(t). (4.1)
Our aim is to estimate the probability of tail events
{YJ(t) ≥ y}, {YJ(s), YJ(t) ≥ y} (4.2)
for fixed s, t ∈ R/Z and y > 0 (we will take y at scale %(n −m)). We do this under conditioning
on an event Q = Q(m,n,Q, Q˜) of the form (2.25), which fixes the intervals Ik for which the
corresponding partial sum of the Poisson variables Z` is 0, 1, or ≥ 2. Thus, we fix Q, Q˜ disjoint
subsets of [m,n) ∩ Z.
For the duration of this section we viewm,n, %,Q, Q˜ as fixed; we will place additional assumptions
on these parameters in the lemmas and propositions. In our estimates on the tail events (4.2) we
will quantify the dependence on parameters sufficiently that we can later take parameters such as
% to depend on n,m. We will assume throughout that Q 6= ∅ and
m ≥ C0
%
log
1
%
(4.3)
for a sufficiently large constant C0 > 0. Note that since ρk = % + O(e
−%m), under (4.3) we have
ρk  %. In Section 4.1 we allow Q˜ 6= ∅, while in Sections 4.2–4.4 we prove refined estimates under
the assumption Q˜ = ∅.
4.1. Fourier–Laplace transform for the field at one point. Throughout this section, β and
τ denote the real and imaginary parts of a point z in the right half-plane. For t ∈ R/Z, β > 0 and
τ ∈ R, denote the (conditional) Fourier–Laplace transform of YJ(t) by
Φt(z) = Φt(z;m,n,Q, Q˜) := E
(
exp(zYJ(t)) | Q(m,n,Q, Q˜)
)
. (4.4)
By the independence of the variables {YIk(t)}m≤k<n (which survives under conditioning on the
event Q), the Fourier–Laplace transform factorizes as
Φt(z) =
∏
k∈Q
E
[
exp(zYIk(t)) | N (Ik) = 1
] ∏
k∈Q˜
E
[
exp(zYIk(t)) | N (Ik) ≥ 2
]
=:
∏
k∈Q
ϕk,t(z)
∏
k∈Q˜
ϕ˜k,t(z). (4.5)
We also denote the cumulant generating functions
Λt(z) = Λt(z;m,n,Q, Q˜) := log Φt(z) (4.6)
and
λk,t(z) := logϕk,t(z), (4.7)
where we take the principal branch of the logarithm with branch cut along the negative real axis
and imaginary part constrained to [−pi, pi).
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For fixed k ≥ 1 we have
ϕk,t(z) =
∑
`∈Ik
P(Z` = 1|N (Ik) = 1) exp (z log |1− e(`t)|)
=
∑
`∈Ik
P(Z` = N (Ik) = 1)
P(N (Ik) = 1) |1− e(`t)|
z
=
∑
`∈Ik
(1/`)e−1/`
∏
i∈Ik\{`} e
−1/i
ρke−ρk
|1− e(`t)|z
=
1
ρk
∑
`∈Ik
φ(z, `t)
`
, (4.8)
where φ was defined in (3.7). For ϕ˜k,t(z),
ϕ˜k,t(z) =
E ezYIk (t) 1(N (Ik) ≥ 2)
P(N (Ik) ≥ 2)
=
E ezYIk (t) − P(N (Ik) = 1)E[ezYIk (t)|N (Ik) = 1]− P(N (Ik) = 0)
1− P(N (Ik) = 1)− P(N (Ik) = 0)
=
E ezYIk (t) − ρke−ρkϕk,t(z)− e−ρk
1− ρke−ρk − e−ρk .
Recalling that for Z ∼ Poi(ρ) and z ∈ C we have E exp (zZ) = exp (ρ(ez − 1)),
E ezYIk (t) =
∏
`∈Ik
E exp (Z` log(|1− e(`t)|z))
= exp
(∑
`∈Ik
1
`
(|1− e(`t)|z − 1)
)
= exp (ρk(ϕk,t(z)− 1)) .
Thus,
ϕ˜k,t(z) =
exp (ρk(ϕk,t(z)− 1))− ρke−ρkϕk,t(z)− e−ρk
1− ρke−ρk − e−ρk
=
exp (ρkϕk,t(z))− 1− ρkϕk,t(z)
eρk − 1− ρk . (4.9)
From Taylor expansion and (3.9),
|ϕ˜k,t(z)| = |ϕk,t(z)|2(1 +O(2β%)) = O(4β). (4.10)
Combining the above with (4.5), we have that for % ≤ c10−β,
Φt(z) = e
O(β|Q˜|) ∏
k∈Q
ϕk,t(z). (4.11)
Thus, for estimating Λt(z) = log Φt(z) our task reduces to estimating the terms ϕk,t(z), which we
will do through the expression (4.8) and the Fourier-analytic bound (3.25) applied with f = φ(z, ·).
Our first result of this section is an upper bound on the Laplace transform of YJ(t) holding under
relatively mild conditions on the point t ∈ R/Z. Recall the function λ(·), see (1.6).
Proposition 4.1. Let β > 1 and assume % ≤ c2−β for a sufficiently small constant c > 0. Let
t ∈ R/Z \Maj(ξ0, κ) (see (2.30)) for some ξ0 ∈ N and κ ∈ (0, 1). We have
Λt(β) ≤ λ(β)|Q|+O
(
β|Q˜|+K+(β)Υ0
)
,
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where
Υ0 = Υ0(%,m, n, ξ0, κ) :=
n−m
ξ
1/2
0
+
1
%
(
1 + log
1
%κ
)
(4.12)
and K+ is as in (3.13).
Proof. Taking logs in (4.11) we have
Λt(β) =
∑
k∈Q
λk,t(β) +O(β|Q˜|). (4.13)
To estimate the terms λk,t(β) = logϕk,t(β), from (4.8) we can split each ϕk,t(β) as
ϕk,t(β) =
∫
R/Z
φ(β, u)du+
1
ρk
∑
`∈Ik
φ0(β, `t)
`
, (4.14)
where φ0 was defined in (3.8). Since φ0(β, ·) is mean-zero with nonzero Fourier coefficients the
same as those of φ(β, ·), from Lemma 3.3 and (3.25) we have∑
`∈Ik
φ0(β, `t)
`
 K+(β)
∑
ξ≥1
1
ξ3/2
min
(
%,
e−%k
‖ξt‖R/Z
)
. (4.15)
Under our assumption (4.3) we have ρk  % for all k ≥ m, so
ϕk,t(β) ≤
∫
R/Z
φ(β, u)du+O
(
K+(β)
%
∑
ξ≥1
1
ξ3/2
min
(
%,
e−%k
‖ξt‖R/Z
))
≤
∫
R/Z
φ(β, u)du
(
1 +O
(
K+(β)
%
∑
ξ≥1
1
ξ3/2
min
(
%,
e−%k
‖ξt‖R/Z
)))
,
for all m ≤ k < n, where in the second line we used that fact that ∫R/Z φ(β, u)du = eλ(β) ≥ eλ(0) = 1.
Taking logs and substituting the bound into (4.13) we obtain
Λt(β) ≤ λ(β)|Q|+O(β|Q˜|) +O
(
K+(β)
%
∑
m≤k<n
∑
ξ≥1
1
ξ3/2
min
(
%,
e−%k
‖ξt‖R/Z
))
≤ λ(β)|Q|+O(β|Q˜|) +O
(
K+(β)
%
(
1 + log+
(
e−%m
%κ
)
+
%(n−m)
ξ
1/2
0
))
,
where in the second line we applied (3.27). The desired upper bound follows. 
From Proposition 4.1 with β = β∗(x) and Markov’s inequality we deduce the following upper
tail bound.
Corollary 4.2 (Upper bound for the upper tail). Assume % is at most a sufficiently small constant
and satisfies (4.3). Let y ∈ [x0− ε0, x0 + ε0] with ε0 as in (3.15). Let t ∈ R/Z\Maj(ξ0, κ) for some
ξ0 ∈ N and κ ∈ (0, 1). Then
P
(
YJ(t) ≥ y|Q|
∣∣∣Q(m,n,Q, Q˜)) ≤ exp(− λ∗(y)|Q|+O(|Q˜|+ Υ0)). (4.16)
The above will be sufficient for proving the upper bound in Theorem 1.2 (in particular, the reader
may now safely skip to Section 5; in the remainder of the section we establish bounds that will be
used in Section 6).
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4.2. Refined estimates for the field at one point. For the proof of the lower bound on
maxt∈R/Z YN (t) we need more refined estimates on Λt(z), holding both from above and below.
For such bounds we need to make stronger Diophantine assumptions on the point t ∈ R/Z. It
turns out that to have sufficiently strong error estimates, in Section 6 we will also have to take %
small enough that Q˜ = ∅ with high probability. Thus, for the remainder of the section we condition
on the event Q(m,n,Q, ∅) for some fixed nonempty set Q ⊂ Z ∩ [m,n).
Proposition 4.3. Fix z = β + iτ with β ≥ 1 and τ ∈ R. Assume % ≤ c2−β for a sufficiently small
constant c > 0. There exists K∗(z) ≥ 1 with K∗  eO(β)(1 + |τ |O(1)) such that the following holds.
Let t ∈ R/Z \Maj(ξ0, κ) with
ξ0 ≥ (K∗)2, κ ≥ K∗ 1
%
e−%m. (4.17)
Letting
Υ1 = Υ1(%, n,m, ξ0, κ) :=
n−m
ξ
1/2
0
+
1
%ξ
1/2
0
+
1
%2κ
e−%m, (4.18)
we have
Φt(z) = Φt(z;m,n,Q, ∅) = exp (λ(z)|Q|+O(K∗(z)Υ1)) . (4.19)
Proof. We begin with (4.19). From (4.11) it suffices to estimate ϕk,t(z) for m ≤ k < n. We
decompose ϕk,t(z) as in (4.14) (with β replaced by z). For the error term, by Lemma 3.3, (3.13),
(3.25), and our assumption (4.3) we have
1
ρk
∑
`∈Ik
φ0(z, `t)
`
 K
+(z)
%
∑
ξ≥1
1
ξ3/2
min
(
%,
e−%k
‖ξt‖R/Z
)
. (4.20)
Denoting the right hand side by θk, we have
ϕk,t(z) =
∫
R/Z
φ(z, u)du+O(θk) = (1 +O((1 + |τ |)O(1)θk))
∫
R/Z
φ(z, u)du ∀m ≤ k < n, (4.21)
where in the second equality we applied Lemma 3.2. By our assumption that t /∈ Maj(ξ0, κ),
θk ≤ K
+
%
∑
ξ≤ξ0
1
ξ3/2
e−%k
κ
+
∑
ξ>ξ0
%
ξ3/2
 K+(e−%k
%κ
+
1
ξ
1/2
0
)
.
Thus, by taking K∗ ≥ CK+(1 + |τ |)C for a sufficiently large absolute constant C > 0, from our
assumption (4.17) we can make the error term O((1 + |τ |)O(1)θk) in (4.21) smaller than 1/2, say,
for all m ≤ k < n. In particular we can replace the multiplicative errors 1 +O((1 + |τ |)O(1)θk) with
exp(O((1 + |τ |)O(1)θk)). Doing this for each k and substituting these bounds into (4.11) we obtain
Φt(z) =
(∫
R/Z
φ(z, u)du
)|Q|
exp
(
O
(
(1 + |τ |)O(1)
∑
m≤k<n
θk
))
. (4.22)
Summing the bound (4.20) over k, by our assumption on κ we can apply (3.28) to obtain
∑
m≤k<n
θk  K
+
%
(
e−%m
%κ
+
1 + %(n−m)
ξ
1/2
0
)
and the desired bound (4.19) follows by substituting the above into the previous line. 
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Corollary 4.4 (Refined upper tail estimate). Assume % is at most a sufficiently small constant
and satisfies (4.3). Let y ∈ [x0 − ε0, x0 + ε0] with ε0 as in (3.15). Let t ∈ R/Z \Maj(ξ0, κ), where
ξ0, κ satisfy (4.17) with K
∗ = K∗(β∗(y)) = O(1). Then
P
(
YJ(t) ≥ y|Q|
∣∣∣Q(m,n,Q, ∅)) ≤ exp (−λ∗(y)|Q|+O(Υ1)) . (4.23)
4.3. Fourier–Laplace transform for the field at two points. In this section we let s, t ∈ R/Z
and consider the mixed Fourier–Laplace transform for the Poisson field YJ at two points:
Ψs,t(w, z) = Ψs,t(w, z;m,n,Q) := E (exp(wYJ(s) + zYJ(t)) | Q(m,n,Q, ∅)) , (4.24)
where w = α + iσ and z = β + iτ are points in the right half-plane. Whereas in the previous
subsection we showed Φt(z) is well approximated by exp(λ(z)|Q|), assuming t does not lie in a low-
frequency Bohr set, here we will need to rule out atypical arithmetic relationships between s and
t. Recall that “distance” dξ0(s, t) defined in (2.43). In this subsection we establish the following:
Proposition 4.5. Let w = α+iσ and z = β+iτ with α, β ≥ 1, and assume (n−m)−1  % ≤ c2−α−β
for a sufficiently small constant c > 0. There exists K˜(w, z) ≥ 1 with K˜  eO(α+β)(1+|σ|+|τ |)O(1))
such that the following holds. Let s, t ∈ R/Z \Maj(ξ0, κ) with
ξ0 ≥ K˜4, κ ≥ K˜ 1
%
e−%m. (4.25)
Additionally assume
dξ0(s, t) ≥ ∆
1
%
e−%m for some ∆ ≥ K˜2. (4.26)
Letting
Υ2 = Υ2(%, n,m, ξ0, κ,∆) :=
n−m
ξ
1/2
0
+
1
%∆
+
e−%m
%2κ
, (4.27)
we have
Ψs,t(w, z) = exp
(
(λ(w) + λ(z))|Q|+O(K˜2Υ2)
)
. (4.28)
Proof. By similar lines as in (4.5)–(4.9) we can express
Ψs,t(w, z) =
∏
k∈Q
(
1
ρk
∑
`∈Ik
φ(w, `s)φ(z, `t)
`
)
=:
∏
k∈Q
ψs,tk (w, z). (4.29)
Splitting φ(w, ·), φ(z, ·) into their average and mean-zero components, we have
ψs,tk (w, z) =
(∫
R/Z
φ(w, u)du
)(∫
R/Z
φ(z, u)du
)
+
(∫
R/Z
φ(w, u)du
)
1
ρk
∑
`∈Ik
φ0(z, `t)
`
+
(∫
R/Z
φ(z, u)du
)
1
ρk
∑
`∈Ik
φ0(w, `s)
`
+
1
ρk
∑
`∈Ik
φ0(w, `s)φ0(z, `t)
`
. (4.30)
From (3.25) and Lemma 3.3,∑
`∈Ik
φ0(w, `s)
`
 K+(w)
∑
ξ≥1
1
ξ3/2
min
(
%,
e−%k
‖ξs‖R/Z
)
(4.31)
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and similarly with w,α, σ, s replaced by z, β, τ, t. From (3.26) and Lemma 3.3,∑
`∈Ik
φ0(w, `s)φ0(z, `t)
`
 K+(w)K+(z)
∑
|ξ|,|ξ′|6=0
1
|ξξ′|3/2 min
(
%,
e−%k
‖ξs+ ξ′t‖R/Z
)
. (4.32)
Inserting these estimates into (4.30) and applying Lemma 3.2 we have
ψs,tk (w, z) =
(∫
R/Z
φ(w, u)du
)(∫
R/Z
φ(z, u)du
)(
1 +O(Kˇθ′k + Kˇ
2θ′′k)
)
(4.33)
where
θ′k :=
1
%
∑
ξ≥1
1
ξ3/2
min
(
%,
e−%k
‖ξs‖R/Z ∧ ‖ξt‖R/Z
)
and
θ′′k :=
1
%
∑
|ξ|,|ξ′|6=0
1
|ξξ′|3/2 min
(
%,
e−%k
‖ξs+ ξ′t‖R/Z
)
and we have taken
Kˇ(w, z) = C(1 + |σ|+ |τ |)C(K+(w) +K+(z)) (4.34)
for a sufficiently large absolute constant C > 0. Following similar arguments as in the proof
of Proposition 4.3, by taking K˜ = C ′Kˇ for a sufficiently large constant C ′ > 0 and using our
assumptions on ξ0, κ and ∆, we can make the multiplicative error 1 + O(Kˇθ
′
k + Kˇ
2θ′′k) in (4.33)
bounded between 1/2 and 2 for all m ≤ k < n. In particular, this term can be replaced by
exp
(
O(Kˇθ′k + Kˇ
2θ′′k)
)
. Substituting the resulting expression for ψs,tk (w, z) into (4.29) we obtain
Ψs,t(w, z) = e
(λ(w)+λ(z))|Q| exp
(
O
(
K˜
∑
m≤k<n
θ′k + K˜
2
∑
m≤k<n
θ′′k
))
. (4.35)
Applying (3.27), ∑
m≤k<n
θ′k 
n−m
ξ
1/2
0
+
1
%ξ
1/2
0
+
1
%2κ
e−%m  n−m
ξ
1/2
0
+
1
%2κ
e−%m,
where we noted the middle term in the first bound is controlled by the first term by our assumed
lower bound on %. We express the sum over θ′′k as∑
m≤k<n
θ′′k =
1
%
∑
|ξ|≥1
1
ξ3/2
∑
m≤k<n
∑
|ξ′|≥1
1
|ξ′|3/2 min
(
%,
e−%k
‖ξs+ ξ′t‖R/Z
)
.
For fixed ξ with |ξ| ≤ ξ0, the inner sum over k and ξ′ is bounded by
1
∆
+
%(n−m)
ξ
1/2
0
by (3.28), our assumption on ∆, and the lower bound on %. For |ξ| > ξ0 we can bound the inner
sum by %(n−m). Combining these and summing over ξ gives∑
m≤k<n
θ′′k 
1
%
(
1
∆
+
1 + %(n−m)
ξ
1/2
0
)
.
Substituting the bounds on the sums over θ′k and θ
′′
k into (4.35) we obtain
Ψs,t(w, z) = exp
{
(λ(w) + λ(z))|Q|+O
(
K˜
e−%m
%2κ
+ K˜2
(
n−m
ξ
1/2
0
+
1
%∆
))}
.
28 N. COOK AND O. ZEITOUNI
The desired bound follows from replacing the first instance of K˜ above with K˜2 (which we can do
since K˜ ≥ 1). 
4.4. Approximation and decorrelation for tail events. Throughout this subsection we drop
the subscript J from YJ(t). We will also use our notation (2.26) (as in the previous two subsections
we take Q = Q(m,n,Q, ∅)).
In this section we approximate the upper tail of Y (t) (conditional on the event Q) for fixed
t ∈ R/Z by the upper tail of a sum of i.i.d. random variables Y˜ = ∑p≤q Vp, and also the joint upper
tail of Y (s), Y (t) for fixed (s, t) ∈ R/Z2 to the joint upper tail of two independent copies of Y˜ . Of
course, for the approximation to be accurate we will need to make arithmetic assumptions on the
points s, t.
Let U1, . . . , Uq be i.i.d. uniform random elements of R/Z, put Vp = log |1− e(Up)| for 1 ≤ p ≤ q,
and denote Y˜ =
∑
p≤q Vp. From (1.6), Y˜ has Fourier–Laplace transform
E ezY˜ = eλ(z)q. (4.36)
From the Bahadur–Rao theorem [BRR60] (see also [DZ98, p. 110]), for any y > 0, letting β > 0
such that y = λ′(β), we have
P(Y˜ ≥ yq) = (1 + oy; q→∞(1)) e
−λ∗(y)q
β
√
λ′′(β)q
. (4.37)
Proposition 4.6. Let y ∈ [x0 − ε0, x0 + ε0] with ε0 as in (3.15). Assume %  (n−m)−b for some
fixed constant b ∈ (0, 1), and that q := |Q|  %(n − m). Let ξ0 ≥ (n − m)C1 for a sufficiently
large constant C1 > 0, and let κ ≥ e−%m/2. Let t ∈ R/Z \Maj(ξ0, κ) (see (2.30)). Then, with m
satisfying (4.3) with a sufficiently large absolute constant C0,
PQ(Y (t) ≥ yq) = (1 + oy;n−m→∞(1))P(Y˜ ≥ yq). (4.38)
We will prove Proposition 4.6 after performing some preliminary steps. In the sequel we denote
the Fourier transform of a function f : Rd → C by
f̂(η) =
∫
Rd
f(x)e−ix·ηdx
and the inverse Fourier transform of a measure µ on Rd, that is, its characteristic function, by
qµ(η) = 1
(2pi)d
∫
Rd
eix·ηdµ(x).
Lemma 4.7 (Fourier inversion). Let d ∈ N and let µ, ν be probability measures on Rd. Let f ∈
L1(R) be an absolutely continuous function whose derivative f ′ has bounded variation, and let
K0,K1 be constants such that ‖f‖L1(R) ≤ K0, ‖f ′‖TV ≤ K1. Suppose that for some Θ0 > 0 and
δ ∈ (0, 1) we have
sup
‖η ‖∞≤Θ0
|qµ(η)− qν(η)| ≤ δ. (4.39)
Put F = f⊗d. Then ∣∣∣∣∫
Rd
F dµ−
∫
Rd
F dν
∣∣∣∣d (K0K1)d/2
(
δ +
1
Θ0
√
K1
K0
)
. (4.40)
Proof. We express ∫
Rd
Fd(µ− ν) =
∫
Rd
F̂ (η)(qµ(η)− qν(η))dη . (4.41)
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First we note that our assumptions on f imply the estimate
|f̂(η)|  min (K0,K1η−2) . (4.42)
Indeed, the first bound is immediate from the pointwise bound |f̂(η)| ≤ ‖f‖L1(R). The second
follows from integrating by parts twice and noting that for a smooth function f we have ‖f ′‖TV =
‖f ′′‖L1(R) (note that we may assume f is smooth by convolving with a mollifier – since the estimate
is independent of the support of the mollifier we can take it to be arbitrarily small). Integrating
the above pointwise bound yields ∫ ∞
−∞
|f̂(η)|dη 
√
K0K1. (4.43)
Let ω : R → R be a non-negative Schwartz function that integrates to 1 and whose Fourier
transform ω̂ is supported on [−1, 1]. Set ε = 1/Θ0. We partition the identity as a telescoping sum
1 =
d∏
j=1
ω̂(εηj) +
d∑
k=1
(1− ω̂(εηk))
k−1∏
j=1
ω̂(εηj).
Inserting this into the integrand on the right hand side of (4.41) yields∣∣∣∣∫
Rd
F̂ (η)(qµ(η)− qν(η))dη∣∣∣∣
=
∣∣∣∣∣∣
∫
Rd
F̂ (η)
d∏
j=1
ω̂(εηj)(qµ(η)− qν(η))dη+ d∑
k=1
∫
Rd
F̂ (η)(1− ω̂(εηk))
k−1∏
j=1
ω̂(εηj)(qµ(η)− qν(η))dη
∣∣∣∣∣∣
≤
∫
‖η ‖∞≤1/ε
|F̂ (η)|| qµ(η)− qν(η)|dη+ d∑
k=1
∫
Rd
|F̂ (η)||1− ω̂(εηk)|| qµ(η)− qν(η)|dη
≤ δ
∫
Rd
|F̂ (η)|dη+ 2
(2pi)d
d∑
k=1
∫
Rd
d∏
j=1
|f̂(ηj)||1− ω̂(εηk)|dη
= δ
(∫ ∞
−∞
|f̂(η)|dη
)d
+
2d
(2pi)d
(∫ ∞
−∞
|f̂(η)|dη
)d−1 ∫ ∞
−∞
|f̂(η)||1− ω̂(εη)|dη,
where in the third line we applied our assumption (4.39) and the fact that ε = 1/Θ0. Inserting the
estimate (4.43), the claim will follow if we can show that∫ ∞
−∞
|f̂(η)||1− ω̂(εη)|dη  K1ε. (4.44)
Note that |ω̂(η)|  1 on R and |1− ω̂(η)|  η2 on [−1, 1] (with implied constants depending on
the choice of ω). Thus, the left hand side in (4.44) is bounded by∫
|η|≤1/ε
|f̂(η)|ε2η2dη +
∫
|η|>1/ε
|f̂(η)|dη.
Inserting the estimate |f̂(η)| ≤ K1η−2 from (4.42) and integrating yields (4.44) as desired. 
We will also apply the following normal approximation estimate. We denote by γ the standard
Gaussian measure on R.
Lemma 4.8 (cf. [Fel71, p. 538]). Let X1, . . . , Xq be i.i.d. centered variables of law µ, with unit
variance and finite third moment m3 := EX31 , and let ν be the law of the normalized sum (X1 +
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· · ·+Xq)/√q. Assume further that the distribution of X1 is non-lattice. Then
sup
x∈R
∣∣∣∣ν((−∞, x])− γ((−∞, x])− m36√2piq (1− x2)e−x2/2
∣∣∣∣ = oµ,q→∞(q−1/2).
The key point is that the above lemma refines the Berry–Esse´en bound ν((−∞, x])−γ((−∞, x]) =
O(q−1/2 E |X1|3).
Proof of Proposition 4.6. Let E˜y,E
(t)
y denote expectation with respect to the probability measures
P, PQ tilted by eβY˜ and eβY (t), respectively, where β is chosen so that
λ∗(y) = βy − λ(β) (and therefore, y = λ′(β)). (4.45)
Write σ :=
√
λ′′(β) and define the normalized variables
W˜ =
Y˜ − yq
σ
√
q
, W (t) =
Y (t)− yq
σ
√
q
. (4.46)
Let µy, ν
t
y denote the laws of W˜ ,W (t) under E˜y,E
(t)
y , respectively – that is, for any bounded
continuous function f : R→ R, ∫
R
f(u)dµy(u) = E˜yf(W˜ ), (4.47)
and similarly for νty. We express
P(Y˜ ≥ yq) = eλ(β)qE˜ye−βY˜ 1(Y˜ ≥ yq)
= e(λ(β)−βy)qE˜ye−βσ
√
qW˜
1(W˜ ≥ 0)
= e−λ
∗(y)q
∫
R
fβσ√qdµy (4.48)
where we used (4.45) and the notation
fB(u) := e
−Bu1[0,∞)(u).
For Y (t) we have
PQ(Y (t) ≥ yq) = Φt(β)e−βyq E(t)y e−βσ
√
qW (t)
1(W (t) ≥ 0)
= Φt(β)e
−βyq
∫
R
fβσ√qdνty. (4.49)
In order to compare the last expression with (4.48) we use Lemma 4.7. To apply the lemma we
need to regularize the jump discontinuity in f , which we do as follows (note the same regularization
was used for a similar purpose in [ABB17]). Let ε > 0 to be chosen sufficiently small depending on
n−m, and denote
f+B,ε(u) =
{
e−Bu u ≥ 0
0 u ≤ −ε, f
−
B,ε(u) =
{
e−Bu u ≥ ε
0 u ≤ 0 , (4.50)
with f±B,ε linearly interpolated on (−ε, 0) and (0, ε), respectively. We will assume
ε ≤ c/B (4.51)
for a sufficiently small absolute constant c > 0. For later reference we note that by a straightforward
computation,
‖f±B,ε‖L1(R) 
1
B
, ‖(f±B,ε)′‖TV 
1
ε
. (4.52)
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We compare the inverse Fourier transforms qνty and|µy using Proposition 4.3. First, recalling (4.3), we
note that under our assumptions, the error summary parameter Υ1 from that proposition satisfies
Υ1  (n−m)−C1/4 (4.53)
for all C1 > 0 sufficiently large, if C0 in (4.3) is chosen sufficiently large as function of C1. Now for
η ∈ R, qνty(η) = E(t)y exp (iηW (t))
= exp
(
−Λt(β)−
iy
√
q
σ
η
)
E exp
((
β +
iη
σ
√
q
)
Y (t)
)
= exp
(
− iy
√
q
σ
η + Λt
(
β +
iη
σ
√
q
)
− Λt(β)
)
. (4.54)
By Proposition 4.3 and our assumptions on parameters,
qνty(η) = exp(− iy√qσ η +
(
λ
(
β +
iη
σ
√
q
)
− λ(β)
)
q +O
(
K∗
(
β +
iη
σ
√
q
)
Υ1
))
= |µy(η) exp(O(K∗(β + iη
σ
√
q
)
Υ1
))
(4.55)
= |µy(η) exp(O(eO(β)(n−m)−C1/8)) for |η| ≤ σ√q(n−m)c1C1 (4.56)
for a sufficiently small absolute constant c1 > 0, where in the last line we used (4.53) and the fact
that
K∗
(
β +
iη
σ
√
q
)
 eO(β)
(
1 +
|η|
σ
√
q
)O(1)
.
Thus, ∣∣∣ qνty(η)−|µy(η)∣∣∣ eO(β)(n−m)−C1/8|µy(η)| ≤ eO(β)(n−m)−C1/8 (4.57)
uniformly for |η| ≤ σ√q(n−m)c1C1 . The above estimate combines with (4.52) and Lemma 4.7 to
give ∣∣∣∣∫
R
f±B,εd(ν
t
y − µy)
∣∣∣∣ eO(β)(n−m)−c′1C1
(
1√
Bε
+
1
ε
√
σ2q
)
 e
O(β)(n−m)−c′1C1
Bε
(4.58)
for an absolute constant c′1 > 0, where in the second bound we used the definition of B and our
assumption (4.51).
Now from (4.49) and (4.48) we have
PQ(Y (t) ≥ yq) ≥ Φt(β)e−βyq
∫
R
f−B,εdν
t
y
= Φt(β)e
−βyq
∫
R
f−B,εdµy
(
1 +
∫
R f
−
B,εd(ν
t
y − µy)∫
R f
−
B,εdµy
)
= PQ(Y˜ ≥ yq)eΛt(β)−λ(β)q
(
1−
∫
R(fB − f−B,ε)dµy∫
R fBdµy
)(
1 +
∫
R f
−
B,εd(ν
t
y − µy)∫
R f
−
B,εdµy
)
.
From Proposition 4.3 and (4.53),
Λt(β)− λ(β)q  eO(β)Υ1  eO(β)(n−m)−C1/4. (4.59)
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Applying Lemma 4.8 with µy in place of ν (with (Vp−y)/σ, under the tilted expectation E˜y, playing
the role of the Xp for 1 ≤ p ≤ q), we have
µy((−x, x]) = γ((−x, x]) + oy; q→∞(q−1/2)
for any x > 0, where the error term is uniform in the choice of x. Taking x = 2ε and using
monotonicity and the boundedness of the Gaussian density, we deduce∫
R
(fB − f−B,ε)dµy ≤
∫
R
(f+B,ε − f−B,ε)dµy ≤ µy([−ε, ε]) ε+ oy; q→∞(q−1/2). (4.60)
Note that by our assumptions we have q →∞ when n−m→∞. We next note the lower bound∫
R
fBdµy  1/B, (4.61)
which follows from (the proof of) the Bahadur–Rao theorem (which uses Lemma 4.8) – see [DZ98,
pp. 110–111]. Together with (4.60) this gives∫
R
f−B,εdµy  1/B −O(ε) 1/B, (4.62)
recalling our assumption (4.51). Combining the previous seven displays, we have
PQ(Y (t) ≥ yq) ≥ PQ(Y˜ ≥ yq)
(
1−Oβ
(
(n−m)−C1/4
))
(1−O(εB))
(
1−Oβ
(
1
ε
(n−m)−c′1C1
))
= (1 + oy;n−m→∞(1))PQ(Y˜ ≥ yq),
where we took
ε = (n−m)−c0C1 (4.63)
for a suitable constant c0 > 0. Following similar lines with f
−
B,ε replaced by f
+
B,ε we can show a
matching upper bound, and the claim follows. 
By following a similar approach with the two-dimensional case of Lemma 4.7 we can show the
following:
Proposition 4.9. Let y, %,Q, ξ0, C0, C1 and κ be as in Proposition 4.6, and let s, t ∈ R/Z \
Maj(ξ0, κ) (see (2.30)) Let ∆ ≥ (n−m)C1, and assume dξ0(s, t) ≥ ∆1%e−%m (see (2.43)). Then
PQ(Y (s), Y (t) ≥ yq) = (1 + oy;n−m→∞(1))P(Y˜ ≥ yq)2. (4.64)
We remark that for the proof of Theorem 1.2 we only need the upper bound in (4.64). For
the proof, we will use Fourier inversion to compare the joint law of (Y (s), Y (t)) under a tilted
probability measure to the product of the tilted laws of Y (s), Y (t).
Proof. Let β be as in (4.45). Let E(s)y ,E(t)y ,E(s,t)y denote expectation with respect to the probability
measure PQ tilted by eβY (s), eβY (t), and eβ(Y (s)+Y (t)), respectively. We continue the notation E˜y, σ =√
λ′′(β), W˜ ,W (s),W (t), µy and νty from the proof of Proposition 4.6, let νsy be defined analogously
to νty, and also let ν
s,t
y be the law of (W (s),W (t)) ∈ R2 under E(s,t)y . By similar lines to the proof
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of Proposition 4.6,
PQ(Y (s), Y (t) ≥ yq) = Ψs,t(β, β)e−2βyq E(s,t)y e−βσ(W (s)+W (t)) 1(W (s),W (t) ≥ 0)
= Ψs,t(β, β)e
−2βyq
∫
R2
f⊗2B dν
s,t
y
=
(
Ψs,t(β, β)e
−2λ(β)q)e−2λ∗(y)q (∫
R
fBdµy
)2(∫
R2 f
⊗2
B dν
s,t
y(∫
R fBdµy
)2
)
= P(Y˜ ≥ yq)2(Ψs,t(β, β)e−2λ(β)q) ∫R2 f⊗2B dνs,ty(∫
R fBdµy
)2 , (4.65)
where B = βσ
√
q and fB and are as in the proof of Proposition 4.6.
For the middle factor in (4.65), by our assumptions and 4.5,
Ψs,t(β, β)e
−2λ(β)q ≤ exp
(
O(K˜(β, β)2Υ2)
)
= exp
(
eO(β)Υ2
)
.
Note that under our assumptions, the error summary parameter Υ2 from Proposition 4.5 satisfies
Υ2  (n−m)−C1/4 (4.66)
for all C1 > 0 sufficiently large and C0 sufficiently large depending on C1. Hence,
Ψs,t(β, β)e
−2λ(β)q ≤ exp
(
eO(β)(n−m)−C1/4
)
. (4.67)
For the last factor in (4.65), as in the proof of Proposition 4.6 we let
ε = (n−m)−c′0C1 (4.68)
for a constant c′0 > 0 to be chosen later. Now letting f
+
B,ε as in (4.50) we have∫
R2 f
⊗2
B dν
s,t
y(∫
R fBdµy
)2 ≤
∫
R2(f
+
B,ε)
⊗2dνs,ty(∫
R fBdµy
)2 =
(
1 +
∫
R(f
+
B,ε − fB)dµy∫
R fBdµy
)2
+
∫
R2(f
+
B,ε)
⊗2d(νs,ty − µ⊗2y )(∫
R fBdµy
)2 . (4.69)
Applying (4.60) and (4.61),∫
R2 f
⊗2
B dν
s,t
y(∫
R fBdµy
)2 ≤ (1 +O(B(ε+ oy; q→∞(q−1/2))))2 +O(B2 ∫
R2
(f+B,ε)
⊗2d(νs,ty − µ⊗2y )
)
. (4.70)
To bound the integral on the right hand side above we use Lemma 4.7. First we compare the
inverse Fourier transforms
}
νs,ty and
}µ⊗2y = |µy⊗2 using Proposition 4.5. Following similar lines as in
the proof of Proposition 4.6, from Proposition 4.5 and our assumptions, for any η1, η2 ∈ R,}νs,ty (η1, η2)
= exp
[
− iy
√
q
σ
(η1 + η2) + Λs
(
β +
iη1
σ
√
q
)
+ Λt
(
β +
iη2
σ
√
q
)
− Λs(β)− Λt(β)
]
= exp
[
− iy
√
q
σ
(η1 + η2) +
(
λ
(
β +
iη1
σ
√
q
)
+ λ
(
β +
iη2
σ
√
q
)
− 2λ(β)
)
q
+O
(
K˜
(
β +
iη1
σ
√
q
, β +
iη2
σ
√
q
)2
Υ2
)]
= }µ⊗2y (η1, η2) exp(O(K˜(β + iη1σ√q , β + iη2σ√q)2Υ2
))
.
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Applying (4.66) and the fact that
K˜
(
β +
iη1
σ
√
q
, β +
iη2
σ
√
q
)
 eO(β)
(
1 +
|η1|+ |η2|
σ
√
q
)O(1)
we conclude∣∣∣}νs,ty (η1, η2)−}µ⊗2y (η1, η2)∣∣∣ eO(β)(n−m)−C1/8|µy(η1)||µy(η2)| ≤ eO(β)(n−m)−C1/8 (4.71)
uniformly for |η1|+ |η2| ≤ σ√q(n−m)c2C1 , where c2 > 0 is a sufficiently small absolute constant.
Applying Lemma 4.7 with the above estimate along with (4.52), we have∣∣∣∣∫
R2
(f+B,ε)
⊗2d(νs,ty − µ⊗2y )
∣∣∣∣ eO(β)(n−m)−c′2C1Bε
(
1 +
√
B
σ2qε
)
 e
O(β)(n−m)−c′2C1
B1/2ε3/2
for some absolute constant c′2 > 0, where in the second line we used the definition of B and took C1
sufficiently large depending on c′0 that ε = on−m→∞(1/B). Inserting the above estimate in (4.70),
and combining the resulting bound with (4.67) and (4.65) yields
PQ(Y (s), Y (t) ≥ yq) ≤ P(Y˜ ≥ yq)2 exp
(
eO(β)(n−m)−C1/4
)
[(
1 +O(B(ε+ oy; q→∞(q−1/2)))
)2
+O
(
(B/ε)3/2eO(β)(n−m)−c′2C1
)]
= P(Y˜ ≥ yq)2(1 + oy;n−m→∞(1))
for a sufficiently small choice of c′0 in (4.68). This establishes the upper bound in (4.64). The lower
bound is established by similar lines, replacing fB with f
−
B,ε instead of f
+
B,ε in (4.69). 
5. Proof of Theorem 1.2 (upper bound)
In this section we prove the upper bound in Theorem 1.2. Specifically, we establish the following:
Theorem 5.1. For any  > 0,
sup
t∈R/Z
XN (t) ≤ (x0 + ) logN with probability 1− o(1). (5.1)
We now begin the proof of Theorem 5.1 with some preliminary reductions. Fix  > 0. We may
assume  ∈ (0, 1). As a first step we pass from a supremum over the continuum R/Z to a maximum
over a sufficiently dense net, via the following lemma from [CMN16]. Here and in the sequel, for
q ∈ N we write
Tq = {j/q : 0 ≤ j ≤ q − 1}. (5.2)
Lemma 5.2 ( [CMN16, Lemma 4.3]). For any polynomial ψ of degree at most N0 ≥ 1, one has
sup
t∈R/Z
|ψ(e(t))| ≤ 14 sup
t∈T2N0
|ψ(e(t))|.
From the above, since XN is the logarithm of the modulus of a polynomial of degree N , then for
any N0 ≥ N ,
sup
t∈R/Z
XN (t) ≤ sup
t∈T2N0
XN (t) +O(1).
Hence, letting
N ≤ N0  N, (5.3)
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it is enough to show
sup
t∈T2N0
XN (t) ≤ (x0 + ) logN with probability 1− o(1). (5.4)
Our second step is to truncate the sum in (2.2) so that we may pass to consideration of the
Poisson field YN via Theorem 2.1. Let W be a slowly growing parameter:
ω(1) ≤W ≤ No(1) (5.5)
and decompose XN as in (2.7). We easily obtain uniform control from above on the high frequency
tail X>N via a second moment argument:
Lemma 5.3. Let 2 ≤W ≤ N . Then
P
(
sup
t∈R/Z
X>N (t) ≥ 2 logW
)
 1
logW
.
Proof. Denote
N>N,W :=
∑
N/W<`≤N
C`(PN ).
Since log |1− e(u)| ≤ log 2 < 1, X>N (t) is bounded pointwise by N>N,W . We have
EN>N,W =
∑
N/W<`≤N
1
`
= logW +O(1).
Moreover, by an elementary computation we have EC`(PN )2 = 1` +
1
`2
and ECk(PN )C`(PN ) =
1/(k`) for k 6= `, from which it follows follows that
Var(NN,W ) = EN>N,W .
By Chebyshev’s inequality,
P
(
sup
t∈R/Z
X>N (t) ≥ 2 logW
)
≤ P
(
N>N,W ≥ 2 logW
)
 1
logW
. 
From the above lemma and the upper bound in (5.5), in order to show (5.4) it is enough to show
sup
t∈T2N0
X≤N (t) ≤ (x0 + ) logN with probability 1− o(1).
Now from the lower bound in (5.5) and Theorem 2.1, it suffices to show
sup
t∈T2N0
YN/W (t) ≤ (x0 + ) logN with probability 1− o(1). (5.6)
We will establish (5.6) by controlling the maximum on complementary subsets of the unit circle
– informally called the “major arcs” and “minor arcs” – by different arguments (see Section 2.5
for a high-level discussion discussion). The following provides uniform control for YN/W on major
arcs. Recall our notation (2.29).
Proposition 5.4 (Upper bound for the Poisson field on major arcs). Let α ∈ (0, 1) and ξ0 ≥ 1
such that
ξ0 ≤ Cα2 logN (5.7)
for a sufficiently large constant C > 0. Then except with probability O(ξ0N
−cα/ξ0),
sup
t∈Maj(ξ0,N−α)
YN (t) ≤ −α
2 log2N
128ξ0
. (5.8)
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(Note that we do not need the reduction to the net T2N0 for the major arc case.) We defer the
proof of Proposition 5.4 to Section 5.1.
For the control on minor arcs it will be convenient to group terms as in (2.20)–(2.22). Fix a
constant c0 > 0 to be chosen sufficiently small, and let %(N) ∈ (0, 1), n(N) ∈ N be sequences such
that
% = (1 + o(1))c0, %n = (1 + o(1)) logN. (5.9)
Note that by our assumption (5.5) on W the above allow %, n to be taken so that Y[1,e%n) = YN/W .
Proposition 5.5 (Upper bound for the Poisson field on minor arcs). Let ξ0 ≥ C/4 and e−c3n ≤
κ < 1 for constants C, c > 0 sufficiently large and small, respectively. For %, n satisfying (5.9), if
T ⊂ R/Z with |T | ≤ e(1+c0)%n for a sufficiently small constant c0 > 0, then
P
(
max
t∈T\Maj(ξ0,κ)
Y[1,e%n)(t) ≥ (x0 + )%n
)
 exp (−%n) . (5.10)
We defer the proof of Proposition 5.5 to Section 5.2, and complete the proof of Theorem 5.1 on
the above propositions. We take α = c2 and ξ0 = C/
4 for suitable constants c, C > 0. We take
%, n such that Y[1,e%n) = YN/W , and put
κ = (N/W )−α = e−c
2%n ≥ e−c′3n.
From Proposition 5.4 we have that with probability 1−O(N−c′6),
sup
t∈Maj(ξ0,κ)
YN/W (t) ≤ 0
(say). From Proposition 5.5 with T = T2N0 (which from (5.3) has size at most e(1+c0)%n for all n
sufficiently large depending on ), with probability 1−O(N−c′),
sup
t∈T2N0\Maj(ξ0,κ)
YN/W (t) ≤ (x0 + 2) logN.
Now (5.6), and hence Theorem 5.1, follows from the previous two displays and the union bound.
5.1. Control on major arcs. In this subsection we prove Proposition 5.4. The main idea is that
for points t in major arcs, the sequence `t ∈ R/Z returns often to the vicinity of the singularity of
log |1− e( · )|, which (crucially) points in the direction of −∞.
We begin with a crude upper bound on the maximum of the Poisson field.
Lemma 5.6. For any M ≥ 1,
sup
t∈R/Z
YM (t) ≤ 3 logM with probability 1−O(M−c).
Proof. We note the following standard concentration bound (easily established by bounding the
moment generating function): if Z is Poisson-distributed with expectation ρ > 0, then
P(Z ≥ 2ρ) , P(Z ≤ ρ/2) e−cρ. (5.11)
The claim follows from the above the upper tail estimate above and the pointwise bound YM (t) ≤∑
`≤M Z`
d
= Poi(ρ) with ρ = logM +O(1). 
The following shows that the Poisson field YN is in fact very negative on individual low frequency
Bohr sets.
Lemma 5.7 (Control of the maximum over Bohr sets). Let N, ξ ≥ 1, α ∈ (0, 1) and 0 < M ≤
ξNα/4. There is an event B(ξ, α) with
P (B(ξ, α)) N−cα/ξ (5.12)
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such that on B(ξ, α)c,
sup
t∈Bξ(N−α)
Y(M,N ](t) ≤ −
α2
64ξ
log2N + 4 logN.
Proof. Let
Y ′(t) =
∑
M<`≤ξNα/2
ξ|`
Z` log |1− e(`t)|, Y ′′(t) = Y(M,N ](t)− Y ′(t)
and
N =
∑
`≤N
Z`, N ′ =
∑
M<`≤ξNα/2
ξ|`
Z`.
Then N and N ′ are Poisson random variables with means
ρ = EN = logN +O(1)
and
ρ′ = EN ′ = 1
ξ
(
log(Nα/2)− log
(
M
ξ
∨ 1
))
+O
(
1
ξ ∧M
)
≥ 1
ξ
(α
4
logN −O(1)
)
≥ α
8ξ
logN.
(For the last bound, note we are free to assume αξ logN is larger than any fixed constant as the
claim is trivial otherwise.) Let B(ξ, α) be the event that either N > 2 logN or N ′ < α16ξ logN .
Then (5.12) follows from (5.11) and the union bound.
For the remainder of the proof we restrict to B(ξ, α)c. Let t ∈ Bξ(N−α) be arbitrary, and let
a ∈ Z and θ be such that t = (a+ θ)/ξ, with |θ| ≤ N−α. Since log |1− e(·)| ≤ 2 pointwise, we have
Y ′′(t) ≤ 2N ≤ 4 logN.
Thus,
Y ′(t) =
∑
M
ξ
<`≤Nα/2
Z`ξ log |1− e(`ξt)|
=
∑
M
ξ
<`≤Nα/2
Z`ξ log |1− e(`θ)|
≤
∑
M
ξ
<`≤Nα/2
Z`ξ log(2‖`θ‖R/Z)
≤
∑
M
ξ
<`≤Nα/2
Z`ξ log(2N
−α/2)
= N ′ log(2N−α/2)
≤ − α
2
64ξ
log2N,
where in the final bound we assumed α logN ≥ 4 log 2. 
Now we conclude the proof of Proposition 5.4. Applying Lemma 5.6 and Lemma 5.7 with
M = Nα/4, along with the union bound,
sup
t∈Maj(ξ0,N−α)
YN (t) ≤ −α
2
64ξ0
log2N +
(
4 +
α
4
)
logN ≤ −α
2
64ξ0
log2N + 5 logN
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except with probability O(ξ0N
−cα/ξ0 + N−cα) = O(ξ0N−cα/ξ0). The claim now follows by taking
the constant C in (5.7) sufficiently large.
5.2. Control on minor arcs. In this subsection we prove Proposition 5.5.
Let  ∈ (0, 1). Up to adjusting the constant c1 we are free to assume  is smaller than any fixed
constant. We may also assume n is sufficiently large depending on .
Recall our notation (2.23). Let c1, c2 > 0 be sufficiently small constants, put m = bc1nc, and
let G be the event that∣∣|Q1 ∩ [m,n)| − %(n−m)∣∣, |Q≥2 ∩ [m,n)| ≤ c2%(n−m). (5.13)
From our assumption (5.9) we have that (3.1) holds for any fixed constant C > 0 and all n
sufficiently large. From Lemma 3.1 we have
P(G) = 1−O(e−c%2(n−m)) = 1−O(e−c3n). (5.14)
Let ξ0 ≥ 1 and κ ∈ (0, 1) to be chosen later. Fix arbitrary disjoint sets Q, Q˜ ⊂ [m,n)∩Z satisfying
the bounds forQ1∩[m,n) andQ≥2∩[m,n), respectively, in (5.13). From Corollary 4.2, and assuming
, and hence %, is at most a sufficiently small constant, then for any t ∈ R/Z \Maj(ξ0, κ),
P
(
Y[e%m,e%n)(t) ≥ (x0 + /2)%(n−m)
∣∣∣Q(m,n,Q, Q˜))
≤ P
(
Y[e%m,e%n)(t) ≥
x0 + /2
1 + c2
|Q|
∣∣∣∣Q(m,n,Q, Q˜))
≤ exp
(
−λ∗
(
x0 + /2
1 + c2
)
(1− c2)%(n−m) +O
(
%n+ Υ′0
))
,
where
Υ′0 =
n
ξ
1/2
0
+
1
%
(
1 + log
1
%κ
)
and in the final line we took  smaller than the constant ε0 in (3.15). Hence,
P
(
Y[e%m,e%n)(t) ≥ (x0 + /2)%(n−m)
∣∣∣Q(m,n,Q, Q˜)) ≤ exp (−(1 + c)%(n−m) +O(Υ′0))
(5.15)
where we have taken the constant c2 sufficiently small and used that λ
∗ is strictly increasing on R+
and equal to 1 at x0. Averaging over the choices of Q, Q˜, on G we have
P
(
G ∩
{
Y[e%m,e%n)(t) ≥ (x0 + /2)%(n−m)
})
≤ exp (−(1 + c)%(n−m) +O(Υ′0)) (5.16)
for any t ∈ R/Z \Maj(ξ0, κ).
Let
Am =
{
sup
t∈R/Z
Y[1,e%m)(t) ≤ 4%m
}
. (5.17)
From Lemma 5.6,
P (Acm) e−c%m  e−c
2n. (5.18)
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Applying the union bound,
P
(
Am ∩ G ∩
{
∃t ∈ T \Maj(ξ0, κ) : Y[1,e%n)(t) ≥ (x0 + )%n
})
≤
∑
t∈T\Maj(ξ0,κ)
P
(
G ∩
{
Y[e%m,e%n)(t) ≥ (x0 + − 4c1)%(n−m)
})
≤ |T | exp (−(1 + c)%(n−m) +O(Υ′0))
≤ |T | exp (−(1 + c/2)%n+O(Υ′0))
≤ exp (−c%n/4 +O(Υ′0)) (5.19)
where in the third line we applied (5.16), in the third and fourth lines we took the constant c1
sufficiently small, and in the final line we applied the assumption on |T | with c0 sufficiently small.
Combining (5.14), (5.18) and (5.19) we conclude
P
(
∃t ∈ T \Maj(ξ0, κ) : Y[1,e%n)(t) ≥ (x0 + )%n
)
 e−c3n + e−c2n + exp (−c%n/4 +O(Υ′0))
 exp (−c′%n+O(Υ′0)) .
The claim now follows from our assumptions on ξ0 and κ and the definition of Υ
′
0 (recalling that
% ).
6. Lower bound: Early and middle generations
In this and the following sections we complete the proof of Theorem 1.2 by establishing the
following complement to Theorem 5.1. For high-level motivation of ideas and some notation we
refer to Section 2.7.
Theorem 6.1. For any  > 0,
sup
t∈R/Z
XN (t) ≥ (x0 − ) logN with probability 1− o(1). (6.1)
For this section it will be convenient to work with slight rotations of the nets defined in (5.2).
For θ ∈ R and q ∈ N we denote
Tq,θ =
θ
q2
+ Tq =
{
j
q
+
θ
q2
: 0 ≤ j ≤ q − 1
}
. (6.2)
(Thus, Tq,0 = Tq.)
Our goal in this section is to prove the following proposition, which treats the Poisson field.
From Theorem 2.1 this implies a similar result for the truncated field X≤N from (2.7) (see Corollary
7.1). We defer treatment of the high frequency tail X>N to the next section. Recall the notation
(2.13) for the super-level sets of the Poisson field YN .
Proposition 6.2 (Many high points for the Poisson field). Let N−50 ≤ θ ≤ 1, N0 = N1+o(1),
and T0 ⊂ TN0,θ with |T0| ≥ (1 − o(1))N0. For all  ∈ (0, 1) there exists c() > 0 such that, with
probability 1− o(1), ∣∣SYN (T0, x0 − )∣∣ ≥ N c(). (6.3)
For the proof we take sequences % = %(N) ∈ (0, 1) and n = n(N) ∈ N such that
% = (1 + o(1))n−2/3 and %n = (1 + o(1)) logN. (6.4)
Note that here we take % = o(1), in contrast to (5.9) in the proof of the upper bound. The reason
for taking % so small is to ensure that with high probability, N (Ik) ≤ 1 for all k in a certain range.
This allows us to restrict to an event Q as in (2.25) with Q˜ = ∅, which then gives access to the
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stronger tail comparison results from Section 4. The specific choice of −2/3 for the exponent of %
is not important – any fixed constant in (−1,−1/2) would do just as well.
It will be convenient to parametrize the sets of survivors SY with n rather than N . For n ≥ 1,
T ⊂ R/Z and y ∈ R we abbreviate
S˜n(T, y) := SYbe%nc(T, y) = {t ∈ T : Y[1,e%n)(t) ≥ y%n}. (6.5)
In Section 6.1 we prove the following.
Proposition 6.3 (Early generations). For any m ≥ 1, N0 ≥ e3%m and θ ∈ R with N−1000 ≤ |θ| ≤ 1,
we have ∣∣∣S˜m(TN0,θ,−2)∣∣∣ N0 with probability 1−O(e−c%m), (6.6)
where c > 0 is a sufficiently small absolute constant.
The core of the proof of Proposition 6.2 is a second moment argument, which is encapsulated by
Proposition 6.4 below. See Section 2 for a high-level motivation of the ideas.
First we need to set up some notation. Recall the notation (2.20). Let K ∈ N be a large integer
(which we will later take to infinity) and let
Ji =
⋃
i−1
K
n≤k< i
K
n
Ik, (6.7)
so that
Y[1,e%n)(t) =
∑
1≤k<n
YIk(t) =
K∑
i=1
YJi(t).
We consider nonempty sets Qi ⊂ [(i − 1)n/K, in/K) for 2 ≤ i ≤ K and denote Q = ⋃2≤i≤K Qi.
We write qi := |Qi|. Recalling our notation (2.23)–(2.26), we denote the events
Qi := Q
(
i− 1
K
n,
i
K
n,Qi, ∅
)
, Q∗ :=
⋂
2≤i≤K
Qi (6.8)
and let PQ∗ ,EQ∗ and VarQ∗ denote probability, expectation and variance conditional on Q∗. For a
finite set T ⊂ R/Z and y > 0 we define the associated (random) set of “rapid” points
Rn(T, y) = Rn(T, y;K,Q) =
{
t ∈ T : YJi(t) ≥ yqi ∀i ∈ [2,K]
}
. (6.9)
Note that for  > 0 small, Rn(T, x0−) is the set of points in T at which the sequence {YJi(t)}2≤i≤K
rises at the near-maximum rate allowed by Proposition 5.5.
In Section 6.2 we prove the following.
Proposition 6.4 (Middle generations). Let  ∈ (0, 1/2) and K ∈ N sufficiently large. Let %, n be
as in (6.4) and assume
qi = (1 + o(1))%n/K, 2 ≤ i ≤ K. (6.10)
Let N0 ∈ N with N0 = N1+o(1). For any θ ∈ R and any T ⊂ TN,θ with |T | = N1+o(1), we have
PQ
∗ (|Rn(T, x0 − )| ≥ ec()%n) = 1− o,K(1). (6.11)
Remark 6.5. The proof shows we can take c() to be any constant strictly smaller than 1−λ∗(x0−)).
Now we conclude the proof of Proposition 6.2 on Propositions 6.3 and 6.4. We may select %, n
satisfying (6.4) such that [1, e%n) ∩ Z = [N ]. Now it suffices to show
|S˜n(T0, (x0 − )%n)| ≥ exp (c()%n) with probability 1− o(1). (6.12)
Let K ≥ 1 to be taken sufficiently large depending on , and set
m = bn/Kc, T1 = S˜m(T0,−2).
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From Proposition 6.3 and our assumption |T0| ≥ (1− o(1))N0 we have
|T1|  N0 with probability 1−O(e−c%n/K). (6.13)
Let us condition on a realization of the Poisson variables (Z`)`<n/K such that the above holds, thus
fixing the set T1. By independence this does not affect the distribution of the variables (Z`)`≥n/K .
Recall the notation (2.23). For 2 ≤ i ≤ K denote
Qi1 = Q1 ∩
[
i− 1
K
n,
i
K
n
)
.
For ε ∈ (0, 1) let GK(ε) be the event that
Q≥2 ∩ [n/K, n) = ∅ (6.14)
and ∣∣∣|Qi1| − %nK ∣∣∣ ≤ ε%nK ∀2 ≤ i ≤ K. (6.15)
We now argue GK(ε) is a likely event using the estimates in Lemma 3.1. First note that the
assumption (3.1) amount to assuming % ≥ e−c%n/K for a sufficiently small constant c > 0, which
holds for all n sufficiently large depending on K by our assumption (6.4). From (3.4), Markov’s
inequality and our assumption (6.4), (6.14) holds with probability 1 − O(n−1/3). Conditional on
the event that (6.14) holds, we have |Qi1| = N (Ji) (recall the notation (2.18)), and so GK(ε) is
contained in the event that (6.14) holds and N (Ji) = (1 + O(ε))%n/K for 2 ≤ i ≤ K. The latter
event holds with probability 1−O(K exp(−cε2%n/K)) by (3.2), so by the union bound,
P(GK(ε)) = 1−O(n−1/3)−O(K exp(−cε2%n/K)).
Taking ε = n−1/10 and recalling % = (1 + o(1))n−2/3, we conclude
P(GK(n−1/10)) = 1− oK(1). (6.16)
Now we condition on a realization of the sets Qi1 satisfying the conditions of GK – that is, we
condition on the event Q∗ from (6.8) with Qi := Qi1 for 2 ≤ i ≤ K. Under this conditioning, note
that for any t ∈ Rn(T1, x0 − ),
Y[1,e%n)(t) ≥ −2
%n
K
+ (x0 − )
K∑
i=2
qi ≥ %n (x0 − − o(1)−O(1/K)) .
Thus, fixing K = K(ε) sufficiently large, we have that on GK ,
Rn(T1, x0 − ) ⊆ S˜n(T0, x0 − 2) (6.17)
for all n sufficiently large. From Proposition 6.4,
PQ
∗ (GK ∩ {|Rn(T1, x0 − )| ≥ ec()%n}) = 1− o(1).
Together with (6.16) this implies
|Rn(T1, x0 − )| ≥ ec()%n with probability 1− o(1). (6.18)
(6.12) now follows from the above and (6.17) (and replacing  with /2). This concludes the proof
of Proposition 6.2 on Propositions 6.3 and 6.4.
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6.1. Early generations: Many survivors. In this section we prove Proposition 6.3. First we
need two lemmas.
Lemma 6.6. Let T be a finite set and y : T → R. Suppose that for some x, δ > 0,
y(t) ≤ y0 ∀t ∈ T (6.19)
and
1
|T |
∑
t∈T
y(t) ≥ −δ.
Let T≥ = {t ∈ T : y(t) ≥ −2δ}. Then
|T≥| ≥ δ|T |
y0 + 2δ
. (6.20)
Proof. We have
−δ|T | ≤
∑
t∈T≥
y(t) +
∑
t∈T\T≥
y(t) ≤ y0|T≥| − 2δ(|T | − |T≥|)
and the result follows from rearranging. 
Thus, to establish Proposition 6.3 we can combine a uniform upper bound on Y[1,e%m)(t) with a
lower bound on the average of Y[1,e%m) over TN0,θ. The former is provided by Lemma 5.6, while the
latter can be obtained from the following.
Lemma 6.7. For ` ∈ N write
F`(t) = log |1− e(`t)|.
Let 0 ≤ a < ` and M ≥ 2` be integers and put I = [a` , a+1` ). Let θ ∈ [−1, 1] with |θ| ≥ M−b for
some b > 0. Then ∑
t∈TM,θ∩I
F`(t) (1 + b) logM. (6.21)
The key reason we obtain so much cancellation in the sum (6.21) is the fact that for any interval
I ⊂ R/Z of length 1/`, ∫
I
F`(s)ds = 0, (6.22)
which follows from (1.5) and change of variable.
Proof. We will abbreviate θ′ = θ/M2 and T = TM,θ. Let t−, t+ be the smallest and largest elements
of T ∩I, respectively. For t ∈ T write I(t) = [t−1/2M, t+1/2M), and denote I˜ = I\(I(t−)∪I(t+)).
From (6.22) we have
∑
t∈T∩I
F`(t) = F`(t
+) + F`(t
−) +
 ∑
t∈T∩I˜
F`(t)−M
∫
I˜
F`(s)ds
−M ∫
I\I˜
F`(s)ds. (6.23)
For the first two terms above, note that
F`(t) = log
1
‖`t‖R/Z
+O(1). (6.24)
Suppose ‖`t‖R/Z = δ for some t ∈ T ∩ I and δ > 0. Write t = θ′ + kN . Then there are d ∈ Z and
ψ ∈ R with |ψ| ≤ δ such that
`
(
θ′ +
k
M
)
= d+ ψ.
Thus,
|`θ′M − cM + `k| = |ψM | ≤ δM,
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which implies ‖`θ′M‖R/Z ≤ δM . Hence
‖`t‖R/Z = δ ≥
1
M
‖`θ′M‖R/Z =
1
M
|`θ′M | ≥ |θ′| ≥M−2−b.
Together with (6.24) this implies
max
t∈T∩I
F`(t) (1 + b) logM. (6.25)
We next consider the term in parentheses in (6.23). We have
1
M
∑
t∈T∩I˜
F`(t)−
∫
I˜
F`(s)ds =
∑
t∈T∩I˜
∫
I(t)
F`(t)− F`(s)ds.
From Taylor expansion, for each t ∈ T ∩ I˜ and s ∈ I(t),
F`(s)− F`(t) = (s− t)F ′`(t) +O
(
1
M2
‖F ′′` 1I(t)‖∞
)
so ∫
I(t)
F`(t)− F`(s)ds 1
M3
‖F ′′` 1I(t)‖∞.
We have
F ′′` (t) =
−pi2`2
sin2(pi`t)
 `
2
‖`t‖2R/Z
.
Now for t /∈ {t−, t+} we have ‖`t‖R/Z  `M min(k − k−, k+ − k), where we write t = θ′ + kM and
t± = θ′ + k
±
M . Combining the previous displays thus gives
1
M
∑
t∈T∩I˜
F`(t)−
∫
I˜
F`(s)ds 1
M
∑
k−<k<k+
1
min(k − k−, k+ − k)2 
1
M
. (6.26)
Finally, for the last term on the right hand side of (6.23), bounding |1− e(`t)|  `t we have∫
I\I˜
F`(s)ds
∫ 1/M
0
| log(`x)|dx+O(1/M) logM
M
.
The estimate (6.21) follows by substituting the above bound along with (6.25) and (6.26) into
(6.23). 
Proof of Proposition 6.3. Write T = TN0,θ and M = e%m. From Lemma 6.7,
1
|T |
∑
t∈T
Y[1,M)(t)
logN0
N0
∑
`≤M
`Z`. (6.27)
In particular,
E
1
|T |
∑
t∈T
Y[1,M)(t)
M
N0
logN0. (6.28)
From Markov’s inequality,
P
(∣∣∣∣∣ 1|T |∑
t∈T
Y[1,M)(t)
∣∣∣∣∣ ≥ KMN0 logN0
)
= O(1/K) (6.29)
for any K > 0. From Lemma 5.6 we have
sup
t∈R/Z
Y[1,M)(t) logM
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except with probability O(M−c). Applying Lemma 6.6 we conclude that with probability 1 −
O(1/K)−O(M−c), ∣∣∣∣{t ∈ T : Y[1,M)(t) ≥ −2KMN0 logN0
}∣∣∣∣ |T |1 + 1K N0M logMlogN0 .
Taking
K =
N0 logM
M logN0
,
by our assumption N0 ≥ e3%m = M3 we have K M , and so with probability 1−O(M−min(c,1)),
|{t ∈ T : Y[1,M)(t) ≥ −2 logM}|  |T |.

6.2. Middle generations: Many descendants are large. In this section we prove Proposition
6.4. We will apply the following simple consequence of the Cauchy–Schwarz inequality.
Lemma 6.8 (Paley–Zygmund inequality). Let Z be a non-negative random variable with nonzero
mean. Then for any δ ∈ (0, 1),
P(Z ≥ δ EZ) ≥ (1− δ)2
(
1 +
VarZ
(EZ)2
)−1
.
Proof. We have
(1− δ)EZ ≤ EZ 1(Z ≥ δ EZ) ≤ (EZ2)1/2 P(Z ≥ δ EZ)1/2,
where we applied Cauchy–Schwarz. The result follows from rearranging terms. 
We also need the following elementary estimate on the density of the nets Tq,θ in Bohr sets (recall
(2.29) and (6.2)).
Lemma 6.9. Let q, ξ ≥ 1, θ ∈ R, and κ ∈ (0, 1/2). Then
|Tq,θ ∩Bξ(κ)| = 2κq +O(ξ).
Proof. Since κ < 1/2, Bξ(κ) is the disjoint union of ξ intervals in R/Z of length 2κ/ξ. The number
of points in Tq,θ inside each interval is q · 2κ/ξ + O(1), and the claim follows after summing this
estimate over the ξ intervals. 
Proof of Proposition 6.4. For ease of writing we drop the superscript Q∗ from E,P for the duration
of the proof. We may assume  < ε0, where the constant ε0 was defined in (3.15).
We introduce parameters κ ∈ (0, 1), ξ0,∆ > 0 with
κ = exp (−%n/(2K)) , nC0 ≤ ξ0,∆ ≤ eo(%n) (6.30)
for a sufficiently large absolute constant C0 > 0. We begin by arguing we may assume
T ⊆ TN0,θ \Maj(ξ0, κ). (6.31)
Indeed, from Lemma 6.9, for any |ξ| ≤ ξ0,
|TN0,θ ∩Bξ(κ)| = 2κN0 +O(ξ0)
so
|TN0,θ ∩Maj(ξ0, κ)| ≤ 2κξ0N0 +O(ξ20) = exp
(
%n
(
1− 1
2K
+ o(1)
))
.
Since we are assuming |T | = exp(%n(1 + o(1))), we can replace T with T \ Maj(ξ0, κ) without
affecting the hypothesis. We henceforth assume (6.31) holds.
As a first step we establish the first moment estimate
EQ
∗ |Rn(T, x0 − )| ≥ exp
[
(a() + o,K(1))%n
]
. (6.32)
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Since the conditioning on Q∗ does not affect the independence of the families of Poisson variables
{Z`}`∈Ji across i we have
E |Rn(T, x0 − )| =
∑
t∈T
∏
2≤i≤K
P
(
YJi(t) ≥ (x0 − )qi
)
. (6.33)
Let (Up)p∈Q be a sequence of i.i.d. uniform elements of R/Z indexed by the set Q and let
Vp = log |1− e(Up)| for each p ∈ Q. For Q′ ⊂ Q we write
Y˜Q′ =
∑
p∈Q′
Vp.
Consider an arbitrary y ∈ [x0 − ε0, x0 + ε0] with ε0 as in (3.15), and abbreviate
pi(y) := P(Y˜Qi ≥ yqi),
where we recall that qi = |Qi|, see the notation above (6.8) . From (4.37) (or just Crame´r’s theorem)
and our assumptions on %,K and (6.10), for each 2 ≤ i ≤ K we have
pi(y) = exp
(
−(1 + oy,K(1))λ∗(y)%n
K
)
. (6.34)
From Proposition 4.6 and our assumptions on %, qi, κ, ξ0,
P(YJi(s) ≥ yqi) = (1 + oy,K(1))pi(y), ∀s ∈ R/Z \Maj(ξ0, κ). (6.35)
Substituting the estimates (6.35) and (6.34) into (6.33) we have
E |Rn(T, x0 − )| = |T | exp (o,K(1))
K∏
i=2
pi(x0 − ) (6.36)
= |T | exp
(
−(1 + o,K(1))λ∗(x0 − )%n
(
1− 1
K
))
.
Now by definition, λ∗(x0) = 1, and since λ∗ is strictly increasing and continuous on R+,
a() := 1− λ∗(x0 − ) > 0. (6.37)
By our assumption on |T | we thus have
E |Rn(T, x0 − )|  exp
(
(1 + o,K(1))
(
a() +
1− a()
K
)
%n
)
≥ exp ((a() + o,K(1))%n)
which gives (6.32).
Next we prove the following second moment estimate, showing that |Rn(T, x0−)| is concentrated
around its mean:
VarQ
∗ |Rn(T, x0 − )|(
EQ∗ |Rn(T, x0 − )|
)2 = o,K(1). (6.38)
The claim (6.11) follows from by combining the above with (6.32) and Lemma 6.8 (taking δ =
e−a()%n/2, say). Thus, it only remains to establish (6.38).
Consider again an arbitrary y ∈ [x0 − ε0, x0 + ε0]. As we argued for (6.32), by the independence
of the families of Poisson variables {Z`}`∈Ji across i,
E |Rn(T, y)|2 = E |Rn(T, y)|+
∑
s 6=t∈T
∏
2≤i≤K
P
(
YJi(s), YJi(t) ≥ yqi
)
. (6.39)
We stratify the sum over distinct points s, t ∈ T in (6.39) according to the size of dξ0(s, t). This
distance will determine the structure of correlations in the second moment computation below. For
46 N. COOK AND O. ZEITOUNI
s ∈ R/Z and r ≥ 0 define the “r-neighborhoods” of s:
Dr(s) =
{
{s} r = 0,{
t ∈ R/Z : dξ0(s, t) < δr
}
r ≥ 1 , where δr =
∆
%
exp
(
−%nK − r
K
)
. (6.40)
Note that for fixed s ∈ R/Z these sets are increasing in r; moreover, since dξ0(s, t) ≤ 1 for all
s, t ∈ R/Z we have Dr(s) = R/Z for r ≥ K. For (6.39) we now have
E |Rn(T, y)|2
= E |Rn(T, y)|+
∑
s 6=t∈T
K∏
i=2
P(YJi(s), YJi(t) ≥ yqi)
= E |Rn(T, y)|+
K−1∑
r=0
∑
s∈T
∑
t∈T∩(Dr+1(s)\Dr(s))
K∏
i=2
P(YJi(s), YJi(t) ≥ yqi)
≤ E |Rn(T, y)|+
K−1∑
r=0
∑
s∈T
∑
t∈T∩(Dr+1(s)\Dr(s))
K−r∏
i=2
P(YJi(s) ≥ yqi)
K∏
i=K−r+1
P(YJi(s), YJi(t) ≥ yqi),
where in the last line we have bounded P
(
YJi(s), YJi(t) ≥ yqi
)
by P
(
YJi(s) ≥ yqi
)
for 2 ≤ i ≤ K−r,
the idea being that for these values of i the events are not sufficiently decorrelated, so we do not
lose much by assuming they are perfectly correlated.
From Proposition 4.9 and our assumptions on %, qi, κ, ξ0 and ∆,
P(YJi(s), YJi(t) ≥ yqi) ≤ (1 + oy,K(1))pi(y)2 ∀s, t ∈ R/Z \Maj(ξ0, κ) : t /∈ Dr(s). (6.41)
Substituting the bounds (6.35), (6.41) and reordering the sum,
E |Rn(T, y)|2 − E |Rn(T, y)|
≤ eoy,K(1)
K−1∑
r=0
∑
s∈T
∑
t∈T∩(Dr+1(s)\Dr(s))
K−r∏
i=2
pi(y)
K∏
i=K−r+1
pi(y)
2
= eoy,K(1)
(
K∏
i=2
pi(y)
)
K−1∑
r=0
∑
s∈T
|T ∩ (Dr+1(s) \Dr(s))|
K∏
i=K−r+1
pi(y)
≤ eoy,K(1)
[
|T |(|T | − 1)
K∏
i=2
pi(y)
2 +
(
K∏
i=2
pi(y)
)
K−2∑
r=0
∑
s∈T
|T ∩ (Dr+1(s) \Dr(s))|
K∏
i=K−r+1
pi(y)
]
.
From (6.36) we thus have
E |Rn(T, y)|2 ≤ eoy,K(1)
[
(E |Rn(T, y)|)2 +R0(y)
]
(6.42)
where
R0(y) :=
(
K∏
i=2
pi(y)
)
K−2∑
r=0
∑
s∈T
|T ∩ (Dr+1(s) \Dr(s))|
K∏
i=K−r+1
pi(y).
Now we estimate the cardinalities of the sets T ∩ (Dr+1(s) \Dr(s)). For r = K − 1 we simply
bound
|T ∩ (DK(s) \DK−1(s)) | = |T \DK−1(s)| ≤ |T |. (6.43)
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For 0 ≤ r ≤ K− 2, note that Dr(s) can be expressed as a union of shifted Bohr sets (recall (2.29)):
Dr(s) =
⋃
ξ,ξ′∈{−ξ0,...,ξ0}\{0}
{t ∈ R/Z : ‖ξs+ ξ′t‖R/Z < δr}
=
⋃
ξ,ξ′∈{−ξ0,...,ξ0}\{0}
(
− ξ
ξ′
s+Bξ′(δr)
)
.
Applying Lemma 6.9, we have that for each fixed ξ, ξ′,∣∣∣∣TN0,θ ∩ (− ξξ′ s+Bξ′(δr)
)∣∣∣∣ = 2N0δr +O(|ξ′|)
(note that the shift −ξs/ξ′ can be absorbed into the parameter θ in the lemma). Thus, by mono-
tonicity and the union bound, for any 0 ≤ r ≤ K − 2,
|T ∩ (Dr+1(s) \Dr(s)) | ≤ |TN0,θ ∩Dr+1(s)| ≤ 8ξ20N0δr+1 +O(ξ30). (6.44)
From the upper bound on ∆ in (6.30),
N0δr+1 = exp
(
%n
(
r + 1
K
+ o(1)
))
≥ exp (%n(1 + o(1))/K) .
From the upper bound on ξ0 in (6.30) we conclude the the second term in the final bound in (6.44)
is of lower order then the first, and hence
|T ∩ (Dr+1(s) \Dr(s)) |  ξ20N0δr+1 = exp
(
%n
(
r + 1
K
+ o(1)
))
. (6.45)
From (6.36), (6.45), and (6.34),
R0(y)
(E |Rn(T, y)|)2 
|T |
(∏K
i=2 pi(y)
)∑K−2
r=0 exp
(
%n
(
r+1
K + o(1)
) )∏K
i=K−r+1 pi(y)
|T |2∏Ki=2 pi(y)2
= exp (−%n(1 + o(1)))
K−2∑
r=0
exp
(
%n
(
r + 1
K
))(K−r∏
i=2
pi(y)
)−1
=
K−2∑
r=0
exp
(
−(1 + oy,K(1))(1− λ∗(y))(K − r − 1)%n
K
)
.
Thus,
R0(x0 − )
(E |Rn(T, x0 − )|)2 ,K
K−2∑
r=0
exp
(
−a()%n
2K
(K − r − 1)
)
,K exp
(
−a()%n
2K
)
,
where in the second bound we summed the geometric series. Together with (6.42) this gives
Var |Rn(T, x0 − )|
(E |Rn(T, x0 − )|)2 ,K e
o,K(1) − 1 + exp
(
−a()%n
2K
)
= o,K(1)
which yields (6.38), and hence the claim. 
7. Lower bound: Late generations
7.1. Structural dichotomy for high points. Let W be a slowly-growing function of N to be
chosen later, with
ω(1) ≤W ≤ No(1), (7.1)
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and recall from (2.7) the truncated field
X≤N (t) =
∑
`≤N/W
C`(PN ) log |1− e(`t)|. (7.2)
In this section we abbreviate
S(T ) :=
{
t ∈ T : X≤N (t) ≥ (x0 − ) logN
}
. (7.3)
Recall the notation TN,θ, see (6.2). From Theorem 2.1 we deduce the following corollary of Propo-
sition 6.2.
Corollary 7.1. Let N be a large integer and N−20 ≤ θ ≤ 1. Let T0 ⊂ TN,θ with |T0| ≥ (1−o(1))N .
For any fixed  > 0,
|S(T0)| ≥ N c′() with probability 1− o(1). (7.4)
Indeed, one simply applies Proposition 6.2 with N in place of N0 and N/W in place of N (using
(7.1)), followed by Theorem 2.1.
Now we want to rule out the event that the population of high points S(T0) is wiped out by the
high frequency tail
X>N (t) =
∑
N/W<`≤N
C`(PN ) log |1− e(`t)|.
Let
H = {` ∈ (N/W,N ] : C`(PN ) ≥ 1}
be the random set of high frequencies contributing to the tail. Note that for any ` ∈ (N/W,N ],
log |1− e(`t)| > − logN +O(1) ∀t /∈ B`(N−). (7.5)
(Recall the notation for Bohr sets defined in (2.29).) Thus, letting
H(T0, ) =
{
S(T0) ⊂
⋃
`∈H
B`(N
−)
}
, (7.6)
we would like to show P(H(T0, )) = o(1), perhaps under additional hypotheses on T0.
From Lemma 6.9 we know that B`(N
−) contains at most around 2N1− elements of T0. While
this is a proportion o(1), it is much larger than the number of high points |S(T ;x0 − )|, so we
cannot rule out (7.6) from a simple union bound. Instead we will condition on the cycles C`(PN )
with ` ≤ N/W to fix S(T0), and consider the (now deterministic) set F of frequencies ` ∈ (N/W,N ]
for which the corresponding Bohr set B`(N
−) captures a large fraction of S(T0). We will then use
a dichotomy: either F is a sparse subset of (N/W,N ] (the “unstructured” case), in which case we
argue it is unlikely to overlap with the sparse random set H, or F is dense (the “structured case”).
If F is dense – that is, if S(T0) has large overlap with a large proportion of the high frequency
Bohr sets B`(N
−) – it turns out one can use a double counting argument and a Vinogradov-type
lemma (standard in applications of the circle method) to show that S(T0) must contain a highly
structured element t – specifically, an element t which is very close to a rational number with
denominator of size WO(1). But we can easily arrange for T0 to be disjoint from all such elements
(which are contained in a union of Bohr sets of the form Maj(WO(1), κ′) for some small κ′ > 0).
We turn to the details. Let
G = {|H| ≤ C0 logW} (7.7)
for a suitable absolute constant C0 > 0. Since H ≤
∑
N/W<`≤N C`(PN ), a straightforward second
moment computation shows
P(Gc) 1/ logW (7.8)
if C0 is taken sufficiently large. Let
F (T0, ) =
{
` ∈ (N/W,N ] : |S(T0) ∩B`(N−)| ≥ |S(T0)|
C0 logW
}
.
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Note that F (T0, ) is determined by the cycles (C`(PN ))`≤N/W . First we consider the unstructured
case that
|F (T0, )| ≤ N/W 3. (7.9)
Note that on the event G ∩ H(T0, ), by the pigeonhole principle we have |S(T0) ∩ B`(N−)| ≥
|S(T0)|/(C0 logW ) for some ` ∈ H, and hence H ∩ F (T0, ) 6= ∅. The following lemma concludes
the argument for the case that (7.9) holds. We defer the proof the next subsection.
Lemma 7.2. Assume W ≥ 10 logN . For any fixed F ⊂ (N/W,N ] of size |F | ≤ N/W 3,
P
(
H ∩ F 6= ∅ | (C`(PN ))`≤N/W
) 1/W.
On the above lemma we have
P(H(T0, ) ∩ { (7.9) holds }) ≤ P(Gc) + P(G ∩ H(T0, ) ∩ { (7.9) holds })
≤ P(Gc) + P(H ∩ F (T0, ) 6= ∅)
= P(Gc) + EP (H ∩ F (T0, ) 6= ∅ | (C`(PN ))`≤N/W )
 1
logW
+
1
W
= o(1). (7.10)
It only remains to show
P(H(T0, ) ∩ {F (T0, ) > N/W 3}) = o(1). (7.11)
On the event that |F (T0, )| > N/W 3, by Markov’s inequality,
N/W 3 ≤ |F (T0, )|
=
∑
N/W<`≤N
1
(
|S(T0) ∩B`(N−)| ≥ |S(T0)|
C0 logW
)
≤ C0 logW 1|S(T0)|
∑
N/W<`≤N
|S(T0) ∩B`(N−)|
= C0 logW
1
|S(T0)|
∑
t∈S(T0)
∑
N/W<`≤N
1(‖`t‖R/Z ≤ N−).
From the pigeonhole principle it follows that for some t ∈ S(T0) we have∣∣{` ∈ (N/W,N ] : ‖`t‖R/Z ≤ N−}∣∣ ≥ NC0W 3 logW . (7.12)
To summarize, we have shown that if a large number of high frequency Bohr sets B`(N
−) each
captures a sizeable proportion of the population S(T0), then there must exist an element t ∈ S(T0)
which is contained in a large proportion of the high frequency Bohr sets {B`(N−)}N/W<`≤N . It
turns out this implies t must lie in a (very thin) low frequency Bohr set, as the following lemma
shows.
Lemma 7.3 (Vinogradov lemma). Let I ⊂ Z be interval of length at most M and let θ ∈ R/Z be
such that for some κ, δ ∈ (0, 1), ‖`θ‖R/Z ≤ κ for at least δM values of ` ∈ I. Then either
M ≤ 2/δ (7.13)
or
κ ≥ δ/100 (7.14)
or else there exists a positive integer ξ ≤ 2/δ such that ‖ξθ‖R/Z  κ/(δM).
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A variant of this lemma is proved in [GT08, Lemma A.4] using the Erdo˝s–Tura´n discrepancy
inequality (see [Mon94]). For a more direct proof see [Tao15].
Applying the above lemma with I = (N/W,N ], M = N , κ = N− and δ = 1/(C0W 3 logW ),
since W = No(1) (here we only need W ≤ N /4, say) then neither of the alternatives (7.13), (7.14)
hold for all N sufficiently large, and we conclude t ∈ Maj(ξ0, κ′) for some
ξ0 W 3 logW, κ′  κW
3 logW
N
= WO(1)N−−1.
From Lemma 6.9, for such ξ0, κ
′,
|Maj(ξ0, κ′) ∩ TN,θ| = WO(1) = No(1). (7.15)
Thus, taking
T0 := TN,θ \Maj(ξ0, κ′)
with θ = N−20, say, we have |T0| ≥ (1− o(1))N , and
P
(H(T0, ) ∩ {F (T0, ) > N/W 3}) = 0
for all N sufficiently large. Together with (7.10) this gives
P(H(T0, )) = o(1)
for this choice of T0. Now by (7.15) we can apply Corollary 7.1 with this choice of T0 to conclude
that (7.4) holds. Finally, the intersection ofH(T0, )c and the event in (7.4) has probability 1−o(1),
and on this event, from (7.5),{
t ∈ R/Z : XN (t) ≥ (x0 − 2) logN
} 6= ∅.
This concludes the proof of the lower bound in Theorem 1.2.
Remark 7.4. Above we reduced the bad event H(T0, ) to the event that X≤N (t) ≥ (x0− ) logN for
some t ∈ Maj(ξ0, N−1−), and then ruled out the latter by removing all low-frequency Bohr sets
from T0. An alternative would have been to argue along the lines of Proposition 5.4 that X
≤
N (t) is
unlikely to be large for such points t in the first place.
7.2. Proof of Lemma 7.2. For this section it will be convenient to refer to the permutations
themselves rather than their associated permutation matrices. Denote by SN the set of all per-
mutations on [N ]. For σ ∈ SN we abuse notation and write C`(σ) for the number of `-cycles
in σ. Throughout this subsection we denote by pi = piN a uniform random element of SN . For
1 ≤M < N let
S>MN = {σ ∈ SN : C`(σ) = 0 for all 1 ≤ ` ≤M}.
Lemma 7.5. Let 1 ≤M < N . For ` ≤ N we have
E
(
C`(pi) | pi ∈ S>MN
) ≤ {0 ` ≤M or N −M ≤ ` ≤ N − 1N
`(N−`) M + 1 ≤ ` ≤ N −M − 1.
(7.16)
Furthermore, if M ≤ N/ logN then
E
(
CN (pi) | pi ∈ S>MN
)
= P
(
CN (pi) = 1 | pi ∈ S>MN
)
= O(M/N). (7.17)
Proof. The case ` ≤ M in (7.16) is immediate from the conditioning. If there is a cycle of length
at least N −M , but not N , then there must exist a cycle of length at most M , which is also ruled
out by the conditioning. This establishes the bound in the first case.
For the second case in (7.16) we use the switchings method. Fix M + 1 ≤ ` ≤ N −M − 1. We
express
E
(
C`(pi) | pi ∈ S>MN
)
=
∑
S⊂[N ],|S|=`
P
(
S is a cycle of σ | pi ∈ S>MN
)
.
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Fix S ⊂ [N ] of size `, and let
AS(M) = {σ ∈ S>MN : S is a cycle of σ}.
For T ⊂ [N ] and σ ∈ SN we say that T is an arc of σ if the directed graph on vertex set T
associated to σ is a path of |T | − 1 edges with two ends. We let
BS(M) = {σ ∈ S>MN : S is an arc of σ}.
Now we let R ⊂ AS(M)×BS(M) be the simple switching relation. Specifically, (σ, τ) ∈ R when τ
can be obtained from σ by applying a simple switching, i.e. there exist distinct elements i1, i2 ∈ [N ]
such that σ(i1) = τ(i2), σ(i2) = τ(i1), and σ(i) = τ(i) for all i 6= i1, i2. For σ ∈ AS(M), τ ∈ BS(M)
we write
R(σ) = {ρ ∈ BS(M) : (σ, ρ) ∈ R}, R−1(τ) = {ρ ∈ AS(M) : (ρ, τ) ∈ R}.
For any σ ∈ AS(M), there are exactly `(N − `) simple switchings that yield an element of BS(M)
– we apply the switching at a pair {i1, i2} with i1 ∈ S and i2 ∈ Sc. Thus, |R(σ)| = `(N − `) for
all σ ∈ AS(M) (we only need the lower bound on |R(σ)|). On the other hand, for any τ ∈ BS(M)
there is exactly one switching that yields an element of AS(M), namely, at the pair {i1, i2} with
S \ τ(S) = {i1}, and S \ τ−1(S) = {i2}. Thus, |R−1(τ)| = 1 for all τ ∈ BS(M) (we only need the
upper bound on |R−1(τ)|). Hence,
`(N − `)|AS(M)| ≤
∑
σ∈AS(M)
|R(σ)| = |R| =
∑
τ∈BS(M)
|R−1(τ)| ≤ |BS(M)|
and rearranging we obtain |AS(M)| ≤ 1`(N−`) |BS(M)|. Normalizing these quantities we obtain
P
(
pi ∈ AS(M) | pi ∈ S>MN
) ≤ 1
`(N − `) P
(
pi ∈ BS(M) | S>MN
)
.
Summing over S ⊂ [N ] of size `, we have
E
(
C`(pi) | S>MN
) ≤ 1
`(N − `) E
(∣∣{ induced `-arcs in pi }∣∣ ∣∣S>MN ).
Since each cycle of length k > ` contains k induced `-arcs, the number of induced `-arcs in pi is∑
k>`
kCk(pi) ≤
∑
k≤N
kCk(pi) = N.
Substituting this deterministic bound in the previous line yields the second case of (7.16).
It remains to prove (7.17). Let CN ⊂ SN denote the set of all N -cycles, and note that CN ⊂ S>MN .
Thus
P(CN (pi) ≥ 1 | pi ∈ S>MN ) = P(pi ∈ CN | pi ∈ S>MN ) =
P(pi ∈ CN )
P(pi ∈ S>MN )
.
The numerator is easily seen to equal 1/N . For the denominator, by Theorem 2.1 we have
P(pi ∈ S>MN ) = P(C1(pi) = · · · = CM (pi) = 0)
= P(Z1 = · · · = ZM = 0) +O(e−(1+o(1))(N/M) log(N/M))
= exp
(
−
∑
`≤M
1
`
)
+O(e−(1+o(1))(N/M) log(N/M))
= (1− o(1))e− logM+O(1)  1/M,
and the claim follows. 
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For 1 ≤M ≤ N and σ ∈ SN we write
LM (σ) =
∑
`≤M
`C`(σ)
for the total length of all cycles of length at most M . Then ELM (pi) = M . We have the following
corollary of the previous lemma.
Corollary 7.6. Fix 10 logN ≤ W ≤ N and F ⊂ (N/W,N ]. For σ ∈ SN write F (σ) = {` ∈ F :
C`(σ) ≥ 1}. We have
E
(|F (pi)| | (C`(pi))`≤N/W )1 (LN/W (pi) ≤ N/2) ≤W 2|F |/N +O(1/W ).
Proof. We have
E
(|F (pi)| | (C`(pi))`≤N/W ) ≤∑
`∈F
E
(
C`(pi) | (C`(pi))`≤N/W
)
. (7.18)
Conditioning on (C`(pi))`≤N/W fixes LN/W (pi). We note that
E
(
C`(pi) | (C`(pi))`≤N/W
)
= 0 for ` > N − LN/W (pi).
Let us further condition on a realization of all of the cycles in pi of length at most N/W . Under
this conditioning, the distribution of pi restricted to the subset U of [N ] that is the complement of
the union of fixed small cycles is the same as a uniform random permutation on U conditioned to
have no cycles of length at most N/W . After relabelling, we have that for each N/W < ` ≤ N −L,
1
(
LN/W (pi) = L
)
E
(
C`(pi) | (C`(pi))`≤N/W
)
= E
(
C`(piN−L)
∣∣piN−L ∈ S>N/WN−L )
(recall that piN−L denotes a uniform random element of SN−L). For ` ≤ N − L−N/W , by (7.16)
we have
E
(
C`(piN−L)
∣∣piN−L ∈ S>N/WN−L ) ≤ N − L`(N − L− `) ≤ N`(N/W ) = W` ≤ W 2N ,
and for N − L − N/W < ` < N − L the left hand side is bounded by zero. Finally, from (7.17),
our restriction to the event L ≤ N/2, and our assumption W ≥ 10 logN ,
E
(
C`(piN−L)
∣∣piN−L ∈ S>N/WN−L ) = O(1/W ).
The claim follows by substituting the preceding bounds into (7.18). 
Now we prove Lemma 7.2. We let pi = piN be the permutation associated to PN . Since
ELN/W (pi) = bN/W c, from Markov’s inequality we have
P(LN/W (pi) ≤ N/2) ≥ 1−O(1/W ).
Thus,
P(H ∩ F 6= ∅) ≤ P(LN/W (pi) > N/2) + EP
(|H ∩ F | ≥ 1 | (C`(pi))`≤N/W )1(LN/W (pi) ≤ N/2)
≤ W
2|F |
N
+O(1/W ) 1/W,
where in the second line we applied Corollary 7.6 and our assumption on W , and in the final line
we applied the assumption |F | ≤ N/W 3.
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