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ABSTRACT 
This dissertation focuses on the forensic validation of computer evidence. It is a 
burgeoning field, by necessity, and there have been significant advances in the detection 
and gathering of evidence related to electronic crimes. What makes the computer 
forensics field similar to other forensic fields is that considerable emphasis is placed on 
the validity of the digital evidence. It is not just the methods used to collect the evidence 
that is a concern. What is also a problem is that perpetrators of digital crimes may be 
engaged in what is called anti-forensics. Digital forensic evidence techniques are 
deliberately thwarted and corrupted by those under investigation. In traditional forensics 
the link between evidence and perpetrator's actions is often straightforward:  a fingerprint 
on an object indicates that someone has touched the object. Anti-forensic activity would 
be the equivalent of having the ability to change the nature of the fingerprint before, or 
during the investigation, thus making the forensic evidence collected invalid or less 
reliable.  This thesis reviews the existing security models and digital forensics, paying 
particular attention to anti-forensic activity that affects the validity of data collected in the 
form of digital evidence. This thesis will build on the current models in this field and 
suggest a tentative first step model to manage and detect possibility of anti-forensic 
activity. The model is concerned with stopping anti-forensic activity, and thus is not a 
forensic model in the normal sense, it is what will be called a “meta-forensic” model. A 
meta-forensic approach is an approach intended to stop attempts to invalidate digital 
forensic evidence.  This thesis proposes a formal procedure and guides forensic 
examiners to look at evidence in a meta-forensic way. 
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CHAPTER 1: INTRODUCTION 
"Detection is, or ought to be, an exact science and should be treated in the same cold and 
unemotional manner." – Sir Arthur Conan Doyle  
 
The history of forensics dates back to Archimedes in 287BC, who examined the principles of 
water displacement and, using a density and buoyancy test, was able to prove that a crown was 
not made of gold. It was much later, in 1822, that Francis Galton’s first recorded study of 
fingerprints led to a new branch of science known as forensics.  
 
Computer forensics is the name given to the science of detecting digital crimes committed in 
cyberspace without finite geographic locations. Dr H.B. Wolfe defined computer forensics as “A 
methodical series of techniques and procedures for gathering evidence, from computing 
equipment and various storage devices, digital media, that can be presented in a court of law in 
a coherent and meaningful format” [1]. Computer forensics, as defined by Wolfe, is of concern 
in this thesis. The focus is on the methods used to identify and detect digital crimes using 
computing devices and how to acquire data that can support legal criminal proceedings.  
 
There is a considerable amount of work being done in the field of computer forensics but one of 
the main problems at the moment is guaranteeing the accuracy and reliability of digital evidence 
collected during forensic investigations. There is often a possibility of digital evidence being 
changed or tampered with at any stage of the analysis. This problem is called the anti-forensics 
[2] as it undercuts the validity of digital evidence. Due to the complexity of the subject, there is 
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currently no consensus on a precise definition for anti-forensics. Therefore, this thesis will draw 
from the best definitions so far to understand anti-forensics. Ryan Harris defines anti-forensics as 
“any attempts to compromise the availability or usefulness of evidence to the forensics process.” 
[3]. On a high level, Harris presents a useful first step towards what this thesis will consider as 
anti-forensics. 
 
Currently, the challenge is to develop a framework for stopping anti-forensic activity. 
Traditionally, once evidence is collected a chain of custody is built and the evidence analysed. 
The evidence is presented in a court of law and may result in prosecution. In the absence of a 
formalised procedure which is capable of systematically detecting anti-forensic activity of 
evidence, these traditional methods rely purely on the skills and experience of a forensic 
examiner. What computer scientists have begun to realise is that without a systematic analysis of 
anti–forensic activity the chain of evidence custody is no longer sufficient to ensure evidence 
integrity. A framework is needed to identify anti-forensics. To help further the research in this 
field, a meta-forensic model is proposed in this thesis. By “meta-forensic”, in this thesis we mean 
a step above and beyond, forensic detection. The term is used to identify the crime (anti-
forensics) by employing techniques like simulating the crime, identifying the method used and 
compare and contrast the results. The entire process is termed meta-forensics. This dissertation 
will not contend, and is not supporting the idea, that meta-forensics is somehow removed from 
computer forensics itself. Meta-forensics is not a separate field. Rather, it is integral to the 
computer forensics process. The term “meta-forensics” is introduced for the sake of clarity and 
means the forensics used to identify anti-forensics. The meta-forensic model also contributes in 
advancement of already existing models used in different areas of security such  as: 
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 1) Policy Based Security Model  
 2) Common Information Model (CIM) for Security 
 3) Vulnerability Tree Model 
 4) IDS Security Model 
 
The proposed meta-forensic model is a framework, which addresses the anti-forensic problem as 
a whole and is applicable to validate any computer forensic evidence. The proposed model will 
be implemented using various open source security tools and Intrusion Detection System (IDS).  
          
1.1 The Hypothesis  
 
This research proposes the following hypothesis:  
 
“There is always a risk of potential undetected anti-forensic activity in the system before and 
during forensic investigation process". 
 
One can argue that a risk alone cannot establish anti-forensics as either AF activity is present or 
it’s not present. The system of threat levels has always been around other areas of security, one 
such been created by UK home office [4] to keep us informed about the level of threat the UK 
faces from terrorism at any given time. This research tries to establish the likelihood of an anti-
forensic activity under a given circumstance. The presence of incriminating tool or vulnerability 
alone will not establish anti-forensics as these tools are also used for privacy management and 
normal system operations. For example an enhanced system delete tool installed by user for 
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better system management can be classified as normal system tool or an anti-forensic tool which 
is debatable. A mere presence of system vulnerability will not establish anti-forensics. In this 
research we argue that by investigating  the events surrounding the use of these tools by 
backtracking an incident, using various logical reasoning techniques like attack tree vulnerability 
tree reasoning, MES graph, why because analysis, why because graph we can establish if an anti-
forensics has taken place. It’s been demonstrated by way of experiment that a successful 
vulnerability exploit constitutes an anti-forensics.  
 
RISK OF AF
CLASSIFICATION
OF AF
VARIOUS PREDEFINED PROCESS
Backtracking
Logical resoning
Cause effect
MES
RESULT  
Figure 1: Diagrammatic representation of investigation of hypothesis 
 
The diagram shows the overview of how the hypothesis will be investigated. We assume that 
there is always a risk of undetected AF. To address this we classify the AF and run it through the 
predefined process which establishes the risk and likelihood of AF activity. The entire process 
has been named as meta-forensic model.  The result will help forensic investigator to decide how 
to investigate a given forensic case when AF claims have been made during and before 
investigation.    
 
 5 
 
1.2 The Basics of Forensic Investigation 
 
The basic steps [2] used in a forensic investigation are: 
• Acquire  
• Authenticate  
• Analyse 
In the event of a suspected digital crime, the case is assessed initially by planning the resources 
and risk involved in the investigation process. The original evidence is preserved and the data 
recovered is used in the analysis process. Then a case report is prepared for the prosecution. All 
forensic investigations follow the above three steps. They are widely known as the “3 A’s” in the 
forensic world [2]. The proposed meta–forensic model presented in subsequent chapters defines 
a fourth “A”, an anti-forensic step. The fourth step works across all the steps of forensics to 
detect the threat of anti-forensic activity. At every stage of forensics the existence of anti –
forensic activity is questioned. 
 
1.3 Anti-Forensics  
 
 A widely accepted definition was coined by Dr. Marc Rogers of Purdue University. “Attempts to 
negatively affect the existence, amount and/or quality of evidence from a crime scene, or make 
the analysis and examination of evidence difficult or impossible to conduct” [5]. The rationale 
behind anti-forensics is to stop investigators finding the perpetrator or the act by contaminating 
the evidence. As Rogers’s points out, anti-forensics affects the evidence in a crime scene, it 
amounts to the digital equivalent of being able to change one’s fingerprints on a physical crime 
scene. The point is to avoid being caught. Scott [6] further elucidates Rogers point: “Anti-
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forensics is more than technology. It is an approach to criminal hacking that can be summed up 
like this: Make it hard for them to find you and impossible for them to prove they found you.” 
 
The main purpose of anti-forensics is to hide or distract from what is happening. The goals of 
anti-forensics are: 
• Avoid Detection. 
• Corrupt the information collection process or to make it look as if it’s corrupted. 
• Lead to false data. 
• Increase the time of investigation. 
• Disable detection tools. 
• Destroy valuable evidence. 
• Destroy the confidence in gathered evidence. 
In short, anti-forensics seeks to disrupt forensic investigations. 
 
1.4 Research Aims and Objectives 
 
The main aims of this research are: 
•  To develop a standardised approach to validate forensic data taking into account the 
possibility of anti-forensic activity. 
• To develop an AF activity monitor for network security. 
Achievement of the aims proposed above depends on completion of the following Objectives: 
•  To provide an overview of current forensic and anti-forensic procedures using a model-
based approach.  
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•  To show the degree of anti-forensic activity on forensic data collected during an 
investigation. 
• Investigate various security models and process with respect to forensics in a controlled 
environment. 
• Investigate the validity of the reliable forensic evidence from the acquired data source. 
• Propose a new model-based approach (which uses fuzzy logic) that can assess the level of 
anti-forensic behaviour. 
• Determine all possible scenarios of evidence compromise by backtracking transitions 
from the state in which the system was discovered. 
• Develop an effective meta-forensic security procedure for digital evidence validation. 
• Develop a systematic logic to assign weights to anti-forensic events for digital evidence 
validation. 
• To examine a test case in which anti-forensic behaviour was in evidence. 
 
1.5 Dissertation structure 
 
Chapter 1 presents the motivation for the research, the background of computer security, the 
basics of forensics and anti-forensics, and the aims and objectives.  
 
Chapter 2 describes the relevant concepts of digital forensics. This is done before the literature 
review to establish the fundamental concepts and ideas that underpin this dissertation. The 
chapter reviews process, evidence, proof, and the role of the forensic expert in the digital 
investigation process. It defines digital evidence and associates it with technology and its use. It 
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describes various anti-forensic techniques and fuzzy logic in the context of digital forensic 
investigation. It also introduces the concept of anti-forensics and various ways available to 
compromise digital forensic data. 
 
Chapter 3 reviews how digital forensic data can be collected using various models by comparing 
and contrasting these models. It presents a critical literature review of the existing approaches for 
digital forensic investigation and forensic models. It discusses how the logic can be used to 
compare events against each other. 
 
Chapter 4 describes the need for a validation model by drawing conclusions from the literature 
review and presenting an argument for a new approach. This chapter defines the logic behind the 
meta-forensic model identifying the problem domain and expressing it as a problem statement. 
Experiments performed in this research are presented that argue the need for a validation model. 
This chapter discusses and exposes weakness in the system which can be exploited using 
available tools and techniques. 
 
Chapter 5 proposes a meta-forensic model which is implemented using a fuzzy logic approach. 
The model presented in this chapter addresses the issue identified in the literature review. A real 
world case study is discussed highlighting the benefit of verification of the digital evidence 
collected for a successful prosecution. 
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Finally, Chapter 6 gives the conclusions for the work, as well as directions for future research. 
The findings of the research which have the potential to add value to the current tools are 
presented. 
 
1.6 Summary of research achievements 
 
The outcome of this research highlights the current methods available in computer forensics and 
security models. The research in this field brings together various security models involving 
forensic and meta-forensic approaches by formulating standards for future models. There exist 
various anti-forensic technologies that can destroy the evidence collected at various stages of 
investigation. The outcome of this work contributes to the challenge of anti-forensics and 
emphasises the need to validate data using meta-forensic approaches for future forensic 
requirements. The achievement of this research is the development of a meta-forensic model 
which can be used to evaluate the varying degrees of anti-forensic activity on any data collected. 
This research proposes a new concept based on meta-forensic principles to retrospectively look 
into data collected from various sources and to integrate it with existing models. 
 
 The thesis attempts to provide guidance to manage security using a meta-forensic   
approach.  
 The thesis proposes a new meta-forensic model to validate digital evidence.  
 The thesis proposes ways to evaluate tools and software’s used in forensics and anti- 
forensics. 
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 The thesis reviews current security model and investigation process and identifies the 
weakness in each model. 
 The thesis proposes new logic for representation of anti-forensics events. 
The Contribution to the knowledge in this field is discussed in chapter 6. 
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CHAPTER 2: CONCEPTS OF DIGITAL FORENSICS AND ANTI-FORENSICS 
 
This chapter will introduce the fundamental concepts of digital forensics and anti-forensics. In 
order to carry out a critical analysis of the literature it is necessary to establish a base from which 
to proceed.  The structure of this chapter is as follows. In the first section, the process of 
collecting will be explained, detailing classes of evidence as well as information contexts. In the 
second section case evaluation is considered. The third section concerns reconstruction and 
validation. Sections four and five introduce anti-forensic concepts and methods.  Cryptography 
will be discussed in order to explain techniques used for uncovering and understanding 
information that has been hidden. In the last section, fuzzy logic will be explained in order to 
establish a basis for the anti-forensic model recommended by this research. 
 
Digital forensics is a branch of science dealing with digital information produced, stored, and 
transmitted by computers as a source of evidence in all investigations and legal proceedings. The 
Digital Forensic Research Workshop has defined digital forensics as “The use of scientifically 
derived and proven methods toward the preservation, validation, identification, analysis, 
interpretation, documentation, and presentation of digital evidence derived from digital sources 
for the purpose of facilitating or furthering the reconstruction of events found to be criminal, or 
helping to anticipate unauthorised actions shown to be disruptive to planned operations” [7]. 
There are a variety of other definitions of digital forensics provided in the literature: 
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1. “Computer forensics is a science that is concerned with the relation and application of 
computers and legal issues [8]”. 
2. “Computer forensics science is the science of acquiring, preserving, retrieving, and 
presenting data that has been processed electronically and stored on computer media 
[9]”. 
3. “Computer forensics is the process of methodically examining computer media for 
evidence [10]”. 
4. “Computer forensics is the collection of techniques and tools used to find evidence on a 
computer that can be used against one in a court of law [11]”. 
5. “Computer forensics is the study of computer technology as it relates to the law [12]”. 
 
It is certainly the case that concepts of forensics as defined in 1 address the relationship between 
application of computers and legal issues which is not sufficiently precise and helpful. The same 
could be said of definition 5. Definition 4 talks of techniques and tools but is felt that this misses 
the point, especially as it shifts the responsibility onto the tools without stipulating the logical 
requirements. Definition 3 is somewhat scientific with a methodical approach to definition 2 but 
the key issues are not covered by these two definitions, namely the tools of “acquiring, 
preserving, retrieving” data for a methodological approach. However, none of the definitions 
addresses the validity or reliability of the evidence and this thesis adopts the definition of anti-
forensics in section 2.4 under anti–forensic concepts.  
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2.1 The Process 
 
Investigative digital forensics can be divided into several stages according to the Digital Forensic 
Research Workshop [13] and its examination of digital forensic models. The different stages are: 
 Identification: Recognising an incident from indicators and determining its type. This is 
not within the field of forensics, but significant because it impacts other steps and 
determines if a forensic examination is needed. 
 Preparation: Preparing a plan of action by selecting tools, techniques, monitoring 
authorisations and management support. This also includes warrants if the evidence lies 
with a third party. 
 Preservation: The preservation stage tries to freeze the crime scene. It consists of 
stopping or preventing any activities that can damage the digital information being 
collected like using electromagnetic devices, stopping ongoing file deletion processes and 
stopping any scheduled jobs which might interfere with the evidence. 
 Collection: Collecting digital information relevant to the investigation. The evidence is 
duplicated in some other medium. It may involve removal of personal computers and 
hard disks from the crime scene, copying log files from computer devices and taking 
system snapshots of the devices involved. 
 Examination: Examination stage consists of in-depth systematic search of evidence 
relating to the suspected crime. This stage focuses on identifying and locating potential 
evidence, within unconventional locations, and constructing detailed documentation for 
analysis. The outputs of examination are data objects found in collected evidence. They 
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may include log file time stamps matching the security camera timestamp. It is a mapping 
process of all the evidence collected. 
 Analysis: The aim of analysis is to draw conclusions based on the evidence found. 
Different types of evidence are linked during this process. 
 Presentation: Summarises and provides explanations of conclusions based on the analysis 
report. The technical data is translated into layman’s terms using abstracted terminology. 
All abstracted terminology should reference the specific details. 
 Returning evidence: Ensuring physical and digital property is returned to its proper 
owner after the investigation. It’s not a forensic step but a clean way of concluding the 
investigation. 
This is a well documented process and the Examination stage is certainly a first step towards a 
meta-forensic approach. The Examination phase is intended to check the validity of the evidence 
collected and corroborate the data location, chain of custody and how the information was 
acquired versus any unforeseen data hiding or pitfalls. However, anti-forensic activity goes one 
step beyond what the Examination phase checks for, as attempts would have been made to 
corrupt evidence even though it has passed Examination. Thus, a further step is required during 
the collection and examination phase to establish the validity of evidence depending on AF threat 
level. 
 
2.1.1 Evidence 
 
There are two basic types of evidence, physical evidence and digital evidence. Physical evidence 
refers to tangible items that “furnish or tend to furnish proof” [14]. Digital evidence also 
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furnishes or tends to furnish proof and is admissible in court of law, so this research considers all 
the evidence as tangible. Digital evidence is electronic in nature and can be found as data on 
computer systems that could refer to documents or events that occur within a computer system or 
network. It includes files stored on computer hard drive, digital video, digital audio, network 
packets transmitted over local area network, wide area network, e-mails, browsing history, 
databases etc. 
The evidence can be  
 Direct evidence: In digital evidence if an illegal image is found in a computer the seized 
computer becomes evidence. 
 Circumstantial evidence: This is also known as indirect evidence. Circumstantial 
evidence relates to a series of facts other than the particular fact sought to be proved. The 
existence of specific hacking tools or malware on a suspect's computer is important 
circumstantial evidence. 
 Evidence of Intent: What was person's intention is usually a matter to be determined by 
inference. In digital evidence an online bank transfers at a given time can show monetary 
benefits as an evidence of intent.   
When collecting evidence the following must be ensured: 
 The evidence is authentic, or it relates to the incident; 
 The evidence is complete; 
 The evidence is reliable; 
 The evidence is believable. 
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Vacca's [15] above procedure does not consider any AF activity threat and this thesis will try to 
establish a procedure to adhere to in this research, however it is worth commenting on Gödel’s 
incompleteness theorem in this respect. What Gödel proved is that in an effective procedure, like 
this process for collecting evidence, there will always be statements that are un-provable by the 
system even though they are true. An evidence statement E which states "there is no proof of E". 
If E is true, there is no proof of it. If E is false, there is a proof that E is true, which is a 
contradiction .Let us consider evidence of intent E= there is no proof that it’s the same person 
who performed the online transaction committed AF activity. So there is no proof of evidence 
statement .Therefore it cannot be determined within the system whether E is true. Thus, the 
evidence collected is left to the interpretation of the forensic examiner as its either complete or 
incomplete but cannot be both. This concept is used in section 4.3 and 5.3 for perception based 
information. 
 
2.1.2 Classes of Digital Evidence 
 
Depending on the nature of the case, and the facts to be proved, digital evidence falls into 
different classes of evidence. 
 Possession of certain hardware such as key loggers. 
 Digital images or software presented.  
 E-mail messages presented as proof of their content.  
 Access log files with time stamps of system information such as access log files. 
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 Digital signature technology like PGP and private key encryption can be proved as paper 
based document testimony. This depends on a company policy of using digital processes 
rather than paper-based process. 
2.1.3 Anonymity of digital information 
 
Digital information documentation generated, stored, and transmitted between electronic devices 
never bears any physical imprints connecting it to the individual who caused its generation. 
Unless the information is recorded by an external source with voice recognition software, finger 
print or a photographic system there is nothing intrinsic linking digits to a person. The individual 
logins to computers do not identify the users generating specific digital data nor does a token 
login associate the person with the digital data being generated. The current logging software 
logs and assigns identity to the data at an user level but there is no way to verify it origin without 
initiating a full forensic investigation [16]. This anonymity of digital information plays a key role 
in anti-forensics as users and forensic investigator make claims and counter claims on who 
actually generated the data. So the possibility of anti-forensic activity always exists.  
 
2.1.4 Standard and burden of proof 
The “standard of proof” is the level of proof required in a legal action to discharge the burden of 
proof, i.e. convince the court that a given proposition is true [17].There are generally three broad 
types of burdens. 
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 A “legal burden” or a “burden of persuasion” is an obligation that remains on a single 
party for the duration of the claim.  
 An “evidentiary burden” or “burden of leading evidence” is an obligation that shifts 
between parties over the course of the hearing or trial. A party may submit evidence that 
the court will consider prima facie proof of some state of affairs. This creates an 
evidentiary burden upon the opposing party to present evidence to refute the 
presumption. 
 A “tactical burden” is an obligation similar to an evidentiary burden. Presented with 
certain evidence, the Court has the discretion to infer a fact from it unless the opposing 
party can present evidence to the contrary. 
 
2.1.5 Context of digital information 
The context in which the digital information is referred depends on how it was generated. If third 
party devices or computer programs produce the information, it follows a file system format such 
as NTFS and the FAT file system will be used. The format prescribes how the information is to 
be interpreted. If the information is produced for internal use by a proprietary computer program, 
there are usually no public standards available to describe and interpret the digital information. If 
this is the case, the investigator must understand the system device or program from which the 
evidence is gathered. Before considering digital evidence the context determining the meaning of 
the information must be clarified. 
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2.1.6 Legal Framework 
 
Legal issues are very important as violation of legal commitments damages the reputation on an 
organisation. Computer crime laws which is also known as cyber laws deals with unauthorised 
access, modification or deletion, disclosure of sensitive information, use of unauthorized 
software’s in computer and network. 
Following are some of the laws [18, 19] that are created or modified in United States and United 
Kingdom to cover various types of computer crimes: 
 US Computer Fraud and Abuse Act of 1986 
 US Electronic Communications Privacy act 1986 
 US Computer Security act 1987 
 US Child Pornography Prevention Act of 1996 
 US PATRIOT Act of 2001 
 US Sarbanes-Oxley Act of 2002 
 US CAN-SPAM Act of 2003 
 The Council of Europe’s Convention on Cybercrime of 2001 (Europe) 
 The Computer Misuse Act of 1990 (UK) 
 The Data Protection Act 1998 (UK) 
In the United Kingdom examiners usually follow guidelines issued by the Association of Chief 
Police Officers (ACPO) for the authentication and integrity of evidence [20]. The guidelines 
consist of four principles: 
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 No action taken by law enforcement agencies should change data held on a computer or 
storage media which may subsequently be relied upon in court. 
 In exceptional circumstances, where a person finds it necessary to access original data 
held on a computer or on storage media, that person must be competent to do so and be 
able to give evidence explaining the relevance and the implications of their actions. 
 An audit trail or other record of all processes applied to computer based electronic 
evidence should be created and preserved. Third party should be able to examine those 
processes and achieve the same result at any time. 
 The officer in charge of the investigation has overall responsibility for ensuring that the 
law and these principles are followed. 
These guidelines are widely accepted in courts of England and Scotland, but they do not 
constitute a legal requirement and their use is voluntary. 
 
2.2 Evaluating the case 
 
The case can be assessed in the following manner: 
 Situation of the case: This depends on the circumstances which led to forensic 
investigation.  
 Nature of the case: The case can be a breach of company policy or intended to cause 
criminal damage to others. 
 Types of evidence: The evidence, which links the person to the crime, can be both 
physical and digital. There can be paper-based evidence linking it to digital evidence.   
 Technology used by suspect: Type of operating system and hardware used. 
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 Infrastructure: Description of how the computer is connected to the network. This 
helps the investigator to locate the evidence he or she is looking for. 
 Location of Evidence: The physical location of the evidence and the access to it. The 
evidence can be distributed across various geographic locations. 
 The motive: Understanding what caused the crime and the motive behind it helps to 
locate the evidence.  
 Warrant: To carry out an investigation a search warrant from a court is required. The 
warrant can be for an entire company or just a device inside a building. 
 Documentation: Every finding needs to be documented including hardware 
configuration, system date and time, document file names, last logon, account usage. 
All the above procedure follows a standard practice without being validated for any anti –
forensic activity. It can be argued that every step of the evaluation is prone to anti-forensics. 
 Situation of the case: The circumstances can change during course of investigation. 
Was a circumstance created by someone?  
 Types of evidence: Was the evidence type classified correctly? 
 Technology used by suspect: Was the technology identified correctly? 
 Infrastructure: Was the Infrastructure changed on or before or during investigation? 
 Location of Evidence: Evidence can be distributed across various geographic 
locations. Was it moved? 
 Warrant: Was a search warrant issued to cover everything? Was any device left out? 
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2.3 Reconstruction and Validation  
 
The possession of an incriminating information file from the compromised system does not 
prove that the owner of the device is responsible for the objects in it. Apart from the owner of the 
device, the information can be generated automatically by a rogue system. The information could 
have been planted via Trojan, virus, and spyware or it may have been left by the previous owner 
of the computer. To determine responsibility the investigator must validate the evidence in their 
possession by any one of the methods proposed later in this thesis. Reconstruction of events can 
be used to validate the evidence collected, however the investigator has to be familiar with the 
device, the local network, and systems interconnectivity. 
 
This thesis classifies reconstruction for anti-forensics validation according to the primary object 
of analysis from the infrastructure levels. It can be represented as a pyramid structure. Major 
classes identified are: 
 Device setup analysis. 
 File system analysis. 
 System log file analysis. 
 Volatile memory analysis.  
The classes are represented as a pyramid structure to illustrate the fact that forensic investigator 
needs to look into the infrastructure level before moving on to higher level to gather evidence. 
We represented this as a pyramid because the initial device setup requires a broader approach 
base which slowly converges to a narrow area when we move upwards. 
 
 23 
 
DEVICE SETUP ANALYSIS
SYSTEM LOG FILE
ANALYSIS
FILE SYSTEM ANALYSIS
VOLATILE
MEMORY
ANALYSIS
 
Figure 2: Reconstruction and validation of primary object of analysis 
 
2.3.1 Device setup analysis 
 
For a successful forensic validation an understanding of network device setup is essential. The 
device being investigated may be linked with a specific make of router. The possible types of 
network topology are discussed in Appendix A. A possibility of a rouge device being introduced 
in device setup or incorrectly configured device can produce results which can also result in an 
anti–forensic activity. The experiment in Chapter 4.4 considers one such possibility.   
2.3.2 File system analysis 
There are different types of file system. File system types can be classified into disk file systems, 
network file systems and special purpose file systems. The possibility of anti forensic activity in 
these systems depends on the exploited vulnerability. 
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Disk file systems 
A disk file system is a file system designed for the storage of files on a data storage device, most 
commonly a disk drive, which might be directly or indirectly connected to the computer. 
Examples of disk file systems include FAT, FAT32, NTFS, HFS and HFS+, ext2, ext3, ISO 
9660, ODS-5, and UDF. Some disk file systems are journaling file systems or versioning file 
systems. There are several ways to duplicate file system information. The method available 
depends on circumstances. The investigator captures information by logging into a compromised 
machine, listing files on the terminal, and recording the session with a terminal emulator 
program.  
 “Copying individual files. This is the least accurate approach, because it captures only 
the content of files”. No meta-information is captured except perhaps the file size 
(however, holes in files become indistinguishable from zero-filled blocks, increasing the 
apparent file size. All other meta-information such as file ownership, access times, and 
permissions is lost unless it is saved via some other means. A vital part of the anti –
forensic activity may be missed by this approach.   
 Making a backup. Depending on the backup software used, this preserves some meta-
information such as ownership, information about hard links, and last modification time, 
but it does not capture the last read access time. Commonly used UNIX utilities are tar, 
cp, or dump. The drawback of making a backup is that what you see is all you get. 
Sometimes using UNIX commands like cp-r -p or rsync can preserve permissions of files. 
Backups do not capture information about deleted files missing a possible anti-forensic 
activity. 
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 Copying individual disk partitions. This creates a bit-for-bit identical copy of each file 
system, including all the meta-information, and including all the information that sits in 
unallocated space at the end of files, between files, in unallocated inode blocks, and so 
on. This is typically done with the “dd” command which is available in operating system. 
A major benefit of this approach is that it is file system neutral. The downside is that one 
still misses data that is stored between and outside partitions with possible AF evidence. 
 Copying the entire disk. This time, the result is a bit-for-bit identical copy of all 
accessible information on the disk, including storage space before or after disk partitions. 
This can be necessary when suspicion exists that data could be hidden outside disk 
partitions. Again, “dd” is the preferred command for doing this. Even this method has 
limitations: it will not read disk blocks that have developed errors, and that the hardware 
has silently re-mapped to so-called spare blocks, nor will this method give access to 
unused spare blocks, as they lie outside the normally accessible area of the disk. 
The uncertainty of the captured information increases the dependency on the integrity of the 
compromised system. For example, when individual files are captured while logged into the 
victim machine, a subverted application or kernel software could distort the result. The lack of 
accuracy could possibly miss an anti-forensic activity. 
 
Network file systems 
 
The Network File System is an open standard defined in RFCs, [21] allowing anyone to 
implement the protocol. Few of the examples of network file systems include NFS, SMB 
protocols. 
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2.3.3 System log file analysis 
 
A log file is a file that lists actions that have occurred. All devices maintain log files listing every 
request made to the server. A log file entry usually consists of a timestamp, IP address, process 
identifier that generated the entry, some technology description like a browser used to access a 
website and the reason for generating an entry. The log files are generated for system usage, user 
interaction and to maintain system health. The knowledge of circumstances in which processes 
generate log file entries permits forensic scientists to infer from presence or absence of log file 
entries that certain events have happened. For example in a web server, running IIS generates 
multiple entries in log files when an URL based double dot attack is attempted on a vulnerable 
system. The example [22] presents an old, well-known, vulnerability found on IIS versions 4.0 
and 5.0, where an attacker could bypass authorisation schema and gain access to any file on the 
same drive as the web root directory due an issue on decoding mechanism. This is possible when 
an attacker could execute arbitrary commands on the web server by submitting  URL’s : 
Original URL: 
http://victim/finance site/../../winnt/system32/cmd.exe?/c+dir+c:\ 
Double encoded attack URL: 
http://victim/finance/site/%252E%252E%252F%252E%252E%252Fwinnt/s
ystem32/cmd.exe?/c+dir+c:\ “ 
Attacks like this emphasis the fact of reconstruction and validation of forensic evidence however 
without a systematic procedure to identify these kinds of attacks the AF activity can go 
unnoticed. One of the components of the proposed model is to address this issue. 
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2.3.4 Volatile memory analysis 
 
If the system under investigation is secured without a restart or shutdown volatile memory (e.g. 
RAM) can be analysed by checking the task manager in windows. This will list the processes in 
memory. For a UNIX system, the top command will list the processes. A sample of the listed 
task is shown below. To analyse the complex process threads the operating system providers 
provide tools to list the dependencies .One such tool is Process Explorer v11.04.  
Volatile memory analysis determines the current state of the system including Date and time, 
open ports, running processes, port and processes mappings. As this information is volatile and 
keeps changing a dump of this information is useful for later analysis. Volatile memory analysis 
looks for same basic information during or after a system compromise. The listing shows the 
process along with memory and CPU information. This is useful to determine and isolate 
genuine system process from the rogue process. In Fig5 the top command lists the operating 
system process and port scan map which is active. The snapshot of this process is one of the 
steps in analysing the system. 
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Figure 3: List of process and memory usage in windows 
 
 
Figure 4: List of process and memory usage in UNIX 
 
 
2.4 Anti-forensic concepts 
Anti-forensic activity existed before it was formally defined. A definition of anti-forensics was 
discussed in section 1.3 but none of it considered the judicial review. An apt definition was 
coined by Liu and Brown [23], as the, “application of the scientific method to digital media in 
order to invalidate factual information for judicial review.” Meta-forensics uses the techniques 
used by anti-forensic activity in order to develop security tools for privacy. In other words, as 
Liu and Brown state that anti-forensic activity explicitly is used to invalidate factual information 
for judicial review, it can’t ever be used for other purposes. Meta-forensics, on the other hand 
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adopts and learns from the processes used by anti-forensics for other purposes, namely to 
identify anti-forensics. It depends on individual use and approach to anti-forensics and through 
this research we try using meta-forensics for constructive purposes. 
 
2.5 Anti-forensic methods 
 
Rogers [24] classified methods used in anti-forensics into four basic categories: 
 Data hiding 
 Artifact wiping 
 Trail obfuscation 
 Attacks against the computer forensics process or tools 
One can argue that the classification is not necessary as categories can always overlap. However 
to detect and demonstrate a possibility of AF activity classification helps us to identify more 
accurately the inter relationship between each anti-forensic activity and events. The inter 
relationship of a particular event is easy to identify and visualize on a classified category. The 
categories will form part of the framework to develop a forensic language for identifying AF 
activity in system discussed in Chapter 5. 
 
2.5.1 Data hiding 
 
 The word steganography is of Greek origin and means “concealed writing”. The first recorded 
use was 500 years ago in 1499 by Johannes Trithemius [25] in his Steganographia, a treatise on 
cryptography and steganography disguised as a book on magic.  Steganography is the technique 
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of hiding a message or a file, usually by making the file appear to be something else. A well 
know practice in anti-forensic activities is to hide files as operating system files under the 
operating system tree structure to avoid detection. They can also be transmitted from one source 
to another source electronically, hidden inside an audio file, document file, image file, program 
or protocol. Data can be hidden in the slack and unallocated spaces on computer hard drives, as 
well as the metadata of many types of files. A concealed message by tampered executable files is 
one other way of hiding data. Various   methods can also be employed to hinder computer 
forensic investigation. For example, a person can hide a map of an airport in a picture, table, or 
text block under a public blog site  without being detected. Alternatively, a white text block over 
a white background can store a hidden message. Morse code messages can be embedded in a 
picture. Null ciphers form messages by selecting a pre-determined pattern of letters from a 
sequence of words. Many other forms can be employed which makes it difficult for automated 
tools to detect data hiding [26]. 
 
 
 
2.5.2 Artifact wiping 
 
 Artifact wiping involves the deletion of particular files or entire file systems. This can be 
accomplished through the use of a variety of methods that include disk cleaning utilities, file 
wiping utilities and disk destruction techniques [27]. Disk cleaning utilities use different 
methods to overwrite the existing data on disks. The current DOD [28] policy states that only 
certain acceptable standards of wiping can clean data effectively. Disk cleaning utilities leave 
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their own signatures revealing that the file system was wiped. Some of the widely used disk 
cleaning utilities includes DBAN, SRM, [29]. Another option which is approved by the NIST 
(National Bureau of Standards) and the NSA (National Security Agency) is CMRR Secure Erase, 
which uses the Secure Erase command. File wiping utilities are used to delete individual files 
from a disk. They are small light weight programs mostly built into the operating system for disk 
sanitation. The advantage of this file deletion is it can be accomplished in a very short amount of 
time. They require user involvement in the process and don’t always correctly and completely 
wipe file information [27]. Some of the widely used file wiping utilities includes R-Wipe & 
Clean, Eraser, B delete. Disk degaussing/destruction techniques is a process by which a magnetic 
field is applied to a digital media device which  result in a device that is entirely clean of any 
previously stored data. Degaussing is an expensive technique and needs specialised equipment.  
A more commonly used technique to ensure data wiping is the physical destruction of the device. 
The NIST recommends that “physical destruction can be accomplished using a variety of 
methods, including disintegration, incineration, pulverising, shredding and melting” [30]. 
Degaussing is rarely used as an anti-forensic method as it involves use of specialised equipment 
but presence of wiping tools can increase the possibility of AF activity.  
 
2.5.3 Trail obfuscation 
 
Trail obfuscation is to mislead and divert the forensic examination process. It is conventionally 
explained that trail obfuscation covers a variety of techniques and tools that include “log 
cleaners, spoofing, misinformation, backbone hopping, zombie accounts, trojan commands”[31]. 
Trail obfuscation can also be accomplished by wiping and/or altering server log files and/or 
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system event files, or altering the dates of various files using touch, rename, Timestomp which is 
part of the metasploit framework. Another well known trail-obfuscation program is 
Transmogrify (also part of the metasploit framework). Transmogrify allows the user to change 
the header information of a file, so a (.jpg) header could be changed to a (.doc) header. When a 
forensic tool is used to conduct a search for images on a machine, it would simply see a (.doc) 
file and therefore skip this file [32].Although the tool looks for an image file but failed to find it 
shows successful AF activity. 
 
2.5.4 Attacks against the computer forensics process or tools 
 
During a typical digital forensic examination, the examiner creates an image of the computers 
disks. This keeps the original computer (evidence) from being tainted by forensic tools. A disk 
hash is created by the forensic examination software to verify the integrity of the image. A recent 
anti-forensic technique targets the integrity of the hash that is created to verify the image. By 
affecting the integrity of the hash, any evidence that is collected is questionable [27]. Forensic 
tools, like EnCase, FTK, iLook, SleuthKit, and WinHex are all prone to attack. Custom scripts 
that change FAT, NTFS, and ext inodes have been around for years and they “tamper programs 
and write to file slack, alter file signatures, and flip bits in order to evade hashset detection” [27]. 
A report from the 2007 U.S. Black Hat conference showed exploitation techniques to a number 
of commercial and open-source computer forensics application Software [33, 34]. The report 
concluded with following findings: 
 Forensic tools developers never took into consideration attacks against stack overflows, 
memory management, and exception handling leakage. 
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 Users never test their products rigorously before deploying it in live cases. In fact, most 
computer forensic labs purchase the software that “everyone else” is using and do not 
perform independent tests of reliability and thoroughness, particularly as new versions of 
the software get released. 
 Forensic software users do not apply sufficiently strong criteria to the evaluation of the 
products that they purchase. 
 The work focuses on identifying AF activity with help of tools but the tools used in the process 
itself is questioned for reliability. The proposed model in Chapter 5.3 tries to address the issues 
raised here. 
 
2.6 Metasploit Project  
 
The Metasploit project is described as [35] is a “development platform for creating security tools 
and exploits. The framework is used by network security professionals to perform penetration 
tests, system administrators to verify patch installations, product vendors to perform regression 
testing, and security researchers world-wide. The framework is written in the Ruby programming 
language and includes components written in C and assembler.” The Metasploit Framework is a 
tool for developing and executing exploit code against a remote target machine. Other metaspoilt 
projects include the Opcode Database, shellcode archive, and security research. The Opcode 
Database is a resource for authors who write new exploits. Buffer overflow exploits on Windows 
require advanced knowledge of Opcodes and DLLs if an automated tool kit is not used for 
attack. These differ in the various versions and patch-levels of a given operating system, and 
they are all documented and conveniently searchable in the Opcode Database. This allows one to 
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write buffer overflow exploits which work across different versions of the target operating 
system. The Shellcode database contains the payloads used by the Metasploit Framework. These 
are written in assembly language and full source code is available. 
 
The outcomes of the Metaspliot project have been the Metasploit framework which contains a 
suite of programs that includes: 
• Sam Juicer – Which acquires the hashes from the NT Security Access Manager (SAM) files 
without changing anything in hard disk. 
• Slacker – Hides files within the slack space of the NT file system (NTFS). 
• Time stomp – Alters all four NTFS file times: modified, access, creation, and file entry update. 
 
The Metasploit Project is also well known for evasion tools, some of which are built into the 
Metasploit Framework. These tools demonstrate practical methods for invalidating digital 
evidence collected by a forensic examiner. The project is module focused and any new tools can 
be easily integrated. 
 
 
2.7 Anti-forensic Initial compromise 
 
Initial compromise known as zero day attack happens mainly due to a security vulnerability 
which has been recently discovered, targeted, and exploited by wider community. Most security-
related incidents occur due to a lack of effective information technology governance and 
management within an organisation [36]. However, even with good management practises and 
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policy enforcement, break down in technical implementation can result in servers, workstations, 
and other network devices remaining un-patched after a new patch release and to application 
downtime and various other problems. This issue is compounded if management policies do not 
exist and responsibilities not clearly defined or are not enforced.  
 
2.8 Fuzzy Logic  
 
 It underpins much of the theoretical rationale behind the meta-forensic model this research will 
ultimately recommend. It is perhaps tangential to the preceding examination. However, it does 
tie in with the understanding of meta-forensics used in this research. It is fundamental to the 
adopted approach and so time now will be spent with some brief explanations and definitions. 
Fuzzy logic is a promising way to represent non-traditional policies, like privacy, integrity and 
availability. Its approach to comparing and contrasting overlapping data fits better with meta-
forensic validation. Fuzzy logic, developed by Lotfi Zadeh [37], is a form of multi-valued logic 
derived from fuzzy set theory to deal with reasoning that is approximate rather than precise. 
Multi-valued logic assumes more than two truth values like existence of AF activity or potential 
existence of AF activity. The values that are measured (fixed IP address) and perceived are 
human and vague, and it is difficult to represent them formally, although that is what we require 
in the meta-forensic validation model. With multiple truth values, the problem becomes even 
harder – “The crux of the problem, really, is the excessively wide gap between the precision of 
classical logic and the imprecision of the real world” [38]. Fuzzy logic, with its ability to handle 
vagueness, may be better adapted to handle integrity of the data security. This has already been 
demonstrated by the National Computer Security Centre: [39] in the following five areas; 
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 Reasonable assurance. 
 Separation of duty exists. 
 Supportive attitude exists. 
 System is efficient. 
 Individual access is allowed. 
 
The above process can be classified into fuzzy rather than crisp sets for easy representation 
Fuzzy classification allows an infinite number of levels, usually in the interval between 0 and 1 
which is used in meta-forensic validation. We will look at some aspects to see if fuzzy logic has 
the capacity to deal with vague data. We discuss a security incident to analyse capturing the data 
using fuzzy logic: 
 
INCIDENT: Engineering web server got compromised by attackers this morning in server room 
11 am on May 5 2009  
Prior to Forensic investigation: 
 How sure can we be that the fact above is true and accurate? 
 What is the source of this fact? 
 Who provided the source information? 
 Who confirmed the incident took place? 
 Were the date, time, and server room logs looked at to be sure the incident happened? 
During Forensic Investigation: 
 Was any change made to system after the server compromise? 
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 When and by whom were the changes made if any? 
 Was any data lost? 
 Was the data backed up? 
 Where are the duplicate records kept? 
 Was the analysed data confirmed by the system administrator? 
Representation of Incident as Linguistic Variable  
Incident Aspect Assurance      Rating 
Source   Initials incident date of compromise   High 
History   How, When, What Where incident happened Medium 
Backup  Is data recoverable from Backup   Medium 
Hold backs  Date, Time, Incident is valid and/or real  High 
Data corruption Prior to Forensic investigation   High 
Data corruption During Forensic investigation   Medium 
Data corruption After Forensic investigation    Low 
 
The incident can be represented as a table which keeps track of the data for the incident 
presented. This is done using fuzzy linguistic variable. Linguistic variables represent crisp 
information in a form and precision appropriate for the problem. The linguistic variables like 
“low”, “medium”, “high”, so common in everyday speech, convey information about our 
incident or an object under observation. The vagueness of the information is represented as a 
linguistic variable expressed as fuzzy ratings in terms of peoples understanding, making it easier 
to enter, analyse, and maintain the overall logic of the incident using fuzzy logic concepts. 
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Incident aspect, assurance and ratings are classified but how we arrive at this result is the 
advancement of this research. Kandel and Kacpryzk [40] applied fuzzy set theory to analysis 
security policy in information systems. This type of logic is used in chapter 5 to classify the 
vulnerabilities for the meta-forensic model. 
 
 
2.9 Summary 
 
This chapter introduces the concepts of forensics, anti-forensics and meta-forensics. The aim was 
to provide the foundation for the experiment to follow in Chapter 4. The process, evidence 
collection and the device setup guide us towards better understanding of AF activity and set the 
stage for experiment to demonstrate how the AF threat is exploited. The analysis of anti-forensic 
concepts exposes the weakness in the security and the possibility of compromised data ending up 
as a final product in an investigation. The fuzzy logic concepts help us to question the evidence 
by comparing and contrasting. This chapter established the four main anti-forensic categories 
that will be used throughout this dissertation – data hiding, artefact wiping, trail obfuscation and 
attacks against computer forensics and tools. These four categories should be seen in the context 
of the conventional methods used to undermine security, such as initial compromise and the 
deception of security personnel. The nature of evidence in any system was also discussed where 
completeness and consistency can never both be achieved. The next chapter will critically review 
the literature. 
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CHAPTER 3: LITERATURE REVIEW OF MODELS AND PROCESS 
 
The previous chapter established the nature of digital forensics, anti-forensics and computer 
security. Computer security and digital forensics are based on models. Kurtz and Ronald [41] 
define a computer security model as a scheme for specifying and enforcing security policies. In 
this research we examine models with relevance to AF. The model may be founded upon a 
formal model of access rights, a model of computation, a model of distributed computing, or no 
particular theoretical grounding at all.  Models define security and forensics, and when they are 
referred to it is conventionally the case that a type of model is being discussed. Model driven 
development [42] reduces system development time and improves the quality of the resulting 
products. Recent investigations [43, 44, 45, 46] have shown that security can be integrated into 
system-design models and that the resulting security-design models can be used to generate 
security infrastructure systems. When the models have a formal semantics, reasoning is possible 
and one can query their properties and understand the potentially subtle difference between them. 
This subtle difference tries to address the hypothesis of this research which detects the AF 
activity on given system. The formal semantic and reasoning is also use to differentiate between 
tools used for AF and similar tools used for privacy and prevention of AF activity. Thus, in this 
chapter, in order to review the literature for this research, security models, forensic models and 
forensic process will be analysed, because a successful exploit in any one of it can result in AF. 
Appraisal of the model and process is suggested. In previous work [47], security modelling 
language, called Secure UML was used to formalize and check non-trivial security properties. 
This was the closet research to our current research to validate security design models. No 
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research has so far looked at security models and process in light of anti-forensics. 
 
3.1 Modelling security and forensic behaviour  
 
 The aim is to discuss the state of the art research in light of the need for and meta-forensics. 
Many of the digital forensic models engage with highly complex and specialised functions. This 
review considers the digital models in light of the need for preventing anti-forensic activity. The 
concern here is to establish where the field stands in terms of the science of forensic 
investigation and understanding of anti–forensics. The concern here is not with the methods used 
to detect the digital equivalent of a physical fingerprint, rather the concern is with the digital 
version of methods used to alter this finger print before, or during forensic investigation. 
Modelling security, forensic and anti-forensic is an interlinked process as breach of security 
leads to forensic investigation which may or may not detect anti-forensics. Vulnerability in any 
of the models can lead to anti-forensics and to address this problem forensic model is first 
reviewed followed by security models leading to anti forensics. Finally various reasoning 
approaches are reviewed in light of AF which develops as a concept for our meta-forensic model. 
 
3.2 Approach to Evidence in Cyberspace 
 
Pollit [48] in 1995 compared and mapped computer evidence and translated it into documentary 
evidence in a court of law. During those days of legal history, digital evidence was a new 
concept so it was necessary to have the testimony of someone who could explain the process of 
acquisition, identification, and evaluation. The process is summarised as follows:  
 41 
 
 
 
 
Acquisition 
⇓ 
Identification 
⇓ 
Evaluation 
⇓ 
Admission as evidence 
Figure 5: Evidence Process 
 
 
Each of these steps requires technical skills and may require testimony at trial. At this stage the 
media is translated into data, data to information and information to evidence. The path that 
digital evidence takes can be depicted as follows:  
 
Physical   Logical    Legal 
Context   Context   Context 
     ⇓           ⇓         ⇓ 
Media       →  Data           →  Information  → Evidence 
 
Figure 6: Forensic Evidence Path 
 
 
 
 
Here we see the fundamentals of providing computer evidence. The challenge was to accurately 
transfer evidence from a physical context to a legal context. Testimony by both the forensic 
examiner who processed the evidence and someone who can explain its significance to the case 
is often required. Only then does the information become evidence. It’s clear that during Pollits 
time technical skills and legal expertise must be combined in order to discover, develop and 
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The three-level hierarchical model consists of the following [48]: 
 Principles of examination 
 Policies and practices 
 Procedures and techniques 
 
Principles of examinations were based on collective scientific knowledge and the experience of 
investigators.  Policies and practices were guidelines applied to forensic examinations. These 
were designed to ensure quality and efficiency in the workplace. These were the good laboratory 
practices by which examinations were planned, performed, monitored, recorded, and reported to 
ensure the quality and integrity of the work product. Procedures and techniques are software and 
hardware solutions to specific forensic problems. The procedures and techniques are detailed 
instructions for specific software packages as well as step-by-step instructions that describe the 
entire examination procedure. 
 
As Figure 7 illustrates [48], a principle may spawn more than one policy, and those policies can 
accept many different techniques. It may not be the same path the examiner takes with the next 
case. Traditional forensic examinations, such as fingerprint and DNA examination  recovered 
from a crime scene, lend themselves to a routine and standardised series of steps that can be 
repeated in case after case. There is generally no such thing as generic computer evidence 
procedures. The evidence is likely to be significantly different every time a digital forensic is 
involved. It requires an examination plan tailored to that particular evidence and this model does 
not standardise the way the plan is tailored. For instance an email attack on system requires high 
level information to identify certain types of logs and to verify if the logs have been altered by 
 44 
 
the attacker. With this difference  we still attempt to produce a model because a new type of data 
hiding or vulnerability may surface in future and the model can still classify it under one of the 
categories discussed in section 2.5 based on its properties.  
 
 
3.4 First Research Road Map (DFRWS) 
 
The next step in the evolution of computer forensics happened in 2001 when the first Digital 
Forensic Research Workshop was held in New York [48]. So far we have looked at two models 
in development of computer forensics. The shortcoming with both of them is that they attempted 
to apply traditional forensic methods which lacked detailed steps. In retrospect this did not 
provide the rigour or accuracy required due to the complex environment under which computer 
evidence needs to be obtained. Four important considerations emerged from the DFRWS: 
1. Define a Framework for Digital Forensic Science 
2. Discuss the Trustworthiness of Digital Evidence 
3. Discuss Detection and Recovery of Hidden Data 
4. Discuss Digital Forensic Science in Networked Environments  
More detail on these points will now be considered. 
 
3.4.1 New Digital Forensic Science Definition 
 
The members of the DFRWS argue that  digital forensic science is defined as the use of 
scientifically derived and proven methods for the preservation, collection, validation, 
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identification, analysis, interpretation, documentation and presentation of digital evidence 
derived from digital sources, specifically when it used for the purpose of facilitating or furthering 
the reconstruction of events found to be criminal, or helping to anticipate unauthorised actions 
shown to be disruptive to planned operations.  This definition is in concordance with the 
definition used in this thesis for computer forensics (see introductory paragraphs of Chapter 2). 
Digital forensic is inclusive of computer forensics.  Digital forensics was modelled as a linear 
process with steps. This is shown in the Figure 8 below. The grey boxes at the top of their matrix 
were identified as core processes, categories, or classes. The contents of the columns below each 
category are candidate techniques or methods belonging to that class. 
 
Digital evidence was not inherently untrustworthy but integrity and fidelity of data were 
questioned. It was also agreed that human interaction with digital evidence was determined to be 
a fact of life in digital forensic science into the foreseeable future. Hidden data were classified in 
several general categories shown in figure below. The grey area shows some of the places where 
the data can be hidden. The workshop only classified the data and did not propose any models to 
identify the data being classified. As we can see the separation of core process with extraneous 
framing helps us to take this model to next level by systematically detecting AF activity at each 
stage of investigation. 
 
The DFRWS model was an important milestone in the developing field of computer forensics 
and it significantly influenced the subsequent models and developments. The strength of the 
model is the acceptance it gives to human interaction and able optimise human involvement. The 
model specifically addresses ways in which data is hidden in forensic investigations. This will be 
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3.6 End-to-End Digital Investigation Process 
 
Stephenson [50] also used the DFRWS framework. Each process is classified as a “class” and 
actions taken as “elements” of the class. The model then states six classes defining the 
investigative process. The process is then extended to nine steps which are called the End-to-End 
Digital Investigation Process, or EDDI. The End-to-End process details consist of: Collecting 
evidence, analysis of individual events, preliminary correlation, event normalising, event 
deconfliction, second level correlation (consider both normalised and non-normalised events), 
timeline analysis, chain of evidence construction and corroboration (consider only non-
normalised events). He then developed a formal representation of this process using Coloured 
Petri Net Modelling [51] for simulating the evidence. A new language called DIPL (Digital 
Investigation Process Language) was proposed to allow a structured description of the 
investigative process. DIPL language is like Lisp programming and was used to create formal 
model. DIPL was used in validating an investigation or investigative process but the language 
only worked for post-incident cause analysis. In chapter 5 we use one such method. This model 
was advancement as it permits formal verification unlike the preceding models. Any state 
changes that occurred during the course of the event were clearly represented without providing 
technical details of the incident. The meta-forensic model addresses this by providing technical 
details and advancement of DIPL language which looks at the properties of the events by 
weights which makes it a pre incident analysis tool or a threat detecting procedure as well.  
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3.7 Event-based Digital Forensic Framework 
 
A new approach was taken by Carrier and Spafford [52] who added several new elements to the 
digital forensic framework including event and events reconstruction. When a security breach is 
investigated, it is necessary to be able to reconstruct one or more events, this event 
reconstruction and hypothesis-testing phase was applied in Carrier and Spafford’s model. 
Reconstruction also provides better understanding of events and helps to identify the 
dependencies, cause effect of a situation. A digital event was defined by them as: “an occurrence 
that changes the state of one or more digital object. If the state of an object changes as a result 
of an event, then it is an effect of the event. Some types of objects have the ability to cause events 
and they are called causes.” 
The event-based framework was used to develop hypotheses and answer questions about an 
incident or crime. Hypotheses are developed by collecting objects that may have played a role in 
an event that was related to the incident. Once the objects are collected as evidence, the 
investigator develops hypotheses about previous events at the crime scene. This framework is 
based on the process model and is one of the most complete models proposed so far. The event-
based framework particularly lends to meta-forensic investigation. Moreover, because meta-
forensics is often concerned with testing whether attempts have actively been made to invalidate 
evidence, hypothesis generation and testing are vital to the model make up. 
 
 
3.8 Case-Relevance Information Investigation Framework 
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The Case-Relevance Information Investigation Framework is built upon  the work of Carrier and 
Spafford [52]. Case-Relevance is defined in this framework as: “the property of any piece of 
information, which is used to measure its ability to answer the investigative ‘who, what, where, 
when, why and how’ questions in a criminal investigation.” An automatic and efficient 
framework was introduced [53] to provide the Case-Relevance information by binding computer 
intelligence technology to the current computer forensic framework. Knowledge reuse and 
sharing in computer forensics is also introduced. The framework used this notion to describe the 
distinctions between computer security and forensics defining degrees of case-relevance. This is 
shown discussed further in the next section. Knowledge reuse and automating aspects of case-
relevance added investigatory power to this model and allowed the system to harness technology 
in an effective way in the forensic process. The human factor is still required as the DFRWS 
model originally maintained, and it seems unlikely that the process could ever become fully 
automated. But what the researchers did in this instance was to automate aspects in the relevant 
respects to augment the investigatory process. Due to the enormous complexity of data hiding, 
artifact wiping and other anti-forensic techniques, an efficient way of determining case-relevance 
proved crucial. But there were further improvements to come in next section. 
 
 
3.9 Forensic Modelling Comparison and Outcome  
 
All the models of investigation follow a similar approach of Acquisition, Identification, 
Evaluation, and Admission as evidence within a framework. The model discussed shows the 
state of the current forensic investigation process. Although all the investigation follows a 
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common approach with each model the functionality and investigation process changes. Pollit   
model deals with identification in data collection phase while in DFRWS model it happens under 
incident response. This is represented in Table 1 below which compares and contrasts between 
various models. We can see from the table most of the investigative phases are common to 
earlier models and the approach to the forensic investigation process changes over time.  
 
Model Preparation Data 
collection 
Data 
Analysis  
Incident 
Response 
Finding 
present 
Incident 
Closure 
Integrity 
Check 
        
Approach to Evidence in 
Cyberspace  (Pollit) 
       
Acquisition        
Identification  Yes      
Evaluation   Yes     
Admission as evidence        
        
Three-Level Hierarchical 
Model 
       
Principles of examination  Yes Yes     
Policies & practices   Yes  Yes   
Procedures & techniques Yes Yes Yes  Yes   
        
First Research Road Map 
2001 (DFRWS model) 
 
       
Identification    Yes    
Preservation        
Collection Yes       
Examination Yes       
Analysis   Yes     
Presentation   Yes  Yes   
Decision      Yes  
        
Abstract Process Model 
Reith, Carr & Gunsch 
       
Identification    Yes    
Preparation    Yes    
Strategy for Approach    Yes    
Preservation  Yes      
Collection  Yes      
Examination   Yes     
Analysis   Yes     
Presentation     Yes   
Returning evidence      Yes  
        
        
End-to-End Digital 
investigation Process 
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Collecting evidence Yes Yes      
Analysis Yes Yes      
Preliminary correlation   Yes     
Event normalising   Yes     
Event deconfliction    Yes Yes   
Second level correlation    Yes Yes   
        
        
Event-based Digital Forensic 
Framework 
       
Readiness Phases Yes       
Deployment Phases  Yes      
Physical Crime Scene 
Investigation Phases 
 Yes Yes     
Digital Crime Scene 
Investigation Phases 
   Yes Yes   
Presentation Phase    Yes Yes   
Hypothesis testing Phase   Yes Yes Yes  Yes 
        
Case-Relevance Information 
Investigation Framework 
       
Absolutely Irrelevant Yes    Yes   
Probably Irrelevant Yes    Yes   
Possibly Irrelevant Yes    Yes   
Possibly Case-Relevant Yes    Yes   
Probably Case-Relevant Yes    Yes   
Provably Case-Relevant Yes    Yes   
Table 1: Forensic models & the investigation steps  
When this model is applied to any forensic investigation some of the functionality is always lost 
as none of the models have all the required parameters to perform the investigation. The key 
element to any data gathering investigation is the validity of the gathered evidence. All the 
models failed to address this key issue except Event-based Digital Forensic Framework which 
had an integrity checker in hypothesis testing phase (Table: 1). This alone is not enough to 
validate forensic evidence as the rigorous AF activity detection is never considered in any of the 
steps or models. 
 
Our focus is on AF and the clearly the current models and process have no procedure in place for 
detecting anti-forensics. The Basics of Forensic Investigation (Section 1.2) is questioned which 
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leads us to the hypothesis of risk of potential undetected anti-forensic activity in the system. The 
risk increases as the current model and procedures lack AF detection capabilities. 
 
The forensic models alone cannot address the anti-forensic issues. For a successful AF exploit to 
happen the security of the system has to be compromised. So we review some of the security and 
reasoning models in our literature. The vulnerability in the security models also increases the 
chance of AF activity.  
 
3.10 Policy Based Security Model 
 
A computer policy is set of acceptable rules set by an organisation for use of its computers and 
electronic infrastructure. A security policy is a statement that specifies what is allowed and what 
is disallowed with regards to security. Security policies partition the states of a system into a set 
of authorised or secure states and unauthorised or insecure states [54]. This can be represented by 
binary quantifiers of True or False.  A well-known example of a security policy for a university 
system deals with confidentiality of classified data. The security goal for this type of system is 
that the system should prevent unauthorised disclosure or theft of the digital information. 
Enforcement is mandatory so that everyone dealing with classified data must follow these rules. 
The policy step is important in computer and network forensics. In anti-forensic activity the 
perpetrator would attempt to make it appear that the policy has not been broken, e.g. switching a 
True state to a False state. A meta-forensic investigator would be required to determine whether 
the detection system has been manipulated post-crime. 
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3.11 Bell-LaPadula Model 
 
The Bell-La Padula Model [55] was proposed to formalise the U.S. Department of Defence’s 
multilevel security policy. The model is a formal state transition model of computer security 
policy that describes a set of access control rules that use security labels on objects and 
clearances for subjects. Security labels range from the most sensitive, Top Secret, down to the 
least sensitive, Unclassified or Public [55]. The restrictions imposed by this model is reading 
down and writing up. 
 
3.12 Biba Model 
 
The Biba Model is a formal state transition system of computer security policy that describes a 
set of access control rules designed to ensure data integrity. Data and subjects are grouped into 
ordered levels of integrity. The model is designed such that subjects may not corrupt data in a 
level ranked higher than the subject, or be corrupted by data from a lower level than the subject 
[56]. This model was developed to remove the weakness in the Bell-LaPadula Model which only 
addresses data confidentiality. 
3.13 Take-Grant Protection Model  
 
The Take-Grant protection model is used to establish or disprove the safety of a given computer 
system that follows specific rules. It shows that for specific systems the question of safety is 
decidable in linear time. The model represents a system as directed graph, where vertices are 
either subjects or objects. The edges between them are labelled and the label indicates the rights 
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that the source of the edge has over the destination. Two rights occur in every instance of the 
model: take and grant. They play a special role in the graph rewriting rules describing admissible 
changes of the graph. There are a total of four such rules: The take rule allows a subject to take 
the rights of another subject, while the grant rule allows a subject to grant its own rights to 
another subject. The create rule allows every subject to create new nodes, while the remove rule 
allows a subject to remove rights it has over another object. Using the rules of the take-grant 
protection model, one can reproduce in which states a system can change, with respect to the 
distribution of rights. Therefore one can show if rights are violated with respect to a given safety 
model [57].  
 
3.14 Security Model Comparison and Outcome 
 
The above models all have their shortcomings and a successful exploit of one of it can lead to 
AF. Bell-LaPadula model lacked functionality to deal with integrity of data which restricted a 
subject from writing to a more trusted object. The Biba model addressed the problem but did not 
support the granting and revocation of authorizations. Another problem is that the model is used 
strictly for integrity and does not enforce data confidentiality. The Biba model cannot be used for 
authorization or revoking of privileges like in database. Hence the development of Take Grant 
model to overcome the limitations. The Take Grant model has its limitations. Take Grant model 
did not consider the issue of integrity. The model is limited to number of nodes that can be 
shown at one time as it used directed graphs for representation. 
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None of the models addressed security completely. Combinations of models were used to 
implement security. This approach led to more complexity when a system is compromised and 
the vital AF activity goes undetected. Dorothy Denning [58] pointed out that models have 
theoretical limits and cannot always prove that a model satisfies certain security conditions. The 
models are based on strict mathematical properties can lead to systems that are vulnerable. In the 
following Chapter we show that this threat can be exploited. This research tries to address this 
issues using meta-forensic model where the security design issues are considered during 
assigning of weights in Chapter 5 to detect AF activity. There are number of other security 
models in existence which is not discussed in literature, but the issues identified above equally 
applied to all of them. 
 
3.15 Modelling Network Forensic Processes 
 
The forensic and security model was an important development in computer forensics and 
security with the ever changing environment, it came just at the right time as a new version of 
digital crime was quickly being identified – network attacks. Network forensics uses forensic 
models to solve network security issues. Wei Ren and Hai Jin [59, 60] discussed the network 
forensics model and its fundamental fields, such as taxonomy, conceptual model, legal 
principles, key techniques, canonical processes, forensics systems architecture and deployment. 
Standardisations of network forensic processes were also proposed and a prototype was 
implemented by Wei and Hai. The general process of network forensics includes five steps. They 
are ‘capture, copy, transfer, analysis, and presentation’. Their prototype was implemented using 
open source tools. The most important function in this system is data analysis. Figure 10 below 
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data and meta-forensic model tried to address this issue. The network forensic model provided an 
input into meta-forensic model system automation discussed in Chapter 5.  
 
3.16 Vulnerability Tree Model 
 
The way vulnerability of any system is addressed plays a key role is identifying threats in a 
system. This threat when materializes may result in AF when not detected by standard 
approaches. Vulnerability Tree Model proposed by Vidalis and Jones [62] to evaluate threats in a 
computer based system. They describe vulnerability trees as “hierarchy trees constructed as a 
result of the relationship between one vulnerability and other vulnerabilities and/or steps that a 
threat agent has to carry out in order to reach the top of the tree”. The top of the tree is known 
as the top vulnerability or the parent vulnerability and is symbolised as capital ‘V’. Each of these 
constitutes a branch of the tree. The branches are constructed by child vulnerabilities. 
Consequently the child vulnerabilities can be exploited by steps that the threat agent will have to 
perform in order to get to the parent. The child vulnerabilities are denoted by the lower case ‘v’ 
and the steps with the lowercase‘s’. Each vulnerability is broken down in a similar way. 
Normally this will end up in more than one level of decomposition. When the point is reached 
where the branches contain only steps, and no child vulnerabilities, then we know that we have 
reached the lowest level of decomposition. It’s called the “step-only” level. The Vulnerability 
Model contributes a dimension absent in the network forensic model, where on a multi-tiered 
level one is able to assess the impact of agents exploiting aspects of the system. This 
vulnerability architecture is helpful when we traverse down the AF activity tree to identify the 
AF threat. This can be advancement to the vulnerability tree model to detect AF.   
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3.17   Reasoning and Logic 
 
With model and vulnerability taken into account for AF at this stage of the literature review, a 
step forward is taken by reasoning the cause, effects and circumstances surrounding it on the 
analysed system. The reasoning implemented behind the models forms the backbone to assign 
weights to a given set of conditions. It is important to consider this because assumptions made 
behind the logic of the models ultimately will form the effectiveness of the model. We take 
different logical approach to determine if we can arrive at the same conclusion during 
assignment of weights discussed in Chapter 5. 
 
3.17.1   Extended Finite State Machine 
 
Approach 1: The analysed system is considered as an Extended Finite State Machine (EFSM) 
model, which can be expressed by an ‘if statement’ consisting of a set of trigger conditions. If 
trigger conditions are all satisfied, the transition is fired, bringing the machine from the current 
state to the next state and performing the specified data operations” [63]. All possible scenarios 
of the incident can be determined by backtracking transitions leading to that state. We start by  
Obtain a finite state machine under investigation. Determine all possible scenarios of the incident 
by backtracking transitions. Discard scenarios that disagree with the available evidence. 
 To compare and contrast an event validation requires a Boolean condition to determine if the 
system state has been changed from the time a FSM is obtained for investigation. So we use 
extended finite state machine (EFSM) modelling in which the transition can be expressed by an 
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“if statement” consisting of a set of trigger conditions. If trigger conditions are all satisfied, the 
transition is fired, bringing the machine from the current state to the next state and performing 
the specified data operations. This can be represented by a state transition diagram shown in 
Figure 11. The initial figure represents the system “when event α occurs in state A, if condition C 
is true at the time, the system transfers to state B”. 
 
Figure 11: Finite State Transition 
The state A is assumed to be the normal working of a system and state B is the compromised 
system under investigation. The condition C is assumed to be the compromise or "hack" which 
alters the system state. Condition C leads to system state B which is determined by the system 
investigator as the system under investigation. 
 
 Pavel Gladyshev's [64] model followed a backtracking algorithm to reconstruct the events to 
determine why it happened or who may have done it. This reconstruction approach in our 
research forms a component of meta-forensic model. The Boolean condition triggered during the 
event links the evidence to all the available external and internal sources. During the event retract 
a history mechanism checks for the last state and verifies if it was linked to any other files 
(internal or external) when the event happened and the change is reported as rewritten. The 
output is shown in Figure 12. The external verification file can be a backup file which was taken 
during normal system operation. The chart represents the last visited state where the Boolean 
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operation is performed. The outcome of the Boolean operation determines if the evidence was 
compromised. 
 
     Figure 12: EFSM representing Boolean conditions for verifying change 
 
Pavel Gladyshev's reconstruction with backtracking was incomplete as the knowledge of the 
system functionality was not considered. This is overcome in meta-forensic model. 
 
3.17.2 Counterfactual Reasoning 
 
Approach 2: Counterfactual reasoning [65, 66] is used after the events are identified. It can be 
used on MES-diagram shown in Figure 13. It is applied on every pair of events in the diagram 
and an arrow can be drawn to show their dependency. System compromise is the cause of the 
investigation followed by X, Y and Z where all the objects, similar to the first, are followed by 
objects similar to the second. If X has not existed Y and Z would have never taken place. MES-
diagrams have two axes. The horizontal axis represents time. The Vertical axis lists actors 
involved in the accident. Event blocks are placed on the diagram according to their time and 
actor. The interrelationship between events shows the forensic model being followed with the 
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timeline. What this approach lacked was the functionality of Boolean operation being applied to 
their dependencies. We consider in next approach. 
Time7.00am 7.09am
System
X
Y
Z
Action: Identification,
Preparation,
Preservation,
Collection
Actor:
Forensic Investgator
Time:7.02 am
Action:
Examination,Analysis
Actor: Forensic Tools
Time:7.03 am
Action: X,Y and Z starts
 their  investigation
Actor:
System under Investigation
Time:7.00 am
Action: X,Y and Z
         Validates the Evidence
Actor: System under Investigation
Time:7.09 am
Action: Validates
Evidence
AF Approach
Actor: Validation logic
Time:7.05 am
Counterfactual
reasoning
 
Figure 13: MES Diagram for validating data 
 
 
3.17.3 Attack trees and Vulnerability tree Reasoning 
 
Approach 3: The file validation mentioned in above section is possible when the system being 
investigated is defined. An important part of validation process is identification of possible 
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incident scenarios and threats. The threats are identified using the vulnerability tree model 
discussed in previous section and scenarios by attack tree. Attack trees are conceptual diagrams 
of threats on investigated system and possible incident scenarios [67]. 
PERFORM AF ACTIVITY
P
USE EXISTING METHOD
P
USE NEW METHOD
P
ATTACK ISOLATED SYSTEMS
D
DEVELOP OWN ATTACK CODES
D
OBTAIN IT FROM TARGET/PERSON
P
SYSTEM NOT SECURE
P
SNIFF CREDENTIALS
P
THREATEN
D
EAVESDROP
P
BRIBE
P
GET TARGET TO ALLOW ACCESS
D
AND
 
D-DIFFICULT  
P-POSSIBLE 
Figure 14: Attack tree describing different ways to Perform AF activity 
Solid 
Lines 
AND  Operations 
 Dotted  
Lines 
OR Operations 
The aim of this work is represented by the root node.  Other nodes represent sub goals that must 
be achieved to achieve the main goal. The figure above shows an attack tree of trying to perform 
an AF activity without authorisation. The goal of the tree is to compromise a system and 
successfully perform AF activity. The goal can be achieved in a number of different ways, such 
as use new methods, use existing methods or combination of both. The basic attack tree is built 
from two types of node: AND nodes, and OR nodes. In the figure, everything that isn't an AND 
node is an OR node. To meet OR node conditions, any one of its child nodes must be fulfilled. 
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To meet an AND node, all of its child nodes must be fulfilled. The nodes can take Boolean 
value, probability of possible or difficult or impossible. The analyst must use intuition and 
common sense to build up a generic tree structure. Similar logic is followed in forensic 
investigation but is not defined in a structured way and this thesis tries to define it as meta-
forensic model.  
 
3.17.4 Why-because analysis 
 
Approach 4: 
Why-Because Analysis (WBA) [68] is a rigorous technique for causally analysing systems. It is 
used for the analysis of accidents, mainly in transportation systems (air, rail, and sea). This 
concept is required for the validation approach because it represents a set of concepts within a 
domain and the relationships between those concepts. It is used to reason about the properties of 
the domain in AF, and can be used to define the domain. The detection of AF activity can be 
represented as cause effect graph [69] which is a directed graph that maps a set of causes to a set 
of effects. The causes may be thought of as the input to the program like saving a file in a system 
and the effects may be thought of as the output, like increased storage. The cause-effect graph 
shows the nodes representing the causes on the left side and the nodes representing the effects on 
the right side. There may be intermediate nodes in between that combine inputs using logical 
operators such as AND and OR. 
Causes-------------------> Nodes (AND, OR) -----------------> Effects  
The validation of any evidence requires an input and can be defined using this concept to 
generate a decision table. 
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3.18 Multi Linear Events Sequencing (MES) 
 
The Multi Linear Events Sequencing model, proposed by Benner [70], is similar in many 
respects to an attack tree model and reasoning techniques discussed in previous section. This 
model is combination of model and logic .It is used in conducting accident investigation. Benner 
advocates close attention to the sequence of events leading up to the accident, with special status 
given to the temporal relations between events. This principle is similar to the AF theory of 
validation to capture the events leading up to the system compromise. The basic component of 
the MES process is the data structure on which all other elements rest. This data structure is 
defined by the Event Building Block (EB). An Event Building Block is defined as one action by 
one person or object. 
1 actor + 1 action = 1 Event Building Block (EB)  
A simple actor/action EB works fine for simple investigation. But for a forensic investigation it 
is necessary to use more data elements during complicated occurrences involving more than two 
or three actors. Figure 15 below shows the additional elements which are necessary for forensic 
investigation. 
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Figure 15: Additional elements for MES  
The EB and additional elements are used to list events in Chapter 5 where meta-forensic model is 
proposed. 
 
3.19 Summary 
 
The above sections discussed literature review as three stages. It discussed forensic models 
followed by security models to represent the current state of affairs. The forensic and anti 
forensics have been looked at from the model prospective.  In final sections the logic behind 
reasoning of a given condition is discussed.  
Stages of forensic investigation discussed in section 3.1 to 3.9 shows the evolution of the process 
and the framework. The reviewed models dating back from 1995 (Pollit) up till now shows the 
development of forensics. Section 3.9 discusses the comparison of forensic models. The 
literature identifies a gap in knowledge where none of the models address AF issues or takes into 
consideration the concept of validation.  
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From Section 3.10 onwards Security models and their shortcomings are discussed. One of the 
key issues identified was the threat this posses to the current system which may result in AF 
activity. The Biba Model, Bell-LaPadula Model, Network forensic models all have their own 
limitation which brings us back to the hypothesis of this thesis “There is always a risk of 
potential undetected anti-forensic activity in the system" and this risk increases with vulnerable  
models. The literature has identified this issue and we appraise this by proposing solution later in 
this thesis. The appraisal of the current model is only possible by proposing a new meta-forensic 
model which works alongside with all existing models. 
 
Final section of literature reviews the logical reasoning of how an AF scenario can be analysed. 
Each approach adds a functionality which is helpful later on to assign weights .The reasoning 
logic plays out the events which helps us identify and define threats. The literature review of 
logical reasoning shows that the problems of real world incidents are better defined by reasoning. 
The gap in knowledge of reasoning approach is the limitations of using it mathematically .We 
appraise this logical reasoning by assigning weights to events so the mathematical evaluation of 
a given AF situation is possible. 
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Chapter 4: THE ANTI -FORENSIC EXPERIMENT 
 
The literature review attempted to establish the role of models in computer forensics and 
security. The discussion focused on the requirements needed to address anti-forensic attacks. 
There is a growing concern about data integrity given anti-forensic activity and there appears to 
be a need for a meta-forensic process to exclusively deal with anti-forensic activity over and 
above the extant procedures for forensics and security. A meta-forensic step would further the 
advances already made in securing data integrity. Meta-forensics is seen to form the next step on 
a continuum, as opposed to a discrete step in its own right.  The aim of this chapter is to establish 
the problem statement that will inform the experiments in Chapter 5. The problem is that the 
integrity of digital forensic data is compromised by the mere threat of anti-forensic activity. It 
doesn’t matter if anti-forensic activity is detected or not. The threat is enough and in this Chapter 
we show various ways the threat is exploited and develops into an AF case. Here we are not 
detecting AF but showing the AF as it happens in a given system. The analysed literature in 
previous section exposes the gap in knowledge of how the systems can be insecure and in this 
Chapter we demonstrate by way of experiment that the identified shortcoming through practical 
experiments.  
 
4.1 Components of the Experiment demonstrating anti-forensic data compromise 
 
For most research projects the choice of research methods is heavily influenced by methods other 
Researchers in the field have chosen. For anti-forensics field, other researchers have presented 
analysis and classification in form of studies. These case studies only classify it (Section 2.5) 
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without any series of controlled experiments. In this thesis we demonstrate the AF activity. We 
focus our attention particularly before or during the evidence is collected.  
 
Aim: In the following experiments it will be demonstrated that anti-forensic is possible for a 
given system even when the forensic investigation model procedures are followed. 
 
The experimental setup was creation of VMware infrastructure consists of a dual core AMD 
Turion box with 4GB RAM, 250GB Hard disk and Microsoft Windows XP Service pack 3 as 
operating system. VMware server version 2.0 was installed. Four virtual machines with Linux, 
Windows 2003, Windows 2000 and Windows XP were installed. Each node was deployed with 
20GB hard disk space and 2 GB RAM. More about VMware is detailed in Appendix B. 
Additional tools and commands used in the experiment are defined in subsections.  
This set-up, though not comparable to large production network, resembles similar networks and 
was sufficient to provide a test bed for the reviewed security software tools. Prior to running 
each experiment the environment is “reset”. For the virtual environment, a VM snapshot was 
taken, and for the native environment, a mirror of the native OS was taken. This approach allows 
for easy restore after each experiment. 
 
4.2 Testing framework  
 
The framework used in this experiment follows two test procedures and methodologies for 
demonstrating AF. 
 
 70 
 
4.2.1 NIST CFTT 
 
The aim of the Computer Forensic Tool Testing (CFTT) project at the National Institute of 
Standards and Technology (NIST) [71] is to establish a methodology for testing computer 
forensic software tools by the development of general tool specifications, test procedures, test 
criteria, test sets, and test hardware. CFTT is one of the most comprehensive forensic tool test 
frameworks available. Since there are not many frameworks available the current experiment 
will contribute towards a new testing framework based on CFTT standards. 
 
CFTT has divided its activities of forensic investigations into categories, and then developed a 
test methodology for each category. The test methodologies follow a standard validation and 
verification procedure. The test is divided into generic requirements followed by test cases and 
then a tool-specific test procedure. 
 
4.2.2 Digital Forensic Tool Testing (DFTT) 
 
The DFTT project that was initiated by Brian Carrier in 2003 and was aimed at bridging the gap 
between the comprehensive test developed by the CFTT and the needs of practitioners [72]. The 
projects, named Digital Forensics Tool Testing, collect test cases contributed by practitioners in 
the field. There are currently fourteen test cases available (the latest addition was in August 
2010). Using similar test cases provides a measure of assurance that the tools used in the 
investigations of computer-related crimes produce valid result.  
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4.2.3 Combination method 
 
This is the test method devised by using the combination of NIST and DFTT method. We call 
this the combination method as it combines all known test processes. Using the combinational 
method we not only test tools but also test the methodology and framework discussed in 
literature review. This method enhances the capability of both methods .The steps followed are: 
   1. Acquire all required tools to be tested. 
   2. Review tool documentation. 
   3. Install tools in different versions of operating systems like Linux RHEL5, Windows. 
   4. Select relevant test cases depending on tool functionality.   
   5. Decide the network and server layout. 
   6. Execute tests. 
   7. Test results. 
The test method is intended for rigour, despite perhaps seeming very obvious. Thus, this will be 
the framework used in this experiment. 
 
4.3 Combination method implementation 
 
The security tools can be classified in number of ways. For this research we tried to classify them 
into the following categories. The tools of interest for this research are also listed. 
1) Forensic tools –Encase,  TCT, The Sleuth Kit 
2) Anti-forensic tools – Srm, Evidence Blaster , Metaspoilt 
3) Vulnerability detection tools (Operating system\Network) –Retina, NMAP 
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4) Vulnerability prevention tools (Operating system\Network) 
5) Vulnerability exploitation tools (Operating system\Network) 
6) Packet sniffing tools  
7) Packet crafting tools 
8) Intrusion detection system tools (Operating system\Network) - Snort 
9) Password cracking tools 
10) Disassembler tools  
11)  Traffic monitoring tools  
12) Data recovery tools - TestDisk Utility, e2undel 
 
The classification does not limit the tools to be in other categories as all the security tools can be 
used for forensic and anti forensic purposes. We use these tools to experimentally review the 
functionality of models discussed in literature and demonstrate AF activity.  
 
4.4 The Experimental Setup  
 
STEP1: In our experimental setup we use token ring topology network discussed in section 2.3.1 
with Win 2000, RHEL 5 and Windows XP SP1 OS. The experimental setup is shown in Figure 
16. 
STEP2: The Metaspoilt Framework, Srm, e2undel, TCT, The Sleuth Kit was installed in RHEL 
system. 
STEP3: Snort, all the log analysing software, Encase, Vulnerability scanning software Retina 
was installed in Win XP system. 
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VMWARE
WINDOWS 2000
RHEL 5
WINDOWS XP
WINDOWS XP
Metaspoilt,TCT,
SRM
Vulnerable
Machine
Encase,NMAP
Machine
Snort , Analysis
Tools,Retina
 
Figure 16: Experimental setup for anti-forensic activity  
 
With the test bed setup detailed we now start our experiments .The tools in the test bed were only 
installed as and when necessary for the performed experiment.  
 
4.4.1 Secure remove (SRM) and TestDisk Utility 
 
Srm (secure rm) is a command-line tool rm which destroys file contents before unlinking the 
inodes in the file. This prevents the users from recovering deleted information when the machine 
is compromised. This tool was installed in Linux as detailed in Step 2. A test case “test. file” was 
used to perform this experiment. To create this block file the test file was downloaded from the 
test case mentioned in section 4.2.The install command script(./install-sh) was used to install the 
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file and ./test.sh command was used to  create  test block files. Once the test.block files were 
installed and created the srm delete command was used. The process is shown in Figure 17. This 
prepares our test environment. 
From our model assumption discussed in literature (section 3.7) of Event-based Digital Forensic 
Framework we should be able to recover the deleted files. There are two assumptions made at 
this stage  
a) Assuming that the secure delete has happened.  
b) The deleted files are recoverable. 
 
We run a list command “ls -lrt” to verify the file “test.block” is deleted. We conclude that the file 
is deleted and is not listed under hidden file. To recover the file test disk utility is run. Testdisk is 
powerful data recovery software. It was designed to help recover lost partitions and we use it to 
try and undelete files. The tool was not able to recover the deleted block. The tool not being able 
to recover the file doesn’t prove that the file is unrecoverable – all it shows is that this particular 
tool was unable to recover the deleted block. A different tool e2undel was employed to recover 
the file however the tool failed to list or recover the deleted file. 
 
So the assumption that the deleted files are recoverable is incorrect and in an investigation not all 
deleted files are recoverable. The model assumptions from literature following the investigation 
procedure will assume the forensic investigator will have no knowledge of secure delete 
happening in system. So this brings us to the question of evidence discussed in Section 2.1.1 
whether the evidence file exist or it does not when legality of evidence is considered.  But we 
know by experiment that the file was deleted and there is every possibility of undetected AF. 
  
 
 
Figure 17: Secure Remove process 
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Gödel’s incompleteness theorem (Section 2.1.1) for any evidence statement E= Files deleted in 
system, which states "there is no proof of E i.e. files deleted ". If E is true, there is no evidence.  
If E is false, there is a proof that evidence exist is true, which is a contradiction. So the 
hypothesis discussed in section 1.1 is a valid concern. 
 
4.4.2 Encase Evidence Verification 
 
For this experiment we use our experimental lab setup discussed in section 4.4 this experiment is 
carried out in XP system. From literature review, section 3.3 we know most of the forensic 
investigation follows models procedures and techniques .We show by way of this experiment 
that the procedure followed can have their own shortcomings. We use various tools for 
investigation and one such tool used for investigation is Encase which is designed to record 
forensic data stored on desktop PCs and servers and to recover deleted data. Encase is a 
proprietary forensic software produced by Guidance Software. Encase 6.1 was installed on a 
Windows machine. A test case was created by making a disk image of the system (a binary 
image F :). The data was acquired to case successfully. 
Acquire 
Status: Completed 
Start: 08/25/11 01:09:21PM 
Stop: 08/25/11 01:17:42PM 
Time: 0:08:21  
Name: F 
Path: D:\F.E01 
GUID: 82EE5A74BAD34846B639C6E451F724FB 
Acquisition Hash: B3A0366A68F65E0B64E2C0B4EDF110CC 
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 The test case image has 6 image file in a folder. The folder types along with their hash are listed 
below. To generate the hash we use Md5deep tool. 
 
Md5deep is a set of programs to compute MD5, SHA-1, SHA-256. Md5deep was used as it can 
handle recursive operation by examining an entire directory tree. Md5deep can accept known 
hashes and compare them to a set of input files. The hashes for the five images are computed as 
shown in Table 2.  
NO File Name MD5 hash 
1 File1.jpg e5faee69b323608aef127f6d9c933fc1 
2 File2.jpg 0d4935134785b557852acfe2e924699d 
3 File3.jpg 963cd543c7954f9f2059dfef2dbffeff 
4 File4.jpg 959aa1dda097b2429bf9224c6babfaf3 
5 Fileremove.jpg 37c94541c2175e6465bcdbeeffde1d7d 
6 Filehide.jpg 83a2a71fdb52a46e1f3a106a03a9eece 
Table 2: Files for Experiment 
 
As the case file contains all the data any tampering after the collection of evidence (case F) can 
be detected using the function. So the CRC check only runs on case file not the original files.  
The evidence file was validated using file check sum function in encase. This is shown in Figure 
18 below. 
 
 78 
 
In our experiment the original disk is subjected to tampering (Not the case file but Original F: 
disk). Fileremove.jpg was deleted using a Bdel tool which removes files and the associated tool 
as well. Information was hidden in Filehide.jpg 
 
D:\EnCase6\MD5deep\md5deep-3.9.2\TEST >BDel.exe File1.gif.jpg 
D:\EnCase6\MD5deep\md5deep-3.9.2\TEST >BDel.exe BDel.exe 
 
D:\EnCase6\MD5deep\md5deep-3.9.2\TEST>copy /B Filehide.jpg+HIDE.rar Filehide.jpg 
Filehide.jpg 
HIDE.rar 1 file(s) copied. 
 
 
Figure 18: Evidence Verification 
 
A new test case was created (Encase file:F1) using same parameters. The data was acquired to 
this new case file. The evidence file was validated again using file check sum function in encase 
but no error was detected. This is because the CRC test files only checks for tampering of binary 
evidence file (case F1). 
 
Acquire 
Status: Completed 
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Start: 08/25/11 01:23:50PM 
Stop: 08/25/11 01:32:13PM 
Time: 0:08:23  
Name: F1 
Path: D:\F1.E01 
GUID: 87099D08FB230E4F9351730C29E1BBD1 
Acquisition Hash: C521C3A38528EA27D38672407BCBAE26 
 
 
Verify Evidence Files 
Status: Completed 
Start: 08/25/11 01:38:02PM 
Stop: 08/25/11 01:38:22PM 
Time: 0:00:20  
D:\C.E01: 0 Verify errors 
 
 
The first time when we load an evidence file, EnCase will attempt to verify the data added to the 
case. When the data is captured, the checksum information is saved directly to the EnCase 
evidence file. This integrity verification process calculates the checksums in the evidence file 
and flags any data that has been altered. The check only happens in case level.  
 
However inspecting Case F and Case F1 for evidence tampering using the calculated checksum 
we detected files being changed from previous run.  
Filehide.jpg (35def5e25c80d4b1d98e601bfeb16c76) --- New Altered File  
Filehide.jpg (83a2a71fdb52a46e1f3a106a03a9eece) --Old File 
 
One can question what if the hash value was edited?  If that was the case a successful undetected 
AF had taken place and the hypothesis in section 1.1 is a valid concern. Inspecting and searching 
for deleted file in hard disk, we were not able to detect deleted files. Inspecting the hard disk 
showed change in the disk space which suggest that a change has happened.  
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The conclusion of the above experiment is that the current model and procedure fails when same 
evidence is subjected multiple investigations. The tools used for investigation only detect AF at 
certain levels in investigation framework. As discussed in section 2.2, third party should be able 
to examine the evidence agian if requiread and achieve the same result at any time.But the above 
experiment demostrates that its possible to obtain different results during investigation.  This 
highlights a need for a validation method which can identify compromised evidence during 
regular evidence gathering. 
 
4.4.3 The Coroners Toolkit  
 
In this experiment we demonstrate one more data deletion from hard disk. The deleted data is   
attempted to be recovered by using the Coroners Toolkit (TCT) which is a collection of 
programs by Dan armer and Wietse Venema [73] for   analysis of a UNIX system after system 
compromise. TCT captures access patterns of files, and recovers deleted files including 
cryptographic keys from process or from files. 
 The test case was a list of files and folder under the download directory called “casetct”. The file 
permission was changed using standard Linux commands (chmod).One of the commands in the 
TCT tool was executed.  
./grave-robber -d -V -c -E /downloads/casetct/-o RHEL 
All the information about the running system was saved to a file. From the “casetct” directory 
few of the jpg images were deleted using srm command which securely removes files. The 
system was restarted to clear all the memory and running process. The tools in TCT suite 
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“unrm” and “lazarus” was run to try and recover the deleted file. The grave robber tool was run 
again to collect the information about the running system. 
./grave-robber -d -V -c -E /downloads/casetct/-o RHEL-after-file-Del 
 
 
The result: The recovery commands from the tool kit failed to recover the deleted files. The 
comparison of file output of grave-robber utility before and after file deletion shows the system 
state and missing files, which demonstrates that files can be deleted securely and still can remain 
undetected during forensic investigation.  
 
4.4.4 The Network AF  
 
In earlier experiments we demonstrated AF on individual system and in this section we expand 
this to network system. The experiment starts with scanning the network using NMAP and retina 
over a target IP range looking for known vulnerabilities, giving a potential attacker a quick idea 
of what attacks might be worth conducting. We used Retina Network Security Scanner written 
by eEye [74], as it contains all the integrated security and vulnerability management tools needed 
to effectively identify network vulnerabilities .The drawbacks of false positive and false negative 
rates are not considered in this research.  
 
The scan identified vulnerability in each box in the network .A short overview result is shown in 
Table 3. Detailed results are included in Appendix C. Windows 2000 machine recorded 273 
vulnerabilities. This does not imply that there is no vulnerable machine in network but the tools 
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employed didn’t detect it or the vulnerability is not classified at time of this research. An attack 
packet was constructed using metamorph framework and deployed to both XP and Windows 
2000 systems exploiting netapi vulnerability which is shown in Figure 19. The exploit provided 
remote code execution rights in Windows 2000 and in Windows XP.  
Report Summary  
 
 
Scanner Name  Retina     Machines Scanned  1  
 
Scanner 
Version  
5.11.3.2195     Vulnerabilities 
Total  
273  
 
Scan Start 
Date  
06/03/2010     High Risk 
Vulnerabilities  
152  
 
Scan Start 
Time  
23:52:55     Medium Risk 
Vulnerabilities  
64  
 
Scan Duration  0h 1m 52s     Low Risk 
Vulnerabilities  
57  
 
Scan Name  FULL 
SCAN  
   Information Only 
Audits  
26  
 
Scan Status  Completed     Credential Used  6B3459551CAD439098C4B8AD6977FE10 
 
Vulnerable 
Machines  
1     
Windows 2000 scan report 
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Report Summary 
 
 
Scanner 
Name  
Retina     Machines 
Scanned  
1  
 
Scanner 
Version  
5.11.3.2195     Vulnerabilities 
Total  
2  
 
Scan Start 
Date  
07/03/2010     High Risk 
Vulnerabilities  
0  
 
Scan Start 
Time  
00:41:33     Medium Risk 
Vulnerabilities  
1  
 
Scan 
Duration  
0h 12m 25s     Low Risk 
Vulnerabilities  
1  
 
Scan 
Name  
FULL 
SCAN  
   Information 
Only Audits  
1  
 
Scan 
Status  
Completed     Credential 
Used  
289C25B453FC41B7A4A2A68E778201AB  
 
Vulnerable 
Machines  
1     
Linux scan report  
Report Summary 
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Retina     Machines Scanned  1  
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Scanner 
Version  
5.11.3.2195     Vulnerabilities 
Total  
0  
 
Scan Start 
Date  
07/03/2010     High Risk 
Vulnerabilities  
0  
 
Scan Start 
Time  
01:10:54     Medium Risk 
Vulnerabilities  
0  
 
Scan Duration  0h 5m 14s     Low Risk 
Vulnerabilities  
0  
 
Scan Name  FULL SCAN     Information Only 
Audits  
6  
 
Scan Status  Completed     Credential Used  CCFBD62133E24AFF98183FA10417F764 
 
Vulnerable 
Machines  
1     
Windows XP scan report  
Table 3: System Scan Reports 
 
Using the remote execution rights the event logs were deleted in target system. To detect the 
attack we used snort which is a network intrusion detection system (NIDS) and intrusion 
prevention system (NIPS) capable of performing packet logging and real-time traffic analysis on 
IP networks [75]. Snort is an able tool to analyse protocols, search or match  files and  actively 
block or detect a variety of attacks , such as buffer overflows, stealth port scans, web application 
attacks, OS fingerprinting attempts, Virus Trojans and worms attack on network and  can also be 
used for intrusion prevention purposes, by dropping attacks as they are taking place. We 
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Figure 19: Vulnerability Exploit   
 
The attack progress happens with vulnerability selected and each system goes through a cycle of 
forensics and anti forensics process. The diagram clearly shows the relation between forensics 
and anti forensics event happening at the same time. There are nearly 400 exploits in the 
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Figure 20: Experimental Result as MES Diagram    
 
metaspoilt framework which can be deployed to any target in the network which demonstrates 
the fact that anti-forensic activity can always subvert forensics. The diagram in Figure 20 
represents the forensic and anti-forensic activity at every stage of the attack as it progresses. This 
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diagram represents the experiment in logical way on whether anti-forensic activity is possible in 
a network. 
 
4.5 Evidence in Relation to AF 
 
The experiments in above section demonstrate the susceptibility of forensic efforts to anti-
forensics attacks. The experiment in section 4.4.1 successfully demonstrated AF activity and so 
any evidence collected will have no legal value where AF activity is demonstrated. The 
experiment in section 4.4.2 demonstrated AF but the current procedures (MD5) detected the AF 
activity and the evidence collected can be considered as circumstantial evidence. In our 
experiment circumstantial evidence would be the image file from the system where AF is 
detected but the compromise was not successful. So the circumstance surrounding the 
investigation will determine the legal validity of evidence. The network AF experiment showed 
partial AF detection as it failed to identify deleted logs but successfully detected intrusion. The 
evidence collected in this experiment will be evidence of 'intent' as the intention of the person 
compromising a system is usually a matter to be determined by inference.  
The current method of detection of AF is not rigorous and systematic. There is a need to detect 
anti-forensic activity to clarify the doubt surrounding the evidence and this research proposed 
one such model. 
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4.6 Summary 
 
In this chapter, the need for a validation (meta-forensic) model was established. This was done in 
three main sections. In the first section, the testing framework was explained going through the 
NIST CFTT and Brian Carrier’s DFTT.  A combination method between the two was reached. 
The second section demonstrated that AF is possible in individual and networked system. The 
combination method used tools like secure remove, encase and the coroners toolkit which 
themselves lacked functionality and failed to detect AF. The last section addressed the need for a 
validation model looking at sort. The tools installed in the system provided useful insight of 
usability, status and features but lacked logical functionality to validate any evidence tampering. 
The experiment in section 4.4.2 demonstrated lack of functionality of forensic tools. The 
experiment also demonstrated the level of confidence in srm and encases tools. This confidence 
is a perceived confidence by use of the tools for a given situation. 
 
The experiments also looked at evidence in legal perspective and its relation to AF. If it can be 
shown that when a success AF activity has taken place the evidence is court becomes invalid. 
The later part of experiments shows identification of vulnerabilities on a system requires only the 
knowledge of the tools, it does not require the knowledge of Internet protocols, programming 
language or anything else. Compromise of such systems is practically possible, because the body 
of knowledge to be searched is freely available. Also this knowledge is updated constantly. 
Vulnerabilities when exploited successfully question the validity of evidence. To address this 
issue we propose the meta-forensic techniques to validate the data. The rest of this thesis will 
attempt to address this issue. 
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CHAPTER 5: THE META-FORENSIC MODEL 
 
 
5.1 Classification 
 
The experiment in the previous chapter attempted to demonstrate the threat to digital evidence 
integrity by anti-forensic activity. The research problem is intended as a statement of the 
compromise to digital evidence irrespective of detection of an anti-forensic attack. The point is 
that the validity of digital forensic evidence is contingent upon meta-forensic methods (meta-
forensic is considered to be counter-anti-forensic). The vulnerabilities to anti-forensic attacks fall 
into one of four categories as shown in Table 4. Rodgers [76] classified anti-forensics into: 
 
Data hiding  (D) 
• Root kits (D-r) 
• Encryption (D-e) 
• Steganography (D-s) 
 
Obfuscation (OB) 
• Log cleaners (OB-l) 
• Spoofing (OB-p) 
• Misinformation (OB-m) 
• Zombied accounts (OB-z) 
• Trojan commands (OB-t) 
Artifact wiping (W) 
• Disk cleaner (W-d) 
• Free space and 
memory cleaners (W-
c) 
• Prophylactic (W-p) 
 
Attacks against the tools(AT) 
• File signature altering (AT-a) 
• Hash fooling (AT-h) 
• Nested directories (AT-n) 
 
Table 4: Anti-Forensic Categories 
 
The anti-forensic categories are labelled as D, OB, W and AT for the purposes of the research 
presented in this thesis. We now define additional subcategories as shown in Table 5. A 
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nomenclature is developed to group the anti-forensic sub categories so they can be easily 
identified. 
Root kits (D-r) 
 
• Persistent Root kits (D-r-pr) 
• Memory-Based Root kits (D-r-mr) 
• User-mode Root kits (D-r-ur) 
• Kernel-mode Root kits (D-r-kr) 
 
Encryption (D-e) 
•Symmetric encryption (D-e-s) 
•Asymmetric encryption (D-e-as) 
 
 Steganography (D-s) 
• Data hiding (D-s-dh) 
• Document Marking (D-s-dm) 
• Watermarking (D-s-wm) 
•  Fingerprinting (D-s-fm) 
 
Table 5: Anti-Forensic Sub Categories 
 
Capital letters are used for main category. Sub-categories are denoted using hyphen and lower 
case letters.  
There are thousands of identified virus Trojans and security compromises. These have already 
been categorised by antivirus vendors [77, 78, 79]. All of these fall under one of the above 
categories. The classification can always be extended to new categories. We use Rogers’s 
classification and extend it to sub categories because model construction requires computation 
and the classification helps us to analyse results at every stage of decision making. Classification 
can show AF activity at higher level which can apply to a set of categories when classified and 
can be drilled down to sub categories if required to better understand the AF attacks. We require 
a baseline to start our model and classification forms a baseline for it. 
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 Now that anti-forensic activity has been further classified, this chapter will begin looking at the 
components for a meta-forensic process. 
 
5.2 Decision Tree 
 
To achieve evidence validation using meta-forensics, evidence is validated at each step of the 
evidence gathering process using a decision tree. Identifying anti-forensic behaviour is important 
to determine if evidence is compromised. Identifying the chain of events leading up to the anti-
forensic behaviour and then modelling relationships between these events is required to 
demonstrate if AF activity had taken place. This is not sufficient to validate evidence so we 
extend this by proposing the decision tree concept. 
 
There may be problems validating evidence using standard probability theory and binary logic 
because of the range of questions that would have to be answered before the analysis could even 
begin. For example 
Compromising security by replacing a file is classified as a hack and no attempt has been made 
to suppress the evidence. So by our definition in section 1.6 we do not classify this as anti-
forensic activity as no attempts to conceal the evidence had taken place. This leads us to what is 
the probability the examiner will detect this compromise during forensic investigation? If the 
examiner failed to detect this hack a new condition arises outside our AF definition. In this 
scenario the concept of decision tree is helpful. The concept of a hack can be expressed as an 
equation in binary form. The binary value will only have two sets of condition and to state our 
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decision tree a multi valued approach is required. AF activity can be expressed as qualitative and 
quantitative way. Hence the AF concept cannot easily be defined by classical logic so 
combination of classic logic and fuzzy logic is used to develop a mathematical model of AF 
activity and to analyse the issues associated with the application of the model.   
 
Anti-forensic activity should be thought of as an object with various attributes [80]. As we move 
into validating its attributes, the decision-making process becomes problematic. In classical 
logic, the law of bivalence states that every proposition is either true or false. But anti-forensic 
detection requires the measurement of intermediate degrees of truth .In section 1.1 we discussed 
the presence of tools can establish AF which is not true or false as these tools are also used for 
privacy management and can be part of normal system operations.  Thus, meta-forensics needs to 
employ fuzzy sets and fuzzy logic [81].  
 
Using As shown in Figure 21, using the labelling defined in tables from section 4.1, the top of 
the tree represents the anti-forensic categories and the child trees represent subcategories which 
map to threat analysis. The subcategories are further divided into specific known vulnerabilities 
using Threat Assessment Methodology (TAME) [82]. Our model is extensible, new nodes can be 
added as and when new forms of tools or methods are discovered. The number of nodes and sub-
nodes under each category is split into logical levels to make it easy to interpret the results. 
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Figure 21: Anti-forensic activity tree 
 
 
 
5.2.1 Level Depth 
 
From the figure above we can see that there are three levels at which the anti-forensic 
subcategories are classified. We refer to this as depth. Level 1 is the top classification of anti-
forensic categories. Level 2 and level 3 are subcategories. For anti-forensic activity to be in a 
level and category it has to satisfy certain conditions. One can question what if a tools or anti-
forensic attacks fall under both the categories? For example disk cleaner is hidden inside a image 
file which wipes areas of a disk .Do we classify it under Data Hiding (D) or Artifact wiping (W). 
In this thesis research we classify it according to its order of discovery.  
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From Vulnerability Tree Model framework section 3.16 vulnerabilities were classified as a result 
of the relationship between vulnerabilities and the techniques used to exploit them by using 
codes was demonstrated in section 4.4.4. A malicious code attaches itself to a program or file 
enabling it to spread from one computer to another. The characteristics of this code is almost 
always that it attaches itself to an executable file, which means the it may exist on a computer 
but it actually cannot infect the computer unless a program is run or open. This characteristic is 
well defined for a computer virus. So we classify this under OB as level 2 data. If this virus has a 
malicious pay load and is a known Trojan we can classify it under level 3.   
 
5.3 The Measurement and Perception Based Information 
 
The Measurement Based Information (MB) is derived from known sources and previous 
knowledge. As the name suggests, measurement based information is obtained by measurement 
and has a quantitative value. Various factors influence the measurement based information such 
as hardware, software, network connectivity, binaries, ports, default install location etc. The MB 
value is derived from a consolidation of individual measurements, the details of which were 
shown below. 
Examples of Measurement Based Information include: 
• Number of malicious payloads. 
• Number of corrupted files. 
• The number of files that have had their ordering changed according to the timestamp on the 
file. 
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For a given node MB and PB values are required components of meta-forensic model to detect 
AF. Shown below in Figure 22 is the classification of node information. 
 
Figure 22: Node information classification 
Perception Based information (PB) is information perceived by the investigator or a computer 
security officer. This value is determined from the analysis of similar previously investigated 
cases. The perceived value is an objective measurement and it is unlikely that any two cases will 
be exactly alike but the basic similarities always exist. However, we try to determine a 
meaningful value for PB information from the information obtained from past experience. The 
PB value is based on the difference between the normal system operation and the perceived 
change. The values contributing to PB information are qualitative. To determine the PB value 
one should understand a normal system operation. From our experiments in the previous chapter 
we consider normal system operation as a clean build machine before the forensic and anti 
forensic tools are deployed.   Examples of Perception Based Information include: 
• Considerations of hardware, operating system and software used in system.   
• Considerations of Forensic tools (FTK, Encase) used to detect AF activity compared to 
intrusion prevention tools (firewalls, anti–virus software) used to prevent the AF activity. 
• Considerations of the access control mechanism used in system before and after the system 
after the incident. 
 97 
 
 The considerations may seem like a quantitative measure but we consider reliability, usability of 
the tools, hardware, and software and access control mechanism by the confidence level it 
produced during our experiment in chapter 4. 
 
5.4 Assigning Weights 
 
The classified information above (MB and PB) is based on quantitative and qualitative measures 
respectively. To obtain results we use reasoning approaches discussed in Section 3.17.  The 
result is obtained by assigning the weights to the events. The conditions that an event must 
satisfy to justify its assigned value are illustrated in Table 5 below. The weight of an individual 
event condition is given as a number between 0 and 10 where 0 is clearly defined as no access to 
the system and 10 represents a complete change in the system. Our logic is not just limited to 
choose 0 to10 but can take values of 0 to 100 or 0 to1000 as this is only a logical representation 
of the facts. The weight given to an event is logically related to the capabilities, qualities and the 
resources that it already possesses or can acquire in the future. Assigning a weight to an event 
condition is a one of process which can be later fed into a large database to be integrated into 
high level working model. 
 
Figure 23 shows how to assign weights. Before assigning the weights the events are listed across 
a weight line for each node and the person assigning the weights starts the assignment process by 
considering the conditions of the events. The conditions are logical reasoning which was 
discussed in literature. The conditions determine the weights given to the events. The events can 
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be assigned individual weights or can be paired with other events and the pair assigned a weight. 
An example of such a pairing is the number of malicious payloads and consideration of forensic 
tools used compared to the number of intrusion prevention tools used. The conditions the events 
satisfy, such as the number of system log files being deleted every time a computer boots up is 
comparable to normal system operation and the number of people having access to the system 
prior to the incident is average, determine the weight assigned. An overall weighting is given to 
the combined effect of the events and the combination of the events weights. 
 
Figure 23: Assigning weights for a node 
We now justify why we arrive at a particular value for a particular event. Table 5 was decided 
upon by reasoning as it involves moving from a set of specific facts to a general conclusion. The 
possibilities which are included in table are to illustrate the logic where the weights can only take 
integer values. As shown below, measurement and/or perception based values can determine the 
weight assigned to an event condition. 
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To justify the weight assigned for a given node, we consider the analysed system node as an 
Extended Finite State Machine. So for the system state to change a set of triggers need to happen 
and the trigger conditions are events shown in Table 5. Both the quantitative and qualitative 
aspects have been considered so that justification of an event being low, medium or high can be 
explained. 
 If condition {No malicious payloads, No access to system. No change in file structure} is true 
then No change in system state. 
If condition {No malicious payloads, No access to system. No change in file structure} is false 
then the conclusion is system state is changed. 
So the logical Weight value for a No state is 0 and for a Yes state can be between 1 and 10. 
If condition {All Log files deleted, All security permissions changed, All access to system 
changed} is true then the assigned logical Weight value is 10. 
 Now to assign a value between 1 to 9 we backtrack and analyse what caused the incident? This 
leads us to approach 3 sections 3.17.3 on literature, attack trees and Vulnerability tree reasoning 
where we traverse down the tree to understand the event occurrence. The event occurrence can 
be one or more of the following: 
Use new Method OR Use Existing Method  
Develop own attach codes AND, OR Obtain Attack codes from Target person. 
The above conditions are either possible or difficult. This leads us to approach 4 sections 3.17.4 
to question the logic in approach 3 Why/Because new method was used instead of existing 
method and the cause and effect of it. 
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Causes {what caused the node incident to happen? software, hardware} Effects of it in system.  
The above reasoning approach determines the assigned weight. It is possible to code the weights 
and descriptions by constructing a WB graph approach discussed in literature. A WB graph is 
shown in Figure 24. To justify the assigned weight for a given event we summarize the above 
logic.  
 System state – Extended Finite State Machine.  
 Trigger Events – The MB PB value. 
 Logical Decision – Justification for assigning weight. 
 Effects – Software, Hardware, and Access control effects. 
 
Figure 24: WB reasoning for a node 
 
The evidence is in the form of characteristics which are exhibited in the form of events.The 
cause of this event leads us to the effects and the logical combination of cause effect ,why/ 
because, an incident happens determines the weight value. A classical example will be to mark 
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an oral presentation for group of students.The judges determine the scores which is a numeric 
value based on the performance of the candidates. 
 
WEIGHTS 
VALUE 
W  
EVENT CONDITIONS  
0 
 
 
 
No malicious payloads, No access to system. No change in file structure. 
Considerations of deleted files compared to normal system operation are low.  
1 Number of malicious payloads is 2. Number of accesses to system is 3, and 
Number of file structure changes is 1. Considerations of deleted files compared to 
normal system operation low. 
2 Number of malicious payloads is 3. Number of files that had their ordering changed 
is 5. Considerations of people having access to the system before and after incident 
are low. 
3 Number of malicious payloads is 6. Number of files that had their ordering changed 
is 7. Considerations of people having access to the system before and after incident 
are low. 
4 Number of malicious payloads is 7. Number of files that had their ordering changed 
is 6. Considerations of people having access to the system before and after incident 
are high. 
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5 No malicious payloads, No access to system. No change in file structure. 
Considerations of deleted files compared to normal system operation are high. 
Considerations of forensic tools used to detect the activity are low and the 
prevention tools used to prevent the activity is low. 
6 Number of accesses to the system is 10, and Number of file structure changes is 9. 
Considerations of forensic tools used to detect the activity and the prevention tools 
used to prevent the activity are low. Considerations of people having access to the 
system before and after incident are high. 
7 Number of accesses to the system is 12, and Number of file structure changes is 11. 
Considerations of forensic tools used to detect the activity and the prevention tools 
used to prevent the activity are low. 
8 Number of access to system is 18, and Number of file structure changes is 15. 
Considerations of forensic tools used to detect the activity and the prevention tools 
used to prevent the activity are low. 
9 All Log files deleted. All security permissions changed. Considerations of deleted 
files compared to normal system operation are high. 
10 All Log files deleted. All security permissions changed. Considerations of deleted 
files compared to normal system operation are high. Considerations of forensic 
tools used to detect the activity are low and the prevention tools used to prevent the 
activity are low. 
Table 5: Logically assigning weights 
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The outcome of the performance is to impress the judge but one or more  bits during 
performance(the charecteristics or properties) influence the judge to arrive at a conclusion. In 
short they are following a WB analysis to arrive at a value. Similarly the events surrounding the 
anti-forensic activity and the cause effect  interrelationship between  the events determines the 
weight. If two different examiners are asked to mark  this weight  the result might vary .However 
what we are trying to establish is a method to determine the weights.Once the method is worked 
out we can create a standard for known anti-forensic activity. The same concept is used above to 
determine the value.The presence of evidence linking to the file determines the value.One can 
argue that the data provides us with evidence for the numbers and the evidence is exhibited in 
form of data but the question of detecting unknow AF or validating the data is only possible 
when repereset in numbers and  logically analysed. Also during investigation this process can 
quickly guide an forensic investigation to the suspected AF activity. This process can be 
automated using an algorithm which can be programmed in any high level language. 
 
<WEIGHT VALUE NODEID="eg:D-r-pr"> 
           <COUNTERFACTUAL REASONING> 
                        LOAD MB, PB  
         <Approach 1> 
     EFSM, Backtracking  
  <Result> 
<CONFIDENCE>                  
    <Low> </Low> 
        <Medium></Medium> 
        <High></High> 
</CONFIDENCE> 
   </Result> 
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   </Approach 1> 
                   <Approach 2> 
               Representation in MES  
     <Result> 
<ATTACK PROGRESSION> 
        <Time> 
    </Time> 
</ATTACK PROGRESSION> 
 
   </Result> 
                   </Approach 2> 
              <Approach3> 
   Vulnerability tree reasoning  
    </Possible> 
     YES, NO 
    </Possible> 
    </Difficult> 
     YES, NO 
    </Difficult> 
      <Result> 
<CONFIDENCE> 
       <Low> </Low> 
       <Medium></Medium> 
       <High></High> 
</CONFIDENCE> 
      </Result> 
    </Approach3> 
       <Approach4> 
                      Causes----- Nodes (AND, OR) ----Effects  
      </Approach4> 
<WEIGHVALUE> Integer </WEIGHTVALUE> 
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</COUNTERFACTUAL REASONING> 
</WEIGHT VALUE NODEID> 
 
5.4.1 Node Value after assigning weights 
Once the weights of all the events associated with a given node have been determined, the node 
value can be determined. This is an overall weighting based on the event weights. There is no 
restriction on the number of weights generated from specific events as an event may influence 
the overall weighting of several node values. The more event values we have the error on the 
system minimises. The assigned weights are stored in SQL database and can be expanded for 
future use. The reasoning applied in this research to set weights might differ from person to 
person depending on their knowledge and expertise in the subject. But this is a onetime activity 
and the more experts assigning the system weights can improve the system further. This area of 
data collection forms a new research area. Once the weights for a given node have been 
determined the sum of the weights gives us the node value. 
 
ܹ ൌ ܹ݄݁݅݃ݐ	ܸ݈ܽݑ݁ 
ܰ݋݀݁	ݒ݈ܽݑ݁	݂݋ݎ	D െ r െ pr ൌ෍W୧
௡
௜ୀଵ
 
 
The node value is used to determine a fuzzy value for the node which may be Low, Medium or 
High. The value assigned depends on number of weights contributing to the node value. If the 
maximum value a node can take is 100 in our opinion we then classify low as a node value 
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between 0 and 33, medium as a node value between 33 and 66, and high as a node value between 
66 and 100. In future when the system expands if the maximum value a node can take is 1000 in 
our opinion we then classify low as a node value between 0 and 333, medium as a node value 
between 333 and 666, and high as a node value between 666 and 1000. 
 
5.4.2 Fuzzy Universal Set 
 
The above process is explained as follows. 
Node Leaf ------- MB, PB Value ------Weight Value (W) --------Low, Medium, High  
After deriving the fuzzy value (Low, Medium, High) of each node in the tree the relationships 
between the nodes are determined using fuzzy logic. We denote a vector whose elements are the 
weights assigned to the actual conditions of the events being used to analyse a particular system.  
 
Define a universal fuzzy set: S = set of all possible vectors s for a particular analysed system. In 
our case, every instance of s has to result in one of three fuzzy values, namely, low (L), medium 
(M), or high (H) being assigned to each node of the analysed system. If in a particular case we 
have only two nodes, D-r-pr and D-r-mr.  
߮ܮሺ஽ି௥ି௣௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݌ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܮ݋ݓሽ 
                         ߮ܯሺ஽ି௥ି௣௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݌ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܯ݁݀݅ݑ݉ሽ 
߮ܪሺ஽ି௥ି௣௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݌ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܪ݄݅݃ሽ 
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߮ܮሺ஽ି௥ି௠௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ݉ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܮ݋ݓሽ 
                        ߮ܯሺ஽ି௥ି௠௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ݉ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܯ݁݀݅ݑ݉ሽ 
߮ܪሺ஽ି௥ି௠௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ݉ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܪ݄݅݃ሽ 
Then in effect we have two sets ߮ሺܦ െ ݎ െ ݌ݎሻ and߮ሺܦ െ ݎ െ݉ݎሻ, to consider. We can 
partition these sets as above. 
We have two nodes each taking one of the three possible fuzzy values of low, medium, or high 
as a result of the weighting and weight summing process. To describe the perception of anti-
forensic activity on a node, we describe the perception of high, medium, and low, respectively, 
as being anti-forensic activity is very likely, likely, and unlikely respectively. Very likely, likely, 
and unlikely are defined linguistic variables in fuzzy logic [83]. This information can be 
represented as an ordered pair using Zadeh’s principals [84, 85, and 86]. For the case considered 
we would have the description: 
 
AF activity: ((very likely, high activity), (likely, medium activity), (unlikely, low activity)). 
 
5.5 Operations 
 
The above statements can be extended to fuzzy unions and intersections of nodes to highlight the 
anti-forensic activity on the system. The equations given are based on event weights described in 
table 5 section 5.4 and Figure 24 (WB reasoning for nodes).Within an event there are associated 
characteristic  each of which provides a weighing event for making a decision and guide us 
towards the degree of confidence. We use a rating scale to compare between nodes. The 
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The union and intersection used here helps us to express the event occurrence. The intersections 
are combined by min and union by max operation and the outcome is expressed as unlikely, 
likely and very likely depending on low, medium and high activity. This operation does not 
strictly adhere to the set theory principals as we do not consider the null sets, but we use this as a 
mere form of expressing the event outcome.  
ܯܫܰ൫߮ܮሺܦ െ ݎ െ ݌ݎሻ, ߮ሺܦ െ ݎ െ ݉ݎሻ൯	then	ܷ݈݈݊݅݇݁ݕ 
ܯܣܺ൫߮ܮሺܦ െ ݎ െ ݌ݎሻ, ߮ሺܦ െ ݎ െ݉ݎሻ൯	then	ܷ݈݈݊݅݇݁ݕ 
 
5.6 Modelling the Anti-forensic Activity 
 
An effective anti-forensic system should possess the following qualities: 
1. The ability to translate the above steps into programmable steps. 
2. A capacity for the process to be automated and minimum intervention by the investigator. 
3. An ability to add new input variables for future analysis independently of the current MB and 
PB approach. 
4. The flexibility to print the output results in any form for easy interpretation. 
5. The ability to model multi-stage anti-forensics systems like anti-anti forensics systems. 
6. The ability to translate between logged data and an actual event in a one-to-one fashion. 
7. The system should be easily implemented using any practical methodology. 
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A working model designed using Matlab is shown in Figure 25 for a level 3 node. There are 18 
membership rules in terms of the likelihood of fuzzy unions and intersections considered for this 
particular case which have been given in section 5.2.  
In this case, every instance of s has to result in one of three fuzzy values, namely, low (L), 
medium (M), or high (H) being assigned to each node of the analysed system. .We have four 
nodes, D-r-pr ,D-r-mr,D-r-ur and D-r-kr. Then in effect we have four sets ߮ሺܦ െ ݎ െ ݌ݎሻ 
	߮ሺܦ െ ݎ െ ݉ݎሻ 	߮ሺܦ െ ݎ െ ݑݎሻ ߮ሺܦ െ ݎ െ ݇ݎሻ, to consider. We can partition these sets as 
follows: 
߮ܮሺ஽ି௥ି௣௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݌ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܮ݋ݓሽ 
        ߮ܯሺ஽ି௥ି௣௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݌ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܯ݁݀݅ݑ݉ሽ 
߮ܪሺ஽ି௥ି௣௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݌ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܪ݄݅݃ሽ 
 
߮ܮሺ஽ି௥ି௠௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ݉ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܮ݋ݓሽ 
      ߮ܯሺ஽ି௥ି௠௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ݉ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܯ݁݀݅ݑ݉ሽ 
߮ܪሺ஽ି௥ି௠௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ݉ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܪ݄݅݃ሽ 
 
߮ܮሺ஽ି௥ି௨௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݑݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܮ݋ݓሽ 
       ߮ܯሺ஽ି௥ି௨௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݑݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܯ݁݀݅ݑ݉ሽ 
߮ܪሺ஽ି௥ି௨௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݑݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܪ݄݅݃ሽ 
 
߮ܮሺ஽ି௥ି௞௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݇ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܮ݋ݓሽ 
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                        ߮ܯሺ஽ି௥ି௞௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݇ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܯ݁݀݅ݑ݉ሽ 
߮ܪሺ஽ି௥ି௞௥ሻ ൌ ሼݏ ∈ ߮ሺܦ െ ݎ െ ݇ݎሻ ∣ ݏ	݃݁݊݁ݎܽݐ݁ݏ	ܽ	ݒ݈ܽݑ݁	ܪ݄݅݃ሽ 
 
Figure 25: Working model showing anti-forensic activity for a level 3 node 
 
	
 If ߮ܮሺ஽ି௥ି௣௥ሻ ∩ ߮ܮሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely  
If ߮ܮሺ஽ି௥ି௣௥ሻ ∩ ߮ܯሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely 
If ߮ܮሺ஽ି௥ି௣௥ሻ ∩ ߮ܪሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely 
 
If ߮ܯሺ஽ି௥ି௣௥ሻ ∩ ߮ܮሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely 
If ߮ܯሺ஽ି௥ି௣௥ሻ ∩ ߮ܯሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely 
If ߮ܯሺ஽ି௥ି௣௥ሻ ∩ ߮ܪሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely 
 
   If ߮ܪሺ஽ି௥ି௣௥ሻ ∩ ߮ܮሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely 
If ߮ܪሺ஽ି௥ି௣௥ሻ ∩ ߮ܯሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Likely 
If ߮ܪሺ஽ି௥ି௣௥ሻ ∩ ߮ܪሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Likely 
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If ߮ܮሺ஽ି௥ି௣௥ሻ ∩ ߮ܯሺ஽ି௥ି௠௥ሻ ∩ ߮ܯሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely 
        If ߮ܮሺ஽ି௥ି௣௥ሻ ∩ ߮ܪሺ஽ି௥ି௠௥ሻ ∩ ߮ܪሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Very Unlikely 
 
If ߮ܯሺ஽ି௥ି௣௥ሻ ∩ ߮ܮሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely 
If ߮ܯሺ஽ି௥ି௣௥ሻ ∩ ߮ܯሺ஽ି௥ି௠௥ሻ ∩ ߮ܯሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Likely 
       If ߮ܯሺ஽ି௥ି௣௥ሻ ∩ ߮ܪሺ஽ି௥ି௠௥ሻ ∩ ߮ܪሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Very Likely 
 
   If ߮ܪሺ஽ି௥ି௣௥ሻ ∩ ߮ܮሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely 
If ߮ܪሺ஽ି௥ି௣௥ሻ ∩ ߮ܯሺ஽ି௥ି௠௥ሻ ∩ ߮ܯሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Likely 
         If ߮ܪሺ஽ି௥ି௣௥ሻ ∩ ߮ܪሺ஽ି௥ି௠௥ሻ ∩ ߮ܪሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Very Likely 
 
If ߮ܮሺ஽ି௥ି௣௥ሻ ∪ ߮ܮሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely  
If ߮ܮሺ஽ି௥ି௣௥ሻ ∪ ߮ܯሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Likely 
If ߮ܮሺ஽ି௥ି௣௥ሻ ∪ ߮ܪሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Likely 
 
If ߮ܯሺ஽ି௥ି௣௥ሻ ∪ ߮ܮሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely 
If ߮ܯሺ஽ି௥ି௣௥ሻ ∪ ߮ܯሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Likely 
       If ߮ܯሺ஽ି௥ି௣௥ሻ ∪ ߮ܪሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∩ ߮ܮሺ஽ି௥ି௞௥ሻ then Very Likely   
If ߮ܮሺ஽ି௥ି௣௥ሻ ∪ ߮ܮሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∪ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely  
If ߮ܮሺ஽ି௥ି௣௥ሻ ∪ ߮ܯሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∪ ߮ܮሺ஽ି௥ି௞௥ሻ then Likely 
If ߮ܮሺ஽ି௥ି௣௥ሻ ∪ ߮ܪሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∪ ߮ܮሺ஽ି௥ି௞௥ሻ then Likely 
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If ߮ܯሺ஽ି௥ି௣௥ሻ ∪ ߮ܮሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∪ ߮ܮሺ஽ି௥ି௞௥ሻ then Unlikely 
If ߮ܯሺ஽ି௥ି௣௥ሻ ∪ ߮ܯሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∪ ߮ܮሺ஽ି௥ି௞௥ሻ then Likely 
       If ߮ܯሺ஽ି௥ି௣௥ሻ ∪ ߮ܪሺ஽ି௥ି௠௥ሻ ∩ ߮ܮሺ஽ି௥ି௨௥ሻ ∪ ߮ܮሺ஽ି௥ି௞௥ሻ then Very Likely   
 
The anti-forensic results are analysed for each logical level in the tree. As the node increases the 
combination between them become larger to intemperate as equations .The above equation only 
shows some of the intersection between the nodes and a combination of union and intersection is 
possible. So in order to minimize the complexity  the values (Low, Medium, High), union and 
intersection between nodes  each node are analysed using a commonly used fuzzy inference 
technique known as  the Mamdani’s Method using ‘min-max' operat ion. However, we are not 
restricted to using the Mamdani’s Method and other fuzzy logic methods can also be used to 
derive the same result. The Mamdani’s Method was adopted because of ease of use and 
implementation. The code used to design the system is shown in Appendix E. 
 
For a given value of each node the anti-forensic activity graph varies between unlikely and likely 
for the input range of 0 and 100. The result is shown below as a surface graph which shows the 
likeliness of the anti-forensic activity on level 3 nodes.
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Figure 26: AF activity result for level 3 nodes 
 
The dark blue colour in the first heat map shows AF activity for Node D-r-pr compared with D-r-
mr .Nearly 50% of the AF activity is shown for the D-r-pr node. The lighter yellow shows no AF 
activity. Around 60% range there is a overlap which shows the comparison of both nodes taken 
together for the AF activity. Similarly in second heat map node D-r-kr shows more AF than node 
d-r-mr.  
The same procedure is repeated for level 2 and level 1 nodes. MB and PB values for the parents 
are derived in the same manner as for child nodes, however, the weights differ according to the 
MB and PB used for reasoning. Hence, new node values have to be derived for different 
categories using similar logic and results analysed. This is discussed in an example in Section 
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5.7. The results obtained in level 1 and level 2 have less depth than those in level 3. The result of 
all the levels shows us the fuzzified output of anti-forensic activity of the entire system as shown 
in Figure 27. The results are spread between likely to unlikely forensic activity in the given 
system. 
 The representation shown on Figure 26 only helps forensic investigators to focus their attention 
more on areas showing AF activity. This will not be admissible in court of law as it’s only a 
component to demonstrate the AF activity. The overall validity of evidence   at all levels shown 
in Figure 28 and Figure 29 can be used to demonstrate the confidence in evidence gathered.  
 
 
Figure 27: Anti-forensic activity result for all nodes 
 
5.7 Model Application Case1 
 
As an example, we take the case of a financial fraud committed via email against a large 
corporate will demonstrate how it works. The case is decomposed into the following sections in 
order to simplify presentation. 
 Complaint received by investigation officer. 
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 Undercover operation. 
 Meta-forensic approach taken. 
 Evidence gathering and analysis of case. 
 Result and conclusion. 
 
The system administrator received complaints from a number of users about spam email from a 
person who claimed that their paid subscription will be free for life if a onetime payment of an 
amount is made in cash in a plain envelope at a designated place. The email claimed that the user 
can confirm their subscription details online and via customer services before dropping off the 
cash and only make a payment after the system is updated for lifetime online membership. It also 
claimed if the money is not received as said the system will revert back to original state and 
everyone involved should pretend that the incident never happened. As the case involved 
someone’s claim to change member’s subscription without authorisation it was decided to 
investigate the claim. 
 
The case unfolded over the course of several days and the system administrators started tracking 
the network and IP of the email. The headers of the original emails were analysed. It was clear at 
this stage that the email had come from the internal network via a newly created hotmail account. 
The internal IP address of the originator computer was detected in email headers and the hotmail 
profile creation date matched the date the incident was reported.  All traffic from the subnets 
concerned was monitored. The number of people visiting hotmail from the subnet range was 
tracked for last six months from access logs in network. An undercover operation was planned 
and one of the users was asked to respond to the email. As the email communication started the 
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username and computer which was used to send the email reply was identified. Forensic 
investigators were called in and the evidence from the computer was gathered. 
 
The evidence gathered was in form of log files from the workstation, server, and network 
showing the activity of the user. At this stage the owner of the computer was confronted with the 
evidence but did not accept responsibility for this incident and claimed that the evidence had 
been fabricated. His defence was someone had been hiding a malicious program which caused 
this incident. An AF approach was applied to strengthen the evidence gathered at various stages 
of investigation. It was decided to look for data hiding and wiping software which would have 
compromised user accounts. As this stage it did not limit us to run other AF detection but as the 
claim was only for data hiding and wiping it was decided to just try the two node approach .  
 
 From the anti-forensic activity tree shown in Figure 21 Section 5.2 the data hiding (D) and 
artifact wiping (W) node was analysed for this case. The perception based (PB) and 
measurement based (MB) inputs for the data hiding nodes are as follows: 
 
Measurement Based Information (MB): 
• New directories created not associated with any programs= 12. 
• Backdoor entry programs= 0. 
• Corrupted access log files =1. 
• Files that have had their ordering changed according to the timestamp on the file =1. 
Perception Based Information (PB): 
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•Consideration of hits to security/hack tools website compared to normal hit during the same 
period. 
•Consideration of Temp files deleted just after the email correspondence was high compared to 
normal system operation. 
•Consideration of access to membership data using admin account was high compared to normal 
system operation.  
•Consideration of access to the email system was high compared to normal system operation.  
We now have 8 conditions to be analysed for a data hiding node. The same MB and PB 
information can be used for level 2 and level 3 for data hiding node and sub nodes. 
The perception based (PB) and measurement based (MB) input for the artifact wiping nodes are 
as follows: 
 
 
Measurement Based Information (MB): 
• Deleted system files from an operating system=0. 
• File system signatures to determine if the file system was wiped=1. 
• Corrupted access log files=2. 
• Free bytes available compared to normal system resource=12gb. 
 
Perception Based Information (PB): 
•Consideration of types of disk wiping tools used compared to other software installed. 
•Consideration of Temp files deleted just after the email correspondence was high compared to 
normal system operation. 
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•Consideration of deletion of membership data logs using admin account immediately after the 
incident.  
•Consideration of free disk space in system was high compared to normal system operation. 
•Consideration of cpu and memory usage of system was high compared to normal system 
operation.  
We now have 9 conditions to be analysed for an artifact wiping node. We analyse the MB and 
PB information and we derive the weights for the nodes at each level. This is shown in Table 
below. The sum of all individual weights determines the weight of any particular node. The node 
value can be Low, Medium or High. To justify the weight assignment we follow the logical 
approach discussed in section 5.4 and literature review. 
 
<WEIGHT VALUE NODEID = D-r-pr> 
           <COUNTERFACTUAL REASONING> 
                        LOAD MB, PB (Number of corrupted access log files =1,considering access to 
membership data using admin account during that period  was high compared to normal system 
operation) 
         <Approach 1> 
     EFSM, Backtracking  
  <Result> 
<CONFIDENCE access to membership data  >  
<Low> NO</Low> 
<Medium>NO </Medium> 
        <High> YES </High> 
</CONFIDENCE> 
   </Result> 
   </Approach 1> 
                   <Approach 2> 
               Representation in MES (The time it took for the event to 
happen)  
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     <Result> 
<ATTACK PROGRESSION> 
        <Time> 2 Seconds</Time> 
</ATTACK PROGRESSION> 
   </Result> 
                   </Approach 2> 
              <Approach3> 
   Vulnerability tree reasoning  
    </Possible> 
    New method used NO 
    </Possible> 
</Possible> 
    Existing method used YES 
    </Possible> 
    </Difficult> NO</Difficult> 
      <Result> 
<CONFIDENCE> 
       <Low> NO</Low> 
       <Medium>NO</Medium> 
       <High>YES</High> 
</CONFIDENCE> 
      </Result> 
    </Approach3> 
       <Approach4> 
Software error, Bug in system, Configuration issues----- Nodes (AND, OR) ----Log File Change   
        </Approach4> 
<WEIGHVALUE>  “1” </WEIGHTVALUE> 
 
</COUNTERFACTUAL REASONING> 
</WEIGHT VALUE = D-r-pr > 
We use similar reasoning to arrive at a weight value for both the Nodes for various events. 
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D െ r
െ pr
ൌ෍W୧
௡
௜ୀଵ
 
D െ r
െ mr
ൌ෍W୧
௡
௜ୀଵ
 
D െ r
െ ur
ൌ෍W୧
௡
௜ୀଵ
 
D െ r
െ kr
ൌ෍W୧
௡
௜ୀଵ
EVENTS  
0 0 0 0 Number of backdoor entry programs= 0 and 
considering Number of deleted system files from 
an operating system=0 
 
1 
 
 
 
 
2 1 0 Number of corrupted access log files 
=1considering access to membership data using 
admin account during that period  was high 
compared to normal system operation 
 
2 1 2 1 Number of new directories created not associated 
with any programs= 12 and considering hits to 
security/hack tools website compared to normal hit 
during the same period. 
 
1 1 2 1 Number of new directories created not associated 
with any programs= 12 considering access to the 
email system was high compared to normal system 
operation and considering access to membership 
data using admin account was high compared to 
normal system operation 
2 2 2 0  Number of files that have had their ordering 
changed according to the timestamp on the file =1 
and considering access to the email system was 
high compared to normal system operation. 
6 6 7 2 Final Value 
Table 6: Logically assigning weights for data hiding 
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	w െ d
ൌ෍W୧
௡
௜ୀଵ
 
	w െ c
ൌ෍W୧
௡
௜ୀଵ
 
wെ p
ൌ෍W୧
௡
௜ୀଵ
 
EVENTS 
0 0 0 Number of deleted system files from an operating 
system=0 considering Temp files deleted just after the 
email. 
0 
 
 
 
 
1 1 Number of file system signatures to determine the file 
system was wiped=1 considering the cpu and memory 
usage of system was high compared to normal system 
operation. 
2 1 3 Number of corrupted access log files=2 considering 
deletion of membership data logs using admin account 
immediately after the incident. 
1 1 4 Number of free bytes available compared to normal 
system resource=12gb considering free disk space in 
system was high compared to normal system operation. 
3 3 8 Final Value 
Table 7: Logically assigning weights for artifact wiping 
 
Figure 28: Reasoning Results 
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To determine the anti-forensic activity on the system the reasoning results are run using the 
analyser as indicated in Fig section 4.6. The output of AF the analyser for level 1, level 2 and 
level 3 are shown in Figure 32.  
Level 3 
 
Level 2 
 
Level 1 
 
Figure 29: Anti-forensic activity result for level 1, level 2 and level 3 
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The result clearly shows the anti-forensic activity on all the nodes at all levels. From the result of 
all the three levels, the degree of anti-forensic activity was not significantly higher and so did not 
do enough to justify the claims made by the owner of the computer. At the time of investigation 
we used the above method to detect AF. Since the above method is not recognised as a standard 
system in courts to validate evidence it was only used to guide examiner to look at any possible 
AF activity in system. The case was tried in court and resulted in conviction using existing 
techniques. 
 
5.8 Model Application Case 2 
 
The model is divided up into various sub-groups and components and each component is 
described in detail. The overall high level model is presented at the end of this chapter. The 
experimental setup consist of network which runs various services like web server, database 
server, IDS, IPS, in a networked environment. The VMware infrastructure used in chapter 4 is 
used for this experiment. A windows 2000 server is used as a web server. The web server hosts 
an externally facing website. The actor in this role is the system/network administrator managing 
the system. Other actors are defined as and when required. The architecture for application of 
meta-forensic model is shown in Figure 30. 
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Figure 30: Architecture for application of meta-forensic model 
 
There are two users X & Y who are responsible for editing the webpage’s. The system is 
designed such that only one user can edit the webpage as the page is locked preventing multiple 
edits. 
 
5.8.1 The Issue 
 
X claims that confidential organisation data was published on the web for few minutes when Y 
edited the pages, but Y denies any involvement. So the dispute goes to the forensic investigator 
to investigate this issue. The investigator finds out that the last two logons were Y’s logon. The 
access log on the web server clearly shows people visiting the webpage. User X’s and Y’s IP 
addresses are registered in access logs. The system admin makes an image copy of the access 
logs of the websites. This follows the generic traditional forensic investigation procedure. 
• Identification-------------System Identified to be investigated. 
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• Preparation ---------------Log files Identified. 
• Preservation--------------Image Copy Saved. 
• Analysis--------------- Log File Analysis  
• Presentation & Conclusion ----------Y edited the page  
 
The forensic investigator reasons that the last two usernames present in the access log files are 
user Y's so he has edited the system. The IP address of X in the web access log proves that X has 
indeed visited the page and seen the information being available for some time. Therefore, it 
must be the case that Y has edited the system and published the confidential data. 
This evidence statement given above is true but cannot be completely accepted as true evidential 
statement because it has not been subjected to a rigorous validation process and experiment in 
previous sections identifies this issue. 
 
5.8.2 Meta-forensic Approach 
 
Since the whole evidence was based on the log files it is decided to start our analysis by looking 
for obfuscation method’s and sub category for any evidence in system. 
The perception based (PB) and measurement based (MB) input for the obfuscation nodes are as 
follows: 
LEVEL 3: 
Measurement Based Information (MB): 
• Number of deleted files from log files directory from time of incident to time of analysis=45. 
• Number of file system signatures to determine if the file system was wiped=1. 
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• Number of corrupted access log files=7. 
• Number of intrusion attempts during that period =49. 
• Number of backdoor entry programs= 2 
Perception Based Information (PB): 
• Consideration of tools used for detection. 
• Consideration of Temp files deleted just after the reported incident type was high compared to 
normal system operation. 
• Consideration of antivirus software running during the incident.  
• Consideration of vulnerability in the system.  
AF
OB
OB-l
OB-l-
cc
OB-l-
t LEVEL 3
LEVEL 2
LEVEL 1
HIGH MEDIUM
MEDIUM
MEDIUM
OBFUSCATION
LOG CLEANERS
cc CLEANER FILE DELETION TOOLS
 
Figure 31 Obfuscation method’s sub category 
By using logical reasoning for one of the events   
<WEIGHT VALUE NODEID = OB-l-cc> 
           <COUNTERFACTUAL REASONING> 
                        LOAD MB, PB (Number of intrusion attempts during that period =49. 
Consideration of vulnerability in the system.) 
         <Approach 1> 
     EFSM, Backtracking  
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  <Result> 
<CONFIDENCE listing vulnerability in the system  >  
<Low> NO</Low> 
<Medium>NO </Medium> 
        <High> YES </High> 
</CONFIDENCE> 
   </Result> 
   </Approach 1> 
                   <Approach 2> 
               Representation in MES (vulnerability in the system 
exploited)  
     <Result> 
<ATTACK PROGRESSION> 
<ServerVulnerablity> YES Exploited </ServerVulnerablity>     
<Time> 10 Seconds</Time> 
</ATTACK PROGRESSION> 
   </Result> 
                   </Approach 2> 
              <Approach3> 
   Vulnerability tree reasoning  
    </Possible> 
    New vulnerability in the system NO 
    </Possible> 
</Possible> 
    Existing vulnerability in the system YES 
    </Possible> 
    </Difficult> NO</Difficult> 
    <Possiable>YES<Possiable> 
      <Result> 
<CONFIDENCE> 
       <Low> NO</Low> 
       <Medium>NO</Medium> 
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       <High>YES</High> 
</CONFIDENCE> 
      </Result> 
    </Approach3> 
       <Approach4> 
Server Vulnerability present and exploited----- Nodes (AND, OR) ----Log File 
Contains special characters; Size is large compared to normal operation operation.   
        </Approach4> 
<WEIGHVALUE>  “9” </WEIGHTVALUE> 
 
</COUNTERFACTUAL REASONING> 
</WEIGHT VALUE = OB-l-cc > 
 
Using the above conditions we assign and derive the weight values. 
OB െ 1 െ cc  
෍W୧
௡
௜ୀଵ
 
 
OB െ 1 െ t   
෍W୧
௡
௜ୀଵ
 
EVENTS  
7 6 Number of deleted files from log files directory from 
time of incident to time of analysis=45. Consideration 
of vulnerability in the system. 
8 
 
 
 
 
5 Number of file system signatures to determine if the 
file system was wiped=1.Consideration of antivirus 
software running during the incident. 
7 1 Number of backdoor entry programs= 2. 
Consideration of vulnerability in the system. 
8 5 Number of corrupted access log files=7.Consideration 
of Temp files deleted just after the reported incident 
type was high compared to normal system operation. 
9 4 Number of intrusion attempts during that period =49. 
Consideration of vulnerability in the system. 
39 21 Final Value 
 
LEVEL 2: 
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Measurement Based Information (MB): 
• Number of security tools installed/uninstalled=25. 
• Number of event log files deleted =26 
Perception Based Information (PB): 
• Consideration of tools used for detection. 
• Consideration of command runs remotely. 
• Consideration of vulnerability in the system like double dot attacks. 
Using the above conditions we assign and derive the weight values. 
	OB െ 1 
෍W୧
௡
௜ୀଵ
 
EVENTS  
5 Number of security tools 
installed/uninstalled=25.Consideration of vulnerability 
in the system leading to like double dot attacks 
5 Number of event log files deleted =26. Consideration 
of command runs remotely. 
10 Final Value 
 
LEVEL 1: 
Measurement Based Information (MB): 
• Number of times user rights were changed=5. 
• The registry file entries changed =10. 
Perception Based Information (PB): 
• Consideration of tools used for detection. 
• Consideration of privileges assigned to the directories in the system.  
Using the above conditions we assign and derive the weight values. 
	OB െ 1 EVENTS  
 131 
 
෍W୧
௡
௜ୀଵ
 
5 Number of times user rights were changed=5. 
Consideration of privileges assigned to the directories 
in the system. 
6 Number of times registry entries changed=10. 
Consideration of tools used for deletion. 
11 Final Value 
 
In our case the maximum value a node can take is 50 for level 3, 20 for level 2 and level1.In our 
opinion we then classify low as a node value between 0 and 16, medium as a node value between 
16 and 32, and high as a node value between 32 and 50 for level 3.For level 2 and level 1 we 
classify low as a node value between 0 and 6, medium as a node value between 6 and 12, and 
high as a node value between 12 and 20. The results are shown in Figure 28 above. 
Using the fuzzy concept discussed in section 5.4 we arrive at the following results. 
Level 3 result 
 
Level2 result 
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Level 1 result 
 
 
The above results clearly show the likeliness of AF activity in the system and the confidence in 
the evidence collected is invalid. The investigators reason was that the last two usernames 
present in the access log files are user Y's so he has edited the system. 
 
 Using our meta-forensic approach and the likeliness of AF is high and analysing the logic shows 
the presence of system vulnerability which was successfully exploited. So the conclusion that Y 
edited the system is not true. This approach provided the forensic investigator to look for more 
information on vulnerability exploited and the claim Y edited the system is not acceptable. 
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5.9 System Automation 
 
Since the process of validation described in above sections takes multiple steps to complete and 
becomes difficult for large scale systems we propose a plan for automation of the meta-forensic 
model. The anti-forensic model known as validator can be architected to run in online or offline 
mode. The framework of the architecture is derived from a combination of security and forensic 
models which were reviewed in literature survey. Since all the models have a common 
framework in place we arrive at following high level architecture. 
 
From literature in section 3.10 and 3.15 the policy based models and the CIM user and security 
model provides a set of relationships between various users, their credentials, the managed 
elements that represent the resources, and the resource managers involved. The validator is 
shown in Figure 32 below. The collected evidence follows the standard investigation procedure 
and is fed into a database after classification. Most of the classifications already exist and defined 
in CIM model and the new classification can easily be added. A web based console can be used  
to interact with database to group MB, PB value and assign weights. The values can then be run 
as a fuzzy operation to obtain results. This high level architecture can be implemented using any 
software program.  
 
The investigated system which is to be validated is connected to the forensic process analyser. 
This can be online or offline mode. On online mode this can be connected to a live network feed. 
In offline mode it can be a standalone laptop, computer or server. A set of MB and PB values are 
set. Once the value is set the weight is assigned logically. The algorithm discussed in section 5.4 
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is used to set weights. This can be programmed in a high level language for system automation. 
After the completion of weight assignment the logical operations are carried out in fuzzy tool 
box to produce the results.    
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Figure 32: System Automation of Meta-Forensic Validity Model 
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5.10 Summary 
 
The meta-forensic model was presented in this chapter. An overview of classifications was 
briefly given, before an account of the decision tree and level of depth requirements. The 
existing classification of the AF was extended to sub categories and a new language to denote 
AF was established. The various ways of obtaining information were also examined, both 
perception based and other measurement techniques. The process of assigning weights was the 
next important step in the model. A reasoning based approach was proposed to assign weights.  It 
is crucial that this stage is accurately executed in order for nodes to have the right values. Fuzzy 
logic was applied. Following which the model application was presented with some of the AF 
cases. The meta-forensic process was proposed as high level architecture as an automated system 
which can work in online or offline mode. The system automation of the meta-forensic model 
can work alongside with IDS and IPS system to detect active AF activity in network. 
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CHAPTER 6: CONCLUSION AND FUTURE WORK 
 
Validation models examine and validate the evidence and use their relationships in order to 
construct states and dependencies that will not only validate evidence but also gives us complete 
scenarios of a threat or exploited loophole in security. Common vulnerabilities in the states can 
be identified during the process and countered in order to secure the system in a cost effective 
manner after the investigation.  The current models and procedures lack well-structured forensic 
validation capabilities, and this research has addressed those issues with a new approach to meta-
forensic approach. The proposed meta-forensic model is intended to augment the traditional 
forensic steps of Acquire, Authenticate, and Analyse. It has been argued that digital forensic 
evidence integrity is compromised by the threat of anti-forensic attacks. 
 
The proposed new methods of meta-forensics are required to address the validity of evidence 
collected. The outcome of this research contributes to the existing knowledge of forensics anti-
forensics and security as a whole. As little published work is available in the meta-forensics 
industry this research defines the concept of anti-forensic approach in new perspective. The 
process of validation helps the investigators to look at undetected AF in a given system during 
any forensic investigation.  
 
Chapter 2 and 3 shows us the current knowledge in this field. Chapter 4 defines the problem of 
why we require a validation and how the security of a system can be compromised when a 
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systematic attack is deployed. VMware simulated the hardware specifications for the experiment 
without huge financial costs. The result of the experiment gives an insight into how a hacker can 
cause disruption to a security system and avoid detection. The experiment also demonstrates the 
capabilities of various tools, measures and countermeasures available in security field for 
forensic and anti-forensic activity. The reliability of the current forensic and anti forensic tools is 
questioned. The experiment demonstrated the concept of hack and system compromise and 
systematic failures to detect AF activity. The threat of AF which was proposed in hypothesis was 
demonstrated as very much real in this chapter.  With the problem domain defined we set out to 
propose a solution in chapter 5.   
Currently there are no tools or technology in the market to address this issue and the AF model 
will be a great application. The future work will involve integrating this approach to forensic 
software, including Encase. A commercial tool can also be developed using the proposed 
concept. Since the concept is defined it can be extended to other areas like mobile phone, 
cameras, and PDA’s. A working model derived from this idea could become one of the most 
sought after tool in forensic security. Conclusively, this thesis succeeded in providing guidance 
on how to develop and implement an effective validation of digital evidence using the meta-
forensic model. The meta-forensic model once approved by UK Judicial system can be used a 
standard to detect anti–forensics which can then be admitted in court of law to demonstrate the 
confidence in evidence gathered. 
The meta-forensic model used in the experiment was divided up into sub-groups and 
components. The components consisted of classification of AF as categories and sub categories, 
weight assignment using logical reasoning and a fuzzy operation to obtain results. A crucial 
stage is setting the MB and PB values. Weights are assigned logically. A logical method 
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proposed by setting MB, PB values and weights allow a structured description of the 
investigative process is advancement to Digital Investigation Process Language. The added 
functionality to classify the forensic activity by looking into vulnerabilities and exploits gives a 
complete picture of the system being investigated. Looking into vulnerabilities and sub 
components of it helps us to formulate a better system security for future systems. The entire 
meta-forensic concept can be implemented using any software programs. The high level 
architecture is proposed at the end of Chapter 5.  
From our research it has been clearly identified that systems can be compromised networks can 
be spoofed. As the responsibility lies with users of the system meta-forensic principals can be 
applied to strengthen computer security. As the model is portable it can be extended to number 
of systems irrespective of operating system, or hardware used. 
Finally contribution of this thesis for the field of research is summarized. 
 
 Currently investigators had no formal and systematic way to detect AF. Forensic and 
security models lack AF capabilities and this research has advanced the concept by 
developing meta-forensic model. 
 This research contributes to a new formal language to represent AF categories and its sub 
categories.  
 A new method, combination method of testing tools has emerged from this research. This 
demonstrates the confidence in tools used during forensic investigation and 
implementation of security. 
 This thesis has advanced the concept of security in network by proposing system 
automation to detect active AF using meta-forensic approach. 
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Nevertheless, considering the relatively unexplored nature of the field, and the large gaps in the 
literature, the meta-forensic model presented here has gone someway in turning detection, as Sir 
Arthur Conan Doyle says, into a science.  
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Appendix A 
Network Topology  
Possible network topologies for the device set up are: 
Bus 
The simplest topology to understand is the Bus. In a Bus, all the devices on the network are 
connected to a common cable. Normally, this cable is terminated at either end, and can never be 
allowed to form a closed loop. 
Ring 
A Ring topology is very similar to the Bus. In a Ring, all the devices on the network are 
connected to a common cable which loops from machine to machine. After the last machine on 
the network, the cable then returns to the first device to form a closed loop.  
Star 
A star topology is completely different from either a Bus or a Ring. In a star each device has its 
own cable run connecting the device to a common hub or concentrator. Only one device is 
permitted to use each port on the hub. 
Tree 
A tree topology can be thought of as being a "Star of Stars" network. In a Tree network, each 
device is connected to its own port on a concentrator in the same manner as in a Star. However, 
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concentrators are connected together in a hierarchical manner, i.e., a hub will connect to a port 
on another hub. 
Mesh 
A Mesh topology consists of a network where every device on the network is physically 
connected to every other device on the network. This provides a great deal of performance and 
reliability, however, the complexity and difficulty of creating one increases geometrically as the 
number of nodes on the network increases. For example, a three or four node mesh network is 
relatively easy to create; whereas it is impractical to set up a mesh network of 100's of nodes, as 
the number of interconnections would be so ungainly and expensive. 
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Appendix B 
VMware  
In Chapter 4, the cost of the experiment was described in connection with VMware. VMware 
was used as a more financially viable alternative than building a physical laboratory with actual 
hardware. What VMware software allows for is a completely virtualised set of hardware to the 
guest operating system. In this way the experiment could be conducting with the necessary 
hardware specifications without the initial overhead costs of actually buying and installing 
the hardware [87].  Virtualisation was first developed in the 1960s to partition large, mainframe 
hardware for better hardware utilisation [87]. VMware invented virtualisation in the 1990s to 
address underutilization and other issues, overcoming many challenges in the process. VMware 
software virtualises the hardware for a video adapter, a network adapter, and hard disk adapters. 
The host provides pass-through drivers for guest USB, serial, and parallel devices. In this way, 
VMware virtual machines become highly portable between computers, because every host looks 
nearly identical to the guest. In practice, a system administrator can pause operations on a virtual 
machine guest, move or copy that guest to another physical computer, and there resume 
execution exactly at the point of suspension.  
So in the experiment the virtual machines used were running operating systems and applications 
as if it they a physical computer. A virtual machine behaves exactly like a physical computer and 
contains it own virtual CPU, RAM and hard disk [87].  It was perfect for this AF study as 
operating systems can’t tell the difference between a virtual machine and a physical machine, nor 
can applications or other computers on a network. Even the virtual machine thinks it is a “real” 
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computer [87]. Nevertheless, a virtual machine is composed entirely of software and contains no 
hardware components whatsoever. As a result, VMware was used in this experiment has entire 
feature for a digital anti-forensic experiment were present without the prohibitive capital 
expense. 
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Appendix C 
WINDOWS 2000 SCAN REPORT 
 
 
Retina - Network Security Scanner 
Network Vulnerability Assessment & Remediation Management 
06/03/2010 - Report created by Retina version 5.11.3.2195 
 
  
Metrics for 'FULL SCAN' 
File name: D:\Program Files\eEye Digital Security\Retina 5\Scans\WIN2000.rtd
Audits revision: 2195
Scanner version: 5.11.3
Start time: 06/03/2010 23:52:55
Duration: 0d 0h 1m 52s
Credentials: 6B3459551CAD439098C4B8AD6977FE10 
Audit groups: All Audits
Address groups: N/A
IP ranges: 192.168.1.6
Total hosts attempted: 1
Total hosts scanned: 1
No access: 0
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RHEL LINUX SCAN REPORT 
Retina - Network Security Scanner 
Network Vulnerability Assessment & Remediation Management 
07/03/2010 - Report created by Retina version 5.11.3.2195
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Duration: 0d 0h 12m 25s
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Audit groups: All Audits
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IP ranges: 192.168.1.7
Total hosts attempted: 1
Total hosts scanned: 1
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TOP 20 USER ACCOUNTS 
The following is an overview of the top 20 user accounts on your network.  
Top 20 User Accounts 
 
No Users Discovered 
 
Rank Account Name Count
No Users Discovered 
 
TOP 20 NETWORK SHARES 
The following is an overview of the top 20 network shares on your network.  
 
Top 20 Network Shares
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Rank Share Name Count
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BOTTOM 20 VULNERABILITIES  
The following is an overview of the bottom 20 vulnerabilities on your network.  
Bottom 20 Vulnerabilities 
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Audit groups: All Audits 
Address groups: N/A 
IP ranges: 192.168.1.3
Total hosts attempted: 1 
Total hosts scanned: 1 
No access: 0 
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Top 20 User Accounts 
 
No Users Discovered 
 
  
TOP 20 NETWORK SHARES 
The following is an overview of the top 20 network shares on your network.  
Top 20 Network Shares
 
No Shares Discovered 
 
Rank Share Name Count 
No Shares Discovered 
 
 
BOTTOM 20 VULNERABILITIES  
The following is an overview of the bottom 20 vulnerabilities on your network.  
 
 
 
 
 
Rank Vulnerability Name Count
1. Verify Microsoft Windows Non-Default User Services 1
2. Verify Microsoft Windows Anonymous SID/Name Translation 1
3. Verify Microsoft Windows Password Complexity 1
4. Verify Microsoft Windows Users with Administrative Privileges 1
5. Verify Microsoft Windows Users with Backup Operator Privileges 1
6. Verify Software Certificate Installation Files 1
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Bottom 20 User Accounts 
 
No Users Discovered 
 
 
BOTTOM 20 NETWORK SHARES  
 
The following is an overview of the bottom 20 network shares on your network.  
 
Rank 
Share Name 
Count 
No Shares Discovered 
 
 
 
 
GLOSSARY  
The following is glossary of common terms used throughout this report.  
 DoS Attack: A Denial of Service (DoS) attack is a remote attack against a servers TCP/IP stack 
or services. DoS attacks can saturate a servers bandwidth, saturate all available connections for 
a particular service, or even crash a server. 
 
 Exploit: A script or program that takes advantage of vulnerabilities in services or programs to 
allow an attacker to gain unauthorized or elevated system access. 
 
 
 Host: A node on a network. Usually refers to a computer or device on a network which both 
initiates and accepts network connections. 
 
 IP Address: The 32-bit address defined by the Internet Protocol in STD 5, RFC 791. It is usually 
represented in dotted decimal notation. Any device connected to the Internet that used TCP/IP is 
assigned an IP Address. An IP Address can be likened to a home address in that no two are 
 179 
 
alike. 
 
 Netbios: Network Basic Input Output System. The standard interface to networks on IBM PC 
and compatible networks. 
 
 
 Ping: A program used to test reachability of destination nodes by sending them an ICMP echo 
request and waiting for a reply. 
 
 Port: A port in the network sense is the pathway that a computer uses to transmit and receive 
data. As an example, Web Servers typically listen for requests on port 80. 
 
 Registry: The internal system configuration that a user can customize to alter his computing 
environment on the Microsoft Windows Platform. The registry is organized in a hierarchical 
structure of subtrees and their respective keys, subkeys, and values that apply to those keys and 
subkeys 
 
 Risk Level - Info: Retina may provide additional information about a host that does not 
necessarily represent a security threat, but may be useful to the administrator in order to better 
assess the security of the host, or the network at large. These alerts are displayed with the list of 
discovered vulnerabilities, and are indicated by a green 'I' icon. 
 
 
 Risk Level - Low: A low-risk vulnerability is typically one that only presents a threat in specific 
and unlikely circumstances. Such a vulnerability may provide an attacker with information that 
could be combined with other, higher-risk vulnerabilities, in order to compromise the host or its 
users. 
 
 Risk Level - Medium: Medium-risk vulnerabilities are serious security threats that would allow a 
trusted but non-privileged user to assume complete control of a host, or would permit an 
untrusted user to disrupt service or gain access to sensitive information. 
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 Risk Level - High: A vulnerability is designated as high-risk if it would allow a user who has not 
been given any amount of trust on a susceptible host to take control of it. Other vulnerabilities 
that severely impact the overall safety and usability of the network may also be designated as 
high-risk. 
 
 Service: A service is a program running on a remote machine that in one way or another 
provides a service to users. For example, when you visit a website the remote server displays a 
web page via its web server service. 
 
 Share: A folder, set of files, or even a hard drive partition set up on a machine to allow access to 
other users. Shares are frequently set up with incorrect file permissions which could allow an 
attacker to gain access to this data. 
 
 Sniffer: frequently attackers will place a sniffer program on a compromised machine. The sole 
purpose of a sniffer is to collect data being transmitted on the network in clear-text including 
usernames and passwords. 
 
 Subnet: A portion of a network, which may be a physically independent network segment, which 
shares a network address with other portions of the network and is distinguished by a subnet 
number. 
 
 
 Vulnerability: A weakness or a flaw in a program or service that can allow an attacker to gain 
unauthorized or elevated system access. 
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Appendix D 
SNORT STAT AND LOGS 
In Chapter 4 reference was made to examples of a SNORT run. SnortAlog is a Perl script that 
reads SNORT alert logs, firewall logs and generates a report in PDF, html or text format. It 
summarises alerts on three features: alert type, source and destination address. Through this 
analysis we can see the distribution of attack methods, types of alerts and percentage of attacks 
against each host. The example source is from the experimental setup. 
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Appendix E 
 
This appendix gives the code for designing the system on level 3, 2, and 1 respectively as 
referred to in Chapter 5 of this thesis. The working model is designed using Matlab, where there 
are 18 membership rules in terms of the likelihood of fuzzy unions and intersections considered 
for this particular case. The AF results are analysed for each logical level in the tree. Mamdani’s 
Method was adopted because of ease of use and implementation. For a given value of each node 
the AF activity graph varies between unlikely and likely for the input range of 0 and 100. The 
code is shown below. 
 
Codes for designing the system. LEVEL 3 
[System] 
Name='Thesisexperiment2010final' 
Type='mamdani' 
Version=2.0 
NumInputs=4 
NumOutputs=1 
NumRules=6 
AndMethod='min' 
OrMethod='max' 
ImpMethod='min' 
AggMethod='max' 
DefuzzMethod='centroid' 
  
[Input1] 
Name='NODE:D-r-pr' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[15 0] 
MF2='AVERAGE':'gaussmf',[15 50] 
MF3='HIGH':'gaussmf',[15 100] 
  
[Input2] 
Name='NODE:D-r-mr' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[21.23 -4.441e-016] 
MF2='AVERAGE':'gaussmf',[21.23 50] 
MF3='HIGH':'gaussmf',[21.23 100] 
  
[Input3] 
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Name='NODE:D-r-ur' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[21.23 -4.441e-016] 
MF2='AVERAGE':'gaussmf',[21.23 50] 
MF3='HIGH':'gaussmf',[21.23 100] 
  
[Input4] 
Name='NODE:D-r-kr' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[21.23 -4.441e-016] 
MF2='AVERAGE':'gaussmf',[21.23 50] 
MF3='HIGH':'gaussmf',[21.23 100] 
  
[Output1] 
Name='AFRESULT' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'trimf',[0 16.67 33.33] 
MF2='AVERAGE':'trimf',[33.33 50 66.67] 
MF3='HIGH':'trimf',[66.67 83.33 100] 
  
[Rules] 
1 0 0 0, 1 (1) : 2 
2 0 0 0, 2 (1) : 1 
3 0 0 0, 3 (1) : 2 
1 0 0 0, 1 (1) : 2 
2 0 0 0, 1 (1) : 2 
3 0 0 0, 1 (1) : 2 
 
Codes for designing the system. LEVEL 2 
[System] 
Name='Thesisexperiment2010finalNode2' 
Type='mamdani' 
Version=2.0 
NumInputs=6 
NumOutputs=1 
NumRules=2 
AndMethod='min' 
OrMethod='max' 
ImpMethod='min' 
AggMethod='max' 
DefuzzMethod='centroid' 
  
[Input1] 
Name='NODE:D-s' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[15 0] 
MF2='AVERAGE':'gaussmf',[15 50] 
MF3='HIGH':'gaussmf',[15 100] 
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[Input2] 
Name='NODE:D-e' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[21.23 -4.441e-016] 
MF2='AVERAGE':'gaussmf',[21.23 50] 
MF3='HIGH':'gaussmf',[21.23 100] 
  
[Input3] 
Name='NODE:D-r' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[21.23 -4.441e-016] 
MF2='AVERAGE':'gaussmf',[21.23 50] 
MF3='HIGH':'gaussmf',[21.23 100] 
  
[Input4] 
Name='NODE:W-d' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[21.23 -4.441e-016] 
MF2='AVERAGE':'gaussmf',[21.23 50] 
MF3='HIGH':'gaussmf',[21.23 100] 
  
[Input5] 
Name='NODE:W-c' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[21.23 0] 
MF2='AVERAGE':'gaussmf',[21.23 50] 
MF3='HIGH':'gaussmf',[21.23 100] 
  
[Input6] 
Name='NODE:W-p' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[21.23 0] 
MF2='AVERAGE':'gaussmf',[21.23 50] 
MF3='HIGH':'gaussmf',[21.23 100] 
  
[Output1] 
Name='AFRESULT' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'trimf',[0 16.67 33.33] 
MF2='AVERAGE':'trimf',[33.33 50 66.67] 
MF3='HIGH':'trimf',[66.67 83.33 100] 
  
[Rules] 
1 1 1 1 0 0, 1 (1) : 2 
1 1 1 1 0 0, 1 (1) : 1 
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Codes for designing the system. LEVEL 1 
[System] 
Name='Thesisexperiment2010node1' 
Type='mamdani' 
Version=2.0 
NumInputs=2 
NumOutputs=1 
NumRules=2 
AndMethod='min' 
OrMethod='max' 
ImpMethod='min' 
AggMethod='max' 
DefuzzMethod='centroid' 
  
[Input1] 
Name='NODE:W' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[15 0] 
MF2='AVERAGE':'gaussmf',[15 50] 
MF3='HIGH':'gaussmf',[15 100] 
  
[Input2] 
Name='NODE:D' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'gaussmf',[15 0] 
MF2='AVERAGE':'gaussmf',[15 0] 
MF3='HIGH':'gaussmf',[15 0] 
  
[Output1] 
Name='AFRESULT' 
Range=[0 100] 
NumMFs=3 
MF1='LESS':'trimf',[0 16.67 33.33] 
MF2='AVERAGE':'trimf',[33.33 50 66.67] 
MF3='HIGH':'trimf',[66.67 83.33 100] 
  
[Rules] 
1 1, 1 (1) : 2 
1 1, 1 (1) : 1  
 
 
