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Abstract
We define salient features as features that are shared by sig-
nals that are defined as being equivalent by a system designer.
The definition allows the designer to contribute qualitative in-
formation. We aim to find salient features that are useful as
conditioning for generative networks. We extract salient fea-
tures by jointly training a set of clones of an encoder network.
Each network clone receives as input a different signal from a
set of equivalent signals. The objective function encourages the
network clones to map their input into a set of features that is
identical across the clones. It additionally encourages feature
independence and, optionally, reconstruction of a desired target
signal by a decoder. As an application, we train a system that
extracts a time-sequence of feature vectors of speech and uses it
as a conditioning of a WaveNet generative system, facilitating
both coding and enhancement.
Index Terms: Features, representation, speech, Siamese net-
work, generative network, maximum mean discrepancy.
1. Introduction
In speech processing, as well as other applications, it is valuable
to find a meaningful representation that summarizes the salient
attributes of a signal. We define a salient feature set as a fea-
ture set that is shared by signals that are judged to be equivalent
by a user. This definition allows the user to contribute qualita-
tive knowledge to a feature extraction procedure, a weak form
of supervision. We aim to use this paradigm to extract feature
sets that can be used as conditioning for generative networks. A
successful salient feature set can be used for the storage or trans-
mission of signals, or for the manipulation of signal attributes.
Examples are the robust coding of speech, changing the identity
of a talker, and resynthesizing a speech signal without noise.
Autoencoders provide perhaps the most natural approach
towards finding a meaningful representation, although other ap-
proaches such as generative adversarial networks can also be
used, e.g., [1]. Autoencoders map an input signal to a set of la-
tent variables, the representation, with an encoder and map the
latent variables to the output with a decoder. In recent years,
research has focused on various forms of the variational au-
toencoder (VAE) [2, 3]. The primary goal of the original VAE
was to create a generative system (the decoder) and the encoder
arose from the need for a practical training algorithm. Because
the encoder has a stochastic nature, the latent representation is
expected to have a smooth relation with the input. The orig-
inal VAE formulation was found to ignore the input in many
cases, making the latent representation not meaningful. Nu-
merous methods have been proposed to address this problem,
referred to as information preference property or posterior col-
lapse, e.g., [4–9].
In addition to signal features varying smoothly over the la-
tent support space, it is desirable that these features are dis-
entangled. In disentangled representations, different latent di-
mensions exclusively control different factors of variation of
the data (e.g., location, orientation) [10, 11]. β-VAE [12] re-
weights the components of the VAE objective function, which
encourages disentanglement at the cost of a lower reconstruc-
tion accuracy [13–15]. β-VAE can be interpreted [13] as ap-
proximation to the information bottleneck (IB) [16] and hence
is related to [17]. Other approaches explicitly encourage inde-
pendence by means of maximum mean discrepancy [11] and,
recently, by means of total correlation (the Kulback-Leibler di-
vergence between the joint distribution and the product of the
marginal distributions) [15].
Conventional VAEs are not aware of saliency as we defined
it. VAEs commonly use a maximum-likelihood objective com-
bined with a Gaussian assumption for reconstruction accuracy,
which is equivalent to a straight squared error criterion. The
network is not informed about the perceptual importance of fea-
tures to a user. Hence, a VAE-based representation may include
features that are perceptually irrelevant but require a significant
rate allocation. Indeed, [18] shows that most information about
the signal waveform is perceptually not relevant.
Salient information has been separated in VAEs using semi-
supervised learning that separates out nuisance variables and
class information from the latent representation [11]. This ap-
proach requires explicit knowledge of these variables for at least
part of the database.
The IB method suggests a method for extracting features
that are salient based on our definition. The IB finds a repre-
sentation that is maximally informative about a target output,
given a bound on the information available about the input. The
approach was illustrated with a sequence of phonemes as target
output [19]. By training a network to extract features from a
signal that are maximally informative about an equivalent sig-
nal, salient features can be extracted. However, only pairs of
equivalent signals can be used for each training instance.
Our contribution is a method to extract from a signal a se-
quence of salient feature vectors. It is based on the Siamese
network structure [20–22], but can be endowed with a decoder.
During training, clones of an encoder network with identical
weights are encouraged to map equivalent signals to shared
feature vectors. Our objective function encourages i) that the
feature vectors are identical across the clones, ii) that the fea-
tures are independent, iii) optionally, that the feature set can be
mapped to a shared target signal.
We applied the new method to the extraction of robust fea-
tures for speech coding and enhancement. As equivalent signals
we used various distorted speech signals and for the optional
decoder we use a clean signal as target. Including a target sig-
nal enhances the clarity of the linguistic meaning of an already
natural-sounding signal. Experiments with WaveNet [23] con-
firmed that the resulting feature set performs significantly better
in terms of robustness to noise than a conventional feature set.
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2. Extracting Salient Features
In this section we first motivate and describe the basic extraction
network in 2.1. We then describe clone-based training proce-
dures for the method in 2.2. We denote random variables (RVs)
with upper case and realizations with lower case font.
2.1. The encoder network
Our objective is to extract salient representations that can be
used as conditioning for generative models of speech. As noted
in section 1, we define salient features as features that are shared
between signals that are deemed equivalent by users. From each
signal within a set of equivalent signals, the encoder should ex-
tract feature sequences with numerically similar values.
The encoder is a map from an input vector x to a salient
feature vector z. A sequence is obtained by repeating this pro-
cess. For a meaningful feature vector z, we desire the map to
have three basic attributes:
1. Signals that are equivalent result in (almost) identical
features.
2. The map is smooth. Different regions of feature space
can be identified with different signal attributes, render-
ing the representation meaningful.
3. The components have a prescribed variance and are inde-
pendent. Ideally they are distentangled: the system then
discovers a ’natural’ set of independent features corre-
sponding to ground-truth factors [10].
The first desired attribute requires a surjective mapping
from the speech signal to a salient feature set. We show it can be
obtained by training clones of a network with identical weights
to output the same features for equivalent signals.
The second desired attribute can be obtained with various
strategies. A first approach is to simply restrict the mapping to
be smooth deterministic (e.g., Lipschitz smooth). A second ap-
proach is to use a stochastic map during training. To see this,
consider a feature variable of the form Z = f(X) + , where
f(·) is a deterministic map and  ∼ p. Then Z is more in-
formative about the input X if the map f(·) is smooth. Such a
probabilistic-mapping approach to obtaining a meaningful rep-
resentation is employed by VAEs, e.g., [2, 3, 9] and this proven
strategy will be employed here, also because it aids with the
third attribute. While the probabilistic mapping is used to en-
courage smoothness of the mapping during training, it can be
removed in the final deployment of the resulting system for en-
hanced fidelity. Then, the mapping from speech to features is
deterministic at inference.
The third desired attribute of the map facilitates interpre-
tation, coding, and manipulation. Distentanglement of the
ground-truth factors is challenging, as a mapping from speech
to salient features can map a continuously distributed random
speecph vector into a random feature vector with any desired
distribution. Without loss of generality, let us consider unit-
variance factors. Separation of these factors becomes tractable
in the context of equivalent signals, since their variance across
an equivalent signal set is, in general, distinct from each other.
Hence a ’natural’ set of features can be discovered.
We implement the probabilistic encoder as follows. Let φ
describe the parameter set of the encoder network. We then
construct a network of the form
z = gφ(u, ) (1)
u = fφ(x), (2)
where fφ and gφ are surjective mappings,  is noise drawn from
a prescribed probability distribution, u is a vector, and z is the
feature vector. In practice we use the following simple and nat-
ural realization of the arrangement:
z = fφ(x) + σ, (3)
where  ∼ N (0, I) is drawn from a zero-mean multivariate
normal distribution, with identity as covariance matrix, and σ
is a gain. The map fφ(·) is implemented with a deep neural
network, with its weights characterized by φ. For inference, σ
is set to zero.
2.2. Clone-based training
To allow the encoder network to learn about saliency, we em-
ploy clone-based training, which is based on the Siamese net-
work [20] paradigm, but may be endowed with a decoder. A
diagram of the method is shown in Fig. 1. Each clone is an
identical copy of a basic network. The clones are provided with
different input signals that are selected from a set of equivalent
signals. The clone-based training structure is used to find what
information is shared between the different equivalent signals
and to represent that information in the form of features.
To obtain an encoder with the attributes given in section
2.1, we use an objective function with two or three compo-
nents for clone-based training. A first component encourages
the similarity of the feature vectors z(q) ∈ Rd across the clones
q ∈ {1, · · · , Q}. A second component encourages that the
distribution of the feature vector is of a desired character. The
optional third component encourages the representation to pro-
vide high-fidelity decoding to a target signal, which typically is
derived from a clean signal.
Let pZ(q) be the probability density of the random feature
vector Z(q) with realization z(q) and let pZ(1),··· ,Z(Q) be the
joint density of the feature vectors of the clones. Let E[·] denote
expectation over the input data distribution, which can be ap-
proximated by suitable averaging over minibatches. The global
objective function is then
D(pZ(1),··· ,Z(Q)) = E[Ds(Z
(1), · · · , Z(Q))]+
Q∑
i=1
(
λfDf (pZ(i)) + λdE[Dd(hψ(Z
(i)), Y )]
)
, (4)
where Ds is a similarity measure for the clone feature sets, Df
is a measure on a distribution, Dd is the optional measure of
decoder performance, hψ is the decoder network with trained
parameters ψ, Y is the desired output, and the λf and λd are
weightings. Note that the evaluation of Df and Dd can be lim-
ited to a smaller number of clones. Below, we discuss the indi-
vidual terms of the objective function in more detail.
A natural implementation of the first term of (4) is
Ds(z
(1), · · · , z(Q)) =
Q∑
q=1
‖z(1) − z(q)‖22. (5)
An alternative is the 1-norm and we can add cross terms for all
clones. The shared features are found by encouraging the de-
terministic mapping fφ to result in outputs that are maximally
similar for all clones, despite their different inputs. The method
preferably selects features describing information components
that are shared between the clone inputs at relatively high fi-
delity. For example, if the clones receive noisy versions of seg-
ments of a speech signal, then a first feature may describe a
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Figure 1: Clone-based training setup. Red arrows hightlight
when only the first clone is used. The decoders are optional.
measure of spectral amplitude for a frequency region where the
signal-to-noise ratio is high. Note that this process naturally
leads to disentanglement.
Various approaches can be used to encourage the features
to be independent, and have a given variance, some requiring
a desired distribution. Examples are the chi-square test, maxi-
mum mean discrepancy (MMD) [24, 25], and the earth-moving
distance reformulated via the Kantorovich-Rubinstein duality,
e.g., [26, 27]. Anticipating sparse features, we implement our
system using MMD with an iid Laplacian desired distribution.
Let the desired iid Laplacian distribution be denoted as pD .
Let the variable V be distributed as V ∼ pD . We use as measure
on the distribution p
p
(1)
Z
the MMD between the distributions
pZ(1) and pD:
Df (pZ(1)) = MMD(pZ(1) , pD)
= sup
ω∈H, ‖ω‖H≤1
Ep
Z(1)
(ω(Z(1)))− EpD (ω(V)), (6)
whereH is a selected reproducing kernel Hilbert space (RKHS)
and ω : Rd → R is a witness function that is selected to max-
imize the discrepancy subject to being in the unit ball in the
RKHS. For a RKHS associated with a kernel k(·, ·) an empiri-
cal representation of the square of (6) is [24, 25]
MMD2({z}, {v}) = 1
M(M − 1)∑
i6=j
k(zi, zj)− k(zi, vj)− k(zj , vi) + k(vi, vj), (7)
where we omitted the superscript from z(1) to avoid notational
clutter, where {·} denotes a data batch, and where M is the
number of data in a batch.
The third term of (4) optimizes decoder clones hψ(Z(i)) to
match a target output Y . Typically the target output is chosen
to be a convenient representation of the signal the features are
desired to represent, with an appropriate criterion. For example,
a mel-spectrum representation of a clean speech signal with a
squared error can be used.
To summarize the training procedure: we find the opti-
mal deterministic function fφ specifying the feature encoder by
minimizing the objective function (4) with respect to the en-
coder parameters φ and (optionally) the decoder parameters ψ.
The minimization is performed using (5), (7) and the distortion
on the target outputs.
3. Experimental Results
This section provides results for a toy experiment and real-
world data.
3.1. System setup
The same basic configuration is used for the toy and real-world
experiments. We first describe the real-world setup and then
note the difference with the toy experiments.
For the real-world system the encoder network is a stack
of two LSTM layers [28] with residual connections, followed
by a fully connected layer (FC) with residual connections. The
LSTMs use ReLU activations and the FC layer used a tanh for
activation. The input for each clone is a sequence of 80 or 240
mel bins that are extracted from 40 ms windows the noisy sig-
nal, with a hop length of 20 ms. A different noise source is
used for each of the clone encoders, mixed into the clean signal
with 0-10 dB signal-to-noise ratio (SNR). The clean utterance
is kept the same across clones. The LSTM layers and penul-
timate FC layer had 800 units each. The last layer is a fully
connected layer with a linear activation function. This last layer
has 12 outputs, which corresponds to the components of fφ(x)
in (3). The training used 32 clones and we used λf = 1 and
λd = 18. The Adam optimizer [29] was used with a learning
rate of 0.0001.
Consistent with (3), we add Gaussian noise to fφ(x) during
the training stage. The value of σ is subject to a schedule that
reduces its value from 0.2 with an exponent of 0.98 per 1000
steps. For inference, we set σ = 0.
The toy experiment used the same configuration with the
following differences. The encoder consisted of three fully con-
nected layers, an 80-dimensional input was used and the output
was two-dimensional.
Whenever a decoder was used, a decoder was added to each
encoder. The decoder was constructed to mirror the encoder. It
consists of one fully connected layer, followed by two LSTM
layers, followed by a reshaping fully connected layer with linear
activations to match the input dimensionality. The output uses
as criterion an 2-norm error measure.
3.2. Toy experiment
The toy experiment is aimed at showing that our feature ex-
tractor, without the optional decoder, can find and disentangle
highly non-linear feature sets shared by the clone input signals.
3.2.1. Data generation
The toy data approximate a spectral-domain description of
whispered speech. The objective of the feature extraction is
to find the formants that form the salient information shared
across the clones. Let P denote the number of formants and
let each formant contain L signal components. Let Vp,l be
a d-dimensional basis vector representing a frequency (can be
drawn from a multivariate Gaussian distribution). Let the uni-
formly distributed scalar RV Ψp(t) ∼ U(0, 1) at instance t
with realization ψp(t) be the formant gain and let the uniformly
distributed scalar RV W (q)p,l (t) ∼ U(−1, 1) with realization
w
(q)
p,l (t) be the corresponding excitation signal for frequency l
of formant p observed by clone q. Then we have
x(q)(t) =
P∑
p=1
L∑
l=1
(ψp(t) + γ
(q)
p (t))w
(q)
p,l (t) vp,l, (8)
where the scalar RV Γ(q)p,l (t) ∼ U(−bΓp , bΓp) with realization
γ
(q)
p,l (t) determines the variance of formant p. Importantly, the
formants ψp(t) are identical for all clone inputs while the exci-
tations w(q)p,l (t) are different.
In the experiments, we set P = 2, d = 30, L = 10,
bΓ1 = 0.01 and bΓ2 = 0.005. Note that the Laplacian desired
distribution of (6) is not a good match. We used one million
steps with a batch size of 144 for training.
3.2.2. Results
We provide a typical visual result for the toy experiment. Fig. 2
shows a mapping from ground-truth formants (blue) to the ex-
tracted salient features (green). It is observed from the figure
that the mapping is smooth and injective, and that the input fea-
tures are distentangled. The clone-based successfully extracts
the formant structure. The results support that varying formant
variance is important for disentanglement. The measure (5) en-
courages separation of formants with differing variance.
We conclude from the toy experiments that i) formants can
be extracted with the clone approach without a decoder and ii)
disentanglement benefits from using the squared error criterion
(5) and from formants having different variance (different bΓq ).
This is true even if the groundtruth and desired distribution used
in MMD are mismatched.
Figure 2: Ground-truth features (blue) and extracted salient
features (green) for the toy experiment. Colored lines connect
nodes that were neighbors in the ground truth, and black lines
connect ground truth to extracted features.
3.3. WaveNet experiments
The WaveNet [23] algorithm requires conditioning to produce
natural-sounding speech. Our goal was to extract 12 salient fea-
tures that can be used as conditioning to produce clean speech
signals from input that can be noisy or clean.
3.3.1. Databases and test procedure
We used the WSJ0 database [30] for training and testing. The
training set contained 32580 utterances by 123 speakers and the
test set contained 2907 utterances by 8 speakers. Additionally
we used a mixed corpus of stationary and non-stationary noise
from approximately 10,000 recordings captured in a variety of
environments including busy streets, cafes, and pools. The in-
puts to the clones were 32 different versions of a signal that
contains an utterance, including the clean utterance and versions
with noise additions at an SNR of 0 to 10 dB. When a decoder
was used, the clean signal was used as target for all decoders.
To facilitate learning, the 16 kHz signals were pre-
processed into an oversampled log mel spectrogram represen-
Figure 3: Listening test results.
tation. We considered two specific representations. The single
window (sw) approach uses 40 ms windows with a time shift
of 20 ms and 80 log mel coefficients for each time shift. In the
dual window (dw) approach each 20 ms shift is associated with
one window of 40 ms and two windows of 20 ms (located at
5-25, and 15-45 ms of the 40 ms window). The 20 ms windows
were described with 80 log mel spectrogram coefficients, for a
total of 240 coefficients for each 20 ms shift.
As reference system we used feature sets obtained with
principal component analysis (PCA). It extracted 12 features
(PCA12) from the 240-dimensional vector of the dual window
data. The PCA was computed for the input signals of the clone-
based training. Additionally, a PCA that extracts four features
(PCA4) was trained as an anchor for the listening test.
We conducted a MUSHRA-like listening test on 10 utter-
ances from the test set for 10 different speakers, using 100
human raters per utterance. The MUSHRA reference was the
clean utterance. We evaluated the output of each model for both
clean and noisy test utterances, except for PCA4.
3.3.2. Results
Fig. 3 shows the result of the listening test. Clone-based learn-
ing without a decoder with a single window (SalientU-sw) pro-
vides natural speech quality with good speaker identity but with
fairly frequent errors for phonemes of short duration. As ex-
pected, the number of errors is lower for the clean (SalientU-
sw-clean) than for noisy input signals. Learning with a decoder
with a single window (SalientS-sw) reduces the errors to be-
ing very infrequent with a further small improvement for the
clean input signals (SalientS-sw-clean). For the noisy input the
errors are further reduced by using the dual window approach
(SalientS-dw-noisy), reaching almost the quality obtained with
clean input (SalientS-dw-clean and SalientS-sw-clean).
In summary, the clone-based systems with decoder signif-
icantly outperformed the reference system. This is particularly
true under noisy conditions (SalientS-dw vs PCA12).
4. Conclusion
We showed that clone-based training allows saliency to be de-
fined in a qualitative manner by a system designer. From ex-
periments with a toy example, we conclude that clone-based
training can be used to disentangle formants from a signal. In a
real-world application, the addition of a decoder improved the
performance of the clone-based feature-extraction system fur-
ther. The clone-based system is inherently robust to distortion
and it significantly outperformed a reference system. Its natural
application is coding and enhancement.
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