New sufficient conditions are obtained for oscillation for the solutions of systems of a class of higher-order quasilinear partial functional differential equations with distributed deviating arguments. The obtained results are illustrated by example.
Introduction and Preliminary
In this paper, we consider systems of higher-order quasilinear partial functional differential equations with distributed deviating arguments: 
where is even, Ω is a bounded domain in with a piecewise smooth boundary Ω, and Δ ( , ) = ∑ 
Throughout this paper, we assume that the following conditions hold: 
During the past three decades, the investigation of oscillatory theory for partial functional differential equations has attracted attention of numerous researchers due to their significance in theory and applications. In 2000, Li [1] has investigated systems of second-order partial differential equations:
and obtained sufficient conditions for the oscillation of solutions. In 2004, Lin [2] has studied higher-order nonlinear differential equation:
and obtained sufficient conditions for the oscillation of solutions. In 2004, Li et al. [3] have investigated a class of vector hyperbolic differential equations with deviating arguments:
and obtained sufficient conditions for -oscillation of solutions. In 2009, Gui and Xu [4] have investigated even-order neutral type partial differential equations with distributed deviating arguments:
For related work, we refer the reader to [5] [6] [7] [8] [9] [10] . However, to the best of our knowledge, few investigitions have been reported on the oscillation theory of systems of partial functional differential equations with distributed deviating arguments. Thus, the research presents its significance.
⊤ is said to be a solution of problem (1), (3) (or (1), (4)) if it satisfies (1) in = Ω × [0, ∞) and boundary condition (3) (or (4)). (4)) is said to be oscillatory in = Ω × [0, ∞) if at least one of its nontrivial components is oscillatory in . Otherwise, the vector solution ( , ) is said to be nonoscillatory.
The Main Results

Theorem 4. Assume that ( ) ≥ 1 is a monotone decreasing function, and
If there exist some 0 ∈ such that
then every solution of boundary value system (1) , (3) is oscillatory.
Proof. Suppose (1) and (3) have a nonoscillatory solution
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(H5), there exists a number
Multiplying both sides of (1) by and integrating with respect to over the domain Ω, we get
Therefore,
From Green's formula and boundary condition (3), it follows that
where is the surface element on Ω. Combining (12)-(13), we find
Then (15) yields
Discrete Dynamics in Nature and Society
Now, let ( ) = ∑ =1 ( ), ( ) = ∑ =1 ( ), ≥ 1 ; from (17) we have
Note that
Similarly, we have
Thus, from (18) for ≥ 1 , we find
It is clear that
Therefore, it follows that
We have ( ) > 0, ( ) ( ) < 0, for ≥ 1 . Hence, ( −1) ( ) is a monotone decreasing function in the interval [ 1 , ∞). We can claim that ( −1) ( ) > 0, for ≥ 1 . In fact, if ( −1) ( ) < 0, for ≥ 1 , then there exists a > 1 , such that ( ) ( −1) ( ) < 0. This implies that
which contradicts the fact that ( ) > 0. Now, we claim that ( ) ≥ 0, ≥ 1 . Otherwise ( ) < 0. But from the wellknown lemma of Kiguradze [5] and the fact that is even, the inequalities imply that higher derivatives of that function are also negative. This contradicts the fact that ( −1) ( ) ≥ 0. Thus we have proved that ( ) is the increasing function of .
From (23), we find that there exists a 0 ∈ such that
Thus we obtain
Since ( ) ≥ ( ) ( ) ≥ ( ), ( ) ≥ 0, from (27), we have
Integrating inequality (28) from 1 to ,
Furthermore, we have
which contradicts condition (10). This proof is complete.
Theorem 5. Assume that ( ) ≥ 1 is a monotone decreasing function and (9) holds. And
Then every solution of boundary value system (1) , (3) is oscillatory.
Proof. As in the proof of Theorem 4, we obtain (23). Therefore,
The remaining part of the proof is similar to that of Theorem 4; therefore it is omitted. The proof is complete. (1), (3) is oscillatory in .
Corollary 6. If inequality (23) has no eventually positive solution, then every solution ( , ) of system
Theorem 7.
Suppose that there exists a positive constant such that 0 < ≤ ( ) < 1, and
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Proof. As in the proof of Theorem 4, we obtain (27). Using the fact that ( ) < 1, from (27), we have
Since ( ) ≥ ( ) ( ) ≥ ( ), ( ) ≥ 0, from (35) we have
Integrating inequality (36) from 1 to ,
Theorem 8.
Suppose that there exists a positive constant such that 0 < ≤ ( ) < 1, and (33) holds. If
Proof. As in the proof of Theorem 5, we obtain (32). The remaining part of the proof is similar to that of Theorem 7 and we omit it. Consider the smallest eigenvalue 0 of the Dirichlet problem:
where is a positive constant and the corresponding eigenfunction ( ) is positive in Ω. (1), (4) is oscillatory in .
Theorem 9. Assume all conditions of Theorem 4 hold. Then every solution ( , ) of system
Proof. Suppose (1) and (4) have a nonoscillatory solution
Multiplying both sides of (1) by ( ), and integrating with respect to over the domain Ω, we have
Green's formula and boundary condition (4) yield
Combining (42)- (43), we get
Then (44) yields
Let ( ) = ∑ =1 ( ), ≥ 1 ; from (46) we have
Now, as in the proof of Theorem 4, from (47) we have
The remaining part of the proof is similar to that of Theorem 4; therefore it is omitted. The proof is complete. 
then every solution of boundary value system (1) , (4) 
then every solution of boundary value system (1) , (4) In fact, 1 ( , ) = cos sin , 2 ( , ) = cos cos . is such a solution.
