ABSTRACT. For any asymptotically conical self-shrinker with entropy less than or equal to that of a cylinder we show that the link of the asymptotic cone must separate the unit sphere into exactly two connected components, both diffeomorphic to the self-shrinker. Combining this with recent work of Brendle, we conclude that the round sphere uniquely minimizes the entropy among all non-flat two-dimensional self-shrinkers. This confirms a conjecture of Colding-Ilmanen-Minicozzi-White in dimension two.
INTRODUCTION
A hypersurface Σ ⊂ R n+1 is said to be a self-shrinker if it satisfies (1.1)
Here H Σ = −H Σ n Σ = ∆ Σ x is the mean curvature vector of Σ and x ⊥ is the normal component of the position vector. Self-shrinkers arise naturally in the mean curvature flow as the time slices of solutions that move self-similarly by scaling. Specifically, if Σ is a self-shrinker, then Here H n is n-dimensional Hausdorff measure and Φ is the Gaussian normalized so that F [R n × {0}] = 1. Following Colding-Minicozzi [9] , the entropy of a hypersurface is defined by The Gaussian surface area and the entropy of self-shrinkers agree and so λ[R n × {0}] = 1. A hypersurface, Σ, is asymptotically conical, if it is smoothly asymptotic to a regular cone; i.e., lim ρ→0 ρΣ = C(Σ) in C ∞ loc (R n+1 \ {0}) for C(Σ) a regular cone. Our main result is a topological restriction on asymptotically conical self-shrinkers with small entropy: ], then L(Σ), the link of the asymptotic cone C(Σ), separates S n into two connected components both diffeomorphic to Σ. As a consequence, L(Σ) is connected.
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are the maximally symmetric self-shrinking cylinders with k-dimensional spine. As S n−k * × R k are self-shrinkers, their Gaussian surface area and entropy agree. That is, n * uniquely minimizes the entropy within the class of closed self-shrinkers. Indeed, our arguments may be thought of as a natural extension of theirs from the closed to the asymptotically conical setting.
Specifically, following [8] we first study properties of a quantity along a smooth mean curvature flow that we call the shrinker mean curvature -see (3.1) . In particular, we use a parabolic maximum principle on non-compact manifolds as in [11] to show that if the initial surface of a smooth mean curvature flow is well-behaved at infinity and has positive shrinker mean curvature, then the shrinker mean curvature remains positive along the flow -see Proposition 3.2. We also use a standard parabolic maximum principle to conclude that for such a flow, the shrinker mean curvature controls the second fundamental formsee Proposition 3.3.
A variant on the shrinker mean curvature is also considered in [8] where the above properties are shown to hold for smooth mean curvature flows of closed hypersurfaces. However, in [8] the authors find it convenient to work with a rescaled mean curvature and so their quantity has a different, but easily translatable, form.
Our second main step is again to follow [8] and observe that if Σ is any non-flat asymptotically conical self-shrinker, then there are asymptotically conical perturbations Γ ± of Σ on each side of Σ which have positive shrinker mean curvature (relative to the correct orientation), strictly smaller entropy and which have the same asymptotic cone as that of Σ -see Proposition 4.2. As in [8] , these two hypersurfaces are found by considering the normal exponential graphs of small multiples of the lowest eigenfunction of the (self-shrinker) stability operator. Again the non-compactness introduces certain technical difficulties.
In our third step, we consider the smooth mean curvature flows with initial surfaces Γ ± . Directly using arguments in [8] , we prove that for non-compact flows of positive shrinker mean curvature if a singularity develops, then the Gaussian density of the flows at the singular point must be at least λ n−1 . Hence, if the entropy of Σ is at most λ n−1 , then the flows starting from Γ ± never develop singularities. We further show that each time slice of these flows is smoothly asymptotic to the same cone as that of Σ.
Finally, we observe that any long-time solution of the mean curvature flow with positive shrinker mean curvature and which is asymptotically conical must have a time-slice which is star-shaped -see Proposition 5.1. Theorem 1.1 is then an immediate consequence. The proofs of Corollaries 1.2 and 1.3 are straightforward.
NOTATION
Let R n+1 denote the standard (n + 1)-dimensional Euclidean space. We denote by
the open Euclidean ball of radius R centered at x 0 . When the center is the origin 0, we will omit it. A hypersurface in R n+1 is a proper codimension one submanifold of R n+1 . At times it will be convenient to distinguish between a point p ∈ Σ and its position vector x(p) ∈ R n+1 . Given a set Ω ⊂ R n+1 we define the ρ-tubular neighborhood of Ω to be the open set
Any hypersurface is two-sided and hence orientable -see for instance [19] . For this reason, we will always orient a hypersurface, Σ, by a choice of unit normal
For such a Σ, we let g Σ denote the induced Riemannian metric, A Σ be the second fundamental form (with respect to the choice of unit normal n Σ ) and H Σ the associated scalar mean curvature which we take to be the trace of A Σ . Observe that the mean curvature vector H Σ = −H Σ n Σ is well-defined independent of choices of unit normal as is the norm |A Σ | of the second fundamental form. For any hypersurface, Σ, and ρ ∈ R + we have the natural smooth map
given by Ψ ρ (p, s) = x(p) + sn Σ (p). We say T ρ (Σ) is a regular tubular neighborhood if this map is a diffeomorphism. We consider space-time, R n+1 × R, to be the set of space-time points X = (x, t) ∈ R n+1 × R. And let O = (0, 0) be the space-time origin. We will often focus on the subset of space-time consisting of space-time points with negative time which we denote by
be the parabolic cylinder of radius R and height τ centered at X 0 = (x 0 , t 0 ). It will also be convenient to consider the backward parabolic cylinder
The parabolic boundary of a parabolic cylinder is defined to be (2.7)
where ∂ is the topological boundary. Likewise,
. A smooth mean curvature flow is a collection of hypersurfaces {Σ t } t∈I , where I is some interval in R and so that there is a smooth map F : M × I → R n+1 so that for each t ∈ I, F (·, t) : M → Σ t ⊂ R n+1 is a parameterization of Σ t and so that
We will always take the hypersurfaces Σ t in a smooth mean curvature flow to be oriented so that the unit normal is smooth in t. It is often convenient to consider the space-time track of a smooth mean curvature flow
which is a smooth submanifold of space-time (with boundary if I contains either of its endpoints) that is transverse to each constant time hyperplane. We will not distinguish between a smooth mean curvature flow {Σ t } t∈I and its space-time track and so denote both by S. Along the space-time track of a smooth mean curvature flow S, let d dt be the smooth vector field given by (2.10)
It is not hard to see that this vector field is tangent to S and the position vector satisfies
It is straightforward (and standard) to compute the evolution of various geometric quantities with respect to this vector field -see for instance [10, Appendix B] . For a set Ω ⊂ R n+1 and x ∈ R n+1 , T ∈ O(n + 1) and ρ ∈ R + , let
∈ Ω , the rotation of Ω by T; and
Similarly, for a set Ω ⊂ R n+1 × R in space-time and X ∈ R n+1 × R, T ∈ O(n + 1) and
Clearly, if S is the space-time track of a smooth mean curvature flow, then so is ρ(T·S)+X for any ρ ∈ R + , T ∈ O(n + 1) and X ∈ R n+1 × R.
SHRINKER MEAN-CONVEXITY
Let S = {Σ t } t∈[−1,T ) be a smooth mean curvature flow. Along the flow S, we define the shrinker mean curvature relative to the space-time point X 0 = (x 0 , t 0 ) to be
We emphasize that, due to the t dependence, this quantity is defined for S. Given a time t ∈ R and hypersurface Σ, the shrinker mean curvature of Σ relative to the space-time point X 0 and time t is defined to be
We have the following evolution equation for the shrinker mean curvature.
Lemma 3.1. Along a mean curvature flow {Σ t } t∈I , the shrinker mean curvature relative to X 0 satisfies
Proof. On the one hand, using (2.11), i.e.,
and [10, Appendix B, (B.11)], i.e.,
Here e i is the i-th coordinate vector of R n+1 and the superscipt ⊤ denotes the tangential component to Σ t .
One the other, [10, Appendix B, (B.7)] gives
and thus
Hence, combining (3.6) and (3.8), we conclude that
Observe that S is self-similar with respect to parabolic rescalings about X 0 if and only if S X0 Σt ≡ 0. More generally, if one parabolically dilates S about X 0 , then the vector field of the normal variation of this family at S is the shrinker mean curvature vector relative to X 0 . Hence, as parabolic dilations are symmetries of the mean curvature flow, (3.3) may be viewed as the linearization of the mean curvature flow. In a similar fashion, the quantities e i ·n Σt used by Ecker-Huisken [11] are generated by spatial translations and so also satisfy (3.3) . Likewise, the mean curvature H Σt which also satisfies (3.3) arises in this manner from temporal translations.
We now use the maximum principle of Ecker-Huisken [11, Corollary 1.1] on noncompact manifolds to show that if a smooth mean curvature flow {Σ t } t∈[−1,T ) satisfies that Σ −1 is shrinker mean convex with respect to X 0 , then this remains true for all t ∈ (−1, T ). 
for some c > 0 and α ≥ 0, and that
Proof. Let (3.13) η(x, t) = 1 + |x| 2 + 2n(t + 1).
By [11, Lemma 1.1] we have that
and so
Σt (p) for (p, t) ∈ S. Then it follows from Lemma 3.1 and (3.14) that
Notice that
and by (3.11) and (3.17) we have that on S \ C R,T +1 (0, −1),
Invoking (3.10) and finiteness of the entropy, it follows from Theorem A.1 that
giving immediately (3.12).
We further adapt some ideas of [11] -specifically the proof of [11, Lemma 4.1] -to prove a relationship between the shrinker mean curvature and the second fundamental form for shrinker mean convex flows. 
Proof. First observe that, by Proposition 3.2, for all (p, t) ∈ S,
Thus, in view of (3.22) , it suffices to prove (3.23) on
By [10, Appendix B, (B.9)],
And by Lemma 3.1,
Thus we compute the evolution equation of u:
(3.28) Using Young's inequality, we obtain the estimate:
(3.29)
Hence,
Observe that the hypothesis (3.22) and (3.24) imply that
Therefore the standard parabolic maximum principle implies that
which proves the result.
SELF-SHRINKERS OF SMALL ENTROPY ASYMPTOTIC TO REGULAR CONES
We define ACS n to be the space of connected asymptotically conical self-shrinkers in R n+1 . Observe that the hyperplanes through the origin are contained in ACS n . We denote by ACS * n the subspace of non-flat elements of ACS n . Furthermore, given a λ ≥ 1, we let ACS n [λ] be the set of elements of ACS n with Gaussian surface area (and hence entropy) less than or equal to λ and define ACS * 
Moreover, for each β > 0, there are constants C 0 , . . . , C m , . . . > 1 depending on Σ and β so that
2 +µ+β , and
for all m ≥ 1.
Proof. Given functions φ, ψ on Σ, we define
and 
where the infimum is taken over all smooth non-zero functions compactly supported in
Obviously, µ R is non-increasing in R. Thus, µ R → µ as R → ∞ for some µ > −∞. This further implies that f R 2 1 is uniformly bounded. Hence, there is a sequence R j → ∞ so that f Rj converges to a function f on Σ weakly in
The smoothness of f follows from a standard elliptic regularity theory. As each f Rj is non-negative, so is f and, in fact, f > 0 on Σ by the Harnack inequality. Finally, it follows from [9, Lemma 9.25] that such an f is unique.
As Σ is non-flat, the classification of mean convex self-shrinkers [9, Theorem 0.17] implies that H Σ must change sign. Hence, [9, Theorem 9 .36] implies that µ < −1. For
Then, invoking [9, Lemma 3.20] and (4.6), a direct computation gives
for some R = R(β, Σ) > 1 sufficiently large. Next we choose C > 1 so that
Consider the Dirichlet problem
Note that the zeroth order term of the differential equation in (4.10) has a negative sign. Thus it follows from [13, Theorems 8.3 and 8.13 ] and the maximum principle that for each i > R, the problem (4.10) has a unique smooth solution g = g i bounded between C −1 g and Cḡ. Passing i → ∞, by the Arzela-Ascoli theorem,
It follows from (4.6) and the elliptic Schauder estimate that |∇ Σg | grows at most polynomially. This together with the Euclidean volume growth of Σ implies that (4.12)
To conclude the proof, it suffices to show that 
Thus, sending i → ∞ and invoking that µ < −1, the monotone convergence theorem together with (4.11) and (4.12) implies that h = 0 on Σ \ B R and so (4.2) follows.
Finally, letting Σ t = √ −t Σ, we define (4.14)f (q, t) = (−t)
Then (4.1) implies that
And (4.2) gives that, if
Thus it follows from standard parabolic regularity theory that for each integer m ≥ 1, there is a
proving (4.3).
We next use the lowest eigenfunction of the stability operator to perturb any element of ACS * n in order to strictly decrease its entropy. (1) the normal graph over Σ given by
is a smooth hypersurface; (2) for all R > 1 we have that
ǫ is asymptotically conical and, in particular, given δ > 0 there is a κ ∈ (0, 1) and R > 1 depending only on δ and Σ so that if p ∈ Σ \ B R and r = κ|x(p)|, then Γ ǫ ∩ B r (p) can be written as a connected graph of a function w over T p Σ with |Dw| ≤ δ; (4) by a suitable choice of the normal to Γ ǫ ,
Proof. Define the mapping (4.20)
As Σ ∈ ACS * n , in view of [23, Lemma 2.2], there is a ρ > 0 so that T ρ (Σ) is a regular tubular neighborhood. By Lemma 4.1, f is smooth and uniformly bounded by C 0 and so, if |ǫ| < ρ/C 0 , then Ξ ǫ (p) = Ψ ρ (p, ǫf (p)) and so Γ ǫ is the image under the diffeomorphism Ψ ρ of the graph of ǫf in Σ × (−ρ, ρ). In particular Γ ǫ is a hypersurface, proving Item (1). Item (2) follows immediately from (4.2) by picking β small enough so that µ + β < −1 and K = K(Σ) large enough. Let δ > 0 be any given small constant and R = R(δ, Σ) be a sufficiently large constant which may change among lines. By [23 
where C > 0 depends only on C 0 , C 1 and Σ. For |ǫ| < ρ/C 0 , |Ξ ǫ (p) − p| < ρ and so
Combining (4.21) and (4.22), if p ∈ Σ ∩ B R , we conclude that Γ ǫ ∩ B r (p) can be written as a connected graph of a function over T p Σ with gradient bounded by δ. In view of (4.2) and (4.3), it follows from Item (2) that Γ ǫ is smoothly asymptotic to C(Σ). This completes the proof of Item (3).
As computed in the proof of Lemma [23, Lemma 2.4], it follows from an appropriate choice of unit normal to Γ ǫ and (4.1) that
Here Q Σ is an at least quadratic polynomial with uniformly bounded coefficients by (4.6). This, together with (4.2) and (4.3) (with β = 1/2), implies Item (4) for all |ǫ| sufficiently small.
Finally, Item (5) can be shown by modified arguments in the proof of [9, Theorem 0.15]. We leave the technical details to Appendix C.
We next use sphere barriers to show that smooth mean curvature flows which initially decay to a regular cone must continue to decay to the same cone for all positive time. 
By the avoidance principle for mean curvature flow, U t ∩ Γ t = ∅ for all t ∈ [0, T ). Let d C denote the distance to the cone C. Observe that
and so the set U
Clearly, U + t ⊂ U t and, in general, is a proper subset. Hence, (4.30)
To conclude, pick a unit normal n C to C \ {0} so there is a smooth map
As L(C), the link of C, is compact and smooth, there is a ϑ ∈ (0, 1/2) so that if
then Ψ| N is a diffeomorphism onto its image. Fix t > −1 and consider the part of U c t far from the origin. That is, set
If y ∈ V t , then, by the definition of U t and the fact that
where the second inequality used that R > 1 and so R > R −1 . Hence,
where we used that R > R −1 and that K > 1. Thus, y ∈ Ψ(N ) and so, up to reversing the orientation of C,
where we used that, by (4.34), |x(p)| > 4KR and
As y / ∈ U t , we have y / ∈ B ρ(y0,t) (y 0 ). That is, ρ(y 0 , t) ≤ |y
where we used |x(p)| > R for the last inequality. Therefore, as Γ t ⊂ U c t and K ′ > 2/ϑ,
from which the result follows.
In what follows, we establish the existence and uniqueness of a smooth shrinker mean convex mean curvature flow starting from Γ ǫ at time −1. Moreover, we show that each time slice of this flow is smoothly asymptotic to C(Σ) and if the flow exists smoothly beyond time 0, then the time zero slice lies strictly on one side of C(Σ). (1) for t ∈ [−1, T ), Γ ǫ t is smoothly asymptotic to C(Σ) and, in particular, for p ∈ Γ ǫ t \ B R(t) ,
is given by the normal graph of a function f t over a region
, and
) by a suitable choice of the normal to
Proof. First, it follows from Items (2) and ( 
This, together with Item (2) .2) and (4.3), it is straightforward to check that (4.48)
Thus, combining (4.46) and (4.48), it follows from the mean curvature flow equation that, as long as β is small enough so that µ + β < −1, for t < min {0, T },
Hence, using similar reasoning as in the proof of [23, Lemma 2.3] , one verifies all of Item (3) except the lower bound on |f t |, which will be a consequence of our proof of Item (4). Next, by symmetries, it suffices to show Item (4) for ǫ > 0 and so f 0 = ǫf > 0. Let (4.50) T 0 = sup {t 0 < min {0, T } : Γ ǫ t ∩ Σ t = ∅ for all t < t 0 } . We will show that T 0 = min {0, T }, implying the first part of Item (4), i.e., Γ ǫ t ∩ Σ t = ∅ when t < min {0, T }. First, we prove that Γ ǫ t remains disjoint from Σ t for t close to −1. By continuity, there is a δ ′ > 0 small so that Γ ǫ t ∩ Σ t ∩B 2R(0) = ∅ for all t < −1 + δ ′ . In particular, if t < −1 + δ ′ , then f t restricted to Σ t ∩ ∂B 2R(0) is strictly positive. As both Γ ǫ t and Σ t move by mean curvature, the equation for f t is given by a perturbation of the linearized mean curvature flow equation and thus, invoking [23, Lemma 2.1] and Item (3), we get that
where a and b are uniformly bounded and depend on Σ, f t , ∇ Σt f t , and ∇ 2 Σt f t . The derivation of (4.51) involves lengthy but tedious computations for which we refer the reader to [20, Lemma 2.5] . Define
Then it is easy to deduce that
Thus, together with (4.2) (choosing β = 1/2), it follows from Theorem A.1 thatf t in Σ t \ B 2R(0) for t < −1 + δ ′ is bounded from below by a positive constant. In particular, this implies that T 0 ≥ −1 + δ ′ . Assume that T 0 < min {0, T }. Invoking Item (3) and [23, Lemma 2.1] again, it follows from the parabolic Harnack inequality [18, Corollary 7 .42] thatf t restricted on Σ t \ B 4R(0) for t ≤ T 0 is also bounded from below by a positive constant. Thus, by the parabolic maximum principle on bounded domains, we conclude that Γ ǫ T0 ∩ Σ T0 = ∅. Hence, we repeat the arguments in the previous paragraph to see that
To conclude, we note that, as (2) of Proposition 4.4 and Brakke's local regularity theorem [3] or [24] imply that there is an x 0 ∈B R(T ) so that the corresponding rescaled flow about X 0 = (x 0 , T ), 
is a diffeomorphism onto its image. Furthermore, the image is a connected component of
Proof. Let Ω = Π(Σ) and observe that, as Π(C(Σ)) = L(Σ) and Σ ∩ C(Σ) = ∅, Ω ∩ L(Σ) = ∅. It follows that Π is a proper map. Indeed, suppose that K ⊂ Ω is compact. As K ∩ L(Σ) = ∅ and Σ is smoothly asymptotic to C(Σ), there is an R = R(K) > 0 so that Π −1 (K) ⊂ B R . As Σ is a hypersurface, and so proper, Σ ∩B R is compact and so Π −1 (K) ∩ B R is also compact. Next notice that, as x · n Σ > 0 and
dΠ p is bijective for all p ∈ Σ. Hence, Π is a local diffeomorphism and so Ω is an open subset of S n . As Ω is the image of a connected set, Ω itself must be connected and hence, by a standard topological result, Π is a finite covering map.
We now show that Π is a diffeomorphism. To see this, fix a q ∈ Ω and suppose that p, p ′ ∈ Π −1 (q) are two consecutive points in the pre-image of q -here we order by distance from 0. For δ > 0 sufficiently small, letp = x(p) + δx(q) and likewise definep ′ . Invoking that x · n Σ > 0, the straight line segmentpp ′ connectingp top ′ intersects transversally with Σ exactly once. However, let Π Σ be the nearest point projection onto Σ and let γ : [0, 1] → Σ be a smooth simple parametrized curve connecting
Clearly,γ is homotopic topp ′ in R n+1 but does not intersect with Σ. This is a contradiction and so completes the proof that Π is a diffeomorphism of Σ onto Ω.
Finally, we show that Ω must be a connected component of S n \ L(Σ). To see this, letΩ be the connected component of R n+1 \ C(Σ) which contains Σ -such a component exists as Σ is connected and disjoint from C(Σ). Clearly, Ω ⊂Ω ∩ S n andΩ ∩ S n is a connected component of S n \ L(Σ). Pick a point q ∈ ∂Ω and a sequence q i ∈ Ω with q i → q ∈ Ω.
As Σ is proper, |x(p i )| → ∞ and so, as Σ is smoothly asymptotic to C(Σ), q ∈ L(Σ). Hence, ∂Ω ⊂ L(Σ) and our claim is verified.
We may now prove Theorem 1.1.
Proof of Theorem 1.1. First observe that the theorem is trivially true for hyperplanes. We claim that Σ must be connected. Indeed, otherwise one could use two of the connected components as barriers to find a stable self-shrinker which is impossible in view of [1, Lemma 3.3] . As such, we may assume that Σ ∈ ACS * n [λ n−1 ]. Hence, applying Theorem 4.6, we associate to Σ two smooth mean curvature flows Γ is a connected star-shaped hypersurface which is smoothly asymptotic to, but disjoint from, C(Σ). Notice that R n+1 \Σ consists of exactly two connected components (as Σ is connected) one containing Γ −ǫ and the other Γ ǫ . Hence, R n+1 \ C(Σ) also consists of exactly two connected componentsΩ ± each containing Γ ± . Hence, by Proposition 5.1, each Γ ± is diffeomorphic to Ω ± =Ω ± ∩ S n . This proves all but the last claim.
The final claim, that L(Σ) is connected, follows by applying the Mayer-Vietoris long exact sequence for reduced homology. Indeed, slightly enlarge Ω ± so that both are still connected and
as part of the long exact sequence. As n ≥ 2 and both Ω − and Ω + are connected,
Hence,H 0 (L(Σ)) = {0} and so L(Σ) is connected.
We next prove Corollary 1.2. To prove the gap, we argue by contradiction. Namely, suppose that there was no such δ 0 . Then there would exist a sequence Σ i of self-shrinkers with λ[Σ i ] ∈ (λ 1 , 2) and λ[Σ i ] → λ 1 . Up to passing to a subsequence, we may assume that Σ i converges to a multiplicity one F -stationary varifold Σ with λ[Σ] ≤ λ 1 . As each Σ i is two-sided, the tangent cones of Σ cannot be quasi-planes. Also, there is no minimal cone with isolated singularities in R Proof of Corollary 1.3. Let {Σ t } t∈[−1,T ) be the maximal smooth mean curvature flow with initial surface Σ −1 = Σ. As Σ is closed, a comparison with a large shrinking sphere implies that T < ∞. Let X 0 = (x 0 , T ) be a singular point of the flow. Immediately, it follows from Corollary 1.2 and the monotonicity of entropy that λ[Σ] ≥ λ 2 with equality if and only if, modulo translations and scalings, Σ is equal to S 2 . If the tangent flow at X 0 is a self-shrinking sphere, then, by Brakke's local regularity theorem, Σ t must be very close to the sphere for all t near T . In particular, Σ t is diffeomorphic to S 2 and thus, as the flow is smooth, so is Σ. Hence, if Σ has positive genus, the tangent flow cannot be a shrinking sphere and so λ[Σ] > λ 1 by the monotonicity formula and Corollary 1.2.
We use a weighted version of Huisken's monotonicity formula to establish a parabolic maximum principle for smooth non-compact mean curvature flows with boundaries. This is a slight generalization of [ 
4(T −t) .
Then for all t ∈ [−1, T ),
where
Proof. We will first show that u ≥ 0. Let u 0 (p, t) = max {−u(p, t), 0} ≥ 0 onS and we extend u 0 by zero to the whole S. As u is continuous and S ∩ ∂ P C R,T ′ +1 (X 0 ) for every 0 < T ′ < T is compact, Item (2) implies that −u is strictly negative in a neighborhood of S ∩ ∂ P C R,T ′ +1 (X 0 ). Hence, u 2 0 is C 1,1 and satisfies, in the weak sense, that
Here we used Item ( As M 1 ≤ 0,ũ > c 0 on ∂ PS . Applying the same argument as above toũ − c 0 , we conclude thatũ ≥ c 0 which completes the proof.
APPENDIX B.
Throughout this appendix, let Σ be a self-shrinker in R n+1 and let H First, we prove a lemma that yields a uniform decay rate for the weighted L 2 integration over exterior regions. for some C ′ depending only on n and C. Thus (B.6)
i.e., φ ij → φ strongly in L 2 w (Σ).
APPENDIX C.
Let Σ ∈ ACS * n and let f be the lowest eigenfunction of L Σ as in Proposition 4.1. Throughout ǫ 1 > 0 is assumed to be sufficiently small. We consider a one-parameter family of hypersurfaces Proof. Observe that, by [9, Proposition 3.6] , the gradient of G vanishes at (0, 1, 0). Hence, Item (1) will follow if we show that the Hessian of G at (0, 1, 0) is negative definite. That is, if, for any a, b ∈ R and y ∈ R n+1 so that (a, b, y) = (0, 0, 0), (C.4) ∂ ss | s=0 G(sy, 1 + as, bs) < 0. 
