ABSTRACT
INTRODUCTION
One approach to the characterization of the proteome of a tissue sample from an organism is to use the mass spectrum of the tissue sample. In mass spectrometry (MS), a biological sample is fragmented into ions, and the paired mass-to-charge ratio (m/z) versus the intensity of the resulting set of ions are measured. Several technical approaches in obtaining a representation of the spectrum are in common use, such as matrix-assisted laser desorption/ionization time-of-flight (MALDI-TOF) MS and surfaceassisted laser desorption-ionization time-of-flight (SALDI-TOF) MS, but all these approaches involve the alignment of the m/z axis to correct for experimental variations if one wants to compare the spectra from different tissues. What these different approaches have in common is that they produce a set of intensity measurements for m/z values, or since we will present examples using the MALDI-TOF technology which usually produces singly charged ions, we can just think of this as a set of intensity measurements as they depend on mass. One common goal is to compare mean spectra across different patient populations to identify biomarkers. * To whom correspondence should be addressed.
All alignment approaches fall into one of two very broad categories (Vandenbogaert et al., 2008) : they are based either on peak data, where the data have been processed to identify important signals (peaks) and distinguish these signals from noise, or on profile data, where the MS spectra are taken as recorded. We will now briefly describe each of these general strategies and discuss several implementations of each strategy.
The peak-based alignment approach
In the peak-based approach, one tries to distinguish between relevant signals from peptides and irrelevant noise in the data in an initial peak detection step, and then relies only on these peaks for the subsequent analysis. In the peak detection step, one applies a number of data preprocessing steps. Data preprocessing is considered a necessary step before characterization of the proteome of a set of samples for all applications of MS due to the noise in the measured intensity and also the slight variation in the measured locations. This data preprocessing typically consists of the following steps: baseline correction, smoothing, intensity normalization, peak identification and peak alignment. Following this data preprocessing, analysis of different patient populations can be carried out by using the detected and aligned peaks. Peak detection typically excludes a large amount of noise and thereby reduces the data considerably. However, the performance of the overall alignment process strongly depends on the performance of the peak detection step. Peak-based alignment methods typically only take m/z variation of aligned peaks into account; only a few of them also use intensity. Several peak-based alignment methods have been proposed, as we now discuss. Tibshirani et al. (2004) aligned peaks extracted from the smoothed raw spectra via a dendrogram constructed using agglomerative hierarchical clustering with complete linkage. The idea is that tight clusters should represent the same biological peak that has been horizontally shifted in different spectra, thus one can extract the centroid of each cluster to represent the consensus position for that peak across all spectra. A peak in the individual spectra is deemed to be one of the common peaks (cluster), if its center is close enough to the estimated central position of the common peak. The assumption that motivates such a procedure is true only if global or non-linear local shifts in the m/z scale are uniformly small enough so that no peak deviates far from the mean spectrum of the population to keep the closeness to the true peak position. Finally, selection of the number of clusters (i.e. the dendrogram cutoff value) is in general difficult to determine. Yu et al. (2006) proposed to address the multiple peak alignment problem via a sequential approach based on Gaussian scale-space theory. They assume that multiple sets of detected peaks are the observed samples of a set of common peaks. They convert the problem of estimating locations of the unknown number of common peaks from multiple sets of detected peaks into the much simpler problem of searching for local maxima in the scalespace representation. The optimization of the scale parameter σ is achieved through minimizing the energy function E(σ) = D(σ) + λR(σ). The data-fitting term D(σ) is the sum-of-square differences between the sample peaks and the scale-space-based representation. The regularization term R(σ) = 1 − exp{−(σ −µ s ) 2 /(2σ 2 s )} prevents overfitting (too small σ) and oversmoothing (too large σ). The parameter λ allows the user to adjust the relative importance between these two terms. From the Bayesian point of view, the data-fitting term is the log-likelihood, the regularization term is the log prior. They use the m/z distances between neighboring peaks in all samples to estimate σ s and µ s in the regulation term. In their simulations, the energy function achieved the same minimum, aroundσ = µ s , for all the λ values they tried: 0.5, 1, 1.5 and 2.0. They claimed that the value of the relative importance coefficient λ does not have much influence on the minimum energy and simply set λ = 1. The above claim is true if and only if R(σ) = 0, which corresponds toσ = µ s . The µ s happened to be a good estimate for σ in their simulations, but this will not generally be the case. Thus, how to set the value of λ is still an unsolved problem. In the next step, they obtain the number and locations of the common peaks at the estimated-scale level by searching for a local maximum, and align peaks with respect to the common peaks using a closest point matching method (i.e. for every common peak, its counterpart in a sample has the smallest distance among all peaks in the same sample), which is valid only if the majority of peaks locate close to the true locations with only a few outliers. The fundamental assumption of the above Gaussian scale-space approach is that the locations of the observed peaks follow a symmetric unimodal distributions (e.g. normal distributions) with their means equal to the corresponding locations of the common peaks and variances reflecting the width of the peak, but that strongly depends on whether or not the preprocessing steps could deal well with frequently observed global and local non-linear shifts of peaks.
The profile-based alignment approach
Alternatively, one can attempt to compare the complete MS spectra directly. Methods that use this approach usually attempt to find an alignment such that the overall difference between intensities of all MS spectra and the reference spectrum (e.g. the mean spectrum or any spectrum among the studied ones) after alignment is minimized.
Some try to find a polynomial warping function that applies to all m/z values using least squares, as proposed by Eilers (2004) , which we call the parametric time warping (PTW) method. Typically, quadratic functions are used in practice, which are not flexible enough to capture non-quadratic m/z distortion, thereby introducing bias. Listgarten et al. (2005) proposed what they call the continuous profile model (CPM). This model employs a hidden Markov modelbased approach, in which each observed mass spectrum is a non-uniformly subsampled version of a latent spectrum, to which local rescaling and additive noise are applied. They estimated the latent spectrum using the expectation-maximization (EM) algorithm, then align each observed spectrum to the latent spectrum using the Viterbi algorithm, a dynamic programming (DP) algorithm for finding the most likely sequence of hidden states. One potential advantage of this approach is the consideration of the intensity information in the alignment, and another is to combine all the preprocessing, peak detection and peak alignment steps into one computation. On the other hand, one must manually set many parameters, and this approach only works for extracting the latent spectrum for one sample by aligning multiple technical replicates. The implicit assumption behind this approach is that there is oneto-one correspondence among peaks across sequences to be aligned (Yu et al., 2006) . This is usually not true for samples from different persons. Thus, this method cannot be directly applied to clinical datasets which usually have no technical replicates for each sample. In addition, it allows very large cumulative shifts, which can potentially lead to alignment of unrelated peaks thereby creating artificial features. This method is successful in its original context, speech recognition, to align speech energy signal spectra with different speaking speeds from one person.
Here, we develop a profile-based alignment approach, using an explicit probability model in conjunction with a Bayesian inferential approach. The approach to alignment described here builds on a previously developed method for curve registration by Reilly et al. (2004) . Not only does this approach avoid the peak selection step of peak-based methods, it strikes a balance between the profilebased methods described above in that, while being far more flexible than quadratic time warping method, it avoids the pitfalls of methods such as the CMP that require manual specification of many parameters.
METHODS

Baseline subtraction and normalization
The quantitative intensity measurements output by most MALDI-TOF mass spectrometers already have the baseline subtracted from the intensity by the machine's internal algorithm (Yasui et al., 2006) . Thus, further baseline subtraction will not be considered here.
Due to variation in sample preparation and deposition on the target, matrix crystallization and ion detection, overall abundance measurements often vary by at least 4-fold for different samples (Wu, 2004) . The proposed alignment method depends on the spectra's abundance; therefore, abundance variations need to be minimized. Many normalization methods have been proposed to solve this problem. Here, we simply apply one scaling factor to each MS run so that the total abundances under the curve is the same for all the samples (Wu, 2004) . After this we take the logarithms of the abundance to reduce the variance's dependence on the mean level.
Alignment in the raw TOF measurements instead of the calibrated m/z values
MALDI-TOF MS is a technique in which a co-precipitate of an UV-light absorbing matrix and a biomolecule is irradiated by a nanosecond laser pulse. Biomolecule i is turned into gas phase ions with initial velocity v 0i (the initial velocity approximately follows a normal distribution), and then are accelerated in an electric field with voltage U and enter a field-free flight tube. During the flight in this tube, different ionized biomolecules are separated according to their m/z ratio and reach the detector at different times. The m i /z i of an ion can be approximated by a quadratic function of its drift time t i . Suppose L is the drift length, while β 0 , β 1 and β 2 are calibration constants. Then,
The values of m/z in a TOF-MS are determined by estimating β 0 , β 1 and β 2 using an internal or external calibration to known m/z values. Typically, the calibration involves measuring a standard sample that contains several species with known m/z values and fitting quadratic curves to the observed versus known m/z values of the several species to estimate the coefficients β 0 , β 1 and β 2 . The estimates are then used to determine the corresponding m/z value of each TOF point. The errors in this approximation can become fairly large (>2%) when the calibration equation is extrapolated beyond the range of masses of the calibrants (Coombes et al., 2005) . Figure 1 shows a segment of MS spectra of bronchio-alveolar lavage samples of seven patients receiving lung transplants who experienced transplant rejections (solid lines) and five patients who did not reject for at least 5 years (dash lines). The x-axis of Figure 1a is the TOF scale, while the x-axis of Figure 1b is the calibrated m/z scale. Comparing Figure 1a and b, the proteins are not indexed properly by their calibrated m/z values across multiple spectra. Meanwhile, the calibration potentially introduces bias via mis-specification of the quadratic model and introduces variability through the use of the parameter estimatesβ 0 ,β 1 andβ 2 . It may be advantageous to forego calibration and align the spectra using the TOF scale directly. Also the TOF measurements are equal-spaced measurements, which is slightly faster for alignment with respect to computation, as we will note in Section 2.5.2.
Alignment model
Let x i (t) represent the height (intensity on the log-scale) of the spectrum for subject i at time t (in the TOF measurement scale). If θ(t) is the average spectrum for this patient population at t, ξ i (t) is the deforming function for this subject at t in TOF measurement, and i (t) is random error, then we assume
for all t. Here, we assume that these deforming functions are bijective, continuous and strictly monotone increasing, otherwise ξ i (t) is able to completely erase observed peaks in the spectra. These assumptions are natural since we do not think the observed spectra are cut up and are reassembled versions of the underlying signal; rather the need for alignment is that there are slight distortions in the TOF scale. Note that we only observed data on some finite set T (t 1 ,t 2 ,...,t T ) and so ξ i (t) need only be defined for t ∈ T , but given that ξ i is assumed monotone, it has an inverse and so E[x i (ξ −1 i (t))]=θ(t). Thus, we need to define x i (t) for all t in the range of ξ −1 i (t). Since ξ i (t) is also assumed continuous, we need to define x i (t) for all t. Let E j for j = 1,...,T −1 be the partition of [t 1 = min t∈T ,t T = max t∈T ] defined by the locations of the knots of ξ i (t) (use the same partition for all i), t 1 ,t 2 ,...,t T . So here we define x i (t) = T −1 j=1 x i (t j )I {t∈E j } . In addition, θ(t) will be assumed constant within each E j segment.
We parameterize ξ i (t) as piecewise linear with knots positioned at the locations (or a subset of the locations) where we have observed data. We also restrict the range of ξ i (t) to be in a finite set with cardinality strictly greater than the number of knots. Hence, there are only finitely many possible ξ i (t), but since we can increase the cardinality of the range of ξ i (t), we can obtain an approximation to any desired level of accuracy.
Estimation
We assume that the L 2 norms of
2 dt, are independently distributed as σ 2 |E j |χ 2 1 (where |I| denotes the length of the interval I). We also assume that the L 2 norms of ξ i (t)−t over E j , E j [ξ i (t)−t] 2 dt, are independently distributed as τ 2 |E j |χ 2 1 . Then the −2 log posterior is given up to a constant by
We then find the posterior modes of ξ 1 (t),ξ 2 (t),...,ξ n (t) by minimizing
The first constraint will guarantee that ξ i (t ) is strictly monotone increasing. The motivation for the second constraint is that we want to maintain the shape of the peaks during the alignment process. Because our method aligns the spectra point by point, the peaks can be arbitrarily stretched or compressed along TOF axis as long as the objective function is minimized. By this constraint, the distance (along TOF axis) could be conserved between consecutive points with both intensities no less than r i . Thus, the shape of those peaks are conserved. For example, if we believe that most of the biological meaningful peaks' intensities are >80 percent quantile of the local spectrum, then we should set r i as the 80 percent quantile of the local spectrum here. The larger the r i is, the less the shape of the spectrum will be conserved. Figure 1c shows the spectra after alignment without the second constraint, note that the bell shape of the peaks is lost. For MALDI-TOF MS, setting r i as a local quantile instead of a global quantile is necessary as shown in Figure 2 where the dashed line represents the measured spectrum of a lung transplant patient, the solid curve displays the 80 percent quantile of the nearest 400 points in a symmetric window, and the dotted horizontal line is the global 80 percent quantile. The amplitude of the mass spectrum intensity varies greatly along the TOF scale, only part of the spectrum (between around 10 000 to 20 000, in time order) have intensities higher than the global 80 percent quantile. If we set r i as the global 80 percent quantile, the proposed algorithm can only guarantee to keep the shapes of these peaks during the alignment procedure. While if use the local 80 percentile quantile as r i , we could keep the shapes of peaks across the whole spectrum. If we treat θ as missing data and ξ i (t) as the parameter, we can use the EM algorithm to search for posterior modes. At the (k +1)-th iteration, in the E-step, we calculate the expectation of the log-likelihood with respect to deforming functions from the k-th iteration {ξ
in the M-step, maximize
..,ξ n ) with respect to ξ 1 ,...,ξ n , where
To do so we need only to compute the expected value of θ(t) and θ(t) 2 , but given all the ξ i (t) (k) we can estimate these quantities using
(t)). Once these expectations are computed we maximize (minimize) the expected log posterior (expected −2 log posterior) with respect to ξ i (t). Given the form of the expected log posterior, we can maximize it with respect to each ξ i (t) independently of the rest. These maximization steps are carried out using the DP algorithm developed in Reilly et al. (2004) , but in this case there is an expectation in the function to optimize that was not present there. The part of the expected log-likelihood relevant for the M-step is
Whereas in Reilly et al. (2004) there was no expectation. This makes only a slight difference since
and given ξ (k) i (t) we can estimate E[θ(ξ i (t))] and E[θ(ξ i (t)) 2 ] using the corresponding moments of the x i (t) averaging over i using the current values of the deforming function ξ (k) i (t) to first deform all curves. If we treat each of the n observed spectrum as the spectrum to which all other spectra are aligned, then we can obtain n initial values for the EM algorithm, all of which are likely to be quite good. We could randomly pick any one as the initial value and this is in theory fine because the initial value should not impact the final solution one obtains. Typically, the EM algorithm obtains convergence within 20 iterations here.
Computational considerations
2.5.1 Rough scale One aspect of the spectra investigated here that makes the straightforward implementation of the previously outlined computational strategy difficult is the number of observations for each spectrum. On the other hand, we expect ξ(t) to be a slowly varying function, so we conduct our alignment procedure on a much rougher scale than we actually have data. Hence, we first obtain a kernel smoothed estimate of the spectrum at every K points (e.g. K = 8), then apply the algorithm to estimate ξ(t) on this rough scale. Then we calibrate the data by defining ξ(t) on the fine scale via linear interpolation.
Dynamic programming
We use DP to obtain an approximation to the solution to the objective function (1). Our DP algorithm implementation only allows determination of an approximate solution because the values of the range of ξ(t) must be a discrete set, but since this discrete set can approach the set of real numbers the solution can reach any desired level of accuracy.
Here, we follow the approach of Reilly et al. (2004) . The basic idea of the application of the DP algorithm to our problem is to relate the minimized value of the approximation to objective function (1), when there are k observations, F k , to the value of this discrete approximation when there are k −1 observations, F k−1 .
The TOF observations are equally spaced, and if we label them from 1 to T and also assume that x i (t) and θ(t) are constant within each E i interval, then the objective function (1) could be simplified as
As we mentioned in Section 2.2, using the TOF scale and thus using objective function (2) instead of (1), we avoid calculating the length and related division for each E j , and also the difference of t j+1 −t j , which slightly speeds up the computation. Let C m be the set of piecewise linear, strictly increasing functions with nodes at 1,2,...,T such that the values at the nodes are of the form 
..,n}, and the approximation to objective function (2) with k nodes in each spectrum is
The cardinality of the domain of ξ i is T and the cardinality of the range of it is mT −m+1. Because the only bijective map from one set to another with the same cardinality is the identity, we need to set m > 1 to guarantee mT −m+1 greater than T . As m increases, the gap between possible values of ξ i (j) decreases, and this gap can be made arbitrarily small by choosing a sufficiently large value of m. For ξ i to be bijective, we require ξ i (1) = 1 and
m , which means the optimal deformation functionξ i maps the k-th point in the i-th spectrum Figure 3b . That means the optimal solution path should be near the diagonal area of the plot. Thus, the DP algorithm could restrict its searching region within that area, instead of the whole rectangular array. A global constraint, the Sakoe-Chiba band (Sakoe and Chiba, 1978) , could be used here. In our context, if we let b = m . Without using this constraint, the DP algorithm will search l i from k to T (m−1)−(T −k), k = 2,...,T −1 and i = 1,2,...,n. The DP algorithm's complexity is thus O(mnT 2 ). After using this constraint, the DP algorithm will search l i from m[max(2,k −b)−1] to m[min(b+k,T −1)−1], thus the DP algorithm's complexity in each EM iteration is reduced to O(bmnT ). In the MS context, T is length of the measurement sequence, around 50 000 measurement points each spectrum. Thus, using the Sakoe-Chiba band here speeds up the computation substantially.
The parameter b, the largest shift allowed, could be estimated based on the mass accuracy ( τ 2 is the only parameter that needs to be set manually. Here, σ 2 τ 2 is the ratio of the intensity variance (on the log scale) to the deformation variance. If σ 2 τ 2 is relatively large, then only very small deformations (shifts) are allowed. In this case, the optimal solution will look like Figure 3c , and the deformation will not be large enough to find a suitable alignment. If σ 2 τ 2 is relatively small, then very large shifts are allowed. The optimal solution will look like Figure 3e , and the alignment will entail shifts that are inconsistent with the magnitude of shifts reported in MALDI-TOF quality control experiments. Figure 3d shows the ideal situation, where enough deforming is allowed within the predetermined band b. This motivates us to set σ 2 τ 2 as the smallest value so that the solution lies within the band defined by the parameter b. In practice, we start from a relatively small σ 2 τ 2 value. If one of the solution curves hits the band boundary, the algorithm will stop the alignment procedure, increase σ 2 τ 2 value by 10%, and then redo the alignment. The algorithm repeats the previous step until the solution lies within the band defined by the parameter b.
Identification of peak features corresponding to differentially expressed proteins while controlling the false discovery rate (FDR)
After aligning a set of MS spectra, researchers first attempt to compare the aligned mass spectra to identify features (peaks) corresponding to underlying differentially expressed proteins or protein fragments between different patient populations. Suppose the mean spectrum of the first population is θ 1 (t), the mean spectrum of the second population is θ 2 (t) and their absolute difference is θ diff (t) =|θ 1 (t)−θ 2 (t)|. Clearly our scientific interest, the underlying differentially expressed proteins, corresponds to peaks in θ diff (t).
Two natural values to quantify the size of a peak are its height and its area. The area of a peak is a more accurate measure of the corresponding protein's abundance than the height. If there were no variability in the initial velocities, then all ions with the same mass and charge would strike the detector at the same instant, the TOF spectrum would show a spike at the TOF corresponding to each protein, with a height equal to the protein's concentration. In actual MALDI-TOF spectra with the presence of a spread of initial velocities, we observe bell-shaped peaks rather than one-dimensional spikes (Coombes et al., 2005; House et al., 2006) . Thus, our focus is on the area under the peak.
We identify peaks by the use of the continuous wavelet transform (CWT) method proposed by Du et al. (2006) , which allows wavelet transforms at every scale with continuous translation. CWT uses the Mexican hat wavelet as the mother wavelet. The Mexican hat wavelet with scale w best matches the peaks with a width of 2w. Thus, for a peak in a MS spectrum, the corresponding CWT coefficient reaches a maximum around the peak center when the scale best matches the peak width. The peak width can be estimated based on the CWT scale corresponding to the maximum point of the CWT coefficient.
Suppose there are n 1 patients from population 1 and n 2 from population 2. The corresponding spectrum of each patient after alignment is X aligned ij (t), i = 1,2, j = 1,...,n i . The procedure of identifying peak features corresponding to differentially expressed proteins or protein fragments between two patient populations is as follows:
(1) After alignment (align all the spectra from different patient populations together), calculate the mean spectrum of each population,θ i (t) = 
(4) For each identified peak, conduct a two sample t-test (or some nonparametric test) to compare a k 1j , j = 1,...,n 1 and a k 2j , j = 1,...,n 2 , and record the corresponding P-value, p k , k = 1,...,m.
(5) Apply the Benjamini-Hochberg procedure (Benjamini and Hochberg, 1995) 
Then report all peaks corresponding to p (j) , j = 1,...,k as differentially expressed, which can subsequently be mapped to differentially expressed proteins.
EXAMPLES AND RESULTS
Example 1: application to a set of bronchio-alveolar lavage samples
We aligned the bronchio-alveolar lavage sample mass spectra of 12 patients receiving lung transplants. A segment of the spectra after alignment is shown in Figure 1d . We denote spectrum j in group i as S i j . Group 1 includes seven patients receiving lung transplants who experienced transplant rejections [i.e. bronchiolitis obliterans syndrome (BOS)] and Group 2 includes five controls (i.e. lung transplant recipients who did not reject for at least 5 years, most rejections occur by this point). We calculate the square of Pearson's correlation between each sample with the corresponding group mean spectrum before and after the alignment, denoted r 2 raw and r 2 aligned , respectively. The ratios of them, r 2 aligned /r 2 raw , range from 1.043 to 1.330 as shown in Table 1 . The correlation between each patient spectrum and the corresponding mean spectrum after alignment has increased, thereby indicating that a better alignment has been achieved. We also used the PTW method to align the spectra. The PTW Matlab routine, by P. Eilers (Medical Centre, University Leiden, The Netherlands), is available in warpGUI Matlab program. The ratios of the square of Pearson's correlation between each sample with the corresponding group mean spectrum before and after the alignment using PTW, r 2 aligned-PTW /r 2 raw , range from 1.003 to 1.008 as shown in Table 1 . The superior performance of the proposed method demonstrates, by its greater flexibility, to capture non-linear distortion of the TOF (or m/z) axis. (c) Identified peaks from the absolute mean spectra difference. The absolute mean spectra difference: solid curve. Identified peaks: shadowed area. P-value (in the minus logarithm to the base 10 scale) of two sample t-test at each identified peak: circle. P-value threshold of controlling FDR at level 0.05: dashed horizontal line. experienced rejections and 47 who did not have a rejection. After alignment, we use the procedure described in Section 2.6 to identify peak features corresponding to differentially expressed proteins. Ninety-three peaks are identified, and 80 peaks are significant while controlling the FDR at level 0.05. Figure 4 shows a segment of the spectra. There are seven significant peaks identified within this segment (Fig. 4c) . The three peaks with the highest intensities are Human neutrophil defensin peptides (HNP) peaks (m/z = 3371, 3441 and 3485), and have been shown to be highly expressed in lung transplant recipients with BOS, while infrequently detected in the control population that did not develop BOS (Zhang et al., 2005) .
