Control-affine output systems generically present observability singularities, i.e. inputs that make the system unobservable. This proves to be a difficulty in the context of output feedback stabilization, where this issue is usually discarded by uniform observability assumptions for state feedback stabilizable systems. Focusing on state feedback stabilizable bilinear control systems with linear output, we use a transversality approach to provide perturbations of the stabilizing state feedback law, in order to make our system observable in any time even in the presence of singular inputs.
Introduction
Stabilizing the state of a dynamical system to a target point is a classical problem in control theory. However, in many physical problems, only part of the state is known. Hence a state feedback can not be directly implemented. When a stabilizing state feedback exists, a commonly used idea is to apply this feedback to an estimation of the state, relying on a dynamical system called the observer, which learns the state of the system from its dynamics and the measured output. This strategy is known as dynamic output feedback stabilization.
In the deterministic setting, output feedback stabilization has been extensively studied (see e.g. [2, 3, 6, 7, 9, 13, 15, 17, 18] ). The observability of a controlled system for some fixed input qualifies the ability to estimate the state using its output, and characterizes the fact that two trajectories of the system can be distinguished by their respective outputs over a given time interval. This crucial notion constitutes a field of study in itself (see e.g. [2, 4, 10, 19] ). A commonly used hypothesis to achieve output feedback stabilization is the uniform observability of the system, that is the system is observable for all possible inputs. It is well-known that a globally state feedback stabilizable system that is uniformly observable is also semi-globally output feedback stabilizable (see e.g. [7, 13, 17, 18] ).
However, as shown in [10] , it is not generic for a dynamical system to be uniformly observable. There may exist singular inputs for the system, that are inputs that make the system unobservable on any time interval, and the output feedback may produce such singular inputs. This defeats the purpose of output feedback stabilization, which is still an open problem when such inputs exist. Investigating this issue, some authors propose a different approach by allowing time-varying (either periodic as in [6] or "sample and hold" as in [16] ) output feedback.
Doing so, the authors use a separation principle to show output feedback stabilization. Adopting another point of view and in line with [14] , we are interested in smooth time-invariant output feedback.
In this work, we restrict ourselves to the class of bilinear systems with linear observation that are state feedback stabilizable at some target point, which, with no loss of generality, is chosen to be 0. We also assume the system to be observable at the target, that is, the constant input obtained by evaluation of the feedback at 0 is not singular. This class of systems is a natural choice of study for two reasons. First, the uniform observability hypothesis is still not generic in this case. In particular, one can easily check that there generically exists constant inputs that make the system unobservable in any time. Secondly, according to [8] , any controlaffine system with finite dimensional observation space may be immersed in such a system.
In this context, a natural question to ask is: "Can we ensure that only observable inputs are produced by the dynamics when the output feedback is obtained as a combination of an observer and a state stabilizing feedback?" This question falls within the more general and unsolved problem of building a smooth separation principle for systems with observability singularities. The stabilization by output feedback is beyond the scope of this paper, which focuses only on the observability issue. We show that for any state stabilizing feedback law, there exist small additive perturbations to this feedback that satisfy this property. Transversality theory is used to prove the existence of such an open and dense class of perturbations. For our results to hold, some properties of the dynamical observer are needed. The problem is tackled with a general observer design, and it is shown in a closing section that the classical Luenberger and Kalman observers fit our hypotheses.
Organisation of the paper
In Section 2, we state the main results of this paper. We begin this section with some definitions and notations, and we emphasise the precise issue. In particular, we define the system and the class of feedback perturbations we are interested in. We then state our main results on observability properties of the perturbed system, and assert that the classical Kalman and Luenberger observers fit our hypotheses.
In Section 3 the reader may find a proof of our main results in three subsections. We rely on a transversality approach, which requires some technical preliminary results (Section 3.1). Sections 3.2 and 3.3 are then focused on the proof of our first main theorem and its corollary, respectively.
Lastly, we prove in Section 4 that the Luenberger and Kalman observers fit our hypotheses, so that we can apply our previous theorems to these observers. In order to do so, we prove that their dynamics are somehow compatible with the Kalman observability decomposition.
Notations
Let N be the set of non-negative integers. For any subset I ⊂ N, |I| denotes its cardinality.
Let n, m be positive integers. Let ·, · be the canonical scalar product on R n , | · | the induced Euclidean norm, B(x, r) the open ball centered at x of radius r for this norm, and S n−1 ⊂ R n the unit sphere. Let L(R n , R m ) be the set of linear applications from R n to R m and End(R n ) = L(R n , R n ). For any endomorphism A ∈ End(R n ), denote by A * its adjoint operator.
If f is a function from R n to R m , the notation Df (x) [v] stands for the differential at x ∈ R n applied to the vector v ∈ R n of the function f . The partial differential of f at x with respect to the variable y is denoted by D y f (x). In particular, for any function t → v(t) defined on a real interval containing zero, we use the shorthand notation
Statement of the results

Problem statement
Let n be a positive integer, A, B ∈ End(R n ), C ∈ L(R n , R), b ∈ R n and u ∈ C ∞ (R + , R). Set A u = A + uB and consider the following observation-control system:
System (1) is said to be observable in time T > 0 and for the control function u if and only if, for all pair of solutions (
One easily checks that for bilinear control systems of the form (1) to be observable in time T for the control u exactly means the following. For every
If (1) is observable for u = 0 in some time T > 0, then it is also observable in any time T > 0, and we say that the pair (C, A) is observable. According to the Kalman rank condition, (C, A) is observable if and only if the rank of the following observability matrix
is equal to n. Let S be a finite dimensional manifold and let L : S → L(R, R n ). For all u ∈ R, let f (·, u) be a vector field over S. Denoting ε =x − x, we introduce a dynamical observer system depending on the pair (f, L):
Let λ ∈ C ∞ (R n , R) be such that 0 is an asymptotically stable equilibrium point of the vector field x → A λ(x) x + bλ(x) for some open domain of attraction D(λ). We will further assume that λ(0) = 0, which is true up to a substitution of A with A + λ(0)B.
As stated in the introduction, our goal is to make system (1) observable in time T for the control u = λ •x, wherex follows (3) with initial conditions (x 0 , ε 0 , ξ 0 ). Since the stabilizing feedback λ does not guarantee this property, we consider a small perturbation λ + δ of it. For all δ ∈ C ∞ (R n , R), we consider the coupled system
Remark 2.1. In system (4), the dynamics of (x, ε, ξ) do not depend on ω. Hence, we will sometimes consider (x, ε, ξ) to be the first coordinates of a solution of (4) without fixing any initial condition for ω.
We ask the observer given by (f, L) to satisfy the following important properties:
(NFOT) (No flat observer trajectories.) For all R > 0, there exists η > 0 such that for all δ ∈ V R satisfying sup{|δ(x)| :
, there exists a positive integer k such that the solution of (4) with initial condition (
These properties are investigated in the last section of the paper. There, we show that the classical Luenberger and Kalman observers fit these hypotheses so that the main results may be applied to these observers. For all k ∈ N, K ⊂ R n and δ ∈ C ∞ (R n , R), let
For any k ∈ N, any compact subset K ⊂ R n and any η > 0, k ∈ N, let
For all R > 0, let
there exist R, η > 0 such that for all δ ∈ V R satisfying |δ| < η, the feedback λ + δ is such that 0 is asymptotically stable with domain of attraction containing U . Hence in the following we focus only on the observability properties of the stabilizing feedback λ + δ.
From now on, we will denote by 
Main results
In this section, we state the main results of the paper whose proofs are postponed to the upcoming sections. We first state our main theorem, that deals with the observability of system (4). Its proof is the most technical part of the paper, and heavily relies on transversality theory. 
The proof of this theorem can be found in Section 3.2.
Remark 2.4. Property (5) is stronger than observability of (4) in any time T > 0. This implication is shown in Corollary 3.6. Pay attention to the assumption 0 / ∈ K 1 . In Section 3.3, this assumption is removed, while only slightly weakening our observability result. Theorem 2.3 leads to the following corollary which states that under genericity assumptions on the system, there exists a generic class of perturbations δ such that the feedback λ+δ makes (4) observable.
Corollary 2.5. Assume that the pairs (C, A) and (C, B) are observable. Assume that 0 is in the interior
that is system (1) is observable in time T for the control u = (λ + δ) •x, wherex follows (4) with initial conditions (x 0 , ε 0 , ξ 0 ) and feedback perturbation δ.
The proof of this corollary can be found in Section 3.3.
Remark 2.6. Contrarily to O, O ∩ V
R is not open. Roughly speaking, the result is robust up to a small perturbation of δ, as soon as δ is supported on the complementary of a well chosen neighborhood of the target 0. Also, the set of matrices (A, B, C) ∈ End(R n ) 2 × L(R n , R) such that (C, A) and (C, B) are both observable is open and dense. As a consequence, "(C, A) and (C, B) are observable" is a generic hypothesis.
Finally, the next theorem shows that the classical Luenberger and Kalman observers fit hypotheses (FC) and (NFOT). Hence, our results may be applied to these well-known observers.
Theorem 2.7. Assume that (C, A) is observable. Assume that λ is bounded over D(λ).
Let Q ∈ S n . For all ξ ∈ S n and all u ∈ R, consider the following well-known observers:
Proofs of the observability statements
In order to prove our main Theorem 2.3 and its Corollary 2.5, we need a series of preliminary results that we state and prove below. The main results will appear as corollaries of these subsequent lemmas. Before we start the more technical elements of the paper, let us present the method we follow in order to prove the main results. Theorem 2.3 is an application of transversality theory to our particular problem (see [12] for the statements we rely on; see also [1, 11] ). Consider a solution to (4) for a given perturbation δ of the feedback law, and a set of initial conditions in
As stated in Section 2, to get observability after perturbation of the feedback, we would like to show that there exists δ, preferably small, such that
A sufficient condition for this to hold is that there exists v such that for each z 0 ∈ K × S n−1 , there exists an integer k such that
In other words, our goal will be achieved if we can prove that there exists δ and a finite set I ⊂ N such that the map
never vanishes. This is where transversality theory comes into play. Let N denote the dimension of the surrounding space of K × S n−1 . We can ensure that there exists δ satisfying (6) if we can prove that for some choice of I, with |I| > N , F is transversal to {0} at δ = 0. That is to say, if we can prove that the rank of the map F (0, ·) is maximal, equal to |I| > N , at any of its vanishing points (at which point F (0, ·) is then a submersion). Now it should be noted that in general, proving that a map is transversal to a point is a major hurdle, especially if the dimensions n and N of the spaces are unspecified. As a general rule, considering more orders of derivation of f greatly increases the degrees of freedom of the map F (by including higher order derivatives of v, as jet spaces grow exponentially in dimension), while only slightly increasing the size of the target space. This points towards an augmentation of the rank of F , making a proof of transversality achievable.
The difficulty lies however in producing a "rank increasing property" on F as |I| increases. That is, finding a symmetry in the successive derivatives of f that proves that for any dimension, a set I can be found by differentiating f sufficiently many times.
The symmetry we use to prove the rank condition on the map F can be described as follows.
It turns out that if f k+1 (0, z 0 , ·) has a non-zero derivative of any order (including order 0), then we automatically get the rank condition for f k (0, z 0 , ·) (this statement will be made precise in Corollary 3.3).
Here the hypothesis that (C, B) is an observable pair becomes crucial. Indeed, observe that f k (0, z 0 , 0) = CB k ω 0 . Hence, for any ω 0 ∈ S n−1 there exists a k ∈ {0, . . . , n − 1} such that
This in turns induces a partition of K × S n−1 into n subsets on each of which at least one of the maps f 0 , . . . , f n−1 never vanishes. Since f k+1 (0, z 0 , ·) not vanishing implies that the rank condition is satisfied for f k (0, z 0 , ·), we chain-apply n successive transversality theorems to prove the existence of a δ such that f (δ, z 0 , ·) has always at least one non-zero time derivative at any point z 0 ∈ K × S n−1 . Section 3.1 is aimed at making explicit the connection between the rank condition and the family of maps (f k ) k∈N . Section 3.2 is dedicated to the effective application of the principles presented in this introduction, which leads to the proof of Theorem 2.3. Section 3.3 concludes the proof of the observability statements by taking into account the behavior of the system near the target 0.
Preliminary results
Let u ∈ C ∞ (R + , R) and consider the ordinary differential equatioṅ
For all k, m ∈ N, let F m k :
where t → ω(t) is the solution of (7) with initial condition ω 0 . Let us introduce the n × n matrix valued polynomials in the indeterminates X 0 , . . . , X k−1 by:
Finally, let us define the family (P k ) k∈N of matrix valued polynomials such that P 0 ∈ End(R n ) and
It is clear 1 that for all m ∈ N,
where u (i) is shorthand for 
Proof. We prove the first part of the statement by induction on i. For i = 1, one easily checks that Q
Assuming the desired property for i, we have to prove that there exist
Using the definition of Q i+1+ℓ i+1
and the recurrence relation (8) yields
Consequently, for all k 0,
(by (10))
(by induction hypothesis)
. Moreover, according to Faulhaber's formula, we have
2 Actually, we can show that R
where T j (k) is a polynomial in the variable k of degree j with no constant term. Consequently,
,
. . , i}. The second part of the statement easily follows by induction. Indeed,
and
The statement follows.
Corollary 3.2. Let
Proof. By Lemma 3.1,
. . . 
As a consequence of Corollary 3.2, there exists
and (by construction of i 0 )
In other words,
Observability away from the target and proof of Theorem 2.3
Using the results of the previous section, we are now able to prove our main Theorem 2.3. In this section, we assume that 0 / ∈ K 1 . From now on t → (x(t), ε(t), ξ(t), ω(t)), or simply (x, ε, ξ, ω), denotes the solution to (4) with initial condition (x(0),
Let us introduce some new notation. For any k ∈ N, define the map G k by:
For any finite subset I ⊂ N and any m ∈ N, set k I = max I and define the maps, F m I and H m I as follows: 
Proof. The proof strongly relies on the results of Section 3.1 and on the Goresky-MacPherson transversality theorem (see [12, Part I, Chapter 1]). We prove the proposition by finite descending induction on m. For m ∈ {0, . . . , n − 1}, define the compact subset E m ⊂ S n−1 by
Note that since the pair (C, B) is observable, we have
For m = n − 1, the result is immediate because, by observability of the pair (C, B), CB n−1 ω 0 = 0 for all ω 0 ∈ E n−1 . Hence, for k = 0 and any positive real number η, we have
Assume that we are given a k ∈ N, a positive real number η and a dense open subset
Choose (δ,x 0 , ε 0 , ξ 0 , ω 0 ) ∈ O m ×K×E m and put u(t) = (λ+δ) x(t) . Equation (14) implies that CB m P i (u (0) , . . . , u (k) )ω 0 = 0 for an integer i ∈ {0, . . . , k}, so, by Corollary 3.3 there exists k 0 ∈ N such that, for any positive integer k 1 , the map F m−1
Let i 0 ∈ N be defined as in the proof of Corollary 3.3. Let p ∈ N \ {0} be such thatx (p) = 0 andx (q) = 0 for all q < p (which exists by hypothesis (NFOT) and 0 / ∈ K 1 ), and choose ℓ ∈ {1, . . . n} so thatx
where N is a positive integer. The (partial) differential of G m I with respect to
by deleting all columns that do not correspond to partial derivatives with respect to w. In other words,
. 4 Index j0 corresponds to the smallest index j k0 such thatx
where the non zero coefficient b i (X 0 ) appears at the ip th row. According to Faà di Bruno formula, we have (12)) obtained by keeping the i th rows for i ∈ I. Therefore,
Since the rank is a semi-continuous map, there exists a neighborhood
, where π is the projection that is parallel to C 2 × C 3 × Ω m . Then, and because 
is open and dense (in the Whitney
in which case, transversal necessarily means to avoid. It follows that
Set η = min{ρ i : i = 1, . . . , q} > 0, k = max{k I (ρ i ) : i = 1, . . . , q} and defineÕ = q i=1Õ (ρ i ). According to (15) , 
It concludes the induction and the proof. 
, and let (x, ε, ξ, ω) denote the solution of (4) with initial conditions (x 0 , ε 0 , ξ 0 , ω 0 ). From the definition of H 0 {0,...,k} it follows that there exists i ∈ N such that Cω (i) (0) = 0. Consequently, Cω| [0,T ] ≡ 0, which was to be proved.
As stated in Remark 2.4, we now want to complete the compact K 1 with a neighborhood of zero as in Corollary 2.5. We do so in the following section.
Observability near the target and proof of Corollary 2.5
We use Theorem 2.3 to prove Corollary 2.5. In order to do so, we need the following notations and lemmas. For any control u ∈ C ∞ (R + , R), let Φ u : R + → End(R n ) be the flow of the time-varying linear ordinary differential equation (7) . So Φ u (t)ω 0 is the solution of (7) at time t ∈ R + with initial condition ω 0 ∈ R n . Notice for instance that Φ 0 (t) = e At . Recall that an input u ∈ C ∞ (R + , R) is said to make system (1) observable in time T > 0 if for all ω 0 ∈ S n−1 there exists t ∈ [0, T ] such that CΦ u (t)ω 0 = 0.
For all (Ā,C,b) ∈ End(R n ) × L(R n , R m ) × R n , we consider the following dynamical observer system
For all k ∈ {1, . . . , n}, let (Ā,C) ∈ End(R n ) × L(R n , R m ) having the following structure:
with suitable matrices
For any solution of (20), set similarlŷ
Proposition 4.2. Assume that the pair (C, A) is observable. Assume that for all
, the following hypotheses hold. 
H3. For all ξ 11 ∈ S k and all
Then the coupled system (4) given by (f (·, A u , C), L(·, C)) satisfies the hypothesis (NFOT).
Remark 4.3.
In the case where T is the identity matrix and k = n, (H1) is clearly satisfied, (H2) means that the correction term L(ξ,C)Cε converges to zero for any observable pair (Ā,C), and (H3) means that the correction term is null if and only ifCε = 0. We will see in Theorem 2.7 that these hypotheses are clearly satisfied for the Luenberger and Kalman observers.
Remark 4.4. Hypothesis (H1) can be seen as a compatibility condition between the observer dynamics and the Kalman observability decomposition: whenĀ is of the standard form (21), the observer acts autonomously on the upper left matrix block, which will correspond to the observable part of the system. This proposition is a consequence of the series of lemmas that follows. Until the end of the proof of Proposition 4.2, assume that its hypotheses are satisfied. For any µ : R n → R, F µ denotes the vector field over R n given by F µ (x) = A µ(x) x + bµ(x). Lemma 4.5. For all R > 0, there exists η > 0 such that for all δ ∈ V R satisfying sup{|δ(x)| : x ∈ K 1 } < η, 0 is the unique equilibrium point of F λ+δ lying in K 1 .
Proof. Let R > 0 and δ ∈ V R . Let x ∈ K 1 be such that F λ+δ (x) = 0. Then,
Since 0 is not in the closure of K 1 \B(0, R), we get by uniqueness of the equilibrium point of
. Assume that sup{|δ(x)| : x ∈ K 1 } < η. Then, 
with suitable matrices A 11 ∈ End R k , A 21 ∈ L R k , R n−k , A 22 ∈ End R n−k and C 1 ∈ L R k , R m . Moreover, the pair (C 1 , A 11 ) is observable. For the sake of readability, we omit the horizontal bars over the submatrices (for instance, A 11 is a submatrix ofĀ and not of A). Similarly, setx
Then, according to (19) , we have the following observation-control system onx, and the corresponding observer: 
Then, according to hypothesis (H1), we can write
Since the pair (C 1 , A 11 ) is observable, hypotheses (H1) and (H2) yield L 1 (ξ 11 (t), C 1 )C 1 ε 1 (t) → 0 as t → +∞. The equality K 1 = L 1 (ξ 11 (t), C 1 )C 1 ε 1 (t) thus yields K 1 = 0. Then, by hypotheses (H1) and (H3),Cε ≡ C 1 ε 1 ≡ 0. Hence K = 0. Finally, we have K = T −1K = 0. 
