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Introduction
A recurring theme in modern condensed matter physics is the discovery and classiﬁcation of novel
phases of matter. The ﬁrst systematic approach to characterize diﬀerent phases was developed by
Landau [1], who proposed to classify diﬀerent phases by the symmetries that are broken at the phase
transition. Many systems can be successfully described by this theory: crystalline solids, magnets or
superconductors all fall into this category. The pattern of symmetry breaking leads to a unique order
parameter, which takes a nonzero value only in the ordered phase.
One of the ﬁrst times Landau's theory was challenged occurred when Klitzing et al. experimentally
discovered that when a two dimensional (2D) electron gas is subjected to a strong magnetic ﬁeld, its
longitudinal conductance vanishes, while its Hall conductance is quantized to values νZe
2/h, where
νZ is an integer [2]. By varying the strength of the magnetic ﬁeld, a transition between Hall phases,
characterized by diﬀerent integers νZ, takes place, without the breaking of any additional symmetry.
This quantum Hall eﬀect (QHE) was theoretically explained in a single-particle picture by the spectral
ﬂow of Landau levels [3] and it was realized that these systems host metallic edge states coexisting
with the insulating bulk. Semiclassically, the eﬀect can be explained by imagining that electrons
perform cyclotron motion on equipotential lines of the disorder potential and are therefore localized
in the bulk while the electrons at the boundary perform skipping orbits leading to the emergence of
one dimensional (1D) conducting channels at the edge. Most importantly, the measured quantized
conductance is insensitive to the presence of impurities. Thouless, Kohmoto, Nightingale, and den Nijs
[4] were the ﬁrst to realize that the distinction between diﬀerent quantum Hall phases is not a matter
of symmetry but of topology. A given quantum Hall phase is not characterized by an order parameter,
but rather by the topological invariant νZ which counts the number of conducting edge modes.
Soon after the discovery of the QHE, theorists wondered if the eﬀect can also take place in the absence
of a magnetic ﬁeld i.e. in systems with time-reversal symmetry (TRS). Related to this question, Haldane
[5] studied a model of spinless electrons on a honeycomb lattice penetrated by a staggered magnetic
ﬂux. He found, that, although the total magnetic ﬂux through the system is zero, electrons still form
conducting edge channels. This provided the important conceptual realization that the emergence of
the edge states originates from the nature of the gapped band structure of electrons and does not
require Landau levels in particular.
An important breakthrough was attained several years later by Kane and Mele [6, 7] who showed
that a variation of the Haldane model can be realized in a graphene sheet with spin-orbit coupling
(SOC). The SOC eﬀectively generates opposite magnetic ﬁelds for spin-up and spin-down electrons
while conserving TRS. Metallic modes, energetically located within the bulk gap, appear at the edge of
the sheet exactly as in Haldane's proposal. However, since TRS is conserved, they appear as Kramers
pairs of electrons with opposite spin, propagating in opposite directions. The edge states are called
helical, because the electron spin is locked to the propagation direction in such a way that the helicity,
the projection of the momentum onto the spin, is a well deﬁned quantum number. Crucially, due to
Kramers theorem, elastic scattering between the edge states is prohibited and hence the modes are
protected against Anderson localization. Kane and Mele showed that contrary to the QHE this novel
insulating state is characterized by a Z2 topological invariant νZ2 = 0, 1. If the number of Kramers
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pairs at the edge is even, impurity scattering between diﬀerent pairs can gap the excitations at the
edge. In the presence of an odd number of Kramers doublets at the edge, on the other hand, a single
metallic pair always remains gapless. Physically, the Z2 invariant hence counts the number of Kramers
doublets at the edge modulo two. Application of a longitudinal charge current generates a transverse
spin-polarized bias, resulting in a quantized spin Hall conductance Gs = 2e
2νZ2/h. In analogy to the
QHE this eﬀect is hence referred to as quantum spin Hall (QSH) eﬀect.
It was soon realized, however, that, due to the tiny bulk gap, the QSH insulator cannot be experi-
mentally realized in graphene. This led researchers to search for other candidate materials, with strong
intrinsic SOC, that might show the QSH eﬀect. In regard to that search, Bernevig, Hughes and Zhang
[8] predicted that CdTe/HgTe/CdTe quantum wells behave under certain conditions as a 2D QSH
insulator, which was experimentally conﬁrmed only one year later by the Molenkamp group [9].
Over the last several years it was realized that the QHE and the QSH eﬀect are but two examples
of a wider class of materials, called Topological insulators (TI). These phases of matter possess a gap
in the bulk electron spectrum, but cannot be continuously deformed into the vacuum without closing
the gap or breaking a given set of symmetries. The nontrivial bulk topology goes hand in hand with
the emergence of metallic modes at the boundary of the system that are protected against Anderson
localization [10].
This realization led to a signiﬁcant increase of experimental and theoretical activity in the ﬁeld.
On the experimental side a plethora of two- and three-dimensional materials, that exhibit topological
phases, were discovered [1113]. On the theoretical side, meanwhile, a full symmetry classiﬁcation
(periodic table of TIs) of noninteracting topological insulators and superconductors was established
based on the study of lattice Hamiltonians [14] and ﬁeld theory of disordered systems [10]. Both
approaches were shown to be equivalent [15].
While the classiﬁcation and properties of noninteracting topological insulators are well understood,
much less is known about TIs with interactions. Although arguments exist [16], that states in the peri-
odic table of TIs should remain stable against weak interactions, an exact criterion for the interaction
strength is not known. In fact, suﬃciently strong interactions are expected to give rise to novel topo-
logical phases, that are not adiabatically connected to the noninteracting ones. A remarkable example
of the importance of interactions is provided by quantum wires with superconducting correlations. The
mean-ﬁeld interaction inside the wire is responsible for superconductivity which introduces an integer
number of Majorana 0D end states [1720]. These Majorana fermions are a particular example of
topological boundary states which exhibit many exotic properties, the most stunning being that they
obey non-Abelian statistics. This property together with their topological protection can in principle
be used to implement fault-tolerant quantum computation schemes [21, 22]. Evidences for Majorana
zero modes have been reported in recent experiments in heterostructures of semiconducting quantum
wires and superconductors [2326]. Including interaction between quasiparticles crucially aﬀects the
classiﬁcation, yielding eight distinct states [2729].
Electron-electron interactions also play a pivotal role for the transport properties of the helical edge
modes of the QSH insulator. Unlike in the QHE the right and left moving edge modes in this system
are not spatially separated but coexist at the same edge. Hence, the quasiparticles can interact with
each other which raises questions regarding the stability of the conductance quantization for strong
interactions [30, 31]. Moreover, while it is true that the electrons that constitute the Kramers pairs
cannot be localized by elastic scattering oﬀ disorder, the same cannot be excluded for inelastic scattering
mechanisms containing both electron-electron interaction and disorder.
Crucially, the eﬀect of interactions is especially pronounced in 1D systems compared to their higher
dimensional counterparts. In two and three dimensions, the interacting many-electron gas is in many
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cases well described by Landau's Fermi liquid theory, which expresses the excitations of the system
as weakly interacting quasiparticles with renormalized parameters. In one dimension, in contrast, this
description generically breaks down. Interacting electrons in one dimension are instead described by the
Tomonaga-Luttinger theory [3235]. Indeed, since a 1D particle cannot move without perturbing all the
other ones, the low-energy excitations turn out to be collective ones; the bosonic plasmon excitations
of the electron gas. The Luttinger liquid (LL) phase exhibits many exotic properties unique to electron
systems in one dimension, such as spin-charge separation [3539] and charge fractionalization [4043].
From a theoretical point of view, 1D models provide a particularly attractive framework to study the
eﬀect of strong correlations since many of them are either exactly solvable or can be analyzed using
powerful mathematical tools speciﬁc to 1D settings [35, 44]. Hence, the study of 1D quantum systems
in topological materials is a natural starting point to gain a deeper understanding of the interrelation
of topology and strong correlations.
This thesis will be concerned with all three aspects of transport in 1D quantum systems  topology,
interactions and disorder  as well as their mutual interplay. We will both study concrete physical
systems of current interest as well as propose novel materials and experimental setups that can be used
to analyze the interplay of topology, interactions, and disorder in 1D systems. For the most part we
will be interested in the transport properties of the helical edge modes that emerge at the boundaries
of 2D TIs with preserved TRS subject to both electron-electron interaction and disorder scattering.
Topological insulators realize a holographic principle: the boundary physics crucially depends on
the topological characteristics of the bulk. Consequently, the strongly correlated quantum liquid that
emerges at the edge due to electron-electron interactions is distinct from previously studied 1D quantum
liquids. Owing to its helical nature the edge modes have been termed helical Luttinger liquid (HLL).
Transport properties of the HLL at the boundary of HgTe/HgCdTe structures in the TI regime were
experimentally studied in Refs. [9, 45, 46]. In this situation the observed value of the conductance
was close to 2e2/h, as expected for the ballistic transport in the QSH edge state. However, a clear
suppression of the conductance from this value was identiﬁed in systems whose size exceeded the
electron-electron scattering mean free path. One of the main goals of this thesis will be to develop
low-energy theory of the HLL in the presence of both interactions and disorder and to discuss possible
scattering mechanisms that lead to this suppression. In doing so, it will turn out to be crucial to
include disorder scattering since the state does allow for inelastic backscattering oﬀ impurities [4750],
as the time-reversal invariance only protects the two states moving in opposite directions of the same
energy, which form a Kramers doublet. The study of the transport properties of the HLL is not only
of interest for the analysis of current experiments but also is of fundamental physical relevance, as the
HLL presents an example of a novel quantum liquid that only emerges at the edge of TIs. In this
context two natural question arise. First, How does the nontrivial topological origin of the HLL aﬀect
its transport properties compared to conventional LLs? Second, can the edge modes be gapped out by
suﬃciently strong interactions between electrons?
The fact that dissipation in HLLs microscopically only originates from inelastic scattering makes it
desirable to study experimental setups that speciﬁcally probe the electron-electron interaction inside TI
edges. A prime candidate for such an experiment is the measurement of Coulomb drag between helical
liquids. In a Coulomb drag experiment, current is driven in an active conductor (active edge in our
setup), inducing an electrical ﬁeld or current in a passive conductor (passive edge), with the frictional
force being due to electron-electron interactions, without transfer of electrons between the subsystems.
As such, Coulomb drag is a sensitive probe of inelastic electron-electron scattering. We will show that,
due to its topological origin, the Coulomb drag between helical liquids diﬀers in an essential way from
Coulomb drag between TLLs. In particular we will discuss how the mechanism of plasmon-mediated
ix
Introduction
drag arises in such systems and aﬀects the transport properties.
The unique properties of the edge modes of TIs crucially depend on the nature of the bulk gap.
The quantum-well heterostructures that host the HLL at their boundaries are band insulators and the
transition to the TI regime is achieved by band inversion. Strong interactions in 1D conductors provide
an alternative way to generate spectral gaps. Electron-electron correlations in 1D systems can lead to
a strong-coupling regime where spectral gaps are generated dynamically without spontaneous breaking
of any continuous symmetry. In these phases the charge sector remains critical (gapless), however the
spin sector aquires a gap. This leads immediately to the question: Can one obtain states akin to a
topological insulator when the gap is not present in the band structure, but dynamically generated by
interactions? The distinguishing feature of the helical edge modes is their protection against Anderson
localization for not too strong interactions between them. Consequently, we ask the question: What
happens with such a strongly correlated topological state in the presence of disorder?
These issues will be discussed in the work at hand.
Speciﬁcally, the remainder of this thesis is organized as follows. In two introductory chapters (Ch. 1
and Ch. 2) we present a basic introduction into aspects of quantum physics in one-dimension and
topological phases of matter. In particular in Ch. 2 we review key experiments on transport properties
of the HLL. In Ch. 3 we will be concerned with the transport properties of a single helical edge mode
at the boundary of a 2D QSH insulator. As outlined before, the impact of strong interactions for
the stability of the topological phase as well as signatures of interaction and disorder in the transport
properties of the HLL represent important issues of current research. Speciﬁcally, we derive semiclassical
expressions for the conductivity of interacting helical fermions in the presence of disorder as a function
of the temperature and the frequency of the driving ﬁeld. Possible strong coupling phases are discussed
in the framework of a weak-coupling RG analysis. Next, in Ch. 4 we will be concerned with the
Coulomb drag between clean HLLs. We will obtain analytical expressions for the drag conductivity,
the central observable determining drag between quantum liquids, in a wide parameter regime using
a combination of perturbative methods, bosonization and renormalization group transformations. In
particular we uncover the mechanism of plasmon-mediated drag unique to the HLL. Finally, we will
discuss the stability of the coupled HLL system in the case of strong inter-edge interactions. Ch. 5 will
be concerned with the study of 1D conductors with strong SOC. We will show that strong interactions
can drive the system into a nontrivial topological phase, where the spin sector of the LL is gapped, while
the charge sector remains massless. This fascinating new topological phase exhibits many properties
akin to topological band insulators. In particular we will show that the phase is stable against Anderson
localization for moderately strong interaction strength and that it hosts gapless edge excitations with
fractional properties.
For the convenience of the reader a summary of the acronyms as well as a list of notation and
conventions commonly used in this thesis is given on pages 127 and 129, respectively.
x
Acknowledgments
First, I want to express my sincere gratitude to Prof. Alexander Mirlin for giving me the opportunity
to work in his research group and for supervising my doctorate. I am deeply thankful for his support,
the many interesting scientiﬁc discussions and his useful advice on scientiﬁc matters and beyond. In
addition I would like to thank Prof. Jörg Schmalian for agreeing to co-referee this thesis.
Special thanks goes to my collaborators Igor V. Gornyi, Sam T. Carr, Dmitry G. Polyakov, Alex
Levchenko, Raul A. Santos and Dmitri B. Gutman. I enjoyed doing research together and learned very
much from our discussions.
I am also indebted to the Carl-Zeiss Stiftung for ﬁnancial support during the time of my Phd.
I want to thank all those who proof read my thesis: Julia Link, Tim Ludwig, Philip Wollfarth,
Mareike Hoyer, Matthias Bard and Mathias Scheurer.
Furthermore, I want to thank my roommates during my time at TKM, Mathias Scheurer, Matthias
Bard, Mareike Hoyer, Patrik Hlobil and Elio König, for the nice atmosphere in my oﬃce. I also want
to thank Fabienne Flatter for her help during my time as the coﬀee administrator.
During my time at the TKM I had the opportunity to participate in several book seminars about
diﬀerent topics of physics. I want to thank in particular Mathias Scheurer, Elio König and Matthias
Bard for their participation in those seminars and for our great many scientiﬁc discussions.
Outside physics, I want to thank my family for their love and support over the years.
Finally, a big thank you goes to all members of TKM for the wonderful atmosphere. I really enjoyed
my time at the institute.
xi

Contents
Introduction vii
Acknowledgments xi
1 Fundamentals: Quantum physics in one dimension 1
1.1 The renormalization group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Bosonization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 The Gaussian model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 The Dirac equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.3 Bosonization relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Interacting electrons in 1D: The Luttinger liquid paradigm . . . . . . . . . . . . . . . . . 7
1.3.1 Spin or charge gap and the sine-Gordon model . . . . . . . . . . . . . . . . . . . 10
1.4 Disorder in Luttinger liquids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4.1 Model for one-dimensional disordered systems . . . . . . . . . . . . . . . . . . . . 13
1.4.2 Renormalization of a single impurity in a Luttinger liquid . . . . . . . . . . . . . 14
1.4.3 Many impurities: disordered Luttinger liquid . . . . . . . . . . . . . . . . . . . . 15
2 Fundamentals: Topological insulators 19
2.1 Deﬁnition of a topological insulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.1 Symmetry classiﬁcation of Hamiltonians . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.2 Example: Su-Schrieﬀer-Heger model . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Z2 topological insulators and helical edge states . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.1 Topological protection of the helical edge states . . . . . . . . . . . . . . . . . . . 28
2.2.2 Experimental evidence for helical edge states . . . . . . . . . . . . . . . . . . . . 29
3 Electron transport in a disordered helical Luttinger liquid 33
3.1 The helical Luttinger model with broken axial spin symmetry . . . . . . . . . . . . . . . 34
3.2 Conductivity of helical fermions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.1 Conductivity of helical fermions: kinetic equation . . . . . . . . . . . . . . . . . . 39
3.3 Bosonization: The disordered helical Luttinger liquid . . . . . . . . . . . . . . . . . . . . 46
3.3.1 High-frequency conductivity of the disordered helical Luttinger liquid . . . . . . 50
3.4 Discussion of the semiclassical conductivity . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5 Renormalization group treatment of the disordered helical Luttinger liquid . . . . . . . . 57
3.6 Summary of chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4 Coulomb drag between helical liquids 63
4.1 The model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2 Coulomb drag between helical edges: Kinetic theory . . . . . . . . . . . . . . . . . . . . 66
4.2.1 Kinetic equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2.2 High-frequency Coulomb drag: Scattering rate . . . . . . . . . . . . . . . . . . . 67
xiii
Contents
4.2.3 Low-frequency Coulomb drag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3 Intraedge interaction: Bosonization framework . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3.1 First-order backscattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3.2 Higher-order backscattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3.3 Luttinger-liquid renormalization of the drag resistivity . . . . . . . . . . . . . . . 78
4.3.4 Coulomb drag in the strong-coupling limit . . . . . . . . . . . . . . . . . . . . . . 80
4.4 Discussion of the drag resistivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.5 Summary of chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5 Emergent topological properties in one-dimensional conductors with spin-orbit cou-
pling 85
5.1 Model for interacting one-dimensional electrons in the presence of SOC . . . . . . . . . . 86
5.1.1 Diagonalization of the non-interacting Hamiltonian . . . . . . . . . . . . . . . . . 87
5.2 Interaction eﬀects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.1 Bosonization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.2.2 Renormalization-group analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3 Disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.1 Single impurity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.2 Boundary zero modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.3.3 Disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3.4 Experimental signatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.4 Summary of chapter 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
Conclusion 107
List of publications 111
Bibliography 113
Acronyms 127
Notations and conventions 129
A Bosonization dictionary 131
B Electron transport in a helical Luttinger liquid 135
B.1 Expressions for the current and diamagnetic susceptibility . . . . . . . . . . . . . . . . . 135
B.2 Calculation of the conductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
C Renormalization group analysis of the disordered HLL 141
D Coulomb drag between helical Luttinger liquids 149
D.1 Polarization operator for edge states of quantum spin Hall insulators . . . . . . . . . . . 149
D.2 RPA-screened interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
D.3 Calculation of high-frequency drag rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
D.3.1 High-frequency Coulomb drag: Particle-hole contribution . . . . . . . . . . . . . 153
D.3.2 High-frequency Coulomb drag: Plasmon contribution . . . . . . . . . . . . . . . . 155
xiv
Contents
D.4 Second-order backscattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
D.5 Renormalization of the drag resistivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
xv

1 Chapter 1Fundamentals: Quantum physics in onedimension
The common theme of this thesis is the interplay of interactions, disorder and topology in one dimen-
sional electron systems. For now we will focus on the ﬁrst two key words interaction and disorder,
postponing a discussion of topological eﬀects to the next chapter.
In particular we will be concerned with transport in a one-dimensional electron system, where both
disorder and interactions modify the transport properties more strongly compared to higher dimensions.
In the absence of disorder, electron-electron interactions drive the system into a non-Fermi liquid phase
known as LL. The distinctive feature of this state of matter is that the elementary excitations have no
relation to free electrons, but rather are described by collective plasmon modes. Additionally, these
bosonic modes carry spin and charge independently, a phenomenon known as spin-charge separation.
As a consequence of the collective nature of the elementary excitations, even weak interactions between
the electrons have profound consequences for the quantum state of the system [35, 44]. If interactions
become strong they can lead to a strong-coupling regime where spectral gaps are generated dynamically
without spontaneous breaking of any continuous symmetry.
On the other hand, it is known [51], that in the absence of interactions, even arbitrarily weak
disorder leads to the localization of all electronic states in the system. The dc-conductivity is then
zero, σ(T ) = 0, for all temperatures T , since the temperature only determines the distribution function
over the localized states.
If both, interactions and disorder, are present, the transport is determined by their mutual renor-
malization, with a metal-insulator transition at suﬃciently strong attractive interaction.
The purpose of this chapter is twofold. First, we review, mostly for notational purposes, the powerful
techniques of the renormalization group (Sec. 1.1) and bosonization (Sec. 1.2) that are at our disposal
to solve problems in one dimension. We then discuss the impact of interactions, see Sec. 1.3, and
disorder, Sec. 1.4, on the transport properties and phase diagram of 1D electrons.
1.1 The renormalization group
Here we will present only a very basic introduction to the renormalization group and refer the reader
to the literature [5254] for more details.
In condensed matter physics the renormalization group (RG) is a general term for methods that
allow systematic investigations of a system's behavior under scale changes. In particular one is often
1
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interested in obtaining an eﬀective low-energy theory by integrating out high energy degrees of freedom.
A ﬁeld theory is by deﬁnition a physical model deﬁned on the continuum instead of a lattice. However,
quantum ﬂuctuations being at work at all scales, the theory is prone to accumulate all sorts of ultraviolet
(UV) or infrared (IR) divergences. Therefore, a purely continuous theory makes no sense and we have
to introduce an energy cutoﬀ Λ that marks the range of applicability of the model. In condensed
matter such a regularization is very physical, since we often study the eﬀective low-energy theory of
some lattice model, where the bandwidth provides a natural cutoﬀ for the theory.
This procedure invariably introduces an energy scale Λ, which is part of the theory as one of the
parameters along with other coupling constants, masses, velocities and so on. One must keep in mind
though that a change in the cutoﬀ Λ (through tracing out the high energy degrees of freedom) is
accompanied by a change of all other parameters. Thus a ﬁeld theory is not characterized by a ﬁxed
set of coupling constants but by a renormalization group trajectory in parameter space, which traces
the change of parameters as the cutoﬀ is lowered.
Let us outline how a generic (momentum) RG step is done. The problem we face, is that the theory is
in general unaware of any clear cut separation of fast and slow 1 degrees of freedom. To nonetheless
implement our scheme of integrating out fast" modes we have to artiﬁcially deﬁne an energy Λ′ = b−1Λ,
where b > 1, that separates slow (ω < Λ/b) and fast (Λ/b < ω < Λ) variables. Now we integrate out
the fast ﬁelds and arrive at an eﬀective action for the slow ﬁelds. The result may be twofold, either
the algebraic structure of the action is changed completely or we get a new action that is identical
to previous one except for (i) new values of the coupling constants and (ii) a decreased energy cutoﬀ
Λ→ Λ′ = b−1Λ. In the latter case the theory is called renormalizable. To compare the set of coupling
constants with the previous ones we have to rescale momenta and energies, such that they have the
same cutoﬀ as before (k, ω)→ (bk, bω)2. Now one can iterate the procedure until the natural cutoﬀ of
the theory is reached (e.g. if temperature is the highest energy scale of the problem, the cutoﬀ will be
T). However, the utility of the RG relies on the recursive reproduction of the model at each step: one
step alone already encodes all information about the renormalization properties of the model. These
properties are condensed in the generalized β function which describes the ﬂow of the set of parameters
λ under the change of the control parameter
β(λ) =
dλ
d ln b
. (1.1)
Of importance for our purposes is the notion of a ﬁxed point, i.e. a point in parameter space λ∗
that is unaﬀected by the renormalization step (β(λ∗) = 0). Exactly at a ﬁxed point the system is
scale invariant. However, every system has at least one intrinsic length scale, the correlation length ξ.
Consequently, at a ﬁxed point we must have either ξ = 0 or ξ = ∞. On the other hand, a diverging
correlation length is the hallmark of a second order phase transition. Therefore, we can indentify ﬁxed
points as critical points of the underlying physical model.
In the vicinity (in a pertubative sense) of a ﬁxed point the terms in the action, characterized by their
coupling constants, fall into three categories: relevant, irrelevant and marginal. Relevant parameters
grow algebraically under renormalization, irrelevant parameters decrease algebraically and marginal
parameters undergo logarithmic variations.
1With ~ ≡ 1 energy and frequency are measured in the same units. Thus fast" is equivalent to high energies and slow"
to low energies.
2In a Lorentz invariant theory it makes sense to scale energy and momentum with the same factor.
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Eﬀect of perturbations: Consider the perturbed action of a one-dimensional system
S = S0 + λ
∫
dx dτ O(x, τ) (1.2)
where S0 is the ﬁxed-point action, λ is a dimensionless coupling constant and O is an operator of
scaling dimension ∆. The scaling dimension deﬁnes the properties of the operator under dilation of the
space-time scales, O′(bx, bτ) = b−∆O(x, τ). Let us now perform a single RG step, that is we change
the real space cutoﬀ Λ−1 to a higher value bΛ−1, where b > 1. In order to compare the new action
with the previous one, we have to rescale spacetime as (x, τ) = (b−1x′, b−1τ ′), where (x, τ) now have
the same cutoﬀ as before. Thus
S′ = S0 + λ
∫
dx′dτ ′O(x′, τ ′) = S0 + λ b2−∆
∫
dxdτ O(x, τ). (1.3)
Therefore, we can read oﬀ the change of the coupling constant,
λ′(b) = λ b2−∆ = λ(0) e(2−∆) ln(b). (1.4)
Let us assume that b = 1 + ` (`  1) is close to unity (which means we "shave oﬀ" an inﬁnitesimal
layer in momentum space in each RG step) , i.e. ln(b) ≈ `. Then we can encapsulate the information
from the RG step in the diﬀerential equation λ
′−λ
` ' dλd` = λ(2−∆). In other words the β function is
given by
β(λ) =
dλ
d`
= λ (2−∆). (1.5)
The sign of the beta function tells us if a coupling constant grows (β > 0) or decreases (β < 0) under
the RG. Thus, the pertubation is relevant if ∆ < 2, irrelevant if ∆ > 2 and marginal if ∆ = 2. A
relevant operator is typically the source of a gap in the low-energy spectrum while irrelevant operators
only change the properties of the theory in a perturbative sense.
1.2 Bosonization
The conventional description of the low-energy properties of interacting electrons in dimensions D > 1
is based on the Fermi-liquid theory.
Free fermions obey Fermi-Dirac statistics and their ground state at zero temperature is the ﬁlled
Fermi sea. Excitations with respect to this ground state are electrons deﬁned by their momentum,
spin and charge. Since they are eigenstates of the Hamiltonian they have inﬁnite lifetime. Landau's
hypothesis was, that if we adiabatically switch on interactions, the fundamental quantum numbers
and the statistics of the particles are left unchanged. However, their dynamical properties such as
mass, velocity etc. get renormalized by the eﬀect of interactions. The excitations are thus not the
fundamental electrons anymore but are called quasiparticles. Heuristically, these are electrons dressed
by surrounding density ﬂuctuations. The aﬃnity of the quasiparticles to eigenstates of the many-body
system is shown by the spectral function A(k, ); the spectral weight is centered around the quasiparticle
dispersion ξ(k) with width δ ξ(k) and quasiparticle weight Zk.
While this description works well in higher dimensions, it breaks down for the description of one
dimensional electrons in the presence of even arbitrarily weak interactions. The correction to the
quasiparticle weight in second (lowest non-vanishing) order scales as ∝ ln(Λ/), transferring spectral
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weight away from the quasiparticle pole. Furthermore, the second order corrections to the single
particle density of states ν() at  = 0 and to the momentum distribution function n(k) ∝ ∫ dA(k, )
are divergent at the Fermi points ±kF .
These divergencies signal that electron-electron interactions drive the system into a non-Fermi liquid
phase known as LL. While a description of the Luttinger liquid state is possible within a fermionic
treatment, an alternative and very powerful approach is bosonization, in which the theory is formulated
in terms of bosonic degrees of freedom. This description hinges on the fact that particle-hole pairs,
in the linear spectrum approximation, have a well deﬁned excitation energy. For free electrons an
excitation with energy , consisting of an arbitrary number of particle hole-pairs with total momentum
q, only depends on that total momentum,  = vF q. This degeneracy allows one to describe the fermionic
excitations in terms of free bosonic excitations - the quantized density waves (plasmons) of the electron
gas.
A thorough discussion of the Luttinger liquid and the bosonization technique is beyond the scope
of this thesis and we refer to the literature [35, 44, 54, 55]. In this section, we will merely show the
fermion to boson equivalence on the level of correlation functions of the ﬁeld theories of free bosons
and free electrons in 1D.
1.2.1 The Gaussian model
The model describing free massless bosons in one dimension is called the Gaussian model and is deﬁned
by the action
S0 =
1
2
∫
dxdτ
[
v−1
(
∂τϕ
)2
+ v
(
∂xϕ
)2]
(1.6)
where ϕ(x, τ) is a real scalar ﬁeld and v is the velocity. At T = 0 it is straightforward to show that the
single particle Green's function on a disk of radius R and a short distance cutoﬀ a is given by
G(z, z¯) = 〈ϕ(z, z¯)ϕ(0, 0)〉 = 1
4pi
ln
(
R2
zz¯ + a2
)
. (1.7)
where we introduced the complex coordinates
z = vτ − ix , z¯ = vτ + ix , (1.8)
It is also useful to study the behavior of exponentials of bosonic ﬁelds, called vertex operators. To
avoid divergencies in the theory these operators have to be normal ordered. Thus, vertex operators
don't multiply like ordinary exponentials but according to
eiαφ(z)eiβφ(z
′) = eiαφ(z)+iβφ(z
′)e−αβ〈φ(z)φ(z
′)〉 (1.9)
which can be shown using the Campbell-Baker-Hausdorﬀ-Formula [54].
Next, deﬁning the correlation function of bosonic exponents,
F (1, 2, · · ·N) ≡ 〈eiβ1ϕ(z1,z¯1) · · · eiβNϕ(zN ,z¯N )〉 (1.10)
one ﬁnds that
F (1, 2, · · ·N) =
∏
i>j
(
zij z¯ij
a2
)βiβj (R
a
)−(∑i βi)2/4pi
(1.11)
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For an inﬁnite system, R → ∞, this yields the neutrality condition that the correlation function is
only nonzero if ∑
i
βi = 0 . (1.12)
From the result (1.11) we see that the scaling dimension of a vertex operator is exp(iβϕ) : ∆ = β2/4pi.
Note that, on the level of correlation functions, the boson ﬁeld ϕ decomposes into a holomorphic and
an antiholomorphic part, which are functions of only z or z¯, repectively. Hence, we can deﬁne chiral
components of the boson ﬁelds as
ϕ(z, z¯) = φ+(z) + φ−(z¯) . (1.13)
It is customary to further deﬁne the dual ﬁeld
θ(z, z¯) = φ+(z)− φ−(z¯) , (1.14)
which satisﬁes ∂zθ = ∂zϕ and ∂z¯θ = −∂z¯ϕ, or in space time coordinates i∂τϕ = −∂xθ. Hence, the dual
ﬁeld is related to the conjugate momentum Π = −∂xθ which, in the Hamilton formalism, obeys the
canonical equal time commutation relation [ϕˆ(x), Πˆ(x′)] = iδ(x− x′). The relation between the dual
ﬁeld and the conjugate momentum implies the non-local commutation relation between the bosonic ϕ
and θ operators:
[ϕˆ(x), θˆ(x′)] = −iΘ(x− x′) , (1.15)
where Θ is the Heaviside step function.
1.2.2 The Dirac equation
Let us now discuss the model of free one dimensional fermions without spin, described by the action
S0 =
∫
dxdτ
[
ψ¯(x, τ)
(
∂τ − ∂
2
x
2m
)
ψ(x, τ)
]
, (1.16)
where ψ¯, ψ are Grassmann ﬁelds. We note, that in contrast to higher dimensions, the 1D Fermi surface
consists of only two points. Usually, the bandwidth Λ or the Fermi energy EF by far exceed the energy
scales of interest such as the temperature or applied voltage. Our interest thus lies in a model that
captures the relevant physics close to the Fermi points. There are two consequences of this. First, the
only relevant Fourier components oﬀ external ﬁelds are those close to zero or ±2kF .3 Second, we can
linearize the spectrum close to the Fermi points and expand the electron ﬁelds in chiral ﬁelds ψη, that
destroy electrons close to the right (η = +) or left (η = −) Fermi point. These excitations are usually
referred to as right- and left-movers. Since the wave packet of an electron in the vicinity of the Fermi
surface is peaked around momenta ±kF , this decomposition takes the form
ψ(x, τ) = ψ+(x, τ)e
ikF x + ψ−(x, τ)e−ikF x, (1.17)
In the Hamiltonian formalism these chiral fermions correspond to operators with commutation rules
{ψˆη(x), ψˆ†η′(x′)} = δ(x− x′)δη,η′ . (1.18)
3That means that electrons can only be scattered forward or backward; there are no angles to play with.
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Using the expansion (1.17) in (1.16) and neglecting oscillatory terms and higher order gradients we
arrive at
S0 '
∑
η=±
∫
dxdτ ψ¯η
(
∂τ − iηv∂x
)
ψη , (1.19)
with the Fermi velocity v. If we can safely neglect curvature corrections (these would become important
e.g. at the bottom of the band) the action in Eq. (1.19) is a universal model for the low-energy
excitations of one-dimensional electrons. The free propagators of the fermionic model are readily
calculated
〈ψ+(z)ψ¯+(0)〉 = 1
2pia
1
z
and 〈ψ−(z)ψ¯−(0)〉 = 1
2pia
1
z¯
. (1.20)
We can also include an external electromagnetic ﬁeld via the standard minimal subtitution ∂µ →
∂µ − ieAµ.4 This enables us to calculate the current density j = j1 and charge density ρ = ij0 by
variation of the action,
jµ =
δS[A]
δAµ
, (1.21)
which yields:
ρ = e
(
ρ+ + ρ−
)
, (1.22)
j = e
(
ρ+ − ρ−
)
. (1.23)
Here we deﬁned the chiral densities ρη = ψ¯ηψη.
1.2.3 Bosonization relations
If we deﬁne the correspondence
ψ+(z) =
1√
2pia
e−i
√
4piφ+(z), ψ−(z¯) =
1√
2pia
ei
√
4piφ−(z¯), (1.24)
the correlation functions of the fermionic model in Eq. (1.20) and those of the bosonic exponentials in
Eq. (1.11) are identical. In fact it turns out that the entire spectrum of the two models is identical
and Eq. (1.24) is an exact operator identity (if one includes Klein factors to be introduced below). We
are not going to prove this equivalence here but refer to the literature given at the beginning of this
chapter. A bosonization dictionary with useful relations can be found in App. A.
While the bosonization formulas (1.24) are the basis of fermion-to-boson translation, their naive im-
plementation often leads to errors. Take for example the density of right movers ρ+(x) = ψ¯+(x)ψ+(x).
It is formally inﬁnite because there is an inﬁnite number of holes occupying the states below the Fermi
surface at point x. To regularize such inﬁnities we have to normal order the operator. Equivalently, we
can implement the procedure of point splitting by deﬁning
ρ+(z) ≡ lim
→0
[
ψ¯+(z + )ψ+(z − )− 〈ψ¯+(z + )ψ+(z − )〉
]
, (1.25)
4Remember c ≡ 1 and e is the fundamental charge. Furthermore, in the imaginary time formalism A0 = iφ.
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and similar for the left moving current. This yields the expressions
ρ+(z) =
i√
pi
∂zφR, ρ−(z¯) = − i√
pi
∂z¯φL. (1.26)
The particle current and density take the form
ρ = ρ+ + ρ− =
1√
pi
∂xϕ , (1.27)
j = ρ+ − ρ− = 1√
pi
∂xθ . (1.28)
The ﬁeld ϕ is sometimes called displacement ﬁeld because it measures the local deviations from the
average density, while the ﬁeld θ is called phase ﬁeld due to its relation to the current.
The relations 1.24 describe the bosonization relations for spinless electrons. For real electrons with
spin σ =↑, ↓ they have to be adjusted in two ways. First, to ensure the correct anticommutation
relations between fermions of diﬀerent spin species, one has to introduce Hermitian operators called
Klein factors κˆη,σ into the bosonization relations. These connect diﬀerent fermionic Hilbert spaces in
the operator formalism and obey the Cliﬀord algebra: {κˆη,σ, κˆη′,σ′} = δη,η′δσ,σ′ . For many purposes
the Klein factors can be projected out [54, 55] and oftentimes we will neglect them in this thesis.
Second, we introduce the spinful chiral bosonic ﬁelds φη,↑ and φη,↓. The full bosonization relations
for spinful fermions then read as
ψ+,σ(x) =
κσ√
2pia
ei
√
4piφ+,σ(x), ψ−,σ(x) =
κσ√
2pia
e−i
√
4piφ−,σ(x). (1.29)
The chiral ﬁelds deﬁne the displacement and phase ﬁeld similar to the spinless case ϕσ = φ+,σ + φ−,σ
and θσ = φ+,σ − φ−,σ. It is often useful to work not with the spin ﬁelds but with the spin and charge
components:
ϕc =
1√
2
(ϕ↑ + ϕ↓), ϕs =
1√
2
(ϕ↑ − ϕ↓) . (1.30)
and the same for θc,s.
Admittedly, at the moment it is not clear why the bosonization transformation is useful. This only
becomes apparent after we include interactions between electrons in the next section.
1.3 Interacting electrons in 1D: The Luttinger liquid paradigm
The general pairwise interaction between 1D electrons (of one band) is of the form
Sint =
1
2
∫
dx1dx2 ψ¯σ(x1, τ)ψσ(x1, τ)V (x1 − x2)ψ¯σ′(x2, τ)ψσ′(x2, τ) (1.31)
Here, we assume that the pairwise interaction potential V (x1−x2) is short range (screened by external
gates). We need only its Fourier components close to q = 0 (Vf ) and q = ±2kF (Vb), which describe
forward and backward scattering. Using the low-energy decomposition of the electron ﬁelds in (1.17),
the interaction processes naturally fall into four categories labeled by dimensionful coupling constants
gi. This classiﬁcation is usually termed g-ology for this reason and is deﬁned by the coupling constants
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Figure 1.1: Interaction processes in a LL. Solid (dashed) lines denote right-moving (left-moving) elec-
trons. The spin index has been suppressed.
g4 (e-e forward scattering inside the same chiral branch), g2 (e-e forward scattering between right-
and left-movers), g1 (e-e backscattering) and g3 (e-e Umklapp scattering). Additionally we introduce
subscripts which specify whether the spin of the two incoming electrons is parallel (‖) or antiparallel
(⊥). The interaction part of the action then reads as Sint = Sf + Sb + Sum, with
Sf =
1
2
∑
σ,σ′
∑
η,η′
∫
dxdτ
(
g4‖δσ,σ′δη,η′ + g4⊥δσ,σ¯′δη,η′
)
ρη,σρη′,σ′
+
1
2
∑
σ,σ′
∑
η,η′
∫
dxdτ
(
g2‖δσ,σ′δη,η¯′ + g2⊥δσ,σ¯′δη,η¯′
)
ρη,σρη′,σ′ ,
(1.32)
Sb = g1⊥
∑
σ
∫
dxdτ ψ¯+,σψ¯−,σ¯ψ+,σ¯ψ−,σ , (1.33)
Sum = g3⊥
∑
η,σ
∫
dxdτ ψ¯η,σψ¯η,σ¯ψη¯,σ¯ψη¯,σe
−i4kF x . (1.34)
The interaction processes are diagrammatically depicted in Fig. 1.1. The incoming spin in the backscat-
tering term can be assumed to be antiparallel, since the case of parallel spins is included in the renor-
malization of the g2 term via g2‖ → g2‖ − g1‖. In the Umklapp term the term with parallel spins
vanishes due to the Pauli principle.
Two points are worth mentioning here. First, all coupling constants of the above action in general
already contain renormalizations due to high-lying states and should be considered as eﬀective coupling
constants of the model. Second, we will neglect the Umklapp scattering in the remainder of this
chapter, since it contains a highly oscillating exponential factor. It only has to be taken into account
at commensurate ﬁlling, because of constraints set by crystal momentum conservation.5
To begin with, we neglect scattering across Fermi points (i.e. g1⊥ = 0). The model described by the
action SLL = S0 + Sf is then known as the Tomonaga-Luttinger model. The beauty of this model is
that its bosonized form remains noninteracting (albeit with renormalized parameters). Applying the
5To see this consider the operator in momentum space e.g. ψ¯R,kψ¯R,pψL,k+qψL,p−q then we must have k, p ' kF ,
q ' −2kF . In order for all the operators to be near the Fermi points we must add a reciprocal lattice vector
Q = 2pi/a0 . In the case of half ﬁlling, kF = pi/(2a0), we have Q = 4kF and thus p− q −Q is close to the left Fermi
point as needed.
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bosonization identities we ﬁnd
SLL =
∑
µ=c,s
1
2vµKµ
∫
dxdτ
[
v2µ(∂τϕµ)
2 + (∂xϕµ)
2
]
(1.35)
The model is determined by four parameters, the plasmon velocities vµ and the Luttinger parameters
Kµ, which are given by
Kµ =
√
1− Uµ
1 + Uµ
, (1.36)
vµ = uµ
√
1− U2µ (1.37)
with
Uµ =
1
2piuµ
(
g2‖ ± g2⊥
)
, (1.38)
uµ = vF +
1
2pi
(
g4‖ ± g4⊥
)
, (1.39)
where the upper sign corresponds to charge and the lower sign to spin. We see that the only role
of g4 forward scattering is to renormalize the Fermi velocity; it is therefore often neglected from the
start. The result (1.35) shows the complete separation between spin and charge degrees of freedom - a
phenomenon commonly referred to as spin charge separation.
We point out that it is not straightforward to derive the form of the coupling constants in (1.36)
and (1.37) starting from the fermionic action in (1.31). By linearizing the spectrum around the Fermi
surface and introducing left and right movers we eﬀectively take a short cut to performing a rigorous
RG treatment to derive the low-energy theory. The latter yields the ﬂow to the LL ﬁxed point but
renormalizes the g-ology parameters. It is possible to ﬁx the form of the coupling constants vµ and Kµ
by invoking the Pauli principle, Galilean invariance and spin SU(2) symmetry [56, 57]. The resulting
expressions read as
vµKµ = 1 ,
K−1c =
√
1 +
2Vf − Vb
pivF
,
K−1s =
√
1 +
Vb
pivF
.
(1.40)
Also the coupling constant of the Umklapp term is ﬁxed to g1⊥ = Vb. It is important to keep in mind
that if we want to model the low-energy theory of interacting electrons the coupling constants of the
Luttinger model are not independent but obey the relations in (1.40).
Physically, the mapping of the interacting fermionic model to the free bosonic model in (1.35) means
that the excitations of the Luttinger liquid are not single particle excitations, but bosonic density
ﬁelds. The Luttinger liquid correlations manifest themselves for example in power law singularities of
the single particle density of states at energy  measured from the Fermi surface,
ν()/ν0 ∼ ||α (1.41)
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SDW 
CDW
0
Luttinger Liquid
Figure 1.2: RG ﬂow of the equations (1.43) for the dimensionless strength of backward (λ⊥) and for-
ward (λs) scattering electron-electron interaction potential of 1D fermions. If spin-rotational
symmetry is not broken the bare parameters lie on the ﬁrst bisecting (black) and the system
ﬂows towards the Luttinger liquid phase for repulsive interactions, λ⊥ = λs > 0 and to the
charge-density wave (CDW) phase for attractive interactions, λ⊥ = λs < 0. In the latter
case, the spin sector becomes gapped.
Here, ν0 is the density of states in the absence of interactions and the exponent depends on the
interaction strength. For tunneling into the bulk of a spin-rotational invariant electron liquid it is given
by α = (Kc + 1/Kc − 4)/2. The suppression of the density of states at zero energy signals, what we
already mentioned at the beginning of this section: that no single particle states exist at the Fermi
surface for electrons to tunnel into, they need a ﬁnite energy to convert into collective excitations before
entering the bulk.
1.3.1 Spin or charge gap and the sine-Gordon model
If we take into account backscattering (g1⊥), the ﬁeld theory of interacting electrons can no longer be
solved exactly by bosonization. Combined with the bosonized Luttinger model we get one of the most
studied models in ﬁeld theory, the sine-Gordon (SG) model S = SLL + SSG, with
SSG =
vsg1⊥
2pi2a2
∫
dxdτ cos
(√
8piϕs
)
(1.42)
This model is integrable and hence many exact properties are known about it. Most of the important
properties can already be extracted from a perturbative RG treatment of the model. Note, that the
scaling dimension of the cosine operator is ∆ = 2Ks. Naively we would expect that it is relevant for
Ks < 1 and irrelevant for Ks > 1. However, Ks is subject to the RG ﬂow itself and thus we have to
study the coupled RG equations
dλs
d`
= −λ2⊥,
dλ⊥
d`
= −λ⊥λs. (1.43)
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where we expandedKs ' 1+λs/2 for weak interactions and deﬁned the dimensionless coupling constant
λ⊥ = g1⊥/pivs. The equations (1.43) were ﬁrst obtained by Kosterlitz and Thouless [58] and are known
as Berezinskii-Kosterlitz-Thouless (BKT) equations. The corresponding ﬂow diagram is illustrated in
Fig. 1.2. There are several important aspects to these equations. As we have already discussed, the
bare coupling constants are ﬁxed by spin SU(2) invariance to λ0⊥ = λ
0
s = Vb. Hence the ﬂow in Fig. 1.2
is constrained along the separatrix. If the electron-electron interaction is repulsive the system ﬂows
to a Luttinger liquid phase with renormalized Luttinger parameter and plasmon velocity. If, on the
other hand, the interaction is attractive the ﬂow is to a strong-coupling phase, the CDW phase, where
interactions dynamically open a gap in the spin sector. There is also another strong-coupling ﬁxed
point, the spin-density wave (SDW) phase, that can only be realized, if spin-rotational invariance is
broken, see the discussion in Ch. 5.
The nature of the strong-coupling ﬁxed points can be studied by means of mean ﬁeld theory. If
the coupling constant of the cosine potential becomes strong, the ﬁeld ϕs locks to one of the minima
of the cosine potential ∼ g1⊥ cos(
√
8piϕs) to minimize the action. We can then deﬁne a local order
parameter that characterizes the strong-coupling phase. As the charge mode, irrespective of the spin
sector, always remains gapless, these local order parameters are never nonzero in the thermodynamic
limit. Rather the phase of the system is identiﬁed with the order parameter with the slowest decaying
correlations, see e.g. Ref [56, 59].
For deﬁniteness we consider repulsive interactions in the charge sector, Kc < 1. In this case we have
to study two possibilities for the order parameter. For g1⊥ < 0 the potential energy ∼ g1⊥ cos(
√
8piϕs) is
minimized by ϕCDWs ≡
√
pi/2 n, where n is integer. For these mean-ﬁeld conﬁgurations, 〈cos(√2piϕs)〉 6=
0 and the dominant correlations are described by the order parameter
OCDW = 2
pia
sin(
√
2piϕc) cos(
√
2piϕs) =
∑
σ,σ′
∑
η,η′=±
ψ¯σ,ησ
0
σ,σ′τ
x
η,η′ψσ′,η′ . (1.44)
In the second line we formulated the order parameter back in the basis of chiral fermions. The matrix
σ0 spin space signals the presence of spin singlets, while the matrix τx in chiral space signals that the
charge degree of freedom ﬂuctuates. This order parameter thus may be interpreted as a charge density
wave phase.
On the other hand if g1⊥ > 0 the potential energy is minimized by ϕSDWs =
√
pi/2 (n+ 1/2) and the
order parameter
OSDW = 2
pia
cos(
√
2piϕc) sin(
√
2piϕs) =
∑
σ,σ′
∑
η,η′
ψ¯σ,ησ
z
σ,σ′τ
x
η,η′ψσ′,η′ , (1.45)
becomes dominant since 〈sin(√2piϕs)〉 6= 0. The only diﬀerence between this order parameter and
that in Eq. (1.44) is the presence of σz instead of σ0. This means, that one has an antiferromagnetic
pattern of spins. We can thus interpret this phase as a spin density wave. A cartoon picture of the
phases is depicted in Fig. 1.3.
Lastly, we discuss the nature of excitations in the massive phase, see Ref [44] and references therein.
If the ﬁeld ϕs is locked to one of the minima of the cosine potential, there is a spectral gap to excitations
which are given by solitons in the ﬁeld ϕs interpolating between adjacent minima. These solitons, also
called spinons, are pictorially depicted in Fig. 1.3. There also exist antisolitons - mirror images of
solitons. Additionally, there is a residual interaction between solitons, which is attractive for Ks < 1/2
and repulsive for 1/2 < Ks < 1. In the attractive case, solitons and antisolitons can form bound states
(breathers) with lower energy than the individual excitations. At exactly Ks = 1/2, the Luther-Emery
point, the solitons are free and can be mapped to free massive fermions.
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SDW :
CDW:
Figure 1.3: (a) Strong-coupling phases of the 1D electron gas with repulsive electron-electron interactions.
Spin degrees of freedom order while charge degrees of freedom (red solid circles) ﬂuctuate
strongly around their average position (black open circles) (b) Excitations above the SDW
ground state. The blue line denotes the local value of the spin displacement ﬁeld ϕs. A ﬂipped
spin decomposes into a soliton and an antisoliton that each carry spin 1/2 and travel through
the system as indicated by the blue arrows.
1.4 Disorder in Luttinger liquids
So far we discussed the physics of interacting one-dimensional electrons in the absence of disorder. Now
let us discuss what happens if we introduce localized impurities into the system. This problem is of
considerable practical relevance. Every physical realization of one-dimensional systems  semiconduct-
ing quantum wires, nanotubes, quantum Hall edges, etc.  generally contain imperfections such as
dislocations, vacancies or charged impurities.
The goal of this section is to give a tailor-made introduction to the concepts required for the study
of disordered one-dimensional systems and to review some key results known in the literature, see
also [35, 60]. As mentioned, it is known [51] that arbitrarily weak disorder leads to the localization
of all electronic states in the system, with the localization length ξloc given by the inverse scattering
rate vF τ . The dc-conductivity then vanishes, σ(T ) = 0, for any temperature T , since the temperature
only determines the distribution over the localized states. The peculiarity of 1D electrons is, that the
ballistic regime of free electrons crosses over directly to the localized regime in the presence of arbitrarily
weak disorder, without any intermediate diﬀusive regime [60].
The transport properties of the localized system can be probed by the ac-response at an external
frequency ω. In the limit of low frequencies ωτ  1, the conductivity is given by the Berezinskii-Mott
formula [61, 62]:
Reσ/σD = 4(ωτ)
2 ln2(ωτ) , (1.46)
where σD = e
2κv2F τ and κ is the compressibility. In the opposite regime of high frequencies, ωτ  1
the ac-conductivity follows the Drude law σ(ω) = σD/(1− iωτ).
The presence of electron-electron interaction changes this picture profoundly. In general interaction
is responsible for two distinct main eﬀects. First, it renormalizes the elastic scattering potential through
the creation of particle-hole excitations (screening). In one dimension, this corresponds to the dressing of
impurities by Friedel-oscillations, see the discussion in Sec. 1.4.2, which yields a temperature dependent
scattering time τ(T ) in the Drude formula.
The second eﬀect of interactions is to break the phase-coherence of electrons. This introduces a new
scale, the dephasing time τφ, into the problem - quasiclassically it corresponds to the time an electron
can travel on average before it changes its phase through an inelastic scattering event.
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Taking these eﬀects into account, the conductivity of the interacting, disordered electron gas at
suﬃciently high temperatures is given by σ(T ) ' σD + ∆σwl and is dominated by the temperature
dependent Drude part. At lower temperatures, when σD ∼ ∆σwl, which is equivalent to τ(T ) ∼ τφ(T ),
the weak localization corrections become strong and trigger a metal-insulator transition towards a
localized regime.
We will discuss the speciﬁc behavior in 1D system in more detail below. But ﬁrst, we have to
introduce a bit more formalism.
1.4.1 Model for one-dimensional disordered systems
We ﬁrst discuss how to model random impurities in a ﬁeld theoretical model. In the following we will
only consider static impurities without intrinsic degrees of freedom, that could be excited in a scattering
event. Hence, scattering oﬀ impurities is always elastic. In a speciﬁc system disorder is described by
the continuous potential U(x). However, the ﬁeld U(x) will diﬀer from one system to another since the
microscopic arrangement of impurities is always diﬀerent. To obtain a description that only depends on
a few characteristic parameters, we apply a statistical description where U is treated as random variable
that is described by a probability distribution P[U ], i.e. P[U0]D[U0] is the probability that the speciﬁc
potential U0 is realized. This methodology is applicable if the system in question is self-averaging,
which is expected to be the case when the phase coherence length is much smaller than the system
size. The distribution is often chosen to be Gaussian, because due to the central limit theorem most
distributions will become Gaussian if one considers a large ensemble of systems. The entire information
about the distribution is contained in the moments
〈U(x)〉dis = 0, (1.47)
〈U(x)U(x′)〉dis = K(x− x′). (1.48)
Here, the average is with respect to P[U ],
〈· · ·〉dis ≡
∫
DU P[U ] (· · · ) (1.49)
If the correlation length of disorder is much smaller than any other characteristic length scale of
electrons, the disorder kernel can be chosen as a delta function, K(x − x′) = Dδ(x − x′), where
D = nimpU
2(q = 0), with the density of impurities nimp, is a measure of the disorder strength.
When performing the disorder average one encounters the technical problem that the normalization
of the path integral depends on the disorder conﬁguration. One way to circumvent the problem is the
replica trick which is based on the identity lnZ = limN→0(ZN − 1)/N , where Z denotes the partition
function. Therefore, instead of studying one copy of the system with a random disorder potential it is
more convenient to study N identical copies of the system with an eﬀective disorder action. The ﬁelds
in the replicated model then carry an additional replica index n and physical observables are obtained
by taking the N → 0 limit of correlation functions.
Let us now apply this formalism to obtain a model for one-dimensional disordered electrons. The
disorder term in the action is simply
Sdis =
∫
dxdτ U(x)ψ¯σ(x, τ)ψσ(x, τ) . (1.50)
If impurities are weak,DEF  1, disorder only produces eﬀects close to the Fermi points. Consequently,
impurities can only scatter forward (q ∼ 0) with scattering amplitude Uf or backward (q ∼ ±2kF ) with
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amplitude Ub. It can be shown that Uf is real, while Ub is complex and that their correlation functions
are given by
〈Ub(x)Ub(x′)〉 = 0 (1.51)
〈Ub(x)U∗b (x′)〉 = 〈Uf (x)Uf (x′)〉 = 〈U(x)U(x′)〉 (1.52)
Furthermore, we can decompose the fermionic ﬁeld ψ into right- and left-movers according to (1.17).
The resulting low-energy disorder action is then Sdis = Sdis,f + Sdis,b, with
Sdis,f =
∑
σ
∫
dxdτ Uf (x)
(
ψ¯+,σψ+,σ + ψ¯−,σψ−,σ
)
Sdis,b =
∑
σ
∫
dxdτ
[
Ub(x)ψ¯+,σψ−,σ + U∗b (x)ψ¯−,σψ+,σ
]
.
(1.53)
In the bosonized form the disorder terms read as
Sdis,f =− 2√
pi
∫
dxdτ Uf (x)∂xϕc (1.54)
Sdis,b = − i
4pia
∫
dxdτ Ub(x)e−
√
2piϕc cos(
√
2piϕs) + c.c. . (1.55)
An important fact to notice is, that forward scattering can be completely removed6 by the transfor-
mation ϕc → ϕc +
∫ x
dy Uf (y)Kc/(vc
√
pi). As long as the observable one is interested in does not
explicitly depend on the ﬁeld ϕc, forward scattering can be neglected completely and we can set Uf = 0
in the above expression. In particular this is the case for the current jc = −ie
√
2/pi∂τϕc. It is then
understood that the index dis always refers to backscattering processes.
1.4.2 Renormalization of a single impurity in a Luttinger liquid
As a ﬁrst part of our analysis let us consider the eﬀect of a single impurity, modelled by the potential
Ub(x) = U(q = 2kF )δ(x). If we assume that the impurity potential is inversion symmetric, its Fourier
components are real and the impurity is decribed by a single parameter. It was found in early works [63
66], that the density-density wave correlations of the LL yield a strong renormalization of the impurity
potential. If the initial impurity potential is weak, the renormalized backscattering amplitude, seen by
an electron with energy scale  scales as
U(2kF , ) ∝ (Λ/||)β (1.56)
where the exponent β is determined by the interaction strength. For example, for the spinless electron
gas, β = 2−2Kc. We see that, in this case, the potential grows ifKc < 1. An (inﬁnitely) strong impurity
potential perfectly reﬂects incoming electrons at any energy. Hence, as a result of this renormalization,
an impurity in a system with suﬃciently repulsive interaction can eﬀectively decouple the wire into two
independent parts, leading to a vanishing conductance at zero temperature.
Physically, this renormalization is due to the dressing of the impurity by Friedel oscillations: imagine
a wavepacket of a right moving electron with characteristic momentum kF colliding with an impurity at
6One may argue that this transformation also changes the backscattering part because U∗b → U∗b e2i
∫ xdy Uf (y)Kc/vc
However, since Ub was a random variable to begin with and its Gaussian statistics are not aﬀected by the additional
phase and the action is unchanged by this.
14
1.4 Disorder in Luttinger liquids
x = 0. The resulting wave amplitude to the left of the impurity Ψ+(x) ∼ eikF x+re−ikF x will be a linear
superposition of the incoming amplitude and the reﬂected amplitude, where r is the reﬂection coeﬃcient.
Therefore, the electronic density proﬁle is given by ρ(x) =
∣∣Ψ(x)∣∣2 ∼ 1 + |r|2 + 2Re(re−2ikF x). The
oscillatory contribution is known as Friedel oscillation. In one dimension these decay rather slowly
(∼ 1/ |x|). The key point is, that electron waves approaching the impurity will not only notice the
impurity potential but also the additional scattering potential oﬀ Friedel oscillations. Moreover the
additional scattering potential creates secondary Friedel oscillations and so on. Therefore, even a weak
impurity potential may be ampliﬁed by the eﬀect of Friedel oscillations.
1.4.3 Many impurities: disordered Luttinger liquid
Let us now look at the case of many impurities. In order to perform the disorder average we introduce
replicas ϕn. Using the Gaussian nature of the disorder distribution we can average over disorder
conﬁgurations, 〈exp(−Sdis)〉dis = exp[−12 〈S2dis〉dis] ≡ exp[−12SD], to arrive at the disorder averaged
action
S =
∑
n
SLL
[
ϕn
]
+
∑
n
SSG
[
ϕn
]
+
∑
n,m
SD
[
ϕn, ϕm
]
,
SLL =
∑
µ=c,s
1
2vµKµ
∫
dxdτ
[
v2µ(∂τϕµn)
2 + (∂xϕµn)
2
]
,
SSG =
vsg1,⊥
2pi2a2
∫
dxdτ cos(
√
8piϕsn)
SD =
D
(pia)2
∫
dxdτ1dτ2 cos(
√
2pi[ϕcn(1)− ϕcm(2)]) cos(
√
2piϕsn(1)) cos(
√
2piϕsm(2)) .
(1.57)
The RG equations of the model for disordered Luttinger liquid in (1.57) has been derived by Giamarchi
and Schulz [67]. The ﬂow equations are given by
dKc
d`
= − 1
2
K2c
vc
vs
D
dKs
d`
= − 1
2
[
D + λ2⊥
]
K2s
dvc
d`
= − vcKc
2
D
dvs
d`
= − vsKs
2
D
dλ⊥
d`
= (2− 2Ks)λ⊥ −D
dD
d`
= (3−Kc −Ks − λ⊥)D .
(1.58)
with the dimensionless quantities
λ⊥ =
g1⊥
pivs
,D = 2Da
piv2s
(
vs
vc
)Kc
. (1.59)
The equations describe not only the renormalization of interactions by disorder but also, vice versa,
the renormalization of disorder by interactions. To understand the basic physical mechanisms behind
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Anderson insulator
Luttinger liquid
Figure 1.4: Flow diagram of the Giamarchi-Schulz RG 1.64. The parameter D denotes the dimensionless
disorder strength and K is the Luttinger parameter measuring the strength of electron-electron
interactions. The black line, ending in the quantum critical point K = 3/2, separates the
localized Anderson insulator phase from the delocalized Luttinger liquid phase.
this renormalization it is suﬃcient to study the limit of spinless fermions, formally Ks = Kc = K˜,
vs = vc = v˜ and λ⊥ = 0. In this case the equations simplify to
dK˜/dl =− K˜2D/2, (1.60)
dv˜/dl =− v˜K˜D/2, (1.61)
dD/dl =(3− 2K˜)D. (1.62)
There is one subtlety to these equations. Naively one could think, that Eq. (1.60) gives the unphysical
prediction, that interaction is generated by disorder if we start from the noninteracting ﬁxed point
K˜ = 1. However, the parameters K˜ and v˜, as a consequence of how the RG was derived, already
contain admixtures of disorder and K˜ = 1 is not the correct condition for the clean ﬁxed point. In
terms of the true Luttinger constant the equations read as [60]
dK
dl
=− 1
2
[
K2 − (1 +K
2)(3− 2K)
2
]
D, (1.63)
dD
dl
=(3− 2K)D, (1.64)
Here, we dropped the equation for the velocity, since it does not couple to the other equations. Note,
that now K does not ﬂow if we start at the clean ﬁxed point K = 1. The ﬂow diagram is depicted in
Fig. 1.4. There are two types of ﬁxed points of the ﬂow, a strong-coupling ﬁxed point at K = 1,D →∞
which can be identiﬁed as the Anderson localized phase and the line of Luttinger liquid ﬁxed points
with renormalized parameter K = K∗ and D → 0. At suﬃciently strong attractive interaction and
weak disorder strength, (1.64) predicts a metal insulator transition at zero temperature by lowering
the parameter K below the critical value 3/2. On the other hand, repulsive interactions are expected
to enhance the disorder induced localization.
If the ﬂow of disorder is to strong coupling, there exists a temperature where the disorder coupling
constant becomes of order unity and the system enters a strong-coupling regime, where the Drude
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approach breaks down. This temperature is determined by the condition Tτ(T ) ∼ 1. Physically, this
is because the Friedel oscillations are cut at scales of the disorder induced mean free path. At higher
temperatures, the equations describe the temperature dependence of an eﬀective scattering time for
scattering oﬀ impurities dressed by Friedel oscillations, thus yielding a temperature dependence of the
Drude conductivity,
σD ∝ (T/Λ)2β (1.65)
with the same β as in the single impurity case.
It is important to emphasize, that the RG approach only captures the renormalization of the Drude
conductivity due to T-dependent screening, but does not accurately describe the weak localization
corrections to the conductivity, which arise from coherent scattering on several impurities and therefore
only appear in the RG equations in O(D3). The weak localization correction becomes strong at the
temperature T1, when |∆σwl(T1)| & σD(T1), which in 1D is equivalent to the condition τφ(T1) ∼
τD(T1). The onset of strong localization is determined by this condition which yields a higher threshold
temperature than the temperature where the renormalized disorder strength becomes strong.
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2 Chapter 2Fundamentals: Topological insulators
In this chapter we give a short introduction into the concept of topology in condensed matter physics
and introduce the notion of a TI. In particular we are interested in the transport properties of the
gapless edge modes that emerge at the boundary of two-dimensional TIs. For a further study of the
ﬁeld we refer the reader to one of the many good reviews on the topic of topological in materials
[13, 6870].
We begin by deﬁning the notion of a TI in Sec. 2.1. To this end we explain how insulating phases may
be classiﬁed according to the presence or absence of certain antiunitary symmetries and how they can
be characterized by a topological invariant in Sec. 2.1.1 and illustrate these concepts on the example
of the Su-Schrieﬀer-Heeger model in Sec. 2.1.2. We then switch gears and focus on a speciﬁc class of
TIs the Z2 quantum-spin Hall insulators in two-dimension in Sec. 2.2. We will discuss their theoretical
description, with special emphasis on the transport properties of the helical edge states that emerge at
their boundaries (Sec. 2.2.1) and their experimental signatures (Sec. 2.2.2).
2.1 Definition of a topological insulator
A topological state, within a given symmetry class, describes a gapped fermionic system that cannot
be adiabatically deformed into the vacuum. By adiabaticity we mean in this context the following.
Any gapped system can generically be described by a Hamiltonian. It turns out that the space of
all Hamiltonians decomposes into several equivalence classes according to the absence or presence of
certain antiunitary symmetries in the system. The notion of topology then originates from the fact that
Hamiltonians of a given symmetry class cannot be continously deformed into each other by changing
the parameters of the model without closing the gap or breaking the symmetries of the corresponding
symmetry class. By deﬁnition, a topologically trivial insulator is one that can be adiabatically deformed
into the vacuum; all other insulating phases are called topologically non-trivial.
The gap can have several physical origins. It can arise in band insulators, i.e. the gap between
occupied valence and unoccupied conduction bands, in superconductors due to a Cooper instability or
it can arise dynamically, without breaking of any spontaneous symmetry, due to strong correlation in
1D materials (Ch.5). In any case the nontrivial topology of the bulk leads to the emergence of gapless
edge modes at the boundary to a topologically trivial state. These gapless degrees of freedom are
completely robust against disorder. That means we can add any random perturbation or potential of
arbitrary strength to the Hamiltonian of the TI and the edge states will not develop a gap (as long as
the perturbations preserve the antiunitary symmetries of the model and do not close the bulk gap).
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Cartan label Θ2 Ξ2 Π2 d=1 d=2 d=3 d=4 d=5 d=6 d=7 d=8
A 0 0 0 0 Z 0 Z 0 Z 0 Z
AIII 0 0 1 Z 0 Z 0 Z 0 Z 0
AI +1 0 0 0 0 0 Z 0 Z2 Z2 Z
BDI +1 +1 1 Z 0 0 0 Z 0 Z2 Z2
D 0 +1 0 Z2 Z 0 0 0 Z 0 Z2
DIII -1 +1 1 Z2 Z2 Z 0 0 0 Z 0
AII -1 0 0 0 Z2 Z2 Z 0 0 0 Z
CII -1 -1 1 Z 0 Z2 Z2 Z 0 0 0
C 0 -1 0 0 Z 0 Z2 Z2 Z 0 0
CI +1 -1 1 0 0 Z 0 Z2 Z2 Z 0
Table 2.1: Periodic table of topological states of matter. The notation for the symmetries and topological
invariants is explained in the main text. The whole table is periodic as a function of the
dimension with periodicity 8 (Bott periodicity)
The addition of any perturbation only adiabatically maps Hamiltonians within one symmetry class
onto each other which may change the exact form of the boundary modes but does not change their
presence.
In the following we will elaborate on the classiﬁcation of random Hamiltonians and give a minimal
example of a TI to further explain these concepts.
2.1.1 Symmetry classification of Hamiltonians
As we already mentioned above, symmetries of the Hamiltonian play a key role in characterizing topolog-
ical phases. As is well known [71] all symmetry operations are either described by unitary or antiunitary
operators. It turns out that unitary symmetries are irrelevant for the topological classiﬁcation, since
they always allow for block diagonalization of the Hamiltonian. Consider for example spin rotation
invariance around the z-direction for spin 1/2 particles. If Sz is conserved, the Hamiltonian can be
brought into block diagonal form, where the blocks correspond to Sz = {↑, ↓} respectively. Therefore,
one must study the symmetry properties of these blocks of irreducible Hamiltonians in terms of the
most basic symmetries. These are TRS Θ and charge-conjugation or particle-hole symmetry (PHS) Ξ,
which are represented by antiunitary operators when acting on the single particle Hilbert space. Every
antiunitary operator can be expressed through the combination of a unitary matrix U and complex
conjugation K. Now consider the Hamiltonian of non-interacting fermions with translation invariance
in second quantized language
Hˆ =
∑
α,β
∫
k
ψˆ†α(k)Hα,β(k)ψˆβ(k), (2.1)
where α, β are arbitrary quantum numbers and Hα,β(k) is the ﬁrst quantized Hamiltonian. The Hamil-
tonian is symmetric under TRS or PHS if it commutes with the respective antiunitary operator. In
terms of the single-particle Hamiltonian this can be expressed as
ΘH(k) Θ−1 = +H(−k) , (2.2)
ΞH(k) Ξ−1 = −H(−k) . (2.3)
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It is easy to see that there are 10 distinct ways for a system to respond to the action of TRS and charge
conjugation. Time reversal can either be absent (Θ = 0) or present. If the system is time reversal
invariant the antiunitary operator can square to either +1 or −1 which is usually denoted as Θ2 = ±1.
The same applies for charge conjugation and therefore we are left with 3 × 3 = 9 possible classes. To
completely specify the behavior under Θ and Ξ one also has to introduce the combined chiral symmetry,
Π = ΘΞ, which is unitary and transforms the Hamiltonian as
ΠH(k) Π−1 = −H(−k) . (2.4)
The behavior under Π is always uniquely ﬁxed, except for the case Θ = Ξ = 0. In this case, Π is either
a symmetry of the Hamiltonian (Π = 1) or it is not (Π = 0).
Hence, there exist 10 classes of random Hamiltonians called Cartan-Altland-Zirnbauer symmetry
classes [72, 73]. It was shown that the same classes can be used to classify topological states of matter in
all dimensions. The full symmetry classiﬁcation of noninteracting TIs and topological superconductors
has been developed based on the analysis of lattice Hamiltonians [10] and of ﬁeld theories of disordered
systems [14]. Both approaches turn out to be equivalent [15, 69] and yield the table of TIs in diﬀerent
dimensions in Tab. 2.1. To illustrate how the table is constructed we discuss the speciﬁc example of
class A TIs following the analysis of Ref. [74].
For simplicity let us consider a translationally invariant band insulator. Due to the translation
invariance Bloch's theorem holds i.e. eigenstates of the Hamiltonian are characterized by the crystal
momentum k in the ﬁrst Brillouin zone (1BZ) and the band index n:
H(k) |un(k)〉 = n(k) |un(k)〉 . (2.5)
We deﬁne the projector onto the ﬁlled Bloch states for any k ∈ 1BZ as
P (k) =
ﬁlled∑
n
|un(k)〉 〈un(k)| . (2.6)
It turns out to be more useful to work with the simpliﬁed Hamiltonian" Q(k) deﬁned as
Q(k) = 1− 2P (k), (2.7)
which is obtained from H by assigning to the m ﬁlled states the eigenvalue (-1) and to the l empty
states the eigenvalue (+1), while leaving the eigenfunctions unchanged. If we are only interested in
topological properties, we can always deform H(k) by adding perturbations until it acquires the form
of Q(k). Let us see how we can use the matrix Q to identify topological materials by considering the
simplest class, class A, where no symmetry conditions are imposed on the Hamiltonian. Then H is an
arbitrary Hermitian matrix and Q a unitary matrix Q ∈ U(m+ l). However, because relabelling ﬁlled
and empty states amongst themselves leaves the physics unchanged, Q is actually a map from the 1BZ
to the so called Grassmannian U(m+ l)/
[
U(m)× U(l)]:
Q : 1.BZ → U(m+ l)/ [U(m)× U(l)] ,
k → Q(k). (2.8)
Let us summarize. As long as the bulk gap is not closed we can deform the Hamiltonian of the system
by adding perturbations until it takes the form of Q. If we want to ask the question how many distinct
gapped phases a system posseses this is equivalent to asking how many diﬀerent maps Q(k) there are
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that can't be continously deformed into each other. The answer to this question is given by homotopy
theory.
Let us quickly review some mathematical basics. In quantum ﬁeld theory we are mostly interested
in mappings from compactiﬁed d-dimensional space time1 into the target manifold M of ﬁelds φ of the
theory, i.e.
φ : Sd → M,
x → φ(x). (2.9)
We will consider two ﬁelds to be equivalent, φ1 ∼ φ2, if they can be continously deformed into each
other, i.e. if there exists a continous mapping (homotopy") Φ,
Φ : Sd × [0, 1] → M,
(x, a) → Φ(x, a), (2.10)
such that Φ(x, 0) = φ1(x) and Φ(x, 1) = φ2(x). The equivalence class containing all ﬁelds homotopic
to φ is denoted by [φ]. The set of all topological equivalence classes {[φ]} of mappings φ : Sd → M is
called the d-th homotopy group pid(M). The homotopy groups of the target manifold in the above case
are well-known and in d = 2, 3 dimensions we have
pi2(U(m+ l)/
[
U(m)× U(l)]) = Z, (2.11)
pi3(U(m+ l)/
[
U(m)× U(l)]) = {1} . (2.12)
This suggests that for any integer νZ ∈ Z there exists a topologically distinct band insulator in D = 2
dimensions in symmetry class A. Hence, we see that similar to the concept of an order parameter
that characterizes symmetry broken phases, TIs can be assigned a topological index that speciﬁes their
topological phase. TIs with diﬀerent topological indices cannot be continuously deformed into one
another without a topological quantum phase transition. In the particular example of class A, the
topological state of matter is the quantum Hall eﬀect and the topological invariant νZ measures the
number of chiral edge modes that emerge at its boundary. When this number changes we indeed have
a quantum phase transition - the quantum Hall transition. The fact that the third homotopy group is
trivial also tells us that there are no quantum Hall eﬀects in three dimensions.
Besides Z TIs there exist also Z2 = {0, 1} TIs. In this case the insulator can only be trivial (νZ2 = 0)
or topological νZ2 = 1.
To illustrate the concepts discussed in this section we will now analyze a speciﬁc model of a TI and
explicitly calculate the topological invariant.
2.1.2 Example: Su-Schrieffer-Heger model
To present a simple model that exhibits a topologically nontrivial phase we study the Su-Schrieﬀer-
Heeger (SSH) model, which was originally proposed in Ref. [75] for the description of polyacetylene
chains, 1D chains ([C2H2]n) of carbon atoms. In this system the Peierls instability leads to a distortion
1The ﬁelds φ take values in spacetime Rd. However, to keep the action ﬁnite we have to impose the condition φ(x) →
const. for |x| → ∞. Thus the base manifold of the ﬁelds is actually isomorphic to the d-dimensional unit sphere
Rd ∪ {∞} ' Sd.
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of the periodic 1D lattice and creates diﬀerent hopping strengths between neighboring atoms. The
Hamiltonian of the model is then given by
H =
∑
j
[
(t+ δt)a†jbj+1 + (t− δt)a†j+1bj + H.c.
]
(2.13)
where t denotes the nearest neighbor hopping amplitude, δt is the hopping anisotropy and aj or bj
destroys an electron at site j of sublattice A or B, respectively. We assume periodic boundary conditions
and set the lattice spacing between atoms of the same sublattice species to unity, a0 = 1. We perform a
Fourier transform to momentum space, i.e. a mapping j → k ∈ [−pi, pi) ∼= S1 and introduce the vector
ck = (ak, bk)
T . Then the Hamiltonian takes the form
H =
∑
k
c†kH(k)ck , (2.14)
with the single particle Hamiltonian H(k) = d(k)τ , where τ denotes the vector of Pauli matrices in
sublattice space. The components of the vector d read as
d1(k) = (t+ δt) + (t− δt) cos k , d2(k) = (t− δt) sin k , d3(k) = 0 . (2.15)
By diagonalizing the single particle Hamiltonian we obtain the spectrum
E±(k) = ±|d(k)| = 2
√
t2 cos2(k/2) + δt2 sin2(k/2) . (2.16)
In particular we note that the system is a band insulator at half ﬁlling kF = pi.
It is easy to check that the antiunitary symmetries of the system can be represented in sublattice
space as Θ = K, Ξ = σzK and Π = σz, hence TRS and PHS obey Θ2 = Ξ2 = +1 and Π2 = 1,
which places the Hamiltonian into the class BDI. According to Tab. 2.1 the class BDI supports a Z TI
in 1D. To analyze the topological properties of the Hamiltonian we deﬁne the simpliﬁed Hamiltonian
Q(k) = [d1(k) + id2(k)]/|d(k)|, which is a mapping from S1 → S1 and can therefore be classiﬁed by an
integer since pi1(S
1) = Z. This winding number can be deﬁned as
νZ =
i
2pi
∫ pi
−pi
dk Q−1∂kQ . (2.17)
It counts the number of times the vector d winds around the origin as k transverses the 1BZ zone. In the
SSH model the winding number is either 0 or 1 depending on whether δt > 0 or δt < 0. The topologically
distinct conﬁgurations are depicted pictorially in Fig. 2.1. It is clear, that the winding numbers cannot
be adiabatically transformed into each other by changing parameters of the Hamiltonian. Only, when
δt = 0, in which case the band gap closes is the winding number not deﬁned and may change between
values. The winding number is therefore an example of an topological index.
Bulk boundary correspondence and edge states. We now show that a nontrivial bulk topology
leads to the emergence of zero energy bound states at the boundary to a topologically trivial insu-
lator. Consider therefore the boundary between two copies of the SSH chain with opposite sign of
the parameter δt. It is convenient to study the low-energy theory of the SSH model. To this end we
expand momenta around the Fermi momentum k = pi + q with |q|  pi and assume δt  t. The
Hamiltonian H(q) then describes massive Dirac fermions with spectrum E±(q) ' ±
√
(vq)2 +m2, with
mass m = 2δt and velocity v = ta0.
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A
B
Figure 2.1: Two copies of the SSH chain with diﬀerent bond conﬁgurations, corresponding to diﬀerent
signs of the parameter δt; (c) corresponds to δt < 0 and (d) to δt > 0. The two conﬁgurations
are characterized by a topological (a) or trivial (b) winding number.
Two coupled chains with opposite sign of the mass can be modelled by a continous mass function m(x)
in the Hamiltonian. In real space the single particle Hamiltonian takes the form
H(x) = −iv∂xτy +m(x)τx . (2.18)
Due to the chiral symmetry of the model the Hamiltonian anticommutes with τz and therefore the
eigenstates at energy E have the property τz |ψE〉 = |ψ−E〉. Multiplying the Schrödinger equation
for the zero mode H(x)ψ0(x) = 0 by iτx from the right and using the fact that the zero mode is an
eigenstate of τz with eigenvalue 1, one arrives at the equation
v∂xψ0(x) = m(x)ψ0(x) . (2.19)
The wavefunction of the zero energy state then reads as
ψ0(x) =
(
1
0
)
e−
1
v
∫ x
−∞dx
′m(x′) . (2.20)
The emergence of zero-energy modes at the interface between topologically distinct phases is not a spe-
cial property of the SSH model but is a general phenomenon known as bulk-boundary correspondence.
Whether the edge modes are real, so called Majorana fermions, or complex, i.e. Dirac fermions, depends
on whether the system has a PHS. In the SSH model the edge states are real, but in the Bernevig-
Hughes-Zhang (BHZ) model to be discussed below the edge states turn out to be Dirac fermions as
the Hamiltonian belongs to class AII without PHS. The number of bound states is determined by the
topological invariant to the right and left of the boundary, |νR − νL| = number of zero modes.
The bulk-boundary correspondence can be understood intuitively in the above example, when m(x)
is a smoothly varying function. Then the mass interpolates between positive and negative values and
therefore must vanish at some point, independent of the exact form of the function m(x).
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Figure 2.2: (A) Band structure of HgTe and CdTe near the Γ point. The band gap in the former is
inverted, i.e. the Γ8 band lies above the Γ6. (B) The bandstructure of thin quantum wells
(d < dc) resembles the CdTe bulk with band gap M = (E1 −H1)/2 > 0, while thick quantum
wells (d > dc) have an inverted band structure like CdTe with M < 0. From Ref. [13].
2.2 Z2 topological insulators and helical edge states
The properties discussed in the previous sections are general and hold for all topological materials.
In the remainder of the chapter we will focus exclusively on TIs of the class AII in two dimensions
with conserved TRS. The ﬁrst experimentally observed TI in this class was discovered in HgTe/CdTe
quantum wells [9]. Since a majority of this thesis will be devoted to the study of transport properties
in the edge states of such 2D TIs we will discuss the host materials in some detail.
In this section we review the basic electronic structure of the semiconductors HgTe and CdTe and
derive a simple model, following [8, 76], to describe the physics of the subbands of HgTe/CdTe quantum
wells that are important for the topological nature of the material.
For both HgTe and CdTe the important bands near the Fermi level are close to the center of the
Brillouin zone (Γ point). Quite generally one can picture the bands in solids as combinations of atomic
orbitals of the constituent atoms. If two atoms are brought close together, the orbitals can overlap
in two ways to form bonding or antibonding molecular orbitals. Normally, one concentrates on the
antibonding s-type orbitals that make up the valence band and the bonding p-type orbitals that build
the conduction band. Near the Γ point these are twice (s-type) or sixfold (p-type) degenerate due to the
spin degree of freedom. If we take into account SOC, the bands become mixed and are characterized
by their total angular momentum j i.e. we have quantum numbers (j,mj , l, s).
The important point is, that the band structure in HgTe is inverted because of the large SOC in heavy
materials like Hg. That means that the Γ8 band lies above the Γ6 band in this material, see Fig. 2.2. For
small quantum well thicknesses, we expect that the band structure of the quantum well behaves just as
the one of CdTe with normal band ordering. However, as we increase the thickness above some critical
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value dc, the bandstructure will be determined by the properties of HgTe and become inverted (see
Fig. 2.2). In the inverted regime the bands naturally have to cross at the boundaries which, according
to the bulk-boundary correspondence, leads to the emergence of massless edge states. We therefore
expect a topological quantum phase transition as a function of quantum well thickness in this material.
To derive an explicit model for this system, we consider the band structure of the quantum well. The
conduction band consists of the doublet |Γ6, j = 1/2,mj = ±1/2〉2 while the valence band is made of the
quadruplet |Γ8, j = 3/2,mj = ±1/2〉, |Γ8, j = 3/2,mj = ±3/2〉 and the doublet |Γ7, j = 1/2,mj = ±1/2〉.
The j = 3/2 bands are degenerate at the Γ point and have diﬀerent curvatures (eﬀective masses) away
from it. Therefore, they are referred to as heavy and light hole bands. The Γ7 band is split oﬀ by SOC
and will be disregarded in the following.
In quantum wells grown in [001] direction the spherical symmetry is broken down to an axial rotation
symmetry in the plane. The six bands therefore combine to form the spin up and down states of the
quantum well subbands E1, H1 and L1. The L1 subband is separated from the other two and we will
neglect it, leaving an eﬀective four band model. At the Γ point with in-plane momentum k‖ = 0, mj is
still a good quantum number. The quantum well states |E1,mj = ±1/2〉 are then linear combinations
of states |Γ6, j = 1/2,mj = ±1/2〉 and |Γ8, j = 1/2,mj = ±1/2〉 while |H1,mj = ±3/2〉 are made of
|Γ8, j = 3/2,mj = ±3/2〉, respectively. Therefore, the quantum well states are given by the ordered
basis
{|E1, ↑〉 , |H1, ↑〉 , |E1, ↓〉 , |H1, ↓〉}.3 The states |E1, σ〉 are Kramers partners, as well as |H1, σ〉
and therefore all matrix elements between them must vanish due to Kramers theorem. Furthermore,
since |E1, σ〉 and |H1, σ〉 originate from s-like and p-like bands respectively, they have opposite parity.
Hence, every mixed matrix element connecting them must be odd under parity, while matrix elements
between the states must be even. These symmetry considerations lead to the eﬀective BHZ Hamiltonian
for momenta close to the Γ point:
H(kx, ky) =
(
h(k) 0
0 h∗(−k)
)
, (2.21)
with the 2× 2 matrix
h(k) =(k)12 + di(k)σi, (2.22)
Here, (k) = C −D(k2x + k2y), d(k) = [Akx, −Aky, M(k)]T ,M(k) = M −B(k2x + k2y) and A,B,C,D,M
are material parameters that depend on the speciﬁc geometry of the setup. The two blocks of the
Hamiltonian h(k) and h∗(−k) correspond to the Hamiltonians of anomalous quantum Hall insulators
and are related by TRS. The model thus can be understood as two time reversed copies of the quantum
Hall eﬀect in opposite magnetic ﬁeld. While each copy breaks TRS their combination is time-reversal
symmetric.
Each block can be characterized by a topological invariant, the Chern number, ν+ and ν− respectively.
The Chern numbers are given by ν± = ±[sgn(M)+sgn(B)]/2 and therefore there exist two topologically
distinct massive phases. The trivial phase in which the topological invariants vanish (sign(MB) = −1)
and the topological regime with ﬁnite Chern number (sign(MB) = +1). The bulk is gapped in both
cases with a band gap ∼ 30 meV.
2The notation Γ6, Γ8 etc. originates from the group theoretical classiﬁcation of irreducible representations of the crystal
symmetries which determine the way wavefunctions transform at the Γ point.
3For Γ6 states we have l=0 which implies that mj = ±1/2 is the same as s = ±1/2. On the other hand, for Γ8 l=1 and
mj = ±3/2 is also the same as s = ±1/2 therefore we introduced the notation s = 1/2 =↑ and s = −1/2 =↓.
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Figure 2.3: (a) AlSb/InAs/GaSb/AlSb heterostructure: the electron valence subband E1 is localized in the
InAs layer, while the hole conduction subband is located in the GaSb layer. (b) When the
hole band is tuned above the electron band, tunneling between the layers opens a hybridization
gap. In this regime, gapless edge modes, energetically located within the band-gap, appear at
the boundary of the quantum well. From Ref. [77].
However, in the topological phase edge states emerge at the boundary of the sample, whose spectrum
lies inside the bulk gap, see Fig 2.3. One ﬁnds, that the helical edge states are Dirac fermions with
spectrum,
E↑,↓(ky) = ±vFky (2.23)
where vF = A and for HgTe/CdTe quantum wells A ' 5 · 105m/s. Since the model describes two time
reversed copies of the quantum Hall eﬀect, two edge modes appear at the interface of the sample to
the vacuum. They are Kramers partners of counterpropagating electrons with opposite spin. Due to
the ﬁxed relation between spin and momentum they have been termed helical edge states.
The number of counterpropagating edge modes is measured by the Chern numbers and determines
the Hall conductance. While the total Chern number νc = ν+ + ν− vanishes, the spin Chern number,
νs = ν+− ν− is ﬁnite. By deﬁnition the charge and spin Hall conductance is G(c,s)xy = e2h νc,s, and hence
Gc = 0 while Gs = 2e
2/h is quantized. The 2D TI is thus also referred to as QSH insulator.
An experimental diﬃculty that arises in the described setup is that the topological nature basically
depends on the quantum well thickness and can not be changed in situ.
Another material that shows the QSH eﬀect are AlSb/InAs/GaSb/AlSb heterostructures shown in
Fig. 2.3. Because the valence band of GaSb is higher in energy than the conduction band of InAs,
the conduction band and valence band of the quantum well are spatially separated. In the inverted
regime E1 < H1 the bands cross at some ﬁnite wavevector, but due to tunneling between the electron
and hole layers a hybridization gap ∼ 4 meV is opened, rendering the bulk insulating. Following the
ideas developed in the previous discussion, the quantum well should be in the topological phase in the
inverted regime and in the trivial phase in the normal regime. One major advantage of this experimental
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setup is that the band alignment and the Fermi energy can be tuned by back and front gates, as shown
in Fig. 2.3.
Let us make one more remark concering the BHZ model (2.21). The model predicts the existence
of helical edge states at the boundaries of 2D TIs. In the derivation of the model the bulk-inversion
asymmetry (BIA) and structural-inversion asymmetry (SIA) of the quantum well have been neglected.
This is not always justiﬁed [78, 79]. In InAs/GaSb heterostructures both BIA and SIA are always
present and also in HgTe/CdTe the application of an electric ﬁeld in the z-direction may break lead
to SIA. Therefore, the general Hamiltonian should contain additional SOC terms that arise due to
the broken inversion symmetry. Of course such inclusion does not change the topological phase of the
system since the terms do not break TRS. However, in the presence of SOC the spin in z-direction is
no longer conserved so that the edge states do not have a ﬁxed spin polarisation anymore. At ﬁxed
energy the Kramers partners at momenta k and −k still have opposite spin but the spin polarisation
changes with momentum and there is a ﬁnite overlap between right and left moving states at momenta
k and k′ if k 6= −k′. This leads to new allowed scattering mechanisms, as discussed in Ch. 3.
2.2.1 Topological protection of the helical edge states
If the Fermi energy is tuned into the bulk gap of a trivial insulator electron transport is inhibited. On
the other hand, if one tunes the Fermi energy inside the bulk gap of a TI charge transport is possible due
to the presence of edge states. The transport properties of the edge states are particularly interesting
because the helical modes are topologically protected, i.e. they cannot be localized by arbitrarily strong
disorder as long as TRS is not broken. Here, we present an argument due to Kane and Mele [6] that
helical electrons are robust against elastic scattering of impurities as long as TRS is preserved.
Consider an edge that is disordered in a ﬁnite region and clean outside that region. The conductance
of the system can be found by solving the corresponding scattering problem. For a noninteracting
system the eigenstates in the clean region at any given energy can be expanded in plane waves with the
amplitudes φin of the incoming waves and the outgoing waves φout, where φ = (φ+, φ−)T consists of the
amplitudes of left and right moving edge states. Due to the spin-momentum locking right movers have
spin-up and left movers have spin down. In particular the time-reversal operator can be represented
in chiral space by the same form as for spin 1/2 fermions as Θ = iσyK. The scattering that occurs
in the disordered region is characterized by the unitary 2 × 2 matrix S, which relates incoming and
outgoing states φout = Sφin. Time reversal symmetry switches the direction of propagation, which
yields the relation between the amplitudes and the time reversed (TR) amplitudes φTRout = iσyφin and
φTRin = iσyφout. Since the TR amplitudes are again related by the S matrix, φ
new
out = Sφ
new
in we ﬁnd the
constraint
S = σyS
Tσy . (2.24)
It is straightforward to show that this implies that the S-matrix has to be diagonal, i.e. electrons in the
disordered region are not backscattered. It follows that, unless TRS is broken, electrons are perfectly
transmitted along the disordered region. Eigenstates at any energy inside the region are extended at
T = 0 and the edge transport is ballistic with the quantized conductance G = 2e2/h. This argument,
however holds only for scattering between Kramers pairs. If there are two sets of Kramers pairs at the
edge, elastic scattering between diﬀerent pairs is allowed and localizes both pairs of edge modes. This
shows that the QSH insulator is characterized by a Z2 invariant in the bulk [6], which corresponds to
an even (topologically trivial) or odd (topologically nontrivial) number of Kramers pairs at the edge.
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Figure 2.4: Four terminal resistance R14,23 as a function of the gate voltage Vg that controls the chemical
potential. The measurement is performed at temperature T = 30 mK and zero magentic ﬁeld.
Diﬀerent curves correspond to diﬀerent samples: (I, black) device size (20.0 × 13.3) µm2 in
the trivial regime; (II, blue) device size (20.0 × 13.3) µm2 in the topological regime; (III,
green) device size (1.0× 1.0) µm2 in the topological regime; (IV, red) device size (1.0× 0.5)
µm2 in the topological regime. The inset shows the temperature dependence of the resistance.
The behavior of the curves is discussed in the main text. From Ref. [9].
2.2.2 Experimental evidence for helical edge states
A possible way to show the existence of edge states experimentally is through transport measurements
at the sample edges. If the TI is in the topologically nontrivial regime and the Fermi energy is tuned
inside the bulk gap the current is expected to be carried solely by the ballistic edge modes. The
resistance in a multi-terminal setup then can be obtained by the Landauer-Büttiger formalism. The
current ﬂowing out of the i-th contact into the sample due to the applied voltages Vj at the contacts is
given by
Ii =
e2
h
∑
j
(TjiVi − TijVj) , (2.25)
where Tij is the transmission probability from the i-th to the j-th electrode. Due to TRS Tij = Tji and
since Kramers theorem prohibits backscattering between Kramers partners all entries except Ti,i+1 =
Ti+1,1 = 1 vanish. The total current is conserved in the sense that
∑
i Ii = 0. Furthermore a voltage
lead j is deﬁned by the condition that it draws no net current, i.e. Ij = 0 and we have to identify the
i = N+1 electrode with i = 1. The ﬁrst experimental evidence of topologically protected edge transport
was reported in [9], where the authors measured the four-terminal resistance R14,23 = I1−I4/(V2−V3).
The results of the measurement are depicted in Fig. 2.4. For the setup considered in the experiment,
Eq. (2.25) predicts R14,23 = h/2e
2, which is in good agreement with the experimentally measured curves
for short samples (green and red) with device size 1× 1 µm2. For larger samples of size 20× 13.3µm2
(blue curve) the conductance deviates signiﬁcantly from the predicted value. In the latter case the
system size is much larger than the mean free path of the system `ee ∼ 1 µm. This suggests that
electron-electron scattering leads to nonuniversal corrections to the quantized conductance in these
systems. Possible scattering mechanisms in helical edge modes will be discussed in detail in Ch. 3. The
black curve is measured in the topologically trivial regime where no edge states are present and therefore
shows much larger resistance than the other curves. Lastly, the inset shows that the conductance is
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(a) (b) (c)
Figure 2.5: Measurement of the temperature (a) and (b) and voltage dependence (c) of the conductance
of helical edge modes in InAs/GaSb quantum wells. Figures from [45].
only weakly temperature dependent, a point to which we will return shortly.
The quantization of conductance in the inverted regime and deviations from the perfect conductance
for larger samples have also been observed in multiterminal measurements in InAs/GaSb quantum
wells [12, 45, 80].
The transport measurements conﬁrm the physical picture of topologically protected edge states, but
do not shed light on the spin polarization. The fact that the edge states indeed are helical was conﬁrmed
in measurements on split-gated H-bar nanostructures, where QSH and spin Hall transport take place
in the same device [81]. The spin Hall eﬀect can be used as a spin current injector into the QSH region
which allows for an electrical measurement of the spin polarization.
In addition the helical edge states of 2D TIs have been imaged explicitly in real space in Ref. [82, 83].
Here, the experimentalists used a scanning superconducting interference device (SQUID) to image the
magnetic ﬁeld produced by the current through a Hall bar and reconstructed the current density from
the signal. The results conﬁrm edge transport in the topological regime.
In Ch. 3 we will discuss in detail possible scattering mechanisms that may lead to conductance
corrections beyond the ballistic regime. However, since elastic scattering is forbidden due to TRS at
any energy scale, the mechanisms are necessarily inelastic and lead to power law corrections to the
conductance δG ∼ α. Here,  = max (T, eV ) and the exponent depends on the Luttinger parameter
due to the one-dimensional nature of the edge states. It is important to emphasize, that the condition
kBT  eV (2.26)
corresponds to very small bias currents in experiment. In the ballistic regime, G ∼ 2e2/h, the voltage
is proportional to the current V ∼ (h/2e2) · I and thus the condition (2.26) can be expressed as [70]
T [mK] 150 · I [nA] . (2.27)
Since the experiments discussed above have been performed for bias currents of the order of 100 nA,
the temperature dependence could only be observed for temperatures T  15K for which bulk eﬀect
become important and make it experimentally diﬃcult to measure the edge current. This might explain
the temperature independent nature of the conductance corrections in the above measurements.
Due to the experimentally diﬃcult nature of the measurements, the ﬁrst experimental observation
of temperature dependence of the conductance was reported only recently in Ref. [46]. The results of
the experiment, performed on systems with edge length L ∼ 1.2µm are shown in Fig. 2.5. When the
30
2.2 Z2 topological insulators and helical edge states
chemical potential is tuned inside the bulk gap the longitudinal resistance shows a quantized plateau
that persist for temperatures from 30 mK up to 2 K. The resistance is measured for a bias current of
500 nA, so that (2.27) is not fulﬁlled for any of the curves. Consequently, the plateau is temperature
independent. For higher temperatures bulk states contribute to the transport leading to an increased
conductance, as is shown in the inset. Fig. 2.5 (b) shows the conductance as a function of the
temperature on a log-log plot for two diﬀerent bias currents and in a temperature regime, where the
conductance can safely be attributed to the edge modes. For temperatures, where (2.27) is fulﬁlled the
curves collapse onto the line corresponding to the power law G ∝ T 0.32. Finally, the experimentalists
also studied the voltage dependence of the conductance for Ibias = 0.1 nA and temperatures T  eV .
The result is depicted in Fig. 2.5 (c). The main plot illustrates that all measured curves collapse onto
a single curve G ∝ V 0.37 by scaling the measured dI/dV .
The non-integer power laws for the temperature and voltage dependence of the edge conductance
suggest that the edge modes form a helical Luttinger liquid, where inelastic electron-electron inter-
actions lead to corrections to the quantized conduction. The Luttinger constant in the material has
been determined experimentally as K ' 0.22. For a discussion of the possible microscopic scattering
mechanisms and a comparison to this experiment we refer to Ch. 3.
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3 Chapter 3Electron transport in a disordered helicalLuttinger liquid
This chapter is devoted to the discussion of electron transport in a disordered HLL. As we have discussed
in Sec. 2.2 the HLL is a novel type of 1D quantum liquid that emerges at the edge of a 2D QSH
insulator [6, 13, 68, 76] and consists, in its most conventional form protected by time-reversal symmetry,
of two counterpropagating Kramers conjugate modes. In an ideal helical edge, the electron spin is
conserved for each of the chiral modes. Electron-electron backscattering between the modes, as well
as backscattering by nonmagnetic inhomogeneities, is then prohibited by the combination of the spin-
axial and time-reversal symmetries. As a consequence, charge transport through the ideal helical edge
is characterized by a quantized conductance G0 = 2e
2/h, at any temperature T , also in the presence of
nonmagnetic disorder. This conductance quantization has been experimentally observed at the edges
of short HgTe/CdTe [9, 84] and InAs/GaSb [12, 45, 80] quantum wells.
As we have seen in Sec. 2.2.2, transport measurements on larger samples, however, show clear devia-
tions from the quantized conductance. The fact that these deviations appear only for scales larger than
the mean free path due to electron-electron interaction `ee = vF τee suggests that interactions between
right- and left-movers at the edge are the source of dissipation. Since backscattering in an ideal helical
liquid is inhibited by the spin-axial symmetry this in turn means that the Sz symmetry at the edge
must be broken.
The goal of this chapter is twofold. First, we derive a model for the HLL with broken spin axial-
symmetry by taking into account Rashba-type spin-orbit coupling, which is naturally induced by broken
inversion symmetry about the plane of the semiconductor heterostructure. Second, we calculate the
conductivity of this generic HLL in the presence of both electron-electron interaction and disorder,
which allows us to make predicitions about transport properties of large samples. While impurity
scattering alone does not aﬀect transport due to the topological protection of the edge states, we will
show that the dressing of impurities by interaction generates eﬀective scattering processes that govern
transport at low temperatures.
The chapter is organized as follows. In Sec. 3.1 we introduce the model we are going to study, that
describes interacting helical electrons in the presence of SOC and nonmagnetic disorder. We then go
on to calculate the conductivity of an inﬁnitely long edge channel for this model. First, we consider
weak interactions and low frequencies of the applied electric ﬁeld in the framework of a kinetic equation
in Sec. 3.2. Subsequently, in Sec. 3.3 we complement these results by obtaining the conductivity for
arbitrary strength of forward scattering interaction and high frequencies using bosonization and the
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linear response formalism. The combination of both approaches enables us to make predictions for the
temperature and frequency dependence of the conductivity in a wide parameter regime. The results
of the perturbative approach are summarized and discussed in Sec. 3.4. Finally, we perform a weak
coupling RG analysis of the disordered HLL in Sec. 3.5 in order to discuss the temperature behavior of
the conductivity at lowest temperatures before summarizing in Sec. 3.6.
This chapter is based in part on Refs. [85, 86].
3.1 The helical Luttinger model with broken axial spin symmetry
Let us start by discussing the model we are going to study. The Hamiltonian of electrons at the edge
of a two-dimensional QSH insulator consists of four parts H = Hkin +HSO +Hint +Hdis. The kinetic
part takes the form
Hkin =
∫
k
ψ†σ(k)σ(k)ψσ(k) . (3.1)
Here, ψσ(k) annihilates an electron with spin σ =↑, ↓ in the z- direction (growth direction of the
quantum well) and with momentum k parallel to the edge. The model of edge electrons we want to
study should be invariant under time-reversal and therefore the Hamiltonian has to commute with
the time reversal operator Θ. For spinful electrons Θ squares to Θ2 = −1 and can be parametrized
as Θ = iσyK, where σi with i = x, y, z denote the Pauli matrices in spin space and K is complex
conjugation. Time reversal symmetry then constrains the dispersion as σ(k) = σ¯(−k). We will
assume that the spectrum is linear in the whole momentum range k ∈ [−Λ/vF ,Λ/vF ], where Λ denotes
the UV-cutoﬀ of our theory (the bulk gap). The dispersion takes the form:
↑(k) = vFk , ↓(k) = −vFk (3.2)
Here, vF denotes the Fermi velocity and the momentum is measured from the crossing point of the
spectrum which we will refer to as Dirac point. Note that right-moving modes correspond to spin up
and left-moving modes to spin down - due to this special relation between the spin and the dispersion
the excitations are dubbed helical electrons.
As we mentioned in the introduction to this chapter, spin orbit coupling arises naturally in semicon-
ductor heterostructures, due to broken inversion symmetry. The strong SOC in these systems creates
a band inversion in the topologically nontrivial regime and leads to the emergence of edge states in the
ﬁrst place. We will not derive the form of the SOC term at the edge from a microscopic theory here,
but rather anticipate its form by symmetry arguments. The most generic SOC term we can write reads
as
HSO =
∫
k
ψ†σ(k)αi(k)σ
i
σ,σ′ψσ′(k) , (3.3)
where TRS contrains the (real) expansion coeﬃcients to be antisymmetric αi(k) = −αi(−k). In the
presence of this term the axial spin symmetry is broken and the quadratic part H0 = Hkin + HSO of
the Hamiltonian is no longer diagonal. We will return to this point shortly after introducing electron-
electron interaction and disorder.
We assume that electrons interact via a short-range (screened by external gates) interaction poten-
tial V (x − x′). Additionally, we introduce weak (D  µ) white-noise disorder, characterized by the
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correlation function
〈U(x)U(x′)〉dis = D δ(x− x′) (3.4)
Here, D = nimpU
2(q = 0), with the impurity concentration nimp, is a measure for the disorder scattering
strength. The interaction and disorder terms in the Hamiltonian take the form
Hint =
1
2
∫
k,k′,q
∑
σσ′
ψ†σ(k)ψσ(k − q)V (q)ψ†σ′(k′)ψσ′(k′ + q) , (3.5)
Hdis =
∫
k,q
∑
σ
U(q)ψ†σ(k)ψσ(k − q) . (3.6)
Let us now proceed to rediagonalize the quadratic part of the Hamiltonian in the presence of SOC. If
we introduce the vector of fermionic ﬁelds,
Ψ†(k) = (ψ†↑(k), ψ
†
↓(k)) , (3.7)
the noninteracting, clean Hamiltonian takes the form
H0 =
∫
k
Ψ†(k)H(k)Ψ(k) , (3.8)
with the hermitian matrix
H(k) =
(
vFk + α3(k) α‖(k)
α∗‖(k) −vFk − α3(k)
)
. (3.9)
Here, we deﬁned the function α‖(k) = α1(k) − iα2(k). The subscript ‖ describes the fact that α‖(k)
is deﬁned by the spin orbit components parallel to the 2D TI plane. The function α‖(k) can always
be chosen to be real by absorbing a momentum dependend phase into the deﬁnition of the fermionic
ﬁelds.
Being bilinear in the spinor Ψ, the Hamiltonian H0 can be brought into diagonal form by the unitary
transformation, (
ψ+(k)
ψ−(k)
)
= B(k)Ψ(k) =
(
cos θk − sin θk
sin θk cos θk
)(
ψ↑(k)
ψ↓(k)
)
. (3.10)
Setting 2θk = arctanα‖(k)/[vFk + α3(k)] the quadratic part takes the form
H0 =
∑
η
∫
k
ψ†η(k)η(k)ψη(k) , (3.11)
where the dispersion relation is given by η(k) = [α
2
‖(k) + (α3(k) + vFk)
2]1/2. Performing the rota-
tion (3.10) in Eqs. (3.5) and (3.6), we obtain the interaction and disorder Hamiltonians in the chiral
basis as
Hint =
1
2
∫
k,q,p
∑
η1η2
∑
η3η4
V (q)
[
B†(k)B(k − q)
]
η1,η2
[
B†(p)B(p+ q)
]
η3,η4
× ψ†η1(k)ψη2(k − q)ψ†η3(p)ψη4(p+ q) ,
(3.12)
Hdis =
∫
k,q
∑
η1η2
U(q)
[
B†(k)B(k − q)
]
η1,η2
ψ†η1(k)ψη2(k − q). (3.13)
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Figure 3.1: Illustration of the spin orientation and dispersion of (a) an ideal helical liquid with
well deﬁned spin-orientation and (b) a generic helical liquid. In an ideal HLL no
scattering processes (elastic or inelastic) between quasiparticles of diﬀerent chirality
can take place because their states are orthogonal in spin space. (c) Elastic scattering
in the generic HLL is forbidden due to Kramers theorem, that ensures that states at
ﬁxed energy have opposite spins. Filled (empty) circles denote occupied (unoccupied)
states (d) Inelastic scattering in the generic HLL is allowed but is suppressed by the
spin momentum locking - for weak spin-orbit coupling the spin-orientation changes
only slowly as a function of the momentum, so that right- and left-moving particles
have nearly opposite spin.
To simplify the expression we make two assumptions. First, for small momenta and isotropic spin orbit
coupling we expand α3(k) = α‖(k) ' αk + βk3. Second, using realistic values for the parameters in
HgTe/CdTe quantum wells [87] we estimate vF ' 5× 105 m/s and α ' 1, 2× 104 m/s. This means we
can consider the SOC as a weak perturbation to the kinetic energy of the edge electrons and expand
our results to leading order in α/vF  1.
In the lowest order in this expansion the rotation angle θk takes the form θk ' θ0 + k2/k20, with
θ0 ' α/vF and k20 = vF /β. The regime of small momenta is then deﬁned by the condition k  k0. The
ﬁrst order expansion of the angle θk corresponds to a constant rotation independent of the momentum,
which we will neglect in the following.
Using the approximations outlined above, the unitary transformation between the chiral and spin
basis in Eq. (3.10) takes the form(
ψ+(k)
ψ−(k)
)
'
(
1 −k2/k20
k2/k20 1
)(
ψ↑(k)
ψ↓(k)
)
. (3.14)
This form of the rotation matrix has ﬁrst been proposed in [48] based on symmetry arguments alone.
Note that the chiral operators ψ± involve superpositions of ↑ and ↓ electrons, i.e. the quasiparticle
states have no well deﬁned spin in z-direction. In the limit of vanishing SOC (k0 → ∞) we recover
the spin momentum locking, characteristic of the ideal helical liquid. For large but ﬁnite k0 the spin
orientation changes as a function of momentum, which is schematically depicted in Fig. 3.1.
Using the approximation in Eq. (3.14) the product appearing in Eqs. (3.12) and Eq. (3.13) can be
written as [
B†(k)B(p)
]
η1,η2
' bη1,η2(k, p) ≡ δη1,η2 − η1δη1,η¯2
k2 − p2
k20
. (3.15)
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Figure 3.2: Two-particle electron-electron scattering processes in a helical Luttinger liquid. Full
(dotted) lines denote right- (left-) moving quasiparticles, wiggly lines denote electron-
electron interaction and a full circle denotes the vertex function bηout,ηin(kout, kin)
introduced in the main text.
Substituting this into the interaction and disorder Hamiltonians in Eq. (3.12) and Eq. (3.13) and
expanding the quadratic part to leading order in both α/vF and k/k0, we arrive at the helical Luttinger
model, H = H0 +
∑5
i=1Hi +Hf +Hb. Thereby, the quadratic Hamiltonian reads as
H0 =
∑
η
∫
k
ψ†η(k)η(k)ψη(k) , (3.16a)
where the dispersion relation is given by η(k) = vF ηk. The interaction part can be organized in the
spirit of the g-ology as
H1 = g1
∫
k,p,q
∑
η
ψ†η(k)bη,η¯(k, k − q)ψη¯(k − q)ψ†η¯(p)bη¯,η(p, p− q)ψη(p+ q) ,
H2 = g2
∫
k,p,q
∑
η
ψ†η(k)ψ
†
η¯(p)ψη¯(p+ q)ψη(k − q),
H3 = g3
∫
k,p,q
∑
η
ψ†η(k)bη,η¯(k, k − q)ψη¯(k − q)ψ†η(p)bη,η¯(p, p+ q)ψη¯(p+ q),
H4 = g4
∫
k,p,q
∑
η
ψ†η(k)ψ
†
η(p)ψη(p+ q)ψη(k − q),
H5 = g5
∫
k,p,q
∑
η
ψ†η¯(k)bη¯,η(k, k − q)ψη(k − q)ψ†η(p)ψη(p+ q) + H.c. .
(3.16b)
Here, we assumed that the interaction potential is suﬃciently short-ranged such that we can replace
its Fourier transform by a constant, V (q) = V0 ∈ R. This yields the dimensionful g-ology constants
g1 = g2 = g3 = g4 = g5 = V0. However, the parameters of the above Hamiltonian include in general
renormalization due to high lying states and should in general be considered as independent, eﬀective
parameters of the theory, cf. the discussion in Sec. 1.3. A diagrammatic depiction of the scattering
processes is shown in Fig. 3.2.
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Finally, the disorder term takes the form Hdis = Hf +Hb, with
Hf = U0
∫
k,q
∑
η
ψ†η(k)ψη(k − q) ,
Hb = U0
∫
k,q
∑
η
ψ†η(k)bη,η¯(k, k − q)ψη¯(k − q) .
(3.16c)
Here, the ﬁrst term describes forward scattering (scattering inside the same chiral branch) and the
second term backscattering (scattering from one chiral branch to the other) oﬀ impurities. We assumed
that impurity potential is short-range, which allows us to replace its Fouriertransform by a constant
U(q = 0) ≡ U0. The Hamiltonian in Eqs. (3.16a), (3.16b) and (3.16c) deﬁnes the theory of helical
fermions we wish to study in this chapter. Although the theory is in principle deﬁned for all momentum
scales |k| < Λ/vF , scattering between electrons of diﬀerent chirality, and conjoined Luttinger liquid
renormalization only sets in on scales |k| < k0, since the matrix elements of B connecting the spin and
chiral basis are strongly oscillating for larger momenta.
The helical Luttinger model is very similar to the spinless Luttinger model introduced in Ch. 1.3,
except for two important aspects.
The ﬁrst and main diﬀerence is the presence of the factors bη1,η2(k, p) in the interaction and disorder
part of the Hamiltonian. These factors appear when a particle changes its chirality in a scattering
process and ensure that no elastic scattering between Kramers partners (for which k = −p) can take
place, see Fig. 3.1 (c). Inelastic scattering between particles of opposite chirality, on the other hand, is
allowed but suppressed by powers of k−20 . For weak spin-orbit coupling the chiral states in Eq. (3.14)
only have a small admixture of states of the opposite spin direction, the overlap between states of
diﬀerent chirality is therefore small ( ∝ k−20 ). This is schematically depicted in Fig. 3.1 (d).
The other diﬀerence is related to the population of eigenstates at thermal equilibrium. The conven-
tional Luttinger model is obtained by linearizing the spectrum of fermions around the Fermi energy
deﬁning left and right movers with linear spectrum. The theory is then deﬁned for temperatures T  µ,
where the linearization is valid. In the helical Luttinger model, we assume that T can be larger than
the diﬀerence between µ and the Dirac point, so that real scattering events, that involve electron states
around the Dirac point are not necessarily thermally suppressed. Therefore, Umklapp processes (g3
and g5), that usually would only appear in lattice theories at commensurate ﬁlling, appear in the
Hamiltonian in Eq. (3.16b).
In particular in the g5 process, energy and momentum conservation necessitate that one of the
particles (incoming or outgoing) is exactly at the Dirac point, see Fig. 3.4. This scattering process is
therefore unique to the helical Luttinger model and we will see that it drastically changes the transport
properties of the HLL compared to the LL.
3.2 Conductivity of helical fermions
The goal of the remainder of this chapter is to study the transport properties of the helical Luttinger
model deﬁned in Eqs. (3.16a), (3.16b) and (3.16c). The key quantity characterizing transport in a
system is the conductivity
σ(q, ω) = j(q, ω)/E(q, ω) , (3.17)
where j(q, ω) is the current density and E(q, ω) is an external electric ﬁeld. In a macroscopic system, one
takes the limit q → 0 ﬁrst, which corresponds to a uniform, but time dependend electric ﬁeld. For lack
38
3.2 Conductivity of helical fermions
of better nomenclature we will refer to the quantity σ(q = 0, ω) as the conductivity as well. In particular
we are interested in the resistivity ρ = [Reσ(0, 0)]−1 = E20/(−Q˙), which measures the energy (−Q˙) that
is dissipated due to scattering in the edge if we apply a homogeneous dc ﬁeld E(q, ω) = E0δ(q)δ(ω) to
the system [57].
The opposite order of limits (ω → 0, q ﬁnite), corresponds to the situation when a static electric
ﬁeld is applied to part of the edge. The electric ﬁeld can be nonuniform, but we will demand that the
voltage V =
∫
dxE(x) is ﬁnite. In this case it is often more convenient to introduce the conductance
G = I/V .
Before we introduce the formalism to calculate the conductivity, let us ﬁrst review the role of sym-
metries on the allowed microscopic scattering mechanisms in the system. Microscopically, the current
operator of the relativistic low-energy theory of the helical electrons deﬁned in Eq. (3.16a) is given by
J0 = evF (N+ −N−) , (3.18)
where N± denotes the total number of right- and left-movers, respectively. Electrical resistivity is cre-
ated by perturbations that do not commute with the current operator. These perturbations correspond
to scattering events that change the chirality of electrons.
As we have already discussed, elastic backscattering between Kramers partners remains exactly
forbidden by TRS. As a result, the T = 0 conductance is given by the quantized value G0, independently
of the strength of disorder (as long as the bulk remains insulating). However, at T > 0 inelastic
backscattering processes are generically present in the model with broken spin-axial symmetry and will
give rise to dissipation.
3.2.1 Conductivity of helical fermions: kinetic equation
Our starting point for the calculation of transport properties of helical fermions is the kinetic equation
for pair collisions in a homogeneous edge of a topological insulator. It suﬃces to consider only pair
collisions, since (single-particle) elastic scattering is strictly prohibited by Kramers theorem to any
order.
The kinetic equation can be used to derive observables of physical interest such as the conductivity,
on length scales much larger than the collision mean free path `ee
1 yet smaller than macroscopic scales,
such as the length over which the drop of an external voltage occurs. Furthermore, we have to assume
that the system is subject to some external source of dephasing, such that the dephasing length `φ
is much shorter than `ee. This assumption is important because the kinetic equation only describes
collisions, where the electrons have no memory of previous scattering events, and is therefore not able
to capture quantum interference corrections, such as weak localization.
Under these conditions the evolution of the distribution function2 fη(k, t) of electrons of chirality η at
momentum k and time t is governed by a kinetic equation. We consider the response of edge electrons
with equilibrium temperature T and chemical potential µ to the application of a homogeneous electric
ﬁeld E. The corresponding kinetic equation reads as
∂tfη1(k1, t)− eE∂kfη1(k1, t) = Stη1 [f ] , (3.19)
1Since elastic scattering is forbidden by TRS at any energy scale, the mean free path is generated by inelastic scattering
processes only. Therefore we associate ` = `ee.
2In general the distribution function depends on both the momentum k and the position x. It is then understood that
one considers a wave packet with both k and x approximately deﬁned, but always such that the uncertainty relation
∆x∆k ∼ 1 is fulﬁlled. In the case of a homogeneous edge studied here the spatial dependence is neglected.
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where Stη[f ] denotes the collision integral for right- or left-movers, which contains all the information
about scattering of electrons. It is given by
Stη1 [f ] = (2pi)
2
∫
k2,k1′ ,k2′
∑
η2,η1′ ,η2′
M(1, 2, 1′, 2′)δ(1 + 2 − 1′ − 2′)δ(k1 + k2 − k1′ − k2′)
× {f(1′)f(2′)[1− f(1)][1− f(2)]− f(1)f(2)[1− f(1′)][1− f(2′)]} ,
(3.20)
where we introduced the joint index 1 ≡ (k1, η1) and the single particle energies i = vF ηiki. The
function M describes the probability for transitions between the eigenstates |1, 2〉 and |1′, 2′〉 of the
clean, noninteracting Hamiltonian. The probability in Fermi's golden rule approximation takes the
form
M(1, 2, 1′, 2′) =
∣∣∣〈1′2′| T |12〉∣∣∣2 , (3.21)
with the T-matrix
T ' (Hdis +Hint)+ (Hdis +Hint)G0 (Hdis +Hint)+ · · · . (3.22)
Here, the Green's function operator is deﬁned as
G0 =
1
i −H0 + iδ , δ → 0 + . (3.23)
where i = 1 + 2 denotes the energy of the initial state. If the external electric ﬁeld is weak, the
distribution function will not diﬀer signiﬁcantly from the thermal Fermi-Dirac distribution. It is then
convenient to represent the solution of Eq. (3.19) in terms of the functions gη(k, ω) as
f(1) = nF (1)− g(1)nF (1)(1− nF (1)) (3.24)
where nF (1) = {1 + e[(1)−vF kF ]/T ]}−1 is the thermal distribution function. Linearizing the kinetic
equation in Eq. (3.19) in g we obtain (in the frequency representation)
−iωg(1)− eEvF η1
T
= stη1 [g] (3.25)
with the linearized collision integral
stη1 [g] = 4× (2pi)2
∫
k2,k1′ ,k2′
∑
η2,η1′ ,η2′
M(1, 2, 1′, 2′)δ(1 + 2 − 1′ − 2′)δ(k1 + k2 − k1′ − k2′)
× ζ−2(1)nF (1)nF (2)[1− nF (1′)][1− nF (2′)]{g(1′) + g(2′)− g(1)− g(2)}
(3.26)
and
ζ(1) = cosh[(1 − µ)/2T ] . (3.27)
By solving the kinetic equation in (3.25), we ﬁnd the electronic distribution function g. This, in turn,
allows us to obtain any physical observable of interest. In particular we will be interested in the
conductivity which is obtained as
σ(ω) = − e
E
∫
k
∑
η
vη(k)fη(k, ω) , (3.28)
where vη(k) = vF η. Analytical results for the conductivity can be obtained in the high- (ωτee  1)
and low-frequency (ωτee  1) limits, where τee denotes the inelastic electron-electron scattering time.
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High-frequency conductivity
In the high-frequency limit we obtain the conductivity by iterating the integral equation in Eq. (3.25)
once. To zeroth order we neglect any electron-electron collisions, which yields the distribution function
g(0)(1) = eEvF η1/(−iω + 0)T . The next order is obtained by solving Eq. (3.25) with the collision
integral stη1 [g
(0)]. The resulting distribution function is then used to calculate the conductivity in
Eq. (3.28) which takes the form
Re σ =
e2vF
2piω2
1
τ∞ee
(3.29)
for ωτ∞ee  1. The symbol ∞ is used to emphasize that the conductivity is calculated in the high-
frequency regime. The high-frequency electron-electron scattering rate is given by
1
τ∞ee
=
(2pi)3
T
∫
k1,k2,k1′ ,k2′
∑
η1,η2,η1′ ,η2′
M(1, 2, 1′, 2′)δ(1 + 2 − 1′ − 2′)δ(k1 + k2 − k1′ − k2′)
× nF (1)nF (2)[1− nF (1′)][1− nF (2′)]
(
η1η1′ + η1η2′ − 1− η2η1
) (3.30)
One result, we obtain immediately from this expression, is that scattering processes, that do not change
the chirality of the particles, do not yield a ﬁnite scattering rate. For instance, for g1-type processes
we have η1 = η2′ 6= η1′ = η2 and thus the sum of products of chiral factors in Eq. (3.30) vanishes.
For weak interactions, gi/vF  1 and weak impurity scattering (D  µ) we can calculate the rate
perturbatively by expanding the T-matrix in Eq. (3.22) up to second order. Thereby, the impurity
Hamiltonian is replaced by the Hamiltonian of a single impurity times the density of impurities nimp
(ﬁrst Born-approximation).
Since elastic scattering is exactly prohibited to any order, the ﬁrst order expansion is equivalent to
the (inelastic) scattering rate of the clean system. In second order there appear corrections to the clean
rate, but also rates due to combined processes involving both disorder and electron-electron scattering.
Inelastic scattering rate for the clean system: To ﬁrst order in an expansion in the T-matrix the
scattering probability is given byM(1, 2, 1′, 2′) = | 〈1′2′|Hint |12〉 |2, with the interaction Hamiltonian
deﬁned in Eq. (3.16b). Substituting this into the expression for the electron-electron scattering rate in
Eq. (3.30), we obtain
1
τ∞ee,g5
=
(
g5
vF
)2( T
vFk0
)4
f
(
µ
T
)
T (3.31)
with the dimensionless function
f(µ˜) =
1
2pi
∫
dx dy
(x2 − y2)2
cosh(x−µ˜2 ) cosh(
y−µ˜
2 ) cosh(
x+y−µ˜
2 ) cosh(
µ˜
2 )
. (3.32)
Note, that the g5 process is the only electron-electron scattering mechanism that generates a ﬁnite
inelastic scattering rate  a point to which we will return shortly. Let us ﬁrst discuss the behavior of
the scattering rate as a function of temperature. For low temperatures T  µ, we obtain the asymptotic
behavior of the function f as f(µ˜) ' (44pi/45)µ˜6e−µ˜ [86], which yields the rate
1
τ∞ee,g5
' 44
45pi
(
g5
vF
)2(kF
k0
)4(
µ
T
)
µ e−
µ
T , for µ T . (3.33)
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The inelastic scattering is thermally activated in this regime, since momentum and energy conservation
restrict one of the incoming (outgoing) particles in g5 scattering events to sit exactly at the Dirac point,
see Fig. 3.4. For low temperatures the probability that this one state is empty (full) is exponentially
small which triggers the exponential suppression of the scattering rate.
For higher temperatures, T  µ, we expand f(µ˜) ' 306.02, which yields the rate
1
τ∞ee,g5
' 306.02
(
g5
vF
)2( T
vFk0
)4
T , for T  µ . (3.34)
The parametric dependence of the scattering rate is determined by the product of the available phase
space ∼ T and the absolute square of the probability amplitude of the involved scattering process. In
the g5 scattering amplitude one of the incoming particles changes its chirality, which is suppressed by
a small factor (T/vFk0)
2 due to the spin-momentum locking. The high power of the scattering rate in
the temperature can therefore be attributed to the small matrix element for scattering between states
of opposite chirality.
Let us at this point address two important conceptual points. First, how is it possible that inter-
actions that conserve momentum, such as the g5 term, lead to current relaxation? This is surprising
since in conventional Fermi liquids translational invariance implies momentum conservation and entails
the persistence of currents in the absence of momentum nonconserving interactions such as impurity
scattering. However, in the present case we are dealing with an eﬀective low-energy theory in which
the current of the model (3.18) is determined by the number of left and right movers. In particular,
momentum conservation does not imply current conservation. Current relaxation arises from the scat-
tering of right to left movers or vice versa. While these scattering processes conserve quasimomentum
in the eﬀective low-energy theory, they are in fact Umklapp processes in a superordinate lattice model.
Second, why is the g5 process the only g-ology scattering process that generates dissipation? As we
have already discussed, only processes that change the chirality of electrons generate a ﬁnite resistivity.
Consequently, forward scattering processes (g2 and g4) and the backscattering process (g1) do not
produce a ﬁnite transport scattering rate. The case of the g3 Umklapp term, on the other hand, is
more subtle. This scattering process obviously changes the chirality of the incoming electrons. The
reason why it nonetheless does not lead to any dissipation is intimately linked to the conservation laws
of the helical Luttinger model.
Consider the translation operator PT and the particle current J0 of the free Hamiltonian in Eq. (3.16a),
PT =
∑
η
∫
k
ψ†η(k) k ψη(k), and J0 =
∑
η
∫
k
ψ†η(k) η ψη(k) . (3.35)
Both commute with H0 and therefore measure conserved quantities. For the case of a clean LL, it
was ﬁrst realized in Ref. [88] that there exists a hidden conserved quantity, the linear combination
P0 = PT + kFJ0, that can be identiﬁed as the total momentum of the Hamiltonian and is therefore
conserved, but also commutes with a single Umklapp term. It is straightforward to show, using the
expressions in Eq. (3.16b), that H3 commutes with the total momentum while H5 does not. Thus,
although the g3 term breaks the conservation of current, there is another conservation law that is
preserved by this particular Umklapp term. If this conservation law is obeyed it is impossible to
relax a ﬁnite current, and therefore the conductivity remains inﬁnite even at ﬁnite temperature. Since
the conservation of the total momentum is only broken due to g5 Umklapp terms, we expect that
g5 processes generate a ﬁnite conductivity, while g3 processes do not, which is consistent with the
calculation above.
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Figure 3.3: Diagrammatic representation of the scattering amplitude of the scattering processes
that appear in the second order expansion of the T-matrix and are relevant for the
calculation of the conductivity. Here, full (dotted) lines denote right- (left-) mov-
ing quasiparticles, wiggly lines denote electron-electron interaction, crosses represent
scattering oﬀ an impurity and full circles denote the spin-momentum locking vertex
factors bkin,kout . The diagramms are grouped into two classes (I) and (II) according
to the number of incoming electrons that change their chirality during the scattering
process.
Higher order scattering processes: To the second order of the weak coupling expansion of the T-
matrix the transport scattering rate is given by Eq. (3.30) with the transition probabilityM(1, 2, 1′, 2′) =
| 〈1′2′| (Hdis +Hint)G0 (Hdis +Hint) |12〉 |2. The matrix element contains three distinct types of scat-
tering mechanisms. First, there are processes where both particles are (independently) scattered by an
impurity and then propagate freely before scattering oﬀ another impurity. As we have already discussed
such elastic scattering events do not yield a ﬁnite scattering rate and will therefore not be considered.
Similarly, there exist processes that include two electron-electron interactions. Diagrammatically, these
correspond to calculating the two particle scattering amplitude with full Greens functions, where the
inﬁnitesimal lifetime is replaced by the electronic self energy. Being quartic in the interaction strength
such processes represent corrections to the rate derived in Eq. (3.31) and will not be considered here.
This leaves us with the third type of processes: scattering event where one incoming (outgoing) parti-
cle scatters oﬀ an impurity undergoes a free propagation and then interacts with the other incoming
particle via the electron-electron interaction. Thereby, the impurity scattering can be either of the
forward or backward type and the interaction line can be any of the 5 g-ology processes, which leaves
us with 10 types of combined scattering processes. Using the intuition obtained from the ﬁrst order of
perturbation theory we expect that only processes that change the total number of right or left movers
can aﬀect current. This is conﬁrmed in the explicit calculation. The remaining processes, that are
relevant for the transport scattering rate are diagrammatically depicted in Fig. 3.3.
We note that we can classify the diﬀerent processes by how many of the incoming electrons change
their chirality during the scattering process. First, there are processes that change the chirality of a
single incoming particle which we will refer to as 1P processes. Second, we have scattering processes
that change the chirality of both incoming particles which we will dub 2P processes. We stress that
these processes are inelastic, due to the electron-electron scattering, but do not conserve momentum,
since they also contain scattering oﬀ one impurity. The composite processes are depicted in Fig. 3.4.
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Calculating the transport scattering rate for these processes explicitly we obtain
1
τ∞ee,1P
' c1
g25Df + 29g23Db
(
kF
k0
)8( T
vFk0
)4
1
τ∞ee,2P
' c2
g23Df + 2g21Db
(
kF
k0
)4(kF
k0
)2(
T
vFk0
)6
,
(3.36)
with the numerical constants
c1 =
4
pi2
∫
dx1 dx2 dx3
(x1 − x2)2
cosh(x1) cosh(x2) cosh(x3) cosh(x1 + x2 + x3)
' 21.06 , (3.37)
c2 =
29
pi2
∫
dx1 dx2 dx3
(x1 − x2)2(x1 + x2 + 2x3)2
cosh(x1) cosh(x2) cosh(x3) cosh(x1 + x2 + x3)
' 1.14× 104 (3.38)
In (3.36), the ﬁrst line describes the scattering rate due to 1P type processes, while the second line
corresponds to 2P type processes and we introduced the strength of impurity forward (Df ≡ D) and
backward (Db ≡ D) scattering to highlight the type of impurity scattering that participates in a given
scattering process. Note that composite scattering events that contain forward scattering oﬀ disorder
are always parametrically larger by factors of (k0/kF )
2 than the ones containing backscattering oﬀ
disorder, since they contain less backscattering vertices; see also Fig. 3.3.
The composite scattering processes, together with the g5 Umklapp term determine the behavior of
the high-frequency conductivity. To leading order in the dimensionless strength of electron-electron
interaction and disorder scattering it is given by (3.29) with the scattering rate,
1
τ∞ee
=
1
τ∞ee,g5
+
1
τ∞ee,1P
+
1
τ∞ee,2P
, (3.39)
where the rates are deﬁned in Eqs. (3.31) and (3.36). In the case of weak interactions studied in
this section, the 1P scattering rate is parametrically larger than the 2P scattering rate by a factor of
(k0/kF )
2(vFk0/T )
2 and we can neglect the latter. However, it turns out that 2P processes are the
dominant scattering mechanism at low temperatures for K < 2/3 when we include Luttinger liquid
eﬀects in Sec. 3.3.
It is instructive to study the behavior of the transport scattering rate in the regimes of high and
low temperatures, compared to µ, separately. For low temperatures, the rate due to g5 processes is
exponentially small, see Eq. (3.33). We remind the reader that the exponential suppression originates
from the fact that momentum and energy conservation force one of the particles to be at the Dirac
point deep within the ﬁlled Fermi sea. The 1P process is very similar to the g5 process, but contains
scattering oﬀ impurities. If we include disorder, momentum conservation is broken and the phase
space requirements for the process are relaxed, which removes the exponential suppression. Thus at
low temperatures, the scattering rate is dominated by the contribution due 1P processes and hence
Re σ ∼ 1/τ∞ee,1P. At high temperatures, on the other hand, the rate due to g5 Umklapp processes is
parametrically larger than the 1P rate by a factor T/Df . The parameter originates from the comparison
of the available phase space and the transition matrix elements of both processes. The 1P process
contains one impurity scattering event and is therefore of higher order in the impurity strength Df .
On the other hand the available phase space for this process is higher, since it is not constricted by
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momentum conservation. The diﬀerence in phase space yields the factor T−1, relative to the Umklapp
process. At high temperatures T  µ  Df , the higher phase space is more important and the
conductivity behaves as Reσ ∼ 1/τ∞ee,g5. The same reasoning qualitatively still applies once we take
Luttinger liquid renormalization into account in Sec. 3.3.
Naively, one might think that, in the spirit of the Drude theory, or the memory function formalism,
with the memory function expanded to lowest order in disorder and interaction, the high-frequency
scattering time τ∞ee also deﬁnes the transport properties in the dc limit (ω → 0) with the conductivity
given as σ ∼ τ∞ee . As we will see in the next section, this assumption turns out to be true for the
composite 1P and 2P processes; however, it fails for the g5 Umklapp processes.
Low-frequency conductivity
Let us now discuss the behavior of the conductivity in the dc limit, ω → 0. As we have seen in the
previous section, the conductivity is determined by g5 type Umklapp processes and composite processes
containing both disorder and interaction. We classiﬁed these processes according to the number of
incoming electrons that change their chirality during the scattering event as 1P and 2P processes. In
order to simplify the subsequent calculations we introduce eﬀective Hamiltonians for these composite
processes:
H1P = g1P,1U0
∫
k,p,q,q′
∑
η
q ψ†η(k)ψ
†
η¯(p)ψη(q)ψη(q
′) + H.c. , (3.40)
H2P = g2PU0
∫
k,p,q,q′
∑
η
k q ψ†η(k)ψ
†
η(p)ψη¯(q)ψη¯(q
′), (3.41)
with the coupling constants
g1P,1 =
√
2
g5
k20
and g2P = 8
g3kF
k40
. (3.42)
These operators appear in the second order of the perturbative RG procedure performed in App. C.
The RG is most conveniently performed in the bosonized language and we obtain the operators in
Eqs. (3.40) and (3.41) by refermionization. Their coupling constants are ﬁxed by demanding that the
high-frequency scattering rate calculated with the composite operators reproduces the results obtained
by the perturbative expansion of the T-matrix in (3.36). In the values of the coupling constants we
neglected terms ∝ Db since they are accompanied by powers of kF /k0 making them subleading.
To study transport behavior in the dc limit we explicitly solve the kinetic equation (3.25) for the
distribution function gη1(k1, ω) in the limit ω → 0 for each of the composite scattering processes in
Eqs. (3.40) and (3.41) and the g5 Umklapp process in Eq. (3.16b), separately. Once the distribution
functions are known, we obtain the contribution of each process to the conductivity through Eq. (3.28).
To lowest order in the coupling constants, the conductivity is then just the sum of all individual
contributions. Some details of this calculation are outlined in App. B of Ref. [85]. As a result we obtain
the conductivity for ω → 0 in the form
σ(ω = 0) =
2e2vF
h
(
τ−1ee,g5 + τ
−1
ee,1P + τ
−1
ee,2P
)−1
(3.43)
Here, the dc transport scattering rate of the clean system reads as
τ−1ee,g5 ' g25
(
T
vFk0
)4
T fdc
(
µ
T
)
(3.44)
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The function fdc(µ˜) behaves as fdc(µ˜) ' 71.4 for µ˜  1 and fdc(µ˜) ' 1.2 µ˜5 exp(−µ˜) in the limit
µ˜ 1.
The rates due to composite processes take the form
τ−1ee,1P ' 4.3 g25 Df
(
T
vFk0
)4
,
τ−1ee,2P ' 1.5× 103 g23 Df
(
kF
k0
)2(
T
vFk0
)4
.
(3.45)
It is instructive to compare these rates with the ones obtained in the high-frequency limit. Let us
ﬁrst consider the clean system at high temperatures, T  µ. In this regime the high-frequency rate
in Eq. (3.31) and the dc rate in Eq. (3.44) are parametrically identical - they diﬀer only by a factor
of order unity. On the other hand, in the low temperature regime, T  µ, the rates in Eqs. (3.33)
and (3.44) diﬀer by a parametrically large factor τee,g5/τ
∞
ee,g5 ∼ µ/T  1. This discrepancy can be
attributed to the Pauli blocking of the state at the Dirac point. As we have discussed, each g5 process
involves one incoming or outgoing particle that occupies the state at exactly zero momentum. At high
frequencies the state is frequently emptied due to the applied ﬁeld. In the dc limit this can only happen
due to thermal ﬂuctuations that are suppressed as T/µ at low temperatures.
Finally, by comparing the scattering rates of composite events in the high-frequency regime (3.45)
and the low-frequency regime (3.36), we see that they are identical up to a numerical prefactor.
We summarize, that the only parametric discrepancy between high and low-frequency transport
scattering rates occurs in the clean rate for temperatures T  µ, where the g5 term is exponentially
suppressed anyway. Hence, we conclude that the conductivity behaves Drude-like with the eﬀective
scattering rate τ−1ee (T ) ' τ−1ee,g5(T ) + τ−1ee,1P(T ) + τ−1ee,2P(T ). That means the conductivity has the form
σ(ω, T ) =
2e2
h
τee(T )
1− iωτee(T ) . (3.46)
At the moment, we will postpone a discussion of the behavior of the conductivity to Sec. 3.4 after we
have included the eﬀect of Luttinger liquid renormalizations.
3.3 Bosonization: The disordered helical Luttinger liquid
In this section, we bosonize the helical Luttinger model which allows us to take forward scattering
interactions, g2 and g4, into account exactly.
To this end we ﬁrst perform a Fourier transform of the model in Eqs. (3.16a)-(3.16c) to real space.
The quadratic part of the Hamiltonian and the electron-electron forward scattering can be written
similar to a conventional spinless Luttinger model as
H0 = − ivF
∑
η
η
∫
dxψ†η∂xψη (3.47)
and the Hamiltonian of electron-electron forward scattering reads as
H4 +H2 =
∑
η,η′
∫
dx (g4δη,η′ + g2δη¯,η′)ρηρη′ , (3.48)
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(a)
(b)
1P 2P g5 umklapp
Figure 3.4: (a) Momentum conﬁgurations for two particle scattering in a HLL in the most im-
portant scattering channels. Full (empty) circles denote thermally occupied (empty)
states. (b) Diagrammatic representation of the scattering amplitude of the scattering
processes. Here, full (dotted) lines denote right- (left-) moving quasiparticles, wiggly
lines denote electron-electron interaction, crosses represent scattering oﬀ an impurity
and full circles denote the spin-momentum locking vertex factors bηout,ηin(kout, kin).
1P and 2P scattering processes denote eﬀective inelastic scattering processes, that
contain both electron-electron interaction and scattering oﬀ impurities, in which one
and both of the incoming particles, respectively, change their chirality. Due to the
presence of disorder, the total momentum is not conserved during the scattering. In
the g5 Umklapp term the incoming particle has to sit directly at the Dirac point, due
to kinematic restraints set by momentum and energy conservation.
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with the chiral densities ρη = ψ
†
ηψη. Note, that we dropped the g1 term in the expression above. For
spinless electrons, this term is similar to the g2 term, but contains more spatial gradients making it
less relevant in the RG sense.
Next, the Umklapp part takes the form
H3 = g3k
−4
0
∑
η
∫
dx (∂2xψ
†
η)ψ
†
ηψη¯(∂
2
xψη¯) (3.49)
H5 = g5k
−2
0
∑
η
η
∫
dx (∂xρ)
[
(∂xψ
†
η)ψη¯ + H.c.
]
(3.50)
where ρ = ρ+ + ρ− denotes the total fermionic density.
Finally, the disorder Hamiltonians read as
Hf =
∑
η
∫
dxU(x)ψ†η(x)ψη(x) (3.51)
Hb = k
−2
0
∑
η
η
∫
dxU(x)
[
ψ†η∂
2
xψη¯ − (∂2xψ†η)ψη¯
]
(3.52)
For weak interaction and disorder potentials, all relevant scattering processes take place close to the
Fermi points. It is then convenient to introduce new fermionic ﬁelds R and L, for left- and right moving
electrons, whose momenta are measured from the Fermi points. In real space this corresponds to the
transformation
ψ+(x) = R(x) e
ikF x , ψ−(x) = L(x) e−ikF x . (3.53)
As we have mentioned, the forward scattering term can be treated exactly using bosonization, with the
fermionic ﬁelds represented in terms of the bosonic ﬁeld ϕ(x) and its dual ﬁeld θ(x) as
R(x) =
1√
2pia
ei
√
pi[ϕ(x)−θ(x)] , (3.54)
L(x) =
1√
2pia
e−i
√
pi[ϕ(x)+θ(x)] . (3.55)
Here, a ∼ k−10 is the short-distance cutoﬀ of the theory.
Since the subsequent calculations are most conveniently performed in the framework of a ﬁeld the-
oretical description we also switch to the action S =
∫
dxdτ {iΠ∂τϕ + H[ϕ,Π]}, where the canonical
momentum is given by Π = −∂xθ. The quadratic part of the helical Luttinger model including electron-
electron forward scattering then takes the form
SLL =
∫
dxdτ
{
− i∂xθ∂τϕ+ v
2
[K(∂xθ)
2 +K−1(∂xϕ)2]
}
. (3.56a)
Here, K denotes the Luttinger parameter and v the plasmon velocity. In terms of the interaction
parameters g2 and g4 they are given by
K =
√
1 + g42pivF −
g2
2pivF
1 + g42pivF +
g2
2pivF
and v = vF
√(
1 +
g4
2pivF
)2 − ( g2
2pivF
)2
. (3.56b)
48
3.3 Bosonization: The disordered helical Luttinger liquid
Performing the bosonization procedure for the Umklapp part yields
S3 = g3
2
pik40a
4
∫
dx dτ [(∂xϕ˜)
2 − (∂xθ)2] cos(4
√
piϕ˜) , (3.56c)
S5 = g5
2
pik20a
∫
dx dτ (∂2xϕ˜)(∂xθ) sin(2
√
piϕ˜) , (3.56d)
where we deﬁned ϕ˜ ≡ ϕ− kFx/
√
pi. Similarly, the disorder terms take the form
Sf =
1√
pi
∫
dx dτ Uf (x)∂xϕ , (3.56e)
Sb = − 1
2pik20a
∫
dx dτ Ub(x)[pi∂xθ∂xϕ˜+ i
√
4pi∂2xθ]e
−i√4piϕ + H.c. . (3.56f)
The forward and backward scattering impurity potentials are deﬁned by the correlation functions
〈Uf (x)Uf (x′)〉dis = Df δ(x− x′) , 〈Ub(x)U∗b (x)〉dis = Db δ(x− x′) (3.56g)
and zero for all other correlators.
Unlike in the Luttinger liquid model, the forward scattering term can not be removed by a gauge trans-
formation of the ﬁeld ϕ as we outlined in Sec. 1.4.1. The conventional shift ϕ→ ϕ+∫ xdy Uf (y)K/(v√pi)
removes the term Sf from the action but reintroduces the disorder ﬁelds Uf in the argument of the
cosine of the Umklapp terms. As we have seen in the perturbative calculation of the conductivity
for weak interaction strength, disorder forward scattering plays an important role for the transport
properties of the disordered HLL by generating composite scattering processes when combined with
Umklapp scattering.
The composite 1P and 2P processes appear in the second order of the perturbative RG procedure
performed in App. C and have to be included into the action. They read as
S1P = g1P,1(va)
−1
∫
dxdτ Uf (x)∂2xθ sin(
√
4piϕ− 2kFx)
+ g1P,2(va
2)−1
∫
dxdτ Uf (x)∂xθ cos(
√
4piϕ− 2kFx) ,
S2P = g2P(va
4)−1
∫
dxdτ Uf (x) sin(
√
16piϕ− 4kFx) .
(3.56h)
The values of the coupling constants at the UV scale are given in Eq. (3.42). They are ﬁxed by the
condition that the operators reproduce the results of the fermionic perturbation theory.3
We now perform the disorder average using the replica trick, as discussed in the Sec. 1.4. If we are
interested in the behavior of the system at energy scales  = max (T, ω)  µ, we can neglect terms
in the action that are higher order in spatial derivatives, since they are less relevant in the RG sense.
3Note that the term with coupling constant g1P,2 does not contribute to the conductivity in the lowest order of pertur-
bation theory. Its value would have to be ﬁxed by the perturbative calculation of other observables.
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This yields the action of the disordered helical Luttinger liquid
SLL =
∑
n
∫
dxdτ
{
− i∂xθn∂τϕn + v
2
[K(∂xθn)
2 +K−1(∂xϕn)2]
}
,
S3 = λ3
v
a2
∑
n
∫
dx dτ cos(4
√
piϕn − 4kFx) ,
S5 = λ5,1v
∑
n
∫
dx dτ ∂2xθn cos(2
√
piϕn − 2kFx)
− λ5,2 v
a
∑
n
∫
dx dτ ∂xθn sin(2
√
piϕn − 2kFx) ,
S2P =− λ2P v
2
a3
∑
n,m
∫
dxdτdτ ′ cos(2
√
4pi[ϕn(x, τ)− ϕm(x, τ ′)]) ,
S1P =− λ1P,1v2a
∑
n,m
∫
dxdτdτ ′ ∂2xθa(x, τ)∂
2
xθb(x, τ
′) cos(
√
4pi[ϕn(x, τ)− ϕm(x, τ ′)])
+ λ1P,2v
2
∑
n,m
∫
dxdτdτ ′ ∂2xθa(x, τ)∂xθb(x, τ
′) sin(
√
4pi[ϕn(x, τ)− ϕm(x, τ ′)]) ,
Sf = −Df
∑
n,m
v2
a
∫
dx dτdτ ′ ∂xϕn(x, τ)∂xϕm(x, τ ′) ,
Sb = −Db v
2
a
∑
n,m
∫
dx dτdτ ′ ∂xθn(x, τ)∂xθm(x, τ ′) cos(
√
4pi[ϕn(x, τ)− ϕm(x, τ ′)]) .
(3.57)
Here, n, m = 1, · · · , N denote replica indices, where N is the number of replicas, and we deﬁned the
dimensionless coupling constants of the Umklapp terms λ3 = g32k
2
F /pi
2vk40a
2, λ5,1 = g52kF /
√
pi3vk20a
and λ5,2 = g58k
2
F /
√
pi3vk20, the dimensionless coupling constants of the composite terms λ1P,1 =
g21PDf/4a
3v4, λ1P,2 = g
2
1P,2g
2
1P,1Df/2a
3v4 and λ2P = g
2
2PDf/4(av)
4 and the dimensionless coupling
constants of the disorder terms Df = Dfa/2piv2 and Db = Dbk2F /2piv2ak40 +Dfg21P,2/4a3v4.
We point out, that if the chemical potential is tuned to the Dirac point (kF = 0), we have to consider
the original action in Eq. (3.56a)-(3.56h) instead of the action in (3.57).
3.3.1 High-frequency conductivity of the disordered helical Luttinger liquid
We now calculate the conductivity of the helical Luttinger liquid model (3.57) in linear response. The
conductivity is obtained as [52]
σ(ω, T ) =− i
ω
χ(k → 0, ikn → ω + iδ), δ = 0 + . (3.58)
where the susceptibility contains the current-current correlation function and the so-called diamagnetic
term and reads as
χ(x, τ) = χdia(x, τ) + 〈j(x, τ)j(0, 0)〉 . (3.59)
Here, the brackets include both the average over disorder and the average over quantum ﬂuctuations
described by the action in Eq. (3.57). In the presence of an electromagnetic ﬁeld we couple the vector
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potential to the canonical momentum via the minimal substitution ∂xθ → ∂xθ+ e√piA [44]. The current
is then obtained by varying the action with respect to the vector potential
j = δS/δA|A=0 (3.60)
and the diamagnetic susceptibility is obtained as
χdia(x− x′, τ − τ ′) = −
〈 δS
δA(x, τ)δA(x′, τ ′)
〉∣∣∣
A=0
. (3.61)
Note that the vector potential does not only couple to the free action but also to the perturbations in
Eq. (3.57). Therefore, we get additional contributions to the current and the diamagnetic susceptibility
proportional to the coupling constants of the perturbations. These have to be taken into account in
the perturbative calculation of the conductivity as well.
In the absence of any perturbations, the current is given by
j0(x, τ) =
eKv√
pi
∂xθ(x, τ) (3.62)
and the diamagnetic susceptibility is
χdia0 (x− x′, τ − τ ′) =
e2vK
pi
δ(x− x′)δ(τ − τ ′). (3.63)
From this we obtain the conductivity of a free HLL in linear response according to Eqs. (3.58) and (3.59):
σ0(ω) =
2e2
h
ivK
ω + iδ
. (3.64)
The real part of the conductivity is therefore a simple delta peak, with Drude weight vK. The system is
a perfect conductor with inﬁnite static conductivity [35]. To obtain a ﬁnite real part of the conductivity,
which leads to dissipation in the system, we perform a perturbative expansion of the susceptibility to
lowest nontrivial order in the considered scattering mechanism. In order to treat the eﬀect of scattering
processes perturbatively the corresponding scattering rate has to be the lowest energy scale in the
problem. In particular we have to require ω  τ−1ee which means the perturbative treatment only
allows us to calculate the ac conductivity.
In the following, we will ﬁrst discuss the conductivity in the clean case and then in the presence of
disorder. Some details of the calculation are summarized in the Appendix B.2.
Clean case
In the weakly interacting case, we have identiﬁed the g5 Umklapp interaction as the main source of
resistivity in a clean system. Let us now study the conductivity induced by this process in the bosonic
language. To lowest order in the coupling g5 and in the regime ω, T  µ we obtain the conductivity
σ = σ0 + σg5, with
σg5(ω, T ) =
(
g5
v
)2 i
ω3
e2v
pi
(
kF
k0
)2
IK(ω, T ) (3.65)
51
3 Electron transport in a disordered helical Luttinger liquid
where the function IK(ω, T ) is deﬁned in Eq. (B.26) in the Appendix. The imaginary part of the
conductivity (3.65) renormalizes the zeroth order result (3.64), which amounts to replacing the Luttinger
parameter and plasmon velocity by their renormalized values at given energy scale  = max(T, ω). Here,
we are interested solely in the real part of the conductivity. It is useful to express the conductivity
through the high-frequency scattering rate as Re σ = e
2vF
piω2
(τ∞ee )−1 and to discuss the eﬀective rate in
the limit of low T  ω and high T  ω temperatures.
In the regime µ ω  T we obtain
1
τ∞g5 (ω)
' f1(K)
(
g5
v
)2 v2k2F
ω
(kFa)
2K+2e−
µ
T e
ω
2T . (3.66)
where we deﬁned the positive, dimensionless function
f1(K) = −16
pi3
1
(k0a)4
sin(piK)2K2
[
(6 +K)Γ(−K)Γ(−K − 3) + Γ(−1−K)2
]
. (3.67)
Note, that we did not discuss the regime ω  T beforehand, because it lies outside the region of
applicability of the kinetic equation. We will return to this point at the end of this section
For high temperatures ω  T , on the other hand, we obtain the transport rate
1
τ∞g5 (ω)
' f1(K)
2
(
g5
v
)2 v2k2F
T
(kFa)
2K+2e−
µ
T . (3.68)
For weakly interacting electrons, K → 1, v → vF , this agrees with the result obtained in the kinetic
equation approach in Eq. (3.33). For a qualitative discussion of the behavior of the conductivity we
refer to Sec. 3.4.
Note, that we could also have obtained the parametric dependence of (3.68) by scaling arguments.
The full conductivity, apart from an unimportant numerical prefactor, can be obtained by substituting
the renormalized coupling constant g5() into the equation for the scattering rate in Eq. (3.33). If one
neglects the scaling of K, which only starts at order g25, the renormalized coupling can be obtained by
power counting. The scaling dimension of the action in Eq. (3.56d) is ∆g5 = K + 3. It is important
to realize that this scaling includes both the gradient terms, which are already included in the weak
coupling result and the scaling of the cosine-operator which includes information about the Luttinger
liquid renormalization. On this basis, the renormalized coupling constant reads as
g5() = g5
(

vk0
)K+1
, (3.69)
where we used that the renormalization only sets in on scales vk0  Λ. Above this scale all interactions
that mix left- and right movers contain strongly oscillating terms and can be neglected. For a ﬁnite
interaction radius, d0  1/k0, on the other hand, the UV cutoﬀ would be of the order of v/d0 (compare
the discussion in Ch. 4.3).
Finally, we can make predictions about the regime of ω, T  µ. In this limit the system eﬀectively
behaves as if the chemical potential were at the Dirac point. To zeroth order we thus have to calculate
the conductivity in the presence of the original g5 term in Eq. (3.56d) at kF = 0. Instead of performing
the calculation explicitly, we will use the scaling arguments we just discussed to obtain the behavior of
the conductivity. Substituting the renormalized coupling constant in Eq. (3.69) into the high-frequency
52
3.3 Bosonization: The disordered helical Luttinger liquid
rate in Eq. (3.34) we obtain the renormalized rate
1
τ∞g5 ()
∼
(
g5()
v
)2
 =
(
g5
v
)2 ( 
vk0
)2K+2
 . (3.70)
The parametric dependence of the clean conductivity as a function of the frequency or the temperature
will be discussed in Sec. 3.4.
To summarize, we ﬁnd, that for strong interactions, the power law exponents in the scattering rate
are functions of the Luttinger parameter. Thereby, the correct parametric dependence of the scattering
rate can be obtained by substituting the renormalized coupling constants at energy scale  into the weak
coupling kinetic equation results. Additionally, the combination of bosonization and the linear response
calculation allows us to make predictions for the frequency range ω  T , beyond the applicability of the
kinetic equation formalism. In the kinetic equation the external ﬁeld is treated classically, so it cannot
be applied if the frequency becomes larger than the temperature. In this case one has to quantize the
electric ﬁeld and treat the interaction of photons with the electrons quantum mechanically. This regime
becomes accessible in the present formalism.
Disordered case
In the presence of disorder the conductivity has additional contributions due to the composite 1P and
2P processes. One could naively expect that also the term Sb, that describes backscattering oﬀ disorder
dressed by electron-electron forward scattering yields a ﬁnite contribution to the conductivity. However,
we ﬁnd that this contribution vanishes exactly, independently of the value of K.
If we calculate the conductivity in linear response to leading order in the coupling constants λ1P, λ2P
and Db, we obtain
σ1P (ω, T ) = λ1P,1
i
ω3
e2v
pi
8v3K
a3
(
piaT
v
)2K+4 (
3J2K+4(ω, T )− 2J2K+2(ω, T )
)
, (3.71)
σ2P(ω, T ) =
i
ω3
e2v
pi
32piv3K2
a3
λ2P
(
piaT
v
)8K
J8K(ω, T ) , (3.72)
σb = 0 , (3.73)
where J2K(ω, T ) is deﬁned in Eq. (B.20).
First, let us discuss the conductivity due to the composite operators in the limit of low and high
temperature. To this end we again express the conductivity through the high-frequency scattering
rate as Re σ = e
2vF
2piω2
(τ∞ee )−1 and substitute the value of the coupling constants λ2P and λ1P,1 by their
deﬁnition below (3.57).
In the limit T  ω this yields
1
τ∞ee,1P
+
1
τ∞ee,2P
=
Df
v
1
(ak0)4
26K4
pi4
[
4
(
g3
v
)2 Γ2(4K)
Γ(8K)pi4
(
kF
k0
)2
1
(ak0)2
(
2piaT
v
)8K−2
+
(
g5
v
)2 (K + 1)
Γ(2K + 4)
Γ2(K + 1)
(
2piaT
v
)2K+2 ] (3.74)
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and for T  ω
1
τ∞ee,1P
+
1
τ∞ee,2P
=
Df
v
(
vF
v
)2 1
(ak0)4
26K4
pi4
[
4
(
g3
v
)2 1
Γ(8K)pi4
(
kF
k0
)2
1
(ak0)2
(
aω
v
)8K−2
+
(
g5
v
)2 3
KΓ(2K + 4)
(
ωa
v
)2K+2 ] (3.75)
In both limits the transport scattering rate behaves as a power law of temperature and frequency, where
the exponent is a function of the Luttinger parameter. As in the clean case we could have derived the
parametrical form of these rates by substituting the renormalized coupling constants
g3() = g3
(
a
v
)4K−2
, g5() = g5
(
a
v
)K+1
, (3.76)
at the scale  = max(T, ω) into the results for K = 1 in Eq. (3.36). For a discussion of the conductivity
of the disordered HLL we refer to Sec. 3.4
Now, let us discuss the result that the disorder backscattering term in Eq. (3.57) yields no ﬁnite
conductivity even when dressed with arbitrarily strong forward scattering electron-electron interaction.
In Appendix B.2 we show that, to the leading order in disorder strength Db, the backscattering term
does not lead to a ﬁnite scattering time for any value of K. Recall that the term Simp,b originates
from backscattering oﬀ impurities and should therefore have no impact on transport on its own in the
absence of g2 interaction at K = 1. However, we ﬁnd that the conductivity does not only vanish for
K = 1 but for arbitrary K meaning that even the combination of g2 interaction and backscattering
oﬀ impurities does not change the conductivity. This is also consistent with our fermionic analysis in
Eq. (3.36), where no terms proportional to Dbg
2
2 appear. It was recently shown [89] that this statement
is true to any order in the perturbation series. However, at the moment of writing, the origin of this
conservation law remains an open question.
3.4 Discussion of the semiclassical conductivity
Let us now combine the results obtained so far. In particular we will be interested in the temperature
dependence of the semiclassical dc resistivity ρ = σ−1(ω = 0) of the disordered HLL and in the
frequency dependence of the conductivity at ﬁxed temperature.
First, we have checked by explicit calculation of the conductivity of weakly interacting electrons in
the ac limit in Sec. 3.2.1 and in the dc limit in Sec. 3.2.1, that the conductivity behaves Drude like as
σ(ω, T ) =
2e2
h
τee()
1− iωτee() . (3.77)
where τ−1ee = τ
−1
ee,g5+τ
−1
ee,1P+τ
−1
ee,2P is the renormalized scattering rate at energy scale . The eﬀect of Lut-
tinger liquid renormalizations on the rate can thereby be incorporated by substituting the renormalized
interaction constants (3.76) into the kinetic equation results.
Combining the results of our diﬀerent approaches, we obtain the dc resistivity ρ = h/2e2τ−1ee , with
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Figure 3.5: Behavior of the dc resistivity of the clean (left) and disordered (right) HLL as a func-
tion of temperature. At high temperatures the main source of resisitivity is provided
by g5 Umklapp processes which yields ρ ∝ T 2K+3. These scattering processes become
thermally activated at temperatures T < µ and thus the behavior of the resistivity of
the disordered HLL is dominated by the composite 1P and 2P processes instead. These
scattering processes yield a behavior ρ ∝ Tα1, with the exponent α1 = 2K + 2, for
K > 2/3 and α1 = 8K − 2, for K < 2/3. At zero temperature the resistivity goes to
zero, as long as K > 1/2.
the scattering rates
τ−1ee,g5 ∝ g25fdc
(
µ
T
)(

vk0
)2K+2
 ,
τ−1ee,1P ∝ g25
(

vk0
)2K+2
Df ,
τ−1ee,2P ∝ g23
(
kF
k0
)2(

vk0
)8K−2
Df ,
(3.78)
where  = max(µ, T ) and fdc(µ˜) behaves as fdc(µ˜) = const. for µ˜  1 and fdc(µ˜) ∼ µ˜5 exp(−µ˜) in
the limit µ˜ 1. The exact prefactors of the rates are in general functions of the Luttinger parameter
and the dimensionless ratio ω/T and are diﬃcult to obtain in general. Here, we will only discuss the
parametric dependence of the total rate, which in turn determines the behavior of the resistivity.
The resistivity as a function of temperature is plotted schematically in Fig. 3.5 for both the clean
(left) and disordered (right) HLL. In both cases the resistivity mirrors the behavior of the renormalized
scattering rate τ−1ee and we can discuss them on equal footing. At high temperatures, the transport rate
is dominated by the contribution of g5 Umklapp terms and hence the resistivity decreases as temperature
is decreased as ρ ∼ T 2K+3. For temperatures T  µ, the Umklapp term becomes thermally activated
due to Pauli blocking of states close to the Dirac point. Hence, in the clean HLL the resistivity decreases
exponentially as temperature is lowered reaching zero at T = 0. In the disordered case, on the other
hand, the resistivity at low temperatures is determined by either 1P or 2P processes and decreases as
a power law ρ ∼ Tα1 . The exponent is α1 = 2K + 2 for K > 2/3 and α1 = 8K − 2 for 1/2 < K < 2/3.
In any case the resistivity vanishes at zero temperature, due to the absence of phase space for inelastic
scattering events. For even stronger interactionK < 1/2, electron-electron interactions become relevant
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Figure 3.6: The real part of the conductivity of the clean (left) and disordered (right) HLL as a
function of frequency. The behavior of the curves is discussed in the main text.
in the RG sense and a perturbative treatment is no longer viable. We discuss the behavior in this regime
in the next section.
We have also studied the frequency dependence of the real part of the conductivity, which is plotted
for the exemplary case T < µ in Fig. 3.6 for both the clean (left) and disordered (right) HLL. Let us
ﬁrst discuss the clean case. At high frequencies the conductivity is proportional to the renormalized
scattering rate Re σ ∼ 1/ω2τee(ω), which yields a power law behavior Re σ ∼ ω2K+1. At frequencies
below the chemical potential the Umklapp process becomes thermally activated due to the Pauli block-
ing of the state at the Dirac point. The conductivity thus decreases as ∼ ω3 exp(−µ+ 2ω/2T ) down to
exponentially small values at frequencies of the order of the temperature. At even lower frequencies,
the conductivity behaves Drude like with the renormalized scattering rate τee(T ), this means it begins
to grow again as ∼ ω−2 as frequency is lowered reaching a ﬁnite dc value at zero frequency. The dotted
line at highest frequencies indicates that the conductivity has to decrease at frequencies above the
UV scale of our theory ∼ vk0, lest the theory becomes unstable  remember that the real part of the
conductivity at frequency ω is proportional to the average dissipated energy in the system in response
to a ac ﬁeld with frequency ω.
Now, let us turn to the discussion of the conductivity of the disordered HLL. Similarly, to the
discussion above the conductivity behaves as a power law of frequency, where the power is determined
by the dominant scattering mechanism. For frequencies ω  µ, the g5 Umklapp process yields Re
σ ∼ ω2K+1. At lower frequencies the transport scattering rate is dominated by the composite 1P or 2P
processes and we ﬁnd Re σ ∼ ωα1−2, with α1 = 2K + 2, for K > 2/3 and α1 = 8K − 2, for K < 2/3.
At even lower frequencies, ω < T , the renormalization of the scattering rate is cut at scales of the order
of the temperature and the conductivity behaves as Re σ ∼ 1/ω2τee(T ), before transitioning into the
dc regime where Re σ ∼ τee(T )(1− ω2τ2ee(T )).
Corrections to the quantized conductance of short edges. The electron-electron transport
rate can also be used to make predictions about other physical quantities relevant for transport. In
particular the dc conductance of a short edge with length L `ee can obtained as [57]
G ' 2e
2
h
(
1− L
`ee(T )
)
, (3.79)
where `ee(T ) = vF τ
∞
ee (T ). Roughly speaking, the frequency deﬁnes a characteristic length scale Lω =
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vF /ω and thus an inﬁnite system at ﬁnite frequency is expected to behave similarly to a ﬁnite system
at zero frequency. Technically, we can perform the substitution (−iω + 0 → 1/L) in the result for
the ac conductivity and obtain the conductance as G = σ/L. The behavior of the conductance as a
function of temperature is thus as follows. At zero temperature, `∞ee (T ) → ∞ and charge transport
through the helical edge is characterized by a quantized conductance G0 = 2e
2/h, also in the presence
of nonmagnetic disorder. At higher temperatures, on the other hand, forward scattering oﬀ impurities
dressed by electron-electron interaction yields a ﬁnite scattering rate and hence a correction to the
quantized conductance δG = G0−G, with δG ∼ Tα1 , for temperatures T  µ. At higher temperatures
g5 Umklapp processes provide the fastest scattering mechanism and yield δG ∼ T 2K+3. This agrees
with the analysis of previous works [48, 49, 90].
Comparison with experimental data. As discussed in Ch. 2.2.2, the temperature dependence of
the conductance of the HLL has been measured in InAs/GaSb heterostructures in [46]. The authors
estimate a Luttinger constant K = 0.22 in the material and obtain a temperature scaling of the
conductance G ∼ T 0.32. At higher temperatures or voltages the conductance saturates to the quantized
value G0 = 2e
2/h. The nonuniversal power law is a clear indication of Luttinger liquid physics in QSH
edges. Our theory predicts a power law correction δG ∼ T 8K−2 which would agree with the measured
exponent for K = 0.29. However, since the correction grows and hence the conductance decreases with
increasing the energy scale, the saturation cannot be explained by the model we considered.
The observed behavior of the conductivity was attributed to the scattering of quasiparticles oﬀ
a Kondo impurity [47]. At high temperatures, Kondo and two-particle scattering yield logarithmic
corrections to the quantized conductance, leading to the saturation at the quantized value at highest
energy scales. At low temperatures and for K < 1/4, on the other hand, the Kondo impurity becomes
screened and transport proceeds by weak tunneling through the impurity potential. in this limit the
conductance is predicted to behave as δG ∼ T 12K−2. The experimentally observed value of the power law
exponent is obtained from this formula if K = 0.21, which ﬁts well with the experimentally measured
value.
In summary, the experiment shows clear signs of Luttinger behavior in helical edge modes, but
further measurements on a variety of samples are needed to pinpoint the exact microscopic scattering
mechanisms behind the temperature dependence of the conductance.
3.5 Renormalization group treatment of the disordered helical
Luttinger liquid
The results of the previous sections are valid if a perturbative expansion in powers of the coupling
constants is possible. However, the coupling constants of the model are subject to renormalization
upon lowering the temperature. There may thus exist a critical temperature below which the system
undergoes a phase transition and the perturbative description breaks down. One way to handle this
problem is to study how the coupling constants change under a rescaling of the short distance cutoﬀ
a → a′ = ab, with b > 1. For an inﬁnitesimal RG step b = 1 + `, where ` = ln(a′/a) we can derive
the perturbative renormalization group equations that determine the ﬂow of the coupling constants. A
complete derivation of these equations can be found in App. C. The set of equations for kFa  1 is
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given by
dK
d`
= −DbK(1−K)(1− 2K)− λ23K2 +K2(8K − 2)λ2P ,
dv
d`
= −Dbv(1−K)(1− 2K) +K(8K − 2)λ2Pv ,
dλ3
d`
= (2− 4K)λ3 −Dfλ3K2 + 2Dbλ3(1−K)(1− 2K) ,
dλ2P
d`
= (3− 8K)λ2P ,
dDf
d`
= Df ,
dDb
d`
= (1− 2K)Db .
(3.80)
The equations are perturbative in the couplings Df ,Db, λ2P and λ3 but exact in K and v. We have
dropped both λ5 and λ1P terms because they are irrelevant.
There are several important aspects to these equations. First, note that the equation for the velocity
decouples from the others and can thus be dropped. Second, the ﬂow of Df decouples from the other
equations in the absence of the Umklapp term λ3 → 0. This is a good check for the validity of the
equations, since it is well known that the disorder forward scattering term can be removed by a unitary
transformation of the Hamiltonian in the absence of Umklapp terms [44]. The forward scattering
itself always grows under renormalization. This does not indicate any instability of the system but
just mirrors the fact, that the dimensionless coupling constant Df = Dfa/2piv2 grows, because the
short distance cutoﬀ a grows under renormalization. In other words there is no renormalization of
the dimensionful coupling constant Df . Nonetheless, there exists a scale `
∗ ∼ − ln(Df ), where Df (`∗)
becomes of order unity, at which we have to cut the renormalization of λ3 due to forward scattering oﬀ
disorder. Third, the ﬂow equation for K in general contains the dimensionless functions c1,2 deﬁned
in Eq. (C.34) in the Appendix. The exact form of these functions is not important and does depend
on the cutoﬀ procedure. What matters is that they are essentially one as long as kFa  1, which
is the case discussed here, and vanish for kFa  1. The renormalization of the Luttinger parameter
coming from the Umklapp term is thus suppressed on length scales x such that kFx is of order unity.
This is physically plausible since the typical length scales of an electron in thermal equilibrium are of
the order of the thermal length x ∼ vF /T , which leads to a strongly oscillating behavior of the cosine
cos(4
√
piϕα − 4kFx) at low temperatures µ/T  1. In this case we can eﬀectively neglect the cosine
term. At high temperatures, on the other hand, kFx ' 0 and we can essentially neglect the kFx term
in the argument of the cosine.
After having discussed some technical points, let us now discuss the consequences of the ﬂow on the
phase diagram of the disordered HLL. The set of equations (3.80) has a line of weak coupling Luttinger
liquid ﬁxed points at λ3 = Db = λ2P = 0 and a set of strong-coupling ﬁxed points at λ3 →∞, Db →∞
and λ3 → −∞, Db → −∞ and |λ2P| → ∞, λ3 = Db = 0. At this order in the RG the coupling λ2P and
the couplings λ3 and Db do not inﬂuence each other. At higher order, on the other hand, the interplay
between the couplings might change the nature of the ﬁxed points.
Note that the ﬂow of K is determined by a competition of the disorder and Umklapp terms. If the
initial value is in the range 1/2 < K0 < 1, the disorder term and the 2P term increase K while the
Umklapp term decreases K. If we assume, that the bare values of interaction and disorder strengths
are of the same order, the renormalization due to Umklapp scattering can be neglected since it only
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Figure 3.7: Illustration of possible strong-coupling phases of the disordered HLL. For weak inter-
actions K > 1/2 the edge is in the HLL phase. Transport at lowest temperatures is
dominated by composite 1P processes for K > 2/3 and composite 2P processes for
K < 2/3. For more repulsive interaction the weak coupling RG predicts multiple
strong coupling phases. At K < 1/2 both disorder backscattering and Umklapp scat-
tering become relevant and lead to a tendency towards a (disordered) Mott insulating
phase. At K < 3/8 the 2P term becomes relevant, which leads to a tendency towards
the Anderson insulating phase.
appears in second order. In this case the disorder term wins and drives the system to more attractive
interactions. This has important consequences for the behavior of the other coupling constants. Note
that both the Umklapp term and the disorder backscattering term become relevant for K < 1/2
simultaneously. However, if the ﬂow of K is to larger values, which is the case if we start with inital
values above K = 1/2, this threshold value is never reached. Therefore, for temperatures T  µ or
suﬃciently weak interactions K > 1/2 our perturbative results for the conductivity in the previous
section are perfectly valid. This constitutes the main result of our RG analysis.
Discussion of the strong-coupling phases. For strong repulsive interaction the weak coupling RG
predicts various strong-coupling regimes. While the RG does not allow us to identify the nature of the
strong-coupling phases, we can speculate on the behavior of the HLL by employing mappings to the
spinless LL, whose strong-coupling ﬁxed points are known. A plot of the values of K where, based on
this mapping, diﬀerent strong-coupling phases might emerge is presented in Fig. 3.7.
For K < 1/2 both the g3 Umklapp term and the disorder backscattering term become relevant
simultaneously and may drive the system into a strong-coupling phase. At the moment of writing this
thesis, the nature of this strong-coupling ﬁxed point is unknown. For the clean HLL with Db = λ2P = 0
the theory can be mapped to the spinless Luttinger liquid at half ﬁlling with KLL = KHLL/2, which
suggests that the strong-coupling ﬁxed point corresponds to the Mott insulating phase. In this phase
the ﬁeld ϕ is pinned to one of the minima of the cosine. At zero temperature, the Umklapp term thus
spontaneously breaks TRS and opens a gap in the electronic spectrum. At ﬁnite temperature, the TRS
is restored by solitons that connect neighboring minima. The exponentially small density of thermally
excited solitions triggers an exponentially large resistivity ρ ∼ e∆/T , with the excitation gap of the
form ∆ ∼ vk0(8Kλum)
1
2−4K [35]. In analogy to this phase we will refer to (the yet unknown) phase
that emerges when both disorder and Umklapp terms become relevant as the (disordered) Mott phase.
Although, the Umklapp and disorder terms become relevant already at K = 1/2 neither of them
leads to dissipation in our weak coupling analysis. The most important scattering mechanism at low
temperatures and strong repulsive interactions is the composite 2P scattering. The corresponding term
in the action becomes relevant at K = 3/8. It was pointed out in [87] that the model with the action
S = SLL + S2P can be mapped to the Giamarchi-Schulz model of the disordered spinless Luttinger
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liquid with Luttinger parameter KLL = KHLL/4. As discussed in Sec. 1.4.3 this model exhibits a metal
insulator transition with a quantum critical point at KLL = 3/2, which corresponds to KHLL = 3/8
in the model for the HLL. This mapping therefore suggests that the ﬁxed point corresponds to the
Anderson localized phase.
Another possible scenario is, that the topological properties of the HLL prevents the opening of a
gap at the edge altogether. We speculate, that on the formal level of the eﬀective edge theory, this
topological protection might be related to the diﬀerence between the normal LL and HLL: The latter
contains additional terms in the action namely S1P and S5. While in the weak coupling regime these
are highly irrelevant, when the Umklapp, disorder and 2P terms enter the strong-coupling limit, they
might become relevant again, destroying the quasi-long range order. The interplay between the diﬀerent
terms in higher order of the perturbative beta functions might additionally change the conclusions drawn
above.
A somewhat similar situation was encountered in Ref. [15] devoted to 2D surface states of 3D topo-
logical insulators. There, the perturbative (weak-coupling) RG suggested localization due to Altshuler-
Aronov-type corrections, but the topological protection remained and resulted in emergence of the
critical state in the strong-coupling regime.
3.6 Summary of chapter 3
In this chapter we have discussed the transport properties of the disordered HLL that emerges at the
boundaries of 2D TIs. We have demonstrated that these transport properties diﬀer signiﬁcantly from
those of conventional LLs, due to the topological protection against elastic scattering and the presence
of g5 Umklapp processes, that can be thought of as unique to the HLL, since their kinetics necessarily
require the presence of a Dirac point in the spectrum. In particular these Umklapp processes yield a
dc conductivity at any temperature T > 0.
We have employed two complementing approaches to obtain the conductivity in a wide range of
parameters. One is the kinetic equation approach (3.2.1) for weakly interacting helical fermions, that
allowed us to obtain the semiclassical conductivity in the regime ω  T . The other approach is
bosonization combined with the linear response formalism which enables us to take into account Lut-
tinger liquid eﬀects and to describe frequencies ω  T .
By combining both approaches we have demonstrated, that while the disordered HLL is topologically
protected against elastic scattering, yielding a vanishing resistivity at T = 0, inelastic scattering gen-
erates a ﬁnite resistivity at T > 0, even in the absence of nonmagnetic impurities. For ﬁnite systems
this converts into temperature dependent corrections to the quantized conductance.
Our main result concerns the behavior of the dc resistivity of the disordered HLL depicted in Fig. 3.5
as well as the frequency dependence of the conductivity in Fig. 3.6 and the corresponding transport
scattering rates in Eq. (3.78). We ﬁnd that the parametric dependence of the conductivity of a dis-
ordered HLL as a function of frequency is described by Drude's law with the renormalized transport
scattering rate τee() where  = max(T, ω). At energy scales above the chemical potential, the rate
is determined by g5 Umklapp processes. At lower energy scales, however, we ﬁnd that the transport
scattering rate is dominated by composite processes containing both electron-electron interaction and
impurity scattering. Physically, these processes correspond to forward scattering oﬀ impurities dressed
by interaction. Thereby, it is of conceptual importance that forward scattering oﬀ disorder, in contrast
to disorder induced backscattering, plays the primary role in these combined eﬀects.
Going beyond the semiclassical regime, we make predictions about possible strong-coupling regimes
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using a perturbative RG analysis in Sec. 3.5. A detailed analysis of the strong-coupling phases in helical
edge states remains a prospect for future work.
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4 Chapter 4Coulomb drag between helical liquids
In Ch. 3 we have studied the transport properties of helical edge states with broken spin-rotational
invariance that emerge at the edges of 2D QSH insulators. One of our main ﬁndings was that dissipation
in the edge states is generated solely by inelastic scattering, which microscopically originates from
either electron-electron scattering or from scattering oﬀ impurities dressed by interaction. In light
of the importance of electron-electron interaction for the transport properties it is desirable to study
experimental setups that only probe the electron-electron interaction in helical edges disconnected from
disorder scattering.
In this chapter, we therefore investigate the Coulomb drag between parallel clean edges of two
identical QSH insulators, brought in proximity to each other, in the case of broken spin-rotational
invariance. We assume that each of the edges hosts a single set of Kramers partners with a linear
dispersion relation. In a Coulomb drag measurement, current is driven in an active conductor (active
edge in our setup), inducing an electrical ﬁeld or current in a passive conductor (passive edge), with
the frictional force being due to electron-electron interactions, without transfer of electrons between
the subsystems. As such, Coulomb drag is a sensitive probe of inelastic electron-electron scattering.
For helical edges, Coulomb drag is particularly worthy of study because, as already mentioned above,
inelastic electron-electron scattering is the only source of dissipation inside a single edge. A typical
drag setup is depicted in Fig. 4.1. The key quantity characterizing friction is the drag resistivity,
ρD = −E2/j1 , (4.1)
where j1 is the current density driven in the active conductor and E2 is the electric ﬁeld applied to the
passive conductor to compensate for the friction force and maintain zero current therein. In conventional
one-dimensional systems (single-channel quantum wires), Coulomb drag has been intensively studied
both theoretically [91105] and experimentally [106112]. In general, Coulomb drag in one dimension,
independently of the particular form of the electron dispersion relation, can only occur in the presence
of scattering that changes the chirality of electrons [104]. Therefore, there is no Coulomb drag between
clean ideal HLLs, in which scattering between left- and right movers is strictly prohibited. Conversely,
Coulomb drag between HLLs is only possible if there is a perturbation that breaks spin-rotational
invariance of the edge modes.
One possibility to break the axial spin symmetry and lift the restriction on backscattering interactions
between two HLLs is to apply an external magnetic (Zeeman) ﬁeld [113]. However, the magnetic ﬁeld
also breaks TRS and generically gaps the edge modes.
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Figure 4.1: Schematics of a Coulomb drag measurement between helical edges of two QSH systems,
brought into proximity of one another with distance d. Current I1 is driven across the
active edge and, through electron-electron interactions, voltage V2 is induced in the
passive edge.
Another possibility to destroy the spin-rotational invariance originates from spin-orbit coupling in the
bulk of the QSH insulator. This is the model that we study in this chapter, within the framework
introduced in Ch. 3 for a single helical edge. In this context it is important that, in contrast to the
magnetic ﬁeld-induced drag [113], TRS is preserved in this model, so that the topological nature of
the edge states as Kramers partners remains intact. We will show that therefore the Coulomb drag
between HLLs diﬀers in an essential way both from Coulomb drag induced by the Zeeman ﬁeld and
from Coulomb drag between LLs.
The chapter is organized as follows. In Sec. 4.1, we formulate the model of two capacitively coupled
helical edges with broken spin-rotational symmetry. The Coulomb drag between identical helical edges,
ﬁrst neglecting Luttinger liquid renormalizations, is calculated in Sec. 4.2 in the framework of a kinetic
equation. The renormalization of the drag resistivity is included in Sec. 4.3, where we bosonize the
theory and calculate the drag resistivity in linear response. To determine the behavior of the drag at
lowest temperatures the perturbative calculation is supplemented by an RG calculation. The strong-
coupling regime is discussed in Sec. 4.3.4. Section 4.5 concludes with a summary. Some of the technical
details can be found in App. D.
This chapter is based in part on Ref. [114].
4.1 The model
We start by formulating our model for two helical liquids with broken spin-rotational invariance coupled
by a screened Coulomb interaction (we neglect the tunneling between the edges). In substance, we
employ the model proposedfor a single helical edgeintroduced in Ch. 3 and extend it to the case
of two edges. We consider two identical QSH systems, each with one Kramers pair at the edge, as
shown in Fig. 4.1. Throughout the paper we assume that both edges are characterized by the same
temperature T and chemical potential µ. The transverse size of the edge channels is assumed to be much
smaller than the interedge distance d. We focus on Coulomb drag between inﬁnitely long edges, i.e.,
the wavevector of the external perturbation in the response functions is sent to zero before taking the
dc limit: this is the order of limits that deﬁnes the dc resistivity in general, and the dc-drag resistivity
ρD in particular.
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The kinetic part H0 of the Hamiltonian is given by
H0 =
∑
ση
∫
k
(ηvFk − µ)ψ†kσηψkση , (4.2)
where ψkση is the electron operator at the momentum k in edge σ = 1, 2 with the chirality η = ±,
and vF is the Fermi velocity (assumed to be the same for the two edges). The sum over k for each of
the chiralities runs from −∞ to ∞ (the bandwidth of 1D edge states is assumed to be larger than all
other energy scales), with the chiral spectral branches crossing at k = 0 (Dirac point). In the ideal
helical edge, the spin-locking axis is independent of k, so that the electron state ψ˜kσs with a given spin
projection s =↑, ↓ coincides with ψkση.
As already discussed, we specialize to the model in which the spin-rotational invariance of the helical
edges is broken by Rashba-type spin-orbit coupling in the bulk (for more detail, see Sec. 3.1). In
the absence of spin-axial symmetry, ψ˜kσs is generically a mixture of the chiral states ψkση with both
chiralities η. By TRS, the unitary transformation between the two basis sets (spin vs chiral) in the
vicinity of the Dirac point has a universal form, as far as the dependence on k is concerned, to order
O(k2). Speciﬁcally [48],
ψ˜kσ↑ ' ψkσ+ − k
2
k20
ψkσ− ,
ψ˜kσ↓ ' ψkσ− + k
2
k20
ψkσ+ ,
(4.3)
where k0 is a model-dependent momentum scale which characterizes the strength of spin-orbit coupling
(taken to be identical in the two edges). We assume that the spin-orbit interaction is a weak symmetry-
breaking perturbation with vFk0  max{µ, T}, so that the quadratic-in-k expansion (4.3) is suﬃcient
for our purposes.
The density-density interaction term in the Hamiltonian is then written in the chiral basis, rotated
with respect to the spin basis according to Eq. (4.3), as
Hint =
1
2
∑
σ,σ′
∑
η1η2η3η4
∫
kk′q
bη1η4(k + q, k)bη2η3(k
′ − q, k′)Vσσ′(q)ψ†k+q,η1σψ
†
k′−q,η2σ′ψk′η3σ′ψkη4σ , (4.4)
where Vσσ′(q) is the Fourier component of the interaction potential inside (σ = σ
′ equal to 1 or 2) and
between (σ 6= σ′) the edges and
bη1η2(k1, k2) = δη1η2 − η1δη1,−η2
k21 − k22
k20
. (4.5)
We assume that the interactions in the double-edge system are screened by a nearby metallic gate.
Note thatirrespective of the relation between the distance to the gate and the distance between the
wires dthe interwire potential V12(q) starts to decay exponentially with increasing |q| at |q| ∼ 1/d
(see, e.g., Appendix A of Ref. [104]). For simplicity, we take V11(q) = V22(q) to be given by a constant
V0‖ and V12(q) by a simple exponential V0⊥e−|q|d.
The presence of the factors (4.5) in the interacting part of the Hamiltonian for the helical liquid
constitutes the key diﬀerence between the helical and conventional Luttinger models. Another diﬀerence
to notice is related to the population of the eigenstates at thermal equilibrium. The conventional
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Luttinger model is formulated for T  µ, where the chemical potential µ is counted from the energy
at which the chiral spectral branches meet [either at the bottom of the electron spectrum, linearized in
the vicinity of the Fermi energy, or at the crossing point of two chiral branches with a linear dispersion
relation, similar to Eq. (4.2)]. In the helical Luttinger model, we assume that T can be larger than the
energy diﬀerence between µ and the Dirac point, so that the real scattering processes that involve the
electron states at and around the Dirac point are not necessarily thermally suppressed.
4.2 Coulomb drag between helical edges: Kinetic theory
In this section, we consider Coulomb drag between helical edges within the model that neglects the LL
renormalization of parameters due to the intraedge interactions. This model is justiﬁed for suﬃciently
high temperatures (the precise condition will be given below) and can be viewed as a direct counterpart
of the approach employed in Ch. 3 for a single edge. Treating the interwire electron-electron interaction
perturbatively, we solve the kinetic equation for two coupled helical edges and obtain the drag resistivity
in the high-frequency (ac) and low-frequency (dc) regimes. These regimes are distinguished by the
relation between the frequency of the driving ﬁeld and the relevant inelastic relaxation rate. The
discussion of the LL eﬀects is postponed until Sec. 4.3 below, where we will complement the fermionic
approach by the analysis of the bosonized theory including the LL eﬀects.
4.2.1 Kinetic equation
Our starting point for the calculation of the drag resistivity is the kinetic equation for the pair collisions
in a system of two spatially homogeneous edges:
∂tfσ(1)− eEσ∂k1fσ(1) = Stσ[f ] . (4.6)
Here, we have introduced the joint index i ≡ (ki, ηi) for the electron momentum and chirality, Eσ is
the electric ﬁeld, and fσ is the electronic distribution function in edge σ. We ﬁrst discard the intraedge
interactions and will discuss their role in Sec. 4.2.3 below. The collision integral Stσ[f ] for σ = 1 is
then given (to the lowest order in the interedge interaction) by
St1[f ] = (2pi)
2
∫
k1′ ,k2′ ,k2
∑
η1′ ,η2′ ,η2
∣∣∣V12(k1′ − k1, 1′ − 1)∣∣∣2 ∣∣∣Bη1′ ,η1(k1′ , k1)∣∣∣2 ∣∣∣Bη2′ ,η2(k2′ , k2)∣∣∣2
× δ(k1 + k2 − k1′ − k2′)δ(1 + 2 − 1′ − 2′)
×
{
f1(1
′)f2(2′)[1− f1(1)][1− f2(2)]− f1(1)f2(2)[1− f1(1′)][1− f2(2′)]
}
(4.7)
with the single particle energies i = vF ηiki. The collision integral for electrons in edge 2 is obtained by
interchanging edge indices (1 ↔ 2). The dynamically Random phase approximation (RPA)-screened
interaction V12(q,Ω) is speciﬁed by Eq. (D.27) in App. D. It will turn out that we cannot neglect
screening to lowest order in the interaction strength in the current problem since it introduces a novel
plasmon scattering channel for the drag, as we will discuss later.
It is convenient to represent the distribution function in terms of the functions gσ(1) as
fσ(1) = nF (1)− gσ(1)nF (1)[1− nF (1)] , (4.8)
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where nF (1) = [1 + exp(1 − µ)/T ]−1 is the thermal distribution function. Linearizing Eq. (4.6) in gσ
we obtain (in the ω representation)
−iωgσ(1)− vF eEση1
T
= ζ−2(1)stσ[g] , (4.9)
where we deﬁned the function
ζ(1) =
1
cosh[(1 − µ)/2T ] (4.10)
and the collision integral
st1[g] = 4× (2pi)2
∫
k2,k1′ ,k2′
∑
η2,η1′ ,η2′
∣∣∣V12(k1′ − k1, 1′ − 1)∣∣∣2∣∣∣Bη2′ ,η2(k2′ , k2)∣∣∣2∣∣∣Bη1′ ,η1(k1′ , k1)∣∣∣2
× δ(1 + 2 − 1′ − 2′) δ(k1 + k2 − k1′ − k2′) nF (1)nF (2)[1− nF (1′)][1− nF (2′)]
×
{
g1(1
′) + g2(2′)− g1(1)− g2(2)
}
.
(4.11)
By solving the kinetic equation, we ﬁnd the distribution function fσ or, equivalently, gσ, which allows
us, in turn, to calculate the electric current in edge σ:
jσ =
evF
4
∑
η1
∫
k1
η1 ζ
2(1)gσ(1) . (4.12)
The object of main interest in this section is the drag conductivity, deﬁned as σ12 = j1/E2 under the
condition that E1 = 0.
4.2.2 High-frequency Coulomb drag: Scattering rate
In the high-frequency limit, the kinetic equation (4.9) can be solved iteratively. In the zeroth approxi-
mation one neglects collisions between particles altogether, which yields the distribution function
g(0)σ (k, η) =
1
−iω + 0η
vF eEσ
T
. (4.13)
Substituting this into the collision integral on the right hand side of Eq. (4.9), we obtain an equation
for the next order approximation g
(1)
σ which is then used in Eq. (4.12). The drag conductivity obtained
in this approximation can be expressed as
Reσ12 = − e
2vF
piω2τ∞D
, ωτ∞D  1. (4.14)
The symbol ∞ here is used to emphasize that the drag rate is calculated in the high-frequency regime.
Since g
(0)
σ is independent of k, the contribution of η2′ = η2 to the collision integral for the particles
in the active edge vanishes, thus requiring the backscattering of at least one particle involved in the
collision process. The high-frequency drag rate deﬁned by Eq. (4.14) then takes the form
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Figure 4.2: Momentum conﬁgurations for the interedge two-particle scattering in channels (a) and
(b) as deﬁned in Eq. (4.16) and the corresponding g-ology classiﬁcation. The inital and
ﬁnal states in edge 1 and 2 are depicted as ﬁlled and empty circles, respectively. Blue
circles denote left movers and red circles right movers. For g5⊥ processes (channel
a), the left mover is at zero energy while the right movers are close to the Fermi
surface, due to constraints imposed by energy-momentum conservation. As explained
in the text, the scattering rates for processes (ai) and (aii) cancel each other. The
drag scattering rate is determined by g1⊥ and g3⊥ processes.
1
τ∞D
=− (2pi)
3
T
∫
k1,k2,k1′ ,k2′
∑
η1,η2,η1′
η1η2
∣∣∣V12(k1′ − k1, 1′ − 1)∣∣∣2∣∣∣B−η2,η2(k2′ , k2)∣∣∣2
×
∣∣∣Bη1′ ,η1(k1′ , k1)∣∣∣2δ(η1k1 + η2[k2 + k2′ ]− η1′k1′)δ(k1 + k2 − k1′ − k2′)
× nF (1)nF (2)[1− nF (1′)][1− nF (k2′ ,−η2)] .
(4.15)
The rate is a sum of 4 scattering channels:
(ai) η1 = η1′ and η2 = η1 (bi) η1 = −η1′ and η2 = −η1
(aii) η1 = η1′ and η2 = −η1 (bii) η1 = −η1′ and η2 = η1
(4.16)
The diﬀerent scattering channels are depicted in Fig. 4.2 together with their g-ology classiﬁcation.
We ﬁrst consider the scattering rates for processes (a) which correspond to g5 processes in the g-ology
classiﬁcation. Denoting k1′ − k1 = q we ﬁnd
1
τ
∞,(ai)
D
= − pi
T
∫
k1,q
∑
η1
∣∣∣V12(q, vF q)∣∣∣2( q
k0
)4
nF (1)nF (q, η1)[1− nF (q + k1, η1)][1− nF (0,−η1)]
(4.17)
1
τ
∞,(aii)
D
=
pi
T
∫
k1,k1′
∑
η1
∣∣∣V12(q, vF q)∣∣∣2( q
k0
)4
nF (1)nF (0,−η1)[1− nF (q + k1, η1)][1− nF (−q, η1)]
=
pi
T
∫
k1,q
∑
η1
∣∣∣V12(q, vF q)∣∣∣2( q
k0
)4
nF (1)nF (q, η1)[1− nF (q + k1, η1)][1− nF (0,−η1)] .
(4.18)
In the last line here, we have ﬁrst shifted momenta q → −q and k1 → k1 + q and then used the identity
nF (1)nF (2)[1− nF (1′)][1− nF (2′)] = nF (1′)nF (2′)[1− nF (1)][1− nF (2)]
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which holds if 1 + 2 = 1′ + 2′ .
We thus notice that the scattering rates of the two g5 processes cancel out. The corresponding
scattering processes for η1 = + are schematically depicted in Fig. 4.2. The cancellation occurs because
the processes (ai) and (aii) have the same thermal occupation factors but the change of velocity is
reversed: in channel (ai) a right mover in edge 2 scatters to a left mover while in channel (aii) the
process is reversed. Both processes thus give the contributions to the current in edge 2 of the same
magnitude but with opposite signs, which leads to the cancellation observed above.
The high-frequency drag scattering rate is thus determined by the remaining sum of g1⊥ backscat-
tering (bi) and g3⊥ Umklapp processes (bii):
1
τ∞D
=
8pi
Tk80
∫
q,Q
Q4q4
∣∣∣V12(q, 2vFQ)∣∣∣2
cosh
(
vF q
2T +
µ
T
)
+ cosh vFQT
×
 1
cosh
(
vF q
2T +
µ
T
)
+ cosh vFQT
− 1
cosh
(
vF q
2T − µT
)
+ cosh vFQT
 .
(4.19)
Here, q = k1 − k1′ denotes the momentum transfer and Q = (k1 + k1′)/2 the total momentum of the
incoming (k1) and outgoing (k1′) particle in edge 1. Due to constraints set by the energy-momentum
conservation in the collision kernel, the transferred frequency in the RPA interaction is set to 1− 1′ =
2vFQ.
We point out that the rate vanishes if the chemical potential is tuned to the Dirac point, µ = 0,
because the system exhibits perfect particle-hole symmetry at this point. Technically, the vanishing
occurs because the second term in brackets in Eq. (4.19), which is due to g3⊥ Umklapp scattering,
cancels the contribution of the ﬁrst term that stems from g1⊥ backscattering.
Before proceeding with the calculation of the drag rate, we elaborate on the importance of the RPA-
screened interaction potential V12(q, 2vFQ) which appears in the integrand in Eq. (4.19). The form of
the interaction potential is derived in Appendix D.2 and reads as
V12(q,Ω) =
V0e
−|q|d
[
(vF q)
2 − Ω2
]2[
(Ω + iΓ+)2 − Ω2+
] [
(Ω + iΓ−)2 − Ω2−
] . (4.20)
The potential has poles at the energies of the plasmon excitations,
Ω± = v±(q)|q| , (4.21)
where the plasmon velocities are given by
v±(q) =
√
1 + α±(q) vF . (4.22)
or equivalently by Eq. (4.54) below obtained using bosonization. Here, the diﬀerence (−) and sum (+)
of dimensionless intra- and interedge interaction constants are deﬁned as
α±(q) = α
(
1± e−|q|d
)
(4.23)
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and α = V0‖/pivF is the dimensionless interaction strength. Here and below, we make the assumption
that V0‖ = V0⊥ = V0, which simpliﬁes the calculation but does not change the qualitative outcome of
the results. In the presence of scattering that changes the chirality of electrons, the plasmon excitations
acquire a ﬁnite decay rate Γ±. To the lowest order in the dimensionless interaction, we ﬁnd
Γ±(q) = α2±(q)
vF q
8
(
q
k0
)4
sinh
vF q
2T
×
[
1
cosh(vF q2T +
µ
T ) + cosh
vF q
2T
+
1
cosh(vF q2T − µT ) + cosh vF q2T
]
.
(4.24)
The damping of plasmons becomes strong at the characteristic energy scale
Tp0 =
vF
d
ln
(k0d)
4
α
(4.25)
as is discussed in App. D.3.2.
The appearance of plasmon poles in the screened backscattering interaction is a unique feature of
the HLL and does not occur in the conventional LL. In the diagrammatic RPA expansion shown in
Fig. D.1, the coupling to the chiral polarization bubbles that correspond to the plasmons of the system
is always mediated by g5 interaction lines. As we already mentioned, these interaction processes can
only take place in the presence of a Dirac point in the spectrum. Therefore, while the drag rate due to
g5⊥ processes cancels exactly, these processes nonetheless inﬂuence the drag indirectlyby facilitating
the coupling to plasmons in the RPA summation.
Returning to the explicit expression for the drag rate in Eq. (4.19), we point out that the contribution
of the plasmon poles in the screened interaction and that of particle-hole excitations decouple and can
be treated separately. Indeed, the integral over Q can be performed by contour integration in the
complex plane. The drag rate is then given by the sum of the contribution of the plasmon poles (4.21)
and the contribution of the thermal poles at
Qn = ±q
2
+
µ
vF
+ ipi(2n− 1) T
vF
with n ∈ Z. We therefore use the following approximate scheme to calculate the drag rate. We note
that in the vicinity of the thermal poles we can approximate the RPA-screened interaction in Eq. (4.20)
by the statically screened interaction V (q,Qn) ' V0e−|q|d. Here, we ﬁrst neglected the plasmon rates
Γ±  T and then performed an expansion to leading order in the dimensionless interaction strength
α. The drag rate can thus be expressed as the sum of a particle-hole contribution, obtained by setting
V12(q,Q) = V0 exp(−|q|d) in Eq. (4.19), and a plasmon contribution obtained by performing the integral
in Eq. (4.19) using only the plasmon poles. This program is performed in Appendix D.3. The high-
frequency drag rate is given by the sum of the particle-hole drag rate, derived in Appendix. D.3.1, and
the plasmon drag rate obtained in Appendix D.3.2. The behavior of the high-frequency rate is depicted
in Fig. 4.4. For now we postpone a discussion of this behavior until we have included the eﬀect of LL
renormalization in Sec. 4.4 below.
4.2.3 Low-frequency Coulomb drag
In the low-frequency regime, one can no longer use the iterative solution employed in Sec. 4.2.2. In
the spirit of the Drude theory, the rate 1/τ∞D can be expected to determine the drag also in the limit
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ω → 0, with the dc-drag resistivity ρD ∼ 1/τ∞D . This holds, in fact, as long as the intraedge relaxation
rate 1/τee is much larger than the drag rate [104, 115117]. The intraedge electron-electron scattering
rate is determined by g5‖ processes and reads as [85]
1
τee
∝ α2
(
T
vFk0
)4
T , for T  µ . (4.26)
For temperatures T  µ the drag rate is determined by plasmons and smaller than the intraedge
electron-electron scattering rate by a parametric factor (µ/T )2 for T  Tp0 [cf. Eq. (D.44)] and by a
parametric factor of (µ/T )2(Tp/T )
7 for T  Tp0 [cf. Eq. (D.47)]. We thus conclude that the dc-drag
rate is determined by the same scattering time τ∞D as the ac-drag for T  µ.
For lower temperatures T  µ the dc electron-electron scattering rate is exponentially small, due to
the kinematic phase space constraints and reads as [85]
1
τee
∼ α2
(
µ
vFk0
)4 µ
T
µ e−µ/T , for T  µ . (4.27)
For T1  T  µ, the drag rate is again parametrically smaller than the relaxation rate, by a factor
T/µ. By comparing the rate (4.27) with the high-frequency drag rate in Eq. (D.30), on the other hand,
we ﬁnd that τ∞D /τee ∼ exp(−µ/T + 4kFd). Thus the dc-drag is determined by the same scattering
rate as the ac one in the regime T  vF /d while we can make no apriori statement in the regime
µ vF /d T .
Therefore, we will now solve the kinetic equation in the regime µ  vF /d  T and determine the
dc-drag rate using the explicit form of the distribution function. It will turn out that, although the
high-frequency approximation is no longer justiﬁed in this regime, it nonetheless yields a parametrically
correct drag resistivity.
We begin by considering the terms in the chirality summation in the collision integral in Eq. (4.11),
which correspond to a diﬀerent microscopic scattering mechanisms, one by one. First we notice, that
the collision integral vanishes exactly for forward scattering processes (g2⊥ and g4⊥ in the g-ology
notation) and therefore these processes do not contribute to the drag. In the case of g2,⊥ processes,
with η2 = η2′ = −η1′ = −η1 in Eq. (4.11), the vanishing of the collision integral has a straightforward
interpretation. For a linear electron spectrum, these processes only exchange the energy and momentum
of the incoming particles and therefore do not change the distribution function. The contribution due
to g4,⊥ processes, with η2 = η2′ = η1′ = η1 in Eq. (4.11), is more subtle. For this scattering process
the delta functions ensuring momentum and energy conservation are identical and lead to a diverging
contribution in the collision integral, which would be regularized by a ﬁnite system length: δ(k = 0) ∼
L. If we take into account screening, the interaction will be given by Eq. (D.18). In the collision
integral the interaction has to be evaluated at the frequency Ω = ±vF q where the imaginary part in
Eq. (D.12) diverges and thus |U(q, vF q)|2 ∼ 1/[δ(0)]4. We therefore conclude that, although the energy-
momentum conserving delta functions diverge, the product of RPA-screened interaction and diverging
delta function goes to zero in the limit of inﬁnite system size, such that the collision integral due to
forward scattering vanishes. For an analogous discussion of this cancellation in the context of spinful
disordered LLs we refer to Ref. [118]. We also point out the similarity to graphene, where unscreened
forward scattering also yields a divergent contribution to the collision integral. RPA regularizes this
divergency for scattering angles smaller than αg, the dimensionless strength of interaction in graphene,
but nonetheless scattering with small scattering angles is still parametrically enhanced. In particular
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one ﬁnds that the energy relaxation rate, which is dominated by the contribution of small scattering
angles is much larger than the transport scattering rate, which is dominated by scattering processes
with large scattering angles [116]. Finally, we will restrict the analysis to the regime µ T , where we
can neglect all contributions from Umklapp terms to the collision integral.
The only source of dc drag is then g1⊥ backscattering which corresponds to the term with η1 =
−η2 = η2′ = −η1′ in the sum over chiralities in Eq. (4.11). The set of kinetic equation in Eq. (4.9) then
takes the form
−iωg1(1)− vF eE1η1
T
= st1[g] ,
−iωg2(1)− vF eE2η1
T
= − st1[g] .
(4.28)
with the collision integral
st1 =
1
8vF
∫
k1′
|V12(k1 − k1′)|2 (k
2
1 − k21′)4
k80
ζ2(−η1, k1′)
× {g1(−η1, k1′) + g2(η1, k1)− g1(η1, k1)− g2(−η1, k1′)} .
(4.29)
The kinetic equations in (4.28) can be decoupled by deﬁning the relative and absolute components
g±(η, k) =
(
g1(η, k)± g2(η, k)
)
/2 , (4.30)
and the (pseudo-) spin [sign + in Eq. (4.31)] and charge [sign − in Eq. (4.31)] components
gc,s± (k) = (g±(R, k)∓ g±(L,−k))/2 . (4.31)
The drag resistivity is obtained as [104]
ρD =
E1 − E2
j−
, (4.32)
where the relative current is given by
j− =
j1 − j2
2
=
evF
2
∫
k
gc−(k + kF )
cosh2(vF k2T )
. (4.33)
We only consider the kinetic equations for the gc− functions, since these determine the transport prop-
erties of the system. We ﬁnd
−iωgc−(k1 + kF )−
vF e(E1 − E2)
2T
= stc[g
c
−] , (4.34)
−iωgc+(k1 + kF )−
vF e(E1 + E2)
2T
=0 , (4.35)
where
stc[g
c
−] '−
(2k4F )
k80
∫
k1′
|V12(k1′ − k1 − 2kF )|2 (k1
′ − k1 − 2kF )4
cosh2
(
vF k1′
2T
) [gc−(k1′) + gc−(k1)] . (4.36)
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We now take the limit ω → 0 and assume ωgc−(ω) → 0 for ω → 0 (which has to be conﬁrmed
selfconsistently). Eq. (4.34) then takes the form of an integral equation for the function gc−:
2v2F e(E1 − E2)
T
=
∫
dk1′
2pi
(k1 − k1′ − 2kF )4(k1 + k1′)4
k80
|V12(k1 − k1′ − 2kF )|2
cosh2
(
vF k1′
2T
)
× [gc−(−k1′ + kF ) + gc−(k1 + kF )] .
(4.37)
In the regime T  vF /d µ we can replace the expression k1′ − k1 − 2kF in the integrand by 2kF .
If we introduce the dimensionless variables x = vFk1/2T and y = vFk1′/2T and the dimensionless
function
G(x) =
27
pi
(
kF
k0
)4 |V12(2kF )|2
v2F
Tk0
e(E1 − E2)
(
T
vFk0
)5
gc−
(
2T
vF
x+ kF
)
, (4.38)
Eq. (4.37) takes the form
G(x) =
1
A(x)
(
1−
∫
dy
(x− y)4
cosh2(y)
G(y)
)
, (4.39)
A(x) =
∫
dy
(x− y)4
cosh2(y)
=
7pi4
120
+ pi2x2 + 2x4 . (4.40)
We solve the integral equation for G(x) numerically and use Eqs. (4.32), (4.33) and (4.38) to express
the drag conductivity as
ρD =
29
λ
1
e2
(
kF
k0
)4 |V12(2kF )|2
v2F
(
T
vFk0
)5
k0 , (4.41)
with the constant
λ =
∫
dx
G(x)
cosh2(x)
' 0.242 . (4.42)
We conclude, that the drag rate that determines the ac drag and the rate that determines the dc drag
are parametrically equivalent in the regime T  vF /d µ as can be seen by comparing the results in
Eqs. (D.30) and (4.41). At higher temperatures, the ac and dc-drag rates are exactly equivalent, since
the intraedge electron relaxation rate is parametrically larger than the ac-drag rate, which legitimates
the high-frequency expansion. This curious behavior is due to the fact that the g5 scattering mechanism
that sets the scale for relaxation, does not contribute directly to the drag which is determined by RPA
renormalized g1 and g3 processes with higher scattering rates.
4.3 Intraedge interaction: Bosonization framework
Above, we have addressed the drag between helical edges within the framework of kinetic equation, ne-
glecting Luttinger-liquid renormalization eﬀects. In this section, we employ the bosonization approach
to extend the above analysis to the lower temperatures, where the renormalization of the 1D theory
leads, as usual, to the anomalous power-law temperature dependence of observables.
73
4 Coulomb drag between helical liquids
Since the renormalization eﬀects in Luttinger liquids necessarily involve backscattering processes, the
characteristic temperature scale at which the renormalization starts cannot exceed Td = vF /d. Indeed,
the distance d between the edges determines the characteristic radius of the interedge interaction
potential V12, so that on smaller spatial scales one cannot treat this interaction as local. In fact, in
addition to the scale d, the screening by external gates introduces another scale d0 for the intraedge
interaction, so that the renormalization becomes eﬀective at T < vF /max{d, d0}. For deﬁniteness, we
assume that d & d0 and hence treat the intraedge interactions V11, V22 as local on the scale of d.
In what follows, we ﬁrst bosonize the model and analyze the resulting phase diagram for two coupled
helical edges. Next, we discuss the implications of the Luttinger renormalization eﬀects for the drag
resistivity.
4.3.1 First-order backscattering
For simplicity, we will concentrate on the case of suﬃciently high densities, such that kFd  1 (or,
equivalently, µ  Td). For relevant temperatures T < Td, we then have µ  T , so that transitions
resulting from Umklapp interactions of two particles in the vicinity of the Dirac point are thermally
suppressed. Neglecting them, the part of Eq. (4.4) that describes chirality-changing interactions reduces
to backscattering in the vicinity of the Fermi surface. The Hamiltonian density simpliﬁes, then, to
H = H0 + Hf + Hb, where H0 corresponds to the free Hamiltonian in Eq. (4.2) and Hf,b describes
forward (f) and backward (b) scattering.
To write H, it is convenient to introduce the electron operators at a given point in real space, for the
right- and left-moving electrons, in the form
ψσ+(x) = Rσ(x)e
ikF x, ψσ−(x) = Lσ(x)e−ikF x, (4.43)
where Rσ(x) and Lσ(x) vary slowly on the scale of k
−1
F . Speciﬁcally, H0 and Hf are written similar to
the conventional Luttinger model as
H0 = −ivF
(
R†σ∂xRσ − L†σ∂xLσ
)
(4.44)
and
Hf =
∑
σσ′
(
g2‖δσσ′ + g2⊥δσ,−σ′
)
ρRσρLσ′ +
1
2
∑
σσ′η
(
g4‖δσσ′ + g4⊥δσ,−σ′
)
ρησρησ′ , (4.45)
where the chiral densities in Hf are given by ρRσ = R†σRσ and ρLσ = L†σLσ, and the coupling constants
read g4‖ = g2‖ = V11(0) and g4⊥ = g2⊥ = V12(0). The backscattering part
Hb =
∑
σσ′
(
g1‖δσσ′ + g1⊥δσ,−σ′
)
h†σhσ′ (4.46)
is represented in terms of Rσ and Lσ diﬀerently, compared to the conventional Luttinger model, with
hσ coming from the spatial gradient expansion:
hσ =
[
(∂xR
†
σ)Lσ −R†σ(∂xLσ)
]
a , (4.47)
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where a is the ultraviolet cutoﬀ in real space. As discussed above, the local representation of the
backscattering term is valid on spatial scales larger than d, hence a ∼ d. The coupling constants for
backscattering are given by
g1‖ =
4k2F
k40a
2
V11(2kF ), g1⊥ =
4k2F
k40a
2
V12(2kF ). (4.48)
Note that the ultraviolet scale a cancels out in Eq. (4.46).
The forward scattering term Hf can be treated exactly by bosonization, with the fermionic ﬁelds
represented in terms of the bosonic ﬁeld ϕσ(x) and its canonical conjugate θσ(x) as
Rσ(x) =
1√
2pia
ei
√
pi[ϕσ(x)−θσ(x)] , (4.49)
Lσ(x) =
1√
2pia
e−i
√
pi[ϕσ(x)+θσ(x)] . (4.50)
Changing from the wire basis" (σ = 1, 2) to the basis of symmetric (+) and antisymmetric (−) ﬁelds
ϕ± = (ϕ1 ± ϕ2)/
√
2, θ± = (θ1 ± θ2)/
√
2, (4.51)
the bosonized Hamiltonian density reads
H =
∑
λ=±
vλ
2
[
Kλ(∂xθλ)
2 +K−1λ (∂xϕλ)
2
]
+
g1⊥
pi
[
(∂xθ+)
2 − (∂xθ−)2
]
cos
(
2
√
2piϕ−
)
, (4.52)
where
K± =
√
1− U±
1 + U±
, (4.53)
v± = u±
√
1− U2± (4.54)
with
U± =
1
2piu±
(
g2‖ ± g2⊥
)
, (4.55)
u± = vF +
1
2pi
(
g4‖ ± g4⊥
)
. (4.56)
Note, that the parameters do not contain g1‖ interaction, unlike in the model of coupled LLs. In the
present theory the g1‖ term contains additional gradients and can thus be neglected with respect to
the g2‖ term.
Because of the g1⊥ scattering processes, the coupling constants for the double-edge system described
by the Hamiltonian (4.52) are subject to renormalization. Under a renormalization-group (RG) trans-
formation that keeps the quadratic term in Eq. (4.52) invariant, the scaling dimension for the backscat-
tering operator is obtained as 2K−+2, with 2 coming from the spatial gradients. That is, backscattering
is irrelevant in the RG sense, with the coupling constant
αb =
g1⊥
2piv−
(4.57)
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Figure 4.3: Renormalization-group ﬂow of the coupling constant for interwire second-order
backscattering βb vs the Luttinger constant for the relative charge mode K−. The
separatrix between the strong- and weak-coupling phases (thick black line) terminates
at a strongly-interacting point with K− = 1/4.
scaling with T as
αb(T ) = αb0
(
T
Td
)2K−
, (4.58)
where αb0 in the bare coupling.
We will return to the scaling behavior of ﬁrst-order backscattering" in Sec. 4.3.3, when calculating
ρD. For now, we proceed with the RG treatment of Eq. (4.52). The discussion above brought up an
important point that the theory with H from Eq. (4.52) is weakly coupled, provided no additional
couplings that become relevant are generated by the RG transformation. In fact, as we discuss in
Sec. 4.3.2, second-order backscattering processes do become relevant for suﬃciently strong forward-
scattering interactions.
4.3.2 Higher-order backscattering
As already mentioned in Sec. 4.3.1, the backscattering operator in Eq. (4.52), which is itself irrelevant,
can generate relevant operators under the RG transformation. These describe higher-order backscatter-
ing processes. Among the additional backscattering terms in the rescaled Hamiltonian, the relevancy is
the highest for the term proportional to the next-order harmonic of the ﬁeld ϕ−, i.e., to cos(4
√
2piϕ−).
Importantly, the emergent additional backscattering interaction is not suppressed by spatial gradient
terms in the prefactor of the cosine, in contrast to Eq. (4.52). Speciﬁcally, as shown in Appendix D.4,
the perturbative (in αb  1) RG yields the cos(4
√
2piϕ−) term at two-loop order. The resulting eﬀective
action reads S = S0 + S1 + S2, where
S0 =
v−
2K−
∫
dxdτ
[
1
v2−
(∂τϕ−)2 + (∂xϕ−)2
]
,
S1 =2v−αb
∫
dxdτ
[
(∂xθ+)
2 − (∂xθ−)2
]
cos
(
2
√
2piϕ−
)
,
S2 =
v−βb
pia2
∫
dxdτ cos
(
4
√
2piϕ−
)
.
(4.59)
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The structure of the term S2 suggests its interpretation as describing the processes of correlated four-
fermion backscattering. A similar term with doubled harmonics is generated under the RG in disordered
helical edges, see, e.g., Ref. [85], where it described a two-particle backscattering oﬀ the random po-
tential.
The action (4.59) is identical to that for two coupled spinless LLs, characterized by the Luttinger
constant KTLL− for the antisymmetric ﬁeld ϕTLL− , if one changes K− → KTLL− /4 and rescales ϕ− →
ϕTLL− /4. One importance consequence of this mapping is that the system of two strongly correlated
HLLs with K− ' 1/4 behaves similarly to weakly interacting LLs. In particular, there is a Berezinskii-
Kosterlitz-Thouless (BKT) transition in the limit of g → 0 at K− = 1/4 [35]. Speciﬁcally, the RG
equations for the coupling constants K− and βb = g/2piv−, which characterize the action (4.59), read
dK−
d`
= −8β2bK2− ,
dβb
d`
= 2(1− 4K−)βb , (4.60)
where ` = ln(Td/Λ
′) with the running cutoﬀ Λ′.
On the ultraviolet scale, the coupling constant βb is quadratic in g1⊥ and can be taken as βb ∝
g21⊥F (K−,K+), with F (K−,K+) from Eq. (D.62). Importantly, the function F (K−,K+) is nonzero
for all values of K±, so that the second-order backscattering is always generated.
The integral curves
βb(K) =
β2b0 + 2
(
1
4K−
− 1
4K0
− ln K0
K−
)1/2 (4.61)
of the RG ﬂow for diﬀerent initial conditions βb0 and K0 are shown in Fig. 4.3. The separatrix
βsb (K) =
 2( 1
4K−
− 1− ln 1
4K−
)1/2 (4.62)
divides the phase space into the basin of attraction for the line of weak-coupling ﬁxed points with βb = 0
and K− > 1/4 and the region in which the ﬂow is to strong coupling (diverging βb with K− < 1/4). In
the strong-coupling limit, backscattering locks the phase ϕ− at the minima of the cosine potential in
Eq. (4.59), which means the formation of a zigzag charge-density wave in the double-edge system. This
is similar to the strong-coupling regime for two conventional spinless Luttinger liquids with repulsive
interactions [92, 94]. The diﬀerence is that there is a threshold value for the strength of repulsive
interactions above which the charge-density wave forms in HLLs, whereas arbitrarily small repulsion
between electrons drives the system into the strong-coupling regime in conventional Luttinger liquids.
We will discuss Coulomb drag between HLLs for the case of strong coupling in Sec. 4.3.4.
One can formulate a simple criterion for whether the strong- or weak-coupling regime is realized
in a system of two helical edges separated by a distance d by varying the ratio of d and the radius
of interaction d0. For d  d0, the bare coupling constants for interactions inside and between the
edges are close to each other (g2‖ ' g2⊥), so that the bare Luttinger constant K0 ' 1 [Eq. (4.53)], as
illustrated by point A in Fig. 4.3. According to Eq. (4.62), the system is then in the weak-coupling
regime. That is, the strong-coupling regime is only possible in our model of helical edges if d & d0.
More precisely, since, as mentioned above, the bare coupling constant βb0  1 irrespective of kFd or
d/d0, the transition to the strong-coupling regime is attained at K0 close to 1/4, which corresponds to
the bare value of the diﬀerence (g2‖ − g2⊥)/2piu− ' 15/17. It follows that the necessary condition for
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the strong-coupling regime is a combination of (i) strong interactions inside the edge (g2‖ ∼ 1) and (ii)
the distance between the edges being larger than the radius of interaction (d & d0).
Note that the behavior of βb as a function of T reduces, for βb0  1, to a simple power law (one can
neglect the renormalization of K−):
βb(T ) = βb0
(
T
Td
)8K0−2
. (4.63)
For K0 < 1/4 (by way of illustration, point B in Fig. 4.3), backscattering becomes stronger as T is
decreased. The characteristic temperature T ∗ at which the zigzag charge-density wave is formed is
obtained as a solution to βb(T
∗) ∼ 1. For the interwire potential speciﬁed below Eq. (4.5), the result
for T ∗ is given by (with K− = K0)
T ∗ = Tdα
1/(1−4K−)
b ∝ exp
(
− 2kFd
1− 4K−
)
. (4.64)
The behavior of the system in the strong-coupling regime will be discussed in Sec. 4.3.4.
4.3.3 Luttinger-liquid renormalization of the drag resistivity
In this section we calculate the drag resistivity in the high-frequency regime ω  τ−1D incorporating
renormalization eﬀects due to Luttinger liquid physics. In second order perturbation theory in the
interwire Coulomb interaction, the high-frequency drag resistivity is given by [97]
ρD =
∫ ∞
0
dq
∫ ∞
0
dω
q2V 212(q)
4pi3n1n2T
ImΠ1(q, ω)ImΠ2(q, ω)
sinh2
(
ω
2T
) , (4.65)
where Im Πσ(q, ω) is the imaginary part of the retarded density-density correlation function of wire σ =
1, 2 and nσ = KσkF /pi is the electron density of wire σ. The drag resistivity obtained by this formula is
equivalent to the high-frequency drag calculated previously using the kinetic equation approach [104].
However, the current formulation is more convenient for the present analysis, since it expresses the drag
as an integral over the imaginary part of the polarization operator which can be calculated by standard
means in the bosonized language. The calculation of the high-frequency drag resistivity is presented in
App. D.5. We ﬁnd
ρD ∝ α2b
(
kF
k0
)4(
aT
v
)4K
T . (4.66)
We note that the parametric dependence of the drag resistivity is consistent with our weak coupling
analysis in Eqs. (D.30) in the limit K → 1.
It is instructive to obtain the derived temperature scaling ρD ∝ T 4K+1 from the RG solution of the
model in Eq. (4.52). For weak electron-electron interaction and T  vF /d the kinetic equation yields
the rate in Eq. (D.30):
ρD ∝ α2b(T )T (4.67)
where the dimensionless strength of backscattering αb(T ) is deﬁned in (4.58). The eﬀect of forward
scattering can be taken into account by using a renormalized interaction coupling constant αb(T ) at
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K 6= 1. The drag in the regime µ T is mediated by g1⊥ scattering, which has the scaling dimension
∆1,⊥ = 2K− + 2. This scaling dimension can be interpreted as the scaling of the operator cos(
√
8piϕ)
which we denote as ∆op = 2K− together with the scaling of the vertex momentum factors ∆vert = 2
that arise due to the rotation to the helical basis in Eq. (4.3). The renormalization due to the latter
is already present in the weakly interacting case and yields αb(T ) = αb(Ta/vF )
2 for K− = 1. The
interaction constant is renormalized by the Luttinger parameter only due to the scaling dimension
∆1,⊥ since the momentum factors are not aﬀected by Luttinger liquid eﬀects. In combination this
produces the renormalized interaction αb(T ) = αb(Ta/v−)2K− . Inserted into Eq. (4.67) this indeed
yields the power law behavior ρD(T ) ∝ T 4K−+1.
As we have pointed out in Sec. 4.3.2, the backscattering operator in Eq. (4.52), which itself is irrel-
evant, can generate relevant operators under the RG ﬂow. These describe higher order backscattering
processes that contribute to the drag resistivity in order α4. As we will see shortly, we cannot ne-
glect these contributions, even though they are higher order in the interedge interaction strength, since
they scale with a lower power of the temperature than the ﬁrst order backscattering contributions for
K− < 1/3.
The eﬀect of the higher order backscattering is not captured by the formula for the resistivity in
Eq. (D.65), which neglects interedge correlations. To obtain the drag conductivity due to these processes
we have to calculate the drag conductivity using Kubo's formula,
σD(ω) = − i
ω
lim
q→0
〈j1(q,Ωn)j2(−q,−Ωn)〉
∣∣∣
iΩn→ω+i0+
, (4.68)
where jσ(x, τ) = eKσvσ∂xθ(x, τ)/
√
pi is the current in edge σ = 1, 2. Here, the correlation function is
calculated with respect to the action S = S0 + S1 + S2 in Eq. (4.59),
〈· · ·〉 =
∫
Dϕ− · · · e−S[ϕ−]∫
Dϕ−e−S[ϕ−]
(4.69)
The calculation is standard and yields in addition to the contribution due to ﬁrst order backscattering
discussed above the contribution ReσD(ω) = e
2v−τ
∞,βb
D /piω
2 with the high-frequency rate
1
τ∞,βbD
= β2b
(
piaT
v−
)16K−−3
v−
a
f(K−) ,
f(K−) =
4
pi
sin(8piK−) cot(4piK−)Γ2(12 − 4K−)Γ2(4K−) ,
(4.70)
where Γ(x) is the Euler gamma function. As we have seen in Sec. 4.2.3 the same rate also parametrically
determines the dc resistivity as ρD ∝ 1/τ∞D .
The total drag resistivity is thus a sum of the contribution in Eq. (D.73), due to ﬁrst order backscat-
tering and the contribution in Eq. (4.70), resulting from second order backscattering. We note that
even though the latter contribution is of higher order in the interedge interaction strength (βb ∼ α4) it
scales with a lower power of the temperature if K− < 1/3.
In summary, we have shown that the Luttinger liquid renormalization of the 1D theory leads to the
anomalous power-law temperature dependence of the resistivity ρD ∝ T γ for temperatures T  Td ∼
T1. The exponent γ takes the value γ = 4K−+1 for K− > 1/3 and γ = 16K−−3 for 1/4 < K− < 1/3.
The diﬀerent power laws originate from ﬁrst order backscattering and second order backscattering
processes, respectively.
The latter become relevant in the RG sense at K− < 1/4 and drive the system into a strong-coupling
phase. The behavior of the drag resistivity in this regime will be discussed in the next section.
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4.3.4 Coulomb drag in the strong-coupling limit
In this section we will discuss the strong-coupling ﬁxed point of the RG ﬂow derived in Sec. 4.3.2 and
analyze the behavior of the drag resistivity in the strong-coupling phase. The problem of Coulomb
drag in this regime bears strong resemblance to the drag between spinless LLs discussed in the work
by Klesse and Stern [94] and to the problem of pinned charge density waves (see e.g. the works by
Rice et al.[119] and Maki [120]). To keep our analysis self contained, we will reproduce the main results
of their discussion here refering to the original works for more details. In the strong-coupling limit,
with βb  1 and K−  1/4, the action in (4.59) is minimized by the uniform mean-ﬁeld conﬁgurations√
32piϕ−(x) ≡ φm = (2m+ 1)pi, that minimize the potential energy term. Physically, ϕ− describes the
displacement of electrons in edge 2 with respect to electrons in wire 1. A uniform mean ﬁeld therefore
describes two interlocked charge density waves. At ﬁnite temperature there exist massive harmonic
ﬂuctuations around this mean ﬁeld. However these excitations do not carry an antisymmetric current.
Electron transport from one end of the active wire to the other only occurs if the mean-ﬁeld value
changes from φm to φm±1. Depending on the temperature the transition between ground states occurs
due to quantum tunneling or due to thermal activation. The excitations carrying the current are either
(anti-)solitons that move along the wire, or soliton-antisoliton pairs that are formed inside the edge and
dissociated by the applied electric ﬁeld. The energy Es and width Ws of a classical soliton are [120]
Es =
√
2βb
pi2K−
v−
a
, Ws =
1
4
√
K−βb
a . (4.71)
We consider the regime where the soliton width is much smaller than the system length, Ws  L,
and the temperature regime where solitons are excited thermally. In this limit the drag resistivity is
determined by the creation of soliton-antisoliton pairs and reads as [119]
ρtherm =
h
32pie2`s
√
EsTa2
2βK−v−
eEs/T , (4.72)
where the phenomenological parameter `s denotes the soliton mean free path.
Based on the above mapping, one concludes that for K− < 1/4 the drag resistivity has a local
minimum at a characteristic temperature T ∗, Eq. (4.64), at which the coupling constant βb for the
second-order backscattering becomes of the order of unity, below this temperature, ρD(T ) starts growing
exponentially due to thermally activated transitions between neighboring ground states of the potential
energy. On the other hand, if K− > 1/4, this local minimum does not occur and the drag resistivity
vanishes as a power law as T → 0.
We emphasize that the above conclusion is based on retaining only the terms S0 and S2 in the
bosonized action (4.59). If the mapping onto the conventional theory of 1D drag worked for helical
edges, for K− < 1/4 one would obtain ρD = −ρ12 → ∞ at T → 0. However, from the general
structure of the resistivity tensor, it follows that the diagonal (intraedge) resistivity should diverge
simultaneously: ρ11 → ∞. Indeed, for clean (no disorder) systems we have ρ11 = −ρ12. Thus, the
divergence of the drag resistivity would mean that the interedge coupling destroys the topological
protection of the (otherwise) conducting helical edge states. Speciﬁcally, on both sides of the quantum
spin-Hall transition driven by the closing and re-opening of the gap in the 2D bulk of the system (gap
inversion), we would then have non-conducting edge states. However, at zero gap the 2D bulk state is
still conducting; therefore, the delocalized bulk state should transform into the conducting edge state
at one side of the QSH transition.
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The situation is especially transparent in the horizontal drag setup, where the two parallel helical
edges belong to the two 2D samples placed in the same plane (not one above the other as in the
vertical setup of Fig. 4.1). Clearly, the interaction between the two halves of the sample cannot
aﬀect the 2D bulk properties away from the cut along which the 1D drag is observed. Each of the
two samples still remains a 2D topological insulator and hence possesses conducting edges. Even if
one obtains ρ11 = ρ22 =∞ for the original edges, the true conducting edges are expected to re-appear
deeper into the sample: this would correspond to an edge repulsion or, in other words, to the shift
of the true conducting edges towards the bulk due to the edge reconstruction. The drag resistivity of
the new edge states would not be then inﬁnite at T = 0.
We speculate that, on a formal level of the eﬀective edge theory, this topological protection might
be related to the diﬀerence between the HLL and normal TLL: the former contains an additional term
S1 in the action (α-term). While in the weak-coupling regime this term is highly irrelevant, when the
β-term S2 enters the strong-coupling limit, the α-term might again become relevant, destroying the
charge-density wave. In this scenario, the topological protection is maintained due to the competition
of α and β terms in the action, leading to non-perturbative eﬀects in the strong-coupling regime.
A somewhat similar situation was encountered in Ref. [15] devoted to the 2D surface states of 3D
topological insulators. There, the perturbative (weak-coupling) RG suggested the localization of surface
states due to the Altshuler-Aronov-type corrections, but the nonperturbative eﬀect of the topological
protection resulted in the emergence of a critical state in the strong-coupling regime
To conclude this section, the behavior of the drag resistivity at suﬃciently strong intraedge inter-
action, K− < 1/4, is expected to be governed by the interplay of the tendency to formation of a
charge-density wave due to the second-order backscattering (term S2 in the action) and topological
protection encoded in the α-term S1. This interplay might lead to a non-monotonous temperature
dependence of ρD at low T with a local minimum around T
∗ and a local maximum at yet lower T .
The behavior of the drag resistivity at ﬁnite T would then demonstrate an apparent metal-insulator
transition driven by the decreasing K−. Based on the weak-coupling RG formalism, we cannot make
deﬁnite conclusions on the nature of zero-T drag for K− < 1/4. We relegate the corresponding analysis
to future work.
4.4 Discussion of the drag resistivity
In this section, we combine the results obtained so far and discuss the resulting qualitative behavior of
the drag resistivity. The high-frequency drag rate τ∞D has been obtained in Sec. 4.2.2 and we have shown
in Sec. 4.2.3 that the same rate also determines the parametric dependence of the dc-drag resistivity
as ρD ∝ 1/τ∞D . The results obtained in the kinetic equation framework hold down to temperatures
T ∼ Td ∼ T1, below which Luttinger liquid eﬀects become important. In Sec. 4.3.3 we have shown that
the Luttinger liquid renormalization leads, as usual, to anomalous power law temperature dependence.
Let us, by way of illustration, discuss the behavior of the high-frequency rate (or equivalently the
dc-drag resistivity) for a ﬁxed chemical potential µ  Tp0, as depicted in Figs. D.2 and D.3. At
lowest temperatures, the rate is determined by the particle-hole contribution. The drag rate, given
in Eq. (D.30), grows as a power law. Electron-electron forward scattering further renormalizes the
exponent, which yields
1
τ∞D,ph
∝ α2
(
µ
vFk0
)4( T
Td
)γ
Tde
−4kF d . (4.73)
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Figure 4.4: Sketch of the T dependence of the drag resistivity ρD for two helical liquids for µ 
Tp0, where Tp0 is the temperature above which the plasmon damping leads to a strong
suppression of the drag rate. For T  T1, electron-hole excitations in two edges
couple to each other through plasmon modes (plasmon-mediated Coulomb drag").
For T  T1, Coulomb drag is determined by direct backscattering of electrons close
to the Fermi surface. The exponent of the power law in this regime is γ = 4K− + 1,
if K− > 1/3 and γ = 16K− − 3 if K− < 1/3. As T decreases, the system enters the
strong-coupling regime at T ∼ T ∗ (Sec. 4.3.2).
Here, the exponent γ takes the value γ = 4K−+1 for K− > 1/3 and γ = 16K−−3 for 1/4 < K− < 1/3.
The diﬀerent power laws originate from ﬁrst order backscattering and second order backscattering
processes, respectively.
At higher temperatures a crossover to the plasmon-dominated regime occurs at the characteristic
scale
T1 =
1
4
µ
ln(k0/kF ) + kFd
. (4.74)
For temperatures above T1, particle-hole ﬂuctuations in one edge transfer momentum to plasmons
which, in turn, transfer momentum to the other edge. The coupling to plasmons occurs through g5-
type scattering processes making the plasmon mediated drag a feature unique to the HLL. For T  µ
the drag rate contains the activation factor exp(−µ/T ), because g5 Umklapp processes are thermally
activated which lead to the drag rate in (D.43),
1
τ∞D,Pl
∝ α2
(
µ
vFk0
)4( µ
piT
)2
Te−
µ
T . (4.75)
For µ  Tp, the activation behavior of the rate crosses over at T ∼ µ to the power-law growth given
by Eq. (D.44):
1
τ∞D
∝ α2
(
µ
vFk0
)2( T
vFk0
)2
T . (4.76)
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At the highest temperatures, T  max{µ, Tp}, the drag rate decreases as described by Eq. (D.47):
1
τ∞D
∝ α2
(
µ
vFk0
)2( Tp
vFk0
)2(
Tp
T
)4
Tp . (4.77)
The overall temperature dependence of the high-frequency drag rate for µ Tp is shown schematically
in Fig. 4.4. The T dependence of 1/τ∞D for µ Tp is qualitatively similar, with the maximum shifted
towards T ∼ µ. Most importantly, as we discuss in Sec. 4.3.4, we expect that the drag resistivity always
vanishes at T = 0, due to the topological origin of the HLL. This is in stark contrast to the behavior
of conventionaly LLs, where the formation of a zig-zag order at lowest temperatures inevitably leads
to an exponentially diverging drag resistivity at lowest temperatures.
4.5 Summary of chapter 4
We have presented a theory of Coulomb drag between clean (no disorder) HLLs based on the kinetic
equation approach supplemented with bosonization to take into account Luttinger liquid renormaliza-
tion. We assume that the spin-rotational invariance of the helical liquid is broken by Rashba spin-orbit
coupling in the bulk of the topological insulator, which allows for interedge backscattering events with-
out breaking TRS. We ﬁnd that the drag in a HLL diﬀers signiﬁcantly from a LL both in its magnitude
and temperature dependence.
The main result of our analysis concerns the behavior of the dc-drag resistivity as a function of
the temperature depicted in Fig. 4.4. For temperatures below a characteristic scale T1, drag occurs
due to backscattering of electrons in the passive edge at the Fermi surface caused by particle-hole
ﬂuctuations in the active edge. The drag resistivity in this regime generically behaves as a power law
with anomalous exponent determined by the Luttinger parameter of the relative density mode K−.
At higher temperatures, on the other hand, we ﬁnd that the dominant contribution to the resistivity
derives from plasmon mediated drag. The discovery of this novel mechanism of plasmon mediated drag
in one dimensional systems constitutes the second main result of this chapter. The mechanism can be
thought of as unique to the HLL because it necessarily requires the existence of a Dirac point in the
spectrum.
Finally, we have argued that, unlike in the case of coupled LLs, the drag resistivity of coupled HLLs
does not increase exponentially at lowest temperatures but rather goes to zero as a power law. This
behavior was attributed to the topologically nontrivial origin of the HLL. It is in particular this feature
of the drag resistivity that might be used to experimentally distinguish the drag between helical liquids.
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5 Chapter 5Emergent topological properties inone-dimensional conductors with
spin-orbit coupling
Topological states of matter are typically characterized by a gapped bulk spectrum and gapless edge
states with unique properties. In the previous chapters, we have studied the transport properties of the
gapless one-dimensional edge modes that emerge at the boundary of 2D TIs with preserved TRS. The
transport properties of these modes are particularly interesting since they are topologically protected
against localization by disorder as long as the intra-edge interaction is not too strong. So far, we have
only considered TIs that are bulk insulators, however, the origin of the bulk gap can be diverse.
In particular, we have shown in Ch. 1 that strong interactions in one-dimensional electron systems
can lead to strong coupling phases where spectral gaps are generated dynamically without spontaneous
breaking of any continuous symmetry. A particularly fascinating example of such a dynamically gener-
ated state is the Luther-Emery liquid [121], in which the charge sector remains critical (gapless), while
the spin degrees of freedom acquire a gap. This can quite naturally occur for attractive interactions,
in which case pairs of spins form singlets and the system exhibits many properties akin to supercon-
ductivity [35, 44, 122]. If the interactions are repulsive, however, the spin gap may only form if SU(2)
spin-rotational symmetry is broken in the system [35, 44]. While both cases have the same thermody-
namic spectrum, the states are rather diﬀerent, with the dominant correlations in the repulsive case
being of the SDW type.
A natural way to break the SU(2) symmetry in the spin sector while preserving TRS is by including
SOC terms into the model. In this chapter we will study the model of one-dimensional electrons in the
presence of Rashba SOC and show that the SDW phase indeed can be realized for a certain regime of
parameters. Subsequently, we investigate, if this gapped phase exhibits properties akin to topological
insulators. In particular, we are interested in the transport properties in the presence of non-magnetic
disorder and the excitation spectrum at the boundary of the 1D system to the vacuum.
The chapter is organized as follows. First, we discuss a minimal model for one-dimensional electrons
in the presence of SOC in Sec. 5.1. The SOC breaks the SU(2) spin-rotational symmetry but preserves
TRS. We then show in Sec. 5.2 that interactions can drive the system into the SDW phase for strong
SOC, where the spin sector becomes gapped. Subsequently, we investigate the transport properties of
the gapped phase in the presence of disorder in Sec. 5.3 and analyze the excitation spectrum at the
boundary of the SDW phase to the vacuum with respect to the presence or absence of localized zero
modes in Sec. 5.3.2. Lastly, we summarize our ﬁndings in Sec. 5.4.
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This chapter is based in part on Ref. [123].
5.1 Model for interacting one-dimensional electrons in the presence of
SOC
In this section we introduce a minimal lattice model for interacting one-dimensional electrons in the
presence of Rashba-type spin-orbit coupling. We will consider the experimentally relevant situation,
that the 1D channel is produced by constraining the motion of particles in a two-dimensional electron
gas along one direction by external gates. To motivate the form of the lattice model it is therefore
useful to ﬁrst review the origin of Rashba SOC in 2D electron gases.
Typically, the electrons in the 2D electron gas originate in atomic s and p orbitals. The electrons
are subject to atomic spin-orbit coupling, described by the single particle Hamiltonian HSO = ∆SOL×
S, with spin S and angular momentum L. Furthermore the electrons experience an electric ﬁeld
perpendicular to the 2D surface, which generates an asymmetric potential that conﬁnes them to the
plane [124]. The electric ﬁeld has two main eﬀects on the band structure. First, it breaks the inversion
symmetry and generates a gap 2∆ between the s and p bands. Second, it hybridizes the bands. In the
lattice model, this is described by a ﬁnite hopping with amplitude t1 between the orbitals on adjacent
sites. The Rashba eﬀect can be understood as a process in second order perturbation theory, where an
electron hops from the s orbital to the p orbital with amplitude t1 and then uses the atomic SOC to
ﬂip its spin and hop back to the s orbital with amplitude ∆SO. Note that overall the electron ﬂipped
spin and hopped one site in the same band. The amplitude of this process is α ∼ a0t1∆SO/∆, with the
lattice constant a0.
Based on these considerations, let us now formulate the model. We consider electrons with orbital
quantum number n = a, b and spin σ =↑, ↓ with next nearest neighbor hopping on a 1D lattice. The
hopping can be either intraorbital or interorbital. Each of the orbital states has an onsite energy, such
that the bands corresponding to these orbitals have a bandgap 2∆. Including SOC and Hubbard on-site
interaction the Hamiltonian consists of four parts.
H = H0 + H1 + HSO + Hint . (5.1)
The kinetic part reads as
H0 =−∆
∑
j,σ
[
a†j,σaj,σ − b†j,σbj,σ
]
− t
∑
j,σ
[
a†j,σaj+1,σ + b
†
j,σbj+1,σ + H.c.
]
. (5.2)
Here, aj,σ destroys an electron in band a with spin σ =↑, ↓ at site j and analogously for bj,σ. The
hopping amplitude between next nearest neighbors is denoted by t and the on-site energy by ∆. We
use dimensions where the lattice spacing a0 = 1 and we assume periodic boundary conditions.
The hybridization between the bands is described by the Hamiltonian
H1 =− t1
∑
j,σ
[
a†j,σbj+1,σ + b
†
j,σaj+1,σ + H.c.
]
, (5.3)
and the spin-orbit coupling term reads as
HSO =− iα
∑
j,σ,σ′
[
a†j,σσ
z
σ,σ′aj+1,σ′ + b
†
j,σσ
z
σ,σ′bj+1,σ′ + H.c.
]
. (5.4)
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Here σi, with i ∈ {x, y, z} denotes the set of Pauli matrices in spin space. Note, that the Rashba SOC
with coupling strength α breaks the SU(2) spin-rotational symmetry of the model down to U(1) but
preserves time-reversal symmetry. Here, the operation of time reversal Θ acts as Θaj,σΘ
−1 = iσyσ,σ′aj,σ′ ,
Θbj,σΘ
−1 = iσyσ,σ′bj,σ′ and ΘiΘ
−1 = −i.
Finally, the Hubbard interaction is given by
Hint = U
∑
j
nj,↑nj,↓ . (5.5)
with the coupling constant U and the electron density operator nj,σ = a
†
j,σaj,σ + b
†
j,σbj,σ.
Throughout this work, we assume the hopping and spin-orbit amplitudes as positive, t, t1, α > 0 and
repulsive interactions, U > 0.
5.1.1 Diagonalization of the non-interacting Hamiltonian
In the presence of interorbital hopping, described by H1, the Hamiltonian in Eq. (5.1) is no longer
diagonal. Before we diagonalize the noninteracting part of the Hamiltonian, it is instructive to ﬁrst
discuss the model in the single-channel approximation. In this approximation, usually employed in
the study of electron transport in quantum wires, one neglects the coupling to energetically higher
bands (t1 = 0) and considers only the lowest band in the orbital basis. We will show that in this
approximation the SOC term only leads to a trivial renormalization of the parameters of the model.
The noninteracting part of the Hamiltonian in Eq. (5.1) with t1 = 0 can be written in diagonal form
by transforming to momentum space. Considering only the lower band, it reads as
H0 =
∑
k,σ
a†k,σ
[−2t cos(k) + 2αs sin(k)] ak,σ , (5.6)
where s = ±1 are the eigenvalues of σz. Using the harmonic addition theorem, this can be recast into
the form
H0 =− 2t0
∑
k,σ
cos(k − sq0)a†k,σak,σ . (5.7)
Here, t0 =
√
t2 + α2 is the renormalized hopping amplitude and q0 = arctan(α/t).
Therefore, SOC renormalizes the hopping amplitude and shifts the spectrum by a constant mo-
mentum ±q0, for spin up and down respectively. However, this shift can always be removed by a
spin dependent gauge transformation and therefore has no observable eﬀect on the thermodynamic
properties of the system, which only depend on the spectrum.
This statement can be made explicit by considering the Hamiltonian in Eq. (5.6) in real space:
H0 =− 2t0
∑
j,σ
eiq0jσa†j,σaj+1,σ = −2t0
∑
j,σ
d†j,σdj+1,σ , (5.8)
where we deﬁned the fermion operator dj,σ = e
iq0jσaj,σ. The model in the presence of SOC is therefore
unitarily equivalent to a model without SOC but with renormalized hopping parameter [125]. Note
that this statement remains true in the presence of interactions since the transformation leaves the
density nj,σ = a
†
j,σaj,σ = d
†
j,σdj,σ invariant and thus does not change the form of the interaction term
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Figure 5.1: Dispersion of the lower bands σ,−(k) of the lattice model in Eq. (5.9) for parameters α/t =
0.3 and t1/t = 0.5. Spin orbit coupling lifts the degeneracy of the bands labelled by the
z-component of the spin and leads to diﬀerent Fermi velocities v1F and v
2
F .
Hint. For repulsive electron-electron interaction the system is in the Luttinger liquid phase (see section
5.2.2), irrespective of the presence or absence of SOC.
The reason why spin-orbit may be gauged out in the single-channel approximation is quite simple.
Since the electrons only move along one direction, there is no orbital motion possible, so the spin-orbit
may only couple as a pure gauge. 1 To obtain nontrivial eﬀects of the spin-orbit coupling beyond the
single channel approximation we necessarily have to include a coupling between diﬀerent orbitals.
Let us therefore consider the complete noninteracting part in Eq. (5.1). Introducing the vector of
operators ck,σ = (ak,σ, bk,σ)
T , it takes the form
H0 =
∑
k,σ
c†k,σ
[
nτ − 2t0 cos(k − sq0)
]
ck,σ , (5.9)
where n = (−2t1 cos k, 0,∆)T and τ is the vector of Pauli matrices in orbital space. Next, we introduce
fermionic operators f in the band basis, which are related to the orbital basis by the unitary transfor-
mation fk,σ = Uck,σ, with U = exp(iγkτy). Choosing tan 2γk = n1(k)/|n(k)|, the Hamiltonian takes
the diagonal form
H0 =
∑
k,σ,m
σ,m(k) f
†
k,σ,mfk,σ,m , (5.10)
where m = ± denotes the band index and
σ,m(k) = −2t0 cos(k − sq0) +m
√
∆2 + 4t21 cos
2 k . (5.11)
We note that the spin in z-direction is still a good quantum number and the time reversal symmetry
of the model is still preserved and therefore the spectrum has the symmetry σ(k) = −σ(−k).
Let us now consider the lower two bands with m = −1. They are characterized by the z-component
of the spin and shifted by a constant momentum q0. The band structure is depicted in Fig. 5.1. Notice
1One should be careful, however, that this does not mean that there are no observable eﬀects of spin-orbit, see Ref. [125].
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that the inversion symmetry is broken due to the SOC and thus σ(k) 6= σ(−k). While this is also
true when t1 = 0, the hybridisation between the orbitals leads to diﬀerent Fermi velocities at the
Fermi points of each band [cf. Fig. 2], and hence the symmetry cannot be restored by a trivial gauge
transformation. This diﬀerence of Fermi velocities is the main eﬀect of SOC on the spectrum.
Let us ﬁnd an analytical estimate for the velocity diﬀerence of band σ = +1 in the limit when
t0  t1 and the chemical potential is tuned to the bottom of the band. For simplicity, we also set
∆ = 0, which would only renormalize the bandwidth. In this case, we can expand the spectrum around
k = q0. We ﬁrst ﬁnd the Fermi points of the band, determined by the equation ↑(k1F,↑) = ↑(k
2
F,↑) = µ,
and the corresponding Fermi velocities v1,2F,↑ = ∂E/∂k|k=k1,2F,↑ . Due to the preserved time reversal
symmetry the Fermi points and Fermi velocities are not independent but rather k1,2F,↑ = −k1,2F,↓ ≡ k1,2F
and v1,2F,↑ = −v1,2F,↓ ≡ v1,2F . We ﬁnd the dimensionless velocity diﬀerence
∆v =
v1F − v2F
v1F + v
2
F
' cot
√
2
t1√
t2 + α2
sin(q0) . (5.12)
Notice that the velocity diﬀerence vanishes either in the absence of SOC, α = 0, or interband hopping,
t1 = 0. For weak SOC, it is of the order of δv ∼ αt1/t2.
To summarize, by using an explicit hopping model for one-dimensional fermions in the presence of
SOC, we have identiﬁed two main eﬀects of SOC on the spectrum of noninteracting electrons. First,
it breaks the SU(2) spin-rotational symmetry and therefore lifts the spin degeneracy of the spectrum.
Second, it breaks inversion symmetry leading to diﬀerent Fermi velocities v1F 6= v2F . In the next section
we will investigate how this aﬀects the phase diagram in the presence of interaction.
5.2 Interaction effects
To ﬁnd the eﬀective low-energy form of the Hamiltonian in Eqs. (5.9) and (5.5) we linearize the spectrum
of the lower band near the Fermi points k1,2F , see Fig. 5.2, and expand the fermionic operators in
continuum modes that vary slowly on the scale of the inverse Fermi momentum:
fj,↑,− → ψ↑(x) = R↑(x) eik1F x + L↑(x) e−ik2F x ,
fj,↓,− → ψ↓(x) = R↓(x) eik2F x + L↓(x) e−ik1F x .
(5.13)
This yields the density
nj,σ → R†σRσ + L†σLσ +R†σLσe−i2kF x + L†σRσei2kF x . (5.14)
where we deﬁned kF = (k
1
F + k
2
F )/2.
The low-energy form of the Hamiltonian density is given by H = H0 +Hint, with
H0 = − iv1F
(
R†↑∂xR↑ − L†↓∂xL↓
)
− iv2F
(
R†↓∂xR↓ − L†↑∂xL↑
)
, (5.15)
Hint = U
(
R†↑R↑ + L
†
↑L↑
)(
R†↓R↓ + L
†
↓L↓
)
+ U
(
R†↑L↑L
†
↓R↓ + H.c.
)
. (5.16)
Here, v1F and v
2
F are considered as phenomenological parameters of the low-energy theory which describe
the diﬀerent Fermi velocities at the left and right Fermi point. On the basis of our analysis of the
hopping model in section 5.1 we expect the velocity diﬀerence to be small but in principle tunable
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Figure 5.2: Band structure (k) of the low-energy theory. Due to time reversal invariance the dispersions
of the two bands are connected as ↑(k) = ↓(−k). The low-energy excitations for up spins
are right moving particles with velocity v1F at Fermi momentum k
1
F and left moving particles
with velocity −v2F at Fermi momentum −k2F [analogously for down spins].
through the Rashba parameter α. We remind the reader that the Rashba SOC arises due to the
asymmetry associated with the potential that constricts electrons to the two-dimensional plane. The
asymmetry, and therefore the Rashba SOC, can be further controlled by applying an external gate
voltage [126128].
5.2.1 Bosonization
To account for the eﬀects of interaction it is useful to pass to a bosonic description of the model using
the bosonization rules outlined in App. A. After bosonization, the quadratic part of the Hamiltonian
density takes the form
H0 = vF
2
∑
σ
[(
∂xϕσ
)2
+ Π2σ
]
+
δv
2
[
∂xϕ↑Π↑ − ∂xϕ↓Π↓
]
, (5.17)
where we introduced the diﬀerence δv = v1F − v2F and average vF = (v1F + v2F )/2 of Fermi velocities .
We now introduce the usual spin and charge operators
ϕc =
ϕ↑ + ϕ↓√
2
, ϕs =
ϕ↑ − ϕ↓√
2
. (5.18)
The system is symmetric under time reversal. Using the transformation properties of the lattice fermions
deﬁned below Eq. (5.4) and the low-energy decomposition in Eq. (5.13) we ﬁnd that under time reversal,
R↑ → L↓, L↑ → R↓, R↓ → −L↑ and L↓ → −R↑. This implies the following transformation properties
in the spin-charge basis
ϕc(x) → ϕc(x) , ϕs(x) → −ϕs(x) , θc(x) → −θc(x) , θs(x) → θs(x) . (5.19)
The importance of the TRS for the model will become clear once we discuss the transport properties
in the presence of disorder.
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In the new basis, the (time-reversal invariant) Hamiltonian density including electron-electron inter-
action reads as
Hc =vc
2
[
KcΠ
2
c +K
−1
c
(
∂xϕc
)2]
,
Hs =vs
2
[
KsΠ
2
s +K
−1
s
(
∂xϕc
)2]
+
g⊥
2(pia)2
cos
(√
8piϕs
)
,
HSO =δv
2
[
∂xϕcΠs + ∂xϕsΠc
]
.
(5.20)
Here, the Luttinger parameters and plasmon velocities are deﬁned as
Kµ = 1 +
gµ
2pivF
, vµKµ = vF . (5.21)
where µ = c, s. In terms of the lattice parameters, we have
gc = −gs = −g⊥ = −a0U , (5.22)
where we reinstated the lattice constant a0. In particular for repulsive interaction U > 0, we ﬁnd
Kc < 1 and Ks > 1.
We notice that the charge sector in Eq. (5.20) is a LL with coupling constants vc and Kc. The
spin sector is also a LL but includes a backscattering term that can generate a spin gap if it becomes
relevant in the RG sense. We point out that the coupling constant in front of the cosine term is the
same that determines the Luttinger constant in the spin sector, i.e. gs = g⊥. This is no peculiarity of
the Hubbard model, but holds for any spin SU(2) invariant model. In the absence of SOC the RG ﬂow
of the model is described by the well known BKT equations (5.31) and the relation between the bare
parameters contrains the ﬂow exactly along the separatrix, see Fig. 5.3. In this case the cosine term is
irrelevant and the spinsector is a gapless Luttinger liquid.
The diﬀerent Fermi velocities and thus the SOC manifest themselves only in the term HSO that
breaks the spin-charge separation. Usually, the (marginal) term HSO would be neglected as it only
produces small corrections under the RG. In the present case, however, we have to keep it, since the
conventional ﬂow is exactly along the separatrix and thus even a marginal term may drive the system
into a new phase.
For the subsequent analysis it is convenient to switch to an imaginary time action formalism. The
partition function of the model is then
Z =
∫
DϕcDϕs e
−Ss[ϕs]−Sc[ϕc]−SSO[ϕc,ϕs] , (5.23)
Sc =
∫
dx dτ
2vF
[
(∂τϕc)
2 + (v∗c )
2 (∂xϕc)
2
]
, (5.24)
Ss =
∫
dx dτ
2vF
[
(∂τϕs)
2 +
{
v2s −
(δv)2
4
}
(∂xϕs)
2
]
+
g⊥
2(pia)2
∫
dxdτ cos
(√
8piϕs
)
, (5.25)
SSO =
iδv
2vF
∫
dxdτ
[
∂xϕc∂τϕs + ∂xϕs∂τϕc
]
. (5.26)
Here we introduced the renormalized coupling constants
K∗c = Kc
(
1− δv
2
4v2c
)− 1
2
, v∗c = vF /K
∗
c . (5.27)
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SDW (topological)
CDW (trivial)
0
Luttinger Liquid
Figure 5.3: RG ﬂow of Eq. (5.31) describing the phase diagram of interacting 1D fermions. In the
presence of spin-orbit coupling the starting point of the ﬂow is changed away from the SU(2)
invariant line (black rectangle) to the region of strong-coupling ﬂow (blue circle) for strong
spin-orbit coupling (δv > 2U) or to the region of ﬂow towards the Luttinger liquid phase
(green diamond) for weak spin orbit coupling (δv < 2U).
Next, we integrate out the (quadratic) charge sector which yields an eﬀective action Seﬀ,s = S0 + Sint
in the spin sector:
S0 =
1
2
∫
dq
2pi
dω
2pi
ϕs(q, ω)ϕs(−q,−ω)
[
1
vs(q, ω)Ks(q, ω)
ω2 +
vs(q, ω)
Ks(q, ω)
q2
]
,
Sint =
g⊥
2(pia)2
∫
dx dτ cos
(√
8piϕs
)
.
(5.28)
The eﬀective spin velocity and the Luttinger parameter obey the following equations
vs(q, ω)Ks(q, ω) = vF , (5.29)
vs(q, ω)
Ks(q, ω)
=
vs
Ks
− vF
(
δv
2vF
)2 [
1− 4ω
2
ω2 + (v∗cq)2
]
. (5.30)
Note that vs and Ks are the coupling constants of the system without SOC. The eﬀective propagator
in the spin sector is aﬀected in two ways by SOC as can be seen in Eq. (5.30): (i) The parameters
in the spin sector are explicitely renormalized by a δv term and (ii) there is a contribution from the
charge degrees of freedom where v∗c is renormalized according to Eq. (5.27).
5.2.2 Renormalization-group analysis
To determine the phase diagram in the presence of interactions we derive the RG equations of the
eﬀective action in Eq. (5.28) employing a perturbative Wilson RG procedure in momentum space. To
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this end we integrate out all high energy degrees of freedom between the momentum cutoﬀ Λ and
a lower cutoﬀ Λ′ to obtain the low-energy physics of the model. Details of the calculation can be
found in Appendix B of [123]. The result of this procedure is encoded in diﬀerential equations for
the dimensionless strength of backscattering λ⊥ = g⊥/pivF and the dimensionless coupling constant
λs = 2(1−Ks − δv2/8v2s). The equations are of the BKT type and read as
dλ⊥
d`
=− λ⊥(`)λs(`) ,
dλs
d`
= − λ2⊥(`) .
(5.31)
Here, ` = ln(Λ/Λ′) and the initial values are given by λ⊥(0) = U and λs(0) = U+δv f(U, δv). They are
determined by the dimensionless strength of interaction U = a0U/pivF and the dimensionless velocity
diﬀerence δv = (δv/2vF )
2. The RG equations have been derived for both U  1 and δv  1.
The function f(U, δv), that appears in the bare value of λ, is nonuniversal; that is, it depends on the
cutoﬀ procedure of the RG. However, independent of the way the cutoﬀ is introduced, one can show
that it changes sign at some point,
signf = sign
(
2U
δv
− 1
)
. (5.32)
The ﬂow of the coupling constants in Eq. (5.31) is plotted in Fig 5.3. The ﬂow in the absence of
SOC and the characterization of the strong-coupling phases has been discussed in Sec. 1.3.1 and we
brieﬂy summarize the main results at this point: Without SOC, the bare parameters are constrained to
the separatrix λ⊥ = λs. If interactions in the spin sector are repulsive the system ﬂows to a Luttinger
liquid phase with renormalized Luttinger parameter and plasmon velocity. If, on the other hand, the
interactions in the spin sector are attractive the ﬂow is to a strong-coupling phase (CDW), where
interactions dynamically open a gap in the spin sector.
In the presence of SOC the bare coupling constants move away from the separatrix. For attractive
interaction, the ﬂow is still to the CDW phase and SOC just yields a small renormalization of parame-
ters. If, on the other hand, interactions are repulsive, one of two possible scenarios is realized. For weak
SOC, δv < 2U , the system ﬂow to the Luttinger liquid ﬁxed point and for strong SOC δv < 2U the
system ﬂows to another strong-coupling ﬁxed point (SDW), where the operator ∼ cos(√8piϕs) opens
a gap in the spin sector. It is crucial to note that the gapped phases for diﬀerent signs of λ⊥ are not
equivalent. It will turn out that the SDW phase for λ⊥ > 0 is topologically nontrivial, while the CDW
phase for λ⊥ < 0 is topologically trivial. We point out that while the spin-mode is gapped in this phase
the charge mode still remains gapless. This leads to peculiar physical properties of the strong-coupling
phase that we will discuss in the next sections.
Before we proceed to characterize the properties of the strong-coupling phases in more detail, we
want to get an estimate of the magnitude of the spin-gap m that emerges in the in the strong-coupling
SDW phase To this end, we integrate the RG ﬂow (5.31) up to a scale l∗ = ln(Λ/∆s) where λ⊥(l∗) ∼ 1.
This yields the estimate
∆s = Λe
−pi/δv2 . (5.33)
The spin gap is therefore exponentially small.
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5.3 Disorder
We now consider the eﬀect of disorder on the phase diagram of the interacting electron system in the
presence of spin orbit coupling. In particular we will be interested in the fate of the CDW and SDW
phases, where interactions open spectral gaps in the spin sector. First, we consider a single impurity and
then generalize the discussion to random disorder. We will ﬁnd that the impact of disorder in general,
and a single impurity in particular, varies greatly depending on the type of the order in the spin sector.
We will ﬁnd that the CDW phase generically becomes localized in the presence of impurities. For the
SDW phase, there are two distinct scenarios, depending on the value of the Luttinger constant in the
charge sector. The phase either remains a ballistic conductor at zero temperature in the presence of an
impurity or the impurity becomes relevant and eﬀectively cuts the wire into two parts, each with a spin
gap. We show that in the latter scenario the conducting phase has emergent topological properties;
namely it hosts zero-energy bound states with fractional spin at the site of the impurity. Possible
experimental features of the topological phase are discussed at the end of this section.
5.3.1 Single impurity
Let us start our discussion by considering the action of nonmagnetic disorder given by
Sdis =
∫
dxdτ Uf (x)
(
R†σRσ + L
†
σLσ
)
+
∫
dxdτ
[
Ub(x)R†σLσ + H.c.
]
. (5.34)
Here, Uf,b, denotes the potential for disorder forward scattering and backscattering respectively. While
Uf is real the potential Ub is in general complex. Forward scattering plays no role for the transport
properties and we will neglect it from now since it is well known that it can be removed via a gauge
transformation of the ﬁelds [44]. Let us ﬁrst consider a single impurity, with potential Ub(x) = Ubδ(x).
We will assume that the potential is inversion symmetric and thus the parameter Ub is real. Upon
bosonization, this term takes the form
Simp = − λimpvs
∫
dτ
a
cos(
√
2piϕs(0, τ)) sin(
√
2piϕc(0, τ)) , (5.35)
with the dimensionless coupling constant λimp = 2Ub/(pivs). In higher order in a perturbative expansion
in λimp, scattering oﬀ the impurity generates two particle coherent scattering processes, described by
the action
Scoh = vs
∫
dτ
a
[
λimp,s cos(
√
8piϕs(0, τ)) + λimp,c cos(
√
8piϕc(0, τ))
]
. (5.36)
Here, the ﬁrst term corresponds physically to the backscattering of two incoming electrons with oppo-
site spin, incident from the left and right of the impurity. The resulting scattering process eﬀectively
backscatters a particle with spin 1 but zero charge. The second term in Eq. (5.36) describes a pro-
cess where two electrons with opposite spin are incident from the same side of the impurity and are
coherently backscattered. This process eﬀectively backscatters a singlet with charge 2e. These coher-
ent scattering processes become important when either the charge or the spin sector are gapped and
electronic excitations are prohibited.
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The action of interacting electrons in the presence of SOC and disorder has ﬁve parts S = SLL +
Sδ + SSG + Simp + Scoh, where
SLL =
1
2
∑
µ
1
Kµ
∫
d2r
(
∇ϕµ
)2
,
Sδ =
δ
2Kc
∫
d2r
[(
∂r1ϕc
)2 − (∂r2ϕc)2] ,
SSG = λ⊥
∫
d2r
a2
cos(
√
8piϕs(r)) ,
Simp = − λimp
∫
dr2
a
cos(
√
2piϕs(0, r2)) cos(
√
2piϕc(0, r2)) ,
Scoh =
∫
dr2
a
[
λimp,s cos(
√
8piϕs(0, r2)) + λimp,c cos(
√
8piϕc(0, r2))
]
.
(5.37)
Here, we deﬁned the dimensionless coupling constants λ⊥ = g1,⊥/(2pi2vs) and λimp = 2Ub/(pivs), as
well as the coordinates r = (r1, r2) = (x, vsτ)
T and the dimensionless velocity diﬀerence δ = 1− vc/vs.
The expansion of SLL to linear order in δ leads to the appearance of the term Sδ in the action. However,
we ﬁnd that this term does not ﬂow under the RG and also does not inﬂuence any of the other ﬂow
equations.
At this point we have to make one important remark. Note that we did not include the SO term
in Eq. (5.26) into the action in Eq. (5.37). This is because this term is marginal and will not change
the overall ﬂow signiﬁcantly. Its presence, however, is included implicitly by treating the two bare
parameters of the ﬂow Ks(0) and λ⊥(0) as independent. The phase diagram of the model in Eq. (5.37)
determined by the interplay of the impurity scattering, described by the terms Simp and Scoh and the
interaction described by the SG term. To gain a better understanding of this interplay we can study
the perturbative RG equations of the action in Eq. (5.37). They are given by
dKs
d`
= − 1
2
K2sλ
2
⊥ ,
dλ⊥
d`
= (2− 2Ks)λ⊥ ,
dλimp
d`
=
[
1− 1
2
(Ks +Kc)
]
λimp − 1
2
λimpλimp,c − 1
2
λimpλimp,s − 1
4
√
2pi
λ⊥λimp ,
dλimp,s
d`
= (1− 2Ks)λimp,s − 1
4
λ2imp −
1
2
λ⊥λimp,s ,
dλimp,c
d`
= (1− 2Kc)λimp,c − 1
4
λ2imp .
(5.38)
The only weak coupling ﬁxed point of these equations is λi = 0 for all i. The corresponding phase is
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Figure 5.4: Phase diagram of the model in Eq. (5.37), describing interacting 1D electrons in the
presence of both spin-orbit coupling and a single impurity. The classiﬁcation of the
phases is deﬁned in Eqs. (5.39). The bare parameters of the ﬂow are chosen as λ0⊥ =
0.2, λ0imp,s = 0.1 and λ
0
imp,c = 0.1. The phase boundary between the two SDW phases,
as well as between the impurity II and Luttinger liquid phase, is Kc = 1/2. The
boundary between the SDW phases and the neighboring phases is λ0⊥ > 2(K
0
s − 1)
and the boundary between the impurity I and the impurity II and the Luttinger liquid
phase is K0c +K
0
s = 2.
the spinful Luttinger liquid phase. There is also a number of strong-coupling ﬁxed points.
λ⊥ → 0 , λimp,s → 0 , λimp,c → 0 , λimp → ±∞ ⇒ Strong impurity I ,
λ⊥ → 0 , λimp,s → 0 , λimp,c →∞ , λimp → 0 ⇒ Strong impurity II ,
λ⊥ → 0 , λimp,s →∞ , λimp,c → 0 , λimp → 0 ⇒ Strong impurity III ,
λ⊥ →∞ , λimp,s → 0 , λimp,c → 0 , λimp → 0 ⇒ SDW I ,
λ⊥ →∞ , λimp,s → 0 , λimp,c →∞ , λimp → 0 ⇒ SDW II ,
λ⊥ → −∞ , λimp,s → 0 , λimp,c → 0 , λimp →∞ ⇒ CDW .
(5.39)
Note that the equations for λ⊥ andKs decouple from the rest. This result is very natural, since the local
disorder term cannot aﬀect the physics in the bulk. This can be used to classify the strong-coupling
phases above into three strong impurity phases, where the spin gap does not develop and three phases
with a gap in the spin sector.
If λ⊥ ﬂows to zero, the ﬁxed points correspond to those encountered in the study of a single impurity
in the Luttinger liquid phase [63, 66]. There are then three possible strong-coupling phases. In phase
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I, the impurity term becomes relevant. Physically, the impurity potential perfectly reﬂects incoming
electrons at zero temperature in the thermodynamic limit and the system is eﬀectively cut into two
parts, each being in the LL phase. The impurity phases II and III describe impurity potentials that
perfectly transmit spin but no charge, or vice versa. We will not discuss these phases in detail here
but refer to the original publications [63, 66]. There is, however, one diﬀerence between these works
and the current discussion. In the presence of the SG term, the bulk interaction Ks is also subject to
renormalization. This renormalization slightly shifts the phase boundaries between the impurity phases
in the Ks-Kc-plane compared to the model with λ⊥ = 0. Since the SG term is irrelevant in this region
of the phase diagram, the shift of the phase boundaries is very minor.
Let us now discuss the opposite situation, when λ⊥ grows under the RG ﬂow. As we have already
discussed, the criterion for the opening of a spin gap is the relation |λ0⊥| > 2(K0s − 1) between the
bare parameters of the RG. The nature of the ﬁxed point then additionally depends on the sign of
λ⊥. For λ⊥ < 0, the strong-coupling ﬁxed point is of the CDW type. In this case the development of
CDW order in the bulk goes hand in hand with the ﬂow of the impurity to strong coupling. In the
thermodynamic limit and at zero temperature, the impurity potential becomes perfectly reﬂecting and
cuts the wire into two parts, each exhibiting a CDW order.
In the SDW phase, on the other hand, the impurity potential always renormalizes to zero. Whether
the system remains conducting or becomes isulating in the thermodynamic limit then depends on the
coupling λimp,c that is generated by the impurity in second order. We ﬁnd that the corresponding
term becomes relevant for Kc < 1/2 independently of the physics in the spin sector. Then there are
two disordered SDW phases. In the SDW I phase, the system remains a ballistic conductor at zero
temperature, while the system in the SDW II phase is cut into two parts by the impurity analogously
to the CDW phase.
The phase diagram for λ0⊥ > 0 is depicted in Fig. 5.4. In the remainder of this section we will
substantiate this analysis by calculating the conductance in the opposite limits of a strong and weak
impurity. In the ﬁrst case, we study the tunneling current between the ends of two spin-gapped wires
and in the second case we calculate the conductance of a single wire in the SDW phase in the presence
of a weak impurity.
Weak impurity limit Let us ﬁrst investigate the inﬂuence of a weak impurity in the spin gap phase,
corresponding to the parameter regime |λ⊥|  1  λimp. To this end we ﬁrst perform a mean ﬁeld
analysis of the action in Eq. (5.37). If the strength of the SG potential deﬁnes the highest energy scale
in the problem, the mean ﬁeld is the one that minimizes the SG cosine term. At zero temperature the
mean ﬁeld takes one2 of the values φSDWs = pi(n + 1/2) for λ⊥ > 0 or φCDWs = pin, for λ⊥ < 0 with n
being integer. Here, we introduced the rescaled ﬁelds φµ(x, τ) =
√
2piϕµ for notational convenience.
To account for small ﬂuctuations around the mean ﬁeld solution, we expand the cosine term to
quadratic order in ﬂuctuations
δφs(x, τ) ≡ φs(x, τ)− φCDW/SDWs (5.40)
2Note, that a constant mean ﬁeld spontaneously breaks the discrete symmetry ϕs → ϕs +
√
pi/2n of the cosine term.
The solution only holds at T = 0, where the action in Eq. (5.37) describes a (1+1) dimensionell ﬁeld theory and
the spontaneous breaking of a discrete symmetry is allowed. At ﬁnite temperatures soliton solutions that interpolate
between diﬀerent minima restore the symmetry.
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Figure 5.5: The temperature dependence of the conductance in the disordered SDW phase. At high
temperatures there are power law corrections to the perfect conductance G0c = 2e
2/h
with exponent α1 = Kc+Ks−2 due to electron backscattering. At temperatures below
the spin gap m there are two distinct possibilities. For Kc > 1/2, the system is in the
SDW I phase, and for Kc < 1/2, it is in the SDW II phase. In the SDW II phase
transport proceeds by weak tunneling and the conductance vanishes as a power law with
exponent α3 = K
−1
c + K
−1
s − 2 as T → 0. In the SDW I phase impurity scattering
remains a weak perturbation and leads to corrections to the quantized conductance
with power law α2 = 4Kc − 2.
This generates a mass term these ﬂuctuations,
SSG =λ⊥
vs
a
∫
dx dτ cos(2φs) =
m2
4pivsKs
∫
dx dτ δφ2s (5.41)
In the last equality we deﬁned the mass m2 = 8piv2sKs|g⊥|/a2. This term adds to the Luttinger liquid
term, so that the quadratic action reads as
S0 =
1
4pivcKc
∫
ω,q
|φc(q, ω)|2(ω2 + v2cq2) +
1
4pivsKs
∫
ω,q
|δφs(q, ω)|2(ω2 + v2sq2 +m2) (5.42)
Expanding the impurity contribution to the action in Eq. (5.37) around the SDW and CDW mean
ﬁelds, respectively, we ﬁnd
Simp ' (−1)n+1λimp vs
a
∫
dτ cosφc(0, τ) , (CDW) (5.43)
Simp ' (−1)nλimp vs
a
∫
dτ cosφc(0, τ) sin δφs(0, τ) . (SDW) (5.44)
By power counting we see that the impurity operator in the CDW phase is a relevant perturbation 
it becomes relevant already for Kc < 2. In the thermodynamic limit, the impurity becomes perfectly
reﬂecting and the system is eﬀectively cut into two parts, each in the CDW phase.
In the SDW phase the eﬀect of disorder is more subtle. Let us integrate out the massive ﬂuctuations
in the spin sector to obtain an eﬀective action for the charge sector,
e−Seﬀ =
∫
D[δφs] e
−S0,se−Simp = 〈e−Simp〉s ' e
−〈Simp〉+ 12
(
〈S2imp〉−〈Simp〉2
)
(5.45)
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where the last step is an perturbative expansion in λimp to second order. In App. A, we derive the
correlation function for massive bosonic ﬁelds
〈δφs(0, τ1)δφs(0, τ2)〉 = KsK0(m|τ1 − τ2|) (5.46)
where K0(z) is the zeroth modiﬁed Bessel function. Using the asymptotics of this function, K0(x) ∼
e−|x|/
√
x for x→∞ and K0(x) ' − ln(x/2) for x→ 0 we obtain
〈sin δφs(0, τ)〉 = 0 , (5.47)
〈sin δφs(0, τ1) sin δφs(0, τ2)〉 = e−KsK0(ma/vs) sinh(KsK0(m|τ1 − τ2|)) . (5.48)
Substituting this into the expression for the eﬀective action in Eq. (5.45) yields
Seﬀ = (−1)n
(
λimpvs
a
)2 ∫
dτ1dτ2 cosφc(0, τ1) cosφc(0, τ2) 〈sin δφs(0, τ1) sin δφs(0, τ2)〉
' λimp,c vs
a
∫
dτ cos 2φc(0, τ) ,
(5.49)
where we performed a gradient expansion in m|τ1 − τ2|  1 and deﬁned the dimensionless constant
λimp,c = (−1)nλ2imp(1/2)
(
vsma/2
)Ks−1 × ∫ dx sinh(KsK0(x)). This means that the impurity itself is
eﬀectively absent in the SDW phase for energy scales below the gap, see also the discussion of the
strong-coupling phases of the RG below Eq. (5.39). However, it generates an eﬀective two-particle
scattering potential in second order perturbation theory in Eq. (5.49). This term is the λimp,c term
in Eq. (5.37). In the eﬀective theory the massive spin sector is then integrated out and the resulting
action takes the form
S =
1
4pi
∫
dx dτ
[
1
vcKc
(∂τφc)
2 +
vc
Kc
(∂xφc)
2
]
+ λimp,c
∫
dτ cos 2φc(0, τ) . (5.50)
with the eﬀective frequency UV cutoﬀ m. This model can be mapped exactly to the Kane-Fisher
model [63] with Kc → 2Kc. The scattering oﬀ the impurity thus only becomes relevant for Kc < 1/2.
For Kc > 1/2, the impurity yields small corrections to the charge conductance of a ﬁnite system given
by [63]
GSDW Ic '
2e2
h
Kc
1− c0Kc,Ksλimp
(
T
Λ
)Kc+Ks−2
Θ(T −m)− c1Kc,Ksλ2imp
(
T
Λ
)4Kc−2 , (5.51)
where Λ denotes the UV cutoﬀ and c0,1Kc,Ks are dimensionless positive numbers that depend on the
parameters Kc and Ks and the cutoﬀ procedure. We see that below the spin gap single particle
scattering oﬀ the impurity is absent. Physically, this is because the creation of a spin-12 particle or hole
costs at least the energy of the gap. The next important scattering channel is for electron pairs with
opposite spins, with contributes to the conductance in order λ2imp. Above the gap, this contribution is
subleading compared to the ﬁrst correction in Eq. (5.51) originating from single particle backscattering
oﬀ the impurity. The qualitative behavior of the conductance is plotted in Fig. 5.5.
Note that the conductance goes to the quantized value G0c =
2e2
h Kc as T → 0 as long as Kc > 1/2.
Consequently, there exists a disordered SDW phase (SDW I), realized for Kc > 1/2, in which the
system remains a ballistic conductor at zero temperature.
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If, on the other hand, Kc < 1/2, the eﬀective disorder term in Eq. (5.50) becomes relevant and drives
the system to another phase (SDW II). In this phase, we expect that disorder cuts the wire into two
parts, each having a spin gap. To substantiate this claim we next analyze the limit of a strong impurity.
Before, however, let us brieﬂy comment on the eﬀect of magnetic impurities on the transport prop-
erties of the system. Consider an impurity potential whose scattering strength depends on the spin of
the incoming electrons. The backscattering part is then
S′dis =
∫
dτ
[
Ub,σR†σ(0, τ)Lσ(0, τ) + H.c.
]
= − λimpvs
∫
dτ
a
cos(
√
2piϕs(0, τ)) sin(
√
2piϕc(0, τ))
− λimp,magnvs
∫
dτ
a
cos(
√
2piϕc(0, τ)) sin(
√
2piϕs(0, τ))
(5.52)
with λimp = (Ub,↑ + Ub,↓)/pivs and λimp,magn = (Ub,↑ − Ub,↓)/pivs. The ﬁrst term denotes nonmagnetic
impurities, while the second models magnetic ones. After expanding around the SDW mean ﬁeld and
integrating out massive ﬂuctuations, the magnetic impurity term generates an eﬀective potential for
the charge degrees of freedom ∼ λimp,magn cos(
√
2piϕc(0, τ)). This term becomes relevant already for
Kc < 2 and drives the system into the SDW II phase. Note, however, that the nonmagnetic impurity
potential is odd under TR and thus the SDW phase is protected against this perturbation as long as
TR is not broken. This also motivated the inclusion of spin-orbit coupling as the mechanism that drives
the Luttinger liquid to the SDW phase. The SDW phase can also be realized by applying a magnetic
ﬁeld perpendicular to the system, which however breaks time reversal, in which case the system is no
longer protected against generic impurity scattering [129].
Weak tunneling limit: We now study the phase with a bulk spin gap and a strong impurity, i.e. the
regime λimp  |λ⊥|  1. In this limit we expect that the impurity cuts the system into two parts.
In this case we may ask the question whether the phase is stable against the application of a weak
voltage that induces a tunneling current between the two parts. If the tunneling current diverges for
small voltages, we have perturbed around the wrong ground state and the correct one is in fact a single
(conducting) system.
Again, in the strong-coupling limit, we study the classical mean ﬁeld of the action in (5.37). The
bosonic ﬁeld in the spin sector develops a ﬁnite expectation value φSDWs = pi(n + 1/2) for g⊥ > 0 or
φCDWs = pin, for g⊥ < 0 that minimizes the potential energy of the SG term in the bulk. At the origin,
however, the bosonic ﬁelds will be pinned to the minima of the impurity term, since the impurity
potential is now the strongest energy scale in the problem. The local mean ﬁeld at the origin is then
(φimpc , φ
imp
s ) =
(
(m+ l)pi, (m− l)pi) , (5.53)
where we assumed that λimp > 0 and m and l are both integers.
Let us now anticipate on physical grounds the behavior of the system under the application of a
small tunneling voltage across the two wires. Tunneling through the potential barrier induced by the
impurity can be understood as inserting an additional electron at the end of the wire.
Consider ﬁrst the case of CDW order in the bulk. Adding an electron at the end of the wire creates
±pi soliton-like kinks in both charge and spin ﬁelds. Therefore, since the mean-ﬁeld value of the spin
ﬁeld at the end of the wire and in the bulk diﬀers by an integer multiple of pi, see Fig 5.6, electrons
may only be added in pairs. The tunneling action of such processes is given by the dual theory of the
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action in Eq. (5.51) and the tunneling term becomes relevant only for Kc > 2 [63, 66]. Consequently,
the disordered CDW phase is robust against weak tunneling.
The situation changes signiﬁcantly if we consider bulk SDW order. In this case, the mean-ﬁeld value
of the spin ﬁeld at x = 0 and in the bulk diﬀers by a minimal amount of ±pi/2. Therefore, the potential
barrier already distorts the bulk SDW order and adding an electron at the edge merely changes the
polarity of the distortion. For now, we postpone a physical discussion of this situation to Sec. 5.3.2.
Here, let us derive a perturbative expression for the tunneling current if both wires are in the SDW
phase.
Our starting point is the action S = S0 + Simp with
S0 =
1
2vcKc
∫
ω,q
|ϕc(q, ω)|2(ω2 + v2cq2) +
1
2vsKs
∫
ω,q
|φs(q, ω)|2(ω2 + v2sq2 +m2) ,
Simp =− λimp vs
a
∫
dτ cosφs(0, τ) cosφc(0, τ) .
(5.54)
Since the action is quadratic in ﬁelds except for the point x = 0, we can integrate out all degrees of
freedom except those at the origin, which yields the eﬀective action
e−Seﬀ =
∫
Dφs
∫
Dϕc δ[ϕs(τ)− φSDWs − φs(0, τ)]δ[ϕc(τ)− φc(0, τ)]e−S . (5.55)
Performing the integration we get
Seﬀ =
1
2piKc
∫
ω
|ω||ϕc(ω)|2 + 1
2piKs
∫
ω
√
ω2 +m2|ϕs(ω)|2 − λimp vs
a
∫
dτ cosϕs(τ) cosϕc(τ) . (5.56)
Note that the action is similar to that of a Brownian particle with coordinate (ϕc, ϕs) moving in a
periodic potential and coupled to a dissipative environment. In our model, the low-lying spin and
charge excitations in the bulk cause the dissipation. Hence our 1D problem is now reduced to the
problem of a quantum-mechanical problem, i.e. a 0D ﬁeld theory. We point out that, since the spin
sector of the model is gapped, there exist no low lying exciations and hence no dissipation in the spin
sector for energies below the gap.
Our goal now is to calculate the tunneling current. Since the bosonic ﬁelds at the origin are pinned
to the minima of the impurity potentials, this current is carried by instantons that connect neighboring
minima. To ﬁnd a perturbative expression for this tunneling current, we adapt a formalism developed
in Ref. [66]. The dissipation suﬀered by the particle at the coordinate (ϕc, ϕs) can be expressed with
a linear coupling to harmonic oscillators, i.e we should study the action
S =
∫ β
0
dτ L({x1j}, {x2k}, ϕs, ϕc) ,
L =
∑
j
[
m1j
2
(∂τx1j)
2 +
m1j
2
ω21jx
2
1j + g1jx1jϕc +
g21j
2m1jω21j
ϕ2c
]
+
∑
k
[
m2k
2
(∂τx2k)
2 +
m2k
2
ω22kx
2
2k + g2kx2kϕs +
g22j
2m2jω22j
ϕ2s
]
− λimp vs
a
∫
dτ
[
cosϕs(τ) cosϕc(τ)− 1
]
(5.57)
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with the spectral functions for the oscillators {x1j} and {x2k}
J1(ω) =
∑
j
pig21j
2m1jω1j
δ(ω − ω1j) = ω
piKc
Θ(ω) ,
J2(ω) =
∑
k
pig21k
2m2kω2k
δ(ω − ω2k) =
√
ω2 −m2
piKs
Θ(ω −m) .
(5.58)
Here, the expressions on the right hand side are obtained from the analytical continuation of the
propagator [56] in the action in Eq. (5.54)
J1,2(ω) = − lim
δ→0
Im G−1c,s (−iω + δ) . (5.59)
The tunneling probability to lowest order in the electron tunneling matrix element te is obtained using
Fermis golden rule for tunneling between the neighboring minima (ϕc, ϕs) = (0, 0) and (pi, pi):
P(0,0)→(pi,pi) = 2pit2e
∑
i,f
| 〈f |i〉 |2e−βEiδ(Ef − Ei − eV )
/∑
i
e−βEi
= t2e
∫ ∞
−∞
dt0 〈e−iHf t0eiHit0〉i eieV t0 ,
(5.60)
where V is the applied voltage and |i〉 (|f〉) represent eigenstates of Hi (Hf ) with eigenvalues Ei
(Ef ). The thermal average is deﬁned as 〈X〉i = Tr(Xe−βHi)/Tr(e−βHi). The initial and ﬁnal state
Hamiltonians are obtained from L in Eq. (5.57) by setting (φc, φs) = (0, 0) and (pi, pi), respectively.
The average is calculated by quantizing the oscillator modes which yields the tunneling probability
P(0,0)→(pi,pi)
= t2e
∫ ∞
−∞
dt0 exp
[
ieV t0 − pi
∫ ∞
−∞
dω
ω2
(
J1(ω) + J2(ω)
) [
(1− cosωt) coth(βω/2) + i sinωt]] . (5.61)
The probability of the reverse process, (ϕc, ϕs) = (pi, pi)→ (0, 0) is obtained the same way as Eq. (5.60)
but with i and f interchanged
P(pi,pi)→(0,0) = t2e
∫ ∞
−∞
dt0 〈e−iHit0eiHf t0〉f e−ieV t0 = e−βeV P(0,0)→(pi,pi) . (5.62)
Here, the last equality represents the detailed balance. The net charge current is given by the diﬀerence
of the tunneling probabilities
jc = 2e(P(0,0)→(pi,pi) − P(pi,pi)→(0,0)) = 2et2e(1− e−βeV )
×
∫ ∞
−∞
dt0 exp
ieV t0 − ∫ dω
ω2
[J1(ω) + J2(ω)]
(
(1− cosωt0) coth βω
2
+ i sinωt0
) , (5.63)
where the factor 2 comes from the spin degeneracy. From this result, we obtain the charge current at
zero temperature as a function of the voltage
jc = 2et
2
e
∫ ∞
−∞
dt0 exp
[
ieV t0 −
∫
dω
ω2
[J1(ω) + J2(ω)]e
−ω/Λ(1− e−iωt0)
]
. (5.64)
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Figure 5.6: Spatial proﬁle of the φs(x) ﬁeld in the topological SDW phase (blue) or the topologically
trivial CDW phase (red) in the presence of an impurity with ﬁnite range Limp located at
the origin. The kink (solid line) and anti-kink (dotted line) conﬁgurations correspond
to the two degenerate groundstates at the boundary, where the ﬁeld has to minimize
the backscattering potential. Addition of a single electron changes the ﬁeld by ±pi and
therefore costs no energy in the SDW phase since it switches the polarity of the kink,
which corresponds to the transition between degenerate states at the boundary. In the
CDW phase single-electron excitations are gapped but the addition of two electrons
with parallel spin, which coresponds to the transition of red kink and antikink, or the
addition of a singlet pair of electrons (straight solid line) is allowed.
Evaluating the integral, we ﬁnd the expression for the charge current
jc = dKc,0
(
eV
Λ
) 1
Kc
−1
Θ(m− eV ) + dKc,Ks
(
eV
Λ
) 1
Kc
+ 1
Ks
−1
Θ(eV −m) , (5.65)
with dKc,Ks = 4piet
2
e/(ΛΓ(
1
Kc
+ 1Ks )). For voltages above the gap, the tunneling current coincides with
that of a spinful Luttinger liquid [56]. At voltages below the gap, the tunneling conductance behaves
as Gc = djc/dV ∼ V
1
Kc
−2 which vanishes for V → 0 if Kc < 1/2.
To summarize, we have shown that there exist two distinct SDW phases. In the SDW II phase,
realized for Kc < 1/2, a weak impurity grows under the RG ﬂow. In the strong-coupling regime
the impurity potential becomes perfectly reﬂecting eﬀectively cutting the wire into two parts, each
exhibiting SDW order. This phase is stable against a weak tunneling current.
In the SDW I phase, realized for Kc > 1/2, a weak impurity ﬂows towards weak coupling. We have
shown that in this phase a strong impurity also becomes weaker at lower energy scales (an inﬁnitesimal
weak tunneling voltage already creates a ﬁnite tunneling current driving the system into the conducting
regime).
5.3.2 Boundary zero modes
The robustness of the SDW I phase against impurity scattering observed above can physically be
explained by the presence of zero-energy modes localized at the impurity site. In order to show the
existance of zero modes, we introduce a strong impurity at site x = 0 with ﬁnite range Limp, that
eﬀectively cuts the system into two parts. If we assume that the backscattering potential generated the
strongest energy scale in the problem, the action is minimized by pinning the spin and charge ﬁeld at
the position of the impurities to one of the values (φimpc , φ
imp
s ) =
(
(m+ n)pi, (m− n)pi). In the bulk, on
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the other hand, the spin ﬁeld is locked to φSDWs = pi(n+ 1/2). This implies that the ﬁeld has to change
by a minimal amount ±pi2 close to the boundary, see Fig. 5.6. These kink and antikink conﬁgurations
can be interpreted as the two degenerate ground states of a mode located at the boundary. This mode
carries half of the electron spin, which is determined by size of the (anti-)kink at the boundary
Sz = lim
δ→0
∫ −Limp+δ
−Limp−δ
dx ρs(x) =
1
2pi
∫ −Limp+δ
−Limp−δ
dx ∂xφs(x) = ±1
4
. (5.66)
This agrees with recent ﬁndings in an analogous model in Ref. [130].
Tunneling of a spin-12 particle into the edge requires ﬂipping the (anti-)kink by a magnitude ±pi.
Since the two states are degenerate, this does not cost any energy  in the thermodynamic limit we
can neglect the charging energy, which scales as 1/L, that is required to add an additional particle. In
terms of the edge state, we can interpret this as follows. The electron is added at the edge but does
not have to pay the cost for the creation of a spin-12 in the gapped spin sector, since the spin change
triggers a transition between the degenerate spin-14 ground states of the edge mode.
To summarize, we expect the topological phase to host zero-energy edge modes with fractional spin
in the spin sector that are located at the boundary. The existence of such edge modes is topologically
protected since the values of the ﬁeld φs deep in the bulk for x→∞ and at the impurity site are ﬁxed.
Alternatively, the presence of edge states can be shown by refermionizing the Luttinger model with SG
term at the special value Ks = 1/2 and solving the eigenvalue equation for zero energy eigenstates of
the Hamiltonian. This program is performed in App. D of [131] and yields eigenstates exponentially
localized at the boundary of the 1D system. While it is not mentioned in the original publication, the
edge state wave function is only normalizable for g1⊥ > 0.
Physical argument for the current We can use the physical picture of edge states to motivate
the behavior of the tunneling conductance obtained in Sec. 5.3.1, following an argument by Ref. [56].
Due to the zero-energy state, the local density of states in the spin sector takes the form νs(x =
0, ) = ν0s δ() + ν
reg
s (), where ν
reg
s () is the contribution of massive modes above the SDW gap. On
the other hand, the charge sector is still massless and the end-chain density of states is given by
νc(x = 0, ) = 
1
2Kc
−1 [56].
Since charge and spin sector factorize, the total density of states at the edge is a convolution of the
two individual densities of states,
νedge(x = 0, ω) ∼
∫ ω
0
d νc(x = 0, )νs(x = 0, ω − ) ∼ νc(x = 0, ω) ∼ ω
1
2Kc
−1 . (5.67)
The tunneling current between the two parts of the system is obtained as
jc(V ) ∼
∫ V
0
dω νedge(x = 0−, ω)νedge(x = 0+, ω) ∼ V
1
Kc
−1 , (5.68)
which agrees with the result of the perturbative calculation performed in Sec. 5.3.1.
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5.3.3 Disorder
Let us now discuss the inﬂuence of disorder on the transport properties in the presence of SOC. The
action describing nonmagnetic disorder is
Sdis =
∑
σ
∫
dxdτ Uf (x)
(
R†σRσ + L
†
σLσ
)
+
∫
dx
[
Ub(x)R†σLσ + H.c.
]
.
=
2√
pi
∫
dxdτ Uf (x)∂xϕc − i
4pi
∫
dxUb(x)e−
√
2piϕc cos(
√
2piϕs) + H.c. .
(5.69)
The disorder ﬁelds have the usual correlation functions 〈Uf (x)Uf (x′)〉dis = 〈Ub(x)U∗b (x′)〉dis = Dδ(x −
x′), and zero otherwise. As we already discussed, forward scattering can be removed from the parti-
tion function through a gauge transformation. After introducing replicas and performing the disorder
average, the action has four parts S = Sc + Ss + SSO + Sb, with
Sc =
1
2K∗c v∗c
∑
n
∫
dxdτ
[
(∂τϕcn)
2 + (v∗c )
2(∂xϕcn)
2
]
,
Ss =
1
2K∗s v∗s
∑
n
∫
dxdτ
[
(∂τϕsn)
2 + (v∗s)
2(∂xϕsn)
2
]
+
g⊥
2(pia)2
∑
n
∫
dx dτ cos
(√
8piϕsn
)
,
SSO = i
δv
vF
∑
n
∫
dxdτ ∂τϕcn∂xϕsn ,
Sb =
D
(pia)2
∑
n,m
∫
dxdτ1dτ2 cos(
√
2pi[ϕcn(1)− ϕcm(2)]) cos(
√
2piϕsn(1)) cos(
√
2piϕsm(2)) .
(5.70)
Here, n, m denote replica indices and the asterisk symbolizes that the parameters already contain
renormalization eﬀects due to the velocity diﬀerence δv.
We consider the scenario that λ⊥  1 and the spin gap has already established. In this case we
may neglect the marginal term SSO and expand ϕs around the mean ﬁeld as in Eq. (5.40). Integrating
out the massive ﬂuctuations δϕs, the model maps to the Giamarchi-Schulz model [67] with K → 2K∗c .
Disorder thus becomes relevant for K∗c < 3/4.
This result can also be deduced from the result for a single impurity by the following heuristic
reasoning [56]. For a single nonmagnetic impurity the conductance has been calculated in Eq. (5.51)
and reads as
G =
2e2
h
− c1Kc,Ksλ2imp
(

m
)4Kc−2
, (5.71)
where c1Kc,Ks is a nonuniversal constant and  = max(T, eV ). To establish the boundary between
localized and delocalized regime for the case of weak disorder, it is suﬃcient to replace  → 1/L and
multiply δG by the number of impurities Nimp ∼ 1/L. Now if G grows with increasing L, the system
is in the localized regime, else it is in the delocalized regime. This yields the threshold Kc < 3/4
for localization in the presence of nonmagnetic impurities and K < 3 for magnetic impurities. This
situation is very similar to the eﬀect of disorder in quantum-spin-Hall edge states [85]. The edge states
are also protected against nonmagnetic impurities for weak interactions Kc > 3/8 but are expected to
localize if the interactions in the system become too strong.
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5.3.4 Experimental signatures
There are several signatures of the SDW I phase studied above that can be tested in experiment. First,
our theory predicts that the conductance as a function of temperature behaves as Eq. (5.51). Unlike
in the Luttinger liquid phase in the presence of an impurity or in the disordered CDW phase, the
conductance does not go to zero in the limit of low temperatures, but reaches its quantized value. This
can be used as a clear experimental signature of the SDW I phase.
Another experiment is the measurement of the tunneling density of states (TDOS) using scanning
tunneling microscopy. In the topologically nontrivial SDW I phase, we expect to see signatures of edge
modes at the end of a ﬁnite wire. At low bias, the TDOS at the impurity site is expected to show a
power-law zero bias anomaly, see Eq. (5.68). In the bulk of the wire, on the other hand, there is a hard
gap of the size of the spin gap m for single-electron tunneling. We expect an overall behavior,
ν()/ν0 ∼
(/m)1/2Kc−1 , close to the edgesΘ(−m) , in the bulk (5.72)
where ν0 is the bare value of the tunneling density of states and  is the excitation energy measured
from the Fermi surface.
5.4 Summary of chapter 5
In this chapter, we investigated the inﬂuence of Rashba SOC on the phase diagram and transport
properties of one-dimensional electrons. The main role of the spin-orbital interactions is to break the
spin-rotational symmetry in the spin sector, which enables the realization of previously symmetry-
protected phases. The most interesting situation occurs when the dimensionless strength of SOC
is stronger than the strength of interactions. In this case, electron-electron interactions drive the
spin sector of the system to a strong-coupling phase with quasi-long-range spin-density-wave order
where a spectral gap is dynamically generated. This prediction was established by treating interactions
using bosonization and a weak-coupling renormalization-group analysis which is controlled by the small
parameters of dimensionless interaction U and spin-orbit-coupling strength δv.
We show that this gapped SDW phase exhibits properties akin to those of TIs. It diﬀers, however,
from conventional band insulators due to the fact that only the spin sector is gapped, while the charge
sector of the liquid is still massless. Since physical electrons carry both spin and charge, the whole
electron liquid forms an unusual topological state. The topological nature manifests itself mainly in
two properties: First, the bulk of the system is protected against nonmagnetic impurity scattering for
interaction strengths Kc > 3/4, for high impurity concentration and for Kc > 1/2 in the case of a
single impurity. Second, we ﬁnd zero-energy edge modes at the boundary of a ﬁnite system that carry
fractional electron spin. These topological properties are protected by the bulk spin-gap.
There are several signatures of this novel topological state that may be used to verify it experimentally.
The conductance of the system in the topological phase is expected to show a non-monotonous behavior
as a function of temperature according to Eq. (5.51) which is depicted in Fig. 5.5. Furthermore, the
tunneling density of states, as described by Eq. (5.72) shows distinct behavior in the bulk and at the
edge of the wire. Due to the spin gap, there is a hard gap for single-particle tunneling in the bulk,
while the tunneling density of states at the boundary shows power law behavior as a function of the
bias.
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In this thesis we have analyzed the eﬀect of topology, interactions and disorder, as well as their mutual
interplay on the transport properties of one-dimensional quantum systems. This chapter presents a
brief summary of the main results and outlines related further research projects.
Ch. 3 is concerned with the impact of electron-electron interactions and disorder on the transport
properties of the HLL, that emerges at the boundary of 2D QSH insulators in the topological regime.
The discerning property of this quantum liquid is its topological protection against disorder scattering.
In the presence of nonmagnetic disorder, elastic backscattering between Kramers partners is exactly
forbidden by time-reversal symmetry. As a result, the T = 0 conductance is given by G0 = 2e
2/h
independently of the strength of disorder (as long as the two-dimensional bulk is insulating). However,
at nonzero T , we ﬁnd that inelastic backscattering is generically triggered beyond Sz-conserving models
and gives rise to dissipation, even in the absence of disorder, modifying signiﬁcantly the transport
properties of both a clean and disordered helical liquid. We have identiﬁed two main sources of inelastic
scattering in the microscopic low-energy theory. First, the existence of a Dirac point in the spectrum
of helical electrons allows for the presence of a unique Umklapp process, termed g5 process. This
perturbation breaks speciﬁc conservation laws, present in the usual LL, and hence generates dissipation,
even in the absence of disorder. If the edge is disordered, the physics becomes even richer. In this case
composite scattering processes, containing both forward scattering from impurities and interaction
induced backscattering, are present in the theory and determine the behavior of transport observables
at low temperatures. In this context, it is of conceptual importance that forward scattering oﬀ disorder,
in contrast to disorder induced backscattering, plays the primary role in these combined eﬀects.
Our main result concerns the temperature dependence of the dc resistivity, depicted in Fig. 3.5, and
the dependence of the conductivity on the frequency of the driving ﬁeld at ﬁxed temperature, depicted
in Fig. 3.6. Both generically show an anomalous power-law temperature or frequency dependence
similar to the conventional LL. By complementing the perturbative analysis with a weak-coupling
RG procedure, we have shown that the HLL is stable against perturbations that may open a gap for
intraedge interactions smaller than the critical value K = 1/2. In fact, the protection against the
opening of a gap at the edge for K > 1/2 is facilitated by the disorder backscattering term. The
disorder scattering does not aﬀect transport, but destroys the phase coherence of electrons leading to
less repulsive interaction under the RG ﬂow. For more repulsive interactions we have identiﬁed the
existence of various strong-coupling ﬁxed points of the RG, but their characterization remains an open
problem for future work. However, we have presented qualitative arguments that even if the edge modes
were to develop a gap an edge reconstruction deeper inside the bulk would take place. The new edge
states are expected to exhibit the weak-coupling transport properties of the original edge modes.
The central topic of Ch. 4 has been the investigation of Coulomb drag between helical liquids. The
Coulomb drag provides a sensitive measure of the electron-electron correlations in a material and is
therefore of particular interest in the HLL, since the intraedge dissipation is generated solely by inelastic
scattering events. The main result of our analysis concerns the behavior of the dc-drag resistivity as a
function of the temperature depicted in Fig. 4.4. For temperatures below a characteristic scale T1, drag
occurs due to backscattering of electrons in the passive edge at the Fermi surface caused by particle-hole
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ﬂuctuations in the active edge. The drag resistivity in this regime generically behaves as a power law
with anomalous exponent determined by the Luttinger parameter of the relative density mode K−.
At higher temperatures, on the other hand, we ﬁnd that the dominant contribution to the resistivity
derives from plasmon mediated drag. The discovery of this novel mechanism of plasmon mediated drag
in 1D systems constitutes the second main result of this chapter. Finally, we have presented qualitative
arguments similar to Ch. 3 that, unlike in the case of coupled LLs, the drag resistivity of coupled HLLs
does not increase exponentially at lowest temperatures but rather goes to zero as a power law. This
behavior was attributed to the topologically nontrivial origin of the HLL. It is in particular this feature
of the drag resistivity that might be used to experimentally observe the drag between helical liquids.
The results in both Ch. 3 and 4 have been obtained using a combination of weak-coupling perturbation
theory and RG methods. First, by treating the electron-electron interaction perturbatively, we solve
the kinetic equation for the model and obtain the resistivity in the high-frequency and low-frequency
regimes. These regimes are distinguished by the relation between the frequency of the driving ﬁeld and
the relevant inelastic relaxation rate. Next, we bosonized the model and studied the high frequency
resistivity in linear response. The combination of both method allows us to make predictions about the
resistivity in a large parameter regime. Finally, the behavior at lowest temperatures is investigated by
employing a weak-coupling RG analysis.
Finally, in Ch. 5 we investigated the inﬂuence of Rashba SOC on the phase diagram and transport
properties of interacting 1D electrons. The main role of the spin-orbital interactions is to break the
spin-rotational symmetry in the spin sector, which enables the realization of previously symmetry-
protected phases. The most interesting situation occurs when the dimensionless strength of SOC is
stronger than the dimensionless strength of interactions. In this case, electron-electron interactions
drive the spin sector of the system to a strong-coupling phase with quasi-long-range spin-density-wave
order where a spectral gap is dynamically generated. On the other hand, the charge sector remains
gapless. This prediction was established by treating interactions using bosonization and a weak-coupling
renormalization-group analysis which is controlled by the small parameters of dimensionless interaction
and spin-orbit-coupling strength.
We show that this gapped SDW phase exhibits properties akin to those of TIs. It diﬀers, however,
from conventional band insulators due to the fact that only the spin sector is gapped, while the charge
sector of the liquid is still massless. Since physical electrons carry both spin and charge, the whole
electron liquid forms an unusual topological state. The topological nature manifests itself mainly in
two properties: First, the bulk of the system is protected against nonmagnetic impurity scattering for
interaction strengths Kc > 3/4, for high impurity concentration and for Kc > 1/2 in the case of a
single impurity. Second, we ﬁnd zero-energy edge modes at the boundary of a ﬁnite system that carry
fractional electron spin. These topological properties are protected by the bulk spin-gap.
There are several signatures of this novel topological state that may be used to verify it experimentally.
The conductance of the system in the topological phase is expected to show a non-monotonic behavior
as a function of temperature according to Eq. (5.51) which is depicted in Fig. 5.5. Furthermore, the
tunneling density of states, as described by Eq. (5.72) shows distinct behavior in the bulk and at the
edge of the wire. Due to the spin gap, there is a hard gap for single-particle tunneling in the bulk,
while the tunneling density of states at the boundary shows power-law behavior as a function of the
bias.
Naturally, many aspects presented in this thesis deserve further study. Firstly, we have discovered in
Ch. 3, that scattering oﬀ impurities does not generate any dissipation to lowest order in perturbation
theory, even if the impurities are dressed by arbitrarily strong Friedel oscillations. It was recently
conﬁrmed in [89] that this is an exact property of the model, to any order in perturbation theory. It
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would therefore be interesting to analyze if the protection is caused by some hidden conservation law.
Another aspect that deserves further study concerns the nature of the strong coupling regimes in both
the single edge and double edge setups studied in this thesis. One of the main arguments presented in
the main text is that the edge cannot be studied disentangled from the bulk and therefore we expect
that the edge conduction persists as long as the bulk remains in the topological regime even in the
presence of strong interactions at the edge. Nonetheless, it is interesting to study how this protection
arises microscopically. Thereby, on ﬁrst has to answer the question if the protection can be seen in
the edge theory itself or if one has to study the bulk simultaneously with the edge. Oftentimes we
noticed that transport properties are determined by higher order scattering events describing pairs of
fermions. Therefore a promising approach to further investigate the strong-coupling ﬁxed points of the
HLL might be to express the low energy ﬁeld theory in terms of composite fermions and study their
properties in turn.
Finally, open questions remain concerning the topological SDW phase discussed in Ch. 5. Our
analysis of the weak-tunneling regime was based on the mapping of the 1D quasiclassical theory to a
0D quantum theory. In the problem of the single impurity in a LL, there exists a further method to gain
complementary insight into the problem which consist of deriving the dual theory using a instanton
expansion [66]. It would be interesting to develop such a dual theory also in our case. In particular
we expect that the presence of zero-energy edge modes generates additional terms in the ﬁeld theory
which might lead to distinct signatures in the spin conductance.
In conclusion, we have seen in this thesis that the three central aspects of quantum transport in one
dimension outlined in the introduction  topology, interaction and disorder  are inherently related.
Topological materials generically host gapless edge modes with unique properties symmetry-protected
against impurity scattering. Ch. 3 showed that this protection is typically broken in the presence of
interactions at the edge. While the edge states are still protected against Anderson localization by
TRS, corrections to the exact quantization of the edge conductance do arise, due to elastic scattering
oﬀ disorder dressed by Friedel oscillations. Even in the absence of disorder, we have seen that the
interplay of topology and interaction leads to novel transport phenomena in 1D quantum systems. In
particular, in the context of Coulomb drag, we have seen that the drag at suﬃciently high temperatures
is mediated by plasmons, since usual interaction channels are suppressed due to the topological origin
of the edge liquid. Finally, Ch. 5 provided the proof of principle that strong interactions in 1D systems
can generate gapped phases where topological properties emerge dynamically.
On a more general level, the work presented in this thesis accomplishes the following main achieve-
ments. Conceptually, this thesis has shown that the edge states of TIs remain conducting even in
the presence of disorder and weak interactions. By the bulk-boundary correspondence this suggests
that the classiﬁcation of TIs in the periodic table remains stable in the presence of weak interactions.
Further, we have been able to formulate exact criteria for the critical strength of the interaction for
which the topological protection breaks down, by treating the edge modes in the framework of the
exactly solvable Luttinger model. Furthermore, we have shown that interactions in 1D systems can
lead to strong-coupling phases, where topological properties emerge dynamically. These phases have
no noninteracting analogue, but still poses properties akin to topological insulators. In particular
they exhibit a bulk-boundary correspondence. Taken together, this thesis shows that one-dimensional
quantum systems not only provide a useful theoretical framework to study the impact of strong inter-
actions on topological phases of matter but also provide promising candidate materials for the ongoing
experimental search for exotic new topological phases of matter.
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QSH quantum spin Hall. viii, x, 27, 28, 30, 33, 57, 64
RG renormalization group. 13, 9, 10, 1517, 56, 59, 61, 9193, 95, 97, 99, 141143, 145
RPA Random phase approximation. 66, 6971, 73
SDW spin-density wave. 11, 12, 85, 93, 94, 96101, 103, 104, 106, 108, 109
SG sine-Gordon. 10, 95, 97, 100, 104
SIA structural-inversion asymmetry. 28
SOC spin-orbit coupling. vii, viii, x, 25, 26, 28, 3336, 8593, 95, 105, 106
SSH Su-Schrieﬀer-Heeger. 2224
TI Topological insulators. viiix, 1923, 25, 2730, 60, 85, 106, 108, 109
TRS time-reversal symmetry. vii, ix, 20, 21, 23, 25, 26, 2830, 34, 39, 59, 6365, 83, 85, 90, 109
UV ultraviolet. 2, 34, 49, 56, 99
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Notations and conventions
Here we present a list of notations and conventions used throughout this thesis
1. We use units where ~ = kB = c = 1, where ~ is the reduced Planck's quantum, kB is Boltzmann's
constant and c is the velocity of light.
2. The symbol
∫
k denotes the normalized integration over momenta:∫
k
· · · =
∫
dk
2pi
· · · .
3. In order to distinguish between operators in Fock space and quantum ﬁelds the former are depicted
with hats whereas the latter are not (see e.g. ϕˆ Eq. (1.13) and ϕ(z, z¯) in Eq. (1.15) ).
4. The Pauli matrices are deﬁned as
σ0 = τ0 =
(
1 0
0 1
)
, σx = τx =
(
0 1
1 0
)
,
σy = τy =
(
0 −i
i 0
)
, σz = τx =
(
1 0
0 −1
)
,
where we use the symbol σ refers to the microscopic spin of the electron and τ refers to pseudospin.
5. The commutator [·, ·] and anticommutator {·, ·} are deﬁned as
[Aˆ, Bˆ] := AˆBˆ − BˆAˆ , {Aˆ, Bˆ} = AˆBˆ + BˆAˆ
for two operators Aˆ and Bˆ.
6. For binary quantum numbers a bar over the quantum number index denotes negation, i.e. if the
spin σ =↑ then σ¯ =↓.
7. The Fermi-Dirac distribution function is denoted by
nF () =
1
1 + exp −µkBT
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Notations and conventions
Next we present the basic notation used in this thesis:
e elementary charge
vF Fermi velocity
kF Fermi momentum
EF Fermi energy
µ chemical potential
ν() single particle density of states at energy 
ψη,σ fermionic Grassmann ﬁeld for chirality η and (pseudo-) spin σ
ϕ bosonic displacement ﬁeld
θ bosonic phase ﬁeld
φR,L chiral bosonic ﬁelds
Θ(x) Heaviside step function
sign(x) signum function
Kµ Luttinger parameter in the charge (µ = c) or spin (µ = s) sector
vµ plasmon velocity in the charge (µ = c) or spin (µ = s) sector
a short disctance cutoﬀ of the bosonic theory
a0 lattice constant
λ dimensionless coupling constant
' approximately
∝ proportional
∼ asymptotic
Re and Im real and imaginary part
P principal value
δ(x) delta function
δij Kronecker delta
Γ(x) Euler Gamma function
B(x, y) Euler beta function
Km(x) modiﬁed Bessel function of the second kind
H.c. Hermitian conjugate
c.c. complex conjugate
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A Appendix ABosonization dictionary
In this Appendix we state the bosonization conventions used in this thesis and present some useful
relations.
Bosonization conventions. We use the bosonization conventions
ψ+,σ(x) =
κ+,σ√
2pia
ei
√
4piφ+,σ(x), ψ−,σ(x) =
κ−,σ√
2pia
e−i
√
4piφ−,σ(x). (A.1)
where a is the bosonic UV cutoﬀ. The Klein factors are introduced to ensure that the fermionic
operators obey the correct anticommutation relations. They obey the Cliﬀord algebra
{κη,σ, κη′,σ′} = 2δη,η′δσ,σ′ (A.2)
Since they are not dynamic variables we are free to choose a speciﬁc representation. In particular in
Ch. 5 we choose
κ2η,σ = 1, κη,↑κη,↓ = −κη,↓κη,↑ = i. (A.3)
We also introduce the dual ﬁelds
ϕσ = φ+,σ + φ−,σ, θσ = φ+,σ − φ−,σ. (A.4)
such that Π = −∂xθ is the conjugate momentum to ϕ. Vertex operators are multiplied according to
the rule
eiαϕeiβϕ
′
= ei(αϕ+βϕ
′)e−αβ〈ϕϕ
′〉 , (A.5)
The spin and charge degrees of freedom are given by
ϕc =
ϕ↑ + ϕ↓√
2
, ϕs =
ϕ↑ − ϕ↓√
2
. (A.6)
In terms of these ﬁelds the nonoscillatory part of the charge density and the z-component of the spin-
density read as
ρc(x) =
∑
σ
ψ†σ(x)ψσ(x) =
√
2
pi
∂xϕc(x) ,
ρzs(x) =
∑
σ
ψ†σ(x)S
z
σσ′ψσ′(x) =
1
2
∑
σ
ψ†σ(x)σ
z
σσ′ψσ(x) =
1√
2pi
∂xϕs(x) .
(A.7)
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Bosonic correlation functions The action of a real bosonic ﬁeld is given by
S =
∫
dxdτ
[
i∂xθ∂τϕ+
uK
2
(∂xθ)
2 +
u
2K
(∂xϕ)
2
]
=
∫
q,ωn
{
iqωnθ(q, ωn)ϕ−q,−ωn +
uK
2
q2θ(q, ωn)θ(−q,−ωn) + u
2K
q2ϕq,ωnϕ−q,−ωn
}
=
1
2
∫
q,ωn
(
θ(q, ωn) ϕ(q, ωn)
)(Kuq2 iqωn
iqωn
u
K q
2
)
︸ ︷︷ ︸
≡Gˆ−1
(
θ(−q,−ωn)
ϕ(−q,−ωn)
)
.
(A.8)
Inverting the propagator matrix yields
Gˆ(q, ωn) =
1
v2q2 + ω2n
(
vK − iωnq
− iωnq vK
)
. (A.9)
First we note that e.g.
iωn 〈ϕ(q)ϕ(−q)〉 = vqK 〈θ(q)ϕ(−q)〉 (A.10)
That means inside correlation functions we may use the relation iωnϕ(q) = vqKθ(q). Analogously one
ﬁnds iωnKθ(q) = vqϕ(q). This yields the duality relations
i∂τϕ(x, τ) = vK∂xθ(x, τ) , i∂τθ(x, τ) =
v
K
∂xϕ(x, τ) (A.11)
Next, we calculate the ϕ correlation function at T = 0. In this case we can replace the sum over
Matsubara frequencies by an integral
T
∑
ωn
→
∫
ω
(A.12)
The propagator then reads as
Gϕ(x, τ) = 〈ϕ(x, τ)ϕ(0, 0)〉 =
∫
d2q
(2pi)2
K
q2 +m2
eiqx , (A.13)
Here, we deﬁned the vectors q = (vq, ω)T and x = (x/v, τ)T and introduced a small mass term m
to regularize the integral in the IR. The integral is most conveniently performed in polar coordinates,
which yields
Gϕ(x, τ) =
K
4pi2
∫ ∞
0
dr
∫ 2pi
0
dφ
r
r2 +m2
ei|x|r cosφ =
K
2pi
∫ ∞
0
dr
r
r2 +m2
J0(|x|r)
=
K
2pi
K0(m|x|) .
(A.14)
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Here, J0(x) denotes the zeroth Bessel function and K0(x) the zeroth modiﬁed Bessel function of the
second kind; we used the identities ∫ 2pi
0
dφ eix cos(φ) = 2piJ0(|x|) , (A.15)∫ ∞
0
dx
xJ0(ax)
x2 + k2
= K0(ak) . (A.16)
The modiﬁed Bessel function behaves asymptotically as K0(x) ∼
√
pi/2x exp (−|x|) for x→∞ and as
K0(x) ∼ − ln(x/2) for x→ 0. This yields the correlation function
〈ϕ(x, τ)ϕ(0, 0)〉 =− K
4pi
ln
{
m2(x2 + v2τ2)
}
, for m|x| → 0 , (A.17)
〈ϕ(x, τ)ϕ(0, 0)〉 =K
2pi
√
pi
2m|x|e
−m|x| , for m|x|  1 . (A.18)
At ﬁnite temperature, we obtain the correlation function in the limit of vanishing mass by the substi-
tution mx± → vpiaT sinh(x+) with x± = x± ivτ [35].
Correlation functions containing exponentials of bosonic ﬁelds. In this thesis we often en-
counter correlation functions such as
〈θ′(1)θ′(2)eiα[ϕ(3)−ϕ(4)]〉 , (A.19)
where we denoted ∂xθ(x, τ) = θ
′(x, τ) and (i) = (xi, τi). We can calculate them using the following
trick:
〈θ′(1)θ′(2)eiα[ϕ(3)−ϕ(4)]〉
=
1
α2
∂I1∂I2 〈eα[ϕ(3)−ϕ(4)+I1θ
′(1)−I2θ′(2)]〉
∣∣∣
I1=I2=0
=
{
〈θ′(1)θ′(2)〉 − α2 〈θ′(1) [ϕ(3)− ϕ(4)]〉 〈θ′(2) [ϕ(3)− ϕ(4)]〉} e−α22 〈[ϕ(3)−ϕ(4)]2〉.
(A.20)
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B Appendix BElectron transport in a helical Luttingerliquid
In this Appendix we present some details of the calculation of the high-frequency conductivity of the
disordered HLL performed in Sec. 3.3.1 in the main part of the thesis. Throughout this appendix we
will use the notation (i) ≡ (xi, τi) for space-time coordinates.
B.1 Expressions for the current and diamagnetic susceptibility
To couple the theory of the disordered HLL to an external electric ﬁeld we perform the minimal
substitution ∂x1θ(1) → ∂x1θ(1) + eA(1)/
√
pi [44] in the model in (3.57). In doing so, we neglect the
terms S3 and Sf in the action, since we know from the results of the kinetic equation section that they
do not contribute to transport properties. Therefore, we are left with the action S = SLL + Sdis + S5
with Sdis = S1P + S2P + Sb. The current j and diamagnetic susceptibility χ
dia are then obtained by
varying with respect to the vector potential. The current density is given by
jn(1) =
δS
δAn(1)
∣∣∣∣∣
A=0
= j(0)n (1) + j
(dis)
n (1) + j
(5)
n (1) . (B.1)
Here, we deﬁned the current of the Luttinger model j
(0)
n (1) =
eKv√
pi
∂x1θn(1) and the anomalous contri-
butions to the current j
(5)
n and j
(dis)
n = j
(1P)
n + j
(b)
n with
j(5)n (1) = − λ5,1
ev√
pi
∂x1 cos(
√
4piϕn(1)− 2kFx1)− λ5,2 ev√
pia
sin(
√
4piϕn(1)− 2kFx1) ,
j(1P)n (1) = 2λ1P,1
ev2a√
pi
∑
m
∫
dτ2 ∂x1
(
∂2x1θm(x1, τ2) cos
{√
4pi
[
ϕn(x1, τ1)− ϕm(x1, τ)
]})
+ 2λ1P,2
ev2√
pi
∑
m
∫
dτ2 ∂
2
x1θb(x1, τ2) sin
{√
4pi
[
ϕm(x1, τ2)− ϕn(x1, τ1)
]}
+ 2λ1P,2
ev2√
pi
∑
m
∫
dτ2 ∂x1θm(x1, τ2)∂x1 sin
{√
4pi
[
ϕn(x1, τ1)− ϕm(x1, τ2)
]}
,
j(b)n (1) = − 2Db
ev2√
pia
∑
m
∫
dτ2 ∂x1θb(x1, τ2) cos
{√
4pi
[
ϕn(x1, τ1)− ϕm(x1, τ2)
]}
.
(B.2)
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The diamagnetic susceptibility is given by
χdianm(x1 − x2, τ1 − τ2) = −
δS
δAn(1)δAm(2)
∣∣∣∣∣
A=0
= χ(0)nm(1− 2) + χ(dis)nm (1− 2) , (B.3)
where we deﬁned
χ(0)nm(1− 2) =
e2vK
pi
δ(x1 − x2)δ(τ1 − τ2)δnm , (B.4)
and χ
(dis)
nm = χ
(1P)
nm + χ
(b)
nm with
χ(1P)nm (1− 2) = 2λ1P,2
e2v2
pi
δ(x1 − x2)δnm ∂x1 sin
{√
4pi
[
ϕn(x1, τ1)− ϕn(x1, τ2)
]}
, (B.5)
χ(b)nm(1− 2) =2Db
e2v2
pia
cos
{√
4pi
[
ϕa(x1, τ1)− ϕb(x1, τ2)
]}
δ(x1 − x2)δnm . (B.6)
These expressions are needed to obtain the ac conductivity in Appendix B.2.
Correlation functions. Let us deﬁne the correlation functions
G
(i)
θϕ(1− 2) = 〈∂ix1θ(1)ϕ(2)〉 , (B.7)
G
(i)
θθ (1− 2) = 〈∂ix1θ(1)∂ix2θ(2)〉 . (B.8)
In particular we will need the correlation function with respect to the Luttinger liquid ﬁxed point action
〈[ϕ(x, τ)− ϕ(0, 0)]2〉
0
=
K
2pi
ln
{(
v
piaT
)2
sinhx− sinhx+
}
≡ K
2pi
F (x, τ) ,
〈∂xϕ(x, τ)∂xϕ(0, 0)〉0 =−
K
4pi
(
piT
v
)2(
1
sinh2 x+
+
1
sinh2 x−
)
,
〈∂2xϕ(x, τ)∂2xϕ(0, 0)〉0 =
K
2pi
(
piT
v
)4(
1 + 2 cosh2 x+
sinh4 x+
+
1 + 2 cosh2 x−
sinh4 x−
)
,
〈ϕ(x, τ)∂xθ(0, 0)〉0 =−
1
4pi
(
piT
v
)(
cothx+ − cothx−
)
,
〈ϕ(x, τ)∂xϕ(0, 0)〉0 =−
K
4pi
(
piT
v
)(
cothx+ + cothx−
)
,
〈ϕ(x, τ)∂2xθ(0, 0)〉0 =−
K
4pi
(
piT
v
)2(
1
sinh2 x+
− 1
sinh2 x−
)
.
(B.9)
Here, we deﬁned x± = piTv (x ± ivτ). At short space-time distances the arguments are cut oﬀ as
x → x + a sign(x) if τ = 0 and τ → τ + av sign(τ) if x = 0. The correlation functions above can be
obtained from the ϕϕ correlator by diﬀerentiation and use of the duality relations.
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B.2 Calculation of the conductivity
We now outline how to obtain the high-frequency conductivity in (3.58). To this end we expand the
current-current correlation function to leading order in coupling constants, which yields
〈jn(1)jm(2)〉 ' 〈j(0)n (1)j(0)m (2)〉0 − 〈j(0)n (1)j(0)m (2)Sdis〉0 + 2 〈j(0)n (1)j(dis)n (2)〉0
+
1
2
〈j(0)n (1)j(0)m (2)S25〉0 − 2 〈j(0)n (1)j(5)m (2)S5〉0 + 〈j(5)n (1)j(5)m (2)〉0 .
(B.10)
Contributions due to inelastic impurity scattering. Let us start with the contribution due to Sdis.
Due to the neutrality condition, only the replica diagonal term of Sdis yields a nonvanishing correlation
function at this order in perturbation theory. We write the replica sum explicitly as Sdis =
∑
l Sdis,l.
The average over replicas thus takes the form
1
N
∑
m,n,l
〈j(0)n (1)j(0)m (2)Sdis,l〉0
=
1
N
∑
m,n
∑
l=m
〈j(0)n (1)j(0)m (2)Sdis,m〉0 +
∑
l 6=m
〈j(0)n (1)j(0)m (2)Sdis,l〉0

=
1
N
N∑
n=1
(
〈j(0)n (1)j(0)m (2)Sdis,m〉0 + (N − 1) 〈j(0)n (1)j(0)m (2)〉0 〈Sdis,l 6=m〉0
)
N→0→ 〈j(0)(1)j(0)(2)Sdis〉0 − 〈j(0)(1)j(0)(2)〉0 〈Sdis〉0 ≡ 〈j(0)(1)j(0)(2)Sdis〉c ,
(B.11)
where we deﬁned the connected average in the last equality and used that only the m = n term in the
replica summation remains after taking the limit N → 0. Hence, we can drop the replica indices in the
ﬁnal expression.
Next, we deﬁne the contributions to the current-current correlator, linear in disorder strength, as
Σ(dis)(1− 2) = −〈j(0)(1)j(0)(2)Sdis〉c + 2 〈j(0)(1)j(dis)(2)〉c . (B.12)
The contribution to the conductivity due to disorder scattering is then obtained as
σ(dis)(ω) = − i
ω
lim
q→0
[
Σ(dis)(q, ωn) + χ
(dis)(q, ωn)
] ∣∣∣
iωn→ω+iδ
. (B.13)
We obtain Σ(dis) = Σ2P + Σ1P + Σb with
Σ2P(q = 0, ωn) = 32
e2v2K2
ω2n
λ2P
∫ 1/T
0
dτ e−4KF (τ)
[
1− eiωnτ
]
, (B.14)
Σ1P(q = 0, ωn) = 8
e2v2K2
ω2n
λ1P,1
∫ 1/T
0
dτ G
(2)
θθ (0, τ)e
−KF (τ)
[
1− eiωnτ
]
, (B.15)
Σb(q = 0, ωn) = 8
e2v2K2
ω2n
Db
∫ 1/T
0
dτ e−KF (τ)
[
1− e−iωnτ
]{
G
(1)
θθ (0, τ)− 4pi[G(1)θϕ (0, τ)]2
}
+ 16
e2Kv
ωn
Db
∫ 1/T
0
dτ G
(1)
θϕ (0, τ)e
−KF (τ)
[
1− e−iωnτ
]
,
(B.16)
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and
χ(dis)(q = 0, ωn) = − 2Db e
2
pi
∫
dτ e−KF (τ)eiωnτ . (B.17)
The conductivity due to 1P and 2P processes is then
σ2P(ω) = 32i
e2v2K2
ω3
λ2P
(
piaT
v
)8K
J8K(ω, T ), (B.18)
σ1P(ω) = 8i
e2v2K
pia4ω3
λ1P,1
(
piT
v
)2K+4 (
3J2K+4(ω, T )− 2J2K+2(ω, T )
)
, (B.19)
where we deﬁned
J2K(ω, T ) =
∫ 1/T
0
dτ
1− eiωnτ
sin2K(piτT )
∣∣∣∣
iωn→ω+iδ
=
22K
T
Γ(1− 2K)
[
1
Γ2(1−K) −
sin(piK)
pi
Γ(K − i ω2piT )
Γ(1−K − i ω2piT )
]
.
(B.20)
Here, Γ(x) is the gamma function. These results appear in Eq. (3.71) and Eq. (3.72) of the main text.
In the case of backscattering oﬀ the impurity we obtain
Σb(q = 0, ω) = − 4e2KDb v
2
a
(
piaT
v
)2K
×

(
piT
ω
)2 [(
2K + 1
)J2K+2(ω, T )− 2KJ2K(ω, T )]+ 2T
ω
LK(ω, T )
 ,
(B.21)
χ(dis)(q = 0, ω) = 2Db e
2v2
pia
(
piaT
v
)2K
1
piT
sin(Kpi)B(K − i ω
2piT
, 1− 2K). (B.22)
Here, B(x, y) denotes the Euler beta function and we deﬁned
LK(ω, T ) =
∫
dτ
1− e−iωnτ
sin2K+1(piTτ)
cos(piTτ) = (−i) sin(piK)2
2K
piT
×
{
B(K,−2K)−B(K − i ω
2piT
,−2K) +B(K + 1,−2K)−B(K + 1− i ω
2piT
,−2K)
}
.
(B.23)
We ﬁnd that the current-current correlation function is exactly canceled by the diamagnetic suscepti-
bility, i.e. Σb(0, ω) + χ(dis)(q = 0, ω) = 0, after some simpliﬁcation using Mathematica. This result is
discussed in Sec. 3.3.1.
Contributions due to electron-electron scattering. Now let us discuss the contribution due
to g5 Umklapp scattering. As in the disordered case we deﬁne Σ
(5)(1 − 2) ≡ 12 〈j(0)(1)j(0)(2)S25〉c −
2 〈j(0)(1)j(5)(2)S5〉c+〈j(5)(1)j(5)(2)〉c. Adding all the terms we are left with only one term contributing
to the real part of the conductivity
Σ(5)(1− 2) = e
2K2v4
pi
λ25,1
∫
d3 d4 〈∂x1θ(1)∂x2θ(2)∂2x3θ(3)∂2x4θ(4)ei
√
4pi(ϕ(3)−ϕ(4))−2ikF (x3−x4)〉
0
(B.24)
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Evaluating the correlation function we obtain
σg5(ω) =
i
ω3
e2v4K2
h
26
pi2
(
g5
v
)2(kF
k0
)2
1
(ak0)2
IK(ω, T ) . (B.25)
Here, we deﬁned
IK(ω, T ) =
∫
dxdτ
{
G
(2)
θθ (x, τ) + 4pi[G
(2)
θϕ (x, τ)]
2
}
e−KF (x,τ)e2ikF x
[
1− eiωnτ
]∣∣∣∣∣
iωn→ω+iδ
=
1
(2a)4piv
(
2piTa
v
)2K+4(
v
piT
)2
sin(Kpi)
[
1
K
{M(ω,−K,−K − 2) +M(ω,−K − 2,−K)}
+
(
6
K
+ 1
){M(ω,−K,−K − 4) +M(ω,−K − 4,−K)}− 2M(ω,−K − 2,−K − 2)] ,
(B.26)
with
M(ω, ν, µ) = B(−iS0− −
ν
2
, ν + 1)B(−iS0+ −
µ
2
, µ+ 1)
−B(−iS− − ν
2
, ν + 1)B(−iS+ − µ
2
, µ+ 1) ,
(B.27)
and S± = ω4piT ± vkF2piT , S0± = S±(ω = 0). The behavior of the clean conductivity is discussed in Sec. 3.3.1
in the main part of the thesis.
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C Appendix CRenormalization group analysis of thedisordered HLL
In this Appendix we derive the renormalization group equations for the model of the disordered HLL
using the formalism of the operator product expansion [53]. We perform the calculation for ﬁnite
system size L and at zero temperature.
It is convenient to introduce complex coordinates (z¯) and (z) as
z = vτ − ix , z¯ = vτ − ix , (C.1)
where τ = −it is the imaginary time variable. The corresponding derivatives transform as
∂x = −i(∂z − ∂z¯) , ∂τ = iv(∂z + ∂z¯) . (C.2)
Furthermore, we introduce the short hand notations 1 ≡ (z1, z¯1) and z12 ≡ z1 − z2. By expanding
the partition function of the model deﬁned in Eq. (3.57) in powers of the coupling constants and
reexponentiating, we ﬁnd the eﬀective action [53] up to second order in the coupling constants,
Seﬀ = 〈S1〉+ 1
2
[
〈S1〉2 − 〈S21〉
]
, (C.3)
where 〈〉 denotes the averaging with respect to the ﬁxed point action SLL and S1 ≡ S3 + S5 + S2P +
S1P + Sf + Sb. In the real space RG procedure performed here we increase the short distance cutoﬀ a
in each step by an inﬁnitesimal amount ` 1 as a→ a′ = ab ' a(1 + `) and demand that the action
remains invariant under this rescaling of the cutoﬀ. The cutoﬀ appears in two ways in the action.
First, each term in the action contains powers of a needed to make the coupling constant of the term
dimensionless. Second, in all spatial integrations a deﬁnes the minimal relative distance between two
points. We stress, that a only limits spatial integrations and not those over the imaginary time.
To calculate the correlation functions that appear in the RG procedure we need the ϕnϕm correlation
function of replicated displacement ﬁelds,
〈ϕn(z, z¯)ϕm(0, 0)〉 = −K
4pi
δn,m ln
[(
2pi
L
)2
(zz¯ + a2)
]
. (C.4)
The correlation function for θn ﬁelds can be obtained by using the duality relations K∂zθn = ∂zϕn and
K∂z¯θn = −∂z¯ϕn, which hold inside correlation functions. With the help of these duality relations and
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the correlation function in Eq. (C.4) we can generate further expectation values
〈∂x1θα(x1, τ1)∂x2θm(x2, τ2)〉 = −
δn,m
4piK
[
z212
[a2 + |z12|2]2 +
z¯212
[a2 + |z12|2]2
]
, (C.5)
〈∂x1θn(x1, τ1)ϕm(x2, τ2)〉 =
i
4pi
δn,m
[
z12
a2 + |z12|2 +
z¯12
a2 + |z12|2
]
, (C.6)
〈∂x1ϕn(x1, τ1)ϕm(x2, τ2)〉 =
i
4pi
δn,m
[
z12
a2 + |z12|2 −
z¯12
a2 + |z12|2
]
. (C.7)
Derivation of composite operators: We ﬁrst derive the form of the composite 1P and 2P operators,
which are generated in second order perturbation theory under the RG ﬂow. The derivation is most
conveniently performed before taking the disorder average. In this case the action is
S3 = g¯3
(
2pia
L
)4K v
a2
∑
n
∫
dx dτ cos(4
√
piϕn − 4kFx) ,
S5 = g¯5,1
(
2pia
L
)K
v
∑
n
∫
dx dτ ∂2xθn cos(2
√
piϕn − 2kFx)
− g¯5,2
(
2pia
L
)K v
a
∑
n
∫
dx dτ ∂xθn sin(2
√
piϕn − 2kFx) ,
Sf = − Df
2pi
∑
n,m
∫
dx dτdτ ′ ∂xϕn(x, τ)∂xϕm(x, τ ′) ,
(C.8)
with the dimensionless coupling constants g¯3 = g3(2vFk
2
F )/(pi
2k40a
2v), g¯5,1 = g5(2vFkF )/(
√
pi3k20av)
and g¯5,1 = g5(8vFk
2
F )/(
√
pi3k20v).
Let us illustrate how to obtain the eﬀective operators. In second order, the eﬀective action in Eq. (C.3)
contains mixed terms, such as
− 〈S5,1Sf 〉+ 〈S5,1〉 〈Sf 〉
=
g¯5,1√
pi
(
2pia
L
)K
v
∑
n,m
∫
|x12|>ab
dx1dx2 dτ1dτ2
1
2
∑
σ=±
Uf (x1)
× 〈∂x1ϕn(1)∂2x2θm(2)eiσ
√
4piϕm(2)〉 e−iσ2kF x2
∼ − g¯5,1
(
2pia
L
)K
v
∑
n,m
∫
ab>|x12|>a
dx1dx2 dτ1dτ2
1
2
∑
σ=±
Uf (x1)iσ 〈∂x1ϕn(1)ϕm(2)〉
× 〈∂2x2θm(2)eiσ
√
4piϕm(2)〉 e−iσ2kF x2
= − 2K
pi
g¯5,1`
(
2pia
L
)K
a
∑
n,m
∫
dxdτ Uf (x) 〈∂2xθn sin(
√
4piϕn − 2kFx)〉
(C.9)
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In the second equation we split the spatial integration
∫
|x12|>ab =
∫
|x12|>a−
∫
ab>|x12|>a and kept only
the second integration  the ﬁrst integral leads to a less relevant term. Additionally we used that the
correlator 〈∂xϕn(1)∂xθm(2)〉 is odd in τ12 and therefore vanishes upon integration over the relative
coordinate. In the last equation, we performed the integration over the relative coordinate, keeping
only the contribution of close times since the integral over times |τ12| > a/v generates a less relevant
term. Speciﬁcally, ∫
ab>|x12|>a
∫
|τ12|<a/v
dx12dτ12 〈∂x1ϕn(1)ϕm(2)〉
= − K
2pi
∫
ab>|x12|>a
∫
|τ12|<a/v
dx12dτ12
x12
x212 + v
2τ212 + a
2
= −K
piv
a` .
(C.10)
In the last equality we evaluated the integral by setting x12 = a in an intervall of length 2a` and τ12 = 0
in an intervall of length 2a. To keep the action invariant under the rescaling of the short distance cutoﬀ,
we have to add a counterterm of the form
S1P,1 = g1P,1(`)
(
2pia
L
)K
a
∑
n
∫
dxdτ Uf (x)∂2xθn sin(
√
4piϕn − 2kFx) , (C.11)
to the action. If we choose g1P,1(`) = g1P,1(0)(1 − (K − 1)`) + 2Kg¯5,1`/pi, the average of this action
exactly cancels the contribution (C.9) that appears in second order perturbation theory. Analogously
we can derive the terms
S1P,2 = g1P,2
(
2pia
L
)K∑
n
∫
dxdτ Uf (x)∂xθn cos(
√
4piϕn − 2kFx) , (C.12)
S2P = g2P
(
2pia
L
)4K v
a2
∑
n
∫
dxdτ Uf (x) sin(
√
16piϕn − 4kFx) , (C.13)
with coupling constants g1P,2(`) = g1P,2(0)(1−K`)+2Kg¯5,2`/pi and g2P(`) = g2P(0)(1−4K`)+4Kg¯3`/pi.
By refermionizing these terms, we obtain the eﬀective operators in Eqs. (3.40) and (3.41) in the main
text. After performing the disorder average we obtain the composite terms in the bosonic action in
Eq. (3.57).
Renormalization of bare interaction by disorder: We now outline how to derive the RG equations
of the disordered HLL deﬁned by the action in Eq. (3.57). In order to derive the RG equations we follow
the procedure introduced by Giamarchi and Schulz [67], and single out the ultraviolet contribution of
close times v|τ12| < a, by splitting the disorder terms into two parts. For disorder forward scattering
this yields
Sf = −Df v
2
a
∫
v|τ12|>a
dxdτ1dτ2
∑
n,m
∂xϕn(x, τ1)∂xϕm(x, τ2)
− 2Dfv
∫
dxdτ
∑
n,m
∂xϕn(x, τ)∂xϕm(x, τ)
(C.14)
The second term in Eq. (C.14) is local in imaginary time and can therefore be absorbed into the ﬁxed
point action. The replica diagonal part renormalizes the bare value of v/K in the diagonal part of the
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action as
v˜
K˜
=
v
K
− 4DfvK2 (C.15)
On the other hand the replica oﬀ diagonal term introduces a new contribution to the bosonic correlation
function Gnm(q, ω) = 〈ϕn(q, ω)ϕm(−q,−ω)〉 which now reads as
G−1n,m(q, ω) =
1
vK
[(vq)2 + ω2 +m2)]δn,m − 4Dfvq2 (C.16)
where we introduced an inﬁnitesimal mass m to regularize the propagator in the IR. For the matrix of
the form Mnm = M1δnm+M2 we use M
−1
nm = δnm/M1−M2/M21 valid in the replica limit N → 0 [133].
This yields
Gnm =
vK
(vq)2 + ω2 +m2
δnm +Df 4K
2
v
q2
[(vq)2 + ω2 +m2]2
. (C.17)
Performing the Fourier transform to real space, we obtain the propagator Gnm(x, τ) = G0(x, τ)δnm +
Gf (x, τ), with
G0(x, τ) =
K
2pi
K0(m
√
x2 + v2τ2 + a2) , (C.18)
Gf (x, τ) =
DfK2
pi
[
K0(m|x|)−m|x|K1(m|x|)
]
. (C.19)
Here, Km denotes the m-th modiﬁed Bessel function of the second kind. Their asymptotic behavior
for small arguments is given by K0(x) ' − ln(eγEx/2), with the Euler constant γE and K1(x) ' 1/x.
As we have mentioned the diagonal part of Gf can be absorbed into a redeﬁnition of the parameters v
and K. The oﬀdiagonal part, on the other hand can be neglected to leading order in Df , which will be
considered here.
For backscattering we split the action according to
Sb = −Db
(
2pia
L
)2K v2
a
∫
v|τ12|>a
dxdτ1dτ2
∑
n,m
∂xθn(x, τ1)∂xθm(x, τ2)e
i
√
4pi[ϕn(x,τ1)−ϕm(x,τ2)] (C.20)
−Db
(
2pia
L
)2K v2
a
∫
v|τ12|<a
dxdτ1dτ2
∑
n,m
∂xθn(x, τ1)∂xθm(x, τ2)e
i
√
4pi[ϕn(x,τ1)−ϕm(x,τ2)] . (C.21)
For close times we can perform the OPE, for x1 = x2 and v|τ12| < a,(
L/2pia
)2K 〈∂x1θn(1)ei√4piϕn(1)∂x2θm(2)ei√4piϕm(2)〉
= 〈∂x1θn∂x2θmei
√
4pi[ϕn−ϕm]〉+ i
√
4pi 〈∂x2θmϕn〉 〈∂x1θnei
√
4pi[ϕn−ϕm]〉
− i
√
4pi 〈∂x1θnϕm〉 〈∂x2θmei
√
4pi[ϕn−ϕm]〉
+ {4pi 〈∂x1θnϕm〉 〈∂x2θmϕn〉+ 〈∂x1θn∂x2θm〉} 〈ei
√
4pi[ϕn−ϕm]〉
' 〈(∂xθn)2〉
{
1− 2vKτ12
[
z12
a2 + |z12|2 +
z¯12
a2 + |z12|2
]
+
(vK)2
2
τ212
 1
K
(
z212
[a2 + |z12|2]2 +
z¯212
[a2 + |z12|2]2
)
+
(
z12
a2 + |z12|2 +
z¯12
a2 + |z12|2
)2} ,
(C.22)
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where we omitted the space-time arguments for simplicity. The space time argument (x1, τ1) always
appears together with the replica index n and the same for (x2, τ2) and m. In the second equality we
inserted the explicit expressions for the correlation functions, expanded the normal ordered terms in
small time diﬀerences and used the duality relation i∂τϕn = vK∂xθn. To obtain the action at close
times in Eq. (C.21), we have to perform the integration over the relative time. Since τ at small times
is always cut by the small distance cutoﬀ as vτ → 0 + a signτ , we perform the integration, by setting∫
v|τ12|<adτ12 f(τ12) = 2a/v × f(0), which is correct up to a nonuniversal multiplicative constant. To
keep the action invariant, we have to add a term of the form
−2Dbv(1−K)(1− 2K)
∫
dxdτ
∑
n
(∂xθn)
2 . (C.23)
This term renormalizes the bare value of the parameter vK in the quadratic part of the action as
v˜K˜ = vK − 4vDb(1−K)(1− 2K) . (C.24)
First order RG: In the ﬁrst order of the weak coupling expansion, the eﬀective action is given by
Seﬀ = 〈S1〉. Let us ﬁrst consider the S3 term,
〈S3〉 = λ3
(
2pia
L
)4K v˜
a2
∫
dxdτ
∑
n
〈cos(
√
16piϕn − δ)〉 , (C.25)
with δ = 4kFx. To derive the beta-function we increase the low distance cutoﬀ by an inﬁnitesimal
amount a→ a′ = ab, but keep the large distance cutoﬀ L invariant. The action is then only invariant
if we deﬁne the new coupling constant λ3(b) ≡ b2−4Kλ3. To derive the beta function, we make the RG
step inﬁnitesimal b = 1 + `, and take the derivative, which yields
dλ3
d`
= (2− 4K)λ3 . (C.26)
Next, we turn to the forward scattering term. After increasing the cutoﬀ a→ ab we split the integration
over relative times into two parts,∫
v˜|τ12|>ab
dτ1dτ2 =
∫
v˜|τ12|>a
dτ1dτ2 −
∫
ab>v˜|τ12|>a
dτ1dτ2 (C.27)
In the ﬁrst integral the factors ab only appear in front of the integrand to make the expression dimension-
less. They can be treated similar to the case of the umklapp term and renormalize Df → Df (b) = Dfb.
On the other hand the second term yields a contribution to the eﬀective action of the form
Df v˜
2
ab
∫
ab>v˜|τ12|>a
dτ1dτ2
∑
n
〈∂xϕn(x, τ1)∂xϕn(x, τ2)〉 = 2Df v˜`
∫
dxdτ
∑
n
〈[∂xϕn(x, τ)]2〉 (C.28)
In the last step we dropped the factor b in front of the integral to leading order in `, since the integral
itself already is linear in `. This term renormalizes the coupling constants in the quadratic part of the
action as v˜(`)/K˜(`) = v˜/K˜ − 4v˜Df `.
We treat the disorder backscattering term and the 2P term in the same way which yields the renormal-
ized coupling constant Db(b) = Dbb1−2K , λ2P(b) = λ2Pb3−8K and the renormalization to the quadratic
part of the action v˜(`)K˜(`) = v˜K˜ − 4v˜Db(1− K˜)(1− 2K˜)`− 16piλ2Pv˜K˜2`.
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Second order RG: Let us ﬁrst consider the contribution of the S3 term to the eﬀective action in
Eq. (C.3) in second order:
1
2
[
〈S3〉2 − 〈S23〉
]
= −1
8
λ23(b)
v˜2
a4
(
2pia
L
)8K ∫
|x12|>ab
dx1dx2dτ1dτ2
∑
n,m
∑
σ,σ′
{〈eiσ
√
16piϕn(1)eiσ
′√16piϕm(2)〉 − 〈eiσ
√
16piϕn(1)〉 〈eiσ
√
16piϕm(2)〉}e−iσδx1e−iσ′δx2
(C.29)
To proceed, we split the space time integration over relative coordinates as∫
|x12|>ab
dx12dτ12
=
∫
|x12|>a
dx12dτ12 −
∫
ab>|x12|>a
dx12
∫
|τ12|>a
dτ12 −
∫
ab>|x12|>a
dx12
∫
|τ12|<a
dτ12
(C.30)
The ﬁrst two terms generate new, less relevant operators, and will be neglected. Since the integration
in the last term is proportional ∼ ` we can again neglect the renormalization of the coupling constant
in front. Furthermore, we take into account only terms with σ = −σ′ in the summation in Eq. (C.29),
since the other terms yield cosine operators with higher harmonics, that are less relevant. This yields
Seﬀ =
1
8
λ23
v˜2
a4
∫
ab>|x12|>a
dx12
∫
|τ12|<a
dτ12
∫
dR12dT12
×
∑
n,σ
〈eiσ
√
16pi(ϕn(1)−ϕn(2))〉 e−iσδx12
(C.31)
where we deﬁned the absolute coordinates R12 = x1 +x2/2 and T12 = τ1 + τ2/2. Performing a gradient
expansion in the term in brackets and using the duality relations, we ﬁnd
Seﬀ = = −8pig2um(b)v`
∫
dxdτ
∑
n
[
c1(δa)(∂xϕn)
2 − c2(δa)K2(∂xθn)2
]
(C.32)
where we deﬁned the dimensionless functions
c1(δa) =
1
4`
∫
b>|x|>1
dx
∫
|y|<1
dy x2 cos(δax) , (C.33)
c2(δa) =
1
4`
∫
b>|x|>1
dx
∫
|y|<1
dy y2 cos(δax) . (C.34)
The explicit form of these functions depends on the choice of cutoﬀ procedure. For our purposes it is
suﬃcient to know the limiting behavior. For δa → 0 we have c1(0) = c2(0) = 1. On the other hand
for large values of δa the integrand in Eq. (C.34) is strongly oscillating and the integration vanishes,
yielding c1(δa 1) = c2(δa 1) = 0.
The eﬀective action in Eq. (C.32) has the same form as the quadratic part of the action. In order
to the partition function invariant under the cutoﬀ rescaling one has to introduce counterterms that
cancel the terms above. This leads to the additional terms in the couplings of the quadratic part of the
action
v˜K˜ → v˜K˜ − 16c2(δa)pivK2λ23` , (C.35)
v˜
K˜
→ v˜
K˜
+ 16c1(δa)pivK
2λ23` . (C.36)
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The second term in the eﬀective action we have to consider is the mixed term of forward and
backscattering oﬀ disorder
− 〈SbSf 〉+ 〈Sb〉 〈Sf 〉 = −DbDf v˜
4
a2b2
(
2piab
L
)2K ∫
|x12|>a
dx1dx2
∫
v|τ12|>ab
∫
v|τ34|>ab
dτ1 · · · dτ4
×
∑
n,m,γ,δ
[
〈∂x1ϕn∂x1ϕm∂x2θγ∂x2θδei
√
4pi(ϕγ−ϕδ)〉 − 〈∂x1ϕn∂x1ϕm〉 〈∂x2θγ∂x2θδei
√
4pi(ϕγ−ϕδ)〉
] (C.37)
We split the spatial integral and keep only the part of close distances
∫
|x12|>abdx → −
∫
ab>|x12|>adx
and consider only the time integration, where τ1 ∼ τ3 and τ2 ∼ τ4. There is another contribution due
to times τ1 ∼ τ4 and τ2 ∼ τ3 that gives the same result and yields a factor of two. Thus we ﬁnd
−DbDf v˜
4
a2
(
2pia
L
)2K ∫
ab>|x12|>a
dx1dx2
∫
v|τ12|>a
∫
v|τ13|<a
∫
v|τ24|<a
dτ1 · · · dτ4
× 4pi
∑
n,m,γ,δ
〈∂x1ϕnϕγ〉 〈∂x1ϕmϕδ〉 〈∂x2θγ∂x2θδei
√
4pi(ϕγ−ϕδ)〉
= − 4DbDf `K˜2 v˜
2
a
(
2pia
L
)2K ∫
dx
∫
v|τ12|>a
dτ1dτ2
×
∑
n,m
〈∂xθn(x, τ1)∂xθm(x, τ2)ei
√
4pi(ϕn(x,τ1)−ϕm(x,τ2))〉
(C.38)
In the last equality we performed the integration over relative space times
4pi
∫
ab>|x12|>a
∫
|τ13|<a
∫
|τ24|<a
dx12dτ13dτ24 〈∂x1ϕnϕγ〉 〈∂x1ϕmϕδ〉
=
K˜2
pi
∫
ab>|x12|>a
∫
|τ13|<a
∫
|τ24|<a
dx12dτ13dτ24
x212
(x212 + τ
2
13 + a
2)(x212 + τ
2
24 + a
2)
=
a
v2
K˜2` .
(C.39)
In the last step we set x12 ' a on an inﬁnitesimal intervall of length 2a` and evaluated the remaining
integral using polar coordinates for radius r  a. To keep the partition function invariant under the
cutoﬀ rescaling we have to add a counterterm that cancels the contribution above and which adds to
the scaling of Db as Db → Db + 4DbDfK˜2`.
Beta functions: We now collect all renormalizations derived in the previous parts and reformulate
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the ﬂow equations of v˜K˜ and v˜/K˜ in terms of the ﬂow equations for v˜ and K˜. This yields
dK˜
d`
= − 2Db(1− K˜)(1− 2K˜) + 2DfK˜2 − 8piK˜2λ23[c1(δa) + c2(δa)]− 8piK˜2λ22P ,
dv˜
d`
= − 2Dbv˜ (1− K˜)(1− 2K˜)
K˜
− 2Df v˜K˜ + 8piλ23v˜K˜[c1(δa)− c2(δa)]− 8piv˜K˜λ22P ,
dλ3
d`
= (2− 4K˜)λ3 ,
dλ2P
d`
= (3− 8K˜)λ2P ,
dDf
d`
= Df ,
dDb
d`
= (1− 2K˜)Db + 4DbDfK˜2 .
(C.40)
These equations are perturbative in the couplings λ2P, Df and Db up to ﬁrst order and perturbative
in λ3 up to second order but exact in K˜ and v˜.
As we have mentioned the coupling constants K˜ and v˜ already contain renormalizations due to
disorder. They are related to the bare parameters as
v˜
K˜
=
v
K
− 4vDf , (C.41)
v˜K˜ = vK − 4vDb(1−K)(1− 2K) . (C.42)
If we reformulate the ﬂow equations in terms of the clean parameters and redeﬁne λ3 → λ3/
√
16pi and
λ2P → λ2P/8pi we ﬁnd
dK
d`
= − 4Db(1−K)(1− 2K)K − λ23K2
c1(δa) + c2(δa)
2
+K2(8K − 2)λ2P ,
dv
d`
= − 4Dbv(1−K)(1− 2K) + λ23vK
c1(δa)− c2(δa)
2
+ vK(8K − 2)λ2P ,
dλ3
d`
= (2− 4K)λ3 − 8Dfλ3K2 + 8Dbλ3(1−K)(1− 2K) ,
dλ2P
d`
= (2− 4K)λ2P ,
dDf
d`
= Df ,
dDb
d`
= (1− 2K)Db .
(C.43)
These equations will be discussed in Sec. 3.5 in the main text.
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D.1 Polarization operator for edge states of quantum spin Hall
insulators
In this Appendix, we derive the polarization operator and the dynamically screened RPA interaction
for a clean 1D system of helical fermions. The bare polarization operator of fermions in edge σ = 1, 2
is given by the density-density correlation function
Πσ(q, iΩm) = −〈ρσ(q, iΩm)ρσ(−q,−iΩm)〉0 (D.1)
where Ωm = 2pimT are bosonic Matsubara frequencies and the brakets denote the functional average
〈O(x, τ)〉 =
∫
D[ψ, ψ¯] O(x, τ)e−S0∫
DψD[ψ, ψ¯] e−S0
(D.2)
with respect to the Gaussian action
S0 =
∫
k
(−iωn + ηvFk − µ)ψ¯k,η,σψk,η,σ . (D.3)
The density of helical fermions is given by
ρσ(q) =
∑
η1,η2
∫
k
ψ¯k+q,η1,σψk,η2,σbη1,η2(k + q, k) , (D.4)
with the matric elements b deﬁned in Eq. (4.5). The polarization operator can be expressed as a sum
of the chiral components with small q,
Πη(q, iΩm) = −
∫
k
T
∑
n
G0,η(k + q, iωn + iΩm)G0,η(k, iωn) (D.5)
and the components with q near 2kF ,
Πηη¯(q, iΩm) = −
∫
k
T
∑
n
G0,η¯(k + q, iωn + iΩm)G0,η(k, iωn)bηη¯(k, k + q)bη¯η(k + q, k) , (D.6)
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with the bare fermion propagator
G0,η(k) =(−iωn + vF ηk − µ)−1 . (D.7)
Performing the integrations we readily ﬁnd the expression for the chiral bubble
Πη(q, iΩm) =
1
2pivF
ηvF q
ηvF q − iΩm . (D.8)
In the expression for the 2kF bubble we ﬁrst perform summation over Matsubara frequencies. This
yields
Πηη¯(q, iΩm) = − 1
k40
∫
k
[
k2 − (k + q)2
]2
iΩm + 2vF ηk + vF ηq
[
nF (vF ηk)− nF (−vF ηk − vF ηq)
]
. (D.9)
where nF () = (1 + exp
[
(− µ)/T ])−1 is the thermal distribution function. To obtain the retarded
polarization operator we perform the analytical continuation to real frequencies iΩm → Ω + i0 and use
Dirac's identity 1x+i0 = P 1x − ipiδ(x) to obtain the real and imaginary part:
Re ΠRη,η¯(q,Ω) = −
1
2pivF
q2
v2Fk
4
0
P
∫ vF k0
−vF k0
d
(2+ q)
2
2+ q + Ω
nF (+ µ) + (Ω→ −Ω) , (D.10)
Im ΠRη,η¯(q,Ω) =
1
4vF
(vF q)
2Ω2
(vFk0)4
sinh
(
Ω
2T
)
cosh
(
Ω
2T
)
+ cosh
(
vF qη
2T +
µ
T
) . (D.11)
Here, we deﬁned  = vF ηk and q = vF ηq + 2µ.
We will neglect the real part of the umklapp polarization operator with respect to the real part of
the chiral operator since it can be shown to only diverge logarithmically and it is additionally small in
q/k0. The real and imaginary part of the total retarded polarization operator Π
R =
∑
η1,η2
ΠRη1,η2 are
then given by
ReΠR(q,Ω) =
1
pivF
(vF q)
2
(vF q)2 − Ω2 ,
ImΠR(q,Ω) =
Ω
2vF
[
δ(vF q − Ω) + δ(vF q + Ω)
]
+
1
4vF
(vF q)
2Ω2
(vFk0)4
sinh
(
Ω
2T
)
cosh
(
Ω
2T
)
+ cosh
(
vF q
2T +
µ
T
)
+
1
4vF
(vF q)
2Ω2
(vFk0)4
sinh
(
Ω
2T
)
cosh
(
Ω
2T
)
+ cosh
(
vF q
2T − µT
) .
(D.12)
It is easy to check that the polarization operator fulﬁlls the usual limits, limq→0 Π(q,Ω) = 0 and
limq→0 limΩ→0 Π(q,Ω) = ν0 = 1pivF , where ν0 denotes the density of states.
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Figure D.1: (a) Aslamazov-Larkin diagrams describing the lowest order contribution to drag. The
solid (dotted) lines refer to quasiparticle Greens functions of right (left) movers and
the wiggly line denotes the dynamically screened RPA interaction. (b) Diagrammatic
representation of the Dyson equation for g1⊥ type interaction. We note that the
coupling to plasmons (chiral polarization bubbles) is due to g5 type interaction lines
unique to the HLL. In both (a) and (b) we have set g1‖ = g3‖ and g1⊥ = g3⊥.
D.2 RPA-screened interaction
For a double layer system the intraedge interaction Vσ,σ(q,Ω) and the interedge interaction Vσ,−σ(q,Ω)
fullﬁll the Dyson equation(
V11 V12
V12 V22
)
=
(
V0‖ U0
U0 V0‖
)
−
(
V0‖ U0
U0 V0‖
)(
Π1 0
0 Π2
)(
V11 V12
V12 V22
)
, (D.13)
where Πσ denotes the total polarization operator in edge σ and U0 ≡ V0⊥ exp(−|q|d) is the bare strength
of the interwire interaction. Since tunneling is neglected the oﬀ-diagonal components of the polarization
matrix are zero. Inverting the matrix equation yields
V11 =
V0 + Π2[(V0‖)2 − (U0)2]
1 + (Π1 + Π2)V0‖ + Π1Π2[(V0‖)2 − (U0)2]
, (D.14)
V22 =
V0 + Π1[(V0‖)2 − (U0)2]
1 + (Π1 + Π2)V0‖ + Π1Π2[(V0‖)2 − (U0)2]
, (D.15)
V12 =
U0
1 + (Π1 + Π2)V0‖ + Π1Π2[(V0‖)2 − (U0)2]
. (D.16)
To simplify the following calculations we are going to set V0‖ = V0⊥ ≡ V0. It is straightforward to check
that this does not change the results qualitatively. Substituting U0 = V0 exp(−|q|d) the interedge RPA
screened interaction can be brought into the form
U(q,Ω) =
1
e|q|d[V −10 + Π1 + Π2] + 2 sinh(|q|d)Π1Π2V0
. (D.17)
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For identical edges with polarization operator Π = Π′ + iΠ′′ this expression simpliﬁes to
U(q,Ω) =
1
e|q|d[V −10 + 2Π′] + 2 sinh(|q|d)
[
(Π′)2 − (Π′′)2
]
V0 + 2iΠ′′
(
e|q|d + 2 sinh(|q|d)Π′V0
) .
(D.18)
We substitute the polarization operator in Eq. (D.12) into Eq. (D.18) and use Π′  Π′′ which yields
U(q,Ω) =
V0e
−|q|d[(vF q)2 − Ω2]2
(Ω2 − Ω2+)(Ω2 − Ω2−) + 2iΠ′′V0[(vF q)2 − Ω2]2
(
1 + 2e−|q|d sinh(|q|d)Π′V0
) . (D.19)
The poles Ω± are obtained as the solution of the equation
[(vF q)
2 − Ω2]2 + 2α(vF q)2[(vF q)2 − Ω2] + 2α2e−|q|d sinh(|q|d)(vF q)4 = 0 , (D.20)
where α = V0/(pivF ). The solution to the quadratic equation are the plasmon poles
Ω2± =
[
1 + α±(|q|d)
]
(vF q)
2 ≡ v2±q2 , (D.21)
where we deﬁned the dimensionless interaction parameters
α±(|q|d) = α (1± e−|q|d) . (D.22)
and the plasmon velocities v2± = [1 + α±]v2F as given in the main text in Eq. (1.37).
We write the denominator of Eq. (D.19) as[
(Ω + iΓ+)
2 − Ω2+
] [
(Ω + iΓ−)2 − Ω2−
]
. (D.23)
The plasmon decay rates Γ± are determined by demanding that expression (D.23) is identical to the
denominator in Eq. (D.19) at the poles Ω±.
For Ω = Ω+ we demand that[
(Ω+ + iΓ+)
2 − Ω2+
] [
(Ω+ + iΓ−)2 − Ω2−
]
= 2iΓ+Ω+(Ω
2
+ − Ω2−) +O(Γ2)
= 2iΠ′′(q,Ω+)V0[(vF q)2 − Ω2+]2
(
1 + 2e−|q|d sinh(|q|d)Π′(q,Ω+)V0
)
.
(D.24)
Using the polarization operator in Eq. (D.12) and the relations in Eqs. (D.21) and (D.22) we ﬁnd the
rate
Γ+(q) ' α2+
α− α−
α+ − α− vF q
vF
u+
[
Π′′(q,Ω+)vF
]
' α2+
vF q
8
(
q
k0
)4 [ sinh(vF q2T )
cosh(vF q2T ) + cosh(
vF q
2T +
µ
T )
+
sinh(vF q2T )
cosh(vF q2T ) + cosh(
vF q
2T − µT )
]
.
(D.25)
In the last line we expanded to leading order in weak interaction α  1. Equivalently, we ﬁnd for
Ω = Ω−:
Γ−(q) ' α2−
vF q
8
(
q
k0
)4 [ sinh(vF q2T )
cosh(vF q2T ) + cosh(
vF q
2T +
µ
T )
+
sinh(vF q2T )
cosh(vF q2T ) + cosh(
vF q
2T − µT )
]
. (D.26)
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Figure D.2: Sketch of the parametric behavior of the particle-hole contribution to the high-
frequency drag rate of coupled helical liquids in the T − µ-plane. The line 3 denotes
the crossover temperature T3 between diﬀerent regimes discussed in the main text.
In summary, using the plasmon poles in Eq. (D.21) and the decay rates in Eqs. (D.25) and (D.26)
the RPA screened inter-edge interaction for high temperatures, µ T , can be expressed as
V R12(q,Ω) =
V0e
−|q|d
[
(vF q)
2 − Ω2
]2[
(Ω + iΓ+)2 − Ω2+
] [
(Ω + iΓ−)2 − Ω2−
] . (D.27)
In our derivation of the RPA screened interaction all g-ology interaction parameters have been set
equal to V0. However we point out, that the coupling to the plasmon modes, determined by the chiral
polarization bubbles, occurs solely due to umklapp processes. This can be seen by considering the
diagrammatic expansion depicted in Fig. (D.1). Since these interaction processes only take place in
the presence of a Dirac point in the excitation spectrum, the presence of plasmon poles in the screened
interaction in Eq. (D.27) can be seen as a unique feature of the helical liquid.
D.3 Calculation of high-frequency drag rate
In this Appendix we present details of the calculation of the high-frequency drag rate discussed in
Sec. 4.2.2 in the main text.
D.3.1 High-frequency Coulomb drag: Particle-hole contribution
We ﬁrst consider the particle-hole contribution to the drag rate, obtained by setting V12(q,Q) =
V0 exp(−|q|d) in Eq. (4.19). In this case, the integration over Q can be performed exactly. This
yields
1
τ∞D,eh
=
2
pi
V 20
(
T
vFk0
)4 ∫
dq e−2|q|d
q4
k40
Fph(
vF q
2T ,
µ
T ) (D.28)
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where we deﬁned the function
Feh(x, y) =
1
60
{
− 4
[
15(x+ y)4 + 30pi2(x+ y)2 + 7pi4
]
csch2(x+ y)
+ csch(x)csch(y)
{
− 2
[
(x− y)2 + pi2
] [
3(x− y)2 + 7pi2
] [
x− y] csch(x− y)
− [x+ y] [(x+ y)2 + pi2] [3(x+ y)2 + 7pi2]
× [−2 cosh(2(x+ y)) + cosh(2x) + cosh(2y)] csch3(x+ y)} .
(D.29)
The function Feh(
vF q
2T ,
µ
T ) is strongly peaked around momenta q ∼ −2kF with width of the order of the
temperature. The main contribution to the integral in Eq. (D.28) comes either from momenta of the
order of the negative Fermi momentum in a range of the temperature or from momenta of the order
of the inverse interedge distance. Which of the momentum ranges yields the dominant contribution
depends on the relation between the momentum scales in the integrand.
The integrand of Eq. (D.28) contains three energy scales. The ﬁrst scale Td = vF /d characterizes
the momentum dependence of the interaction potential. The energy of thermally excited particle-hole
pairs, T , is the second scale and the chemical potential µ the third one.
Let us ﬁrst consider the regime T  min{vF /d, µ}. In this case the integrand in Eq. (D.28) is
strongly peaked around q ∼ −2kF in a range of the order of the temperature. Therefore, we replace
e−2|q|d(q/k0)4 in the integrand by e−4kF d(2kF /k0)4 and perform the remaining integral which yields
(I) :
1
τ∞D,eh
' 64
5
piα2
(
µ
vFk0
)4( T
vFk0
)4
Te−4kF d , (D.30)
with α = V0/pivF .
In the opposite limit of high T, for max{vF /d, µ}  T we get the temperature independent rate,
(II) :
1
τ∞D,eh
' pi
5
(3pi4 − 35pi2 + 60)α2
(
µ
vFk0
)2 1
(k0d)7
vFk0 . (D.31)
At temperatures T between the scales vF /d and µ, the contribution stemming from momenta |q| ∼ 1/d
begins to compete with the contribution from the vicinity of the Fermi edge |q± 2kF | ∼ T . The result
then depends on which of the scales is larger:
(III) :
1
τ∞D,eh
' 512
315
(
22
15
pi2 + 13
)
piα2
(
piT
vFk0
)6(
µ
vFk0
)2
T (D.32)
for µ T  vF /d and
(IV) :
1
τ∞D,eh
' 18piα2
(
µ
vFk0
)8( vF
Td
)4 1
(kFd)3
Te−
2µ
T , (D.33)
for vF /d  T  µ. In both cases there is a strong compensation between the contributions from g1⊥
and g3⊥ processes. In both cases, the main contribution to 1τ∞D,eh comes from |q| ∼ 1/d; the diﬀerence is
that the characteristic Q is given by T in Eq. (D.32) and by kF in Eq. (D.33). The crossover between
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Figure D.3: Sketch of the parametric behavior of the plasmon contribution to the high-frequency
drag rate of coupled helical liquids in the T−µ-plane. The line 2 denotes the crossover
temperature T2 between diﬀerent regimes discussed in the main text.
the limits T  vF /d µ and vF /d T  µ [Eqs. (D.33) and Eq. (D.30), respectively] has the form
of a singularity at T = Td, where Td = vF /2d. Speciﬁcally,
(V) :
1
τ∞D,eh
' 192piα2
(
µ
vFk0
)8(Td
µ
)4
Tde
− 2µ
Td
(
Td
Td − T
)6
, (D.34)
for vF /kFd
2  Td − T  Td and
(VI) :
1
τ∞D,eh
' 384
5
piα2α2
(
µ
vFk0
)8(Td
µ
)3
Tde
− 2µ
Td
(
Td
T − Td
)5
, (D.35)
for vF /kFd
2  T −Td  Td. The behavior of the particle-hole contribution to the high-frequency drag
rate in diﬀerent regimes in the T − µ-plane is plotted in Fig. D.2.
D.3.2 High-frequency Coulomb drag: Plasmon contribution
The plasmon drag rate is obtained by performing the integration over Q in Eq. (4.19) by closing the
contour in the upper complex plane and taking into account only contributions of the plasmon poles,
at Q = v±q/2vF + iΓ±/2vF and Q = −v±q/2vF + iΓ±/2vF . This yields the intermediary result
1
τ∞D,Pl
=
1
32pi
V 20
Tk80
∫
dq q4e−2|q|dFpl(q, kF ) , (D.36)
where
Fpl(q, kF ) ≡ A+(q, kF )B+(q, kF ) +A−(q, kF )B−(q, kF ) (D.37)
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and we deﬁned
A±(q) ≡ 2pii
v5F
(
v±
vF
)4 [
1−
(
v±
vF
)2]4 (vF q)12
cosh
(
vF q
2T +
µ
T
)
+ cosh
(
v±q
2T
)
×
[
1
cosh(v+q2T ) + cosh(
vF q
2T +
µ
T )
− 1
cosh(v+q2T ) + cosh(
vF q
2T − µT )
]
,
(D.38)
and
B±(q) ≡ 1
2iΓ±
1
v±q
Re
{ 1
v±q + iΓ±
1
(v+ + v−)q + i (Γ+ + Γ−)
1
(v+ − v−)q + i (Γ+ + Γ−)
× 1
(v+ − v−)q + i (Γ+ − Γ−)
1
(v+ + v−)q + i (Γ+ − Γ−)
}
.
(D.39)
Using the explicit expressions in Eq. (4.22) and (4.24) we now simplify these functions to leading
order in the dimensionless interaction α. To simplify the functions B± we compare the diﬀerences and
sums of the plasmon kinetic energy (v+ ± v−)|q| and plasmon decay rates Γ+ ± Γ− that appear in the
denominators. We notice that we can always neglect the decay rates with respect to the sum of plasmon
excitation energies, since the rates are suppressed by an additional small factor α(q/k0)
4. On the other
hand, the diﬀerence of plasmon velocities becomes exponentially small for |q|d 1. In this case there
exists a critical momentum scale qp for which we can no longer neglect Γ+ + Γ− w.r.t. (v+ − v−)|q|.
This scale is determined by the equation
Γ+(qp) + Γ−(qp) = |v+ − v−|qp = vF qαe−|qp|d . (D.40)
We note that the structure of this equation ﬁxes the relation between the momentum scale qp and
the inverse interedge distance d−1. Since the left hand side of the equation is parametrically smaller
than the right hand side, the equality can only hold if the exponential factor is small i.e. for qpd 1.
In particular, for vqp  maxT, µ, the equation can be solved to logarithmic accuracy and we obtain
qp ' d−1 ln(k40d4/α)
For momenta in the range q < qp we neglect all plasmon rates in the denominator of Eq. (D.39) and
expand to leading order in α which yields
B±(q) ' 1
2iΓ±
1
(vF q)6
1
(α+ − α−)2 . (D.41)
Substituting this back into Eq. (D.37) and expanding to leading order in the dimensionless interaction
strength α yields the expression for the plasmon drag rate
1
τ∞D,Pl
=
pi3
32
α2
v2F
Tk40
sinh µT
cosh3 µ2T
∫
q
q5
(
1 + e−2|q|d
)[ 1
cosh vF q2T cosh
vF q−µ
2T
− (q → −q)
]
. (D.42)
We note that the expression in Eq. (D.42) contains two energy scales, the chemical potential µ, and the
temperature Tp = vF qp/2. While the interedge distance d also explicitly appears in the integrand it
only changes the numerical prefactor of the drag rate and does not aﬀect the temperature dependence.
In the limit of low T , for T  µ vF /d, we obtain
(VII) :
1
τ∞D,Pl
' pi
3
6
piα2
(
µ
vFk0
)4( µ
piT
)2
Te−
µ
T . (D.43)
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In stark contrast to the particle-hole contribution to the drag rate, which vanishes as T → 0 as a power
law of T , the plasmon contribution is thermally activated. The main contribution to Eq. (D.43) comes
from momenta from all q ∈ (0, kF ).
Next, for µ T  vF /d we have
(VIII) :
1
τ∞D,Pl
' 7pi
3
24
piα2
(
piT
vFk0
)2(
µ
vFk0
)2
T . (D.44)
with characteristic |q| ∼ T/vF . For v/d  max{T, µ}, the exponential term e−2|q|d in (D.42) can be
neglected, so that 1/τ∞D,Pl is obtained by multiplying the results in (D.43) (for T  vF /d  µ) and
(D.44) (for µ vF /d T ) by a factor 1/2.
Now, let us turn to the case max{T, µ}  Tp, where the plasmon damping starts to modify the
plasmon-mediated drag. In this limit the drag rate can be represented as
1
τ∞D,Pl
=
pi3
32
α2
v2F
Tk40
sinh µT
cosh3 µ2T
∫
q
q5
1
s(q)
[
1
cosh vF q2T cosh
vF q−µ
2T
− (q → −q)
]
, (D.45)
with
s(q) = 1 + 16α2
(
2q
k0
)8
e2|q|d sinh2
vF q
2T
[
1
cosh vF q2T + cosh
vF q−µ
2T
+ (q → −q)
]2
(D.46)
Here, the integral is determined by all q in the interval 0 < |q| < qp, with qp  max{T/vF , kF }.
We obtain, for max{µ, Tp}  T :
(IX) :
1
τ∞D,Pl
' 2
7
pi2α2
(
µ
vFk0
)2( T
vFk0
)2(
Tp
T
)7
T , (D.47)
where
Tp =
vF
2d
ln
[
(k0d)
4
α
Td
vF
]
. (D.48)
Next, in the regime T  Tp  µ we get
(X) :
1
τ∞D,Pl
' 16
3pi2
α2
(
piT
vFk0
)4(
Tp
T
)6
Te−
µ
T , (D.49)
where
Tp =
vF
2d
µT + ln
[
(k0d)
4
α
] . (D.50)
Finally, for Tp  T  µ:
(XI) :
1
τ∞D,Pl
' 32
7pi2
α2
(
piT
vFk0
)4(
Tp
T
)7
Te−
µ
T , (D.51)
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where
Tp =
vF
2d
µT + ln
[
(k0d)
4
α
Td
vF
] . (D.52)
The term µ/T in Eqs. (D.50) and (D.52) appears because the plasmon damping rate obeys the Arrhenius
law with activation gap µ for temperatures T  µ. Here, Tp0 = vF2d ln
[
(k0d)4
α
]
and the border between
the regimes (X) and (XI) is given by the solution of Tp = T with Tp from Eq. (D.50) which behaves as
Tp0 + Tdµ/4Tp0 for µ  Tp0 ln (k0d)
4
α and
√
Tdµ/2 for µ  Tp0 ln (k0d)
4
α . The behavior of the plasmon
contribution to the high-frequency drag rate in diﬀerent regimes in the T−µ-plane is plotted in Fig. D.3.
A discussion of the qualitative behavior of the sum of plasmon and partcle-hole drag rates is presented
in Sec. 4.4.
D.4 Second-order backscattering
In this Appendix, we perform a real-space RG procedure using the operator product expansion [53] to
derive the most relevant operator generated by the backscattering term in Eq. (4.52):
S1 =
g1⊥
pi
∫
dxdτ cos
(√
8piϕ−
) [
(∂xθ+)
2 − (∂xθ−)2
]
. (D.53)
The general form for an OPE for two operators Oi and Oj is
: Oi(rλ,1) :: Oj(rλ,2) :=
∑
k
cijk
|rλ,1 − rλ,2|∆i+∆j−∆k
: Ok
(
rλ,1 + rλ,2
2
)
: (D.54)
where :O : denotes normal ordering, ∆i is the scaling dimension of Oi, and rλ = (x, vλτ)T denotes
coordinates in space-time. The above equality does not hold on the level of operators, but it is valid
when used within the correlation functions, i.e., when the averaging is performed with another set of
operators, at a distance much larger than |r1 − r2| from r1 or r2.
It is convenient to introduce the complex coordinates (z¯λ) and (zλ) as
zλ = vλτ + ix , z¯λ = vλτ − ix , (D.55)
where τ = −it is the imaginary time variable. We further introduce the short-hand notations 1λ ≡
(zλ,1, z¯λ,1) and zλ,12 ≡ zλ,1−zλ,2. By expanding the partition function of the model deﬁned in Eq. (4.52)
in powers of g1⊥, followed by the reexponentiation, we ﬁnd the eﬀective action [53] to the second order
in the coupling constant,
S2 =
1
2
[
〈S1⊥〉2 − 〈S21⊥〉
]
, (D.56)
where 〈. . .〉 denotes the averaging with respect to the ﬁxed-point action. Within the RG procedure, we
increase the short-distance cutoﬀ a at each step by an inﬁnitesimal amount, a→ a′ = (1 + `)a, which
reproduces the action, but with renormalized coupling constants, and may lead to the emergence of
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new operators. To study the terms in the eﬀective action, we need the time-ordered ϕλϕλ correlation
function of the λ = ± ﬁelds,
〈ϕλ(zλ, z¯λ)ϕλ(0, 0)〉 = −Kλ
4pi
ln
[
|zλ|2 + a2
a2
]
. (D.57)
The correlation function for the θλ ﬁelds can be obtained by using the duality relations
Kλ∂zλθλ = ∂zλϕλ , Kλ∂z¯λθλ = −∂z¯λϕλ , (D.58)
which, similarly to the OPE, hold when used for the averages that produce the correlation functions.
The most relevant perturbation in the eﬀective action (D.56) is obtained by contracting all ∂xθ terms
for small space time distances a < |z−,12| < a′. Using the correlation function of the bosonic ﬁelds and
the duality relations (D.58), we ﬁnd the OPEs[(
∂xθ+
)2
ei
√
8piϕ−
]
1
[(
∂xθ+
)2
ei
√
8piϕ−
]
2
→ 1
4(piK+)2
(z2+,12 + z¯
2
+,12)
2
(a2 + |z+,12|2)4
(
|z−,12|2 + a2
a2
)2K−
× ei
√
8pi[ϕ−(1−)+ϕ−(2−)] ,
(D.59)
and [(
∂xθ−
)2
ei
√
8piϕ−
]
1
[(
∂xθ−
)2
ei
√
8piϕ−
]
2
→ 1
(4pi)2
[
2
K2−
(z2−,12 + z¯2−,12)2
(a2 + |z−,12|2)4 + 4
(z−,12 + z¯−,12)4
(a2 + |z−,12|2)4
− 8
K−
(z−,12 + z¯−,12)2
(a2 + |z−,12|2)2
z2−,12 + z¯2−,12
(a2 + |z−,12|2)2
]
×
(
|z−,12|2 + a2
a2
)2K−
ei
√
8pi[ϕ−(1−)+ϕ−(2−)] .
(D.60)
Here, we neglected less relevant terms in the OPE. We perform the integration over the relative co-
ordinates by introducing the polar coordinates z−,12 = re−iφ and z+,12 = re−iφ + rv˜ cosφ with the
parameter v˜ = v+/v−−1 = K−/K+−1. The radial and angular integrations decouple and we perform
the radial integration over an inﬁnitesimal shell r∈ (a, a′) by setting r = a. After integrating out the
relative coordinates, we obtain the following contribution to the eﬀective action:
δS2 =
g21,⊥F (K−,K+)`
(2pi)2v−
∫
dxdτ
pia2
cos[
√
32piϕ−(x, τ)] , (D.61)
with the dimensionless function
F (K−,K+) = 22K−
[
f1(K−,K+) + f2(K−)
]
, (D.62)
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where
f1(x, y) =4y
2
∫ 2pi
0
dφ
2pi
[
(x2 + y2) cos2 φ− y2
]2
[
2y2 + (x2 − y2) cos2 φ
]4 = 5x6 + 45x4y2 + 7x2y4 + 7y632√2(x2 + y2)7/2 (D.63)
and
f2(x) =
1
(4x)2
∫ 2pi
0
dφ
2pi
[
1− 4x+ 6x2 − 8x(1− x) cos 2φ+ (1− 4x+ 2x2) cos 4φ
]
=
1− 4x+ 6x2
16x2
.
(D.64)
Importantly, the function F (K−,K+) is nonzero for K± > 0. We thus see that, upon renormalization,
the new coupling constant is always generated in the eﬀective action, even if it is absent at the ultraviolet
scale. The eﬀect of the term (D.61) on the phase diagram of capacitively coupled helical edge modes
is discussed in Sec. 4.3.2.
D.5 Renormalization of the drag resistivity
In this Appendix, we derive the asymptotics of the drag resistivity at T → 0 for K− > 1/3. We assume
for simplicity that the interedge interaction is weak. To the lowest order in the interwire interaction,
the dc drag resistivity can be expressed as [97, 102]:
ρD =
∫ ∞
0
dq
∫ ∞
0
dω
q2V 212(q)
4pi3n1n2T
ImΠ1(q, ω)ImΠ2(q, ω)
sinh2
(
ω
2T
) , (D.65)
where ImΠσ(q, ω) is the imaginary part of the retarded density-density correlation function of wire
σ = 1, 2 and nσ = KσkF /pi is the electron density of wire σ. The drag resistivity obtained by this
conventional formula is equivalent to that obtained from the high-frequency drag conductivity using
the kinetic equation approach [104].
We write the density operator of helical fermions by employing the expansion in Eq. (4.3). This
yields
ρσ(x) = ψ
†
σ,↑ψσ,↑ + ψ
†
σ,↓ψσ,↓ ' R†σRσ + L†σLσ
+
2kF
k20
{
i
[
(∂xR
†
σ)Lσ −R†σ∂xLσ
]
e−i2kF x + H.c.
}
.
(D.66)
The polarization operators entering Eq. (D.65) are calculated in the presence of the intrawire inter-
action which would lead to the Luttinger-liquid renormalization of the drag resistivity, but neglecting
correlations between the edges. This amounts to setting g2⊥ = 0 and g4⊥ = 0. Then the quadratic
part of the total Hamiltonian separates into two independent sectors in the edge basis. As in the
main text, we will restrict the discussion to equal edges with Luttinger parameter K1 = K2 ≡ K (or,
equivalently, K− = K+ = K) and plasmon velocity v1 = v2 ≡ v. In the bosonic language, the 2kF -part
of the density-density correlation function, which determines the behavior of the drag resistivity at low
temperatures, can be cast in the form
Π2kF (x, τ) =
4k2F
pia2k40
e−i2kF x 〈∂xθ(x, τ)∂xθ(0, 0)ei
√
4pi[ϕ(x,τ)−ϕ(0,0)]〉+ H.c. . (D.67)
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The analytic continuation to real time and the Fourier transform to the frequency-momentum space is
standard [35] and yields
Π2kF (q, ω) = Π˜2kF (q + 2kF , ω) + Π˜
2kF (q − 2kF , ω) (D.68)
with Π˜2kF (q, ω) given by
Π˜2kF (q, ω) =−
(
kF
k0
)2
1
(k0a)2
(
piaT
v
)2K
1
pi4T 2
KK
(
qv
4piT
,
ω
4piT
)
. (D.69)
Here
KK
(
x, y
)
=
(
1
K
+ 1
)
IK+2,2(x, y)− 2IK,0(x, y) + JK+1(x, y) (D.70)
and we have deﬁned the functions
Iγ,δ(x, y) = sin(piγ)22γ−δ−2B
(
−i(x+ y) + γ − δ
2
,−γ + δ + 1
)
B
(
−i(y − x) + γ
2
,−γ + 1
)
+ (x→ −x) ,
(D.71)
and
Jγ(x, y) = v
(piT )2
22γ−4 sin(piγ)
×
{[
B
(
−i(x+ y) + γ
2
− 1
2
,−γ + 1
)
+B
(
−i(x+ y) + γ
2
+
1
2
,−γ + 1
)]
×
[
B
(
−i(y − x) + γ
2
− 1
2
,−γ + 1
)
+B
(
−i(y − x) + γ
2
+
1
2
,−γ + 1
)]}
,
(D.72)
where B(x, y) is the Euler beta-function. When deriving this result, we used∫ ∞
0
dX e−µX sinhν(γX) =
1
2ν+1γ
B
(
µ/2γ − ν/2, ν + 1) ,
where the identity holds as long as Reγ > 0, Reν > −1 and Reµ > Re(γν). In our problem, there exist
integrals for which the condition Reν > −1, which ensures the infrared convergence, is not fulﬁlled. In
that case, the integrals over time t are cut oﬀ at small t by a/v and, consequently, the integrals over
X are cut oﬀ by piTa/v.
For T → 0, the function Im K ([q − 2kF ]/4piT, ω/4piT ) is strongly peaked around q = 2kF with a
width of the peak of the order of T/v. Therefore, we can neglect the term Im KK
(
[q + 2kF ]/4piT, ω/4piT
)
in the integral over positive momenta in Eq. (D.65). Then, we ﬁnd
ρD ∼ IK
[
V12(2kF )
]2
u2
(
kF
k0
)4
T
(k0a)4
(
piaT
u
)4K
, (D.73)
where
IK =
∫ ∞
0
dΩ
[ ImKK(0,Ω/4pi) ]2
sinh2(Ω/2)
with Ω = ω/T . As discussed in the main text, the natural ultraviolet cutoﬀ here is provided by
the distance between the edges, a ∼ d. The parametric dependence of the drag resistivity obtained by
means of bosonization reproduces in the limitK → 1 the result (4.41) of the kinetic-equation analysis.
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