We propose a conservative extension of HM(X), a generic constraint-based type inference framework, with bounded existential (a.k.a. abstract) and universal (a.k.a. polymorphic) data-types. In the first part of the article, which remains abstract of the type and constraint language (i.e. the logic X), we introduce the type system, prove its safety and define a type inference algorithm which computes principal typing judgments. In the second part, we propose a realistic constraint solving algorithm for the case of structural subtyping, which handles the non-standard construct of the constraint language generated by type inference: a form of bounded universal quantification.
Introduction
HM(X) is a generic constraint-based type inference system, originally defined for the λ-calculus with let by Odersky, Sulzmann and Wehr [18] . It goes on with the tradition of the Hindley-Milner type system by providing the combination of let-polymorphism and a complete type reconstruction algorithm. However, the interest of HM(X) lies in its greater generality: indeed, it is fully parametrized by a logic, X, which is used for expressing types and relating them with constraints. Then, instantiating the framework with different possible logics yields a large variety of type systems. For instance, letting X be the standard Herbrand logic retrieves the usual unification-based Hindley-Milner system. Similarly, choosing a logic equipped with a partial order between types yields a type system featuring both subtyping and let-polymorphism. Another contribution of HM(X) resides in its treatment of the typing problem as a constraint. This approach allows modular and systematic Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ICFP'03, August 25-29, 2003 , Uppsala, Sweden. Copyright 2003 ACM 1-58113-756-7/03/0008 ...$5.00 definitions of type inference systems, by reducing the question of determining whether a program is well-typed to constraint resolution.
The HM(X) framework can naturally be extended to deal with the whole ML programming language, including references [23] , exceptions and variant or record data-types. It also has been used as the basis of type systems for some advanced programming constructs [22] , or to describe static analyses [24] . However, all these extensions are orthogonal to the treatment of polymorphism which remains in the ML tradition.
In short, the expression e must be type-checked in an environment where the program variable x receives the type κ × (κ → int) where κ is a new type symbol that cannot occur in the type of e, in order to preserve abstraction. It is equivalent to say that the function fun x -> e must receive the polymorphic type scheme ∀α.α × (α → int) → τ for some type τ which does not involve α. This style of existential quantification has been implemented in compilers for Hope [20] , Caml [13] and Haskell [2] , and has shown its practicality and its value for programming: it provides in particular first class data abstraction and allows heterogeneous data structures aggregating different implementations of the same abstract type. What is more, the principle of combining the introduction and the elimination of existential quantification with the data-type mechanism seems most appealing: this provides the necessary source code annotations for preserving type inference, while remaining reasonably lightweight and natural for the programmer.
In the same spirit, Rémy [25] proposed the introduction of univer-sally quantified variables in data-types, as in the following declaration:
type u = L of ForAll 'a. ('a -> 'a)
Similarly, u is isomorphic to the polymorphic type ∀α.(α → α). This extension permits to counterbalance in some situations the limitations of let polymorphism and allows an encoding of System F. For instance, this is useful for defining structures which contain simultaneously data and functions, as in object-oriented programming, and also allows the introduction of higher-order functions whose arguments have polymorphic types. Such a need is particularly liable to appear in the presence of abstract data-types, because-in short-any function which manipulates a value coming from some existential data-type must be polymorphic.
Overview
In this paper, we propose an extension, called HM ∃∀ (X), of the HM(X) framework with bounded existential and universal datatypes. The language we consider is a call-by-value λ-calculus with let and references. As for the original HM(X), our system is parametrized by the logic of types and constraints, which allows different instances.
Let us now detail the contributions of this paper. First and foremost, it provides a general template for equipping HM(X)-based type systems with first class existential and universal types: this naturally includes all HM(X) instances, but also other systems which follow the same guidelines, e.g. [4, 24] . Obviously, the reasons which lead to introduce such mechanisms are not particular to these programming languages and systems; they correspond to those which are largely discussed in the literature, some of which we have mentioned in the introduction. However, the need for a first class data abstraction mechanism is likely to increase in languages featuring advanced and expressive type systems: roughly speaking, the more precisely types describe expressions, the more one needs to aggregate values of different types. We observed this phenomenon while experimenting with our HM(X)-like type system tracing information flow in ML [24] and its prototype implementation for the Caml language, Flow Caml [26] . In this system, usual ML types are annotated with security levels belonging to some arbitrary lattice and representing a hierarchy of principals: for instance, modeling the security policy of a bank, one may have one security level for every client. The information concerning each client can be stored in a record, which may be defined as follows:
type 'a client_info = { cash: 'a int; send_msg: 'a int -> unit;
... }
This definition is identical to that we would have in Caml, with the difference that the record type client_info must carry one parameter which is the security level of the client. This security level also appears in the record components types: the field cash stores the current balance of the client's account, hence it has the type of an integer labeled by the client's security level. Similarly, send_msg is a function which allows sending a message to the given client. The bank's security policy naturally requires that each client can only receive information about its personal situation, so the argument of send_msg must have (at most) the security level 'a. In Caml, all records storing information about clients would have the same unannotated type, client_info, so it would be possible to store the clients file in some data structure, such as a list of type client_info list. On the contrary, in Flow Caml, records corresponding to distinct clients have incompatible typesbecause their annotations differ-and, as a consequence, the clients file forms a heterogeneous set of records which is not representable. A natural solution consists in making the client's security level existentially quantified in the declaration: in section 6.2, we will follow up on this example and show how extending Flow Caml's type system with the framework of the current paper allows manipulating such data structures.
Secondly, instantiating HM ∃∀ (X) with the standard Herbrand logic, we retrieve a system close to those of Odersky and Läufer [16] and Rémy [25] . However, we believe our constraint-based presentation to be more modular and lightweight, because it clearly separates issues related with the logical definition of the type system from those concerning type inference. Indeed, in previous approaches, the typing rule for opening abstract values introduce Skolem types for existentially quantified variables, i.e. new incompatible (for unification) type symbols. Although this is an efficient implementation technique for dealing with existentially quantified variables in a unification-based type inference engine, this is not really handy to manipulate when studying the type system itself, e.g. proving type safety results. Our approach stands in sharp contrast: the logical presentation of the type system relies only on the usual type generalization mechanism. For the purpose of type inference, the constraint language is enriched with a construct which provides a form of bounded universal quantification, whose resolution is delegated to an external constraint solver.
As a third contribution, this paper describes a realistic algorithm for solving this extended constraint language for the case of structural subtyping. To the best of our knowledge, this is the first practical algorithm to be proposed which deals with a form of bounded universal quantification in subtyping constraints.
We will now proceed as follows. In section 3, we introduce the languages of types, constraints and programs. Then, in section 4 we define the type system HM ∃∀ (X), prove it ensures safety of program execution and describe an algorithm which computes principal typing judgments. The presentation and the proofs of these topics are carried out in a general context, with limited assumptions about the model in which types and constraints are interpreted. In section 5, we propose a realistic algorithm for solving constraints generated by type inference in the case of structural subtyping. Section 6 concludes with some discussion about the possible continuations of this work, and about integrating it into our information flow analyzer [24, 26] . By lack of space, only the most significant fragments of proofs are given. However, they can be found integrally in the full version of this paper [27] .
The core language
We let a variance ν be a pair of booleans (ν + , ν − ). We write ⊕ (read: covariant), (contravariant) and (invariant) for the variances (1, 0), (0, 1) and (1, 1), respectively. A signature of arity n is a list of n variances [ν 1 ,...,ν n ].
Types and constraints
Our framework is parametrized by a first-order logic, X, whose variables, terms and formulas are respectively type variables, types and constraints. Type variables are supposed to be in infinite number and are denoted by the meta-variables α and β. We letᾱ stand for a finite list of types variables, and given two sets of variables V 1 and V 2 , we let V 1 #V 2 be a shorthand for
Figure 1. Interpretation of constraints
We follow the model-based approach of Pottier [23] by interpreting the logic in a model (T, ≤), which is a partially ordered set whose elements t are ground types. This differs from the original presentation of HM(X) [29] where constraints are viewed as elements of an abstract cylindric constraint system. Although it is slightly less general, we believe our presentation to be more concise. Furthermore, it allows manipulating solutions of constraints, which is of greater help when one describes constraint resolution algorithms.
As it is usual, we do not fully specify the first-order logic X nor the model T , but only state a few requirements they must fulfill. Thus, our framework remains abstract from several choices, as the flavor of subtyping at hand (e.g. structural or non-structural subtyping). In section 5, we will describe one of the possible instances.
The logic X must at least comprise the following language of types:
Types include type variables, a base type unit, functions and references types. Existential and universal types are named: we let ε and π range over disjoint sets of existential and universal constructors, respectively. For the time being, we do not specify how data-types are declared, we will address this question in section 3.2. We just require each constructor to have a signature which specifies in particular its arity.
If ν is a variance, we define ≤ ν by: an assignment ρ is a total mapping from types to ground types which is a morphism for symbols (i.e. for all ϕ and
). Constraints are interpreted in the model by a two-place predicate · ·, whose arguments are an assignment and a constraint; if ρ C holds, we say that ρ satisfies or is a solution of C.
The constraint language of the logic X must provide the following constructs, whose interpretation is specified by the laws of figure 1 :
.. Constraints include subtyping between types (we let τ = τ be a shorthand for τ ≤ τ ∧ τ ≤ τ), conjunction of constraints and existential quantification. In addition to these standard constructs, we require a custom form of constraint, ∀ᾱ.D = C, which is generated by the type inference algorithm when it requires an expression to have some bounded polymorphic type. We give a weak semantics to universal quantification by requiring the bound D to be satisfiable: an assignment ρ is a solution of ∀ᾱ.D = C if it satisfies ∃ᾱ.D and, for every assignmentt of the variablesᾱ such that ρ[ᾱ →t] satisfies D then ρ[ᾱ →t] is a solution of C. Doing so preserves the property that any sub-constraint of a satisfiable constraint is also satisfiable, which shall help constraint resolution, see section 5.
We introduce the constant true for some arbitrary universally true constraint, e.g. ∃α.α ≤ α. We assume the standard notions of freevariables and capture-avoiding substitutions to be defined on constraints (fv(C) stands for the set of variables free in C and C[τ/α] is the constraint C where every free occurrence of α is substituted by τ). We write C 1 C 2 if C 1 implies C 2 , i.e. every solution of C 1 is also a solution of C 2 . Two constraints are equivalent if they imply each other.
Data-type declarations
We now have to provide a way to relate data-type constructors to plain types, i.e. to specify the type of the values each data-type accepts. Our approach superficially differs from that of Odersky and Läufer [16] . First, we choose not to make data-types declarations part of the expression language; instead we consider they are defined globally. Second, we simplify the presentation by separating them from variants and records; in other words we only consider one summand variants (or isomorphically one field records). Although combining the introduction of existential or universal quantification with building or matching of data structures is convenient in a real programming language, we believe this to be orthogonal to the formal presentation of the system. For every existential constructor ε, we assume a declaration of the form:
.τ with fv(τ, D) ⊆ᾱ ∪β (Such a declaration is considered modulo α-conversion of the variablesᾱ andβ, which are supposed to be distinct.) The intuition behind is that the type ε(ᾱ) is an abbreviation for the existential type ∃β [D] .τ. The main difference with the case of ML is that existential types supply a constraint D which bounds the quantification, i.e. which may relate the quantified variablesβ with one another and with the type parametersᾱ. In words, the above declaration means that an expression of type ε(ᾱ) can be built from any expression which has the type τ for some instance ofβ satisfying D. In the case of a unification-based system where the only expressible relation between types is equality, there was no need for such a constraint, because-roughly speaking-it can always be set to true by unification and substitution of type variables. However, this is no longer the case with a more elaborate constraint language, e.g. in the presence of subtyping.
Similarly, a universal constructor π must have a declaration of the form:
.τ with fv(τ, D) ⊆ᾱ ∪β which means that a value may be injected in the type π(ᾱ) if and only if it has the type τ for every solutionβ of D.
Subtyping between data-types has been defined by equipping constructors with signatures. One must ensure that each of them fits the logical interpretation of the corresponding constructor. Thus, for existential constructors, we require that
The intuition is that ε(ᾱ 1 ) ≤ ε(ᾱ 2 ) requires every expression of type ε(ᾱ 1 ) to have the type ε(ᾱ 2 ): then, for every instance of τ 1 withβ 1 satisfying D 1 , there must exist a greater instance of τ 2 for somē β 2 which satisfies D 2 . In other words, the variances assigned to the constructor ε must be valid for the underlying existential type, which is necessary for the type system to be safe, see proof of lemma 3. The following is the counterpart for universal constructors:
The inequality π(ᾱ 1 ) ≤ π(ᾱ 2 ) requires that for every instance of ∀β 2 
Expressions
Let x, m range over disjoint denumerable sets of program variables and memory locations, respectively. Then operators, values and expressions are defined as follows:
The core of the language is a λ-calculus with references. Expressions include program variables, memory locations, a unit constant, λ-abstractions, three operators for allocating, updating and reading memory cells, and function applications. The let construct has the same meaning as the basic expression (λx.e) v; however, as usual in ML, it directs the type-checker to generalize x's type. The language is extended with existential and universal introduction and elimination constructs. · ε and · π are data-type constructors, they tell when to pack values as abstract or polymorphic ones, respectively. Polymorphic values can be read directly with open π which is nothing but the inverse of the constructor · π . Accessing existential ones is slightly more subtle: for the sake of type soundness, we need the content of an existential value to be used only within a statically known bounded scope: for this purpose, the construct open ε e with v includes a handling function v which will receive as argument the content of the matched expression e.
The grammar of expressions constrains sub-expressions of some constructs to be values-rather than arbitrary expressions: the binding in let, the handler in open ε and the content of a polymorphic data-type. These sub-expressions correspond to the point where the type system performs some type generalization: following Wright [31] , we restrict it to values, to preserve soundness in the presence of references.
A store is a partial mapping from memory locations to values. The small-step semantics is defined on configurations e / µ which consist in a pair of an expression and a store. The reduction rules are given in figure 2. As usual in presence of side-effects, we choose a call-by-value evaluation strategy; hence evaluation contexts E are defined by the following grammar:
The type system
We now present the type system HM ∃∀ (X). In section 4.1, it is defined as a logic of deduction rules. Then, in section 4.2, we prove it is safe-i.e. reduction of well-typed expression cannot go wrongand section 4.3 describes a type inference algorithm, that is, a procedure to derive most general typing judgments.
In this section, we identify constraints modulo logical equivalence. Although the representation of constraints is of main importance for the design of a constraint solver, it does not matter when defining a type system and proving it correct.
Typing rules
A type scheme σ is a triple of a set of quantifiersᾱ, a constraint C and a type τ; we write σ = ∀ᾱ [C] .τ. Type schemes are considered modulo renaming of quantified variables. A program environment is a partial mapping from program variables to type schemes. A memory environment is a partial mapping from memory locations to types.
The type system HM ∃∀ (X) is defined by the set of deduction rules of figure 3. Judgments about expressions have the form C, Γ, M e : τ where τ is the type assigned to the expression, the environments Γ and M give type schemes to e's free program variables and types to memory locations, respectively, and the constraint C carries assumptions about the type variables that are free in Γ, M and τ. By generalization, a type scheme may be assigned to a value, hence a judgment of the form C, Γ, M v : σ. Two extra forms are employed to reason about stores C, M µ and configurations C, Γ e / µ : τ.
We omit Γ and M in judgments when they are empty.
We now comment on the typing rules of figure 3 , starting with the three non-syntax directed ones. Firstly, GENERALIZE generalizes the type of a value to produce a type scheme. All type variables that are not free in the environments and the constraint C can be universally quantified. Moreover, we require the generated scheme to have instances, hence the premise C ∃ᾱ.C . SUB is a standard subsumption rule, allowing an expression which has some type τ to be used with any greater type τ. Rule HIDE makes a type variable local to a sub-derivation, which is of interest before generalization.
Rules VAR and LOC assign types to program variables and memory locations by looking up the appropriate environment. Note that Γ(x) is a type scheme, of which VAR makes a fresh instance. UNIT deals with the unit constant and OP assigns the standard types to operators:
Rules for λ-abstraction ABS, function application APP and let-binding LET are standard. In ABS, we slightly abuse notations by mapping x to the simple type τ in the program environment, while it should be ∀∅ [true] .τ. When typing e ε , rule EXIST looks up the declaration of the data-type ε and requires e to have some instance of the type τ which satisfies D (in fact, by SUB, e may have any type τ such that C τ ≤ τ). In OPENEXIST, the expression e must have an ε type (for the sake of simplicity, we require the parameters of the data-type to be variables, but this is not restrictive because subsumption allows introducing names for arbitrary sub-terms in types). Then, the handler v must have the type scheme ∀β [D] .τ → τ so that it is a function able to accept any possible instance of the existential type. Furthermore, in order to preserve type abstraction, the result returned by the handler cannot leak information about the existentially quantified type variablesβ, hence they must not appear in the type τ. Rule POLY looks up the declaration of the universal data-type π and requires the value v to have the corresponding type scheme. Conversely, in OPENPOLY, the expression e must have a π type, and an instance of the scheme found in the declaration is taken.
The last three rules of the system deal with stores and configurations. STORE requires each entry of the store to have the type given by the memory environment. CONF allows deriving a judg- Figure 2 . Semantics ment about a configuration from those on the expression and the store. CONFHIDE is required for the type system to enforce subjectreduction: indeed, because of allocation, the memory environment is liable to grow throughout reduction and therefore to involve new type variables. Those can no longer be made local by HIDE, but still by CONFHIDE, because typing judgments on configurations do not mention the memory environment.
For the sake of conciseness, we did not make the two following rules part of our definition of HM ∃∀ (X), however it can be checked that they are valid, i.e. adding them in the system does not extend the set of derivable judgments:
The former states that the constraint in a type judgment about some expression can be weakened (ς stands for either a type τ or a type scheme σ), while the latter allows instantiating type schemes at any place in derivations.
Type safety
We now state the correctness of the type system, i.e. that evaluation of well-typed expressions cannot go wrong. This could be achieved following a semi-syntactic approach [23] , which consists in defining an intermediate ground system, B ∃∀ (T ), whose types are those of T . However, we prefer to proceed in a direct way, by proving HM ∃∀ (X) satisfies subject-reduction, since it shows that each reduction step preserves typings.
Proving type safety is simplified by restricting our attention to canonical derivations. We chose a logic, rather than syntaxdirected, presentation of the type system, since the former is much more concise than the latter. The restriction to canonical derivations allows to recover the benefit of the latter. Canonical derivations (about expressions or configurations) are those where every instance of HIDE is above an instance of GENERALIZE. We write C, Γ, M c e : τ if the judgment C, Γ, M e : τ has a canonical derivation. Proof. By induction on the derivation of e / µ → e / µ . By lemma 2, we may assume, w.l.o.g., that the derivation of C, M c e : τ ends by an instance of a syntax-directed rule. By lack of space, we only give the case related to existential data-types; all others can be found in the full version of the paper [27] .
Lemma 1 (Canonical derivations)
• Case (ε). e is open ε v 1 ε with v 2 and e is v 2 v 1 and µ is µ. The derivation of C, M c e : τ must end with an instance of OPENEXIST whose premises are C, M c v 1 ε : ε(ᾱ) (1) and ε(ᾱ) ∃β [D] .τ 1 (2) and
By lemma 2 and EXIST, (1) implies C, M v 1 :
.τ 1 (6) and C D (7) and C ε(ᾱ ) ≤ ε(ᾱ) (8). Invoking (4) and by a renaming ofβ in (2) and (3), we may assumē β # fv(τ 1 ,C, M) (9) . By the requirement on ε's signature (section 3.2), (2), (6), (8) and (9) 
and, by (7),
Using (4) and (9), by an instance of HIDE, we obtain
By WEAKEN and (10), C, M e : τ follows.
The previous lemma entails the following, more abstract statement:
Theorem 1 (Subject-reduction) If C e / µ : τ and e / µ → e / µ then C e / µ : τ.
A closed configuration e / µ is well-typed if C e / µ : τ holds for some type τ and satisfiable constraint C.
Lemma 4 (Progress) Consider a closed configuration e / µ. If it is well-typed and irreducible, then e is a value.
We omit the proof of this result, which is standard and can be found in [27] .
Let e be a closed expression. e / µ is said to go wrong if there exists an irreducible configuration e / µ such that e / µ → * e / µ and e is not a value. The combination of subject-reduction and progress ensures that well-typed configurations cannot go wrong, which proves the type safety of HM ∃∀ (X).
Theorem 2 (Safety)
If e / µ is closed and well-typed, then it does not go wrong.
Type inference
From here on, we restrict our attention to source language expressions, i.e. expressions which do not contain memory locations. Indeed, introducing memory locations was only useful to define a small-step semantics and state the type safety theorem. Figure 4 defines the type inference algorithm as a function, · · : · , which takes three arguments: the program environment Γ, the The recursive definition of the constraint returned by the type inference algorithm follows the syntax-directed rules of the logical presentation of the type system ( figure 3 ). However, in order to be complete, the algorithm must take in account any possible use in HM ∃∀ (X) derivations of one of the non-syntax-directed rules. First, SUB is dealt with by generating coercions in constraints at any place where subsumption can occur in HM ∃∀ (X). In what concerns HIDE, the constraints produced by the type inference algorithm systematically expose a minimal number of type variables: the free variables of Γ e : τ are (a subset of) those of Γ and τ. Lastly, generalization (rule GENERALIZE) is handled in the inference process in two different ways. On the one hand, the treatment of polymorphism introduced by let is standard: the type scheme to be assigned to the variable x is not given explicitly in the program, so, to ensure principality, the most general one must be computed and inserted in the environment. For this purpose, a fresh type variable α is introduced for the typing of v, so that α is the only variable which can be generalized in the constraint Γ v : α (other free variables are bound in the environment Γ). 
Syntax-directed rules
VAR Γ(x) = ∀ᾱ[C ].τ C C C, Γ, M x : τ LOC C, Γ, M m : M(m) ref UNIT C, Γ, M () : unit OP C, Γ, M op : type op (τ) ABS C, Γ[x → τ ], M e : τ C, Γ, M λx.e : τ → τ APP C, Γ, M e 1 : τ → τ C, Γ, M e 2 : τ C, Γ, M e 1 e 2 : τ LET C, Γ, M v : σ C, Γ[x → σ], M e : τ C, Γ, M let x = v in e : τ EXIST C, Γ, M e : τ ε(ᾱ) ∃β[D].τ C D C, Γ, M e ε : ε(ᾱ) OPENEXIST C, Γ, M e : ε(ᾱ) ε(ᾱ) ∃β[D].τ C, Γ, M v : ∀β[D].τ → τβ # fv(τ) C, Γ, M open ε e with v : τ POLY C, Γ, M v : ∀β[D].τ π(ᾱ) ∀β[D].τ C, Γ, M v π : π(ᾱ) OPENPOLY C, Γ, M e : π(ᾱ) π(ᾱ) ∀β[D].τ C D C, Γ, M open π e : τ Non-syntax-directed rules GENERALIZE C ∧C , Γ, M v : τ C ∃ᾱ.C ᾱ # fv(C, Γ, M) C, Γ, M v : ∀ᾱ[C ].τ SUB C, Γ, M e : τ C τ ≤ τ C, Γ, M e : τ HIDE C, Γ, M e : τ α# fv(Γ, M, τ) ∃α.C, Γ, M e : τ
Stores and configurations
Similarly, in v π , the scheme ∀β [D] .τ is expected; this yields the constraint ∀β.D = Γ v : τ .
The following theorem states that the type inference algorithm is correct, i.e. that the constraint it generates is that of a valid typing judgment about the given expression.
Theorem 3 (Correctness)
For all Γ, e and τ, the judgment Γ e : τ , Γ e : τ is derivable.
Proof. The proof is by induction on the expression e. Again, by lack of space, we only give the cases concerning existential datatypes. Those about universal data-types are similar, and others are standard. All can be found in [27] .
• Case e = e ε . Letᾱ andβ be distinct variables not in fv(τ, Γ) (1) and ε(ᾱ) ∃β [D] .τ (2) . By induction hypothesis, we have Γ e : τ , Γ e : τ . By WEAKEN, this yields Γ e : τ ∧ D, Γ e : τ
. By an instance of EXIST with the premises (3), (2) and Γ e : τ ∧ D D, we obtain Γ e : τ ∧ D, Γ e : ε(ᾱ). By WEAKEN and SUB, Γ e : τ ∧ D ∧ ε(ᾱ) ≤ τ, Γ e : τ (4) follows. By (1), αβ appear only in the constraint of the judgment (4), then by HIDE, (1) and (2), Γ e : τ is ∃ᾱβ. (5) is the goal.
• Case e = open ε e with v. Letᾱ andβ be distinct variables not in fv(τ, Γ) (1) and ε(ᾱ) ∃β [D] .τ (2) . By induction hypothesis, we have Γ e : ε(ᾱ) , Γ e : ε(ᾱ) (3) and (1) and (5) yield
. By WEAKEN and OPENEXIST, the judgment Γ e : ε(ᾱ) ∧ ∀β.D = Γ v : τ → τ , Γ e : τ can be derived from (3), (6), (2) and (1). By (1) and HIDE, ∃ᾱ.( Γ e : ε(ᾱ) ∧ ∀β.D = Γ v : τ → τ ), Γ e : τ (7) follows. By (1) and (2), Γ e : τ is ∃ᾱ.( Γ e : ε(ᾱ) ∧ ∀β.D = Γ v : τ → τ ), hence (7) is the goal.
We continue by showing the type inference algorithm to be complete, i.e. to produce the minimal constraint (w.r.t. implication) under whose hypothesis an expression is typable.
Lemma 5 (Subsumption
) Γ e : τ ∧ τ ≤ τ Γ e : τ .
Theorem 4 (Completeness)
Proof. By induction on the input derivation. By lack of space, we only give the cases concerning existential data-types. Those about universal data-types are similar, and others are standard.
• Case EXIST. The hypothesis is C, Γ e ε : ε(ᾱ). This derivation ends by an instance of EXIST whose premises are C, Γ e : τ (1), ε(ᾱ) ∃β [D] .τ (2) and C D (3). Using the induction hypothesis with (1), we have C Γ e : τ . By (3), we obtain C Γ e : τ ∧ D (4). Let ε(ᾱ β ) ∃β [D ] .τ (5) withᾱ β # fv(Γ,ᾱ) (6). By (2), (5) and lemma 5, (4) implies C ∃ᾱ β .( Γ e : τ ∧ D ∧ ε(ᾱ ) ≤ ε(ᾱ)) (7). By (5) and (6) , Γ e ε : ε(ᾱ) is the right-hand-side of (7), which is hence the goal.
• Case OPENEXIST. The hypothesis is C, Γ open ε e with v : τ. This derivation ends by an instance of OPENEXIST whose premises are C, Γ e : ε(ᾱ) (1), ε(ᾱ) ∃β [D] .τ (2), C, Γ v : ∀β [D] .τ → τ (3) andβ #fv(τ) (4). Thanks to (4), we may assumeβ #fv(C, Γ) (5). Invoking the induction hypothesis, (1) and (3) yield C Γ e : τ (6) and C ∀β.D = Γ v : τ → τ (7), respectively. Let ε(ᾱ ) ∃β [D ] .τ (8) withᾱ #fv(C, Γ, τ) (9). By lemma 5, (6) and (7) yield
and (9), Γ open ε e with v : τ is the right-hand-side of (10), which is hence the goal.
Solving constraints: the case of structural subtyping
We are done describing the HM ∃∀ (X) type system and its type inference algorithm, which provides a procedure to compute (the constraint of) the principal typing judgment for a given program. We shall now deal with the resolution of constraints: indeed, according to the type safety theorem, a program is well-typed in HM ∃∀ (X) if and only if the constraint produced by inference is satisfiable in the logic X. However, addressing this question in a general context, without specifying more precisely the properties of the logic and the model is not conceivable: constraints resolution techniques heavily depend on them.
We choose to turn our attention to the case of structural subtyping [15] , because our initial motivation resides in the introduction of existential and universal data-types in our information flow inference system for the Caml language [24, 26] . In short, with structural subtyping, two comparable ground types must be (finite) trees which have the same shape and only differ by their leaves or atoms. This flavor of subtyping naturally arises when one intends to extend a unification-based type system with annotations belonging to a poset, in order to perform some static analysis [1, 5, 24] .
Resolution of sets of inequalities in the case of structural subtyping has been intensively studied, and efficient algorithms are known for solving and simplifying constraints [6, 30, 9, 28] . However, the type inference algorithm of section 4 produces a non-standard form of constraints, ∀β.D = C, which combines universal quantification with implication. On the one hand, Kuncak and Rinard [10] recently showed that the first-order theory of structural subtyping of non-recursive types is decidable; however, this study does not yield a practical algorithm for solving constraints. On the other hand, previous works [8, 28] described efficient algorithms for deciding top-level entailment of constraints, where all free variables are implicitly universally quantified. However the problem we tackle here is more general. Because of the presence of unquantified free variables, the result of the comparison is no longer a simple boolean: one must determine the minimal hypothesis-if any-about these variables which guarantees the implication to be true. Our approach consists in trying to express this hypothesis itself as a constraint, i.e. to translate every construct ∀β.D = C into a regular constraint without universal quantification and implication. The interest of this strategy, known as quantifiers elimination, is that, because the target constraint language is standard, it benefits from the existing techniques, such as simplification methods.
Designing algorithms for solving constraints of a logic which includes an implication operator is recognized to be a difficult question, because they involve a form of disjunction: the constraint can be solved either by negating the left-hand-side of the implication or by satisfying the right-hand-side, which breaks the usual closure mechanisms. Here, we bypass this problem thanks to two particular properties. Firstly, left-hand-sides of implications are not arbitrary in constraints generated by type inference: they are exactly the constraints which are given in data-type declarations (by convention, all these have been denoted by the meta-variable D in the paper). As a consequence, we impose some restrictions about their form in order to strike a compromise between the expressivity of the system and the efficiency of constraint resolution, as will be explained in subsection 5. However, making this explicit in the semantics of constraints serves the constraint solver: in particular, it preserves the property that any sub-constraint of a satisfiable constraint is also satisfiable.
The ground model
Let us briefly introduce a generic model T s for structural subtyping, parametrized by a set of symbols (which must at least include those of section 3). Every symbol ϕ must come with a fixed arity a(ϕ) and a signature sig(ϕ). Then ground types are finite trees labeled by symbols, defined by: 
We let ≈ be the symmetric transitive closure of ≤. Every equivalence class of this relation is a set of ground types which have the same shape; on which the subtyping order ≤ defines a lattice structure [28] . It is straightforward to check that (T s , ≤) satisfies the assumptions made in section 3 about the ground model of types.
The constraint language
In the forthcoming subsection 5.4, we will describe the solving algorithm as a small step reduction which rewrites constraints. As a consequence, constraints are not only used to denote the problems produced by type inference, but also to describe their internal representation in the solver as well as intermediate steps of computation. Then, in the remainder of this section, we extend the constraint language as follows.
Let a cset R be a multiset, interpreted as a conjunction, whose elements are elementary constraints of the form
Figure 5. Interpretation of constraints
(This second non-standard form does not improve the expressiveness of the language: indeed, because each of ≈'s equivalence classes is a lattice, τ 1 ≈ τ 2 could be encoded by ∃α.(α ≤ τ 1 ∧ α ≤ τ 2 ). However, the possibility to explicitly remove existentially quantified variables is mandatory in several steps of the algorithm.) Then, constraints are built on top of csets by the following grammar:
By scope extrusion, we can restrict the right-hand-side of every conjunction to be a simple inequality-rather than an arbitrary constraint-without loss of expressiveness (see the full version of the paper [27] for the details). We made this presentation choice because it simplifies the description of the algorithm and avoids some technical issues; however there is no theoretical difficulty in generalizing the framework to an unrestricted conjunction.
The last construct of the constraint language is part of the solver's internal representation of constraints. Indeed, the algorithm is based on the possibility offered by structural subtyping to expand types and decompose inequalities, as illustrated by the following example. Consider the constraint α ≤ φ(β 1 ,...,β n ): every solution of this inequality maps α to a type whose root is φ; hence we can expand this variable by introducing fresh variables α 1 ,...,α n and rewriting the constraint as ∃α 1 
. Besides, taking advantage of this expansion, it is possible to decompose the inequality as a conjunction relating variables instead of type terms: the above constraint is indeed equivalent to ∃α 1 
. Although it is logically correct, the result does not explicitly record the fact that the variables α 1 ,...,α n have been introduced by the expansion, as names for α's sub-terms. This is why we provide a dedicated construct for binding variables generated by expansion: ∃ ∃ φ(ᾱ) . = α .C requires α to be a φ type and the "fresh" variables α are bound to its sub-terms in C. We moreover require α not to appear free in C. This can naturally be encoded as ∃ᾱ.(φ(ᾱ) = α ∧C). However, the former explicitly relates the introduced variablesᾱ to the original one α, which guides the constraint solver.
We extend the interpretation of constraints to the new language in the natural way, see figure 5 ( range over the symbols ≤, ≥ and ≈). We let an atom η be either a symbol of arity 0 or a type variable. A cset is atomic if and only if it involves only atoms, i.e. all its elements have the form η 1 η 2 .
Restricting universal quantification
We now explain the restriction our algorithm imposes on the form of constraints allowed in data-type declarations, and, thereby those which appear in the left-hand-side of ∀β.D = C constructs. In fact, the restriction concerns not just the constraint D, but the pair of the list of quantified variablesβ and the constraint D, which we refer to as a quantification bound.
It is worth noting that supposing the constraint D to have no existential quantifier inside does not affect expressiveness: indeed, every variable which is existentially quantified in D can be made universally quantified up front (e.g., with the appropriate captureavoiding renamings, the constraint ∀β.(∃α.D) = C is equivalent to ∀βα.D = C). Besides, type constructors can be removed from quantification bounds by the standard expansion and decomposition process. For instance ∀β.
Similarly, thanks to the weak interpretation of universal quantification, ∀β 1 
Combining these observations, it is natural to require the constraint of a quantification bound ∀β.D ⇒ ··· to be a conjunction of inequalities involving atoms (which, abusing notations, we consider to be a cset). These inequalities allow to relate together the variables ofβ and to limit their range by some external bounds (i.e. ground atoms or variables not inβ). So, considering a variable β of β, three situations may arise:
1. β has no bound in D, i.e. is only related to variables ofβ. In this case, no assumption can be made about its structure in the right-hand-side of the implication: for instance, the constraint
is not satisfiable, because β cannot be restricted to range only over arrow types.
2. β has one lower and/or one upper bound(s) in D. Consider for instance the constraint
Because of the weak semantics of ∀, this constraint implies
Hence, any solution of C 1 maps β's bound, α, to an arrow type. This allows expanding α as α 1 → α 2 and it remains to solve
As explained above, C 2 is equivalent to
. Because α 1 (resp. α 2 ) is the unique lower (resp. upper) bound of β 1 (resp. β 2 ), the latter can definitely be assigned to the former in the right-hand-side of the implication. Then C 2 naturally implies (α 1 ≤ α 1 ∧ α 2 ≤ α 2 ). Next, it is easy to check that these two constraints are in fact equivalent, which completes the resolution.
3. β has several lower or upper bounds in D. In this case, the same decomposition principle applies as in the previous case. However, it may produce constraints whose resolution is difficult to deal with in an efficient manner. To illustrate this point, let us consider the constraint
, which can be rewritten-using the leastupper-bound operator of the lattice as syntactic sugar-into
. By the same reasoning as above, C 3 is equivalent to (α 1 α 2 ≤ α). However, the operator now appears in the left-hand-side of an inequality. Designing efficient algorithms for solving such inequalities seems to be a difficult problem, because they encode a form of disjunction.
That is the reason why we will restrict our attention to the first two cases; as our examples will show, we believe they are expressive enough for most usages (see section 6.2).
We now precisely formalize the assumption we make about quantification bounds. For this purpose, we introduce constraint graphs:
a constraint graph G of size n is defined as a subset of {1,... ,n} × {1,... ,n}. Then, given a list of n types τ 1 ,...,τ n , we let the graph
A node i is said to be the lower (resp. upper) bound of G if and only if for all j, the pair (i, j) (resp. ( j, i) 
• either unbounded: every term inτ i is a variable ofβ,
• or bounded: all variables inτ i are inβ, except those of two terms ofτ i which are respectively lower and upper bounds of the graph.
These correspond to the cases 1 and 2 of the above discussion, respectively. Here are some examples of quantification bounds:
Each of these three examples involve a single graph instance. In (1),
On the contrary, the graph instances in (2) and (3) are bounded: in the former, the bounds are the free variables α 1 and α 2 and the latter is bounded by the ground atoms ϕ 1 and ϕ 2 .
An atom η is unbounded under the quantification ∀β.D ⇒ ··· if and only if it is a variable ofβ which appears in a unbounded graph of D. Otherwise, it is bounded. Given a graph G, we let G ⊕ be G, G be the graph obtained by reversing every edge in G (i.e. 
The algorithm
The constraint resolution algorithm consists in the reduction defined in figure 6 . Its broad outline is to rewrite the input constraint into a solved form S (in the case where the input constraint is not satisfiable, the algorithm can also return the special constant failure). Solved forms compose a subset of constraints defined as follows:
In short, a solved form is a cset R preceded by a list of binders which record the type structure exhibited by expansion.
The first group of rules in figure 6 governs expansion and decomposition in a cset, with the purpose of making it atomic: rule (A) expands a variable which has some known structure and (B) decomposes an elementary constraint between two types with the same head constructor. If a cset relates two incompatible types, then it is not satisfiable, as reflected by (C).
The three next groups of rules deal with the constructs [] ∧ τ 1 ≤ τ 2 , ∃α.[] and ∀β.D = [], respectively: because they are not allowed in solved forms, they must be eliminated. Roughly speaking, these rules act by pushing down the construct at hand until it reaches the cset of the constraint; and then it can be eliminated by operating on the cset. Sketching a parallel with an implementation, one could say that solved forms correspond to the memory representation of constraints; the three constructs of the constraint language stand for the functions provided to the client of the implementation to incrementally build constraints; and the three corresponding sets of 
Expansion and decomposition
If β is α then (F) applies and the quantification on α disappears. Otherwise, the two quantifiers can be safely commuted by (G). When an existential quantification reaches an atomic cset then it is eliminated by (H) which performs a local transitive closure of the graph described by R. 1 2 stands for the concatenation of 1 and 2 , which is ≤ (resp. ≥) if 1 and 2 are both ≤ (resp. ≥) and ≈ otherwise; (R\α) stands for the subset of R's constraints which do not involve α, i.e. {η 1 η 2 | η 1 η 2 ∈ R and η 1 , η 2 = α}.
The fourth group of rules handles universal quantifiers. Rules (I), (J) and (K) deal with binders ∃ ∃ which appear in the right-hand-side of the implication. If the bound variable, α, is not captured by the universal quantification, then the two quantifiers may be commuted as reflected by (I). It is worth noting that, in general, existential and universal quantifiers cannot be swapped; however this is possible with the restricted form of existential quantification provided by binders ∃ ∃, because the introduced variablesᾱ are indeed fully determined by α. The cases where the variable α is universally bound are handled by (J) and (K): if α appears in an unbounded graph of D then the latter applies: the constraint is not satisfiable because α cannot be constrained to range only over φ types. On the contrary, if α has bounds in D, it is possible to require them to be φ types, hence (J). Rules (L) to (O) perform expansion and decomposition of the constraint D which delimits the range of universal quantification. In conjunction with (A) and (B) they aim at making R and D both atomic. Lastly, rule (P) allows the elimination of universal quantifiers by rewriting a constraint of the form ∀β.D = R where D and R are atomic into a simple cset. The built cset first contains bndβ(D), which is equivalent to ∃β.D. Second, the algorithm considers every constraint η 1 η 2 of the cset R. Two cases may arise: if it appears in D * , then it is satisfied by any solution of D so that it can be forgotten. Otherwise, another elementary constraint, which is necessary and sufficient for every solution of D to satisfy η 1 η 2 (i.e. equivalent to ∀β.D = η 1 η 2 ), is generated: Because recursive types are not valid solutions for constraints in the ground model, one must ensure that the elementary constraints of a solved form do not require cyclic type structures. This verification is commonly referred to as the occur-check; because it is standard, we omit its formal description which can be found in previous works [28] . What is more, this check is necessary to guarantee the termination of expansion and decomposition: as a consequence, it must be performed when expanding a cset or the quantification bound of the inner-most universal quantification, if any.
In the full version of this paper [27] , we give a formal proof that the reduction defines an algorithm rewriting constraints that satisfy the occur-check into an atomic solved form or fails. This addresses the question of constraint resolution. Indeed, solving atomic solved forms is a well-known issue [6] : it only requires to check that every path between ground atoms in the graph defined by the inequalities of the cset is valid w.r.t. the partial order ≤ 0 .
6 Discussion and examples
On possible extensions
The programming language studied in this paper is reduced to its core. However, it can naturally be extended by adding constants in the language, appropriate δ-rules in the semantics, new type constructors and the corresponding typing rules, which should not raise any particular issue. Furthermore, the solving algorithm of section 5 is already equipped for such extensions, because it makes no particular assumption about the set of type constructors.
We did not introduce in the description of the solving procedure any procedure for simplifying constraints; nevertheless, such techniques are mandatory to obtain efficient and scalable algorithms. In [28] , we formalized a complete resolution framework (for standard structural subtyping constraints) that includes a series of simplification techniques, many of which rely on polarities assigned to type variables. These techniques can be generalized in the presence of universal quantifiers, considering universally quantified variables as bipolar. What is more, because the mechanism described in section 5 permits to incrementally eliminate universal quantifications from constraints, extending an existing constraint solver for structural subtyping can be done with a limited effort. Indeed, a reasonable strategy consists in, every time a constraint ∀β.D = S is built, simplifying the constraint S, and then eliminating the universal quantification. Such an extension would preserve most of the existing implementation, in particular the internal representation of constraints.
It would be an interesting question to design algorithms for solving constraints generated by HM ∃∀ (X) which handle other forms of subtyping. We considered the case of non-structural subtyping where the set of types forms a lattice, as in [22] . Limiting quantification bounds to be conjunctions of inequalities between universally quantified variables, we believe it is possible to solve the constraints generated by HM ∃∀ (X)'s inference algorithm by considering these variables as new symbols in the types lattice-as Skolem types-and to translate the constraint bounding quantification as axioms about the order between symbols. However, further studies are necessary to precisely formalize and prove this possibility.
Lastly, several researchers have recently proposed conservative extensions of ML which offer higher-order polymorphism in a more flexible way. Odersky and Läufer [17] studied a type system that allows explicit type scheme annotations for function arguments. Garrigue and Rémy designed PolyML [7] , where the elimination of polymorphic types is said semi-explicit: the source code must mention only the points where polymorphic values are used, their types can be inferred. Subsuming PolyML, ML F [11] made the opening of polymorphic values fully implicit. Actually, these works rely on unification mechanisms and do not consider subtyping; extending them in this direction remains to be explored. Other proposals try to combine subtyping in combination with higher-order polymorphism and type inference [3, 21, 19] ; however, they fail to type all ML programs.
On information flow analysis
We plan to integrate the mechanism of abstract and polymorphic data-types described in the current paper in the Flow Caml system, our prototype information flow analyzer for the Caml language. We here give a taste of that by considering some examples, which illustrate the expressiveness of HM ∃∀ (X) in a concrete setting. For the sake of simplicity, we omit some of the security annotations in Flow Caml types (in particular those on top of →), because they are out of the topic of the current paper.
We follow up on the example of a bank's clients file introduced in section 2. As we have explained, the type of every value giving some information about a client is labeled by its security level: for instance !alice int is the type of an integer carrying information about the client !alice. The set of security levels is supposed to be equipped with a lattice structure, so we have in particular a security level !clients which is the least upper bound of all clients security levels. The framework presented in the current paper allows to get round the problem we pointed out in section 2 by defining the type client_info as follows:
type client_info = Exists 'a with 'a < !clients .
{ cash : 'a int; send_msg : 'a int -> unit; ... } This declaration mentions one existentially quantified variable, 'a, which is the security level of the client, hence it must be less than !clients, as reflected by the constraint 'a < !clients which bounds the quantification (the lower bound of 'a is implicitly the bottom element, ⊥, of the security level lattice). Because 'a is local to the declaration, it does not appear as a parameter of the type. As a result, all client records have the same type, client_info, and can be stored in a list of type client_info list.
Then, one may define a function which iterates on a list of clients and sends to each of them a message containing its current balance: We combine the elimination of the existential quantification with the matching of the record structure, which allows an intuitive and lightweight syntax. De-sugaring this example in the syntax of the current paper, we realize that the function which corresponds to the second case of the pattern matching λx.send.tl.(send x; send balances tl) must, to preserve type abstraction, have a type scheme where the security level of the integer x and f's argument can range over all levels less than !clients, i.e. ∀α[α ≤ !clients]. α int → (α int → unit) → client info list → unit which is naturally the case in our example. On the contrary, consider the following ill-typed piece of code:
let illegal_flow = function { cash = x1 } :: { send_msg = f2 } :: _ -> f2 x1 | _ -> ()
In the case where the clients list comprises at least two entries, this function sends the balance of the first client to the second one. This is not allowed by the bank's security policy and rejected by the type system: in the first clause of the pattern-matching, the pattern introduces two variables, β 1 and β 2 , which are the respective existentially quantified variables of the two opened records, ranging independently on security levels less than !clients. The clause's body requires β 1 to be less than or equal to β 2 , this yields the constraint ∀β 1 β 2 .(β 1 β 2 ≤ !clients) = (β 1 ≤ β 2 ) which is not satisfiable, hence the typing failure.
Our next example is a function which computes the total balance of the bank from a clients file: The result of total is an integer which is likely to carry information about any opened record, hence it must be labeled by the least upper bounds of their security levels, which is !clients. Hence, this function receives the type client info list → !clients int.
As pointed out in the introduction, high order functions operating on existential types generally require second order polymorphic types. For instance, let us try to write a function check which takes as argument a record and a function which performs some computation on the client's balance: let check f { cash = x; send_msg = send } = send (f x)
To preserve abstraction, this definition requires the function f to have the type !clients int → ⊥ int, i.e. to accept any argument whose level is less than or equal to !clients and to produce a result of level ⊥. Such a type constrains f's result not to depend on its argument, which is naturally not acceptable. A solution consists in packing the function f in a polymorphic data-type: which has the type t -> client_info -> unit. In fact, the data-type t provides an encoding of second order polymorphic types; some syntactic sugar avoiding the prior declaration of the type t would be convenient in such a situation.
Our main direction for future work is to study the possibility to make security levels also values of the Flow Caml language. This would permit some dynamic tests-whose correctness must be verified statically-on existentially quantified variables when opening data structures. Continuing with our example, this would allowfor instance-computing the total balance of a subset of clients.
