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STABLY REFLEXIVE MODULES
AND A LEMMA OF KNUDSEN
RUNAR ILE
Abstract. In his fundamental work on the stack M¯g,n of stable n-pointed
genus g curves, Finn F. Knudsen introduced the concept of a stably reflexive
module in order to prove a key technical lemma. We propose an alternative
definition and generalise the results in his appendix to [21]. Then we give a
‘coordinate free’ generalisation of his lemma, generalise a construction used
in Knudsen’s proof concerning versal families of pointed algebras, and show
that Knudsen’s stabilisation construction works for plane curve singularities.
In addition we prove approximation theorems generalising Cohen-Macaulay
approximation with stably reflexive modules in flat families. The generalisation
is not covered (even in the closed fibres) by the Auslander-Buchweitz axioms.
1. Introduction
In order to establish the stabilisation map from the universal curve C¯g,n to the
stack M¯g,n+1 Knudsen developed in [21] a theory of what he called stably reflexive
modules with respect to a flat ring homomorphism. In this article we take a closer
look at this theory and some of its applications both in approximation theory of
modules and in deformation theory.
We reformulate Knudsen’s theory by first defining an absolute notion of a stably
reflexive module over a ring. In the noetherian case this is the same as a module of
Gorenstein dimension 0. Then we define a stably reflexive module with respect to a
flat ring homomorphism as a flat family of stably reflexive modules. By cohomology-
and-base-change theory this definition is equivalent to Knudsen’s.
We introduce a descending series of additive categories of modules, called n-
stably reflexive modules. For n = 1 these are the reflexive modules. The stably
reflexive modules are n-stably reflexive for all n. We also define an absolute and
a relative notion of n-stably reflexive complexes. An n-stably reflexive complex
(E·, d·) gives an n-stably reflexive module cokerd−1. In the noetherian case the
stably reflexive complexes are Tate resolutions relative to a base ring. Finally, there
is a third concept of a flat family of n-orthogonal modules defined by a one-sided
cohomology condition. An 2n-orthogonal module determines and is determined by
an n-stably reflexive module through the (n+1)-syzygy. Together Propositions 3.5,
4.3 and 4.6 extend Theorem 2 in [21, Appendix]; see Remark 4.8.
Axiomatic Cohen-Macaulay approximation was introduced by M. Auslander and
R.-O. Buchweitz in [5]. This theory has recently been defined in terms of fibred
categories as to give approximation results for various classes of flat families of
modules; see [19]. In Theorem 5.5 we extend the approximation results of Auslander
and Buchweitz in the classical case of modules of finite Gorenstein dimension to the
relative setting: Let h : S → R be a faithfully flat finite type algebra of noetherian
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rings and let N be an S-flat finite R-module. If N is stably reflexive w.r.t. h,
respectively has finite projective dimension as R-module, then N belongs to the
module subcategory Xh, respectively Pˆ
fl
h. If some syzygy Syz
R
i N is stably reflexive
w.r.t. h then N belongs to the category Yh. For any N in Yh there are short exact
sequences of R-modules
(1.0.1) 0→ L −→M −→ N → 0 and 0→ N −→ L′ −→M ′ → 0
with M and M ′ in Xh and L and L
′ in Pˆflh. The map M → N is a right Xh-
approximation and the map N → L′ is a left Pˆflh-approximation. In particular
Xh is contravariantly finite in Yh and Pˆ
fl
h is covariantly finite in Yh. In the local
case there are minimal (and hence unique) approximations (1.0.1). The association
N 7→ X for X equal to M and L′ induce functors on the stable quotient categories.
They are adjoint to the natural inclusions. Moreover, the approximations and the
functors are well behaved w.r.t. base change S → S′; see Theorem 5.5. In Theorems
5.2 and 5.4 we give analogous results for larger classes of modules N by using n-
stably reflexive modules in the approximations. The category Pˆflh is replaced by the
category Pˆfl(s)h of modules of projective dimension less than or equal to s and Yh
is replaced by categories depending on n and s. Note that these categories do not
satisfy the axioms of Auslander and Buchweitz. We refer to the introduction of [19]
for a discussion and further references on Cohen-Macaulay approximation.
The stabilisation map takes a stable n-pointed curve C with an extra section ∆
to a stable (n + 1)-pointed curve Cs [21, 2.4]. Knudsen’s lemma is applied in the
critical case where ∆ hits a node in order to obtain flatness, functoriality of the
construction of Cs, and the existence of a functorial lifting of ∆. While Knudsen
both in his original and his recent account applies several explicit calculations for
a quadratic form to prove this; see [21, 22], a main benefit of our approach to
the stably reflexive modules is how readily his results are generalised. Knudsen’s
lemma [21, 2.2], which deals with deformations of a 1-dimensional ordinary double
point, is generalised in Theorem 6.1 to any pointed deformation S → R→ S of a 1-
dimensional Gorenstein ring A = R/mSR defined over an arbitrary field. Theorem
6.1 says that the ideal I defining the point; R/I ∼= S, as module is stably reflexive
w.r.t. S → R and HomR(I, R)/R is isomorphic to S. By the established results on
stably reflexive modules these properties are preserved by base change. In particular
these two results imply functoriality of the stabilisation construction as explained
in Section 7. Theorem 6.1 also says that HomR(I, R) is isomorphic to the fractional
ideal {f ∈ K(R) | f ·I ⊆ R}, and determines the image of mA⊗HomA(mA, A)→ A.
Knudsen applies the former in his proof of the key lemma; see [21, 2.2] and [22],
and the latter implies that stabilisation inserts a P1 if the point is singular.
In order to establish flatness of Cs, Knudsen applies deformation theory. For
a 1-dimensional ordinary double point he finds an explicit formally versal formal
family of pointed local rings for which he analyses his construction of Cs; see his
recent account [22]. In Theorem 6.7 we show quite generally that the ‘square’ of a
versal family for deformations of a ring together with the ‘diagonal’ gives a versal
family for deformations of the pointed ring. In Corollary 6.9 we calculate the versal
family for a pointed isolated complete intersection singularity. In Proposition 6.11
we extend Knudsen’s stabilisation construction to any flat family of plane curve
singularities and obtain the relevant features. In the last section we explain the
main steps in the proof of the stabilisation map [21, 2.4] and how these results
apply.
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2. Preliminaries
All rings are unital and commutative. If A is a ring let ModA denote the category
of A-modules and modA the category of finite A-modules.
2.1. Coherent modules. We follow [6, Chap. 1, §2, Exc. 11-12] and [12, Chap.
2]. Let A be a ring. An A-module N is coherent if N is finite and if all finite
submodules of N are finitely presented. A ring is coherent if it is coherent as a
module over itself. All finitely presented modules over a ring A are coherent if
and only if A is coherent. A polynomial ring over a noetherian ring is coherent.
A coherent ring modulo a finitely generated ideal is coherent. Let cohA denote
the full subcategory of ModA of coherent modules. It is an abelian category closed
under tensor products and internal Hom. Assume A is coherent. Then any coherent
module has a resolution by finite free modules. Hence ifM and N are coherent then
TorAi (M,N) and Ext
i
A(M,N) are coherent A-modules for all i. Moreover S
−1M is
a coherent S−1A-module for any multiplicatively closed subset S of A.
2.2. Base change. The main tool for reducing properties to the fibres in a flat
family will be the base change theorem. We follow the quite elementary and general
approach of A. Ogus and G. Bergman [23].
Definition 2.1. Let h : S → R be a ring homomorphism and I an S-module. Let F
be an S-linear functor of some additive subcategory ofModS containing S toModR.
Then the exchange map eI for F is defined as the R-linear map eI : F (S)⊗SI →
F (I) given by ξ⊗u 7→ F (u)(ξ) where we consider u as the multiplication map
u : S → I. Let m-SpecR denote the set of closed points in SpecR.
Proposition 2.2 ([23, 5.1-2]). Let h : S → R be a ring homomorphism with S noe-
therian. Suppose {F q : modS → modR}q∈Z is an h-linear cohomological δ-functor
(in particular F q is the zero functor for q < 0).
(i) If the exchange map eqS/n : F
q(S)⊗SS/n → F
q(S/n) is surjective for all
n in Z = im{m-SpecR → SpecS}, then eqI : F
q(S)⊗SI → F
q(I) is an
isomorphism for all I in modS .
(ii) If eqS/n is surjective for all n in Z, then e
q−1
I is an isomorphism for all I in
modS if and only if F
q(S) is S-flat.
Remark 2.3. If the F q in addition extend to functors of all S-modules F q : ModS →
ModR which commute with filtered direct limits, then the conclusions are valid
for all I in ModS . If F
q(S/n) = 0 for all n ∈ Z then F (S)⊗RR/m = 0 for all
m ∈ m-SpecR by (i) hence F (S) = 0 by Nakayama’s lemma and so F q = 0 by
(i) again. For q = 0 statement (ii) reads: ‘If e0S/n is surjective for all n in Z, then
F 0(S) is S-flat.’
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Example 2.4. Suppose R is coherent. Let K : K0 → K1 → . . . be a complex of
S-flat and coherent R-modules. Define F q : modS → cohR by F
q(I) = Hq(K⊗SI).
Then {F q} is an h-linear cohomological δ-functor which extends to all S-modules
and commutes with direct limits.
Let mA denote the maximal ideal in a local ring A.
Corollary 2.5. Assume that S → R is a flat and local homomorphism of noetherian
rings and let (G) = (G1, . . . , Gn) be a sequence in the maximal ideal mR.
Then (G) is a regular sequence and R/(G) is S-flat if and only if the image of
(G) in R/mSR is a regular sequence.
Proof. Let K be the Koszul complex of (G) on R (cohomologically graded and
shifted). For the ‘only if’ direction note that n is the maximal non-trivial degree of
K. Then enI is an isomorphism for all I by Proposition 2.2 (ii) with q = n+1. Since
Fn(S) = Hn(K) = R/(G) by assumption is S-flat, en−1S/mS is an isomorphism by
Proposition 2.2 (ii) with q = n. By assumption Fn−1(S) = 0 hence Fn−1(S/mS) =
0. Since Fn−1(S) trivially is S-flat we can proceed by downward induction using
Proposition 2.2 (ii) to show that F i(S/mS) = 0 for all i < n. Since R/mSR is a
local ring, acyclic Koszul complex implies regular sequence.
Conversely, if the image of (G) in R/mSR is a regular sequence, then F
i(S/mS) =
0 for i 6= n and it follows that F i(S) = 0 for i 6= n by Proposition 2.2 (i). Since R
is a local ring (G) is a regular sequence. By Proposition 2.2 (ii), Fn(S) = R/(G)
is S-flat. 
Example 2.6. Suppose R is coherent. LetM andN be coherentR-modules withN
S-flat. Then the functors F q : modS → cohR defined by F
q(I) = ExtqR(M,N⊗SI)
give an h-linear cohomological δ-functor which extends to all S-modules and com-
mutes with direct limits.
Let S → R and S → S′ be ring homomorphisms, M an R-module, R′ = R⊗SS
′
and N ′ an R′-module. Then there is a change of rings spectral sequence
(2.6.1) Ep,q2 = Ext
q
R′(Tor
S
p (M,S
′), N ′)⇒ Extp+qR (M,N
′) .
In addition to the isomorphism HomR′(M⊗SS
′, N ′) ∼= HomR(M,N
′) there are
edge maps ExtqR′(M⊗SS
′, N ′) → ExtqR(M,N
′) for q > 0 which are isomorphisms
too if M (or S′) is S-flat. If I ′ is an S′-module we can compose the exchange map
eqI′ (regarding I
′ as S-module) with the inverse of this edge map for N ′ = N⊗SI
′
and obtain the base change map cqI′ of R
′-modules
(2.6.2) cqI′ : Ext
q
R(M,N)⊗SI
′ → ExtqR′(M⊗SS
′, N⊗SI
′) .
We will use the following geometric notation. Suppose S → R is a ring homomor-
phism, M is an R-module and s is a point in SpecS with residue field k(s). Then
Ms denotes the fibre M⊗Sk(s) of M at s with its natural Rs = R⊗Sk(s)-module
structure. Now Proposition 2.2 implies the following:
Corollary 2.7. Let S → R and S → S′ be ring homomorphisms with S noetherian
and R coherent. Suppose M and N are coherent R-modules, Z = im{m-SpecR →
SpecS} and q is an integer. Assume that M and N are S-flat.
(i) If Extq+1Rs (Ms, Ns) = 0 for all s in Z, then c
q
I′ in (2.6.2) is an isomorphism
for all S′-modules I ′.
(ii) If in addition Extq−1Rs (Ms, Ns) = 0 for all s ∈ Z, then Ext
q
R(M,N) is S-flat.
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2.3. Reflexive modules. Let A be a ring and M an A-module. The dual of M
is the A-module HomA(M,A) which we denote by M
∗. There is a natural map
σM : M →M
∗∗ given by σM (m) = evm, the evaluation map. The module is called
torsionless if σM is injective and reflexive if σM is an isomorphism; cf. [7, 1.4] for
finite modules and noetherian rings. Suppose G
d
−→ F → M → 0 is a projective
presentation of M . Define D(M), the transpose of M , to be the cokernel of the
dual d∗ : F ∗ → G∗. Put SyzM = im d and SyzD(M) = im d∗.
Lemma 2.8 (cf. [7, 1.4.21]). There are canonical isomorphisms
kerσM ∼= Ext
1
A(D(M), A) and cokerσM
∼= Ext2A(D(M), A).
Proof. The projective presentation induces a commutative diagram with exact rows
(2.8.1) 0 (Syz(DM))∗ F
ψ
M∗∗
0 SyzM
ρ
F M
σM
0
where ρ is the inclusion im d ⊆ (im d∗)∗ = (Syz(DM))∗. Then cokerσM ∼= cokerψ
∼= Ext1A(Syz(DM), A)
∼= Ext2A(D(M), A) and kerσM
∼= cokerρ ∼= Ext1A(D(M), A).

Assume A is a coherent ring and recall the stable category cohA defined by A.
Heller in [16]. It has the same objects as cohA and morphisms HomA(M,N) given
as the quotient HomA(M,N)/∼ of the A-linear homomorphisms by the following
equivalence relation: Maps f and g in HomA(M,N) are stably equivalent if f−g
factors through a coherent projective A-module. Subcategories of the stable cate-
gory will appear in connection with the approximation results in Section 5.
In the stable category the syzygy can be made into a functor as follows. Fix a
projective presentation G
d
−→ F → M → 0 for each coherent A-module M , i.e. a
presentation where G and F are coherent and projective A-modules. The (first)
syzygy module SyzAM of M is defined to be im d. Inductively define SyzAnM =
SyzA(SyzAn−1M) and put Syz
A
0M =M . As the syzygy only depends on the choices
made up to stable equivalence SyzA induces an endo-functor on cohA. One has
HomA(Syz
A
nM,N)
∼= ExtnA(M,N) for all n > 0. Similarly D defines a duality on
cohA. In the following we will allow D(M) and Syz
A
n (M) to denote any represen-
tative for the corresponding stable isomorphism class.
Given a short exact sequence ξ : 0 → M1 → M2 → M3 → 0 in cohA there is an
exact sequence of projective presentations of ξ. After dualisation the snake lemma
gives an exact sequence in cohA:
(2.8.2) 0→M∗3 →M
∗
2 →M
∗
1 → D(M3)→ D(M2)→ D(M1)→ 0
Lemma 2.9. Suppose A is a coherent ring and ξ : 0 → M1 → M2 → M3 → 0
is a short exact sequence of coherent A-modules. Assume that the natural map
Ext1A(M3, A) → Ext
1
A(M2, A) is injective. Then M
∗
1 → D(M3) in (2.8.2) is the
zero map and the short exact sequence D(ξ) induces the exact sequence
0 −→Ext1A(D(M1), A) −→ Ext
1
A(D(M2), A) −→ Ext
1
A(D(M3), A) −→
Ext2A(D(M1), A) −→ Ext
2
A(D(M2), A) −→ Ext
2
A(D(M3), A) .
The last map is surjective if Ext1A(M
∗
1 , A)→ Ext
1
A(M
∗
2 , A) is injective.
Proof. The connecting map M∗1 → D(M3) factors through the connecting map
M∗1 → Ext
1
A(M3, A). Since Ext
1
A(M3, A) → D(M3) is injective D(ξ) is a short
exact sequence if and only if the connecting M∗1 → Ext
1
A(M3, A) is the 0-map,
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which is true by assumption. Moreover, the dual of ξ gives a short exact sequence ξ∗.
Dualising once more gives a left exact sequence ξ∗∗ and a natural map of complexes
σξ : ξ → ξ
∗∗. Then the 6 terms from the long exact sequence of HomA(−, A) applied
to D(ξ) is naturally identified with the exact sequence obtained from the snake
lemma of σξ. 
Example 2.10. Let A be a Cohen-Macaulay ring (in particular noetherian) with
a canonical module ωA; cf. [7, 3.3.16]. For an A-module M let M
v denote the
A-module HomA(M,ωA). By local duality theory the evaluation map M → M
vv
is an isomorphism if M is a (finite) maximal Cohen-Macaulay (MCM) module. If
A is Gorenstein then A is a canonical module for A and hence MCM A-modules
are reflexive.
3. n-stably reflexive modules
We define an n-stably reflexive module with respect to a flat ring homomorphism.
Knudsen’s definition of a stably reflexive module in Theorem 2 of [21, Appendix]
implies ours. Proposition 3.5 gives the converse.
Definition 3.1. Let A be a ring and n a positive integer. An A-module M is
n-stably reflexive if M is reflexive and ExtiA(M,A) = 0 = Ext
i
A(M
∗, A) for all
0 < i < n. If M is n-stably reflexive for all n it is called a stably reflexive module.
A 1-stably reflexive module is the same as a reflexive module. If M is reflexive
so is M∗. Hence M∗ is n-stably reflexive if M is.
Remark 3.2. Auslander and M. Bridger introduced Gorenstein dimension in [4].
For noetherian rings and finite modules what we here call a stably reflexive module
is the same as a module of Gorenstein dimension 0; see [4, 3.8].
Example 3.3. As noted in Example 2.10 if A is Gorenstein (in particular noe-
therian) then a finite MCM A-module M is reflexive. By local duality theory
ExtiA(M,A) = 0 for all i > 0. Since M
∗ also is MCM, M is stably reflexive
as an A-module. The converse is also true: Localising at a prime ideal p in A,
Grothendieck’s local duality theorem with ωAp = Ap and m = pAp gives
(3.3.1) Him(Mp)
∼= HomAp(Ext
n−i
Ap
(Mp, Ap), E(k)) for all i
where E(k) is the injective hull of the residue field k and n = dimAp ([7, 3.5.9]).
Hence Him(Mp) = 0 for i < dimAp for all prime ideals p in A and M is a maximal
Cohen-Macaulay A-module.
We are now going to define a relative version of the above notion.
Definition 3.4. Let n be a positive integer. Suppose h : S → R is a flat ring
homomorphism and M an R-module. Then M is n-stably reflexive with respect to
h if M is S-flat and the fibre Ms =M⊗Sk(s) is n-stably reflexive as an Rs-module
for all s ∈ im{m-SpecR→ SpecS}. The module M is stably reflexive with respect
to h if it is n-stably reflexive with respect to h for all n. We will also say that M
is n-stably (stably) reflexive over S.
Proposition 3.5. Let h : S → R be a flat ring homomorphism and M an S-flat
coherent R-module. Suppose S is noetherian, R is coherent and n > 1. Assume the
module M is n-stably reflexive with respect to h.
(i) For any ring homomorphism S → S′ the base change M ′ = M⊗SS
′ is
n-stably reflexive with respect to h′ = h⊗SS
′ and as R′ = R⊗SS
′-module.
(ii) The dual M∗ = HomR(M,R) is n-stably reflexive with respect to h.
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(iii) For any ring homomorphism S → S′ and S′-module I ′ the base change map
M∗⊗SI
′ → HomR′(M
′, R′⊗S′I
′) is an isomorphism and
ExtiR′(M
′, R′⊗S′I
′) = 0 for all 0 < i < n.
Proof. To prove that M ′ is reflexive we first investigate the base change prop-
erties of D(M). Choose a projective presentation G1 → G0 → M → 0 of M .
Let I denote an S-module. Define the cohomological δ-functor {F q} by F q(I) =
Hq((G∗0 → G
∗
1)⊗SI) as in Example 2.4. Note that F
1(S) = D(M). Since the
Gi are coherent and projective, G
∗
i⊗SI
∼= HomR(Gi, R⊗SI) and it follows that
F 0(I) ∼= HomR(M,R⊗SI). By assumption n > 1 and Ext
1
Rs(Ms, Rs) = 0 for
all s ∈ Z := im{m-SpecR → SpecS}. Since M is S-flat Corollary 2.7 implies
that the base change maps for F 0 are isomorphisms, which is the first part of
statement (iii). Since F 2 = 0 the exchange maps for F 1 are isomorphisms by
Proposition 2.2 (ii), in particular D(M)⊗SS
′ ∼= D(M ′). Moreover, D(M) is S-flat
by Proposition 2.2 (ii). Then the base change map ciI′ : Ext
i
R(D(M), R)⊗SI
′ →
ExtiR′(D(M
′), R′⊗S′I
′) is well defined. Since Ms is reflexive for s ∈ Z, Lemma
2.8 implies that ExtiRs(D(Ms), Rs) = 0 for i = 1, 2. By Proposition 2.2 (i) this
implies that ExtiR′(D(M
′), R′⊗S′I
′) = 0 for i = 1, 2. In particular M ′ is reflexive
as R′-module. Let s′ be an element in Z ′ := im{m-SpecR′ → SpecS′}. The above
conclusion for the composed ring homomorphism S → S′ → k(s′) says that M ′s′
is reflexive as R′s′ -module. As M
′ is S′-flat it follows that M ′ is 1-reflexive with
respect to h′.
Since ExtiRs(Ms, Rs) = 0 for all 0 < i < n and s ∈ Z, Proposition 2.2 (i) implies
that ExtiR(M,R) = 0 and that the base change map
(3.5.1) ciI′(M) : Ext
i
R(M,R)⊗SI
′ −→ ExtiR′(M
′, R′⊗S′I
′)
is an isomorphism for all 0 < i < n. In particular ExtiR′(M
′, R′⊗S′I
′) = 0 for
0 < i < n which gives the second part of (iii). The argument applied to the
composition S → S′ → k(s′) for some s′ ∈ Z ′ gives ExtiR′s′ (M
′
s′ , R
′
s′) = 0 for
0 < i < n.
As proved aboveM∗ is S-flat andM∗⊗SI
′ ∼= HomR′(M
′, R′⊗S′I
′). In particular
M∗⊗SS
′ ∼= (M ′)∗. The base change map
(3.5.2) ciI′(M
∗) : ExtiR(M
∗, R)⊗SI
′ −→ ExtiR′((M
′)∗, R′⊗S′I
′)
is therefore well-defined. Since ExtiRs((Ms)
∗, Rs) = 0 for all 0 < i < n and s ∈ Z by
assumption and (M∗)s ∼= (Ms)
∗, Proposition 2.2 (i) implies that ExtiR(M
∗, R) = 0
and that ciI′ is an isomorphism for all 0 < i < n. In particular Ext
i
R′((M
′)∗, R′) = 0
for all 0 < i < n. Moreover, this conclusion for the composition S → S′ → k(s′)
with s′ ∈ Z ′ gives ExtiR′s′ ((M
′
s′)
∗, R′s′) = 0 for 0 < i < n. This concludes the proof
of (i).
Now (ii) follows from the identification (M∗)s ∼= (Ms)
∗ for all s ∈ Z proved
above. SinceMs is reflexive, so is its dual (M
∗)s. The vanishing of Ext
i
Rs((M
∗)s, Rs)
and of ExtiRs(((M
∗)s)
∗, Rs) for 0 < i < n follows likewise from (i) and the assump-
tions, respectively. 
Remark 3.6. Knudsen gives three equivalent definitions of a stably reflexive module
M with respect to a flat homomorphism of noetherian rings h : S → R in Theorem
2 of [21, Appendix]. We show that the first one is equivalent to our in Definition
3.4.
Definition ([21, Appendix]). A finite R-moduleM is a stably reflexive module with
respect to h if for all S-modules I
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(a) the exchange map HomR(M,R)⊗SI → HomR(M,R⊗SI) is an isomor-
phism,
(b) the composition
M⊗SI
σM⊗ idI−−−−−→ HomR(M
∗, R)⊗SI → HomR(M
∗, R⊗SI)
is an isomorphism, and
(c) ExtiR(M,R⊗SI) = 0 = Ext
i
R(M
∗, R⊗SI) for all i > 0.
Assume this. By (a) and Proposition 2.2 (ii), M∗ is S-flat. By (b), M is
reflexive and the first map in (b) is an isomorphism. Hence the second map
is an isomorphism. This implies by Proposition 2.2 (ii) that M is S-flat. Pick
s ∈ im{m-SpecR → SpecS} and put I = k(s). Since M is S-flat the edge maps
ExtiRs(Ms, Rs)→ Ext
i
R(M,Rs) in (2.6.1) are isomorphisms. By (c), Ext
i
Rs(Ms, Rs)
= 0 follows for all i > 0. By (a), (M∗)s equals (Ms)
∗. Then the same ar-
gument gives ExtiRs((Ms)
∗, Rs) = 0 for all i > 0. Moreover, (b) now gives
Ms ∼= HomRs((M
∗)s, Rs) ∼= (Ms)
∗∗. Hence Knutsen’s definition for M stably
reflexive with respect to h implies our in Definition 3.4. By Proposition 3.5 the
reverse implication is true as well.
Lemma 3.7. Let h : S → R be a flat homomorphism of noetherian rings with finite
Krull dimension. Let M be an S-flat finite R-module. Suppose Rs is Gorenstein for
all s in Z = im{m-SpecR→ SpecS}. Then the following statements are equivalent :
(i) M is stably reflexive with respect to h.
(ii) Ms is a maximal Cohen-Macaulay Rs-module for all s ∈ Z.
(iii) ExtiRs(Ms, Rs) = 0 for all 0 < i 6 dimRs and s ∈ Z.
Proof. Let (R′,M ′) denote the localisation of (Rs,Ms) at a prime ideal p in Rs.
Since Rs is noetherian and Ms is finite localising at p commutes with Ext, i.e.
ExtiRs(Ms, Rs)p
∼= ExtiR′(M
′, R′). Since R′ is a Gorenstein ring R′ is a canonicalR′-
module. Hence vanishing of ExtiRs(Ms, Rs) for all i > 0 is equivalent to depthM
′ =
dimR′ for all p which is equivalent to ExtiRs(Ms, Rs) = 0 for 0 < i 6 dimRs; see
(3.3.1) and [7, 3.5.11]. This gives (i)⇒(ii) and (ii)⇔(iii). For (ii)⇒(i) see Example
3.3. 
The following lemma generalises Lemma and Corollary 3 in [21, Appendix].
Lemma 3.8. Let S → R be a flat ring homomorphism and ξ : 0 → 1M → 2M →
3M → 0 a short exact sequence of coherent R-modules. Suppose R is coherent and
S is noetherian.
(i) If 1M and 3M are n-stably reflexive over S, so is 2M .
(ii) If 2M and 3M are n-stably reflexive over S and n > 1 then 1M is (n−1)-
stably reflexive over S.
Proof. In (i) and (ii) all three modules are S-flat. Let s ∈ im{m-SpecR→ SpecS}.
As A = Rs is obtained by first localising and then dividing by a coherent ideal, it
is a coherent ring and similarly for the modules. For (ii), since Ext1A(
3Ms, A) = 0
Lemmas 2.8 and 2.9 give that 1Ms is reflexive and the dual sequence ξ
∗
s is short
exact. Since 3Ms is reflexive the double dual ξ
∗∗
s is short exact too (consider ξs →
ξ∗∗s ). In particular Ext
1
A(
1M∗s , A) = 0 as Ext
1
A(
2M∗s , A) = 0. The rest of the
statement now follows from the long exact sequences. (i) is left to the reader. 
4. n-stably reflexive complexes
We define an n-stably reflexive complex with respect to a flat ring homomorphism
S → R. In the coherent case with n > 1 it is shown that this notion induces an n-
stably reflexive moduleM and conversely, givenM , that such a complex exists. We
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also show that M is an (n+1)-syzygy of an S-flat finite R-module with a one-sided
cohomology condition. This too has a converse.
Definition 4.1. Let n be a positive integer and A a ring.
(i) Let E : . . . → E−1
d−1
E−−→ E0
d0E−−→ E1
d1E−−→ . . . be a complex of finite
projective A-modules. Let E∨ denote the (non-standard) dual complex
where (E∨)i = (E1−i)∗ and the differential diE∨ : (E
∨)i → (E∨)i+1 equals
(d−iE )
∗ : (E1−i)∗ → (E−i)∗ for all i. If M ∼= cokerd−1E then E is a hull
for the A-module M . If Hi(E) = 0 = Hi(E∨) for all i 6 n then E is an
n-stably reflexive A-complex. If E is n-stably reflexive for all n then E is
stably reflexive.
(ii) Let h : S → R be a flat ring homomorphism. A complex E of finite pro-
jective R-modules is n-stably reflexive with respect to h if Es = E⊗Sk(s)
is an n-stably reflexive Rs = R⊗Sk(s)-complex for all s ∈ im{m-SpecR→
SpecS}. The complex E is stably reflexive with respect to h if it is n-stably
reflexive with respect to h for all n.
Remark 4.2. The non-standard dual of complexes is used to obtain symmetric
statements. It is also used in Knutsen’s orginal article [21].
Proposition 4.3. Let h : S → R be a flat ring homomorphism and M a coherent
R-module. Suppose R is coherent, S is noetherian and n > 1.
(i) There exists a complex E of finite projective R-modules which is a hull for
M such that : If M is n-stably reflexive with respect to h then so is E.
(ii) Let E be an n-stably reflexive complex with respect to h and a hull for M .
(a) The R-module M is n-stably reflexive with respect to h.
(b) For any ring homomorphism S → S′ the base change E′ = E⊗SS
′
is n-stably reflexive with respect to h′ = h⊗SS
′ and as R′ = R⊗SS
′-
complex, and a hull for M ′ =M⊗SS
′.
Proof. (iib) Let s be an element in im{m-SpecR→ SpecS}. Note that E∨⊗SS
′ ∼=
(E′)∨ and in particular (E∨)s ∼= (Es)
∨ since E consists of finite projective modules.
Consider an h-linear cohomological δ-functor defined by E∨ as in Example 2.4
(technically some downward truncation is needed). By assumption Hi(E∨s ) = 0
for i 6 n and by Proposition 2.2 (i), Hi(E∨⊗SI) = 0 for all S-modules I and
i 6 n. If I = S′ then Hi((E′)∨) = 0 and if I = k(s′) then Hi(E′s′
∨) = 0 for any
s′ ∈ im{m-SpecR′ → SpecS′} and i 6 n. Replacing E∨ by E in this argument
gives Hi(E⊗SI) = 0 and in particular H
i(E′s′ ) = 0 = H
i(E′) for i 6 n. Since
cokerd−1E′
∼= cokerd−1E ⊗S idS′ =M
′, (b) is proved.
(iia) The mapM⊗SI → E
1⊗SI induced by d
0
E⊗S idI is injective since H
0(E⊗SI)
= 0. Consider the short exact sequence of coherent R-modules 0 → M → E1 →
N → 0 where N ∼= cokerd0E . It remains short exact after applying −⊗SI since
H1(E⊗SI) = 0. As E
1 is S-flat by assumption, N is S-flat and so M is S-flat too.
Dualising the exact sequence E−1s → E
0
s → Ms → 0 gives the exact sequence
0 → M∗s → (E
∨
s )
1 → (E∨s )
2, in particular M∗s
∼= ker d1E∨s . Since H
1(E∨s ) = 0,
ker d1E∨s equals im d
0
E∨s
and the dual of Ms → E
1
s is surjective. Since H
0(E∨s ) = 0
the sequence (E2s )
∗ → (E1s )
∗ → M∗s → 0 is exact. Dualising once more gives
the exact sequence 0 → M∗∗s → E
1
s → E
2
s and as Ms
∼= ker d1Es , Ms is reflexive.
Moreover ExtiRs(Ms, Rs)
∼= Hi+1(E∨s ) and Ext
i
Rs(M
∗
s , Rs)
∼= Hi+1(Es) for i > 0
and so M is n-stably reflexive with respect to h.
(i) Since R andM are coherent, so isM∗. Pick resolutions P ։M and Q։M∗
by finite projective modules. Splicing P with Q∨ along P 0 ։M →M∗∗ →֒ (Q0)∗
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gives E. By definition Hi(Es) ∼= Tor
S
−i(M,k(s)) for all i < 0 and since M is S-
flat Hi(Es) = 0 for all i < 0. The resolution of Ms thus obtained implies that
Hi(E∨s )
∼= Exti−1Rs (Ms, Rs) for all i > 1. Hence by assumption H
i(E∨s ) = 0 for
1 < i 6 n and ker d1E∨s
∼= M∗s . By Proposition 3.5 (ii), M
∗ is n-stably reflexive
over S too. In particular M∗ is S-flat and as above Hi(E∨s ) = 0 for i < 0 and
cokerd−1E∨s = d
−1
Qs
∼= M∗s (note (M
∗)s ∼= (Ms)
∗ by Proposition 3.5 (iii)). Hence
Hi(E∨s ) vanishes for all i 6 n. To obtain the symmetric statement H
i(Es) = 0 for
all i 6 n note that M ∼=M∗∗ by Proposition 3.5 (i). We consider P as a resolution
of M∗∗. Splicing Q with P∨ along Q0 → M∗ ∼= (M∗)∗∗ → (P 0)∗ gives E∨. Now
the argument for M and E above applies to M∗ and E∨. 
Remark 4.4. Knudsen’s second characterisation (Theorem 2 (2) in [21, Appendix])
of a stably reflexive module with respect to a flat homomorphism of noetherian
rings h : S → R is in terms of a stably reflexive complex (Knudsen does not name
this property).
Definition ([21], Appendix). A finite R-moduleM is a stably reflexive module with
respect to h if there exists a complex of finite projective modules E which is a hull
for M such that E⊗SI and E
∨⊗SI are acyclic for all S-modules I.
In particular the complex E is stably reflexive with respect to h as in Definition
4.1. Conversely, a complex E stably reflexive with respect to h satisfies Knudsen’s
conditions by the proof of Proposition 4.3 (iib).
The following notion will generalise Knutsen’s in his third characterisation of a
stably reflexive module.
Definition 4.5. Let A be a ring. An A-module N is left n-orthogonal to A if
ExtiA(N,A) = 0 for all 0 < i 6 n and is left orthogonal to A if it is left n-orthogonal
to A for all n.
Let h : S → R be a flat ring homomorphism and N an R-module. Then N
is left n-orthogonal to h if N is S-flat and Ns is left n-orthogonal to Rs for all
s ∈ im{m-SpecR → SpecS}. If N is left n-orthogonal to h for all n then N is left
orthogonal to h.
Proposition 4.6. Let h : S → R be a flat ring homomorphism and M a coherent
R-module. Assume R is coherent, S is noetherian and n is a positive integer. Let
E be an R-complex which is a hull for M as given in Proposition 4.3 (i).
(i) If N is a coherent R-module which is left 2n-orthogonal to h then SyzRn+1N
is n-stably reflexive with respect to h.
(ii) Assume n > 1. The module M is n-stably reflexive with respect to h if and
only if N := coker{En → En+1} is left 2n-orthogonal to h.
(iii) The module M is stably reflexive with respect to h if and only if N j :=
coker{Ej−1 → Ej} is left orthogonal to h for all j ∈ Z. In this case N j is
stably reflexive with respect to h for all j.
Proof. (i) Let . . .
d−2
−−→ P−1
d−1
−−→ P 0 → N → 0 be a resolution of N by finite projec-
tive modules. Put 1M = cokerd
−(n+2)
P and let s ∈ Z := im{m-SpecR → SpecS}.
Since N is S-flat, 1M = SyzRn+1N is S-flat too and, furthermore, Ps is a resolu-
tion of Ns by finite projective Rs-modules. For i > 0 one has Ext
i
Rs(
1Ms, Rs) ∼=
Hn+i+2(P∨s )
∼= Extn+i+1Rs (Ns, Rs) and the latter is 0 for 0 < i < n by assumption.
Moreover, if L denotes coker{d2n+1P∨ : (P
−2n)∗ → (P−(2n+1))∗} the sequence (with
d = dP∨s )
(4.6.1) 0← Ls ← (P
−(2n+1)
s )
∗ d
2n+1
←−−−− (P−2ns )
∗ ← . . .
d1
←− (P 0s )
∗ ← N∗s ← 0
STABLY REFLEXIVE MODULES 11
is exact. We use the complexK : (P 0)∗ → . . .→ (P−(2n+1))∗ to define a cohomolog-
ical δ-functor {F q} as in Example 2.4. Since F q(k(s)) = 0 for all 0 < q < 2n+1 and
s in Z, F q(I) = 0 for all S-modules I and 0 < q < 2n+1 by Proposition 2.2 (i). In
particular the complex K gives a projective (2n+1)-presentation of L = F 2n+1(S).
By Proposition 2.2 (ii), L is S-flat. Hence 1M∗ ∼= ker dn+2P∨
∼= SyzRn+1L is S-flat.
For 0 < i < n we get that ExtiRs(
1M∗s , Rs)
∼= Hi−n+1(K∨s )
∼= Hi−n(Ps). The latter
is 0 if 0 < i < n. Since 1M∗s
∼= cokerdnP∨s reflexivity follows:
(4.6.2) 1M∗∗s
∼= ker((dnP∨s )
∗) ∼= ker d−nPs
∼= 1Ms
(ii) One direction is (i). For the ‘only if’ direction note that
(4.6.3) . . . −→ Ens −→ E
n+1
s −→ Ns → 0
is an Rs-projective resolution of Ns since E is n-stably reflexive over S by Proposi-
tion 4.3 (i). Hence if i > 0 then ExtiRs(Ns, Rs)
∼= Hi−n(E∨s ). Then Ext
i
Rs(Ns, Rs) =
0 for 0 < i 6 2n since E is n-stably reflexive over S. By Proposition 4.3 (iib) E is an
n-stably reflexive R-complex, so . . .→ En → En+1 → N → 0 is an exact sequence.
Applying −⊗Sk(s) gives the resolution in (4.6.3) and thus, by Proposition 2.2 (i),
applying −⊗SI for any S-module I gives a resolution of N⊗SI. Hence N is S-flat.
(iii) By Proposition 4.3 (i), M stably reflexive with respect to h implies that E
is stably reflexive with respect to h. In particular E∨s is acyclic and hence N
j is
left orthogonal to h for all j. The reverse implication follows from (ii). As M = N0
the second part is clear by ‘translational symmetry’. 
Example 4.7. Let h : S → R be a flat homomorphism of noetherian rings. Let
d denote the minimal depth at a maximal ideal of Rs = R⊗Sk(s) for all s ∈ Z =
im{m-SpecR→ SpecS}. Suppose N is an S-flat finite R-module with dimNs = 0
for all s ∈ Z. Then SyzRn+1N is n-stably reflexive with respect to h for all n > 0
with 2n < d by Proposition 4.6 (i). If in addition n > 1 then N is left orthogonal
to h by Proposition 4.6 (ii).
Remark 4.8. Knudsen’s third characterisation (Theorem 2 (3) in [21, Appendix]) of
a stably reflexive module with respect to a flat homomorphism of noetherian rings
h : S → R is in terms of the syzygies of M (Knudsen does not name this property).
Definition ([21], Appendix). A finite R-moduleM is a stably reflexive module with
respect to h if there exists an acyclic complex of finite projective modules E which
is a hull for M such that N j := coker{Ej−1 → Ej} and (N j)∗ are left orthogonal
to R and S-flat for all j ∈ Z.
Assume this. Let I be an S-module and j any integer. Applying −⊗SI to the
short exact sequence 0 → N j−1 → Ej → N j → 0 gives a short exact sequence
since N j is S-flat. This implies that E⊗SI is acyclic. Dualising the short exact
sequence gives a short exact sequence ξ : 0→ (N j)∗ → (Ej)∗ → (N j−1)∗ → 0 since
Ext1R(N
j , R) = 0. This implies that E∨ is acyclic. Moreover, since (N j−1)∗ is S-
flat, ξ⊗SI is short exact. This implies that E
∨⊗SI is acyclic. Let s be any element
in im{m-SpecR → SpecS}. Since Es and E
∨
s are acyclic N
j
s is left orthogonal to
Rs. This shows that N
j is left orthogonal to h for all j.
Conversely, given E such that N j is left orthogonal to h for all j then the N j
are stably reflexive over S by Proposition 4.6 (iii). By Proposition 3.5 (i) the N j
are stably reflexive as R-modules. Hence E satisfies the properties in Knudsen’s
definition.
In view of Remarks 3.6 and 4.4, we conclude that Knudsen’s Theorem 2 in [21,
Appendix] is generalised in Proposition 3.5, 4.3 and 4.6.
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As an application we consider the (classical) case of a 2-periodic complex asso-
ciated to a matrix factorisation as introduced by D. Eisenbud in [9].
Definition 4.9. Suppose T is a noetherian ring and f is a T -regular element. A
matrix factorisation of f is a pair (ϕ, ψ) of T -linear maps ϕ : G→ F and ψ : F → G
between finite T -free modules such that ϕψ = f · idF and ψϕ = f · idG.
It follows that ϕ and ψ are injective and that rkF = rkG. It is also sufficient to
check one of the equations.
Corollary 4.10. Let T be a noetherian ring and suppose (ϕ, ψ) is a matrix fac-
torisation of a T -regular element f . Put R = T/(f). Reduction by −⊗TR of (ϕ, ψ)
gives an acyclic 2-periodic complex of free R-modules
C(ϕ, ψ) : . . .
ψ¯
←− F¯
ϕ¯
←− G¯
ψ¯
←− F¯
ϕ¯
←− G¯
ψ¯
←− . . . .
In addition, suppose S → T is a flat ring homomorphism such that the image fs
of f is a Ts-regular element for all s ∈ Z = im{m-SpecT → SpecS}. Then the
induced ring homomorphism h : S → T/(f) is flat. Moreover ; C(ϕ, ψ) is a stably
reflexive complex with respect to h and a hull for the R-module cokerϕ which is
stably reflexive with respect to h.
Proof. The first part is [9, 5.1]. Base change (ϕs, ψs) of (ϕ, ψ) to Ts is a matrix
factorisation of fs. By Corollary 2.5, R is S-flat. Since the dual of the complex
C(ϕ, ψ) is the complex of the dual maps C(ϕ∗, ψ∗) we conclude from the first part
of the statement and Proposition 4.3. 
5. Approximation
We prove approximation theorems with n-stably reflexive modules resembling
Cohen-Macaulay approximation in a flat family. The results generalise the classical
setting of the Auslander-Buchweitz axioms in two directions. Firstly, the approxi-
mations are given in the relative setting with flat families of pairs (ring, module).
This should make the results applicable to the local study of moduli, as we indeed
show in the last two sections; cf. Remark 6.2. Secondly, we use approximation cat-
egories which do not satisfy the Auslander-Buchweitz axioms except in the stably
reflexive case. Since the category of n-stably reflexive modules (strictly) contains
the stably reflexive ones, the category of modules which can be approximated is
enlarged too. Applications in deformation theory typically only need vanishing
of cohomology in low degrees, e.g. n = 3 or n = 4 is sufficient. In general the
parametres involved in the categories make the statements more precise.
We will phrase our results in the language of fibred categories1. We therefore
briefly recall some of the basic notions, taken mainly from A. Vistoli’s article in [11].
Fix a category C and a category over C, i.e. a functor p : F→ C. To an object T in
C, let F(T ); the fiber of F over T (or just the fibre category), denote the subcategory
of arrows ϕ in F such that p(ϕ) = idT . An arrow ϕ1 : ξ → ξ1 in F is cocartesian
if for any arrow ϕ2 : ξ → ξ2 in F and any arrow f21 : p(ξ1) → p(ξ2) in C with
f21p(ϕ1) = p(ϕ2) there exists a unique arrow ϕ21 : ξ1 → ξ2 with p(ϕ21) = f21 and
ϕ21ϕ1 = ϕ2. If for any arrow f : T → T
′ in C and any object ξ in F with p(ξ) = T
there exists a cocartesian arrow ϕ : ξ → ξ′ for some ξ′ with p(ϕ) = f , then F (or
rather p : F → C) is a fibred category. Moreover, ξ′ will be called a base change of
ξ by f . If ξ′′ is another base change of ξ by f then ξ′ and ξ′′ are isomorphic over
T ′ by a unique isomorphism. A morphism of fibred categories (F1, p1) → (F2, p2)
1We have chosen to work with rings instead of (affine) schemes. Our definition of a fibred
category p : F → C reflects this choice and is equivalent to the functor of opposite categories
pop : Fop → Cop being a fibred category as defined in [11].
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over C is a functor F : F1 → F2 with p2F = p1 such that ϕ cocartesian implies
F (ϕ) cocartesian. A category with all arrows being isomorphisms is a groupoid. A
fibred category F over C is called a category fibred in groupoids (often abbreviated
to groupoid) if all fibres F(T ) are groupoids. Then all arrows in F are cocartesian.
Let Algfl be the category with objects faithfully flat finite type algebras h : S → R
of noetherian rings. Let hi : Si → Ri, i = 1, 2, be two such algebras. An arrow
(g, f) : h1 → h2 is a pair of ring homomorphisms g : S1 → S2 and f : R1 → R2 such
that h2g = fh1 and such that the induced map R1⊗S1S2 → R2 is an isomorphism:
(5.0.1) R1
f
R2 R1⊗S1S2
≃
S1
h1
g
S2
h2
Arrows are composed by composing maps ‘coordinate-wise’. Let NR denote the
category of noetherian rings. The forgetful functor p : Algfl → NR which takes
(g, f) : h1 → h2 to g : S1 → S2 makes Alg
fl a category fibred in groupoids over NR.
Let modfl be the category of pairs (h : S → R,N) with h in Algfl and N an
S-flat finite R-module. A morphism (h1 : S1 → R1, N1) → (h2 : S2 → R2, N2) is
a morphism (g, f) : h1 → h2 in Alg
fl and a f -linear map α : N1 → N2. Then α is
cocartesian with respect to the forgetful functor F : modfl → Algfl if the induced
map N1⊗S1S2 → N2 is an isomorphism. All objects admit arbitrary base change.
It follows that modfl is a fibred category and it is fibred in additive categories over
Algfl since the fibre categories for any category X over Algfl are additive and the
fibre of homomorphisms are additive groups with bilinear composition (cf. [19, 3.2]
for a precise definition).
Fix integers n > 0 and r, s > 0. We define some full subcategories of modfl by
properties of their objects (h : S → R,N) as follows.
Category Property
P N is R-projective
Pˆfl(n) N has an R-projective resolution of length 6 n
X(r) N is r-stably reflexive with respect to h
Y(r, s) N is isomorphic to a direct sum of R-modules ⊕Ni such that for all
i, SyzRniNi is (r + ni)-stably reflexive w.r.t. h for some 0 6 ni < s
For any category U over Algfl let Uh denote the fibre category over an object h : S →
R in Algfl, e.g. modflh and Y(r, s)h. Note that mod
fl
h is isomorphic as category
to the full subcategory of S-flat modules in modR. This identification is used
without further mention. The definitions are also meaningful in the case that h is
a flat homomorphism of local noetherian rings (and N is S-flat and R-finite). By
Schanuel’s lemma the definition of Y(r, s) is not depending on the choice of nith
syzygy. If SyzRnN is (r + n)-stably reflexive over S and r + n > 1 then Syz
R
n+1N is
(r + n − 1)-stably reflexive over S by Lemma 3.8. Since N is flat Proposition 3.5
implies that all the categories are fibered in additive categories over Algfl (r > 1 is
needed in the case of X(r) and Y(r, s)). They all contain P as a subcategory fibred
in additive categories and there are corresponding quotient categories modfl/P, . . .
which all are fibred in additive categories over Algfl by [19, 3.4].
Definition 5.1. Let X be a subcategory of a category Y. An arrow π : M → N in
Y is called a right X-approximation of N if M is in X and any M ′ → N with M ′ in
X factors through π. Dually, ι : N → L is called a left X-approximation of N if L is
in X and any N → L′ with L′ in X factors through ι. The approximations need not
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be unique. The subcategory X is contravariantly (covariantly) finite in Y if every
object N in Y has a right (left) X-approximation.
An arrow π : M → N in Y is called right minimal if for any η : M → M with
πη = π it follows that η is an automorphism. Dually, π is called left minimal if for
any θ : N → N with θπ = π it follows that θ is an automorphism.
We will simply call a right (left) X-approximation for minimal if it is right (left)
minimal. Note that if π : M → N and π′ : M ′ → N both are minimal right X-
approximations then there exists an isomorphism ϕ : M → M ′ with π = π′ϕ, and
similarly for minimal left X-approximation morphisms.
In the unpublished manuscript [8] R.-O. Buchweitz proved an approximation
theorem for (not necessarily commutative) Gorenstein rings by applying a resolution
of a complex. This is also the basic construction in the proof of the following result.
Theorem 5.2. Given an h : S → R in Algfl and suppose r, s > 1.
(i) For any module N in Y(r, s)h there are short exact sequences
(a) 0→ L −→M −→ N → 0 with L in Pˆfl(s− 2)h and M in X(r)h
(b) 0→ N −→ L′ −→M ′ → 0 with L′ in Pˆfl(s−1)h and M
′ in X(r−1)h
which are preserved by any base change in NR.
(ii) If s 6 r then (a) is a right X(r)-approximation of N and if s 6 r − 2 then
(b) is a left Pˆfl(s− 1)-approximation of N .
(iii) In particular X(r) is contravariantly finite in Y(r, r) and Pˆfl(r − 3) is co-
variantly finite in Y(r, r − 2).
(iv) Furthermore, if h is local then there exist minimal approximations (a) and
(b).
Proof. A direct sum of short exact sequences as in (a) (or in (b)) gives a new short
exact sequence of the same kind. All statements in Theorem 5.2 are independent
of the ni appearing in the definition of Y(r, s). We therefore assume that Syz
R
nN is
m-stably reflexive with respect to h where m = r + n and n < s. We also assume
that n > 0 and leave the case n = 0 to the reader.
(i) Let P ։ N be an R-projective resolution of N . Recall our convention
(P∨)i+1 = (P−i)∗. By Proposition 3.5 (i) the dual complex P∨ is acyclic in degrees
between n+2 and n+m. Choose an R-projective resolution Q→ τ6n+1P∨ of the
soft truncation:
(5.2.1) . . . 0 Qn+1 Qn Qn−1 . . .
. . . 0 kerdn+1P∨ (P
∨)n
dn
P∨
(P∨)n−1
dn−1
P∨
. . .
Let C denote the mapping cone C(f) of the corresponding map f : Q → P∨, in
particular Ci = Qi+1⊕(P∨)i for all i. The short exact sequence of complexes
(5.2.2) 0→ P∨ −→ C −→ Q[1]→ 0
gives a long exact sequence in cohomology. Since Qn+2 = 0 and Hi(Q) ∼= Hi(P∨)
for all i 6 n+1, Hi(C) = 0 for all i 6 n+1 and . . .→ Cn−1 → Cn → ker dn+1C → 0
is exact. Furthermore, the natural map ker dn+1P∨ → ker d
n+1
C is an isomorphism
and ker dn+1P∨
∼= (SyzRnN)
∗. By Proposition 3.5, (SyzRnN)
∗ is m-stably reflex-
ive as R-module, in particular C∨ is acyclic in degrees between −n + 2 and r.
Since (C∨)i = P i for i 6 −n and the dual of (5.2.2) gives an exact sequence
H−n(Q[1]∨)→ H−n(C∨)→ H−n(P ) with the first and the third term equal to 0, we
get Hi(C∨) = 0 for i 6 −n. The sequences 0 → (SyzRnN)
∗∗ → (Cn)∗ → (Cn−1)∗
and P−n−1 → P−n → SyzRnN → 0 are exact, P
−i = (Ci+1)∗ for i 6 −n, and
SyzRnN
∼= (SyzRnN)
∗∗ by assumption, hence (Cn+2)∗ → (Cn+1)∗ → (SyzRnN)
∗∗ → 0
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is exact and H−n+1(C∨) = 0. Together this gives Hi(C∨) = 0 for i 6 r. The long
exact sequence . . . → Hi(P ) → Hi(Q∨) → Hi+1(C∨) → . . . of the dual of (5.2.2)
then implies that Hi(Q∨) = 0 for i < 0. We obtain the following defining diagram
(5.2.3) . . .
d−2
(Q2)∗
d−1
(Q1)∗
d0
(Q0)∗
d1
. . .
L M L′ M ′
N
with L := cokerd−2, M := ker d0, L′ := cokerd−1 and M ′ := kerd1. Since
Q[1]∨ equals C∨ in degrees > 1 we have that M is the (r + 1)-syzygy of K :=
coker{(C−r+1)∗ → (C−r)∗}. By assumption and Proposition 3.5 (ii), SyzRnN
and (SyzRnN)
∗ are S-flat. Let S → S′ be a ring homomorphism and let N ′ =
N⊗SS
′ denote the induced R′ = R⊗SS
′-module. By Proposition 3.5, SyzRnN
′ ∼=
(SyzRnN)⊗SS
′ is m-stably reflexive and so is (SyzRnN
′)∗. It follows that the base
change C′ = C⊗SS
′ and (C′)∨ ∼= (C∨)′ retains the properties of C and C∨. In par-
ticular a truncation of (C′)∨ gives an R′-projective resolution of K ′ = K⊗SS
′. By
Proposition 2.2 (i) this implies that K is S-flat. Moreover, since ExtiR′(K
′, R′) ∼=
Hi−r(C′) and Hi−r(C′) = 0 for 0 < i 6 2(r + n), K is 2r-orthogonal to h. By
Proposition 4.6 (i), M is r-stably reflexive with respect to h. This argument also
gives that M ′ ∼= SyzRr K is (r − 1)-stably reflexive with respect to h. We note that
L′ and L are S-flat with finite projective resolutions given by the truncations of Q∨
of length n and n− 1, respectively.
(ii) We first prove the statement for the fibre categories X(r)h and Pˆ
fl(s − 1)h.
Consider the sequence in (a), an R-module M1 in X(r)h and an R-linear map
π : M1 → N . By Proposition 3.5 (i), M1 is r-stably reflexive as R-module. The
map π lifts to a map M1 → M if s 6 r since this implies r − pdimL > 2 and by
Lemma 5.3 below Ext1R(M1, L) = 0. Consider the sequence in (b), an R-module L1
in Pˆfl(s−1)h and an R-linear map ι : N → L1. By Proposition 3.5 (i), M
′ is (r−1)-
stably reflexive as R-module. The map ι extends to a map L′ → N if s 6 r − 2
since then r − 1− pdimL1 > r − s > 2 and by Lemma 5.3, Ext
1
R(M
′, L1) = 0.
For the general case, consider an object (h1 : S1 → R1,M1) in X(r) and a mor-
phism (h1 : S1 → R1,M1) → (h : S → R,N). I.e. there is a cocartesian square
of ring homomorphisms as in (5.0.1) and an (R1 → R)-linear map ϕ : M1 → N .
Let M#1 denote R⊗R1M1, which is an object in X(r)h. There is a unique induced
R-linear map π : M#1 → N . By the preceding argument there is a lifting of π to a
map π˜ : M#1 → M . The composition of the base change map M1 → M
#
1 with π˜
gives the lifting of ϕ. The argument for the general Pˆfl(s− 1)-case is similar.
(iv) In the local case we choose Q to be a minimal complex of free modules. Then
(a) and (b) are minimal approximations by a result analogous to [19, 6.2]. 
Lemma 5.3. Let R be a coherent ring and fix a positive integer r. Assume L1 and
M1 are coherent R-modules with L1 of finite projective dimension and M1 r-stably
reflexive as R-module. Then
ExtiR(M1, L1) = 0 for 0 < i < r − pdimL1.
Proof. By induction on d = pdimL1. If d = 0, L1 is direct summand of a free finite
rank R-module and the definition of r-stably reflexive gives the vanishing. Assume
d > 0. There is a short exact sequence 0 → L2 → P → L1 → 0 such that P is
finite and projective, and pdimL2 = d − 1. Apply HomR(M1,−) and inspect the
long exact sequence. 
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Morphisms A1 → A2 → A3 of categories fibred in additive categories over some
base category is a short exact sequence if A1 → A2 is an inclusion and A2 → A3 is
equivalent to the quotient morphism A2 → A2/A1.
Theorem 5.4. Suppose r > 2 and s > 1.
(i) For any s 6 r the right X(r)-approximation in Theorem 5.2 induces a
morphism j! : Y(r, s)/P → X(r)/P of categories fibred in additive cate-
gories which is a right adjoint to the full and faithful inclusion morphism
j! : X(r)/P→ Y(r, s)/P.
(ii) For any s 6 r− 2 the left Pˆfl(s− 1)-approximation in Theorem 5.2 induces
a morphism i∗ : Y(r, s)/P → Pˆfl(s − 1)/P of categories fibred in additive
categories which is a left adjoint to the full and faithful inclusion morphism
i∗ : Pˆ
fl(s− 1)/P→ Y(r, s)/P.
(iii) Together these maps give the following commutative diagram of short exact
sequences of categories fibred in additive categories :
0 Pˆfl(r − 3)/P
i∗
id
Y(r, r − 2)/P
j!
X(r)/P 0
0 Pˆfl(r − 3)/P Y(r, r − 2)/P
i∗
X(r)/P
j!
id
0
Proof. The proof very much resembles the proof of [19, 4.5]. By base change the
arguments can be reduced to statements about the fibre categories above an object
h : S → R in the base category Algfl. In the fibre categories there are many similar
arguments, we only give some of them. See the proof of [19, 4.5] for some of the
cases left out here.
Recall that the objects in modfl are pairs (h,N) where N is an R-module. The
functors in Theorem 5.4 act as the identity in the first coordinate. For every module
Nv in Y(r, s)h we fix a right X(r)-approximation and a left Pˆ
fl(s−1)-approximation
(5.4.1) 0→ Lv −→Mv
piv−→ Nv → 0 and 0→ Nv
ιv−→ L′v −→M
′
v → 0
assured in Theorem 5.2 (i) with πv = id if Nv is contained in the subcategory
X(r)h and ιv = id if Nv is contained in the subcategory Pˆ
fl(s − 1)h. Define the
functor j! on objects by j!((h,Nv)) = (h,Mv). Given objects (h1 : S1 → R1, Nv1)
and (h2 : S2 → R2, Nv2) in Y(r, s), a morphism
(5.4.2) ((f, g), ϕ) : (h1 : S1 → R1, Nv1)→ (h2 : S2 → R2, Nv2)
is a cocartesian square of ring homomorphisms as in (5.0.1) and an f -linear map
ϕ : Nv1 → Nv2 . For every morphism ((f, g), ϕ); cf. (5.4.2), choose a map ψ : Mv1 →
Mv2 which lifts ϕ. The existence of ψ is assured by Theorem 5.2 (ii). Define
j!(((f, g), [ϕ])) = ((f, g), [ψ]) where brackets denote the image in the quotient cat-
egory.
To prove that the functor j! commutes with composition consider any maps
ϕ21 : Nv1 → Nv2 and ϕ32 : Nv2 → Nv3 (without making the homomorphisms of al-
gebras explicit). Above we have chosen three maps; ψ21 : Mv1 →Mv2 , ψ32 : Mv2 →
Mv3 and ψ31 : Mv1 → Mv3 , which lifts ϕ21, ϕ32 and ϕ32ϕ21, respectively. Then
ψ32ψ21 − ψ31 factors through a map δ : Mv1 → Lv3 ; cf. (5.4.1). By the cocartesian
property of base change one may assume that the maps are in the same fibre cat-
egory. Then Lv3 sits in a short exact sequence 0 → L
′′ → P → Lv3 → 0 with P
projective and pdimL′′ 6 s−3 by Theorem 5.2 (i). By Lemma 5.3 and Proposition
3.5 (i), Ext1(M1, L
′′) = 0 since r− (s− 3) > 1. It implies that δ factors through P
and [ψ32ψ21] = [ψ31]. In a similar way one proves that j
! is well defined.
To show that j! preserves cocartesian morphisms, consider a cocartesian mor-
phism Φ = ((f, g), [ϕ]) : (h1, Nv1) → (h2, Nv2); cf. (5.4.2), in Y(r, s)/P. Assume
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j!(Φ) = Ψ where Ψ = ((f, g), [ψ]) : (h1,Mv1) → (h2,Mv2). The base change
R2⊗R1Nv1 is an object in Y(r, s)h2 . The induced map [id⊗ϕ] : R2⊗R1Nv1 → Nv2
is an isomorphism in (Y(r, s)/P)h2 by [19, 3.5]. Since j
! is a well-defined functor,
[id⊗ψ] : R2⊗R1Mv1 → Mv2 , which lifts [id⊗ϕ], is an isomorphism in (X(r)/P)h2 .
Composing the base change map Mv1 → R2⊗R1Mv1 with id⊗ψ gives ψ. Hence Ψ
is a cocartesian morphism by [19, 3.5].
To prove that (j!, j
!) is a pair of adjoint functors, let πv : Mv → Nv be one
of the fixed X(r)h-approximations; cf. (5.4.1). Let (h1 : S1 → R1,M1) be an
object in X(r) and ((f, g), ϕ1) : (h1,M1)→ (h,Nv) a morphism. The induced map
ϕ : M := R⊗R1M1 → Nv lifts to a map ψ : M → Mv since Ext
1(M,Lv) = 0 (cf.
(5.4.1)) by Lemma 5.3 as r − (s − 2) > 1. Composing M1 → M with ψ gives a
lifting of ϕ1. This shows surjectivity of the adjointness map
(5.4.3) (πv)∗ : Hom(M1, j
!Nv) −→ Hom(j!M1, Nv) .
Injectivity of (πv)∗ is similar to the proof above that j
! commutes with composition
and reduces to the same inequality r − (s− 3) > 1; see the proof of [19, 4.5].
We show exactness in the lower row of the diagram. Let Φ = ((f, g), ϕ) be a map
in Y(r, r − 2); cf. (5.4.2). Then i∗((f, g), [ϕ]) = ((f, g), [λ]) where λ : L′v1 → L
′
v2 is
a chosen, fixed extension of ϕ; cf. (5.4.1). Assume [λ] = 0, i.e. λ factors through a
projective module. We would like to show that Φ factors through an object in X(r)
and it is sufficient to show this in the case ϕ and hence λ are in a fibre category
(over an algebra h), i.e. when all the modules are defined over the same ring.
Then naturality of long-exact sequences obtained from (5.4.1) gives a commutative
diagram:
(5.4.4) Ext1(L′v2 , Lv2)
λ∗
Ext1(L′v1 , Lv2)
Ext1(Nv2 , Lv2)
ϕ∗
Ext1(Nv1 , Lv2)
NowM ′vj is contained in X(r−1)h for j = 1, 2 and Lv2 is contained in Pˆ
fl(r−4)h so
Exti(M ′vj , Lv2) = 0 for i = 1, 2 by Lemma 5.3. Hence the vertical maps in (5.4.4)
are isomorphisms. As λ factors through a projective module, λ∗ = 0 in (5.4.4) and
so ϕ∗ = 0. Let e2 denote the short exact sequence 0 → Lv2 → Mv2 → Nv2 → 0.
Since ϕ∗ = 0 the short exact sequence ϕ∗e2 splits and hence ϕ : Nv1 → Nv2 factors
through Mv2 in X(r)h.
The other parts of the proof are similar. 
Finally we give the relative Cohen-Macaulay approximation result which is the
‘limit’ of Theorems 5.2 and 5.4. Define full subcategories of modfl by objects
(h : S → R,N) as follows.
Category Property
Pˆfl N has a finite R-projective resolution
X N is stably reflexive with respect to h
Y (h, SyzRnN) is in X for an integer n > 0 depending on N
We note that X, Y and Pˆfl are fibred in additive categories over Algfl. The expression
‘without the parametres’ in the following theorem is short for ‘after removing the
parametres from the symbols in the statements (e.g. Y(r, s)h becomes Yh) and
removing the conditions involving parametres’.
Theorem 5.5. The statements in Theorem 5.2 and Theorem 5.4 without the
parametres are true.
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Proof. One checks that all four of the Auslander-Buchweitz axioms (cf. [19]) hold in
the fibre categories. The main ingredient here is Proposition 3.5. One also checks
that the two base change axioms in [19] hold (formally one also has to consider the
category mod fibred in abelian categories over Algfl of pairs (h,N) where N is not
necessarily S-flat). Then this is a corollary of [19, 4.4 and 4.5]. Alternatively one
can follow the proofs of Theorems 5.2 and 5.4. 
If C is an additive subcategory of a module category then Cˆ denotes the full
subcategory of modules N which have a finite C-resolution 0 → C−n → . . . →
C0 → N → 0. The minimal n is the C-resolving dimension C- res.dimN of N . Let
A be a coherent ring and denote by XA the category of stably reflexive A-modules
and by YA the category of coherent A-modules N with Syz
A
nN in XA for some n.
If A is noetherian and N a finite A-module, XA- res.dimN equals the Gorenstein
dimension of N defined by Auslander and Bridger and YA = XˆA; see [4, 3.13]. This
extends to the relative setting and gives a characterisation of Y.
Lemma 5.6. Let h : S → R be a ring homomorphism in Algfl and N a module in
modflh. Put Z = im{m-SpecR→ SpecS}. The following are equivalent :
(i) SyzRnN is in Xh.
(i’) SyzRsn Ns is in XRs for all s ∈ Z.
(ii) Xh- res.dimN 6 n.
(ii’) XRs- res.dimNs 6 n for all s ∈ Z.
Proof. Put M = SyzRnN . Since N is S-flat M is S-flat too and Ms is (stably)
isomorphic to SyzRsn Ns. Hence (i’)⇔(i). Since Ph ⊆ Xh, (i) implies (ii). The fibre
at s of an Xh-resolution of N gives an XRs -resolution of Ns hence (ii) implies (ii’).
Finally (ii’)⇔(i’) by [4, 3.13]. 
To shed some further light on Y we give the following perhaps not so well known
results of Auslander and Bridger (who attribute (i) to C. Peskine and L. Szpiro).
Proposition 5.7 ([4, 4.12, 13, 35]). Let A be a noetherian local ring and N a finite
A-module.
(i) Suppose (f) = (f1, . . . , fn) is an A-regular sequence which annihilates N .
Then XA- res.dimN = gradeAN = n if and only if N is in XA/(f).
(ii) If N is in XˆA then XA- res.dimN + depthN = depthA.
(iii) If N is in XˆA then XA- res.dimN = min{n |Ext
i
A(N,A) = 0 for all i > n}.
These results have recently been generalised to coherent rings; see [17].
6. Pointed Gorenstein singularities and Knudsen’s lemma
We state and prove our version of Knudsen’s lemma. We also give a general
result about versal families for deformations of pointed algebras and make it explicit
for isolated complete intersection singularities. Finally we generalise Knudsen’s
stabilisation to pointed plane curve singularities.
Theorem 6.1. Let h : S → R be a flat homomorphism of local, noetherian rings
and let k denote the residue field S/mS and A the central fibre R⊗Sk. Given an
S-algebra map R→ S, let I denote the kernel and I∗ = HomR(I, R). Assume A is
Gorenstein of dimension 1.
(i) The R-module I is stably reflexive with respect to h.
(ii) The R-module I∗/R is isomorphic to S.
(iii) The R-submodule J of the total quotient ring K(R) consisting of elements
that multiply I into R is isomorphic to I∗.
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(iv) The image of the pairing mA⊗Am
∗
A → A equals A if A is a regular ring and
mA if not. In particular m
∗
A⊗Ak is a k-vector space of dimension 1 in the
regular case and dimension 2 otherwise.
Proof. (i) From the short exact sequence of R-modules 0 → I → R → S → 0
we obtain that I⊗Sk ∼= mA and that I is S-flat. Since A is Cohen-Macaulay and
1-dimensional mA is a maximal Cohen-Macaulay A-module. Since A furthermore
is Gorenstein, I is stably reflexive with respect to h by Lemma 3.7.
(ii) Since R is S-flat {ExtqR(S,R⊗S−)} is a δ-functor. Proposition 2.2 (i) implies
that HomR(S,R) = 0 since HomA(k,A) = 0. So applying HomR(−, R) to 0→ I →
R → S → 0 gives the short exact sequence 0→ R → I∗ → Ext1R(S,R)→ 0. Since
A is 1-dimensional Gorenstein we have
(6.1.1) HomA(mA, A)/A
∼= Ext1A(A/mA, A)
∼= A/mA ∼= k
and ExtiA(k,A) = 0 for all i 6= 1. By Corollary 2.7 we have that Ext
1
R(S,R)
∼= I∗/R
is an S-flat R-deformation of the A-module k to S. Pick an element in I∗/R which
lifts 1 in (I∗/R)⊗Sk ∼= k. Multiplication with this element defines an R-linear map
S → I∗/R since I is contained in the annihilator of I∗/R. By Nakayama’s lemma
the map is surjective. Since I∗/R is S-flat it is injective too.
(iii) Consider the mapm : J → I∗ defined by the multiplication mapmγ(u) = γ·u
for γ ∈ J and u ∈ I. First we show that m is injective. Suppose there is a γ 6= 0
such that γ·I = 0. We have γ = ab−1 for some a, b ∈ R and I is annihilated by a.
The base change map HomR(R/I,R)⊗Sk → HomA(k,A) = 0 is an isomorphism
by Proposition 2.2 (i). This is a contradiction and m is injective.
Consider the commutative diagram
(6.1.2) 0 R J
m
J/R 0
0 R I∗ I∗/R 0
To show surjectivity of m we produce an element ε˜ in J which maps to a generator
for I∗/R ∼= S. Consider diagram (6.1.2) for R = A. There is a non-zero divisor
x ∈ mA. The 0-dimensional quotient ring A/(x) is Gorenstein, i.e. the socle has
length 1 generated by an f¯ induced by some f ∈ A. Put ε = fx−1. Since ε /∈ A,
we have that mε maps to a generator for HomA(mA, A)/A. By (i) and Proposition
3.5 (iii), I∗ → HomA(mA, A) is surjective. Hence mε lifts to an R-linear map
ψ : I → R. Pick a lifting x˜ in I of x. It is not a zero divisor by Corollary 2.5.
Let f˜ = ψ(x˜) and put ε˜ = f˜ x˜−1. Then mε˜ ∈ HomR(I,K(R)). To show that mε˜
equals ψ let ϕ denote the difference ψ − mε˜ ∈ HomR(I,K(R)). If u ∈ I, then
x˜·ϕ(u) = ϕ(x˜u) = u·ϕ(x˜) = 0. But x˜ is a unit in K(R), hence ϕ = 0.
(iv) Let µ : mA⊗Am
∗
A → A denote the pairing. We have already shown that
imµ = mA + ε·mA ⊆ A. If A is regular then mA is a principal ideal and imµ = A.
For the converse suppose imµ = A, i.e. there is an element u ∈ mA with εu = 1.
In the proof of (iii) we only assumed that x in ε = fx−1 was not a zero divisor.
But we can also assume that x ∈ mA \ m
2
A. Since fu = x we have f /∈ mA and
SocA/(x) = (f¯) = A/(x), i.e. A/(x) is a field, (x) is the maximal ideal of A, and
A is regular. Hence if A is not regular then imµ = mA.
For the last part note that the pairing µ composed with the inclusion j : A→ m∗A
equals the multiplication map u⊗ρ 7→ u·ρ. Hence jµ is obtained by applying
−⊗Am
∗
A to the inclusion mA ⊆ A. By the snake lemma the following commutative
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diagram with exact rows
(6.1.3) 0 mA mA⊗Am
∗
A
jµ
id⊗p
mA⊗Am
∗
A/A
0
0
0 A
j
m∗A
p
m∗A/A 0
gives the 6 last terms
(6.1.4) 0→ TorA1 (m
∗
A, k)
p∗
−→ TorA1 (m
∗
A/A, k)
δ
−→ k → m∗A/mA·m
∗
A → m
∗
A/A→ 0
in the long-exact sequence derived from −⊗Ak applied to 0→ A→ m
∗
A → m
∗
A/A→
0. We get that δ = 0 iff the image of µ equals mA and δ is surjective iff imµ = A.
By (ii), m∗A/A
∼= k and the result follows. 
Remark 6.2. The short exact sequence of R-modules 0 → R → I∗ → S → 0
in Theorem 6.1 is an example of the right Xh-approximation given in Theorem
5.5. The left Pˆfl-approximation is given as follows. Lift generators of mA to I
to define a surjective map F → I from a finite R-free module F . Dualising the
short exact sequence 0 → SyzRI → F → I → 0 gives a short exact sequence
0 → I∗ → F ∗ → (SyzRI)∗ → 0 since Ext1R(I, R) = 0 by Theorem 6.1 (i) and
Proposition 3.5 (i). The cokernel of the composition R→ I∗ → F ∗ defines L′ giving
the left Pˆfl-approximation of S. Both approximations are contained in the following
commutative diagram with short exact rows and columns and the (co)cartesian
boxed square:
(6.2.1) 0 0
0 R I∗
✷
S 0
0 R F ∗ L′ 0
(SyzRI)∗ (SyzRI)∗
0 0
Corollary 6.3. With notation and assumptions as in Theorem 6.1 except for the
last sentence. Assume that A is essentially of finite type over k and that SpecA⊗kk¯
only has complete intersection singularities of dimension 1 where k¯ is an algebraic
closure of k. Then the conclusion in Theorem 6.1 holds.
Proof. By [15, 19.3.4], A is a complete intersection and in particular a 1-dimensional
Gorenstein ring. The result hence follows from Theorem 6.1. 
Remark 6.4. In Knudsen’s lemma [21, 2.2], SpecA⊗kk¯ is assumed to have only
ordinary double points. Knudsen has given a different proof of Corollary 6.3 (i)-(iii)
in this case; see [22]. Stabilisation at a point inserts Proj(m∗A⊗Ak) (disregarding
the case where two points coincides) which by (iv) is P1k if the point is singular and
just equals the point if it is regular. See Proposition 6.11.
In [21, 3.7] Knudsen shows that the clutching map is a closed immersion of stacks.
In the proof he claims that the image I·I∗ of the pairing I⊗RI
∗ → R equals I which
implies that I∗⊗RS ∼= S
⊕2. Both claims are wrong if the family is smoothing or
the point moves away from the singularity as the dichotomy in Theorem 6.1 (iv)
shows. Knudsen refers to the (completion of) the example in his appendix which
we now consider.
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Example 6.5. Let S be a noetherian ring and put R = S[x, y]/(xy− bc) for some
b, c ∈ S. The ring homomorphism R → S is given by x 7→ b and y 7→ c and
I = (x− b, y− c). Put ε˜ = (x− c) · (x+ y− b− c)−1. Calculate ε˜ · (x− b) = x and
ε˜ · (y− c) = −c. Hence the multiplication map mε˜ is contained in I
∗, but not in the
submodule EndR(I) unless b = 0 = c. In particular one obtains R/I·I
∗ ∼= S/(b, c)
and I∗⊗RS ∼= S⊕S/(b, c); (consider (6.1.4) for S → R and I).
However, in the proof of [21, 3.7] Knudsen only needs his claims after restricting
to the locus of singular curves. For any stable curve C → T with a section ∆ : T →
C he defines the singular locus Csing →֒ C by the ideal sheaf given as the image
of a pairing ΩC/T⊗ω
∗
C/T → OC . He then only considers the induced stable curve
over T ′ = T×CC
sing. In our (affine) case with ωR/S ∼= R the pairing becomes the
map ΩR/S → R where Gdx+Hdy 7→ Gx−Hy. The image is the ideal (x, y) ⊆ R.
The image of (x, y) in S defines the quotient S′ = S⊗RR/(x, y) ∼= S/(b, c). Put
R′ = R⊗SS
′ and I ′ = I⊗SS
′. Since the pairing I⊗RI
∗ → R commutes with
base change by Theorem 6.1 (i) and Proposition 3.5 (ii), the image of the pairing
I ′⊗R′(I
′)∗ → R′ is I ′ and so R′/I ′·(I ′)∗ ∼= S′ and (I ′)∗⊗R′S
′ ∼= (S′)⊕2. In the case
S = k[b, c] the henselisation of the corresponding family is versal; see Corollary 6.9,
and then this is essentially what is needed in the proof of [21, 3.7].
Fix a noetherian local ring Λ with residue field k. Let ΛH be the category
of noetherian, henselian, local Λ-algebras S with residue field k and let ΛH/k be
the corresponding comma category of algebras in ΛH above (i.e. with an algebra
homomorphism to) k. Let ΛA/k be the subcategory of artin rings in ΛH/k.
Definition 6.6. Let F and G be set-valued functors on ΛH/k (or ΛA/k) with
#F (k) = 1 = #G(k). A map ϕ : F → G is smooth (formally smooth) if the
natural map of sets fϕ : F (S)→ F (S0)×G(S0) G(S) is surjective for all surjections
π : S → S0 in ΛH/k (respectively ΛA/k). An element ν ∈ F (R) is versal if the
induced map Hom
ΛH/k(R,−) → F is smooth and R is algebraic as Λ-algebra (i.e.
R is the henselisation of a finite type Λ-algebra). An element ν ∈ F (R) is formally
versal if the induced map Hom
ΛH/k(R,−) → F of functors restricted to ΛA/k is
formally smooth. See [3].
Let ΛHFP be the category with objects algebraic, flat and pointed algebras
ξ : S → T → S in ΛH, in particular the composition is the identity. The arrows
ξ1 → ξ0 are corresponding commutative diagrams of ring homomorphisms
(6.6.1) S1
p
T1
q
S1
p
S0 T0 S0
such that the left square is cocartesian (then the right square is cocartesian too).
Note that base change exists for the forgetful functor ΛHFP → ΛH. It is given
by the henselisation of the tensor product R = R1⊗S1S2 in the maximal ideal
mR1R + mS2R, denoted R1⊗˜S1S2. The map R1⊗˜S1S2 → S2 is the natural one.
Hence ΛHFP is fibred in goupoids above ΛH.
Fix an object ξ : k → A → k in ΛHFP. Let DefA→k denote the corresponding
comma category ΛHFP/ξ of flat and pointed algebras above ξ, called pointed de-
formations of A. Similarly there is a category DefA of (unpointed) deformations of
A. Both categories are fibred in groupoids above ΛH/k and there is a map of fibred
categories DefA→k → DefA by forgetting the pointing. There are corresponding
functors DefA→k and DefA from ΛH/k to Sets obtained by identifying all isomor-
phic objects in the fibres and identifying arrows accordingly. There is an induced
map DefA→k → DefA of functors. We often abuse the notation by hiding the maps
to the base object.
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Theorem 6.7. Given an object k → A → k in ΛHFP and assume ι : S → R is
an unpointed deformation of A. Let id ⊗˜1: R → R(2) be the base change of ι by
ι and R(2) → R the multiplication map. Then ξv : R → R
(2) → R is a pointed
deformation of A.
If ι : S → R gives a formally versal (respectively versal) element in DefA then
R→ R(2) → R gives a formally versal (respectively versal) element in DefA→k .
Proof. The residue field of R is k and (R(2) → R)⊗Rk ∼= (A→ k). Hence ξv induces
an object in DefA→k . To prove (formal) versality we consider a map ξ1 → ξ0 in
DefR→k as in (6.6.1) with surjective vertical maps. Given a map α0 : R→ S0 such
that ξv⊗˜RS0 ∼= ξ0 we show that there is a lifting α1 : R → S1 of α0 inducing ξ1.
I.e. we consider the following lifting diagram:
(6.7.1) S1
ι1
p
T1
pi1
q
S1
p
S0
ι0
T0
pi0
S0
R
α0
α1
id ⊗˜1
R(2)
β0
β1
µ
R
α0
α1
S
θ1
θ0
ι
ι
R
τ1
τ0
1⊗˜ id
In particular the diagram of solid arrows is commutative with cocartesian squares.
We have that ι ∈ DefA(S) maps to id ⊗˜1 ∈ DefA(R). Since ξv and ξ0 by DefA→k →
DefA maps to id ⊗˜1 and ι0 respectively, it follows that ιmaps to ι0. By versality of ι
there exists a lifting θ1 of θ0 such that ι maps to ι1 in DefA(S1). The obtained map
τ1 lifts τ0. Define α1 as π1τ1. Then α1 lifts α0 since pα1 = pπ1τ1 = π0qτ1 = π0τ0 =
α0µ(1⊗˜ id) = α0. Also S1⊗˜RR
(2) ∼= S1⊗˜SR ∼= T1. Let β1 be the induced map
R(2) → T1. It lifts β0 and we get that id ⊗˜1 maps to ι1. But also the right square
commutes since (π1β1 − α1µ)(1⊗˜ id) = π1τ1 − α1 = 0 and (π1β1 − α1µ)(id ⊗˜1) =
π1ι1α1 − α1 = 0. 
Lemma 6.8. Let hft : S → Rft be a finite type homomorphism of noetherian rings.
Let M be an Rft-module. Let R denote the henselisation of Rft in a maximal ideal
m.
(a) There are natural isomorphisms of Andre´-Quillen cohomology
Hi(S,R,R⊗M) ∼= Hi(S,Rft,M)⊗RftR for all i .
Suppose in addition that M is finite, hft is flat, S local henselian and S/mS ∼=
Rft/m ∼= k. Let k → Aft denote the central fibre of hft and put m0 = mA
ft. Assume
SpecAft \ {m0} is smooth over k.
(b) For all i > 0 the Andre´-Quillen cohomology Hi(S,R,R⊗M) is finite as
S-module and there is a natural Rftm-isomorphism
Hi(S,R,R⊗M) ∼= Hi(S,Rft,M)m .
Proof. See the proof of Lemma 10.1 in [18]. 
We will use the following notation and assumptions. Let x denote a sequence
of variables x1, . . . , xm and f a regular sequence of elements f1, . . . , fc contained
in (x)2 ⊂ k[x] for a field k. Put Aft = k[x]/(f) and assume the Andre´-Quillen
cohomology H1(k,Aft, Aft) ∼= (Aft)⊕c/(im∇(f)) has support in (x) where ∇(f)
equals the matrix (∂fi/∂xj)i,j . Let e1, . . . , ec be the standard generators in k[x]
⊕c
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and pick elements g1, . . . , gN in k[x]
⊕c such that {e1, . . . , ec, g1, . . . , gN} induce a
k-basis for the finite dimensional (Aft)⊕c/(im∇(f)). Let g
(1)
j , . . . , g
(c)
j denote the
c projections of gj in k[x]. Let z = z1, . . . , zc and t = t1, . . . , tN be new sets of
variables and define Fi(x, t) = fi(x) +
∑
j tjg
(i)
j in k[x, t]. Pick liftings in Λ of the
coeffiecients of Fi to obtain a lifting F˜i in Λ[x, t] of Fi. Put
vF˜i = F˜i+zi ∈ Λ[x, t, z].
Finally, let s = s1, . . . , sm be another set of variables and let F˜ (x, t)−F˜ (s, t) denote
the sequence F˜1(x, t)− F˜1(s, t), . . . , F˜c(x, t)− F˜c(s, t) in Λ[x, s, t].
Corollary 6.9. Let A be the henselisation of Aft = k[x]/(f) in the maximal ideal
(x)Aft. Let R→ T → R be the henselisation of
Λ[s, t]→ Λ[x, s, t]/(F˜ (x, t)− F˜ (s, t))
x 7→s
−−−→ Λ[s, t] .
Then R → T → R gives a formally versal element for the pointed deformation
functor DefA→k : ΛH/k→ Sets. If Λ is an excellent ring this element is versal.
Proof. Let ι : S → R be the henselisation of Λ[t, z]→ Λ[x, t, z]/(vF˜ ) which we claim
gives a (formally) versal element for DefA. By Theorem 6.7 R→ R⊗˜SR→ R gives
a (formally) versal element for DefA→k. Note that Λ[x, t, z]/(
vF˜ ) ∼= Λ[x, t] where
zi 7→ −F˜i. Consider the copy Λ[t, z] → Λ[s, t] where zi 7→ −F˜i(s, t). There is a
ring isomorphism Λ[s, t]⊗Λ[t,z]Λ[x, t] ∼= Λ[x, s, t]/(F˜ (x, t)−F˜ (s, t)) and the corollary
follows.
The claim is basically well known. We only sketch the argument. By Corollary
2.5, (vF˜ ) is a regular sequence and R is S-flat. So ι is a deformation of A. To
show formal versality put H1 = H1(k,A,A) which is isomorphic to H1(k,Aft, Aft)
by Lemma 6.8. Note that S(1) := S/(m
2
S + mΛS)
∼= k⊕(H1)∗. Now ι induces
the universal deformation in DefA(S(1))
∼= Endk(H
1) corresponding to the identity.
Given a lifting situation of elements in DefA
(6.9.1) S1
ι1
p
R1
q
S0
ι0
R0
S
θ1
θ0
ι
R
τ1
τ0
where the vertical maps are surjections, the solid squares are cocartesian and the
Si have finite length. We need to prove that a lifting θ1 exists such that the
third square is cocartesian and lifts the bottom square. By induction we assume
mS1 · ker p = 0. By picking elements θ(zi) and θ(tj) in S
1 lifting θ0(zi) and θ
0(tj) we
obtain a map θ : S → S1. Let R2 = R⊗˜SS
1. Then ι2 : S1 → R2 is in DefA and lifts
ι0. By obstruction theory there is a transitive action of H1(S0, R0, R0⊗ ker p) on the
set of equivalence classes of liftings of ι0 to S1 [20, 2.1.3.3]. We have R0⊗ ker p ∼=
A⊗k ker p. By [1, IV 54] we get
(6.9.2) H1(S0, R0, R0⊗ ker p) ∼= H1(k,A,A)⊗k ker p ∼= Hom((H
1)∗, ker p) .
Elements here can be ‘added’ to the ring homomorphism θ and adjusting by the
difference of ι1 and ι2 gives a new ring homomorphism θ1 inducing ι1 from ι.
Since Aft has an isolated singularity, [10, The´ore`me 8] gives that ι is versal. Here
we use Artin’s Approximation Theorem for an arbitrary excellent coefficient ring
[2, 24, 25]; cf. R. Elkik’s remark at the beginning of section 4 in [10]. 
For plane curve singularities the following explicit description of a stably reflexive
complex E which is a hull for the ideal I in Theorem 6.1 is used to prove that the
obvious generalisation of Knudsen’s stabilisation [21] has the relevant features.
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Lemma 6.10. Let S → P be a flat homomorphism of local noetherian rings and
let k = S/mS. Let P0 denote P⊗Sk which we assume is a regular ring of dimension
2. Given an element F ∈ m2P with image f 6= 0 in P0. Put R = P/(F ) and suppose
there is an S-algebra map R→ S. Let IR denote the kernel.
(i) There are elements X1, X2, G1, G2 in mP with X1 and X2 inducing gener-
ators for IR and satisfying X1G1 +X2G2 = F .
(ii) Given such elements, the (2 x 2)-matrices
Φ =
[
X2 G1
−X1 G2
]
and Ψ =
[
G2 −G1
X1 X2
]
induce a 2-periodic R-complex
. . .
Ψ¯
−→ R⊕2
Φ¯
−→ R⊕2
Ψ¯
−→ R⊕2
Φ¯
−→ R⊕2
Ψ¯
−→ . . .
which is stably reflexive with respect to h and a hull for IR.
Proof. (i) By Corollary 2.5 R is S-flat. Let IP be the kernel of the induced S-
algebra map P → S. Then IP⊗Sk ∼= mP0 which is generated by two elements, say
x1 and x2. Pick liftings Xi in IP of the xi. Then IP is generated as ideal by X1
and X2. The kernel of IP → IR equals the kernel (F ) of P → R. In particular
F = X1G1 +X2G2 for some elements G1 and G2 which have to be non-units.
(ii) Consider the commutative diagram with exact rows
(6.10.1) 0 P
τ
[X2,−X1]
tr
P⊕2
[X1,X2]
IP
ρ
0
0 P⊕2
Φ
P⊕2 cokerΦ 0
The (inverse) connecting isomorphism P = coker τ ∼= ker ρ takes 1 to F ∈ IP . We
get cokerΦ ∼= IP /(F ) ∼= IR. The pair (Φ,Ψ) is a matrix factorisation of F . Then
C(Φ,Ψ) is a stably reflexive complex and a hull for IR by Corollary 4.10. 
Proposition 6.11. In addition to the assumptions in Lemma 6.10 assume P =
S[X1, X2]m where m is the maximal ideal mS + (X1, X2). Put A = P0/(f) and let
xi and gi denote the images in P0 of Xi and Gi respectively for i = 1, 2. Suppose
the gi are contained in k[x1, x2].
(i) The map πs : Proj SymR(I
∗
R)→ SpecS is flat.
(ii) The closed fibre πs×S Spec k is isomorphic to π
s
0 : ProjSymA(m
∗
A)→ Spec k
and has local complete intersection singularities.
(iii) The exceptional fibre E of ProjSymA(m
∗
A)→ SpecA is isomorphic to P
1
k.
(iv) The quotient I∗R → I
∗
R/R induces a section of π
s which in the closed fibre
gives a smooth point contained in E.
Proof. (i) By Lemma 6.10, I∗R
∼= cokerΦtr , hence
(6.11.1) SymR(I
∗
R)
∼= R[U, V ]/(X2U +G1V,G2V −X1U) .
Put v = V/U . Then OD+(U)
∼= P [v]/(X2 + G1v,X1 − G2v) as F is contained in
the ideal. We claim that (x2 + g1v, x1 − g2v) is a regular sequence ideal. It follows
that (X2 + G1v,X1 − G2v) is a regular sequence ideal and that OD+(U) is S-flat
by Corollary 2.5. As the claim is independent of the choice of presentation Φ⊗Sk
we can assume that g2 is contained in k[x2]. Then OD+(U)⊗Sk is isomorphic to
(P0/(x1))[v]/(x2+vg
′
1) where g
′
1 = g1(g2v, x2) and the claim follows. Put u = U/V .
Then OD+(V )
∼= P [u]/(X2u +G1, X1u −G2). As for the U -chart it is sufficient to
show that (x2u+g1, x1u−g2) is a regular sequence ideal. We can assume that g2 is
contained in k[x2]. For g2 6= 0 one checks that x1u− g2 is irreducible in k[x1, x2, u].
If g2 = 0 a direct argument shows that (x2u+ g1, x1u) is a regular sequence.
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(ii) The closed fibre of πs is obtained from I∗R⊗Sk. By Theorem 6.1 (i) and
Proposition 3.5 (iii), I∗R⊗Sk
∼= m∗A. By the argument for (i) the closed fibre has
local complete intersection singularities.
(iii) The exceptional fibre E is given by Proj SymA(m
∗
A⊗Ak). By Theorem 6.1
(iv), m∗A⊗Ak
∼= k⊕2 as A-modules.
(iv) We have I∗R/R
∼= S by Theorem 6.1 (ii) which gives a section of πs by [13,
4.2.3]. Inspecting the presentation in Lemma 6.10 we find that the image of 1 under
the map R→ I∗R is given by [X1, X2]
tr. The section of πs is therefore obtained by
dividing the homogeneous coordinate ring out by V which gives the quotient ring
R[U ]/(U)(X1, X2). 
7. The stabilisation map
Let M¯g,n denote the stack of stable n-pointed curves. In particular it is a cat-
egory fibred in groupoids over the base category of schemes; cf. Section 5. An
object in M¯g,n is a proper and flat map π : C → T of schemes together with n
sections σi : T → C such that the geometric fibres Ct¯ of π are connected curves
which together with the points σi(t¯) have certain properties; see [21]. E.g. the only
singularities on the curve should be ordinary double points (nodes), the n points
should be smooth and distinct, and the n-pointed curve should have finite auto-
morphism group. The morphisms in M¯g,n are commutative, cartesian diagrams.
There is also a stack C¯g,n with objects stable n-pointed curves plus an extra section
∆: T → C without conditions. Forgetting this extra section gives a morphism of
fibred categories C¯g,n → M¯g,n and C¯g,n is called the universal curve. The stabil-
isation map is a morphism of fibred categories s : C¯g,n → M¯g,n+1. Knudsen uses
it to study divisors on the M¯g,n and to construct the clutching maps. We sketch
the main arguments in the construction of s(π, {σi},∆) = (π
s : Cs → T, {σsi }). We
assume that all schemes are noetherian.
Since the points of σi(T ) in C are smooth over T by [14, 6.7.8], the σi(T ) are
locally principal divisors of C by [15, 17.10.4], but this is not the case for ∆. Let
I = I∆(T ) be the ideal sheaf in OC defining ∆. Let OC → OC(Σiσi) and OC → I
∗
be the duals of the ideal inclusions. Let the coherent sheaf F = FC/T on C be
defined by the exact sequence
(7.0.2) 0→ OC −→ I
∗ ⊕OC(Σiσi)
ρ
−−→ FC/T → 0 .
Let q : Cs := ProjSymOCF → C and π
s = πq. The quotient F → F/ρ(OC(Σiσi))
= L∆ defines a section ∆
s : T → Cs lifting ∆ provided we know that ∆∗L∆ is
a line bundle on T ; cf. [13, 4.2.3]. This local question is answered in Corollary
6.3 (ii). Let σsn+1 := ∆
s. Similarly σ∗i (F/ρ(I
∗)) defines the lifting σsi for i =
1, . . . , n. If (7.0.2) commutes with base change s will define a functor (after choosing
representatives which by construction are unique up to unique isomorphisms). Since
there is a global comparison map f∗(FC/T ) → FC′/T ′ where f : C
′ = C×TT
′ →
C is the projection, the question is local. The critical case is where ∆(t¯) is an
ordinary double point. After localisation F equals I∗ and f∗(I∗) → (f∗I)∗ is an
isomorphism by Corollary 6.3 (i).
To prove flatness of Cs → T , we consider the local situation. Put t = π(x)
for x ∈ C, let O and Λ denote the henselisations of OC,x and OT,t respectively.
Moreover, let k = k(t) and A = O⊗Tk with k-algebra map A → k given by the
section ∆C,x⊗k. Knudsen’s idea is to write up an explicit (formally) versal family
for DefA→k, say with base ring R, do the local version of the construction of C
s
over this family and inspect it for flatness. By versality (assuming Λ is excellent)
Λ→ O is obtained by base change along some Λ-algebra map R→ Λ. This family
is then flat and flatness of Cs along the fibre over x follows by faithful flatness of
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henselisation. The non-excellent case is similar, formal versality is sufficient, and
one can even work with complete rings and formal families.
For the explicit formally versal (f.v.) family we consider the critical case where
∆(t¯) is an ordinary double point. In [22] Knudsen shows that Oˆ⊗Λk(t) is isomor-
phic to k(t)[[x1, x2]]/(q) where q = q(x) = x
2
1+ γx1x2+ δx
2
2 for γ and δ in k = k(t)
with discriminant γ2 − 4δ 6= 0. One could instead take the strict henselisation
(also faithfully flat) of the local rings OT,t and OC,x and q would split as a prod-
uct of two distinct linear forms over ksep, but this simplification of the equation
would only change the following argument nominally. Let A be the henselisation of
k[x1, x2]/(q). By Theorem 6.7 one obtains the f.v. family of DefA→k from the f.v.
family of DefA. The Zariski tangent space DefA(k[ε]) equals the first Andre´-Quillen
cohomology H1(k,A,A) ∼= A/(im∇(q)) where ∇(q) is the Jacobi matrix. By the
discriminant condition
(7.0.3) DefA(k[ε])
∼= k[x1, x2]/(q, 2x1 + γx2, 2δx2 + γx1) ∼= k.
Put q˜ = q˜(x) = x21 + γ˜x1x2 + δ˜x
2
2 where γ˜ and δ˜ in Λ are liftings of γ and δ.
Put vQ˜ = q˜ + z for a variable z and let S → R be the henselisation of Λ[z] →
Λ[x1, x2, z]/(
vQ˜). This is a f.v. family for DefA (cf. proof of Corollary 6.9). Note
that Λ[x1, x2, z]/(
vQ˜) ∼= Λ[x1, x2] where z 7→ −q˜(x). Corollary 6.9 shows that the
f.v. family R → R(2) → R in DefA→k is particularly simple in this case. We use
s1, s2 instead of the variables x1, x2 in the left R. The obvious ring homomorphism
(7.0.4) L := Λ[s1, s2, x1, x2]/(q˜(x)− q˜(s)) −→ Λ[s1, s2]⊗Λ[z]Λ[x1, x2]
is an isomorphism, Lh = R(2) and Lˆ is precisely Knudsen’s hull in Proposition 2.1
in [22].
The equations for Cs above x ∈ C (after completion) is given in Proposition
6.11. Let vS and vP denote the Zariski localisation in the obvious maximal ideals
of Λ[s1, s2] and
vS[x1, x2], respectively. Put F = q˜(x)− q˜(s) and
vR = vP/(F ). Let
I be the kernel of the vS-algebra map vR → vS defined by xi 7→ si for i = 1, 2.
To find the differential in the stably reflexive complex which is a hull for I (see
Lemma 6.10), put Xi = xi − si for i = 1, 2. Then G1 = x1 + γ˜x2 + s1 and
G2 = δ˜(x2 + s2) + γ˜s1 gives a solution to the equation F = X1G1 +X2G2. The
homogeneous coordinate ring is given in (6.11.1). In the closed fibre the local charts
are (without localisation in (x)):
OD+(U)⊗k
∼= k[x2, v]/(x2(δv
2 + γv + 1))(7.0.5)
OD+(V )⊗k
∼= k[x2, u]/(x2(u
2 + γu+ δ))(7.0.6)
In particular these are local complete intersections and ProjSymvR I
∗ is flat over
vS. Moreover, the closed fibre is reduced and connected, the exceptional component
x1 = 0 = x2 is a P
1
k, and the intersection points with the other components in the
geometric fibre are two distinct ordinary double points as the discriminants are
non-zero. Also note that the image of 1 under vR→ I∗ is given by [X1, X2]
tr. The
section ∆s, defined by the quotient I∗/ vR, is hence given by dividing out by the
homogeneous coordinate V . In the local chart D+(U) this corresponds to v = 0
which is never a solution to δv2 + γv + 1 = 0.
Note that while Corollary 6.3 (i) and (ii) are used in this argument, Corollary 6.3
(iii) is not. We use Theorem 6.1 (iv) in the proof of Proposition 6.11 to show that
stabilisation inserts a P1 at a singular point. In Knutsen’s proof of [21, 3.7], which
states that the clutching map is a closed immersion of stacks, he claims that Theo-
rem 6.1 (iv) generalises to families in the case the point on the closed fibre is a node.
In Remark 6.4 and Example 6.5 we explain why this is wrong and why it does not
matter for the proof.
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