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Heavy-tailed densities
Javier Rojo∗
The concept of heavy- or long-tailed densities (or distributions) has attracted
much well-deserved attention in the literature. A quick search in Google using
the keywords long-tailed statistics retrieves almost 12 million items. The concept
has become a pillar of the theory of extremes, and through its connection with
outlier-prone distributions, long-tailed distributions also play a central role in the
theory of robustness.
The concept of tail heaviness is by now ubiquitous, appearing in a diverse set
of disciplines that includes: economics, communications, atmospheric sciences,
climate modeling, social sciences, physics, modeling of complex systems, etc.
Nevertheless, the precise meaning of ‘long-’ or ‘heavy tails’ remains somewhat
elusive. Thus, in a substantial portion of the early literature, long-tailedness meant
that the underlying distribution was capable of producing anomalous observations
in the sense that they were ‘too far’ from the main body of observations. Implicit in
these informal definitions was the notion that any distribution that behaved that
way had to do so because its tails were longer than those of the normal distribution.
This paper discusses tail orderings and several approaches for the classification
of probability distributions according to tail heaviness. It is concluded that an
approach based on the limiting behavior of the residual life function, and its
corresponding characterizations based on functions of regular variation and
asymptotic distribution of extreme spacings, provides the more natural and
illuminating concepts of tail behavior. © 2013 Wiley Periodicals, Inc.
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INTRODUCTION
The concept of tail heaviness of a probabilitydistribution has played an important role, and
has attracted much well-deserved attention, in several
disciplines. For example, Wang and Yatracos1
proposed an index to measure right-tail risk that
fits well with the pure-tail ordering in Rojo2. The
concept of tail heaviness has proven useful in the
discussion of outliers and therefore in the area of
robustness. The discussion on outliers seems to have
originated with astronomical data. As early as 1777,
D. Bernoulli3 considered the possibility of discarding
observations. The following passage from the English
translation of Bernoulli’s work provides a glimpse of
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Bernoulli’s thinking on rejecting observations deemed
to be unusual4:
But is it right to hold that the several observations are
of the same weight or moment, or equally prone to
any and every error? Are errors of some degrees as
easy to make as others of as many minutes? Is there
everywhere the same probability? Such an assertion
would be quite absurd, which is undoubtedly the
reason why astronomers prefer to reject completely
observations which they judge to be too wide of the
truth, while retaining the rest and, indeed, assigning
to them the same reliability. This practice makes it
more than clear that they are far from assigning the
same validity to each of the observations they have
made, for they reject some in their entirety, while in
the case of others they not only retain them all but,
moreover, treat them alike. I see no way of drawing
a dividing line between those that are to be utterly
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rejected and those that are to be wholly retained;
it may even happen that the rejected observation is
the one that would have supplied the best correction
to the others. Nevertheless, I do not condemn in
every case the principle of rejecting one or other of
the observations, indeed I approve it, whenever in
the course of observation an accident occurs which
in itself raises an immediate scruple in the mind of
the observer, before he has considered the event and
compared it with the other observations. If there is no
such reason for dissatisfaction I think each and every
observation should be admitted whatever its quality,
as long as the observer is conscious that he has taken
every care.
Legendre,5 like Bernoulli, allowed for the
possibility of discarding outliers and Peirce6 first
addressed the issue of what to do in such situations
by proposing a criterion for rejecting outlying
observations. After Peirce’s efforts, there followed
several works on the topic of tests for rejecting outliers.
Some works, e.g., Refs 7 and 8, were critical of Peirce’s
proposal. For an interesting account on these early
efforts to address the issue of outliers see Ref 9.
Decisions to classify observations as outliers need to
be made with reference to an underlying probability
model. Thus, an observation may seem to be an outlier
when the underlying model is the standard normal
distribution, but may not be so if the reference model
is the lognormal distribution. Similar considerations
led to the development of models for ’heavy-tailed’
distributions. These developments included models
based on mixtures (convex combinations) of normal
densities such as those proposed by Newcomb10,11 and
which later resurfaced with Tukey.12 See, e.g., Ref 13
for an account on the origin of these contamination
models and the history of robustness from 1885 to
1920.
Despite the close connection in the literature
between the concepts of outliers and heavy-tailed
distributions, the precise meaning of the latter
remains somewhat elusive. This work aims at
providing a precise definition of heavy-tailedness
of a distribution. Because of the close connection
between heavy-tailedness and outliers, this paper
starts with a review of the concepts of outlier-resistant
and outlier-prone probability distributions proposed
by Neyman and Scott14 and further discussed by
Green,15,16 Gather,17–19 and Mathar.20 The literature
contains several references to orderings of probability
distributions by tail behavior but these orderings are,
for the most part, influenced by other aspects of
the probability distribution besides tail heaviness. It
is possible to define partial orders of distributions
based on pure-tail behavior. For this purpose, the
work by Rojo2,21 is reviewed and seen to provide
a framework for comparing distributions based
solely on tail heaviness. Several approaches are
considered for classifying probability distributions
based on tail behavior. The start is Pareto’s work
in 1897 that provided a model for heavy-tailed
distributions. Pareto’s law, motivated by empirical
evidence, modeled income by a function of regular
variation. The works of Parzen,22 Schuster,23 and
Rojo24 are reviewed and it is argued that a definition
of heavy-tailedness based on the asymptotic behavior
of the residual life function and its corresponding
characterizations in terms of functions of regular
variation and asymptotic theory of extreme spacings
provides the most satisfactory and natural concept.
OUTLIER-PRONE AND
OUTLIER-RESISTANT DISTRIBUTIONS
After observing that most of the methods for
identifying outlying observations did so with reference
to the normal distribution, Neyman and Scott14
provided guidance in deciding when it was, and it
was not, appropriate to reject an ‘outlier’ without
assuming a specific reference model. They proposed
the concepts of k-outlier and probability distribution
families that are outlier-resistant or outlier-prone.
Hereinafter, let X1, . . . ,Xn represent a random
sample from a distribution F, and let X(1), . . . ,X(n)
denote the corresponding order statistics.
Definition 1. Given X1, . . . ,Xn and k > 0, X(n) is said
to be a k-outlier when
X(n) −X(n−1) > k(X(n−1) −X(1)). (1)
The quantity on the left side of Eq. (1) has
been termed the extreme spacing in the literature.
Denoting by X(i+1) −X(i) the ith data spacing, for
i = 2, 3, . . . ,n− 1, then X(n) is a k-outlier when the
extreme spacing exceeds a k-multiple of the sum of all
the other spacings.
Denote by Pk,n(F) the probability that a random
sample from F of size n contains a k-outlier, and
consider a family of probability distributions F, and
let k,n(F) = supF∈F Pk,n(F).
Definition 2. A family of distributions F is said to be
(k,n)-outlier-resistant when k,n(F) < 1. Otherwise,
the family of distributions F is said to be (k,n)-outlier-
prone.
If in addition, the family of distributions F is
(k,n)-outlier-prone for all k > 0 and n > 2, then F is
said to be outlier-prone completely.
It turns out that if F is a location-scale family,
then the family F is outlier-resistant. Thus the
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family of normal distributions is outlier-resistant
as is, surprisingly, the family C(μ, σ ) of Cauchy
distributions symmetric about μ and with scale
parameter σ . By contrast, the families of lognormal
and gamma distributions are outlier-prone completely.
Because the lognormal distribution is considered to
be long-tailed, the fact that the family is outlier-
prone is not surprising. On the other hand, it will be
seen that the gamma distributions are medium-tailed
and, according to the Neyman-Scott definition, they
are also outlier-prone completely. These observations
suggest that the connection between outlier proneness,
or resistance, and tail heaviness of the family of
distributions is not captured well through the concepts
espoused in the above definitions.
As the above concepts apply to families of
distributions, rather than to individual distributions,
Green16 proposed similar concepts as those proposed
by Neyman and Scott but applicable to individual
distributions. Hereinafter, let the extreme spacing be
denoted by Sn = X(n) −X(n−1), the survival function
by F(x) = 1 − F(x), and let Tn = X(n)X(n−1) . Let Rx(t) =
F(t+x)
F(x)
denote the residual life function at time x.
Convergence in probability will be denoted by
P→ and
convergence with probability one will be denoted by
a.s.→. The following definitions are from Ref 16.
Definition 3. Suppose that F(∞) = 1 with F(x) < 1 for
all x. Then
(a) F is absolutely outlier-resistant when Sn
P→ 0.
(b) F is relatively outlier-resistant when Tn
P→ 1.
(c) F is absolutely outlier-prone when there are
constants M > 0, ε > 0, and n0, such that
P{Sn > M} ≥ ε for all n > n0.
(d) F is relatively outlier-prone if there are
constants M > 0, ε > 0, and n0, such that
P{Tn − 1 > M} ≥ ε for all n > n0.
Note that (c) and (d) imply that Sn
P
→ 0
and that Tn − 1
P
→ 0, respectively. On the other
hand, the definition does not consider the cases
where, although Sn
P
→ 0 and Tn − 1
P
→ 0, both
Sn and Tn − 1 are bounded in probability. This
lack of precision does not allow these concepts
of outlier proneness/resistance to provide a clean
classification scheme for distribution functions based
on their tail heaviness. Thus, for example, the
exponential distribution is absolutely outlier-prone
even when it is considered to be a medium-tailed
distribution. This issue will be addressed later when
concepts for classifying distribution functions are
presented. As discussed by Green,16 the connection
of Definition 3 with the residual life function is as
follows:
Theorem 1. Under the assumptions of Definition 3,
(a) is equivalent to limx→∞ Rx(t) = 0 for all t > 0.
(b) is equivalent to limx→∞ Rx(εx) = 0 for all
ε > 0.
(c) is equivalent to Rx(t) ≥ α for some constants
t, α > 0, and all x.
(d) is equivalent to Rx(εx) ≥ α for some constants
ε, α > 0, and all x.
Although not noted by Green,16 the following
corollary follows easily.25
Corollary 1. Under the assumptions of Definition 3,
(1) absolutely outlier-resistant implies relatively
outlier-resistant.
(2) relatively outlier-prone implies absolutely
outlier-prone.
Green16 provided a classification of distribu-
tions according to tail behavior through the concepts
of outlier-proneness and outlier-resistance. Unfortu-
nately such classification does not provide as clear
a picture as it is desirable. A cleaner connection
between tail heaviness and the asymptotic behavior
of the extreme spacing is possible as discussed further
below. The next section considers partial orderings
of distributions based on the asymptotic behavior of
various quantities.
PARTIAL ORDERS IN TERMS OF TAIL
HEAVINESS
Any attempt to define heavy-tailed distributions needs
to first address the question of ‘heavy tails compared
to what’? Initially, because of the strong influence
of the normal distribution on statistical inference,
attempts were made to define long-tailedness of
a density by taking the normal density as the
reference distribution. Thus, for example, Gel et al.26
proposed tests of normality against heavy-tailed
distributions.
Therefore, using the standard normal as the
reference distribution, a density f (x) is heavy-tailed if
lim
x→∞
φ(x)
f (x)
= 0, (2)
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where φ(x) represents the standard normal density.
Other definitions replace the normal density in Eq.
(2) by the exponential density. Thus, the density f is
heavy-tailed if, for all λ > 0,
lim
x→∞
e−λx
f (x)
= 0. (3)
Yet another definition classifies the density f as long-
tailed if it is regularly varying. That is, if for some
α > 0,
f (x) = l(x)x−α, (4)
where l(x) is a slowly varying function at infinity, and
α > 0 is the ‘tail index’. Recall that a slowly varying
function is any function l with limx→∞ l(tx)/l(x) =
1, for all t > 0. Examples of slowly varying
functions l are given by l(x) = (log(x))α, for all
α ∈ R. Classification of distributions according to tail
behavior can then be defined through the criteria
(2–4). Thus for example, a density f is short-tailed,
compared with the normal density, if the limit of the
ratio in Eq. (2), as x → ∞, is ∞. And f is said to
be medium-tailed when the limit in Eq. (2) is a finite
positive constant. Likewise, definitions for short- and
medium tails can be given in terms of the limiting
value of the ratio in Eq. (3).
Regarding Eq. (4), the density f can be said to
be long-tailed if α = 0 and short-tailed when α = ∞.
That is, f is long- or short-tailed depending on whether
f is a slowly- or rapidly varying function at infinity.
It is also possible to define partial-tail orders
of distributions. The literature of stochastic orders of
probability distributions is vast. An important subset
of this large class of ordering concepts is the subclass
that focuses its attention on ordering distributions
according to their tail weight. Although some of
these concepts have been labeled tail-orderings, in
many important cases these orderings are not pure-
tail orderings in the sense that the comparison of
probability distributions depends also on the behavior
of the distributions at their centers. Thus, for example,
although it is clear that the Cauchy distribution has a
heavier tail than the double-exponential distribution,
it turns out that the latter is not smaller than the
former with respect to the convex ‘tail-ordering’ of
van Zwet.27 Loh28 discusses several ‘tail-orderings’
in the case of estimating the location parameter of
symmetric distributions. Like the convex ordering,
these orderings are sensitive to the behavior of the
distribution at its center. Doksum29 introduced a tail-
ordering in the context of studying power properties
of rank tests. Thus, for distributions F and G,
F
t
< G provided that F−1G(x) − x be nondecreasing,
where F−1 is the quantile function of F. However,
it turns out that when F and G are continuous and
strictly increasing, this concept is equivalent to the
concept of dispersive order introduced by Fraser30
and Brown and Tukey,31 and hence it is not a tail-
ordering but rather an ordering based on the spread
of distributions.
However, pure-tail orderings can be defined
along the same lines as those indicated by (2) and (3).
Definition 4. Let f and g define density functions. Then
f is said to have a lighter-, equivalent-, or heavier tail
than g if limx→∞ f (x)g(x) is zero, a constant 0 < c < ∞,
or ∞, respectively.
Two possible drawbacks of the definition are
that the supports of the distributions may be different
and then the definition breaks down, and also that
densities may not exist. When the densities do not
exist, a pure-tail ordering may be given in terms of the
ratio of the survival distributions. Rojo2,32 provided
the following definitions.
Definition 5. Let F and G be probability distribution
functions. Then,
F ≤D G if lim sup
x→∞
F(x)/G(x) < ∞,
F <D G if F ≤D G but G ≤D F,
F ∼D G if F ≤D G and G ≤D F.
As it turns out, the pure-tail ordering ≤D is
not location or scale invariant as indicated by the
following example in Ref 2.
Example. Let f (x) = φ((x− μ)/σ ) and g(x) = φ((x−
θ)/τ ), where φ(x) denotes the standard normal density
and μ, θ and σ , τ represent the means and standard
deviations respectively. It follows that
lim
x→∞ f (x)/g(x)
=
⎧⎨
⎩
0 if τ > σ or, if τ = σ and θσ 2 > μτ2
∞ if τ < σ or, if τ = σ and θσ 2 < μτ2
1 otherwise.
It is clear that this lack of invariance applies
as well to partial orderings that could be defined
with respect to a reference distribution such as those
orderings defined, for example, through (2) and (3).
As an illustrative example consider (3) and let f (x) ∝
xα−1e−β∗x, for x > 0, α > 0, β > 0. It follows that the
limit in (3) equals 1 when λ = β and α = 1; it equals 0
if λ = β and α > 1; and it equals ∞ if λ = β and α < 1.
Otherwise the limit in (3) is ∞ if β > λ or 0 if β < λ.
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This lack of invariance, coupled with the fact
that the definition for ≤D does not apply when F
and G do not have the same support, motivates the
following definition.
Definition 6. Let F and G be distribution functions
with respective quantile functions given by F−1 and
G−1. Then,
F ≤q G if lim sup
u→1
F−1(u)/G−1(u) < ∞,
F <q G if F ≤q G but G ≤q F,
F ∼q G if F ≤q G and G ≤q F.
Clearly, the q-order can order distributions
with different, finite or infinite, supports. Moreover,
the q-order is seen to be location and scale
invariant under mild conditions. Rojo33 discusses
preservation properties of the ≤q and ≤D orders
under reliability operations. Thus, both the ≤q and
≤D orders are preserved by convolutions, formation
of coherent systems, and finite mixtures. Moreover,
under additional mild conditions on the nondecreasing
function h, X ≤D Y (X ≤q Y) implies that h(X) ≤D
h(Y) (h(X) ≤q h(Y)). Rojo34,21 examines connections
between these orderings and concepts of residual life,
and characterizations of these orderings in terms of
concepts of aging are discussed.
The following result in Rojo2 characterizes
these orders. Let S = {s : [0, 1] → R1} be the set
of functions with domain [0,1]. Henceforth, it will
be assumed that all the distribution functions have
supports that include N0, a fixed neighborhood of ∞.
Let
H0 = {h : h is nondecreasing and continuous
in N0 and h(x) → ∞ as x → ∞},
H1 = {h : h is strictly increasing in N0, and h(s(x))
= O(h(t(x))) as x → 1, for s, t ∈ S, with s(x) =
O(t(x)) as x → 1}, and
H2 = {h : h ∈ H1 with lim supu→1 h(s(u))/h(t(u))
= ∞, if lim supu→1 s(u)/t(u) = ∞}.
The set of functions H1 includes increasing
functions with bounded derivative and, somewhat
more generally, functions h with h(x) ≥ x and
satisfying a Lipschitz condition. For a function h ∈ H0
or h ∈ H1, define h∗(x) = sup{s : h(s) ≤ x}.
Theorem 2. Let X and Y be random variables with
respective distribution functions given by F and G.
Then,
(i) X ≤D Y if and only if h(X) ≤D h(Y) for all
h ∈ H0.
(ii) X ≤q Y if and only if h(X) ≤q h(Y) for all
h ∈ H1.
(iii) X <q Y if and only if h(X) <q h(Y) for all
h ∈ H2.
Proof: Note that the identity function h(x) = x is in
H0, H1, and H2. Therefore, the only if parts in (i),
(ii), and (iii) follow immediately. The if part in (i)
follows immediately since for h ∈ H0, the distribution
functions of h(X) and h(Y) are given respectively
by Fh∗ and Gh∗. Similarly, for h ∈ H1 and h ∈ H2,
h∗(h(x)) = x and then (Fh∗)−1 = hF−1.
Rojo32 discussed the relationships between the
<q and the <D orders. The comparison between <q
and <D can be made more precise when restricting
attention to the following classes of distributions.
Definition 7. Let F denote a distribution function.
(i) F is said to have a swiftly varying right tail,
(F ∈ SVT) if there is t > 1 such that
lim inf
x→∞ F(x)/F(tx) > 1. (5)
(ii) F is said to have a scale-invariant right tail,
(F ∈ SIT), if
lim sup
x→∞
F(x)/F(2x) < ∞. (6)
(iii) F is said to have a polynomial tail (F ∈ P), if
F ∈ SVT and F ∈ SIT.
(iv) F is said to have an exponential tail (F ∈ E), if
for some t > 1
lim inf
x→∞
logF(tx)
logF(x)
> 1 and
lim sup
x→∞
logF(tx)
logF(x)
< ∞. (7)
It turns out that ≤D and ≤q orderings agree
when either F or G ∈ P. However, when F or G have
a slowly varying tail, the approach based on the ratio
of the quantile functions provides a more thorough
comparison of distribution functions in the sense that
q−ordering may strongly order the distributions F
and G, while D−ordering may conclude that F and G
have equivalent tails. One such example occurs when
G(x) = 1/2 log(x) and F(x) = 1/ log(x). When F or G
have tail that decrease at an exponential, or faster,
rate, then the converse holds. This is the case, for
example, when f is the standard normal density, and
g(x) = (1/2)|x|e−x2/2.
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CLASSIFICATION OF DISTRIBUTIONS
BY LONG-, MEDIUM-, SHORT TAILS
Pareto35 appears to be the first to propose a concept
of ‘pure-tail’ behavior for a probability distribution.
Empirical evidence based on income data led Pareto to
propose a model for the tail of the income distribution.
In his 1897 work, ’The New Theories of Economics’,
Pareto writes that
Fortunately the figures representing the distribution
of wealth group themselves according to a very simple
law, which I have been enabled to deduce from
unquestioned statistical data.1
The ‘very simple law’ that Pareto referred to is
then given as a footnote
This law is as follows: N = A(x+b)α . In which N
represents the number of individuals having an income
greater than x orA; b is a constant which for aggregate
incomes is in general zero, or very near it; α is another
constant whose value lies between 1 and 2. The law
applies only to incomes a little above the minimum.
The form of the curve in the immediate neighborhood
of this minimum income is still undetermined, for
statistics do not furnish us sufficient information for
its determination. Since the publication of my Cours
I have examined many new statistical data, and they
all verify the law which I have formulated. The results
of my later investigations have been published in the
Giornale degli Economisti Rome.
Note that Pareto admits that the law applies well
only in the tail of the income distribution and that the
form of the distribution near the minimum is ‘still
undetermined’. This ‘Pareto distribution’ has survived
in the same form, although several variations of it are
also part of the literature. Thus a Pareto distribution
can be defined by its density function
f (x) = kx−α, α > 1,k > 0. (8)
See for example, Johnson et al.36 for other
variations of the Pareto distribution. The form given
by Eq. (8) can be generalized to include distributions
with polynomial tails defined by densities of the form
f (x) = l(x)x−α, α > 1, (9)
where, l(x) is a function of slow variation at ∞.
When f satisfies Eq. (9), f is said to be a function of
regular variation at ∞. Functions of regular variation
have served as models for long− tailed distributions
and they play a fundamental role in the theory of
extremes. Recall the fundamental theorem of extreme
value theory. Let X1, . . . ,Xn denote a random sample
from the distribution F, and let X(1), . . . ,X(n) denote
the order statistics.
Theorem 3. Let X(n) denote the maximum of a
sequence of independent and identically distributed,
according to F, random variables. Suppose that there
are sequences of constants {an} and {bn} such that
an(X(n) − bn) D→ G, (10)
where G denotes a nondegenerate distribution. Then,
G must be one of only three possible types:
α(x) = e−x−α I{x>0}, α > 0, (11)
α(x) = e−(−(x)−α )I{x≤0} + I{x>0}, α > 0, (12)
(x) = e−e−x , x ∈ R. (13)
The distribution F is then said to be in the domain of
attraction of the extreme value Frechet, Weibull, or
Gumbel distributions depending on whether Eqs (11),
(12), or (13) hold. Although there are distributions F
for which sequences {an} and {bn} cannot be found
so that Eq. (10) holds, the conditions for Theorem 3
to hold are relatively mild. And when Eq. (10) holds,
it is possible to characterize the distributions F that
belong to the domain of attraction of each of the three
extreme value distributions. These characterizations
take the form of conditions on the tail of F. Thus
we have the following result.37 Let xF denote the
right-end point of the support of F.
Theorem 4. Let F be a distribution function.
(i) F is in the domain of attraction of α, that is
Eq. (10) holds with G given by Eq. (11), if and
only if F(x) is regularly varying with exponent
α.
(ii) F is in the domain of attraction of α, that is
Eq. (10) holds with G given by Eq. (12), if and
only if xF < ∞, and F(xF − x−1) is regularly
varying at xF.
(iii) F is in the domain of attraction of , that is
Eq. (10) holds with G given by Eq. (13), if and
only if there is y < xF such that
F(x) = c(x)exp{−
∫ x
y
m(t)
n(t)
dt}, y < x < xF,
(14)
where m(x) → 1 and c(x) → c as x → xF, and n(x) >
0 with limx→xF n
′(x) = 0.
For example, the normal, exponential, and
lognormal distributions are in the domain of
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attraction of . The Pareto, Lomax, and Burr
distributions are in the domain of attraction of α, and
the uniform distribution on (0,1) as well as the Beta
distributions are in the domain of attraction of α.
Thus, it is possible to classify distributions according
to their tail behavior by using Theorem 4.
Definition 8. The distribution F is said to have long-,
medium-, or short tails, depending on whether F is in
the domain of attraction of α, , or α for some α.
Some possible drawbacks of the classification
proposed by the previous definition are the technical
conditions needed for F to be in the domain of
attraction of one of the extreme value distributions,
together with the fact that, according to the definition,
the exponential, the normal, and the lognormal
distributions all are classified as medium-tailed.
Because the statistical folklore considers the normal
as having shorter tails than the exponential, while
the lognormal is considered to be long-tailed, the
classification based on Definition 8 appears not to
have enough sensitivity to classify these distributions
into different classes.
An alternative classification scheme due to
Parzen22 classifies distributions by tail behavior based
on the limiting behavior of the density-quantile
function.
Definition 9. Let F be a distribution function with
right-continuous quantile function F−1 and density
function f . The function fF−1 is called the density-
quantile function of F.
Using results from Andrews,38 Parzen22 argues
that the density quantile for most distributions has the
property that
fF−1(u) ∼ (1 − u)α, as u → 1, (15)
for some α > 0, where fF−1(u) ∼ (1 − u)α means
that limu→1 fF−1(u)/(1 − u)α = c for some positive
constant c. When α = 1, it is possible in many cases
to give a more precise representation for the density-
quantile function
fF−1(u) ∼ (1 − u)(− log(1 − u))1−β ,
for some β ∈ [0, 1]. (16)
The parameters α and β are the tail exponent
and the shape parameter, respectively. Under
some technical conditions—including the twice-
differentiability of the density-quantile function, the
tail exponent may be given a precise definition.22
A distribution F is classified as long-, medium-,
or short-tailed depending on whether α > 1, α = 1,
or α < 1, respectively.
Besides the somewhat harsh technical conditions
requiring the twice-differentiability of the density-
quantile function, it turns out that Parzen’s classi-
fication is equivalent to the classification obtained
through the extreme value theorem when F can be
classified through both approaches. Thus, according
to Parzen’s classification, the exponential, lognormal,
normal, Weibull (i.e., f (x) = cxc−1e−xc), and extreme
value (i.e., f (x) = exe−ex ) are all medium-tailed dis-
tributions. Of course one thinks of the extreme value
and the Weibull distribution with c > 1 as short-tailed
distributions while the lognormal and Weibull with
c < 1 as long-tailed distributions.
Although not indicated in Ref 22, it is possible
to subclassify the medium-tailed class of distributions
by the shape parameter β in Eq. (16). A medium-
tailed distribution is then medium-medium, medium-
short, medium-long depending on whether β is
equal to 1, larger than 1, or smaller than 1.
Thus, for example, the Weibull distribution with
f (x) = γxγ−1e−xγ , and fF−1(u) = γ (1 − u){− log(1 −
u)}1−1/γ , is medium-medium, medium-short, medium-
long depending on whether the γ is equal to 1, larger
than 1, or smaller than 1. The normal distribution
is medium-short as is the extreme value distribution
with f (x) = exe−ex . However, there are medium-tailed
distributions, such as the lognormal, that do not accept
the representation given by Eq. (16).
An alternative subclassification of the medium
class that agrees with the one in terms of β can be
given in terms of the limiting value of the failure rate
function when this limit exists. Let r(t) be the failure
rate function defined by
r(x) = f (x)/F(x). (17)
Lemma 1. (Ref 23) Let limx→∞ r(x) exist. Then,
(i) F is medium-short if α = 1 and limx→∞
r(x) = ∞.
(ii) F is medium-medium if α = 1 and limx→∞
r(x) = c, with 0 < c < ∞.
(iii) F is medium-long if α = 1 and limx→∞
r(x) = 0.
Thus, according to this refinement of Parzen’s
classification, the lognormal is medium-long, the
normal is medium-short, and the exponential and the
logistic are medium-medium. Schuster23 also made
the connection between the asymptotic behavior of
the failure rate function of F and that of the Extreme
Spacing (ES) from a random sample from F defined by
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Sn = X(n) −X(n−1), where X(i) denotes the ith ordered
statistic from F.
Theorem 5. Let X1, . . . ,Xn be a random sample from
F with density f and quantile function F−1. Define
Sn = X(n) −X(n−1). Suppose that limx→∞ r(x) exists
and denote this limit by c. Then,
(i) Sn
p→ ∞ if and only if c = 0.
(ii) Sn
p→ 0 if and only if c = ∞.
(iii) Sn is bounded in probability but Sn does not
converge to 0 in probability if and only if
0 < c < ∞.
It is then possible to classify distributions using
Theorem 5. Thus, F is ES-short, ES-long, or ES-
medium, according to whether (i), (ii), or (iii) in
Theorem 5 holds. Unfortunately, this classification
does not agree with the other classifications provided
in terms of the tail exponent. Thus, a normal
distribution is ES-short but it is medium-short
according to the classification in Lemma 1.
Rojo24 considered a different approach based on
the residual life function. Assuming that limt→∞ Rx(t)
exists, for all t, it is possible to use this limiting value
of Rx(t) to classify distributions and then make a more
natural and cleaner connection with the asymptotic
behavior of the extreme spacing.
Definition 10. Suppose that limx→∞ Rx(t) exists, for
all t, and denote this limit value by c. Then, F is
said to have short-, medium-, or long tails if c is 0,
0 < c < ∞, or c = ∞, respectively.
Although the requirement that limx→∞ Rx(t)
exists, for all t, is a rather mild condition, it is
possible for the limit not to exist. See Ref 24 for
an example. It is possible to characterize the various
classes given by Definition 10 in terms of functions
of regular variation. Recall that a function g(x) is
rapidly varying at ∞ if limt→∞ g(tx)/g(x) equals
0 or ∞ depending on whether x is greater than
or less than 1. Henceforth, R−∞,Rα, and R0 will
denote the class of rapidly varying functions, regularly
varying functions with exponent α, and slowly varying
functions, respectively. We now have the following
characterization of the classes given by Definition 10.
Theorem 6. Suppose limx→∞ Rx(t) = c exists, for all
t. Then
c = 0 if and only if F(logx) ∈ R−∞
c = ∞ if and only if F(log x) ∈ R0
0 < c < ∞ if and only if F(log x) ∈ Rα for some α.
It turns out that according to this classification,
the normal and extreme value distributions are
now short-tailed, the Weibull distribution is short-,
medium-, or long-tailed depending on whether the
shape parameter γ is greater than, equal to, or smaller
than 1. This suggests that a classification scheme based
on the asymptotic behavior of the residual life function
provides a cleaner and more natural approach to
classify distributions. Moreover, this classification
agrees with the scheme provided by the asymptotic
behavior of the extreme spacing Sn, as indicated in
the following theorem, see Rojo24 which strengthens
Schuster23 results.
Theorem 7. Let F be a distribution function
with residual life function Rx(t) and suppose that
limt→∞ Rx(t) = c exists, for all t. Let E denote an
exponential random variable with scale λ. Then,
Sn
a.s.→ 0 if and only if F(logx) ∈ R−∞
Sn
a.s.→ ∞ if and only if F(logx) ∈ R0
Sn
a.s.→ E if and only if F(logx) ∈ Rα for some α.
Note that Theorem 7 is stronger than Theorem
5 in at least two counts. First, the convergence is
almost sure convergence (a.s.), and also, the class of
medium-tailed distributions is completely identified. It
follows from Refs 39 and 40, that when limx→∞ Rx(t)
exists then the three cases indicated in Theorem 6
are collectively exhaustive. It could then be argued
that the correct approach to classifying distributions
by tail behavior is provided by Theorem 6 since this
scheme agrees more naturally and cleanly, with the
classification based on the extreme spacing Sn, but
equally important, it also agrees with the common
classification used in the statistical folklore. It must
also be noted that the condition that limx→∞ Rx(t) = 0
for all t has been shown to be necessary and
sufficient16 for Sn
P→ 0. Because, as a consequence
of Theorems 6 and 7, it can be concluded that
limx→∞ Rx(t) = 0 for all t is equivalent to Sn a.s.→ 0,
a clarification is needed. The following argument
is a summary of those given in Ref 24. Note that
the condition limx→∞ Rx(t) = 0 for all t implies that
F(logx) ∈ R−∞. Therefore, the inverse of F(log x) is
a slowly varying function L at zero. It follows that
F
−1
(y) = logL(y). Since F−1(1 − F(X(n))) = X(n), and
F
−1
(1 − F(X(n−1))) = X(n−1), we can write
Sn = log
{
L(F(X(n)))
L(F(X(n−1)))
}
= log
{
L(V ∗ F(X(n−1)))
L(F(X(n−1))),
}
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where V is independent of F(X(n−1)). Since 0 < V < 1
and F(X(n−1)) → 0 with probability one, and since L
is slowly varying at zero, it follows that Sn
a.s.→ 0 as
n → ∞.
CONCLUSION
Some of the first attempts to classify probability distri-
butions by tail behavior originated with applications
in the modeling and analysis of astronomical data
and the related issue of whether to eliminate obser-
vations which seemed to be far from the rest of the
data. In addition, empirical evidence on the distri-
bution of incomes led Pareto to consider long-tailed
distributions as models for these types of data. The
issue of wealth inequality in the United States has
been discussed vigorously in the last few months,
with a low percentage of individuals possessing a
large percentage of the wealth. Several works have
modeled this wealth inequality by various means. We
only mention the work by Aaberge et al.41 Its com-
plete bibliographical information is given in Further
Reading section. However, despite several works that
provide methodologies to decide how to deal with
outliers, the concept of tail heaviness of a probabil-
ity distribution and the corresponding classification
and ordering schemes based on tail weight remained
elusive. This study provided a brief historical trea-
tise of the concept of tail heaviness, concluding that
an approach based on the asymptotic behavior of the
residual life function and its corresponding characteri-
zations in terms of the extreme spacings and functions
of regular variation provides the more natural and
cleaner concepts.
The discussion has been restricted to the one-
dimensional case. The multivariate case offers several
challenges that seem difficult to address using the
concepts and ideas presented in this review. Never-
theless, approaches based on work of R. Serfling and
others using depth-based ideas have been successful
in addressing questions connected with multivariate
outliers and in the development of robust procedures.
Extensions of the concepts of regular variation to the
multivariate case to model heavy-tailed distributions
have been proposed and connections with the depen-
dence functions of the corresponding copulas have
been studied, but results similar to those presented
here in the one-dimensional case are presently lack-
ing. See the section on further reading for references
on depth-based approaches and multivariate regular
variation.
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