As a key stage in polyester production, polymerization process is difficult to model due to its complex reaction mechanism. As a result, online viscosity prediction in industrial polyester polymerization processes is not an easy task. An efficient data-driven prediction model is considered in this work. In order to solve the problem of low accuracy of the online viscosity measuring instrument and considerably timeconsuming laboratory analysis, variables that are easily monitored during the polymerization process, i.e. temperature and pressure in the main reactor as well as the viscometer values, are selected to establish an Extreme Learning Machine (ELM) viscosity prediction model. A Just-in-time-based ELM model was established to predict the viscosity values under multi-mode operating and multi-standard production conditions. Consequently, without relying on the time-consuming laboratory analysis process, the PET viscosity can be predicted online. The industrial PET viscosity prediction results show the improved prediction performance of the proposed modeling approach in comparison with ELM and JPCR (Just-intime principal component regression) approaches.
INTRODUCTION
PET (Polyethylene terephthalate) is the first polyester product to be industrialized and widely used in the world, which is polycondensed with PTA (Terephthalic acid) and EG (Ethylene glycol) as the raw material. It is also the largest and the most widely used polymer synthetic material. Due to the increasingly complex, non-linear and time-varying characteristics of the process, data-driven modelling has become a favourable approach. The performance of the model for product polyester polymerization process is particularly important for the production. As one of the important indices of PET quality, the higher viscosity means the longer of the molecular chain. The stronger the interaction between molecules is, the stronger the mechanical strength is. Polyester resins with different viscosities are used to make different products for different purposes due to their different mechanical properties. Therefore, viscosity prediction is becoming increasingly important in the polyester polymerization process. However, since performance of most online viscosity measuring instruments decreases with increasing time and the development of mechanistic models for viscosity prediction is time consuming and laborious, Gonzaga et al. (2009) built a soft-sensor based on a feedforward artificial neural network to provide on-line estimates of the PET viscosity. Cao et al. (2006) proposed a Hybrid Neural Networks to predict the viscosity of the PET well. Many researchers have used neural networks to predict other quality indicators of polyester (Barton and Himmelblau, 1997; Ponnuswamy et al., 2010; Tian et al., 2010; Zhang et al., 1998) .
In recent years, data driven and artificial intelligence technologies have been applied widely in systems modelling and chemical process control, and have demonstrated better performance than traditional methods. Artificial neural networks have also been used in complex industrial modelling because of their adaptive and self-learning ability. However, traditional neural networks often exhibit disadvantages with their complex structure, slow learning speeds and long training time. proposed a novel neural network structure of a single hidden layer, which is based on Extreme Learning Machine (ELM). In the ELM, the input layer weight and hidden layer threshold value are generated randomly, and the output weight are determined by analysis. ELM and its variants are widely used in data processing (Liang et al., 2006) , unsupervised learning(G. Huang et al., 2017; Zong et al., 2013) , biomedicine (Song and Zhang, 2013; You et al., 2013) , computer vision, image processing (An and Bhanu, 2013) , system modelling and forecasting (Du et al., 2013) owing to their fast convergence and generalization ability. Liu et al. (2012) used the near infrared spectroscopy system to obtain the near-infrared spectra from the solid-state fermentation samples. The reference values of the near-infrared spectroscopy were analysed experimentally and a prediction model of pH was built using the ELM algorithm. Jin et al. (2017) established a JRELM model in industrial rubber mixing processes to make an on-line prediction of Mooney viscosity. commonly used modelling strategy for nonlinear processes. It is originated from database technology and local modelling techniques, also known as lazy learning (Bontempi et al., 2001) , locally weighted learning (Christopher et al., 1997) , instancebased learning (Aha et al., 1991) and model-on-demand (Braun et al., 2001) . The global modelling and the traditional local modelling techniques cannot build an effective model when dealing with large-scale strong nonlinear processes. JITL modelling algorithm can select the data that is similar as the query data from the historical dataset to build a local model. This allows for better modelling accuracy in tracking quick process changes and handling strong nonlinearity. In recent years, JITL technology has been applied to industrial data that is time-varying with large random noise (Yuan et al., 2016) , and process that is nonlinear. Kim et al. (2013) developed a control system that integrates MPC software and JITL-based soft sensors for applications in the cracked gasoline fractionation tower, which reduces operating costs by approximately 0.6% and significantly reduces environmental impacts. Based on JITL and ELM, Peng et al. (2017) has proposed an on-line monitoring and modelling method for performance prediction and pattern recognition of nonGaussian multimode processes.
The main contributions of this paper are: 1) In order to solve the problem of the inaccurate online viscosity measuring instrument and the time-consuming of laboratory analysis, the data that are easily monitored during the polymerization process, i.e. temperature and pressure in the main reactor and viscometer value, are selected to establish an Extreme Learning Machine (ELM) viscosity prediction model. 2) A Just-in-time ELM (JIT-ELM) model was established for the multi-mode and multi-standard product viscosity. Consequently, without the time-consuming laboratory analysis process, the PET viscosity can be predicted online. The industrial PET viscosity prediction results show improved prediction performance in comparison with ELM and JPCR approaches.
The remainder of this paper is organized as follows: In Section 2, we elaborate the mathematical formulation for ELM and JIT-ELM algorithm. In Section 3, the polyester polymerization processes are discussed in detail. Section 4 describes the application of JIT-ELM for viscosity prediction. Conclusions are drawn in Section 5.
THE ELM MODEL AND JUST-IN-TIME LERANING ALGORITHM

Extreme Learning Machines
Single-hidden layer feed-forward neural network (SLFN) has been widely used in many fields owing to its good learning ability(G. B. Huang, et al., 2006) . However, some of the shortcomings inherent in traditional learning algorithms are the main bottlenecks that constrain their applications. Most of the feed-forward neural networks use the gradient descent method, which has the following shortcomings: (1) since the gradient descent approach requires multiple iterations to modify the weights and thresholds, the training process is slow.
(2) It is easy to fall into the local minimum. (3) Learning rate  has a greater impact on the performance of neural networks, and it is difficult to choose the appropriate . If  is too small, the convergence rate of the algorithm is slow. On the other hand, if is too large, the training process can be unstable and potentially affect the convergence.
Traditional SLFN is a fully connected network which has the input layer, the hidden layer and the output layer. There are n neurons in the input layer, corresponding to n input variables. The hidden layer has l neurons. The output layer has m neurons, corresponding to m output variables. The corresponding output of SLFN can be expressed as: 
Equation 4 can be further expressed as:
T is the transpose of the matrix T ;
H is the hidden layer output matrix of the neural network. The output of the network can be obtained after calculating the value of  . Consequently, given a data set (4) Withβ , the ELM model can then be established.
Just-in-time Learning Algorithm
Compared to other methods, just-in-time learning has the following characteristics: First, only when there is need to query the output of a given input sample, the modelling process is activated. Thus, the method is an on-line modelling technique. Second, the output prediction uses only the partial samples of the historical data that are most relevant to the query sample and not all historical samples are used. Third, once the prediction of the query sample is completed, the established local model is discarded until the next query sample arrives (Cheng and Chiu, 2004) . Specifically, real-time learning modelling is divided into three steps:
(1) Relevant sample selection Relevant sample selection is the primary feature of just-in-time learning and is the most critical reason for just-in-time learning to achieve good prediction performance. Sample selection is often based on the distance between the historical samples and query samples. Common distance calculation is based on Euclidean distance and angle distance (Cheng and Chiu, 2004) : Here, i x represents the ith historical sample, and q x represents the query sample at which the output is to be predicted. In general, the greater the distance between the historical sample and the query sample, the lower the similarity between the historical sample and the query sample, so that the likelihood that the corresponding data will be selected for modelling is lower. After the distance calculation, the weight of each sample value must be specified. The weighting function is generally designed as a function of distance. As the distance increases, the similarity between the historical sample and the query sample is reduced, and the weight of the corresponding historical sample is smaller. 
The JIT-ELM Algorithm
As mentioned above, the LWR can fit to any smooth nonlinear function through piecewise linear relationship in the local modelling stage. However, in many industrial applications, data often exhibit high dimensionality and strong correlations. LWR algorithm is prone to problems such as matrix morbidity and algorithm instability. Most chemical processes have complex chemical reactions, and polyester polymerization process is of no exception. This leads to the prevalence of non-linear relationship between the variables. Therefore, this paper applies the ELM for local modelling owing to the advantages of fast learning speed and good generalization performance. The flow chart of the adopted modelling process is shown in Fig. 1 . The JIT-ELM algorithm has the following steps:
JIT-ELM Step 1: Build the historical dataset ( , ) ii xy and the query sample set ( , )xy ; JIT-ELM Step 2: When a new query sample arrives, using (8), (9), and (10) to compute degrees of similarity in historical data sets and create similar datasets JIT-ELM Step 5: Once the predicted value is obtained, the model is discarded. When there is a new query data, repeat steps 2, 3, and 4.
When the new query data arrives, the above five steps can be implemented to establish the model for the forecast of output.
THE PET POLYMERIZATION PROCESS
Compared to other chemical reactions, polymerization and polymer production have the following two characteristics: (1) the reaction mechanism has a diverse, complex dynamics, poor reproducibility, and trace impurities. In addition to the polymerization rate, the molecular weight and its distribution, copolymer composition and sequence distribution, polymer structure and polymer properties need to be considered in the polymerization process modeling. (2) The polymerization reaction is of high viscosity, and results in non-Newtonian fluids or high solid content of the suspension or emulsion, and some gas or gas-liquid-solid multiphase system. It is difficult to measure the chemical basis data (especially rheological properties) of these systems, and it is more difficult to further study the transmission process such as flow, stirring, mixing, heat transfer and mass transfer. Additionally, it is of not only concern about the balance of materials and heat balance, but it is of more concern about the polymer itself, such as the average molecular weight, molecular weight distribution, polymer activity chain, etc. in the modelling of polymerization process. The difficulty in making a qualitative analysis and then giving a quantitative description to establish a mathematical model for the above aspects of the complex problems is self-evident. Consequently, the prediction of the polyester product quality is difficult.
The case study is based on a process from ZHONGXIN Chemical Fiber Co., Ltd. polyester plant located in TongXiang, Zhejiang, China. The factory has a total of 10 production lines. This study only selected one with the daily production capacity of 500 tons of pre-oriented yarn (POY). The factory uses DuPont PET production technology, and the PTA process flow chart is shown in Fig. 2 . The main device in Fig. 2 is shown in Table 1 . DuPont craft is a common polyester industrial manufacturing method. It uses three reactors, the esterification reactor, a tower-type upstream tank reactor and a horizontal squirrel cage stirred tank reactor, along with EG sprinkler system for the room temperature jet condenser and the vacuum power system with a high pressure steam jet pump. This paper only studies the prediction of the polymerization process. With the rapid development of computer technology and the extensive application of distributed control system (DCS) in the industry, the production enterprises generate and store a large amount of process data every day. In this work we collected 38 days of factory production data from DCS, a total of 55,322 data points. In order to ensure that the data can truly reflect the actual factory production, a preliminary set of input variables for the JIT-ELM model was selected according to a priori knowledge about the process. These input variables were further analysed considering their correlations with the polymer viscosity by using sensitivity analysis (Gonzaga, et al., 2009) . Based on these analyses, five variables were selected at the input of the JIT-ELM model. The output references used in the output layer of the JIT-ELM (the target variable) during the training stage were the actual viscosity values obtained from the plant viscometer data records. The input and output variables of the JIT-ELM model are shown in Table 2 . To build a model under multiple conditions and multi-standard production, 1000 data points were randomly selected as the query (test) samples from all 55,322 data, and the remaining 54,322 data was used as historical data sets for training. distribution of the predictions in the graph, it can be seen that the JIT-ELM model outperforms the other two models. JPCR and ELM have poorer predictions. Comparing between JPCR and ELM, JPCR shows better predictions than ELM. Fig. 6 shows the box plot of the predicted and true values. It can be clearly seen from the box plot that the accuracy of the results of the proposed algorithm is indeed higher than that of the JPCR and ELM algorithms. The comparisons are shown in Table 3 . It is clear that both RMSE and MSE of JIT-ELM are smaller than the other two models, indicating that the proposed algorithm produces more accurate predictions. 
