Abstract. Many applications arising in a variety of fields can be well illustrated by the task of recovering the low-rank and sparse components of a given matrix. Recently, it is discovered that this NP-hard task can be well accomplished, both theoretically and numerically, via heuristically solving a convex relaxation problem where the widely-acknowledged nuclear norm and l 1 norm are utilized to induce low-rank and sparsity. In the literature, it is conventionally assumed that all entries of the matrix to be recovered are exactly known (via observation).
1. Introduction. Many applications arising in various areas can be captured by the task of recovering the low-rank and sparse components of a given matrix (usually the matrix represents data obtained by observation), e.g. the model selection in statistics, matrix rigidity in computer science, system identification in engineering, [19, 20, 21, 38, 44, 46, 53] . It is well-acknowledged that the nuclear norm (defined as the sum of all singular values) and the l 1 norm (defined as the sum of absolute values of all entries) are powerfully capable of inducing low-rank and sparsity, respectively. Hence, in [9] , it has been shown that the task of recovering low-rank and sparse components, which is NP hard, can be accurately accomplished in the probabilistic sense via solving the following nuclear-norm-and l 1 -norm-involved convex relaxation problem:
where C ∈ R m×n is the given matrix (data); the nuclear norm denoted by · * is to induce the low-rank component of C and the l 1 norm denoted by · 1 is to induce the sparse component of C; and τ > 0 is a constant balancing the low-rank and sparsity. This model has also been highlighted in [54] in the context of the so-called robust principle component analysis (RPCA) where C is a given high-dimensional matrix in R m×n , A is the underlying low-rank matrix representing the principle components and E is the corrupted data matrix which is sparse yet its entries can be arbitrary in magnitude. As analyzed in [54] , the model (1.1) is capable of recovering the principle components from grossly corrupted or outlying observation data, which is confronted in many applications such as the image processing and bioinformatics. Hence, it is a substantial improvement over the classical PCA which can only complete exact recovery from mildly (but could be densely) corrupted observation data, e.g. [33] .
In [54] , theoretical conditions to ensure the perfect recovery in the probabilistic sense via the convex programming (1.1) have been profoundly analyzed, with the defaulted assumption that the dimensionality of data (i.e., m) is sufficiently high. This benefit brought by the high dimensionality was dubbed in [13] as the blessing of dimensionality. The curse accompanying the blessing of dimensionality, however, is that (1.1) becomes numerically challenging when the dimensionality is high. Although the semidefinite programming (SDP) reformulation of (1.1) is readily derived, the difficulty of high dimensionality excludes direct applications of some state-of-the-art yet generally-purposed SDP solvers such as the popular interior-point-method packages SeDuMi [47] and SDPT3 [51] . This hardness, however, can be alleviated much by noticing the fact that (1.1) is well-structured in the sense that the separable structure emerges in both the objective function and the constraint. Hence, we have no reason not to take advantage of this favorable structure for the benefits of algorithmic design. In fact, the thought of exploiting the favorable structure of (1.1), rather than treating it as a generic convex programming, has already inspired some interesting contributions on numerical approaches to (1.1), e.g., the iterative thresholding algorithm [54] ; the accelerated proximal gradient algorithm in [40] , and the alternating direction method proposed almost simultaneously and independently in [39, 59] .
As pointed out at the end in [54] , in any real world application, we need to consider the model (1.1) under more practical circumstance. First, only a fraction of entries of C can be observed--e.g. because of the experimental budget or reachability. We refer to the literature of the well-known matrix completion problem, e.g. [5, 6, 7, 8, 34, 45] , for the justification of considering incomplete observation. In particular, let Ω be a subset of the index set of entries {1, 2, · · · , m} × {1, 2, · · · , n}. We assume that only those entries {C ij , (i, j) ∈ Ω} can be observed. Note that it is reasonable to assume that Ω ⊇ Γ, which is the support of the index set of non-zero entries of E. Adhere to the notation of [5, 7] , we also summarize the incomplete observation information by the operator P Ω : R m×n → R m×n , which is the orthogonal projection onto the span of matrices vanishing outside of Ω so that the ij-th entry of P Ω (X) is X ij if (i, j) ∈ Ω and zero otherwise. Second, the observed data may be corrupted by both impulsive noise (sparse but large) and Gaussian noise (small but dense). Let C be the superposition of the principle component matrix A, the impulsive noise matrix E and the Gaussian noise matrix F , i.e., C = A + E + F . We assume that the Gaussian noise of the observed entries is small in the sense that P Ω (F ) F ≤ δ, where δ > 0 is the Gaussian noise level and · F is the Frobenius norm. Then, to be broadly applicable, we are interested in the following concretely extended model of (1.1):
Note that the model (1.2) includes many special yet self-interested cases which capture diversified applications in many fields. For instance, the Gaussian-noisy low-rank and sparse recovery with complete observation (or RPCA with Gaussian noise as in (133) of [54] ):
the Gaussian-noiseless low-rank and sparse recovery with incomplete observation (RPCA without Gaussian noise as in ( (135) of [54] )):
the Gaussian-noiseless low-rank and sparse recovery with complete observation (1.1); the noiseless and noisy matrix completion problem where τ = 0 and E = 0 in [7, 35] . Despite the wide applicability and novelty, the model (1.2) is numerically challenging, also partially because of the high dimensionality. Just as (1.1), an easy reformulation of the constrained convex programming (1.2) falls perfectly in the applicable scope of the classical Augmented Lagrangian Method (ALM); and moreover, the favorable separable structure emerging in both the objective function and the constraints entails the idea of splitting the corresponding augmented Lagrangian function to derive more efficient numerical algorithms. As to be delineated later, depending on the fashion of splitting the augmented Lagrangian function, we shall develop the alternating splitting augmented Lagrangian method (ASALM) and its variant (VASALM), and the parallel splitting augmented Lagrangian method (PSALM) for solving (1.2) . Some preliminary numerical results show the fast and accurate recovery via implementing the proposing algorithms to solve (1.2). Thus, the validity of the model (1.2) for recovering low-rank and sparse components of a matrix from incomplete and noisy observation is verified empirically.
The rest of the paper is organized as follows. In Section 2., we provide some preliminaries that are useful for the subsequent analysis. In Section 3, we reform (1.2) into a more structured form, which inspires the augmented-Lagrangian-based methods to be developed. The optimality characterization of this reformulation is also derived for the convenience of subsequent analysis. In Section 4., we apply directly the ALM to solve (1.2), without consideration of the special structure of (1.2). In Section 5., we develop the general ALM by splitting the augmented Lagrangian function in the alternating order. Hence, the ASALM is derived for (1.2). In Section 6., we present a variant of ASALM which admits nicer convergence. As the concurrence of ASALM, the PSALM, which differs from ASALM in that it splits the augmented Lagrangian function in the parallel manner, is also derived in Section 7.. In Section 8., we consider the possibility of extending the preceding augmented-Lagrangian-based methods to an alternative model of (1.2), i.e., the nuclear-norm-and l 1 -norm-regularized least squares problems. In Section 9., we report some numerical results of the proposing algorithms to verify the justification of the model (1.2) and the efficiency of the proposing algorithms. Finally, in Section 10., we make some conclusions and discuss some topics for future work.
Preliminaries.
In this section, we briefly review some well-known results in the literate that are useful for the subsequent analysis.
We first list some lemmas concerning the shrinkage operators, which will be used at each iteration of the proposing augmented Lagrangian type methods to solve the generated subproblems.
Lemma 2.1. For µ > 0 and T ∈ R m×n , the solution of the following problem
is given by S µ (T) ∈ R m×n , which is defined componentwisely by 
where U ∈ R m×r , V ∈ R n×r and Σ ∈ R r×r are obtained by the singular value decomposition (SVD) of Y :
Proof. See, e.g. [5, 32, 41] .
The following result is useful in the convergence proof of the proposing algorithms. Proof. See, e.g. [7, 40] .
3. Reformulation and Optimality. In this section, we reform (1.2) into an augmented-Lagrangian-oriented form which is beneficial for the algorithmic design and convergence analysis later on, and derive the optimality characterization of this reformulation. More specifically, let M := P Ω (C), then it is easy to see that (1.2) has the following reformulation:
Let Λ be the Lagrange multiplier associated with the linear constraint in (3.1) (or the variable of the dual problem of (3.1)). Then, it is obvious that the optimal condition of (3.1) can be characterized by some inclusions and variational inequalities (VI). More specifically, ( 
where ∂(·) denotes the subgradient operator of a convex function. Therefore, a solution of (3.2) also yields a solution of (3.1) (Hence (1.2)). Throughout this paper, we assume that the solution set of (3.2), denoted by W * , is nonempty. Due to the monotonicity of the problem, W * is convex (see Theorem 2.3.5 of [17] ).
4. The general augmented Lagrangian method. In this section, we apply the classical ALM to solve (1.2), by treating it as a generic convex programming without consideration of its specific favorable structure.
The augmented Lagrangian function of (3.1) is
where β > 0 is the penalty parameter for the violation of the linear constraint and · denotes the standard trace inner product. For ρ > 1 and β 0 > 0, with the given Λ k , the classical ALM generates the new
The k-th iteration of the ALM for (3.1):
Convergence of the proposed ALM for (1.2) is just a special scenario of that of the generic ALM, which can be found easily in the literature, e.g. [2, 43] . In particular, it is easy to prove that the sequence of the Lagrange multiplier {Λ k } is Féjer monotone.
Hence, the convergence of ALM in terms of {Λ k } is implied immediately. In the following, we provide the proof for ensuring accurate recovery via the proposed ALM. Proof. It is easy to verify that the k-th iterate generated by the proposed ALM is characterized by the following system:
Substituting the last equation of (4.3) into the first one, we get
Then, according to Lemma 2.3, the sequence {Λ k } is bounded since the dual norm of
Note that the sequence of penalty parameter {β k } satisfies
On the other hand, we have that
and recall the boundedness of
which is also upper bounded. Therefore, both {A k } and {E k } are bounded. Moreover, according to the third variational inequality (VI), we have 
Then, we can easily conclude that (A * , E * , Z * , Λ * ) satisfies the optimality characterization (3.2). Hence, the proof is completed.
5. The alternating splitting augmented Lagrangian method. As we emphasized previously, the direct application of ALM to the well-structured problem (3.1) treats it as a generic convex programming and ignores completely the favorable structure which could be very beneficial for designing efficient algorithms. In fact, the separable structure emerging in both the objective function and constraints in (3.1) enables us to derive more structure-exploited augmented-Lagrangian-based algorithms by splitting the augmented Lagrangian function in appropriate ways. In this and next sections, we focus on the way of splitting the augmented Lagrangian function in the spirit of the well-known alternating direction method (ADM). Hence, the minimization task of (4.2) is decomposed into three smaller ones which solve the variables A k+1 , E k+1 and Z k+1 separably in the consecutive order. With this splitting, the alternating splitting augmented Lagrangian method (ASALM) and its variant (VASALM) for solving (3.1) will be developed.
Recall that the ADM dates back to [23, 24, 25, 26] and is closely related to the Douglas-Rachford operator splitting method [12] ; and it has attracted wide attention of many authors in various areas, see e.g. [3, 10, 14, 15, 22, 29, 31, 36, 49, 50] . In particular, some novel and attractive applications of ADM have been discovered very recently, e.g. the total-variation problem in Image Processing [16, 42, 49, 57] , the covariance selection problem and semidefinite least square problem in Statistics [30, 59] , the SDP [48, 55] , the sparse and low-rank recovery problem in Engineering [39, 60] .
5.1. Algorithm. More specifically, let L A be defined in (4.1) and B be defined in (3.1); let β > 0. Then, with the given (
) via the following scheme:
which can be easily written into the following more specific form:
As shown in (5.1) and (5.2), like the ADM method, the ASALM decomposes the minimization task in (4.2) into three separable task. Moreover, the involved subproblems are solved in the consecutive order so that the latest iterative information is adopted whenever possible: the second subproblem uses the solution of the first subproblem and the third subproblems takes advantage of solutions of the first two subproblems in order to approximate the original augmented Lagrangian method as much as possible. In this sense, the iterative scheme of the ASALM is in the spirit of the Gauss-Seidel type methods; and we believe that this fact contributes much to the satisfactory numerical results of ASALM to be reported.
The main fact making the proposing ASALM easily implementable is that all the generated subproblems in (5.2) admit analytic solutions. Now, we elaborate on the strategies of solving these subproblems at each iteration.
Recall the definition of B in (3.1). Then, it is easy to verify that the solution of the first subproblem involving Z k+1 can be solved explicitly via:
where
Note that the computation demanded for this subproblem is O(mn).
For the second subproblem involving E k+1 in (5.2), according to Lemma 2.1, we have that
where the shrinkage operator S τ /β is defined in (2.1). Note that this subproblem also requires O(mn) flops. Last, according to Lemma 2.2, the third subproblem involving A k+1 in (5.2) can also be solved explicitly via the following scheme:
where the nuclear-norm-involved shrinkage operator D 1/β is defined in (2.2). Note that one SVD is required by this subproblem, and this SVD actually dominates the main computation of each iteration of the proposed ASALM for solving (1.2). Now, we are ready to present the algorithm of the ASALM for (3.1). Let β > 0 and (
Then, the ASALM generates the new iterate via the following computation.
The k-th iteration of the ASALM for (3.1):
Remark. The reason we decide to perform the alternating tasks in the order of
is that we actually allow partial SVD in the computation of A k , as to be delineated in Section 9. Hence, to prevent the error resulted by the partial SVD from affecting the later solution, we do not follow the conventional alternating order:
We must also point out that if full SVD is executed in the A k -involved subproblems, the convergence of the ASALM is valid no matter which alternating order among the variables
Stopping criterion. It is easy to verify that the iterate (
Recall the optimal condition (3.2). The characterization (5.5) immediately shows that the distant of the iterate (A k+1 , E k+1 , Z k+1 ) to the solution set of (3.1) can be measured by the quantities:
. This inspires an easily-implementable stopping criterion for implementing the proposed ASALM:
5.3. Toward convergence. In this subsection, we first prove the boundedness of the iterate generated by the ASALM. For notational convenience, we defineΛ 
generated by the proposed ASALM are all bounded. Proof. We first reiterate that the penalty parameter β is set to be fixed in the presentation of the algorithm of ASALM, for the sake of simplification. In fact, as used in the proposed ALM (and also [39] ), we can adjust its value dynamically at each iteration by the principle: β k+1 := ρ · β k where ρ ∈ (1, +∞). It is easy to verity that this strategy of determining the penalty parameter satisfies the requirement on {β k } assumed in this lemma. Now, we start the proof, which is analogous to Lemma 4.1. Recall (5.4). We have
which equivalently states that
Then, according to Lemma 2.3, both the sequences {Λ k } and {Λ k } are bounded since the dual norms of · * and · 1 are · 2 and · ∞ , respectively.
Since it is assumed that {β k } satisfies
which is also upper bounded. Therefore, both {A k } and {E k } are bounded. Moreover, recall (5.3). Then, the boundedness of {Z k } follows immediately from the boundedness of {A k }, {E k } and {Λ k }. Without more conditions, we must point out that the convergence of the proposed ASALM is ambiguous. In fact, although the convergence of ADM for linearly constrained convex programming whose objective function is separable into two parts is well known, the convergence of the ADM for the more general case with three or more separable parts is still open in the literature. Nevertheless, for the proposed ASALM, when some restrictive conditions on {β k } are assumed to be hold, e.g. the condition proposed in [39] (i.e., lim
easy to derive the convergence of ASALM. For succinctness, we omit the proof and refer to [39] .
6. The variant alternating splitting augmented Lagrangian method. As we emphasized in the last section, convergence of the proposed ASALM can be proved theoretically under some restrictive condition on {β k }; while the same convergence for ASALM under mild assumptions on {β k } is still ambiguous. Hence, although empirically the numerical performance of ASALM is shown to be dominatingly better (as to be reported), we are still desired to seek some variants of ASALM whose convergence is ensured without restrictive requirements on the penalty parameter. This desire inspires us to propose the following variant of ASALM (denoted by VASALM).
6.1. Algorithm. More specifically, let B be defined in (3.1). Let β > 0; η > 0 and ( 
Analogously, the generated subproblems of VASALM are all easy to handle in the sense that they all admit analytical solutions. In fact, it is easy to verify that each iteration of the VASALM has the same computational complexity as that of the proposed ASALM. Thus, the advantages of ASALM for easy implementation is preserved completely by VASALM. For succinctness, we omit the elaboration on solving the subproblems of VASALM, which is analogous to that in Section 5.1. Instead, we directly present the algorithm of the VASALM for solving (3.1).
Let η > 2 and β > 0. Let (A k , E k , Λ k ) be given. Then, the VASALM generates the new iterate (Z k+1 , E k+1 , A k+1 , Λ k+1 ) via the following computation.
The k-th iteration of the VASALM for (3.1):
Remark. 6.2. Convergence. In this subsection, we concentrate on the convergence of the proposed VASALM. We first prove some contractive properties of the sequence generated by the proposed VASALM, which play crucial roles in the coming convergence analysis.
For convenience, we use the notations
For any positive integer i, we also use the notations:
Moreover, we define 
Proof. Elementary, thus omitted.
Remark. With the notation of d(V
, we can easily see that the iterative scheme of the proposed VASALM is equivalent to the compact form:
, which formally reveals that the VASALM can be explained as a descent type method where d(V k ,Ṽ k ) acts the role of a descent direction, as further justified in the following lemma. 
Proof. First, it follows from (6.2) and (6.3) that
Then, based on the optimal condition of (6.1), we have
On the other hand, based on the optimal condition of (3.2), we have
where S 1 ∈ ∂ E * 1 and S 2 ∈ ∂ A * * . By setting Z = Z * , E = E * , and A = A * in (6.9) and adding the resulted inequalities up to (6.10), we obtain
Note that the operator of the subgradient of a convex function is monotone. Hence, we have
In addition, recall the fact that Z * + E * + A * − M = 0. we have the following identity:
Thus, according to (6.11)-(6.13), the definition of G and d(V k ,Ṽ k ) (see (6.5) and (6.6)), we obtain
Therefore, if follows from Lemma 6.1 that
which is the assertion of this lemma. 2 The following theorem indicates that the sequence generated by the proposed VASALM is Fejé monotone with respect to V * , hence implies the convergence. Theorem 6.3. Let G be defined in (6.5) ; V * ∈ V * and the sequence {V k } be generated by the proposed VASALM. Then, the sequence {V k } satisfies
Proof. Recall that the new iterate
Due to (6.5), (6.6), (6.7) and the following fact
we can easily derive that
which proves the assertion of this theorem. Based on the above theorem, we have the following corollary immediately, which paves the way towards the convergence of VASALM.
Corollary 6.4. Let the sequence {V k } be generated by the proposed VASALM. Then, we have
The first assertion follows from (6.14) directly. We now prove the second assertion. Recall that η > 2 and β > 0 and from (6.14), we easily have
which immediately implies that 
Recall that we have assumed that notations:
On the other hand, combining (6.2) and (6.3), we get
Therefore, (6.3) and (6.15) indicate that lim k→∞ Λ k+1 −Λ k = 0. Based on all these facts, we then have
(6.18) Then, it is obvious that any cluster point of {W k } is a solution point of (3.2), which is the optimal condition of (3.1). The first assertion is thus proved.
The second assertion is immediately implied by the fact that {V k } is Fejér monotone with respect to the set V * , see e.g. [1] . 2 Compared to ASALM, VASALM abandons some latest iterative information during iterations and involves additional computation of updating the Lagrange multiplier. By doing so, the difficulty of proving the convergence of ASALM under mild conditions on β (e.g. any positive constant required by VASALM ) is much alleviated.
Remark. Although we present the VASALM for the particular problem (3.1), we must point out that this method can be extended to solve the more general case--the linearly constrained convex programming problem whose objective function is separable into three parts. More specifically, consider the problem:
where 7. The parallel splitting augmented Lagrangian method. Recall that the generated subproblems of the proposed ASALM can only be solved in the consecutive order, for solutions of all the preceding subproblems are required by the current subproblem. On the other hand, the VASALM differs from ASALM mainly in that two of its three subproblems at each iterations are eligible for parallel computation. By doing so, the theoretical pitfall of ASALM on convergence can be remedied under more relaxed conditions. Hence, a natural question arises: Is it possible to split the augmented Lagrangian in the completely parallel manner, i.e., all the generated subproblems are eligible for parallel computation, and thus develop the parallel splitting augmented Lagrangian method (PSALM) for (3.1)? This section is to answer this question affirmatively. In fact, if we split the augmented Lagrangian function in the parallel fashion, the convergence can be derived easily provided that some correction steps are performed; and this treatment falls into exactly an existing method developed in the literature [28] . Note that another motivation for us to consider the ways of splitting the augmented Lagrangian function in the parallel manner is to take advantage of the circumstance that parallel computation's facilities are available.
The intuition for solving the generated subproblems in parallel results easily in the following iterative scheme:
Unfortunately, convergence of the direct parallel splitting scheme (7.2) seems still ambiguous. The loss of convergence, however, can be picked up by the method in [28] where an additional descent step is employed to correct the iterate generated by (7.2) . Hence, when the method in [28] applied, we derive the implementable PSALM for (3.1). Let β > 0 and γ ∈ (0, 2), for the given (A k , E k , Λ k ), the algorithm of PSALM generates the new iterate via the following computation.
The k-th iteration of the PSALM for (3.1):
Generate the new iterate by correctingW
Convergence of the proposed PSALM is easily derived according to [28] . Hence, omitted.
8.
Extension. An alternative model to study (1.2) is the following nuclearnorm-and l 1 -norm-regularized least squares problem:
which is an extended model of what the existing literature has addressed, e.g. [5, 41, 52] . In this section, we extend the proposed ASALM to solve (8.1) for the completeness. By reformulating (8.1) into the following favorable form:
where M = P Ω (C) as defined before, then the proposed ASALM is easily extended. In fact, the iterative scheme of ASALM for (8.2) consists of the following subproblems:
The k-th iteration of the extended ASALM for (8.1):
with
Remark. The proposed VASALM and PSALM can also be easily extended to solve (8.1). For succinctness, we skip the detail and only focus on the extension of ASALM for (8.1).
9. Numerical Experiments. In this section, we test the proposed ASALM, VASALM and PSALM for some examples and report the numerical results. Through these numerical experiments, we verify empirically that the model (1.2) is very powerful for accurately recovering low-rank and sparse components from incomplete and noisy observations, and we also demonstrate numerically that the proposed algorithms for solving (1.2) are very efficient.
We need to specify some techniques to be used in the practical implementation of the proposed algorithms. As we have pointed out, the computation of each iteration of the proposed algorithms is dominated by an SVD. However, according to the concrete shrinkage operator (see (2.2)), at each iteration we only need those singular values that are larger than the particular threshold and their corresponding singular vectors. Hence, partial SVD can be implemented to save considerately the computation of SVD. The popular software package PROPACK [37] is widely-acknowledged in the community for the purpose of partial SVD, and it has been used in some related references, e.g. [5, 52] . As well-known, however, PROPACK is not able to compute automatically those singular values larger than the particular threshold, even it does have the ability to compute the first p singular values for any given p ≤ r. Hence, at the k-th iteration, we have to heuristically determine the number of singular values to be computed by partial SVD, which is denoted by sv k . Let d = min{m, n}. According to our numerical experiments, for ASALM and VASALM, we suggest to determine sv k in the following manner. When d > 500, we adjust the value of sv k dynamically.
More specifically, let svp k denote the number of singular values in the latest iteration that are larger than 1/β. Starting from sv 0 = d/10, we update sv k iteratively via:
When d ≤ 500, we first execute full SVD for A k until the variation of its rank is very small. Then, we switch to PROPACK to execute partial SVD. On the opposite, for PSALM, we always execute full. In the following, sr, spr and rr represent the ratios of sample (observed) entries (i.e., |Ω|/mn), the number of non-zero entries of E (i.e., E 0 /mn) and the rank of A * (i.e., r/m), respectively. All the codes were written by MATLAB 7.8 (R2009a) and were run on a T6500 notebook with the Intel Core 2 Duo CPU at 2.1 GHz and 2 GB of memory.
9.1. Gaussian-noiseless case. In this subsection, we apply the proposed ASALM, VASALM and PSALM to solve the Gaussian-noiseless case of (1.2) where δ = 0 and m = n, i.e., (1.4) .
The implementation of these three methods were terminated whenever the following stopping criterion is satisfied:
which measures the relative change of the recovered low-rank and sparse components. We denote by (Â,Ê) the iterate when the criterion (9.1) for successful recovery is achieved. Let C = A * + E * be the data matrix, where A * and E * are the low-rank and sparse components to be recovered. We generate A * by A = LR T , where L and R are independent m × r matrices whose elements are i.i.d. Gaussian random variables with zero means and unit variance. Hence, the rank of A * is r. The index of observed entries, i.e. Ω, is determined at random. The support Γ ⊂ Ω of the impulsive noise E * (sparse but large) are chosen uniformly at random, and the non-zero entries of E * are i.i.d. uniformly in the interval [−500, 500]. We set τ = 1/ √ n in (1.2).
The SVD computation deserves further explanation. As we remarked before, PROPACK saves computation considerately because only a partial SVD is executed at each iteration. In our numerical results, we found out that the technique of partial SVD works very well for both ASALM and VASALM, but not at all for PSALM. To illustrate this observation, for the case that m = n = 500, rr = spr = 0.05, sr = 0.8, we execute the full SVD (by an Mex File in C interface) to compute the exact rank of A k (denoted by Rank(A k )), and we record the variations of Rank(A k ) for these three methods. The different variations are plotted in the left of the Figure 9 .1.
As shown in Figure 9 .1, the rank of A k generated by PSALM changes radically according to iterations at the first stage; while the rank of A k generated by ASALM and VASALM are much more stable-not sensitive to the iterations. We believe that the reason behind this difference is that the correction step of PSALM (Step 5 in PSALM) destroys the underlying low-rank feature. On the opposite, the low-rank feature is well preserved by ASALM and VASALM; and this merit is very suitable for the application of PROPACK. In fact, this advantage shared by the ASALM and VASALM contributes much to the impressive numerical performance of them, as we shall report soon. For exposing the difference of these three methods, we also compare their respective variations of the low-rank error (errsLR :=
) and sparse
) in the right of Figure 9 .1. As shown, compared to those of ASALM and VASALM, the errors generated by PSALM's iterations again change more radically, especially at the beginning stage of iterations. Hence, in the implementation, we use PROPACK to execute partial SVD for ASALM and VASALM, while full SVD is executed for PSALM.
We also amplify parts of the curves of Figure 9 .1 in Figure 9 .2, in order to expose the different behaviors of these three splitting methods clearly. In the first set of experiments, we test the proposed splitting methods for the case m = n = 500 with different values of sr, rr and spr; and compare their numeri- Table 9 .1. We report the relative error of the recovered sparse component (
), the recovered low-rank component
), the time in seconds (Time(s)) and the number of SVD (#SVD). Note that for the data in Table 9 .1, the involved parameters of these three methods are determined as follows. More specifically, let β 0 = |Ω| PΩ(C) 1 , then the implementation of PSALM takes the fixed value of β = 0.15 * β 0 and γ = 0.9. For the implementation of ASALM and VASALM, for various scenarios, we take the value of β as suggested in Table 9 .2. Note that the value of η for VASALM is also included in Table 9 .2.
We must point out that both PSALM and VASALM should be more efficient than what we report in Table 9 .2, as the subproblems that are eligible for parallel computation are actually solved in the consecutive order in our experiments. We believe that its efficiency can be improved if parallel computation facilities are available. Nevertheless, the preference of ASALM and VASALM, especially the ASALM, is shown clearly in Table 9 .2. To witness the efficiency, we test more scenarios for ASALM and report the results in Table 9 .3.
9.2. Gaussian-noisy case. Because of the obvious numerical efficiency of ASALM reported in the last subsection, and for the sake of succinctness, in this subsection we only apply the ASALM to solve the Gaussian-noisy case, i.e., (1.2) . When the ASALM is implemented, the value of β is taken as 0.15 * β 0 when n > 200 and 0.25 * β 0 otherwise.
As clarified in [7] , if the Gaussian noise is a white noise with standard deviation σ, then the parameter δ in (1.2) satisfies δ 2 ≤ (d + √ 8d)σ 2 with high probability.
Therefore, we set δ = d + √ 8dσ in (1.2) when the ASALM is applied. Furthermore, note that relative errors that are much lower than the noise level would only prolong computational time without the benefit of getting a higher accuracy. Hence, for the Gaussian-noisy case (1.2), we revise the stopping criterion (9.1) into
We generate the data C exactly as the last subsection, and report some numerical results of the ASALM for (1.2) for the scenarios that m = n = 200, 500, 1000, 1500, 2000, and (rr, spr) = (5%, 5%), (5%, 10%), (10%, 5%), for the particular case where sr = 80% and σ = 10 −3 in Table 9 .4. From Table 9 .4, we see that the proposed model (1.2) is powerful for recovering low-rank and sparse components even for the Gaussian-noisy case; and that the proposed ASALM is very efficient for solving the model (1.2). In addition, to test the sensitivity of the ASALM to the starting parameter δ, we test the ASALM for (1.2) with various δ in Table 9 .5 for the particular scenario where m = n = 800, σ = 10
and sr = 80%.
Tables 9.4 and 9.5 show that the model (1.2) and the proposed ASALM are very robust and efficient, and they are easy to handle since a wide range of values of δ can lead to successful recovery.
9.3. The nuclear-norm-and l 1 -norm-regularized least squares case. In this section, we apply the extended ASALM for solving (8.1), i.e., the nuclear-norm- and l 1 -norm-regularized least square model for recovering low-rank and sparse components from incomplete and noisy observations. We generate the data C exactly as what we have done in Section 9.1 and terminate the recovery once the criterion (9.2) is achieved. Again, when the extended ASALM is implemented, the value of β is taken as 0.15 * β 0 when n > 200 and 0.25 * β 0 otherwise. We set µ = d + √ 8dσ/10 in (8.1). In Table 9 .6, we report some numerical results of the ASALM for (8.1) for the scenario that m = n = 200, 500, 1000, 1500, 2000, and (rr, spr) = (5%, 5%), (5%, 10%), (10%, 5%), for the particular case where sr = 80% and σ = 10 −3 . As we can see in Table 9 .6, low-rank and sparse components of matrices can also be recovered very well in many cases via solving (8.1) by the proposed ASALM.
Last, we test the ASALM for various starting parameter µ s in (8.1) to witness the sensitivity to the value of µ. In particular, we choose m = n = 800, σ = 10 −3 , sr = 80%, and report the numerical results in Table 9 .7. Tables 9.6 and 9.7 together shows the attractive recovery ability of the model (8.1); and also the efficiency and robustness of the extended ASALM for solving this model.
10.
Conclusions. This paper puts forward to the conceptual model for recovering low-rank and sparse components of matrices from incomplete and noisy observations, to capture more concrete applications in reality. Then, some easilyimplementable algorithms for solving the proposed model are developed based on the classical augmented Lagrangian method. Because of the full utilization of the desired structure emerging in the model, the proposed algorithms are very efficient even for large-scale cases and robust for various levels of noise. In addition, the resulted recovery components are very accurate. Hence, the recovery model is justified empirically. As pointed out in [7] , the topic of recovering low-rank and sparse components is a field in complete infancy. Research related to this paper, especially on the theoretical aspect, is abounding with great interests. Nevertheless, this paper launches the first model to accurately recover low-rank and sparse components of matrices from incomplete and noisy observations; and provides the efficient augmented-Lagrangian-based approach to solve the model numerically.
