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1. INTRODUCTION 
Recently initiated theory of dynamic systems on time scales (closed subsets of reals) provides a
framework for handling both continuous and discrete dynamical systems imultaneously so as to 
bring out better insight and understanding of subtle differences ofthese two types of systems. To 
describe such a theory in a unified way, Aulbach and Hilger [i-3] developed necessary calculus of 
functions on time scales and discussed certain basic results. Later, Kaymak~alan i vestigated the 
fundamental theory and qualitative properties of such nonlinear dynamic equations and in [4] gave 
the basics of the theory of dynamic inequalities on time scales. These results provide a tool for 
many further developments, among which are the Gronwall and Bihari type inequalities, that are 
of fundamental importance instudying the stability and asymptotic behavior of various equations. 
The results obtained in [5] pertaining to such types of inequalities are further investigated in
this paper, including Bihari's one encompassing both discrete and continuous cases given in the 
literature. 
By making use of Bihari's inequality on time scales and the notation 
{ z(")(t), T=R, 
z(" ] ( t )  = zx.z(t), T = hZ, 
where x(n)(t) = d"ffi and Anx(t) A(An-lx(t)) with Ax(t) = (x( t  + h) - x ( t ) ) /h ,  we first give, 
in this work, a sufficient condition for the asymptotic behavior as t --* co of solutions of equations 
of the form 
xt-](t) + / ( t ,  x(t)) = h(t), 
which is a time scale generalization f the equations 
z(")(t) + .f(t, z(t)) = h(t)  and Ar ia(t )  + .f(t, x(t)) = h(t) ,  
respectively, in the continuous and discrete ases. Such results were obtained earlier by Agar- 
wal [6] in the discrete ase and by Kusano and Onose [7] when h(t)  = 0 in the continuous cases, 
under some restrictive conditions on the function f. 
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We further show that under some additional assumptions, the given sufficient condition is also 
a necessary one, and note that these results unify the ones given by Dahiya and Zafer [8,9]. 
Finally, we give an example to illustrate one of our theorems and note that the results of this 
paper can be easily extended for equations with retarded arguments. 
2. PRELIMINARIES 
For our purpose, we first give some of the basics of the Time Scale theory and refer to [1-3] 
for further details. By a time scale T, we mean any closed subset of R with a minimal element 
to _> 0. The embedding of T in R gives rise to the order and topological structures of the time 
scale in a canonical way. Since a time scale T may or may not be connected, we need the concept 
of jump operators to overcome this topological deficiency. 
DEFINITION 2.1. The mappings ~, p : T --, T such that 
~r(t) = inf{s E T : s > t} and p(t) = sup{s E T :  s < t}, 
are cal led ,~mp operators. 
These jump operators enable us to classify the points {t} of a time scale as right-dense, right- 
scattered, left-dense, and left-scattered depending on whether a(t) -- t, ~(t) > t, p(t) -- t, 
p(t) < t, respectively, for any t E T. 
DEFINITION 2.2. The n~pping p*(t) = ~(t) - t is called graininess. 
When T - R, p*(t) -= 0 and for T = hZ, #*(t) -- h. 
If a time scale T has a maximal element which is also left-scattered, it is called a degenerate 
point. Let T ~ represent the set of all nondegenerate points of T. 
DEFINITION 2.3. Let X be any arbitrary topological space and T a time scale. The mapping 
g : T --* X is called rd-continuous and denoted by g E Crd(T, X) if 
(i) it is continuous at each right-dense or max/ma/t  E T, 
(ii) at each le[t-dense point t E T, le[t-sided limit 
lim g(s): - -g(t-)  
s - - . t -  
exists. 
DEFINITION 2.4. Let f : T --* X. At  t E T, f has derivative f~  E X if, for each ~ > O, there 
exists a neighborhood U of t such that for all s E U, 
- f ( s )  - s) l  _< s) l  (2 .1)  
holds. 
The uniqueness of the derivative (denoted by f~)  and the continuity of f at any point where 
it is differentiable follow immediately from the above definition. In (2.1), the notation/~(~(t), s) 
is used to denote the dit~erence #(t) - s. 
REMARK 2.1. We note the following. 
(i) Clearly, the notion of derivative on time scales coincides with the usual derivative in the 
case T := R, fz(t, s) := t - s. 
(ii) If a funct ion f : T -* X is continuous at a right-scattered point t, then it is differentiable 
at t with derivative 
- f ( t )  
(iii) For the case T -- hZ, h > 0 fixed and p(t, s) := t - s, one gets 
fA(t ) = f (  t + h) - f(t)  
h 
which in the particular case h = 1, is just the difference operator. 
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The class of functions in Crd(T, X) gives rise naturally to the notion of antiderivative. 
DEFINITION 2.5. Let g : T k ~ X be a mapping. A mapping f : T --* X is ca//ed an antiderivative 
of g on T f l i t  is differentiable on T and satisfies f~(t)  = g(t) for t • T ~. 
t REMARK 2.2. If g : T k --* X is rd-continuous, then g has the antiderivative f : t ~ f~ g(s)As, 
r, t • T k, where integration on time scales is defined in terms of the Cauchy integral given by the 
following definition. 
DEFINITION 2.6. H g : T k ~ X has an antiderivative f : T k --~ X, then for any r, s • T ~, r ~_ s, 
we define 
f g(t)At := f(s) f(r),  
as the Cauchy integral of g from r to s. 
For T = R, the Cauchy integral coincides with the Riemann integral. For T = hZ, where h > 0, 
the identity 
y~ g(ih), if s > r, 
s i----rib 
f r  g(t)At = if s = r, 
- ~g( ih ) ,  i f s<r ,  
i :8 /h  
can be shown. For further properties of integrals on T, we refer to [2]. 
Next, we introduce the following basic tool that is used in the proofs and which is the Con- 
tinuous Type of Induction Argument given by Dieudonn~ in [10] and well suited for time scales. 
For a proof we refer to [3]. 
THEOREM 2.1. Let T be a time scale with minimal element o. Suppose for any t • T, there is 
a statement A(t) such that the following conditions are verified. 
(I) A(to) is true. 
(II) I f  t is right-scattered and A(t) is true, then A(a(t) ) is also true. 
(III) For each right-dense t, there exists a neighborhood U such that whenever A(t) is true, 
then A(s) is true for all s • U, s >_ t. 
(IV) For left-dense t, A(s) is true/or a]/s • [to, t) implies A(t) is true. 
Then, the statement A(t) is true for all t • T. 
3. B IHARI 'S  INEQUAL ITY  ON T IME SCALES 
Theorem 2.1 is used to prove the following comparison result for dynamic inequalities. This 
result is a weakened version of Theorem 4.2 in [4] and will be sufficient o provide us a tool for 
further usage. 
THEOREM 3.1. Let T k be a time scale, and let v, w : T -* R be mappings which are differentiable 
at each t • T satis~ing 
va(t) < g(t,,(t)), wa(t) > g(t,w(t)), 
for t E T ~ \ {to}, where g E Crd(T k × R) --* T and g(t, x) is nondecreas/ng in x for each t • T k. 
Then, v(t) <_ w(t) for a/1 t • T k whenever v(t0) <_ w(t0). 
For the proof, we refer to [5] and note that a vector form of the above theorem providing a 
basic result relative to the system of dynamic inequalities on time scales is given by Theorem 3.1 
in [11]. 
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In view of Theorem 3.1, Gronwall-Bihari type inequalities on time scales, which include both 
the discrete and the continuous cases given in [12-16], can be established. We suffice here by 
giving a Bihari type inequality and refer to [5] for the details of the Gronwall type. 
LEMMA 3.1. Let z(t)  and b(t) be rd-continuotts mappings for t >_ to. Let g E C(R+,R+),  
g(0) = 0, g(u) > 0 for u > O, g(u) be nondecreasing in u, and c be a nonnegative constant. Then, 
ff 
z(t) < c + b(s)g(z(s))As, t ~_ to, (3.1) 
holds, the Inequality 
x(t) <_ G -x G(c) + b(s)As , t >_ to, (3.2) 
rews!ns valid as long as G(c) + f~t ° b(s)As lles in the range of G, where the function G is an 
antiderivatiw of 1/ g(u ), G -x being the inverse mapping of G. 
PROOF. Denoting the right-hand side of (3.1) as v(t) = c + f t  ° b(s)g(z(s))As, we see that v is 
differentiable and 
vA(t) = b(t)g(z(t)). 
Using (3.1) and the increasing nature of g, we have 
vA(t) <_ b(t)gCv(t)), v(to) = c. (3.3) 
Let w be the solution of 
wA(t) = b(t)g(w(t)), w(to) = c. (3.4) 
In view of Theorem 3.1, (3.3) and (3.4) lead to v(t) <_ w(t) for t _> to. Since 
G(w(t)) - G(c) = b(r)Ar, 
(3.2) follows. 
REMARK 3.1. A more generalized form of Bihari's inequality can be given by use of a Nonlinear 
Variation of Parameters formula. The Alekseev's type formula obtained in [17] can be used for 
this purpose. 
4. ASYMPTOTIC BEHAVIOR 
In what follows, we introduce the following notations: 
t[n] = (n) 
, T hZ,  
where t (n) is the usual factorial notation [6]; that is, t (n) = t(t - I ) . . .  (t - n + I) and t(o) = I, 
and 
z(n)(t), T=R,  
zlnl(t) = Anz(t) ,  T=hZ,  
where z(n)(t) = d"z and Anz(t )  = A(An- tz ( t ) )  with Az(t) = (z(t + h) - z( t ) ) /h.  
We also define 
1IT := IT , ,! (t-,)['*']g(.)A. [ ' [ " . . .  *" J T  JT  
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It can be shown that 
f : ( t  - s)rag(s)ds, 
: ( t  - s ) l "qg(s )As  = t lh - .~- i  / , ~ (~) 
i f T /h  " 
T=R,  
T = hZ. 
The object of this paper is to study the asymptotic behavior of equations of the form 
x ["i (t) + f(t,  x(t)) = h(t), (4.1) 
where f • Crd(T + × R,R) and h • Crd(T+,R) such that 
f ~ Ih ( t ) lA t  < oo. (4.2) 
A result similar to that of the following theorem has been obtained by Agarwal [6] in the 
discrete case with the particular choice of 9(x) = Ix[ a, a > 0. In the continuous case when 
h(t) - 0 and g(x) = [xl a, 0 < a < 1, we refer to the paper by Kusano and Onose [7]. Recently, 
the above-mentioned results have been extended in a more general setup by Dahiya and Zafer [8,9], 
respectively, in the continuous and discrete cases. The following results constitute the unification 
and extension in the time scale setup of the previous works. 
We begin with giving a sufficient condition for the asymptotic behavior of the solution of (4.1) 
as  t --* oo. 
THEOREM 4.1. Let g be as in Lemma 3.1 and ¢(t) be a nonnegative rd-eontinuons function for 
t > to such that 
{~ Ix(t)l ~ (4.3) If(t, x(t))l < ¢(t)g ~,t[n_l] ) .  
I f  
f ~ ¢(t)At < co, 
then equation (4.1) has a solution x( t ) with the asymptotic property 
(4.4) 
n.  x(t) lm ~ = a, a ~ 0. (4.5) t--,oo tin -1] 
PROOF. Let to _> max{l, ( n - 1)h}. Integrating (4.1) n times from to to t, it can easily be shown 
that 
fti( t - r)ln-1] ftl (t - r)ln-ll h(r)Ar, x(t) = c I q- c2 t[1] q- c3t [2] -~- • • • + tint In-l] - "(~ --- ~)! fir, x(r))Ar + in - i)[ 
where c~'s are appropriate constants depending upon to and x[i](to) for i = 0, 1 , . . . ,  n - 1. Since 
to > max{l, in - 1)h} and (4.3) holds, defining Cn+l = ICl[ + ]c2] +""  + [cnh we get for t _> to, 
Ix(t)l _< C~+lt ln-ll + t l"-ll ¢(r)g ~rin_l i ) Ar  + t 1"-1] lhCr)IAr, 
and hence, for t > to, 
L Ix(t)l c+ ¢(r)g/'lx(r)l tt--ll = \r[-- l l  ) At, 
where in view of (4.2), c -- Cn+l -I- ft~ lh(r)l Ar  < c~. 
(4.6) 
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Now, by Lemma 3.1 it follows from (4.6) that 
Iz(t)l < G_  1 t . 
~ - (G(c) + fto ¢(r)Ar) 
Using the increasing nature of G-1, we have 
( /? ) Iz(t)l < G_ 1 G(C) q- r~(r)Ar = M = constant. (4.7) t[n_ll - 
It should be noted that by increasing the size of to, ft~ ~(r)Ar can be made arbitrarily small 
due to (4.4), and this, when combined with the fact that the range of G is open, ensures that 
G(e) + f~ ~(r)Ar is in the range of G. 
Clearly, by (4.3), (4.4), and (4.7), 
f~ f(r,z(r))Ar < g(M) f t?  dp(r)Ar < oo , 
and by (4.2) 
Further, we have 
]f~ h(r)Ar[ < f t?  lh(r)lAr < °°" 
ft 
x[n-ll(t) = zt"- l l (t°) - Jto f ( r , z ( r ) )Ar  + JT h(r)ZXr. 
This relation and the inequalities preceding it imply that limt-.co z In- 11(t) exists. Choosing to 
appropriately, we can make sure that the limit is nonzero. Hence, z(t) is asymptotic to at [n-ll 
with a # 0 as t --, oo. 
The next result enables us to eonelude that condition (4.4) is also a necessary one under some 
additional requirements. 
THEOR~.M 4.2. Let g and ~ be as in Theorem 3.1 such that 
Assume that 
{ Iz(t)l '~ 
I/(t, z(t))l  >_ 4,(t)g ~,t%Z~-~l) " 
zf(t, z) > 0, for z # O, 
and there is an n-times ditferentiable, bounded function p such that 
p[nl it) = h(t). 
If eqtmtion (4.1) has a eolution z(t) with the asymptotic property 
run z(t) 
t_..o t--ff~_l 1 = a, a # O, 
then 
PROOF. 
- f(t,z(t) is eventually negative. 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
/ ~ ~(t )~t  < oo. (4.12) 
We may assume that a > O. Setting z(t) = ~(t) + p(t), we see from (4.1) that ~["](t) = 
If y[n-l](t) is eventually negative, then I/[n-2](t) must be 
Asymptotic Behavior 305 
eventually negative, too. Continuing in this manner, it follows that y(t) is eventually negative, 
contradicting limt-~oo y(t) = oo. Thus, there is a tl ~_ to such that 
y[n-1](t) > 0, for t > tl. (4.13) 
Integrating (4.1) from tl to t and using (4.13), we see that 
i/(r, x(r))Ar < y[n-ll(tl). 
Because of (4.8), it is clear that 
• /~tl /' Ix(r)I h Ar _< y[n-i](tl). (4.14)  (r)a \r[._l] ) 
let t2 >_ tl be large enough so that 
> r ln- l l  - ~' for t > 12. (4.15) 
Using (4.15) in (4.14), in view of the nondecreasing nature of g, we obtain 
ftl @(r)g (2) ~kr --< Y[n-ll(tl), 
as desired. 
The proof when a < 0 is similar. 
Combining Theorems 4.1 and 4.2, we obtain the following necessary and sufficient condition. 
COROLLARY 4.1. Let 91 and 92 be [unctions satis/ying the properties of the ~mction g in 
Lemma 3.1 and let d~(t) be a nonnegative rd-continuous [unction for t >_ to such that 
¢(t)gl ~t[n_l ] ) ~ If(t, X(t))l _< ~(t)g2 ~ttn_l  ]) .  
Assume that (4.9) and (4.10) hold. Then, equation (4.1) has a solution with the asymptotic 
property (4.5) ff and only if (4.4) is satisfied. 
EXAMPLE. Consider the equation 
2 [t[ll ~2, (4.16) 1 
X[2](t) -(- (~T)2x(t) = 
so that 
X 2 Ct[1] ~ 2 
f ( t ,x)  = ~,  ~(t) = h(t) = ~t[2]) , g(x) = X 2. 
The conditions of Theorem 4.1 are all satisfied. Therefore, equation (4.16) has solutions asymp- 
totic to at [I], a # 0 as t --* co. Indeed, z(t) = t [I] is such a solution of (4.16). 
REMARK 4.1. The results of this paper can be easily extended for equations of the form 
x [hI (t) + f(t, x(r(t))) = h(t), (4.17) 
where 1" E Crd(T, T +) such that ~(t) <_ t and limt-.oo ~(t) = oo. For further details in the 
continuous case, we refer to [8], and in the discrete case to [9]. 
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