INTRODUCTION
Absorption of infrared (IR) light energy in the eye media has repeatedly received interest. At first, the interest was confined to the lens, in order to understand glassworkers cataract. It was concluded that the water content of the lens dominates its IR absorption (Goldmann et aE., 1950; Lenoble & Le Grand, 1953) . To understand IR cataract theoretically, the temperature distribution in the eye resulting from IR irradiation was modelled (Okuno, 1991) . For the IR absorption spectra of cornea, aqueous, lens and vitreous, proportional parts of the spectrum of Geeraets and Berry (1968) for all eye media combined, were taken [originally published in Fig. 5 of Geeraets et aE. (1960) ] up to 1400 nm. Above 1400 nm the absorption of pure water was taken. In a subsequent paper, this was extended to lower wavelengths, without further foundation (Vos & van Norren, 1994) .
This subject is of renewed interest because of the introduction of different therapeutic treatments of the eye with IR light such as in diabetic macular edema or choroidal neo-vascularization. Insight to absorbed light doses in the eye media is needed in view of the cataractogenic risks involved. Also, for proper dosage at the target site, energy losses in the eye media must be compensated for in the output power of the delivery instruments. In a recent paper on transpupillary thermotherapy in choroidal melanomas (Oosterhuis et al., 1995) , the data of Geeraets and Berry (1968) that 810 nm would be a better choice of wavelength because it has 5% eye media absorption, as compared to 35% at 1064 nm. This claim was challenged by Fankhauser who proposed a value of 20% at 1064 nm (private communication). In an attempt to clarify the issue, it was found that the existing literature on IR absorption in the eye media is conflicting, and that no proper comparison with the absorption spectrum for pure water has been made. It is the purpose of the present paper to present this comparison and to propose a more accurate figure for the spectral absorption of IR light energy in the eye media.
METHODS
There are only two original sources of sufficiently detailed literature data on IR absorption spectra in the eye media, both much reproduced : Geeraets et al. (1960) and Boettner and Wolter (1962) . Their graphs were digitized using the hardware and software, including some laboratory-made routines, of the Vidas 2.1 system for morphometric analysis (Kontron Elektronik GmbH, Eching, Germany): from Geeraets et al. (1960) Fig. 5 (curve denoted "OM", for total optical media), and from Boettner and Wolter (1962) Fig. 3 (curve denoted "total", for the cornea), Fig. 4 (for the aqueous humor), Fig. 5 (curve denoted "total", for the lens) and Fig. 6 (curve denoted "total", for the vitreous humor). In the study of Boettner and Wolter (1962) Mobley (1995) . The transmittance data including the transmittance for a 1 mm layer of pure water are given in Fig. 1 . Maximal transmittance of the eye media is ~1.0, probably due to reflection or (back) scattering.
To correct for this, the subsequent analysis of the eye media transmittances is performed after division by the maximal transmittances, ranging from 0.948 to 0.986.
Qualitatively, the IR band structures in Fig. 1 suggest the spectra to have a common basis in that wavelength region. The first question is how to test whether all spectra can be explained on the basis of one absorbing substance, leading to Eq. (1) for transmittance?
This can be tested by performing a log( -ln) operation on Eq. (1) (logarithm with base 10 is "log", with base e is "ln"): log(-ln(transmittance)) = log(a(X)) + log(d).
So, a plot of log( -ln(transmittance)) should result in curves of identical shapes, but different vertical positions, since d appears only additively as log(d) in Eq. (2). Note that mutatis mutundis log( -log) or ln( -log) transformations could also be used. The second question is to what absorbing substance (pure water?) the found shapes would correspond. 
RESULTS
Figure 2 shows log( -ln(transmittance), for the set of data presented in Fig. 1 . Excluded from the analysis were data with transmittances (after division by maximal transmittance) between 1.000 and 0.990 or 0.010 and 0.000, because they are relatively inaccurate after the log( -ln) transformation. This resulted in gaps in some of the curves. All curves except one [the heavy dashed line of Geeraets et al. (1960) ] show approximately the same shape, but with different vertical positions. The heavy drawn line is for a 1 mm water layer, the thin lines are for Boettner and Wolter (1962) . 
DISCUSSION
The results, especially Fig. 3 and the numerical values derived from Fig. 3 , suggest the data of Geeraets et al. (1960) to be inaccurate.
Absorbance corresponding to that of the pure water component, is the lower limit for the absorbance in the eye media. Yet, the data of Geeraets et al. (1960) correspond on average to an equivalent water layer of 13.97 mm, considerably lower as compared to the 22 mm of water in front of the retina (22 mm = 15.5 + 3.0 + 3.0 + 0.5 mm approximately for vitreous + lens + aqueous + cornea, respectively).
Speculatively, we might assume that the geometries of the eyes used were not normal, especially since an opening in the posterior pole had been made, as needed for the transmittance measurements. The data of Boettner and Wolter (1962) correspond much better to the respective water layers, in average as well as standard deviation, taking into account that the above value for the lens (3.07 mm) must be corrected for the low water content of the lens. An essential improvement might have been that Boettner and Wolter (1962) used special holders for the eye components, defining accurate optical pathlengths through the respective media.
The correspondence has limited precision though: the logarithmic standard deviations in Fig. 3 are between 0.099 and 0.074 and the values for eye media thickness that follow from Fig. 3 seem a bit high as compared to the respective geometrical values used by Boettner and Wolter (1962) : aqueous 3.58 mm compared to 3.0 mm; lens 3.07 mm compared to 3.2 mm, but 3.2 mm must be lowered because the lens contains only about 70% of water; vitreous 15.22 mm compared to 15.0 mm. For the cornea the present value was 0.555 mm, but Boettner and Wolter (1962) only specified using a cell "to flatten the cornea without compressing it" (its thickness would have to be lowered because of the limited water content of the cornea).
If it were to be concluded that the values found for the equivalent water layer are somewhat larger than the true water layer, then it should also be concluded that a small part of the IR absorbance results from non-water substances in the eye media. If one were interested in light damage mechanisms, it might be considered that the dosage received by these non-water substances might be damaging to these substances, considering that the amounts of these substances would be relatively low.
On the other hand, if one were interested in total light energy losses in the eye media, it might be accurate enough to consider only the water component.
One can then profit from the fact that the literature data on pure water absorbance are more accurate than the data on the eye media. Log(absorption coefficient a(i) (m ~ ')) for water is tabulated in Table 1 since in published tables the wavelength resolution is inadequate. As examples, values are calculated for the 810 nm diode laser and for the 1064 nm Nd:Yag laser: from Table 1 log(absorption coefficients u(n) (m-')) can be read as respectively 0.315 and 1 .1116. Assuming in total 22 mm of pre-retinal water, light losses would be 4.5% and 25%, respectively.
