In this paper, we show that the widely used stationarity tests such as the KPSS test have power close to size in the presence of time-varying unconditional variance. We propose a new test as a complement of the existing tests. Monte Carlo experiments show that the proposed test possesses the following characteristics: (i) In the presence of unit root or a structural change in the mean, the proposed test is as powerful as the KPSS and other tests; (ii) In the presence a changing variance, the traditional tests perform badly whereas the proposed test has high power comparing to the existing tests; (iii) The proposed test has the same size as traditional stationarity tests under the null hypothesis of stationarity. An application to daily observations of return on US Dollar/Euro exchange rate reveals the existence of instability in the unconditional variance when the entire sample is considered, but stability is found in subsamples.
Introduction
Since Nelson and Plosser (1982) , a great deal of research attention has been focused on the debate over whether economic time series are best characterized as trend stationarity processes or unit root processes. For this reason, a number of testing procedures for the hypothesis of (trend) stationarity have been proposed in the last 15 years.
In econometrics, a widely used procedure in testing stationarity is the KPSS test, proposed by Kwiatkowski, Phillips, Schmidt, and Shin (1992) in the context of testing stationarity against the unit root alternative. Leybourne Among various plausible alternatives in economic applications, arguably the two most popular alternatives are unit root models and models with structural changes. The aforementioned tests were originally designed to test stationarity against alternatives of unit root processes or long memory processes (Lo (1991) ). But they are also widely used in testing structural breaks (see, inter alia, Ploberger and Kramer (1992) ) and have power against alternatives with changes in the mean. In nowadays, these tests are widely used in testing the hypothesis of (trend) stationarity in many empirical applications.
Another important alternative model is the one of time series with changes in unconditional volatility. Time varying volatility has been an important subject of research in the last 20 years. The statistical literature on changes of variance can be dated back to Hsu, Miller and Wichern (1974) in modelling stock returns. Recently, there has been an increasing interest in the study of processes with time varying unconditional volatility. A partial list along this direction includes Engle and Rangel (2004) , Starica and Mikosch (1999) , Loretan and Phillips (1996) , Pagan and Schwert (1990a) , and Pagan and Schwert (1990b) .
In general, a statistical analysis of time series data requires some stationarity assumptions. Assumptions such as a functional central limiting theorem (FCLT) are frequently used in finding asymptotic results. In the presence of a change (or changes) in variance, a FCLT no longer holds and thus we lost the foundation of subsequent asymptotic analysis. In addition, many nonparametric and semiparametric estimators are constructed based on the implicit assumption of stationarity. If this assumption is violated, then one cannot justify the usage of such estimators based on asymptotic theory (Pagan and Schwert, 1990b) .
Other parametric models, such as stationary ARCH and GARCH can be immediately rejected as inappropriate if the time series is not stationary (Loretan and Phillips, 1996) .
However, when the aforementioned traditional stationarity tests are applied to test stationarity, it is difficult to detect alternatives with unconditional volatility changes. In this paper, we propose a new test for the null hypothesis of (trend) covariance stationarity as a useful complement to the previous procedures. Comparing to the KPSS type tests, the proposed test is more "robust" in the sense that it not only has power against unit root alternative and alternatives with structural changes in the mean, but also has good power property in detecting changes in variance. The proposed test is simple and easy to calculate. Monte Carlo evidence indicates that the proposed test has good power against alternatives of unit root processes and processes with a changing variance, whereas traditional stationarity tests have very low power against changing variance. Moreover, the new test has empirical size similar to traditional stationarity tests when the null hypothesis of covariance stationarity is true. We provide an empirical application to illustrate the applicability of the proposed test. In particular, our results show that there is instability in the unconditional volatility of the returns on US Dollar/Euro exchange rate, but this instability is not captured by the traditional stationarity tests. Following the strategy used by Pagan and Schwert (1990b), we employ our new test to identify sub-samples in which unconditional variance is constant and, therefore, nonparametric estimators and volatility models that depend on the assumption of covariance stationarity can be correctly employed using observations from that sub-period. Our results show that instability in the unconditional variance is not present in the second half of our sample.
The outline of the paper is as follows. Section 2 defines the null model and brings an overview of the main stationarity tests used in applied work. Section 3 introduces our test for covariance stationarity. Monte Carlo experiments are conducted in section 4. Section 5 presents an empirical applications and section 6 concludes.
Notation is standard with weak convergence denoted by ⇒ and convergence in probability by 
The Model and a Review on Existing Tests

The Model
Consider a time series y t that can be written as the sum of a deterministic trend d t and a stochastic component u t :
The deterministic trend d t depends on unknown parameters and is specified as
is a vector of trend coefficient and x t is a deterministic trend of known form, e.g., x t = (1, t, ..., t p ) . The leading cases of the deterministic component are (i) a constant term x t = 1, and (ii) a linear time trend x t = (1, t) . u t is the stochastic component of y t . Under the null hypothesis H 0 , u t is covariance stationary and satisfies appropriate regularity assumptions that we will specify later in the paper.
We want to test the null hypothesis that y t is stationary around a deterministic component d t . In econometric applications, two types of alternative models have been widely studied. The first class of alternatives is H 1 : u t is a unit root process.
Another type of alternative is
H 2 : models with structural changes in unconditional mean (or deterministic trend).
Leading examples of models with structural changes in unconditional mean (H 2 ) include (1) H 2A : models with a discontinuous change in the mean, d t = γ 1 x t , for t < τ and d t = γ 2 x t for t ≥ τ , γ 1 = γ 2 where τ is a point break; (2) H 2B : models with continuous change in the mean such as d t = γ(t/T ) x t , where γ(t/T ) is a continuous nonconstant function on [0,1]. We could also consider models with multiple (discontinuous) structural breaks in mean.
There is a third class of alternatives, In this paper, we focus on these three classes of alternatives.
Some Existing Tests
We review some existing stationarity tests for comparison to the proposed statistic.
KPSS Test
Kwiatkowski, Phillips, Schmidt, and Shin (1992) proposed a test of the null hypothesis of covariance stationarity against unit root. The KPSS statistic is defined as follows
where ω 2 is an nonparametric estimator of the long run variance and u j is the detrended data.
V/S statistic
Giraitis et al (2003) proposed the following statistic to test the null hypothesis of covariance stationarity
The V /S statistic can be re-written as
where
are the partial sums of the observations and V ar(S 1 , S 2 , ..., S n )
is the sample variance of the partial sums.
The KS Statistic
Notice that the KPSS statistic uses the Cramér-von Mises measure of the fluctu- 
For convenience of asymptotic analysis, we assume that u t satisfies regularity conditions so that appropriate invariance principles hold for the underlying time series. We discuss two types of regularity conditions that are commonly used in time series literature: the linear process assumption and mixing conditions. 1 The proposed test is based on the assumption of finite fourth moment. Loretan and Phillips (1995) introduce fourth-moment failure through the restrictive assumption that the tails of the innovation distribution are of the asymptotic Pareto-Lévy type. In this case, if the assumption of finite fourth moment fails, then they show that conventional asymptotics based on the functional of Brownian bridge should be replaced by functionals of an asymmetric stable levy process.
The first type of regularity condition is based on linear process (Phillips and Solo, 1992) . We assume that u t = C(L)ε t , where ε t is a white noise process satisfying certain moment conditions and C(L) = ∞ j=0 c j L j , C(1) = 0, whose coefficients satisfy summability conditions which ensure that u t is stationary and has positive spectral density at the origin. In particular, we assume the following assumptions.
A A 1 : ε t is iid with zero mean and finite fourth moment.
The linear process condition is assumed for convenience of asymptotic analy- A A 2 : ε t is a martingale difference sequence with respect to the natural filtration F t , in addition, there exists a dominating random variable ε such that E(ε 4+δ ) < ∞, for some δ > 0, and
for each t and a ≥ 0 and some constant c, and
Linear processes satisfying the above assumptions include quite general classes of time series models. The summability condition B is useful in validating ex-
This expansion gives rise to an explicit martingale difference decomposition of u t
The decomposition is sometimes called the martingale decomposition in the probability literature (see Hall and Heyde, 1980 ) because the first term in decomposition is a martingale difference and the partial sums Similar results could be obtained under, say, strong mixing conditions, which also ensure the necessary invariance principles.
on a strong mixing random vector of size −r/(r − 2) and
for some r > 2, (d nt corresponds to the nonstochastic sequence in the definition of NED sequence).
For the deterministic component, we assume that there is a standardizing
Again, for convenience of asymptotic analysis, we make the following assumption on X(r).
2 zt is L 2 -near epoch depedent of size -1/2 on a strong mixing random vector ξ t of size
, where dnt is a nonstochstic triangular array, and ν(m) = O(m −r/(r−2)− ) for some > 0.
Assumption C implies that the limiting function is of bounded variation.
Consequently it ensures convergence to stochastic integrals such as X(s)dW (s), where W (s) is a Brownian motion.
Under Assumption M, or A 1 (or A 2 ) and B , z t satisfies a bivariate invariance
, where B(r) is a vector Browning motion with the following variance matrix
where ω 2 u and ω 2 v are the long-run variance of the process {u t } and {v t }, respectively. The parameter ω uv is the long-run covariance of {u t } and {v t } .
If u t were observable, we might consider the following generalized CUSUM test
where Ω is a consistent estimator of Ω, and · is an appropriate norm of vectors.
It will be convenient in what follows to make the following high level assumption about the nonparametric estimate Ω that we use in our development.
There is a large literature on the study of HAC (heteroskedastic and Autocorrelation Consistent) estimators. For example, we may consider the following kernel estimates (see, e.g., Phillips, 1995) :
which are nothing else than the conventional spectral density estimators. In (7), k (·) are kernel functions, q is the lag truncation parameter, and the quantities
, and γ uv (h) are sample covariances defined by n
When u t is unobservable, we calculate γ u u (h), γ vv (h), and γ uv (h) based on estimated u t and v t defined later in this paper. The following condition of kernel functions and the bandwidth are convenient for consistency of the nonparametric estimates:
zero and continuous at 0 and all but a finite number of points. In addition, k(u)du = 1, and |ψ(s)| ds < ∞, where ψ(s) = (2π)
Many kernel functions satisfy the assumption K. When we use the Bartlett kernel k(x) = 1 − |x| , the estimators of ω 2 u , ω 2 v , and ω 2 vu , will have, respectively, the following form
Under Assumptions M, K and W, Ω is a consistent estimator of Ω and thus . 3 Thus we have
where W (r) is a 2-dimensional standardized Brownian motion, and
However, u t is unobservable since the deterministic component 
(1, r, · · ·, r p ). We detrend the time series y t by, say, least-squares regression and
We consider the following statistic based on the estimated vector z t ,
The asymptotic property of the proposed test is summarized in Theorem 1. 
where z t is defined by Eq. (9), and
.
Similar to the previous testing procedures and other tests in the unit root literature, the asymptotic distribution of C n is free of nuisance parameter. Given a choice of the deterministic component, the limiting distribution of sup r W (r)
can be easily calculated using simulation. In the leading special case when the deterministic component is a constant term (i.e.: x t = 1) the limiting variate reduces to the 2-dimensional standardized Brownian bridge:
In the case when the deterministic component is a linear time trend x t = (1, t) ,
For the choice of norm, we may simply choose, say, for x = (x 1 , · · ·, x k ) :
where |x i | is the absolute value of x i .
5
Critical values for the test were simulated using 10,000 Gaussian time series of length 1,000. Table I displays 1%, 5% and 10% critical values for both demeaned and detrended cases, that is, for the cases where u t = y t − γ x t , with
x t = 1 and x t = (1 t) , respectively. Pötscher (2002) show that the minimax risk for estimating the value of the long-run variance is infinite and thus it is impossible to consistently discriminate between I(0) and I(1) processes. Also see Faust (1996) , Dufour (1997) ,
and Müller (2005) for related discussion on the "impossibility" issue.
In practice, a bandwidth value q has to be selected in the construction of the tests. Consequently, the finite sample performance of the aforementioned tests depends on the choice of the bandwidth. The most popular bandwidth choice is probably the data-dependent automatic bandwidth
where µ k is a constant associated with the kernel function k, δ(f, k) is a function of the unknown spectral density and is estimated using a plug-in method, and p is the characteristic exponent of k. This bandwidth choice has been studied by Andrews (1991) in the estimation of a covariance matrix for stationary time series and is now widely used in econometrics applications. It has the advantage that it partially adapts to the serial correlation in the underlying time series through the data-dependent component δ(f, k). An example is the AR(1) plugin estimator, which is frequently used in applications:
where [·] represents an integer number, n is the sample size, and ρ is an estimate of the first-order autoregression coefficient of the demeaned (detrended) data,
In a recent paper, Lima and Xiao (2006) show that using the data-dependent bandwidth choice (10) is inappropriate for the inference problem of distinguishing between I(0) and I(d), 0 < d ≤ 1. They propose a partially data-dependent bandwidth choice, which is the data-dependent plug-in bandwidth (10) coupled with an upper bound, that is:
where B(n) is an upper bound function. In the next section, we show that the test proposed in this article has very good finite-sample performance when the above partially data-dependent bandwidth choice is used to compute the long-run covariance matrix. 6 
Monte Carlo
In this section we conduct monte-carlo experiments to assess the performance of the new test. We assume that the data were generated from the following DGP y t = αy t−1 + ε t ,
is a sequence of independent Gaussian random variables with zero mean and variance equals to (1 + c · t), where t = 1, 2, ..., n, and n is the sample size 7 . Moreover, ε t−1 and v t are independent of each other. The larger is β, the larger is the response of λ t to new information ε t . The parameter γ controls the autoregressive persistence displayed by λ t . Hence, the innovation ε t is an GARCH(1,1) process with zero mean and unconditional variance equal
Notice that although the GARCH process ε t has a conditional variance that varies over time, λ t , its unconditional variance will always be constant if c = 0.
In order to assess the performance of the new test in small sample sizes, we consider the following setups: (i) β = 0 and 0.05; (ii) γ = 0, 0.45, 0.85 and 0.90, 8 so that (β + γ) = 0, 0.5, 0.90, and 0.95; (iii) α = 0.5 and 1, and; (iv) c = 0, 0.005, and 0.5. Provided that β + γ < 1, the time series y t is stationary when |α| < 1 and c = 0. In the case of |α| < 1 and c = 0, the time series y t does not have a unit root but does have a time varying unconditional variance and, therefore, it is not a stationary process. In the case of a = 1, and c = 0, y t is the conventional unit root process. Hence, considering the above DGP and the stationarity tests described in the previous sections, we say that empirical size is obtained when |α| < 1 and c = 0, and empirical power is obtained when α = 1 or c = 0. 7 Under the null hypothesis c = 0 and, therefore, the fundamental innovation vt is i.i.d under H 0 . In this case, ε t will also be i.i.d. when β = γ = 0.
8 Bollerslev (1986) in Theorem 2 of his paper shows that the necessary and sufficient condition for the existence of the fourth moment of a GARCH(1,1) process is 3β 2 + 2βγ + γ 2 < 1. Thus, the values of β and γ we considered in this Monte-Carlo simulation satisfy such a restriction. 9 In this Monte Carlo experiment we allowed volatility to have continuous changes, a situ-Recall that Assumption A 1 assumes that ε t is an i.i.d innovation sequence with finite fourth moment. In the GARCH(1,1) model, however, ε t is not independent because E t−1 ε 2 t = λ t = 1 when β = 0 and/or γ = 0. 10 Notice, however, that assumption A 2 remedies this problem. Nonetheless, if (β + γ) ≈ 1, the innovation ε t will have a very large finite second moment, i.e., Eε
Thus, it is interesting to investigate the impact of such an event on the performance of the new test.
We analyzed power and size of 5% tests. We considered the KPSS, V/S, KS and the proposed C test. All test statistics are computed using demeaned observations u t = y t − 1 n n t=1 y t , which means that we are using 5% critical value for demeaned data. We generated 5000 time series with length n =200 , 400, and 800. The long-run covariance matrix Ω is consistently estimated using Eq. 
, where [·] represents an integer number, and ρ is an estimate of the first-order autoregression coefficient of u t ation that may be justified by persintent microstructural impacts as pointed out by Loretan and Phillips (1996) . The unconditional variance can, however, present structural breaks such as, say, e t ∼ iidN(0, 1) if t < (τ * n) and e t ∼ N(0, 1 + c) if t ≥ (τ * n) with 0 < τ < 1 and c = 0. We did consider such structural breaks in our Monte Carlo experiments, but the conclusions coming from this alternative DGP are similar to the one obtained considering continuous changes in the unconditional volatility. Hence, we decided not to report these results to save space.
Size of Tests
Empirical size is shown in Panel 1 of the Tables 2 and 3 . The results displayed in Table 2 (Table 3) were obtained using the bandwidth q 1 (q 2 ) to estimate the long-run covariance matrix. Recall that the null model is characterized by |α| < 1 and c = 0 . In the case that (β +γ) = 0, the new test does have empirical size not only close to the nominal size of 5%, but also close to the empirical size of KPSS, V/S and KS tests. We notice that the empirical size of the C test always seems to converge to the nominal size of 5% as the sample size increases.
Indeed, for sample sizes of moderate size, say n = 400 or n = 800, the empirical size of the new test is always close to 5% no matter the bandwidth choice. If sample is too small, say n = 200, and (β + γ) = 0, the C test seems to be undersized, specially when q 2 is employed to compute the long-run covariance matrix.
When (β + γ) = 0.5, |α| < 1, and c = 0, we say that the time series y t is stationary but possesses GARCH innovations. In this case, our monte-carlo simulations indicate that the size of the new test is still close to 5%, meaning that the presence of GARCH innovations with moderate persistence does not cause size distortions in the C test. Problems arise when (β+γ) = 0.9 or (β+γ) = 0.95.
In this case (β + γ) is too close to unity and the innovation process will have a very large second moment. Since the C test is based on the fluctuation of the first two sample moments, its size becomes larger than 5% when (β + γ) ≈ 1.
The same does not happen to the existing stationarity tests because they are only based on the fluctuation of the first sample moment. Notice, however, that this size distortion can be reduced if an appropriate bandwidth parameter is used. For example, if q 1 is considered and (β + γ) = 0.95, then the size of the C test is about 11% ( the size distortion is pretty stable across sample sizes), but it reduces to about 8% when q 1 is replaced by q 2 . We will see next that this reduction of the size distortion obtained using q 2 does not cause too much loss of power.
It is important to mention that the problem of size distortion is also found in the existing stationarity tests, such as the KPSS test. In that case, the tests will be oversized when the autoregressive coefficient α gets close to unity. 
Power of Tests
The null hypothesis of covariance stationarity can be violated by unit root (or long memory) as well as time-varying unconditional variance alternatives.
11 Tables 2 and 3 display the power of 5% tests for bandwidth choices q 1 and q 2 , respectively. Panel 4 in both tables shows that all the test statistics deliver good power against the unit root alternative. As expected, the power increases with n because these tests are consistent under the alternative hypothesis of unit root. However, the null hypothesis of covariance stationarity is also violated when c = 0, and this may happen even if the root is not unity. Panels 2 and 3 show that the KPSS, V/S and KS statistics have power close to nominal size when |α| < 1 and c = 0. The power is small even for large n and c. For example, when n = 800 and c = 0.5, the power of the existing tests is no larger than 0.07 in Table 2 and no larger than 0.06 in Table 3 . These tests seem to be even biased (power less than size) in some cases. These results suggest that the KPSS, V/S and KS statistics are not adequate to test the null hypothesis of stationarity against the alternative of time-varying unconditional variance.
Unlike traditional tests for stationarity, the C test is based on the fluctuation in the first two sample moments. Therefore, if the second moment of the time series exhibits some instability, then we might expect that the new test would reject the null hypothesis of stationarity even if the process does not have a unit root. This is confirmed by the Monte Carlo results: if c = 0, then results in Table 2 and 3 tell us that the C test has good power even for small pertubations in the unconditional variance. The power increases with n because the new test is also consistent under the alternative model of changing variance. We stress the fact that the power of the C test does not decrease too much when we replace the bandwidth parameter q 1 by q 2 . This result comes as a good news since we have showed before that we can reduce size distortion by using q 2 in place of q 1 .
Another important result is that the presence of GARCH innovations does not seem to affect the power of the new test. Indeed, no matter whether (β + γ) = 0 or 0 < (β + γ) < 1, the C test has power always above 0.90 for n = 800 and c = 0. Even when sample size is small, say n = 200, the C test delivers high power if there are strong changes in the unconditional variance, i.e., c = 0.5. |α| < 1, the C test can be used to distinguish the two aforementioned processes.
We believe that this possibility may be helpful for applied researches that are built on conditional heteroskedasticity models.
In sum, our Monte Carlo results seem to suggest that: (i) Under the null hypothesis, the proposed test has similar empirical size to other tests such as KPSS; (ii) In the presence of unit root or a structural change in the mean, the proposed test is as powerful as the existing stationarity tests; (iii) In the presence of a changing unconditional variance, the traditional tests perform badly whereas the proposed test deliver high power comparing to the other stationarity tests and; (iv) the conclusions (i), (ii) and (iii) are relatively robust against the presence of GARCH innovations.
In the next section, we illustrate the applicability of the proposed C test using real-life data. 
An Application to Financial Data
The assumption of stationarity is frequently employed in much applied work because its statistical convenience. Thus, the usage of such estimators and models cannot be justified if the hypothesis of constancy in the unconditional variance is violated. In this section, we investigate the validity of the hypothesis of covariance stationarity in financial time series. We consider the data y t = log(E t /E t−1 ) where E t is the daily US Dollar/Euro exchange rate from 01/04/1999 to 12/31/2003, which gives 1004 observations. Note that y t is the return series. Figure 1 shows realizations of y t across time. One can easily note that the process {y t } seems to exhibit mean reversion, suggesting that it does not have a unit root. However, the absence of unit root is not a sufficient condition for stationarity. Because stationarity implies that unconditional variance of the data is constant over time, Pagan and Schwert (1990b) investigated the likelihood of such constancy by using the recursive estimates of the variance of the series against time, as originally proposed by Mandelbrot (1963) . In other words, if u t is the difference between y t and its mean, then
is the recursive estimate of the unconditional variance at time t. Figure 2 displays the plot of µ(t) against time. There are three distinct phases. In the first, ending around the 200th observation, the unconditional variance estimate is quite erratic. After that, the estimate seems to increase continuously until the 530th observation. As pointed out by Loretan and Phillips (1996) , this continuous change in the unconditional volatility may be explained by the temporal evolution of microstructural factors like the speed at which information reaches traders and their ability to interpret new information. Finally, the third phase, starting at 531st observation and ending at the last observation, seems to be very stable with the estimate of the unconditional variance being almost constant along this period. In sum, if we consider the time series y t as a whole, then we may suspect that the unconditional variance is changing over time, but we also suspect that there are sub-periods within which the unconditional variance is constant and, therefore, nonparametric estimators and volatility models that depend on the assumption of covariance stationarity can be correctly employed using the observations from that sub-period. For this reason, the test proposed in this paper may be helpful: it can correctly identify sub-periods in which the unconditional variance is statistically constant. Table 4 exhibits the results of our stationarity analysis. The test statistics were computed using the demeaned time series u t . The notation KP SS qi , V /S qi , KS qi and C qi , i = 1, 2 is used to indicate that each test statistic is computed using the bandwidth parameters q 1 and q 2 . We considered observations from the entire sample and observations from a subsample ( which starts at the 531st observation and ends at the last sample observation). This subsample corresponds to the third phase displayed in Figure 2 in which the unconditional variance apparently to be constant. When we look at the results based on the entire sample, Table 4 clearly shows the non-rejection of the null hypothesis by the KPSS, V/S and KS tests, meaning that the process y t does not contain a unit root. However, as discussed previously, even if y t does not have a unit root, variance. When the C test is applied to the entire sample, the result indicates that we cannot accept the null hypothesis at 5% level of significance, suggesting that the process y t is not stationary. In sum, when we look at the entire sample we can conclude that the US Dollar/Euro exchange rate return does not have a unit root but it does have a changing variance, so the description of y t in the entire sample cannot be carried out by estimators and statistical models that assumes stationarity.
Given that stationarity fails over the entire sample, is there some interval in which one can apply models that assume unconditional homoskedasticity?
We tried to answer this question using a strategy that combines the recursive estimate of the unconditional variance with the statistical test proposed in this paper. In other words, we first look at Figure 2 and identify an interval in which the unconditional variance is apparently constant and, second, we apply the new test to observations within that interval. Pagan and Schwert (1990b) employed similar strategy to identify intervals in which their nonparametric kernel estimator of conditional volatility could be applied without violating the assumption of covariance stationarity. The results are showed in Table 4 . Differently from what was found using the entire sample, the null hypothesis of stationarity cannot be rejected by all tests in the subsample 12 , even at 10% level of significance. Thus, econometric models that assume constancy in unconditional variance would have descriptive accuracy and validity if they were estimated using observations within this specific subsample. 
Conclusion
This paper develops a test for the null of covariance stationarity against alternatives of unit roots, structural changes in the mean, as well as alternatives with time-varying unconditional variance. The proposed test complements conventional residual-based procedures in testing covariance stationarity. In an empirical application, we test whether the return on US Dollar/Euro exchange rate is covariance stationary or not. Our results suggest the absence of unit root in this time series but we were unable to accept the null hypothesis of covariance stationarity due to instability in the unconditional variance. This empirical finding confirms earlier work by Pagan and Schwert (1990a) and Loretan and Phillips (1996) and cast doubt on the validity of estimators and econometric models that assume constancy in the unconditional variance. Thus we have
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