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Abstract
Restricted Boltzmann Machines (RBMs) are a common family of undirected graphical models with latent variables.
An RBM is described by a bipartite graph, with all observed variables in one layer and all latent variables in the other.
We consider the task of learning an RBM given samples generated according to it. The best algorithms for this task
currently have time complexity O˜(n2) for ferromagnetic RBMs (i.e., with attractive potentials) but O˜(nd) for general
RBMs, where n is the number of observed variables and d is the maximum degree of a latent variable. Let the MRF
neighborhood of an observed variable be its neighborhood in the Markov Random Field of the marginal distribution of
the observed variables. In this paper, we give an algorithm for learning general RBMs with time complexity O˜(n2
s+1),
where s is the maximum number of latent variables connected to the MRF neighborhood of an observed variable.
This represents an improvement when s < log2(d− 1), which is satisfied by many classes of RBMs with “few latent
variables”. Furthermore, we give a version of this learning algorithm that recovers a model with small prediction
error and whose sample complexity is independent of the minimum potential in the Markov Random Field of the
observed variables. This is of interest because the sample complexity of current algorithms scales with the inverse of
the minimum potential, which cannot be controlled in terms of natural properties of the RBM.
1 Introduction
1.1 Background
Undirected graphical models, also known as Markov Random Fields (MRFs), are probabilistic models in which a set
of random variables is described with the help of an undirected graph, such that the graph structure corresponds to
the dependence relations between the variables. Under mild conditions, the distribution of the random variables is
determined by potentials associated with each clique of the graph [12].
The joint distribution of any set of random variables can be represented as an MRF on a complete graph. However,
MRFs become useful when the graph has nontrivial structure, such as bounded degree or bounded clique size. In such
cases, learning and inference can often be carried out with greater efficiency. Since many phenomena of practical
interest can be modelled as MRFs (e.g., magnetism [5], images [19], gene interactions and protein interactions [27, 8]),
it is of great interest to understand the complexity, both computational and statistical, of algorithmic tasks in these
models.
The expressive power of graphical models is significantly strengthened by the presence of latent variables, i.e.,
variables that are not observed in samples generated according to the model. However, algorithmic tasks are typically
more difficult in models with latent variables. Results on learning models with latent variables include [20] for hidden
Markov models, [7] for tree graphical models, [6] for Gaussian graphical models, and [1] for locally tree-like graphical
models with correlation decay.
In this paper we focus on the task of learning Restricted Boltzmann Machines (RBMs) [25, 9, 13], which are a
family of undirected graphical models with latent variables. The graph of an RBM is bipartite, with all observed
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variables in one layer and all latent variables in the other. This encodes the fact that the variables in one layer are jointly
independent conditioned on the variables in the other layer. In practice, RBMs are used to model a set of observed
features as being influenced by some unobserved and independent factors; this corresponds to the observed variables
and the latent variables, respectively. RBMs are useful in common factor analysis tasks such as collaborative filtering
[23] and topic modelling [14], as well as in applications in domains as varied as speech recognition [15], healthcare
[29], and quantum mechanics [21].
In formalizing the learning problem, a challenge is that there are infinitely many RBMs that induce the same
marginal distribution of the observed variables. To sidestep this non-identifiability issue, the literature on learning
RBMs focuses on learning the marginal distribution itself. This marginal distribution is, clearly, an MRF. Call the order
of an MRF the size of the largest clique that has a potential. Then, more specifically, it is known that the marginal
distribution of the observed variables is an MRF of order at most d, where d is the maximum degree of a latent variable
in the RBM. Hence, one way to learn an RBM is to simply apply algorithms for learning MRFs. The best current
algorithms for learning MRFs have time complexity O˜(nr), where r is the order of the MRF [11, 17, 26]. Applying
these algorithms to learning RBMs therefore results in time complexity O˜(nd).
This paper is motivated by the following basic question:
In what settings is it possible to learn RBMs with time complexity substantially better than nd?
Reducing the runtime of learning arbitrary MRFs of order r to below nΩ(r) is unlikely, because learning such MRFs
subsumes learning noisy parity over r bits [2], and it is widely believed that learning r-parities with noise (LPN)
requires time nΩ(r) [16]. For ferromagnetic RBMs, i.e., RBMs with non-negative interactions, [4] gave an algorithm
with time complexity O˜(n2). In the converse direction, [4] gave a general reduction from learning MRFs of order r
to learning (non-ferromagnetic) RBMs with maximum degree of a latent variable r. In other words, the problem of
learning RBMs is just as challenging as for MRFs, and therefore learning general RBMs cannot be done in time less
than nΩ(d) without violating conjectures about LPN.
The reduction in [4] from learning order r MRFs to learning RBMs uses an exponential in r number of latent
variables. Thus, there is hope that RBMs with few latent variables are in fact easier to learn than general MRFs. The
results of this paper demonstrate that this is indeed the case.
1.2 Contributions
Let the MRF neighborhood of an observed variable be its neighborhood in the MRF of the marginal distribution of
the observed variables. Let s be the maximum number of latent variables connected to the MRF neighborhood of an
observed variable. We give an algorithm with time complexity O˜(n2
s+1) that recovers with high probability the MRF
neighborhoods of all observed variables. This represents an improvement over current algorithms when s < log2(d−1).
The reduction in time complexity is made possible by the following key structural result: if the mutual information
I(Xu;XI |XS) is large for some observed variable Xu and some subsets of observed variables XI and XS , then there
exists a subset I ′ of I with |I ′| ≤ 2s such that I(Xu;XI′ |XS) is also large. This result holds because of the special
structure of the RBM, in which, with few latent variables, not too many of the low-order potentials of the induced
MRF can be cancelled. The technical challenge lies in exploiting the structure of the RBM in a way that exhibits
this non-cancellation. The main steps of the proof are (1) to express an approximation of the mutual information
I(Xu;XI |XS) as a sum over configurations of the latent variables, such that each term is a product over the observed
variables in I , and (2) to develop a generic non-cancellation result for expressions that are sums of products, which also
applies to our mutual information approximation.
Our algorithm is an extension of the algorithm of [11] for learning MRFs. To find the neighborhood of a variable
Xu, their algorithm iteratively searches over all subsets of variables XI with |I| ≤ d − 1 for one with large mutual
information I(Xu;XI |XS), which is then added to the current set of neighbors XS . Our structural result implies that it
is sufficient to search over subsets XI with |I| ≤ 2s, which reduces the time complexity from O˜(nd) to O˜(n2s+1).
Our algorithm is advantageous only if s < log2(d − 1). Note that s is implicitly also an upper bound on the
maximum degree of an observed variable in the RBM. Nevertheless, there exist many natural classes of RBMs for
which s = o(log d). Figure 1 gives two such examples. In both instances, s can be made arbitrarily smaller than both d
and n; in the second example, s can also be made arbitrarily smaller than the number of latent variables.
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(a) RBM with n observed variables, m latent variables, d = n, and s = m.
(b) RBM with mk + k observed variables, m latent variables, d = 2k, and s = 4.
Figure 1: Classes of RBMs for which s can be arbitrarily smaller than d and n. The X variables represent observed
variables, the Y variables represent latent variables, and the edges represent non-zero interactions between variables.
The “· · · ” hides variables that have consecutive indices. The variables hidden by “· · · ” have the same connections as
the variables at the extremes of their respective dots.
The sample complexity of our algorithm is the same as that of [11], with some additional factors due to working
with subsets of size at most 2s. We extended [11] instead of one of [17, 26], which have better sample complexities,
because our main goal was to improve the time complexity, and we found [11] the most amenable to extensions in
this direction. The sample complexity necessarily depends on the width (defined in Section 2) and the minimum
absolute-value non-zero potential of the MRF of the observed variables [24]. In the Appendix F, we show that our
sample complexity actually depends on a slightly weaker notion of MRF width than that used in current papers. This
modified MRF width has a more natural correspondence with properties of the RBM.
The algorithm we described only recovers the structure of the MRF of the observed variables, and not its potentials.
However, recovering the potentials is easy after the structure is known: e.g., see Section 6.2 in [4].
The second contribution of this paper is an algorithm for learning RBMs with time complexity O˜(n2
s+1) whose
sample complexity does not depend on the minimum potential of the MRF of the observed variables. The algorithm is
not guaranteed to recover the correct MRF neighborhoods, but is guaranteed to recover a model with small prediction
error (a distinction analogous to that between support recovery and prediction error in regression). This result is of
interest because the minimum potential can be degenerate even when the RBM itself has non-degenerate interactions.
Learning graphical models in order to make predictions was considered before in [3] for trees.
In more detail, we first give a structure learning algorithm that recovers the MRF neighborhoods corresponding
to large potentials. Second, we give a regression algorithm that estimates the potentials corresponding to these MRF
neighborhoods. Lastly, we quantify the error of the resulting model for predicting the value of an observed variable given
the other observed variables. Overall, we achieve prediction error  with a sample complexity that scales exponentially
with −1, and that otherwise has dependencies comparable to our main algorithm.
2 Preliminaries and notation
We start with some general notation: [n] is the set {1, ..., n}; 1{A} is 1 if the statement A is true and 0 otherwise; (nk)
is the binomial coefficient n!k!(n−k)! ; σ(x) is the sigmoid function σ(x) =
1
1+e−x .
Definition 1. A Markov Random Field1 of order r is a distribution over random variables X ∈ {−1, 1}n with
1This definition holds if each assignment of the random variables has positive probability, which is satisfied by the models considered in this paper.
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probability mass function
P(X = x) ∝ exp(f(x))
where f is a polynomial of order r in the entries of x.
Because x ∈ {−1, 1}n, it follows that f is a multilinear polynomial, so it can be represented as
f(x) =
∑
S⊆[n]
fˆ(S)χS(x)
where χS(x) =
∏
i∈S xi. The term fˆ(S) is called the Fourier coefficient corresponding to S, and it represents the
potential associated with the clique {Xi}i∈S in the MRF. There is an edge between Xi and Xj in the MRF if and only
if there exists some S ⊆ [n] such that i, j ∈ S and fˆ(S) 6= 0. Some other relevant notation for MRFs is: let D be the
maximum degree of a variable; let α be the minimum absolute-value non-zero Fourier coefficient; let γ be the width:
γ := max
u∈[n]
∑
S⊆[n]
u∈S
|fˆ(S)|.
Definition 2. A Restricted Boltzmann Machine is a distribution over observed random variables X ∈ {−1, 1}n and
latent random variables Y ∈ {−1, 1}m with probability mass function
P(X = x, Y = y) ∝ exp (xTJy + hTx+ gT y)
where J ∈ Rn×m is an interaction (or weight) matrix, h ∈ Rn is an external field (or bias) on the observed variables,
and g ∈ Rm is an external field (or bias) on the latent variables.
There exists an edge between Xi and Yj in the RBM if and only if Ji,j 6= 0. The resulting graph is bipartite, and
all the variables in one layer are conditionally jointly independent given the variables in the other layer. Some other
relevant notation for RBMs is: let d be the maximum degree of a latent variable; let α∗ be the minimum absolute-value
non-zero interaction; let β∗ be the width:
β∗ := max
max
i∈[n]
m∑
j=1
|Ji,j |+ |hi|, max
j∈[m]
n∑
i=1
|Ji,j |+ |gj |
 .
In the notation above, we say that an RBM is (α∗, β∗)-consistent. Typically, to ensure that the RBM is non-degenerate,
it is required for α∗ not to be too small and for β∗ not to be too large; otherwise, interactions can become undetectable
or deterministic, respectively, both of which lead to non-identifiability [24].
In an RBM, it is known that there is a lower bound of σ(−2β∗) and an upper bound of σ(2β∗) on any probability
of the form
P(Xu = xu|E) or P(Yu = yu|E)
where E is any event that involves the other variables in the RBM. It is also known that the marginal distribution of the
observed variables is given by (e.g., see Lemma 4.3 in [4]):
P(X = x) ∝ exp(f(x)) = exp
 m∑
j=1
ρ(Jj · x+ gj) + hTx

where Jj is the j-th column of J and ρ(x) = log(ex + e−x). From this, it can be shown that the marginal distribution
is an MRF of order at most d.
We now define s, the maximum number of latent variables connected to the MRF neighborhood of an observed
variable:
s := max
u∈[n]
m∑
j=1
1{∃i ∈ [n] \ {u} and S ⊆ [n] s.t. u, i ∈ S and fˆ(S) 6= 0 and Ji,j 6= 0}.
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The MRF neighborhood of an observed variable is a subset of the two-hop neighborhood of the observed variable in
the RBM; typically the two neighborhoods are identical. Therefore, an upper bound on s is obtained as the maximum
number of latent variables connected to the two-hop neighborhood of an observed variable in the RBM.
Finally, we define a proxy to the conditional mutual information, which is used extensively in our analysis. For
random variables Xu ∈ {−1, 1}, XI ∈ {−1, 1}|I|, and XS ∈ {−1, 1}|S|, let
νu,I|S := ER,G [EXS [|P(Xu = R,XI = G|XS)− P(Xu = R|XS)P(XI = G|XS)|]]
where R and G come from uniform distributions over {−1, 1} and {−1, 1}|I|, respectively. This quantity forms a lower
bound on the conditional mutual information (e.g., see Lemma 2.5 in [11]):√
1
2
I(Xu;XI |XS) ≥ νu,I|S .
We also define an empirical version of this proxy, with the probabilities and the expectation over XS replaced by their
averages from samples:
νˆu,I|S := ER,G
[
EˆXS
[∣∣∣Pˆ(Xu = R,XI = G|XS)− Pˆ(Xu = R|XS)Pˆ(XI = G|XS)∣∣∣]] .
3 Learning Restricted Boltzmann Machines with few latent variables
To find the MRF neighborhood of an observed variable u (i.e., observed variable Xu; we use the index and the variable
interchangeably when no confusion is possible), our algorithm takes the following steps, similar to those of the algorithm
of [11]:
1. Fix parameters s, τ ′, L. Fix observed variable u. Set S := ∅.
2. While |S| ≤ L and there exists a set of observed variables I ⊆ [n] \ {u} \ S of size at most 2s such that
νˆu,I|S > τ ′, set S := S ∪ I .
3. For each i ∈ S, if νˆu,i|S\{i} < τ ′, remove i from S.
4. Return set S as an estimate of the neighborhood of u.
We use
L = 8/(τ ′)2, τ ′ =
1
(4d)2s
(
1
d
)2s(2s+1)
τ, and τ =
1
2
4α2(e−2γ)d+D−1
d4d2d+1
(
D
d−1
)
γe2γ
,
where τ is exactly as in [11] when adapted to the RBM setting. In the above, d is a property of the RBM, and D, α, and
γ are properties of the MRF of the observed variables.
With high probability, Step 2 is guaranteed to add to S all the MRF neighbors of u, and Step 3 is guaranteed to
prune from S any non-neighbors of u. Therefore, with high probability, in Step 4 S is exactly the MRF neighborhood
of u. In the original algorithm of [11], the guarantees of Step 2 were based on this result: if S does not contain the
entire neighborhood of u, then νu,I|S ≥ 2τ for some set I of size at most d− 1. As a consequence, Step 2 entailed a
search over size d− 1 sets. The analogous result in our setting is given in Theorem 4, which guarantees the existence of
a set I of size at most 2s, thus reducing the search to sets of this size. This theorem follows immediately from Theorem
3, the key structural result of our paper.
Theorem 3. Fix observed variable u and subsets of observed variables I and S, such that all three are disjoint.
Suppose that I is a subset of the MRF neighborhood of u and that |I| ≤ d− 1. Then there exists a subset I ′ ⊆ I with
|I ′| ≤ 2s such that
νu,I′|S ≥ 1
(4d)2s
(
1
d
)2s(2s+1)
νu,I|S .
Using the result in Theorem 3, we now state and prove Theorem 4.
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Theorem 4. Fix an observed variable u and a subset of observed variables S, such that the two are disjoint. Suppose
that S does not contain the entire MRF neighborhood of u. Then there exists some subset I of the MRF neighborhood
of u with |I| ≤ 2s such that
νu,I|S ≥ 1
(4d)2s
(
1
d
)2s(2s+1)
4α2(e−2γ)d+D−1
d4d2d+1
(
D
d−1
)
γe2γ
= 2τ ′.
Proof. By Theorem 4.6 in [11], we have that there exists some subset I of neighbors of u with |I| ≤ d− 1 such that
νu,I|S ≥ 4α
2(e−2γ)d+D−1
d4d2d+1
(
D
d−1
)
γe2γ
= 2τ.
Then, by Theorem 3, we have that there exists some subset I ′ ⊆ I with |I ′| ≤ 2s such that
νu,I′|S ≥ 1
(4d)2s
(
1
d
)2s(2s+1)
2τ =
1
(4d)2s
(
1
d
)2s(2s+1)
4α2(e−2γ)d+D−1
d4d2d+1
(
D
d−1
)
γe2γ
= 2τ ′.
Theorem 5 states the guarantees of our algorithm. The analysis is very similar to that in [11], and is deferred to the
Appendix B. Then, Section 4 sketches the proof of Theorem 3.
Theorem 5. Fix ω > 0. Suppose we are given M samples from an RBM, where
M ≥ 60 · 2
2L
(τ ′)2(e−2γ)2L
(log(1/ω) + log(L+ 2s + 1) + (L+ 2s + 1) log(2n) + log 2) .
Then with probability at least 1 − ω, our algorithm, when run from each observed variable u, recovers the correct
neighborhood of u. Each run of the algorithm takes O(MLn2
s+1) time.
4 Proof sketch of structural result
The proofs of the lemmas in this section can be found in the Appendix A. Consider the mutual information proxy when
the values of Xu, XI , and XS are fixed:
νu,I|S(xu, xI |xS)
= |P(Xu = xu, XI = xI |XS = xS)− P(Xu = xu|XS = xS)P(XI = xI |XS = xS)| .
We first establish a version of Theorem 3 for νu,I|S(xu, xI |xS), and then generalize it to νu,I|S .
In Lemma 6, we express νu,I|S(xu, xI |xS) as a sum over configurations of latent variables U connected to observed
variables in I . Note that |U | ≤ s, so the summation is over at most 2s terms.
Lemma 6. Fix observed variable u and subsets of observed variables I and S, such that all three are disjoint. Suppose
that I is a subset of the MRF neighborhood of u. Then
νu,I|S(xu, xI |xS) =
∣∣∣∣∣∣
∑
qU∈{−1,1}|U|
 ∑
q∼U∈{−1,1}m−|U|
f¯(q, xu, xS)
∏
i∈I
σ(2xi(J
(i) · q + hi))
∣∣∣∣∣∣
for some function f¯ , where U is the set of latent variables connected to observed variables in I , J (i) is the i-th row of
J , and the entries of q∼U in the expression J (i) · q are arbitrary.
Lemma 7 gives a generic non-cancellation result for expressions of the form
∣∣∣∑mi=1 ai∏nj=1 xi,j∣∣∣. Then, Lemma 8
applies this result to the form of νu,I|S(xu, xI |xS) in Lemma 6, and guarantees the existence of a subset I ′ ⊆ I with
|I ′| ≤ 2s such that νu,I′|S(xu, xI′ |xS) is within a bounded factor of νu,I|S(xu, xI |xS).
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Lemma 7. Let x1,1, ..., xm,n ∈ [−1, 1], with n > m. Then, for any a ∈ Rm, there exists a subset S ⊆ [n] with
|S| ≤ m such that ∣∣∣∣∣∣
m∑
i=1
ai
∏
j∈S
xi,j
∣∣∣∣∣∣ ≥ 14m
(
1
n
)m(m+1) ∣∣∣∣∣∣
m∑
i=1
ai
n∏
j=1
xi,j
∣∣∣∣∣∣ .
We remark that, in this general form, Lemma 7 is optimal in the size of the subset that it guarantees not to be
cancelled. That is, there are examples with
∑m
i=1 ai
∏n
j=1 xi,j 6= 0 but
∑m
i=1 ai
∏
j∈S xi,j = 0 for all subsets S ⊆ [n]
with |S| ≤ m− 1. See the Appendix A for a more detailed discussion.
Lemma 8. Fix observed variable u and subsets of observed variables I and S, such that all three are disjoint. Suppose
that I is a subset of the MRF neighborhood of u. Fix any assignments xu, xI , and xS . Then there exists a subset I ′ ⊆ I
with |I ′| ≤ 2s such that
νu,I′|S(xu, xI′ |xS) ≥ 1
42s
(
1
|I|
)2s(2s+1)
νu,I|S(xu, xI |xS)
where xI′ agrees with xI .
Finally, Lemma 9 extends the result about νu,I|S(xu, xI |xS) to a result about νu,I|S . The difficulty lies in the
fact that the subset I ′ guaranateed to exist in Lemma 8 may be different for different configurations (xu, xI , xS).
Nevertheless, the number of subsets I ′ with |I ′| ≤ 2s is smaller than the number of configurations (xu, xI , xS), so we
obtain a viable bound via the pigeonhole principle.
Lemma 9. Fix observed variable u and subsets of observed variables I and S, such that all three are disjoint. Suppose
that I is a subset of the MRF neighborhood of u. Then there exists a subset I ′ ⊆ I with |I ′| ≤ 2s such that
νu,I′|S ≥ 1
(4|I|)2s
(
1
|I|
)2s(2s+1)
νu,I|S .
This result completes the proof of Theorem 3.
5 Making good predictions independently of the minimum potential
Figure 2 shows an RBM for which α can be arbitrarily small, while α∗ = 1 and β∗ = 2. That is, the induced
MRF can be degenerate, while the RBM itself has interactions that are far from degenerate. This is problematic: the
sample complexity of our algorithm, which scales with the inverse of α, can be arbitrarily large, even for seemingly
well-behaved RBMs. In particular, we note that α is an opaque property of the RBM, and it is a priori unclear how
small it is.
In this section we give an algorithm that learns a model with small prediction error, independently of α. The
algorithm is composed of a structure learning step that recovers the MRF neighborhoods corresponding to large
potentials, and a regression step that estimates the values of these potentials.
5.1 Structure learning algorithm
The structure learning algorithm is guaranteed to recover the MRF neighborhoods corresponding to potentials that are at
least ζ in absolute value. The guarantees of the algorithm are stated in Theorem 10, which is proved in the Appendix D.
The main differences between this algorithm and the one in Section 3 are: first, the thresholds for νˆu,I|S are defined
in terms of ζ instead of α, and second, the threshold for νˆu,I|S in the additive step (Step 2) is smaller than that used in
the pruning step (Step 3), in order to guarantee the pruning of all non-neighbors. The algorithm is described in detail in
the Appendix C.
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Figure 2: RBM with α → 0 as  → 0 and α∗ = 1, β∗ = 2 when 0 ≤  ≤ 2. The X variables represent observed
variables, the Y variables represent latent variables, and the edges represent non-zero interactions between variables.
All external field terms are zero.
Theorem 10. Fix ω > 0. Suppose we are given M samples from an RBM, where M is as in Theorem 5 if α were equal
to
α =
ζ√
3 · 2D/2+2s ·D2s−1(2s+2) .
Then with probability at least 1− ω, our algorithm, when run starting from each observed variable u, recovers a subset
of the MRF neighbors of u, such that all neighbors which are connected to u through a Fourier coefficient of absolute
value at least ζ are included in the subset. Each run of the algorithm takes O(MLn2
s+1) time.
5.2 Regression algorithm
Note that
P(Xu = 1|X[n]\{u} = x[n]\{u}) = σ
2 ∑
S⊆[n]\{u}
fˆ(S ∪ {u})χS(x)
 .
Therefore, following the approach of [28], we can frame the recovery of the Fourier coefficients as a regression task.
Let n(u) be the set of MRF neighbors of u recovered by the algorithm in Section 5.1. Note that |n(u)| ≤ D. Let
z ∈ {−1, 1}2|n(u)| , w ∈ R2|n(u)| , and y ∈ {−1, 1}, with zS = χS(X), wS = 2fˆ(S∪{u}), and y = Xu, for all subsets
S ⊆ n(u). Then, if n(u) were equal to the true set of MRF neighbors, we could rewrite the conditional probability
statement above as
P(y = 1|z) = σ(w · z), with ||w||1 ≤ 2γ.
Then, finding an estimate wˆ would amount to a constrained regression problem. In our setting, we solve the same
problem, and we show that the resulting estimate has small prediction error. We estimate wˆ as follows:
wˆ ∈ argmin
w∈R|n(u)|
1
M
M∑
i=1
l(y(i)(w · z(i))) s.t. ||w||1 ≤ 2γ,
where we assume we have access to M i.i.d. samples (z, y), and where l : R→ R is the loss function
l(y(w · z)) = ln(1 + e−y(w·z)) =
{
− lnσ(w · z), if y = 1
− ln(1− σ(w · z)), if y = −1 .
The objective above is convex, and the problem is solvable in time O˜((2D)4) by the l1-regularized logistic regression
method described in [18]. Then, Theorem 11 gives theoretical guarantees for the prediction error achieved by this
regression algorithm. The proof is deferred to the Appendix D.
Theorem 11. Fix δ > 0 and  > 0. Suppose that we are given neighborhoods n(u) satisfying the guarantees of
Theorem 10 for each observed variable u. Suppose that we are given M samples from the RBM, and that we have
M = Ω
(
γ2 ln(8 · n · 2D/δ)/2) , ζ ≤ √
Dd
√
1 + e2γ
.
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Let zu and wˆu be the features and the estimate of the weights when the regression algorithm is run at observed variable
u. Then, with probability at least 1− δ, for all variables u,
E
[(
P(Xu = 1|X\u)− σ (wˆu · zu)
)2] ≤ .
The sample complexity of the combination of structure learning and regression is given by the sum of the sample
complexities of the two algorithms. When δ is constant, the number of samples required by regression is absorbed by
the number of samples required by strucutre learning. For structure learning, plugging in the upper bound on ζ required
by Theorem 11, we get that the sample complexity is exponential in −1. Note that the factors Dd and
√
1 + e2γ in the
upper bound on ζ , as well as the factors that appear in Theorem 10 from the relative scaling of α and ζ , do not influence
the sample complexity much, because factors of similar order already appear in the sample complexity of the structure
learning algorithm. Overall, for constant δ and constant , the combined sample complexity is comparable to that of the
algorithm in Section 3, without the α dependency.
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A Proof of Theorem 3
A.1 Proof of Lemma 6
We first state and prove Lemmas 12, 13, and 14, which provide the foundation for the proof of Lemma 6.
Lemma 12. Let f(x) =
∑m
j=1 ρ(Jj · x+ gj) + hTx, where x ∈ {−1, 1}n, J ∈ Rn×m, h ∈ Rn, and g ∈ Rm. Then
EU [1XI=xIef(x)|XS = xS ]
=
∑
q∈{−1,1}m
eg·q
∏
i∈S
exi(J
(i)·q+hi)
∏
i∈[n]\S
cosh(J (i) · q + hi)
∏
i∈I
σ(2xi(J
(i) · q + hi))
where U denotes the uniform distribution over {−1, 1}n and where J (i) denotes the i-th row of J .
Proof.
EU [1XI=xIef(x)|XS = xS ]
=
1
2n−|S|
∑
x∈{−1,1}n
1XS=xS ,XI=xI · eh·x
m∏
j=1
(
eJj ·x+gj + e−Jj ·x−gj
)
=
1
2n−|S|
∑
x∈{−1,1}n
1XS=xS ,XI=xI · eh·x
∑
q∈{−1,1}m
e(x
T J+gT )q
=
1
2n−|S|
∑
x∈{−1,1}n
1XS=xS ,XI=xI
∑
q∈{−1,1}m
ex
T (Jq+h)eg·q
=
1
2n−|S|
∑
q∈{−1,1}m
∑
x∈{−1,1}n
1XS=xS ,XI=xI · ex
T (Jq+h)eg·q
=
1
2n−|S|
∑
q∈{−1,1}m
eg·q
∑
x∈{−1,1}n
1XS=xS ,XI=xI · e
∑n
i=1 xi(J
(i)·q+hi)
=
1
2n−|S|
∑
q∈{−1,1}m
eg·q
 ∑
x[n]\(S∪I)
∏
i∈[n]\(S∪I)
exi(J
(i)·q+hi)
 ∏
i∈S∪I
exi(J
(i)·q+hi)
=
1
2n−|S|
∑
q∈{−1,1}m
eg·q
∏
i∈[n]\(S∪I)
(
eJ
(i)·q+hi + e−J
(i)·q−hi
) ∏
i∈S∪I
exi(J
(i)·q+hi)
=
∑
q∈{−1,1}m
eg·q
∏
i∈S
exi(J
(i)·q+hi)
∏
i∈[n]\(S∪I)
cosh(J (i) · q + hi)
∏
i∈I
exi(J
(i)·q+hi)
2
=
∑
q∈{−1,1}m
eg·q
∏
i∈S
exi(J
(i)·q+hi)
∏
i∈[n]\S
cosh(J (i) · q + hi)
∏
i∈I
exi(J
(i)·q+hi)
2 cosh(J (i) · q + hi)
=
∑
q∈{−1,1}m
eg·q
∏
i∈S
exi(J
(i)·q+hi)
∏
i∈[n]\S
cosh(J (i) · q + hi)
∏
i∈I
σ(2xi(J
(i) · q + hi)).
Lemma 13. Fix subsets of observed variables I and S, such that the two are disjoint. Then
P(XI = xI |XS = xS) =
∑
q∈{−1,1}m
λ(q, xS)
∏
i∈I
σ(2xi(J
(i) · q + hi))
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where
λ(q, xS) =
eg·q
∏
i∈S e
xi(J
(i)·q+hi)∏
i∈[n]\S cosh(J
(i) · q + hi)∑
q′∈{−1,1}m eg·q
′∏
i∈S exi(J
(i)·q′+hi)∏
i∈[n]\S cosh(J (i) · q′ + hi)
.
Proof. The MRF of the observed variables has a probability mass function that is proportional to exp(f(x)), where
f(x) is as in Lemma 12. Then
P(XI = xI |XS = xS)
=
P(XS = xS , XI = xI)
P(XS = xS)
=
E[1XS=xS ,XI=xI ]
E[1XS=xS ]
=
1
Z
∑
x∈{−1,1}n 1XS=xS ,XI=xI · ef(x)
1
Z
∑
x∈{−1,1}n 1XS=xS · ef(x)
=
1
2n−|S|
∑
x∈{−1,1}n 1XS=xS ,XI=xI · ef(x)
1
2n−|S|
∑
x∈{−1,1}n 1XS=xS · ef(x)
=
EU [1XI=xIef(x)|XS = xS ]
EU [ef(x)|XS = xS ]
=
∑
q∈{−1,1}m e
g·q∏
i∈S e
xi(J
(i)·q+hi)∏
i∈[n]\S cosh(J
(i) · q + hi)
∏
i∈I σ(2xi(J
(i) · q + hi))∑
q′∈{−1,1}m eg·q
′∏
i∈S exi(J
(i)·q′+hi)∏
i∈[n]\S cosh(J (i) · q′ + hi)
=
∑
q∈{−1,1}m
λ(q, xS)
∏
i∈I
σ(2xi(J
(i) · q + hi)).
Lemma 14. Fix observed variable u and subsets of observed variables I and S, such that all three are disjoint. Then
νu,I|S(xu, xI |xS) =
∣∣∣∣∣∣
∑
q∈{−1,1}m
f¯(q, xu, xS)
∏
i∈I
σ(2xi(J
(i) · q + hi))
∣∣∣∣∣∣
where J (i) denotes the i-th row of J and where
f¯(q, xu, xS) = λ(q, xS)
[
σ(2xu(J
(u) · q + hu))− Eq′∼λ(·,xS)σ(2xu(J (u) · q′ + hu))
]
,
λ(q, xS) =
eg·q
∏
i∈S e
xi(J
(i)·q+hi)∏
i∈[n]\S cosh(J
(i) · q + hi)∑
q′∈{−1,1}m eg·q
′∏
i∈S exi(J
(i)·q′+hi)∏
i∈[n]\S cosh(J (i) · q′ + hi)
.
Proof. We apply Lemma 13 to the terms in the definition of νu,I|S(xu, xI |xS):
P(Xu = xu, XI = xI |XS = xS)− P(Xu = xu|XS = xS)P(XI = xI |XS = xS)
=
∑
q∈{−1,1}m
λ(q, xS)σ(2xu(J
(u) · q + hu))
∏
i∈I
σ(2xi(J
(i) · q + hi))
−
 ∑
q∈{−1,1}m
λ(q, xS)σ(2xu(J
(u) · q + hu))
 ∑
q∈{−1,1}m
λ(q, xS)
∏
i∈I
σ(2xi(J
(i) · q + hi))

=
∑
q∈{−1,1}m
∑
q′∈{−1,1}m
λ(q, xS)λ(q
′, xS)σ(2xu(J (u) · q + hu))
∏
i∈I
σ(2xi(J
(i) · q + hi))
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−
∑
q∈{−1,1}m
∑
q′∈{−1,1}m
λ(q, xS)λ(q
′, xS)σ(2xu(J (u) · q′ + hu))
∏
i∈I
σ(2xi(J
(i) · q + hi))
=
∑
q∈{−1,1}m
λ(q, xS)
[
σ(2xu(J
(u) · q + hu))− Eq′∼λ(·,xS)σ(2xu(J (u) · q′ + hu))
]
·
∏
i∈I
σ(2xi(J
(i) · q + hi))
=
∑
q∈{−1,1}m
f¯(q, xu, xS)
∏
i∈I
σ(2xi(J
(i) · q + hi)).
Proof of Lemma 6. Note that, if Ji,j = 0 for all i ∈ I , then the term
∏
i∈I σ(2xi(J
(i) · q + hi)) is independent of the
value of qj . Let U = {j ∈ [m] : Ji,j 6= 0 for some i ∈ I} be the set of latent variables with connections to observed
variables in I . By Lemma 14, we can write then
νu,I|S(xu, xI |xS) =
∣∣∣∣∣∣
∑
qU∈{−1,1}|U|
 ∑
q∼U∈{−1,1}m−|U|
f¯(q, xu, xS)
∏
i∈I
σ(2xi(J
(i) · q + hi))
∣∣∣∣∣∣ .
A.2 Proof of Lemma 7
A special case of Lemma 7 is given in Lemma 15. Then, we prove Lemma 7. Lastly, Section A.2.1 shows that these
lemmas are tight in the size of the subset that they guarantee not to be cancelled.
Lemma 15. Let x1,1, ..., xm,m+1 ∈ [−1, 1]. Then, for any a ∈ Rm, there exists a subset S ⊆ [m+ 1] with |S| ≤ m
such that ∣∣∣∣∣∣
m∑
i=1
ai
∏
j∈S
xi,j
∣∣∣∣∣∣ ≥ 12m − 1 ·
∣∣∣∣∣∣
m∑
i=1
ai
m+1∏
j=1
xi,j
∣∣∣∣∣∣ .
Proof. We prove the claim by induction on m.
Base case: For m = 1, we have
|ax1,1| = |ax1,1x1,2||x1,2| ≥ |ax1,1x1,2|
|ax1,2| = |ax1,1x1,2||x1,1| ≥ |ax1,1x1,2|
Therefore, the claim holds, with either S = {1} or S = {2}. Note that if any of a, x1,1, or x1,2 is zero, then
ax1,1x1,2 = 0 and the claim holds trivially.
Induction step: Assume the claim holds for m− 1.
Suppose |∑mi=1 ai∏j∈S xi,j | < 12m−1 · ∣∣∣∑mi=1 ai∏m+1j=1 xi,j∣∣∣ for any S ⊆ [m]; otherwise the induction step
follows. By the triangle inequality, we have∣∣∣∣∣∣
m∑
i=1
ai
m+1∏
j=1
xi,j
∣∣∣∣∣∣ =
∣∣∣∣∣∣
m∑
i=1
aixi,m+1
m∏
j=1
xi,j
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
m∑
i=1
ai(xi,m+1 − xm,m+1)
m∏
j=1
xi,j
∣∣∣∣∣∣+ |xm,m+1| ·
∣∣∣∣∣∣
m∑
i=1
ai
m∏
j=1
xi,j
∣∣∣∣∣∣ .
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For the first term on the right-hand side, we clearly have xi,m+1 − xm,m+1 = 0 at i = m. Therefore, the term is of the
form
∑m−1
i=1 bi
∑m
j=1 yi,j , so we can apply the inductive claim for m− 1. Therefore, there exists a subset S∗ ⊆ [m]
with |S∗| ≤ m− 1 such that∣∣∣∣∣∣
m∑
i=1
ai(xi,m+1 − xm,m+1)
∏
j∈S∗
xi,j
∣∣∣∣∣∣ ≥ 12m−1 − 1 ·
∣∣∣∣∣∣
m∑
i=1
ai(xi,m+1 − xm,m+1)
m∏
j=1
xi,j
∣∣∣∣∣∣ .
Overall, we get then the inequality:∣∣∣∣∣∣
m∑
i=1
ai
m+1∏
j=1
xi,j
∣∣∣∣∣∣
≤ (2m−1 − 1) ·
∣∣∣∣∣∣
m∑
i=1
ai(xi,m+1 − xm,m+1)
∏
j∈S∗
xi,j
∣∣∣∣∣∣+ |xm,m+1| ·
∣∣∣∣∣∣
m∑
i=1
ai
m∏
j=1
xi,j
∣∣∣∣∣∣
≤ (2m−1 − 1) ·
∣∣∣∣∣∣
m∑
i=1
aixi,m+1
∏
j∈S∗
xi,j
∣∣∣∣∣∣+ (2m−1 − 1) · |xm,m+1| ·
∣∣∣∣∣∣
m∑
i=1
ai
∏
j∈S∗
xi,j
∣∣∣∣∣∣
+ |xm,m+1| ·
∣∣∣∣∣∣
m∑
i=1
ai
m∏
j=1
xi,j
∣∣∣∣∣∣
≤ (2m−1 − 1) ·
∣∣∣∣∣∣
m∑
i=1
aixi,m+1
∏
j∈S∗
xi,j
∣∣∣∣∣∣+
(
2m−1 − 1
2m − 1 +
1
2m − 1
)
·
∣∣∣∣∣∣
m∑
i=1
ai
m+1∏
j=1
xi,j
∣∣∣∣∣∣
where in the last inequality we used that |xm,m+1| ≤ 1 and our supposition that for all S ⊆ [m], |
∑m
i=1 ai
∏
j∈S xi,j | <
1
2m−1 ·
∣∣∣∑mi=1 ai∏m+1j=1 xi,j∣∣∣. Then, reordering:∣∣∣∣∣∣
m∑
i=1
aixi,m+1
∏
j∈S∗
xi,j
∣∣∣∣∣∣ ≥ 1−
2m−1−1
2m−1 − 12m−1
2m−1 − 1
∣∣∣∣∣∣
m∑
i=1
ai
m+1∏
j=1
xi,j
∣∣∣∣∣∣ = 12m − 1
∣∣∣∣∣∣
m∑
i=1
ai
m+1∏
j=1
xi,j
∣∣∣∣∣∣ .
Then, in this case, S∗ ∪ {m + 1} is the desired subset. Note that we selected S∗ such that |S∗| ≤ m − 1, so
|S∗ ∪ {m+ 1}| ≤ m.
Proof of Lemma 7. Partition [n] into m + 1 subsets Q1 = [1, d nm+1e], Q2 = [d nm+1e + 1, 2d nm+1e], ..., Qm+1 =
[md nm+1e+ 1, n]. Then, apply Lemma 15 to ∣∣∣∣∣∣
m∑
i=1
ai
m+1∏
j=1
 ∏
k∈Qj
xi,k
∣∣∣∣∣∣
where we know that
∏
k∈Qj xi,k ∈ [−1, 1], for all j. Then, there exists a subset S ⊆ [m+ 1] with |S| ≤ m such that∣∣∣∣∣∣
m∑
i=1
ai
∏
j∈S
 ∏
k∈Qj
xi,k
∣∣∣∣∣∣ ≥ 12m − 1
∣∣∣∣∣∣
m∑
i=1
ai
m+1∏
j=1
 ∏
k∈Qj
xi,k
∣∣∣∣∣∣ .
Let S′ =
⋃
j∈S Qj . Then S
′ ⊆ [n] with |S′| ≤ n− b nm+1c ≤ n− nm+1 + 1, and∣∣∣∣∣∣
m∑
i=1
ai
∏
j∈S′
xi,j
∣∣∣∣∣∣ ≥ 12m − 1
∣∣∣∣∣∣
m∑
i=1
ai
n∏
j=1
xi,j
∣∣∣∣∣∣ .
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Now, if |S′| > m, apply the same technique recursively to S′: partition it into m + 1 equal subsets and apply
Lemma 15. Continue until you obtain a subset of size at most m.
We now bound the number of iterations required. Let nt be the size of the set at timestep t (at the beginning,
n0 = n). We have
nt ≤ nt−1
(
1− 1
m+ 1
)
+ 1
≤ nt−2
(
1− 1
m+ 1
)2
+
(
1− 1
m+ 1
)
+ 1
≤ ...
≤ n
(
1− 1
m+ 1
)t
+
t−1∑
q=0
(
1− 1
m+ 1
)q
≤ n
(
1− 1
m+ 1
)t
+m+ 1.
Let T be the smallest timestep such that nT < m+ 2. An upper bound on T is obtained as
n
(
1− 1
m+ 1
)T
< 1 =⇒ ne−2T/(m+1) < 1
=⇒ T > m+ 1
2
ln(n)
where we used that e−2x ≤ 1− x for 0 ≤ x ≤ 1/2. Because T is an integer, the correct upper bound is m+12 ln(n) + 1.
Then, at this step, we are guaranteed that nT ≤ m+ 1. One more step may be required to go from size m+ 1 to size m.
Therefore, an upper bound on the number of steps until nt ≤ m is m+12 ln(n) + 2. Then, the factor due to applications
of Lemma 15 is (
1
2m − 1
)m+1
2 ln(n)+2
≥
(
1
2m
)m+1
2 ln(n)+2
=
1
2m(m+1)/2 ln(n)+2m
=
1
4m
(
1
n
)m(m+1) log2(e)/2
≥ 1
4m
(
1
n
)m(m+1)
.
A.2.1 Tightness of non-cancellation result
Lemma 16 shows that, in the setting of Lemmas 15 and 7, it is possible for all subsets of size strictly less than m to be
completely cancelled. Therefore, the guarantee on the existence of a subset of size at most m that is non-cancelled is
tight.
We emphasize that, for the RBM setting, this result does not imply an impossibility of finding subsets of size less
than 2s with non-zero mutual information proxy. One reason for this is that, in the RBM setting, the terms of the sums
that we are interested in have additional constraints which are not captured by the general setting of this section.
Lemma 16. For any c ∈ R, there exists some x1,1, ..., xm,m ∈ [−1, 1] and some a ∈ Rm such that∣∣∣∣∣∣
m∑
i=1
ai
m∏
j=1
xi,j
∣∣∣∣∣∣ = c
and for any subset S ⊆ [m] with |S| ≤ m− 1 ∣∣∣∣∣∣
m∑
i=1
ai
∏
j∈S
xi,j
∣∣∣∣∣∣ = 0.
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Proof. Let x1,1 = ... = x1,m = x1, ..., xm,1 = ... = xm,m = xm. Then we want to select some x1, ..., xm ∈ [−1, 1]
and some a ∈ Rm such that 
x1 x2 · · · xm
...
...
. . .
...
xm−11 x
m−1
2 · · · xm−1m
xm1 x
m
2 · · · xmm


a1
...
am−1
am
 =

0
...
0
c
 .
Select some arbitrary x1, ..., xm ∈ [−1, 1] such that the matrix on the left-hand-side has full rank. Note that
(x, ..., xm−1, xm) for x ∈ R is a point on the moment curve, and it is known that any such m distinct non-zero
points are linearly independent. Therefore, any distinct non-zero x1, ..., xm ∈ [−1, 1] will do. Then, by matrix
inversion, there exists some a ∈ Rm such that the relation holds.
A.3 Proof of Lemma 8
Proof of Lemma 8. Apply Lemma 7 to the form of νu,I|S(xu, xI |xS) in Lemma 6, with∑
q∼U∈{−1,1}m−|U|
f¯(q, xu, xS)
treated as a coefficient (i.e., a in Lemma 7) and
σ(2xi(J
(i) · q + hi))
treated as a variable in [−1, 1] (i.e., x in Lemma 7). Then there exists a subset I ′ ⊆ I with |I ′| ≤ 2|U | such that∣∣∣∣∣∣
∑
qU∈{−1,1}|U|
 ∑
q∼U∈{−1,1}m−|U|
f¯(q, xu, xS)
∏
i∈I′
σ(2xi(J
(i) · q + hi))
∣∣∣∣∣∣
≥ 1
42|U|
(
1
|I|
)2|U|(2|U|+1)
νu,I|S(xu, xI |xS).
Note that the latent variables connected to observed variables in I ′ are a subset of U . Then, by Lemma 6, the expression
on the left-hand side is equal to νu,I′|S(xu, xI′ |xS) where xI′ agrees with xI . Finally, note that |U | ≤ s.
A.4 Proof of Lemma 9
Proof of Lemma 9. We have that
νu,I|S =
∑
xu,xI ,xS
P(XS = xS)
2|I|+1
νu,I|S(xu, xI |xS).
Hence, νu,I|S is a sum of 2|S|+|I|+1 terms νu,I|S(xu, xI |xS). Lemma 8 applies to each term νu,I|S(xu, xI |xS)
individually. However, the subset I ′ with |I ′| ≤ 2s that is guaranteed to exist by Lemma 8 may be a function of the
specific assignment xu, xI , and xS . Let I∗(xu, xI |xS) be the subset I ′ with |I ′| ≤ 2s that is guaranteed to exist by
Lemma 8 for assignment xu, xI , and xS .
The number of non-empty subsets I ′ ⊆ I with |I ′| ≤ 2s is at most |I|2s . Then, by the pigeonhole principle, there
exists some I ′ ⊆ I with |I ′| ≤ 2s which captures at least 1|I|2s of the total mass of νu,I|S :∑
xu,xI ,xS
I∗(xu,xI |xS)=I′
P(XS = xS)
2|I|+1
νu,I|S(xu, xI |xS) ≥ 1|I|2s νu,I|S .
16
Applying Lemma 8 to each of the terms νu,I|S(xu, xI |xS) that we sum over on the left-hand side, we get
∑
xu,xI ,xS
I∗(xu,xI |xS)=I′
P(XS = xS)
2|I|+1
νu,I′|S(xu, xI′ |xS) ≥ 1
(4|I|)2s
(
1
|I|
)2s(2s+1)
νu,I|S .
Note that we also have
νu,I′|S =
∑
xu,xI′ ,xS
P(XS = xS)
2|I′|+1
νu,I′|S(xu, xI′ |xS)
= 2|I|−|I
′| ∑
xu,xI′ ,xS
P(XS = xS)
2|I|+1
νu,I′|S(xu, xI′ |xS)
≥
∑
xu,xI ,xS
I∗(xu,xI |xS)=I′
P(XS = xS)
2|I|+1
νu,I′|S(xu, xI′ , xS).
The inequality step above holds because, for each assignment xI′ , there are 2|I|−|I
′| assignments xI that are in accord
with it. Hence, each term νu,I′|S(xu, xI′ , xS) can appear at most 2|I|−|I
′| times in the sum on the last line. Therefore,
νu,I′|S ≥
∑
xu,xI ,xS
q(xu,xI |xS)=I′
P(XS = xS)
2|I|+1
νu,I′|S(xu, xI′ , xS) ≥ 1
(4|I|)2s
(
1
|I|
)2s(2s+1)
νu,I|S .
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B Proof of Theorem 5
Most of the results in this section are restatements of results in [11], with small modifications. Hence, most of the
proofs in this section reuse the language of the proofs in [11] verbatim.
Let A be the event that for all u, I , and S with |I| ≤ 2s and |S| ≤ L simultaneously, |νu,I|S − νˆu,I|S | < τ ′/2.
Then Lemma 17 gives a result on the number of samples required for event A to hold.
Lemma 17 (Corollary of Lemma 5.3 in [11]). If the number of samples is larger than
60 · 22L
(τ ′)2(e−2γ)2L
(log(1/ω) + log(L+ 2s + 1) + (L+ 2s + 1) log(2n) + log 2) ,
then P(A) ≥ 1− ω.
Now, Lemmas 18-20 provide the ingredients necessary to prove correctness, assuming that event A holds.
Lemma 18 (Analogue of Lemma 5.4 in [11]). Assume that the event A holds. Then every time variables are added to
S in Step 2 of the algorithm, the mutual information I(Xu;XS) increases by at least (τ ′)2/8.
Proof. Following the proof of Lemma 5.4 in [11], we have that when event A holds,√
1
2
· I(Xu;XI |XS) ≥ 1
2
νu,I|S ≥ 1
2
(νˆu,I|S − τ ′/2).
The algorithm only adds variables to S if νˆu,I|S > τ ′, so
I(Xu;XI |XS) ≥ 1
2
(νˆu,I|S − τ ′/2)2 ≥ 1
2
(τ ′ − τ ′/2)2 = (τ ′)2/8.
Lemma 19 (Analogue of Lemma 5.5 in [11]). Assume that the event A holds. Then at the end of Step 2 S contains all
of the neighbors of u.
Proof. Following the proof of Lemma 5.5 in [11], we have that Step 2 ended either because |S| > L or because there
was no set of variables I ⊆ [n] \ ({u} ∪ S) with νˆu,I|S > τ ′.
If |S| > L, we have by Lemma 18 that I(Xu;XS) > L · (τ ′)2/8 = 1. However, because Xu is a binary variable,
we also have 1 ≥ H(Xu) ≥ I(Xu;XS), so we obtain a contradiction.
Suppose then that |S| ≤ L, but that there was no set of variables I ⊂ [n] \ ({u} ∪ S) with |I| ≤ 2s and νˆu,I|S > τ ′.
If S does not contain all of the neighbors of u, then we know by Theorem 4 that there exists a set of variables
I ⊆ [n]\({u}∪S) with |I| ≤ 2s with νu,I|S ≥ 2τ ′. Because eventA holds, we know that νˆu,I|S ≥ νu,I|S−τ ′/2 > τ ′.
This contradicts our supposition that there was no such set of variables.
Therefore, S must contain all of the neighbors of u.
Lemma 20 (Analogue of Lemma 5.6 in [11]). Assume that the event A holds. If at the start of Step 3 S contains all of
the neighbors of u, then at the end of Step 3 the remaining set of variables are exactly the neighbors of u.
Proof. Following the proof of Lemma 5.6 in [11], we have that if event A holds, then
νˆu,i|S\{i} < νu,i|S\{i} + τ ′/2 ≤
√
1
2
I(Xu;Xi|XS) + τ ′/2 = τ ′/2
for all variables i that are not neighbors of u. Then all such variables are pruned. Furthermore, by Theorem 4,
νˆu,i|S\{i} ≥ νu,i|S\{i} − τ ′/2 ≥ 2τ ′ − τ ′/2 > τ ′
for all variables i that are neighbors of u, and thus no neighbor is pruned.
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Proof of Theorem 5 (Analogue of Theorem 5.7 in [11]). Event A occurs with probability 1 − ω for our choice of M .
By Lemmas 19 and 20, the algorithm returns the correct set of neighbors of u for every observed variable u.
To analyze the running time, observe that when running the algorithm at an observed variable u, the bottleneck
is Step 2, in which there are at most L steps and in which the algorithm must loop over all subsets of vertices in
[n] \ {u} \ S of size 2s, of which there are∑2sl=1 (nl) = O(n2s) many. Running the algorithm at all observed variables
thus takes O(MLn2
s+1) time.
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C Structure Learning Algorithm of Section 5
The steps of the structure learning algorithm are:
1. Fix parameters s, τ ′(ζ · η), τ ′(ζ), L. Fix observed variable u. Set S := ∅.
2. While |S| ≤ L and there exists a set of observed variables I ⊆ [n] \ {u} \ S of size at most 2s such that
νˆu,I|S > τ ′(ζ · η), set S := S ∪ I .
3. For each i ∈ S, if νˆu,I|S\{i} < τ ′(ζ) for all sets of observed variables I ⊆ [n] \ {u} \ (S \ {i}) of size at most
2s, mark i for removal from S.
4. Remove from S all variables marked for removal.
5. Return set S as an estimate of the neighborhood of u.
In the algorithm above, we use
L = 8/(τ ′(ζ · η))2, η = 1√
3 · 2D/2+2s ·D2s−1(2s+2) ,
τ ′(x) =
1
(4d)2s
(
1
d
)2s(2s+1)
τ(x), and τ(x) =
1
2
4x2(e−2γ)d+D−1
d4d2d+1
(
D
d−1
)
γe2γ
.
The main difference in the analysis of this algorithm compared to that of the algorithm in Section 3 is that, at the
end of Step 2, S is no longer guaranteed to contain all the neighbors of u. Then, a smaller threshold is used in Step 2
compared to Step 3 in order to ensure that S contains enough neighbors of u such that the mutual information proxy
with any non-neighbor is small.
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D Proof of Theorem 10
See Appendix C for a detailed description of the structure learning algorithm in Section 5.
The correctness of the algorithm is based on the results in Theorem 21 and Lemma 22, which are analogues of
Theorem 4 and Lemma 20. We state these, and then we prove Theorem 10 based on them. Then, Section D.1 proves
Theorem 21 and Section D.2 proves Lemma 22.
Theorem 21 (Analogue of Theorem 4). Fix an observed variable u and a subset of observed variables S, such that the
two are disjoint. Suppose there exists a neighbor i of u not contained in S such that the MRF of the observed variables
contains a Fourier coefficient associated with both i and u that has absolute value at least ζ. Then there exists some
subset I of the MRF neighborhood of u with |I| ≤ 2s such that
νu,I|S ≥ 1
(4d)2s
(
1
d
)2s(2s+1)
4ζ2(e−2γ)d+D−1
d4d2d+1
(
D
d−1
)
γe2γ
= 2τ ′(ζ).
LetAζ,η be the event that for all u, I , and S with |I| ≤ 2s and |S| ≤ L simultaneously, |νu,I|S−νˆu,I|S | < τ ′(ζ ·η)/2.
Lemma 22 (Analogue of Lemma 20). Assume that the event Aζ,η holds. If at the start of Step 3 S contains all of the
neighbors of u which are connected to u through a Fourier coefficient of absolute value at least ζ · η, then at the end of
Step 4 the remaining set of variables is a subset of the neighbors of u, such that all neighbors which are connected to u
through a Fourier coefficient of absolute value at least ζ are included in the subset.
Proof of Theorem 10. Event Aζ,η occurs with probability 1 − ω for our choice of M . Then, based on the result of
Theorem 21, we have that Lemmas 17, 18, and 19 hold exactly as before, with τ ′(ζ · η) instead of τ ′, and with the
guarantee that at the end of Step 2 S contains all of the neighbors of u wihch are connected to u through a Fourier
coefficient of absolute value at least ζ · η. Finally, Lemma 22 guarantees that the pruning step results in the desired set
of neighbors for every observed variable u.
The analysis of the running time is identical to that in Theorem 5.
D.1 Proof of Theorem 21
We will argue that Theorem 4.6 in [11] holds in the following modified form, which only requires the existence of one
Fourier coefficient that has absolute value at least α:
Theorem 23 (Modification of Theorem 4.6 in [11]). Fix a vertex u and a subset of the vertices S which does not
contain the entire neighborhood of u, and assume that there exists an α-nonvanishing hyperedge containing u and
which is not contained in S ∪ {u}. Then taking I uniformly at random from the subsets of the neighbors of u not
contained in S of size s = min(r − 1, |Γ(u) \ S|),
EI
[√
1
2
I(Xu;XI |XS)
]
≥ EI [νu,I|S ] ≥ C ′(γ,K, α)
where explicitly
C ′(γ,K, α) :=
4α2δr+d−1
r4rKr+1
(
D
r−1
)
γe2γ
.
Then, this allows us to prove Theorem 21 with a proof nearly identical to that of Theorem 4.
Proof of Theorem 21. Using Theorem 23, we get that there exists some subset I of neighbors of u with |I| ≤ d − 1
such that
νu,I|S ≥ 4ζ
2(e−2γ)d+D−1
d4d2d+1
(
D
d−1
)
γe2γ
= 2τ(ζ).
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Then, using Theorem 3, we have that there exists some subset I ′ ⊆ I with |I ′| ≤ 2s such that
νu,I′|S ≥ 1
(4d)2s
(
1
d
)2s(2s+1)
4ζ2(e−2γ)d+D−1
d4d2d+1
(
D
d−1
)
γe2γ
= 2τ ′(ζ).
What remains is to show that Theorem 23 is true. Theorem 23 differs from Theorem 4.6 in [11] only in that it
requires at least one hyperedge containing u and not contained in S ∪ {u} to be α-nonvanishing, instead of requiring all
maximal hyperedges to be α-nonvanishing. The proof of Theorem 4.6 in [11] uses the fact that all maximal hyperedges
are α-nonvanishing in exactly two places: Lemma 3.3 and Lemma 4.5. In both of these lemmas, it can be easily shown
that the same result holds even if only one, not necessarily maximal, hyperedge is α-nonvanishing. In fact, the original
proofs of these lemmas do not make use of the assumption that all maximal hyperedges are α-nonvanishing: they only
use that there exists a maximal hyperedge that is α-nonvanishing.
We now reprove Lemma 3.3 and Lemma 4.5 in [11] under the new assumption. These proofs contain only small
modifications compared to the original proofs. Hence, most of the content of these proofs is restated, verbatim, from
[11].
Lemma 24 is a trivial modification of Lemma 2.7 in [11], to allow the tensor which is lower bounded in absolute
value by a constant κ to be non-maximal. Then, Lemma 25 is the equivalent of Lemma 3.3 in [11] and Lemma 26 is
the equivalent of Lemma 4.5 in [11], under the assumption that there exists at least one hyperedge containing u that is
α-nonvanishing.
Lemma 24 (Modification of Lemma 2.7 in [11]). Let T 1...s be a centered tensor of dimensions d1 × ... × ds and
suppose there exists at least one entry of T 1...s which is lower bounded in absolute value by a constant κ. For any
1 ≤ l ≤ r, and i1 < ... < il such that {i1, ..., il} 6= [s], let T i1....il be an arbitrary centered tensor of dimensions
di1 × ....× dil . Let
T (a1, ..., ar) =
r∑
l=1
∑
i1<...<il
T i1...il(ai1 , ..., ail).
Then there exists an entry of T of absolute value lower bounded by κ/ss.
Proof. Suppose all entries of T are less than κ/ss in absolute value. Then by Lemma 2.6 in [11], all the entries of
T 1...s are less than κ in absolute value. This is a contradiction, so there exists an entry of T of absolute value lower
bounded by κ/ss.
Lemma 25 (The statement is the same as that of Lemma 3.3 in [11]).
EY,Z
∑
R
∑
B 6=R
(EYu,R − EYu,B − EZu,R + EZu,B) (exp(EYu,R + EZu,B)− exp(EYu,B + EZu,R))

≥ 4α
2δr−1
r2re2γ
.
Proof under relaxed α assumption. Following the original proof of Lemma 3.3, set a = EYu,R + EZu,B and b = EYu,B +
EZu,R, and let D′ = K3 exp(2γ) ≥ D. Then we have
EY,Z
∑
R
∑
B 6=R
(a− b)(ea − eb)
 = E
∑
R
∑
B 6=R
(a− b)
∫ a
b
exdx

≥ E
∑
R
∑
B 6=R
(a− b)2e−2γ
 ≥ 1
e2γ
∑
R
∑
B 6=R
Var[a− b].
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By Claim 3.4 in [11], we have ∑
R
∑
R 6=B
Var[a− b] = 4ku
∑
R
Var[EYu,R].
Select a hyperedge J = {u, j1, ..., js} containing u with |J | ≤ r, such that θuJ is α-nonvanishing. Then we get,
for some fixed choice Y∼J ,∑
R
Var[EYu,R] ≥
∑
R
Var[EYu,R|Y∼J ] =
∑
R
Var[T (R, Yj1 , ..., Yjs)|Y∼J ]
where the tensor T is defined by treating Y∼J as fixed as follows:
T (R, Yj1 , ..., Yjs) =
r∑
l=2
∑
i2<...<il
θui2...il(R, Yi2 , ..., Yil).
From Lemma 24, it follows that T is α/rr-nonvanishing. Then there is a choice ofR andG such that |T (R,G)| ≥ α/rr.
Because T is centered there must be a G′ so that T (R,G′) has the opposite sign, so |T (R,G)− T (R,G′)| ≥ α/rr.
Then we have
Var[T (R, Yj1 , ..., Yjs)|Y∼J ] ≥
α2δr−1
2r2r
which follows from the fact that P(YJ\u = G) and P(YJ\u = G′) are both lower bounded by δr−1, and by then
applying Claim 3.5 in [11]. Overall, then,
EY,Z
∑
R
∑
B 6=R
(a− b) (ea − eb)
 ≥ 4α2δr−1
r2re2γ
.
Lemma 26 (The statement is the same as that of Lemma 4.5 in [11]). Let E be the event that conditioned on XS = xS
where S does not contain all the neighbors of u, node u is contained in at least one α/rr-nonvanishing hyperedge.
Then P(E) ≥ δd.
Proof under relaxed α assumption. Following the original proof of Lemma 4.5, when we fix XS = xS we obtain a
new MRF where the underlying hypergraph is
H′ = ([n] \ S,H ′), H ′ = {h \ S|h ∈ H}.
Let φ(h) be the image of a hyperedge h inH in the new hypergraphH′.
Let h∗ be a hyperedge inH that contains u and is α-nonvanishing. Let f1, ..., fp be the preimages of φ(h∗) so that
without loss of generality f1 is α-nonvanishing. Let J = ∪pi=1fi \ {u}. Finally let J1 = J ∩ S = {i1, i2, ..., is} and
let J2 = J \ S = {i′1, i′2, ..., i′s′}. We define
T (R, a1, ..., as, a
′
1, ..., a
′
s′) =
p∑
i=1
θfi
which is the clique potential we get on hyperedge φ(h∗) when we fix each index in J1 ⊆ S to their corresponding value.
Because θf1 is α-nonvanishing, it follows from Lemma 24 that T is α/rr-nonvanishing. Thus there is some setting
a∗1, ..., a
∗
s such that the tensor
T ′(R, a′1, ..., a
′
s′) = T (R, a
∗
1, ..., a
∗
s, a
′
1, ..., a
′
s′)
has at least one entry with absolute value at least α/rr. What remains is to lower bound the probability of this setting.
Since J1 is a subset of the neighbors of u we have |J1| ≤ d. Thus the probability that (Xi1 , ..., Xis) = (a∗1, ..., a∗s) is
bounded below by δs ≥ δd, which completes the proof.
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D.2 Proof of Lemma 22
The proof of Lemma 20 does not generalize to the setting of Lemma 22 because at the end of Step 2 S is no longer
guaranteed to contain the entire neighborhood of u.
Instead, the proof of Lemma 22 is based on the following observation: any νu,I|S , where I is a set of non-neighbors
of u, is upper bounded within some factor of νu,n∗(u)\S|S , where n∗(u) is the set of neighbors of u. Intuitively, this
follows because any information between u and I must pass through the neighbors of u. Then, by guaranteeing that
νu,n∗(u)\S|S is small, we can also guarantee that νu,I|S is small. This allows us to guarantee that all non-neighbors of u
are pruned.
Lemma 27 makes formal a version of the upper bound on the mutual information proxy mentioned above. Then, we
prove Lemma 22.
Lemma 27. Let X ∈ X , Y ∈ Y, Z ∈ Z, S ∈ S be discrete random variables. Suppose X is conditionally independent
of Z, given (Y, S). Then
νX,Z|S ≤ |Y||Z|νX,Y |S .
Proof.
νX,Z|S = ES
∑
x∈X
1
|X |
∑
z∈Z
1
|Z| |P(X = x, Z = z|S)− P(X = x|S)P(Z = z|S)|
= ES
∑
x∈X
1
|X |
∑
z∈Z
1
|Z|
·
∣∣∣∣∣∣
∑
y∈Y
(P(X = x, Y = y, Z = z|S)− P(X = x|S)P(Y = y, Z = z|S))
∣∣∣∣∣∣
≤ ES
∑
x∈X
1
|X |
∑
z∈Z
1
|Z|
·
∑
y∈Y
|P(X = x, Y = y, Z = z|S)− P(X = x|S)P(Y = y, Z = z|S)|
(∗)
= ES
∑
x∈X
1
|X |
∑
z∈Z
1
|Z|
·
∑
y∈Y
P(Z = z|Y = y, S) |P(X = x, Y = y|S)− P(X = x|S)P(Y = y|S)|
=
|Y|
|Z|ES
∑
x∈X
1
|X |
∑
y∈Y
1
|Y| |P(X = x, Y = y|S)− P(X = x|S)P(Y = y|S)|
=
|Y|
|Z|νX,Y |S
where in (*) we used that P(Z = z|X = x, Y = y, S) = P(Z = z|Y = y, S), because Z is conditionally independent
of X , given (Y, S).
Proof of Lemma 22. Consider any i ∈ S such that i is not a neighbor of u, and let I with |I| ≤ 2s be any subset of
[n] \ {u} \ (S \ {i}). Let I∗ be the set of neighbors of u not included in S. Note that u is conditionally independent of
I , given (I∗, S \ {i}). Then, by Lemma 27,
νu,I|S\{i} ≤ 2
|I∗|
2|I|
νu,I∗|S\{i} ≤ 2D−1νu,I∗|S\{i}.
24
By Lemma 9, there exists a subset I† ⊆ I∗ with |I†| ≤ 2s such that
νu,I†|S\{i} ≥
1
(4|I∗|)2s
(
1
|I∗|
)2s(2s+1)
νu,I∗|S\{i} ≥ 1
(4D)2s
(
1
D
)2s(2s+1)
νu,I∗|S\{i}.
Then, putting together the two results above,
νu,I|S\{i} ≤ 2D−1(4D)2
s
D2
s(2s+1)νu,I†|S\{i}.
Note that
νu,I†|S\{i} ≤ νˆu,I†|S\{i} + τ ′(ζ · η)/2
(∗)
≤ τ ′(ζ · η) + τ ′(ζ · η)/2 = 3τ ′(ζ · η)/2
where in (*) we used that, if νˆu,I†|S\{i} were larger than τ ′(ζ · η), the algorithm would have added I† to S. Then
νu,I|S\{i} ≤ 3 · 2D−2(4D)2
s
D2
s(2s+1)τ ′(ζ · η)
= η2 · 3 · 2D−2(4D)2sD2s(2s+1)τ ′(ζ)
= τ ′(ζ)/4
where we used that τ ′(ζ · η) = η2τ ′(ζ) and then we replaced η by its definition. Putting it all together,
νˆu,I|S\{i} ≤ νu,I|S\{i} + τ ′(ζ · η)/2 ≤ τ ′(ζ)/4 + η2τ ′(ζ)/2 < τ ′(ζ)
where we used that η ≤ 1. Therefore, all variables i ∈ S which are not neighbors of u are pruned.
Consider now variables i which are connected to u through a Fourier coefficient of absolute value at least ζ. We
know that all variables connected through a Fourier coefficient at least ζ · η are in S, so all variables i must also be in S,
because η ≤ 1. Then, by Theorem 21, there exists a subset I of [n] \ {u} \ (S \ {i}) with |I| ≤ 2s, such that
νˆu,I|S\{i} ≥ νu,I|S\{i} − τ ′(ζ · η)/2 ≥ νu,I|S\{i} − τ ′(ζ)/2
(†)
≥ 2τ ′(ζ)− τ ′(ζ)/2 > τ ′(ζ)
where in (†) we used the guarantee of Theorem 21, knowing that there exists a variable in [n]\{u}\ (S \{i}) connected
to u through a Fourier coefficient of absolute value at least ζ: specifically, variable i. Therefore, no variables i ∈ S
which are connected to u through a Fourier coefficient of absolute value at least ζ are pruned.
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E Proof of Theorem 11
Let ψ be the maximum over observed variables of the number of non-zero potentials that include that variable:
ψ := max
u∈[n]
∑
S⊆[n]
u∈S
1{fˆ(S) 6= 0}.
Theorem 28, stated below, is a stronger version of Theorem 11, in which the upper bound on ζ depends on ψ instead
of Dd. This section proves Theorem 28. Note that ψ ≤∑d−1k=0 (Dk) ≤ Dd−1 + 1 < Dd, so Theorem 28 immediately
implies Theorem 11.
Theorem 28. Fix δ > 0 and  > 0. Suppose that we are given neighborhoods n(u) for every observed variable u
satisfying the guarantees of Theorem 10. Suppose that we are given M samples from the RBM, and that we have
M = Ω
(
γ2 ln(8 · n · 2D/δ)/2) , ζ ≤ √
ψ
√
1 + e2γ
.
Let zu and wˆu be the features and the estimate of the weights when the regression algorithm is run at observed variable
u. Then, with probability at least 1− δ, for all variables u,
E
[(
P(Xu = 1|X\u)− σ (wˆu · zu)
)2] ≤ .
Define the empirical risk and the risk, respectively:
Lˆ(w) = 1
M
M∑
i=1
l(y(i)(w · z(i))), L(w) = E[l(y(w · z))].
Following is an outline of the proof of Theorem 28. Lemma 33 bounds the KL divergence between the true predictor
and the predictor that uses w¯, where w¯ ∈ R2|n(s)| is the vector of true weights for every subset of n(u), multiplied by
two. Unfortunately, the estimate wˆ that optimizes the empirical risk will typically not recover the true weights, because
n(u) is not the true set of neighbors of u. Lemma 32 decomposes the KL divergence between the true predictor and
the predictor that uses wˆ in terms of L(wˆ)− L(w¯) and the KL divergence that we bounded in Lemma 33. The term
L(wˆ)−L(w¯) can be shown to be small through concentration arguments, which are partially given in Lemma 29. Thus,
we obtain a bound on the KL divergence between the true predictor and the predictor that uses wˆ. Finally, using Lemma
30, we bound the mean-squared error of interest in terms of this KL divergence.
We now give the lemmas mentioned above and complete formally the proof of Theorem 11.
Lemma 29. With probability at least 1− ρ over the samples, we have for all w ∈ R2|n(u)| such that ||w||1 ≤ 2γ,
L(w) ≤ Lˆ(w) + 4γ
√
2 ln(2 · 2D)
M
+ 2γ
√
2 ln(2/ρ)
M
.
Proof. We have ||z||∞ ≤ 1, y ∈ {−1, 1}, the loss function is 1-Lipschitz, and our hypothesis set is w ∈ R2|n(S)| such
that ||w||1 ≤ 2γ. Then the result follows from Lemma 7 in [28].
Lemma 30 (Pinsker’s inequality). Let DKL(a, b) = a ln(a/b) + (1− a) ln((1− a)/(1− b)) denote the KL divergence
between two Bernoulli distributions (a, 1− a), (b, 1− b) with a, b ∈ [0, 1]. Then
(a− b)2 ≤ 1
2
DKL(a||b).
Lemma 31 (Inverse of Pinsker’s inequality; see Lemma 4.1 in [10]). Let DKL(a, b) = a ln(a/b) + (1− a) ln((1−
a)/(1− b)) denote the KL divergence between two Bernoulli distributions (a, 1− a), (b, 1− b) with a, b ∈ [0, 1]. Then
DKL(a, b) ≤ 1
min(b, 1− b) (a− b)
2.
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Lemma 32. For any w ∈ R2|n(u)| with ||w||1 ≤ 2γ, we have that
L(wˆ)− L(w) = Ez
[
DKL
(
E[y|z] + 1
2
, σ(wˆ · z)
)
−DKL
(
E[y|z] + 1
2
, σ(w · z)
)]
.
Proof.
L(wˆ)− L(w) = Ez,y
[
−y + 1
2
lnσ(wˆ · z)− 1− y
2
ln(1− σ(wˆ · z))
]
− Ez,y
[
−y + 1
2
lnσ(w · z)− 1− y
2
ln(1− σ(w · z))
]
= Ez
[
−E[y|z] + 1
2
lnσ(wˆ · z)− 1− E[y|z]
2
ln(1− σ(wˆ · z))
]
− Ez
[
−E[y|z] + 1
2
lnσ(w · z)− 1− E[y|z]
2
ln(1− σ(w · z))
]
= Ez
[
E[y|z] + 1
2
ln
σ(w · z)
σ(wˆ · z) +
1− E[y|z]
2
ln
1− σ(w · z)
1− σ(wˆ · z)
]
= Ez
[
DKL
(
E[y|z] + 1
2
, σ(wˆ · z)
)
−DKL
(
E[y|z] + 1
2
, σ(w · z)
)]
.
Lemma 33. Let ζ ≤
√

ψ
√
1+e2γ
and w¯ ∈ R2|n(u)| with w¯S = 2fˆ(S) for all S ⊆ n(u). Then, for all assignments
z ∈ {−1, 1}2|n(u)| ,
DKL
(
E[y|z] + 1
2
, σ(w¯ · z)
)
≤ .
Proof. By Lemma 31, we have that
DKL
(
E[y|z] + 1
2
, σ(w¯ · z)
)
≤ 1
min(σ(w¯ · z), 1− σ(w¯ · z))
(
E[y|z] + 1
2
− σ(w¯ · z)
)2
.
Note that E[y|z∗] = 2σ(w∗ · z∗) − 1 for w∗ and z∗ corresponding to the true neighborhood of u, and that
||w∗||1 ≤ 2γ. Note that w¯S = w∗S for all S ⊆ n(u). Also note that min(σ(w¯ · z), 1− σ(w¯ · z)) ≥ σ(−2γ) = 11+e2γ .
Then:
DKL
(
E[y|z] + 1
2
, σ(w¯ · z)
)
≤ (1 + e2γ)
(
E[y|z] + 1
2
− σ(w¯ · z)
)2
(a)
= (1 + e2γ)
(
Ez∗|z [σ(w∗ · z∗)− σ(w¯ · z)]
)2
(b)
≤ (1 + e2γ)Ez∗|z (σ(w∗ · z∗)− σ(w¯ · z))2
= (1 + e2γ)Ez∗|z
σ
 ∑
S⊆n∗(u)
fˆ(S ∪ {u})χS(x)
− σ
 ∑
S⊆n(u)
fˆ(S ∪ {u})χS(x)
2
(c)
≤ (1 + e2γ)Ez∗|z
 ∑
S⊆n∗(u)
fˆ(S ∪ {u})χS(x)−
∑
S⊆n(u)
fˆ(S ∪ {u})χS(x)
2
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= (1 + e2γ)Ez∗|z
 ∑
S⊆n∗(u)
S 6⊆n(u)
fˆ(S ∪ {u})χS(x)

2
(d)
≤ (1 + e2γ)ψ2ζ2
where in (a) we used the law of iterated expectations, in (b) we used Jensen’s inequality, in (c) we used that σ is
1-Lipschitz, and in (d) we used that the Fourier coefficients that we sum over are all upper bounded in absolute value by
ζ (otherwise the corresponding sets S would need to be included in n(u), by the assumption that n(u) contains all the
neighbors connected to u through a Fourier coefficient of absolute value at least ζ). Therefore, setting ζ ≤
√

ψ
√
1+e2γ
achieves error .
Proof of Theorem 28. Let M ≥ C · γ2 ln(8 · n · 2D/δ)/2, for some global constant C. Then, by Lemma 29, with
probability at least 1− δ/(2n), for all w ∈ R2|n(u)| such that ||w||1 ≤ 2γ,
L(wˆ) ≤ Lˆ(wˆ) + /2.
Note that l(y(w · z)) = ln(1 + ey(w·z)) is bounded because |y(w · z)| ≤ 2γ, and | ln(1 + e−2γ)− ln(1 + e2γ)| ≤ 4γ
because the function is 1-Lipschitz. Then, by Hoeffding’s inequality, P(Lˆ(w)− L(w) ≥ t) ≤ e−2Mt2/(4γ)2 . Then, for
M ≥ C ′ · γ2 ln(2n/δ)/2 for some global constant C ′, with probability at least 1− δ/(2n),
Lˆ(w) ≤ L(w) + /2.
Then the following holds with probability at least 1− δ/n for any w ∈ R2|n(u)| with ||w||1 ≤ 2γ:
L(wˆ) ≤ Lˆ(wˆ) + /2 ≤ Lˆ(w) + /2 ≤ L(w) + .
Then we have
E
[(
P(Xu = 1|X[n]\{u})− σ (wˆ · z)
)2]
(a)
≤ 1
2
E
[
DKL
(
P(Xu = 1|X[n]\{u}), σ (wˆ · z)
)]
(b)
=
1
2
(L(wˆ)− L(w¯)) + 1
2
E
[
DKL
(
P(Xu = 1|X[n]\{u}), σ (w¯ · z)
)]
(c)
≤ 1
2
(L(wˆ)− L(w¯)) + 1
2

(d)
≤ 
where in (a) we used Lemma 30, in (b) we used Lemma 32, in (c) we used Lemma 33, and in (d) we used that
L(wˆ)− L(w¯) ≤ .
By a union bound, this holds for all variables u with probability at least 1− δ.
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F A weaker width suffices
The sample complexity of the algorithm in Section 3 depends on γ, the width of the MRF of the observed variables. A
priori, it is unclear how large γ can be. Ideally, we would have an upper bound on γ in terms of parameters that are
natural to the RBM, such as the width of the RBM β∗.
In Section F.3, we give an example of an RBM for which β∗ = d ln d and γ is linear in β∗ and exponential in d.
This example shows that a bound γ ≤ β∗ between the widths of the MRF and of the RBM does not generally hold.
However, we show that a bound γ∗ ≤ β∗ holds for a modified width γ∗ of the MRF. Then, we show that γ can
be replaced with γ∗ everywhere in the analysis of our algorithm (and of that of [11]), without any other change in its
guarantees.
γ∗ is always less than or equal to γ, and, as we discussed, sometimes strictly less than γ. Hence, the former
dependency on γ was suboptimal. By replacing γ with γ∗, we improve the sample complexity, and we make the
dependency interpretable in terms of the width of the RBM.
F.1 Main result
Let γ∗ be the modified width of an MRF, defined as
γ∗ := max
u∈[n]
max
I⊆[n]\{u}
max
x∈{−1,1}n
∣∣∣∣∣∣
∑
S⊆I
fˆ(S ∪ {u})χS∪{u}(x)
∣∣∣∣∣∣ .
Whereas γ is a sum of absolute values of Fourier coefficients, γ∗ requires the signs of the Fourier coefficients that it
sums over to be consistent with some assignment x ∈ {−1, 1}n. Note that it is always the case that γ∗ ≤ γ.
Lemma 34 shows that γ∗ ≤ β∗. Then, in Section F.2 we argue that γ and γ∗ are interchangeable for the guarantees
of the algorithm in [11], and implicitly for the guarantees of the algorithm in Section 3. Finally, in Section F.3 we give
an example of an RBM for which γ is linear in β∗ and exponential in d.
Lemma 34. Consider an RBM with width β∗, and let γ∗ be the modified width of the MRF of the observed variables.
Then γ∗ ≤ β∗.
Proof. We have
P(Xu = xu|X[n]\{u} = x[n]\{u}) =
exp
(∑
S⊆[n]
u∈S
fˆ(S)χS(x)
)
exp
(
−∑S⊆[n]
u∈S
fˆ(S)χS(x)
)
+ exp
(∑
S⊆[n]
u∈S
fˆ(S)χS(x)
)
= σ
2 ∑
S⊆[n]
u∈S
fˆ(S)χS(x)
 .
On the other hand, we have
σ(−2β∗) ≤ P(Xu = xu|X[n]\{u} = x[n]\{u}) ≤ σ(2β∗).
Therefore, by the monotonicity of the sigmoid function, we have for all x ∈ {−1, 1}n,
−β∗ ≤
∑
S⊆[n]
u∈S
fˆ(S)χS(x) ≤ β∗,
or equivalently,
−β∗ ≤
∑
S⊆[n]\{u}
fˆ(S ∪ {u})χS∪{u}(x) ≤ β∗.
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Denote φ(x1, ..., xn) =
∑
S⊆[n]\{u} fˆ(S ∪ {u})χS∪{u}(x). Then the following marginalization result holds for any
i 6= u: ∑
S⊆[n]\{u,i}
fˆ(S ∪ {u})χS∪{u}(x)
=
φ(x1, ..., xi−1,−1, xi+1, ..., xn) + φ(x1, ..., xi−1, 1, xi+1, ..., xn)
2
.
Because the lower bound −β and upper bound β apply to each φ(x1, ..., xn), we get that the same bounds apply to the
marginalized value:
−β∗ ≤
∑
S⊆[n]\{u,i}
fˆ(S ∪ {i})χS∪{i}(x) ≤ β∗.
This marginalization result extends trivially to marginalizing multiple variables. Then, by marginalizing all variables xi
for i 6∈ I ∪ {u} for some I ⊆ [n] \ {u}, we get the bounds
−β∗ ≤
∑
S⊆I
fˆ(S ∪ {u})χS∪{u}(x) ≤ β∗.
Taking the maximum over u ∈ [n], I ∈ [n] \ {u}, and x ∈ {−1, 1}n, we get that γ∗ ≤ β∗.
F.2 The same guarantees hold with the weaker width
For the algorithm in Section 3, the dependence on γ comes only from the use of Theorem 4, for which the dependence
on γ comes only from the use of Theorem 4.6 in [11]. Hence, it is sufficient to show that Theorem 4.6 in [11] admits
the same guarantees when γ is replaced with γ∗.
The modifications that need to be made to the proof of Theorem 4.6 in [11] are trivial: it is sufficient to replace
every occurence of the symbol γ with the symbol γ∗. This is because the proof does not use any property of γ that is
not also a property of γ∗.
In the rest of this section, we briefly review the occurences of γ in the proof of Theorem 4.6 in [11] and argue that
they can be replaced with γ∗. Toward this goal, the rest of this section will use the notation of [11]. We direct the reader
to that paper for more information.
We first define γ∗ in the setting of [11]. We have
γ∗ := max
u∈[n]
max
I∈[n]\{u}
max
X1∈[k1],...,Xn∈[kn]
∣∣∣∣∣
r∑
l=1
∑
i2<...<il
1{i2...il}⊆Iθ
ui2...il(Xu, Xi2 , ..., Xil)
∣∣∣∣∣
and
δ∗ :=
1
K
exp(−2γ∗).
With these definitions, for any variable Xu and assignment R, we have for its neighborhood XU that
P(Xu = R|XU ) ≥ exp(−γ
∗)
K exp(γ∗)
=
1
K
exp(−2γ∗) = δ∗.
Similarly to [11], we also have that that if we pick any variable Xi and consider the new MRF given by conditioning on
a fixed assignment of Xi, then the value of γ∗ for the new MRF is non-increasing.
γ and δ appear in the proof of Theorem 4.6 in [11] as part of Lemma 3.1, Lemma 3.3, Lemma 4.1, and Lemma 4.5.
We now aruge, for each of these lemmas, that γ and δ can be replaced with γ∗ and δ∗, respectively.
Lemma 3.1 in [11]. γ is used as part of the upper bound |Φ(R, I,Xi)| ≤ γ
(
D
r−1
)
, which is used to conclude that
the total amount wagered is at most γK
(
D
r−1
)
. The upper bound follows from the derivation
|Φ(R, I,Xi)| =
∣∣∣∣∣
s∑
l=1
Cu,l,s
∑
i1<i2<...<il
1{i1...il}⊆Iθ
ui1...il(R,Xi1 , ..., Xil)
∣∣∣∣∣
30
≤
(
D
r − 1
) ∣∣∣∣∣
s∑
l=1
∑
i1<i2<...<il
1{i1...il}⊆Iθ
ui1...il(R,Xi1 , ..., Xil)
∣∣∣∣∣
≤ γ
(
D
r − 1
)
.
By the definition of γ∗, the second inequality holds exactly the same with γ∗, so we also get that |Φ(R, I,Xi)| ≤
γ∗
(
D
r−1
)
. Then, the total amount wagered is at most γ∗K
(
D
r−1
)
.
Lemma 3.3 in [11]. This lemma gives a lower bound of 4α
2δr−1
r2re2γ on an expectation of interest. We want to replace
δ with δ∗ in the numerator and γ with γ∗ in the denominator.
For the numerator, δ comes from the lower bounds P(YJ\u = G) ≥ δr−1 and P(YJ\u = G′) ≥ δr−1. Note that Y
is identical in distribution to X , the vector of random variables of the MRF. Let S ⊆ [n], i ∈ S, and let n∗(i) denote
the set of neighbors of variable Xi. Then the lower bounds mentioned above come from the following marginalization
argument:
P(XS = xS) = P(Xi = xi|XS\i = xS\i)P(XS\i = xS\i)
=
( ∑
xn∗(i)\S
P(Xi = xi|Xn∗(i)∩S = xn∗(i)∩S , Xn∗(i)\S = xn∗(i)\S)
· P(Xn∗(i)\S = xn∗(i)\S |XS\i = xS\i)
)
P(XS\i = xS\i)
≥
( ∑
xn∗(i)\S
δ · P(Xn∗(i)\S = xn∗(i)\S |XS\i = xS\i)
)
P(XS\i = xS\i)
= δ · P(XS\i = xS\i).
By applying the bound recursively, we obtain P(XS = xS) ≥ δ|S|. Then, because |J \ u| ≤ r − 1, we get the desired
lower bound of δr−1. Note, however, that the inequality step in the derivation above also holds for δ∗, as it only uses
that P(Xu = R|XU ) ≥ δ∗. Therefore, we can use (δ∗)r−1 in the numerator.
For the denominator, e2γ comes from the lower bounds EYu,R + EZu,B ≥ −2γ and EYu,B + EZu,R ≥ −2γ. Recall that
EXu,R =
r∑
l=1
∑
i2<...<il
θui2...il(R,Xi2 , ..., Xil).
Then, by the definition of γ∗, these lower bounds also hold trivially with γ∗, so we can use e2γ
∗
in the denominator.
Lemma 4.1 in [11]. In this lemma, γ appears in an upper bound of γK
(
D
r−1
)
on the total amount wagered. We
showed in Lemma 3.1 that the total amount wagered is at most γ∗K
(
D
r−1
)
, so we can use γ∗ instead of γ.
Lemma 4.5 in [11]. In this lemma, δ appears in the lower bound P(Xi1 = a∗1, ..., Xis = a∗s) ≥ δs, which also
holds with δ∗ instead of δ by the argument that P(XS = xs) ≥ (δ∗)|S| that we developed in our description of Lemma
3.3.
Therefore, it is possible to reaplce γ with γ∗ and δ with δ∗ everywhere in the proof of Theorem 4.6 in [11], and
implicitly also in all the proofs of the the algorithm in Section 3.
F.3 Example of RBM with large width
This section gives an example of an RBM with width linear in β∗ and exponential in d. The RBM consists of a single
latent variable connected to d observed variables. There are no external fields, and all the interactions have the same
value. Note that, in this case, each interaction is equal to β
∗
d , where β
∗ is the width of the RBM.
For this RBM, the MRF induced by the observed variables has a probability mass function
P(X = x) ∝ exp
(
ρ
(
β∗
d
(x1 + ...+ xd)
))
.
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The analysis of γ for this MRF is based on the fact that, for large arguments, the function ρ is well approximated by the
absolute value function, for which the Fourier coefficients can be explicitly calculated.
Lemma 35 gives a lower bound on the “width” corresponding to the Fourier coefficients of the absolute value
function applied to x1 + ...+ xd. Then, Lemma 36 gives a lower bound on γ for the RBM described above, in the case
when β∗ ≥ d ln d. This lower bound is linear in β∗ and exponential in d.
Lemma 35. Let g : {−1, 1}d → R with g(x) = |x1 + ... + xd|. Let gˆ be the Fourrier coefficients of g. Then, for d
multiple of 4 plus 1, for all u ∈ [d], ∑
S⊆[d]
u∈S
|gˆ(S)| ≥ 2
(d−1)/2
2
√
d− 1 .
Proof. Note that, for x ∈ {−1, 1}d, we have
|x1 + ...+ xd| = Majd(x1, ..., xd) · (x1 + ...+ xd)
where Majd(x1, ..., xd) is the majority function, equal to 1 if more than half of the arguments are 1 and equal to −1
otherwise. Because d is odd, the definition is non-ambiguous. The Fourier coefficients of Majd(x1, ..., xd) are known
to be (see Chapter 5.3 in [22]):
Mˆajd(S) =
(−1)(|S|−1)/2 12d−1
(
d−1
(d−1)/2
) ( (d−1)/2(|S|−1)/2)
( d−1|S|−1)
if |S| odd
0 if |S| even
Let hi(x1, ..., xd) = Majd(x1, ..., xd) · xi. The Fourier coefficients hˆi are obtained from the Fourier coefficients Mˆajd
by observing the effect of the multiplication by xi: for a set S such that i ∈ S, we get hˆi(S) = Mˆajd(S \ {i}), and for
a set S such that i 6∈ S, we get hˆi(S) = Mˆajd(S ∪ {i}). That is:
hˆi(S) =

(−1)(|S|−2)/2 1
2d−1
(
d−1
(d−1)/2
) ( (d−1)/2(|S|−2)/2)
( d−1|S|−2)
if |S| even and i ∈ S
(−1)(|S|)/2 1
2d−1
(
d−1
(d−1)/2
) ((d−1)/2|S|/2 )
(d−1|S| )
if |S| even and i 6∈ S
0 if |S| odd
Then gˆ is simply obtained as hˆ1 + ...+ hˆd. This gives:
gˆ(S) =
(−1)(|S|−2)/2 12d−1
(
d−1
(d−1)/2
)(|S| · ( (d−1)/2(|S|−2)/2)
( d−1|S|−2)
− (d− |S|) · (
(d−1)/2
|S|/2 )
(d−1|S| )
)
if |S| even
0 if |S| odd
We will now develop a lower bound for gˆ(S) when |S| is even with |S| > 0. Using the fact that (ab) = ( ab+1) b+1a−b ,
we have that when |S| is even with |S| > 0,(
(d−1)/2
(|S|−2)/2
)(
d−1
|S|−2
) = ((d−1)/2|S|/2 )(
d−1
|S|
) · |S|/2
(d− |S|+ 1)/2 ·
d− |S|+ 1
|S| − 1 ·
d− |S|
|S|
=
(
(d−1)/2
|S|/2
)(
d−1
|S|
) · d− |S||S| − 1 .
Then, when |S| is even with |S| > 0,
gˆ(S) = (−1)(|S|−2)/2 1
2d−1
(
d− 1
(d− 1)/2
)((d−1)/2
|S|/2
)(
d−1
|S|
) (|S|d− |S||S| − 1 − (d− |S|)
)
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= (−1)(|S|−2)/2 1
2d−1
(
d− 1
(d− 1)/2
)((d−1)/2
|S|/2
)(
d−1
|S|
) d− |S||S| − 1 .
Consider the ratio |gˆ(S)||gˆ(S′)| for |S′| = |S| − 2:
|gˆ(S)|
|gˆ(S′)| =
|S| − 1
d− |S|
d−|S|
|S|−1
d−|S|+2
|S|−3
=
|S| − 3
d− |S|+ 2 .
This ratio is greater than 1 for |S| > (d− 1)/2 + 3 and is less than 1 for |S| < (d− 1)/2 + 3. Because we are only
interested in |S| even, we see that the largest value of |S| for which the ratio is less than 1 is (d− 1)/2 + 2. Hence,
|gˆ(S)| is minimized at |S| = (d − 1)/2 + 2 when considering |S| even with |S| > 0. (The calculation above is not
valid for the case |S| = 2 and |S′| = 0; however, it is easy to verify explicitly that in that case we have |gˆ(S)||gˆ(S′)| = 1d ≤ 1,
so the argument holds.)
It is easy to verify explicitly that at |S| = (d− 1)/2 + 2 we have
|gˆ(S)| = 1
2d−1
(
(d− 1)/2
(d− 1)/4
)
.
Then this is a lower bound on all |gˆ(S)| where |S| is even with |S| > 0. Then,
|gˆ(S)| ≥ 1
2d−1
(
(d− 1)/2
(d− 1)/4
)
(∗)
≥ 1
2d−1
2(d−1)/2√
d− 1 =
1√
d− 1 · 2(d−1)/2
where in (*) we used the central binomial coefficient lower bound
(
2n
n
) ≥ 4n√
4n
.
Then, for any u ∈ [d], ∑
S⊆[d]
u∈S
|gˆ(S)| ≥ 2d−2 · 1√
d− 1 · 2(d−1)/2 =
2(d−1)/2
2
√
d− 1
where we used that the number of subsets S ⊆ [d] with u ∈ S and with |S| even is 2d−2.
Lemma 36. For any d ≥ 5 multiple of 4 plus 1 and β∗ ≥ d ln d, there exists an RBM of width β∗ with d observed
variables and one latent variable such that, in the MRF of the observed variables,
γ ≥ β∗ · 2
(d−1)/2
4d3/2
.
Proof. Let f(x) = ρ
(
β∗
d (x1 + ...+ xd)
)
. Then, for the RBM with one latent variable connected to d observed
variables through interactions of value βd , we have that
P(X = x) ∝ exp(f(x)).
Note that this RBM has width β∗.
Let g(x) =
∣∣∣β∗d (x1 + ...+ xd)∣∣∣. Then, if fˆ and gˆ are the Fourier coefficients corresponding to f and g, respectively,
we have
||fˆ − gˆ||22
(a)
=
1
2d
∑
x∈{−1,1}d
(f(x)− g(x))2
(b)
≤
(
ρ
(
β∗
d
)
− β
∗
d
)2
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=(
log(eβ
∗/d(1 + e−2β
∗/d))− β
∗
d
)2
=
(
log(1 + e−2β
∗/d)
)2
(c)
≤ e−4β∗/d
where in (a) we used Praseval’s identity, in (b) we used that (ρ(y)− |y|)2 is largest when |y| is smallest and that∣∣∣β∗d (x1 + ...+ xd)∣∣∣ ≥ β∗d because d is odd, and in (c) we used that log(1 + x) ≤ x. Then
||fˆ − gˆ||1 ≤ 2d/2||fˆ − gˆ||2 ≤ 2d/2e−2β∗/d.
Note that the Fourier coefficients of g(x) =
∣∣∣β∗d (x1 + ...+ xd)∣∣∣ = β∗d |x1+...+xd| are β∗d times the Fourier coefficients
of |x1 + ...+ xd|. Then, by applying Lemma 35, we have that
max
u∈[d]
∑
S⊆[d]
u∈S
|fˆ(S)| ≥ max
u∈[d]
∑
S⊆[d]
u∈S
|gˆ(S)| − 2d/2e−2β∗/d ≥ β
∗
d
· 2
(d−1)/2
2
√
d
− 2d/2e−2β∗/d.
We solve for β∗ such that the second term is at most half the first term. After some manipulations, we get that
2d/2e−2β
∗/d ≤ 1
2
β∗
d
· 2
(d−1)/2
2
√
d
⇐⇒ β∗ ≥ 5
4
d ln 2 +
3
4
d ln d− 1
2
d lnβ∗.
For d ≥ 5, it suffices to have β∗ ≥ d ln d. Hence, we obtain
max
u∈[d]
∑
S⊆[d]
u∈S
|fˆ(S)| ≥ 1
2
β∗
d
· 2
(d−1)/2
2
√
d
= β∗ · 2
(d−1)/2
4d3/2
.
34
