Abstract. A hash family is a collection of N functions from a domain of size k to a range of size w. A function 'separates' two elements of the domain if it maps them to distinct elements of the range. A perfect hash family of strength t requires that for every set of t elements of the domain, one of the functions separates every pair of the t. A distributing hash family weakens the requirement so that, for every partition into v classes of the t chosen elements, all pairs between classes are separated. These hash families arise in the construction of cryptographic and combinatorial arrays. In this paper, hash families are generalized to permit each function to have a different range. Examples are constructed using a variety of techniques, and are applied to the construction of covering arrays.
Introduction
A perfect hash family PHF(N ; k, w, t) is an N × k array on w symbols, in which in every N × t subarray, at least one row consists of distinct symbols. Mehlhorn [Meh84] introduced perfect hash families as an efficient tool for compact storage and fast retrieval of frequently used information. In this setting, each row defines a hash function from a domain of size k to a range of size v; we employ the array formulation instead. Stinson, Trung, and Wei [STW00] establish that perfect hash families can be used to construct separating systems, key distribution patterns, group testing algorithms, cover-free families, and secure frameproof codes. Perfect hash families have also been applied in broadcast encryption [FN94] and threshold cryptography [BBDW96] . Finally, perfect hash families arise as ingredients in some recursive constructions for covering arrays [CMTW06] . For recent results on the existence of perfect hash families see [CL09b, MT08, WC07] .
Let k, t, and v be positive integers. A v t × k array, each column of which contains v distinct symbols, is an orthogonal array OA(t, k, v) of strength t when, for every way to select t columns, each of the v t possible tuples of symbols arises in exactly one row. The key property of orthogonal arrays that we exploit is that every two distinct rows have the same value in at most t − 1 of the columns (for otherwise, one of the v t possible tuples of symbols would arise in at least two rows). Then a simple result follows: Lemma 1.1. [Alo86] An OA(s, k, n) -transposed -yields a PHF(k; n s , n, t) whenever k > (s − 1) t 2 . In [Col09b] , a generalization of perfect hash families is examined in order to construct covering arrays. An N × t array A on w symbols (with columns C = {1, . . . , t}) is (t, v)-distributing if, for every partition {C 1 , . . . , C v } of C into v parts, there is at least one row of A, (a 1 , . . . , a t ), in which a i = a j only if i and j belong to the same class of the partition. An N × k array is (t, v)-distributing if every N × t subarray is (t, v)-distributing; such an array is called a distributing hash family, and is denoted by DHF(N ; k, w, t, v).
Distributing hash families often require fewer rows than perfect hash families of the same strength. The Turán number T (t, v) is the largest number of edges in a graph on t vertices that contains no complete subgraph of size v +1. Turán [Tur41] determined T (t, v) exactly: Write a = t/v , and form a complete multipartite graph M with v classes, of which t − av have size a + 1 and (a + 1)v − t have size a. Then T (t, v) is the number of edges in M .
Substantial improvements on Lemmas 1.1 and 1.2 are discussed in Section 3. The definition of PHF has also been extended in a different direction (see [SS01] , for example). An (N ; k, v, {w 1 , w 2 , . . . , w t })-separating hash family, or SHF(N ; k, v, {w 1 , w 2 , . . . , w t }), is an (N ; k, v)-hash family H that satisfies the property: For any C 1 , C 2 , . . . , C t ⊆ {1, 2, . . . , k} such that |C 1 | = w 1 , |C 2 | = w 2 , . . . , |C t | = w t , and C i ∩ C j = ∅ for every i = j, there exists at least one function h ∈ H such that {f (y) : y ∈ C i } ∩ {f (y) : y ∈ C j } = ∅. When w 1 = · · · = w t = 1, an SHF(N ; k, v, {w 1 , w 2 , . . . , w t }) is precisely a PHF(N ; k, v, t).
We pursue a different generalization. We relax the requirement that each hash function (row) have a range of the same size (the same number of symbols, respectively). A heterogeneous hash family, denoted HHF(N ; k, (v 1 , . . . , v N )), is an N × k array in which the ith row contains (at most) v i symbols for 1 ≤ i ≤ N . Often we write (v 1 , . . . , v N ) in exponential notation: v u1 1 · · · v uc c means that the N = c i=1 u i rows can be partitioned into classes, so that in the ith class there are u i rows each employing (at most) v i symbols.
The definitions for PHF, DHF, and SHF then extend naturally to perfect, distributing, and separating heterogeneous hash families; we extend the notation in the natural manner to PHHF(N ; k, v
It is reasonable to ask why one would complicate matters that appear already to be sufficiently complex. We examine the motivation next.
Covering Arrays
Let N , k, t, and v be positive integers with k ≥ t. An N × k array, each column of which contains v distinct symbols, is a covering array CA(N ; t, k, v) of strength t when, for every way to select t columns, each of the v t possible tuples of symbols arises in at least one row. In applications in testing, columns of the array correspond to experimental factors, and the symbols in the column form values or levels for the factor. Each row specifies the values to which to set the factors for an experimental run. A t-tuple or t-way interaction is a set of t of the factors, and an admissible level for each. The array is 'covering' in the sense that every t-way interaction is represented by at least one run. We denote by CAN(t, k, v) the minimum N for which a CA(N ; t, k, v) exists. Because CAN(1, k, v) = v and CAN(t, k, 1) = 1, we generally assume that k ≥ t ≥ 2 and v ≥ 2. Occasionally it is natural to extend the definition to permit that k < t. When we do so, the CA(N ; t, k, v) is required to contain each of the v k possible k-tuples as a row. The determination of CAN(t, k, v) has been the subject of much research; see [CK02, Col04, Har05, HR04] for survey material. However, for fixed t and v, only CAN(2, k, 2) has been determined exactly (see [Har05] , for example). Covering arrays are employed in applications in which experimental factors interact [CDFP97, Col04, Har05] .
Permitting different numbers of symbols in each column leads to mixed covering arrays [CMM + 06, MSSW03, She08] ; although cosmetically related to heterogeneous hash families, they appear to be quite different. We do not address the treatment of mixed covering arrays here.
The explicit construction of covering arrays is required for testing applications. We cannot review the large literature on the construction of covering arrays here, but focus on recursive constructions that select columns from a smaller covering array. These hinge on the easy observation that any t columns from a covering array of strength t cover all t-way interactions. At least three constructions based on column selection have been developed. One uses perfect hash families [BS00] . A second uses intersecting codes in the special case of binary covering arrays of strength three [Slo93] . A third squares the number of columns using an array constructed from a Turán family [Har05, TC84] . In [Col09b] , a common generalization of these is established. We review this next.
A constant row in a CA is any row in which each entry is the same symbol. Any CA(N ; t, k, v) can be rewritten by choosing a column, and applying an arbitrary permutation to the symbols in the column. Hence without loss of generality, every CA can be rewritten to have at least one constant row.
Theorem 2.1. [Col09b] Suppose that a CA(N ; t, k, v) having ρ constant rows, and a DHF(M ; , k, t, min(t, v)), both exist. Then a CA(ρ + (N − ρ)M ; t, , v) exists.
Numerous constructions fitting the framework of Theorem 2.1 have been given. The prototypical construction is a special case of Theorem 2.1, taking ρ = 0 and noting that a PHF(N ; k, v, t) is equivalent to a DHF(N ; k, v, t, t):
Proof. Treat the PHF as a DHF and apply Theorem 2.1.
We obtain an immediate improvement by taking ρ = 1, which is always possible. We cannot ensure that a CA(N ; t, k, v) can be rewritten so as to have two or more constant rows in general, but when we can, a further improvement is obtained in Theorem 2.1. In [Col09b] , other improvements are obtained by reinterpreting the squaring construction of Tang and Chen [TC84] and Hartman [Har05] in the vernacular of distributing hash families. In this setting, some extensions of the original methods are immediate. Here we improve upon Theorem 2.1 in two ways. By judiciously choosing symbols on which to place the constant rows, a reduction in the number of rows is achieved. At the same time, we generalize to the use of heterogeneous hash families:
r=1 Y r = {1, . . . , v}. For 1 ≤ r ≤ M , choose i so that r ∈ U i , and let B r be a CA(N i ; t, k i , v) whose ρ i constant rows are on symbols {1, . . . , v} \ Y r . (Symbols can be renamed if necessary to place the constant rows on the desired symbols.) Then let A r be the (N i − ρ i ) × k i array obtained by removing the ρ i constant rows. Let {a rj : j = 1, . . . , k i } be the columns of A r for 1 ≤ r ≤ M .
For each 1 ≤ r ≤ M , suppose that r ∈ U i and form a (N i − ρ i ) × array Q r by replacing each occurrence of j in the rth row of D by the column a rj . Form a χ × array S that contains a constant row for each symbol in Y M +1 . Then vertically juxtapose the arrays {Q r : 1 ≤ r ≤ M } and S to form a (χ +
It suffices to prove that E is a covering array of strength t. Fix a tuple C = (c 1 , . . . , c t ) of t columns in E (equivalently, in D), and fix a t-way interaction T by selecting value ν j for column c j for 1 ≤ j ≤ t. We must show that T is covered in E. First consider the cases when T is constant, i.e.
Otherwise choose r so that ψ ∈ Y r , and consider the array Q r . Because A r covers the constant s-tuple with all entries equal to ψ for every 1 ≤ s ≤ t, T is covered in Q r . Now consider cases when T is not a constant t-tuple. The values (ν 1 , . . . , ν t ) partition C into nonempty classes C 1 , . . . , C w for w ≤ min(t, v), by placing c a and c b in the same class if and only if ν a = ν b . Choose row r = (d 1 , . . . , d ) of D so that the entries e a = d ca and e b = d c b are equal only if c a and c b belong to the same class; such a row exists because D is a DHHF. Choose i so that r ∈ U i . On columns c 1 , . . . , c t in Q r , there is an (N i − ρ i ) × t subarray whose columns are a r,e1 , . . . , a r,et , in that order. The number z of distinct columns of A r that are represented is at most min(t, v); because A r is a covering array of strength t, it is also a covering array of strength z. Therefore the t-way interaction T is covered.
Comparing with Theorem 2.1, even for DHFs an improvement is obtained when ρ < v:
Corollary 2.4. Suppose that a CA(N ; t, k, v) having ρ constant rows, and a DHF(M ; , k, t, min(t, v)), both exist.
The effective use of Theorem 2.3 in place of Theorem 2.1 requires that we construct heterogeneous hash families. We produce examples in order to apply Theorem 2.3 next.
Constructing Heterogeneous Hash Families
A basic construction follows:
Proof
, delete all columns that contain σ in row r.
At first it appears that Lemma 3.1 is of little value, because a DHHF is needed to begin. However, a PHF(N ; k, w, t) is a DHF (N ; k, w, t, t) , and a DHF(N ; k, w, t, v) is a DHHF(N ; k, w N , t, v); hence all constructions of perfect and distributing hash families provide input ingredients for the lemma. By eliminating one symbol from each of a number of rows, eliminating symbols from a single row, or a combination of the two, many DHHFs arise from a single DHF.
The deletion of enough symbols in one row allows us to apply the following:
Proof. No row with fewer than v symbols can separate v classes, so we can remove all such rows without affecting the required separation. [MT04] essentially use a version of Lemma 3.2 in removing a row from a perfect hash family. They do not explore the extension to distributing hash families, and do not exploit the intermediate heterogeneous hash families that arise. Combining Lemma 3.2 with Lemma 3.1, we can manipulate both the number of rows and the number of symbols in each. Nevertheless we still require PHFs and DHFs to begin the process.
Martirosyan and Tran Van Trung
A transversal design of order n, blocksize k, and strength s, denoted by TD(s, k, n), is a triple (V, G, B). V is a set of kn points partitioned into groups G = {G 1 , . . . , G k }, with each group of size n. The set B contains n s blocks, each of which is a subset of V of size k; each block meets each group in a single element (i.e. it is transverse to the groups), and two distinct blocks intersect in fewer than s elements. The transversal design TD(s, k, n) is equivalent to an orthogonal array OA(s, k, n) of strength s and index unity. The equivalence is straightforward. Form the TD(s, k, n) on {0, . . . , n − 1} × {1, . . . , k} and let group G i = {0, . . . , n − 1} × {i} for 1 ≤ i ≤ k. Then each block B of the TD forms a column of the OA, by placing j in row i when (j, i) ∈ B. See [CD01, CD07] for background on transversal designs, and [HSS99] for orthogonal arrays.
We review one very standard construction. Let q be a prime power and s ≥ 2. Over the finite field F q , let F = {F 1 , . . . , F q s } be the set of all polynomials of degree less than s. Let A be a subset of F q ∪ {∞}. Define an |A| × q s array in which the entry in cell (a, j) is F j (a) when a ∈ F q , and is the coefficient of the term of degree s − 1 when a = ∞. The result is an OA(s, |A|, q). A TD or OA is linear if it is constructed in this way. A set of t blocks corresponds to a set of t polynomials.
In addition to Lemmas 1.1 and 1.2, better results are often available.
Theorem 3.3. ([BW98])
Let s ≥ 2 and t ≥ 2. When q is a sufficiently large prime power, there is a PHF(s(t − 1); q s , q, t).
Blackburn and Wild [BW98] also prove that s(t − 1) is a lower bound on the number of rows arising from a linear OA and hence the PHF produced in these cases is called an optimal linear PHF. Some explicit computations have been undertaken of prime powers for which such an optimal linear PHF can be constructed:
(1) An optimal linear PHF(6; q 2 , q, 4) exists if and only if q ≥ 11 is a prime power and q = 13. (2) An optimal linear PHF(6; q 3 , q, 3) exists if and only if q ≥ 11 is a prime power.
Many results are known for numbers of rows intermediate between that prescribed by Lemma 1.2 and Theorem 3.3; each uses linear orthogonal arrays [CL09a] . We repeat some of them that are useful in making covering arrays. ( Applying Lemma 3.1 to the DHF arising from an OA amounts to deleting points from the corresponding transversal design. Puncturing transversal designs has been extensively studied in another setting, the construction of mutually orthogonal latin squares via Wilson's theorem; see [CD96, CD01] for a catalogue of structures in transversal designs that have been used in that context. We use the techniques developed there as a roadmap, but consider only some of the more straightforward methods to puncture, as follows:
Lemma 3.6. When q > s is a prime power, and the linear OA(q s ; s, q + 1, q) yields a DHF(M ; q s , q, t, v), there exists
Proof. In each case we apply Lemma 3.1. For (1) delete q − α symbols in one row. For (2) further delete q − β symbols in another row. For (3) delete one symbol from each of π rows, and for (4) further delete q − α symbols in another row. This is certainly not an exhaustive list, but it treats the majority of the applications in which we are interested. In determining S π in Lemma 3.6(3) and S π,α in Lemma 3.6(4), the structure of the OA(q s ; s, q + 1, q) is used in a naive manner. By explicitly constructing the OA and at each stage choosing a symbol to remove that minimizes the number of columns removed, we retain a number of columns T π or T π,α that is at least as large as S π or S π,α , respectively. As an example of the first, consider the following values of S π and T π in the case of the DHF(19; 23 3 , 23, 6, 2): Determining the largest number of columns that can be retained appears to be a challenging problem, but the greedy strategy employed here is an easy means to improve upon the simple argument of Lemma 3.6.
A more involved construction in a different vein generalizes the following definition from [CL09b] : A PHF(N ; k, w, t) has matroshka type (N 2 , N 3 , . . . , N t ) when, for each 2 ≤ m ≤ t, the first m i=2 N i rows form a PHF(N ; k, w, m). Extending to DHFs, a DHF(N ; k, w, t, v) has matroshka type (N 2 , N 3 , . . . , N t ) when, for each 2 ≤ m ≤ t, the first m i=2 N i rows form a DHF(N ; k, w, m, min(m, v)).
Lemma 3.7. If a DHF(N ; k, w, t, v) with matroshka type (N 2 , N 3 , . . . , N t ) exists, then a DHHF(N ; 2k, (2w) N −Nt w Nt , t, v) also exists.
Proof. Let A be a DHF(N ; k, w, t, v) with matroshka type (N 2 , N 3 , . . . , N t ); partition its rows so that, for 2 ≤ j ≤ t, A j consists of the N j rows from row 1 + j−1 i=2 N i to row j i=2 N i . Form a matrix B j from A j on a disjoint set of symbols for 2 ≤ j < t. Form F j by placing A j and B j side-by-side when 2 ≤ j < t, and placing A t and A t side-by-side when j = t. Then vertically juxtapose the arrays F 2 , . . . , F t to form an array E, which is an N × 2k array. Index columns of each array A j and each array B j by {1, . . . , k}, and index columns of E by {1, . . . , k} × {0, 1} in the natural way. Now choose t columns of E indexed by {(γ 1 , i 1 ), . . . , (γ t , i t )}, and a partition of these columns into v classes C 1 , . . . , C v . If |{γ 1 , . . . , γ t }| = t, there is a row of A that separates the classes C 1 , . . . , C v , and hence some row of E does as well. Otherwise |{γ 1 , . . . , γ t }| < t; form a new set of classes L 1 , . . . , L v by starting with C 1 , . . . , C v , and whenever γ i = γ j and i < j, remove (γ j , i j ) from it class of the partition. Some row of A 2 , A 3 , or A t−1 separates the classes L 1 , . . . , L v restricted to the first coordinates, because fewer than t distinct columns remain. Suppose that it is in A j . Then in F j there is a row that separates C 1 , . . . , C v because A j and B j share no symbols.
Consequences for Covering Arrays
At the site [Col09a] , tables of covering arrays with up to 25 symbols and up to 10000 factors, for strengths from two to six, are maintained. This enables us to compare the consequences of the constructions developed here with known consequences of other constructions. Because the online tables are so extensive, we focus on binary covering arrays, but mention a few cases with more symbols. CAN(3, k, 2) . The ingredient CAs are from all k-tuples when k = 2, the orthogonal array when k = 4, [JE89] when k = 5, [TJ09b, TJ09a] when k ∈ {8, 12}, [CK09] when k = 11, and [Slo93] when k = 14. The OA(3,5,12) is from [JYar] .
Each table that we present uses a DHF(M ; q s , q, t, v), primarily from the linear OAs, and applies Lemma 3.1 to form a DHHF in which the number of columns is given by 'col' and the numbers of symbols in rows are given in exponential notation as the 'type'. Theorem 2.3 is then applied using the ingredient CAs given; for each, the three entries are the number of columns, the number of constant rows, and the total number of rows. The CAN column indicates the number of rows in the binary covering array with 'col' columns; 'Old' indicates the previously best known bound.
What is striking is the extent to which Theorem 2.3 can exploit a variety of small covering arrays, and the sometimes dramatic effect of taking account of constant rows. Stevens [Ste98] argues that constant rows are crucial in the more accurate determination of covering array numbers, and our observations here support that view for covering arrays of strength greater than two.
With this in mind, a variation on Theorem 2.3 is presented that requires additional properties of the DHHF but can save further rows. This generalizes the qProof. As in the proof of Theorem 2.3 form the arrays Q 1 , . . . , Q M . Then vertically juxtapose the arrays {Q r : 1 ≤ r ≤ M } to form a ( c i=1 u i (N i − ρ i )) × matrix E. It suffices to prove that E is a covering array of strength t. Fix a tuple C = (c 1 , . . . , c t ) of t columns in E (equivalently, in D), and fix a t-way interaction T by selecting value ν i for column c i for 1 ≤ i ≤ t. We must show that T is covered in E. When T is not constant, the argument is the same as in the proof of Theorem 2.3. Now consider the cases when T is constant, i.e. ν 1 = · · · = ν t = ψ. Choose any row r whose entries in columns c 1 , . . . , c t are not all different and let k c1 , . . . , k ct be the entries. Then z < t of them are distinct, so let {κ 1 , . . . , κ z } be the set of distinct entries. These index columns in A r , and because A r covers the constant z-tuple with all entries equal to ψ, T is covered in Q r .
We give one example of the use of Lemma 3.7. There is a PHF(16; 17 2 , 17, 6) that has matroshka type (2, 2, 3, 4, 5) [CL09b] . Lemma 3.7 gives a PHHF(16; 2 · 17 2 , 34 11 17 5 , 6). For v ∈ {14, 15, 16} applying Theorem 2.3 with best values for CAN(6, 34, v) and a CAN(6, 17, v) yields improvements on the best known construction for CAN(6, 2 · 17 2 , v).
Conclusions
Column replacement constructions have recently been unified using a hash family framework, and consequently have proved quite effective at making best known covering arrays. In this paper, the idea is extended further to permit column replacement using a whole library of covering arrays with differing numbers of columns, rather than by selecting from just one. As a consequence, the notion of a hash family is extended to heterogeneous hash families in which different rows employ possibly different numbers of symbols. The column replacement strategy is generalized to take advantage of these extensions. Some computational results are given to demonstrate the utility of employing heterogeneous hash families.
We expect that there are many constructions that are more sophisticated than the simple ones treated here, and hope that the application to the column replacement constructions will serve as motivation for these.
