Abstract Many strategies have been exploited for the task of feature selection, in an effort to identify more compact and better quality feature subsets. The development of natureinspired stochastic search techniques allows multiple good quality feature subsets to be discovered without resorting to exhaustive search. In particular, harmony search is a recently developed technique mimicking musicians' experience, which has been effectively utilised to cope with feature selection problems. In this paper, a self-adjusting approach is proposed for feature selection with an aim to further enhance the performance of the existing harmony search-based method. This novel approach includes three dynamic strategies: restricted feature domain, harmony memory consolidation, and pitch adjustment. Systematic experimental evaluations using high dimensional, real-valued benchmark data sets are conducted in order to verify the efficacy of the proposed work.
amongst individual features, or of combined subsets of features. This is the so-called "curse-of-dimensionality" problem [3] . Applications such as text processing, data classification, and systems control [27, 37, 38] can benefit from the application of FS, after the noisy, irrelevant, redundant or misleading features being removed or reduced [21] .
Given a data set with n dimensions, FS attempts to search for an "optimal" feature subset amongst 2 n candidate subsets. An exhaustive method may be employed. However, it is often impractical for most data sets. Alternative approaches based on hill-climbing (HC) have been exploited where features are removed or added iteratively until there is no further improvement to the current candidate solution. These techniques may converge quickly, but their work on an individual feature basis may lead to a strong assumption that features are entirely independent of each other. Correlated features may potentially lose their required attention, whilst such interfeature dependences are usually very common in real-world data. Thereby, HC approaches may result in the discovery of sub-optimal solution, both in terms of the quality evaluation score and the subset size. Alternative methods use random search or heuristic strategies in an attempt to overcome such shortcomings. Nature-inspired heuristics such as genetic algorithms (GAs) [17] , genetic programming [33] , particle swarm optimisation (PSO) [42] , simulated annealing [1] , and tabu search [31] are also employed for FS with varying degrees of success.
Harmony search (HS) [16] is a recently developed metaheuristic optimisation algorithm mimicking musical improvisation phenomenon, during which, each musician plays a note for discovering a best harmony all together. HS has been very successful in performing various engineering optimisation problems [2, 7, 14, 25, 39, 41, 46] and machine learning tasks [8, 28] . Several advantages over traditional optimisation techniques have also been demonstrated [16, 45] . HS imposes only limited mathematical requirements and is not sensitive to the initial value settings. Being a population-based approach, HS works by generating a new vector that encodes a candidate solution, after considering the quality of existing tentative solutions. This is in contrast to the classical genetic algorithms that typically consider only two (parent) vectors in order to produce a new (child) vector. The original HS technique has been improved by methods that dynamically adjust its parameters [16, 29] , making the algorithm more adaptive to the variance in variable value ranges. Work has also been carried out to analyse the evolution of the population variance over successive generations in HS, thereby drawing important conclusions regarding its exploration power [7] .
An application of HS to FS (HSFS) has also been recently developed [12] , which has demonstrated competitive FS outcomes. However, the original HSFS is inflexible at adjusting the size of the parameter musician population, which directly affects the performance on feature subset size reduction. This weakness is alleviated to a certain extent by its iterative refinement extension, but the fundamental issue remains. Stochastic mechanisms have not been explored to their maximum potential by the original work, as it does not employ the parameter of pitch adjustment rate due to its ineffective mapping of concepts.
In this paper, a self-adjusting HSFS method is proposed. This new technique extends the original idea of HSFS, built on the basis of an earlier, preliminary investigation into the self-configuration of its internal components [47] , supported with substantial rigorous experimental evaluation. In particular, the concept of a restricted feature domain is introduced in order to limit the locally explorable solution domains (of individual musicians), allowing more informative features to be located more quickly, whilst also reducing the run-time memory requirement of the algorithm. A harmony memory consolidation mechanism is developed, which allows musicians (that act as individual feature selectors in the algorithm) to exchange information on tentatively selected features locally, and helps identify and remove non-contributing musicians. As a result, the size of the musician group can be dynamically adjusted during the search. Furthermore, the pitch adjustment strategy is presented which mimics the pitch adjustment behaviour of instrumentalists. It is used by HSFS for fine tuning the emerging feature subsets. In such a scheme, a feature may be substituted by its neighbour, which is determined via the use of a certain feature similarity measure.
The remainder of this paper is organised as follows. Section 2 introduces the original HSFS algorithm that this work aims to improve upon. The proposed self-adjusting HSFS algorithm is described in Section 3, which includes the three newly developed techniques: restricted feature domain, harmony memory consolidation, and pitch adjustment. Section 4 provides results of a series of experimentations, which are carefully conducted for the purpose of demonstrating the benefits and characteristics of the presented strategies.
These experimentations include comparative studies with alternative feature selection methods, tested over both typical benchmark datasets and real-world high-dimensional datasets. Finally, Section 5 summarises the paper and suggests the possible directions where the work may be refined and applied.
Feature Selection with Harmony Search
HS [16] is a meta-heuristic algorithm that attempts to find a solution vector that optimises a given (possibly multivariate) objective function. During such an iterative search process, each musician (decision variable) chooses a note (variable value) in order to find a best harmony (a potential global optimum) in conjunction with the other musicians. HS has a novel stochastic derivative (for discrete variables) based on musician's experience, rather than gradient (for continuous variables) in differential calculus. In this section, a general overview of the FS concepts is given, and the HS-based FS technique (HSFS) [12] is also summarised for completeness.
An information system in the context of FS is a tuple X, Y , where X is a non-empty set of finite objects, also referred to as the universe of discourse; and Y is a non-empty, finite set of features. For decision systems, Y = {A ∪ Z} where A = {a 1 , · · · , a |A| } is the set of input features, and |A| denotes the cardinality of A, which may be either discreteor real-valued; and Z is the set of decision features. Various methods have been developed in the literature for the purpose of evaluating the quality of a given feature subset B ⊆ A. The focus of this paper lies with the use of group-based feature subset evaluation [9, 19, 22] , which may particularly benefit from the stochastic properties of HSFS [12] . Such evaluation methods typically produce a normalised score f (B) ∈ [0, 1], f (∅) = 0, for a given feature subset B, which is hereafter referred to as the feature subset evaluation score. Here f : B → R represents a subset evaluation function that maps a set of feature subsets onto the set of real numbers.
Mapping of Key Notions
For conventional optimisation problems, the number of variables is pre-determined by the objective function to be optimised. However for HS, there is not a fixed number of elements in any potential candidate feature subset. In fact, the size of the emerging subset itself should be reduced in parallel to the optimisation of the subset quality evaluation score [9, 19, 40] . Therefore, when converting concepts, such as those shown in Table 3 .2, a musician is best described as an independent expert or a "single feature selector", where the available features translate to musical notes for musicians. Each musician may select one feature to be included in the emerging feature subset (the harmony), which is the combined vote from all musicians, indicating which features are being nominated. The pool of the original features A forms the range of musical notes available to each of the musicians. Multiple musicians are allowed to choose the same feature, and they may opt to choose none at all. A feature subset quality evaluation method assesses each of the new subsets found during the search process. The original HSFS algorithm uses 4 parameters: HMS |H|, the maximum number of iterations k max , the size of the musician group |M |, and the harmony memory considering rate δ that encourages a musician to randomly choose from all available features (instead of within its own note domain). 2 shows a duplication of choices from the first three musicians, and a discarded note (represented by a − ) from musician m 6 , representing a reduced subset B H 2 = {a 2 , a 3 , a 13 }. H 3 signifies the feature subset B H 3 = {a 2 , a 6 , a 4 , a 13 }, where a 3 →a 6 indicates that m 4 originally voted for a 3 , but was forced to change the choice to a 6 due to δ activation. For simplicity, the explicit encoding/decoding process between a given harmony H j and its associated feature subset B H j is omitted in the following explanation. For conventional optimisation problems, the range of possible note choices for each musician is in general different from those for the other musicians. However, when applied to FS, all musicians jointly share one single value range, which is the set of all original features. The iterative steps of the HSFS algorithm are shown in Fig. 1 , where the operations of the approach are outlined.
Work Flow of HSFS

-Initialise Harmony Memory
The parameters are assigned according to the given problem, including: |H|, |M |, k max , and δ. The subset storage containing |H| randomly generated subsets is then initialised. This provides each feature selector with a note domain of |H| features, which may include identical choices and nulls. -Improvise New Subset A new feature is chosen randomly by each feature selector out of their working feature domain, and such chosen features together form a new feature subset. In the event of δ activation, a random feature will be chosen from all available features to substitute the feature selectors' own choice.
If the newly obtained subset achieves a higher evaluation score than that of the worst subset in the subset storage, the new subset is recorded and included in the subset storage and the existing worst subset is removed, otherwise this feature subset is discarded. The comparison of subsets takes into consideration of both evaluation score and subset size in order to discover the minimal reduction at termination.
-Iteration
The improvisation and comparative update procedure continues until a predefined maximum number of iterations k max is reached. The final output is the feature subset with the highest quality, out of those stored within the harmony memory at termination.
HSFS offers a clear advantage in that a group of features are evaluated as a whole. A newly improvised subset is not necessarily included in the subset storage, simply because one of the features has a locally strong evaluation score. This is the key distinction to any of the hill-climbing based approaches. The integer-valued subset representation also provides a greater freedom of diversification, allowing the stochastic mechanisms of HS to be better exploited. This approach enables the stochastic mechanisms offered by HS to be better exploited, allowing HSFS to achieve a higher search performance than its binary-valued counterpart [11] .
Self-Adjusting HSFS
The original HSFS algorithm, despite its competitive performance, relies on a limited set of basic procedures to improvise and search for good quality feature subsets. However, the algorithm can potentially be modified to better support FS. This section details three new components developed to enhance the performance of HSFS.
Restricted Feature Domain
In the original HSFS implementation, all musicians m i ∈ M, i = {1, . . . , |M |} jointly use a single domain of values, which is the pool of all features A. The total number of features |A| inevitably affects the rate that musicians identify good quality features. The presence of less informative features also reduces the likelihood of locating better features through δ activation. As a result, the algorithm may potentially spend unnecessary iterations improvising poor quality candidate solutions, and such emerging feature subsets will be discarded since they introduce no improvement to the harmony memory.
A new concept termed the restricted feature domain (RFD) is therefore proposed to remedy the aforementioned shortcoming. This mechanism restricts the value domain ℵ i for any given musician m i to a selective subset of A: The RFDs are constructed during the initialisation phase and reconstructed when the number of musicians is adjusted during the iteration phase. Hence, the recombination of RFDs dynamically affects the choice of musicians throughout the search process. Of course, the union of these RFDs should be equivalent to the full set of features: i∈{1,2,...,|M |} ℵ i = A in order to ensure that no important features are mistakenly left out. The feature distribution amongst all the musicians should also be random but uniform. The cardinality of ℵ i is thus devised to be controlled by a restricted ratio λ,
A set of RFDs can be generated through various methods, so long as the desired properties that are described above are satisfied. Additionally, if problem domain-specific information is available (e.g., provided by human experts), RFDs may also be populated or adjusted in favour of better quality features. In this paper, for simplicity, an RFD is empirically generated by randomly removing features until |ℵ i | = λ · |A| , λ = 0.8, while maintaining a full coverage of features across all musicians. The pseudo code of the suggested mechanism is given in Algorithm 1.
Algorithm 1: HSFS with RFD
A: full set of features M : group of musician m i ∈ M, i = 1, ..., |M | δ: harmony search considering rate H new : new harmony being improvised
Self-Configuration of Musician Size
The main challenge for FS is to effectively reduce the size of candidate feature subsets, while maintaining their original semantics. The iterative refinement procedure employed by HSFS aims to address this issue (to a certain extent), which is made possible by its flexible mapping of musical concepts onto their associated elements in FS. In particular, a musician is not tied to a specific feature, thereby becoming an independent, single-feature-selector. This forms a sharp contrast to many alternative methods that rely on binary-valued feature subset representation.
Algorithm 2: Process of HMC
The iterative refinement procedure first initialises the number of musicians to be the size of the complete set of original features |M | = |A|. This ensures that no human assumption is involved in the configuration of |M |, and that the feature subset size may be adjusted according to the actual amount of redundancy present in the data. |M | is then iteratively reduced (in so doing, the size of feature subsets to be selected is restricted) until no smaller solution can be found without sacrificing the evaluation score. As such, although effective, this procedure leads to repetitive executions of the entire search process, and the earlier executions may also over-restrict the search process to a sub-optimal solution region. 
The self-adjusting HSFS algorithm proposed herein embeds an alternative procedure to the aforementioned. It attempts to dynamically and naturally adjust |M | throughout a single execution of the search, via a means of identifying and eliminating the potentially non-contributing musicians (with their note domains fully filled by duplicated nominations or discarded votes a − ). This procedure is referred hereafter as harmony memory consolidation (HMC). The pseudo-code of HMC is given in Algorithm 2. In particular, to better determine the presence of non-contributing musicians, the following process needs to be performed:
1. The duplicating nominations within each of the harmonies stored in the harmony memory are replaced by a − .
2. The desirable value of |M | may then be derived using the formula given below:
Alternatively, |M | may be determined by first converting harmonies H j ∈ H into feature subsets B H j , and then computing:
3. The existing harmonies are trimmed by randomly remov-
The normal HSFS improvisation process is then resumed, on the basis of the newly consolidated harmony memory.
An illustrative example is given in Table 3 . The initial harmony memory (at iteration k) consists of several duplicate and discarded nominations, which are identified during the HMC process. For instance, feature subset (a 1 , a − , a 2 , a − , a 1 , a 2 , a 3 ) may be changed into (a 1 , a − , a 2 , a − , a − , a − , a 3 ) in this given example. The number of musicians is then reduced to |M | = max(3, 4) + 1 = 5, and the respective harmonies are also trimmed. The resultant harmony memory after consolidation is then used for the next iteration (k + 1). Note that the HMC procedure may also be utilised to facilitate the expansion of the musician group, because the value of |M | is determined with respect to the size of the largest feature subset in H as shown in Eq. 2. The rationale behind such a mechanism is to allow larger feature subsets to be nominated, if they may lead to a potentially higher (overall) quality solution. Table 4 details an example of harmony memory expansion, where the harmony memory at iteration k contains a candidate feature subset of size |B| = |M |. It is probable that there exists more informative feature subsets of size |B | > |M |, and therefore, the size of the musician group is enlarged by inserting a − at random positions for all H ∈ H.
Feature Subset Adjustment Using Feature Similarity Measures
The base HS algorithm involves another parameter, termed the pitch adjustment rate (PAR). It offers a stochastic mechanism that allows a note chosen by a given musician to be shifted to a neighbouring one. The underlying motivation of this mechanism is that minor adjustments into neighbouring values may help discover better quality solutions, which is generally true for real-valued optimisation problems. PAR, in conjunction with δ, ensures that fine adjustments can be made to an emerging solution, and the solution region may be sufficiently explored.
The original HSFS algorithm does not exploit the benefits offered by PAR. This is because that the values now represent feature indices, each feature and its "neighbours" may not have such general relation, and thus, an adjustment will result in a change into a possibly unrelated feature nearby. However, the absence of PAR hinders the strength of the algorithm in terms of its effectiveness for finding good quality feature subsets. Having recognised this, the pitch adjustment mechanism is re-introduced in this improved HSFS approach together with a method to determine "neighbouring" features. In the context of FS, the use of the PAR parameter ω, 0 ≤ ω ≤ 1, will enable a musician to choose a neighbouring feature. Such a feature bears a similarity with the original similarity within the range calculated on the basis of the formula (1 − τ ) + Rand(2 × τ ), where τ is the fret width that constrains the maximal amount of dissimilarity allowed. Note that (1 − ω) denotes the probability of using the chosen value without further alteration. Also, as suggested in the original HS algorithm the pitch adjustment procedure and δ activation are set to two mutually exclusive events so that further adjustment is only carried out when a feature is selected from within the harmony memory.
To determine the neighbouring features, a number of existing feature similarity measurements may be employed. For example, the non-parameter test-based approaches such as the Walds-Wolfowitch test [23] may use to detect the closeness of probability distributions of the variables. However, such measures are sensitive to both location and dispersion of the distributions [5, 30] , and hence, may not be suitable to measure the similarity of features in arbitrary data sets. Alternatively, the dependency between the features may be utilised to calculate the degree of feature similarity. In this paper, two existing dependency measures, both linear (correlation coefficient-based [32] ) and non-linear (fuzzy-rough set-based [22] ) are used to obtain the degree of similarities amongst any paired features.
Correlation Coefficient-Based Feature Similarity
Correlation coefficient is a common linear method for measuring the degree of similarity between two random variables. Correlation coefficient ρ between two random variables x and y is formulated as:
where σ x and σ y signify the variance of a variable and σ xy the covariance between two variables. If x and y are entirely correlated, then purely linear relationship exists and ρ(x, y) is ±1. Independence of x and y implies ρ(x, y) = 0. Hence, the quantity can be used as a measure of similarity between two features [20] with the following properties:
1. |ρ(x, y)| ≤ 1. The correlation coefficient may be sufficient to the strength of feature similarity, but it makes a strong assumption on linear and highly dependent relationships between features. Non-linear patterns are neglected. For example, assume there exists a quadratic relationship between the value of x and y (x = y 2 ), and y is evenly distributed in the range of [−1, 1]. The resulting correlation coefficient ρ(x, y) = 0, indicating that x and y are independent. However, there in fact exists a strong dependency between them. Thus, an alternative approach may be necessary.
Fuzzy Rough Set-Based Feature Similarity
Fuzzy-rough set theory [10, 35] is an extension of traditional rough set theory [34] , where two sets: the lower and upper approximation are defined using fuzzy notions [13] . Rough set is centred upon crisp information granulation. In the crisp case, elements either belong to the lower approximation with absolute certainty or not at all. In the fuzzy-rough case, elements may have a membership in the range [0, 1], allowing greater flexibility in handling uncertainty. The concepts of fuzzy lower and upper approximation are defined as follows:
where I is a fuzzy implicator and T a t-norm. R P is the fuzzy similarity relation induced by the subset of features P :
with µ Ra (x, y) being the weight of similarity between instance x and y for feature a. The following three common fuzzy similarity models can be constructed for this purpose.
where σ a is the standard deviation of feature a, a max is the maximum value under the feature a, whereas a min is the minimum value. The fuzzy positive region is defined by:
The resulting degree that a set of features Q depends on another set of features P is denoted as P ⇒ Q and is defined as:
Since this paper only concerns similarity measurements between two arbitrary single features, say, a i and a j ∈ A. Eq. 12 may be re-written as:
representing the dependency degree of feature a i upon a j . This formula is used to locate the suitable closest and most dependent neighbouring feature. To ease the understanding, Algorithm 3 shows the pseudo-code of the improvisation process using pitch adjustment.
Algorithm 3: Improvisation Process using PAR
H new : target harmony being improvised
Self-Adjusting HSFS
The procedure of the complete self-adjusting HSFS algorithm is illustrated in Fig. 2 . It incorporates three new modules: RFD construction, harmony memory consolidation, and PAR-based feature subset improvisation. The complexity of the HSFS algorithm is analysed below. The initialisation requires O(|M | × |H|) operations to randomly populate the subset storage, and the improvisation process is of the order O(|M | × k max ) because every feature selector needs to produce a new feature at every iteration. Here, |H| is the subset storage size, |M | is the number of feature selectors, and k max is the maximum number of iterations. The construction of restricted feature domains requires O(|M |×k max × λ×|A| ), which occurs in both initialisation phase and iteration phase when the number of musicians is changed. The HMC procedure has a computational complexity of O(|H| × |M |) since all stored harmonies need to be examined and consolidated. The additional overhead introduced by the PAR process is largely due to the feature similarity matrix construction, which incurs a cost of up to O(|A| 2 × |X| 2 ), where |X| is the total number of training the instances in data set. Thus, the overall algorithm complexity (including the initial cost of computing the feature similarity values) is:
Experimentation and Discussion
In this section, the results of experimental investigations are reported to demonstrate the capabilities and characteristics of the proposed improvements. Notationally, in the results, HSFS SA stands for the whole algorithm that incorporates all of the newly proposed mechanisms. Section 4.1 presents a comparison against other search methods, including the original HSFS (HSFS O ) and two nature-inspired optimisation techniques: genetic algorithms (GAs) [24] and particle swarm optimisation [6] . Two filter-based feature subset evaluators with score values f (B), 0 ≤ f (B) ≤ 1: the correlationbased (CFS), and the probabilistic consistency-based (PCFS) are employed. The experimentation uses a total of 10 realvalued UCI benchmark data sets [15] , several of which are of high dimensionality and/or contain a large number of objects, thereby presenting reasonably realistic challenges for the proposed techniques. A summary of these data sets is provided in Table 5 . Parameter setting in the investigated algorithms are presented in Table 6 . Finally, the C4.5 algorithm [43] is adopted due to its popularity to verify the quality of the selected feature subsets from an end classifier learner's perspective, where stratified ten-fold cross-validation is exploited for accuracy validation. arrhythmia  280  452  13  handwritten  257  1593  10  ionosphere  35  230  2  libras  91  360  15  multifeat  650  2000  10  secom  591  1567  2  segment  20  1500  7  sonar  61  208  2  cnae  857  1080  9  web  2557  149  5 
Comparison with Alternative Search Strategies
Stratified tenfold cross-validation (10-FCV) is used. For a given data set, it works by dividing the data into ten subtables. Nine of these ten sub-folds are employed for training, where FS is employed to learn the optimal feature subset. The remaining single fold is used to test the classifier using the selected feature subset. This process is then repeated ten times. Therefore, each fold is used for testing only once and the stratification of the data ensures that each class label has the same representation in all folds, thereby helping to alleviate bias/variance problems [4] . In the experiments, 10-FCV is performed using ten different random folds of the data in order to lessen the impact of random factors within the heuristic algorithms. These 10 × 10 sets of evaluations are aggregated to produce the final experimental outcomes.
In addition, a paired t-test with two-tailed p = 0.01 has been performed in order to compare the statistical differences between results obtained by HSFS O and HSFS SA , as given in Table 7 . The symbol 'v' indicates that HSFS SA obtains a better results than HSFS O , '−' denotes that there exists no statistical difference between the results, and ' * ' signifies that HSFS SA results in statistically worse search performance. These comparisons are made in terms of whether the generated feature subsets offer higher evaluation score, smaller subset size and/or better classification accuracy.
As reflected in Table 7 , for CFS, higher evaluation scores are obtained using the proposed techniques for six of the ten data sets (indicated with v) when compared to HSFS O . For the remaining four data sets: ionosphere, secom, segment, and sonar, more compact subsets are discovered with equal evaluation scores (or with the tiny difference in evaluation score). The bold figures signify improved performance when compared with HC, where HSFS SA enables further reduction of the size of the selected feature subsets. Although the GAs are capable of identifying higher quality subsets for several data sets, they are unable to identify good quality solutions for the higher dimensional data sets such as arrhythmia, multifeat, secom, cnae, and web. Importantly, the classification accuracy of the classifier learners built using the reduced feature subsets (selected by HSFS SA ) is improved, particularly for arrhythmia (by 13.40%), sonar (by 5.04%), and web (by 5.43%).
Note that the execution time of HSFS SA is longer than HSFS O for most of the data sets except sonar and web, which is caused by the complexities incurred because of the introduced self-adjusting components. This observation confirms the complexity analysis performed in Section 3.4.
For the results obtained using the PCFS evaluator, the performance improvement over the original algorithm is more obvious, where better subsets are selected across all data sets. Note that only a single feature is selected by HC for the secom data set. This is because no additional features offer any increase in the evaluation score, when combined with this selected feature. However, better combinations of features do exist, which are successfully identified by all other employed stochastic approaches. Feature subsets obtained by GAs are mostly comparable to the others in terms of the evaluation scores. GAs are indeed able to identify feature subsets of optimal quality for data set libras. The classifiers built using the feature subsets selected by HSFS SA also show improved classification performance for six of the ten data sets. Interestingly, higher classification accuracies are obtained by HSFS SA for nine of the whole ten data sets when compared to HSFS O . For the remaining data set, libras, the minor differences in accuracy are acceptable, given the substantial reduction in the averaged feature subset size (16.40 for HSFS SA , and 57.23 for HSFS O ).
Effect of Individual Strategy
Two of the data sets with the largest number of features: multifeat and secom are employed for the remainder of the experimentation. Each of the proposed modifications to HSFS is tested on its own in order to ascertain what benefits these strategies offer individually. Fig. 3 illustrates the effects of the restricted ratio λ which controls the size of the RFDs. The results are collected using different values for λ ranging from 0.1 to 1, with an interval of 0.1. Intuitively, if the value of λ is too small, the musicians may have too few features to work with, which will limit the solution quality. For both data sets, the quality of the selected subsets approach peaks at λ = 0.8, when 80% of features in A are utilised. Fig. 4 aims to demonstrate the effectiveness of the HMC process. The algorithm successfully adjusts the number of musicians to a reasonable level, down from the initial setting of |M | = |A|, without subjective intervention. The reduced group size further encourages the remaining feature selectors to identify even smaller candidate solutions. The compactness of the resulting subsets as reported in Tables 7 also provides good evidence for the positive impacts of this process.
The final set of experiments is carried out in order to study the effects of the pitch adjustment rate, by varying ω from 0 to 1 with an interval of 0.1. This parameter manipulates the shift ratio, where a feature is replaced with a random close neighbouring feature. Fig. 5 shows the size and evaluation scores of the best solutions recorded during the search process. The performance of both data sets: multifeat and secom peaks at ω = 0.2, when a feature shifts to neighbouring features with a probability of 20%. Obviously, if the value of ω is set too large, good quality features may be neglected. 
Conclusion
This paper has presented a self-adjusting FS search algorithm which improves the original harmony search-based feature selection [12] with three new techniques. The proposed techniques are conceptually simple and require limited computational overheads in order to achieve positive effects. The musicians in HSFS SA improvise new candidate feature subsets using a selective portion of the full set of original features (RFD), and dynamically adjust their subset size via the HMC process. The pitch adjustment strategy, re-introduced to HSFS via feature similarity measures allows finer yet relevant adjustments to emerging feature subsets. Experimental results show that the added enhancements can indeed further improve the quality of the resultant feature subsets (when compared to the original HSFS approach), and also obviate the need to precisely pre-configure the size of the musician group.
Although promising, much can be done to further refine the proposed improvements. While the possibility of exchanging information between musicians has been explored in the HMC procedure, there may exist alternative applications of this mechanism (e.g., promoting high quality features, or preserving minority features). Note that these proposed improvements may also be employed by other nature-inspired FS search algorithms. In particular, the PAR mechanism of HS is conceptually similar to mutation operators used by GAs and PSO. Alternative feature similarity measures are also worth investigating, which may prove to be more efficient than fuzzy-rough set-based measures. Finally, theoretical extensions to the techniques in the area of dynamic FS, classifier ensemble reduction with FS, and feature grouping are also of interest in further developing this work.
