A new approximation of the discriminant of a second order periodic differential equation is presented as a recursive summation of the evaluation of its excitation function at different values of time. The new approximation is obtained, at first, by means of Walsh functions and then, by using some algebraic properties the dependence on the Walsh functions is eliminated. This new approximation is then used to calculate the boundaries of stability. We prove that by letting the summation elements number approach to infinite, the discriminant approximation can be rewritten as a summation of definite integrals. Finally we prove that the definite integrals summation is equivalent to the discriminant approximation made by Lyapunov which consists in an alternating series of coefficients defined by multiple definite integrals, that is, a series of the form A = A 0 − A 1 + . . . + (−1) n A n , where each coefficient A n is defined as an n−multiple definite integral.
Notation
x + (α + βp (t)) x = 0 Hill Equation 
Introduction
Linear periodic differential equations can describe the dynamical behaviour of a large number of mechanical systems. They arise quite frequently as the result of linearising a non-linear system about a periodic solution. An important second order example is the Hill equation
x + (α + βp (t)) x = 0, p (t + τ ) = p (t) (1.1) where τ is the minimum period of the excitation function p (t), and p (t) is assumed piecewise continuous. Equation (1.1) has been used to describe problems in engineering and physics, including problems in mechanics, astronomy and the theory of electric circuits [1, 2] . As is well known the analytic solution of (1.1) can not been obtained and the analysis of stability hinge on the numerical calculation of its solutions. We can prove that the stability of the solutions of the periodic differential equation (1.1) is defined by an autonomous function which depends only on its constant parameters α and β, and on the minimum period of its excitation function p (t). This remarkable function is known as the discriminant associated to the Hill equation (1.1) and it is denoted as ∆ (α, β). In [3] Lyapunov obtained an approximation of the discriminant in terms of the alternating series the coefficients A k are defined, applying successive approximation [4] , as
. . . (τ − t 1 + t n ) (t 1 − t 2 ) . . . (t n−1 − t n ) q (t 1 ) . . . q (t n ) dt 1 dt 2 . . . dt n where q (t) = α + βp (t) and τ is the minimum period of p (t), i.e. q (t + τ ) = q (t). In [5] Lyapunov did a detailed analysis of his approximation. He obtained the series (1.2) by considering the equation
x + λq (t) x = 0 instead of (1.1), and then expanding the characteristic constant A (λ) in powers of λ, i.e. A (λ) = A 0 − λA 1 + λ 2 A 2 . . . + (−λ) n A n + . . ., and then setting λ = 1 for obtaining (1.2) . Some other discriminant approximation may be found in [6] and in [7] , the former approximation is based on some properties of the Sturm-Liouville problem and the latter is based on the successive approximation method.
For clarifying the notion of discriminant ∆ (α, β), let x 1 and x 2 be two solutions of (1.1) subject to the initial conditions x 1 (0) = 1, x 2 (0) = 0
It is known [8] that if ρ is solution of the characteristic equation 2 from where one can notice that: If −2 < ∆ (α, β) < 2, the roots ρ 1,2 are complex conjugated numbers and lie on the unitary circle, thus x 1 (t) and x 2 (t) are bounded so all the solutions of (1.1) are bounded: If ∆ (α, β) = ±2, ρ = ±1, there is at least one τ -periodic or τ -anti periodic solution 3 and if the modulo of ∆ (α, β) is greater than 2 then, there is one bounded and one unstable solution. So the stability of the solutions of (1.1) are determined by its discriminant ∆ (α, β), for further information see section 2.
The aim of the present work is: a) to introduce a new approximation for the discriminant ∆ (α, β). This is accomplished by doing a series of assumptions on a new approximation obtained by means of Wash series and then reducing it to a recursive summation, in terms of evaluation of the excitation function at different values of time t n ∈ [0, τ ], n = 1, 2, . . .; and, b) based on the new form of ∆ (α, β), we give an alternative proof to the discriminant approximation obtained by Lyapunov in [3] and [5] . The new approximation may be seen as a "discrete" form of the Lyapunov approximation.
This work is structured as follows: In section 2 we give a brief introduction to the theory of periodic differential equations and Walsh series; Section 3 and 4 are dedicated to give a rough approximation of the discriminant of (1.1); in section 5 we give the new approximation of ∆ (α, β) and the alternative proof of the Lyapunov approximation is done; and in section 6 we obtain the transition curves of a Hill equation.
Preliminaries

Background for 2nd order linear periodic differential equations
Consider the linear periodic equationẍ + (α + βp (t)) x = 0 where p (τ + t) = p (t), by the usual change of variable z 1 = x and z 2 =ẋ the differential equation can be rewritten as
It is well known that the general solution of (2.1) is the state transition matrix Φ (t, t 0 ) whose columns are linearly independent solutions of (2.1) subject to the initial conditions Φ (t 0 , t 0 ) = I 2 , in other words, let x 1 and x 2 be two linearly solutions of the periodic equationẍ + (α + βp (t)) x = 0 subject to the initial conditions
then the state transition matrix is
The importance of the matrix Φ (t, t 0 ) lies in the fact that all solutions of any differential equation, in particular our equation (2.1), can be expressed in terms of the transition matrix as z (t) = Φ (t, t 0 ) z (t 0 ), for all z (t 0 ). The matrix Φ (t, t 0 ) of a periodic system may be written as a multiplication of three matrices, two of them are time dependent matrices and the other is a constant matrix; it can be proved that one of the time dependent matrices is bounded and periodic, and the other is an exponential one: the former gives us information about the phase of the solutions; and the latter contains information about the growth of the solutions, see [9, 10] . The next Theorem, due to Floquet, gives us the mentioned factorization Theorem 2.1. The state transition matrix Φ (t, t 0 ) ∈ R 2×2 associated to the periodic differential equation (2.1) has the form Φ (t, t 0 ) = P −1 (t) e B(t−t0) P (t 0 )
where P (t) and B are 2 × 2 matrices, P (t + τ ) = P (t) and B is a constant matrix, not necessarily real.
Proof. The proof can be found in [11] . If we set t 0 = 0 then the factorization made in Theorem 2.1 is reduced to Φ (t, 0) = P −1 (t) e Bt , this follows from the fact that P −1 (t) = Φ (t, 0) e −Bt so if t = 0 then, P (0) = I 2 . Theorem 2.1 implies the following: for t > 0, set t = kτ + t 1 , t 1 ∈ [0, τ ) where k is a non-negative integer and t 0 = 0, by the property Φ (t 2 , t 0 ) = Φ (t 2 , t 1 ) Φ (t 1 , t 0 ) we can write any solution of (2.1) as
then, the stability of any solution z (t) depends on the matrix M , i.e. since Φ (t 1 , 0) for t 1 ∈ [0, τ ) and z (0) are bounded and using the well-known fact that:
n , the only factor of the solution that could grow without bound, as time t increases, is the matrix M k , the matrix M is known as the monodromy matrix associated to (2.1). In fact, from equation (2.2) we can notice that one can obtain any solution of (2.1) by only knowing the state transition matrix at the interval t ∈ [0, τ ]. And then, we can state the following Lemma 2.2. Let ρ i be the eigenvalues of the monodromy matrix M then the solutions of (2.1) are
• Asymptotically stable if and only if all |ρ i | < 1
• Stable if and only if all |ρ i | ≤ 1, and if any ρ i has modulo one, it must be a simple root of the minimal polynomial of M .
• Unstable if and only if there is a ρ i such that |ρ i | > 1 or if all |ρ i | ≤ 1 but one ρ j : |ρ j | = 1 and ρ j is a multiple root of the minimal polynomial of M .
Remark 2.3. Notice that the system (2.1) can be written as a Hamiltonian system
thus, its solutions cannot be asymptotically stable, they can only be bounded or unstable. Moreover, the state transition matrix is a symplectic matrix therefore, its eigenvalues are symmetric with respect to the unitary circle [12] . The condition ρ i = ±1 implies that there exists at least one periodic solution (ρ i = 1) or anti-periodic solution (ρ i = −1).
We will expand the last part of the latter remark, but first notice that if
the independent term is equal to 1 because of the Liouville theorem [13] , and the eigenvalues are
if we define the discriminant of the equation (2.1) as
then the eigenvalues and therefore the stability of the solutions depend on the discriminant ∆ (α, β).
The discriminant of the Hill equation has been extensively studied, see for example [5, 10, 14] among others. One of the most remarkable theorems on this subject was done by Haupt [8] , he proved that, for fixed β, the functions ∆ (α, β) = 2 and ∆ (α, β) = −2 have an infinite number of zeros, and there exist intervals where |∆ (α, β)| is less than 2, some where |∆ (α, β)| is larger than 2 and some values of α, β where
Theorem 2.4. Let ∆ (α, β) be the discriminant of the periodic differential equationẍ + (α + βp (t)) x = 0, where p (t) is a real valued function and p (t + τ ) = p (t), the coefficients α and β are real numbers and β is fixed. There exist two infinite sequences
These sequences interlace in such a way that λ 0 < λ
Proof. The proof can be seen in [14] or [8] . Theorem 2.4 implies that, for a fixed β, the discriminant ∆ (α, β) of equation (2.1) has an infinite number of stable and unstable intervals, and those intervals will be bounded by zeros of ∆ (α, β) = 2 and ∆ (α, β) = −2. If we eliminate the condition on β, the boundaries characterized by ∆ (α, β) = 2 and ∆ (α, β) = −2 will define the so called transition curves in the α − β plane, Figure 4 in section 6 shows the transition curves for the equationẍ + (α + β (cos (t) + cos (2t)))x = 0
Walsh Series
In this part the main properties of the Walsh functions are described and some of them are proved. The Walsh functions w n (t) form an ordered set of rectangular waveforms taking only two amplitude values ±1 and they form an orthogonal set of L 2 [0, 1], the Lebesgue space of square integrable functions on [0, 1], see [15] , i.e. The representation of Walsh functions by Hadamard matrices is known as Walsh matrix, we will denote it as W H , each row corresponds to a Walsh function. The Walsh matrix is obtained by rearranging the rows of a Hadamard matrix 5 . In this work we are rearranging the rows in a dyadic manner [16] , which is a different ordering of the same set. The Walsh matrix for the first eight Walsh functions in Fig. 1 is
the sign of each row entry correspond to the sign of the Walsh function that is being represented at some time, in other words, the first entry of the first row is w 1 (0) and the last entry is
k is a symmetric and almost orthogonal matrix,
It is known that every function f (t), which is integrable (in the Lebesgue sense), could be represented by a Walsh series [16] defined over the interval t ∈ [0, 1] as
k are the weights associated to each Walsh function andw 2 k (t) =
k , k is a positive integer number and it is related to the accuracy of the representation (2.4). From now on we will use 2 k to denote the order of the approximation. The coefficients a n are given by
equation (2.4) can also be written in terms of the Walsh matrix as f (t) =ā T W H . A very attractive property of Walsh functions is that the integrals of the function w n which belongs to the finite set {w 0 , w 1 , . . . , w 2 k −1 } can be represented in terms of the set functions [17] , in order to illustrate this property, lets take the first integral of w 0 (t) and then represent it as in (2.4) for k = 2 and t ∈ [0, 1], so
similarly, one can take the first integral of w 1 (t), w 2 (t) and w 3 (t) to obtain
rewriting the last four equations
with similar arguments one can generalize (2.6) as
where P (m) ∈ R m×m , m = 2 k , and
Matrix P is the Walsh function integration operator. It is worth to notice that P is non-singular since its determinant is det (P ) = 1 2 k . Another remarkably useful property of Walsh functions is that they are closed under multiplication, the multiplication of Walsh functions is defined as
where ⊕ represents no-carry modulo-2 addition 6 [15] . For example
It is of great importance to notice that if w n (t) and w m (t) belong to the finite set of Walsh functions
then, w n (t) w m (t) may be represented in terms of the finite set of Walsh functions to which they belong. Some other properties will be presented and proved as we need them. In the next section we obtain a numerical approximation of the discriminant of the Hill equation.
Approximation of the discriminant ∆ (α, β)
It is well known that the problem of solving the second order differential equation,
where g (t) is bounded and for t ≥ 0, it is equivalent to solving the associated integral equation [18] 
There is a vast amount of numerical or pseudo-analytical methods by which one can approximate the solution of (3.1) or (3.2), see for example [19, 20] . In this part we will approximate the solution by means of Walsh functions i.e. we will propose a solution of the form z =ā .4). Consider the problem of solving a Hill equation
where p (τ + t) = p (t) is a real bounded function, α, β ∈ R and for t ∈ [0, τ ]. This problem is equivalent to solving the integral equation
6 For example, the no-carry modulo-2 addition of 7 and 2 is equal to 5, since (111
We propose a solution of (3.4) in terms of Walsh functions
Where 2 k denotes the order of the approximation and k is an integer positive number. Integrating (3.3) ones we geṫ
Tw 2 k , where the real constant vectorr ∈ R 2 k is known. Substituting (3.5) in the latter equatioṅ
where the matrix
Notice that the matrix M 2 k is a symmetric matrix, moreover, the first column of matrix M 2 k is the vector of Walsh functionsw 2 k (t) and the other 2 k − 1 columns are permutations of the entries of the first column, that is, the matrix M 2 k can be written as
where each Λ (2 k ) i is a symmetric permutation matrix, see Lemma in Appendix A.1. It is desirable to rewrite the second term on the right hand side of (3.6) so the vectorν T pre-multiply andw (t) post-multiply some matrix Q, i.e.r T M 2 kν =ν T Qw 2 k . For this purpose we introduce the next Lemma, taken from [21] Lemma 3.
are symmetric matrices. By latter Lemma and
integrating once again, one obtains
where e 
solving forν
k is a large dimensional matrix and it does not have any recognizable pattern. Then the approximation of the general solution x of the Hill equation (3.3) and its derivativeẋ, are
2 k (t) +ẋ 0 therefore two linearly independent solutions of (3.4) are
and the approximation of the state transition matrix Φ (t, 0) is
Finally the approximation of the discriminant (2.
where τ is the minimum period of the Hill equation excitation function. The vectorw 2 k (τ ) is the last column of the Walsh matrix W H . The matrices Γ and P ΓP −1 will be denoted as the discriminant sampling matrices, see remark 4.3.
Notice that for determining ∆ (α, β) we only require the first row of the matrix Γ + P ΓP −1 , the main trouble with (3.11) is that we need to obtain the matrix Γ, in other words, we need to find the inverse matrix of a 2 k × 2 k matrix where 2 k is the approximation order and it is related to its accuracy. Nevertheless, (3.11) is easy to treat as we will see in the next section, the non-singularity condition of Γ will be treated in section 5.
Simplification of the ∆ (α, β) approximation
We had seen that in order to compute ∆ (α, β), it is necessary to obtain Γ which is the inverse of a large dimensional matrix. In this section we will obtain a simplified version of ∆ (α, β), i.e. we will see that the matrix Γ + P ΓP −1 can be rewritten as an upper triangular matrix and the dependence on Walsh functions will be eliminated.
Let
k be the representation of the Walsh functions in terms of Hadamard matrix, see section 2, using the fact that the Walsh functions are orthogonal to each other, one can prove that W
We claim that the matrix Λr is similar to a diagonal matrixΛr W −1
k , and p (t) is the Hill equation excitation function. In addition, we can say that p n are the eigenvalues of Λr and the columns of W H are the eigenvectors associated to each p n , namely, ΛrW H = W H diag (p 1 , p 2 , . . . , p 2 k ). This claim follows from Lemma 3.1, for a detailed proof see [22] . Notice that the entries of the diagonal matrixΛr are the function p (·) evaluated at the end of the nth interval. The matrixΛr may be seen as a p (t) sampling matrix.
One can prove that the integration operator P is similar to the upper triangular matrixP
where Q is the nilpotent matrix
, the proof may be found in [23] . For sake of completeness we write the matricesΛr,P andP
is almost orthogonal similar 7 to the upper triangular matrixΓ
Proof. The proof is based on elementary algebraic properties of matrices, one just has to pre-multiply and post-multiply Γ by W
−1
H and W H respectively and to use the definitions ofΛr,P andP
=Γ sinceP is an upper triangular matrix;P 2 and
are also triangular matrices.
Similarly, one can prove that the matrix P ΓP
similar to an upper triangular matrixΓ P = W −1
Now we can rewrite the approximation of the discriminant ∆ (α, β) as Lemma 4.2. IfΓ andΓ P are defined as in (4.1) and (4.2) respectively, then the approximation of the discriminant ∆ (α, β) can be written as
where e = 1 1 . . . 1 T and e 2 k = 0 0 . . . 1 T .
Proof. It follows from the claim (4.1)
where e = e
Notice that the discriminant approximation is the summation of the last column entries of the matrices Γ andΓ P and it does not depend on the Walsh functions any longer.
At first sight the approximations (3.11) and (4.3) are almost the same, both of them have the same problem, they depend on the inverse of large dimensional matrices. But, the fundamental difference between both approximations is the structure of the matrices Γ andΓ, the former is a matrix full of numbers and seems to have no pattern at all, on the other hand, the latter is an upper triangular matrix and has a distinguishable pattern, see (5.1). Furthermore, thanks to the triangular form ofΓ andΓ P one can obtain their last column entries, which is done in the following section. Remark 4.3. As we had seen the discriminant is defined as ∆ (α, β) = x 1 (τ ) +ẋ 2 (τ ), if we set t n = n τ 2 k instead of τ , and change the notation of the discriminant so, the dependence on t n be explicit then, ∆ (α, β) may be written as ∆ (α, β, t n ) = x 1 (t n ) +ẋ 2 (t n ). From the approximation of the state transition matrix (3.10) it is clear that ∆ (α, β, t n ) = e T Γ +Γ p e n , where e n is equal to a 2 k × 1 vector of zeros but equal to one on the n− th entry, this follows from the fact W −1 Hw2 k (t n ) = e n . So ∆ (α, β, t n ) gives us the value of the addition x 1 (t) +ẋ 2 (t) at t = t n , that is, e T Γ +Γ p e n gives us the sampling of the addition x 1 (t) +ẋ 2 (t). Thus, the matricesΓ andΓ P may be seen as the discriminant sampling matrices.
Explicit form of the discriminant ∆ (α, β)
In this part we give an explicit form of the discriminant ∆ (α, β) by removing the dependence on the inverse matricesΓ andΓ P , this is done thanks to their triangular form. First of all we write the matricesΓ andΓ P in order to see the pattern they follow
Now that we have explicitly written the matricesΓ andΓ p , we can deal with the non-singularity condition.
Remark 5.1. By simple inspection of (5.1) we can notice that the only chance for matricesΓ andΓ p to be singular is that the function q (t) α + βp (t) be large enough, in modulo, that some entry of the main diagonal be equal to zero. In other words forΓ andΓ p to be singular the equality
must be fulfilled for some t n = nτ 2 k , n = 1, 2, . . . , 2 k . Remembering thatΓ andΓ P are 2 k × 2 k real matrices and 2 k is the approximation order, (5.2) implies that for α, β and p (t k ) small enough and large enough matrices the non-singularity is guaranteed.
As we said, in the previous section, the discriminant approximation (4.3) computation just requires the last column of the matricesΓ andΓ P , from now on we will call b n and c n (n = 0, 1, . . . 2 k − 1) to the 2 k − n entry of the last column ofΓ andΓ P respectively, i.e.
with this definitions the approximation of the discriminant can be written as
the Lemma in Appendix B.1 gives us a recursive method for obtaining the entries of the last column of a non-singular upper triangular matrix. Now we are ready to state and prove the first of the two main results of this work, Theorem 5.2 gives us, in an explicit manner, the approximation of the discriminant ∆ (α, β) as a recursive summation, in other words, we eliminate the dependence on the inverse matricesΓ andΓ P .
Eliminating the dependence on inverse matrices
The following Lemma gives us a recursive method to obtain the coefficients b n and c n , so the discriminant may be written as in (5.3).
Theorem 5.2. If the discriminant sampling matricesΓ andΓ P are defined as in (4.1) and (4.2) respectively then, the entries b n and c n are:
for n = 1, 2, . . . , 2 k − 1 and with
And the discriminant approximation is
Proof. Defining b n , n = 0, 1, ...2 k − 1, as the 2 k − n entry of the last column ofΓ and by direct application of the Lemma in Appendix B.1 on matrixΓ, eq. (5.1), and doing some simple algebraic operations one
. . .
If we define
By a similar procedure we can obtain the formulas for the coefficients c n , see appendix C
for n = 1, 2, . . . 2 k − 1, ψ h is defined as in (5.9). The last statement of the theorem follows from the equation (5.3) and the definitions of the summations S h and Z h Theorem 5.2 gives us a recursive method for obtaining the coefficients b n , c n and the approximation of ∆ (α, β). Notice that if we define the function q (t) α + βp (t) then, the coefficients will depend on the summation of q (t n ) at t n = n τ 2 k over a subset J ′ of J = 1, 2, . . . , 2 k , i.e. b n and c n depend on n∈J ′ q (t n ) where
n∈J ′ q (t n ) behaves like a definite integral. And the next questions, arise: Could the coefficients b n and c n be written in terms of definite integrals? Moreover, Could the summation of the coefficients b n and c n be written as a summation of definite integrals? Next corollary gives the affirmative answer to the latter question.
Corollary 5.3. If the order 2
k of the approximation (5.6) is large enough so, 2 k → ∞ and 2 2k+2 >> τ 2 (α + βp 2 k ) then, the summations of the first n coefficients b n and c n , S n = n i=0 b n and Z n = n i=0 c n , are
Proof. As we are assuming that 2 2k+2 >> τ 2 (α + βp 2 n ) then (5.9) becomes
(5.14)
For the first part of the corollary we must notice that the summation S n = n i=0 b n can be written as
it follows since
adding the coefficients b 0 to b n and grouping terms we have
From the definition of ξ h and δ, equations (5.10) and (5.14) respectively, one can notice that for ℓ < n
then, we can rewrite (5.15) as a summation that depends on integrals
For the second part of the corollary, we directly apply the definite integral definition to (5.5) and one obtains
Corollary 5.3 not only gives us a recursive method to obtain the summation of the coefficients b n and c n , but, by doing some considerations, it transforms the dependence of the "discrete" approximation of Theorem 5.2 on some discrete values of the excitation function p (t) into a dependence on the definite integral of the continuous function p (t). We should notice that the new expressions of the summations of the coefficients b n and c n (S n and Z n respectively) depend on δ and on the summation of a large number of definite integrals, so it seems that the discriminant approximation ∆ (α, β) ≈ S 2 k −1 + Z 2 k −1 can be reduced even more. Now we are ready to prove the second main result of this work. In the next Theorem we give an alternative proof of the discriminant approximation obtained by Lyapunov in his outstanding work [3] , see Section 1. This new proof is based on Theorem 5.2 and corollary 5.3, and is completely independent of the proof made by Lyapunov.
Theorem 5.4. If ∆ (α, β) is the discriminant of a second order periodic differential equation
then, ∆ (α, β) can be expressed as an alternating series
where the constants A n n = 1, 2, . . . , 2 k − 1 are defined as the multiple integrals
Proof. We know that ∆ (α, β) = S 2 k −1 +Z 2 k −1 , moreover, corollary 5.3 gives us recursive formulas to obtain S n and Z n . The proof of this theorem is based on rewriting the formulas for S n and Z n , this rewriting must replace the recursion by an expansion in terms of powers of the parameter δ = τ 2 k . If we define
then, S n and Z n , equation (5.12) and (5.13) respectively, are
Following the formula for S n and Z n and grouping terms of powers of δ one obtains, see Lemma in Appendix D.1 As we have said the discriminant ∆ (α, β) is approximately equal to the addition of S 2 k −1 and Z 2 k −1 , then ∆ (α, β) may be written as an expansion of powers of δ. If we define the coefficients A n , n = 0, 1, 2, . . . , 2 k −1, as the terms associated to the n − th power of δ, i.e.
A 0 = 2
Notice that the coefficients A n in (5.16) can be rewritten as the multiple integrals 
and for values ofn such thatnδ → 0 then
. . . 
It remains to be proven that the coefficients A n are equal to the coefficients obtained by Lyapunov, which is simply done by rearranging the integration variables, see Lemma in Appendix D.2 for the first three coefficients,
the general term is
thus, the theorem follows. Notice that the coefficients A n of Theorem 5.4 are equal to the coefficients of the Lyapunov approximation, see section 1, but for a factor 1 2 , this difference is because we consider the discriminant as ∆ (α, β) = x 1 (τ ) +ẋ 2 (τ ) and Lyapunov defined its characteristic constant as A = 1 2 (x 1 (τ ) +ẋ 2 (τ )). Remark 5.5. Since the approximation made by Lyapunov depends on multiple integrals (the number of multiple integrals that one has to calculate is equal to the sub index of each coefficient A n ), it is very hard to compute. Nevertheless, Theorem 5.2 give us a recursive method for obtaining the approximation of ∆ (α, β).
By doing 2
k → ∞, we have taken the approximation of Theorem 5.2, which depends on some discrete values of the function p (t) and we have transformed it to an approximation that depends on definite integrals of the excitation function p (t). So, one can say that Theorem 5.2 may be seen as a "discrete" form of the discriminant approximation made by Lyapunov.
6. Numerical calculation of the discriminant approximation ∆ (α, β)
As we know the discriminant ∆ (α, β) plays a very important role in the determination of the stability zones of linear periodic differential equations. By using Theorem 5.2 we are able to compute an approximation of the discriminant ∆ (α, β) at each point of the α − β plane and then use the stability conditions of Theorem 2.4 to find the stable zones (|∆ (α, β)| < 2), unstable zones (|∆ (α, β)| > 2) or the transition curves (|∆ (α, β)| = 2) of any Hill equation.
We must notice that the discriminant ∆ (α, β) defines a manifold (α, β, ∆ (α, β)) in R 3 which contains all the stability properties of the periodic differential equation. It is not so hard to see that the projection of the intersection between the manifold (α, β, ∆ (α, β)) and the surfaces surf 1 = {(α, β, z) |∀α, β ∈ R, z = 2} and surf 2 = {(α, β, z) |∀α, β ∈ R, z = −2}, in the α − β plane, are the transition curves of a Hill equation, see Fig. 2 . Notice that, as it was expected, the approximation of the transition curves of order 2 15 is better than the one with order 2 10 , nevertheless, the latter gives us an idea of the shape of the actual transition curves. As a final remark we must say that the approximation here developed, was obtained thanks to the Walsh function properties. It is true that all orthogonal series, such as Fourier series, Bessel functions, share some common properties such as the possibility of obtaining integral or differential operators or the closeness under the multiplication, that is, if f (t) and g (t) belong to an infinite set of orthogonal series the product f (t) g (t) may be represented in terms of the infinite set of orthogonal series. But, Walsh functions have some extra properties, that just a few other sets of orthogonal series have, for example the multiplication of two Walsh functions belonging to a finite set may be expressed in terms of the finite set elements. Another property is the one presented in Lemma 3.1, see section 3, which allows us to post factorize the vector of Walsh functionw 2 k given the multiplicationw 2 kw T 2 k γ; this property made it possible to obtain the state transition matrix approximation in (3.10). And, finally the almost orthogonal similarity of the upper triangular matrices:
HΓ P W H (discriminant sampling matrices), which is the most fundamental property for the development of the approximation (5.6), see Theorem 5.2.
Conclusion
In section 5 we have given an alternative proof of the discriminant approximation ∆ (α, β) made by Lyapunov in [3] and studied in depth in [5] . This new proof is based on some properties of Walsh functions and basic definitions and properties of multiple integrals. In spite of being one of the most known approximations, the Lyapunov discriminant approximation is very difficult to obtain since it is necessary to calculate a very large number of multiple integrals. In this work, the alternative is easily programmed and allows us to have a computational approach to the discriminant approximation ∆ (α, β) to any desired accuracy.
We give a new approximation of ∆ (α, β), this is a recursive summation and it only depends on the evaluation of the excitation function at the time t n ∈ [0, τ ], n = 0, 1, 2, . . . 2 k − 1, where 2 k is the order of the approximation, see Theorem 5.2. First, the new approximation of ∆ (α, β) was obtained by means of Walsh functions, ∆ (α, β) depended on two large dimensional inverse matrices Γ and Γ p , see (4.1), the dependence of ∆ (α, β) on Walsh functions was then eliminated by a similarity transformation of Γ and Γ p , thus the new form of ∆ (α, β) depended on the summation of the last column entries of the two large dimensional triangular inverse matricesΓ andΓ p , see equation (4.3) on Lemma 4.2. Then, the last column entries ofΓ andΓ p were calculated and the recursive summation was obtained.
The new approximation, Theorem 5.2, may be seen as a "discrete" form of the discriminant approximation made by Lyapunov. This approximation is easy to implement on a computer. The latter is important because the accuracy of the approximation depends on the number of recursions, i.e. as 2 k → ∞ the accuracy of the method will be better.
Appendix A. Walsh function vector permutation matrix
Next Lemma states that the columns of the symmetric matrix defined as M 2 k =w 2 kw T 2 k are the permutations of the vectorw 2 k . The proof is based on the fact that if w n (t) and w m (t) belong to a finite set of Walsh functions {w 0 (t) , w 1 (t) , . . . , w 2 k −1 (t)} then, the multiplication w n (t) w m (t) belongs to the same finite set to which the functions w n (t) and w m (t) belong.
Lemma Appendix A.1. Letw 2 k (t) be the 2 k ×1 vector of first 2 k Walsh functions w n (t), n = 0, 1, . . . , 2 k − 1, and M 2 k =w 2 kw T 2 k then the columns of the matrix M are permutations of the entries of the vectorw 2 k (t) and it can be written as
The proof may be found in [24] . For didactic purposes, let us take k = 2 and since w n (t) w m (t) = w n⊕m (t), where ⊕ refers the the no-carry modulo-2 addition, the matrix M 4 is
from where it can be seen that the second, third and forth columns of M 4 are permutations of the entries of the first column, even more the second column can be rewritten as
or simply Λ 2w4 (t), and the fourth column is
which is consistent with the above mentioned lemma.
Appendix B. Obtaining the last column of an upper triangular inverse matrix
In this part, the last column entries of a non-singular upper triangular matrix, are obtained as a recursive summation.
Let U be the n × n real non-singular matrix
and define its inverse as
the last column entries of the inverse of U , i.e. the coefficients a ℓ , ℓ = 0, 1, 2, . . . , n − 1, may be calculated as follows
Lemma Appendix B.1. Let U be defined as in (B.1), then the last column entries of U −1 are
the coefficients a k are defined as in (B.2).
Proof. It is known that the inverse of any non-singular matrix R is R −1 = 1 det(R) adj (R), the non-singularity of U guarantees that det (U ) = 0 moreover det (U ) = n i=1 u i,i . By direct calculation, the n, n entry of U −1 is a 0 1 det (U ) adj (U ) n,n = 1 u n,n a 1 1 det (U ) adj (U ) n−1,n = u n−1,n u n,n u n−1,n−1 = −a 0 u n−1,n u n−1,n−1 a 2 1 det (U ) adj (U ) n−2,n = u n−2,n−1 u n−1,n − u n−2,n u n−1,n−1 u n−2,n−2 u n−1,n−1 u n,n = −a 1 u n−2,n−1 u n−2,n−2 − a 0 u n−2,n u n−2,n−2 . . .
adj (U ) n−i,n = −a i−1 u n−i,n−i−1 u n−i,n−i − a i−2 u n−i,n−i−2 u n−i,n−i − · · · − a 1 u n−i,n−1 u n−i,n−i − a 0 u n−i,n u n−i,n−i and the lemma follows.
Appendix C. Proof of the second part of the Theorem 5.2
In order to obtain the coefficients c n of Theorem 5.2 we must remember that each coefficient c n , n = 0, 1, ...2 k − 1, is the 2 k − n entry of the last column ofΓ P (τ ) and doing almost the same as for coefficients . . . (τ − t 6 + t 2 ) (t 6 − t 4 ) (t 4 − t 2 ) q (t 2 ) q (t 4 ) q (t 6 ) dt 2 dt 4 dt 6 and so on. The general term is then (τ − t 1 + t n ) (t 1 − t 2 ) . . . (t n−1 − t n ) q (t 1 ) q (t 2 ) . . . q (t n ) dt n and the lemma follows.
