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ABSTRACT 
 
EXPLANATION-BASED APPROACH TO INCORPORATING DOMAIN 
KNOWLEDGE INTO SUPPORT VECTOR MACHINE: THEORY AND 
APPLICATIONS 
 
 
Qiang Sun, Ph.D. 
Department of Computer Science 
University of Illinois at Urbana-Champaign, 2005 
Professor Gerald DeJong, Advisor 
 
We believe one of the most promising but under-explored research areas in 
machine learning today is the integration of prior domain knowledge into the learning 
process.  For a learning system, both training examples and domain knowledge provide 
information about the particular concept to be acquired.  While most of the research 
works aim at exploring new algorithms and techniques for extracting information from a 
training set, how to use prior domain knowledge is largely ignored.   
Such ignorance is often not due to the unimportance of the domain knowledge for 
a learning task. It is well known that a learning algorithm requires inductive bias in order 
to generalize beyond the training examples.  It is desirable to use domain knowledge to 
introduce domain-specific bias into learning systems. The fact that using prior domain 
knowledge in machine learning is under-explored is largely a result of difficulties of 
utilizing information in the domain knowledge. 
The first difficulty is that prior knowledge is usually domain-specific, which 
makes difficult to generalize the algorithms that aims at utilizing the knowledge.  
Moreover, domain knowledge is usually expressed in experts’ high-level vocabulary, 
which is often different from the vocabulary used to describe the examples.  Finally, 
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domain knowledge could be only approximate and imprecise, therefore directly 
incorporate such knowledge into inductive learning system could introduce harmful bias. 
This research aims at avoiding or alleviating the above problems by using 
Explanation Based Learning (EBL) to mediate between the evidence in prior knowledge 
and the evidence in the training examples.  Conventional EBL (DeJong, 1997) uses 
domain knowledge to explain the training examples, and generalize the explanations to 
obtain some deeper patterns, which, if believed, commits the learner to assigning 
classification labels to many unseen examples.  In this work, we introduce a new learning 
framework, where those patterns obtained by EBL are used to introduce further inductive 
bias into a learning system.  In this framework, EBL can be viewed as a mechanism to 
transform high-level domain-specific knowledge into special solution knowledge, which 
can then be used to introduce inductive bias into learning systems.  
We implemented our proposed explanation-based learning framework with three 
different approaches: phantom example approach, feature kernel approach and 
explanation-augmented SVM approach. In these approaches, we choose Support Vector 
Machines (SVM) as the inductive learner to demonstrate how domain knowledge can 
improve the performance of a learning system. SVM is a relatively new and successful 
approach to classification learning. It is still a challenging problem to incorporate 
knowledge into SVMs. In this work, we present both theoretical and empirical results to 
show that our approaches use domain knowledge to improve SVM’s performance. 
The most novel aspect of our work is that EBL procedure encourages interactions 
between prior knowledge and the training examples. This allows our techniques to 
utilized information in the domain knowledge, which is otherwise difficult to incorporate 
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into SVMs. Moreover, the inductive bias introduced into SVMs is calibrated for the given 
examples distribution, which potentially makes our approach more robust.  
We also present the comparison of the three proposed approaches, discuss about 
the related work, and point out some future work. We believe this work provide a first 
step towards a new research area in machine learning. 
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CHAPTER 1 
Introduction 
 One of the most fortunate situations a scientist can encounter is to enter a field in 
its infancy.  - Bernhard Schölkopf [2002] 
 
It has long been one of man’s greatest dreams to engineer machines possessing 
artificial intelligence. Short after the introduction of the first computer, many researchers 
have been enthusiastically pursuing to build machines with ability to perform intelligent 
tasks such as vision, speech recognition, making automatic and reasonable decision in 
complex environment, and so on.  
After many years of hard work, much has been achieved, yet much more need to 
be done. One of the first and promising steps toward artificial intelligence is machine 
learning. Today, many state-of-the-art learning techniques have been successfully applied 
to solve real world problems. The recent success of machine learning is mainly the result 
of rapid development in two important research fields: information industry and 
computation theory of learning. The first field provides abundant data for learning 
algorithms to work with. The second field formalizes the learning problem and enables 
many advanced mathematic techniques to be applied to the problem.  
On the other hands, the influence of information industry and computation theory 
on machine learning is not perfect. The availability of large amount of data leads research 
on machine learning to the direction focusing on statistical learning algorithms, which 
aim at extracting patterns from data. Similarly, the formalization of statistical learning 
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problem by computation theory incidentally shifts the research interest away from those 
problems that are not easy to fit into the current formalism. The result of such influence is 
that the research focus on machine learning becomes narrower. Once popular and 
promising research topics, such as case-based learning and explanation-based learning 
faded away, if not totally vanished.  
One purpose of this research is to make it convincing that it is time for some old, 
yet well-motivated wisdom to resurrect. In particular, the idea behind Explanation-Based 
Learning (EBL) is to use the training examples to select and organize related knowledge 
to form a concept useful for classification purpose. We believe that such idea 
compensates well with the state-of-the-art statistical learning techniques, such as Support 
Vector Machines (SVMs).  
To illustrate our point, we consider the problem of recognizing handwritten digits. 
This is a relatively easy vision problem for humans. Yet, computers, although are able to 
beat the humans on playing chess, still cannot achieve the same level as humans to 
recognize handwritten digits. Should we blame the scarceness of the scarceness of the 
data? No, there exists a database with 6,000 training examples for each digit. It is 
reasonable to believe such amount of data is more than enough for humans to learn the 
ability of recognizing handwritten digits. Is that because our learning algorithm is not 
advanced enough to extract patterns from the data? To answer this question, consider a 
related problem, where the pixels in the handwritten digit images are permutated in a 
fixed manner. Figure 1.1 shows the resulting images resulting from a random permutation 
together with original images. Clearly the problem becomes much harder for humans. Yet 
a SVM learning algorithm operates on pixel level is still able to extract pixel-level  
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A. B.
 
Figure 1.1 Two classification problems. A. Handwritten digit characters. B. Images 
generated by permutating pixels from images in A in a random, but fixed 
manner. 
patterns from the permutated images. Those patterns that exist in the original images are 
still in the permutated images, although they are shifted in some mysterious manner. A 
statistical learner that considers all those patterns, such as an SVM learning algorithm 
with polynomial kernel, is designed to detect patterns solely from data. Therefore it can 
somewhat amazingly achieve same performance on these two seemly quite different 
recognition problems.  
  The above example illustrates the power of the state-of-the-art machine learning 
techniques on extracting patterns from data. What missing for SVMs for the handwritten 
digit recognition problem is the awareness of the strokes. Humans compare the similarity 
between handwritten digit images in the stroke-level, where the difference between digits 
is easier to detect. While SVM learning algorithms only see pixels. The useful pixel-level 
patterns, although are indeed present in the images, are buried in the sea of irrelevant 
features. Ignoring the concept of strokes makes the SVM learning algorithm to consume 
unnecessarily large amount of data to re-discover the regularities present in the strokes. 
Our intuition and our analysis express the desire to incorporate prior knowledge 
about the problem, such as the concept of strokes, into statistical learning algorithms. 
There has been much work done to pursue this direction [Cohen, 1992; Chown & 
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Dietterich  2000; DeCoste & Schölkopf, 2002; Fung etc. 2003, Schölkopf, 1996; 
Schölkopf etc. 1998; Simard etc. 1998; Simard & Lecun, 1994; Simard etc. 1992; Teow 
& Loe, 2000]. While certain knowledge is ready to be used to introduce bias into the 
learning algorithm, some high-level knowledge, such as the concept of strokes, does not 
fit into learner’s vocabulary. Therefore, those learning algorithms that operate on low-
level vocabulary, such as neural networks or support vector machines, often ignore 
knowledge expressed at high-level vocabulary. On the other hand, it is often also 
awkward to represent examples in high-level vocabulary, because extracting high-level 
features, such as strokes, is usually a challenging problem. The errors introduced during 
feature extraction process can make the problem unnecessarily difficult. Therefore, 
although our intuition tells us that any knowledge about the learning problem is helpful, it 
is still not clear how to incorporate high-level knowledge into statistical learning 
algorithm. 
 In this work, we use Explanation-Based-Learning (EBL) [DeJong  1997; Mitchell 
etc. 2004, DeJong & Mooney, 1990] approach to mediate high-level knowledge with 
learner’s low-level bias vocabulary. EBL provides natural mechanism to utilize the 
general, high-level knowledge. The concept of strokes, together with the knowledge of 
how the strokes should be written, can be readily used by EBL to build explanations to 
illustrate how the strokes are realized in the digit images. Combining EBL with statistical 
learning techniques, therefore, provides an opportunity to introduce high-level knowledge 
into a learning system, thus further improve the machine learner’s performance. 
EBL can also benefit from the presence of the statistical learning algorithm. One 
problem of the conventional EBL is that it is sensitive to the imperfection in the 
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knowledge [Tecuci & Kodratoff, 1990]. With statistical learning algorithms, the system 
can use examples to evaluate and calibrate knowledge, therefore offers a more robust way 
to utilize knowledge. 
In this thesis, we first draw a distinction between domain knowledge and solution 
knowledge. Solution knowledge encodes prior information about the particular concept to 
be acquired. Domain knowledge is more general. It is common to many related learning 
problems and often expresses causal knowledge or an expert’s understanding of causal 
knowledge within some limited scope of the world. Domain knowledge that is relevant to 
learning tasks is often plentiful. It is the sort of knowledge we would like to utilize in our 
research.  
We propose a new learning framework to incorporate knowledge into learning 
system. In this framework, domain knowledge is used by the EBL component to interact 
synergistically with the evidence from the examples in the training set. The resulting EBL 
concept is then treated as solution knowledge to introduce bias into a statistical learning 
algorithm. By doing so, concept learners of this sort may be able to learn with fewer 
training examples than is possible with conventional inductive learners and more robustly 
than any conventional EBL system. More detail about the distinction between solution 
knowledge and domain knowledge, together with the proposed EBL learning framework 
is the topic of the chapter 2. 
We implement our new learning framework with three different approaches. In 
these approaches, domain knowledge is used in a similar manner by EBL to produce 
explanations. They differ in how the explanations are used to help the statistical learner, 
in this study, a SVM learning algorithm. The first approach, which is discussed in chapter 
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4, uses explanations to form an EBL concept which, treated as probability distribution, 
can be used to generate artificial “phantom” labeled examples to augment the training set 
for SVM. The second approach, which is topic of chapter 5, uses explanations to identify 
which low-level features are useful to detect informative high-level features. Such 
information is then used to engineer a specialized kernel function for the given learning 
task. The third approach, which is illustrated in chapter 6, directly uses explanations to 
introduce extra constrains or preference into SVM learning algorithm. In all three 
approaches, the interaction between knowledge and examples transforms the general 
domain knowledge into specific learner’s bias, therefore make the learner aware the high-
level knowledge. 
The purpose of this research is not to solve any particular real-world classification 
problem, but to propose a new research direction to integrate prior domain knowledge, an 
often-ignored source of information, into the statistical learning process. We wish the 
knowledge to be used in a systematic manner, instead of a domain dependent fashion. 
Therefore, whenever possible, we offer formal analyses for our approaches. Accordingly, 
the empirical results in this study are mainly used to demonstrate the effectiveness of our 
approach and to test the predictions we made in the formal analyses. 
Our research promises a new and more robust approach to machine learning by 
leveraging general domain knowledge to improve classification learning. It insulates 
domain expert form the detail of the learning algorithms. The prior knowledge is no 
longer forced to fit into the vocabulary of the learner’s bias. Therefore, this new research 
direction provides an opportunity to explore more prior knowledge, even the available 
knowledge base. We wish this research work can make it convincing that one of the most 
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promising but under-explored research areas in machine learning today is the integration 
of prior domain knowledge into the learning process. Much work can be done in this 
direction to make artificial intelligence closer to reality. 
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CHAPTER 2 
Domain Knowledge vs. Solution Knowledge 
A common way to incorporate prior knowledge into a learning system is to 
introduce inductive bias [Haussler, 1988]. Yet, some knowledge cannot be used in this 
way. One example is knowledge about strokes in handwritten character recognition 
domain. Such high-level knowledge is too general to specify a pixel-level bias. This 
motivates a distinction between domain knowledge and solution knowledge, and raises an 
important research question – how to incorporated general, often high-level domain 
knowledge into inductive learning system. 
Explanation-based learning offers a natural mechanism to utilize domain 
knowledge. Instead of using knowledge to bias the hypothesis, EBL applies domain 
theory to build justifications for why the training examples are assigned their given class 
labels. Inspired by the fundamental idea behind EBL, we propose a novel learning 
framework that combines EBL with a statistical learner to incorporate domain knowledge 
into an inductive learning system.  
2.1 Handwritten Chinese Character Recognition: A Motivation 
Domain 
Distinguishing handwritten Chinese characters is a challenging task. A similar, 
but much simpler, problem of recognizing handwritten digits has long been used as a test 
bed for evaluating and benchmarking classifiers [Bottou et al. 1994, LeCun et al. 1995a, 
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LeCun et al. 1995b]. An often-used database, MNIST database, contains 60,000 images 
of handwritten digits from approximately 250 writers. All the images were normalized to 
fit in 20x20 pixels. The pixels have grayscale values. Therefore, each image can be 
represented by a fix-sized vector of integers. Such representation can be directly taken as 
input for most of learning algorithms, such as neural networks, decision trees and support 
vector machines, etc.  
With 6,000 training examples for each digit, SVMs with polynomial kernels can 
perform well for handwritten digit recognition [LeCun et al., 1995a]. But handwritten 
Chinese characters offer a more challenging problem. Chinese characters are more 
complex than Arabic digits. The available database  employs a higher resolution (63x63 
pixels, comparing to 20x20 pixels for handwritten digits), which increases the size of the 
feature space. Also since there are more than 3,000 commonly used characters, it is 
prohibitively expensive to obtain thousands of examples for each. The most complete 
database [Saito, Yamada, & Yamamoto, 1985] we found for handwritten Chinese 
characters includes just 200 examples for each of 3048 characters. It is not surprised that, 
for such complex and difficult learning task, directly applying off-shelf classification 
algorithms cannot produce satisfied results. One way to improve classifiers’ performance 
is to incorporate domain knowledge. 
What knowledge can we express for this domain? For humans, natural description 
of characters is in the vocabulary of strokes. A nice property of Chinese characters is that, 
despite of the complexity of the characters, they are made by a set of quite few different 
strokes. Between the level of strokes and characters, there also exist radicals, which are 
common combinations of few strokes. Strokes and radicals offer an abstract vocabulary 
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 Figure 2.1 The prototypes of two Chinese characters. 
to organize our understanding of Chinese characters. In fact, human experts can describe 
all the Chinese characters using only strokes and radicals.  
Knowledge of strokes and radicals plays an essential role for humans to learn how 
to recognize Chinese characters. Humans do not learn a character by observing hundreds 
and thousands images. Instead, they often memorize the character prototypes, which 
describe how the characters are composed by strokes and radicals. The handwritten 
images are only needed for a novice who knows little about Chinese characters. For an 
expert, it is possible to learn a new Chinese character only from prototypes. With 
knowledge of how a character is written, an expert can recognize the handwritten 
character even she has never seen any handwritten images of that character before.  
Even for people who don’t know Chinese, knowledge of strokes could be quite 
useful to distinguish two different Chinese characters. Figure 2.1 shows prototypes of two 
similar Chinese characters. For people with some knowledge about line drawings, it is 
natural to notice the difference of the two characters, such as that the first character has a 
cross, which is composed with one horizontal and one vertical stroke, in the middle of the 
character, while the second character has corner and T-junction in the middle of the 
character. With such background knowledge, it is not difficult for humans to distinguish 
these two similar characters.  
? ?
 11
2.2 Solution Knowledge vs. Domain Knowledge 
Clearly, stroke knowledge is extremely useful for human to recognize Chinese 
characters. This kind of knowledge has the potential to greatly aid machine learning. 
Nevertheless, such knowledge cannot directly be integrated into an learning algorithm as 
bias, because it is described in different vocabulary from the learner’s bias. It has a 
vocabulary mismatch with the learners’ bias: the learner wants to build a classifier that 
operates on pixel level, while our stroke knowledge is described in the unobservable, 
high-level stroke vocabulary. An SVM or a neural network for handwritten character 
recognition operates on pixel level, yet stroke knowledge does not comment on which 
pixels are important for the classification, or which combination of pixels could serve as 
useful features for the learning algorithms.   
This motivates us to make an important distinction between domain knowledge 
and solution knowledge. By solution knowledge we refer to knowledge that suggests 
what properties the classifier itself should have. It may specify properties of the input 
variables useful for the task, or point out important features, or provide specific rules 
about how to classify examples. Such knowledge can often be captured in a learner’s bias 
vocabulary as it directly restricts the hypothesis space that the learner must search. On the 
other hand, domain knowledge provides information of how things work in the domain. It 
applies more broadly than a single classification task. Experts often understand their 
domains using a vocabulary of high-level unobservable features that are useful in 
describing domain regularities. This is often too general to be directly used by an 
inductive learner.  
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The structure of a Bayes network [Pearl, 1988], for example, directly influences 
which distributions can be acquired by the learner. The kernel function of a support 
vector machine, the topology of a neural network, and the vocabulary of splits from 
which a decision tree is to be built all exemplify solution knowledge. Stroke knowledge 
in handwritten Chinese character recognition domain, on the other hand, is an example of 
domain knowledge. 
Another kind of domain knowledge in the handwritten character recognition is 
knowledge about how the strokes are realized. For example, one may believe that the 
same person and the same writing implement made all of the strokes of a particular 
image. The emergent patterns formed by handwritten images would indeed be very 
different in a world where this knowledge did not hold. But the knowledge is not directly 
associated with a particular classification task. It does not affect, for example, whether a 
sample image should be classified as an “H” or “N.” 
Solution knowledge is easily integrated into the machine learning process as bias, 
but we believe its utility is limited compared to domain knowledge. Domain knowledge, 
while more difficult to employ, is generally more reliable and more easily articulated by a 
human expert. This is because the domain expert need not also possess expertise about 
the machine learning techniques and about the particular learning task at hand. In 
handwritten character domain, stroke-level knowledge is more natural for experts than 
pixel-level knowledge. Therefore, a learning system that can utilize domain knowledge 
has the advantage of using more available knowledge. 
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2.3 A New Learning Framework 
Domain knowledge cannot be directly incorporated into learning algorithms as 
learner’s bias. We need to investigate new approaches to take advantage of such 
knowledge. Again, we can obtain some insights about this problem from handwritten 
character domain. Human’s brain, as a learner, takes both stroke-level knowledge and 
example images as inputs. It differs from a computer learner in that human’s brain allows 
interaction between stroke-level knowledge and examples images. It uses images to 
illustrate how stroke prototype can be realized, and uses stroke-level knowledge to 
explain how the character images merit their labels.  
The idea of allowing interaction between domain knowledge and examples has 
long been the focus of Explanation-Based Learning. EBL views each training example as 
an illustration of some deeper pattern rather than as an isolated data point [DeJong 2004].  
The assigned training labels of the examples are justified or explained using a prior 
domain theory.  Each explanation applies (and therefore suggests labels for) many other 
unseen examples.  Thus, the information content of an explanation is far higher than the 
information content of the originating training example.  
The contribution of this research is to propose new learning approaches that 
integrate explanation-based learning with statistical learning mechanism. Our version of 
EBL can be viewed as a process of inferentially transforming examples and domain 
knowledge into solution knowledge tailored to the learning mechanism and the learning 
task at hand. Those deeper patterns obtained by EBL are used as solution knowledge to  
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Figure 2.2 The framework of combining EBL with SVM. 
introduce further inductive bias into the learning system.  This learning framework is 
illustrated in figure2.2.  
The advantage of such learning system is that it insulates the domain expert from 
the eccentricities of the statistical learning algorithm and the particular task. The expert is 
no longer forced to distort his expertise into the bias vocabulary of the learning 
mechanism. Yet, by fully and appropriately appreciating the enhanced solution 
knowledge generated by EBL, confidence in a concept can grow more quickly, and so an 
appropriate element of the hypothesis space then can be selected in a much more 
example-efficient manner. 
Incidentally, this learning framework also address some problems faced by 
conventional EBL. One of such problem is called utility problem [Minton, 1988], which 
states that the conventional EBL can produce a concept that is correct, but may not be 
very useful. As in handwritten Chinese character domain, conventional EBL can learn a 
concept described at stroke-level. Such concept, even being accurate, can only be useful 
if we can reliably transform pixel images into stroke representations. The utility problem 
is sidestepped in our approach as the output concept is itself a member of the inductive 
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learner’s hypothesis space. The definition of hypothesis space guarantees that the learned 
concept can be easily evaluated. 
The other problem of EBL is its sensitivity to the imperfection in the knowledge. 
The conventional EBL assumes knowledge to be correct [Mitchell, 1997], and uses logic 
as the inferential mechanism. It relies on logic proving to produce EBL concept. Such 
system is usually not robust, since imperfect knowledge or the inconsistence in the 
knowledge can led to failure of producing useful EBL concept. In our proposed approach, 
an explanation is not a logical proof but only general conjecture which must be calibrated 
and evaluated prior to use. Furthermore, the other component in our learning system, the 
statistical learner, can use the information in the data to calibrate and correct the solution 
knowledge produced by EBL component. Therefore, as we will show by empirical 
results, our new EBL learning framework can offer a robust approach to utilize domain 
knowledge.  
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CHAPTER 3 
Our Inductive Learner: Support Vector Machine 
Different learning algorithms use different hypothesis spaces, hence their biases 
are in various forms. The bias for neural networks often specifies the network topology; a 
Bayesian network uses knowledge about independence among input variables to 
introduce bias on which distribution it can represent; and specifying the vocabulary of 
splits from which a decision tree is to be built certainly influence the output of a decision 
learning algorithm. Choosing different learning algorithm as the inductive learner in our 
new EBL learning framework determines what kind of solution knowledge that the EBL 
component should produce. Therefore, determining the statistical leaner is an important 
issue for implementing our EBL learning framework. 
In this work, Support Vector Machines (SVMs) are used as the inductive learner. 
SVM [[Vapnik, 1998] is a relatively new and successful approach to classification 
learning. It uses the structural risk minimization principle to construct decision rules that 
generalize well, and can efficiently compute linear separators in very high dimensional 
spaces using kernel functions [Burges, 1998]. In many practical applications, such as 
handwritten digit recognition [Burges & Schölkopf 1997; Cortes & Vapnik 1995], 
speaker identification [Schmidt, 1996], face detection in images [Osuna, Freund & Girosi 
1997], bio-sequence analysis [Leslie, Eskin, & Noble 2002; Leslie & Kuang, 2003], and 
test categorization [Joachims, 1997; Christianini, Shawe-Taylor & Lodhi, 2001] , SVM 
generalization performance (i.e. error rates on test sets) either matches or is significantly 
better than that of competing methods.  
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Yet, as we will discuss in this chapter, how to incorporate knowledge into SVM 
remains an important and challenging problem. Kernel functions are often cites as a 
mechanism to incorporate prior knowledge into SVMs [Cristianini & Shawe-Taylor, 
2000]. However, the vocabularies used to describe the kernels seldom fit task experts’ 
conceptualizations of their prior knowledge. As in handwritten character domain, kernel 
functions operate at pixel-level, while the natural vocabulary for experts to describe 
domain knowledge is in stroke level. The approaches proposed in this study offer a new 
direction to improve SVM performance by utilizing prior domain knowledge, which 
previously has been ignored. 
3.1 Linear Separator and Margin 
The idea of support vector machines can be motivated in several different ways. 
We choose the idea of margin to introduce SVMs. Consider a linear separator trained on 
separable data. Let the labeled training data be {xi , yi}, i = 1; …, n, dii Rxy ∈−∈ },1,1{ .. 
Suppose there exists some hyperplane which separates the positive from the negative 
examples (a ``separating hyperplane'). Often such hyperplane is not unique: rotating or 
translating such hyperplane with a small amount often result another hyperplane that also 
separates the positive and the negative examples. Especially when the feature space has 
large dimension, and training sample size is small, the hyperplanes that separate the 
sample could be quite different. Do we have any belief to prefer one from another? 
One intuitive idea is to choose the hyperplane with largest margin. The margin of 
a hyperplance is defined to be the shortest distance from the examples to the hyperplace.  
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Figure 3.1 Support vector machines learn a linear separator with largest margin.  The 
support vectors are circled. 
Specifically, consider the points x which lie on the hyperplane satisfy wx + b = 0, where 
w is normal to the hyperplane, wb /||  is the perpendicular distance from the hyperplane 
to the origin, and w  is the Euclidean norm of w. Let d+ (d-) be the shortest distance from 
the separating hyperplane to the closest positive (negative) example. Then margin of a 
separating hyperplane is defined to be d+ +d-. For the linearly separable case, the support 
vector algorithm simply looks for the separating hyperplane with largest margin. This is 
illustrated in figure 3.1. 
The intuition of maximizing the margin is that we could have high confidence on 
such classifier. The feature space defines a reasonable distance measure for the problem, 
so that the future examples are likely appear in the positions close to the existing training 
example with the same label. The margin defines a buffer zone around the hyperplance, 
such that when the future examples fall in such buffer zone on the correct side, the 
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hyperplane can make correct prediction. Therefore, we would like to make this buffer 
zone as big as possible. 
Several learning theories have been developed to support the above intuition, and 
are used to show that SVMs indeed have good generalization performance [Herbrich & 
Graepel 2001; Bartlett  & Shawe-Taylor, 1999; Shawe-Taylor & Williamson 1999]. The 
fundamental idea of those theoretical studies is that the margin of a linear separator 
closely relates with the learner’s capacity. Large margin leads to low learning capacity, 
which results to high confidence of the learned classifier. In particular, one of such theory 
[Bartlett  & Shawe-Taylor, 1999] follows the conventional Probably Approximately 
Correct (PAC) learning theory. It uses fat-shattering dimension [Bartlett, Long, and 
Williamson 1996], which is a modification of conventional VC dimension [Vapnik & 
Chervonenkis 1971], to measure the expressiveness of the learner’s hypothesis space. In 
this framework, it can be shown that the hypothesis space of linear classifier with large 
margin is indeed small. Therefore, the expected error rate of the learned classifier is close 
to empirical error rate.  
The problem of finding large margin linear separator can be formulated as an 
optimization problem, which can be solved by standard quadratic programming 
techniques. To see this, suppose all the training data satisfy the following constrains: 
0,1 >≥+⋅ ii yforbwx  
0,1 <−≤+⋅ ii yforbwx  
These can be combined into one set of constrains: 
01)( ≥−+⋅ bwxy ii  
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Now consider all the positive training examples with shortest distance to the 
separator. They lie on a hyperplance H+: 1=+⋅ bwxi , whose perpendicular distance to 
the origin is wB /|1| − . Similarly, those negative training examples with shortest 
distance to the separator lie on a hyperplane H
-: 1−=+⋅ bwxi , whose perpendicular 
distance to the origin is wB /|1| −− . Hence d+=d-= w/1 . Therefore the margin d+ 
+d= w/2 . Maximizing margin can be formulated as minimizing 2w , subject to the 
constrains: 
01)( ≥−+⋅ bwxy ii  
Using standard Langrangian method, we get the following dual problem: 
maximize:   ⋅−
i ji
jijjii xxyy
,2
1
ααα  
subject:  ii ∀≥ ,0α  
     =
i
ii y 0α  
This is a standard quadratic programming problem with linear constrains. 
Moreover, it can be shown that the quadratic term is convex [Burges, 1998], therefore, 
they solution is unique. 
3.2 Kernel Functions 
To obtain a non-linear separator, support vector machines use a rather old trick 
[Aizerman  Braverman & Rozoner 1964] to map examples from original feature space to 
a high, possible infinite, dimensional space. To illustrate, first notice that, the only way in 
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which the training data appear in the above SVM learning problem is in the form of dot 
products ji xx ⋅ . Therefore, the only thing we need to know about the high dimensional 
space is how to compute dot products.  
In particular, suppose a function Φ is defined to map x to a Euclidean space H: 
HRd :Φ  
Now if there were a “kernel function” K such that )()(),( jiji xxxxK Φ⋅Φ= , we 
would only need to use K in the learning algorithm, and would never need to explicitly 
know what Φ is. In this way, a linearly non-separable problem can be mapped to a high 
dimensional space, where often a linear separator exists. 
Because kernel functions implicitly define distance measurement in the mapped 
space, they are often mentioned as a place in SVM learning algorithm to incorporate prior 
knowledge about the problem. A space where examples are clustered according to their 
labels certainly makes learning problem easier, and it seems that the prior knowledge 
about the problem should offer information about how to define such a desirable space.  
Yet, there are many restrictions about kernel functions. They have to operate on 
input attributes, and should be easy to compute. Moreover, to keep the quadratic 
programming problem convex, the kernel functions have to satisfy Mercer’s condition 
[Courant Hilbert 1953; Vapnik, 1995], which states that when the a kernel function is 
applied to a set of data, the resulting kernel matrix has be positive semi-definite. Those 
restrictions make kernel functions more or less like black boxes. It is usually difficult to 
imagine what properties the mapped space has. Therefore, although designing kernel 
functions has been a well-studied research field, it is still difficult to use prior knowledge 
to guide the design of kernel functions. Rather, generic kernel functions, such as 
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polynomial kernels, radical basis function kernels, and Gaussian kernels are often used in 
real-world applications.  
3.3 Knowledge in Native SVMs 
Support vector machines often are able to achieve good generalization 
performance without relying too much on prior knowledge on the problem. The intrinsic 
bias for SVM learning algorithm is to use margin to regularize risk function. The margin 
is used to control the expressiveness of the hypothesis space. Such bias reflects no 
knowledge about the learning problem. For a native SVM learning algorithm using a 
generic kernel function, which is defined without using any prior knowledge, we can only 
hope that the attributes used to describe the examples are good enough so that the kernel 
functions can map examples into a metric space with good distance measure. 
The fact that SVM uses little prior knowledge was noticed by researchers shortly 
after the SVM was introduced. In 1995, LeCun et al. made the following statement when 
comparing SVMs with other learning techniques for the handwritten digit recognition 
problem: 
“The optimal margin classifier has excellent accuracy, which is most remarkable, 
because unlike the other high performance classifiers, it does not include a priori 
knowledge about the problem. In fact, this classifier would do just as well if the image 
pixels were permuted by a fixed mapping…” 
In conclusion, SVMs have the excellent ability to extract information from the 
training data, and utilize little prior knowledge. These dual characteristics make SVMs a 
good candidate as the statistical learner in our new EBL learning framework. We expect 
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the kind of domain knowledge describe in chapter 2 can compensate the information 
from training set, therefore greatly improve the already excellent SVM performance.  
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CHAPTER 4 
Phantom Example Approach 
Artificial examples have previously used to improve machine learning systems. 
The idea of training with phantom as used to accelerate learning of a control task to ride a 
bicycle [Brodie & DeJong, 1999]. In a classification task the phantom approach is related 
to training with invariance [ Scholkopf, Bruges, & Vapnik, 1996]. In that approach a 
number of virtual or synthetic examples are generated by applying limited syntactic 
transformations to each training example. It is assumed that such transformations, for 
example small translations, rotations, and scaling are unlikely to affect the classification 
label. The new slightly mutated inputs are assigned the classification label of the 
untransformed training example. This way the original training set can be expanded many 
fold.  
In the approach described in this chapter, EBL phantom examples are generated 
similarly but using small semantically oriented mutations. The kind of knowledge 
explored here is expressed in the vocabulary of general high-level features, contrasting 
the knowledge of invariance at pixel level. EBL procedure is carried to explain training 
examples in the vocabulary of high-level features. Those explained examples are then 
used to calibrate a statistical model of each class conditional distribution over stroke 
features. New phantom training data are generated through the interaction of the original 
training examples with the calibrated statistical model. In this way, high-level domain 
knowledge, which is otherwise difficult to use, is readily to be incorporated into off-shelf 
learning algorithms, such as SVMs. 
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4.1 Motivation 
The fundamental idea behind EBL is to generalize each training example to 
illustrate of some deeper pattern rather than treat it as an isolated data point. To 
generalize a single training example, the assigned training label of that example is 
justified or explained using a prior domain theory. Each explanation applies (and 
therefore suggests labels for) many other unseen examples.  Thus, the information 
content of an explanation is far higher than the information content of the originating 
training example.   
The handwritten character images, for example, can be generalized or explained 
from pixel-level description to stroke-level description, which uses parameterized stroke 
representation to describe each character example. Stroke-level representation hides 
certain details from pixel-level representation. Therefore, many different pixel images of 
the same character will be represented in the same stroke-level description, i.e. with the 
same parameters describing the strokes in the characters.  
With the stroke-level representation, we are able to exercise our belief of how the 
characters are written to further generalize or extend explanations to deeper patterns 
about the classification task. A simple example can be that, when we see a character 
image with the a horizontal stroke with five pixel long, and the same stroke in another 
character with nine pixel long, it is reasonable to believe that the length of that stroke can 
be anywhere from five to nine pixels.  
A natural extension of the above idea is to treat the generalized EBL concept as a 
probability distribution that describes how the stroke parameters should be distributed. 
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For example, we can treat the stroke length parameter as a free variable, and associate a 
probability distribution with this variable. Given a set of explained examples, where each 
of them specifies the value for that variable, we can build the probability distribution for 
it. The model approximates how likely a particular stroke representation will be seen 
given that it is an example of this character. As such, it represents the solution knowledge 
referred to earlier. Such distribution can be viewed as a generative model, which captures 
patterns exhibited in the stroke space. The model certainly contains useful information 
about the classification task. However, there is obstacle to its immediate use in an 
inductive leaner: the model specifies strokes whereas the SVM learner is only concerned 
with the pixel representations.  
To communicate the generative models to SVM learner, we use them to build 
synthetic examples. The synthetic examples are constructed from the high-level stroke 
distribution and mapped back to pixel space.  We call these synthetic labeled images 
“phantom training examples” in part to distinguish them from the virtual examples of 
Skolkopf [6] which result from syntactic manipulations of individual actual training 
examples, and in part because they play a similar role to the phantom training examples 
used by Brodie [8] in the control learning task of bicycle riding.  
Our approach can be viewed as an implementation of the proposed new EBL 
learning framework described in chapter 2. As illustrated in figure 4.1, EBL component 
uses domain knowledge and training examples to build generative models, which is then 
used to construct phantom examples. In this approach, phantom examples serve as 
solution knowledge. The extra bias we introduce to the SVM learning algorithm is to  
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Figure 4.1 The phantom example approach to implement the new EBL learning 
framework. 
correctly classify those phantom examples. When the phantom examples resemble the 
real examples, such bias certainly can help to build better classifier. 
4.2 Building Phantom Examples for Chinese Characters 
4.2.1 EXPLAINING HANDWRITTEN CHARACTERS 
In handwritten character domain, input examples are described at the pixel level, 
while we would like to build explanations that account for how pixels can be interpreted 
as strokes and how the strokes give rise to the particular character. To do so, we employ 
domain theory that embodies information on how each character is drawn using stroke: 
Strokes are approximations to straight lines. Each stroke in the same character is made by 
the same person using the same writing implement and therefore is likely to share 
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characteristics such as line width. Consecutive strokes that share a terminal point are 
likely to be drawn without lifting the writing implement, etc.  
Domain knowledge also includes character-specific information such as the 
number of strokes used, their position relations, their length relations, which strokes 
should be more parallel, which should be more horizontal, which more vertical, etc. An 
explanation of an example is a conjectured set of specific strokes that account for the 
input pixel representation. 
With our domain knowledge, the task of explaining character images reduces to 
the problem of finding image lines that best match the known stroke. We apply a Hough 
transformation [Hough, 1959] to accomplish this job. Notice that using a Hough 
transform on training images is far more reliable than to find lines in an unknown image. 
The label of the training image provides access to its prototype stroke representation. 
In detail, the line-fitting Hough transformation takes each black pixel in the 
image, and determines the equations of lines that could pass through that pixel.  By 
encoding each point, the image is transformed into a parameter space. Discretizing these 
parameters yields a set of quantized finite intervals or accumulator cells with counts of 
how many image points its family of lines describe.  Peaks in the accumulator array 
represent strong evidence that a corresponding straight line exists in the image. In our 
problem, we have more complicated model than a single line, so the parameter space has 
a higher dimension.   
Now we use digit “4” to illustrate how our stroke-level knowledge can help 
simplify line finding task. Digit “4” is similar to Chinese characters in that it is composed  
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Figure 4.2 Parameters used in our model of digit “4”. 
by the strokes that can be approximated by lines. Yet it is simple enough to keep our 
illustration easy to understand. In detail, we use equation 
0sincos =++ ryx θθ         
to represent a single line. We use six parameters (θ1,θ2, θ3 ,r1 , r2 , r3 ) to represent three 
lines used to approximate the three strokes in the digit “4”, as shown in figure 4.2. 
The domain theory also supplies restrictions among the line segments. Such 
restrictions include whether two line segments should intersect, whether the pixels in one 
line segment should always be on left/right/top/bottom side of another line segment, etc. 
Such restrictions can be used to constrain the parameters space searched in Hough 
transformation, or to check the validity of the parameters found by Hough transformation.  
For example, if we believe a point (x,y) belongs to the line 1, then it should be above the 
line 2 and to the left of the line 3.  Thus, the parameters must satisfy the following 
relations to qualify: 
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If we believe a point (x,y) belongs to the second line, we believe that it should be 
below the first line, but we cannot express restriction on its position relation to the third 
line.  So the parameters must satisfy the following constraints: 
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Similarly, if we believe a point (x,y) belongs to the third line, then the constraints 
are:  
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To use above constrains in Hough transformation, for each point (x,y), those 
parameters that satisfy either of the above three sets of equalities or inequalities 
contribute to the accumulator counts.  The accumulator cells with the most votes give us 
the parameters that fit the given image to our model for digit “4”.  In this way, our Hough 
transformation is able to detect three lines that satisfy the constraints imposed by our 
domain knowledge. The advantage of doing so is that the constraints reduce the size of 
the search space. Therefore, it is more reliable than detecting three lines independently. 
For more complicated Chinese characters, we decompose the overall line 
detection problem into many small problems to detect simple stroke-level patter, such as 
cross, T-junction, and corners etc. We then apply our specialized Hough transformation 
to those small problems. Figure 4.3 illustrates our approach. The procedure EXPLAIN 
takes a pixel image and the stroke prototype as input, and determines the parameters for  
 31
EXPLAIN (Image im, Prototype pt) 
     If pt is empty, return. 
     Otherwise  
 pattern  FIND_PATTERN (pt) 
 apply Hough (im, pattern) 
 pt  pt – pattern (excludes examined pattern from the prototype pt) 
 apply EXPLAIN (im, pt) 
 
 
Figure 4.3 A procedure to explain handwritten character images into stroke 
representation. 
each stroke in the prototype. The subroutine FIND_PATTERN examines the input 
prototype, and determines the unique pattern with fewest strokes. The subroutine HOUGH, 
which implements our specialized Hough transformation, determines the parameters for 
the stroke-level pattern, with restrictions about their relative positions. 
A good domain theory supports explanations that capture a great deal of the 
relevant information while eliminating much that is irrelevant. Even a domain theory as 
simple and coarse as ours performs quite well in this regard. Figure 4.4 shows a few 
original training images (upper lines of digits) together with an image realized by using 
the explanation’s parameters of each (lower lines of digits). 
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Figure 4.4 Results of our explanation procedure. 
 
4.2.2 BUILDING THE PROBABILISTIC GENERATIVE MODEL 
The next step in our phantom example approach is to estimate the example 
distribution.  Without explanations, estimating such distribution in terms of pixel  
intensity is formidable.  With explanations, the distribution is defined over high-level 
parameters. We will see shortly that such distribution is much easier to estimate.  
A straightforward approach of building the distribution is to define a distribution 
for every parameter we used to describe the explained examples. The problem for this 
simple approach is that, since the strokes are correlated, the parameters that define them 
also have significant correlation. For a relatively complex character, there could be 
unnecessarily too many parameters to represent the correlation between variables. 
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A solution to this problem is to use domain knowledge about such correlations to 
define a space where parameters are independent. Two strokes might be parallel, cross, or 
one might begin from the end point of the other. For parallel strokes, we prefer to 
represent the slope of one stroke as an increment angle; for crossing strokes, we prefer to 
choose the intersection point instead of start point as parameters of the line segment; for 
the connected strokes, two parameters can be eliminated from the representation. Here we 
use digit “4” again to illustrate how to use domain knowledge to minimize the 
dependence among parameters. Our generative model for the digit “4” is represented by 
nine independent parameters {θ1,θ2-θ1, θ3-θ1,,l1, l2, d, l31, l32, t}, where θ1,θ2, and θ3 are 
slopes of the three constituent lines, which can be determined by Hough transformation.   
For the other parameters, l1, l2 are the lengths of line 1 and line 2, d is the distance 
between connection of line1 and line 2 to the intersection of line 2 and line 3, l31 is the 
length of the line 3 that is above line 2, l32 is the length of the line 3 that is below line 2, 
and t is the thickness of the strokes (see Figure 4.5). The definition of these parameters 
takes advantage of knowledge about parallel strokes, and connected strokes. Therefore, 
we assume they are independent parameters. 
The parameter independence makes it possible to use products of individual 
distributions for each parameter to estimate the joint distribution. The individual 
distributions are chosen to be Gaussian whose statistics are estimated from the labeled 
training examples. The estimated joint distribution reflects our stroke-level knowledge, 
such as how many strokes are in each character, and the positional relation among them. 
It is also calibrated from the training examples. It represents our belief of how the  
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Figure 4.5 A generative model for digit “4”. 
training examples are generated, and can be used as a generative model to construct 
artificial examples described in the vocabulary of stroke parameters. 
4.2.3 SYNTHESIZING PHANTOM EXAMPLES 
Our generative model is different from those generative models commonly used 
in machine learning, such as graphical models. Graphical models [Jordan 1998], such as 
Bayesian networks or Hidden Markov Models (HMMs) [Rabiner 1989], represent a 
probability distribution over observable variables used to describe the examples. 
Therefore, they can be estimated directly using original training examples, and can be 
used directly to classify future examples. Our generative model is described in the 
vocabulary of un-observable, high-level features.  Since it has vocabulary mismatch with 
the training examples, explanation procedure has to be used to map low-level attributes in 
the training examples to high-level features. Yet such high-level generative model has 
advantage in that it offers the opportunity to express natural domain knowledge. In our 
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handwritten character domain, specifying a generative model in the vocabulary of pixels 
is formidable, yet, as we showed, a simple stroke-level model can be easily described 
using our knowledge about how the characters should be written. Moreover, since our 
generative models are not used directly for classification, they are relatively tolerant to 
errors. In our implementation, we choose to ignore the dependency among the high-level 
features. As we will show, that ignoring such details results in imperfect phantom 
examples, yet they still carry large enough information about the task, therefore can be 
beneficial the learner. 
Since our generative models cannot be directly used for classification, we use 
them to generate phantom examples, which are used to communicate the information 
implicit in the EBL-generated solution knowledge to the machine learner. In handwritten 
character domain, phantom examples are first constructed using the estimated generative 
models. Since they are described in the stroke vocabulary, we then use our domain 
knowledge about how the strokes can be realized in pixels to map the phantom examples 
into pixel levels. 
The phantom examples are similar to the original example in that they both are 
described in the vocabulary of pixels. Therefore, learning algorithms can directly use 
those phantom examples in the same way as they use original training examples. 
Comparing to real examples, phantom examples are easy to generate in the sense that no 
human intervention is required. Yet, they are not as effective as real examples, because 
either our domain knowledge may be imperfect, or for practical purpose, we choose to 
ignore the details in our domain knowledge. In our implementation, we know that human 
hardly writes a stroke as a perfect straight line. With knowledge about pen movement and 
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how ink diffuses on the paper, we may specify a better model for how strokes are realized 
as pixels. Yet, for simplicity purpose, we chose to use the simple model, each stroke is 
straight line, with the fixed thickness. As shown in figure 4.4, our reproduced explained 
examples using this simplified model do not look exactly like the real examples. 
Therefore, although we believe that a learning algorithm augmented by EBL with 
phantom examples will exhibit significantly improved behavior with small training sets, 
we may also expect the large-training-sample behavior to be somewhat worse than the 
native SVM. 
In the case of SVMs, which still have difficulties to use large sample size, we 
wish to use phantom examples efficiently as we wish to derive likely support vectors 
from the class conditional probability distribution. This agrees the idea behind virtual 
example approach proposed by Schölkopf [1996]. In that approach, artificial examples 
are generated by transforming real examples by translation or rotation. To make those 
artificial examples effective, they chose to only transform those training example that 
serve as support vectors for the SVM trained purely with real examples. In our approach, 
those phantom examples that are away from the mean but not too far into the tails of the 
distribution are likely to be support vectors, since they are expected to be difficult 
examples. We generate phantom examples by drawing independent random examples by 
treating the normal product distribution as a product of uniform distributions. The 
uniform distribution represents a compromise between confidence in the location of the 
significant true probability mass (which is highest near the mean) and the desire to 
generate likely support vectors (which is lowest near the mean). The limits of the uniform 
distributions are derived from their normal counterparts: they are the smallest bounds that  
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Figure 4.6 A functional block diagram of phantom example approach. 
cover 95% of the Gaussian’s probability mass. While we have not done a thorough or 
systematic analysis of this manipulation, the 95% figure seems not to be critical. 
In summary, our approach is summarized in Figure 4.6. The EBL component 
transforms general domain knowledge and examples into specific solution knowledge in 
form of probability distribution, which is then communicated to the SVM component via 
phantom training examples. The SVM is trained on the combined set of original 
examples and phantom examples.  
4.3 Experimental Results 
We first use the task of classifying handwritten digits to illustrate the efficiency of 
our phantom example approach. Note that we are not proposing EBL as an effective 
approach to handwritten digit recognition.   In this domain labeled examples are plentiful 
and cheap compared to the complexity of the concept to be acquired.  The true 
advantages of the EBL approach will be derived in domains where a conventional 
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approach cannot reliably choose a concept due to the paucity or expense of training 
examples.  Rather, handwritten digit recognition provides a convenient test bed with 
which to validate the expected advantages that EBL may bring to a conventional state-of-
the-art empirical learner.  Such a test bed must support effective concept acquisition with 
and without the EBL augmentation, and in its conventional guise (without EBL) the 
learner should be well understood and competitive, i.e., more than a straw man to be 
knocked down.  SVMs on handwritten digit recognition satisfy these test bed 
requirements.  
Moreover, handwritten digit data set offers plenty examples to test the large 
sample behavior of phantom example approach. As we mentioned, our domain 
knowledge is not perfect, its information will only approximately describe the world’s 
constraints.  We expect that, the domain theory helps when it is, on average, more 
informative than the training set but may harm learning when its information is generally 
of a lower quality than the training set.  The information content of a training set 
increases with the size of the training set. As this size increases without bound it must 
ultimately surpass that of the domain theory.  The residual bias of the domain theory may 
then slow rather than expedite learning. Our results show that, although phantom 
examples are not perfect, they never harm the SVM learning algorithm in all our tested 
conditions. 
 We next use the task of classifying two Chinese characters to show that our 
phantom example approach indeed has potential to improve SVM performance on a real-
world difficult problem. Chinese characters are more complex than digits, and examples 
are expensive to obtain. In such domain, our empirically results show that, not 
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surprisingly, phantom examples significantly help SVM learning algorithm, especially 
when the original training set is small. 
4.3.1 HANDWRITTEN DIGIT RECOGNITION DOMAIN. 
We chose two similar digits, “4” and “9”, to demonstrate the performance of our 
approach. These two digits, although are quite different at stroke-level representation, yet 
they could be quite similar at pixel level to make classification problem difficult. We 
expect our stroke-level generative model can capture the intrinsic difference between 
these two digits, and the phantom examples can effectively communicate our knowledge 
to SVM learning algorithm. 
The explanation and phantom example construction procedures are carried as 
described in previous sections. For digit “9”, a Hough transformation for detecting 
ellipses is used to obtain the parameters for the curved circle. Figure 4.7 shows some  
artificially generated phantom examples. Phantom examples with random parameters 
represent our knowledge without tailored to the problem. They hardly look like digit “4” 
and “9”. On the other hand, the phantom examples generated from our statistical model, 
although, as we expect, do not exactly resemble real handwritten examples, can still be 
reasonably believed to be digit “4” or “9”. As humans we could still classify those 
phantom examples into their corresponding classes. Therefore, we expect they could 
serve as informative bias to constrain SVMs to make correct classification. 
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Figure 4.7 Images of the phantom examples. A. phantom examples generated with 
random parameters. B. phantom examples generated by sampling 
parameters from learned model. 
4.3.1.1 LEARNING WITH AND WITHOUT PHANTOM TRAINING. 
To test the efficacy of phantom examples, we trained an SVM on two series of 
examples. In the first, the “native” condition, the training set size varies from 5 to 500 
examples in thirteen equally spaced logarithmically scaled steps. In the second series, the 
“phantom” condition, the SVM was given the training examples of the first condition 
augmented with phantom examples. These were generated using the process outlined in 
the previous section. The corresponding set of native training examples were explained 
and used to form the EBL concept. Sufficient phantom examples were generated to 
accurately describe the EBL concept distribution. We chose this number, somewhat 
arbitrarily, to be approximately 5000. To preclude any effect due to the difference in 
absolute training size, the number of phantom examples is reduced by the number of real 
examples that were used to produce it. Thus, the first of the thirteen training sets in the 
phantom condition consists of 5000 examples. Five of these are actual training examples; 
 
A
B
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Figure 4.8 Learning curves of native SVM and phantom-example augmented SVM. 
the other 4995 are generated by the EBL component after explaining those same 5 actual 
training examples. The last point represents training on 500 actual examples and 4500 
phantom examples constructed by explaining those 500 examples. Each learning session 
was repeated five times using an independent training set. The results are averaged across 
these repetitions. 
Figure 4.8 shows the accuracy after each training episode as judged on a set of 
2000 held back test examples (1000 for each class). Error bars denote the 95% 
confidence interval about each mean accuracy point.  
As predicted, the phantom condition performs significantly better than the native 
SVM on small numbers of actual examples. With five actual examples (augmented with 
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the 4995 phantom as described above), the phantom condition performs approximately 
the same as the native condition with somewhat over fifty examples. With fifty actual 
examples the phantom condition performs slightly better than the native condition with 
500 training examples. This relationship is shown in more detail in Figure 4.9B which we 
will discuss momentarily. Not surprisingly, the accuracy advantage shrinks as the number 
of actual examples increases.  Large training sets contain much more information making 
the prior knowledge less important. 
The running time for the phantom condition is, predictably significantly longer 
than the native condition, as it must always process 5000 examples. It is not clear that 
5000 phantom points extracts all of the information in the EBL concept’s distribution. 
Augmenting the actual examples up to a set of 1000 rather than 5000 performed well but 
discernibly worse. We did not try larger sets than 5000. 
Somewhat surprisingly, there is no apparent accuracy penalty for including the 
EBL component. We had expected a residual bias due to the (extremely) approximate 
nature of the prior knowledge. We predicted that as the training set of actual examples 
grows without bound, its information content closely approximates the target concept. At 
some point, the residual bias of the prior knowledge should influence the learner away 
from rather than toward the target concept. While this phenomenon may well occur, it 
seems not to appear at this level of training. 
4.3.1.2 COMPARISON WITH TRANSFORMATION INVARIANTS 
Schölkopf, Burges and Vapnik (1996) demonstrate another method for generating 
synthetic examples.  The function to be learned may be known to be invariant under some 
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transformations. Additional training examples can then be generated by applying such 
transformations to the actual training examples. For handwritten digits, the label should 
be the same for small translations and rotations. New training examples can be formed by 
translating and/or rotating the originals. 
To compare the transformation invariant approach with the EBL phantom 
example approach, we again trained the SVM as in the phantom condition but this time 
using small translations and rotations applied to the actual training examples, to pad the 
training set to 5000 instances. We call this the “transformed” condition.  We also 
introduce a “both” condition in which half of the synthetic examples are derived from 
translation/rotation invariants and half from EBL phantom examples.  Thus, in all but the 
native condition, the SVM is trained on 5000 labeled examples. The combined results of 
the four conditions are shown in Figure 4.9A.  Once again accuracy is assessed using 
2000 held-back labeled examples, 1000 for each class. Again, the reported accuracy is the 
mean of five learning runs with 95% confidence intervals.   
Not surprisingly, the EBL approach performs better than the transformational 
invariant approach when the actual training set is small.  Interestingly, the 
transformational approach surpasses the phantom approach at the level of approximately 
100 actual training examples. Perhaps transformed examples allow the SVM to extract 
more information from the actual training examples. The crossing may be the expected 
manifestation of the residual domain knowledge bias. 
The “both” condition is particularly intriguing. It is always competitive and nearly 
always yields the best accuracy.  This indicates that at each explored training level, the  
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Figure 4.9 Learning behaviors for SVMs with different sets of examples. Part A 
shows that the learning curves, with the error bars indicate 95% confidence 
intervals. Part B plots the number of real examples required for native 
SVM to achieve the same error rate as SVM trained with different 
augmented training sets. 
two approaches to synthetic example generation are complementary with little or no 
negative interaction.  
Figure 4.9B provides the results in a somewhat different form. Here we ask how 
much information does each condition add to the actual training examples.  This 
information is quantified in terms of effective native condition training set size. For each 
condition the independent variable represents the number of actual training examples 
used. The dependent variable shows the approximate number of actual training examples 
that would be required by the native SVM to achieve a similar accuracy. Computing the 
dependent variable requires inverting the training examples to accuracy mapping for the 
native condition. To do this we fit a cubic curve to the thirteen points representing the 
native condition. Thus, the inversion and the plotted points represent a smoothed 
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approximation to the actual values. Once again we see the advantage of the EBL 
approach when the available actual training data is limited. We also see that the 
information augmented with phantom examples is always higher than without phantom 
examples, and that the greatest advantage is derived from combining phantom and 
transformed examples. 
4.3.1.3 CONTROL CONDITIONS 
The SVM inductive learner, the actual training examples, and the phantom EBL 
examples form three foundational supports of our approach. Are they all needed? We 
explore two control conditions to demonstrate that all components are required for good 
performance.  
The first control tests the need for actual training data. One criticism of previous 
EBL formalizations is that training examples are superfluous. In these formalizations, 
rooted in logic, any proof that could be constructed using a training example could also 
be constructed without it. The data of the previous graphs show that the phantom 
condition performs quite well with only five actual training examples. Perhaps the 
advantage is derived from the domain theory alone and the actual training examples are 
again superfluous. In this control condition we train the SVM with 5000 phantom 
examples generated directly from the domain theory with no explanations of actual 
examples and no parameter fitting. Instead, phantom examples are generated uniformly 
from the full range of values that each parameter can take on.  
The second control condition addresses whether the SVM is superfluous. Here an 
EBL concept is produced for each classification using 500 actual training examples (250 
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4’s and 250 9’s). Classification of new examples is performed by explaining the new 
example twice, once for each classification, and judging similarity to each EBL concept. 
For the similarity metric we used the average standard Z score [Freedman, Pisani, & 
PurvesStatistics, 1997] of the EBL concept’s parameters. This allows a comparison even 
though the two EBL concepts have different numbers of parameters.  
The results are shown in Table 1.1. For comparison, we also include the training 
accuracy of the four experimental conditions similarly trained on 500 actual examples. It 
is clear that the control conditions perform very poorly indeed, demonstrating that all 
three components, the SVM, the actual training examples, and the phantom training 
examples are important for our EBL approach. 
Table 4.1. Classification accuracy for different training methods.  The error intervals 
represent 95% confidence level. 
TRAINING TYPE TEST ERROR 
EBL + SVM 0.426 ± 0.054 
EBL + TRAINING EXAMPLES 0.223 ± 0.032 
NATIVE SVM  0.037 ± 0.0018 
TRANSFORMED 0.028 ± 0.0017 
PHANTOM 0.032 ± 0.0022 
BOTH 0.024 ± 0.0016 
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4.3.2 HANDWRITTEN CHINESE CHARACTER DOMAIN 
We chose two similar Chinese characters, wu and hu (Figure 2.1), to demonstrate 
the phantom example approach could benefit real-world classification problem. These 
two Chinese characters, although only contains few strokes, are similar enough in pixel 
level to provide a challenging problem for SVMs. The difficulty lies in that they share 
many common strokes. The pixels that realize those strokes, therefore, are irrelevant for 
classification purpose. For SVMs operating on high dimensional space, such irrelevant 
features are plenty enough to provide false patterns for the learner. Yet, our domain 
knowledge is helpful enough to capture the stroke-level similarity between these two 
characters. We expect that the EBL concept presented in our stroke-level models can 
exhibit the stroke-level similarity, and large sample of phantom examples are able to 
communicate our belief that any patterns in the irrelevant strokes are the noise we should 
avoid to use. The difficulty of the problem and the availability of useful domain 
knowledge make our approach suitable for handwritten character domain. 
 We compare three approaches. The first, the “native” condition, is a control 
condition.  Only the 150 real examples are given to the SVM learning system. In the 
second, or “virtual” condition, spatial transformations are applied to the support vectors 
found in native SVM.  The training set is then augmented with the resulting virtual 
examples and used to train the SVM. Virtual examples are the result of random 
translations (–3 to 3 pixels in each direction) and a random rotation (–10 to 10 degrees). 
These are larger transformations than used in [Schölkopf, Burges & Vapnik 1996].  Our 
image resolution is greater than theirs and pilot studies showed an improvement in the 
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virtual condition with these larger transformations.  In the third condition, called the 
“phantom” condition, our EBL approach is used to generate phantom examples as 
described in the previous section.  
There are a total of 200 labeled examples for each character in the database. The 
learning curves are produced by a 10-fold cross validation each with 150 random 
examples selected as the training set and 50 examples held back as a test set to evaluate 
the performance.   
We compare the performance of the native SVM to the virtual and phantom 
conditions varying the number of synthetic examples.  The native SVM is run on a single 
set of 10 cross validation trials.  The experimental conditions were run on 10 new cross 
validation trials for each of 100, 200, 400, 800, and 1600 synthetic examples which 
correspond to 250, 350, 550, 950, and 1750 total training examples. In each of the 10 
learning trials, the same set of real examples was given to the two experimental 
conditions, and the same test examples were used to evaluate accuracy. In all three 
conditions, we used the same polynomial kernel function: 3)1(),( +⋅= yxyxk  for SVM 
learning system. 
Figure 4.10 shows the accuracy after each training episode. Error bars denote the 
95% confidence interval about each mean accuracy point.  It should be noted that these 
error bars slightly underestimate the true confidence interval as their computation 
assumes the cross validation runs embody truly independent samplings.  As predicted, the 
phantom condition performs significantly better than the native SVM. It also consistently 
outperforms the virtual SVM.   
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Figure 4.10 Comparison of EBL approach with native SVM and virtual SVM for 
classifying two Chinese characters. 
It is clear from figure 4.10 that domain knowledge when applied in an EBL 
paradigm, even if the knowledge is only approximate, can be effective in improving the 
small training-sample behavior of an SVM.   
Is it significant that the phantom condition outperforms the virtual condition?  To 
answer this we consider their sources of additional evidence that each brings to the search 
in the hypothesis space.  The additional evidence embodied by the virtual examples 
consists of two relatively independent components.  First, is the invariance information: 
small transformations should not alter an example’s classification label.  Second, is the 
knowledge of the support vectors produced by the native SVM; this knowledge allows 
the virtual examples to be concentrated where they will do the most good.  Phantom 
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examples, on the other hand, embody the domain knowledge of character strokes 
interacting with the raw original training examples.  In this application the augmented 
evidence from the phantom condition is apparently greater than the augmented evidence 
from the virtual condition.  However, there is nothing deep in this statement.  If the 
domain theory were a little more approximate or if the original classifier had found more 
support vectors (due perhaps to a different kernel function), the relative performance of 
the two could change.  
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CHAPTER 5 
Feature Kernel Approach 
Kernel functions are often mentioned as the mechanism by which prior 
knowledge may be incorporated into an SVM classifier. Certainly, kernel choice is a 
large part of an SVM’s inductive bias; the kind of kernel that is employed has an impact 
on both its learning rate and its final performance. But the relationship of these to kernel 
choice is complex. Designing effective special-purpose kernel functions for specific 
classification applications remains a challenging problem.   
It is particularly difficult to directly incorporate high-level, general domain 
knowledge into kernel functions. In handwritten character recognition domain, stroke-
level knowledge suffers a vocabulary mismatch with pixel description of kernel 
functions. Although it is possible to extract stroke-level features from the images by 
human written programs, such process is often error-prone [Shi, Gunn, & Damper 2003]. 
It is more desirable to design a pixel-level kernel function with stroke-level knowledge in 
mind.  
We employ an Explanation Based Learning (EBL) approach to effectively and 
automatically construct a special-purpose kernel function that translates high-level 
knowledge into relevant input features. Domain knowledge about strokes, how they can 
interact, and how they realize prototype Chinese characters is used to conjecture high-
level, high-information-bearing domain features such as "intersecting strokes" or 
"abutting strokes", which can be further evaluated, calibrated, and mapped into their pixel 
realizations using the explanations of training examples. The result is a special-purpose  
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Figure 5.1 The feature kernel approach to implement the new EBL learning 
framework. 
selection kernel that emphasizes relevant interactions among pixels. Empirical results 
show that the acquired kernel functions can significantly improve the performance of an 
SVM. 
Figure 5.1 illustrates how feature kernel function approach fits to our proposed 
new EBL learning framework. EBL component uses domain knowledge to suggest 
salient high-level features. It also builds explanations and uses explanations to map high-
level features into low-level features. The mapping is used to define a specialized kernel 
function for each high-level feature. These kernels are called component kernels, which 
can then be combined to build the final kernel function, called feature kernel function. 
The feature kernel function serves as solution knowledge to introduce bias into SVM 
learning algorithm. Of course, the SVM learning algorithm can be replaced by any other 
kernel-based methods, such as kernel perceptron [Shawe-Taylor & Cristianini. 2004]. 
domain
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5.1 Overview of Feature Kernel Approach 
Intuitively, a good kernel function should define a space in which inter-example 
distances reflect the intrinsic differences between classes. Such kernel functions highlight 
features of the examples which are most informative of class membership while de-
emphasizing less informative ones. Informative features are highly discriminative, 
reliably detected in examples from one class, and reliably missing from examples of the 
other.  
To illustrate, consider distinguishing between images of handwritten “3” and “8” 
digits. We know that the left part of the figure is likely to be more informative than the 
right. This stems from our prior knowledge of the individual digits together with the fact 
that this task involves distinguishing “3” and “8” rather than, say, “9” and “8”. We might 
call this a “figure bias” since it applies to the actual “3” and “8” figures rather than, say, 
their pixel representations. Clearly, to be used in a kernel function, this figure bias must 
be expressed in the image vocabulary. But the particular combinations of pixels or image 
regions that best reflect this figure bias depends on the underlying population of 
examples: how they are represented, how effectively they are normalized and registered, 
the amount and characteristics of noise, and so on. Thus, an effective specialized kernel 
function results from the interaction of three sources of knowledge: intra-class knowledge 
(e.g., the features that compose an “8”), inter-class knowledge (e.g., the subset reliable 
features that distinguish “8” from “3”), and example characteristics (e.g., which pixels 
can reliably indicate the presence of informative features).  
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Since explanation-based learning supports just this sort of knowledge interaction, 
we explore how to apply EBL approach to adapt a kernel function for the given 
classification task. 
 Here, an explanation is not a logical proof but only general conjecture of how the 
high-level features are realized by low-level features. It then forms what we will call a 
component kernel, which is a special kernel designed to detect a newly invented high-
level feature. A collection of weighted component kernels defines a feature kernel 
function. It specifies a metric space which embodies the optimal linear blending of the 
informative features as detected by the component kernel functions. Thus, a feature 
kernel function is tailored to a specific classification task with awareness of high-level 
features. It integrates knowledge about the classes, the discrimination task, and the 
exemplar representations. It cannot, therefore, have been created by the human designer. 
Incorporating additional sources of information and appreciating their interaction with the 
training examples can result in faster learning and more accurate classifiers. 
Our approach, incidentally, agrees with divide-and-conquer principle. The 
invented high-level features conceptually divide the big classification problem into many 
small problems. Recognizing each of those high-level features solves part of the big 
problem, and is much easier. In our approach, the component kernels are invented to 
detect those high-level features. They are assembled together to form the final feature 
kernel function. Although our approach does not build multiple classifiers, the 
specialized feature kernel function guides the SVM learning algorithm to automatically 
build the final classifier through the detection of those high-level features.  
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Figure 5.2 Ten Chinese characters used in the experiments. 
We exercise our approach distinguishing images of handwritten Chinese 
characters. The dual characteristics of complex examples and limited training data fit our 
approach well and apply to many real-world classification and discrimination tasks. We 
use Chinese character discrimination only as an illustrative domain. We have chosen just 
a few Chinese characters to show the approach. It would be unwieldy to learn all pair-
wise SVM classifiers in this domain. Furthermore, our approach applies generally to 
images of other hand-drawn characters and objects where similar prior domain 
knowledge is available. The ten different Chinese characters used in this study are shown 
in Figure 5.2. They include several similar characters drawn from each of three different 
radical classes resulting in a range of easy to difficult binary classification tasks.  
Compared to a conventional SVM of similar design, our results show that 1) a 
more accurate classifier is acquired, 2) an effective classifier can be acquired with 
significantly fewer training examples, and 3) the resulting classifier is significantly less 
complex, employing fewer support vectors. The approach helps the most in challenging 
classification tasks. Perhaps this is not surprising; EBL opens the door to additional  
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Figure 5.3 An example of two similar Chinese characters with different between them 
highlighted. 
information which may be superfluous for simple classification tasks. Importantly, the 
EBL use of prior knowledge seems never to harm performance. 
5.2 Feature Kernel Function for Chinese Character 
Classification 
EBL requires a domain theory of prior knowledge to drive the explanation 
process. While images of characters are composed of pixels, it is natural to break the span 
from pixels to characters into two sub-domains. The first relates handwritten characters to 
the strokes that are used to form them. The notion of a stroke is not intrinsic to this 
classification problem. A conventional SVM has no place for such a notion. Rather, 
strokes are introduced as “hidden” features to organize prior knowledge. In addition, 
combinations of strokes form yet another level of derivable hidden features, called 
stroke-level features. For example, the two prototype Chinese characters shown in the 
Figure 5.3 are quite similar. Both include horizontal strokes at the top and bottom, 
making these features uninformative for this discrimination task. However, other stroke-
level features are quite informative. We have circled these in Figure 5.3. The right 
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character (wu) has a unique “cross” while the left one (hu) has an “L-corner” and a 
specific “T” junction not shared by the other. Described with these derived stroke-level 
features the characters are quite different. The prior knowledge in this sub-domain 
consists of a prototype of ideal stroke model for each Chinese character, a width 
parameter that applies to all of the strokes within a character, and a simple but general 
“grammar” of how strokes can interact.  
The second sub-domain explains the correspondence between pixels and strokes. 
Strokes are modeled as straight lines of a particular width with a particular starting and 
ending location. The corresponding pixels are those that fall within the boundaries of a 
long thin rectangle which is the stroke. Similar to the explanation building procedure in 
phantom example approach, a Hough transformation is used to determine the 
correspondence of stroke features and pixels in the training images. 
 Given a pair of Chinese character labels and a set of training examples for each, 
the following procedure is performed to produce a feature kernel function: 
1) Conjecture stroke-level features: The prototypes of the characters to be 
distinguished are examined, and distinctive stroke interactions are 
identified. These are candidates for the construction of component kernel 
functions. 
2) Determine the best pixel representation for each stroke: This involves 
a) Explaining labeled character images by using Hough transform to 
determine how each required stroke is realized by its pixels. 
b) Estimating the correlation between pixels and strokes across the 
data set. The detail is discussed in section 5.6.2. 
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c) Constructing parameterized evidence pixel sets for each stroke. 
The parameter is a threshold specifying the minimal acceptable 
correlation for a pixel to be included.  
3) Given evidence pixel sets for strokes, construct the set of component 
kernel functions. This is the topic of section 5.4. It also involves choosing 
values for the parameters mentioned above. They are evaluated so as to 
minimize stroke-level feature detection errors over whole training set.  
4) Build the feature kernel function:  Using the algorithms described in 
section 5.5, component kernel functions of the previous step are weighted. 
Their weighted sum is the final feature kernel function.  
5.3 Component Kernel Functions 
As described, stroke-level features represent interactions between strokes. A 
component kernel is a special polynomial kernel computed on a limited region within an 
image. It serves as a detector for its stroke-level feature, and is used to assemble the final 
feature kernel function. Our component kernels maps examples to a space spanned by 
monomials. A monomial is a term in the expansion of a polynomial kernel function. It 
represents the product of pixels, as evidence for a stroke-level feature.  
Given the connections between pixels and strokes, it is straightforward to 
determine evidence monomials for different stroke-level features. This is illustrated in 
figure 5.4. When the pixels in the region A serve as evidence for a horizontal stroke, and 
the pixels in the region B serve as evidence for a vertical stroke, then those second-degree  
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Figure 5.4 Two stroke-level feature regions A and B to detect a corner. 
monomials with one pixel from region A and another from region B can be evidence for 
the “corner” feature composed with the horizontal and vertical strokes.  
Specifying a function to compute the dot product between two examples using 
those evidence monomials gives us a component kernel function for SVMs to detect the 
corresponding stroke-level features. The corner feature shown in figure 5.4, employs a 
component kernel function like the following:  
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It is easy to see that this kernel function computes the dot product between 
example x1 and x2 using the monomials of pixels from region A and region B: 
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Therefore, a component kernel function is similar to a conventional kernel 
function in that it is easy to compute, and it gives the value of dot product between two 
examples in high-dimensional space. The only difference is that a component kernel 
function is designed for discovering the presence of certain high-level feature in the 
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example, not for determining the label. We can also build higher order component kernel 
functions for the same corner feature. Here are two third-degree component kernel 
functions: 
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The first kernel uses monomials with three pixels, two from region A, and the 
other one from region B. The second function uses monomials with one pixel from region 
A, and the other two from region B.  
5.4 Combining Component Kernel Functions 
The component kernel functions are designed to detect stroke-level features in 
characters, but not all features are equally useful to distinguish characters. In this section, 
we examine how to use a linearly weighted combination of component kernel functions 
to obtain a feature kernel function to classify future character examples. Using different 
weights, our feature kernel function is able to emphasize diagnostic stroke-level features, 
while de-emphasizing less informative or redundant ones. 
Weighting kernel function is a question addressed by many other researchers 
[Kandola, Shawe-Taylor, & Cristianini. 2002; Kwok, & Tsang. 2003; Lanckriet etc. 
2004]. In our study, we employ the approach proposed by [Kandola, Shawe-Taylor, & 
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Cristianini. 2002]. Here we briefly summarize the approach. It uses a simple computable 
notion, called alignment, to estimate the goodness of a kernel function. The (empirical) 
alignment of a kernel k1 with another kernel k2 with respect to the sample S is defined as: 
),,/(,),( 22112121 FFFS KKKKKKkkA ><><>=< , 
where Ki is the kernel matrix for the sample S using kernel ki, and F>⋅⋅< ,  is the 
Frobenius product1. Let y be the target function that gives the label, then the target kernel 
k* can be defined as )()(),(* zyxyzxk  = . The (empirical) kernel target alignment can be 
defined as ),()( ** kkAkA SS = , which measures the degree of agreement of a kernel with 
a learning task. High kernel target alignment implies good generalization performance of 
the resulting SVM classifier [Cristianini etc. 2002].   
Given a set of kernels ki, the problem of combining them can be formulated as to 
choose α in =
i
iikk αα )(  so that the alignment of k(α) to the given target vector y is 
optimized. With constraining ||α|| to avoid over-fitting the alignment to the training set, 
the optimization problem can be solved by the following quadratic programming: 
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where λ is a parameter controlling the balance between optimizing alignment and 
constraining ||α||. The value of it can be adjusted using cross-validation.  
 
                                                 
1
 The Frobenius product between two matrices M=[mij] and N=[nij] is defined by >=< ij ijijnmNM ,  
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5.5 A Formal Analysis of Feature Kernel Approach 
Our algorithm uses the notion of stroke-level features to organize pixel level 
features, and enables SVMs to emphasize the distinctive stroke-level features by 
weighting component kernel functions. Intuitively, emphasizing small amount of useful 
features can greatly reduce learning complexity, therefore allowing SVM learning 
algorithm to perform well even when small number of training examples are available. In 
this section, we use the notion of kernel alignment to provide insights about how our 
algorithm can produce an improved kernel function. 
5.5.1 DECOMPOSING A KERNEL FUNCTION 
First, we observe that weighting multiple kernel functions can usually produce a 
better kernel function than simply combining them with equal weights. Specifically, 
given two kernel functions k1 and k2, the target alignment of the combined kernel 
function with coefficient 1 and w is: 
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To determine the optimal w to maximize A(w), we set 0)( =
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, we have   
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Multiply both sides by 2/32222111 ),,2,( ><+><+>< KKwKKwKK , we 
have: 
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With little algebra, we see that: 
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 Let A1, A2 denote target alignment for k1 and k2, A12 denotes alignment between 
k1 and k2, and ><= iii KKK ,|| , we can write ||
||
)(
)(
2
1
2121
1122
K
K
AAA
AAA
wopt ⋅
⋅−
⋅−
= . 
In the above equation for the optimal weight, ||
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kernels. While the factor )(
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 measures the difference of the target 
alignments between two kernels and modulates the overlap between them. When the ratio 
1
2
A
A
 is large, the optimal weighting is far from an equal blending.  
Furthermore, with some algebra, we can show that the target alignment of the 
optimally weighted kernel is 
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When the scales of the two kernels are normalized, meaning 1||
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 This shows that the difference between optimally weighted kernel and equally 
weighted kernel becomes large when the ratio of their target alignment increases.  
The above arguments suggest a better kernel function can be obtained from a re-
composition of the original kernel function as an appropriately weighted set of kernels. In 
our approach, since combining all component kernel functions by equal weights 
approximately reproduce conventional polynomial kernel function, specifying component 
kernel functions according to stroke-level features serves as a mechanism to decompose 
the conventional polynomial kernel function. Weighting component kernels offer a 
mechanism to build better kernel function. 
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5.5.2 HIGH-LEVEL FEATURE ALIGNMENT  
Without prior knowledge to guide the processes, a decomposition is unlikely to 
produce kernel functions with significantly different alignments. On the other hand, 
knowledge of high-level features can help to group input features according to their 
information content. In particular, if we assume the high-level features have binary 
values, then we can define the alignment between a high-level feature label and a given 
kernel matrix. We call this its high-level feature alignment. We use AF(.) to denote 
alignment of a kernel to high-level feature, and At(.) to denote alignment of a kernel to 
the target label. For a high-level feature that is unique for its class, its label has perfect 
alignment with the class label. Therefore, the corresponding high-level feature alignment 
equals the target alignment, which means AF(K) = At(K).   
On the other hand, for a high-level feature that is common to both classes, 
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Therefore )(1)( KAKA Ft −< . Thus, high alignment to a non-informative high-
level feature results, not surprisingly, in a low alignment to the class label.  
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The above analysis shows that constructing kernel functions that align with high-
level features can help us to organize input features (like the pixels of our images) into 
informative sets and non-informative sets. Now we examine those input features x that 
exhibit high alignment with some high-level feature f. Assume we have binary input 
features x={0,1}, then:  
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In the above equation, )1,1()1,1( −==−== fxpfxp  represents the correlation 
of x with high-level feature f. The input features that exhibit high correlation with f 
provide a set of input features that can reliably detect high-level feature f, while at the 
same time they exclude irrelevant input features. In our experimental section, we evaluate 
)1,1()1,1( −==−== fxpfxp  to determine evidence pixel set for each stroke, and 
specify component kernel functions. 
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5.6 Empirical Results 
5.6.1 EXPERIMENT SETUP 
In this section, we present our empirical results to demonstrate the accuracy 
improvement made by incorporating stroke-level knowledge into kernel functions for 
SVM learning algorithms. In our experiments, we used handwritten Chinese image 
examples from the ETL9B database  created by Electrotechnical Laboratory of Japan. It 
contains 200 samples for each character. All examples are binary images of size 64 by 
63. We applied simple image processing to smooth the images then center them to fit a 
64x64 area.  
We used libsvm package [Fan, Chen, & Lin C.-J. 2005] as our SVM learning 
algorithm. To simplify the comparison of kernel functions, we used the default value for 
all the SVM parameters, except those for kernel functions, during the learning. 
We want to compare our specialized kernel function with a conventional 
polynomial kernel function. We have found that the optimal degree of a conventional 
polynomial kernel for the ETL9B dataset is 3. To make a fair comparison, we also used 
third degree polynomials to define component kernel functions and, therefore, the derived 
feature kernel functions. This is an artificial limitation that compromises our approach for 
the sake of a clearer comparison. For stroke-level features that are composed of more 
than three strokes, such a “cross”, we need four pixels (one in each one of the strokes) to 
compose a good detector, but third-degree monomials can only compute the product of 
three pixels. Of course, several three-stroke features can be found that together 
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approximate the four-stroke combination. This ameliorates but does not eliminate the 
disadvantage. We believe a fourth-degree polynomial may result in better performance of 
our approach in this task. 
5.6.2 EXPERIMENT 1: DOES A FEATURE KERNEL OUTPERFORM A SIMILAR 
CONVENTIONAL KERNEL? 
The first question we ask is following: Do feature kernel functions offer a 
significant improvement over similar conventional polynomial kernel functions when the 
same order polynomial is applied? 
5.6.2.1 EXPERIMENT 1A: BEHAVIOR ON A SINGLE CHALLENGING DISCRIMINATION TASK. 
To compare two kernel functions, we first selected two very similar Chinese 
characters (shown in Figure 5.3) that represent a challenging discrimination task. We 
believe this sort of challenging task best illustrates the benefit of domain knowledge. 
These two characters are quite similar, which means it should be possible to decompose a 
conventional kernel function into informative ones and non-informative ones. 
A feature kernel function was constructed for the two characters. It and a 
conventional third-order polynomial kernel function were evaluated using a leave-one-
out test to compare their performance. The number of errors, average number of support 
vectors and the values of the empirical target kernel alignment are given in Table 5.1. It is 
clear that, as predicted, the SVM using specialized feature kernel exhibits significantly 
better performance than the conventional kernel. It also results in fewer support vectors,  
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Table 5.1. Results on leave-one-out test for classifying two characters using different 
kernels. 
KERNEL  ERROR NO. SV ALIGNMENT 
FEATURE  4 145  0.1956 
POLYNOMIAL 15 197 0.1279 
 
which demonstrates that the feature kernel emphasizes few, but reliable features. This is 
also supported by the comparison of target kernel alignments for two kernels, where the 
feature kernel has a significantly higher alignment. Fewer support vectors mean that the 
corresponding classifier costs less to evaluate on new inputs. 
Figure 5.5 shows the efficiency of learning. It plots the error rate with at different 
stages of training for the two kernels. The feature kernel is significantly better than the 
polynomial kernel in all cases. Notice that, with 80 training examples, the accuracy of the 
feature kernel achieves is similar to that of the polynomial kernel with 320 training 
examples. This can be a crucial improvement when training examples are limited or 
expensive to produce.  
5.6.2.2 EXPERIMENT 1B: BEHAVIOR ON A REPRESENTATIVE SET OF CHINESE CHARACTERS 
Experiment 1a shows that the adapted feature kernel function offers significant 
improvement for classifying two target characters chosen to illustrate its benefits. Is there 
something specific about these two characters that makes them somehow uniquely liable 
to feature kernel functions, or the results can generalize to other characters? In particular,  
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Figure 5.5 Comparing feature kernel with polynomial kernel on the task of classifying 
two Chinese characters. 
does the presence of the domain theory degrade performance on antithetical classification 
problems which are less challenging?  
To answer this question, we selected a set of ten Chinese characters, shown in 
figure 5.2, from three radical groups resulting in 45 pair-wise discrimination problems. 
16 of them are challenging discrimination problems representing characters within the 
same radical group. Others are easier classification decisions from between radical 
groups. We believe these tasks form a representative range of discrimination problems in 
the domain of Chinese characters.  
Again we compared feature kernel function against polynomial kernel functions 
for each classifier. Figure 5.6 shows the results in two different ways: 1). Figure 5.6A and 
5.6C plot average error rate and average number of support vectors as a function of the 
number of the training examples for the two kernels; 2).  Figure 5.6B and 5.6D show the  
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Figure 5.6 Comparing the accuracy and No. of SV used for two kernel functions. A. 
Plot of average error rate for all 45 binary classifiers against No. of 
training examples. B. Scattered plot comparing error rate for all 45 binary 
classifiers. C. Plot of average No. of support vectors used for all 45 
classifiers against No. of training examples. D. Scattered plot comparing 
No. of SV used for all 45 binary classifiers. 
comparison in all tasks using a leave-one-out test with 400 examples. We see in almost 
all cases, across different difficulty-levels and for different number of training examples, 
that the SVM with feature kernels outperform the one with polynomial kernels. The 
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SVMs built by feature kernels achieve varying degree of improvements on accuracy, but 
consistently use fewer support vectors. 
5.6.2.3 EXPERIMENT 1B RE-ANALYSIS 
What property of the task affects the improvement for specializing feature kernel 
functions? We believe that additional information in the form of prior domain knowledge 
may differentially help difficult classification tasks. To investigate, we reanalyzed the 
data of Figure 5.6A: We evenly divided the 45 classification tasks into three groups 
according to whether a task easy, medium, or difficult for the conventional SVM learner 
as judged by the number of errors made by the conventional SVM. Figure 5.7 shows the 
results: not only does the feature kernel function help, but it indeed appears to help most 
in the most difficult classification problems.  
Finally, we compared multi-class recognition performance in our 10-character 
problem. We used 160 examples for each character to form the training set to learn all 45 
binary classifiers. The remaining 40 examples of each character are held back to form a 
test set. During the test, each classifier casts one vote, the class with the most votes is 
assigned as the label to the test example. The result is that the classifiers built with 
conventional polynomial kernel functions, in this case, have 88.7% recognition accuracy, 
while the feature kernel functions have 92.6% recognition accuracy. 
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Figure 5.7 Comparing the accuracy used for two kernel functions by three groups of 
tasks. A. Group of the most difficult tasks. B. Group of the medium 
difficult tasks. C. Group of the easiest tasks. 
 
5.6.3 EXPERIMENT 2: HOW IMPORTANT IS THE EBL INTERACTION 
BETWEEN KNOWLEDGE AND EXAMPLES? 
The experiments and analyses of our first investigation provide compelling 
evidence that while the feature kernel function is significantly less expressive than the 
conventional kernel function, its performance is better. We attribute this improvement to 
the EBL approach. But is this interpretation fair? Central to EBL is the notion of 
explanation, an interaction between high-level knowledge and training examples. The 
EBL approach is quite different than merely supplying the static bias of a conventional 
machine learner. But perhaps we are mistaken. Perhaps it is the presence of the additional 
domain knowledge that is significant and not the EBL interaction between domain 
knowledge and training examples.  
To test whether the EBL paradigm underlies the improvement (as we believe) or 
it is merely the presence of the additional high-level information, we designed a control  
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Figure 5.8 Interaction between knowledge and examples provides improvement. 
experiment to evaluate a kernel function with the same knowledge of stroke-level 
features but without the interaction that makes this form of EBL unique. In this EBL, the 
prior knowledge is not taken to be complete and correct. Rather training examples are 
used to direct and adjust the interpretation and use of the prior knowledge. In Experiment 
2, the component kernel functions are constructed as before, but the feature kernel 
function is constructed without access to the training examples. The difference between 
such a kernel function and the weighted kernel function is that it misses the evaluation 
and adjustment of the conclusions drawn from the prior knowledge using training data. 
When this interaction is denied to the system, the prior knowledge is simply treated as 
correct (as in conventional EBL). Figure 5.8 compares this new kernel function with both 
the conventional third-degree polynomial kernel and previous feature kernel function. It 
is clear that without training data to guide the EBL system towards significant and useful 
conclusions, its behavior is similar to the system with no access to prior knowledge at all.  
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5.6.4 EXPERIMENT 3: CAN OTHER EXAMPLE REPRESENTATIONS ALSO 
BENEFIT FROM OUR APPROACH? 
The final question we asked is: Can our approach add anything to alternative, 
maybe more specialized representations? One of such representation is based on gradient, 
instead of darkness, of each pixel, as studied by [Dong , Krzyzak, & Suen, 2003]. We 
believe the success of our approach comes from the high-level knowledge of strokes. 
This knowledge should hold whether we use pixel features or gradient features to detect 
the stroke features. Therefore, our principle should also apply for their gradient 
representation. 
To test this, we followed [Dong , Krzyzak, & Suen, 2003] to build gradient-based 
representations for our 10-character database. To simplify the re-implementation effort, 
we omitted the nonlinear image normalization and the learning parameter tuning steps. 
This, while useful, is tedious and in any case should help both systems equally. We found 
the recognition accuracy based on gradient representations alone to be 97.2% for our 10-
character recognition problem. Not surprisingly, this recognition accuracy is superior to 
the ones obtained by using the less specialized pixel-based representations. This 
improvement is solely due to the tailored representation. 
For our specialized kernel functions, we used the same set of stroke-level features 
to design gradient-based feature kernel functions. In particular, the gradient-based 
representations are calculated for each stroke by only using gradient information in the 
region for that stroke. This gives us a gradient-based evidence set for each stroke. If we  
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Figure 5.9 A scatter plot comparing the leave-one-out errors using gradient-based 
representation. 
use gA and gB to represent gradient-based evidence set for stroke A and B respectively, 
then, the component kernel function for the corner shown in Figure 5.4 becomes: 
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With gradient-based component kernel functions, weighing and assembling them 
to form a gradient-based feature kernel function is the same as pixel-based.  We 
compared our specialized gradient-based feature kernel function with a conventional 
gradient-based third-degree polynomial kernel for all 45 binary classification problems in 
our 10-class database. Figure 5.9 shows the comparison in all tasks using leave-one-out 
test. In most of cases, our feature kernel functions achieved improvements. Using these 
binary classifiers trained with gradient feature kernel functions yields an accuracy of 
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98.0% for our 10-character recognition problem, a small but significant improvement 
over the 97.2% accuracy. 
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CHAPTER 6 
Explanation-Augmented Support Vector Machine 
In this approach explanations are directly used to augment training examples as 
input to the learning algorithm. A simple, yet effective form of explanation is used here 
to explicitly specify which properties of the example are relevant and how those 
properties must fit together to achieve the prescribed classification label. To use such 
explanations as bias for SVM learning algorithm, we require the SVM to classify the 
training examples according to explanations, i.e. only using those relevant features.  
The new learning algorithm for this Explanation-Augmented SVM (EA-SVM) 
appears to be a convex quadratic programming problem similar to the one for standard 
SVM. EA-SVM can also be naturally extended to imperfect knowledge, a stumbling 
block to conventional EBL. It uses cross-validation to evaluate the quality of the 
explanations, and automatically adjust how much to trust the bias introduced by those 
explanations.  
In this approach, explanations constrain the correct classifier, and therefore, once 
discovered, can serve to bias the learner. In this sense, explanations themselves directly 
serve as solution knowledge. Figure 6.1 shows how EA-SVM approach fits to our 
proposed new EBL learning framework. Although it requires a modified learning 
algorithm, the advantage is that it requires little for EBL component except producing 
explanations. Therefore, off-shelf EBL algorithm can be applied. More importantly, the 
available knowledge-base that traditional EBL uses can now be incorporated into our 
learning system. 
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Figure 6.1 The EA-SVM approach to implement the new EBL learning framework. 
The theoretical analysis of EA-SVM, which is analogous to (and quite compatible 
with) the treatment of soft margin SVMs, formally shows that the simple notion of 
explanation advanced here leads to improved classification performance. The analysis 
leads to three predictions: 1) explanations will help more in difficult learning problems 
than in easy ones; 2) improvement will be graduated, with more accurate domain 
knowledge helping more than less accurate domain knowledge; and 3) even entirely 
inaccurate domain knowledge should not result in EA-SVM behavior that is unduly 
worse than the performance of a conventional SVM with training examples alone.  
Through a series of experiments, we demonstrate these properties empirically via 
a simple but challenging task of distinguishing a set of handwritten Chinese characters. 
To alleviate any concern that the approach is somehow specific to Chinese characters or 
image classification, we also demonstrate the approach in two additional domains: 
protein super-family classification (using a database of motifs as the imperfect domain 
knowledge) and categorizing Reuters news articles (using WordNet as the imperfect 
domain knowledge). The results confirm that the EA-SVM approach outperforms the 
conventional SVM approach on the same task. 
domain
knowledge
training
examples
EBL explanations EA-SVM
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6.1. Motivation 
An explanation can be viewed as generalization of a single example. It is possible 
that many examples satisfy the same explanation merit the same label for the same 
reasons and thus should be treated as equivalent by the learner. Now consider an SVM 
classifier as a linear separator in some high-dimensional feature space [Vapnik, 1998]. 
What is an explanation to an SVM classifier? In the ideal case, a simple explanation is 
precisely a single lower dimensional linear surface to which the correct classifier should 
be parallel. To see why, consider the extensional definition of the explanation which is 
the set of all examples that satisfy the explanation’s requirements. Because it is ideal, we 
assume that the SVM’s feature space and linear separator are adequate to capture all of 
the relevant distinctions and relations. All of the examples that merit this label for the 
same reasons should be treated identically. In the high dimensional feature space they 
should have the same margin from the correct classifier. This means that they fall on a 
parallel linear surface. This surface will be of a lower dimension if there are any 
redundancies or irrelevancies in the high dimensional feature space with respect to this 
explanation. A simplified example in three dimensional space is illustrated in figure 6.2, 
where the explanation specifies that one feature as irrelevant, therefore the constrain 
surface is a two dimensional plane.  
When our explanations are perfect, the bias introduced correctly constrains the 
hypothesis. In this scenario, EA-SVM can take full advantage of the perfect domain 
knowledge. But the situation will likely never be ideal. There may be noise in the training 
examples resulting in spurious explanations. The feature space, despite its high  
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Figure 6.2 A simple example to illustrate the parallel constrain introduced by 
explanation. The example lives in {x1, x2, x3} space. When the 
explanation indicates that only feature x1 is important, it suggests that 
every points on the 2-dimensional constrain surface perpendicular to x2 
should be treated the same by the classifier. 
dimension, may not adequately capture all of the relevant distinctions. The domain 
knowledge itself will almost certainly be flawed so that the explanations will vary in their 
veracity and in their information content. This, incidentally, is a major limitation of the 
conventional formalizations of EBL [Mitchell, 1997; Russell & Norvig, 2003]. The 
present research is not limited to these conventional views. While our explanations also 
carry evidence about classification labels, they are not forced to carry the overwhelming 
evidence of a logical proof. Therefore, the explanations produced in our system are likely 
to be imperfect.  
Even when the explanations are not perfect, they often could still be useful. 
Knowledge often carries certain information about the learning task. Therefore, it is 
x1
x2 x3
example
constrain surface
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likely that the parallel constrains specified by the explanations could serve as useful 
preference. Those hyper-planes parallel to the constraint surface could be better than the 
ones perpendicular to the constraint surface. Also it is possible that some constrains are 
better than others. This is similar to the situation of noisy training examples. We do not 
want to ignore such useful information, instead, we should exercise extra effect to take 
care of the imperfection of knowledge. 
Our approach takes care imperfect explanation in a similar way as conventional 
SVM treats noisy data. A parameter is introduced into the learning algorithm to control 
how much we should trust the bias introduced by explanations. This parameter is 
automatically adjusted by cross-validation. In this way, the parallel requirement serves as 
preference or soft constrains instead of hard constrains.  
6.2 Simple Explanations and Explained Examples 
Explanations justify the assigned classification label. The simplest explanation is 
a partitioning of the example’s features into important and unimportant ones. While a 
more sophisticated explanation could also specify how the important features relate, 
explanations that only partition features have the virtue of simplicity, and as such provide 
a starting point for our approach. At the same time, more sophisticated explanations hold 
the promise of even greater gains in the future. 
The standard SVM-learned classifier is determined entirely by the kernel matrix 
[Lanckriet et al 2004], which contains the kernel values between example pairs. We 
augment the standard kernel matrix to reflect our explanations. To do so, we introduce 
simple generalized or explained examples. In these, only the important features are 
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allowed to contribute to the kernel computation. Given an original example x, and a 
subset of important features xe ⊆  from an explanation, the generalized example v is 
constructed thus: 



=
∈=
otherwisev
exifxv
i
iii
,'*'
,
  
The special symbol ‘*’ indicates that this feature does not participate in the inner 
product evaluation. With numerical features one can simply use the value zero.      
6.3 Explanation-Augmented SVM Classification 
We first discuss the ideal case of perfect explanations and correctly labeled, 
separable data. Then we show that imperfect explanations can be realized using slack 
variables. These combine straightforwardly with standard slack variables from the 
treatment of non-separable data.  
6.3.1 PERFECT EXPLANATIONS 
Ideally, the learned classifier evaluates the original example and the generalized 
example to the same value: bvwbxw ii +⋅=+⋅  or equivalently 0)( =−⋅ ii vxw   
Geometrically, this requires the classifier hyper-plane to be parallel to the 
direction xi-vi. We call these parallel constraints. The SVM quadratic problem becomes: 
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This is a problem similar to the standard SVM optimization problem and can be 
solved by the method of Langrange multipliers. To do so, we introduce positive 
Langrangian variables αi for inequality constrains, and un-constrained Langrangian 
variables λi for equality constrains. The primal Langrangian is: 
    Minimize:  ⋅−⋅−++⋅−≡ i iiii ii iiiP vwxwbxwywL )()(2
1 2 λαα  
    Subject: 0≥iα  
Setting the derivatives w.r.t. the primal variables to zero, we have:  
  −+= i i iiiiii vxxyw )(λα  and 0=i ii yα  
Substituting into Lp, the dual problem becomes maximizing (w.r.t. the αi, λi): 


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subject to: 0,0 =≥ i iii yαα  
This is a standard form of the quadratic programming (QP) problem w.r.t the 
variable vector composed by αi, and λi. The quadratic term is no longer the original n x n 
kernel matrix but a 2n x 2n matrix in which we employ a single explanation for each 
training example. After computing this quadratic matrix, we can use a standard QP solver 
for the above optimization problem. 
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Notice that, if we fail to build an explanation for a particular example, all input 
features are treated as important, therefore, vi=xi, and vi-xi=0. In such case, the 
corresponding variable in the QP problem can be simply eliminated. With no 
explanations the problem reduces to a standard SVM. 
6.3.2 IMPERFECT EXPLANATIONS 
If the domain knowledge is imperfect, the constraints cannot all be met. The 
explained examples should then be treated as a bias to be respected as much as possible. 
This is similar to the standard SVM algorithm for the non-separable case [Vapnik, 1998]. 
New slack variables (δi) measure the difference between the evaluations of the original 
examples and the generalized examples: 
 iiiiiiii vwxwvwxwi 0,, ≥≤⋅−⋅−≥⋅−⋅∀ δδδ  
To penalize violations of the constraints, we change the objective function from 
2/|||| 2w  to + i iCw δ2/|||| 2 ; we call C the confidence parameter. It reflects 
confidence in (or assessed quality of) the domain knowledge. It will be set automatically. 
A larger C corresponds to better knowledge and a greater penalty for disagreeing with the 
explanations. Now our primal problem becomes: 
iivwxw
ivwxwibxwysub
CwMinimize
iiiii
iiiii
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with the Lagrangian: 
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0,0,0,0,0: ≥≥≥=≥  iiii iii ysub µγβαα  
Requiring that the gradient of LP with respect to w, b and δi vanish yields: 
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Substituting into the Langrangian formulation Lp, with iii γβλ −≡ we obtain the 
dual: 
CCysub
vxvxvxxy
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ii iii
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This is a QP problem with the same solution as the perfect explanation case, 
  −+= i i iiiiii vxxyw )(λα , except the λi are now bounded by C. If we have perfect 
explanations, then C and the λi are unbounded, and the problem reduces to the ideal case. 
Conversely, if C and the λi are 0, the problem ignores the explanations and reduces to a 
standard SVM. 
This is easily combined with slack variables for non-separable data: slack 
variables ξi are introduced to penalize the errors: iibwxy iiii ∀≥∀−≥+⋅ ,0;,1)( ξξ ; 
the objective function now becomes:  ++ i ii i DCw ξδ2/|||| 2 .  The resulting 
maximization is identical except that the first constraint 0≥iα  becomes Di ≤≤ α0 .  
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Like standard SVM, EA-SVMs can be efficiently solved by the standard 
optimization methods since the QP problem is convex: 
Theorem 6.1: The EA-SVM QP problem is convex.  
Proof: It is sufficient that the expression LD of our EA-SVM is quadratic and 
positive semi-definite:  
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Where .,.  denotes the inner product.              
6.3.3 SETTING THE CONFIDENCE PARAMETER C 
In our implementation, the confidence parameter C is set by cross validation. Note 
that C bounds the extra variables λ in the solution. When C is sufficiently small, λ are 
much smaller than α and an EA-SVM solution will be similar to standard SVM solution. 
Conversely, if C is sufficiently large, λ is much larger than α and the explanations will 
dominate. Therefore, we choose the initial candidate set for C with respect to value of α. 
In our comparisons, we first run the standard SVM to determine the average value of 
α. The candidate set for C is a geometric series about this average value. 
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6.4 A Formal Analysis 
We now provide a formal justification for our explanation-augmented SVM using 
the fat-shattering dimension. We also identify qualitative predictions to be empirically 
tested which will insure that the formalization addresses significant and observable 
phenomena.  
6.4.1 BACKGROUND DEFINITION AND THEOREMS 
Fat-shattering dimension was introduced by Shawe-Taylor etc. and has been used 
to provide a theoretical analysis of SVM. Here we review its definition and the theorem 
about fat-shattering dimension of linear functions. 
Definition 6.2 fat-shattering (Barlett and Shawe-Taylor, 1999) Let H be a set of 
real valued functions. We say that a set of points Xm={x1,x2,…,xm} is γ-shattered by H if 
there are real numbers rx indexed by mXx ∈  such that for all binary vectors b index by 
Xm, there is a function Hfb ∈  satisfying γ+≥ xb rxf )(  if bx=1 and γ+< xb rxf )(  
otherwise. 
Theorem 6.3 Fat-shattering dimension of linear functions (Barlett and Shawe-
Taylor, 1999) Consider a Hilbert space and the class of linear functions F of norm less 
than or equal to B restricted to the examples in the sphere of radium R about the origin, 
then the fat shattering dimension of F can be bounded by 2)()(
γ
γ BRfatF ≤ . 
 89
The fat-shattering dimension is used in the following theorem that bounds the 
generalization error of a linear classifier. The fat-shattering dimension of the underlying 
function class is measured at a scale proportional to the margin. 
Theorem 6.4 Generalization error bound of linear classifiers (Shawe-Taylor et 
al., 1998) Consider a set of linear classifiers H having fat-shattering dimension bounded 
above by the function fat: Nℜ . Then with probability at 1-δ, a classifier Hh ∈  that 
correctly classifies m independently generated examples S with margin 
0)(min >= iii xhyγ  will have the error bounded from above by  
,
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where .)8/( emfatk ≤= γ  
6.4.2 EA-SVM WITH HARD CONSTRAINTS 
The fat-shattering dimension measures the expressiveness of a hypothesis space. 
The parallel constraints from our explanations should further restrict the expressiveness 
yielding an easier learning problem. Remember that a class of linear functions F of norm 
less than or equal to B restricted to the examples in the sphere of radius R about the 
origin. The fat-shattering dimension of F is bounded by 2)/()( γγ BRfatF ≤ . To this we 
add parallel constraints: 
Theorem 6.5 Fat-shattering of linear functions with parallel constraints. 
Consider a Hilbert space and one class of linear functions F of norm less than or equal to 
B satisfying the following constraints: )()(, ii vfxfi =∀ , where vi is the explained 
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example of xi, let RV denote the radius of the ball that contains all vi, then the fat 
shattering dimension of F can be bounded by 2)/()( γγ VF BRfat ≤ . 
Proof: For every bxwfwhereFf +⋅=∈ , , we define a linear function 
}1,0{: VGg ∈ where bvwvg +⋅=)( . The norm of functions Gg ∈  is the same as 
Ff ∈ , but they are restricted to the examples in the sphere of radius Rv. Bartlett and 
Shawe-Taylor tell us the fat-shattering dimension of G is bounded by 
2)/()( γγ VG BRfat ≤ . 
Next we show that F has the same fat-shattering dimension as G. First observe 
that XV ⊆ , therefore if a set of points Vm={ v1,v2,…,vm} is shattered by G, they are also 
shattered by F. Therefore )()( γγ GF fatfat ≥ . Now consider the explanations as a many-
to-one mapping VXm : , then ))(()( xmgxf = . Therefore if a set of points 
Xm={x1,x2,…,xm}is shattered by F, then the set Vm={m(x1), m(x2),…, m(xm)} is shattered 
by G. Therefore )()( γγ GF fatfat ≤ ; )()( γγ GF fatfat ≥ and )()( γγ GF fatfat ≤  imply 
)()( γγ GF fatfat = .                          
Applying this result to theorem 6.4 immediately yields the following theorem: 
Theorem 6.6 Generalization error bound on linear classifiers with parallel 
constraints. Let S={x1,x2,…,xm}  be a training set of size m drawn from a fixed but 
unknown distribution over the input space X. Let vi be the explained example of xi, and 
let RV denote the radius of the sphere containing all vi. Then with probability 1-δ, the 
generalization error of a linear classifier (u, b) on X with 1=u  that correctly classifies 
all examples in S with margin γ>0, and satisfies the parallel constraints 
)()(, ii vfxfi =∀ ,  is bounded by: 
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 emh ≤= 22V /R5.64 γ . 
This bound is of the same form as the bound for standard SVM [Shawe-Taylor et 
al., 1998], with Rv playing the role of R. R measures the radius of the example sphere in 
the original space, while Rv measure the radius of the explained example sphere. 
Therefore, the explanations have most to offer when the ratio Rv/R is small. This is the 
case when the learning problem is difficult but the domain knowledge is informative.  
This yields our first two testable qualitative predictions: 1) Holding the domain 
knowledge constant, explanation-augmentation should benefit difficult learning problems 
more than easier ones. 2) Over the same learning problems, better knowledge should 
result in better EA-SVM performance.  
6.4.3 EA-SVM WITH SOFT CONSTRAINTS 
When the constraints cannot all be satisfied, we want a classifier that is as 
consistent with the constraints as possible. We follow the analysis of [Shawe-Taylor and 
Cristianini 2002] for soft margins. The input space X is mapped to a higher dimensional 
space so that the parallel constraints can be satisfied.  
Following Shawe-Taylor and Cristianini’s work, we introduce the following 
definition: 
Definition 6.7. Let Lf(X) be the set of real valued functions f on X with countable 
support supp(f) (that is functions in Lf(X) are non-zero for only countably many points) 
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for which the sum of the squared values 
∈
=
)(
22 )(||||
fppsux
xff converges. We define the 
inner product of two functions )(, XLgf f∈ , by 
∈
=
)(
)()(,
fppsux
xgxfgf . We use f0 to 
denote a special function such that 0,0 ≡gf . 
Now we define a new inner product space )(XLX f× . For any fixed ∆>0, we 
embed X into )(XLX f×  as follows: ),(: 0fxx ∆∆ τ , and an embedding of V into 
)(XLX f×  as follows: ),(: vvv δτ ∆∆  , where )(XL fv ∈δ  is defined by ,1)( =zvδ  if 
z = v, and ,0)( =zvδ , otherwise. It is easy to verify that 1)'(, ' == vvvv δδδ , if vv =' , 
and 0, otherwise. We are going to show that the above embedding maps the training 
examples and explained examples into a space where the parallel constraints can be 
satisfied by a large margin classifier and hence we can apply Theorem 6.4.  
Specifically, we augment a linear classifier (u, b) on X to a linear classifier 
),ˆ( bu on )(XLX f× , where  
( )



	


−⋅
∆
= 
i
vii ivxuuu δ)(
1
,ˆ    
With some algebra, we can verify that the augmented classifier ),ˆ( bu on 
)(XLX f×  satisfies the following two properties: 
(1). For all Xx ∈ , ),ˆ( bu  classifies )(x∆τ  as the same as ),ˆ( bu  classifiers x: 
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(2). For all i, such that Sxi ∈ , ),ˆ( bu  satisfies parallel constraints defined by 
)( ix∆τ  and )( iv∆τ : 
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The first property of the augmented classifier guarantees that its performance on 
the off-training examples matches exactly the original classifier. Also, for any classifier 
(u, b) on X that correctly classifies all the training examples, the corresponding 
augmented classifier also makes correct classifications on the training set. Moreover the 
augmented satisfies parallel constraints in )(XLX f×  space. Therefore, we can apply 
Theorem 6.5 to get the bound on its fat-shattering dimension, then apply Theorem 6.5 to 
 94
get the bound on its error rate, which is the same as the error rate of the original classifier 
(u, b).  
To examine the fat-shattering dimension of the augmented classifier ),ˆ( bu , we 
first observe that it has the same margin as the original classifier, since 
bxubxu +⋅=+⋅ ∆ )(ˆ τ . The cost of the additional component in uˆ  is in its effect of 
increasing the square of the norm of the classifier by 22
1 D
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Also the explained examples are embedded into )(XLX f×  by the mapping 
),(: vvv δτ ∆∆  , which increases the square of the radius of explained examples by 2∆ : 
22222
,)( ∆+=∆+=∆ vvv vv δδτ  
Taking these adjustments into account, Theorems 2 and 3 yield the following 
result: 
Theorem 6.8 Generalization error bound of linear classifiers with soft 
constraints. Fix Rb ∈>∆ ,0 . Randomly draw training set S={x1,x2,…,xm}  of size m with 
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a fixed but unknown probability distribution on the input space X. Let vi be the explained 
example of xi, and RV denote the radius of the sphere containing all vi. Then with 
probability 1-δ, the generalization error of a linear classifier (u, b) on X with 1=u  that 
correctly classifies all examples in S with margin γ>0 is bounded by: 
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6.4.4 FINDING LINEAR CLASSIFIER WITH SOFT CONSTRAINTS IN THE 
EXPANDED SPACE 
The preceding analysis provides a way to transform an optimization problem with 
non-satisfiable constraints into one with satisfiable constraints. Next we show that the 
algorithm presented in section 6.3 is closely related to the one that solves this new 
optimization problem. 
The mapping ∆τ  used in the previous analysis implicitly defines a kernel as 
follows: 
)'(')'(),()',(
'),'(),,()'(),()',(
2
00
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xxfxfxxxxxk
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By using these kernels to replace 'xx ⋅  and 'vv ⋅  in the dual QP problem with 
hard constraints in the expanded space )(XLX f× , we have: 
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Now we show that the above is exactly the dual QP problem that one would 
obtain by solving the following optimization problem with )2/(1 2∆=C : 
iiiii
i i
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Applying the Lagrangian to this problem, we get: 
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Requiring that the gradient of LP with respect to w, b and δi vanish yields: 
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Substituting them into the Langrangian formulation Lp, we obtain the dual 
problem: 
C
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Set 22
1
∆
=C , this gives the dual QP problem for the optimization problem with 
hard constrains in the expanded space )(XLX f× . 
The algorithm we described in the previous section actually solves a closely 
related optimization problem, where we use 1-norm instead of 2-norm in the extra 
penalty term: where we use 1-norm instead of 2-norm in the extra penalty term: 
iiiii
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6.4.5 MORE ON THE CONFIDENCE PARAMETER C 
The bound in the Theorem 6.8 depends on a parameter ∆ that we use to define the 
mapping. For different ∆, the bound stated in Theorem 6.8 holds, but the tightness of the 
bound varies. Note that the minimum of the expression for h (ignoring the constant and 
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suppressing the denominator γ2) is (R + D)2 attained when RD=∆ . Therefore, we need 
to not only search for the hyper-plane, but also adjust ∆ to minimize the error bound.  
One way to adjust ∆ is to choose a discrete set of values for it, and evaluate the 
best hyper-plane we could find given each value. This is exactly the cross-validation 
algorithm we used in our algorithm. To verify this, notice, as shown in section 6.4.3, that 
the parameter C used in our algorithm and ∆ from the analysis are related: )2/(1 2∆=C . 
Changing C in our algorithm is just mapping examples to the expanded space using a 
different ∆.  
Since )2/(1 2∆=C , if the optimal C (found by cross validation) is large, the 
optimal ∆ minimizing h in Theorem 6.8 is small. Since this optimal value is obtained 
when RD=∆ , it suggests that the linear classifier has a small D with respect to 
explanations. According to Theorem 6.8, such a classifier is likely to have a low error 
rate. Thus, C is a measure of the domain knowledge quality and, from cross validation, it 
is unlikely that poor knowledge will be confused with good knowledge. This is our third 
qualitative prediction. 
6.5 Empirical Results 
We devised four empirical investigations to validate the EA-SVM method and to 
lend credibility to the formal analysis by testing the predicted qualitative behaviors. 
The first three experiments employ the domain of distinguishing handwritten 
Chinese characters. Experiment 1 demonstrates the relative advantage of the EA-SVM 
over an otherwise-identical conventional SVM. Experiment 2 tests the first prediction, 
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demonstrating that explanation-augmentation helps more as problems become more 
difficult. Experiment 3 confirms the two other predictions: that EA-SVM performance 
improves with the quality of the domain knowledge, and that even extremely misleading 
domain knowledge does not harm EA-SVM performance significantly measured against 
an identical conventional SVM. Experiment 4 demonstrates that the EA-SVM method is 
broadly applicable. EA-SVM improvement is shown on protein super-family 
classification and categorization of Reuters news articles. 
We implemented the SVM and EA-SVM with Matlab using PR_LOQO 
(http://www.kernel-machines.org/code/prloqo.tar.gz) as the QP solver. The confidence 
parameter C in the algorithm is set automatically by 5-fold cross-validation. The 
candidate set for C, as explained in section 6.4.3, is chosen according to the average 
SVM α. The standard SVM slack variable misclassification penalty, D, is set to 0.1 for 
all experiments. 
Our primary domain concerns classifying pairs of handwritten Chinese characters. 
Similar to the experimental setups, we chose 10 characters from 3 related groups to yields 
45 classification problems of varying difficulties. Both learners use a conventional third 
degree polynomial kernel function of pixel intensities. The performance of each classifier 
is evaluated using 5-fold cross validation.  
To build explanations, we specify, for each pair characters, which stroke-level 
features are important to distinguish them. We follow the same procedure as explained in 
Chapter 4 to use Hough transformation to explain training examples in terms of strokes. 
Our explained examples specify which pixels are important.  
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Figure 6.3 Comparison of SVM and EA-SVM performance on handwritten test 
recognition tasks. 
Experiment 1: Does Explanation-Augmentation Help? 
Figure 6.3 compares the average error rates in all forty-five tasks over a randomly 
selected training set of 320 examples; the remaining examples are used as the test set. 
The results are shown as a scatter plot where the vertical axis is the EA-SVM so that 
points falling below the 45 degree line correspond to learning problems for which EA-
SVM outperforms the standard SVM.  
Experiment 2: Do Difficult Problems Benefit More?  
In Figure 6.3, explanations seem to be more helpful in difficult classification 
tasks. To further investigate this, we divided the 45 classification tasks into two difficulty 
conditions. In the easy condition, characters to be distinguished are drawn from different 
groups (33 tasks). In the difficult condition, characters from the same group must be  
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Figure 6.4 EA-SVM / SVM performance on easy and difficult tasks. 
distinguished (12 tasks). Figure 6.4 shows the average learning curves of these two 
conditions. The improvement on difficult problems is greater than easy ones at all 
training levels. EA-SVM and SVM performance on the easy tasks is almost 
indistinguishable. 
Next we analyzed the classification results using the SVM error rate on each task 
as a measure of task difficulty. Kendall’s Tau [Conover, 1980] is a nonparametric test for 
the agreement between two rankings. It provides the confidence level at which we can 
believe our hypothesis that problem difficulty is highly correlated with the improvement 
afforded by explanation-augmentation over the standard SVM. Simple measures for the 
difficulty of the problem and the improvement are first applied, where the error rate of 
the standard SVM is used to measure the difficulty, while the difference of error made by 
standard SVM minus error made by EA-SVM is used to measure the improvement. 
Figure 6.5 plots the improvement against task difficulties. Clearly, EA-SVM provides  
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Figure 6.5 Scatter plots of EA-SVM improvement vs. task difficulty. The error rate of 
the standard SVM is used to measure the difficulty, while the difference 
between error rates of EA-SVM and SVM is used to measure 
improvement. The difficulty is scaled to 0-1, and the improvement is 
scaled accordingly. 
more improvement for difficult problem. The Kendall’s Tau over these two variables is 
0.798, which suggests high correlation. The statistic test shows the hypothesis is accepted 
with more than 99.99% confidence. To further test our hypothesis, we next use more 
complicated measures of difficulty, such as quadratic mean of the error made by EA-
SVM and the error made by SVM, and more complicated measures of improvement, such 
as the ratio of the errors, the difference of the errors normalized by error made by SVM. 
All statistic tests show that the hypothesis is accepted with more than 99.93%. Therefore, 
we conclude that EA-SVM helps most in the difficult classification tasks. 
Experiment 3: The Effect of Knowledge Quality 
Good but imperfect knowledge improves EA-SVM behavior over conventional 
SVMs. But does behavior degrade gracefully with poorer knowledge? To answer this  
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Figure 6.6 Effect of knowledge quality on performance of EA-SVM. 
question, we built two additional kinds of explanations: 1) in the random condition, 
random sets of pixels set to 0 with no regard to the original domain knowledge; 2) in the 
opposite condition, the complement of the original explanation is used so that important 
pixels are now unimportant and vice versa. Figure 6.6 shows the scatter plots of errors 
made by standard SVM and EA-SVM in these conditions. Random explanations almost 
never harm the performance, with some marginal improvement in certain tasks. Opposite 
explanations offer almost no improvement, but importantly, they do not significantly 
harm performance. 
 
Experiment 4: Performance on Protein Super-Family and Text 
Categorization.  
How general is our approach? Is there some fortuitous match between the 
workings of EA-SVMs and the task of distinguishing handwritten characters? To address 
this question, we examined two additional learning domains: protein super-family 
prediction [Karplus etc.], and topic categorization of text articles [Lewis 1997]. In each 
domain we adopt the most standard kernel from the literature in order to exercise our 
random knowledge 
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approach under different kernel functions. We also adopt the accepted scoring criteria for 
each domain. Domain knowledge for these two domains is taken directly from available 
databases - the Prosite motif database [Bucher & Bairoch 1994] and WordNet 
(http://wordnet.princeton.edu/).  
Domain 1: Proteins are assigned to functional and structural classes called super-
families based on their amino acid sequences. This is a typical biological sequence 
analysis problem, where we would like to predict protein or DNA functionality based on 
their sequences. The domain knowledge is a database of motifs, which are conserved 
sequences that have been experimentally determined to be important for a protein’s 
functionality.  
We use the Structural Classification of Proteins (SCOP, http://scop.mrc-
lmb.cam.ac.uk/scop/ ), a database of known 3D structures of proteins, as the data set. It 
contains 54 super-families and 7329 example protein sequences. This data set has been 
used in several previous studies. We adopt the same test and training set splits as [Leslie, 
Eskin, & Noble. 2002].  
The (rather flawed) domain knowledge here is that a protein’s super-family is 
determined only by motif sequences, and not by other amino acid sequences. To build an 
explanation for a training example, we use its sequence to search for known motifs in the 
Prosite motif database. The search is performed using the tools offered by Biology 
WorkBench ( http://workbench.sdsc.edu/ ).  
In our experiments, we use the special string kernel, called mismatch kernel, for 
the SVM algorithms. The mismatch kernel, designed for biological sequence analysis, 
has shown to achieve state-of-the-art classification performance [Leslie, Eskin, & Noble. 
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2002]. The (k,m)-mismatch kernel maps a finite length string to a vector space indexed by 
all possible sub-strings of some fixed length k; each instance of a fixed k-length 
subsequence in an input sequence contributes to all feature differing from it by at most m 
mismatches. Following [Leslie, Eskin, & Noble. 2002], we set k=5 and m=1. The 
performance of the classifiers is evaluated using the Receiver Operating Characteristic 
(ROC) score.  
Not all proteins contain motifs described in the Prosite database. Therefore, some 
examples cannot be explained. Also, the labeling in this dataset uses a one-against-all 
scheme, where in each training set, members of one super-family are labeled as positive 
examples, while all others are used as negative example. From an EBL point of view, a 
protein is a negative example because it shares little homology with positive examples. 
Therefore, motifs in the negative examples do not provide acceptable explanations for 
why they merit negative labels. For this reason, we only use the explanations for positive 
examples in our EA-SVM algorithm. Table 6.1 summarizes the average number of 
positive, negative and generalized examples, and the average ROC score for standard 
SVM and for EA-SVM. 
Table 6.1. Summary of protein super-family classification results. 
Ave. Explanations Ave. Pos Ave. Neg ROC_SVM ROC_EA-SVM 
9.4 25.9 1918.5 0.874 0.900 
 
Figure 6.7A shows the scatter plot of ROC scores comparing SVM and EA-SVM 
performance in all 54 classification problems of the SCOP database. The higher the 
score, the better the performance. The points above the equal-line indicate that EA-SVM  
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Figure 6.7 EA-SVM improves classification performance in the protein and text 
categorization domains. 
out-performs SVM in almost all cases. Among those scatters that lie on the diagonal line, 
four of them have no explanations for all positive training examples. In the other cases, 
the confidence parameter is set by cross- validation to an extremely small value, therefore 
explanations contribute little, if any, bias to the learned SVM. In other cases, the degree 
of improvements indicates of the utility of the explanations. 
Domain 2: The Reuters-21578 data set assigns category labels to Reuters news 
articles. To obtain a training and test set, we use the Modified Apte (“ModApte”) split, 
which leads to a corpus of 9603 training documents and 3299 test documents. A Reuters 
category can contain as few as 1 or as many as 2877 documents in the training set. 
Similarly, a test set category can have 1 to 1066 documents. 
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Our domain knowledge is that the label of a category is meaningful to the topic. 
Thus, the presence of this and semantically related words are likely to be more 
informative than others about an article’s category. The knowledge about semantic 
closeness of words is provided by WordNet. Words that are one-distance away from 
synonyms of topic words according to the WordNet architecture are taken as important. 
This set is used to select the words in the article that constitute our explanation. A 
generalized example is the bag of those important words occurring in the training 
example. 
Our experimental setup follows [Cristianini, Shawe_Taylor, & Lodhi, 2001]. 
Each training set contains randomly selected 2000 documents. The test set is composed 
of 1000 documents randomly selected from the remainder. Learning is performed on the 
top 5 Reuters categories whose data set labels are “earn”, “acquire”, “money”, “grain”, 
and “crude”. The kernel function is defined as a linear function over bag-of-words in the 
input articles. The words are weighted according to the tfidf scheme. The weights are set 
by log(1+tf)*log(m/df), where tf represents term frequency, df is used for the document 
frequency and m is the total number of documents. For evaluation of classifiers, we used 
the F1 performance measure. It is given by 2pr/(p+r), where p is the precision and r is 
the recall.  
The results are shown in Figure 6.7B.  Again, a higher score indicates better 
performance; the points above the equal-line indicate that EA-SVM consistently out-
performs the SVM control. EA-SVM is sometimes significantly better and never worse 
than SVM. The two most improved categories are “crude” and “grain”, where 
explanations from WordNet are distinctive. Our simple explanations do not help much to 
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distinguish the other three categories (“earn”, “acquire”, “money”) which all concern 
financial news. This suggests that our simple explanation may select those words 
common to finance for all three categories. In this sense, our explanations are far from 
perfect. A more sophisticated explanation component would probably perform better. 
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CHAPTER 7 
Comparison of Three Approaches 
We introduced three different approaches to implement the proposed new EBL 
learning framework. In this section, we compare the three approaches for their 
performance in terms of classification accuracy, computation and memory requirement. 
We also discuss the advantages and disadvantages of the three approaches in other 
aspects, such as their robustness, their running time, and their applicability to the 
classification algorithms other than SVMs.  
First we examine the classification performance of the three approaches. This is our most 
interesting aspect of the algorithms, since our motivation is to use knowledge to improve 
classification performance of the learning algorithms. We compare the three approaches 
for the problem of distinguishing two Chinese characters shown in figure 2.1. In our 
experiments, 320 out of 400 images were chosen as training examples, and the remaining 
80 images were used as test examples. For phantom example approach, we used three 
augmenting example sets with 100, 500, and 2000 phantom examples, respectively. The 
results were averaged over 5 runs. The error bars show 95% confidence range. We see 
that all the approaches can utilize knowledge to achieve better classification performance, 
while feature-kernel approach and EA-SVM approach are slightly better than phantom-
example approach. As expected, more phantom examples used, better the performance is. 
Phantom example approach augmented with 2000 phantom examples achieves almost 
similar improvement as feature-kernel approach and EA-SVM approach.  
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Figure 7.1 Comparison of three explanation-based approaches on a simple Chinese 
character classification problem. 
We next examine the learning curve of different approaches. In figure 7.2, we plot 
the classification error against the number of training examples used in the learning. It is 
interesting to notice that the phantom example approach is significantly better than 
feature-kernel approach and EA-SVM approach when the real training set is small. When  
only 10 real examples are used, phantom example approach, even with only 100 
augmented examples, is significantly better than the other two approaches. It is 
interesting to notice that the phantom example approach is significantly better than 
feature-kernel approach and EA-SVM approach when the real training set is small, while 
it is not as good as the other two approaches when the training examples are plenty. This 
result perfectly demonstrates the flexibility of different explanation-based approaches. 
They all integrate information from both data and knowledge to dynamically generate  
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Figure 7.2 Comparison of the learning curves of difference explanation-based 
approaches with various numbers of training examples. 
 
solution knowledge. But different approaches may put more weight on one information 
source against another: to build generative models for handwritten characters, the 
phantom example approach explicitly uses knowledge about  the stroke-prototype of each 
characters and knowledge about how the strokes can be realized by pixels,  while feature-
kernel approach relies more on the  training examples to weight component kernels, and 
EA-SVM uses training examples to cross-validation to determine the confidence 
parameter. Therefore, phantom example approach replies more on the domain knowledge 
to build solution knowledge, while the other approaches have more efficient ways to 
incorporate information from data into solution knowledge. With such implementation 
flexibility, different approach can be designed to fit different applications.  
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Table 7.1 Computation and memory requirement of different explanation-based 
approaches.  
 CONVENTIONAL 
SVM 
PHANTOM 
EXAMPLES 
FEATURE 
KERNEL  
EA-SVM 
RUNNING TIME O(n2) O((m+n)2) O(l2+n2) O(4n2) 
MEMORY O(n2) O((m+n)2) O(min(l2,n2)) O(4n2) 
                                                      
Notes: n is the number of training examples. m is the number of phantom examples 
used in phantom example approach. l is the number of component kernels used in 
feature-kernel approach. 
 
Next we examine the computation and memory requirement of these three approaches. 
As listed in table 7.1, all three approaches require extra computation time and memory. 
For phantom example approach, the extra requirement is mainly due to the training set 
augmentation. As SVM learning algorithm runs in O(n2), extra phantom examples can 
significantly increase the training time and memory requirement. For feature-kernel 
approach, the training set is the same as conventional SVM, it introduces extra 
computation step to weight component kernels. Currently, the weighting is done by 
solving a quadratic programming problem, which runs in O(l2), where l is the number of 
the component kernels. For EA-SVM approach, we augment the training set with 
explained examples, which increases the size of quadratic programming from n x n to 2n 
x 2n. Therefore the running time and memory requirement are quadrupled accordingly. 
Overall, phantom example approach adds most extra requirement, especially when the 
training set is small, and the number of phantom examples is much bigger. The feature-
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kernel approach adds relatively less extra requirement, especially when the number of the 
high-level features is limited.  
We also want to point out that the phantom example approach has the advantage 
that it completely insulates domain knowledge form the statistical learner. By using 
phantom examples to communicate EBL generated solution knowledge, any statistically 
learning algorithm can benefit from it.  
The approach of building feature kernel function and the approach of explanation-
augmented SVM, on the other hand, relieves the burden from EBL component. They 
omit the conventional EBL concept generation step. Explanations are used to build 
specialized kernel function, or are directly used to impose extra bias to SVM learning 
algorithm.  The simplification of EBL procedure makes it possible to apply these 
approaches to more classification problems. 
The EA-SVM approach has an extra advantage that it introduces a confidence 
parameter in the learning algorithm to evaluate the quality of knowledge. It is therefore 
more robust to the imperfection in the knowledge. 
 114
CHAPTER 8 
Related Work 
A lot of work has been done to incorporate prior knowledge into SVMs. They 
have provided a strong background and motivation for our work. Some of them are 
summarized here into three categories according to their similarity and relevance to our 
proposed three approaches. By comparing them with our approaches, we emphasize the 
main contribution of our work, that is to introduce high-level knowledge into a SVM that 
operates on low-level input attributes. 
Other works related to this study concerns how to use stroke-level knowledge for 
handwritten character recognition. They use the knowledge to define alternative 
representation of characters. Such static manner of using knowledge lacks the robustness 
we introduced in our study. 
In general, these related works use knowledge in a heuristic fashion. Each 
approach is largely influenced by the property in the knowledge. We hope that, by 
introducing the concept of domain knowledge, proposing new EBL learning framework, 
and providing theoretical analysis, our work can build a ground for future work on how to 
systematically use knowledge in machine learning. 
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8.1 Virtual SVM and Invariance Knowledge 
 One kind of useful knowledge for handwritten digit/character recognition is the 
knowledge about transformation invariance. It is reasonably believe that when the 
character images are minor geometrically transformed, either by translation or rotation, 
the results images should still be the images of characters with the same label. Couple 
approaches have been proposed to take advantage of such knowledge for support vector 
machines. 
The work that mostly related to our phantom example approach is Virtual support 
vector method [Schölkopf, Burges & Vapnik, 1996]. In this approach the training 
examples are transformed to produce artificial labeled examples, called virtual examples, 
to augment training set. This approach is similar to our phantom example approach in 
that the knowledge is not directly used by the learning algorithm, but is used to interact 
with training examples to produce artificial examples. 
The main difference between virtual SVM and our phantom example approach is 
that the invariance knowledge is still expressed in the low-level vocabulary. The 
transformation used to produce virtual examples operates on pixels. Such knowledge can 
be used to directly state the desirable property that the hypothesis should have. In this 
case, the desirable property is that the classifier itself should be invariant to 
transformation. Such knowledge can be directly used to introduce bias intro learning 
algorithms. Two approaches use the transformation invariance in this manner. Jittered SV 
method [DeCoste & Schölkopf, 2002] applies transformation to kernel definition. When a 
kernel value is computed, the support vector is moved around by translation or rotation to 
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find the best match with the comparing example. The other approach uses transformation 
invariance as a desirable property of a good kernel function, and constructs a 
transformation invariance kernel [Schölkopf, & Smola, 2002]. 
The above discussion indicates that, although the virtual SVM and our phantom 
example approach are similar, they use different knowledge with different principle. It 
suggests a straightforward manner to utilize these two seemly compensatory sources of 
knowledge. 
8.2 Learning Kernel Functions 
Recently, with the theoretical understanding of the importance of kernel 
functions, there has been much work on learning kernel functions from training 
examples. A weighted linear combination of kernels can be learned by using alignment 
maximization [Lanckriet et al., 2004] in the transductive learning problems, or by using 
the hyperkernels [Ong & Smola, 2003] in the induction setting. A related approach is to 
obtain the kernel combination by boosting [Crammer, Keshet & Singer, 2003]. Also, 
instead of combining kernels, learning a kernel function that weights input features has 
also been proposed in [Kwok, & Tsang, 2003]. Our approach also adapts a kernel 
function for the given problem, but we utilize information from both domain knowledge 
and examples, therefore avoid the complexity of learning kernels solely from examples 
[Bousquet & Herrmann 2003). 
Our feature kernel approach also includes weighting component kernel functions. 
But, as our analysis suggests, decomposing a generic kernel function into component 
kernel functions is equally important as weighting them. Without utilizing knowledge, it 
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is hard, if not impossible to obtain a good decomposition. Our approach illustrates the 
key idea of EBL to allow interaction between knowledge and examples introduces a 
better way to utilize information from both knowledge and examples. 
8.3 Knowledge-Based SVM 
Fung et al. [2003] demonstrated how prior knowledge in the form of polyhedral 
knowledge sets could be incorporated into SVMs. They called their approach knowledge-
based SVM. The knowledge they used expresses expert’s opinion of how to classify 
certain sub-region in the example space. Similar to our EA-SVM approach, knowledge-
based SVM modifies SVM learning algorithm to utilize the expert knowledge. The 
difference is that their knowledge is static, and is in the same vocabulary as learner’s 
bias. Clearly such knowledge is solution knowledge.  
Conceptually, EA-SVM can be viewed as an extension of knowledge-based SVM. 
In EA-SVM approach, domain knowledge is used dynamically by EBL to generate 
solution knowledge. The EA-SVM learning algorithm is also different from the one used 
in knowledge-based SVM in that it is able to take advantage of the correlation between 
original examples and explanations. Most importantly, the insulation of domain 
knowledge from learning algorithm in our EA-SVM approach has the advantage to allow 
domain experts to specify their knowledge in natural vocabulary.  
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8.4 Other Work on Using Knowledge of Strokes 
The straightforward idea of using knowledge of strokes is to directly extract 
stroke representation from pixel images. In such way, examples are in a metric space that 
could describe the intrinsic difference between characters. An approach proposed by 
[Teow & Loe, 2000] defines a set of convolution kernels to extract stroke-level features, 
such as the end of stroke, the intersection of strokes and so on, and builds a classifier 
using those features. They tested their approach in handwritten digit recognition domain. 
Although the approach is well-motivated, the performance of their learned classifier 
failed to match that of competing classifiers, such as classifying pixel images with SVMs. 
The reason is that human-defined convolution kernels almost certainly won’t be able to 
anticipate all the variations in the data set. Therefore, useful information could be lost 
during the mapping to the high-level feature representation  
A similar approach directly uses nonlinear active shape model to extract radicals 
from handwritten Chinese characters [Shi, Gunn & Damper, 2003]. Such human written 
programs, although involve certain vision techniques that are more advanced than Hough 
transformation, cannot work perfectly. In fact they reported a 96.5% error on extracting 
radicals. When the radical representation is used to describe examples to learner, such 
errors will be propagated and could potentially harm the learning algorithm. 
The lack of interaction between knowledge and examples make the above 
methods less robust than our EBL approach. On the other hand, our approach could 
benefit from these works from their expertise on how to use advanced vision techniques 
to utilize stroke-level knowledge. 
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8.5 Feature Generation in Relational Learning 
It is interesting to notice that our approach shares common philosophy with work 
on feature extraction for relational learning by Cumby and Roth (Cumby and Roth, 2000, 
2002, 2003) Their work concerns complicated large-scale relational learning problems in 
which the potential number of features is very large. Their techniques are aimed at 
building features in a data-driven way, based on the prior knowledge about the “type” of 
feature in the problem domain. Despite the difference on the learning problems 
addressed, their work shares the same motivation as ours, namely, utilizing knowledge in 
a data-driven manner to provide informative features for the learner. Moreover, 
instantiating the “type” of feature to lower-level features in their approach is strikingly 
similar to our idea of transforming high-level features to low-level features in the feature 
kernel approach.  
Yet we believe that by putting our feature kernel approach into explanation-based 
learning framework, we emphasize the importance of the interaction between knowledge 
and data. Our proposed explanation-based learning framework abstracts the key idea 
behind our approaches. Such abstraction makes it clear that interaction between 
knowledge and data can extract information from otherwise-difficult-to-use domain 
knowledge, and the ability to use such information is what gives us the advantage over 
conventional learning techniques.  
Our work can significantly benefit from Cumby and Roth’s formal framework 
proposed in their work. The formal definition of the knowledge representation and a 
formal syntax and semantics for a specific feature description language are what lack in 
our work. Formalizing our initial, somewhat empirical approaches into a framework 
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similar to Cumby and Roth’s work will allow use to gain better understanding of our 
approaches, and further suggest how to apply it to other domains.  
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CHAPTER 9 
Future Work 
The main contribution of our work is to introduce a new research direction, and 
build a ground for researches on how to systematically use domain knowledge. Our 
empirical results on handwritten Chinese character recognition are still much less 
competitive than human performance, which suggests that our approaches of using high-
level knowledge are far from perfect. We believe much more can be done to make further 
improvements. 
9.1 Other Approaches under the Proposed EBL Learning 
Framework 
The three proposed approaches have limitations on how much solution knowledge 
they can communicate to SVM learning algorithms. For phantom example approach, the 
scalability of SVM learning algorithms limits the number of phantom examples we could 
augment into the training set. The component kernel functions we used to build feature 
kernels are still in the conventional kernel function form, which restricts the ability to 
express any further knowledge about the stroke-level features, except the presence of 
them. EA-SVM uses explanations to augment the training examples. Only one 
explanation is build for each training example. For small data set, the explanations can 
only convey small amount of extra knowledge. 
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The good news is that the SVM is still a relatively new research field, and the 
importance of knowledge to SVM starts to be recognized by more and more researchers. 
With our proposed EBL learning framework, we could take any new approaches of using 
solution knowledge as our component. One promising future work is to combine our 
learning framework with knowledge-based SVM. In that work, the solution knowledge is 
expressed as expert’s opinion of how to classify sub regions in the example space. Such 
knowledge could potentially more informative than the training examples, which are 
single points in the example space. What we need is an EBL component that can take 
domain knowledge and training examples, and produce solution knowledge in the form 
that can be used by knowledge-based SVM. 
9.2 Unlabeled Data 
We believe the approach can be fruitfully applied in a semi-supervised modality 
[Ratsaby, 1994]. Our EBL component produces a concept that represents deeper pattern 
about the classification problem. On the other hand, the unlabeled data provides 
information about underlying distribution of interest. A learner can benefit from these 
two complementary sources of information.   
The unlabeled data could be incorporated into our proposed approaches in simple 
manners. For phantom example approach, we could employ the EBL concept to supply 
labels to unlabeled examples whenever we are confident about the labeling. In this way, 
the phantom examples could be more similar to real examples at pixel level. For Feature 
kernel approach, unlabeled data potentially could be beneficial for combining component 
kernel functions, as suggested in [Christiaini, 2002]. Finally, for EA-SVM algorithm, 
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unlabeled examples could be used to augment training set if they can be explained in a 
class-independent manner. To see this, consider handwritten character problem, the 
methods of extracting salient features proposed in [Teow & Loe, 2000] and [Kadir , 
Zisserman, & Brady, 2004] can be used to explain unlabeled examples, since such 
knowledge is class independent. Such explained unlabeled examples can be used by our 
EA-SVM algorithm since the labels of the explained examples do not appear in the 
quadratic programming problem in EA-SVM. 
9.3 Other Application Domains 
Since our goal is to establish a systematic approach to incorporate domain 
knowledge, we would like to test our approaches in as many application domains as 
possible. One characteristic of our knowledge is they are about high-level knowledge. 
Therefore, we are interested in the domains where expert can specify high-level, hidden 
features.  
Many vision problems satisfy such requirement. Also, in speech recognition 
problem, phone is a concept similar to stroke. Knowledge about phones should be 
available and useful for such application. In natural language understanding problems, 
experts often use human-engineered concepts to organize the understanding of relations 
among words. Applications in those domains not only can provide further test-bed for our 
approaches, but also could provide cognitive motivation of how human utilize domain 
knowledge. 
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CHAPTER 10 
Conclusions 
We proposed a new learning framework to combine ideas of explanation-based 
learning with statistical learning algorithms, such as SVMs, to build a better learning 
system that can extract information from both domain knowledge and training samples. 
We have shown that effective solution knowledge can emerge from an EBL component 
that explains training examples in terms of general domain knowledge. A statistical 
learning algorithm augmented with such solution knowledge usually offers significantly 
better performance.  
 The inferential interaction between domain knowledge and training examples in 
our EBL component sets our work apart from other SVM approaches to prior knowledge 
(e.g., Schölkopf et al, 1998 and Fung & Shavlik, 2003). In our view, the purpose of 
domain knowledge is to introduce a high-level high-information vocabulary of pre-
existing abstract features (such as “strokes” for handwritten characters). The explanation 
process, guided by the training examples, relates these high-level organizing features to 
input features. In this way, the classification patterns need not emerge purely empirically.   
Our results demonstrate significant improvements even though the explanations 
are simple and the domain knowledge is approximate and not specifically engineered for 
the task. This work takes a first step refocusing machine learning on the principled 
incorporation of prior domain knowledge.  
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