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Chapter 1
Effective Field Theories
1.1 The Magnifying Glass of the Theoretical Physi-
cists
Who would look for a street in Vale`ncia with a galactic map? Or the other way
around, who would want to check the position of a galaxy by using the street plan of
a city? All in all, this is the key of an Effective Field Theory (EFT): the long-distance
dynamics do not depend crucially on the details of the short-distance dynamics. In
other words, considering the Moon movement around the Earth in order to study
our galaxy movement has no sense.
In fact, the idea of effective field theories has been always implicit when describing
Nature. One takes into account the suitable degrees of freedom for the problem at
hand.
As an illustrative example the physics of the atom can be examined. An analysis
considering Quantum Electrodynamics (QED) seems to be a bit useless, i.e. using
quarks as degrees of freedom is not the best choice. A better approach would make
use of non-relativistic electrons orbiting around the nucleus. As a first approxima-
tion, one could consider an infinite mass for the nucleus: only the electron mass
and the fine structure constant would be required to describe the system. If more
precision is needed, the finite mass of the proton can be taken into account, if even
more precision is demanded the spin and the magnetic moment... and so on. The
main idea is that the right effective theory of the system has been chosen.
From this setting one can deduce that a first question, and often not naive, is to
choose the appropriate degrees of freedom at the scale under consideration. That is,
effective theories are the suitable theoretical tools to describe low-energy dynamics,
where the term ‘low’ refers to a determined scale Λ. As it will be explained in the
next section, only the relevant degrees of freedom, i.e. those states with m≪ Λ, are
considered, while heavier excitations with M ≫ Λ have been integrated out from
the action. One has to use suitable interactions among the light states, which can
be organized as an expansion in powers of energy over the scale Λ.
A remarkable feature to classify effective field theories is the strength of the un-
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derlying theory in the region at hand, i.e. one can distinguish the case in which
the high-energy theory is weakly or strongly coupled. In the first case the value of
the effective couplings can be obtained perturbatively in terms of the underlying
couplings. However, in the second case one cannot perform perturbative calcula-
tions, so this possibility is not at hand for realistic models. The effective approach
we are going to use within this work is of the second kind, that is, only different
restrictions coming from the underlying theory can be used, but the value of the
couplings cannot be obtained directly.
It has been claimed above that the low-energy dynamics do not depend on the
details of the high-energy region. This sentence should be clarified: the only effect
of the high-energy theory is to fix the value of the couplings and to provide the
symmetries that must be considered in order to describe the long-distance scenario.
To prepare this first chapter, we have made extensive use of several reviews [1, 2].
1.2 Integration of the Heavy Modes
We want to present from a more formal point of view what has been explained in the
previous section, by following path integrals methods. Assuming that the theory at
high energies is known, the effective action Γeff , which encodes all the information
at low energies, reads
eiΓeff [Φl] =
∫
[dΦh] e
iS[Φl,Φh] , (1.1)
where Φl and Φh refer to the light and heavy fields respectively and S[Φl,Φh] is the
action of the underlying theory. Thus the effective lagrangian is defined through the
expression
Γeff [Φl] =
∫
d4x Leff [Φl] . (1.2)
It is possible to compute the effective action Γeff [Φl], at least formally, using the
saddle point technique. The heavy field Φh can be expanded around some field
configuration Φh as follows
S[Φl,Φh] = S[Φl,Φh] +
∫
d4x
δS
δΦh(x)
∣∣∣∣
Φh=Φh
∆Φh(x)
+
1
2
∫
d4x d4y
δ2S
δΦh(x)δΦh(y)
∣∣∣∣
Φh=Φh
∆Φh(x)∆Φh(y) + . . . , (1.3)
where the definition ∆Φh(x) ≡ Φh(x) − Φh has been used. It can be chosen Φh so
that
δS[Φl,Φh]
δΦh(x)
∣∣∣∣
Φh=Φh
= 0 . (1.4)
With this choice Eq. (1.1) turns out to be
eiΓeff [Φl] = ei S[Φl,Φh]
∫
[dΦh] e
i
R
d4x d4y{ 12∆Φh(x)A(x,y)∆Φh(y)+...} , (1.5)
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where
A (x, y) ≡ δ
2S
δΦh(x)δΦh(y)
∣∣∣∣
Φh=Φh
. (1.6)
By a formal Gaussian integration and assuming that the heavy field is a boson,
Γeff [Φl] ≡
∞∑
k=0
Γ(k) = S[Φl,Φh[Φl]] +
i
2
Tr (logA[Φl]) + . . . . (1.7)
The expansion in Eq. (1.3) turns out to be an expansion in the number of loops,
that is the first term corresponds to a tree level integration of the heavy field Φh, as
clearly seen from Eq. (1.5).
Although the above expansion is quite general and, in principle, it can always
be performed, the calculations are very often complicated or cannot be obtained
perturbatively. For instance, not always the degrees of freedom of the effective
theory are present in the fundamental one. However, as it has been claimed in the
former section, some information for the effective low-energy action can be obtained
from symmetry constraints coming from the underlying theory.
1.3 Renormalizability and Effective Theories
Usually it is claimed that a quantum field theory should be renormalizable in order
to be able to perform radiative corrections to the tree level result, i.e. that the
lagrangian should contain only terms with dimension ≤ D, with D the dimension of
the space-time. Otherwise one needs an infinite number of counterterms, hence an
infinite number of unknown parameters, so that the theory has no predictive power.
However, an effective field theory lagrangian contains already an infinite number
of terms. The lagrangian can be organized by taking into account their dimension,
Leff = L≤D + LD+1 + LD+2 + . . . , (1.8)
where L≤D contain all terms with dimension ≤ D, LD+1 contains terms with dimen-
sion D + 1, and so on. The usual renormalizable lagrangian is just the first term,
L≤D. Although there are an infinite number of terms in Leff , the predictive power
has not disappeared while one works at a given precision. As operators with higher
dimensions are incorporated, a higher precision ǫ is reached,
ǫ .
(
E
Λ
)Dmaxi −4
, (1.9)
where Dmaxi is the considered highest dimension. Accordingly, once a given precision
is decided, the number of operators and thus couplings needed is finite. In other
words, a non-renormalizable theory is just as good as a renormalizable theory for
computations, provided one is satisfied with a finite accuracy.
With only the first term of Eq. (1.8) the effective lagrangian turns out to be a
classical ‘renormalizable’ theory. In fact, the Standard Model is an effective theory
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in which only the first piece of the expansion is considered. It is supposed to exist
a more general theory where, either with the degrees of freedom already present
in the usual framework or with completely new ones, there are heavier modes. In
consequence it is not surprising to find corrections to the Standard Model, conse-
quence of these new modes, i.e. New Physics or Physics Beyond the Standard Model
come simply from higher scales. There are two ways to know these new scales, either
experiments at very high energies or improving the precision at the present energies.
1.4 The Decoupling Theorem
Intuitively, decoupling means that low-energy physics is “blind” to high-energy
physics. Assuming a theory with light particles and a heavy particle of mass M , one
can demonstrate that, under given conditions, the effects of the heavy particle in the
low-energy dynamics only appears through corrections proportional to a negative
power of M or through renormalization. The Appelquist-Carazonne theorem is the
rigorous formulation of this phenomenon [3].
Let us consider a theory with a light field φ and a heavy field Φ with masses
m and M respectively. Γn(g,m,M, µ; k1, . . . , kn) is the vertex of n light particles
with momenta ki, which is derived from the classical action S[φ,Φ], where g denotes
the different couplings and µ is the renormalization scale. If now we consider the
action S˜[φ], which is obtained from S[φ,Φ] by omitting the terms with heavy fields
and replacing the original light particle mass and couplings by new parameters m˜
and g˜, the vertex of n light particles can be considered again, Γ˜n(g˜, m˜, µ; k1, . . . , kn).
Supposing some mass independent renormalization scheme, the theorem proves that
Γn(g,m,M, µ; k1, . . . , kn) = Z
n/2 Γ˜(n)(g˜, m˜, µ; k1, . . . , kn) + O( 1
M
) , (1.10)
where the new couplings, mass and scale of fields, g˜(g,M, µ), m˜(g,m,M, µ) and
Z(g,M, µ), depend now on the heavy scale; obviously the form of these functions
depend on the renormalization scheme.
As it has been indicated before, there are some conditions in order to be able to
grant the validity of the theorem: the underlying theory has to be renormalizable,
it should not have spontaneous symmetry breaking nor chiral fermions.
1.5 Matching
It is known that the effects of a heavy particle in the low-energy theory are present
through higher-dimension operators, i.e. non-renormalizable ones which are sup-
pressed by inverse powers of the heavy particle mass. The same physical predictions
in the full and effective theories should be expected around the heavy-threshold re-
gion. Thus, both descriptions are related through a matching condition: the two
theories (with and without the heavy field) should give rise to the same S matrix
elements for processes involving light particles.
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It is important to stress that while the matching conditions have not been taken
into account, one is not dealing really with the effective field theory, that is, the
matching procedure is a fundamental step to develop effective approaches.
Quantum Chromodynamics (QCD) is an appropriate way to understand this
process. Considering the QCD lagrangian with nf − 1 light quark flavors plus one
heavy quark of mass M , one assumes that at µ < M one can integrate out the
heavy quark. Accepting the decoupling, the resulting effective field theory consists
of the original pieces without the heavy quark plus a tower of higher-dimensional
operators suppressed by powers of 1/M . The matching conditions will relate this
effective field theory to the original QCD lagrangian with nf flavors:
LnfQCD ⇐⇒ Lnf−1QCD +
∑
i=1
ci
M i
Oi . (1.11)
At low energies these extra operators are usually neglected, being reduced the ef-
fective lagrangian to the normal QCD lagrangian with nf − 1 quark flavors. As
it has been explained before, the two QCD theories have different renormalization
properties: the running of the corresponding couplings α
nf
s and α
nf−1
s is different.
The two effective couplings are related trough a matching condition:
α
nf
s
(
µ2
)
= α
nf−1
s
(
µ2
)1 +∑
k=
Ck
(
log
µ
M
)(αnf−1s (µ2)
π
)k . (1.12)
Since the QCD running coupling is not a physical observable, there can be different
parameters and there is no reason why they should be the same at the matching
point. The physical observables are those which should be equal at the matching
point: they would be the same independently from the effective field theory at hand.
In fact these matching conditions require a discontinuous coupling like Eq. (1.12)
1.6 Chiral Perturbation Theory
1.6.1 The QCD Lagrangian and the Running of αs
With the present overwhelming experimental and theoretical evidence it is known
that the SU(3)C gauge theory correctly describes the hadronic world [4]. Later
we are going to be interested in QCD at energies between the ρ mass and 2 GeV,
therefore we will start by studying the behaviour of the strong interaction at low
energies. QCD describes the strong interaction between quarks and gluons through
a non-Abelian SU(NC) gauge theory, with NC = 3. The lagrangian reads
LQCD = q (iD/ −M) q − 1
4
GaµνG
µν
a + LFP + LGF ,
Dµ = ∂µ − igsGaµ
λa
2
Gaµν = ∂µG
a
ν − ∂νGaµ + gsfabcGbµGcν , (1.13)
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where a = 1, . . . , N2C−1 = 8, Gaµ are the gluon fields and gs is the strong interaction
coupling constant. The quark field q represents a column vector in both color and
flavor spaces,M is the quark mass matrix in flavor space. The λa are the Gell-Mann
matrices, so that λa/2 are the SU(3)C generators in the fundamental representation
and fabc are the structure constants. The Faddeev-Popov term LFP includes the
lagrangian for the ghost fields and LGF refers to the gauge-fixing term.
Before working perturbatively at low or high energies, one has to explore the
running of the gs strong coupling, in order to confirm if it is possible to consider the
coupling as a small quantity. That is, one has to renormalize the theory and, in the
case of using dimensional regularization, study the dependence in gs on the scale µ.
Assuming that the strong coupling is small one can calculate the beta function at
one-loop level,
βQCD = µ
∂gs
∂µ
= − (11NC − 2nf ) g
3
s
48π2
, (1.14)
so that, at least at this order, βQCD is negative for nf ≤ 16, with nf the number of
flavors. Eq. (1.14) implies that the renormalized coupling constant varies with the
scale, which is usually called the “running” of the coupling constant. Integrating
this equation, it is obtained that
αs(q
2) =
12π
(11NC − 2nf) log(q2/Λ2QCD)
, (1.15)
where αs ≡ g2s/4π. Written in this form, the evolution of the coupling with the
scale only depends on a single parameter ΛQCD, which is known as the QCD scale
and is defined in terms of of µ and αs(µ
2) through
log(Λ2QCD) = log µ
2 − 12π
αs(µ2)(33− 2nf) . (1.16)
Eq. (1.14) allows to check the asymptotic freedom of QCD, i.e. its running
coupling decreases at high energies, in contrast to the case of QED. If in QED the
fact that the coupling constant decreases at long distances is interpreted as the result
of the charge screening due to the presence of electron-positron virtual pairs, one
thinks of an anti-screening effect in QCD, which is due to the non-Abelian nature
of the gluonic interactions.
Although Eq. (1.14) is only valid in the region where αs is small, since it has been
obtained by a perturbative calculation at one-loop level, one expects an increase at
low energies, which leads to the confinement of QCD: the asymptotic states of QCD
cannot be anymore the free quarks at this regime of energies. The phenomenology
supports this idea: the confinement of quarks and gluons inside hadrons can be
supposed.
As a consequence we are not able to work perturbatively at low energies by
using the QCD lagrangian of Eq. (1.13). An effective field theory approach at long
distances turns out to be the appropriate framework.
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1.6.2 Chiral Symmetry
In the absence of quark masses, the QCD lagrangian of Eq. (1.13) turns out to be
L0QCD = iqLD/ qL + iqRD/ qR −
1
4
GaµνG
µν
a + LFP + LGF , (1.17)
where the ‘0’ index refers to the massless case and the quark fields have been split
into their chiral components. This lagrangian is invariant under independent global
G ≡ SU(nf )L ⊗ SU(nf )R transformations of the left- and right-handed quarks in
flavor space.
Global symmetries have an influence into the spectrum, whereas local ones de-
termine the interaction. Consistently, the global chiral symmetry, which should be
approximately good in the light quark sector (nf = 3), should have implications in
hadronic spectroscopy. Notwithstanding, it does not mean that it necessarily must
be observed in the spectrum, since symmetries have always two possible realizations:
either they are manifest, giving rise to a classification within the spectrum, or they
are driven by a spontaneous symmetry breaking, with the resulting generation of
the Goldstone bosons, according to Goldstone’s theorem [5].
Vafa and Witten [6] proved that the lowest energy state has to be necessar-
ily invariant under vector transformations, so that the possible spontaneous chiral
symmetry breaking cannot affect the vectorial part of the chiral group.
Phenomenology is the next step. Although hadrons can be nicely classified in
SU(3)V representations, degenerate multiplets with opposite parity do not exist.
Moreover, the octet of pseudoscalar mesons happens to be much lighter than all
the other hadronic states. This experimental evidence drives to the spontaneous
SU(3)L ⊗ SU(nf )R symmetry breaking to SU(3)L+R. Since there are n2f − 1 = 8
broken axial generators of the chiral group, there should be eight lightest hadronic
states JP = 0− (π+, π−, π0, η, K+, K−, K0 and K
0
). Their small masses are gener-
ated by the quark-mass matrix, which explicitly breaks the global chiral symmetry.
Taking into account this small explicit breaking, we will refer to the pion multiplet
as the pseudo-Goldstone bosons.
1.6.3 The Effective Chiral Lagrangian
The general formalism to build effective lagrangians with spontaneous symmetry
breaking was proposed by Callan, Coleman, Wess and Zumino [7], who gave a suit-
able way to parametrize the Goldstone bosons. In the case of QCD at very low
energies, it is possible to use these ideas to construct an effective lagrangian to de-
scribe the interaction among the pseudo-Goldstone bosons, the lightest pseudoscalar
multiplet. Since there is a mass gap separating the pseudoscalar octet from the rest
of the hadronic spectrum, one can imagine an effective field theory containing only
these modes.
Thus, the basic assumption is the spontaneous chiral symmetry breaking,
G ≡ SU(3)L ⊗ SU(3)R −→ H ≡ SU(3)V . (1.18)
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Denoting by φa (a = 1, . . . , n2f − 1 = 8) the coordinates describing the pseudo-
Goldstone fields in the coset space G/H , a coset representative uR,L(φ) is chosen.
The change of coordinates, carrying the pseudo-Goldstone modes, under a chiral
transformation g ≡ (gL, gR) ∈ G is ruled by
uL(φ)
G−−→ gL uL(φ) h(g, φ)† ,
uR(φ)
G−−→ gR uR(φ) h(g, φ)† , (1.19)
where h(g, φ) ∈ H . We can take the choice of a coset representative such that
uR(φ) = u
†
L(φ) ≡ u(φ), whose explicit form in the Callan, Coleman, Wess and
Zumino parameterization can be written as
u(φ) = e
“
i√
2F
φ
”
, (1.20)
with φ defined through the following expression,
φ =
1√
2
8∑
i=1
λi φi =

1√
2
π0 + 1√
6
η8 π
+ K+
π− − 1√
2
π0 + 1√
6
η8 K
0
K− K¯0 − 2√
6
η8
 , (1.21)
where the normalization of the Gell-Mann matrices is given by 〈λiλj〉 = 2δij.
Once the coset space is parameterized, the low-energy effective lagrangian re-
alization of QCD for the light quark sector can be obtained, the so-called Chiral
Perturbation Theory (χPT) [8, 9, 10]. One should write the most general lagrangian
involving the matrix u(φ), which is consistent with QCD and its chiral symmetry.
It is obvious that this effective approach will be useful until the resonance region,
E ≪Mρ, since then new degrees of freedom arise.
χPT is worked out as a perturbative expansion in the momenta and masses of
the pseudo-Goldstone bosons and it has proved to be a rigorous and fruitful scheme.
Thus, the lagrangian can be organized in terms of increasing powers of momentum
or, equivalently, in terms of an increasing number of derivatives,
LχPT =
∑
n=1
LχPT2n , (1.22)
where the subindex, 2n, indicates the number of derivatives. Notice that parity con-
servation requires an even number of these and there is no term without derivatives,
since uu† = 1.
As in any quantum field theory, quantum loops with internal lines must be
explored. Taking into account the lagrangian expansion of Eq. (1.22) and assuming
an arbitrary Feynman diagram with Nd vertices of O(pd)1 and L loops, it is easy to
check that the chiral dimension of an amplitude is given by [8]
D = 2 + 2L +
∑
d
Nd(d− 2) . (1.23)
1The chiral order, O(pd), indicates the number of derivatives
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The power suppression of loop diagrams is at the basis of effective field theories.
As the chiral lagrangian starts at O(p2), so d ≥ 2, and all terms in Eq. (1.23) are
positive. As a result, only a finite number of terms in the lagrangian are needed
to work to a fixed chiral order, and the chiral lagrangian acts like a renormalizable
field theory. For instance, the leading D = 2 contributions are obtained with L = 0
and Nd>2 = 0, i.e. tree level graphs with LχPT2 . Let us imagine now the calculation
of amplitudes to O(p4), one only has two possibilities in Eq. (1.23), L = 0, N4 = 1
and Nd>4 = 0 or L = 1 and Nd>2 = 0; that is, one only needs to consider tree
level diagrams with one insertion of LχPT4 , or one-loop graphs with the lowest order
lagrangian LχPT2 to compute all scattering amplitudes to O(p4).
It is clear that the chiral expansion in powers of momenta runs over some typical
hadronic scale, the chiral symmetry breaking scale, Λχ. In view of different argu-
ments, as the variation of the loop contribution under a rescaling of µ, one has an
estimate of the scale, Λχ ∼ 4πF ∼ 1.2 GeV. Furthermore, one can consider the scale
related to the first heavy particles that have been integrated out, the ρ multiplet,
Λ˜χ ∼ Mρ ∼ 0.77 GeV. Notice that Λ˜χ < Λχ, so that loop contributions tend to be
smaller than resonance contributions.
The effective field theory technique becomes much more powerful if couplings to
external classical fields are introduced. Considering an extended QCD lagrangian,
with quark couplings to external currents vµ, aµ, s, p:
LQCD = L0QCD + qγµ (vµ + γ5aµ) q − q (s− iγ5p) q , (1.24)
the external fields will allow to compute the effective realization of general Green
Functions of quark currents in a very straightforward way. Moreover, they can be
used to incorporate the electromagnetic and semileptonic weak interactions, and the
explicit breaking of chiral symmetry through the quark masses. Taking into account
that the lagrangian of Eq. (1.24) is to be chiral invariant, the external fields have
the following chiral transformations:
s+ ip→ gR(s+ ip)g†L, ℓµ → gLℓµg†L+ igL∂µg†L, rµ → gRrµg†R + igR∂µg†R, (1.25)
where rµ ≡ vµ + aµ and ℓµ ≡ vµ − aµ have been defined.
A very convenient way to construct the chiral invariant operators needed for the
effective lagrangian is to consider tensors X transforming as
X
G−−→ h(g, φ)X h(g, φ)† , (1.26)
since traces of products of these tensors are chiral invariant. Using the external
fields and the matrix u(φ) of Eq. (1.20), the following tensors, which observe the
transformations properties of Eq. (1.26), can be constructed:
uµ = i
{
u† (∂µ − irµ)u− u (∂µ − iℓµ) u†
}
,
χ± = u
†χu† ± uχ†u ,
fµν± = uF
µν
L u
† ± u†F µνR u , (1.27)
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Operator P C h.c.
uµ −uµ uTµ uµ
χ± ±χ± χT± ±χ±
fµν± ±fµν± ∓fTµν± fµν ±
Table 1.1: Transformation properties under C, P and hermitian conjugate of the tensors
of Eq. (1.27).
with χ = 2B0(s+ ip) and the following tensors have been introduced,
F µνR = ∂
µrν − ∂νrµ − i[rµ, rν ] ,
F µνL = ∂
µℓν − ∂νℓµ − i[ℓµ, ℓν ] . (1.28)
B0 is related to the quark condensate:
〈 0|qiqj |0 〉 = −F 2B0δij . (1.29)
Besides those of Eq. (1.27), one can also construct tensors that follow Eq. (1.26) by
using the covariant derivative,
∇µX = ∂µX + [Γµ, X ] , (1.30)
which is defined through the chiral connection,
Γµ =
1
2
{
u† (∂µ − irµ) u+ u (∂µ − iℓµ) u†
}
, (1.31)
so that if X transforms as Eq. (1.26), also does ∇µX .
As it has been been indicated before, the explicit breaking of chiral symmetry
through quark masses can be added by using the external currents. Taking into
account that the breaking is produced in QCD due to the mass matrix,
M =
 mu 0 00 md 0
0 0 ms
 , (1.32)
the breaking is introduced in χPT with s =M and p = 0 in χ, see Eq. (1.27). Once
the masses have been included, the organization of Eq. (1.22) turns out to be an
expansion in derivatives of the pseudo-Goldstone fields and in powers of the light
quark masses.
One last remark is convenient in order to understand the construction of the
different pieces LχPT2n . Taking into account that the pseudo-Goldstone masses are
introduced trough χ, one assumes that χ± ∼ O(p2), and considering the definitions
of uµ and f
µν
± in Eq. (1.27), uµ ∼ O(p), fµν± ∼ O(p2).
We only have to construct all the operators consisting of the defined tensors
observing chiral and QCD symmetries. In Table 1.1 the transformation properties
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under parity (P ), charge conjugation (C) and hermitian conjugate of the tensors of
Eq. (1.27) are shown. Employing the organization of Eq. (1.22), one gets that the
piece of O(p2) reads
LχPT2 =
F 2
4
〈 uµuµ + χ+ 〉 , (1.33)
where the brackets 〈...〉 denote a trace of the corresponding flavour matrices. Notice
that the coefficient is fixed by considering the canonical form of the kinetic piece.
Taking into account the explicit chiral symmetry breaking proposed before, only
two constants have been introduced in LχPT2 , F and B0, apart from masses. It is
straightforward to check that F is approximately the decay constant of the pion,
F ≃ 92.4 MeV and B0 can be related to the hadron masses, once the mass term of
the lagrangian is obtained,
2B0M =
 M2π 0 00 M2π 0
0 0 2M2K −M2π
 . (1.34)
AtO(p4), the most general lagrangian, invariant under parity, charge conjugation
and the local chiral transformations, is given, in SU(3), by [9]
LχPT4 = L1〈 uµuµ 〉2 + L2〈 uµuν 〉〈 uµuν 〉 + L3〈 uµuµuνuν 〉 + L4〈 uµuµ 〉〈χ+ 〉
+L5〈 uµuµχ+ 〉 + L6〈χ+ 〉2 + L7〈χ− 〉2 + L8/2 〈χ2+ + χ2− 〉
− iL9〈 fµν+ uµuν 〉 + L10/4 〈 f+µνfµν+ − f−µνfµν− 〉
+ iL11〈χ−(∇µuµ + i/2χ−) 〉 − L12〈 (∇µuµ + i/2χ−)2 〉
+H1/2 〈 f+µνfµν+ + f−µνfµν− 〉 + H2/4 〈χ2+ − χ2− 〉 , (1.35)
where the terms with L11 and L12 vanish when the equations of motion are used
and the ones with H1 and H2 are only needed for the renormalization. We have not
included here the Wess-Zumino-Witten piece related to the chiral anomaly. In this
thesis we do not deal with the odd-intrinsic parity sector of QCD.
1.6.4 Renormalization
Obviously loops are divergent and need to be renormalized. If a regularization
which preserves the symmetries of the lagrangian is used, such as dimensional regu-
larization, the needed counterterms will respect necessarily these symmetries. Since
Eq. (1.22) contains all possible terms, the divergences can then be absorbed in a
renormalization of the coupling constants of the lagrangian. At next-to-leading
order, the divergences are of O(p4) and are thus renormalized by the low-energy
couplings in Eq. (1.35),
Li = L
r
i (µ) + Γi
µD−4
32π2
{
2
D − 4 + C
}
,
Hi = H
r
i (µ) + Γ˜i
µD−4
32π2
{
2
D − 4 + C
}
, (1.36)
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where D is the space-time dimension and C is the constant that fixes the renormal-
ization scheme; notice that in χPT the modified minimal subtraction −1 scheme
(MS − 1) is used and one has C = γE − log4π − 1, with γE ≃ 0.5772 the Euler’s
constant. The explicit calculation of the one-loop generating functional gives [9]:
Γ1 =
3
32
, Γ2 =
3
16
, Γ3 = 0, Γ4 =
1
8
, Γ5 =
3
8
, Γ6 =
11
144
,
Γ7 = 0, Γ8 =
5
48
, Γ9 =
1
4
, Γ10 = −14 , Γ˜1 = −18 , Γ˜2 = 524 .
The µ dependence in the renormalized couplings Lri (µ) is canceled by that of the
one-loop amplitude in any observable.
Chapter 2
Resonance Chiral Theory
2.1 Improving Phenomenological Lagrangians a` la
Weinberg
Once it is accepted that the study of low-energy hadrodynamics is tampered with
by our present inability to implement non-perturbative Quantum Chromodynamics
fully in those processes, new ways of dealing with QCD at these regimes are required.
As it has been argued in the first chapter, Effective Field Theories are one of the
most appealing tool to reach this aim [1, 2]. The success of Chiral Perturbation
Theory describing the low-energy dynamics of QCD turns out to be a good proof of
these ideas [11]. There are other fruitful effective field theories of QCD that support
this statement, think for instance in the Heavy Quark Effective Theory [12] for
mesons with one heavy quark or Non-Relativistic Quantum Chromodynamics [13]
in the case of mesons with both heavy quarks.
However, in the region of energies we are interested in, Mρ <∼ E <∼ 2 GeV,
the situation is more involved. Although chiral symmetry still provides stringent
dynamical constraints, the usual χPT power counting breaks down in the presence
of higher energy scales. Moreover, this regime is populated by many resonances and
the absence of a mass gap in the spectrum of states makes difficult to provide a
formal Effective Field Theory approach to implement QCD properly, since it is not
clear which degrees of freedom are being integrated out and, anyhow, from which
energy threshold it would be done the integration of heavy modes. In any case,
many of the main features of Effective Field Theories will be very useful in order to
carry out our procedure.
The main ingredients of our framework are the following:
1. We should start from the phenomenological lagrangians approach proposed
by Weinberg in Ref. [8]. He suggested to construct the most general possible
lagrangian, including all terms consistent with assumed symmetry principles,
expecting that calculations of matrix elements would give the most general
possible S-matrix consistent with analyticity, perturbative unitarity, cluster
decomposition and the symmetry principles. In the case of low-energy QCD,
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one of the highlighted characteristics would be the introduction of the bound
states, i.e. the ordinary hadrons, as the degrees of freedom. Notice that the
choice of the degrees of freedom is a significant step in order to construct the
effective lagrangian.
It is important to stress that such general lagrangians, which we will call
phenomenological lagrangians a` la Weinberg, do not have specific dynamical
content beyond the general principles of analyticity, unitarity, cluster decom-
position, Lorentz invariance and assumed symmetries. This fact allows to use
additional information provided by the strong interaction underlying theory
to improve the description.
2. Large-NC QCD [14, 15] furnishes a practical scenario to work with. The limit
of an infinite number of quark colors turns out to be a very useful instrument to
understand many features of QCD and supplies an alternative power counting
to describe the meson interaction. Assuming confinement, the NC →∞ limit
strongly constraints meson dynamics by asserting that the Green Functions of
the theory are described by the tree diagrams of an effective local lagrangian
with local vertices and meson fields, higher corrections in 1/NC being yielded
by loops described within the same lagrangian theory. The expansion in 1/NC
gives a good quantitative approximation scheme to the hadronic world [16], as
it will be reviewed in the next section.
3. Additional progress on our phenomenological approach is carried out by using
the short-distance properties of QCD. Most of these asymptotic constraints
come from matching Green Functions of QCD currents evaluated within the
resonance theory with the results obtained in the leading perturbative OPE
expansion. Another source of restrictions arise from form factors.
To summarize, taking into account the difficulties of a formal EFT method in the
resonance region, we are going to deal with an effective approach based on the
phenomenological lagrangians’ ideas of Ref. [8]. This approach can be realized by
making use of the 1/NC expansion and the short-distance constraints coming from
QCD. All in all, we have advanced the main keys that underline the Resonance
Chiral Theory (RχT) [17, 18, 19], the suggested framework in this work to handle
Quantum Chromodynamics at intermediate energies, Mρ <∼ E <∼ 2 GeV.
2.2 The 1/NC Expansion
Dealing with QCD at intermediate energies would be handier by using an expansion
parameter. The ordinary strong coupling αs cannot be the solution taking into
account its renormalization group equations. In the region of resonances the usual
chiral counting breaks down. Accordingly, the SU(3) gauge theory with very small
quark bare masses has no obvious free parameter that could be used as an expansion
parameter.
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Figure 2.1: 1/NC order of possible vertices.
’t Hooft suggested that one should generalize QCD from three colours and employ
an SU(NC) gauge group [14]. The hope is that it may be possible to solve the theory
in the large-NC limit, and that the physical NC = 3 case may be qualitatively and
quantitatively close to the large-NC limit.
Although one might think that letting NC → ∞ would make the analysis more
complicated because of the larger gauge group and consequent increase in the number
of dynamical degrees of freedom, QCD simplifies as NC becomes large, and there
exists a systematic expansion in powers of 1/NC.
Choosing the coupling constant gs to be of O(1/
√
NC), i.e. taking the large-NC
limit with αsNC fixed, the main results are the following:
1. At NC → ∞ the mesons and glue states are free, stable and non-interacting.
Meson masses have smooth limits and the number of meson states is infinite.
2. Meson decay amplitudes are ofO(1/√NC), and meson-meson elastic scattering
amplitudes are of O(1/NC). These amplitudes follow the pattern of Figure 2.1.
3. At leading order in the 1/NC expansion, meson dynamics is ruled by a sum
of tree diagrams involving the exchange, not of quarks and gluons, but of
infinite physical mesons. More generally, meson physics in the large-NC limit
is described by the tree diagrams of an effective local lagrangian, with local
vertices and local meson fields. This fact invites us quickly to think about the
proper approach of the phenomenological lagrangians a` la Weinberg, proposed
in the last section as the suitable tool for QCD at Mρ <∼ E <∼ 2 GeV.
4. Zweig’s rule is exact in the large-NC limit, that is, mesons should be classified
as nonets. The axial anomaly has disappeared and flavour U(nf )L ⊗ U(nf )R
has been restored.
5. Mesons are pure qq states, that is, one finds a suppression of the qq sea at
NC →∞.
6. In the limit of large number of colours, under reasonable assumptions, U(nf )R⊗
U(nf )L symmetry must spontaneously break down to U(nf )V [20].
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The preceding comments can be read in two ways. One may say that one has used
the 1/NC expansion to explain certain qualitative facts about the strong interactions.
The other possibility is to say that one may use certain qualitative facts about the
strong interactions as diagnostic tests showing that large-NC QCD is probably a
good approximation to Nature [15]. Keep in mind that asserting whether the 1/NC
expansion is likely to be a good approximation to Nature is a very important matter
from a theoretical point of view and very useful for our work, since this expansion
can be used in order to justify and improve our effective approach in the resonance
region.
Notice that we have only considered the leading order terms in the 1/NC expan-
sion. It is likewise possible to show, by considering unitarity plus the diagrammatic
counting rules in large-NC QCD, that the higher order corrections are sums of loop
diagrams of hadrons together with subleading tree-level contributions. Just as in
any theory one understands the tree approximations before trying to consider loop
diagrams. In fact, the main aim of this work is to make a first step towards the
knowledge of the Resonance Chiral Theory at next-to-leading order in the 1/NC
expansion, once the tree level contributions are under control.
On the other hand, the idea of the 1/NC expansion is sometimes questioned on
the grounds that 1/NC = 1/3 is not very small. One cannot really know, theoreti-
cally, how large-NC must be for the expansion to be a good approximation except
by calculating the coefficients of some of the terms that are suppressed by pow-
ers of 1/NC . In other words, the goodness of the expansion depend on the size of
the coefficients of the expansion. The best that one can do then is to appeal to
phenomenology. As it has been reviewed, there are significant phenomenological
reasons to think that 1/NC = 1/3 is small enough for the 1/NC expansion to be a
good approximation in QCD. In fact, it is interesting to remember why perturba-
tion theory is successful in QED. It is not enough to say that the electric charge is
small. Actually, normalized in the usual way the electric charge is approximately
e = 0.302. Perturbation theory is a good approximation in QED because when one
carries out perturbative expansion, one finds that the typical expansion parameter
is really α = e2/4π. If we had not yet learned how to do perturbative calculations,
as in the QCD case, one would have been unable to judge, just from the value of
e, whether this expansion would be a good approximation. If, for instance, as it
is perfectly possible, the characteristic parameter in the 1/NC expansion would be
1/4πNC, the next-to-leading corrections would be as tiny as electromagnetic correc-
tions. Although this is only an extreme possibility, we want to justify that there is
no reason to reject the 1/NC expansion taking into account the value of NC , above
all considering that phenomenology seems to support the expansion [15].
2.2.1 The 1/NC Expansion in Chiral Perturbation Theory
Let us come back to the very low-energy EFT of QCD, Chiral Perturbation Theory,
in order to show how this new tool we have introduced in this section, the 1/NC
expansion, turns out to be a useful source of dynamical information [21, 22], in the
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i Lri (Mρ) O(NC) source
2L1 − L2 −0.6± 0.6 O(1) Ke4, ππ → ππ
L2 1.4± 0.3 O(NC) Ke4, ππ → ππ
L3 −3.5± 1.1 O(NC) Ke4, ππ → ππ
L4 −0.3± 0.5 O(1) Zweig rule
L5 1.4± 0.5 O(NC) FK : Fπ
L6 −0.2± 0.3 O(1) Zweig rule
L7 −0.4± 0.2 O(1) GMO, L5, L8
L8 0.9± 0.3 O(NC) Mφ, L5
L9 6.9± 0.7 O(NC) 〈 r2 〉πV
L10 −5.5± 0.7 O(NC) π → eνγ
Table 2.1: Phenomenological values of the couplings Lri (Mρ) in units of 10
−3. The fourth
column shows the source used to get this information .
sense that it comes directly from QCD. Keep in mind that in the large-NC limit the
flavour U(nf )L ⊗ U(nf )R has been restored.
Although formally the χPT lagrangian of Eq. (1.22) could be computed from the
QCD generating functional, one does not know how to calculate the values of the
couplings from QCD because of its non-perturbative nature at low energies. Since
it can be proved that the corresponding correlation functions of fermion bilinears
are of O(NC), the leading-order terms in 1/NC should be of O(NC). Moreover, they
should have a single flavour trace, as terms with a single trace are of O(NC), while
the occurrence of each additional trace reduces the order of the term by unity [23].
The leading lagrangian of Eq. (1.33) obeys the correct NC counting rules: the
different fields, the masses and momenta are all of them of O(1), whereas F ∼
O(√NC). The u(φ) matrix, defined in Eq. (1.20), generates an expansion in powers
of φ/F , giving the required 1/
√
NC suppression for each additional meson field (see
Figure 2.1). Clearly, interaction vertices with n mesons scale as Vn ∼ F 2−n ∼
O(N1−n/2C ). Since LχPT2 has an overall factor of NC and u(φ) is NC-independent,
the 1/NC expansion is equivalent to a semiclassical expansion. Quantum corrections
computed with the chiral lagrangian will have a 1/NC suppression for each loop.
More information from large-NC QCD can be obtained in the case of LχPT4 ,
shown in Eq. (1.35). As it has been explained in Section 1.6.3, only ten additional
couplings Li (i = 1, . . . , 10) are required to determine the low-energy behaviour of
the Green Functions at O(p4). Large-NC QCD claims that terms with a single trace
are of O(NC), while those with two traces should be of O(1). Therefore one would
say that L3, L5, L8, L9 and L10 are of O(NC), while L4, L6, and L7 are of O(1).
The case of L1 and L2 should be analyzed taking into account the following relation:
〈 uµuνuµuν 〉 = −2〈 uµuµuνuν 〉 + 1
2
〈 uµuµ 〉〈 uνuν 〉 + 〈 uµuν 〉〈 uµuν 〉 . (2.1)
This new operator could have been added in LχPT4 , but it is dependent on the terms
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with couplings L1, L2 and L3. Therefore, the symmetries allow a new operator of
O(NC) and once one does not include it, one could consider an additional contri-
bution to the couplings L1, L2 and L3, with the result 2δL1 = δL2 = −1/2δL3 ∼
O(NC). In other words, L1 and L2 are really of O(NC), keeping 2L1−L2 of O(1). As
shown in Table 2.1, the phenomenologically determined values of those couplings [11]
follow the pattern suggested by the 1/NC counting rules.
2.3 The Lagrangian of Resonance Chiral Theory
2.3.1 Introduction
We want to deal with QCD in the resonance region, Mρ <∼ E <∼ 2 GeV, by following
the phenomenological lagrangians a` la Weinberg, which will be ruled by the 1/NC
expansion. One has to consider the most general lagrangian, that is, including all
terms consistent with assumed symmetry principles, and considering the ordinary
hadrons as degrees of freedom. The program to construct the lagrangian involves
several tasks:
1. In order to be able to recover at very low energies the results of χPT, to
consider chiral symmetry seems to be the best choice. On account of large-
NC , the mesons are put together into U(3) multiplets and only operators that
have one trace in the flavour space are considered [21, 23].
2. It is a well known fact that, in order to make any effective description meaning-
ful, one needs to properly match the underlying theory (QCD in this case). No-
tice that the QCD asymptotic behaviour sets in already at energies E ∼ 2 GeV.
Then RχT should recover the short-distance behaviour of QCD. This require-
ment excludes interactions with large number of derivatives, since they tend
to violate the QCD ruled asymptotic behaviour of Green Functions or form
factors, explaining the phenomenological success of the usual approximations,
where only operators constructed with chiral tensors up to O(p2) are kept1.
Furthermore, this matching provides several relations between the couplings
in the lagrangian, reducing the number of unknown parameters. These con-
straints will be analyzed in Section 2.4.
3. Although large-NC QCD is a robust instrument to realize QCD at intermediate
energies, some approximations are needed to construct the effective lagrangian.
As the number of meson states is infinite at large-NC , the most common one is
the cut in the number of resonances, only considering the lightest states. This
is known to be a good approximation since contributions from higher states
are suppressed by their masses. Phenomenology supports this approximation.
1The effective terms will be constructed with resonance fields and tensors which introduce the
pseudo-Goldstone bosons and the sources, already introduced in Eqs. (1.27) and (1.30). We will
denote as ‘chiral tensors’ this second group. Accordingly, the operators of the lagrangian will be
built by resonances and chiral tensors.
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In Ref. [17] only contributions from the lightest resonances with non-exotic
quantum numbers were taken into account, the so-called Single Resonance
Approximation. Our analysis is also carried under this approximation.
Since there is an infinite number of Green Functions, it is obviously not possi-
ble to satisfy all matching conditions with a finite number of resonances and
uncertainties due to truncation of the spectrum are introduced in the deter-
mination of the parameters. Eventually, one may be driven to inconsistencies
in the effective parameter relations. The Minimal Hadronic Approximation
(MHA) generalises the Single Resonance Approximation so the effective de-
scription includes the minimal number of resonances that allows fulfilling the
QCD short-distance constraints in the considered amplitude [24]. Although
MHA is an approximation of full large-NC QCD, it is well supported by the
phenomenology of Green Functions that are order-parameter of the chiral sym-
metry. Deviations from the NC → ∞ limit are properly understood in some
situations [24, 25].
4. It has been shown [18] that LχPT4 is largely saturated2 by the resonance ex-
change generated by the linear terms in the resonance field, as it will be
explained in Section 2.5. Hence, the explicit introduction of the operators
constructed with no resonances and chiral tensors of O(p4) would amount to
include an overlap between both contributions. An analogous analysis atO(p6)
has not been systematically performed but it also looks a reasonable assump-
tion. Thus our theory stands for a complete resonance saturation of the χPT
lagrangian; in other words, we are assuming that the low-energy couplings of
LχPTn (n ≥ 4) are completely determined by the resonance contributions, so
one does not have to include these operators when the resonance fields are
active degrees of freedom.
5. Besides the kinetic pieces, only linear couplings in the resonance fields were
included in Ref. [17], since the aim of the article was to get the leading res-
onance contributions to the low-energy constants (LEC’s) of the O(p4) χPT
lagrangian3, see Eq. (1.35). In the next chapter the study of one observable to
next-to-leading order in the 1/NC expansion will show that in order to perform
the matching with QCD operators constructed with more than one resonance
will be needed [26].
Following the path of Ref. [17], the leading resonance contributions to some
O(p6) χPT LEC’s have been studied, by considering different three-point func-
2This is much more clear in the case of vector and axial-vector resonances as their phenomenol-
ogy is better known.
3Solving the resonance equations of motion in an expansion in the resonance masses, the reso-
nance fields are expressed as a series of chiral operators times inverse powers of the masses, with
chiral tensors starting at O(p2) [19]. Therefore, the only possible leading resonance contributions
to the LEC’s of LχPT4 come from operators constructed with one resonance field and one chiral
tensor of O(p2) in the chiral counting.
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tions [27]. A more systematic and complete approach to this issue can be found
in Ref. [19].
Notice that in contrast to many models of the resonance fields that have been widely
employed in the literature, RχT only uses basic QCD symmetry features without
any additional ad hoc assumptions. Its model aspect only comes from the fact that
we do not include an infinite spectrum in the theory, which is one of the features of
the NC →∞ limit of QCD.
2.3.2 Constructing the Lagrangian
As it has been pointed out above, the study is taken under the Single Resonance
Approximation, where just the lightest resonances with non-exotic quantum num-
bers are considered. Taking into account the results at large-NC , the mesons are
put together into U(3) multiplets. Hence, our degrees of freedom are the pseudo-
Goldstone boson (the lightest pseudoscalar mesons) along with massive multiplets
of the type V (1−−), A(1++), S(0++) and P (0−+). With them, one constructs the
most general effective action that preserves chiral symmetry invariance and QCD
symmetries.
Following the procedure presented in Section 1.6.3 to construct the χPT la-
grangian, one considers tensors X transforming as
X
G−−→ h(g, φ)X h(g, φ)† , (2.2)
where now G ≡ U(3)L ⊗ U(3)R. The tensors that introduce the pseudo-Goldstone
bosons and the sources were already introduced in Eqs. (1.27) and (1.30), which
follow the transformation properties under parity (P ), charge conjugation (C) and
hermitian conjugate (h.c.) of Table 1.1. Notice that the expression of φ in Eq. (1.21)
changes in the moment one considers nonets instead of octets,
φ =

1√
2
π0 + 1√
6
η8 +
1√
3
η0 π
+ K+
π− − 1√
2
π0 + 1√
6
η8 +
1√
3
η0 K
0
K− K¯0 − 2√
6
η8 +
1√
3
η0
 . (2.3)
The resonance fields follow the same guide, so that for the vector multiplet one has,
Vµν =

1√
2
ρ0 + 1√
6
ω8 +
1√
3
ω0 ρ
+ K∗+
ρ− − 1√
2
ρ0 + 1√
6
ω8 +
1√
3
ω0 K
∗ 0
K∗− K
∗ 0 − 2√
6
ω8 +
1√
3
ω0

µν
, (2.4)
where, as it is explained in Appendix A, the antisymmetric formalism is used for spin-
1 fields. The multiplets of the type A(1++), S(0++) and P (0−+) are parametrized
in an analogous way to Eq. (2.4). The transformation properties under P , C and
hermitian conjugate of the resonance fields are shown in Table 2.2.
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Operator P C h.c.
Vµν V
µν −V Tµν Vµν
Aµν −Aµν ATµν Aµν
S S ST S
P −P P T P
Table 2.2: Transformation properties under P , C and hermitian conjugate of the reso-
nance fields.
One should now consider the most general lagrangian that preserves chiral sym-
metry invariance and QCD symmetries, observing the former remarks, i.e. con-
structed with chiral tensors up to O(p2) in the chiral counting and under the Single
Resonance Approximation.
In the large-NC approach, there is no limit to the number of resonances that one
may include in the effective operators. One can classify the terms in the lagrangian
according to the number of resonances,
LRχT = L(2)pGB +
∑
R1
LR1 +
∑
R1,R2
LR1R2 +
∑
R1,R2,R3
LR1R2R3 + ... , (2.5)
where the dots denote operators with four or more resonance fields, and the indexes
Ri run over all the different resonance fields, V , A, S and P . However, for the
purpose of this work, only operators up to three resonance fields are taken into
account.
L(2)pGB keeps the O(p2) terms without resonances, i.e. the lagrangian of Eq. (1.33),
L(2)pGB = LχPT2 =
F 2
4
〈 uµuµ + χ+ 〉 . (2.6)
It is important to distinguish between LχPT and LpGB: although both have the
same structure and operators, LpGB differs from LχPT in the value of the couplings
as LpGB belongs to the theory where the resonances are active degrees of freedom.
Furthermore, notice that, as mentioned above, once a complete resonance saturation
of the χPT lagrangian is supposed, no pieces of L(4)pGB or higher are added.
The second term of Eq. (2.5) corresponds to the interaction terms with one
resonance field [17],
LV = FV
2
√
2
〈 Vµνfµν+ 〉 +
i GV
2
√
2
〈 Vµν [uµ, uν ] 〉 , (2.7)
LA = FA
2
√
2
〈Aµνfµν− 〉 , (2.8)
LS = cd〈Suµuµ 〉 + cm〈Sχ+ 〉 , (2.9)
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LP = i dm〈Pχ− 〉 . (2.10)
The LR1R2 contain the kinetic terms and the remaining operators with two resonance
fields [17, 19],
L kinR = 1
2
〈∇µR∇µR − M2RR2 〉 , (R = S, P ) (2.11)
L kinR = −1
2
〈∇λRλµ∇νRνµ − 1
2
M2RRµνR
µν 〉 , (R = V,A) (2.12)
LRR = λRR1 〈RRuµuµ 〉+ λRR2 〈RuµRuµ 〉+ λRR3 〈RRχ+ 〉 , (R = S, P ) (2.13)
LSP = λSP1 〈 uα{∇αS, P} 〉+ iλSP2 〈 {S, P}χ− 〉 , (2.14)
LSV = iλSV1 〈 {S, Vµν}uµuν 〉 + iλSV2 〈SuµV µνuν 〉 + λSV3 〈 {S, Vµν}fµν+ 〉 , (2.15)
LSA = λSA1 〈 {∇µS,Aµν}uν 〉 + λSA2 〈 {S,Aµν}fµν− 〉 , (2.16)
LPV = iλPV1 〈 [∇µP, Vµν ]uν 〉 + iλPV2 〈 [P, Vµν ]fµν− 〉 , (2.17)
LPA = iλPA1 〈 [P,Aµν ]fµν+ 〉 + λPA2 〈 [P,Aµν]uµuν 〉 , (2.18)
LV A = λV A1 〈 [V µν , Aµν ]χ− 〉 + iλV A2 〈 [V µν , Aνα]hαµ 〉 + iλV A3 〈 [∇µVµν , Aνα]uα 〉
+ iλV A4 〈 [∇αVµν , Aαν ]uµ 〉 + iλV A5 〈 [∇αVµν , Aµν ]uα 〉
+ iλV A6 〈 [Vµν , Aµα]fαν− 〉 , (2.19)
LRR = λRR1 〈RµνRµνuαuα 〉 + λRR2 〈RµνuαRµνuα 〉 + λRR3 〈RµαRναuµuν 〉
+ λRR4 〈RµαRναuνuµ 〉 + λRR5 〈Rµα
(
uαRµβuβ + uβR
µβuα
) 〉
+ λRR6 〈RµνRµνχ+ 〉 + iλRR7 〈RµαRανfµν+ 〉 . (R = V,A) (2.20)
In the case of three resonance operators, only terms consisting of resonance fields and
the covariant derivative ∇µ are studied, since they are the only ones that contribute
to two-body form factors at tree level, see Chapter 4:
∆LSRR = λSRR0 〈SRR 〉 + λSRR1 〈S∇µR∇µR 〉 , (R = S, P ) (2.21)
∆LSRR = λSRR0 〈SRµνRµν 〉 + λSRR1 〈S∇µRµα∇νRνα 〉 + λSRR2 〈S∇νRµα∇µRνα 〉
+ λSRR3 〈S∇αRµν ∇αRµν 〉 + λSRR4 〈S{Rµν ,∇2Rµν 〉
+ λSRR5 〈S{Rµα,∇µ∇νRνα} 〉 , (R = V,A) (2.22)
∆LSPA = λSPA〈Aµν{∇µS,∇νP} 〉 , (2.23)
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∆LPV A = iλPV A0 〈P [Vµν, Aµν ] 〉 + iλPV A1 〈P [∇µV µα,∇νAνα] 〉
+ iλPV A2 〈P [∇νV µα,∇µAνα] 〉 + iλPV A3 〈P [∇αV µν ,∇αAµν ] 〉
+ iλPV A4 〈P [V µν ,∇2Aµν ] 〉+ iλPV A5 〈P [V µα,∇µ∇νAνα] 〉
+ iλPV A6 〈P [∇ν∇µV µα, Aνα] 〉 , (2.24)
∆LV RR = i λV RR〈 V µν∇µR∇νR 〉 , (R = S, P ) (2.25)
∆LV V V = i λV V V0 〈 V µνVµαV αν 〉 + i λV V V1 〈 V µν [∇µVαβ,∇νV αβ] 〉
+ i λV V V2 〈 V µν [∇βVµα,∇βV αν ] 〉+ i λV V V3 〈 V µν [∇µVβα,∇αV βν ] 〉
+ i λV V V4 〈 V µν [∇µVνα,∇βV αβ ] 〉+ i λV V V5 〈 V µν [∇αVµν ,∇βVαβ] 〉
+ i λV V V6 〈 V µν [∇αVµα,∇βVνβ] 〉+ i λV V V7 〈 V µν [∇αVµβ,∇βVνα] 〉 , (2.26)
∆LV AA = i λV AA0 〈 V µνAµαA αν 〉 + i λV AA1 〈 V µν [∇µAαβ ,∇νAαβ] 〉
+ i λV AA2 〈 V µν [∇βAµα,∇βAαν ] 〉+ i λV AA3 〈∇βV µν [Aµα,∇βAαν ] 〉
+ i λV AA4 〈 V µν [∇µAβα,∇αAβν ] 〉+ i λV AA5 〈∇µV µν [Aβα,∇αAβν ] 〉
+ i λV AA6 〈∇αV µν [∇µAβα, Aβν ] 〉+ i λV AA7 〈 V µν [∇µAνα,∇βAαβ ] 〉
+ i λV AA8 〈∇µV µν [Aνα,∇βAαβ ] 〉+ i λV AA9 〈∇βV µν [∇µAνα, Aαβ] 〉
+ i λV AA10 〈 V µν [∇αAµν ,∇βAαβ ] 〉+ i λV AA11 〈 V µν [∇αAµα,∇βAνβ] 〉
+ i λV AA12 〈∇αV µν [Aµα,∇βAνβ ] 〉+ i λV AA13 〈 V µν [∇αAµβ,∇βAνα] 〉
+ i λV AA14 〈∇αV µν [Aµβ ,∇βAνα] 〉 . (2.27)
All coupling constants are real, MR are the corresponding masses of the resonances,
the brackets 〈...〉 denote a trace of the corresponding flavour matrices, and the
notation defined in Ref. [17, 19] is followed.
Keep in mind that as our lagrangian LRχT satisfies the NC counting rules for
an effective theory with U(3) multiplets, only operators that have one trace in the
flavour space are considered [21, 23]. The different fields, masses and momenta
are of O(1) in the 1/NC expansion. Taking into account the interaction terms
(see Figure 2.1), one is able to check that F, FV , GV , FA, cd, cm and dm are of
O(√NC); λR1R2i of O(1) and λR1R2R3i of O(1/
√
NC). The mass dimension of these
parameters is [F ] = [FV ] = [GV ] = [FA] = [cd] = [cm] = [dm] = E, [λ
R1R2
i ] = E
0 and
[λR1R2R3i ] = E
−1.
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Note that the equations of motion have been used in order to reduce the number
of operators. For instance, terms like 〈P ∇µuµ〉 are not present in Eq. (2.10), since
using the equations of motion we would generate operators that, either have been
already considered, or contain a higher number of resonance fields.
2.4 Matching with QCD
As previously pointed out, a basic ingredient in order to take a step forward in the
construction of Resonance Chiral Theory is to consider the short-distance constraints
from QCD, i.e. the matching procedure between RχT and the full theory. Actually,
without examining the high-energy properties of the underlying strong dynamics
there are too many unknown parameters in our effective approach. Take note of the
significance of the number of parameters for the predictive power of the lagrangian.
Most of the short-distance constraints used in the literature come from consider-
ing the Green Functions of QCD currents obtained in the leading OPE expansion.
The other source of information is to consider the Brodsky-Lepage behaviour of the
form factors [28], that is, to demand that two-body form factors of hadronic cur-
rents vanish at high energies. This behaviour has been experimentally observed for
pseudo-Goldstone bosons and photons. The doubt appears when one is considering
form factors that involve resonances as asymptotic states. One of the motivations
of this work is to clarify this question, relating the two-body form factors with the
two-point Green Functions at next-to-leading order in the 1/NC expansion [29, 30].
See Chapter 4 for more information.
Another remark is needed before studying the constraints. Obviously these rela-
tions depend on the considered lagrangian. Owing to historical reasons, we start by
studying the case in which only the LR of Eq. (2.5) together with the kinetic pieces
to describe the resonance interactions are included. These are the only required op-
erators to determine the leading resonance contributions to the couplings constants
of the O(p4) χPT lagrangian. The strong constraints are the following [22]:
1. Vector form factor. At leading order in the 1/NC expansion, the two pseudo-
Goldstone boson matrix element of the vector current reads,
F vππ(q2) = 1 +
FVGV
F 2
q2
M2V − q2
. (2.28)
Accepting that the vector form factor should vanish at infinite momentum
transfer, the resonance couplings should satisfy
FVGV = F
2 . (2.29)
2. Axial form factor. The matrix element of the axial current between one pseudo-
Goldstone and one photon is parameterized by the axial form factor. From
the assumed lagrangian one gets
Faπγ(q2) =
F 2A
M2A − q2
+
2FVGV − F 2V
M2V
, (2.30)
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which vanishes at q2 →∞ provided that
2FVGV − F 2V = 0 . (2.31)
3. Weinberg sum rules. The two-point function built from a left-handed and a
right-handed vector quark current defines the correlator
Π
V−A(q
2) =
F 2
q2
+
F 2V
M2V − q2
− F
2
A
M2A − q2
. (2.32)
In the chiral limit it vanishes faster than 1/q4 at large energies [31]. This
implies the conditions [32]:
F 2V − F 2A = F 2 , M2V F 2V −M2AF 2A = 0 . (2.33)
4. Scalar form factor. The two pseudo-Goldstone bosons matrix element of the
scalar quark current contains another dynamical form factor, which for the
Kπ case takes the form [33]:
F sKπ(q2) = 1 +
4cm
F 2
(
cd + (cm − cd)M
2
K −M2π
M2S
)
q2
M2S − q2
, (2.34)
Requiring F sKπ(q2) to vanish at q2 →∞, one finds that [33]:
4cdcm = F
2 , cm − cd = 0 . (2.35)
5. SS − PP sum rules. The difference of the two-point correlation functions of
two scalar and two pseudoscalar currents reads
Π
S−P (q
2) = 16B20
(
c2m
M2S − q2
− d
2
m
M2P − q2
+
F 2
8q2
)
. (2.36)
For massless quarks, Π
S−P vanishes as 1/q
4 at large energies, with a small
coefficient [34]. Imposing this behaviour [35],
8
(
c2m − d2m
)
= F 2 , c2mM
2
S − d2mM2P ≃ 0 . (2.37)
Finally, assuming Eqs. (2.29), (2.31), (2.33), (2.35) and (2.37) one has that
FV = 2GV =
√
2FA =
√
2F , MA =
√
2MV ,
cm = cd =
√
2dm =
F
2
, MP ≃
√
2MS , (2.38)
that is, all the parameters of LR are given in terms of the pion decay constant F
and the two masses of the vector and scalar multiplets, MV and MS.
Considering the more general lagrangian of Eq. (2.5) all former constraints are
valid except the ones coming from the axial and scalar form factor. In the case of the
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axial form factor, there are new contributions from Eq. (2.19), see Eq. (D.84) in Ap-
pendix D. For the two pseudo-Goldstone bosons matrix element of the scalar quark
current there are new contributions when one consider massive quarks. Notice that
the required field redefinition of the scalar field, needed to remove the tadpole [36],
would generate new contributions to the form factor coming from pieces with two
resonances. So that only the first constraint of Eq. (2.35) would be valid in the
general case. The couplings of LR are fixed now in terms of F and the resonance
masses:
F 2V = F
2 M
2
A
M2A −M2V
, F 2A = F
2 M
2
V
M2A −M2V
, G2V = F
2M
2
A −M2V
M2A
, M2A > M
2
V
c2m =
F 2
8
M2P
M2P −M2S
, d2m =
F 2
8
M2S
M2P −M2S
, c2d =
F 2
2
M2P −M2S
M2P
, M2P > M
2
S .
(2.39)
2.5 Leading Resonance Contributions to the O(p4)
χPT Lagrangian
It seems natural to expect that the lowest-mass resonances play an important role on
the pseudo-Goldstone bosons dynamics, i.e. Chiral Perturbation Theory. Below the
ρ mass scale, the singularities associated with the pole of the resonance propagators
can be replaced by the corresponding momentum expansion; the exchange of virtual
resonances generates pseudo-Goldstone bosons couplings proportionals to powers
of 1/M2R. It can be better understood by using the EFT ideas of Chapter 1. By
integrating out the lowest-mass resonances, that is, going from RχT to χPT, one
would expect to obtain the largest contributions to the chiral LEC’s. The so-called
resonance saturation involves considering that the couplings of χPT are largely
saturated by the resonance exchange. It can be justified using large-NC arguments,
since tree-level resonance contributions are leading in the 1/NC expansion, to be
compared to other contributions related to chiral loops.
In the manner that it has been pointed out in Section 2.3.1, the only possible
leading resonance contributions to the χPT LEC’s of LχPT4 come from operators
constructed with one resonance field and one chiral tensor of O(p2) in the chiral
counting, LR of Eq. (2.5). In Ref. [17] these resonance contributions were studied
thoroughly. Under the Single Resonance Approximation and considering nonets for
the resonance fields, as large-NC motivates, one finds the following contributions at
leading order in the 1/NC expansion:
L1 =
G2V
8M2V
, L2 =
G2V
4M2V
, L3 = − 3G
2
V
4M2V
+
c2d
2M2S
,
L4 = 0 , L5 =
cdcm
M2S
, L6 = 0 ,
L7 = 0 , L8 =
c2m
2M2S
− d
2
m
2M2P
, L9 =
FVGV
2M2V
,
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i Lri (Mρ) V A S η1 Total Total
b)
1 0.4± 0.3 0.6 0.0 0.0 0.0 0.6 0.9
2 1.4± 0.3 1.2 0.0 0.0 0.0 1.2 1.8
3 −3.5± 1.1 −3.6 0.0 0.6 0.0 −3.0 −4.9
4 −0.3± 0.5 0.0 0.0 0.0 0.0 0.0 0.0
5 1.4± 0.5 0.0 0.0 1.4a) 0.0 1.4 1.4
6 −0.2± 0.3 0.0 0.0 0.0 0.0 0.0 0.0
7 −0.4± 0.2 0.0 0.0 0.0 −0.3 −0.3 −0.3
8 0.9± 0.3 0.0 0.0 0.9a) 0.0 0.9 0.9
9 6.9± 0.7 6.9a) 0.0 0.0 0.0 6.9 7.3
10 −5.5± 0.7 −10.0 4.0 0.0 0.0 −6.0 −5.5
Table 2.3: Comparison between the different resonance-exchange contribution with the
phenomenologically determined values of Lri (Mρ), in units of 10
−3 [2]. Motivated by
the large-NC limit we include U(3) multiplets for the resonances. We consider only the
contribution from the η1 in the pseudoscalar channel. The superindex a) refers to an
input, whereas in b) the short-distance constraints are taken into account.
L10 = − F
2
V
4M2V
+
F 2A
4M2A
, H1 = − F
2
V
8M2V
− F
2
A
8M2A
, H2 =
cm
M2S
+
d2m
M2P
. (2.40)
Notice that it is not surprising to miss contributions to L4, L6 and L7 taking into
account its subleading order in the 1/NC expansion, see Table 2.1.
η1 is usually integrated out from the χPT lagrangian. Neglecting then the higher-
mass P resonances, the only remaining meson exchange is the one associated with
this field, which generates a sizable contribution to L7,
L7 = −
d˜2η1
2M2η1
. (2.41)
Note that if η1 is integrated out, L7 appears naively to be of O(N2C), since M2η1 ∼
O(1/NC) in Eq. (2.41). However, the 1/NC counting is not well defined in this case,
since NC cannot be small (Mη1 heavy) and big (1/NC expansion) at the same time.
In Table 2.3 we compare the phenomenological values of these couplings together
with the ones predicted by the resonance exchanges. The assumption of resonance
saturation has given successful predictions for Li.
A last remark is suitable. Though the scale at which the results of the integration,
µ0, is known to be of the order of a typical scale of the physical system, let us
say µ0 = MR, there always remains some ambiguity on the precise value of µ0 at
which the resonance contributions are given. The next-to-leading order predictions
would avoid this problem, as the running is under control. See Chapter 4 for more
information.
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Chapter 3
Vector Form Factor at NLO in the
1/NC Expansion
3.1 Introduction
Quantum loops including virtual resonances are a major technical challenge which
still has not been properly addressed in Resonance Chiral Theory. A first step in this
direction was the study of resonance loop contributions to the running of the χPT
coupling L10(µ), performed in Ref. [37], which however did not attempt an analysis
of the induced ultraviolet divergences and their corresponding renormalization.
Quantum loops involving massive states have been only analysed within explicit
models with additional symmetries. For instance, the gauge structure advocated
in the so-called “Hidden Local Symmetry” description of vector resonances [38] im-
plies a much simpler ultraviolet behaviour [39]. Loop corrections to some resonance
parameters have also been studied [40, 41] within the context of “Heavy Vector Me-
son χPT” [42], which adopts the MR → ∞ limit to guarantee a good chiral power
counting; and Ref. [43] in the Nambu-Jona-Lasinio model [44].
At the one-loop level the massive states present in RχT generate all kind of
ultraviolet problems which start now to be understood. A naive chiral power count-
ing indicates that the renormalization procedure will require higher dimensional
counterterms, which presumably could generate a problematic behaviour at large
momenta. Therefore, it will be necessary to perform a careful investigation of the
constraints implied by the short-distance properties of QCD at the next-to-leading
order in 1/NC.
A formal renormalization of RχT at the one-loop level appears to be a very
involved task, which requires the prior analysis of several technical ingredients, as
can be seen in Chapter 5. In order to gain some understanding on the ultraviolet
behaviour, it seems worth to perform first some explicit one-loop calculations of well
chosen physical amplitudes. In this chapter, we present a detailed investigation of
the pion vector form factor (VFF) at next-to-leading order in the 1/NC expansion.
This observable is defined through the two pseudo-Goldstone matrix element of the
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vector current:
〈 π+(p1) π−(p2) | 1
2
(
u¯γµu− d¯γµd) |0 〉 = F(q2) (p1 − p2)µ , (3.1)
where qµ ≡ (p1+p2)µ. At very low energies, the VFF F(q2) has been studied within
the χPT framework up toO(p6) [9, 45]. RχT and the 1/NC expansion have also been
used to determine F(q2) at the ρ meson peak, including appropriate resummations
of subleading infrared logarithms [46, 47].
We will simplify the calculation working in the two flavour theory and taking the
massless quark limit. Therefore, we will assume a chiral U(2)L ⊗ U(2)R symmetry
group. The small effects induced by the U(1)A anomaly will be neglected, because
they are not going to be relevant in our discussion. As the isosinglet pseudoscalar
can only appear within loops, and the numerical correction generated by its non-zero
mass could be taken into account in a straightforward way, together with the finite
quark mass effects which we are ignoring.
In the next section we will briefly resume the RχT lagrangian of interest. We
will only consider the minimal set of resonance couplings (linear in the resonance
fields) introduced in Ref. [17], supplemented with those counterterms required by
the renormalization procedure. Notice that one of the main aims of this chapter is
to justify the necessity of considering operators with more than one resonance field,
in the spirit of the short-distance behaviour of our result. The renormalization of
the relevant one-particle-irreducible (1PI) Feynman diagrams will be discussed in
Section 3.3 and the final results of our calculation will be collected in Section 3.4.
Sections 3.5 and 3.6 analyse the behaviour of the computed vector form factor at low
and high energies, respectively. We will finally summarize our findings in Section 3.7.
Several technical details and results have been moved to the appendices.
3.2 The Lagrangian
We are going to work within a U(2)L ⊗ U(2)R chiral theory, containing a multiplet
of 4 pseudo-Goldstone bosons,
φ =
(
1√
2
π0 + 1√
2
η0 π
+
π− − 1√
2
π0 + 1√
2
η0
)
, (3.2)
to be compared to the U(3)L⊗U(3)R case of Eq. (2.3). Under the Single Resonance
Approximation, the pseudo-Goldstone bosons couple to massive U(2) multiplets of
the type V (1−−), A(1++), S(0++) and P (0−+), with a field content analogous to the
one indicated in Eq. (3.2).
Our starting point is the RχT lagrangian introduced in Ref. [17], where, besides
the kinetic pieces, only linear couplings in the resonance fields are included, since
the intention of Ref. [17] was to obtain the leading resonance contributions to the
LEC’s of the O(p4) χPT lagrangian. Therefore, LRχT reads:
LRχT (φ,V,A, S,P) = L(2)pGB +
∑
R
(LkinR + LR) + LNLORχT , (3.3)
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where R runs over all the different resonance fields, V , A, S and P . The notation of
Section 2.3.2 is followed: L(2)pGB is shown in Eq. (2.6); the different kinetic pieces are
given in Eqs. (2.11) and (2.12); and the interactive terms are defined in Eqs. (2.7),
(2.8), (2.9) and (2.10). LNLORχT refers to the subleading pieces, which will be defined
below.
As it has been explained in the last chapter, taking into account that only the
RχT lagrangian of Eq. (3.3) is considered, one should take the usual constraints of
Eq. (2.38):
FV = 2GV =
√
2FA =
√
2F , MA =
√
2MV ,
cm = cd =
√
2dm =
F
2
, MP ≃
√
2MS . (3.4)
3.2.1 Subleading Lagrangian
The one loop calculation of the vector form factor with the previous lagrangian gen-
erates ultraviolet divergences which require counterterms with a higher number of
derivatives. We will only include the minimal set of chiral structures needed to renor-
malize our calculation. We expect their corresponding couplings to be subleading
in the 1/NC expansion, since they are associated with quantum loop corrections.
The following O(p4) and O(p6) pseudo-Goldstone interactions will be required:
L˜ (4)pGB =
i ℓ˜6
4
〈 fµν+ [uµ, uν] 〉 − ℓ˜12 〈∇µuµ∇νuν 〉 , (3.5)
L˜(6)pGB = i c˜51 〈∇ρfµν+ [hµρ, uν] 〉+ i c˜53 〈∇µfµν+ [hνρ, uρ] 〉 . (3.6)
Note that the superindex indicates the chiral order of the operator. We use a tilde
to denote the RχT couplings in Eqs. (3.5) and (3.6), which are different to the ones
with the same names (without tilde) in χPT. For instance, the chiral coupling ℓ6
(L9 in the three flavour case) is dominated by a contribution from vector-meson
exchange and is of O(NC), while the corresponding resonance coupling ℓ˜6 does not
contain this contribution and is of O(1).
The operator with ℓ˜12 in Eq. (3.5) does not contribute to the tree-level calcu-
lation; nevertheless, it is needed to renormalize the pseudo-Goldstone self-energies.
At O(p6), only the combination of couplings r˜V 2 ≡ 4F 2 (c˜53 − c˜51) is going to be
relevant for the VFF [10]. Including the lagrangians of Eqs. (3.5) and (3.6), the
tree-level calculation of the vector form factor gives the result:
F(q2) = 1 + FV GV
F 2
q2
M2V − q2
− ℓ˜6 q
2
F 2
+ r˜V 2
q4
F 4
. (3.7)
The Brodsky-Lepage requirement that the form factor should vanish at q2 →∞
implies the following conditions at leading order in 1/NC:
FV GV = F
2 , ℓ˜6 = 0 , r˜V 2 ≡ 4F 2 (c˜53 − c˜51) = 0 . (3.8)
40 Vector Form Factor at NLO in the 1/NC Expansion
v


v
V


Figure 3.1: Leading-order contributions to the vector form factor of the pion. A single
line stands for a pseudo-Goldstone boson while a double line indicates a vector resonance.
Therefore, the couplings ℓ˜6/F
2 and r˜V 2/F
4 are of subleading order in the 1/NC
expansion, i.e. O(1/NC), as expected on pure dimensional grounds.
The renormalization of Green Functions including resonance fields forces the
presence of the following additional counterterms:
L (4)Z =
XZ1
2
〈∇2V µν {∇ν ,∇σ}Vµσ 〉+ XZ2
4
〈 {∇ν ,∇α}V µν {∇σ,∇α}Vµσ 〉
+
XZ3
4
〈 {∇σ,∇α}V µν {∇ν ,∇α} Vµσ 〉 , (3.9)
L (4)F = XF1〈 Vµν∇2fµν+ 〉+XF2〈 Vµν {∇µ,∇α} fαν+ 〉 , (3.10)
L (4)G = iXG1〈 {∇α,∇µ}V µν [uν , uα] 〉+ iXG2〈 V µν [hαµ, hαν ] 〉 . (3.11)
The quadratic lagrangian L (4)Z is needed to renormalize the vector self-energy. Ac-
tually, only the sum of couplings XZ ≡ XZ1+XZ2+XZ3 is relevant for this purpose.
The renormalization of the vector matrix element of the vector current involves the
sum of L (4)F couplings XF ≡ XF1 +XF2. Finally, the vertex with one external vector
resonance and two pseudo-Goldstone legs is renormalized by L (4)G through the com-
bination XG ≡ XG2 −XG1/2. The dimensions of the couplings are [XZ ] = E−2 and
[XF ] = [XG] = E
−1.
Finally, following the notation of Eq. (3.3), one has that
LNLORχT = L˜(4)pGB + L˜(6)pGB + L(4)Z + L(4)F + L(4)G . (3.12)
At next-to-leading order in 1/NC , these counterterm lagrangians only contribute
through tree-level diagrams. One can then use the leading order equations of motion,
∇µ∇ρV ρν −∇ν∇ρV ρµ = −M2V V µν −
FV√
2
fµν+ −
iGV√
2
[uµ, uν ] , (3.13)
to reduce the number of relevant operators. The lagrangians of Eqs. (3.9), (3.10)
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and (3.11) take then the equivalent forms:
L (4)Z |EOM =
XZM
4
V
2
〈 V µνVµν 〉+ XZM
2
V FV√
2
〈 Vµνfµν+ 〉+
iXZM
2
VGV√
2
〈 Vµν [uµ, uν ] 〉
+
iXZFVGV
2
〈 fµν+ [uµ, uν] 〉+ · · · , (3.14)
L (4)F |EOM = −XFM2V 〈 Vµνfµν+ 〉 −
iXFGV√
2
〈 fµν+ [uµ, uν ] 〉+ · · · , (3.15)
L (4)G |EOM = −2iXGM2V 〈 V αν [uα, uν ] 〉 − i
√
2XGFV 〈 fµν+ [uµ, uν] 〉+ · · · , (3.16)
where the dots denote other terms which are not relevant for the VFF calculation,
at this order. The derivatives acting on the vector resonance fields have been traded
by the heavy mass scale MV and/or derivatives acting on the pseudo-Goldstone
fields, giving rise to the usual tensor structures of the χPT lagrangian. Therefore,
the effect of the counterterm lagrangians L (4)Z , L (4)F and L (4)G is just equivalent to
the following shift in the couplings at next-to-leading order in 1/NC:
ℓ˜ eff6 = ℓ˜6 + 2XZFVGV − 2
√
2XFGV − 4
√
2XGFV ,
F effV = FV + 2XZM
2
V FV − 2
√
2XFM
2
V ,
G effV = GV + 2XZM
2
VGV − 4
√
2XGM
2
V ,
(M2V )
eff = M2V + 2XZM
4
V ,
r˜ effV 2 = r˜V 2 . (3.17)
Thus, since ℓ˜ eff6 ∼ ℓ˜6 ∼ (M2V )eff ∼ M2V ∼ O(1) and F effV ∼ FV ∼ G effV ∼ GV ∼
O(√NC), a consistent 1/NC counting requires that XG and XF are of O(1/
√
NC)
and XZ of O(1/NC).
3.3 Renormalization
The renormalization procedure follows very systematic and precise steps in any well
defined quantum field theory. First of all, the two-point Green Functions must be
renormalized. Later the three-point Green Functions and so on. For the vector form
factor up to next-to-leading order in the 1/NC expansion only the two- and three-
point Green Functions will contribute. The corresponding renormalizations for the
one-particle-irreducible diagrams at one-loop level are given in the next subsections.
We will adopt the MS−1 scheme, usually employed in χPT calculations, where
one subtracts the divergent constant
λ∞ =
2µD−4
D − 4 + γE − log 4π − 1 , (3.18)
being D the space-time dimension and γE ≃ 0.5772 the Euler’s constant. However,
we will impose the on-shell condition to renormalize the pion self-energy. This sim-
plifies the calculation of physical amplitudes with external pions. Since we work in
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Figure 3.2: One-loop diagrams and local contributions to the pion self-energy.
the massless quark limit, the pseudo-Goldstone tadpoles will not give any contri-
bution. The precise definition of the relevant Feynman integrals with one, two and
three propagators are relegated to Appendix B, while the contributions from each
diagram are shown in Appendix C.
3.3.1 Pion Self-energy
The diagrams contributing to the pion propagator are shown in Figure 3.2. The
kinetic lagrangians of Eqs. (2.11) and (2.12) generate additional tadpole topologies
with one resonance propagator, but they are identically zero even with massive pions.
The divergences of O(p2) are reabsorbed through the wave-function renormalization
πb = (1+δZπ)
1
2πr, being πb and πr the bare and renormalized pion fields respectively.
In the on-shell scheme,
δZπ=−2G
2
V
F 2
3M2V
16π2F 2
{
λ∞+ log
M2V
µ2
+
1
6
}
+
4c2d
F 2
M2S
16π2F 2
{
λ∞+ log
M2S
µ2
− 1
2
}
.(3.19)
There are also divergences of O(p4) which renormalize one of the couplings in
L˜ (4)χ :
ℓ˜12 ≡ ℓ˜r12(µ) + δℓ˜12(µ) , δℓ˜12(µ) = −
G2V + 2c
2
d
F 2
λ∞
32π2
. (3.20)
The renormalized pion self-energy takes the form
− iΣrπ(p2) = −i
p4
16π2F 2
{
64π2ℓ˜r12(µ) +
2G2V
F 2
[
log
M2V
µ2
+ φ
(
p2
M2V
)]
+
4c2d
F 2
[
log
M2S
µ2
+ φ
(
p2
M2S
)]}
, (3.21)
where the function φ(p2/M2V ),
φ(x) =
(
1− 1
x
)2[(
1− 1
x
)
log (1− x)− 1 + x
2
]
= −(1− x)2
∞∑
n=0
xn
(n+ 2)(n+ 3)
,
(3.22)
contains finite and scale-independent contributions.
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Figure 3.3: One-loop diagrams and local contributions to the ρ self-energy.
3.3.2 Rho Self-energy
The one-loop ρ self-energy contains only an O(p4) divergence, which renormalizes
the coupling XZ of the subleading resonance lagrangian:
XZ ≡ XrZ(µ) + δXZ(µ) , δXZ(µ) = −
2G2V
F 2
λ∞
192π2F 2
. (3.23)
Thus, the vector mass and wave-function are not renormalized:
δM2V = 0 , δZV = 0 . (3.24)
The renormalized ρ self-energy then becomes:
− iΣrV (q)µν,ρσ = −
i
2
ΩLµν, ρσ(q) ΣrV (q
2) , (3.25)
where the antisymmetric tensor structure ΩLµν,ρσ(q) is defined in Appendix A and
Σ rV (q
2) = −q4
{
2XrZ(µ)−
2G2V
F 2
1
F 2
[
1
6
Bˆ0(q
2/µ2) +
1
144π2
]}
, (3.26)
with Bˆ0(q
2/µ2) defined in Appendix B.
3.3.3 〈vµ V ρσ〉 One-particle-irreducible Vertex
The one-particle-irreducible amputated diagrams connecting an external vector quark
current to an outgoing vector resonance are shown in Figure 3.4. The one-loop con-
tribution brings an O(p4) divergence which gets reabsorbed through the following
renormalization of the coupling XF :
XF ≡ XrF (µ) + δXF (µ) , δXF (µ) = −
√
2GV
F
λ∞
192π2F
. (3.27)
Since there are no divergences of O(p2), the lowest-order coupling FV remains un-
changed:
δFV = 0 . (3.28)
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Figure 3.4: Diagrams contributing to the 〈vµ V ρσ〉 Green Function at NLO in 1/NC .
The renormalized vertex function takes the form
iΦ(q)µ,ρσ = −i Iρσαβ qα gµβ
{
FV − 2
√
2XrF (µ)q
2 +
2GV
F 2
q2
[
1
6
Bˆ0(q
2/µ2) +
1
144π2
]}
,
(3.29)
where the first term is the leading order contribution. The antisymmetric ten-
sor structure Iρσαβ is defined in Appendix A and the massless two-point function
Bˆ0(q
2/µ2) in Appendix B.
3.3.4 〈Vµνππ〉 One-particle-irreducible Vertex
The one-particle-irreducible amputated diagrams connecting a vector resonance with
two outgoing pseudo-Goldstone bosons at next-to-leading order in 1/NC are shown
in Figure 3.5. The loop diagrams generate O(p2) and O(p4) divergences, which
renormalize the couplings GV and XG, respectively:
GV ≡ GrV (µ) + δGV (µ), δGV = GV
[
3M2V
(
2G2V
F 2
− 1
2
)
−M2S
4c2d
F 2
]
λ∞
16π2F 2
, (3.30)
XG ≡ XrG(µ) + δXG(µ), δXG =
√
2GV
F
[
2G2V
F 2
+
4c2d
F 2
− 2
]
λ∞
1536π2F
. (3.31)
The wave-function renormalization of the external vector and pion legs amounts to a
global factor
(
δZπ +
1
2
δZV
)
multiplying the lowest-order contribution (keep in mind
that δZV = 0). Taking this into account, one finally gets the finite vertex function
iΓ rµν(p1, p2) = Iαβµν qα (p1 − p2)β
1
F 2
{
GrV (µ)
[
1−∆Γ(q2, µ2)]− 4√2XrG(µ)q2} ,
(3.32)
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Figure 3.5: NLO diagrams contributing to the three-point Green Function V µν → pipi.
where
∆Γ(q2, µ2) =
1
F 2
{
Bˆ0(q
2/µ2)
[
2G2V
F 2
(
M4V
q2
+ 2M2V +
q2
12
)
+
4c2d
F 2
(
M4S
q2
+
q2
12
)
− q
2
6
]
+
M2V
16π2
log
M2V
µ2
[
2G2V
F 2
(
M2V
q2
+ 5
)
− 3
2
]
+
M2S
16π2
log
M2S
µ2
4c2d
F 2
(
M2S
q2
− 1
)
+
M2V
64π2
[
3
2G2V
F 2
− 1
]
+
3M2S
64π2
4c2d
F 2
+
q2
288π2
[
2G2V
F 2
+
4c2d
F 2
− 2
]
+
2G2V
F 2
C0(q
2, 0, 0,M2V )
[
M6V
q2
+
5M4V
2
+ q2M2V
]
+
4c2d
F 2
C0(q
2, 0, 0,M2S)
[
M6S
q2
+
M4S
2
]}
. (3.33)
The three-propagator integral C0(q
2,M2a ,M
2
b ,M
2
c ) is defined in Appendix B.
3.3.5 〈vµππ〉 One-particle-irreducible Vertex
The divergences generated by the one-particle-irreducible loop diagrams shown in
Figure 3.6 get reabsorbed through the renormalization of the pion wave function
δZπ and the O(p4) and O(p6) couplings ℓ˜6 and r˜V 2:
ℓ˜6 ≡ ℓ˜r6(µ) + δℓ˜6(µ) , δℓ˜6(µ) =
{
3− 22G
2
V
F 2
+
4c2d
F 2
}
λ∞
96π2
, (3.34)
r˜V 2 ≡ r˜ rV 2(µ) + δr˜V 2(µ) , δr˜V 2(µ) =
F 2λ∞
96π2
{
1
M2V
+
1
M2A
}
. (3.35)
The resulting finite correction to the lowest-order pion form factor,
∆F(q2)1PI = ∆F ct +∆Fχ +∆FV +∆FA +∆FS +∆FP , (3.36)
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Figure 3.6: 1PI diagrams connecting an external vector current and two outgoing pions,
at next-to-leading order in the 1/NC expansion.
contains contributions from tree-level counterterms,
∆F ct = −2G
2
V
F 2
M2V
16π2F 2
{
3 log
M2V
µ2
+
1
2
}
+
4c2d
F 2
M2S
16π2F 2
{
log
M2S
µ2
− 1
2
}
−ℓ˜r6(µ)
q2
F 2
+ r˜ rV 2(µ)
q4
F 4
, (3.37)
and loop diagrams with internal pseudo-Goldstone bosons (first diagram in Fig-
ure 3.6),
∆Fχ = q
2
F 2
{
1
6
Bˆ0(q
2/µ2) +
1
144π2
}
, (3.38)
and vector,
∆FV = 2G
2
V
F 2
1
F 2
{
−C0(q2, 0, 0,M2V )
[
M6V
q2
+
5M4V
2
+ q2M2V
]
+C0(q
2,M2V ,M
2
V , 0)
[
M6V
q2
+
M4V
2
]
− Bˆ0(q2/µ2)
[
M4V
q2
+ 2M2V +
q2
12
]}
−B0(q
2,M2V )
F 2
[(
2M2V +
q2
6
− q
4
6M2V
)
+
2G2V
F 2
(
M4V
q2
+
2M2V
3
− 5q
2
12
)]
+
M2V
16π2F 2
log
M2V
µ2
[(
q2
2M2V
− q
4
6M4V
)
− 2G
2
V
F 2
(
M2V
q2
− 1 + 5q
2
12M2V
)]
+
M2V
16π2F 2
[(
q2
2M2V
− 2q
4
9M4V
)
+
2G2V
F 2
(
M2V
q2
+ 1− 19q
2
36M2V
)]
, (3.39)
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Figure 3.7: Basic topologies contributing to the Vector Form Factor at NLO.
axial-vector,
∆FA = −B0(q
2,M2A)
F 2
[
2M2A +
q2
6
− q
4
6M2A
]
+
M2A
16π2F 2
log
M2A
µ2
[
q2
2M2A
− q
4
6M4A
]
+
q2
32π2F 2
− q
4
72π2F 2M2A
, (3.40)
scalar,
∆FS = 4c
2
d
F 2
1
F 2
{
−C0(q2, 0, 0,M2S)
[
M6S
q2
+
M4S
2
]
+ C0(q
2,M2S,M
2
S, 0)
[
M6S
q2
− M
4
S
2
]
−Bˆ0(q2/µ2)
[
M4S
q2
+
q2
12
]
+
M4S
16π2q2
}
− q
2
288π2F 2
[
1 +
1
2
4c2d
F 2
]
−B0(q
2,M2S)
F 2
[(
2M2S
3
− q
2
6
)
+
4c2d
F 2
(
M4S
q2
− M
2
S
3
+
q2
12
)]
− M
2
S
16π2F 2
log
M2S
µ2
[
4c2d
F 2
(
1 +
M2S
q2
− q
2
12M2S
)
+
q2
6M2S
]
, (3.41)
and pseudoscalar resonances,
∆FP = B0(q
2,M2P )
F 2
[
−2M
2
P
3
+
q2
6
]
− q
2
96π2F 2
[
log
M2P
µ2
+
1
3
]
. (3.42)
All the Feynman integrals are shown in Appendix B.
3.4 Vector Form Factor
The basic topologies contributing to the vector form factor are shown in Figure 3.7,
in terms of the one-loop level 1PI diagrams computed in the previous section. The
internal ρ line denotes the dressed vector propagator, including the self-energy cor-
rection of Eq. (3.26), which regulates the ρ pole. Taking this self-energy and the
subleading running of GV into account, the leading order contribution takes the
form:
F(q2)LO = 1 + FVG
r
V (µ)
F 2
q2
M2V − q2 − Σ rV (q2)
. (3.43)
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The topology in Figure 3.7.a generates the following subleading correction:
∆F(q2)F = q
2
M2V − q2 − Σ rV (q2)
q2
F 2
{
2G2V
F 2
[
1
6
Bˆ0(q
2/µ2) +
1
144π2
]
− 2
√
2GVX
r
F (µ)
}
.
(3.44)
Figure 3.7.b brings the contribution:
∆F(q2)G = − q
2
M2V − q2 − Σ rV (q2)
FV√
2F
{√
2GV
F
∆Γ(q2, µ2) +
8XrG(µ)
F
q2
}
, (3.45)
where ∆Γ(q2, µ2) is given in Eq. (3.33). Finally, Figure 3.7.c denotes the 1PI correc-
tion ∆F(q2)1PI in Eq. (3.36). Adding all contributions together, one gets the VFF
at NLO:
F(q2) = F(q2)LO +∆F(q2)F +∆F(q2)G +∆F(q2)1PI . (3.46)
Using the large-NC relations of Eq. (3.4) in this result, it can be written in the
form:
F(q2) = A(q2) M
2
V
M2V − q2 − Σ rV (q2)
+B(q2) , (3.47)
where
A(q2) = 1 + δˆV + 2M
2
V Xˆ −∆Γ˜(q2) ,
B(q2) = G(q2)− δˆV − 2(M2V + q2)Xˆ . (3.48)
The constants
δˆV ≡ FVG
r
V (µ)
F 2
− 1−∆Γ(0, µ2) ,
Xˆ ≡ XrZ(µ)−
1
F
[XrF (µ) + 4X
r
G(µ)] , (3.49)
and the functions Σ rV (q
2),
∆Γ˜(q2) ≡ ∆Γ(q2, µ2)−∆Γ(0, µ2) , (3.50)
and
G(q2) ≡ ∆F(q2)1PI +∆Γ˜(q2) ≡ G(q2, µ2)−∆Γ(0, µ2) , (3.51)
are independent of the renormalization scale µ. The subleading RχT couplings
XrF (µ) and X
r
G(µ) only appear through the constant Xˆ , while X
r
Z(µ) is also present
in the function Σ rV (q
2). At q2 = 0, ∆Γ˜(0) = G(0) = Σ rV (0) = 0. Therefore F(0) = 1,
as it should.
Some 1PI diagrams (Figures 3.6.a and 3.6.e and the vector terms in Figures 3.6.b
and 3.6.c) have a corresponding reducible counterpart involving a vector propagator.
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The combination of both contributions can be then incorporated in A(q2). The
function G(q2, µ2) contains the corrections generated by the other 1PI diagrams
(Figures 3.6.d, 3.6.f, the S term in Figure 3.6.b, the S, A and P terms in Figure 3.6.c
and the ℓ˜6 and r˜V 2 pieces in Figure 3.6.g). Subtracting their contribution at q
2 = 0,
which contains the dependence on the renormalization scale µ,
G(0, µ2) = ∆Γ(0, µ2) =
1
16π2F 2
{
M2V
[
3
2
log
M2V
µ2
+
1
4
]
+M2S
[
− log M
2
S
µ2
+
1
2
]}
,
(3.52)
one gets:
G(q2) = C0(q
2,M2V ,M
2
V , 0)
F 2
[
M6V
q2
+
M4V
2
]
+
C0(q
2,M2S,M
2
S, 0)
F 2
[
M6S
q2
− M
4
S
2
]
+
B0(q
2,M2V )
F 2
[
−M
4
V
q2
− 8M
2
V
3
+
q2
4
+
q4
6M2V
]
+
B0(q
2,M2P )
F 2
[
−2M
2
P
3
+
q2
6
]
+
B0(q
2,M2A)
F 2
[
−2M2A −
q2
6
+
q4
6M2A
]
+
B0(q
2,M2S)
F 2
[
−M
4
S
q2
− M
2
S
3
+
q2
12
]
+
1
16π2F 2
{
M4V +M
4
S
q2
+
3
4
M2V −
1
4
M2S + q
2
[
1
12
log
M2V
µ2
+
1
2
log
M2A
µ2
− 1
12
log
M2S
µ2
− 1
6
log
M2P
µ2
+
4
9
− 16π2ℓ˜r6(µ)
]
− q
4
6
[
1
M2V
log
M2V
µ2
+
1
M2A
log
M2A
µ2
+
4
3
(
1
M2V
+
1
M2A
)
− 96π
2
F 2
r˜ rV 2(µ)
]}
. (3.53)
3.5 Low-Energy Limit
As it has been reviewed in Section 2.5, at very low energies, q2 ≪M2R, the resonance
fields can be integrated out from the effective theory. One recovers then the standard
χPT lagrangian, which leads to the following result for the vector form factor of the
pion [9, 10]:
FχPT (q2) = 1− q
2
F 2
{
ℓ r6 (µ) +
1
96π2
[
log
(
− q
2
µ2
)
− 5
3
]}
+
q4
F 4
{
r rV 2(µ) +
1
96π2
×
×
[
log
(
− q
2
µ2
)
− 5
3
]
(2ℓ r1 − ℓ r2 + ℓ r6 ) (µ) +O
(
N0C
)}
+O
(
q6
F 6
)
. (3.54)
The Taylor expansion in powers of q2 of the RχT prediction of Eq. (3.47) reproduces
the χPT formula, as it should. The coefficient of theO [q4 log (−q2/µ2)] term satisfies
the known large-NC equality [17, 22]
2ℓr1(µ)− ℓr2(µ) + ℓr6(µ) = F 2
(
1
2M2S
− 5
2M2V
)
. (3.55)
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The non-logarithmic O(q4) and O(q6) terms relate the low-energy chiral couplings
ℓ6 and rV 2 with their RχT counterparts ℓ˜6 and r˜V 2:
ℓ r6 (µ) = −
F 2
M2V
(1 + δˆV ) + ℓ˜
r
6 (µ)−
1
96π2
[
log
M2V
µ2
− logM
2
P
µ2
+ 3 log
M2A
µ2
− 13
6
]
= −FVG
r
V (µ)
M2V
+ ℓ˜ r6 (µ) +
1
16π2
[
4
3
log
M2V
µ2
− 1
2
log
M2A
µ2
+
1
6
log
M2P
µ2
−M
2
S
M2V
log
M2S
µ2
+
11
18
+
M2S
2M2V
]
, (3.56)
r rV 2(µ) =
F 2FVG
r
V (µ)
M4V
+ r˜ rV 2(µ) +
2F 4
M2V
[
Xˆ −XrZ(µ)
]
+
F 2
96π2
{(
6
M2S
M4V
+
1
2M2V
− 1
2M2S
)
log
M2S
µ2
− 9
M2V
log
M2V
µ2
− 1
M2A
log
M2A
µ2
− 167
60M2V
− 17
10M2A
− 3M
2
S
M4V
+
17
20M2S
+
1
10M2P
}
. (3.57)
Notice that the combination of subleading RχT couplings Xˆ does not appear at
O(p4). Therefore, the relation of Eq. (3.56) adopts the same form in terms of the
effective couplings defined in Eq. (3.17), i.e.
ℓ˜ eff ,r6 (µ)−
F effV G
eff ,r
V (µ)
(M2V )
eff ,r(µ)
= ℓ˜ r6 (µ)−
FVG
r
V (µ)
M2V
. (3.58)
As shown in Eq. (3.57), this is no longer true at O(p6); nevertheless, the explicit
dependence on Xˆ − XrZ(µ) present in r rV 2(µ) can be reabsorbed into the leading
term, through the use of the effective couplings, i.e.
r rV 2(µ) = F
2F
eff
V G
eff,r
V (µ)
(M4V )
eff ,r(µ)
+ r˜ eff ,rV 2 + · · · . (3.59)
Eqs. (3.56) and (3.57) contain the well known lowest-order predictions for the two
χPT couplings: ℓ6 = −M2V r rV 2/F 2 = −F 2/M2V . Moreover, they give their depen-
dence on the renormalization scale at the next-to-leading order. The running of the
renormalized couplings ℓ r6 (µ), r
r
V 2(µ) and ℓ˜
r
6 (µ), r˜
r
V 2(µ) is different, because their
corresponding effective theories have a very different particle content.
The µ dependence of a given coupling “g” can be characterized through the
logarithmic derivative
µ
dg
dµ
= − γg
16π2
. (3.60)
From Eqs. (3.34) and (3.35) one gets the running of the RχT couplings:
γ eℓ6 =
2
3
, γ er
V 2
=
F 2
3
(
1
M2V
+
1
M2A
)
=
F 2
2M2V
. (3.61)
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Eqs. (3.56) and (3.57) give then the dependence on the renormalization scale of the
corresponding χPT couplings:
γ
ℓ6
= −1
3
, γ
r
V 2
=
F 2
6
(
5
M2V
− 1
M2S
)
. (3.62)
These values are in perfect agreement with the low-energy results of Refs. [9, 10, 45].
The running of the O(p6) coupling rV 2(µ)/F 4 receives of course additional 2-loop
contributions which are of O(1/N2C).
The rigorous control of the renormalization scale dependences allows us to inves-
tigate the successful resonance saturation approximation at subleading order. The
χPT couplings ℓ6 and rV 2 have been phenomenologically extracted from a fit to the
VFF data at low momenta. This determines the scale-invariant combination [45]:
ℓ¯6 ≡ 32π
2
γ
ℓ6
ℓ r6 (µ)− log
m2π
µ2
= 16.0± 0.5± 0.7 , (3.63)
r rV 2(Mρ) = (1.6± 0.5) · 10−4 . (3.64)
Inserting these numbers in Eqs. (3.56) and (3.57), one can estimate the correspond-
ing scale-invariant combinations of NLO couplings in RχT:
ℓˆ6 ≡ ℓ˜ r6 (µ)−
γ eℓ6
32π2
log
M2V
µ2
− F
2
M2V
δˆV , (3.65)
rˆV 2 ≡ r˜ rV 2(µ) +
F 4
M4V
(
δˆV + 2M
2
V
[
Xˆ −XrZ(µ)
])
−
γ er
V 2
− 2F 4
M2
V
γ
XZ
32π2
log
M2V
µ2
, (3.66)
where γ
XZ
= −1/(6F 2). Taking F = 92.4 MeV, MV = 770 MeV and MS = 1 GeV,
one gets ℓˆ6 = (−0.2 ± 0.9) · 10−3 and rˆV 2 = (−0.2 ± 0.5) · 10−4, while a larger
value of the scalar resonance mass MS = 1.4 GeV shifts the O(p4) coupling to
lˆ6 = (−0.9±0.9) · 10−3, without affecting rˆV 2 at the quoted level of accuracy. These
numbers should be compared with the large-NC predictions for the χPT couplings
ℓ6|NC→∞ = −F 2/M2V = −0.014 and rV 2|NC→∞ = F 4/M4V = 2.1 · 10−4. Put in a
different way, the hypothesis ℓˆ6 = rˆV 2 = 0 generates excellent predictions for ℓ
r
6 (µ)
and r rV 2(µ) at any scale µ.
3.6 Behaviour at Large Energies
At large momentum transfer, the relevant renormalization scale invariant functions
take the forms:
G(q2) = 1
16π2F 2
{
− q4
[
1
6
(
1
M2V
+
1
M2A
)(
log
−q2
µ2
− 2
3
)
− 16π
2
F 2
r˜ rV 2(µ)
]
+ q2
[
1
3
log
−q2
µ2
+
16
9
− 16π2ℓ˜ r6 (µ)
]
+O (q0)} ,
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∆Γ˜(q2) =
M2V
16π2F 2
{
log
−q2
M2V
[
log
q2
M2V
− 2
]
−1
2
log2
q2
M2V
−π
2
6
+
9
4
+
M2S
4M2V
}
+O
(
1
q2
)
,
Σ rV (q
2) =
−q4
96π2F 2
{
log
−q2
µ2
− 5
3
+ 192π2F 2XrZ(µ)
}
. (3.67)
The ρ propagator makes the A(q2) piece of the VFF well behaved when q2 →∞.
However, the 1PI contributions generate a wrong behaviour G(q2) ∼ q4 log (−q2/µ2)
in the B(q2) term, which cannot be eliminated with a local contribution. The
problem originates in the two-resonance cut which has an unphysical growing with
momenta.
Although our leading RχT lagrangian of Eq. (3.3) only incorporates couplings
linear in the resonance fields, the kinetic resonance lagrangian introduces some bilin-
ear interactions through the chiral connection included in the covariant derivatives.
Their couplings are fixed by chiral symmetry and give rise to the diagrams in Fig-
ures 3.5.b, 3.6.c, 3.6.d and 3.6.f. Obviously, these are not the only interactions
bilinear in the resonance fields even at large-NC [19, 29, 30, 54]. Therefore, it is
not surprising that our calculation is unable to find the correct behaviour at large
energies for those contributions with two intermediate resonances.
The contributions with an internal vector propagator in diagrams 3.6.b and 3.6.c
give us some hint about which pieces could be missing in our calculation. These two
diagrams combine with a reducible contribution of the type 3.7.b: the 1PI 〈Vµνππ〉
vertex in Figure 3.5.b. The three contributions contain identical loop functions and
their sum generates a global factor M2V /(M
2
V − q2), which suppresses the large-q2
behaviour. Thus, these corrections have been included in the term A(q2).
It seems natural to conjecture that the remaining 1PI contributions with two-
resonance cuts should combine with the corresponding reducible topologies, includ-
ing 〈V RR〉 and 〈vµRR〉 vertices, to generate the final propagator suppression:
G(q2) −→ M
2
V
M2V − q2 − Σ rV (q2)
G(q2) . (3.68)
The needed lagrangian takes the form
∆LV RR = i λV SS 〈 V µν ∇µS∇νS 〉+ i λV PP 〈 V µν ∇µP ∇νP 〉 . (3.69)
Our conjecture fixes the new chiral couplings in the large-NC limit. In fact, the main
aim of the next chapter is to follow these ideas: once it is accepted the necessity of
new terms with more than one resonance field by studying the asymptotic behaviour
at large energies, we are going to analyse all the two-body form factors that can be
found in the even-intrinsic-parity sector of Resonance Chiral Theory in the Single
Resonance Approximation. This will be done in the spirit of correlators at next-to-
leading order in the 1/NC expansion.
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The one-loop analysis of the vector form factor of the pion has shown a series of
interesting features:
1. As expected, loop diagrams with massive resonance states in the internal lines
generate ultraviolet divergences, which require additional higher-dimensional
counterterms in the RχT lagrangian. Since these counterterms give rise to tree-
level contributions which grow too fast at large momenta, their corresponding
couplings should be zero at leading order in the large-NC expansion. Thus,
one can establish a well defined counting in powers of 1/NC to organize the
calculation.
The formal renormalization is completely straightforward at one loop. One
can easily determine the µ dependence of all relevant renormalized couplings.
Moreover, the final result is only sensitive to some combinations of the chiral
couplings. In fact, using the lowest-order equations of motion, one can elimi-
nate most of the higher-order couplings. Their effects get then reabsorbed into
redefinitions of the lowest-order parameters.
2. Expanding the result in powers of q2/M2R, one recovers the usual χPT expres-
sion at low momenta. This relates the low-energy chiral couplings ℓ6 and rV 2
with their corresponding RχT counterparts ℓ˜6 and r˜V 2.
The rigorous control of the renormalization scale dependences has allowed us
to investigate the successful resonance saturation approximation at the next-
to-leading order in 1/NC . The assumption ℓˆ6 = rˆV 2 = 0 generates excellent
predictions for ℓ r6 (µ) and r
r
V 2(µ) at any scale µ.
We stress again the importance of determining the resonance contributions
to the chiral LEC’s at next-to-leading order in 1/NC , since one keeps a full
control of their renormalization scale dependence. Notice how the uncertainty
related to the running disappears. This chapter represents a first step towards
a systematic procedure to evaluate next-to-leading order contributions in the
1/NC counting: in the next chapter we will present a NLO prediction of L8.
3. At higher energies, we have identified an unphysical behaviour which originates
in the two-resonance cuts: they generate an increase of the form factor at large
values of momentum transfer. This is not surprising, since there are additional
contributions generated by interaction terms with several resonances, which
have not been included in the minimal RχT lagrangian. These new chiral
structures should be taken into account to achieve a physical description of the
VFF above the two-resonance thresholds. The short-distance QCD constraints
can be used to determine their corresponding couplings.
In the next chapter we will check with several form factors the requirement of
these new terms in order to fulfill a good behaviour at large energies.
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Chapter 4
Two-body Hadronic Form Factors
From QCD
4.1 Introduction
Once it is accepted the importance of matching the effective results evaluated within
the Resonance Chiral Theory with the ones obtained with QCD, one has to study
how to carry out this procedure. There are two ways of getting short-distance
constraints: either to consider the Green Functions of QCD currents calculated in
the leading OPE expansion or to demand that two-body form factors of hadronic
currents vanish at high energies [28]. Although in the first case there is no doubt
about the necessity of fulfilling the asymptotic constraints in the considered ampli-
tude, the second one is more controversial. Actually, this behaviour has only been
experimentally observed for pseudo-Goldstone bosons and photons. The question
appears when one is studying form factors that involve resonances as “asymptotic
states”. In this chapter we present an analysis of all two-body form factors that can
be found in the even-intrinsic-parity sector of RχT in the Single Resonance Approx-
imation [29, 30]. In the spirit of correlators at next-to-leading order in the 1/NC
expansion, the requirement of considering the short-distance behaviour of these form
factors is justified.
As a continuation of the ideas proposed in the last chapter, once these new
constraints are incorporated, we expect to avoid the non-vanishing behaviour at
large momentum transfer for those contributions in the vector form factor at one-loop
level coming from diagrams with resonances as intermediate states. In Section 3.6 we
showed the need of new operators, that is, operators with more than one resonance
field, in order to generate this suppression. Notice that we propose a relation between
well-behaved form factors with resonances in the final state and observables at NLO.
As soon as one is dealing with well-behaved amplitudes at large energies, a
one-loop calculation provides a clear NLO prediction of the related χPT LEC’s,
where the scale dependence is under control. Following this path, we present a
subleading prediction of L8 [29]. A first step in this direction was the study of
resonance loop contributions to the chiral coupling L10 [37]. In Ref. [37] it was
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suggested the importance of considering well-behaved amplitudes before studying
these contributions. Sections 3.6 and 3.7 [26] are a good example of these ideas in
the case of L9 (or ℓ6 in the two flavour case).
In Section 4.2, the lagrangian needed to describe all the possible two-body form
factors within the Single Resonance Approximation is reviewed. Section 4.3 is de-
voted to clarify how to get the short-distance constraints for the form factors by
relating them to one-loop correlators through the optical theorem; the relation be-
tween quantum loops in RχT and form factors with resonances in the final state is
explained. A phenomenological example of these results is developed in Section 4.4,
where a prediction of Lr8(µ) is given, making use of dispersive relations. The study of
possible inconsistencies between constraints due to the truncation of the large-NC
spectrum, already suggested in former works [25, 48], is relegated to Section 4.5.
The main conclusions are summarised in Section 4.6. Some technical details and
the full list of results for the form factors are collected in the Appendices D and E.
4.2 The Effective Lagrangian
As pointed out in the introduction, the study is taken under the Single Resonance
Approximation, where just the lightest resonances with non-exotic quantum num-
bers are considered. On account of large-NC , the mesons are put together into U(3)
multiplets. Since we will be interested on the structure of the interaction at short
distances, we will work under the chiral limit.
As the Resonance Chiral Theory should get the high-energy behaviour of QCD,
only operators constructed with chiral tensors of O(p2) will be allowed; interactions
with higher order chiral tensors tend to violate the asymptotic behaviour ruled by
QCD.
In the large-NC approach, there is no limit to the number of resonances that one
may include in the effective operators. However, as we are interested just in the
two-body form factors at tree level, only operators up to three resonance fields are
considered. Moreover, in the case of three resonance operators, only terms consisting
of resonance fields and the covariant derivative ∇µ will be required.
Following these remarks the terms in the lagrangian can be classified as:
LRχT = L(2)pGB +
∑
R1
LR1 +
∑
R1,R2
LR1R2 +
∑
R1,R2,R3
∆LR1R2R3 , (4.1)
where the indexs Ri run over all the different resonance fields, V , A, S and P . We
use ∆ in the last term to stress that only some terms with three resonances are added
to the lagrangian. The different pieces are shown and explained in Section 2.3.2,
Eqs. (2.6) - (2.27).
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4.3 Form Factors and Short-distance Constraints
Let us consider the two-point correlation function of two QCD currents in the chiral
limit:
Πµν
XX
(q) ≡ i
∫
d4x eiqx 〈0|T (Xµ(x)Xν(0)†) |0〉 = (−gµνq2 + qµqν) Π
XX
(q2) ,
Π
Y Y
(q) ≡ i
∫
d4x eiqx 〈0|T (Y (x)Y (0)†) |0〉 , (4.2)
where Xµ(x) can denote the vector or axial-vector current (X = V,A) and Y (x) the
scalar or pseudo-scalar density (Y = S, P ),
V µi = ψ¯ γ
µ λi
2
ψ , Si = ψ¯
λi
2
ψ ,
Aµi = ψ¯ γ
µγ5
λi
2
ψ , Pi = i ψ¯ γ5
λi
2
ψ . (4.3)
The associated spectral functions are a sum of positive contributions correspond-
ing to the different intermediate states. At large q2, ImΠ
XX
tends to a constant
whereas ImΠ
Y Y
grows as q2 [31, 34]. Therefore, since there is an infinite number of
possible states, we assume a similar supression for all the absorptive contributions
in the spin-1 correlators coming from each intermediate state in the q2 →∞ limit.
The high energy behaviour in the spin-0 ImΠ
Y Y
is not so clear as, a priori, one
could think of a constant behaviour for each intermediate cut. However, the fact
that Π
SS
− Π
PP
vanishes as 1/q4 in the chiral limit [34], the Brodsky-Lepage rules
for the form factors [28] and the 1/q2 behaviour of each one-particle intermediate
cut (tree-level exchanges) seems to point out that every absorptive contribution to
ImΠ
Y Y
must also vanish at large momentum transfer.
The spectral functions of the correlators at next-to-leading order can be easily
obtained from form factors by making use of the optical theorem. Thence, all
possible two-body form factors have been calculated in order to get the imaginary
part of the two-point function. In the simplest cases with just one form-factor
Fm1,m2(q2), one finds the relation
ImΠ(q2)
∣∣
m1,m2
= ξ(q2) |Fm1,m2(q2)|2 , (4.4)
with ξ(q2) a kinematic factor that depends on the considered channel. Imposing that
the spectral function must vanish as 1/q2 at q2 →∞ yields a specific behaviour for
Fm1,m2(q2), depending on ξ(q2). Thus, some constraints on the effective parameters
will be needed. In Appendix D, we give the whole list of form factors in the even-
intrinsic-parity sector of RχT in the Single Resonance Approximation, the exact
relations between them and the spectral functions, the constraints which are derived
from the high energy analysis and the structure of the form factors after imposing the
proper short-distance behaviour. Some of them can be found in former literature [22,
26].
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Figure 4.1: Tree-level contributions to the vector form factor of the pion. A single
line stands for a pseudo-Goldstone boson while a double line indicates a vector
resonance.
As an example, we show here the case of the two pseudo-Goldstones matrix
element of the vector current. The diagrams that contribute at leading order in
1/NC are those depicted in Figure 4.1. The form factor is defined through the
corresponding matrix element,
〈 π0(p1)π−(p2)|d¯γµu|0 〉 =
√
2F vππ(q2) (p2 − p1)µ , (4.5)
where F vππ reads
F vππ(q2) = 1 +
FVGV
F 2
q2
M2V − q2
, (4.6)
and it is the same form factor than the one of Eq. (3.1) in Chapter 3. Using the
optical theorem, the imaginary part of the correlator is found to be
ImΠ
V V
(q2)|ππ = θ(q
2)
24π
|F vππ(q2)|2 . (4.7)
Imposing that ImΠ
V V
(q2)|ππ vanishes in the q2 →∞ limit leads to demanding that
the form factor also does, so we find the constraint
FV GV = F
2 . (4.8)
Taking into account this constraint, the form factor follows now the right asymptotic
behaviour and reads as
F˜ vππ(q2) =
M2V
M2V − q2
, (4.9)
as we would have obtained imposing the Brodsky-Lepage behaviour in Eq. (4.6).
In this work, the tilde over a form factors denotes that the QCD short-distance
constraints have already been imposed.
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4.4 A next-to-leading order prediction of Lr8(µ)
As an application of our results and because of its phenomenological importance,
the observable Π
S−P (q
2) ≡ Π
SS
(q2) − Π
PP
(q2) is studied in this section in order to
predict Lr8(µ) at next-to-leading order.
The one-loop χPT result, in the chiral limit, is
Π
S−P (q
2)|χPT = 2F
2B20
q2
+ 32B20 L
r
8(µ) +
nf
2
B20
8π2
(
1− log −q
2
µ2
)
+O (q2) , (4.10)
for the U(nf ) case. The running in L
r
8(µ),
Lr8(µ2) = L
r
8(µ1) +
Γ8
16π2
log
µ1
µ2
, (4.11)
with Γ8 = 3/16 for the U(3) case [49], makes ΠS−P (q
2) scale independent.
A leading order prediction of the χPT coupling can be obtained easily by con-
sidering the tree-level contributions in our hadronic effective approach,
Π
S−P (q
2)|NC→∞RχT = B20
(
16 c2m
M2S − q2
− 16 d
2
m
M2P − q2
+
2F 2
q2
)
. (4.12)
Demanding the right high-energy behaviour (∼ 1/q4) in Π
S−P (q
2)|NC→∞RχT constraints
the resonance parameters to obey the relations:
F 2 − 8 c2m + 8 d2m = 0 , c2mM2S − d2mM2P = δ˜ , (4.13)
where δ˜ ≡ 3παsF 4/4 ≈ 0.08αsF 2 × (1GeV)2 is negligible.
In Section 2.4 it is reviewed how to fix all the low-energy couplings of LRχT of
Eq. (4.1) linear in the resonance fields, by using different short-distance constraints,
F 2V = F
2 M
2
A
M2A −M2V
, F 2A = F
2 M
2
V
M2A −M2V
, G2V = F
2M
2
A −M2V
M2A
, M2A > M
2
V
c2m =
F 2
8
M2P
M2P −M2S
, d2m =
F 2
8
M2S
M2P −M2S
, c2d =
F 2
2
M2P −M2S
M2P
, M2P > M
2
S .
(4.14)
where, at LO in 1/NC, the couplings are fixed in terms of the decay constant F and
the resonance masses in the chiral and large-NC limit, MV , MA, MS, MP .
The low-energy expansion of Eq. (4.12) fixes the leading-order prediction of
Lr8(µ) [17],
L8 =
c2m
2M2S
− d
2
m
2M2P
=
F 2
16M2S
+
F 2
16M2P
, (4.15)
where the constraints in Eq. (4.14) have been considered to produce the final result.
It is expected that Eq. (4.15) provides the coupling at scales of the order of the
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momenta involved in the processes (µ0 ∼ MR), though until now there was no
information about the scale of saturation. Therefore, at LO in 1/NC, the uncertainty
on µ0 induces an error, which for the coupling L
r
8(µ) is sizable and competes with
the leading contributions.
In the large-NC limit a correlator that accepts an unsubtracted dispersive re-
lation is determined by the position of the poles and the value of their residues.
Hence, within the Single Resonance Approximation, Eq. (4.12) shows the general
structure for Π
S−P . This corresponds to the leading order saturation of the χPT
O(p4) lagrangian by the resonance exchange.
4.4.1 Dispersive Calculation of Π
S−P
In this section, Π
S−P (q
2) ≡ Π
SS
(q2)−Π
PP
(q2) is computed at next-to-leading order
within the Resonance Chiral Theory in the Single Resonance Approximation. By
using the dispersive relations (Appendix E), it is possible to prove that the amplitude
at NLO in 1/NC shows the structure
Π
S−P (q
2) =
2F 2B20
q2
+
16cr 2m B
2
0
M r 2S − q2
− 16d
r 2
m B
2
0
M r 2P − q2
+
∑
m1,m2
∆Π
S−P (q
2)|m1,m2 , (4.16)
where the contributions ∆Π
S−P (q
2)|m1,m2 are given by the two meson absorptive
cut m1, m2. Their imaginary part is related to the corresponding two-meson form
factors through the optical theorem (the precise relations are given in Appendix E),
so the functions are given by the dispersive integral
∆Π
S−P (q
2)|m1,m2 = lim
ǫ→0
[∫ M2R−ǫ
0
dt
1
π
ImΠ
S−P (t)|m1,m2
t − q2 +
∫ ∞
M2
R
+ǫ
dt
1
π
ImΠ
S−P (t)|m1,m2
t − q2
− 2
πǫ
lim
t→M2
R
{
(M2R − t)2
ImΠ
S−P (t)|m1,m2
t − q2
} ]
, (4.17)
where MR is the mass of the intermediate resonance produced in the m1, m2 form-
factor. It obeys the properties
lim
t→M2
R
ReD(t)|m1,m2 = 0 , lim
t→M2
R
d
dt
ReD(t)|m1,m2 = 0 , (4.18)
with D(t)|m1,m2 ≡ (M2R − t)2∆ΠS−P (t)|m1,m2 .
Notice that the dispersive integrals are convergent because the form-factors are
well behaved at infinite momentum. This ensures the absence of non-vanishing con-
tributions in the part of the amplitude that comes from unitarity. The remaining
terms in the correlator do not contain cuts and are analytical. These polynomial
terms must vanish, remaining only the pole+unitarity structure in Eq. (4.16). This
fixes any possible L˜8 arising at NLO, since the full polynomial must be zero. Fur-
thermore, we will impose the 1/q4 behaviour prescribed by the OPE for Π
S−P (q
2)
up to NLO in 1/NC .
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For the first absorptive cut one gets the contributions
Π
S−P (q
2)|tree = B20
{
2F 2
q2
+
16cr 2m
M r 2S − q2
− 16d
r 2
m
M r 2P − q2
}
, (4.19)
∆Π
S−P (q
2)|ηπ = nf
2
B20
8π2
(
M2S
M2S − q2
)2 [
−1 + q
2
M2S
− log
(−q2
M2S
)]
, (4.20)
∆Π
S−P (q
2)|V π = nf
2
B20
8π2
2G2V
F 2
(
M2P
M2P − q2
)2 [(
1− q
2
M2P
)(
−M
4
V
q4
− M
4
V
q2M2P
+
5M2V
2q2
+ 1− 9M
2
V
2M2P
+
3M4V
M4P
)
−
(
1− 4M
2
V
M2P
+
3M2V q
2
M4P
)
×
×
(
1− M
2
V
M2P
)2
log
M2P −M2V
M2V
+
(
1− M
2
V
q2
)3
log
(
1− q
2
M2V
)]
, (4.21)
∆Π
S−P (q
2)|Aπ = 0 , (4.22)
∆Π
S−P (q
2)|Sπ = nf
2
B20
8π2
4c2d
F 2
(
M2P
M2P − q2
)2{(
F 2
2c2d
− 1
)2(
1− M
2
S
M2P
)2
×
×
[
1− q
2
M2P
+
(
1− 2M
2
S
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, (4.23)
∆Π
S−P (q
2)|Pπ = nf
2
B20
8π2
16d2m
F 2
(
M2P −M2S
M2S − q2
)2[
−1 + q
2
M2S
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(
1−2M
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M2P q
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M4S
)
×
× logM
2
P −M2S
M2P
−
(
1− M
2
P
q2
)
log
(
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M2P
)]
, (4.24)
It is possible to show that states with higher thresholds turn out to be more an
more suppressed (Appendix E.2). Only contributions from cuts that contain up to
one resonance field are taking into account: the πη, the Aπ and the Pπ cut of the
scalar correlator (Sections D.3.1, D.3.2 and D.3.3 respectively) and the V π and the
Sπ cut of the pseudoscalar correlator (Sections D.4.1 and D.4.2). All the results
from Appendix D have been multiplied by a factor nf/2 in order to go from 2 to nf
light flavours. The results in Eqs. (4.21)-(4.24) include also a factor 2 that accounts
the two possible absorptive structure, e.g., in the case of Eq. (4.21) it is possible
ρ0π− and ρ−π0. The pion scalar form factor constraint from Eq. (D.99) has been
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used in Eq. (4.23).
4.4.2 Short-distance Constraints at One-loop
At high q2 the first absorptive contribution vanishes as
Π
S−P (q
2)|tree = B
2
0
q2
{
2F 2−16cr 2m +16dr 2m +
16
q2
[
dr 2m M
2
P−cr 2m M2S
]}
+O
(
1
q6
)
, (4.25)
∆Π
S−P (q
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2
B20
8π2q2
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, (4.26)
∆Π
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, (4.27)
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2)|Aπ = 0 , (4.28)
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(4.29)
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, (4.30)
Once the leading-order relations in Eq. (4.14) have been used, imposing the
vanishing of the logarithm ln(−q2)/q4 gives the constraint(
1− M
2
V
M2A
)
=
M2S
M2P
(
1 − M
2
S
2M2P
)
, (4.31)
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which requires MA ≤
√
2MV . Imposing the right short-distance behaviour (∼ 1/q4)
in Π(t), one gets
F 2 (1 + δ(2)
NLO
) − 8cr 2m + 8 dr 2m = 0 , (4.32)
F 2M2S δ
(4)
NLO
− 8cr 2m M r 2S + 8 dr 2m M r 2P = −8 δ˜ , (4.33)
where the corrections
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(4.34)
are known functions of the resonance masses:
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.
Note that from Eqs. (4.32) and (4.33) one determines the effective couplings crm
and drm:
cr 2m =
F 2
8
M r 2P
M r 2P −M r 2S
(
1 + δ(2)
NLO
− M
2
S
M2P
δ(4)
NLO
− 8
M2PF
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, (4.36)
dr 2m =
F 2
8
M r 2S
M r 2P −M r 2S
(
1 + δ(2)
NLO
− δ(4)
NLO
− 8
M2SF
2
δ˜
)
. (4.37)
4.4.3 Saturation of Lr8(µ) at Next-to-leading Order in 1/NC
Once we have extracted information from short distance QCD, we are ready to study
the low energy limit of the theory. One finds the contributions:
Π
S−P (q
2)|tree =B20
(
2F 2
q2
+
16 cr 2m
M r 2S
− 16 d
r 2
m
M r 2P
)
+O (q2) , (4.38)
∆Π
S−P (q
2)|ηπ = nf
2
B20
8π2
[
−1 − log −q
2
M2S
]
+O (q2) , (4.39)
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It is interesting to remark that the non-analytic log (−q2) structure that arises in
χPT from the πη loop is exactly reproduced at low energies by the πη cut within the
resonance theory; working within a chiral invariant framework ensures the proper
low energy behaviour. The remaining cuts with resonances are absent in χPT and
they only produce analytical contributions that go to the low-energy constants.
This produces for Lr8(µ) within U(nf ) at any renormalization scale µ,
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In the first line we have the tree-level contribution, where the NLO relation from
Eqs. (4.36) and (4.37) have been used. The next lines contain the one-loop contri-
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butions, respectively from πη, V π, Sπ and Pπ, and where the LO constraints from
Eq. (4.14) have been employed.
A last remark is required: the calculation has been done within the U(3) case,
whereas the usual χPT results are obtained in the SU(3) framework. Therefore, we
have to take into account the matching between the U(3) and SU(3) Chiral Pertur-
bation Theories [21]. The difference between the value of L8 in the two versions of
the effective theory is related to the difference between the corresponding coefficients
Γ8, that is, the different running. Accordingly, the leading order prediction of L8 is
the same in both cases [23], since the running is a next-to-leading order effect. One
gets [21]
L
SU(3)
8 (µ) = L
U(3)
8 (µ) +
Γ
SU(3)
8 − ΓU(3)8
16π2
log
M0
µ
, (4.45)
where Γ
U(3)
8 = 3/16 [49], Γ
SU(3)
8 = 5/48 [9], and M0 = 850± 50 MeV [50] is the mass
of the η′ in the chiral limit.
4.4.4 Phenomenology
At this point we have the chiral coupling Lr8(µ) expressed in terms of the resonance
masses MV , MA, MS ≃M rS, MP ≃M rP , the decay constant F and the U(3)−SU(3)
matching contribution, given by M0, the mass of the η
′ in the chiral limit.
The different input parameters are defined in the chiral limit. We take the
ranges [9, 22, 50, 51, 52] MV = (770 ± 5) MeV, M rS = (1.14 ± 0.16) GeV, M rP =
(1.3 ± 0.1) GeV, M0 = (0.85 ± 0.05) GeV and F = (89 ± 2) MeV, and use the
relation of Eq. (4.31) to fix MA, keeping the constraint MP ≥ MS from Eq. (4.14)
and imposing MA ≥ 1 GeV. The correction δ˜ turns out to be negligible. For the
renormalization scale µ0 = 770 MeV, one obtains the following contributions
103 · Lr8(µ0) = 0.33︸ ︷︷ ︸
tree
− 0.05︸ ︷︷ ︸
U(3)→SU(3)
− 0.72︸ ︷︷ ︸
ππ
+ 0.55︸ ︷︷ ︸
V π
+ 0.38︸ ︷︷ ︸
Sπ
+ 0.00︸︷︷︸
Aπ
+ 0.12︸ ︷︷ ︸
Pπ
± 0.4 ,
(4.46)
where one finds the expected suppression of heavier thresholds.
The largest uncertainties originate in the badly known values of M rS and M
r
P ,
which already appear in the leading order prediction. The keypoint is the fact
that the rest are purely NLO errors in 1/NC and they remain small, validating the
perturbative expansion in 1/NC. To account for the higher-mass intermediate states
which have been neglected, we have added an additional truncation error equal to
0.12 ·10−3, the size of the heaviest included channel (Pπ). Note that the smallness of
the truncation error ensures that the Single Resonance Approximation is fair within
this framework. All errors have been added in quadrature. Therefore we arribe to
Lr8(µ0) = (0.6± 0.4) · 10−3 , (4.47)
to be compared with the value Lr8(µ0) = (0.9 ± 0.3) · 10−3, usually adopted in
phenomenological analyses.
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It is interesting to recall that for the considered scale µ0 = 770 MeV, our NLO
prediction for Lr8(µ0) suffers small deviations with respect to its value at leading
order, LNC→∞8 = 0.8 ·10−3, given by Eq. (4.15). Through a simple χPT analysis one
finds that varying the renormalization scale between µ1 = 0.5 GeV and µ2 = 1 GeV
produces a variation on the renormalized coupling of the order of |Lr8(µ2)−Lr8(µ1)| ∼
0.5 · 10−3. The outcome of our 1/NC calculation shows a perfect agreement with
these considerations, being the possible deviations between LO and NLO in 1/NC
of the order of the expected renormalization scale uncertainties in L8.
4.5 Conflict between High-energy Constraints
The Resonance Chiral Theory is an effective approach of QCD that models large-NC
by cutting the tower of resonances, that is, an infinite number of meson fields is not
considered. However, it is known that really an infinite tower of resonances is needed
to recover the large-NC behaviour within QCD. Therefore, it is not surprising to find
some conflicts between the constraints of Appendix D. In fact, it should have been
expected, since our approach does not fully recover QCD and, eventually, it may
lead to inconsistencies: not all behaviours of QCD can be satisfied at the same time
within the MHA.
In Ref. [48] it was claimed that there exists in general a problem between QCD
short-distance constraints for Green Functions and those coming from form factors
and cross-sections following from the quark counting rule [28]. However, from the
general analysis of two-body form factors, developed in detail in Appendix D, we
find that the spin-0 sector does not lead to contradictions. On the other hand, the
form factors related to spin-1 mesons drive us in some cases to constraints which do
not agree with those coming from other form factors.
This incompatibility can be solved by including a second multiplet, being this
idea supported by large-NC . Note that we follow the Minimal Hadronic Approx-
imation [24], therefore a second multiplet should be incorporated if there exists a
conflict between the short-distance constraints of the problem at hand.
For instance, in the left-right correlator, if the analysis is taken up to next-to-
leading order in the 1/NC expansion, all the constraints related to the vector and
axial form factors (Appendix D) should be considered. However, the restrictions for
λV Ai in Eq. (D.9) from the vector form factor to an axial resonance field and a pion,
and those in Eq. (D.54) from the axial form factor to a vector resonance field and a
pion are incompatible. The proposed solution is the inclusion of a second multiplet
for the V (1−−) and A(1++) resonances, but only for internal lines. Then one should
add new pieces to the lagrangian of Eq. (4.1):
LV ′ = F
′
V
2
√
2
〈 V ′µνfµν+ 〉+
iG′V
2
√
2
〈 V ′µν [uµ, uν ] 〉 , (4.48)
LA′ = F
′
A
2
√
2
〈A′µνfµν− 〉 , (4.49)
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LV ′A = λV ′A1 〈 [V ′µν , Aµν ]χ− 〉+ i λV
′A
2 〈 [V ′µν , Aνα]hαµ 〉
+ i λV
′A
3 〈 [∇µV ′µν , Aνα]uα 〉+ i λV
′A
4 〈 [∇αV ′µν , Aαν ]uµ 〉
+ i λV
′A
5 〈 [∇αV ′µν , Aµν ]uα 〉+ i λV
′A
6 〈 [V ′µν , Aµα]fαν− 〉 , (4.50)
LV A′ = λV A′1 〈 [Vµν , A′µν ]χ− 〉+ i λV A
′
2 〈 [V µν , A′να]hαµ 〉
+ i λV A
′
3 〈 [∇µVµν , A′να]uα 〉+ i λV A
′
4 〈 [∇αVµν , A′αν ]uµ 〉
+ i λV
′A
5 〈 [∇αVµν , A′µν ]uα 〉+ i λV A
′
6 〈 [Vµν , A′µα ]fαν− 〉 . (4.51)
From the results from Eq. (D.9) and Eq. (D.54) is now obvious that the new
constraints are, respectively:
FV (2λ
V A
2 − 2λV A3 + λV A4 + 2λV A5 ) + F ′V (2λV
′A
2 − 2λV
′A
3 + λ
V ′A
4 + 2λ
V ′A
5 ) = FA ,
FV (−2λV A2 + λV A3 ) + F ′V (−2λV
′A
2 + λ
V ′A
3 ) = 0 ,
FA(2λ
V A
2 − λV A4 − 2λV A5 ) + F ′A(2λV A
′
2 − λV A
′
4 − 2λV A
′
5 ) = −FV + 2GV ,
FA(−2λV A2 + λV A3 ) + F ′A(−2λV A
′
2 + λ
V A′
3 ) = −GV ,
(4.52)
so the incompatibility is not present any longer. In this way, the incompatibilities
in the lightest resonances couplings can be carried to the couplings of higher states
that produce mild effects on the region of validity of our effective description.
4.6 Conclusions
Resonance Chiral Theory is an effective framework to handle QCD at energies where
one has hadronic resonances and pseudo-Goldstones from the chiral symmetry break-
ing. The expansion in powers of 1/NC provides a key in order to construct the
effective action. In addition to embed χPT at low energies, this theory must recover
perturbative QCD and the OPE at short distances.
Several constraints on the RχT couplings are derived from the study of Green
Functions of QCD currents at large-NC. The other source of information is the
consideration of the Brodsky-Lepage behaviour of the form factors, e.g. the pion
vector form factor. This work shows the necessity of also taking into account the
form factors with resonances in the final state. They are related to two-point Green
Functions at next-to-leading order in the 1/NC expansion and rule their asymp-
totic behaviour at one-loop. All two-body form factors that can be found in the
even-intrinsic-parity sector of Resonance Chiral Theory (Single Resonance Approx-
imation) have been analysed, producing the constraints and form factor structures
shown in Appendix D.
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It is important to remark that there are no new constraints coming from the
short-distance analysis of form factors with one photon and one meson in the final
state, that is, two-meson form factor analysis provides the most stringent set of
constraints. This is not a surprise taking into account the relation between the
vector resonances and the photon because of their quantum numbers.
The need of taming the resonance form factors at high energies was hinted in the
last chapter, in order to improve the short distance behaviour of the pion vector form
factor at the one-loop level [26]. This immediately leads to demand operators with
more than one resonance field. Thus, one must study amplitudes with resonances
as external states at LO in 1/NC whenever a calculation is carried at the loop level.
In our case, the optical theorem tells us that the relevant amplitudes are just the
two-body form factors.
We have illustrated the analysis showing the case of the Π
S−P (q
2) correlator
and the RχT prediction of the corresponding low energy coupling Lr8(µ) at NLO in
1/NC. From the Weinberg sum rules for ΠS−P (q
2) and the pion scalar form factor
one gets its expression at leading order. Dispersive integrals show that the correlator
up to NLO in 1/NC is just given by terms proportional to the squared modulus of
form factors and renormalized resonance parameters. Furthermore, the local χPT
operators are shown to be absent within our present realization of the resonance
lagrangian. The modified parameters can be partially fixed by taking the Weinberg
sum rule analysis of Π
S−P (q
2) up to NLO. This produces a slight modification to the
leading relation, which can be read as:
F 2 (1 + δ(2)
NLO
) − 8cr 2m + 8 dr 2m = 0 ,
F 2M2S δ
(4)
NLO
− 8cr 2m M r 2S + 8 dr 2m M r 2P ≃ 0 .
The chiral invariance in RχT leads to the recovering of the χPT structure at
low energies. The πη cut in RχT reproduces the long distance non-analytic term
log(−q2) from one-loop χPT. This keeps the control on the renormalization scale
µ appearing in χPT within log(−q2/µ2) and Lr8(µ). The remaining absorptive cuts
generate analytic terms in q2 and they only contribute to the LEC’s. All this provides
the determination for µ0 = 770 MeV,
Lr8(µ0) = ( 0.6 ± 0.4 ) · 10−3 .
which can be compared to χPT value L8(µ0)|exp = (0.9± 0.3) · 10−3 [17]. Since the
dependence on the scale is always exactly controlled, this problematic uncertainty
disappears in our picture. On the other hand, the bulk of the error is due to
the current ignorance on the values of the masses of the scalar and pseudoscalar
multiplets in the chiral limit. The reduction of their relative uncertainties below the
5% level would drastically improve the result. Until then, purely NLO errors in 1/NC
and the Single Resonance Approximation produce just a subdominant contribution
to the global error. This validates the perturbative expansion in 1/NC and points
out the way to proceed in order in increase the accuracy of the determination.
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To end with, we have commented some problems that appear in the spin-1 sector
due to the truncation of the large–NC spectrum of infinite resonances. Because of
this cut in the tower of resonances, it is clear that QCD cannot be exactly recovered
through our effective approach and that some conflicts between constraints may
eventually arise. In our case, it is shown that this incompatibility can be solved by
including a second multiplet.
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Chapter 5
One-loop Renormalization: Scalar
and Pseudoscalar Resonances
5.1 Introduction
Since its inception Resonance Chiral Theory has been applied both to the study of
resonance contributions in weak interaction processes (radiative and non–leptonic
kaon decays) [53] and to the study of form factors of mesons [46], where only the RχT
lagrangian at tree level has been used and, accordingly, the leading contribution in
the large-NC approach we are describing has been obtained.
The next-to-leading order in the 1/NC expansion arises from one loop calcula-
tions within the theory and its control starts to be necessary both on grounds of the
convergence of the predictions and to straighten our knowledge of non-perturbative
QCD. A Dyson-Schwinger resummation of subleading orders is required to describe
the amplitudes near the resonance peak [47], leading, eventually, to systematic one-
loop calculations [26, 29, 30, 37, 54]. Improving the phenomenological determi-
nations of non-perturbative QCD quantities is needed in order to distinguish new
physics effects. As it has been pointed out in the previous chapter, it also allows get-
ting the resonance contributions to the χPT LEC’s at next-to-leading order, keeping
the dependence on the renormalization scale under control. Furthermore, quantum
loops are essential to find the quantum field theory description and to properly
understand the hadronic interactions beyond ad hoc modelings.
RχT is non-renormalizable. Moreover the lack of an expansion parameter in the
lagrangian does not make feasible the application of a perturbative renormalization
program based on a well defined power-counting scheme analogous to the one in
χPT. Nevertheless from a practical point of view the situation is similar to the χPT
case [55]. As shown in Chapter 3 [26], where the vector form factor of the pion was
calculated at one-loop level in RχT, it is possible to construct a finite number of
operators, within the theory, whose couplings can absorb the divergences coming
from one loop diagrams. The only requirement is, of course, that the regularization
procedure of the loop divergences respects the symmetries of the lagrangian.
In the present chapter we have studied the full one-loop generating functional
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that arises from RχT when one multiplet of scalar and pseudoscalar resonances
are considered and only up to bilinear couplings in the resonances are included.
The divergent contributions have been evaluated and, consequently, the full set
of operators needed to renormalize the theory properly has been obtained. The
conceptual differences with the χPT renormalization program will also be stressed.
In Section 5.2 we describe shortly the content of RχT that is of interest in our
case and its main features. Section 5.3 is devoted to explain the procedure and
hints which are followed to perform the evaluation of the generating functional,
whose results are given in Section 5.4 and commented in Section 5.5. In Section 5.6
we point out the conclusions and summarize. Some technical details are relegated
to Appendix F and most of the results to Appendix G.
5.2 RχT with Scalars and Pseudoscalars Reso-
nances
We consider the RχT lagrangian constituted by pseudo-Goldstone bosons and one
multiplet of both scalar and pseudoscalar resonances. Motivated by the large-NC
limit we include U(3) multiplets for the spectrum though we limit ourselves to SU(3)
external currents as we are not interested in anomaly related issues. Our lagrangian
reads:
LRχT (φ, S,P) = L(2)pGB + LkinS + LkinP + LS + LP + LSS + LPP + LSP , (5.1)
where the notation of Section 2.3.2 is followed. The different pieces of Eq. (5.1) are
given in Eqs. (2.6), (2.11), (2.11), (2.9), (2.10), (2.13), (2.13) and (2.14) respectively.
In other words, we have considered all terms observing chiral and QCD symmetries
which are constructed with scalar and pseudoscalar resonances together with chiral
tensors of O(p2), up to bilinear couplings in the resonance fields and under the Single
Resonance Approximation.
Several comments on our lagrangian theory are suitable here:
- The RχT lagrangian satisfies, by construction, the structures of chiral dynam-
ics at very low-energies (E ≪ MR). Notwithstanding, it is clear that there is
no small coupling or kinematical parameter that could allow us to perform a
perturbative expansion in order to solve the effective action of the theory, as
it happens in χPT. We stress again that the large-NC limit guides a loop per-
turbative expansion, not in the lagrangian, but in the observables evaluated
with it.
It has also been proposed [56] that, due to the fact that the chiral counting
is spoiled when resonances are included in loops, it could be possible to keep
the chiral counting by disentangling the “hard” modes that could be absorbed
in the renormalization program. In this way one gets a chiral expansion even
if resonance contributions in the loop are considered. This procedure can be
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useful but only if one is interested in the application at very low energies out
of the resonance region.
- Short-distance constraints on the asymptotic behaviour of form factors and
Green Functions provide, in the 1/NC expansion, different relations between
the couplings. Assuming the usual constraints of Eq. (2.38) [22], one has for
the LS, LP , LkinS and LkinP couplings:
cm = cd =
√
2dm =
F
2
, MP ≃
√
2MS , (5.2)
as it has been explained in Section 2.4. High-energy constraints on the λRRi
couplings in the NC → ∞ are shown in Appendix D, see Chapter 4 for more
information. Taking into account that no terms with three resonance fields
are considered, the following relations are found [54]:
λSS3 = λ
PP
3 = 0 ,
λSP1 = 4 λ
SP
2 = −
dm
cm
=
−2cm + cd
2dm
= − 1√
2
, (5.3)
where we have used Eq. (5.2). From Appendix D these results can be obtained
easily, by neglecting the couplings with three resonances:
(a) From the scalar form factor 〈P i|sj|πk 〉, see Eq. (D.109), it is obtained
that
λSP1 = −
dm
cm
. (5.4)
(b) The asymptotic behaviour of the scalar form factor 〈Si|sj|Sk 〉 gives, see
Eq. (D.119),
λSS3 = 0 . (5.5)
(c) Studying the high-energy behaviour of the scalar form factor 〈P i|sj|P k 〉,
see Eq. (D.124), one gets
λPP3 = 0 . (5.6)
(d) From the ultraviolet limit of the pseudoscalar form factor 〈Si|pj|πk 〉, see
Eq. (D.152), it is found that
λSP1 =
−2cm + cd
2dm
. (5.7)
(e) The pseudoscalar form factor 〈Si|pj|P k 〉, see Eq. (D.172), relates λSP1
and λSP2 :
λSP1 = 4 λ
SP
2 . (5.8)
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Though the relations shown in Eqs. (5.2) and (5.3) could be used to simplify
the outcome of the calculations presented in this chapter, we will give the full
results without short-distance constraints built-in so as not to lose generality.
- From the RχT lagrangian in Eq. (5.1), the equations of motion for the pseudo-
Goldstone and resonance fields are obtained as the system of coupled equa-
tions:
∇µuµ = i
2
χ− − 2cd
F 2
∇µ {uµ, S}+ i cm
F 2
{χ−, S} − 1
2F 2
[
uµ, [∇µS, S]
]
− 2λ
SS
1
F 2
∇µ {uµ, SS} − 4λ
SS
2
F 2
∇µ (S uµS) + i λ
SS
3
F 2
{χ−, SS}
− dm
F 2
{χ+, P} − 1
2F 2
[
uµ, [∇µP, P ]
]− 2λPP1
F 2
∇µ {uµ, PP}
− 4λ
PP
2
F 2
∇µ (P uµP ) + i λ
PP
3
F 2
{χ−, PP} − 2λ
SP
1
F 2
∇µ{∇µS, P}
+
λSP1
2F 2
[
uµ,
[
S, {P, uµ}]]− λSP2
F 2
{
χ+, {S, P}
}
, (5.9)
∇µ∇µS = −M2S S + cm χ+ + cd uµuµ + λSS1 {S, uµuµ} + 2λSS2 uµSuµ
+ λSS3 {S, χ+} − λSP1 ∇µ{P, uµ} + iλSP2 {P, χ−} , (5.10)
∇µ∇µP = −M2P P + i dm χ− + λPP1 {P, uµuµ} + 2λPP2 uµPuµ
+ λPP3 {P, χ+} + λSP1 {∇µS, uµ} + iλSP2 {S, χ−} . (5.11)
Like it has been stressed previously, the lack of an expansion coupling or parameter
in RχT hinders a perturbative renormalization like the one applied in χPT. By
studying the vector form factor of the pion at next-to-leading order, in Chapter 3
it was shown that, using dimensional regularization, all the divergences could be
absorbed by the introduction of local operators fulfilling the symmetry requirements.
This is a particular case of the well known fact that all divergences are local in a
quantum field theory [57], and are given by a polynomial in the external momenta
or masses. Hence it is reasonable to consider the construction of the full set of
operators that renders our LRχT (φ, S, P ) theory finite up to one-loop. Accordingly
we perform the one-loop generating functional of our lagrangian theory to evaluate
the full set of divergences that arise. This we pursue in the rest of the chapter.
5.3 Generating Functional at One Loop
The generating functional of the connected Green Functions, W [J ], is the logarithm
of the vacuum-to-vacuum transition amplitude in the presence of external sources
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J(x) coupled to bilinear quark currents:
e iW [J ] =
1
N
∫
[ dψ ] e i S0[ψ,J ] , (5.12)
where the normalization is such that W [0] = 0 and the field ψ is, in our case, short
for the pseudo-Goldstone and resonance mesons. The evaluation of the generating
functional of our lagrangian theory LRχT (φ, S, P ), is readily done with the back-
ground field method [58, 59], where the action is expanded around the classical
fields ψcl. By defining the quantum field as ∆ψ = ψ − ψcl, the expansion up to one
loop (L = 1) is given by:
W [J ]L=1 = S0[ψcl, J ] − i log
[ ∫
[ d∆ψ ] exp
(
i
∫
d4x1
δ S0[ψ, J ]
δψi(x1)
∣∣∣
ψcl
∆ψi(x1)
+
i
2!
∫
d4x1 d
4x2 ∆ψi(x1)
δ2 S0[ψ, J ]
δψi(x1) δψj(x2)
∣∣∣
ψcl
∆ψj(x2)
)]
, (5.13)
but for an irrelevant constant. The i, j indices run over all the different fields and
are summed over. The classical field ψcl is, by definition, the solution of:
δS0[ψ, J ]
δψi(x)
∣∣∣∣∣
ψcl
= 0 , (5.14)
that provides the implicit relation ψcl = ψcl[J ] and the equations of motion for the
classical fields. Solving the remaining gaussian integral in the Euclidean spacetime
and coming back to Minkowsky we have finally:
W [J ]L=1 = S0[ψcl, J ] + S1[ψcl, J ] , (5.15)
S1[ψcl, J ] =
i
2
log detD(ψcl, J) , (5.16)
where D(ψcl, J) is the quadratic differential operator specified by:
〈 x | D(ψcl, J) | y 〉ij = δ
2 S0[ψ, J ]
δψi(x) δψj(y)
∣∣∣∣∣
ψcl
. (5.17)
The action at one loop needs regularization and, following the use within χPT, we
will proceed by working in D spacetime dimensions, a procedure that preserves the
relevant symmetries of our theory. Divergences in the functional integration are local
and, within dimensional regularization, can be absorbed through local operators that
satisfy the same symmetries than the original theory [57]. The one-loop renormalized
lagrangian is thus defined by:
L1[ψ, J ] = µD−4
(
Lren1 [ψ, J ;µ] +
1
(4π)2
1
D − 4 L
div
1 [ψ, J ]
)
. (5.18)
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In Eq. (5.18) we have split the one-loop bare lagrangian into a renormalized and a
divergent part, and the scale µ is introduced in order to restore the correct dimen-
sions in the renormalized lagrangian for D 6= 4. The divergent part Ldiv1 contains
the counterterms which exactly cancel the divergences found in the result for the
one-loop generating functional of Eq. (5.15).
Up to one loop L1[ψ, J ] can be written in terms of a minimal basis of N operators
Oi[ψ, J ]. For a non-renormalizable theory, such as RχT, N grows with the number
of loops. Accordingly we expect to find in our evaluation of S1[ψ, J ] many more
operators that those in the original tree level theory S0[ψ, J ]. The structure of
these obeys the same construction principles (symmetries) that gave LRχT (φ, S, P )
in Eq. (5.1), though we foresee that higher-order chiral tensors may be involved.
A detailed study of the functional integration shows that the new terms have the
structure χ(4), Rχ(4) or RRχ(4) (with a single or multiple traces) and χ(2), Rχ(2)
and RRχ(2) (with multiple traces)1.
5.3.1 Expansion Around the Classical Solutions
Following the aforementioned procedure we expand the action associated to our
lagrangian LRχT (φ, S, P ) in Eq. (5.1) around the solutions of the classical equations
of motion: ucl(φ), Scl and Pcl. The fluctuations of the pseudoscalar Goldstone fields
∆i (i = 0, ..., 8), and of the scalar and pseudoscalar resonances εSi and εPi, are
parameterized as2:
uR = ucl e
i∆/2 , uL = u
†
cl e
−i∆/2 ,
S = Scl +
1√
2
εS , P = Pcl +
1√
2
εP , (5.19)
with
∆ = ∆iλi/F , εS = εSi λi , εP = εPi λi . (5.20)
In the following we will drop the subindex “cl” for simplicity.
Expanding the lagrangian using Eqs. (5.19) and (5.20) up to terms quadratic
in the fields (∆i, εSi, εPi) and using the EOM of Eqs. (5.9), (5.10) and (5.11), we
1As it will be emphasized later, in the procedure and due to a necessary field redefinition, terms
with more than two resonances will be generated. We attach to our initial scheme and only will
keep terms with up to two resonances.
2This is a convenient choice for the pseudoscalar fluctuation variables in order to simplify several
cumbersome expressions. Notice that, once the “gauge” uR = u
†
L ≡ u is enforced, it implies that
the classical and the quantum pseudo-Goldstone fields commute: ucl exp(i∆/2) = exp(i∆/2)ucl.
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obtain the second-order fluctuation lagrangian, that takes the form3:
∆LRχT = −1
2
∆i
(
d′µd
′µ + σ
)
ij
∆j − 1
2
εSi
(
dµdµ + k
S
)
ij
εSj −
1
2
εPi
(
dµdµ + k
P
)
ij
εPj
+ εSi a
S
ij ∆j + εPi a
P
ij ∆j + εPi a
SP
ij εSj
+ εSk b
S
µ ki d
µ
ij∆j + εPk b
P
µ ki d
µ
ij∆j + εPk b
SP
µ ki d
µ
ijεSj . (5.21)
Derivatives and matrices are defined in Appendix F where it is also shown that in
order to write ∆LRχT in the form displayed above we need to perform two field
redefinitions. This procedure generates operators with multiple resonance fields.
However our theory, as specified in Section 5.2, does not include operators with
more than two resonances and, for consistency, we shall keep this structure in the
fluctuation lagrangian, thus disregarding operators with three or more resonance
fields in the following. We will comment later on the consequences of this feature.
It is customary to write the second-order fluctuation lagrangian as:
∆LRχT = − 1
2
η (Σµ Σ
µ + Λ ) η⊤ , (5.22)
where η collects the fluctuation fields, η =
(
∆i, εSj , εPk
)
, i, j, k = 0, ..., 8, η⊤ is its
transposed and the rest of definitions are given in Appendix F.
5.3.2 Divergent Part of the Generating Functional at One
Loop
After we have performed the second-order fluctuation on our lagrangian theory we
come back to our discussion at the beginning of this section in order to identify the
one-loop generating functional, specified now by the action:
S1 =
i
2
log det (Σµ Σ
µ + Λ ) . (5.23)
We use dimensional regularization to extract the divergence of this expression. As
emphasized in the literature [60] it is convenient to employ the Schwinger-DeWitt
proper-time representation, embedded in the heat-kernel formalism, in order to ex-
tract the residue at the D − 4 pole. Ref. [58] shows that, in fact, symmetry consid-
erations can also provide this information (at least up to one loop).
Hence we get:
S1 = − 1
(4π)2
1
D − 4
∫
d4x Tr
(
1
12
Yµν Y
µν +
1
2
Λ2
)
+ Sfinite1 , (5.24)
where Tr is short for the trace in the flavour space, Yµν denotes the field strength
tensor of Yµ in Eq. (F.27):
Yµν = ∂µYν − ∂νYµ + [Yµ, Yν ] . (5.25)
3The intricacies of this evaluation are explained in detail in Appendix F
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The finite remainder Sfinite1 cannot be simply expressed as a local lagrangian, but
can be worked out for a given transition [9, 61].
Finally we get the one-loop divergence as:
Sdiv1 = −
1
(4 π)2
1
D − 4
∫
d4xLdiv1 , (5.26)
where
Ldiv1 =
1
12
〈γ′µνγ′µν + 2γµνγµν〉 +
1
2
〈σ2 + kP2 + kS2〉+ 〈aSaS⊤ + aPaP⊤ + aSPaSP⊤〉
− 1
12
〈γ′µν
(
bSµ
⊤
bSν + b
P
µ
⊤
bPν
)
〉 − 1
12
〈γµν
(
bSµb
S
ν
⊤
+ bPµb
P
ν
⊤
+ bSPµ b
SP
ν
⊤
+ bSPµ
⊤
bSPν
)
〉
−〈aS⊤(d¯µ+bSµ + 12bSPµ ⊤bPµ)+ aP⊤(d¯µ+bPµ − 12bSPµ bS µ)+ aSP⊤(dˆµbSPµ + 12bPµbSµ⊤)〉
+
1
4
〈σ(bSµ⊤bSµ + bPµ⊤bPµ)+ kS(bSµbSµ⊤ + bSPµ ⊤bSPµ)+ kP(bP µbPµ⊤ + bSP µbSPµ ⊤)〉
+
1
4
〈d˜µ−bSµ⊤d¯ν+bSν + d˜µ−bPµ⊤d¯ν+bPν + dˆµbSPµ ⊤dˆνbSPν 〉
− 1
12
〈d˜+µbSν⊤d¯[µ−bS ν ] + d˜+µbPν ⊤d¯[µ−bP ν ] + dˆµbSPν ⊤dˆ[µbSP ν ]〉
+
1
4
〈d˜µ−bSµ⊤bSPν ⊤bP ν − d˜µ−bPµ⊤bSPν bS ν + dˆµbSPµ ⊤bP νbSν⊤〉
− 1
12
〈d˜µ+bS ν⊤bSP[µ ⊤bPν] − d˜µ+bP ν⊤bSP[µ bSν] + dˆµbSP ν⊤bP[µbSν]⊤〉
+
1
48
〈(bSµ⊤bSµbSν⊤bS ν + bSµ⊤bS νbSν⊤bSµ + bSµ⊤bSνbS µ⊤bS ν)
+
(
bPµ
⊤
bPµbPν
⊤
bP ν + bPµ
⊤
bP νbPν
⊤
bPµ + bPµ
⊤
bPν b
Pµ⊤bP ν
)
+
(
bSPµ
⊤
bSP µbSPν
⊤
bSP ν + bSPµ
⊤
bSP νbSPν
⊤
bSP µ + bSPµ
⊤
bSPν b
SPµ⊤bSP ν
)〉
+
1
24
〈(bSµ⊤bSµbPν ⊤bP ν + bSµ⊤bS νbPν ⊤bP µ + bSµ⊤bSνbP µ⊤bP ν)
+
(
bSPµ
⊤
bSP µbS νbSν
⊤
+ bSPµ
⊤
bSP νbSνb
S µ⊤ + bSPµ
⊤
bSP νbSµbSν
⊤)
+
(
bP µbPµ
⊤
bSP νbSPν
⊤
+ bPµbPν
⊤
bSP νbSPµ
⊤
+ bPµb
P
ν
⊤
bSPµbSP ν
⊤)〉 , (5.27)
where derivatives and matrices are defined in Appendix F and γµν = ∂µγν − ∂νγµ+
[γµ, γν ] (correspondingly for γ
′
µν). Moreover for two vectors Aµ, Bµ we write A[µBν] =
AµBν −AνBµ. This result is completely general for the second-order fluctuation la-
grangian in Eq. (5.21). However, and as explained in Appendix F, the expressions
given there are valid only for operators with up to two resonances as we limit our-
selves in this article.
5.3.3 Result
When worked out, Sdiv1 in Eq. (5.26) can be expressed in a basis of operators that
satisfy the same symmetry requirements than our starting lagrangian LRχT(φ, S, P ).
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A minimal basis of RχT operators that, upon integration of the resonances, con-
tributes to the O(p6) χPT lagrangian, in SU(3), can be found in Ref. [19]. However,
up to now, a basis for the one-loop RχT has still not been worked out. This is pre-
cisely our result generated by Sdiv1 . Hence, at one loop, the RχT lagrangian needed
to renormalize our theory reads:
L1 =
18∑
i=1
αiOi +
66∑
i=1
βRi ORi +
379∑
i=1
βRRi ORRi . (5.28)
The Oi operators correspond to those up to O(p4) in U(3)L⊗U(3)R χPT [49]. ORi
and ORRi involve one and two resonance fields, respectively, together with χ(2) and
χ(4) chiral tensors. The couplings in the bare lagrangian L1 read, in accordance with
Eq. (5.18):
αi = µ
D−4
(
αri (µ) +
1
(4π)2
1
D − 4 γi
)
,
βRi = µ
D−4
(
βR,ri (µ) +
1
(4π)2
1
D − 4 γ
R
i
)
,
βRRi = µ
D−4
(
βRR,ri (µ) +
1
(4π)2
1
D − 4 γ
RR
i
)
, (5.29)
where γi, γ
R
i and γ
RR
i are the divergent coefficients given by S
div
1 that constitute the
β-function of our lagrangian (we use the terminology of Ref. [55]). The determi-
nation of the latter though straightforward involves a long calculation. In order to
diminish the possibility of errors we have performed two independent evaluations.
One of them has been carried out with the help of the FORM 3 program [62] and
the other with Mathematica [63]. In Table 5.1 we show the Oi operators, together
with their β-function. The operators in this table constitute a minimal basis. The
rest of the result is rather lengthy and is relegated to Appendix G.
5.4 Features and Use of the Renormalized RχT
Lagrangian
In order to understand the aspects and use of the renormalized RχT lagrangian that
we have obtained above, we would like to emphasize here several of its features:
1. In Table 5.1 we have collected the full basis of O(p2) and O(p4) U(3)L⊗U(3)R
χPT operators generated in the functional integration at one loop. We should
recover the result first obtained in Ref. [49]. After the comparison is made4 we
agree indeed with their results. Notice though that in order to disentangle the
resonances, it is not enough to withdraw all the resonance couplings. This is
4Notice that the notation of Ref. [49] is different to ours though, to ease the comparison, the
order chosen is the same. We always quote our notation for the operators.
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i Oi γi
1 〈 u · u 〉 −2NλPP1 M2P + 1/2NM2P (λSP1 )2 − 2NλSS1 M2S + 1/2NM2S(λSP1 )2 +
NF−2c2dM
2
S
2 〈χ+ 〉 −2NλPP3 M2P − 2NλSS3 M2S
3 −〈 uµ 〉2 2λPP2 M2P − 1/2M2P (λSP1 )2 + 2λSS2 M2S − 1/2M2S(λSP1 )2 − c2dF−2M2S
4 〈 uµuνuµuν 〉 1/6NF−4c4d − 1/12N(λSP1 )2 + 1/24N(λSP1 )4 + 1/16N +
1/6NF−2c2d(λ
SP
1 )
2 − 1/6NF−2c2d
5 〈 u · u 〉2 1/2F−4c4d − 1/2λPP1 (λSP1 )2 + (λPP1 )2 − 1/2λSS1 (λSP1 )2 + (λSS1 )2 +
1/8(λSP1 )
4 + 1/16− F−2c2dλSS1 + 1/2F−2c2d(λSP1 )2 − 1/4F−2c2d
6 〈 uµuν 〉2 F−4c4d − λPP2 (λSP1 )2 + 2(λPP2 )2 − λSS2 (λSP1 )2 + 2(λSS2 )2 + 1/4(λSP1 )4 +
1/8− 2F−2c2dλSS2 + F−2c2d(λSP1 )2 − 1/2F−2c2d
7 〈 u · uu · u 〉 1/3NF−4c4d − 1/2NλPP1 (λSP1 )2 + N(λPP1 )2 − 1/2NλSS1 (λSP1 )2 +
N(λSS1 )
2 + 1/12N(λSP1 )
2 + 1/12N(λSP1 )
4 − NF−2c2dλSS1 +
1/3NF−2c2d(λ
SP
1 )
2 − 1/12NF−2c2d
8 〈χ+ 〉〈 u · u 〉 F−4c3dcm+2λPP1 λPP3 −1/2λPP3 (λSP1 )2+2λSS1 λSS3 −1/2λSS3 (λSP1 )2+1/8+
F−2dmcdλSP1 +F
−2cdcm(λSP1 )
2−1/2F−2cdcm−F−2c2dλSS3 −1/4F−2c2d
9 〈χ+u · u 〉 NF−4c3dcm + 2NλPP1 λPP3 − 1/2NλPP3 (λSP1 )2 + 2NλSS1 λSS3 −
1/2NλSS3 (λ
SP
1 )
2 + 1/8N + NF−2dmcdλSP1 + NF
−2cdcm(λSP1 )
2 −
1/2NF−2cdcm −NF−2c2dλSS3 − 1/4NF−2c2d
10 〈χ+ 〉2 F−4c2dc2m + (λPP3 )2 + (λSS3 )2 + 1/16 + 2F−2dmcmλSP1 + F−2d2m −
1/2F−2cdcm + F−2c2m(λ
SP
1 )
2
11 〈χ− 〉2 λSP1 λSP2 − 1/8(λSP1 )2 − 2(λSP2 )2 + F−2dmcdλSP1 − 2F−2dmcmλSP1 −
F−2d2m(λ
SP
1 )
2 + F−2cdcm − 1/4F−2c2d − F−2c2m
12 1/2〈χ2+ + χ2− 〉 NF−4c2dc2m + N(λPP3 )2 + N(λSS3 )2 + 1/16N + NF−2d2m +
1/2NF−2cdcm + NF−2c2m(λ
SP
1 )
2 + NλSP1 λ
SP
2 − 1/8N(λSP1 )2 −
2N(λSP2 )
2+NF−2dmcdλSP1 −NF−2d2m(λSP1 )2−1/4NF−2c2d−NF−2c2m
13 −i 〈 fµν+ uµuν 〉 −1/6N(λSP1 )2 + 1/4N − 1/3NF−2c2d
14 1/4〈 f+2µν − f− 2µν 〉 −1/4N + 1/6N(λSP1 )2 + 1/3NF−2c2d
15 1/2〈 f+2µν + f− 2µν 〉 −1/8N − 1/12N(λSP1 )2 − 1/6NF−2c2d
16 1/4〈χ2+ − χ2− 〉 2NF−4c2dc2m + 2N(λPP3 )2 + 2N(λSS3 )2 + 1/8N + 8F−2NdmcmλSP1 +
2NF−2d2m − 3NF−2cdcm + 2NF−2c2m(λSP1 )2 − 2NλSP1 λSP2 +
1/4N(λSP1 )
2 + 4N(λSP2 )
2 − 2NF−2dmcdλSP1 + 2NF−2d2m(λSP1 )2 +
1/2NF−2c2d + 2NF
−2c2m
17 −〈 uµ 〉〈 uµu · u 〉 −4λPP1 λPP2 + λPP1 (λSP1 )2 + λPP2 (λSP1 )2 − 4λSS1 λSS2 + λSS1 (λSP1 )2 +
λSS2 (λ
SP
1 )
2 − 1/2(λSP1 )4 + 1/4 + 2F−2c2dλSS1 + 2F−2c2dλSS2 − F−2c2d
18 〈 uµ 〉〈 uµχ+ 〉 −2F−4c3dcm + 4λPP2 λPP3 − λPP3 (λSP1 )2 + 4λSS2 λSS3 − λSS3 (λSP1 )2 − 1/4−
2F−2dmcdλSP1 −2F−2cdcm(λSP1 )2+F−2cdcm−2F−2c2dλSS3 +1/2F−2c2d
Table 5.1: Operators involving only pseudo-Goldstone bosons and external currents and
their β-function coefficients at one loop, when both scalar and pseudoscalar resonances
are included.
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Figure 5.1: One-loop contributions to the Πij
SS
(q2) correlator in the chiral limit when
only scalar resonances are included. A single line stands for a pseudo-Goldstone
boson while a double line indicates a scalar resonance. Their result is divergent.
because the derivative terms in Lkin(S, P ), which do not carry any resonance
coupling, also contribute through the functional integration to several of the
operators, namely O4, O7, O13, O14 and O15 in Table 5.1. We have confirmed
that Lkin(S, P ) gives precisely the difference between our coefficients γ4, γ7,
γ13, γ14, γ15 and those of Ref. [49] once the resonance couplings have been
switched off.
2. In the procedure we have employed to evaluate the functional integration of
LRχT up to one loop we have withdrawn those operators with three or more
resonance fields and kept up to two resonances. A cut in the number of res-
onances is necessary because to reach the Gaussian expression in Eq. (5.22)
we need to perform several field transformations (see Appendix F) that gen-
erate operators with more resonance fields which in turn require additional
field transformations and so on. One of the differences of RχT with respect to
χPT (in the strong [8, 9, 10] or electroweak interaction [64] form of the latter)
is that we do not have an expansion parameter into the lagrangian that can
provide a natural cut for higher order terms in these field transformations.
Notice that the cut in the number of resonances seems to hinder our result, as
it does not allow us to renormalize divergent one loop diagrams with three or
more resonance fields as external legs. However we would not expect to treat
these loops as we are not including, in our leading order lagrangian, interacting
terms with three or more resonance fields.
To end this section we would like to show a simple example of the application of our
result. We consider the one-loop renormalization of the two-point function of scalar
currents:
Πij
SS
(q2) = i
∫
d4x eiq·x 〈0|T{Si(x)Sj(0)}|0〉 , Si(x) = q(x)λiq(x) , (5.30)
in the chiral limit and when only scalar resonances are considered. The divergent
loop diagrams contributing are those depicted in Fig. 5.1. In order to cancel the
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Figure 5.2: Counterterm contributions that renormalize the one-loop result of 5.1.
A double line stands for a scalar resonance.
divergences one needs to add the counterterm contributions in Figure 5.2, where
diagram C1 is given by O12 + 2O16 = 〈χ2+〉 in Table 5.1, C2 by OR4 = 〈Sχ+〉 in
Table G.1 of Appendix G and C3 by ORR1 = 〈SS〉 in Table G.2 of Appendix G, once
the pseudoscalar resonance couplings are disconnected. The cancellation works as
follows: one part of the contribution of C1 cancels completely the divergence in the
loops L1+L2. Another piece of C1 together with C2 eliminates the divergence coming
from L3 and, finally, all remaining contributions of C1 and C2 add to C3 in order to
render L4 finite. Notice that, as there are no nonlocal divergences, the contributions
of one-particle-reducible diagrams are brought finite once one-particle-irreducible
diagrams have been properly renormalized.
5.5 Running of the couplings and short-distance
behaviour
5.5.1 Running of the couplings
Our result provides the running of the αi, β
R
i and β
RR
i couplings through the renor-
malization group equations. From Eq. (5.29) we get:
µ
d
dµ
αri (µ) = −
γi
16 π2
, (5.31)
and, analogously, for βRi and β
RR
i . This result can be potentially useful if we are
interested in the evaluation of the resonance couplings at this order. Though µ
is known to be of the order of a typical scale of the physical system, let us say
µ0 =MS or µ0 =MP , there always remains some ambiguity on the precise value of
µ0 at which the low-energy couplings are determined at leading-order in the 1/NC
expansion. The running provides an estimate of the reliance of such determinations.
If the coupling under request varies drastically with the scale it is clear that the
value obtained has a large uncertainty, while if it has a smooth dependence on the
scale the determination is more reliable. Note that the running is a next-to-leading
order effect.
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In the case of RχT with only scalar and pseudoscalar resonance fields the Wein-
berg’s dimensional analysis of Eq. (1.23) holds5, once one assumes that the masses
of the resonances are of O(p) in the chiral counting and they appears explicitly in
the lagrangian, unlike the pseudo-Goldstone bosons, whose masses are taking into
account trough the chiral tensors χ±. Therefore, as it has been pointed out in
Section 5.3, the terms needed to renormalize the theory at subleading order in the
1/NC expansion are constructed with up to two resonances and chiral tensors up
to O(p4). Notice that in the case of chiral tensors of O(p2) and O(p0) a M2R and
M2R1M
2
R2
factor respectively are required in the divergent pieces in order to fulfill
the “generalized” chiral counting.
This has an a priori surprising consequence: there are counterterms associated
with the operators of L(2)pGB. In other words, the structure of L(2)pGB changes when
one goes beyond the leading order:
L(2)pGB = α1〈 uµuµ 〉+ α2〈χ+ 〉 , (5.32)
where we have followed the notation of Eq. (5.28). Therefore,
α1 =
F 2
4
∑
n=0
α
(n)
1
(
MR
F
)2n
,
α2 =
F 2
4
∑
n=0
α
(n)
2
(
MR
F
)2n
, (5.33)
where the coefficients have been defined in such a way that α
(0)
1 = α
(0)
2 = 1. Notice
that the suppression of higher terms in the 1/NC expansion is explicitly shown, since
F ∼ O(√NC) and MR ∼ O(1). At next-to-leading order only the coefficients until
n = 1 must be considered.
5.5.2 Vanishing β-functions and short-distance behaviour
Within this issue it is interesting to take a closer look to the running of the cou-
plings in L(2)pGB and L(4)pGB, corresponding to the Oi operators involving only pseudo-
Goldstones. The corresponding β-function coefficients are γi, see Table 5.1.
An interesting aspect is the interval over which µ runs. It is well known [57] that
the couplings are only relevant at the scale of the momenta involved in the processes
(in order to diminish the role of the logarithms). In our case µ ∼ MS, MP . Thus
we do not expect a large running for the scale, namely a few hundreds of MeV. This
last conclusion brings us to the next point. At next to leading order in 1/NC we can
ignore the running on the couplings appearing in γi, since the running, as expected,
5This is not longer true in the case of vector and axial-vector resonances due to the propagator
structure. Keep in mind the necessity of L˜(6)pGB in order to renormalize the vector form factor at
next-to-leading order in Chapter 3. In Eq. (3.35) one can see that only contributions from spin-1
resonances are responsible for these kind of divergences.
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is a next-to-leading order effect in the 1/NC expansion
6. Hence we can input the
leading order values for the couplings, given by Eqs. (5.2) and (5.3), to obtain the
leading logarithm in the evolution of these couplings. It is remarkable that, at this
order, Eq. (5.31) predict a vanishing β-function for O2, O8, O9, O10, O11, O12, O16
and O18, i.e. all those operators involving χ+ and/or χ−. If the Large-NC estimates
for the couplings are to be reliable we come to the conclusion that the predictions
for these couplings are rather robust.
This feature must be explained. Notice that this behaviour was predicted for L˜8
in Chapter 4, relating it to short-distance constraints.
This result can be understood by following the optical theorem and taking into
account the short-distance constraints that have been used. The imaginary part
of any Feynman diagram can be obtained by cutting through the diagrams in all
possible ways such that the cut propagators can simultaneously be put on shell,
that is, by replacing 1/(p2 − m2 + iε) → −2πiδ(p2 − m2) in each cut propagator.
Then one should perform the loop integrals and finally sum the contributions of all
possible cuts.
To understand it we can start by considering again the one-loop renormalization
of the two-point function of scalar currents, defined in Eq. (5.30). We can use the
cutting rules to calculate the spectral function of the correlator, as it was explained
in Chapter 4. There are only four possible cuts: two pseudo-Goldstone, one pseudo-
Goldstone and one pseudoscalar resonance, and two scalar or pseudoscalar resonance
fields. The optical theorem allows to use the constrained form factors reviewed in
Section 5.2 and analyzed in great detail in Section D.3 of Appendix D. Taking into
account that for these contributions the highest behaviour at large energies could
be O(q0), the suppression ruled by the constrained form factors leads to an O(q−4)
behaviour at large energies.
The following step consists of relating the spectral function to the divergent part
of the contributions, which is responsible of the µ dependence on our couplings. We
see that the relevant discontinuities can come only from two-point Feynman inte-
grals. In Appendix B it can be seen that the divergent piece and the imaginary part
have always the same asymptotic behaviour. In other words, the same suppression
must happen for the divergent piece. The one-point Feynman integral is not impor-
tant for this purpuse, because although it has not discontinuities, its behaviour at
large energies is always lower than the two-point functions, as it does not depend
on q2.
The needed counterterms contributions that renormalize the one-loop result are
depicted in Figure 5.2. As it was explained at the end of Section 5.4, diagram
C1 is given by O12 + 2O16 = 〈χ2+〉, C2 by OR4 = 〈Sχ+〉 and C3 by ORR1 = 〈SS〉.
In Table 5.1 and in Appendix G the β-function coefficients of the corresponding
vertices are available. C1, C2 and C3 give a behaviour at large energies of O(q0),
O(q−2) and O(q−4) respectively. Considering the suppression explained before, C1
is not needed to renormalize the process. So, as we have obtained and following our
6This fact is clear taking into account that F , FV , GV , FA, cd, cm and dm are of O(
√
NC) and
λR1R2i and MR of O(1).
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Figure 5.3: One-loop diagrams which are renormalized withORR180 (first line), ORR316−318
(second line) and ORR190−191 (third line).
notation, γ12+2γ16 vanish once the short-distance contrainsts of Eqs.(5.2) and (5.3)
are implemented.
Therefore, the process is very easy. The commented suppression will be observed
in those processes where the scalar and/or pseudoscalar form factor play a role,
understanding now why the operators involving χ+ and/or χ− of Table 5.1 do not
run at one loop.
Following these ideas one can understand most of the found suppressions:
1. Two-point function of scalar current. The affected counterterms by the sup-
pression are the following: O10 = 〈χ+ 〉2 and O12 + 2O16 = 〈χ2+〉. Then, one
gets γ10 = γ12 + 2γ16 = 0.
2. Two-point function of pseudoscalar current. Affected counterterms by the
suppression: O11 = 〈χ− 〉2 andO12−2O16 = 〈χ2− 〉. Then, γ11 = γ12−2γ16 = 0.
3. Scalar Form Factor 〈 πi|sj|πk 〉. Affected counterterms by the suppression:
O8 = 〈χ+ 〉〈 uµuµ 〉, O9 = 〈χ+uµuµ 〉 and O18 = 〈 uµ 〉〈 uµχ+ 〉. Then, γ8 =
γ9 = γ18 = 0.
4. Scalar Form Factor 〈P i|sj|πk 〉. Affected counterterms by the suppression:
OR52 = 〈χ+{uµ,∇µP} 〉, OR53〈 uµχ+ 〉〈∇µP 〉,OR54 = 〈χ+ 〉〈 uµ∇µP 〉 and OR55 =
〈χ+∇µP 〉〈 uµ 〉. Then, γR52 = γR53 = γR54 = γR55 = 0.
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5. Pseudoscalar Form Factor 〈Si|pj|πk 〉. Affected counterterms by the suppres-
sion: OR32 = i〈χ−{uµ,∇µS} 〉, OR33 = i〈 uµχ− 〉〈∇µS 〉, OR34 = i〈χ− 〉〈 uµ∇µS 〉
and OR35 = i〈χ−∇µS 〉〈 uµ 〉. Then, γR32 = γR33 = γR34 = γR35 = 0.
We cannot consider the form factors to two resonance fields because they involve
other cuts that have been not analyzed asymptotically.
Following these ideas we have been able to explain 15 vanishing β-functions. In
total 28 vanishing ones have been found, so 13 are not so clear. In any case, in
6 of these 13 we can conjecture that an accidental suppression happens because
the structure of the loops is very similar to the loops that appeared in the con-
strained form factors, so that the high-energy constraints can lead to the found
suppression: ORR180 = i〈 fµν+ ∇µP∇νP 〉 is a counterterm for 〈P i|vµ j|P k 〉; ORR316 =
〈 fµν− {∇µP,∇νS} 〉, ORR317 = 〈∇µP 〉〈 fµν− ∇νS 〉 and ORR318 = 〈∇µS 〉〈 fµν− ∇νP 〉 are
counterterm for 〈Si|aµ j |P k 〉; ORR190 = 〈Pfµν+ Pf+µν 〉 and ORR191 = 〈PPfµν+ fµν+ 〉 are
counterterms of 〈P i|vµ jvν k|P l 〉. The corresponding loop contibutions are shown in
Figure 5.3 and the cancellation between these pairs of loops can be checked in Ta-
ble G.2 of Appendix G, taking into account the relevant couplings for each diagram.
In the case of 6 of the other 7 vanishing β-function we can conclude nothing
following the same procedure, since not all the operators with the same structure
have a vanishing β-function. For instance, the coupling related to the operator
OR26 = 〈 uνSuνχ+ 〉 has not running, while it does not happen the same with OR25
and OR27−31, all of them constructed with the same operators.
The case of O2 = 〈χ+ 〉 is a different question. As a consequence of impos-
ing the correct short-distance behaviour of the scalar form factors 〈Si|sj |Sk 〉 and
〈P i|sj|P k 〉, one has λSS3 = λPP3 = 0, so that, for instance, there are not divergences
of 〈 0|si|0 〉 that can be renormalized by the counterm O2. Therefore, following the
notation of Eq.(5.33), α2 does not run at one-loop level.
As we have pointed out above, the case of vector and axial-vector resonances is
different because the structure of the propagators breaks down the Weinberg chiral
counting. In any case, if the procedure of Chapter 4 is followed, there is no problem
because the interest is directly in the imaginary part and not in the form factors, so
the needed suppression is obtained. Therefore, extrapolating this behaviour to all
the resonance fields and studying all form factors, these vanishing β-functions will be
obtained in many more cases. Furthermore, if the behaviour of different scatterings
were studied at large energies, the same could happen with operators that are not
related to external currents. Eventually one could expect to obtain γi = 0 for
all i, that is, all operators involving only pseudo-Goldstone bosons and external
currents would have vanishing β-function, what would be very interesting in order
to understand the saturation, since L˜i could vanish without problems, allowing an
easy resonance saturation of the couplings of LχPT4 at one loop, as it was suggested
in Ref. [37].
Appendix A
The Antisymmetric Tensor
Formalism
Although the antisymmetric tensor formalism for spin 1 massive fields was already
proposed at the end of 60’s [65], its use was not regular until it was rediscovered in
Ref. [9] in order to introduce the ρ resonance field in the chiral lagrangian, Ecker et
al. turned it into the usual way to work with spin-1 resonances in RχT [17].
In Ref. [66] it was proved that for antisymmetric tensor fields with mass there
are (up to multiplicative factors and a total four divergence) only two possible
lagrangians of second order in derivatives, if one assumes the existence of a Klein-
Gordon divisor. They correspond to having either the Lorentz condition or else a
Bianchi identity satisfied by the fields. In the case of describing spin 1 particles, one
has these two possibilities, where φµν = −φνµ,
1. The subsidiary condition is the Bianchi identity, i.e. ǫµλρσ∂λφρσ = 0, and φik
are frozen, so the dynamical degrees of freedom are φi0, where i runs over
i = 1, 2, 3. Notice that there are 3 degrees of freedom, as it should be.
2. The subsidiary condition is now the Lorentz condition, that is, ∂ρφρν = 0, and
φi0 are frozen, so the three degrees of freedom are φij .
Because of historical reasons, the first option has been chosen. In this case the free
lagrangian is proved to be
L = −1
2
∂µφµν ∂ρφ
ρν +
1
4
M2φµνφ
µν , (A.1)
from where the equations of motion are
∂µ∂σφ
σν − ∂ν∂σφσµ +M2φµν = 0 . (A.2)
With the definition φµ = ∂
νφνµ/M one obtains from Eq. (A.2) the familiar Proca
equation
∂ρ (∂
ρφµ − ∂µφρ) +M2φµ = 0 . (A.3)
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From the lagrangian of Eq. (A.1) one derives the free propagator
〈 0|T {φµν(x), φρσ(y)} |0 〉 =
∫
d4k
(2π)4
e−ik(x−y)
{
2i
M2 − q2Ω
L
µν,ρσ +
2i
M2
ΩTµν,ρσ
}
,
(A.4)
where the following antisymmetric tensors have been defined
ΩLµν,ρσ(q) =
1
2q2
(gµρqνqσ − gρνqµqσ − (ρ↔ σ)) ,
ΩTµν,ρσ(q) = −
1
2q2
(
gµρqνqσ − gρνqµqσ − q2gµρgνσ − (ρ↔ σ)
)
, (A.5)
and superindexs L and T refer to longitudinal and transversal respectively. Let us
consider as “generalized identity” the Iµν,ρσ tensor,
Iµν,ρσ = 1
2
(gµρgνσ − gµσgνρ) , (A.6)
since any antisymmetric tensor Aµν = −Aνµ satisfies that
A · I = I · A = A . (A.7)
ΩTµν(q) and Ω
L
µν(q) satisfy the properties of the projectors:
ΩT + ΩL = I ΩT · ΩL = ΩL · ΩT = 0 ,
ΩT · ΩT = ΩT , ΩL · ΩL = ΩL . (A.8)
The propagator of Eq. (A.4) has the normalization
〈 0| φµν |φ, p 〉 = i
M
[pµǫν(p) − pνǫµ(p)] , (A.9)
where ǫµ(p) is the polarization vector.
Advantages Using the Antisymmetric Formalism
There are different ways to include massive spin-1 fields in effective lagrangians,
mainly the Proca and the antisymmetric tensor formalisms. In Ref. [18] it was anal-
ysed this ambiguity in the context of χPT to O(p4). It was shown that, provided
the consistency with QCD asymptotic behaviour is incorporated, the structure of
the effective couplings induced by vector and axial-vector exchange is model inde-
pendent.
In the case of the antisymmetric tensor formalism no local terms, of the LpGB,
constructed with chiral tensors of O(p4) or higher are required to fulfill the short-
distance behaviour of QCD, that is, L˜i = 0, where L˜i are the couplings in Resonance
Chiral Theory, while Li are used for the χPT case, when resonances have been
integrated out.
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Notwithstanding, for the Proca formalism business is not so easy. Considering
the Proca lagrangian,
LProca =
∑
R=V,A
(LProcakin (R) + LProcaint (R)) , (A.10)
where the lagrangian has been split in a kinetic and an interaction piece,
LProcakin (R) = −
1
4
〈 RˆµνRˆµν − 2M2RRˆµRˆµ 〉 (R = V,A) ,
LProcaint (V ) = −
1
2
√
2
(
fV 〈 Vˆ µνf+µν 〉 + igV 〈 Vˆµν [uµ, uν] 〉
)
+ . . . ,
LProcaint (A) = fA〈 Aˆµνf−µν 〉 + . . . , (A.11)
and the dots refer to terms not relevant for the Green Functions that are analysed
at large energies. Finally the following definition has been used,
Rˆµν = ∇µRˆν − ∇νRˆµ . (A.12)
Imposing a reasonable short-distance behaviour for the two-point function built from
a left- and a right-handed vector quark current, the pion form factor and the elastic
meson-meson scattering, one finds the following constraints:
L˜Proca1 =
1
8
g2V , L˜
Proca
2 =
1
4
g2V , L˜
Proca
3 = −
3
4
g2V ,
L˜Proca9 =
1
2
fV gV , L˜
Proca
10 = −
1
4
f 2V +
1
4
f 2A , (A.13)
while the rest vanish. Therefore the convenience of the antisymmetric formalism is
manifest.
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Appendix B
Feynman Integrals
The calculation of Chapter 3 involves the following Feynman Integrals:
A0(M
2) ≡
∫
dkD
i(2π)D
1
k2 + iǫ−M2 = −
M2
16π2
[
λ∞ + log
M2
µ2
]
, (B.1)
B0(q
2,M2a ,M
2
b ) ≡
∫
dkD
i(2π)D
1
(k2 + iǫ−M2a )[(q − k)2 + iǫ−M2b ]
= − 1
16π2
[
λ∞ +
M2a
M2a −M2b
log
M2a
µ2
− M
2
b
M2a −M2b
log
M2b
µ2
]
+ J¯(q2,M2a ,M
2
b ), (B.2)
and the finite function
C0(q
2,M2a ,M
2
b ,M
2
c ) ≡∫
dkD
i(2π)D
1
[(p1 − k)2 + iǫ−M2a ][(p2 + k)2 + iǫ−M2b ](k2 + iǫ−M2c )
, (B.3)
with D the space-time dimension, q ≡ p1 + p2 and, with massless outgoing pions,
p21 = p
2
2 = 0. The divergences are collected in the factor
λ∞ ≡ 2µ
D−4
D − 4 + γE − log 4π − 1 , (B.4)
being γE ≃ 0.5772 the Euler’s constant and µ the renormalization scale.
The two-propagator integral contains the finite function
J¯(q2,M2a ,M
2
b ) =
1
32π2
{
2 +
[
M2a −M2b
q2
− M
2
a +M
2
b
M2a −M2b
]
log
M2b
M2a
−λ
1/2(q2,M2a ,M
2
b )
q2
log
(
[q2 + λ1/2(q2,M2a ,M
2
b )]
2 − (M2a −M2b )2
[q2 − λ1/2(q2,M2a ,M2b )]2 − (M2a −M2b )2
)}
, (B.5)
with λ(x, y, z) ≡ x2 + y2 + z2 − 2xy − 2xz − 2yz.
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Some useful particular cases are:
B0(q
2, 0, 0) = − λ∞
16π2
+ Bˆ0(q
2/µ2) , (B.6)
B0(q
2,M2,M2) = − 1
16π2
{
λ∞ + log
M2
µ2
+ 1
}
+B0(q
2,M2) , (B.7)
B0(q
2, 0,M2) = − 1
16π2
{
λ∞ + log
M2
µ2
}
+ J¯(q2, 0,M2) , (B.8)
with the finite parts
Bˆ0(q
2/µ2) =
1
16π2
{
1− log
(
− q
2
µ2
)}
, (B.9)
B0(q
2,M2) = J¯(q2,M2,M2) =
1
16π2
{
2− σM log
(
σM + 1
σM − 1
)}
, (B.10)
J¯(q2, 0,M2) =
1
16π2
{
1−
(
1− M
2
q2
)
log
(
1− q
2
M2
)}
, (B.11)
where σM =
√
1− 4M2/q2.
The relevant three-propagator integrals are:
C0(q
2, 0, 0,M2) = − 1
16π2q2
{
Li2
(
1 +
q2
M2
)
− Li2(1)
}
, (B.12)
C0(q
2,M2,M2, 0) =
1
16π2q2
log2
(
σM − 1
σM + 1
)
, (B.13)
where
Li2(y) ≡ −
∫ 1
0
dx
x
log (1− xy) = −
∫ y
0
dx
x
log (1− x) (B.14)
is the usual dilogarithmic function.
Appendix C
Feynman Diagrams for the Vector
Form Factor
We show the contributions from the different Feynman diagrams to the vector form
factor of the pion at next-to-leading order in the 1/NC expansion. As it has been
pointed out in Chapter 3, a U(2)L⊗U(2)R chiral theory is used and we work in the
massless limit. Keep in mind that only the lagrangian of Section 3.2 is employed.
In the following figures a single line stands for a pseudo-Goldstone boson while
a double line indicates a resonance field; notice that the resonance in the s-channel
is always a ρ0.
Wave-function Renormalization
= i
2G2V
F 4
{−(p2 +M2V )A0(M2V ) + (p2 −M2V )2B0(p2, 0,M2V )}
+i
4c2d
F 4
{
(3p2 −M2S)A0(M2S) + (p2 −M2S)2B0(p2, 0,M2S)
}
,
= −i2G
2
V
F 4
(q2)2
2
ΩLµν,ρσ(q)
{
1
6
B0(q
2, 0, 0) +
1
144π2
}
.
Contributions without Resonance Fields
→ q
2
F 2
{
1
6
B0(q
2, 0, 0) +
1
144π2
}
.
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Contributions with Vector Resonance Fields
→ FVGV
F 2
q2
M2V − q2
q2
F 2
{
1
6
B0(q
2, 0, 0) +
1
144π2
}
,
→ 2G
2
V
F 2
q2
M2V − q2
q2
F 2
{
1
6
B0(q
2, 0, 0) +
1
144π2
}
,
→ FVGV
F 2
2G2V
F 2
(
q2
M2V − q2
)2
q2
F 2
{
1
6
B0(q
2, 0, 0) +
1
144π2
}
,
→ 2G
2
V
F 4
{
−3A0(M2V ) +
M2V
32π2
}
,
→ FVGV
F 4
q2
M2V − q2
{
−3
2
A0(M
2
V ) +
M2V
64π2
}
,
→ 1
F 2
{
3
2
A0(M
2
V )−
M2V
64π2
}
,
→ 1
F 2
{
B0(q
2,M2V ,M
2
V , 0)
[
−2M2V −
q2
6
+
q4
6M2V
]
+A0(M
2
V )
[
1
2
− q
2
3M2V
]
− 7M
2
V
64π2
+
q2
48π2
− q
4
288π2M2V
}
,
→ 2G
2
V
F 4
{
C0(q
2, 0, 0,M2V )
[
−M
6
V
q2
− 5M
4
V
2
− q2M2V
]
+B0(q
2, 0, 0)
[
−M
4
V
q2
− 2M2V −
q2
12
]
+A0(M
2
V )
[
M2V
q2
+ 2
]
− M
2
V
64π2
− q
2
288π2
}
,
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→ 2G
2
V
F 4
FVGV
F 2
q2
M2V − q2
{
C0(q
2, 0, 0,M2V )
[
−M
6
V
q2
− q2M2V
−5M
4
V
2
]
+B0(q
2, 0, 0)
[
−M
4
V
q2
− 2M2V −
q2
12
]
+A0(M
2
V )
[
M2V
q2
+ 2
]
− M
2
V
64π2
− q
2
288π2
}
,
→ 2G
2
V
F 4
{
C0(q
2,M2V ,M
2
V , 0)
[
M6V
q2
+
M4V
2
]
+B0(q
2,M2V ,M
2
V )
[
−M
4
V
q2
− 2M
2
V
3
+
5q2
12
]
+A0(M
2
V )
[
M2V
q2
+
2
3
]
+
M2V
192π2
− q
2
288π2
}
.
Contributions with Scalar Resonance Fields
→ 4c
2
d
F 4
{
A0(M
2
S) +
M2S
32π2
}
,
→ 1
F 2
A0(M
2
S) ,
→ 1
F 2
{
B0(q
2,M2S,M
2
S)
[
−2M
2
S
3
+
q2
6
]
−1
3
A0(M
2
S)−
M2S
24π2
+
q2
144π2
}
,
→ 4c
2
d
F 4
{
C0(q
2, 0, 0,M2S)
[
−M
6
S
q2
− M
4
S
2
]
+B0(q
2, 0, 0)
[
−M
4
S
q2
− q
2
12
]
+
M2S
q2
A0(M
2
S)−
M2S
64π2
− q
2
288π2
}
,
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→ 4c
2
d
F 4
FVGV
F 2
q2
M2V − q2
{
C0(q
2, 0, 0,M2S)
[
−M
6
S
q2
− M
4
S
2
]
− M
2
S
64π2
+B0(q
2, 0, 0)
[
−M
4
S
q2
− q
2
12
]
+
M2S
q2
A0(M
2
V )−
q2
288π2
}
,
→ 4c
2
d
F 4
{
C0(q
2,M2S,M
2
S, 0)
[
M6S
q2
− M
4
S
2
]
+B0(q
2,M2S,M
2
S)
[
−M
4
S
q2
+
M2S
3
− q
2
12
]
+A0(M
2
S)
[
M2S
q2
− 1
3
]
+
M2S
192π2
− q
2
288π2
}
.
Contributions with Axial Resonance Fields
→ 1
F 2
{
3
2
A0(M
2
A)−
M2A
64π2
}
,
→ 1
F 2
{
B0(q
2,M2A,M
2
A, 0)
[
−2M2A −
q2
6
+
q4
6M2A
]
+A0(M
2
A)
[
1
2
− q
2
3M2A
]
− 7M
2
A
64π2
+
q2
48π2
− q
4
288π2M2A
}
.
Contributions with Pseudoscalar Resonance Fields
→ 1
F 2
A0(M
2
P ) ,
→ 1
F 2
{
B0(q
2,M2P ,M
2
P )
[
−2M
2
P
3
+
q2
6
]
−1
3
A0(M
2
P )−
M2P
24π2
+
q2
144π2
}
.
Appendix D
Form Factors and Constraints
In this appendix all two-body form factors that can be found in the even-intrinsic-
parity sector of the Resonance Chiral Theory in the Single Resonance Approximation
are analysed, following the ideas of Section 4.3.
The following items are presented for each form factor:
1. The form factor(s) is(are) defined through the corresponding matrix element.
2. The expression of the form factor(s) is(are) shown.
3. Using the optical theorem, the spectral function is given in terms of the form
factors.
4. The constraints found by imposing a good high-energy behaviour of the spec-
tral function.
5. Once the constraints are imposed, the well behaved form factor(s) is(are) pre-
sented again and quoted with a tilde.
Notice that when R0I=0 or η is written, we refer to the singlet in the U(2) case.
The following usual notation is employed throughout the section :
λ (a, b, c) = a2+b2+c2−2ab−2ac−2bc , σM = λ1/2(q2,M2,M2)/q2 =
√
1− 4M2/q2 .
D.3 Vector Form Factors
Vector Form Factor to ππ (Figure D.1)
〈 π0(p1)π−(p2)|d¯γµu|0 〉 =
√
2F vππ(q2) (p2 − p1)µ , (D.1)
F vππ(q2) = 1 +
FVGV
F 2
q2
M2V − q2
, (D.2)
ImΠ
V V
(q2)|ππ = θ(q
2)
24π
|F vππ(q2)|2 , (D.3)
FV GV = F
2 , (D.4)
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Figure D.1: Tree-level contributions to the vector/scalar form factor to two pseudo-
Goldstones.
F˜ vππ(q2) =
M2V
M2V − q2
. (D.5)
Vector Form Factor to Aπ (Figure D.2)
〈A0I=1(pA, ε)π−(pπ)|d¯γµu|0 〉 =
i
√
2
MA
{
(qε∗ pµA − qpA ε∗µ)F vAπ(q2)
+(qε∗ pµπ − qpπε∗µ)G vAπ(q2)
}
, (D.6)
F vAπ(q2) =
FA
F
+
FV
F
M2A − q2
M2V − q2
[
− 2λV A2 + 2λV A3 − λV A4 − 2λV A5
]
,
G vAπ(q2) =
2FV
F
M2A
M2V − q2
[
− 2λV A2 + λV A3
]
, (D.7)
ImΠ
V V
(q2)|Aπ = θ(q2 −M2A)
1−M2A/q2
48π
{(
M2A
q2
+ 4 +
q2
M2A
)
|F vAπ|2+(1−M2A/q2)2×
×
(
q2
M2A
+
q4
2M4A
)
|G vAπ|2 + 2(1−M2A/q2)
(
1 +
2q2
M2A
)
Re{F vAπG vAπ∗}
}
, (D.8)
2λV A2 − 2λV A3 + λV A4 + 2λV A5 = FA/FV , −2λV A2 + λV A3 = 0 , (D.9)
F˜ vAπ(q2) =
FA
F
M2V −M2A
M2V − q2
, G˜ vAπ(q2) = 0 . (D.10)
Vector Form Factor to Pπ (Figure D.2)
〈P−(pP )π0(pπ)|d¯γµu|0 〉 =
√
2 (qpπ p
µ
P − qpP pµπ) F vPπ(q2) , (D.11)
F vPπ(q2) =
2λPV1 FV
F
1
M2V − q2
, (D.12)
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Figure D.2: Tree-level contributions to the vector/scalar form factor to one resonance
field and one pseudo-Goldstone.
ImΠ
V V
(q2)|Pπ = θ(q2 −M2P )
(1−M2P /q2)3
96π
q4|F vPπ|2 , (D.13)
λPV1 = 0 , (D.14)
F˜ vPπ(q2) = 0 . (D.15)
Vector Form Factor to VV (Figure D.3)
〈V 0I=1(p1, ε1)V −(p2, ε2)|d¯γµu|0〉 =
√
2
(
ε∗1ε
∗
2 (p2 − p1)µ − (qε∗1 ε∗2µ − qε∗2 ε∗1µ)
)
F vV V (q2)
+
√
2(qε∗1 ε
∗
2
µ − qε∗2 ε∗1µ)G vV V (q2) +
√
2
(p2 − p1)µ
M2V
(qε∗1 qε
∗
2 − p1p2 ε∗1ε∗2)H vV V (q2),
(D.16)
F vV V (q2) = −1 + 2λV V7 +
FV√
2(M2V − q2)
[
6λV V V0 + (4M
2
V + 2q
2)λV V V2
+ (4M2V − 2q2)
(−2λV V V1 + λV V V3 + λV V V4 − 2λV V V5 )+ 4q2λV V V6
+ 8M2V λ
V V V
7
]
,
G vV V (q2) =
4FV M
2
V√
2(M2V − q2)
[
− 2λV V V1 + λV V V3 + λV V V4 − 2λV V V5 − λV V V6 + λV V V7
]
,
H vV V (q2) = −2λV V7 +
FV√
2(M2V − q2)
[
− 6λV V V0 + (4M2V + 2q2)
(
2λV V V1 − λV V V2
− λV V V3 − λV V V4 + 2λV V V5 − 2λV V V7
)]
, (D.17)
ImΠ
V V
(q2)|V V = θ(q2 − 4M2V )
σ3MV
24π
{(
3 +
q2
M2V
)
|F vV V |2 +
(
q2
M2V
+
q4
4M4V
)
|G vV V |2
+
(
3− 2q
2
M2V
+
q4
2M4V
)
|H vV V |2 −
3q2
M2V
Re{F vV V G vV V ∗}
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Figure D.3: Tree-level contributions to the vector/scalar form factor to two reso-
nance fields.
+
(
6− 2q
2
M2V
)
Re{F vV VH vV V ∗} −
q2
M2V
Re{G vV VH vV V ∗}
}
, (D.18)
2λV V V1 + λ
V V V
2 − λV V V3 − λV V V4 + 2λV V V5 + 2λV V V6 = −
1√
2FV
+
√
2
FV
λV V7 ,
−2λV V V1 + λV V V3 + λV V V4 − 2λV V V5 − λV V V6 + λV V V7 = 0 ,
2λV V V1 − λV V V2 − λV V V3 − λV V V4 + 2λV V V5 − 2λV V V7 = −
√
2
FV
λV V7 ,
− 3
2M2V
λV V V0 + 2λ
V V V
1 − λV V V2 − λV V V3 − λV V V4 + 2λV V V5 − 2λV V V7 =
λV V7√
2FV
, (D.19)
F˜ vV V (q2) = −
M2V
M2V − q2
, G˜ vV V (q2) = H˜ vV V (q2) = 0 . (D.20)
Vector Form Factor to AA (Figure D.3)
〈A0I=1(p1, ε1)A−(p2, ε2)|d¯γµu|0〉 =
√
2
(
ε∗1ε
∗
2 (p2 − p1)µ − (qε∗1 ε∗2µ − qε∗2 ε∗1µ)
)
F vAA(q2)
+
√
2 (qε∗1 ε
∗
2
µ − qε∗2 ε∗1µ)G vAA(q2) +
√
2
(p2 − p1)µ
M2V
(qε∗1 qε
∗
2 − p1p2 ε∗1ε∗2)H vAA(q2) ,
(D.21)
F vAA(q2) = −1 + 2λAA7 +
FV√
2(M2V − q2)
[
2λV AA0 + 2q
2(λV AA3 + λ
V AA
8 )
+ (2M2A − q2)
(
2λV AA2 + λ
V AA
7 − λV AA9 − 2λV AA10 + λV AA12 + 2λV AA13 − λV AA14
)
+ (−q2 − 2M2A)λV AA6
]
,
G vAA(q2) =
√
2FVM
2
A
M2V − q2
[
− λV AA6 + λV AA7 − λV AA9 − 2(λV AA10 + λV AA11 ) + λV AA12 − λV AA14
]
,
Appendix D: Form Factors and Constraints 101
H vAA(q2) = −2λAA7 +
FV√
2(M2V − q2)
[
− 2λV AA0 + 4q2λV AA1 + (−4M2A + 2q2)λV AA2
− 2q2(λV AA3 + λV AA4 − λV AA5 ) + (2M2A + 2q2)λV AA6
+ 2M2A(−λV AA7 + λV AA9 + 2λV AA10 − λV AA12 − 2λV AA13 + λV AA14 )
]
, (D.22)
ImΠ
V V
(q2)|AA = θ(q2 − 4M2A)
σ3MA
24π
{(
3 +
q2
M2A
)
|F vAA|2 +
(
q2
M2A
+
q4
4M4A
)
|G vAA|2
+
(
3− 2q
2
M2A
+
q4
2M4A
)
|H vAA|2 −
3q2
M2A
Re{F vAAG vAA∗}
+
(
6− 2q
2
M2A
)
Re{F vAAH vAA∗} −
q2
M2A
Re{G vAAH vAA∗}
}
, (D.23)
− 2λV AA2 + 2λV AA3 − λV AA6 − λV AA7 + 2λV AA8 +
+λV AA9 + 2λ
V AA
10 − λV AA12 − 2λV AA13 + λV AA14 = −
√
2
FV
+
2
√
2
FV
λAA7 ,
−λV AA6 + λV AA7 − λV AA9 − 2λV AA10 − 2λV AA11 + λV AA12 − λV AA14 = 0 ,
2λV AA1 + λ
V AA
2 − λV AA3 − λV AA4 + λV AA5 + λV AA6 = −
√
2
FV
λAA7 ,
− 1
M2A
λV AA0 − 2λV AA2 + λV AA6 − λV AA7 + λV AA9 +
+2λV AA10 − λV AA12 − 2λV AA13 + λV AA14 =
√
2M2V λ
AA
7
FVM2A
, (D.24)
F˜ vAA(q2) = −
M2V
M2V − q2
, G˜ vAA(q2) = H˜ vAA(q2) = 0 . (D.25)
Vector Form Factor to RR (R=S,P) (Figure D.3)
〈R0I=1(p1)R−(p2)|d¯γµu|0 〉 =
√
2F vRR(q2) (p2 − p1)µ , (D.26)
F vRR(q2) = 1 +
FV√
2
λV RR
q2
M2V − q2
, (D.27)
ImΠ
V V
(q2)|RR = θ(q2 − 4M2R)
σ3MR
24π
|F vRR(q2)|2 , (D.28)
λV RR =
√
2
FV
, (D.29)
F˜ vRR(q2) =
M2V
M2V − q2
. (D.30)
102 Appendix D: Form Factors and Constraints
Vector Form Factor to SV (Figure D.3)
〈S0I=0(pS)V −(pV , ε)|d¯γµu|0 〉 =
√
2
MV
{
(qε∗ pµV − qpV ε∗µ)F vSV (q2)
+(qε∗ pµS − qpSε∗µ)G vSV (q2)
}
, (D.31)
F vSV (q2) = 4λSV3 +
√
2FV
M2V − q2
[
− 2λSV V0 −M2V λSV V1 −
q2 +M2V −M2S
2
×
× (λSV V2 + 2λSV V3 ) + (M2V + q2)(2λSV V4 + λSV V5 )
]
,
G vSV (q2) = −
√
2FVM
2
V
M2V − q2
λSV V1 , (D.32)
ImΠ
V V
(q2)|SV = θ(q2 − (MS +MV )2) λ
1/2(q2,M2S,M
2
V )
48πq2
{
1
M2V q
2
[
(M2V −M2S)2
− 2q2(M2S − 2M2V ) + q4
]
|F vSV |2 +
1
2M4V q
2
[
2M2V (M
2
V −M2S)2
+ q2(−3M4V + 6M2SM2V +M4S)− 2M2Sq4 + q6
]
|G vSV |2
+
1
M2V q
2
[
− 2(M2V −M2S)2 − 2q2(M2V +M2S) + 4q4
]
Re{F vSV G vSV ∗}
}
, (D.33)
λSV V2 + 2λ
SV V
3 − 4λSV V4 − 2λSV V5 = −
4
√
2
FV
λSV3 , λ
SV V
1 = 0 , (D.34)
F˜ vSV (q2) =
√
2FV
M2V − q2
[
8M2V√
2FV
λSV3 − 2λSV V0 +
M2S
2
(
λSV V2 + 2λ
SV V
3
)]
, G˜ vSV (q2) = 0 .
(D.35)
Vector Form Factor to PA (Figure D.3)
〈P 0I=1(pP )A−(pA, ε)|d¯γµu|0 〉 =
i
√
2
MA
{
(qε∗ pµA − qpA ε∗µ)F vPA(q2)
+(qε∗ pµP − qpP ε∗µ)G vPA(q2)
}
, (D.36)
F vPA(q2) = 4λPA1 +
√
2FV
M2V − q2
[
2λPV A0 +M
2
Aλ
PV A
1 +
q2 +M2A −M2P
2
(λPV A2 + 2λ
PV A
3 )
−M2A(2λPV A4 + λPV A5 )− q2λPV A6
]
,
G vPA(q2) =
√
2FVM
2
A
M2V − q2
λPV A1 , (D.37)
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Figure D.4: Tree-level contributions to the vector/scalar form factor to one resonance
field and one photon.
ImΠ
V V
(q2)|PA = θ(q2 − (MP +MA)2) λ
1/2(q2,M2P ,M
2
A)
48πq2
{
1
M2Aq
2
[
(M2A −M2P )2
− 2q2(M2P − 2M2A) + q4
]
|F vPA|2 +
1
2M4Aq
2
[
2M2A(M
2
A −M2P )2
+ q2(−3M4A + 6M2PM2A +M4P )− 2M2P q4 + q6
]
|G vPA|2
+
1
M2Aq
2
[
− 2(M2A −M2P )2 − 2q2(M2A +M2P ) + 4q4
]
Re{F vPAG vPA∗}
}
, (D.38)
λPV A2 + 2λ
PV A
3 − 2λPV A6 =
4
√
2
FV
λPA1 , λ
PV A
1 = 0 , (D.39)
F˜ vPA(q2) =
√
2FV
M2V − q2
[
4M2V√
2FV
λPA1 + 2λ
PV A
0 +
M2A −M2P
2
(
λPV A2 + 2λ
PV A
3
)
−M2A
(
2λPV A4 + λ
PV A
5
) ]
, G˜ vPA(q2) = 0 . (D.40)
Vector Form Factor to Vγ (Figure D.4)
〈 γ(pγ, εγ)V −(pV , εV )|d¯γµu|0 〉 =
√
2 e FV
MV
×
×
[
1
q2
{
M2V qε
∗
V (qpγ ε
∗
γ
µ − qε∗γ pµγ) + (qpV pµγ − qpγ pµV )(qpγ ε∗V ε∗γ − qε∗γ qε∗V )
}
F vV γ(q2)
+
{
M2V qε
∗
V ε
∗
γ
µ − ε∗γε∗V (qpV pµγ − qpγ pµV ) + qε∗V qε∗γ(pγ − pV )µ
}
G vV γ(q2) +
{
qε∗γ ε
∗
V
µ
− qε∗V ε∗γµ+ ε∗V ε∗γ (pµγ − pµV ) +
2
M2V − q2
(
qε∗γ qpV ε
∗
V
µ− qε∗V qε∗γ pµV
)}]
, (D.41)
F vV γ(q2) =
2
√
2FV q
2
(M2V − q2)M2V
[
2λV V V1 − λV V V3 − λV V V4 + 2λV V V5 + λV V V6 − λV V V7
]
,
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G vV γ(q2) =
√
2FV
(M2V − q2)M2V
[
3λV V V0 + 2qpV
(
λV V V2 + λ
V V V
6 + λ
V V V
7
) ]
+
2λV V7
M2V
+
1
M2V − q2
[
2λV V7 − 1
]
, (D.42)
ImΠ
V V
(q2)|V γ ∝
[(q4
8
− 3M
2
V q
2
8
+
M4V
4
)
|F vV γ |2 +
(
q4
2
− M
2
V q
2
2
− M
4
V
2
)
|G vV γ |2
+
(
−q
4
2
+ 2M2V q
2 − 3M4V
)
Re{F vV γG vV γ∗}+
(
q2
2
− 3M
2
V
2
)
Re{F vV γ}
+
(−3q2 + 6M2V )Re{G vV γ}+ ( q22M2V + 1
)
+O
(
1
q2
)]
, (D.43)
−2λV V V1 + λV V V3 + λV V V4 − 2λV V V5 − λV V V6 + λV V V7 =
1
2
√
2FV
, [cf D.19]
λV V V2 + λ
V V V
6 + λ
V V V
7 =
√
2
FV
λV V7 −
1
2
√
2FV
, [cf D.19]
λV V7 = −
FV λ
V V V
0√
2M2V
, [cf D.19]
(D.44)
F˜ vV γ = −
q2
(M2V − q2)M2V
, G˜ vV γ = −
3M2V + q
2
2(M2V − q2)M2V
. (D.45)
Vector Form Factor to Sγ (Figure D.4)
〈 γ(pγ, ε)S−(pS)|d¯γµu|0 〉 =
√
2 e FV
3
(
qε∗ pµγ − qpγ ε∗µ
) F vSγ(q2) , (D.46)
F vSγ(q2) = 4λSV3
(
1
M2V − q2
+
1
M2V
)
+
√
2FV
M2V (M
2
V − q2)
[
− 2λSV V0
− q
2 −M2S
2
(λSV V2 + 2λ
SV V
3 ) + q
2(2λSV V4 + λ
SV V
5 )
]
, (D.47)
ImΠ
V V
(q2)|Sγ = θ(q2 −M2S)F 2V e2
(1−M2S/q2)3
432π
q2 |F vSγ|2, (D.48)
λSV V2 + 2λ
SV V
3 − 4λSV V4 − 2λSV V5 = −
4
√
2
FV
λSV3 , [cf D.34] (D.49)
F˜ vSγ(q2) =
√
2FV
(M2V − q2)M2V
[
8M2V√
2FV
λSV3 − 2λSV V0 +
M2S
2
(
λSV V2 + 2λ
SV V
3
)]
. (D.50)
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Figure D.5: Tree-level contributions to the axial/pseudoscalar form factor to one
resonance field and one pseudo-Goldstone.
D.4 Axial Form Factors
Axial Form Factor to Vπ (Figure D.5)
〈 V 0I=1(pV , ε)π−(pπ)|d¯γµγ5u|0 〉 =
i
√
2
MV
{
(qε∗ pµV − qpV ε∗µ)F aV π(q2)
+(qε∗ pµπ − qpπε∗µ)G aV π(q2)
}
, (D.51)
F aV π(q2) = −
FV
F
+
2GV
F
− 2GV
F
M2V
q2
+
FA
F
q2
M2A − q2
[
(−2M
2
V
q2
+ 2)λV A2
+(
M2V
q2
− 1)λV A4 + (
2M2V
q2
− 2)λV A5
]
,
G aV π(q2) = −
2GV
F
M2V
q2
+
2FA
F
M2V
M2A − q2
[
− 2λV A2 + λV A3
]
, (D.52)
ImΠ
AA
(q2)|V π = θ(q2 −M2V )
1−M2V /q2
48π
{(
M2V
q2
+ 4 +
q2
M2V
)
|F aV π|2
+(1−M2V /q2)2
(
q2
M2V
+
q4
2M4V
)
|G aV π|2
+2(1−M2V /q2)
(
1 +
2q2
M2V
)
Re{F aV πG aV π∗}
}
, (D.53)
2λV A2 − λV A4 − 2λV A5 = −
FV
FA
+
2GV
FA
, −2λV A2 + λV A3 = −
GV
FA
, (D.54)
F˜ aV π(q2) =
(
FV
F
− 2GV
F
)
M2V −M2A
M2A − q2
− 2GV
F
M2V
q2
,
G˜ aV π(q2) = −
2GV
F
M2VM
2
A
(M2A − q2)q2
. (D.55)
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Figure D.6: Tree-level contributions to the axial/pseudoscalar form factor to two
resonances.
Axial Form Factor to Sπ (Figure D.5)
〈S0I=0(pS)π−(pπ)|d¯γµγ5u|0 〉 = −2 iF aSπ(q2)
(
gµν − q
µqν
q2
)
pπν , (D.56)
F aSπ(q2) =
2cd
F
−
√
2FA
F
q2
M2A − q2
λSA1 , (D.57)
ImΠ
AA
(q2)|Sπ = θ(q2 −M2S)
(1−M2S/q2)3
48π
|F aSπ(q2)|2 , (D.58)
λSA1 = −
√
2cd
FA
, (D.59)
F˜ aSπ(q2) =
2cd
F
M2A
M2A − q2
. (D.60)
Axial Form Factor to VA (Figure D.6)
〈 V 0I=1(pV , εV )A−(pA, εA)|d¯γµγ5u|0 〉 =
√
2
MVMA
1
2q2
×
×
{
2 (qpAp
µ
V − qpV pµA)
[
pApV ε
∗
Aε
∗
V − qε∗Aqε∗V
]
F aV A(q2)
+ 2M2V
[
(qpAp
µ
V − qpV pµA) ε∗Aε∗V − (pµV + pµA) qε∗Aqε∗V + q2qε∗V ε∗Aµ
]
G aV A(q2)
+ 2M2A
[
(qpAp
µ
V − qpV pµA) ε∗Aε∗V + (pµV + pµA) qε∗Aqε∗V − q2qε∗Aε∗V µ
]
H aV A(q2)
+
[ (
M2V +M
2
A
)
(qpAp
µ
V − qpV pµA) ε∗Aε∗V +
(
M2V +M
2
A
)
(pµA − pµV ) qε∗Aqε∗V
+
(
M2V −M2A
) (
M2A qε
∗
Aε
∗
V
µ +M2V qε
∗
V ε
∗
A
µ
) ]I aV A(q2)} , (D.61)
F aV A(q2) = 2λV A4 + 4λV A5 + 4λV A6 −
√
2FA
M2A − q2
[
(M2A −M2V )(−2λV AA1 + λV AA4 − λV AA5 )
− 2λV AA0 − 4qpAλV AA2 − 2M2V λV AA3 + (q2 +M2A/2 + 3M2V /2)λV AA6 − (M2A +M2V )λV AA8
+ (q2 +M2A/2−M2V /2)
(−λV AA7 + λV AA9 + 2λV AA10 − λV AA12 − 2λV AA13 + λV AA14 ) ] ,
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G aV A(q2) = −2λV A2 + 2λV A3 + 2λV A6 −
√
2FA
M2A − q2
[
− λV AA0 − 2qpAλV AA2 + (M2A −M2V )/4×(−λV AA7 +λV AA9 +2λV AA10 −λV AA12 −2λV AA13 +λV AA14 )−M2V λV AA3 + (M2A/4 + 3M2V /4)λV AA6
+ (−q2 −M2A/2−M2V /2)λV AA8 + (q2+M2A/2−M2V /2)
(−2λV AA1 + λV AA4 − λV AA5 )],
H aV A(q2) = 2λV A2 + 2λV A6 −
√
2FA
M2A − q2
[
− λV AA0 − 2qpAλV AA2 −M2V λV AA3
+ (M2A −M2V )/2
(−2λV AA1 + λV AA4 − λV AA5 )+ (−2q2 + 3M2V +M2A)λV AA6 /4
− 2q2λV AA11 + (2q2+M2V−M2A)/4
(
λV AA7 − λV AA9 − 2λV AA10 + λV AA12 − λV AA14
)
− (M2V +M2A)λV AA8 /2− (q2 +M2A/2−M2V /2)λV AA13
]
,
I aV A(q2) = −
FA q
2
√
2(M2A − q2)
[
+ 4λV AA1 − 2λV AA4 + 2λV AA5 + λV AA6 − λV AA7 + 2λV AA8
+ λV AA9 + 2λ
V AA
10 − λV AA12 − 2λV AA13 + λV AA14
]
, (D.62)
ImΠ
AA
(q2)|V A ∝
[ (
q4/8 +O(q2)) |F aV A|2 +O(q2) |G aV A|2 +O(q2) |H aV A|2
+
(
(M4A + 4M
2
VM
2
A +M
4
V )/8 +O(q−2)
) |I aV A|2 +O(q2) Re{F aV AG aV A∗}
+O(q2) Re{F aV AH aV A∗}+
(
q2(M2A +M
2
V )/4 +O(q0)
)
Re{F aV AI aV A∗}
+O(q0) Re{G aV AH aV A∗}+O(q0) Re{G aV AI aV A∗}+O(q0) Re{H aV AI aV A∗}
]
, (D.63)
− 2λV AA2 + λV AA6 − λV AA7 + λV AA9 + 2λV AA10 − λV AA12 − 2λV AA13 + λV AA14
=
1√
2FA
{
− 2λV A4 − 4λV A5 − 4λV A6
}
,
M2V
{
4λV AA1 + 4λ
V AA
2 − 4λV AA3 − 2λV AA4 + 2λV AA5 + 3λV AA6 + λV AA7 − 2λV AA8 − λV AA9
− 2λV AA10 + λV AA12 + 2λV AA13 − λV AA14
}
+M2A
{
− 4λV AA1 − 4λV AA2 + 2λV AA4
− 2λV AA5 + λV AA6 − λV AA7 − 2λV AA8 + λV AA9 + 2λV AA10 − λV AA12 − 2λV AA13 + λV AA14
}
− 4λV AA0 =
2
√
2M2A
FA
{
λV A4 + 2λ
V A
5 + 2λ
V A
6
}
,
− 2λV AA1 − λV AA2 + λV AA4 − λV AA5 − λV AA8 =
√
2
FA
{
λV A2 − λV A3 − λV A6
}
,
− 2λV AA2 − λV AA6 + λV AA7 − λV AA9 − 2λV AA10
− 4λV AA11 + λV AA12 − 2λV AA13 − λV AA14 = −2
√
2/FA
{
λV A2 + λ
V A
6
}
,
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4λV AA1 − 2λV AA4 + 2λV AA5 + λV AA6 − λV AA7 + 2λV AA8 + λV AA9 + 2λV AA10
− λV AA12 − 2λV AA13 + λV AA14 = 0 , (D.64)
F˜ aV A(q2) = I˜ aV A(q2) = 0 ,
G˜ aV A(q2) = −
√
2FA
M2A − q2
{√
2M2A
FA
(
λV A2 − λV A3 − λV A6
)− λV AA0 + (M2A −M2V )/4×
× (−4λV AA1 + 2λV AA4 − 2λV AA5 − λV AA7 + λV AA9 + 2λV AA10 − λV AA12 − 2λV AA13 + λV AA14 )
−M2AλV AA2 −M2V λV AA3 + (M2A/4 + 3M2V /4)λV AA6 − (M2A/2 +M2V /2)λV AA8
}
,
H˜ aV A(q2) = G˜ aV A(q2) +
2M2A
M2A − q2
[
2λV A2 − λV A3
]
. (D.65)
Axial Form Factor to PV (Figure D.6)
〈P 0I=1(pP )V −(pV , ε)|d¯γµγ5u|0 〉 =
√
2 i
MV
{
(qε∗ pµV − qpV ε∗µ)F aPV (q2)
+(qε∗ pµP − qpP ε∗µ)G aPV (q2)
}
, (D.66)
F aPV (q2) = 2λPV1
(
M2V
q2
− 1
)
− 4λPV2 +
√
2FA
M2A − q2
[
2λPV A0 +M
2
V λ
PV A
1
+
q2 +M2V −M2P
2
(λPV A2 + 2λ
PV A
3 )− q2(2λPV A4 + λPV A5 )−M2V λPV A6
]
,
G aPV (q2) =
2M2V
q2
λPV1 +
√
2FA
M2A − q2
(
M2V λ
PV A
1
)
, (D.67)
ImΠ
AA
(q2)|PV = θ(q2 − (MP +MV )2)λ
1/2(q2,M2P ,M
2
V )
48πq2
{
1
M2V q
2
[
(M2V −M2P )2
− 2q2(M2P − 2M2V ) + q4
]
|F aPV |2 +
1
2M4V q
2
[
2M2V (M
2
V −M2P )2
+ q2(−3M4V + 6M2PM2V +M4P )− 2M2P q4 + q6
]
|G aPV |2
+
1
M2V q
2
[
− 2(M2V −M2P )2−2q2(M2V +M2P )+4 q4
]
Re{F aPV G aPV ∗}
}
, (D.68)
λPV A2 + 2λ
PV A
3 − 4λPV A4 − 2λPV A5 = −
2
√
2
FA
(
λPV1 + 2λ
PV
2
)
, λPV A1 =
√
2λPV1
FA
, (D.69)
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F˜ aPV (q2) =
√
2FA
M2A − q2
[√
2
FA
(
M2AM
2
V
q2
−M2A
)
λPV1 −
2
√
2M2A
FA
λPV2 + 2λ
PV A
0 +
M2V −M2P
2
(
λPV A2 + 2λ
PV A
3
)−M2V λPV A6 ] ,
G˜ aPV (q2) =
2M2VM
2
A
(M2A − q2)q2
λPV1 . (D.70)
Axial Form Factor to SA (Figure D.6)
〈S0I=0(pS)A−(pA, ε)|d¯γµγ5u|0 〉 =
√
2
MA
{
(qε∗ pµA − qpA ε∗µ)F aSA(q2)
+(qε∗ pµS − qpSε∗µ)G aSA(q2)
}
, (D.71)
F aSA(q2) = 2λSA1
(
M2A
q2
− 1
)
− 4λSA2 +
√
2FA
M2A − q2
[
2λSAA0 +M
2
Aλ
SAA
1
+
q2 +M2A −M2S
2
(λSAA2 + 2λ
SAA
3 )− (M2A + q2)(2λSAA4 + λSAA5 )
]
,
G aSA(q2) =
2M2A
q2
λSA1 +
√
2FA
M2A − q2
(
M2Aλ
SAA
1
)
, (D.72)
ImΠ
AA
(q2)|SA = θ(q2 − (MS +MA)2) λ
1/2(q2,M2S,M
2
A)
48πq2
{
1
M2Aq
2
[
(M2A −M2S)2
− 2q2(M2S − 2M2A) + q4
]
|F aSA|2 +
1
2M4Aq
2
[
2M2A(M
2
A −M2S)2
+ q2(−3M4A + 6M2SM2A +M4S)− 2M2Sq4 + q6
]
|G aSA|2
+
1
M2Aq
2
[
−2(M2A −M2S)2−2q2(M2A +M2S)+4 q4
]
Re{F aSAG aSA∗}
}
, (D.73)
λSAA2 + 2λ
SAA
3 − 4λSAA4 − 2λSAA5 = −
2
√
2
FA
(
λSA1 + 2λ
SA
2
)
, λSAA1 =
√
2λSA1
FA
, (D.74)
F˜ aSA(q2) =
√
2FA
M2A − q2
[
−
√
2
FA
(
−M
4
A
q2
+ 3M2A
)
λSA1 −
4
√
2M2A
FA
λSA2
+2λSAA0 +M
2
Aλ
SAA
1 −
M2S
2
(
λSAA2 + 2λ
SAA
3
)
] ,
G˜ aSA(q2) =
2M4A
(M2A − q2)q2
λSA1 . (D.75)
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Figure D.7: Tree-level contributions to the axial/pseudoscalar form factor to one
pseudo-Goldstone and one photon.
Axial Form Factor to SP (Figure D.6)
〈S0I=0(pS)P−(pP )|d¯γµγ5u|0 〉 = −2 iF aSP (q2)
(
gµν − q
µqν
q2
)
pP ν , (D.76)
F aSP (q2) =
√
2λSP1 −
q2
M2A − q2
FAλ
SPA , (D.77)
ImΠ
AA
(q2)|SP = θ(q2 − (MS +MP )2)λ
3/2(q2,M2S,M
2
P )
48πq6
|F aSP (q2)|2 , (D.78)
λSPA = −
√
2λSP1
FA
, (D.79)
F˜ aSP (q2) =
√
2M2A
M2A − q2
λSP1 . (D.80)
Axial Form Factor to πγ (Figure D.7)
〈γ(pγ, ε)π−(pπ)|d¯γµγ5u|0〉 = i
√
2eF
(
ε∗µ−2qε∗ q
µ
q2
)
+
i
√
2e
F
(qε∗ pµγ−qpγ ε∗µ)F aπγ(q2),
(D.81)
F aπγ(q2) =
F 2A
M2A − q2
+
2FVGV − F 2V
M2V
+
FAFV
M2V
q2
M2A − q2
(
2λV A2 − λV A4 − 2λV A5
)
, (D.82)
ImΠ
AA
(q2)|πγ = e
2
F 2
q2
48π
|F aπγ|2 −
e2
12π
Re{F aπγ} +
e2 F 2
12πq2
, (D.83)
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Figure D.8: Tree-level contributions to the axial/pseudoscalar form factor to one
resonance field and one photon.
2λV A2 − λV A4 − 2λV A5 = −
FV
FA
+
2GV
FA
, [cf D.54] (D.84)
F˜ aπγ(q2) =
1
M2A − q2
[
F 2A +
M2A
M2V
(
2FVGV − F 2V
)]
. (D.85)
Axial Form Factor to Aγ (Figure D.8)
〈 γ(pγ, εγ)A−(pA, εA)|d¯γµγ5u|0 〉 = e√
2MA
1
q2
×
×
{
2/M2V
(
qpAp
µ
γ − qpγpµA
) [
pApγε
∗
Aε
∗
γ − qε∗Aqε∗γ
]
F aAγ(q2)
+ 2M2A/M
2
V
[ (
qpAp
µ
γ − qpγpµA
)
ε∗Aε
∗
γ +
(
pµγ + p
µ
A
)
qε∗Aqε
∗
γ − q2qε∗Aε∗γµ
]
G aAγ(q2)
+ 2M2A FA
[
ε∗Aε
∗
γ
(
pµγ + p
µ
A
)
+
2
M2A − q2
((
pµγ + p
µ
A
)
qε∗Aqε
∗
γ − q2qε∗γε∗Aµ
) ]}
, (D.86)
F aAγ(q2) = 2FV
(
λV A4 + 2λ
V A
5 + 2λ
V A
6
)
+
4FA
M2A − q2
{
M2V λ
AA
7 −
FV√
2
[
− λV AA0
+ qpA
(−2λV AA2 + λV AA6 − λV AA7 + λV AA9 + 2λV AA10 − λV AA12 − 2λV AA13 + λV AA14 ) ]} ,
G aAγ(q2) = 2FV
(
λV A2 + λ
V A
6
)
+
FA
M2A − q2
{
−M2V + 2M2V λAA7 +
√
2FV
[
λV AA0 +2q
2λV AA11
+qpA
(
2λV AA2 + 2λ
V AA
13
)
+qpγ
(
λV AA6 −λV AA7 +λV AA9 +2λV AA10 −λV AA12 +λV AA14
)]}
, (D.87)
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ImΠ
AA
(q2)|V A ∝
[
O(q4) |F aAγ|2 +O(q2) |G aAγ|2 +O(q2) Re{F aAγG aAγ∗}+O(q−4)
]
,
(D.88)
− 2λV AA2 + λV AA6 − λV AA7 + λV AA9 + 2λV AA10 − λV AA12 − 2λV AA13 + λV AA14
=
1√
2FA
{
− 2λV A4 − 4λV A5 − 4λV A6
}
, [cf D.64]
− 2λV AA2 + λV AA6 − λV AA7 + λV AA9 + 2λV AA10 − λV AA12 − 2λV AA13 + λV AA14 −
2
M2A
λV AA0
=
√
2
FA
{
λV A4 + 2λ
V A
5 + 2λ
V A
6
}
+
2
√
2M2V
FVM
2
A
λAA7 , [cf D.24,D.64]
2λV AA2 + λ
V AA
6 − λV AA7 + λV AA9 + 2λV AA10
+ 4λV AA11 − λV AA12 + 2λV AA13 + λV AA14 =
2
√
2
FA
{
λV A2 + λ
V A
6
}
, [cf D.64] (D.89)
F˜ aAγ(q2) = 0, G˜ aAγ(q2) =
FA
M2A − q2
{
−M2V +
M2AFV
FA
(
2λV A2 − λV A4 − 2λV A5
)}
,
(D.90)
Axial Form Factor to Pγ (Figure D.8)
〈 γ(pγ, ε)P−(pP )|d¯γµγ5u|0 〉 = i
√
2 e(qε∗ pµγ − qpγ ε∗µ)F aPγ(q2) , (D.91)
F aPγ(q2) = −
4FAλ
PA
1
M2A − q2
+
2FV λ
PV
1
M2V
+
4FV λ
PV
2
M2V
+
√
2FAFV
(M2A − q2)M2V
×
×
[
− 2λPV A0 −
q2 −M2P
2
(λPV A2 + 2λ
PV A
3 ) + q
2(2λPV A4 + λ
PV A
5 )
]
, (D.92)
ImΠ
AA
(q2)|Pγ = θ(q2 −M2P ) e2
(1−M2P/q2)3
48π
q2 |F aPγ|2 , (D.93)
λPV A2 + 2λ
PV A
3 − 4λPV A4 − 2λPV A5 = −
2
√
2
FA
(
λPV1 + 2λ
PV
2
)
, [cf D.69] (D.94)
F˜ aPγ(q2) = −
√
2FAFV
(M2A − q2)M2V
{
−
√
2M2A
FA
(
λPV1 + 2λ
PV
2
)
+
2
√
2M2V
FV
λPA1
+2λPV A0 −
M2P
2
(
λPV A2 + 2λ
PV A
3
)}
. (D.95)
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D.5 Scalar Form Factors
Scalar Form Factor to πη (Figure D.1)
〈 η(pη)π−(pπ)|d¯u|0 〉 = F sπη(q2) , (D.96)
F sπη(q2) =
√
2B0
(
1 + 4
cmcd
F 2
q2
M2S − q2
)
, (D.97)
ImΠ
SS
(q2)|πη = θ(q2) 1
16π
|F sπη(q2)|2 , (D.98)
4 cd cm = F
2 , (D.99)
F˜ sπη(q2) =
√
2B0
M2S
M2S − q2
. (D.100)
Scalar Form Factor to Aπ (Figure D.2)
〈A0I=0(pA, ε)π−(pS)|d¯u|0 〉 =
i
MA
qε∗F sAπ(q2) , (D.101)
F sAπ(q2) = −
8B0 cm λ
SA
1
F
M2A
M2S − q2
, (D.102)
ImΠ
SS
(q2)|Aπ = θ(q2 −M2A)
(q2 −M2A)3
64πM4Aq
2
|F sAπ|2 , (D.103)
λSA1 = 0 , (D.104)
F˜ sAπ(q2) = 0 . (D.105)
Scalar Form Factor to Pπ (Figure D.2)
〈P 0I=0(pP )π−(pπ)|d¯u|0 〉 = F sPπ(q2) , (D.106)
F sPπ(q2) = −
4B0 dm
F
+
4B0 cm
F
q2 −M2P
M2S − q2
λSP1 , (D.107)
ImΠ
SS
(q2)|Pπ = θ(q2 −M2P )
1−M2P/q2
16π
|F sPπ(q2)|2 , (D.108)
λSP1 = −
dm
cm
, (D.109)
F˜ sPπ(q2) =
4B0dm
F
M2P −M2S
M2S − q2
. (D.110)
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Scalar Form Factor to RR (R=V,A) (Figure D.3)
〈R0I=0(p1, ε1)R−(p2, ε2)|d¯u|0 〉 =
1
M2R
(qε∗1 qε
∗
2 − p1p2 ε∗1ε∗2)F sRR(q2) + ε∗1 ε∗2 G sRR(q2) ,
(D.111)
F sRR(q2) = −8
√
2B0
[
λRR6 +
cm
M2S − q2
(
λSRR0 −
p1p2
2
λSRR2 − p1p2λSRR3
− 2M2RλSRR4 −M2RλSRR5
)]
,
G sRR(q2) = −8
√
2B0
cmλ
SRR
1
2
M2R
M2S − q2
, (D.112)
ImΠ
SS
(q2)|RR = θ(q2 − 4M2R)
σ2MR
16π
{(
3− 2q
2
M2R
+
q4
2M4R
)
|F sRR|2
+
(
3− q
2
M2R
+
q4
4M4R
)
|G sRR|2 +
(
6− 3q
2
M2R
)
Re{F sRRG sRR∗}
}
, (D.113)
λSRR2 + 2λ
SRR
3 = −
4λRR6
cm
,
λSRR0
M2R
+
λSRR2
2
+ λSRR3 − 2λSRR4 − λSRR5 = −
λRR6
cm
M2S
M2R
,
λSRR1 = 0 , (D.114)
F˜ sRR(q2) = G˜ sRR(q2) = 0 . (D.115)
Scalar Form Factor to SS (Figure D.3)
〈S0I=0(p1)S−(p2)|d¯u|0 〉 = F sSS(q2) , (D.116)
F sSS(q2) = −4
√
2B0
[
λSS3 +
3 cm λ
SSS
0
M2S − q2
+
cmλ
SSS
1
2
q2 + 2M2S
M2S − q2
]
, (D.117)
ImΠ
SS
(q2)|SS = θ(q2 − 4M2S)
σMS
16π
|F sSS(q2)|2 , (D.118)
λSSS1 =
2 λSS3
cm
, (D.119)
F˜ sSS(q2) = −
4
√
2B0
M2S − q2
[
3M2Sλ
SS
3 + 3cmλ
SSS
0
]
. (D.120)
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Scalar Form Factor to PP (Figure D.3)
〈P 0I=0(p1)P−(p2)|d¯u|0 〉 = F sPP (q2) , (D.121)
F sPP (q2) = −4
√
2B0
[
λPP3 +
cm λ
SPP
0
M2S − q2
+
cmλ
SPP
1
2
−q2 + 2M2P
M2S − q2
]
, (D.122)
ImΠ
SS
(q2)|PP = θ(q2 − 4M2P )
σMP
16π
|F sPP (q2)|2 , (D.123)
λSPP1 = −
2 λPP3
cm
, (D.124)
F˜ sPP (q2) = −
4
√
2B0
M2S − q2
[
(M2S − 2M2P )λPP3 + cmλSPP0
]
. (D.125)
Scalar Form Factor to SV (Figure D.3)
〈S0I=1(pS)V −(pV , ε)|d¯u|0 〉 =
1
MV
qε∗F sSV (q2) , (D.126)
F sSV (q2) = −4
√
2B0 cm λ
V SS M
2
V
M2S − q2
, (D.127)
ImΠ
SS
(q2)|SV = θ(q2 − (MS +MV )2) λ
3/2 (q2,M2S,M
2
V )
64πM4V q
2
|F sSV |2 , (D.128)
λV SS = 0 , (D.129)
F˜ sSV (q2) = 0 . (D.130)
Scalar Form Factor to PA (Figure D.3)
〈P 0I=0(pP )A−(pA, ε)|d¯u|0 〉 =
i
MA
qε∗F sPA(q2) , (D.131)
F sPA(q2) = 4
√
2B0 cm λ
SPA M
2
A
M2S − q2
, (D.132)
ImΠ
SS
(q2)|PA = θ(q2 − (MP +MA)2) λ
3/2 (q2,M2P ,M
2
A)
64πM4Aq
2
|F sPA|2 , (D.133)
λSPA = 0 , (D.134)
F˜ sPA(q2) = 0 . (D.135)
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Scalar Form Factor to Vγ (Figure D.4)
〈 γ(pγ, εγ)V −(pV , εV )|d¯u|0 〉 = e
3MV
(qε∗V qε
∗
γ − pV pγ ε∗V ε∗γ)F sV γ(q2) , (D.136)
F sV γ(q2) =
16B0 cm
M2S − q2
λSV3 −
8
√
2B0 FV
M2V
λV V6 −
4
√
2B0 cm FV
M2V (M
2
S − q2)
×
×
[
2λSV V0 − pV pγ(λSV V2 + 2λSV V3 )−M2V (2λSV V4 + λSV V5 )
)]
, (D.137)
ImΠ
SS
(q2)|V γ = θ(q2 −M2V )
(1−M2V /q2)3
288πM2V
e2 q4|F sV γ |2 , (D.138)
λSV V2 + 2λ
SV V
3 = −
4λV V6
cm
, [cf D.114]
4λSV V0
M2V
+ λSV V2 + 2λ
SV V
3 − 4λSV V4 − 2λSV V5 = −
4 λV V6
cm
M2S
M2V
+
4
√
2λSV3
FV
, [cf D.34,D.114]
(D.139)
F˜ sV γ(q2) = 0 . (D.140)
Scalar Form Factor to Sγ (Figure D.4)
〈 γ (pγ, ε)S−(pS)|d¯u|0 〉 = e qε∗F sSγ(q2) , (D.141)
F sSγ(q2) =
8B0 cm
M2S − q2
, (D.142)
ImΠ
SS
(q2)|Sγ = 0 , (D.143)
D.6 Pseudoscalar Form Factors
Pseudoscalar Form Factor to Vπ (Figure D.5)
〈 π0(pπ)V −(pV , ε)|id¯γ5u|0 〉 = 1
MV
qε∗F pV π(q2) , (D.144)
F pV π(q2) = −
2B0
F
(√
2GV
M2V
q2
+ 4dm λ
PV
1
M2V
M2P − q2
)
, (D.145)
ImΠ
PP
(q2)|V π = θ(q2 −M2V )
(q2 −M2V )3
64πM4V q
2
|F pV π|2 , (D.146)
−
√
2GV + 4dm λ
PV
1 = 0 , (D.147)
F˜ pV π(q2) = −
2
√
2B0GV
F
M2VM
2
P
(M2P − q2)q2
. (D.148)
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Pseudoscalar Form Factor to Sπ (Figure D.5)
〈S0I=0(pS)π−(pπ)|id¯γ5u|0 〉 = F pSπ(q2) , (D.149)
F pSπ(q2) =
4B0 cm
F
− 2B0 cd
F
q2 −M2S
q2
+
4B0 dm
F
M2S − q2
M2P − q2
λSP1 , (D.150)
ImΠ
PP
(q2)|Sπ = θ(q2 −M2S)
1−M2S/q2
16π
|F pSπ(q2)|2 , (D.151)
λSP1 =
−2cm + cd
2dm
, (D.152)
F˜ pSπ(q2) =
4B0cm
F
M2P −M2S
M2P − q2
+
2B0cd
F
M2P
M2P − q2
(
M2S
q2
− 1
)
. (D.153)
Pseudoscalar Form Factor to VA (Figure D.6)
〈 V 0I=1(pV , εV )A−(pA, εA)|id¯γ5u|0 〉 =
i
MVMA
(qε∗V qε
∗
A − pV pA ε∗V ε∗A)F pV A(q2)
+ i ε∗V ε
∗
A G pV A(q2) , (D.154)
F pV A(q2) = −4
√
2B0
[
− 2λV A1 +
1
4 q2
(− 2(q2 +M2V +M2A)λV A2 + 2M2V λV A3
− (q2 +M2V −M2A)(λV A4 + 2λV A5 )
)
+
dm
M2P − q2
(
2λPV A0
− pV pA(λPV A2 + 2λPV A3 )−M2A(2λPV A4 + λPV A5 )−M2V λPV A6
)]
,
G pV A(q2) = −4
√
2B0MAMV
[ 1
2q2
(
2λV A2 + λ
V A
3
)
+
dm
M2P − q2
λPV A1
]
, (D.155)
ImΠ
PP
(q2)|V A = θ(q2 − (MV +MA)2)λ
1/2(q2,M2V ,M
2
A)
16πq2
{
− 6pApV
MAMV
Re{F sRRG sRR∗}
+
4M2AM
2
V − q4 + (q2 −M2V )2 + (q2 −M2A)2
2M2AM
2
V
|F sRR|2
+
10M2AM
2
V − q4 + (q2 −M2V )2 + (q2 −M2A)2
4M2AM
2
V
|G sRR|2
}
, (D.156)
λPV A2 + 2λ
PV A
3 =
1
2dm
(
8λV A1 + 2λ
V A
2 + λ
V A
4 + 2λ
V A
5
)
,
4λPV A0 + (M
2
V +M
2
A)(λ
PV A
2 + 2λ
PV A
3 )−M2A(4λPV A4 + 2λPV A5 )− 2M2V λPV A6 =
1
dm
(
4M2Pλ
V A
1 +(M
2
P−M2V −M2A)λV A2 +M2V λV A3 +
1
2
(M2P−M2V +M2A)(λV A4 + 2λV A5 )
)
,
2λPV A1 =
1
dm
(
2λV A2 + λ
V A
3
)
, (D.157)
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F˜ pV A(q2) =
√
2B0M
2
P
(M2P − q2)q2
[
2(M2V +M
2
A)λ
V A
2 −2M2V λV A3 +(M2V −M2A)(λV A4 +2λVA5 )
]
,
G˜ pV A(q2) = −2
√
2B0
MAMVM
2
P
(M2P − q2)q2
(
2λV A2 + λ
V A
3
)
. (D.158)
Pseudoscalar Form Factor to PV (Figure D.6)
〈P 0I=1(pP )V −(pV , ε)|id¯γ5u|0 〉 =
1
MV
qε∗F pPV (q2) , (D.159)
F pPV (q2) = 2
√
2B0
(
−M
2
V
q2
λPV1 −
2 dmM
2
V
M2P − q2
λV PP
)
, (D.160)
ImΠ
PP
(q2)|PV = θ(q2 − (MP +MV )2) λ
3/2 (q2,M2P ,M
2
V )
64πM4V q
2
|F pPV |2 , (D.161)
λV PP =
1
2dm
λPV1 , (D.162)
F˜ pV π(q2) = −2
√
2B0
M2VM
2
P
(M2P − q2)q2
λPV1 . (D.163)
Pseudoscalar Form Factor to SA (Figure D.6)
〈S0I=0(pS)A−(pA, ε)|id¯γ5u|0 〉 =
i
MA
qε∗F pSA(q2) , (D.164)
F pSA(q2) = 2
√
2B0
(
M2A
q2
λSA1 −
2 dmM
2
A
M2P − q2
λSPA
)
, (D.165)
ImΠ
PP
(q2)|SA = θ(q2 − (MS +MA)2) λ
3/2 (q2,M2S,M
2
A)
64πM4Aq
2
|F pSA|2 , (D.166)
λSPA = − 1
2dm
λSA1 , (D.167)
F˜ pSA(q2) = 2
√
2B0
M2AM
2
P
(M2P − q2)q2
λSA1 . (D.168)
Pseudoscalar Form Factor to SP (Figure D.6)
〈S0I=0(pS)P−(pP )|id¯γ5u|0 〉 = F pSP (q2) , (D.169)
F pSP (q2) = −4
√
2B0
[
λSP2 −
q2 +M2S −M2P
4 q2
λSP1
+
dm
2 (M2P − q2)
(
2λSPP0 + (q
2 +M2P −M2S)λSPP1
) ]
, (D.170)
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ImΠ
PP
(q2)|SP = θ(q2 − (MS +MP )2)λ
1/2(q2,M2S,M
2
P )
16πq2
|F pSP (q2)|2 , (D.171)
λSPP1 = −
1
2dm
λSP1 +
2
dm
λSP2 , (D.172)
F˜ pSP (q2) = −
4
√
2B0
M2P − q2
[(
−M
2
SM
2
P
4q2
+
M4P
4q2
− 3M
2
P
4
+
M2S
2
)
λSP1 +
+
(
2M2P −M2S
)
λSP2 + dmλ
SPP
0
]
. (D.173)
Pseudoscalar Form Factor to πγ (Figure D.7)
〈 γ (pγ , ε)π−(pπ)|id¯γ5u|0 〉 = e qε∗F pπγ(q2) , (D.174)
F pπγ(q2) =
2
√
2B0 F
q2
, (D.175)
ImΠ
PP
(q2)|πγ = 0 . (D.176)
Pseudoscalar Form Factor to Aγ (Figure D.8)
〈 γ(pγ, εγ)A−(pA, εA)|id¯γ5u|0 〉 = i e
MA
(qε∗γ qε
∗
A − pγpA ε∗γε∗A)F pAγ(q2) , (D.177)
F pAγ(q2) =
√
2FAB0
q2
− 16B0 dm
M2P − q2
λPA1 −
4
√
2B0 FV
M2V
{
− 2λV A1 +
1
4 q2
[
− 2(q2 +M2A)λV A2
− (q2 −M2A)(λV A4 + 2λV A5 )
]
+
dm
M2P − q2
[
2λPV A0 − pγpA(λPV A2 + 2λPV A3 )
−M2A(2λPV A4 + λPV A5 )
]}
, (D.178)
ImΠ
PP
(q2)|Aγ = θ(q2 −M2A)
(1−M2A/q2)3
32πM2A
e2 q4|F pAγ|2 , (D.179)
λPV A2 + 2λ
PV A
3 =
1
2dm
(
8λV A1 + 2λ
V A
2 + λ
V A
4 + 2λ
V A
5
)
, [cf D.157]
4λPV A0 +M
2
A(λ
PV A
2 + 2λ
PV A
3 − 4λPV A4 − 2λPV A5 ) =
1
dm
(
4M2Pλ
V A
1 + (M
2
P −M2A)λV A2
+
1
2
(M2P +M
2
A)(λ
V A
4 + 2λ
V A
5 )
)
− M
2
V
2
√
2FV dm
(√
2FA + 16dmλ
PA
1
)
,
[cf D.9,D.39,D.157] (D.180)
F˜ pAγ(q2) =
√
2B0M
2
P
(M2P − q2)q2
[
FA − FV
M2V
(−2M2AλV A2 +M2A(λV A4 + 2λV A5 )) ] . (D.181)
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Pseudoscalar Form Factor to Pγ (Figure D.8)
〈 γ (pγ, ε∗)P−(pP )|id¯γ5u|0 〉 = e qεF pPγ(q2) , (D.182)
F pPγ(q2) =
8B0 dm
M2P − q2
, (D.183)
ImΠ
PP
(q2)|Pγ = 0 . (D.184)
D.7 Form Factors with a Photon
As pointed out in Section 4.3, no new constraints have been obtained from the
analysis of form factors with a photon:
1. F vV γ and GvV γ (Eq. (D.44)): the 1st constraint is got by adding the 1st and the
3rd constraint of Eq. (D.19) (F vV V , GvV V and HvV V ); the 2nd one subtracting
the 1st constraint to the 3rd one of Eq. (D.19); and the 3rd one subtracting
the 3rd constraint to the 4th one of Eq. (D.19).
2. F vSγ (Eq. (D.49)): same constraint than the 1st one of Eq. (D.34) (F vSV and
GvSV ).
3. Faπγ (Eq. (D.84)): same constraint than the 1st one of Eq. (D.54) (FaV π and
GaV π).
4. FaAγ and GaAγ (Eq. (D.89)): the 1st constraint is the same than the 1st one of
Eq. (D.64) (FaV A, GaV A, HaV A and IaV A); the 2nd one is got subtracting two times
the 4th one of Eq. (D.24) (F vAA, GvAA and HvAA) to the 1st one of Eq. (D.64);
and the 3rd one is the same than the 4th one of Eq. (D.64).
5. FaPγ (Eq. (D.94)): same constraint than the 1st one of Eq. (D.69) (FaPV and
GaPV ).
6. F sV γ (Eq. (D.139)): the 1st constraint is the same than the 1st one of Eq. (D.114)
(F sV V and GsV V ); and the 2nd one can be obtained subtracting the 1st one of
Eq. (D.34) (F vSV and GvSV ) to four times the 2nd one of Eq. (D.114).
7. F sSγ: no constraints.
8. Fpπγ: no constraints.
9. FpAγ (Eq. (D.180)): the 1st one is the same than the 1st one of Eq. (D.157)
(FpV A and GpV A); and the 2nd one is got summing −M2V /(2dm) times the 1st
one of Eq. (D.9) (F vAπ and GvAπ), −M2V times the 1st one of Eq. (D.39) (F vPA
and GvPA) and the 2nd one of Eq. (D.157).
10. FpPγ: no constraints.
Appendix E
Dispersive Relations
In the purely perturbative calculation (without Dyson resummations) and under the
Single Resonance Approximation, the two-point function at next-to-leading order in
the 1/NC expansion reads as:
Π(t) =
D(t)
(M2R − t)2
, (E.1)
where MR is the mass of the corresponding resonance in the s–channel, and D(t) is
an analytical function except for the unitarity logarithmic branch (without poles).
In order to recover the correlator, the complex integration in the circuit of Fig-
ure E.1 is performed:
Π(q2) =
1
2πi
∮
dt
Π(t)
t− q2 . (E.2)
If it is assumed that |Π(t)| → 0 when |t| → ∞, the contribution from the external
circle of the circuit is zero and it is found that:
Π(q2) =
D(q2)
(M2R − q2)2
− ReD
′(M2R)
M2R − q2
+
ReD(M2R)
(M2R − q2)2
, (E.3)
with D′(t) ≡ d
dt
D(t) and being
D(q2)
(M2R − q2)2
= lim
ǫ→0
[∫ M2R−ǫ
0
dt
1
π
ImΠ(t)
t− q2 +
∫ ∞
M2
R
+ǫ
dt
1
π
ImΠ(t)
t− q2 −
2
πǫ
lim
t→M2
R
(
ImD(t)
t− q2
)]
,
(E.4)
which obeys D(M2R) = 0 and D
′(M2R) = 0. Notice that in order to recover D(q
2) it
is not necessary to know ImD(t) at t = M2R, but just the amplitude in the region
[0,+∞)− {M2R}, where Π(q2) is well defined.
It is important to remark that, in order to recover the proper asymptotic be-
haviour of Π(t), one must have a spectral function that vanishes at high energies,
so the form factors must follow the proper asymptotic behaviours.
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t
M R
2
Figure E.1: Integration circuit.
From Eq. (E.3), one notices that, as soon as the value of the real part of D(t) and
its first derivative are fixed at M2R, the whole correlator becomes fixed. This corre-
sponds to providing a renormalization prescription for the corresponding coupling
and resonance mass.
The fact that the spectral function vanishes at infinite momentum ensures that
there are no terms of the form Π(t) ∼ tm ln (−t), with m ≥ 0. Furthermore, the
polynomial terms Π(t) ∼ tm withm ≥ 0 must be also identically zero in order to keep
Π(t) → 0 at |t| → ∞. Hence, the expression in Eq. (E.3), is the general expression
for the correlator within the Single Resonance Approximation. The inclusion of
higher resonances can be performed in a straightforward way.
This means that although the presence of O(p4) χPT operators with NLO cou-
plings in 1/NC , L˜i, is not forbidden by the symmetry, the QCD short-distance be-
haviour imposes that, in our realization, they do not get renormalized, as suggested
in Ref. [37], and they do not contribute to the observable at the end of the day (the
polynomial terms Π(t) ∼ tm are identically zero). This lack of running in the L˜i
related to the analysed currents arisen in the one-loop analysis of the RχT gener-
ating functional with only pseudo-Goldstones, scalar and pseudoscalar resonances
after imposing the high energy constraints [54].
E.1 Diagrammatic Calculation
For sake of simplicity we will refer now just to the scalar correlator although the
extension to other channels is straight-forward. At tree-level order it is found that
Π
SS
(q2) =
16B20 c
2
m
M2S − q2
. (E.5)
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The resonance parameters cm and MS get renormalized at next-to-leading order
1/NC (cm = c
r
m + δcm and M
2
S = M
r 2
S + δM
2
S) in order to cancel the ultraviolet
divergences from the one-loop diagrams:
Π
SS
(q2)|tree = 16B
2
0 c
r 2
m
M r 2S − q2
+
32B20 c
r
m δcm
M r 2S − q2
−16B
2
0 c
r 2
m δM
2
S
(M2 rS − q2)2
+O
(
1
NC
)
, (E.6)
Π
SS
(q2)|1−loop = D(q
2)|1−loop
(M r 2S − q2)2
=
D(q2)
(M r 2S − q2)2
+
c1 + γ1 λ∞
M r 2S − q2
+
c2 + γ2 λ∞
(M r 2S − q2)2
, (E.7)
where D(t) is provided in terms of the spectral function in Eq. (E.4) and c1,2 and γ1,2
are constants determined by the one-loop calculation. Taking into account Eq. (E.3),
one gets
c1 + γ1 λ∞ = −Re
{
D ′(q2 = M r 2S )|1−loop
}
,
c2 + γ2 λ∞ = Re
{
D(q2 = M r 2S )|1−loop
}
. (E.8)
All the relevant ultraviolet divergences are shown in Eq. (E.7). As mentioned
before, the polynomial divergences Π
SS
(t) ∼ γ−m tm λ∞ cannot produce any con-
tribution at the end of the day, so they exactly cancel at any energy. Once again,
considering well behaved correlators –and therefore form factors– at large energies
is crucial.
The renormalization procedure through the cm and MS counterterms gives
32B20 c
r
mδcm + γ1 λ∞ = 0 ,
−16B0 cr 2m δM r 2S + γ2 λ∞ = 0 . (E.9)
The renormalized amplitude up to next-to-leading order in the 1/NC expansion
shows the general structure
Π
SS
(q2) =
D(q2)
(M r 2S − q2)2
+
16B0 c
r 2
m + c1
M r 2S − q2
+
c2
(M r 2S − q2)2
. (E.10)
The unknown subraction constants c1 and c2 can be absorved by a redefinition of
crm and M
r
S, so
Π
SS
(q2) =
D(q2)
(M r 2S − q2)2
+
16B0 c
r 2
m
M r 2S − q2
, (E.11)
where crm and M
r
S are now renormalization scale independent.
E.2 Contribution from High Mass Absorptive Cuts
Because of the approximation of neglecting intermediate states with two resonances,
made in Section 4.4, it is convenient to analyse the effect on the χPT couplings of
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absorptive cuts with higher and higher production thresholds. When the threshold
Λ2th is above the resonance mass M
2
R, one finds for the low energy limit q
2 ≪ Λ2th,
D(q2)
(M2R − q2)2
=
∫ ∞
Λ2
th
dt
1
π
ImΠ(t)
t− q2 =
∞∑
n=0
(
q2
Λ2th
)n ∫ ∞
1
dx
1
π
ImΠ(x · Λ2th)
xn+1
. (E.12)
The contributions become smaller and smaller as the value of the production thresh-
old Λ2th is increased, supporting the approximation in Section 4.4.
On the other hand, in the deep euclidean region Q2 = −q2 ≫ Λ2th, one gets∣∣∣∣∣ D(q2)(M2R − q2)2
∣∣∣∣∣ ≤ 1Q2
∫ ∞
Λ2
th
dt
1
π
|ImΠ(t)| , (E.13)
which becomes smaller and smaller as Λ2th is increased.
Appendix F
Second-order Fluctuation of the
Lagrangian
The expansion around the classical solution of the fields in our lagrangian of Eq. (5.1)
up to second order (as required for the one loop evaluation) gives:
∆LRχT = ∆L(2)pGB + ∆Lkin(S,P) + ∆L2(S) + ∆L2(P) + ∆L2(S,P) , (F.1)
where
∆L(2)pGB = −
F 2
8
〈χ+∆2 〉 + F
2
4
〈∇µ∆∇µ∆ + 1
4
[uµ,∆] [u
µ,∆] 〉 , (F.2)
∆Lkin(S,P) = 1
4
〈∇µεS∇µεS 〉 −
M2S
4
〈 εS εS 〉 +
1
32
〈 [[uµ,∆], S][[uµ,∆], S] 〉
− 1
8
〈 [∇µ∆,∆][S,∇µS] 〉 + 1
4
√
2
〈 [uµ,∆]
(
[S,∇µεS]− [∇µS, εS]
)
〉
+
1
4
〈∇µεP∇µεP 〉 −
M2P
4
〈 εP εP 〉 +
1
32
〈 [[uµ,∆], P ][[uµ,∆], P ] 〉
− 1
8
〈 [∇µ∆,∆][P,∇µP ] 〉+ 1
4
√
2
〈 [uµ,∆]
(
[P,∇µεP]−[∇µP, εP]
)
〉,(F.3)
∆L2(S) = − i cm
2
√
2
〈 εS{∆, χ−} 〉 −
cm
8
〈 {S,∆}{χ+,∆} 〉 − cd√
2
〈 εS{∇µ∆, uµ} 〉
+ 〈(cdS + λSS1 SS)(∇µ∆∇µ∆+18{[∆, [uµ,∆]], uµ}
)
〉+λ
SS
1
2
〈 ε2S uµuµ 〉
− λ
SS
1√
2
〈 {S, εS} {uµ,∇µ∆} 〉 + λSS2 〈S∇µ∆S∇µ∆ 〉 +
λSS2
2
〈 εSuµεSuµ 〉
−
√
2λSS2 〈 εS
(∇µ∆S uµ + uµS∇µ∆) 〉 + λSS2
4
〈 [[∆, uµ],∆]S uµS 〉
−λ
SS
3
8
〈 {SS,∆}{χ+,∆} 〉 − i λ
SS
3
2
√
2
〈 {S, εS}{χ−,∆} 〉+
λSS3
2
〈 ε2S χ+ 〉, (F.4)
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∆L2(P) = dm
2
√
2
〈 εP{∆, χ+} 〉 −
i dm
8
〈 {P,∆}{χ−,∆} 〉
+ λPP1 〈PP
(
∇µ∆∇µ∆+ 1
8
{[
∆, [uµ,∆]
]
, uµ
})
〉 + λ
PP
1
2
〈 ε2P uµuµ 〉
− λ
PP
1√
2
〈 {P, εP} {uµ,∇µ∆} 〉+ λPP2 〈P ∇µ∆P ∇µ∆ 〉+
λPP2
2
〈 εPuµεPuµ 〉
−
√
2λPP2 〈 εP
(∇µ∆P uµ + uµP ∇µ∆) 〉 〉 + λPP2
4
〈 [[∆, uµ],∆]P uµP 〉
−λ
PP
3
8
〈 {PP,∆}{χ+,∆} 〉− i λ
PP
3
2
√
2
〈 {P, εP}{χ−,∆} 〉+
λPP3
2
〈 ε2P χ+ 〉, (F.5)
∆L2(S,P) = λ
SP
1
8
〈 {∇µS, P}
[
[∆, uµ],∆
] 〉 − λSP1√
2
〈∇µ∆({∇µεS, P}+ {∇µS, εP}) 〉
+
λSP1
4
√
2
〈 [[uµ,∆], S]({εP, uµ} − √2{P,∇µ∆}) 〉+ λSP12 〈 {∇µεS, εP}uµ 〉
+
λSP1
4
√
2
〈 [[uµ,∆], εS]{P, uµ} 〉+ λSP18 〈 [[∆,∇µ∆], S]{P, uµ} 〉
− i λ
SP
2
8
〈 {S, P}{∆, {χ−,∆}} 〉+ λSP2
2
√
2
〈 {∆, χ+}
(
{εS, P}+ {S, εP}
)
〉
+
i λSP2
2
〈χ−{εS, εP} 〉 . (F.6)
The evaluation of the path integral requires a Gaussian rearrangement of the
integration variables. However the second-order fluctuation ∆LRχT does not have
this structure due to the terms 〈PP ∇µ∆∇µ∆ 〉, 〈P ∇µ∆P ∇µ∆ 〉, 〈S∇µ∆∇µ∆ 〉,
〈SS∇µ∆∇µ∆ 〉, 〈S∇µ∆S∇µ∆ 〉 and 〈 {∇µεS, P}∇µ∆ 〉 in Eqs. (F.4), (F.5) and
(F.6). A way out is provided by a redefinition of the fields that eliminates the
unwanted terms:
∆ → ∆− cd
F 2
{∆, S} − λ˜
SS
1
F 2
{∆, SS} −2λ˜
SS
2
F 2
S∆S − λ˜
PP
1
F 2
{∆, PP} −2λ˜
PP
2
F 2
P ∆P ,
εS → εS +
√
2λSP1 {P,∆} −
√
2λSP1 cd
F 2
{
P, {∆, S}} , (F.7)
where the following constants have been defined:
λ˜SS1 ≡ λSS1 −
3
2
c2d
F 2
, λ˜SS2 ≡ λSS2 −
3
2
c2d
F 2
,
λ˜PP1 ≡ λPP1 − (λSP1 )2 , λ˜PP2 ≡ λPP2 − (λSP1 )2 . (F.8)
The transformation of the integration measure only yields δ4(0) terms which have
no effect on the theory [67] 7.
7In dimensional regularization the later result is immediate, as δd(0) = 0.
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Performing the transformations given by Eq. (F.7) on ∆LRχT and keeping only
terms with up to two resonances we finally obtain:
∆LRχT = −1
2
∆i
(
d′µd
′µ + σ
)
ij
∆j − 1
2
εSi
(
dµdµ + k
S
)
ij
εSj −
1
2
εPi
(
dµdµ + k
P
)
ij
εPj
+ εSi a
S
ij ∆j + εPi a
P
ij ∆j + εPi a
SP
ij εSj
+ εSk b
S
µ ki d
µ
ij∆j + εPk b
P
µ ki d
µ
ij∆j + εPk b
SP
µ ki d
µ
ijεSj , (F.9)
that has the proper Gaussian structure and where the following definitions have
been introduced:
dµij = δij ∂
µ + γµij
∣∣
χ
, (F.10)
d′µij = d
µ
ij + γ
µ
ij
∣∣
R
, (F.11)
γµij
∣∣
χ
= −1
2
〈Γµ[λi, λj] 〉 , (F.12)
γµij
∣∣
R
=
cdλ
SP
1
2F 2
〈 {P, λi}{uµ, λj} 〉+ (− 1
16F 2
+
c2d
8F 4
)〈 [S,∇µS] [λi, λj ] 〉
− 1
16F 2
〈 [P,∇µP ] [λi, λj] 〉 − λ
SP
1
16F 2
〈 [S, {P, uµ}][λi, λj] 〉
+
λSS2 λ
SP
1
F 2
〈 {P, λi}
(
λjS u
µ + uµS λj
) 〉+ λSS1 λSP1
2F 2
〈{S, {P, λi}}{uµ, λj} 〉
− c
2
dλ
SP
1
2F 4
〈 {S, λi}
[
[P, uµ], λj
] 〉 − {i↔ j} , (F.13)
kSij = δijM
2
S −
λSS1
2
〈 uµuµ{λi, λj} 〉 − λSS2 〈 λiuµλjuµ 〉 −
λSS3
2
〈χ+{λi, λj} 〉 , (F.14)
kPij = δijM
2
P −
λPP1
2
〈 uµuµ{λi, λj} 〉 − λPP2 〈 λiuµλjuµ 〉 −
λPP3
2
〈χ+{λi, λj} 〉, (F.15)
σij =
1
16
〈χ+{λˆi, λˆj} 〉 − 1
16
〈 [uµ, λˆi][uµ, λˆj ] 〉
− cd
4F 2
〈∇2S{λi, λj} 〉+ cm
8F 2
〈 {S, λˆi}{χ+, λˆj} 〉+ cd
8F 2
〈 {S, uµ}[[uµ, λˆi], λˆj] 〉
− cdλ
SP
1
2F 2
(〈 {∇µP, λˆi}{uµ, λˆj} 〉+ 〈 {P, λˆi}{∇µuµ, λˆj} 〉)
+
i
2F 2
(dm
4
+ cmλ
SP
1
)〈 {P, λˆi}{χ−, λˆj} 〉 − 1
32F 2
〈 [S, [uµ, λi]][S, [uµ, λj]] 〉
128 Appendix F: Second-order Fluctuation of the Lagrangian
+
1
8F 2
〈 [uµ, λi]
[
uµ, λ˜
SS
1 {SS, λj}+ 2λ˜SS2 SλjS
)] 〉
+
1
8F 2
〈 [uµ, λi]
[
λj ,
(
λSS1 {SS, uµ}+ 2λSS2 SuµS
)]) 〉
− 1
8F 2
〈 {χ+, λi}
((
λ˜SS1 − λSS3
){SS, λj}+ 2λ˜SS2 SλjS) 〉
− c
2
d
2F 4
〈 {∇µS, λi}{∇µS, λj} 〉 − c
2
d
4F 4
〈 {S, λi}{∇2S, λj} 〉 − λ˜
SS
1
4F 2
〈∇2S2{λi, λj} 〉
− λ˜
SS
2
F 2
〈 λi∇µ
(∇µSλjS) 〉+ M2S(λSP1 )2
2F 2
〈 {P, λi}{P, λj} 〉
− λ˜
PP
1
8F 2
〈 {χ+, λi}{PP, λj} 〉 − λ˜
PP
2
4F 2
〈 {χ+, λi}P λjP 〉
− λ
SP
1 λ
SP
2
2F 2
〈{P, {P, λi}}{χ+, λj} 〉 + λPP3
8F 2
〈 {PP, λi}{χ+, λj} 〉
− λ
SS
3 (λ
SP
1 )
2
F 2
〈 {P, λi}{P, λj}χ+ 〉 − 1
32F 2
〈 [P, [uµ, λi]][P, [uµ, λj]] 〉
+
c2d(λ
SP
1 )
2
4F 4
〈 [[uµ, P ], λi][[uµ, P ], λj] 〉 − (λSP1 )2
4F 2
〈 [[uµ, λi], {P, λj}]{P, uµ} 〉
− 1
8F 2
〈
(
λPP1 {uµ, PP}+ 2λPP2 P uµP
)[
[λi, u
µ], λj
] 〉
− (λ
SP
1 )
2
F 2
〈 uµ{P, λi}
(
λSS1 {P, λj}uµ + λSS2 uµ{P, λj}
)
〉
+
λ˜PP1
8F 2
〈 [uµ, {PP, λi}][uµ, λj] 〉+ λ˜PP2
4F 2
〈 [uµ, P λiP ][uµ, λj] 〉
− λ˜
PP
1
4F 2
〈∇2P 2{λi, λj}〉 − λ˜
PP
2
F 2
〈 λi∇µ
(∇µPλjP )〉 − (λSP1 )2
2F 2
〈{∇µP, λi}{∇µP, λj}〉
+
iλSP2
8F 2
〈 {S, P}{λi, {χ−, λj}} 〉 + i λSS3 λSP1
2F 2
〈{S, {P, λi}}{χ−, λj} 〉
− c
2
dλ
SP
1
2F 4
〈 {P, λi}
{
uµ, {∇µS, λj}
} 〉 − λSS2 λSP1
F 2
〈∇µ
(
{P, λi}
(
λjSu
µ + uµSλj
)) 〉
− λ
SS
1 λ
SP
1
2F 2
〈 {P, λi}∇µ
{
S, {uµ, λj}
} 〉
+
λSP1
8F 2
〈 [uµ, λi]
([
λj, {∇µS, P}
]
+ 2
[∇µS, {P, λj}]− 2[S, {∇µP, λj}]) 〉
+
λSP1
2F 2
〈 {uµ, λi}
( c2d
F 2
{
P, {∇µS, λj}
}− λSS1 {S, {∇µP, λj}})〉+ {i↔ j}, (F.16)
aSij = − i cm
2
√
2F
〈χ−{λi, λˆj}〉 − 1
2
√
2F
〈[∇µS, λi][uµ, λˆj]〉 − 1
4
√
2F
〈[S, λi][∇µuµ, λˆj ]〉
+
c2d√
2F 3
〈{uµ, λi}{∇µS, λj}〉 − i λ
SS
3
2
√
2F
〈{S, λi}{χ−, λˆj}〉 −M
2
Sλ
SP
1√
2F
〈P{λi, λˆj}〉
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+
λSP2
2
√
2F
〈{P, λi}{χ+, λˆj}〉+λ
SP
1 λ
SS
3√
2F
〈{χ+, λi}{P, λˆj}〉 − λ
SP
1√
2F
〈∇2P{λi, λˆj}〉
− λ
SP
1
4
√
2F
〈{P, uµ}[λi, [uµ, λˆj ]]〉+ λSP1√
2F
〈{P, λˆj}
(
λSS1 {uµuµ, λi}+ 2λSS2 uµλiuµ
)
〉
+
cd√
2F 3
〈 {uµ, λi}
(
λ˜SS1 {∇µ(SS), λj}+ 2λ˜SS2 ∇µ(SλjS)
)
〉
+
√
2λSS2 cd
F 3
〈 {∇µS, λj}
(
Suµλi + λiuµS
)
〉+ λ
SS
1 cd√
2F 3
〈 {S, λi}
{
uµ, {∇µS, λj}
} 〉
+
cd
4
√
2F 3
〈[S, λi]
[
uµ, {∇µS, λj}
]〉+ i cm
2
√
2F 3
〈{χ−, λi}
(
λ˜SS1 {SS, λj}+2λ˜SS2 SλjS
)
〉
+
i cm
2
√
2F 3
〈 {χ−, λi}
(
λ˜PP1 {PP, λj}+ 2λ˜PP2 P λjP
)
〉
+
cd√
2F 3
〈 {uµ, λi}
(
λ˜PP1 {∇µ(PP ), λj}+ 2λ˜PP2 ∇µ(P λjP )
)
〉
+
cdλ
SP
1√
2F 3
〈 {∇µP, λi}{∇µS, λj} 〉 , (F.17)
aPij =
dm
2
√
2F
〈χ+{λi, λˆj}〉+ λ
SP
2
2
√
2F
〈{S, λi}{χ+, λˆj}〉 − λ
SP
1
4
√
2F
〈{uµ, λi}
[
S, [uµ, λˆj]
]〉
− 1
4
√
2F
〈
(
[P, λi][∇µuµ, λˆj] + 2[∇µP, λi][uµ, λˆj]
)
〉
+
i λSP1√
2F
λSP2 〈 {χ−, λi}{P, λˆj} 〉 −
i λPP3
2
√
2F
〈 {P, λi}{χ−, λˆj} 〉
+
(λSP1 )
2
√
2F
〈 {uµ, λi}{∇µP, λˆj} 〉+ cdλ
SP
1√
2F 3
〈 {∇µS, λi}{∇µS, λj} 〉
− dm
2
√
2F 3
〈{χ+, λi}
(
λ˜SS1 {SS, λj}+ 2λ˜SS2 S λjS + λ˜PP1 {PP, λj}+ 2λ˜PP2 P λjP
)
〉
− cd(λ
SP
1 )
2
√
2F 3
〈 {uµ, λi}
{
P, {∇µS, λj}
} 〉+ cd
4
√
2F 3
〈 [P, λi]
[
uµ, {∇µS, λj}
] 〉
+
cd√
2F 3
〈 {∇µS, λj}
(
λPP1
{
uµ, {P, λi}
}
+ 2λPP2 (P uµλi + λiuµP )
)
〉 , (F.18)
aSPij =
i λSP2
2
〈χ−{λi, λj} 〉 , (F.19)
bS
µ
ij = −
cd√
2F
〈 uµ{λi, λˆj} 〉 − 1
4
√
2F
〈 [S, λi][uµ, λˆj] 〉 − λ
SS
1√
2F
〈 {S, λi}{uµ, λˆj} 〉
−
√
2λSS2
F
〈S
(
uµλiλˆj + λˆjλiu
µ
)
〉 − λ
SP
1√
2F
〈∇µP{λi, λˆj}〉
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+
cd√
2F 3
〈{uµ, λi}
(
λ˜SS1 {SS, λj}+2λ˜SS2 SλjS+λ˜PP1 {PP, λj}+2λ˜PP2 PλjP
)
〉, (F.20)
bP
µ
ij = −
λSP1√
2F
〈∇µS{λi, λˆj} 〉 − 1
4
√
2F
〈 [P, λi][uµ, λˆj] 〉 − λ
PP
1√
2F
〈 {P, λi}{uµ, λˆj} 〉
−
√
2λPP2
F
〈P
(
uµλiλˆj + λˆjλiu
µ
)
〉+ (λ
SP
1 )
2
√
2F
〈 {uµ, λi}{P, λˆj} 〉 , (F.21)
bSP
µ
ij =
λSP1
2
〈 uµ{λi, λj} 〉 , (F.22)
and the following definitions have been used,
λˆi ≡ λi − cd
F 2
{λi, S} , ∇µ (AλiB) ≡ ∇µAλiB + Aλi∇µB , (F.23)
where A and B are any chiral tensor or resonance field.
As commented in the text we can write Eq. (F.9) as:
∆LRχT = − 1
2
η (Σµ Σ
µ + Λ ) η⊤ , (F.24)
where η collects the fluctuation fields, η =
(
∆i, εSj , εPk
)
, i, j, k = 0, ..., 8, η⊤ is its
transposed and Λ and Σµ are defined as:
(Λ)ij =

σ + 1
4
bSµ
⊤
bSµ −aS⊤ + 1
2
d˜µ−b
S
µ
⊤ −aP⊤ + 1
2
d˜µ−b
P
µ
⊤
+1
4
bPµ
⊤
bP µ +1
4
bPµ
⊤
bSP µ −1
4
bSµ
⊤
bSP µ
⊤
−aS + 1
2
d¯µ+b
S
µ k
S + 1
4
bS µbSµ
⊤ −aSP⊤ + 1
2
dˆµbSPµ
⊤
+1
4
bSPµ
⊤
bPµ +1
4
bSPµ
⊤
bSPµ +1
4
bS µbPµ
⊤
−aP + 1
2
d¯µ+b
P
µ −aSP + 12 dˆµbSPµ kP + 14bPµbPµ
⊤
−1
4
bSP µbSµ +
1
4
bPµbSµ
⊤
+1
4
bSPµbSPµ
⊤

ij
.
(F.25)
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(Σµ)ij = δij ∂µ + (Yµ)ij , (F.26)
(Yµ)ij =

γ′µ
1
2
bSµ
⊤ 1
2
bPµ
⊤
−1
2
bSµ γµ
1
2
bSPµ
⊤
−1
2
bPµ −12bSPµ γµ

ij
, (F.27)
Here some new expressions have been defined:
γµ = γµ
∣∣
χ
,
γ′µ = γµ
∣∣
χ
+ γµ
∣∣
R
,
dˆµX = ∂µX + [ γµ , X ] ,
d˜µ±X = dˆµX ± (γ′µ − γµ) X ,
d¯µ±X = dˆµX ± X (γ′µ − γµ) . (F.28)
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Appendix G
β-function Coefficients
The divergent part of the RχT lagrangian shown in Chapter 5, at one loop, can be
expressed in a basis of operators that satisfy the same symmetry requirements that
our starting lagrangian of Eq. (5.1). At one loop our bare lagrangian reads:
L1 =
18∑
i=1
αiOi +
66∑
i=1
βRi ORi +
379∑
i=1
βRRi ORRi . (G.1)
The notation of Section 5.3.3 is followed. The couplings in the lagrangian LL=1 read:
αi = µ
D−4
(
αri (µ) +
1
(4π)2
1
D − 4 γi
)
,
βRi = µ
D−4
(
βR,ri (µ) +
1
(4π)2
1
D − 4 γ
R
i
)
,
βRRi = µ
D−4
(
βRR,ri (µ) +
1
(4π)2
1
D − 4 γ
RR
i
)
, (G.2)
where γi, γ
R
i and γ
RR
i are the divergent coefficients that constitute the β-function of
our lagrangian. γRi and γ
RR
i are given in Tables G.1 and G.2, while γi were shown
in Table 5.1.
We indicate with an asterisk all the operators whose β-function coefficient van-
ishes once the short-distance constraints of Eqs. (5.2) and (5.3) are considered.
Table G.1: Operators with one resonance and their β-function coefficients.
i ORi γRi
1 〈Su · u 〉 −3NF−4c3dM2S + 2NF−2cdλSS1 M2S + 4NF−2cdλSS2 M2S −
NF−2cdM2S(λ
SP
1 )
2 −NF−2cdM2P (λSP1 )2
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2 〈S 〉〈 u · u 〉 −3F−4c3dM2S + 2F−2cdλSS1 M2S − F−2cdM2S(λSP1 )2 +
F−2cdM2S − F−2cdM2P (λSP1 )2
3 〈 uµ 〉〈 uµS 〉 −2F−4c3dM2S + 4F−2cdλSS1 M2S + 4F−2cdλSS2 M2S +
2F−2cdM2S(λ
SP
1 )
2 − F−2cdM2S
4 〈Sχ+ 〉 −2NF−4c2dcmM2S−2NF−2dmM2SλSP1 +1/2NF−2cdM2S−
2NF−2cmM2S(λ
SP
1 )
2 −NF−2cmM2P (λSP1 )2
5 〈S 〉〈χ+ 〉 −2F−4c2dcmM2S − 2F−2dmM2SλSP1 + 1/2F−2cdM2S −
2F−2cmM2S(λ
SP
1 )
2 − F−2cmM2P (λSP1 )2
6∗ 〈Suµuνuµuν 〉 −2/3NF−6c5d + 2/3NF−4c3dλSS1 + 4/3NF−4c3dλSS2 −
1/3NF−4c3d(λ
SP
1 )
2+1/6NF−4c3d+1/3NF
−2cdλSS1 (λ
SP
1 )
2−
1/3NF−2cdλSS1 + 2/3NF
−2cdλSS2 (λ
SP
1 )
2 −
2/3NF−2cdλSS2 − 1/12NF−2cd(λSP1 )2 + 1/12NF−2cd
7 〈Su · uu · u 〉 10/3NF−6c5d + 2/3NF−4c3dλSS1 − 8/3NF−4c3dλSS2 +
5/3NF−4c3d(λ
SP
1 )
2+1/6NF−4c3d+7/3NF
−2cdλSS1 (λ
SP
1 )
2−
4/3NF−2cdλSS1 − 2NF−2cd(λSS1 )2 −
4/3NF−2cdλSS2 (λ
SP
1 )
2 + 4/3NF−2cdλSS2 −
1/12NF−2cd(λSP1 )
2 − 1/24NF−2cd
8 〈 uνSuνu · u 〉 −2/3NF−6c5d + 2/3NF−4c3dλSS1 + 10/3NF−4c3dλSS2 −
1/3NF−4c3d(λ
SP
1 )
2 − 1/3NF−4c3d − 4NF−2cdλSS1 λSS2 −
2/3NF−2cdλSS1 (λ
SP
1 )
2 + 2/3NF−2cdλSS1 +
8/3NF−2cdλSS2 (λ
SP
1 )
2 − 2/3NF−2cdλSS2 −
1/3NF−2cd(λSP1 )
2 + 1/12NF−2cd
9 〈S 〉〈 u · uu · u 〉 8/3F−6c5d+4/3F−4c3dλSS1 −2F−4c3dλSS2 +4/3F−4c3d(λSP1 )2+
1/2F−4c3d − 1/3F−2cdλSS1 (λSP1 )2 + 1/3F−2cdλSS1 −
2F−2cd(λSS1 )
2−F−2cdλSS2 +5/12F−2cd(λSP1 )2−1/24F−2cd
10 〈 uµ 〉〈 uµ {S, u · u} 〉 4/3F−6c5d−4/3F−4c3dλSS1 +2F−4c3dλSS2 +2/3F−4c3d(λSP1 )2−
3/2F−4c3d − 4F−2cdλSS1 λSS2 − 5/3F−2cdλSS1 (λSP1 )2 +
8/3F−2cdλSS1 − 2F−2cd(λSS1 )2 + cdF−2λSS2 (λSP1 )2 −
1/6F−2cd(λSP1 )
2 + 1/24F−2cd
11 〈 uµS 〉〈 uµu · u 〉 8F−4c3dλSS1 −2F−4c3d−8F−2cdλSS1 λSS2 +2F−2cdλSS1 (λSP1 )2−
4F−2cd(λSS1 )
2+2F−2cdλSS2 −1/2F−2cd(λSP1 )2+1/4F−2cd
12∗ 〈S 〉〈 uµuνuµuν 〉 −2/3F−6c5d + 2/3F−4c3dλSS1 − 1/3F−4c3d(λSP1 )2 +
1/2F−4c3d + 1/3F
−2cdλSS1 (λ
SP
1 )
2 − 1/3F−2cdλSS1 +
1/12F−2cd(λSP1 )
2 − 1/12F−2cd
13 〈Suνuµuν 〉〈 uµ 〉 −8/3F−6c5d + 8/3F−4c3dλSS1 + 4F−4c3dλSS2 −
4/3F−4c3d(λ
SP
1 )
2 + F−4c3d + 4/3F
−2cdλSS1 (λ
SP
1 )
2 −
4/3F−2cdλSS1 − 2F−2cdλSS2 (λSP1 )2 + 2F−2cdλSS2 −
8F−2cd(λSS2 )
2 + 5/6F−2cd(λSP1 )
2 − 1/3F−2cd
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14 〈Suµuν 〉〈 uµuν 〉 −8F−6c5d + 8F−4c3dλSS1 + 16F−4c3dλSS2 − 4F−4c3d(λSP1 )2 +
2F−4c3d−8F−2cdλSS1 λSS2 +4F−2cdλSS1 (λSP1 )2−2F−2cdλSS1 +
4F−2cdλSS2 (λ
SP
1 )
2 − 2F−2cdλSS2 − 8F−2cd(λSS2 )2
15 〈Su · u 〉〈 u · u 〉 4F−6c5d + 4F−4c3dλSS1 + 2F−4c3d(λSP1 )2 + F−4c3d −
4F−2cdλSS1 λ
SS
2 + 2F
−2cdλSS1 (λ
SP
1 )
2 − F−2cdλSS1 −
4F−2cd(λSS1 )
2 + 2F−2cdλSS2 (λ
SP
1 )
2 − F−2cdλSS2
16 i 〈 uµfµν+ uνS 〉 1/3NF−4c3d − 1/3NF−2cdλSS1 − 2/3NF−2cdλSS2 +
1/12NF−2cd
17 i 〈 {S, uµuν}fµν+ 〉 −1/6NF−4c3d + 1/6NF−2cdλSS1 + 1/3NF−2cdλSS2 −
1/24NF−2cd
18 i 〈 uµ 〉〈 fµν+ [S, uν ] 〉 −1/3F−4c3d + 1/3F−2cdλSS1 + 1/12F−2cd
19 i 〈S 〉〈 fµν+ uµuν 〉 −2/3F−4c3d + 2/3F−2cdλSS1 + 1/6F−2cd
20 〈 fµν− {uµ,∇νS} 〉 1/3NF−4c3d − 1/3NF−2cdλSS1 − 2/3NF−2cdλSS2 +
1/12NF−2cd
21 〈 uµ 〉〈 fµν− ∇νS 〉 2/3F−4c3d − 2/3F−2cdλSS1 − 1/6F−2cd
22 〈 uµfµν− 〉〈∇νS 〉 2/3F−4c3d − 2/3F−2cdλSS1 − 1/6F−2cd
23 〈Sfµν− f−µν 〉 1/3NF−4c3d − 1/3NF−2cdλSS1 − 2/3NF−2cdλSS2 +
1/12NF−2cd
24 〈S 〉〈 fµν− f−µν 〉 1/3F−4c3d − 1/3F−2cdλSS1 − 1/12F−2cd
25 〈S {χ+, u · u} 〉 2NF−6c4dcm − NF−4dmc2dλSP1 + NF−4c2dcmλSS1 −
2NF−4c2dcmλ
SS
2 + NF
−4c2dcm(λ
SP
1 )
2 + 1/4NF−4c2dcm +
NF−4c3dλ
SS
3 + 1/2NF
−4c3d + 2NF
−2dmλSS1 λ
SP
1 −
NF−2dmλSS2 λ
SP
1 − NF−2cdλSS1 λSS3 − NF−2cdλSS1 +
1/2NF−2cdλSS2 + NF
−2cdλSS3 (λ
SP
1 )
2 − 1/4NF−2cdλSS3 +
1/2NF−2cdλSP1 λ
SP
2 −1/8NF−2cd+2NF−2cmλSS1 (λSP1 )2−
1/2NF−2cmλSS1 −NF−2cmλSS2 (λSP1 )2 + 1/8NF−2cm
26∗ 〈 uνSuνχ+ 〉 −2NF−4c2dcmλSS1 + 4NF−4c2dcmλSS2 − 1/2NF−4c2dcm +
2NF−4c3dλ
SS
3 − NF−2dmλSS1 λSP1 + 4NF−2dmλSS2 λSP1 −
3/4NF−2dmλSP1 + 1/2NF
−2cdλSS1 − 4NF−2cdλSS2 λSS3 −
NF−2cdλSS2 + 1/8NF
−2cd − NF−2cmλSS1 (λSP1 )2 +
4F−2NcmλSS2 (λ
SP
1 )
2 − 3/4NF−2cm(λSP1 )2
27 〈Su · u 〉〈χ+ 〉 4F−6c4dcm − 2F−4dmc2dλSP1 + 2F−4c2dcmλSS1 −
2F−4c2dcmλ
SS
2 + 2F
−4c2dcm(λ
SP
1 )
2 + 2F−4c3dλ
SS
3 +
F−4c3d + 3F
−2dmλSS1 λ
SP
1 + 2F
−2dmλSS2 λ
SP
1 −
3/4F−2dmλSP1 − 2F−2cdλSS1 λSS3 − 3/2F−2cdλSS1 −
4F−2cdλSS2 λ
SS
3 + 1/2F
−2cdλSS3 + F
−2cdλSP1 λ
SP
2 −
1/8F−2cd + 3F−2cmλSS1 (λ
SP
1 )
2 + 2F−2cmλSS2 (λ
SP
1 )
2 −
F−2cmλSS2 − 3/4F−2cm(λSP1 )2 + 1/4F−2cm
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28 〈Sχ+ 〉〈 u · u 〉 4F−6c4dcm − 2F−4dmc2dλSP1 − 4F−4c2dcmλSS1 +
2F−4c2dcm(λ
SP
1 )
2 + F−4c2dcm + 4F
−4c3dλ
SS
3 + F
−4c3d −
F−2dmλSS1 λ
SP
1 + 3/4F
−2dmλSP1 − 2F−2cdλSS1 λSS3 +
1/2F−2cdλSS1 − F−2cdλSS2 + 2F−2cdλSS3 (λSP1 )2 −
3/2F−2cdλSS3 + F
−2cdλSP1 λ
SP
2 − 3/8F−2cd −
F−2cmλSS1 (λ
SP
1 )
2 − F−2cmλSS1 + 3/4F−2cm(λSP1 )2 +
1/4F−2cm
29 〈 uµ 〉〈 uµ {S, χ+} 〉 4F−6c4dcm + 2F−4dmc2dλSP1 − 4F−4c2dcmλSS1 −
2F−4c2dcmλ
SS
2 + 2F
−4c2dcm(λ
SP
1 )
2 − 1/2F−4c2dcm −
F−4c3d−F−2dmλSS1 λSP1 −F−2dmλSS2 λSP1 −2F−2cdλSS1 λSS3 +
1/2F−2cdλSS1 − 2F−2cdλSS2 λSS3 + 1/2F−2cdλSS2 −
2F−2cdλSS3 (λ
SP
1 )
2+F−2cdλSS3 −F−2cdλSP1 λSP2 +1/4F−2cd−
F−2cmλSS1 (λ
SP
1 )
2 + F−2cmλSS1 − F−2cmλSS2 (λSP1 )2 −
1/4F−2cm
30 〈 uµS 〉〈 uµχ+ 〉 8F−6c4dcm + 4F−4dmc2dλSP1 − 4F−4c2dcmλSS1 −
8F−4c2dcmλ
SS
2 + 4F
−4c2dcm(λ
SP
1 )
2 − F−4c2dcm +
4F−4c3dλ
SS
3 −2F−4c3d−2F−2dmλSS1 λSP1 −2F−2dmλSS2 λSP1 −
4F−2cdλSS1 λ
SS
3 +F
−2cdλSS1 −4F−2cdλSS2 λSS3 +F−2cdλSS2 −
2F−2cdλSP1 λ
SP
2 + 1/2F
−2cd − 2F−2cmλSS1 (λSP1 )2 −
2F−2cmλSS2 (λ
SP
1 )
2 + 2F−2cmλSS2 − 1/2F−2cm
31 〈S 〉〈χ+u · u 〉 4F−6c4dcm − 2F−4dmc2dλSP1 − 2F−4c2dcmλSS1 −
2F−4c2dcmλ
SS
2 + 2F
−4c2dcm(λ
SP
1 )
2 + F−4c2dcm +
2F−4c3dλ
SS
3 + F
−4c3d − F−2dmλSS1 λSP1 + 3/4F−2dmλSP1 −
2F−2cdλSS1 λ
SS
3 +1/2F
−2cdλSS1 −F−2cdλSS2 −1/2F−2cdλSS3 +
F−2cdλSP1 λ
SP
2 −3/8F−2cd−F−2cmλSS1 (λSP1 )2−F−2cmλSS2 +
3/4F−2cm(λSP1 )
2 + 1/4F−2cm
32∗ i 〈χ− {uµ,∇µS} 〉 3NF−4dmc2dλSP1 + 3NF−4c2dcm − 3/2NF−4c3d −
NF−2dmλSS1 λ
SP
1 − 2NF−2dmλSS2 λSP1 − 3/4NF−2dmλSP1 +
3/2NF−2dm(λSP1 )
3 + 1/2NF−2cdλSS1 + NF
−2cdλSS2 +
3NF−2cdλSP1 λ
SP
2 − 3/2NF−2cd(λSP1 )2 + 3/8NF−2cd −
NF−2cmλSS1 − 2NF−2cmλSS2 + 3/2NF−2cm(λSP1 )2 −
3/4NF−2cm
33∗ i 〈 uµχ− 〉〈∇µS 〉 −2F−4dmc2dλSP1 − 2F−4c2dcm+F−4c3d− 2F−2dmλSS1 λSP1 +
3/2F−2dmλSP1 − F−2dm(λSP1 )3 + F−2cdλSS1 −
2F−2cdλSP1 λ
SP
2 +F
−2cd(λSP1 )
2−3/4F−2cd−2F−2cmλSS1 −
F−2cm(λSP1 )
2 + 3/2F−2cm
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34∗ i 〈χ− 〉〈 uµ∇µS 〉 6F−4dmc2dλSP1 + 6F−4c2dcm − 3F−4c3d − 2F−2dmλSS1 λSP1 −
4F−2dmλSS2 λ
SP
1 − 3/2F−2dmλSP1 + 3F−2dm(λSP1 )3 +
F−2cdλSS1 +2F
−2cdλSS2 +6F
−2cdλSP1 λ
SP
2 −3F−2cd(λSP1 )2+
3/4F−2cd− 2F−2cmλSS1 − 4F−2cmλSS2 +3F−2cm(λSP1 )2−
3/2F−2cm
35∗ i 〈χ−∇µS 〉〈 uµ 〉 −2F−4dmc2dλSP1 − 2F−4c2dcm+F−4c3d− 2F−2dmλSS1 λSP1 +
3/2F−2dmλSP1 − F−2dm(λSP1 )3 + F−2cdλSS1 −
2F−2cdλSP1 λ
SP
2 +F
−2cd(λSP1 )
2−3/4F−2cd−2F−2cmλSS1 −
F−2cm(λSP1 )
2 + 3/2F−2cm
36 〈Sχ+χ+ 〉 −4NF−4dmcdcmλSP1 − 2NF−4d2mcd − NF−4cdc2m +
4NF−4c2dcmλ
SS
3 + 2NF
−4c2dcm + 4NF
−2dmλSS3 λ
SP
1 +
2NF−2dmλSP2 −NF−2cdλSS3 −1/4NF−2cd−NF−2cmλSS1 +
4NF−2cmλSS3 (λ
SP
1 )
2 + 2NF−2cmλSP1 λ
SP
2 + 1/4NF
−2cm
37 〈S 〉〈χ+χ+ 〉 −4F−4dmcdcmλSP1 − 2F−4d2mcd−F−4cdc2m+2F−4c2dcm+
2F−2dmλSP2 − 1/4F−2cd−F−2cmλSS2 +2F−2cmλSP1 λSP2 +
1/4F−2cm
38 〈Sχ+ 〉〈χ+ 〉 −8F−4dmcdcmλSP1 − 4F−4d2mcd − 2F−4cdc2m +
4F−4c2dcmλ
SS
3 + 4F
−4c2dcm + 4F
−2dmλSS3 λ
SP
1 +
4F−2dmλSP2 − F−2cdλSS3 − 1/2F−2cd − F−2cmλSS1 −
F−2cmλSS2 + 4F
−2cmλSS3 (λ
SP
1 )
2 + 4F−2cmλSP1 λ
SP
2 +
1/2F−2cm
39 〈Sχ−χ− 〉 8NF−4dmcdcmλSP1 − 6NF−4dmc2dλSP1 + 6NF−4cdc2m −
8NF−4c2dcm + 5/2NF
−4c3d + NF
−2dmλSS1 λ
SP
1 +
2NF−2dmλSS2 λ
SP
1 −2NF−2dmλSS3 λSP1 +1/4NF−2dmλSP1 −
4NF−2dm(λSP1 )
2λSP2 − 1/2NF−2cdλSS1 − NF−2cdλSS2 +
NF−2cdλSS3 − 2NF−2cdλSP1 λSP2 + NF−2cd(λSP1 )2 −
1/8NF−2cd + NF−2cmλSS1 + 2NF
−2cmλSS2 −
2NF−2cmλSS3 −NF−2cm(λSP1 )2 + 1/4NF−2cm
40 〈S 〉〈χ−χ− 〉 4F−4dmcdcmλSP1 − 2F−4dmc2dλSP1 + 2F−4cdc2m −
2F−4c2dcm+1/2F
−4c3d+F
−2dmλSS1 λ
SP
1 −2F−2dmλSS3 λSP1 −
1/4F−2dmλSP1 − 1/2F−2cdλSS1 + F−2cdλSS3 + 1/8F−2cd +
F−2cmλSS1 − 2F−2cmλSS3 − 1/4F−2cm
41 〈Sχ− 〉〈χ− 〉 12F−4dmcdcmλSP1 − 8F−4dmc2dλSP1 + 8F−4cdc2m −
10F−4c2dcm+3F
−4c3d+2F
−2dmλSS1 λ
SP
1 +2F
−2dmλSS2 λ
SP
1 −
4F−2dmλSS3 λ
SP
1 − 4F−2dm(λSP1 )2λSP2 − F−2cdλSS1 −
F−2cdλSS2 +2F
−2cdλSS3 −2F−2cdλSP1 λSP2 +F−2cd(λSP1 )2+
2F−2cmλSS1 + 2F
−2cmλSS2 − 4F−2cmλSS3 − F−2cm(λSP1 )2
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42 i 〈Pχ− 〉 −2NF−2dmM2P (λSP1 )2 + 4NF−2dmM2S(λSP1 )2 +
NF−2M2P cdλ
SP
1 − 2NF−2M2P cmλSP1 − 2NF−2cdM2SλSP1 +
4NF−2cmM2Sλ
SP
1 −NF−2dmM2S(λSP1 )2 −NF−2cdM2SλSP1
43 i 〈P 〉〈χ− 〉 −2F−2dmM2P (λSP1 )2+4F−2dmM2S(λSP1 )2+F−2M2P cdλSP1 −
2F−2M2P cmλ
SP
1 − 2F−2cdM2SλSP1 + 4F−2cmM2SλSP1 −
F−2dmM2S(λ
SP
1 )
2 − F−2cdM2SλSP1
44 〈∇µPuνuµuν 〉 −1/3NF−2λPP1 cdλSP1 + 2/3NF−2λPP2 cdλSP1 +
1/12NF−2cdλSP1
45 〈 u · u {uµ,∇µP} 〉 2/3NF−2λPP1 cdλSP1 + 2/3NF−2λPP2 cdλSP1 −
NF−2cdλSS1 λ
SP
1 + 7/12NF
−2cdλSP1 − 1/2NF−2cd(λSP1 )3
46 〈 uµ 〉〈∇µPu · u 〉 F−2λPP1 cdλSP1 + 2F−4c3dλSP1 − 5/4F−2cdλSP1 +
F−2cd(λSP1 )
3 − 2F−2cdλPP1 λSP1
47 〈 uµ 〉〈∇νP {uµ, uν} 〉 2F−4c3dλSP1 − F−2λPP1 cdλSP1 − 2F−2λPP2 cdλSP1 −
2F−2cdλSS2 λ
SP
1 − 5/4F−2cdλSP1 + 2F−2cd(λSP1 )3
48 〈 uµuν 〉〈 uν∇µP 〉 −2F−2λPP1 cdλSP1 − 4F−2cdλSS2 λSP1 + 5/2F−2cdλSP1
49 〈 uµu · u 〉〈∇µP 〉 2F−4c3dλSP1 + F−2λPP1 cdλSP1 − 2F−2cdλSS1 λSP1 −
5/4F−2cdλSP1 + F
−2cd(λSP1 )
3
50 〈 u · u 〉〈 uµ∇µP 〉 F−2λPP1 cdλSP1 + 2F−2λPP2 cdλSP1 − 2F−2cdλSS1 λSP1 +
5/4F−2cdλSP1 − F−2cd(λSP1 )3
51 〈 [P, uµuν ]fµν− 〉 −1/3NF−4c3dλSP1
52∗ 〈χ+ {uµ,∇µP} 〉 −NF−4c2dcmλSP1 + NF−2dmλPP1 + 2NF−2dmλPP2 −
3/2NF−2dm(λSP1 )
2 + 3/4NF−2dm + NF−2λPP1 cmλ
SP
1 +
2NF−2λPP2 cmλ
SP
1 − NF−2cdλSS3 λSP1 + 1/4NF−2cdλSP1 +
3/4NF−2cmλSP1 − 3/2NF−2cm(λSP1 )3
53∗ 〈 uµχ+ 〉〈∇µP 〉 2F−4c2dcmλSP1 +2F−2dmλPP1 +F−2dm(λSP1 )2−3/2F−2dm+
2F−2λPP1 cmλ
SP
1 − 2F−2cdλSS3 λSP1 − 1/2F−2cdλSP1 −
3/2F−2cmλSP1 + F
−2cm(λSP1 )
3
54∗ 〈χ+ 〉〈 uµ∇µP 〉 −2F−4c2dcmλSP1 + 2F−2dmλPP1 + 4F−2dmλPP2 −
3F−2dm(λSP1 )
2 + 3/2F−2dm + 2F−2λPP1 cmλ
SP
1 +
4F−2λPP2 cmλ
SP
1 − 2F−2cdλSS3 λSP1 + 1/2F−2cdλSP1 +
3/2F−2cmλSP1 − 3F−2cm(λSP1 )3
55∗ 〈χ+∇µP 〉〈 uµ 〉 2F−4c2dcmλSP1 +2F−2dmλPP1 +F−2dm(λSP1 )2−3/2F−2dm+
2F−2λPP1 cmλ
SP
1 − 2F−2cdλSS3 λSP1 − 1/2F−2cdλSP1 −
3/2F−2cmλSP1 + F
−2cm(λSP1 )
3
56 i 〈P {χ−, u · u} 〉 −NF−4dmλPP1 c2d+6NF−4dmc2d(λSP1 )2−1/4NF−4dmc2d+
4NF−4c2dcmλ
SP
1 − 5/2NF−4c3dλSP1 + NF−4c3dλSP2 +
2NF−2dmλPP1 (λ
SP
1 )
2 − 1/2NF−2dmλPP1 −
NF−2dmλPP2 (λ
SP
1 )
2 − 2NF−2dmλSS1 (λSP1 )2 +
1/2NF−2dm(λSP1 )
4+1/8NF−2dm−1/2NF−2λPP1 cdλSP1 −
NF−2λPP1 cdλ
SP
2 + 2NF
−2λPP1 cmλ
SP
1 +NF
−2λPP2 cdλ
SP
1 −
NF−2λPP2 cmλ
SP
1 −1/2NF−2λPP3 cdλSP1 +NF−2cdλSS1 λSP1 +
1/4NF−2cdλSP1 +6NF
−2cd(λSP1 )
2λSP2 −2NF−2cd(λSP1 )3−
1/4NF−2cdλSP2 − 2NF−2cmλSS1 λSP1 + 1/2NF−2cm(λSP1 )3
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57∗ i 〈 uνPuνχ− 〉 −2NF−4dmc2d(λSP1 )2 − 2NF−4c2dcmλSP1 + NF−4c3dλSP1 −
NF−2dmλPP1 (λ
SP
1 )
2 + 4NF−2dmλPP2 (λ
SP
1 )
2 −
3/4NF−2dm(λSP1 )
2 + 1/2NF−2λPP1 cdλ
SP
1 −
NF−2λPP1 cmλ
SP
1 − NF−2λPP2 cdλSP1 − 4NF−2λPP2 cdλSP2 +
4NF−2λPP2 cmλ
SP
1 + 3/8NF
−2cdλSP1 +
2NF−2cd(λSP1 )
2λSP2 − 1/2NF−2cd(λSP1 )3 −
3/4NF−2cmλSP1
58 i 〈 uµ 〉〈 uµ {P, χ−} 〉 −2F−4dmλPP1 c2d + 2F−4dmc2d(λSP1 )2 + 1/2F−4dmc2d +
2F−4c2dcmλ
SP
1 − 2F−4c3dλSP2 − F−2dmλPP1 (λSP1 )2 +
F−2dmλPP1 − F−2dmλPP2 (λSP1 )2 − 4F−2dmλSS2 (λSP1 )2 +
F−2dm(λSP1 )
4 − 1/4F−2dm + 1/2F−2λPP1 cdλSP1 −
2F−2λPP1 cdλ
SP
2 − F−2λPP1 cmλSP1 − 2F−2λPP2 cdλSP2 −
F−2λPP2 cmλ
SP
1 + F
−2λPP3 cdλ
SP
1 + 2F
−2cdλSS2 λ
SP
1 −
5/8F−2cdλSP1 − 2F−2cd(λSP1 )2λSP2 + 1/2F−2cd(λSP1 )3 +
F−2cdλSP2 − 4F−2cmλSS2 λSP1 + F−2cm(λSP1 )3
59 i 〈 uµP 〉〈 uµχ− 〉 −4F−4dmλPP2 c2d + 4F−4dmc2d(λSP1 )2 + F−4dmc2d +
4F−4c2dcmλ
SP
1 − 2F−4c3dλSP1 − 2F−2dmλPP1 (λSP1 )2 −
2F−2dmλPP2 (λ
SP
1 )
2 + 2F−2dmλPP2 − 8F−2dmλSS2 (λSP1 )2 +
2F−2dm(λSP1 )
4 − 1/2F−2dm + F−2λPP1 cdλSP1 −
4F−2λPP1 cdλ
SP
2 − 2F−2λPP1 cmλSP1 + 2F−2λPP2 cdλSP1 −
4F−2λPP2 cdλ
SP
2 − 2F−2λPP2 cmλSP1 + 2F−2λPP3 cdλSP1 +
4F−2cdλSS2 λ
SP
1 + 1/4F
−2cdλSP1 − F−2cd(λSP1 )3 −
8F−2cmλSS2 λ
SP
1 + 2F
−2cm(λSP1 )
3
60 i 〈Pu · u 〉〈χ− 〉 −2F−4dmλPP2 c2d + 10F−4dmc2d(λSP1 )2 − 1/2F−4dmc2d +
6F−4c2dcmλ
SP
1 − 3F−4c3dλSP1 + 3F−2dmλPP1 (λSP1 )2 +
2F−2dmλPP2 (λ
SP
1 )
2 − F−2dmλPP2 − 4F−2dmλSS1 (λSP1 )2 −
3/4F−2dm(λSP1 )
2 + F−2dm(λSP1 )
4 + 1/4F−2dm −
1/2F−2λPP1 cdλ
SP
1 − 2F−2λPP1 cdλSP2 + 3F−2λPP1 cmλSP1 −
4F−2λPP2 cdλ
SP
2 + 2F
−2λPP2 cmλ
SP
1 − F−2λPP3 cdλSP1 +
2F−2cdλSS1 λ
SP
1 + 1/8F
−2cdλSP1 + 12F
−2cd(λSP1 )
2λSP2 −
7/2F−2cd(λSP1 )
3 + 1/2F−2cdλSP2 − 4F−2cmλSS1 λSP1 −
3/4F−2cmλSP1 + F
−2cm(λSP1 )
3
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61 i 〈P 〉〈χ−u · u 〉 −2F−4dmλPP2 c2d + 2F−4dmc2d(λSP1 )2 − 1/2F−4dmc2d −
2F−4c2dcmλ
SP
1 + F
−4c3dλ
SP
1 − F−2dmλPP1 (λSP1 )2 −
F−2dmλPP2 − 4F−2dmλSS1 (λSP1 )2 + 3/4F−2dm(λSP1 )2 +
F−2dm(λSP1 )
4 + 1/4F−2dm + 3/2F−2λPP1 cdλ
SP
1 −
2F−2λPP1 cdλ
SP
2 − F−2λPP1 cmλSP1 − F−2λPP3 cdλSP1 +
2F−2cdλSS1 λ
SP
1 − 3/8F−2cdλSP1 + 4F−2cd(λSP1 )2λSP2 −
3/2F−2cd(λSP1 )
3 − 1/2F−2cdλSP2 − 4F−2cmλSS1 λSP1 +
3/4F−2cmλSP1 + F
−2cm(λSP1 )
3
62 i 〈Pχ− 〉〈 u · u 〉 −2F−4dmλPP1 c2d + 2F−4dmc2d(λSP1 )2 − 1/2F−4dmc2d −
2F−4c2dcmλ
SP
1 + 2F
−4c3dλ
SP
2 − F−2dmλPP1 (λSP1 )2 −
F−2dmλPP1 − 4F−2dmλSS1 (λSP1 )2 + 3/4F−2dm(λSP1 )2 +
F−2dm(λSP1 )
4 + 1/4F−2dm + 3/2F−2λPP1 cdλ
SP
1 −
2F−2λPP1 cdλ
SP
2 − F−2λPP1 cmλSP1 + F−2λPP2 cdλSP1 −
F−2λPP3 cdλ
SP
1 + 2F
−2cdλSS1 λ
SP
1 + 3/8F
−2cdλSP1 +
6F−2cd(λSP1 )
2λSP2 − 5/2F−2cd(λSP1 )3 − 3/2F−2cdλSP2 −
4F−2cmλSS1 λ
SP
1 + 3/4F
−2cmλSP1 + F
−2cm(λSP1 )
3
63 i 〈P {χ−, χ+} 〉 4NF−4dmcdcm(λSP1 )2+3/2NF−4dmcdcm−NF−4dmc2d+
2NF−4d2mcdλ
SP
1 + 2NF
−4cdc2mλ
SP
1 − 2NF−4c2dcmλSP1 +
2NF−4c2dcmλ
SP
2 +NF
−2dmλPP2 + 2NF
−2dmλPP3 (λ
SP
1 )
2 −
NF−2dmλPP3 −2NF−2dmλSS3 (λSP1 )2+5NF−2dmλSP1 λSP2 −
3/2NF−2dm(λSP1 )
2+1/4NF−2dm+1/2NF−2λPP1 cmλ
SP
1 +
NF−2λPP2 cmλ
SP
1 − NF−2λPP3 cdλSP1 + NF−2λPP3 cmλSP1 +
NF−2cdλSS3 λ
SP
1 − 2NF−2cmλSS3 λSP1 + 5/8NF−2cmλSP1 +
8NF−2cm(λSP1 )
2λSP2 − 5/2NF−2cm(λSP1 )3 −NF−2cmλSP2
64 i 〈P 〉〈χ−χ+ 〉 −F−4dmcdcm − 4F−4cdc2mλSP1 + 2F−4c2dcmλSP1 +
F−2dmλPP1 − F−2dmλPP2 − 2F−2dmλPP3 −
4F−2dmλSS3 (λ
SP
1 )
2 + 2F−2dmλSP1 λ
SP
2 + F
−2λPP1 cmλ
SP
1 −
2F−2λPP3 cmλ
SP
1 + 2F
−2cdλSS3 λ
SP
1 − 1/2F−2cdλSP1 +
F−2cdλSP2 − 4F−2cmλSS3 λSP1 + 3/4F−2cmλSP1 +
4F−2cm(λSP1 )
2λSP2 − F−2cm(λSP1 )3 − 2F−2cmλSP2
65 i 〈Pχ+ 〉〈χ− 〉 8F−4dmcdcm(λSP1 )2 + 3F−4dmcdcm − 2F−4dmc2d +
4F−4d2mcdλ
SP
1 + 4F
−4cdc2mλ
SP
1 − 2F−4c2dcmλSP1 +
F−2dmλPP1 − F−2dmλPP2 + 4F−2dmλPP3 (λSP1 )2 −
2F−2dmλPP3 − 4F−2dmλSS3 (λSP1 )2 + 6F−2dmλSP1 λSP2 −
F−2dm(λSP1 )
2 + F−2λPP1 cmλ
SP
1 − 2F−2λPP3 cdλSP1 +
2F−2λPP3 cmλ
SP
1 + 2F
−2cdλSS3 λ
SP
1 − 1/2F−2cdλSP1 +
F−2cdλSP2 − 4F−2cmλSS3 λSP1 + 3/4F−2cmλSP1 +
12F−2cm(λSP1 )
2λSP2 − 3F−2cm(λSP1 )3 − 2F−2cmλSP2
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66 i 〈Pχ− 〉〈χ+ 〉 −F−4dmcdcm − 4F−4cdc2mλSP1 + 4F−4c2dcmλSP2 +
2F−2dmλPP2 − 2F−2dmλPP3 − 4F−2dmλSS3 (λSP1 )2 +
6F−2dmλSP1 λ
SP
2 − 2F−2dm(λSP1 )2 + 1/2F−2dm +
F−2λPP1 cmλ
SP
1 + 2F
−2λPP2 cmλ
SP
1 − 2F−2λPP3 cmλSP1 +
2F−2cdλSS3 λ
SP
1 − 4F−2cmλSS3 λSP1 + 5/4F−2cmλSP1 +
8F−2cm(λSP1 )
2λSP2 − 3F−2cm(λSP1 )3 − 2F−2cmλSP2
Table G.2: Operators with two resonances, scalars and pseudoscalars, and their
β-function coefficients.
i ORRi γRRi
1 〈SS 〉 NF−4c2dM4S +NF−2M4S(λSP1 )2 +NF−2M2PM2S(λSP1 )2
2 〈S 〉2 F−4c2dM4S + F−2M4S(λSP1 )2 + F−2M2PM2S(λSP1 )2
3 〈SSu · u 〉 −4NF−4c2dλSS1 M2S − 4NF−4c2dλSS2 M2S −
2NF−4c2dM
2
S(λ
SP
1 )
2 − NF−4c2dM2S −
4NF−2λSS1 M
2
S(λ
SP
1 )
2 + 1/2NF−2λSS1 M
2
S +
NF−2(λSS1 )
2M2S + 2NF
−2λSS2 M
2
S(λ
SP
1 )
2 +
4NF−2(λSS2 )
2M2S+1/16NF
−2M2S−2NF−2λSS1 M2P (λSP1 )2
4 〈 uνSuνS 〉 −2NF−4c2dλSS1 M2S−4NF−4c2dλSS2 M2S+3/2NF−4c2dM2S+
4NF−2λSS1 λ
SS
2 M
2
S + NF
−2λSS1 M
2
S(λ
SP
1 )
2 −
4NF−2λSS2 M
2
S(λ
SP
1 )
2 − NF−2λSS2 M2S +
3/4NF−2M2S(λ
SP
1 )
2 − 2NF−2λSS2 M2P (λSP1 )2
5 〈 uµ 〉〈 uµSS 〉 −4F−4c2dλSS1 M2S − 4F−4c2dλSS2 M2S − 4F−4c2dM2S(λSP1 )2 +
2F−4c2dM
2
S + 4F
−2λSS1 λ
SS
2 M
2
S + 2F
−2λSS1 M
2
S(λ
SP
1 )
2 −
2F−2λSS1 M
2
S + 2F
−2(λSS1 )
2M2S + 2F
−2λSS2 M
2
S(λ
SP
1 )
2 +
F−2λSS2 M
2
S − 1/8F−2M2S
6 〈 uµS 〉2 −4F−4c2dλSS1 M2S − 4F−4c2dλSS2 M2S − 4F−4c2dM2S(λSP1 )2 +
2F−4c2dM
2
S + 4F
−2λSS1 λ
SS
2 M
2
S + 2F
−2λSS1 M
2
S(λ
SP
1 )
2 +
2F−2(λSS1 )
2M2S + 2F
−2λSS2 M
2
S(λ
SP
1 )
2 − 3F−2λSS2 M2S +
4F−2(λSS2 )
2M2S + 1/8F
−2M2S
7 〈S 〉〈Su · u 〉 −8F−4c2dλSS1 M2S − 8F−4c2dλSS2 M2S − 4F−4c2dM2S(λSP1 )2 −
2F−4c2dM
2
S + 4F
−2λSS1 λ
SS
2 M
2
S − 2F−2λSS1 M2S(λSP1 )2 +
2F−2(λSS1 )
2M2S − 2F−2λSS2 M2S(λSP1 )2 + 3F−2λSS2 M2S −
1/8F−2M2S − 2F−2λSS1 M2P (λSP1 )2 − 2F−2λSS2 M2P (λSP1 )2
8 〈SS 〉〈 u · u 〉 −2F−4c2dλSS1 M2S − 2F−4c2dM2S(λSP1 )2 − 5/2F−4c2dM2S +
F−2λSS1 M
2
S(λ
SP
1 )
2 + 3/2F−2λSS1 M
2
S + F
−2(λSS1 )
2M2S −
3/4F−2M2S(λ
SP
1 )
2 + 1/16F−2M2S
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9 〈SSχ+ 〉 4NF−4dmcdM2SλSP1 +NF−4cdcmM2S−4NF−4c2dλSS3 M2S−
2NF−4c2dM
2
S + NF
−2λSS1 M
2
S − 4NF−2λSS3 M2S(λSP1 )2 −
2NF−2M2Sλ
SP
1 λ
SP
2 − 2NF−2λSS3 M2P (λSP1 )2
10 〈S 〉〈Sχ+ 〉 8F−4dmcdM2SλSP1 + 2F−4cdcmM2S − 4F−4c2dλSS3 M2S −
4F−4c2dM
2
S + 2F
−2λSS2 M
2
S − 4F−2λSS3 M2S(λSP1 )2 −
4F−2M2Sλ
SP
1 λ
SP
2 − 2F−2λSS3 M2P (λSP1 )2
11 〈SS 〉〈χ+ 〉 4F−4dmcdM2SλSP1 + F−4cdcmM2S − 2F−4c2dM2S +
F−2λSS1 M
2
S − 2F−2M2SλSP1 λSP2
12 〈 uµuνSuµuνS 〉 2/3NF−8c6d − 8/3NF−6c4dλSS2 − 1/3NF−4c2dλSS1 +
2/3NF−4c2d(λ
SS
1 )
2 + 1/3NF−4c2dλ
SS
2 +
8/3NF−4c2d(λ
SS
2 )
2 − 1/6NF−4c2d(λSP1 )2 −
1/24NF−4c2d − 1/12NF−2λSS1 (λSP1 )2 + 1/24NF−2λSS1 +
1/6NF−2(λSS1 )
2(λSP1 )
2 − 1/12NF−2(λSS1 )2 +
1/6NF−2λSS2 (λ
SP
1 )
2 − 1/3NF−2(λSS2 )2 −
1/32NF−2(λSP1 )
2 + 1/64NF−2
13 〈SuµSuνuµuν 〉 −8/3NF−6c4dλSS1 + 2/3NF−6c4d + 4NF−4c2dλSS1 λSS2 −
2/3NF−4c2dλ
SS
1 (λ
SP
1 )
2 + 2/3NF−4c2dλ
SS
1 −
NF−4c2dλ
SS
2 + 1/6NF
−4c2d(λ
SP
1 )
2 − 1/6NF−4c2d +
2/3NF−2λSS1 λ
SS
2 (λ
SP
1 )
2 − 2/3NF−2λSS1 λSS2 −
1/6NF−2λSS2 (λ
SP
1 )
2 + 1/6NF−2λSS2
14 〈Su · uSu · u 〉 2/3NF−8c6d + 4NF−6c4dλSS1 − 8/3NF−6c4dλSS2 −
4NF−4c2dλ
SS
1 λ
SS
2 +2NF
−4c2dλ
SS
1 (λ
SP
1 )
2+2/3NF−4c2dλ
SS
1 +
2/3NF−4c2d(λ
SS
1 )
2 − NF−4c2dλSS2 + 8/3NF−4c2d(λSS2 )2 −
1/12NF−4c2d − 2NF−2λSS1 λSS2 (λSP1 )2 −
1/12NF−2λSS1 (λ
SP
1 )
2 − 1/16NF−2λSS1 +
13/6NF−2(λSS1 )
2(λSP1 )
2 − 1/2NF−2(λSS1 )2 −
NF−2(λSS1 )
3 +NF−2(λSS2 )
2 + 1/96NF−2(λSP1 )
2
15 〈SSuµuνuµuν 〉 4/3NF−8c6d − 2/3NF−6c4dλSS1 − 8/3NF−6c4dλSS2 +
2/3NF−6c4d(λ
SP
1 )
2 − 2/3NF−6c4d −
1/3NF−4c2dλ
SS
1 (λ
SP
1 )
2 + 1/6NF−4c2dλ
SS
1 +
1/3NF−4c2d(λ
SS
1 )
2 − 4/3NF−4c2dλSS2 (λSP1 )2 +
NF−4c2dλ
SS
2 + 4/3NF
−4c2d(λ
SS
2 )
2 + 1/6NF−4c2d(λ
SP
1 )
2 +
5/48NF−4c2d + 1/24NF
−2λSS1 − 1/12NF−2(λSS1 )2 −
1/6NF−2λSS2 (λ
SP
1 )
2 + 2/3NF−2(λSS2 )
2(λSP1 )
2 −
1/3NF−2(λSS2 )
2 + 1/24NF−2(λSP1 )
2 − 5/192NF−2
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16 〈SSu · uu · u 〉 4/3NF−8c6d + 10/3NF−6c4dλSS1 − 8/3NF−6c4dλSS2 +
2/3NF−6c4d(λ
SP
1 )
2 + 4/3NF−6c4d − 4NF−4c2dλSS1 λSS2 +
5/3NF−4c2dλ
SS
1 (λ
SP
1 )
2 + 1/6NF−4c2dλ
SS
1 +
1/3NF−4c2d(λ
SS
1 )
2 − 4/3NF−4c2dλSS2 (λSP1 )2 −
5/3NF−4c2dλ
SS
2 + 4/3NF
−4c2d(λ
SS
2 )
2 + 7/48NF−4c2d −
2NF−2λSS1 λ
SS
2 (λ
SP
1 )
2 − 1/24NF−2λSS1 +
2NF−2(λSS1 )
2(λSP1 )
2 − 11/12NF−2(λSS1 )2 +
2/3NF−2(λSS2 )
2(λSP1 )
2 + 1/3NF−2(λSS2 )
2 + 1/192NF−2
17 〈 uνSuν {S, u · u} 〉 −8/3NF−6c4dλSS1 + 4NF−6c4dλSS2 − 1/3NF−6c4d +
6NF−4c2dλ
SS
1 λ
SS
2 − 2/3NF−4c2dλSS1 (λSP1 )2 −
11/6NF−4c2dλ
SS
1 +2NF
−4c2dλ
SS
2 (λ
SP
1 )
2+3/2NF−4c2dλ
SS
2 −
4NF−4c2d(λ
SS
2 )
2 − 1/3NF−4c2d(λSP1 )2 − 1/24NF−4c2d +
14/3NF−2λSS1 λ
SS
2 (λ
SP
1 )
2 + 1/3NF−2λSS1 λ
SS
2 −
3/4NF−2λSS1 (λ
SP
1 )
2 − 2NF−2(λSS1 )2λSS2 −
NF−2(λSS1 )
2(λSP1 )
2 + 1/3NF−2λSS2 (λ
SP
1 )
2 +
1/24NF−2λSS2 − 2NF−2(λSS2 )2(λSP1 )2
18 〈 uµSuµuνSuν 〉 2/3NF−8c6d − 8/3NF−6c4dλSS2 − 4NF−4c2dλSS1 λSS2 +
2/3NF−4c2dλ
SS
1 + 2/3NF
−4c2d(λ
SS
1 )
2 − 4/3NF−4c2dλSS2 +
20/3NF−4c2d(λ
SS
2 )
2 + 1/6NF−4c2d(λ
SP
1 )
2 + 1/8NF−4c2d −
2NF−2λSS1 λ
SS
2 (λ
SP
1 )
2 + 5/12NF−2λSS1 (λ
SP
1 )
2 −
1/24NF−2λSS1 + 1/6NF
−2(λSS1 )
2(λSP1 )
2 +
1/12NF−2(λSS1 )
2 − 5/3NF−2λSS2 (λSP1 )2 +
4F−2NF−2(λSS2 )
2(λSP1 )
2 + 1/3NF−2(λSS2 )
2 +
17/96NF−2(λSP1 )
2 − 1/64NF−2
19 〈 uνSSuνu · u 〉 4/3NF−8c6d − 14/3NF−6c4dλSS1 − 8/3NF−6c4dλSS2 +
2/3NF−6c4d(λ
SP
1 )
2 + 1/3NF−6c4d + 8NF
−4c2dλ
SS
1 λ
SS
2 −
1/3NF−4c2dλ
SS
1 (λ
SP
1 )
2 + 1/6NF−4c2dλ
SS
1 +
7/3NF−4c2d(λ
SS
1 )
2 − 4/3NF−4c2dλSS2 (λSP1 )2 −
1/3NF−4c2dλ
SS
2 +4/3NF
−4c2d(λ
SS
2 )
2−1/6NF−4c2d(λSP1 )2−
3/16NF−4c2d − 4NF−2λSS1 (λSS2 )2 + 1/8NF−2λSS1 +
1/4NF−2(λSS1 )
2 + 1/6NF−2λSS2 (λ
SP
1 )
2 +
2/3NF−2(λSS2 )
2(λSP1 )
2−1/24NF−2(λSP1 )2−5/192NF−2
