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Abstract
Sequences with optimal correlation properties are much sought after
for applications in communication systems. In 1980, Alltop (IEEE Trans.
Inf. Theory 26(3):350-354, 1980) described a set of sequences based on
a cubic function and showed that these sequences were optimal with re-
spect to the known bounds on auto and crosscorrelation. Subsequently
these sequences were used to construct mutually unbiased bases (MUBs),
a structure of importance in quantum information theory. The key feature
of this cubic function is that its difference function is a planar function.
Functions with planar difference functions have been called Alltop func-
tions. This paper provides a new family of Alltop functions and establishes
the use of Alltop functions for construction of sequence sets and MUBs.
keywords: Planar function, Alltop function, mutually unbiased bases, MUBs,
CDMA.
1 Introduction
Sequences with optimal correlation properties are much sought after for appli-
cations in communication systems. The root mean square (rms) correlation and
the maximum correlation amplitudes of a sequence are the two correlations of
interest in the design of code-division multiple access (CDMA) and such other
systems [7]. There are known bounds on these correlations - Welch’s bounds
[23] and Levenstein’s bounds [11] - and there is ongoing research into the design
of sequences that meet these bounds [25, 21]. For example it is known that
no set of N sequences of period K can meet the Welch bound for maximum
correlation if N > K2 [7]. Thus, for N > K2, sequences are considered optimal
if they meet the Levenstein bounds.
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In 1980, Alltop [1] constructed complex periodic sequences which nearly
meet the Welch bound for maximum correlation, using a cubic polynomial over
the field Fp for p prime, p > 3. This construction was extended [12] to all
prime power fields Fpr for p > 3 and used to construct mutually unbiased
bases (MUBs), structures of importance in quantum information theory [24].
MUBs were originally constructed byWooters and Fields in 1989 using quadratic
functions over all prime power fields, with the construction being generalized to
using planar functions [18, 7] in 2007. In addition, Ding and Yin [7] also show
that the associated complex periodic sequences meet the Levenstein bound for
maximum correlation for N > K2.
The difference function of the Alltop (cubic) polynomial is a planar function
and consequently, functions whose difference functions are planar were called
‘Alltop functions’ [9]. Coincidentally, the MUBs constructed from the cubic
Alltop polynomial ([12]) are equivalent to the set of MUBs constructed using
a quadratic function, which is planar [8]. The question that arises is whether
there exist Alltop polynomials other than a cubic polynomial. Initial searches
for Alltop functions have shown that several classes of planar functions are not
the difference functions of any polynomial [9]. In this paper we extend those
results and give a family of Alltop functions whose difference functions are EA-
equivalent to x2, but which are themselves EA-inequivalent to x3.
The paper is organized in the following manner: Section 2 describes some of
the properties of Alltop polynomials, highlighting some analogous properties to
planar polynomials. In Section 3, a family of Alltop functions is constructed.
These Alltop functions are shown to be EA-inequivalent to x3 even though their
difference functions are EA-equivalent to x2.
In Section 4 it is shown that any Alltop function also generates a complete
set of MUBs while in Section 5 it is shown that any Alltop function generates
sets of sequences which are optimal with respect to the Levenstein bound for
maximum correlations.
2 Properties of Alltop polynomials
Let Fpr be a field of characteristic p. A function f : Fpr → Fpr is called a
planar function if for every a ∈ F∗pr the function ∆f,a : x 7→ f(a + x) − f(x)
is a bijection [6]. Planar functions do not exists when p = 2 [17]. A function
A : Fpr → Fpr is called an Alltop function if ∆A,a(x) is a planar function for all
a ∈ F∗pr [9]. Here, as shown in [9, Thm 15], p cannot equal 3, and hence p ≥ 5.
Planar functions have been used to construct mutually unbiased bases [12,
18] and sequences with low autocorrelation [7]. The feature of planar functions
that is used in these applications is the magnitude of the character sum.
Theorem 1. [5, Thm 2.3] Let Π(x) be a planar function on Fpr , ω = e
2ipi/p,
2
and χ(x) = ω tr(x), then ∣∣∣∣∣∣
∑
x∈Fpr
χ(aΠ(x) + bx)
∣∣∣∣∣∣ =
√
pr (1)
for any b ∈ Fpr and a ∈ F∗pr .
Another useful property of planar functions is that the planarity of the func-
tion is preserved when composed with a linearized (also called additive) poly-
nomial [6].
A function L(x) ∈ Fpr [x] is called additive if L(x) + L(y) = L(x+ y) for all
x, y ∈ Fpr . All additive functions on Fpr have the shape L(x) =
∑r−1
k=0 akx
pk ,
ak ∈ Fpr [6]. Additive polynomials have a useful property with relation to
difference functions:
Lemma 2. [6, Lem 2.2] If f, L ∈ Fpr [x] with L(x) an additive polynomial, and
a ∈ F∗pr , then
∆f,L(a)(L(x)) = ∆f◦L,a(x) (2)
A simple calculation [6] shows that if Π(x) is a planar polynomial, L(x) an
additive polynomial and c ∈ Fpr , then
Π′(x) = Π(x) + L(x) + c (3)
is also a planar polynomial.
A Dembowski-Ostrom polynomial [6] is a polynomial f(x) ∈ Fpr [x] with the
shape
f(x) =
r−1∑
i,j=0
aijx
pi+pj with aij ∈ Fpr .
Most known planar functions are Dembowski Ostrom polynomials.
The Alltop analogue to equation (3) is given below.
Lemma 3. If A(x) is an Alltop function, Π(x) a Dembowski-Ostrom planar
function, L(x) an additive function and c ∈ Fpr then
A′(x) = A(x) + Π(x) + L(x) + c (4)
is also an Alltop function.
Proof. For a ∈ F∗pr ,
∆A′,a(x) =A
′(x + a)−A′(x), (5)
=A(x+ a) + Π(x+ a) + L(x+ a) + c
−A(x) −Π(x) − L(x)− c, (6)
= (A(x+ a)−A(x)) + (Π(x + a)−Π(x))
+ (L(x+ a)− L(x)) . (7)
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Note that (A(x + a)−A(x)) is a planar function, (Π(x+ a)−Π(x)) is a linear
permutation, and (L(x+ a)− L(x)) = L(a) is a constant. Hence from equation
3, ∆A′,a(x) is a planar function for every a ∈ F∗pr , implying that A′(x) is an
Alltop function.
Lemma 4. [6, Lem 2.3] Let L(x) be an additive polynomial, then the following
are equivalent
(i) Π(L(x)) is a planar polynomial.
(ii) L(Π(x)) is a planar polynomial.
(iii) Π(x) is a planar polynomial and L(x) is a permutation polynomial.
An additive polynomial, L(x), is a permutation polynomial over Fpr if and
only if L(x) has no nonzero roots in Fpr [16, Thm 7.9]. An analogous result to
Lemma 4 holds for Alltop functions:
Lemma 5. Let L(x) be an additive polynomial, then the following are equiva-
lent.
(i) A(L(x)) is an Alltop polynomial.
(ii) L(A(x)) is an Alltop polynomial.
(iii) A(x) is an Alltop polynomial and L(x) is a permutation polynomial.
Proof. Follows closely the proof of Lemma 4 as published in [6, Lem 2.3]. Let
a ∈ F∗pr , then
∆L◦A,a(x) =L(A(x+ a))− L(A(x))
=L(A(x+ a)−A(x))
=L(∆A,a(x)). (8)
If L(A(x)) is an Alltop polynomial, then ∆L◦A,a(x) is a planar polynomial, and
hence from equation (8), L(∆A,a(x)) is a planar polynomial. From Lemma 4,
L(x) is a permutation polynomial and ∆A,a(x) is a planar polynomial, and hence
A(x) is an Alltop polynomial. Thus (ii)⇒(iii). Conversely if (iii) holds then
equation (8) shows that L(A(x)) is an Alltop polynomial, and hence (iii)⇒(ii).
To show that (i)⇒(iii) consider A(L(x)), and suppose that ∆A◦L,a(x) is a
planar polynomial for all a ∈ F∗pr . Using Lemma 2 ∆A,L(a)(L(x)) is also a planar
polynomial. Since L(x) is an additive polynomial, from Lemma 4, ∆A◦L,a(x)
is a planar polynomial and L(x) is a permutation polynomial. This holds for
all a ∈ F∗pr , thus A(x) is an Alltop polynomial. The converse result, (iii)⇒(i),
follows immediately from Lemma 2.
Lemma 4 leads to the definition of extended affine equivalence for planar
functions. An affine function is an additive function plus a constant. Two
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functions f1, f2 are extended affine (EA) equivalent if there exist affine functions
l1, l2, l3 such that f1(x) = l1◦f2◦l2(x)+l3(x) where l1, l2 are permutations. Using
geometric arguments Coulter and Matthews [6, §5] show that any function EA-
equivalent to a planar function, is a planar function, and thus the set of planar
functions may be partitioned into EA-equivalence classes. The following is the
analogue for Alltop functions.
Lemma 6. Let l1, l2, l3 be affine functions with l1(x) and l2(x) permutations,
and d(x) a Dembowski-Ostrom polynomial. If A(x) is an Alltop polynomial on
Fpr and
A′(x) = l1 ◦A ◦ l2(x) + d(x) + l3(x) (9)
then A′(x) is an Alltop polynomial, and there exists b ∈ F∗pr such that for a ∈
F∗pr ,∆A,a(x) is EA-equivalent to ∆A′,b(x).
Proof. Let l1(x) = L1(x) + c1 and l2(x) = L2(x) + c2 where L1(x), L2(x) are
additive functions, and c1, c2 ∈ Fpr . For b ∈ F∗pr ,
∆l1◦A,b(x) =l1 ◦A(x + b)− l1 ◦A(x) (10)
=L1 ◦A(x + b) + c1 − L1 ◦A(b)− c1 (11)
=L1 ◦∆A,b(x) (12)
which is similar to equation 8.
∆A◦l2,b(x) =A ◦ l2(x + b)−A ◦ l2(x) (13)
=A(L2(x+ b) + c2)−A(L2(x) + c2) (14)
=A(L2(x) + L2(b) + c2)−A(L2(x) + c2) (15)
=A(l2(x) + L2(b))−A(l2(x)) (16)
=∆A,L2(b)(l2(x)) (17)
Let g(x) = d(x) + l3(x) then ∆g,b(x) is an affine function. Using equations (12,
17),
∆A′,b(x) =L1 ◦∆A,L2(b)(l2(x)) + ∆g,b(x). (18)
By taking a = L2(b) then a 6= 0 and ∆A,a(x) is EA-equivalent to ∆A′,b(x).
Note that for d(x) 6= 0, A(x) and A′(x) are EA-inequivalent yet ∆A,a(x)
and ∆A′,a(x) are EA-equivalent for all a ∈ F∗pr such that L2(a) = a. Thus an
EA-equivalence class of planar functions may contain several EA-equivalence
classes of Alltop functions.
Theorem 7. [14] Let L1(x), L2(x) ∈ Fpr [x] be additive polynomials where p >
2. If Π(x) = L1(x)L2(x) is a planar polynomial then L1(x) and L2(x) are both
permutation polynomials.
An analogous result also holds for Alltop functions:
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Theorem 8. Let L1(x), L2(x), L3(x) ∈ Fpr [x] be additive polynomials where p >
3. If A(x) = L1(x)L2(x)L3(x) is an Alltop polynomial then L1(x), L2(x), L3(x)
are all permutation polynomials.
Proof. For a ∈ F∗pr , the difference function of A(x) is
∆A,a(x) =L1(x)L2(x)L3(a) + L1(x)L2(a)L3(x)
+ L1(a)L2(x)L3(x) + La(x) + c (19)
where La(x) is an additive polynomial, and c ∈ Fpr . Let
Πa(x) =L1(x)L2(x)L3(a) + L1(x)L2(a)L3(x)
+ L1(a)L2(x)L3(x), (20)
then ∆A,a(x) is planar if and only if Πa(x) is planar for all a ∈ F∗pr . Further,
for b ∈ F∗pr ,
∆Πa,b(x) =L1(x)[L2(a)L3(b) + L2(b)L3(a)]
+ L2(x)[L1(a)L3(b) + L1(b)L3(a)]
+ L3(x)[L1(a)L2(b) + L1(b)L2(a)] + c (21)
where c ∈ Fpr .
Let Mab(x) = ∆Πa,b − c. Then Mab(x) is an additive polynomial, and is
thus a permutation polynomial if and only if its only root is 0 [16, Thm 7.9].
Putting a = b gives
Maa(x) =72L1(x)L2(a)L3(a) + 2L1(a)L2(x)L3(a)
7 + 2L1(a)L2(a)L3(x). (22)
Assume that there exists a ∈ F∗pr such that L1(a) = 0 or L2(a) = 0 or L3(a) = 0.
In each case Maa(a) = 0, and hence is not a permutation polynomial.
Note: The condition of Theorem 8 is necessary but not sufficient. For ex-
ample let L1(x) = x
p, L2(x) = x and L3(x) = x in Fp2 . Through simple but
tedious calculations it is noted that
∆∆A,a,b(x) = 2axb(x
p−1 + ap−1 + bp−1) + cab
for a, b 6= 0 and cab ∈ Fp2 . If p ≡ 2(mod 3), then |F∗p2 | ≡ 0(mod 3), and hence
F∗p2 contains a subgroup of order 3. Let j be a generator of this subgroup, then
jp−1 = j. Let x = j2, a = j, and b = 1, then xp−1+ ap−1+ bp−1 = 0, and hence
∆∆A,a,b(x) is not a permutation. Thus if p ≡ 2(mod 3), then A(x) = xp+2 is
not an Alltop function on Fp2 .
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3 A new Alltop polynomial
Until now, the only example of an Alltop function was x3. We now introduce a
family of Alltop polynomials along with the corresponding planar function.
Theorem 9. Let p ≥ 5 be an odd prime and r an integer such that 3 does not
divide pr + 1. Then A(x) = xp
r+2 is an Alltop polynomial on Fp2r .
In order to show that A(x) is an Alltop function, a planar function is needed.
Let
Df (x, y) = f(x+ y)− f(x)− f(y).
If f is a planar function, then Df (x, y) is a bijection in x for all nonzero y. The
definition of a planar function may be given using the function Df rather than
∆f,a [4]. An advantage of Df is that if f is a Dembowski-Ostrom polynomial,
then Df (x, y) 6= 0 for all x, y 6= 0 if and only if f is planar.
Proof. For a ∈ F∗pr , the difference function of A(x) is
∆A,a(x) = 2ax
pr+1 + a2xp
r
+ ap
r
x2 + 2ap
r+1x+ ap
r+2. (23)
Any planar function f is EA-equivalent to f +L+ c where L is a linear function
and c is a constant. Hence, for any a ∈ F∗p2r , ∆A,a(x) is EA-equivalent to
Πa(x) = 2ax
pr+1 + ap
r
x2
and
DΠa(x, b) = 2ax
prb+ 2axbp
r
+ 2ap
r
xb. (24)
To show that Πa is a planar function, it must be shown that DΠa(x, b) = 0 if
and only if at least one of x or b is zero. Suppose both x and b are non-zero and
DΠa(x, b) = 0 (25)
=⇒ 2axprb+ 2axbpr + 2aprxb = 0 (26)
=⇒ xpr b+ xbpr + apr−1xb = 0 (27)
=⇒
(
xp
r
b+ xbp
r
+ ap
r−1xb
)pr
= 0 (28)
=⇒ xprb+ xbpr + a1−prxprbpr = 0 (29)
By subtracting equation (29) from (27) it follows that
ap
r−1xb− a1−prxprbpr = 0, (30)
=⇒ 1−
(
xb
a2
)pr−1
= 0. (31)
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Thus, there exists an element c ∈ F∗pr such that xb = ca2. From equation (27)
xb
(
xp
r−1 + bp
r−1 + ap
r−1
)
= 0, (32)
=⇒ ca2
[(c
b
a2
)pr−1
+ bp
r−1 + ap
r−1
]
= 0. (33)
Since c ∈ F∗pr , it is known that cp
r−1 = 1 and hence
(
a2
b
)pr−1
+ bp
r−1 + ap
r−1 = 0 (34)
=⇒
((a
b
)pr−1)2
+
(a
b
)(pr−1)
+ 1 = 0 (35)
=⇒
((a
b
)pr−1)3
− 1 = 0 (36)
Since p 6= 3, from equation (35), (a/b)pr−1 6= 1. Hence, equation (36) has
solutions if and only if 3 divides p
2r−1
pr−1 = p
r + 1.
Note: Let 1 and 0 be the multiplicative and additive identity elements of Fp2r
respectively with the conditions on p and r as in Theorem 9. Let 3 = 1 + 1 + 1
and let (−3) be the element of Fp2r for which (−3) + 3 = 0. Thus (−3) ∈ Fp,
the subfield of order p. Now let α be a generator of the cyclic group F∗p2r
and let β = α(p
r+1)/2. Thus β is not in the subfield of order p whereas β2 is.
Furthermore β2 is a generator of F∗p, the cyclic group of order p−1. Hence, there
exists an integer n such that (β2)n = −3. Therefore, if γ = βn then γ2 = −3
and
ap
r
(
2axp
r+1 + ap
r
x2
)
+
−1 + γ
2
a
(
2axp
r+1 + ap
r
x2
)pr
=
(
ap
r
x+
1 + γ
2
axp
r
)2
. (37)
Hence Πa(x) is EA-equivalent to x
2 for all a ∈ F∗p2r .
We use an extension of [3, Prop 1] to show that A(x) = xp
r+2 is not EA-
equivalent to x3.
Lemma 10. Let p be an odd prime and n a positive integer. Any function f
over Fpn of the form
f(x) =
∑
0≤k,j,i<n
akjix
pk+pj+pi
such that akji = 0 for k = j = i, is EA-inequivalent to x
3.
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Proof. If f(x) is EA-equivalent to x3 then there exist affine functions l1(x), l2(x)
and l3(x) such that
l1 ◦ (l2(x))3 + l3(x) = f(x).
Let l1(x) = L1(x) + c and l2(x) = L2(x) + d =
∑n−1
i=0 dix
pi + d, where L1(x)
and L2(x) are additive functions and c, d are constants. Then
l1 ◦ (l2(x))3 + l3(x) = l1
(
n−1∑
i=0
d3i x
3pi +M(x)
)
+ l3(x),
= L1
(
n−1∑
i=0
d3ix
3pi
)
+ L1 ◦M(x)
+ c+ l3(x), (38)
where M(x) contains terms which are not of the form x3p
i
. Since f(x) contains
no term of the form x3p
i
, the right hand side of equation 38 must have no terms
of the form x3p
i
. The functions L1 ◦M(x) and l3(x) have no terms of the form
x3p
i
, therefore it is also required that L1
(∑n−1
i=0 d
3
ix
3pi
)
has no terms of the
form x3p
i
. This therefore requires that di = 0 for all 0 ≤ i ≤ n − 1. Hence
L2 = 0, that is l2(x) is not a permutation, and hence f(x) is not EA-equivalent
to x3.
As a corollary A(x) = xp
r+2 is not EA-equivalent to x3.
4 Mutually unbiased bases
Alltop’s original construction of sequences was published in 1980 [1]. Some
years later it was noted that this construction could also be used to construct
mutually unbiased bases [12], a structure of importance in quantum information
theory [2, 20, 24], and signal set design [7].
Two orthonormal bases B1 and B2 of C
d are unbiased if |〈~x|~y〉| = 1√
d
for all
~x ∈ B1 and ~y ∈ B2. A set of bases of Cd which are pairwise unbiased is a set of
mutually unbiased bases (MUBs). This idea arose in a quantum physics context
[22] when it was noted that a quantum system prepared in a basis state from B1
reveals no information when measured with respect to the basis B2. There can
be a maximum of d+1 MUBs in Cd and such sets are called complete. There are
constructions of complete sets of MUBs in all prime power dimensions [12, 24].
However it is unknown if complete sets exist when d is not a prime power [19].
The following is a construction of MUBs in odd prime powers which uses
planar functions. Let ωp = e
ipi/p and χ(x) = ω
tr(x)
p .
Theorem 11 (Planar function construction). [18, Thm 4.1][7, Thm 4] Let
Fq be a field of odd characteristic p and Π(x) a planar function on Fq. Let
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Va := {~vab : b ∈ Fq} be the set of vectors
~vab =
1√
q
(
ωtr(aΠ(x)+bx)p
)
x∈Fq
=
1√
q
(
χ (aΠ(x) + bx)
)
x∈Fq
(39)
with a, b ∈ Fq. The standard basis E along with the sets Va, a ∈ Fq, form a
complete set of q + 1 MUBs in Cq.
Alltop’s original construction only works for Cq where q ≥ 5 is a prime [1]. A
generalization to prime powers was done by Klappeneker and Roettler in 2003
[12].
Theorem 12 (Alltop’s Construction). [12, Thm 1] Let Fq be a field of odd
characteristic p ≥ 5. Let Va := {~vab : b ∈ Fq} be the set of vectors
~vab :=
1√
q
(
ωtr((x+a)
3+b(x+a))
p
)
x∈Fq
=
1√
q
(
χ
(
(x+ a)3 + b(x+ a)
) )
x∈Fq
(40)
with a, b ∈ Fq. The standard basis E along with the sets Va, a ∈ Fq, form a
complete set of q + 1 MUBs in Cq.
We now show that a complete set of MUBs can be constructed from any
Alltop function over a field of odd characteristic p ≥ 5.
Theorem 13. Let Fq be a field of odd characteristic p ≥ 5 and A(x) an Alltop
function over Fq. Let Va := {~vab : b ∈ Fq} be the set of vectors
~vab :=
1√
q
(
ωtr(A(x+a)+b(x+a))p
)
x∈Fq
=
1√
q
(
χ (A(x+ a) + b(x+ a))
)
x∈Fq
(41)
with a, b ∈ Fq. The standard basis E along with the sets Va, a ∈ Fq, form a
complete set of q + 1 MUBs in Cq.
Proof.
〈~vab|~vcd〉 =1
q
∑
x∈Fq
χ
(
A(x+ a)−A(x + c)
+ b(x+ a)− d(x+ c)
)
(42)
Let y = x+ c and α = a− c, then
〈~vab|~vcd〉 =1
q
∑
x∈Fq
χ
(
A(y + α)−A(y) + (b− d)y + bα
)
,
=
1
q
∑
x∈Fq
χ
(
∆A,α(y) + (b− d)y + α
)
. (43)
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From the definition of an Alltop type polynomial, we know that ∆A,α(y) is a
planar polynomial, for α 6= 0. By Lemma 4, ∆A,α(x+c)+(b−d)(x+c)+b(a−c)
is also a planar polynomial. Then using Theorem 1 we see that |〈~vab|~vcd〉| = 1√q
for a 6= c.
When a = c, using [16, Thm 5.4]
〈~vab|~vad〉 =1
q
∑
x∈Fq
χ
(
(b− d)(x + a)
)
= 0 (44)
for b 6= d and
〈~vab|~vab〉 =1
q
∑
x∈Fq
χ
(
0
)
= 1, (45)
completing the orthonormal requirements for each of the bases. Each component
of each vector ~vab has magnitude
1√
q , and is hence unbiased to the standard
basis. A complete set of MUBs in Cq has been generated.
It has been shown [8] that the set of MUBs generated using the Alltop func-
tion A(x) = x3 is equivalent to the set of MUBs generated using the planar
function Π(x) = x2. Is this equivalence true in general? A proof of the equiv-
alence (or non-equivalence) of sets of Alltop MUBs and planar MUBs would
require explicit calculation of character sums. Unfortunately, explicit character
sums are known in very limited cases [16, 5.30], insufficient to determine if the
Alltop MUBs generated by xp
r+2 are equivalent to the MUBs generated by x2.
5 Signal Sets
Alltop’s original paper [1] was concerned with constructing sequences with low
correlation for use as signals in telecommunication devices. Such sequences have
important applications in communications technologies such as code-division
multiple access (CDMA) and Direct Sequence CDMA (DS-CDMA).
Let C = {~vi : 0 ≤ i ≤ N−1} ⊂ CK be a set of normed complex vectors. This
is called an (N,K) signal set. The root-mean square and maximum correlation
amplitudes are defined as
Irms(C) :=
√√√√√ 1N(N − 1)
∑
0≤i,j≤N−1
i6=j
|〈~vi|~vj〉|2 (46)
Imax(C) := max
0≤i<j≤N−1
|〈~vi|~vj〉|. (47)
CDMA and DS-CDMA use signal sets to distinguish between the signals
of different users. (N,K) signal sets with N > K which are optimal with
respect to Imax are desirable for reducing interference when the number of users
is greater than the signal space dimension [7]. Such signal sets could be used
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in future communications networks for increasing the user capacity within a
limited frequency spectrum.
There are some lower bounds on Irms and Imax. The Welch bounds [23]
Irms ≥
√
N −K
(N − 1)K (48)
Imax ≥
√
N −K
(N − 1)K (49)
and the Levenstein bound [11] for N > K2
Imax ≥
√
2N −K2 −K
(K + 1)(N −K) . (50)
It has been shown that a complete set of MUBs in CK , when considered as
a (K2 + K,K) signal set, meets the rms Welch bound [13]. For N > K2 the
max Levenstein bound is tighter than the max Welch bound.
The construction of low correlation sequences and constructions of MUBs
have continued in close tandem with Ding and Yin [7] using planar functions
to construct signal sets as well as MUBs at around the same time as Roy and
Scott [18], the later using the construction of MUBs in the context of quantum
physics.
Theorem 14. [7, Thm 4] Let Π(x) be a planar function on Fq. Let
~cab =
1√
q
(
ωtr(aΠ(x)+bx)p
)
x∈Fq
. (51)
Let CΠ = {~cab : a, b ∈ Fq} ∪ E. Then CΠ is a (q2 + q, q) signal set with
Imax =
1√
q .
It has been noted that the signal sets from the planar function construction
are optimal with respect to the Levenstein bound [7]: this is true in general for
signal sets which are MUBs.
Lemma 15. A complete set of MUBs in CK when considered as a (K2+K,K)
signal set meets the maximum Levenstein Bound.
Proof. √
2(K2 +K)−K2 −K
(K + 1)(K2 +K −K) =
√
1
K
(52)
Thus signal sets which correspond to MUBs are optimal in both rms and
max correlation amplitudes. In particular, signal sets generated from the Alltop
construction of MUBs (Theorem 13) are also optimal signal sets.
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Corollary 16. Let A(x) be an Alltop type function on Fq. Let
~vab =
1√
q
(
ωtr(A(x+a)+b(x+a)p
)
x∈Fq
. (53)
Let CA = {~vab : a, b ∈ Fq}∪E. Then CA is a (q2+q, q) signal set with Imax = 1√q
6 Conclusion
The construction of MUBs and signal sets with optimal correlation, using a cubic
function, has been known for some time [1, 12]. Along with a new family of,
what we call, Alltop functions, we have expanded on this idea by showing that
MUBs and optimal signal sets can be constructed by any Alltop function. These
applications of Alltop functions motivate further searches for Alltop functions.
There is an open problem regarding the possibility of non-equivalent Alltop
functions generating non-equivalent MUBs. Another open problem is analyzing
the properties of Alltop signals with regards to other correlation measures and
transmission methods.
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