In this work we study the asymptotic of renewal sequences associated with certain transient renewal Markov chains and enquire about the existence of limit laws in this set up.
Introduction
In the first part of this work we are interested in the asymptotic behaviour of renewal sequences In the second part, restricting to indices of regular variation that, provided that the renewal chain is recurrent, would imply it is null recurrent, we enquire about the existence of limit laws. We believe that the techniques in this work can be extended to dynamical systems, in which any form of independence fails. Typical systems that, apart from independence, resemble a renewal chain are the so called interval maps with indifferent fixed points such as the one studied in [8] .
The task of extending the present results to such systems is beyond the scope of this work, but once accomplished it could offer an alternative to the results in [4] .
Set up. Notation

Renewal chain, induced renewal chain
Let (X n ) n≥0 , X n ∈ N 0 = N ∪ {0} be a Markov renewal chain with transition probabilities
We assume k f k = 1 and recall that depending on the asymptotics of k>n f k , (X n ) n≥0 is a positive recurrent or a null-recurrent renewal chain (see, for instance, [7] ). 
The cylinders C k are pairwise disjoint, and their measures are given by
We recall the definition of the induced shift on Y and associated 'induced renewal chain'.
For y ∈ Y , let τ (y) = min{n ≥ 1 : T n (y) ∈ Y } and T Y = T τ . The probability measure
We note that C k = {y ∈ Y : τ (y) = k + 1} can be regarded as the shift on the space ({C k } k≥0 ) N 0 .
Define the induced Markov chain (U n ) n≥0 , U n ∈ {C k } k≥0 , with transition probabilities:
Note thatp ℓ,k is independent of ℓ.
The induced renewal chain (U n ) n≥0 with above transition probabilitiesp ℓ,k is positive recurrent. To see this, fix k ≥ 1 and let ν * = 1 µ(C k ) µ|C k and ϕ : C k → N with ϕ(y) := min{n ≥ 1 :
Hence ϕ has an exponential distribution, which shows that (U n ) n≥0 is positive recurrent (since
2.2 Introducing transience, 'holes' in the the original chain (X n ) n≥0
Recall that T : X → X is the original shift and T Y = T τ : Y → Y is the induced shift with Y = [0] = {x ∈ X : x 0 = 0}. Throughout we assume that
which ensures that (X n ) n≥0 , X n ∈ N 0 is aperiodic.
We introduce a hole H in X with H ⊂ Y and thus transience 1 , as follows.
Here we recall that ν = µ(Y ) −1 µ| Y is the T Y invariant probability measure. In fact, due to the rule above (of introducing a hole in X), ν is alsoTY =Tτ invariant. To see this, let Q Y be the transition matrix for induced renewal chain (U n ) n≥0 and note that this is an infinite matrix with In what follows we are interested in the asymptotics of the renewal sequence associated with the transient renewal chain (X n ) n≥0 ,X n ∈ N 0 with transition probabilities
We start by recalling the renewal equation, which can be obtained word by word as in the recurrent case (see, for instance, [6] ). For n ∈ N, letτ n =
. Recall that the sequence (f k ) k≥1 is defined in (2.3) and define the renewal sequence
Since, by assumption k≥1f k = p < 1 and (2.2) holds, we have thatů
is well defined on the whole ofD.
Non trivial limits for the renewal sequenceů n
The first result below gives the asymptotics of the tail renewal sequence, that is j>nů j , where (ů j ) j≥1 is the renewal sequence associated with the chain (X n ) n≥0 ,X n ∈ N 0 introduced in Subsection 2.2. Throughout this section, we assume the set up of Subsection 2.2, in particular (2.3) and suppose that (2.2) holds.
Proof. Compute that
Together with (2.5), the above equation gives
are o( j>nf j ). By Wiener's lemma, the coefficients of (1 −f (z)) −1 , and thus of 1
, are O(n −(β+1) ). Convolving, we obtain that the coefficients of A(z)(1 −
The next result gives the asymptotics ofů n under a stronger assumption on the asymptotic behaviour of f n .
Proposition 3.2.
Suppose that nf n = C j>n f j (1 + o (1)) and that f n = O(n −(β+1) ), for some C > 0 and β > 0. Then
Remark 3.3. The above assumption holds under the assumption of regular variation for the se-
, that is if f n = ℓ(n)n −(β+1) for ℓ a slowly varying function.
Proof. By definitionů n is the coefficient of (1 −f (z)) −1 , so it is n −1 C n , where C n is the coeffi-
By assumption, nf n = C j>n f j (1+o (1)). We claim that D n = o( j>nf j ) and the conclusion follows.
To prove the claim we note that by Wiener's lemma, the coefficients of
are O(n −(β+1) ). Hence, it suffices to show that the coefficients B n of B(z) are o( j>nf j ).
Since nf n = C j>n f j (1 + o(1)), we have nf n = C j>nf j (1 + o (1)). Thus, using the definition of B(z),
By Lemma A.1, the coefficients of the first term are o( j>nf j ). By assumption the coefficients off (1)−f (z) are O(n −(β+1) ) and thus, the coefficients of the second term are o( j>nf j ), as required.
4 An arcsine law for β ∈ (0, 1)
Recall that (X n ) n≥0 ,X n ∈ N 0 is the transient renewal chain introduced in Subsection 2.2 with associated shiftT :X →X. Proposition 3.2 allows us to obtain the following arcsine law. Let (1)), for some C > 0. Let β ∈ (0, 2) and set q = 1/(1 + 2β). Then
where the convergence is in measure, for any probability measure absolutely continuous w.r.t.
But for any t > 0,
Due to independence,
It is easy to see from the definition of the renewal sequence in (2.4) that (1)). Putting the above together and using that 2 ν({τ > n}) = Cpn −β (1 + o(1)),
For the first term, as n → ∞,
Recall q = 1/(1 + 2β). With the substitution s q → nu
For the second term in (4.2), a calculation similar to the one above shows that
Putting the above together, as n → ∞,
The above displayed equation together with (4.1) ends the proof for the case β ∈ (0, 1) of the claimed convergence w.r.t. the measure ν 0 = C −2 qp −1 (1− p) 2 ν. The convergence in measure, for any probability ν 0 absolutely continuous w.r.t. ν, follows since the density of ν is a constant. β . This type of argument for the proof of a Darling Kac law can be found, for instance, in [1] , which goes back to [6] .
In the case of the transient shiftT introduced in Subsection 2.2, the duality rule in point b)
above does not hold. Instead, in this section we will exploit Lemma 5.2 below and obtain the following, more or less obvious, limit behaviour on the survivor set: 
. For notational convenience, from here on we write S n ,S n instead of S n (1 Y ),S n (1Y ).
By Lemma 5.2 for with
Rewriting the RHS using ν(
Thus for n large enough,
. 3 We recall that the Laplace transform of this random variable is given by E(e zM β ) =
Equivalently,
Note that since ν(τ > n) = Cn −β (1 + o (1)), for any t > 0, we have ν(
Putting together the previous displayed equations, there exists a constant D β that depends only on C β and P(Y β ≥ 1) such that 
Proof. Using that in the recurrent case P(τ m ≥ n) = P(S n ≤ m) (for any probability measure P on Y ), we compute that
Clearly, the events {y ∈ Y : T k Y (y) ∈Y m−k } and {y ∈ Y : S n (y) = k} are disjoint. Recalling
and the conclusion follows. 
Proof. Since we condition on the survivor setY m , the required argument is standard and we sketch it here only for completeness. It can be regarded as a straightforward modification of, for instance, the argument used in the proof of the central limit theorem for Markov chains with quasi stationary distributions [3, Theorem 3.4] .
LetR be the matrix with entries given by (2.1). Let r = dν/dLeb and note that r is constant on Y = ∪ k≥0 C k . Also, we note that in the set up of Subsection 2.2,Rr = pr andR(e iθτ r) = pe iθτ r, θ ∈ [−π, π). Next, letR = p −1R be the normalization ofR and note that for m ≥ 0,
For m = 1, using the notation in (2.
where C β is a constant that depends only on C and β (see, for instance, [7] ). Thus,
as required.
A A result used in Proofs of Propositions 3.1 and 3.2
In this appendix, we use "big O" and ≪ notation interchangeably, writing A n = O(a n ) or A n ≪ a n as n → ∞ if there is a constant C > 0 such that A n ≤ Ca n for all n ≥ 1 (for A n operators and a n ≥ 0 scalars). Define C(z) = (1 − z) −1 A(z)B(z), z ∈ D. Then the coefficients of C(z), z ∈ D satisfy C n ≪ n −2β if β < 1, C n ≪ (log n)n −2 if β = 1 and C n ≪ n −(β+1) if β ≥ 1.
Proof. During this proof A ′ , B ′ , C ′ denote the first derivatives of A, B, C and A ′ n , B ′ n , C ′ n denote the n-th coefficient of these functions on D.
Clearly, C n ≪ n −1 C ′ n . It remains to estimate the coefficients of C ′ (z). An easy calculations shows that
Since B(1) = 0, (1 − z) −1 B(z) = n ( j≥n B j )z j . Hence, the coefficients (in norm ) of (1 − z) −1 B(z) are O(n −β ). Similarly, the coefficients of (1 − z) −1 A(z) are O(n −β ). Also, by assumption, A ′ n ≪ B ′ n ≪ n −β . Putting these together by convolving the coefficients of the factors corresponding to the three terms in the expression above of C ′ (z),
, n −(2β−1) , 1 2 < β < 1, (log n)n −1 , β = 1, n −β , β > 1, and the conclusion follows.
