Abstract. Inter-domain routing is ensured by BGP. BGP messages carry no information concerning quality parameters of routes. Our goal is to provide domains with information regarding the congestion state of other domains without any changes in BGP. A domain, which is aware of congested domains, can choose a bypass instead of a route exhibiting possible QoS problems. We propose a distributed mechanism sending alert messages in order to notify domains about other domains congestion state. Our solution avoids ooding the Internet with signaling messages. It limits the number of alerts by taking advantage of the hierarchical structure of the Internet set by P2C and P2P relationships. Our algorithm is heuristic because it is a solution to an NP-complete and inapproximable problem. We prove these properties using the Steiner problem in directed acyclic graphs. The simulation runs show that our mechanism signicantly diminishes the number of unavailable domains and routes compared to those obtained with pure BGP routing and with a theoretical centralised mechanism.
Introduction
We consider two paradigms for the introduction of QoS into the Internet: owbased and connectionless. The rst one is based on an individual ow management. Generally speaking, the ow-based paradigm is not adapted to the inter-domain level. This paradigm may be applied to a small number of critical requests which need strict QoS requirements. For the other demands of QoS without strict guarantee, the second paradigm which is connectionless, should be used. The principle of the connectionless paradigm is represented by the rejection of ow management. Packets are divided into classes and the priority trac, packets of the most privileged class, is treated with priority. In [1] we proposed an algorithm founded on the ow-based paradigm which nds multi-constraint paths in an inter-domain network. In this paper we focus on the second approach.
Our proposition: BGP is a protocol which constructs routing tables in a interdomain network. We take as a hypothesis that a domain using BGP arbitrarily chooses one path from a set of possible paths i.e., a domain uses the same BGP routing table for all its border routers. If a domain was aware of the congestion state of the other domains, it could choose a path avoiding the congested domains. Yet, such an approach is unrealistic because 1) it would generate too many control messages and 2) domain operators would not want to give details of conguration and resources of their domains. We propose a mechanism which is external to BGP and which allows us to select paths avoiding congested domains. Our mechanism uses incomplete congestion state information to nd bypasses which go around congested domains. Our mechanism copes with the two problems stated above. It could be implemented in a path computation element (PCE) [2] since PCE has to have a global vision of inter-domain paths.
The studies [36] of BGP tables show a hierarchical structure of the interdomain network. This hierarchy is induced by the types of relationships connecting two domains: P2C (provider to customer) and P2P (peer to peer). In our mechanism, we use this hierarchy to limit the number of control messages.
A domain using our mechanism needs to know congested domains which are found only in its neighborhood. Moreover, a commercial contract behind relationships such as P2C, legitimates the exchange of the information concerning congestion. Providers payed by their customers should warn them about congestion in order to allow them to change their routing and use networks of other providers. The second problem stated above is solved because only a minimum of information is sent to a small number of domains. In this paper we only focus on the simulation results of our solution. The problem complexity results are presented in [7] .
Related works: An investigated approach to introduce QoS into the interdomain consists in either exhanging QoS characteristics between domains [8] or guessing the QoS characteristics using probe messages [9] . These approaches need a large amount of information dicult to collect and to use. In our approach we propose to use a binary information whether a domain is congested or not.
It is exchanged only by connected nodes.
An utilization of hierarchy in QoS issues appears in some works [10, 11] . The hierarchy described in [10] is articial and it has be contructed. In our proposition, we use the existing hierarchy introduced by P2P and P2C relationships.
We nd a paper exploring this hierarchy in the routing context [11] . Its authors use it for a hybrid routing mechanism which works both with link-state and path vectors. To the best of our knowledge, the proposed utilization of alert message diusion conditioned by the inter-domain hierarchy has never been studied.
Paper organization: We give a description of an inter-domain network and its hierarchy in the next section. We model our problem with the graph theory in Section 3 and give the results about its complexity and inapproximability.
In Section 4 we describe our mechanism. In Sections 5 and 6 we present the simulations and their results. In order to judge our algorithm, we confront it with two extreme solutions: BGP and an on-line theoretical centralized algorithm which we dene in order to compare purposes. Finally, we make conclusions and outline perspective future works.
The problem modelling takes advantage of a specic structure of the interdomain network which is composed of independent domains administrated by operators. Links connecting domains are characterized by two types of relationships: P2C and P2P. A P2C relationship links providers which sell connectivity to their customers. A P2P relationship exists between two domains which share connectivity. The studies of BGP tables [35] show that these types of relationships introduce a hierarchy in the inter-domain network.
There are layers which compose the hierarchy. The core, Tier-1, on the top of the hierarchy, is a set of domains which are linked together by P2P relationships.
The domains of the core are not customers of any domain. Usually, the domains in the layer Tier-j are providers of domains in the layer Tier-k and customers of domains in the Tier-i, i < j < k. [5] . We apply this term later in the paper.
We use a graph to model our problem. Let G = (V, A, E) be a mixed graph (partially oriented [12] ) to which we refer later in this paper as inter-domain graph. A vertex v ∈ V , represents a domain. We enumerate the elements of V with natural numbers 1, . . . , n. An ordered pair (p, c) ∈ A represents an existing P2C relationship between a provider p and its customer c. A pair {p 1 , p 2 } ∈ E represents a P2P relationship between domains p 1 and p 2 .
A provider p, which sells a connectivity to a customer c, cannot be a customer of c. We, therefore, consider that there is no cycle made of P2C relationships in an inter-domain network [13] . This means that (V, A) is a directed acyclic graph.
The roots of this DAG are the vertices representing the domains of the core.
We dene a capacity function c : V → R. The value c(v i ) represents an amount of trac which can be transited by v i without overloading it. Let T : V 2 → R be a trac matrix. Each value T i,j represents an amount of trac which has to be sent from i to j. The trac T i,i represents the internal trac of the domain i. Let R : V 2 → N be a routing matrix. Each value R i,j represents the next hop for a packet passing through the domain i which is to be sent to the domain j. We set R i,i = i for internal trac. We say that a matrix R is valley-free if, and only if, all the routes which it represents are valley-free.
Given a network, a trac matrix, and a routing matrix, we say that a node is perturbed if the total amount of trac transiting through it, emitted by it, and sending to it is greater than its capacity. A perturbed path is a path containing at least one perturbed node. Each T i,j is transmitted on a route induced by the routing. Trac from i to j is perturbed if the route from i to j is perturbed. The volume of a perturbed trac is the sum of trac passing on perturbed paths.
Given a network and a trac matrix, our problem is to nd a valley-free routing matrix which minimizes the number of perturbed nodes (network approach) and the volume of the trac passing along perturbed paths (trac approach).
This is an optimization problem with bi-criteria. We focus on the network approach only because we assume that minimizing the number of perturbed nodes may be a good heuristic approach to minimize the number of perturbed Given a network and a trac matrix, we refer to the above described problem as the valley-free routing problem. The weight of its solution is the number of perturbed nodes. In [7] we prove that this problem is NP-complete and inapproximable. We use the directed Steiner tree problem for the proofs.
Alert sending algorithm
Our distributed algorithm is based upon the principle of sending alert messages which carry information about the domain congestion state. To avoid taking the risk of ooding the entire network with alert messages, we aim to limit the range of their diusion. We propose to take advantage of the inter-domain hierarchy to restrict the alert diusion range. Each node informs its customers and providers when it becomes perturbed in order to allow them to change their routing. Each node also keeps them informed when it returns to an operational state.
Each node is provided with a BGP table and a priority table which stores potentially congestion-free routes set aside for priority trac. The priority table is same as the BGP table if any node is not perturbed and its providers as well.
The BGP table is altered by classical BGP mechanisms only [14] . The priority table is altered by our alerts and, occasionally, by changes in BGP table.
Each node contains a list of possible next hops towards every destination.
These lists are constructed with routes announced by BGP. Their construction guarantees that all next hops satisfy the valley-free property of routes.
Each node can be in two distinct states: green or red. A node state is red if at least one of the two following conditions is satised: the amount of trac transiting through the node, sending from it and sending to it, is greater than its capacity or at least one of its next hops which is a provider is in red state. A node cannot become red because of its customer and peer congestion. Thanks to this fact, our algorithm avoids spreading of red nodes in all the network when a single node become red. We use the hierarchy to limit the number of nodes in red state as well as the messages sent: a node which has a customer or a peer in red state as a next hop should not be in red state itself. Steps 1424 are executed when the node j is in green state. In this situation, the node i replaces the nodes mentioned below by the node j: 1) the next hops whose state is red and which are leading to destinations for which j can be a next hop, or 2) the next hops whose state is green towards all destinations for which j is a natural next hop according to BGP routing.
In dynamical systems such as networks, oscillations can emerge. In our approach, this objectionable phenomenon may be introduced by exchanges of green and red alert messages. We avoid such instability by introducing a delay before the alert message is processed. Each alert message contains a eld to store the delay before the message processing. The messages are sent immediately but the processing is deferred. The delay is set according to a random distribution in order to avoid synchronization in the network. We use an exponential distribution.
The mean of the distribution is small for red alert and big for green alert. P Ri ⇐ choose_unif ormly_in(S) The delay mechanism protecting the network against instability may unnecessarily introduce the red state in too many nodes. Therefore, the BGP table is used by default when no green next hop can be found and instability in the network leads our mechanism to work temporarily as BGP.
Let us observe that given an instance of our problem: a network and a trac matrix, the goal of a distributed algorithm is to nd a stabilized routing matrix minimizing the number of perturbed nodes. The problem of nding a routing matrix in a centralized way is NP-complete [7] . Then, a distributed algorithm nding a stabilized routing matrix will need an exponential number of messages.
Simulations
We use simulation to evaluate the performance of our algorithm. Its performance will be compared to the performance of BGP and a theoretical centralized algorithm. The performance measures used to make comparisons are the numbers of perturbed nodes and paths, and the amount of perturbed trac. We expect that BGP will provide the worst results and we will use the results to obtain an upper bound for the number of perturbed elements. We point out that a centralized algorithm, studied here for comparison purposes, cannot be considered as implementable in a network because of its complexity and the huge amount Centralized algorithm: Given an inter-domain graph G and a trac matrix T , our goal is nd a routing matrix which minimizes the number of perturbed nodes in a network. Thus, this centralized algorithm does not consider the trac approach i.e., it does not take under consideration the overload of nodes. This problem is NP-complete and inapproximable. We cannot use any exact algorithm to solve it even for small instances. Thus, we have to use an heuristic algorithm.
We observe that paths rising in the hierarchy are longer than the other paths.
Moreover, they pass through nodes which may be used to satisfy many demands.
These paths may cause the introduction of many perturbed nodes which degrade the network performance. For a trac demand (s, d, t), where t = T s,d , we dene that a preferred path is a path which: 1) minimizes the number of perturbed nodes; 2) is preferably composed of nodes from lower layers.
To nd such paths, we use an exhaustive route exploration. Exhaustive exploration runs in exponential time but we are not interesting in the complexity of this algorithm. For most of the instances the complexity is polynomial. In practice, exploration time is quite short.
Our centralized algorithm is detailed in the pseudocode 2. The steps 110 are the rst phase of the algorithm during which we sort the demands in decreasing order of trac amount and we satisfy as many demands as we can without perturbing any node. The introduction of any demand which is not yet satised (steps 1118), produces perturbed nodes. Until there are still unsatised demands, we search the worst demand and we satisfy it using a preferred path.
We dene the worst demand as a demand: 1) whose satisfaction using the perfered path introduces the maximum number of new perturbed nodes; 2) whose amount of trac is maximal.
Simulation plan: Our algorithm was tested for inter-domain topologies randomly generated with SHIIP [15] . It introduces the domain hierarchy into at inter-domain topologies generated by BRITE [16] . The chosen topologies have parameters (core size, layer size, node degree) close to the means of a series of topologies of a given size obtained with SHIIP. The results discussed in the next section were obtained for a network of 100 domains.
A trac matrix T : V 2 → R is initially empty. The matrix lling procedure is iterative. After |V | 2 iterations we consider the matrix as a full matrix. Starting from this point we vary the network load. We choose an (i, j) pair where both i and j are independently and uniformly distributed among the elements of V . We then set a new trac value T i,j using the same normal distribution as before (T i,i indicates a trac to be carried inside the domain i). In our simulation we use The choice of the time scale is not essential because we are interested in dierences between the performances of our algorithm and the performance two algorithms of reference is expressed in terms of number of perturbed nodes, paths, and amount of perturbed trac. We choose of the exponential distribution with a mean equal to one time unit.
We also choose the capacities in generated topologies to study networks which are not over-dimensioned. On the Internet, the largest domains with the largest capacities are at the top of the hierarchy. We suppose that the domains in the core are never perturbed. Thus, we choose to set the innite capacity for all of them. We arbitrarily x the capacity for domains in the Tier-2, Tier-3, and Tier-4 to 35, 28 and 14 TU, respectively.
The rst performance measure is the number of perturbed nodes because it is also the optimisation criterion for our algorithm. The second one is the number of perturbed paths and the third one is the amount of perturbed trac. Both are strongly inuenced by the rst one. We are also interested in particular performance measures inherent to our distributed algorithm. We count the number of messages sent and the number of network state changes where a network state is a vector containing current congestion states of all network nodes.
Results
In the rst place we compare the number of perturbed nodes obtained for one simulation run with our distributed algorithm and BGP (Fig. 1) . The volume of transiting trac is heavy enough (α = 2.0) to saturate about 10 percent of network nodes with BGP approach. Observe that the number of the perturbed nodes increases quickly and reaches eight nodes when trac matrix is lled up. The number of perturbed nodes oscillates around this value. Our distributed algorithm diminishes about ve times the number of perturbed nodes. The initial heavy perturbation of six nodes is quickly reduced. Notice also that the shapes of these two diagrams are very similar. The number of alerts sent depends not only on the number of perturbed nodes but also on the layers in which these nodes are localized. The manifestation of four more perturbed nodes can cause the generation of the same number of alerts messages as the manifestation of one perturbed node but only if these nodes are situated far from the core.
Two other performance measures, the number of perturbed paths and the quantity of perturbed trac, taken for the same network during the same simulation run, are depicted in Fig. 2 . The results for our algorithm are signicantly better than for BGP although our method does not optimize them directly.
To verify the functioning of our method and that of BGP we performed a series of simulation runs for the same network and trac load. The averages of the numbers of perturbed paths and nodes, presented in Fig. 3 , exhibit that our algorithm works on average ve times better than BGP for the given network.
The inuence of the trac load on the performance of our algorithm and BGP is presented in Fig. 4 . We used averaged series of simulation runs. Each series had a dierent load which varied trac light load (α = 1.5) to saturating load (α = 2.5). We observe that saturating trac α = 2.5 is critical for the network because almost half of the network nodes are perturbed. In this case the performance of our algorithm approaches that of BGP. To evaluate our distributed algorithm, while retaining BGP as a practical reference, we start from an instant of the problem. It is selected as a typical network state together with the trac matrix from the simulation runs which have been discussed before. Starting from this point the trac matrix is xed and we activate our distributed mechanism with routing matrices produced with BGP and our centralized algorithm. We observe the rate with which it diminishes the number of perturbed nodes. We compare these results with the number of perturbed nodes when we use BGP and the centralized algorithm alone.
We compute a lower bound which is the number of nodes perturbed by trac whatever the routing matrix is. For any routing matrix, a node i is perturbed if the sum of trac sent by i and sent to i is greater than its capacity. We do not consider trac transiting through it. This is a lower bound for our problem. An open issue concerning the Internet hierarchy is notably the presence of sibling to sibling relationship which we have not investigated yet. Second, our model assumes that the entire domain can be only in one of two states. An alternative way is to consider that a domain could be partially congested. In this case, alert messages could be sent to a subset of client domains instead of all the client domains. This modication of our algorithms allows us to reduce the number of sent messages and routing table alterations.
Third, we started our work from the hypothesis that information concerning congestion in the network allows an operator to route priority trac on congestion-free paths. Notice that this is not a unique possibility to take advantage of the results of our distributed algorithm. An operator might prefer to place priority trac on the best routes at his disposal despite their congestion state.
In such a case, the operator redirects non-priority trac on non-congested paths while saving the capacity of the best routes for priviledged trac. The operator decision may depend on route lengths and we would like to estimate them. The simulation studies presented in this paper consider inter-domain networks with trac entirely seen as a priority trac.
Fourth, another issue which we see as a subject of further studies is the performance of our distributed algorithm in the case of its partial deployment in an inter-domain network. Our preliminary opinion is that it is naturally adapted to incremental deployment.
Finally, certain problems appear in our distributed algorithm. It would be interesting to see how to nd lengths of delays before alert messages are processed depending on a given inter-domain network characteristic. We think that more careful choice of these values may reduce momentary network state ickering. 
