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This research project was part of LiveSensus, a project within the Alchemy Technology Foundry 
with the goal of assessing the audio quality of livestreams and video conferencing. To 
accomplish this, multiple detectors were created to assess various types of streaming issues such 
as packet loss and background noise. The team also created a survey which included multiple 
audio clips to be scored based on the quality of the clip. This gave us more insight into the 
subjective evaluation of audio quality. 
 
The purpose of the research project was to aggregate the results from the individual detectors and 
output a final quality score from 1 to 5. This was done by training and testing a machine learning 
model on the dataset of audio clips used in the aforementioned survey. The outputs of the 
individual detectors were used as features, and the ratings by those who took the survey were 
used as labels. Problems to solve for this project included preprocessing and normalizing the 
individual detector outputs and survey ratings, selecting the optimal model, and tuning 
hyperparameters. Many different models were tested, and the best performing model currently 
has a mean absolute error of 0.3 on a scale from 1 to 5. 
 





I am grateful to the other members of the LiveSensus team for their support in this project, 
Professor Sanjay Patel for bringing the team together through the Alchemy Technology Foundry, 
and Dr. Rohit Puri, Dr. Xiangbo Li, Professor Minh Do and Professor Mark Hasegawa-Johnson 





1. Introduction ............................................................................................................................................... 1 
1.1 LiveSensus Outline ....................................................................................................................... 1 
1.1.1 Model Overview ........................................................................................................................... 1 
2. Literature Review ....................................................................................................................................... 2 
3. Description of Research Results ................................................................................................................ 3 
3.1 Linear Regressor ........................................................................................................................... 3 
3.2 Multi Output Regressor ................................................................................................................ 4 
3.3 Support Vector Regressor ............................................................................................................ 6 
3.4 Support Vector Machine .............................................................................................................. 7 
4. Conclusion .................................................................................................................................................. 9 




From the start of the 21st century, high-speed Internet access has become more sophisticated and 
readily available. This has also led to the rise of video conferencing. Worldwide emergencies 
like the COVID-19 pandemic have shown that more people can work remotely than ever before. 
Because of this, the quality of livestreams and video calls is very important to ensuring a 
successful user experience. LiveSensus, a team of five students within the Alchemy Technology 
Foundry, was formed with the goal of assessing the audio quality of livestreams and video 
conferencing.  
1.1 LiveSensus Outline 
To accomplish our goal, our team split the project into two stages. The first stage involved 
creating multiple detectors to assess various types of streaming issues which our team called 
blips. An example of one of these blips is packet loss. The second stage involved creating a 
machine learning model to aggregate the results of the first stage detectors and outputting a final 
mean opinion score (MOS) from 1 to 5, which was the purpose of this research project. 
1.1.1 Model Overview 
The model was trained on the dataset of roughly 3500 clips used in the survey that the team 
created. 80% of the dataset was randomly chosen for training, and the remaining 20% was used 
for testing. The survey clips were fed through the stage 1 detectors to get scores for individual 
blips. These scores were used as the input features of the model. Ratings given by those who 
took the survey were used as labels for the survey clips.  
 
Mean absolute error (MAE) was used as the loss function. As shown in Equation (1.1), MAE 
finds the numerical difference between the predictions and labels, sums up the differences for 
each testing sample, and then divides by the total number of samples. This was chosen because it 
would give the most intuitive explanation for how the model is performing. In the context of the 
project, the MAE shows the margin of error for predicting MOS on a scale from 1 to 5. Chapter 
3 will explain the results from the different models used as well as the models’ benefits and 
drawbacks. 









2. Literature Review 
While working on the LiveSensus project, the team took other audio/video quality assessment 
models into account. A team at Netflix created a Video Multimethod Assessment Fusion 
(VMAF) model [1] that focused on assessing their video streaming quality. Like LiveSensus, 
they first compiled a dataset of video clips and asked a group of observers to rate the quality of 
these clips. They also compiled multiple elementary quality metrics such as Visual Information 
Fidelity (VIF) into a final metric that predicts subjective quality. The LiveSensus team used this 
model approach and extended it to the audio domain. 
 
Another model the LiveSensus team investigated was MOSNet [2], an end-to-end deep learning 
model created to assess voice conversion (VC). Like LiveSensus, MOSNet was designed to be a 
model that would accurately emulate human perception of audio clips. To accomplish this, 
MOSNet was evaluated on results of listening tests from the Voice Conversion Challenge (VCC) 
from 2018, like how LiveSensus would evaluate our own model on ratings from our survey. 
LiveSensus extended the work MOSNet had done to the audio streaming domain. We also opted 
for a DSP+shallow learning approach rather than an end-to-end model so that we could handcraft 
the detectors that were used to evaluate the audio quality. This gave us a more intuitive 






3. Description of Research Results 
3.1 Linear Regressor 
Given an input <𝑥1, 𝑥2, … 𝑥𝑚> where m is the number of detector outputs from stage 1, the linear 
regression model predicts an MOS ?̂? as a weighted sum of the input, as shown in Equation (3.1). 
The average ratings given by those who took the survey were used as labels.  
 
                   ?̂? = 𝑤1 ∗ 𝑥1 + 𝑤2 ∗ 𝑥2 + ⋯ 𝑤𝑚 ∗ 𝑥𝑚    (3.1) 
 
The overall MAE of this model is 0.452, but the model is not consistent with audio samples of 
different qualities. Table 1 shows the MAE for clips split up by intervals based on the average 
score. The MAE for extremities like scores in the 1-2 range and 4-5 range is much higher than 
the MAE for samples in the 2-4 range. 
 
Table 1   Linear Regression MAE Split by Average Score Intervals 
Interval MAE 
[1, 2) 0.685 
[2, 3) 0.378 
[3, 4) 0.430 
[4, 5) 1.13 
Overall 0.452 
 
Figure 1 shows the distribution of labels and predictions for the linear regression model. The 
model makes most of its predictions in the 2-3.5 range. This leads to a model that, while 
minimizing error, fails to make meaningful predictions and find a correlation between the stage 1 





                           Figure 1. Label and Prediction Distributions for Linear Regression Model 
 
3.2 Multi Output Regressor 
One issue with using average rating as a label is that the distribution of ratings for a given sample 
is lost. To address this, another model was tested that uses the probability distribution of each 





Given an input <𝑥1, 𝑥2, … 𝑥𝑚> where m is the number of detector outputs from stage 1, the multi 
output regressor predicts the probability of each MOS being selected. The expected value MOS 
is then calculated from this distribution, as shown in Equation (3.2a) and (3.2b). This expected 
value prediction is then compared with the expected value calculated from the true probability 
distribution to obtain the MAE. 
 
                  [𝑝1, 𝑝2, 𝑝3, 𝑝4, 𝑝5] = 𝑤1 ∗ 𝑥1 + 𝑤2 ∗ 𝑥2 + ⋯ 𝑤𝑚 ∗ 𝑥𝑚  (3.2a) 




The overall MAE of this model was 0.467. However, when comparing the expected value MOS 
outputted by the model and the expected value from the survey ratings, the same issues with 
linear regression started to arise. Table 2 shows the MAE for clips split up by intervals based on 
the expected value. Like the previous linear regression model, the multi output model does not 
have consistent MAE values across all score intervals.  
 
Table 2   Multi Output Regression MAE Split by Expected Value Score Intervals 
Interval MAE 
[1, 2) 0.714 
[2, 3) 0.341 
[3, 4) 0.464 
[4, 5) 1.20 
Overall 0.467 
 
Figure 2 shows the distribution of expected value labels and expected value predictions for the 
multi output regression model. Like the linear regression model, it makes most of its predictions 
in the 2-3.5 range and fails to make meaningful predictions. 
 
 




3.3 Support Vector Regressor 
Both previous regression models had problems with overfitting. This was mainly because the 
models were directly minimizing the error between the labels and predictions. To fix this, an 
extension of support vector machine, known as support vector regression, was tested which 
allowed errors within a certain margin 𝜀 as shown in Equation (3.3). Like the original linear 
regression model, average survey ratings were used as labels.  
 




2 𝑚𝑖=1  𝑠. 𝑡.  ?̂? = 𝑤1 ∗ 𝑥1 + 𝑤2 ∗ 𝑥2 + ⋯ 𝑤𝑚 ∗ 𝑥𝑚 𝑎𝑛𝑑 |𝑦𝑖 − ?̂?𝑖| ≤ 𝜀 (3.3) 
 
Using an 𝜀 of 0.05, the overall MAE of this model is 0.303. Introducing this margin into the 
objective function improved the model’s ability to consistently make accurate predictions across 
all score ranges. Table 3 shows the MAE for clips split up by intervals based on the average 
score. While the MAEs for clips in the 1-2 range and 4-5 range are larger than ones in the 2-4 
range, they are much more stable than the results in the previous models. 
 
Table 3   Support Vector Regression MAE Split by Average Score Intervals 
Interval MAE 
[1, 2) 0.459 
[2, 3) 0.315 
[3, 4) 0.249 
[4, 5) 0.386 
Overall 0.303 
 
Figure 3 shows the distribution of expected value labels and expected value predictions for the 
support vector regression model. Compared to the previous two models, the distributions of the 
labels and predictions match much more, particularly in the 1-2 and 4-5 ranges. The support 
vector regression model is currently the team’s best performing model and is being used as a 





                                      Figure 3. Label and Prediction Distributions for Support Vector Regression Model 
 
3.4 Support Vector Machine 
In addition to the regression models, a multi class SVM was also attempted. The survey ratings 
were split into eight bins based on the average rating (i.e. [1, 1.5), [1.5, 2) …. [4.5, 5]). An 
example is shown below. Instead of directly predicting MOS, the model predicts the bin the 




A one-vs-one approach was taken, meaning a binary classifier was created for every combination 
of classes. In total, 8*(8-1)/2 = 28 binary classifiers were created. This was done because the one 
vs one approach works better with imbalanced datasets. Like the SVR model, each binary 









2 𝑚𝑖=1  𝑠. 𝑡.  ?̂? = 𝑤1 ∗ 𝑥1 + 𝑤2 ∗ 𝑥2 + ⋯ 𝑤𝑚 ∗ 𝑥𝑚 𝑎𝑛𝑑 𝑦𝑗?̂?𝑗 ≥ 𝜀 ∀ 𝑦𝑗              (3.4)       
 
With an overall MAE of 0.298, the results of the support vector machine model are comparable 
to the support vector regressor as shown in Table 4 and Figure 4. Because the model predicts the 
range of the MOS value instead of directly predicting the MOS value like SVR, the latter is more 
useful and is still being used as the benchmark.  
 
Table 4   Support Vector Machine MAE Split by Average Score Intervals 
Interval MAE 
[1, 2) 0.472 
[2, 3) 0.306 
[3, 4) 0.245 












Through the support vector regression model, the LiveSensus team has begun to create an 
accurate method of predicting subjective audio streaming quality scores. Directly predicting the 
MOS through a regression has shown to be the best fit for this type of problem instead of a 
classification model and using average rating as a label has also worked best.  
 
Some future steps for the team include testing the model on other labeled audio datasets to see 
how well it generalizes, creating an end-to-end model like MOSNet and comparing with our 
current model, creating more individual detectors in stage 1 to use as features, and continuing to 
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