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The adiabatic self-consistent collective coordinate (ASCC) method is a practical method
for the description of large-amplitude collective motion in atomic nuclei with superfluid-
ity and an advanced version of the adiabatic time-dependent Hartree-Fock-Bogoliubov
theory. We investigate the gauge symmetry in the ASCC method on the basis of the
theory of constrained systems. The gauge symmetry in the ASCC method is originated
from the constraint on the particle number in the collective Hamiltonian, and it is par-
tially broken by the adiabatic expansion. The validity of the adiabatic expansion under
the general gauge transformation is also discussed.
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1. Introduction
It has been one of the long-standing open problems in nuclear physics to construct a
microscopic theory of large-amplitude collective motion of atomic nuclei [1, 2]. One way
to describe the large-amplitude collective motion is the adiabatic time-dependent Hartree-
Fock(-Bogoliubov) (ATDHF(B)) theory. Several versions of the ATDHF have been proposed
so far but they have encountered various difficulties such as non-uniqueness of the solution
(See [2] for a review).
The adiabatic self-consistent collective coordinate (ASCC) method [3] is an adiabatic
approximation to the self-consistent collective coordinate (SCC) method and can be regarded
as an advanced version of the ATDHFB theory. The SCC method was originally formulated
by Marumori et al.[4] on the basis of the TDHF theory and then was extended to include the
pairing correlation [5]. It enables us to extract a small-dimensional collective submanifold
embedded in the huge-dimensional phase space of the TDHF(B) theory. The solution of
the SCC basic equations first proposed was the perturbative expansion with respect to the
collective coordinates and momenta around the HFB states. Thus it was difficult to apply
it to the large-amplitude collective motions.
The ASCC method is a non-perturbative scheme of solving the basic equations of the
SCC method based on the adiabatic expansion with respect to the collective momenta. By
taking up to the second-order terms of the collective momenta, the ASCC method overcomes
the difficulty the ATDHF theory of Villars encountered in obtaining a unique solution [6].
The aim of the ASCC method is to extract small-dimensional collective degrees of freedom
the system itself chooses from the large-dimensional TDHFB phase space and construct the
dynamics on the collective submanifold, and it is more ambitious than that of Baranger-
Ve´ne´roni’s ATDHF theory [7].
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The one-dimensional version of the ASCC method has been successfully applied to the
shape coexistence/fluctuation phenomena in proton-rich Se and Kr isotopes [8, 9]. (Here,
we mean by the D-dimensional ASCC method that the dimension of the collective coordi-
nate q is D.) The approximate version of the two-dimensional ASCC method is called the
constrained Hartree-Fock-Bogoliubov plus local quasiparticle random phase approximation
(CHFB+LQRPA) method [10] and is employed to microscopically derive the five-dimensional
quadrupole collective Hamiltonian. The CHFB+LQRPA method has been also applied to
large-amplitude quadrupole collective dynamics in 68−72Se [10], 72−76Kr [11], 110Mo [12],
26Mg [13], 30−34Mg [14], 130−134Ba and 128−132Xe [14], 58−68Cr [15] and 58−66Cr [16].
In solving the basic equations of the ASCC method, Hinohara et al. [17] encountered a
numerical instability and found that it was caused by some continuous symmetry of the basic
equations. More precisely, they found that the basic equations of the ASCC method, i. e.,
the canonical-variable conditions, the moving-frame HFB & QRPA equations are invariant
under the transformation,
Qˆ→ Qˆ+ αN˜, (1.1)
Θˆ→ Θˆ + αPˆ , (1.2)
λ→ λ− α∂qV, (1.3)
∂qλ→ ∂qλ− αC. (1.4)
This transformation involves the gauge angle ϕ and changes the phase of the state vector.
In this sense, Hinohara et al. called it the ”gauge” symmetry. They proposed a gauge-fixing
prescription to remove the redundancy associated with the gauge symmetry and successfully
applied it to the multi-O(4) model [17] and the shape coexistence in proton-rich Se and Kr
isotopes with the pairing-plus-quadrupole model [8, 9].
In this paper, we investigate this symmetry on the basis of the theory of constrained
systems, which was initiated by Dirac and Bergmann [18–20]. As is well known, the gauge
symmetry is associated with constraints which are originated from the singularity of the
Lagrangian. In the ASCC method formulated in Refs. [3, 17], the collective Hamiltonian
is expanded up to O(n). In fact, the linear term of the particle number in the collective
Hamiltonian can be regarded as a constraint, and it leads to the gauge symmetry in the
ASCC method. Moreover, to take into account pairing rotational modes, the gauge angle is
explicitly included in the ASCCmethod. As we shall see, the ϕ dependence of the state vector
in Eq. (2.1) plays an important role for the gauge symmetry. As mentioned above, a large
part of the discussion in this paper is based on the Dirac-Bergmann theory for constrained
systems, on which the reader is referred to, e.g., [20–22].
This paper is organized as follows. In Sec. 2, we introduce the collective Hamiltonian and
show that it can be regarded as a Hamiltonian with a primary constraint n = 0 and that
the consistency condition for the primary constraint is fulfilled. In Sec. 3, the possible forms
of generators of the gauge transformation and the validity of the adiabatic expansion are
discussed. A brief discussion on the gauge fixing is given in Sec. 4. In Sec. 5, we present
the basic equations of the ASCC method, and in Sec. 6 we illustrate some examples of
simple gauge transformations as well as the most general one. We see that, while the gauge
symmetry is conserved in the equation of collective submanifold, it is partially broken by
the adiabatic expansion in the moving-frame HFB & QRPA equations. In Sec. 7, it is shown
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that there is no gauge symmetry in the case where the collective Hamiltonian is expanded
up to O(n2). Concluding remarks are given in Sec. 8.
In this paper, we consider the one-dimensional ASCC method with a single component
for simplicity. However, the extension to the multi-dimensional and multi-component (e. g.,
protons and neutrons in nuclei) cases is straightforward.
2. Hamiltonian and Constraints
We follow the formulation in Refs. [3] and [17]. We assume the following form of the state
vector.
|φ(q, p, ϕ, n)〉 = e−iϕN˜ ||φ(q, p, n)〉, (2.1)
|φ(q, p, n)〉 = eiGˆ|φ(q)〉, (2.2)
G(q, p, n) = pQˆ(q) + nΘˆ(q). (2.3)
ϕ is the gauge angle conjugate to the particle number n = N −N0. We measure the particle
number from a reference value N0 and define N˜ = Nˆ −N0. The collective Hamiltonian is
defined by
H(q, p, n) = 〈φ(q, p, ϕ, n)|Hˆ |φ(q, p, ϕ, n)〉
= 〈φ(q, p, n)|Hˆ |φ(q, p, n)〉
= 〈φ(q)|e−iGˆ(q,p,n)HˆeiGˆ(q,p,n)|φ(q)〉, (2.4)
and expanded as below:
H(q, p, n) = V (q) +
1
2
B(q)p2 + λn, (2.5)
V (q) = 〈φ(q)|Hˆ |φ(q)〉, (2.6)
B(q) = −〈φ(q)|[[Hˆ , Qˆ], Qˆ]|φ(q)〉, (2.7)
λ(q) = 〈φ(q)|[Hˆ , iΘˆ]|φ(q)〉. (2.8)
Note that the canonicity conditions (5.18)-(5.21) imply that (q, ϕ) should be regarded as
coordinates and (p, n) as their conjugate momenta.
For convenience, we shall put
H(q, p, ϕ, n) =
1
2
B(q)p2 + V (q, ϕ) + λn = H + λn = HT . (2.9)
We call HT = H the total Hamiltonian and distinguish it from the Hamiltonian H. This can
be regarded as a system with the constraint n = 0, and λ is a Lagrange multiplier. We have
allowed the potential V to depend on ϕ above in order to make it easy to see the number
of the degrees of freedom. However, we mainly consider the case with V = V (q) below as
the collective potential in the ASCC method is independent of ϕ. Hereinafter, we denote
(q, ϕ) = (q1, q2) and (p, n) = (p1, p2) also. (This total Hamiltonian is of the form of a weakly
reducible system [23]. Note that because λ depends on q, the degree of freedom of (ϕ, n) is
not completely decoupled from that of (q, p) even if V = V (q).)
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With this total Hamiltonian, the time evolution of a physical quantity f(q, p, ϕ, n, t) is
given by
df
dt
= {f,HT }+
∂f
∂t
. (2.10)
Here {·, ·} denotes the Poisson bracket. It is noteworthy that Eq. (2.9) of [3] is the canonical
equations for V = V (q).
In the Lagrange formalism, the Lagrangian of this system is given by
L =
1
2B(q)
(q˙1)2 − V (q, ϕ), (2.11)
and then the rank of the Hessian (∂2L/∂q˙i∂q˙j) is one. Hence, it leads to one constraint
p2 =
∂L
∂q˙2
= n = 0. (2.12)
Its time derivative is given by
n˙ = {n,HT} = −∂ϕV. (2.13)
Thus, the consistency condition, i. e., the condition that the constraint be preserved in time,
is automatically fulfilled if V (q, ϕ) = V (q).
Below we consider the V = V (q) case unless otherwise noted. Then we have only one
constraint n = 0, and it is a first-class one. From the above, one sees that our system has
one gauge degree of freedom. (In the ASCC method, the consistency condition is guaranteed
by the ϕ dependence of the state vector (2.1)). The expansion of the collective Hamiltonian
up to O(n2) is investigated in Sec. 7.
3. Generators of gauge transformations
We shall consider infinitesimal gauge transformations. A generator of a gauge transformation
can be always written as a linear combination of the constraints of the first class [24–26].
We can write the generator G as
G = ǫ(q, p, ϕ, n, t)n. (3.1)
Here ǫ is an infinitesimal function. From the stationary condition of G,
G˙ = {G,HT }+
∂G
∂t
≈ 0. (3.2)
Here, the symbol ≈ denotes the weak equality and the equation above means
G˙ = 0 (mod n). (3.3)
Because the Lagrange multiplier in HT is an arbitrary function, this stationary condition is
divided into two parts as below:
{G,H}+
∂G
∂t
≈ 0, (3.4)
{G,n} ≈ 0. (3.5)
By substituting (3.1) into (3.4), we obtain(
{ǫ,H}+
∂ǫ
∂t
)
n ≈ 0, (3.6)
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where we have used ∂H/∂ϕ = 0. Hence, if ǫ is not a singular function of n, Eq. (3.4) holds
for arbitrary ǫ(q, p, ϕ, n, t). Eq. (3.5) leads to
{ǫ, n}n+ ǫ {n, n} = {ǫ, n}n ≈ 0, (3.7)
i. e., ∂ϕǫ n ≈ 0. One sees that Eq. (3.5) is also satisfied if ∂ϕǫ is a regular functions of n.
Therefore, we concentrate on ǫ which is regular with respect to n.
Then, the infinitesimal gauge transformation of (qi, pi) is given by
δqi =
{
qi, G
}
, δpi = {pi, G} , (3.8)
from which we obtain
δq = n∂pǫ ≈ 0, δp = −n∂qǫ ≈ 0 (3.9)
δϕ = ǫ+ n∂nǫ ≈ ǫ, δn = −n∂ϕǫ ≈ 0. (3.10)
As ǫ is an arbitrary function of (q, p, ϕ, n, t), in particular, of p, the linear and higher-order
terms of p are mixed only into ϕ by this gauge transformation. This is important for the
adiabatic expansion in the ASCC method to make sense. (Otherwise, one needs to fix the
gauge in order not to mix terms of different orders of p. )
3.1. Example 0: ǫ = const.
The simplest example of the gauge transformation is the case with ǫ = const. In this case,
G = ǫn generates the transformation
δq = 0, δp = 0, δn = 0, δϕ = ǫ. (3.11)
This transforms ϕ as ϕ→ ϕ+ ǫ, and it corresponds to the global U(1) gauge transfor-
mation changing the phase of the state vector. We shall see the relation with the phase
transformation of the BCS-type wave function below.
We expand the state vector |φ(q, p,N)〉 in terms of the particle number basis.
e−iϕNˆ |φ(q, p,N)〉 = e−iϕNˆ
∑
aN |N〉 =
∑
e−iϕNaN |N〉
= · · ·+ aN−2e
−iϕ(N−2)|N − 2〉+ aNe
−iϕN |N〉+ aN+2e
−iϕ(N+2)|N + 2〉+ · · · . (3.12)
For simplicity, we have omitted the degrees of freedom of (q, p) and the overall phase eiϕN0
here. The BCS wave function is written as
|Ψ〉 = Πν
(
uν + |vν |e
iϕ˜c†νc
†
ν
)
|−〉, (3.13)
and the phase of the component with the particle number N is eiϕ˜N/2 [27, 28]. By equating
ϕ˜/2 with −ϕ, one can see that the above gauge transformation corresponds to the gauge
transformation of the BCS wave function ϕ˜→ ϕ˜+ α.
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4. Gauge fixing
We shall briefly discuss the gauge fixing with a gauge fixing condition χ ≈ 0. To fix the
gauge, χ should fulfill
{χ, n} 6= 0. (4.1)
The stationary condition for the gauge fixing condition χ gives
{χ,H}+ λ{χ, n} ≈ 0, (4.2)
from which λ is determined as
λ = −
{χ,H}
{χ, n}
. (4.3)
If we assume that χ is independent of (q, p), i. e., χ = χ(ϕ, n), Eq. (4.3) gives λ = 0. As an
example of χ depending on (q, p), we shall consider a gauge fixing condition of the following
form:
χ = eϕe−χ˜(q,p) − χ0. (4.4)
Here we have introduced a constant χ0 to prevent χ˜ from diverging when the condition χ ≈ 0
is fulfilled. Then λ is given by
λ = {χ˜,H}, (4.5)
for a given χ˜. Conversely, once λ is given, χ˜ is determined by solving the linear partial
differential equation (4.5). For example, in the case of λ = λ0 = const., χ˜ is determined as
χ˜ = λ0t/2. λ = const. means ∂qλ = 0, and it corresponds to the QRPA gauge [17]. (The
QRPA gauge fails at a point where C = 0 as discussed in Ref. [17]. This situation occurs
when there are more than one local minimum in the collective potential. Let q1 and q2 be
the positions of two minima of the potential, where ∂qV = 0. As λ(q1) 6= λ(q2) in general,
the failure of the QRPA gauge with λ = const is unavoidable.)
5. Basic equations of the ASCC method
Before moving to the discussion on the gauge symmetry in the ASCC method, we present the
basic equations of the ASCC method. For the details of the derivation of the basic equations,
see Ref. [3].
The zeroth and first order canonical-variable conditions:
〈φ(q)| Qˆ |φ(q)〉 = 0. (5.1)
〈φ(q)| Pˆ |φ(q)〉 = 0. (5.2)
〈φ(q)| Θˆ |φ(q)〉 = 0. (5.3)
〈φ(q)| N˜ |φ(q)〉 = 0. (5.4)
〈φ(q)| [Qˆ, Pˆ ] |φ(q)〉 = i. (5.5)
〈φ(q)| [Qˆ, Θˆ] |φ(q)〉 = 0. (5.6)
〈φ(q)| [Qˆ, N˜ ] |φ(q)〉 = 0. (5.7)
〈φ(q)| [Pˆ , Θˆ] |φ(q)〉 = 0. (5.8)
〈φ(q)| [Pˆ , N˜ ] |φ(q)〉 = 0. (5.9)
〈φ(q)| [Θˆ, N˜ ] |φ(q)〉 = i. (5.10)
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Moving-frame HFB equation:
δ〈φ(q)|Hˆ − λN˜ − ∂qV Qˆ|φ(q)〉 = 0. (5.11)
Moving-frame QRPA equations:
δ〈φ(q)|[Hˆ − λN˜ − ∂qV Qˆ, iQˆ]−B(q)Pˆ |φ(q)〉 = 0. (5.12)
δ〈φ(q)|[Hˆ − λN˜ − ∂qV Qˆ, Pˆ ]− iC(q)Qˆ− i∂qλN˜
−
1
2B
{
[[Hˆ − λN˜ − ∂qV Qˆ, ∂qV Qˆ], iQˆ] |φ(q)〉 = 0. (5.13)
The above equations are derived from the more fundamental equations by the adiabatic
expansion. The moving-frame HFB & QRPA equations are derived from the following
equation:
Eq. of collective submanifold:
δ〈φ(q, p, ϕ,N)|Hˆ −
∂H
∂p
P˚ −
∂H
∂q
Q˚−
∂H
∂ϕ
Θ˚−
∂H
∂N
N˚ |φ(q, p, ϕ,N)〉 = 0, (5.14)
⇐⇒δ〈φ(q, p,N)|Hˆ −
∂H
∂p
P˚ −
∂H
∂q
Q˚−
∂H
∂N
N˚ |φ(q, p,N)〉 = 0, (5.15)
⇐⇒δ〈φ(q)|e−iGˆ(q)HˆeiGˆ(q) −
∂H
∂p
P˚ ′ −
∂H
∂q
Q˚′ −
∂H
∂N
N˚ ′|φ(q)〉 = 0, (5.16)
⇐⇒δ〈φ(q)|e−iGˆ(q)HˆeiGˆ(q) −B(q)pP˚ ′
− (
1
2
∂qB(q) + ∂qV (q) + ∂qλN)Q˚′ − λ(q)N˚ ′|φ(q)〉 = 0, (5.17)
with P˚ ′ = e−iGˆP˚ eiGˆ, Q˚′ = e−iQˆQ˚eiGˆ, and N˚ ′ = e−iGˆNˆeiGˆ. For the first equality, ∂H/∂ϕ = 0
is used.
The canonical-variable conditions are derived from the canonicity conditions.
Canonicity conditions:
〈φ(q, p, ϕ,N)|P˚ |φ(q, p, ϕ,N)〉 = p+
∂s
∂q
, (5.18)
〈φ(q, p, ϕ,N)|Q˚|φ(q, p, ϕ,N)〉 = −
∂s
∂p
, (5.19)
〈φ(q, p, ϕ,N)|N˚ |φ(q, p, ϕ,N)〉 = N +
∂s
∂ϕ
, (5.20)
〈φ(q, p, ϕ,N)|Θ˚|φ(q, p, ϕ,N)〉 = −
∂s
∂N
. (5.21)
Here s is an arbitrary function and is set to s = 0 in the ASCC method. This arbitrary
function s is related with the generating function of a canonical transformation as shown
below [29].
Let (qi, pi) and (Q
i, Pi) be two sets of canonical variables which satisfy the canonicity
conditions with the arbitrary functions s and S, respectively. Their Liouville 1-forms are
connected with each other by
pidq
i + ds = PidQ
i + dS. (5.22)
This implies that W = S − s is the generating function of a time-independent canonical
transformation.
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It is worthwhile to see its relation with a time-independent gauge transformation. Assume
that the canonical variables (qi, pi) defined with s = 0 are transformed to (Q
i, Pi) by an
infinitesimal gauge transformation. From s = 0, it follows that S =W is the generating
function. For the infinitesimal gauge transformation, we can set
Qi = qi + δqi, (5.23)
Pi = pi + δpi, (5.24)
with the infinisimals (δqi, δpi), and then it leads to
PidQ
i = (pi + δpi)d(q
i + δqi) = pidq
i + δpidq
i + pidδq
i. (5.25)
Here we have omitted the second order infinitesimals. By substituting Eq. (5.25) into
pidq
i = PidQ
i + dW (qi, Qi), (5.26)
we obtain
0 = δpidq
i + pidδq
i +
∂W
∂qi
dqi +
∂W
∂δqi
dδqi, (5.27)
from which we read
pi = −
∂W
∂δqi
, (5.28)
δpi = −
∂W
∂qi
. (5.29)
By substituting W := −piδq
i +W ′ into Eq. (5.27), we obtain
δqi =
∂W ′
∂pi
= {qi,W ′}, (5.30)
δpi = −
∂W ′
∂qi
= {pi,W
′}. (5.31)
From Eq. (3.8), one sees that W ′ = G up to a constant. It follows that
S =W = −piδq
i +G = −pi{q
i, G} +G = −pi∂piG+G. (5.32)
6. Examples of gauge transformations
We shall relate the gauge transformations of (qi, pi) with the transformations of the operators
(Qˆ, Pˆ , Θˆ, N˜). In Ref. [17], it is pointed out that, if [Nˆ , Qˆ] = 0, the effect of the transformation
of operators
Qˆ→ Qˆ+ αN˜ , (6.1)
Θˆ→ Θˆ + αPˆ , (6.2)
on the state vector is equivalent to that of the transformation
q → q − αn, (6.3)
ϕ→ ϕ− αp. (6.4)
Note that the signs of α are opposite. This can be observed by applying (6.1)-(6.2) to the
state vector.
|φ(q, p, ϕ, n)〉 → e−iϕN˜eip(Qˆ(q)+αN˜)+in(Θ(q)+αPˆ (q))|φ(q)〉
= e−i(ϕ−αp)N˜eipQˆ(q−αn)einΘˆ(q−αn)|φ(q − αn)〉+O(pn, n2). (6.5)
If [N˜ , Qˆ] 6= 0, terms of O(p2) remain in Eq.(6.5).
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The above transformation (6.3)-(6.4) is a linear transformation. In this section, we first
consider some linear transformations among (qi, pi). G giving such transformations is a
quadratic of (qi, pi). Let α be a constant that is possibly dependent on time but independent
of (qi, pi) hereinafter. In the subsections 6.1-6.4, we consider some examples of simple linear
gauge transformations. These examples are useful to understand the possible form of the
general gauge transformation, which is given in the subsection 6.5.
6.1. Example 1 : G = ǫn = αpn
This G gives the transformation
δq = {q, αpn} = αn, δp = 0, (6.6)
δϕ = {ϕ,αpn} = αp, δn = 0. (6.7)
As we shall see below, it coincides with the transformation in Ref. [17] including the sign of
α. As discussed in Ref. [17], the basic equations of the ASCC method are invariant under
λ(q)→ λ(q) + α∂qV (q), (6.8)
∂qλ(q)→ ∂qλ(q) + αC(q). (6.9)
if
[Qˆ, N˜ ] = 0. (6.10)
Although it is not emphasized in Ref. [17], it is noteworthy that
C(q) = ∂2qV +
1
2B(q)
∂qB∂qV (6.11)
is the covariant derivative of ∂qV (q), so the transformation of ∂qλ is consistent with that of
λ.
We shall ascertain whether the equation of collective submanifold is gauge invariant under
this transformation. As mentioned above, the gauge symmetry arises from n = 0 and n˙ = 0.
Therefore, to see the gauge invariance of the equation of collective submanifold, we drop the
term of ∂H∂ϕ = n˙ = 0, and set
∂H
∂n = λ in Eq. (5.15) It should be noted that, in correspondence
with
q′ = q + αn, (6.12)
ϕ′ = ϕ+ αp, (6.13)
the differential operators are transformed as
∂p′ = ∂p − α∂ϕ, (6.14)
∂n′ = ∂n − α∂q. (6.15)
This transformation of the differential operators implies
Q˚→ Q˚+ αN˜, (6.16)
Θ˚→ Θ˚ + αP˚ . (6.17)
In association with this transformation, Qˆ(q) and Θˆ(q) are transformed as
Qˆ→ Qˆ+ αN˜, (6.18)
Θˆ→ Θˆ + αPˆ . (6.19)
This is exactly the transformation found in Ref. [17].
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Then, Eq. (5.15) is transformed as below:
δ〈φ(q, p, n)|Hˆ −
∂H
∂p
P˚ −
∂H
∂q
Q˚−
∂H
∂n
N˚ |φ(q, p, n)〉
=δ〈φ(q, p, n)|Hˆ −B(q)pP˚ −
(
1
2
∂qB(q)p
2 + ∂qV (q) + ∂qλ(q)n
)
Q˚− λ(q)N˚ |φ(q, p, n)〉
→δ〈φ(q′, p, n)|Hˆ −B(q′)pP˚ −
(
1
2
∂qB(q
′)p2 + ∂qV (q
′) + ∂qλ(q
′)n
)
Q˚
− (λ(q′) + α∂qV (q
′) +
1
2
α∂qB(q
′)p2 + α∂qλ(q
′)n)N˚ |φ(q′, p, n)〉
It is seen that the Lagrange multiplier is replaced with
λ(q)→ λ(q′) + α∂qV (q
′) +
1
2
α∂qB(q
′)p2 + α∂qλ(q
′)n
≈ λ(q) + α∂qV (q) +
1
2
α∂qB(q)p
2. (6.20)
This implies that the equation of collective submanifold is invariant under this gauge
transformation with the replacement of the Lagrange multiplier
λ(q)→ λ(q)− α∂qV (q)−
1
2
α∂qBp
2. (6.21)
This transformation (6.21) is also obtained by applying the transformation (6.19) to the
definition of the Lagrange multiplier λ (2.8). From the observation that the operator trans-
formation (6.18) - (6.19) is equivalent to the transformation of the arguments of the state
vector (6.3)- (6.4), one can see that the effect of the gauge transformation (6.12)-(6.13) and
that of the resulting operator transformation (6.18)-(6.19) cancel out with each other, which
leads to the gauge invariance. (This can be understood most clearly in Example 4 below.)
We shall focus on the point that λ(q) is also transformed in association with the gauge
transformation. It is a matter of course because the degrees of freedom of the gauge trans-
formation are those of the Lagrange multipliers for the first-class primary constraints [26].
It should be noted that Eq. (6.21) contains a term of O(p2). In the equation of collective
submanifold, the gauge symmetry is kept by including the change in λ up to O(p2) as we
have seen above. After the adiabatic expansion, however, it is not settled with only by the
change of λ. While, in the moving-frame HFB equation (5.11), the effect of the transforma-
tion of Qˆ is canceled out with the transformation of λ, in the moving-frame QRPA equation
of O(p2) (5.12), the term of N˜ comes up from the gauge transformation of Qˆ, which was
supposed to be canceled by replacing λ. To cancel this N˜ term, we need to change ∂qλ also.
(Nevertheless, it is natural that ∂qλ is transformed in association with the transformation
of λ.) We shall focus on the equation of O(p2) in the adiabatic expansion of the equation of
collective submanifold ((2.36) in Ref. [3]) in turn. The moving-frame QRPA (5.13) is derived
from this equation
δ〈φ(q)|
1
2
[[Hˆ − λN˜, Qˆ], Qˆ]−B∂qQˆ+
1
2
∂qBQˆ|φ(q)〉 = 0. (6.22)
This equation does not satisfy the gauge symmetry, because there is no N˜ term, which can
cancel the transformation Qˆ→ Qˆ+ αN˜ . As the N˜ term is brought in the moving-frame
QRPA equation by rewriting Eq. (6.22) using the moving-frame HFB equation, the gauge
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symmetry is satisfied with the replacement of ∂qλ. In the sense that an equation derived
from a more fundamental equation should keep the symmetry of the original equation as
much as possible, the moving-frame QRPA equation (5.13) is better than Eq. (6.22) As seen
also in a later example, the gauge symmetry is (partially) broken by the adiabatic expansion.
This gauge symmetry holds irrespectively of the order of n since n = 0. Thus it has been
shown that the symmetry under the transformation (6.1) and (6.2) found in Ref. [17] is a
gauge symmetry.
6.2. Example 2 : G = ǫn = αn2/2
This G generates the transformation
δq = 0, δp = 0, (6.23)
δϕ =
{
ϕ,αn2/2
}
= αn, δn =
{
n, αn2/2
}
= 0. (6.24)
Corresponding to ϕ→ ϕ+ αn, we consider
Θˆ→ Θˆ + αN˜ . (6.25)
It can be easily verified that the canonical-variable conditions, the moving-frame HFB and
the moving-frame QRPA equations are invariant under this transformation. (The canonicity
conditions always are met for (q′i, p′i) which are canonically transformed from the canonical
variables (qi, pi) which satisfy the canonicity conditions [29]. This applies in the following
examples also.) One can see that this transformation does not affect the Lagrange multiplier
λ. When the transformation (6.25) is applied to (2.8), λ remains unchanged. In Examples 1,
2, and 4, λ is transformed in association with the transformation of ϕ and one of (q, p, n). As
we are considering the potential V = V (q), in the Lagrange formalism, our system is a one-
dimensional one with the degrees of freedom (q, q˙) only. The reason why λ does not change
under the gauge transformation in this example has something to do with the fact that
we have regarded our one-dimensional system as a two-dimensional one with V = V (q, ϕ)
virtually and introduced the constraint p2 = n = 0 in the Hamilton formalism.
To clarify this point, we shall consider a system whose potential depends on ϕ and denote
the potential as V˜ instead of V . From Eq. (2.13), for the primary constraint Φ1 = n = 0 to
be always met, ∂ϕV˜ ≈ 0 is required. Here, we shall consider the potential below:
V˜ = ηϕ+ V (q), (6.26)
with an infinitesimally small constant η. V˜ reduces to V (q) in the limit of η → 0:
lim
η→0
V˜ = V (q). (6.27)
As ∂ϕV˜ = η, the consistency condition for n = 0 is satisfied in the limit of η → 0. In this
limit, the Lagrangian is reduced to
L =
1
2B(q)
q˙2 − V˜ (q, ϕ)→
1
2B(q)
q˙2 − V (q) (η → 0). (6.28)
The Hamiltonian is given by
H = q˙ipi − L =
1
2
B(q)p21 + V˜ =
1
2
B(q)p21 + ηϕ+ V (q), (6.29)
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and the total Hamiltonian is
HT =
1
2
B(q)p21 + ηϕ+ V (q) + λn. (6.30)
The generator of the gauge transformation G fulfills the stationary condition as
{G,n} = ∂ϕǫn ≈ 0, (6.31)
{G,H} + ∂tG = ǫ{n,H}+ {ǫ,H}n + ∂tǫn ≈ ǫηn ≈ 0. (6.32)
(We have assumed that ǫ is a regular function of n.) G = αn2/2 generates the transformation
δϕ = {ϕ,αn2/2} = αn, and then the potential is transformed as
V˜ →V˜ (q, ϕ+ δϕ)
=V (q) + ηϕ+ ηδϕ
=V (q) + ηϕ+ αηn. (6.33)
One can see that, with a replacement of λ
λ→λ− ηα, (6.34)
the basic equations of the ASCC method are invariant. Because we are now considering the
η → 0 limit in this example, λ is not affected by the gauge transformation.
6.3. Example 3: G = ǫn = αqn
This G generates the transformation
δq = 0, δp = −αn, (6.35)
δϕ = αq, δn = 0. (6.36)
Corresponding to this transformaion, we consider
Pˆ → Pˆ − αN˜ , (6.37)
Θˆ→ Θˆ + αQˆ. (6.38)
The moving-frame HFB equation (5.11) and the canonical-variable conditions are invariant
under this transformation. If we assume that [N˜ , Qˆ] = 0 as in Example 1, the moving-frame
QRPA equation of O(p2) (5.13) is invariant but the moving-frame QRPA equation of O(p)
(5.12) is not; it is tranformed as
δ〈φ(q)|[Hˆ − λN˜ − ∂qV Qˆ, iQˆ]−B(q)Pˆ + αB(q)N˜ |φ(q)〉 = 0. (6.39)
As we shall see, the equation of collective submanifold is invariant under
P˚ → P˚ − αN˜ , (6.40)
Θ˚→ Θ˚ + αQ˚. (6.41)
Note that only the A-part of N˜ contributes to the above equation (6.39). (We call the a†a†
and aa part of an operator the A-part and the a†a part the B-part.) Therefore, we instead
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consider
Pˆ → Pˆ − αN˜B , (6.42)
Θˆ→ Θˆ + αQˆ. (6.43)
Here, N˜B denotes the B-part of N˜ . The moving-frame HFB equation (5.11), the moving-
frame QRPA (5.12) are invariant under the transformation above. The moving-frame QRPA
equation (5.13) reads
δ〈φ(q)|[Hˆ − λN˜ − ∂qV Qˆ, Pˆ − αN˜
B ] + · · · |φ(q)〉 = 0. (6.44)
Because the A-part of HˆM = Hˆ − λN˜ − ∂qV Qˆ vanishes from the moving-frame HFB
equation, [HˆM , N˜
B ] does not contribute. After all, the moving-frame HFB & QRPA
equations are invariant even if [N˜ , Qˆ] 6= 0.
However, among the canonical-variable conditions, only (5.8) is not invariant as shown
below:
〈φ(q)| [Pˆ , Θˆ] |φ(q)〉 = 0
→〈φ(q)| [Pˆ , Θˆ] |φ(q)〉 − α〈φ(q)| [N˜B , Θˆ] |φ(q)〉
+ α〈φ(q)| [Pˆ , Qˆ] |φ(q)〉 + α2〈φ(q)| [N˜B , Qˆ] |φ(q)〉 = −αi. (6.45)
We have used that the fourth term vanishes because N˜B and Qˆ are time-even. The other
canonical-variable conditions are invariant.
To sum up, under the transformation (6.42)-(6.43), the ASCC basic equations are not
fully invariant, but the moving-frame HFB & QRPA equations are invariant. Therefore, if
we allow Pˆ to have a B-part, we need to take into account this gauge degree of freedom in
solving the moving-frame HFB & QRPA equations.
We shall see this gauge transformation at the level of the equation of collective submanifold.
At the level of the equation of collective submanifold (5.15), the transformation reads
−Bp(P˚ − αN˜)− λN˜ = −BpP˚ − (λ− αBp)N˜ , (6.46)
and
λ→ λ+ αBp (6.47)
makes the equation of collective submanifold invariant. Eq. (6.47) can be also obtained
by applying (6.43) to Eq. (2.8). This is the reason why the moving-frame QRPA equation
(5.12) is not invariant under the transformation (6.37). More precisely, while in the equation
of collective submanifold the change of Pˆ is absorbed by (6.47), in the moving-frame HFB
& QRPA equations, this change of the Lagrange multiplier λ is not included because the
equation of collective submanifold is divided into the three equations depending on the
order of p. As seen in this example, the gauge symmetry is partially broken by the adiabatic
expansion. In other words, the adiabatic expansion partially fixes the gauge.
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6.4. Example 4 : G = ǫn = αϕn
This G generates
δq = 0, δp = 0, (6.48)
δϕ = αϕ, δn = −αn. (6.49)
This is the following point transformation.
ϕ→ ϕ+ αϕ = eαϕ, (6.50)
n→ n− αn = e−αn (6.51)
The corresponding transformation of the operators is given by
Θˆ→ Θˆ + αΘˆ = eαΘˆ, (6.52)
N˜ → N˜ − αN˜ = e−αN˜ . (6.53)
As the state vector is given by
|φ(q, p, ϕ, n)〉 = e−iϕN˜ei(pQˆ+nΘˆ)|φ(q)〉, (6.54)
one can easily see that the scale transformation of (ϕ, n) and that of (Θˆ, N˜) cancel with each
other.
The canonical-variable conditions are invariant under this gauge transformation. The
moving-frame HFB & QRPA equations are also invariant with
λ(q)→ λ(q)eα (6.55)
∂qλ(q)→ ∂qλ(q)e
α. (6.56)
The transformation (6.55) can be also obtained by applying (6.52) to (2.8).
It is worth noting the following remarks here: (i) Because N˜ is a known operator, this gauge
degree of freedom does not cause numerical instability in actual calculation of the moving-
frame HFB & QRPA equations. (ii) The generator of the similar point transformation for
Qˆ, Pˆ is given by G = αqp. However, it does not satisfy the stationary condition, and thus
it is not a gauge transformation. The point transformation of (q, p) is just a matter of the
choice of coordinate system, and it does not mean non-uniqueness of the solution to the
equation of motion.
We show the generating functions of the canonical transformations for the time-
independent gauge transformations in Examples 1-4.
Example 1 : S = −pi{q
i,−αpn} − αpn = αpn = −G. (6.57)
Example 2 : S = −pi{q
i, αn2/2} + αn2/2 = −αn2/2 = −G. (6.58)
Example 3 : S = −pi{q
i, αqn}+ αqn = −αqn+ αqn = 0. (6.59)
Example 4 : S = −pi{q
i, αϕn} + αϕn = −αϕn + αϕn = 0. (6.60)
The gauge transformations in Examples 3 and 4 are point transformations, so the generating
functions are constant as discussed in Ref. [29].
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6.5. General gauge transformation
In this subsection, we present the general infinitesimal gauge transformation
G = ǫ(q, p, ϕ, n, t)n. (6.61)
We have seen in Sec. 3 that the coordinates and momenta are transformed as follows:
q′ = q + n∂pǫ, (6.62)
p′ = p− n∂qǫ, (6.63)
ϕ′ = ϕ+ ǫ+ n∂nǫ, (6.64)
n′ = n(1− ∂ϕǫ) (6.65)
We denote (q, ϕ, p, n) as ξi collectively, and then the Jacobi matrix for this transformation
is written as
(
∂ξ′i
∂ξj
)
= I +


n∂q∂pǫ n∂ϕ∂pǫ n∂
2
pǫ ∂pǫ+ n∂n∂pǫ
∂qǫ+ n∂q∂nǫ ∂ϕ + n∂ϕ∂nǫ ∂pǫ+ n∂p∂nǫ 2∂nǫ+ n∂
2
nǫ
−n∂2q ǫ −n∂ϕ∂qǫ −n∂p∂qǫ −∂qǫ− n∂n∂qǫ
−n∂q∂ϕǫ −n∂
2
ϕǫ −n∂p∂ϕǫ −∂ϕǫ− n∂n∂ϕǫ


≈ I +


0 0 0 ∂pǫ
∂qǫ ∂ϕǫ ∂pǫ 2∂nǫ
0 0 0 −∂qǫ
0 0 0 −∂ϕǫ


:= I +M, (6.66)
where I is the unit matrix. By omitting the higher-order terms, we obtain
∂ξj′ =
∂ξi
∂ξj′
∂
∂ξi
=t (I +M)−1
∂
∂ξi
=t (I −M)
∂
∂ξi
, (6.67)
i. e.,


∂q′
∂ϕ′
∂p′
∂n′

 =


∂q
∂ϕ
∂p
∂n

+


0 −∂qǫ 0 0
0 −∂ϕǫ 0 0
0 −∂pǫ 0 0
−∂pǫ −2∂nǫ ∂qǫ ∂ϕǫ




∂q
∂ϕ
∂p
∂n

 , (6.68)
from which we read
P˚ → P˚ − ∂qǫN˜ , (6.69)
N˜ → (1− ∂ϕǫ)N˜ , (6.70)
Q˚→ Q˚+ ∂pǫN˜ , (6.71)
Θ˚→ (1 + ∂ϕǫ)Θ˚ + ∂pǫP˚ + 2∂nǫN˜ + ∂qǫQ˚. (6.72)
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Under this transformation, the equation of collective submanifold (5.15) is transformed as
δ〈φ(q, p, n)|Hˆ −
∂H
∂p
P˚ −
∂H
∂q
Q˚−
∂H
∂N
N˚ |φ(q, p,N)〉
→δ〈φ(q′, p′, n′)|Hˆ −B(q′)p′(P˚ − ∂qǫN˜)− (
1
2
∂q′B(q
′)p′2 + ∂q′V (q
′) + ∂q′λ(q
′)n′)(Q˚+ ∂pǫN˜)
− λ(q′)(1− ∂ϕǫ)N˜ |φ(q
′, p′, n′)〉
≈δ〈φ(q, p, n)|Hˆ −B(q)p(P˚ − ∂qǫN˜)− (
1
2
∂qB(q)p
2 + ∂qV (q))(Q˚+ ∂pǫN˜)
− λ(q)(1 − ∂ϕǫ)N˜ |φ(q, p, n)〉
=δ〈φ(q, p, n)|Hˆ −B(q)pP˚ − (
1
2
∂qB(q)p
2 + ∂qV (q))Q˚
−
[
λ(q)(1 − ∂ϕǫ)−B(q)p∂qǫ+ (
1
2
∂qB(q)p
2 + ∂qV (q))∂pǫ
]
N˜ |φ(q, p, n)〉. (6.73)
Thus we can see that the equation of collective submanifold is invariant under the general
gauge transformation if we replace the Lagrange multiplier as
λ(q)→ λ(q) + ∂ϕǫλ(q) +B(q)p∂qǫ− (
1
2
∂qB(q)p
2 + ∂qV (q))∂pǫ. (6.74)
As N˜ is a known operator, we shall concentrate on the case with ∂ϕǫ = 0. In that case,
under the transformation
Pˆ → Pˆ − ∂qǫN˜
B , (6.75)
Qˆ→ Qˆ+ ∂pǫN˜ , (6.76)
Θˆ→ Θˆ + ∂pǫPˆ + 2∂nǫN˜ + ∂qǫQˆ, (6.77)
the moving-frame HFB & QRPA equations are invariant if we transform λ and ∂qλ as
λ(q)→ λ(q)− ∂qV (q)∂pǫ, (6.78)
∂qλ(q)→ ∂qλ(q)− C(q)∂pǫ. (6.79)
Following the discussion in Example 3, we have replaced N˜ with N˜B in (6.75). If ∂pǫ 6= 0,
[N˜ , Qˆ] = 0 is required for the invariance. Moreover, if ∂qǫ 6= 0, the invariance of the canonical-
variable condition (5.8) is broken as discussed in Example 3. In Example 3, we have
considered the gauge transformation which mixes the time-odd operator Pˆ with the time-
even operator N˜ (α is assumed to be real). If we require that time-odd and time-even
operators do not mix, we can exclude the gauge transformation of Example 3. However,
for the general gauge transformation, if ∂qǫ is time-odd, we need to take into account
transformations which mix Pˆ with N˜ also.
Before ending this section, we present one special case, namely, the general linear gauge
transformation
q → q + βn, (6.80)
p→ p− αn, (6.81)
ϕ→ ϕ+ αq + βp + ηn, (6.82)
with constant α, β and η. (From discussion in Example 2, the η can be set to 0 without
loss of generality) We have ignored the scale transformation of N˜ following the discussion
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in Example 4. Eqs. (6.75)-(6.77) and (6.78)-(6.79) read
Qˆ→ Qˆ+ βN˜, (6.83)
Pˆ → Pˆ − αN˜B , (6.84)
Θˆ→ Θˆ + αQˆ+ βPˆ + ηN˜ , (6.85)
and
λ(q)→ λ(q)− β∂qV (q), (6.86)
∂qλ(q)→ ∂qλ(q)− βC(q), (6.87)
respectively.
7. Expansion of the collective Hamiltonian up to O(n2)
As we have seen above, the linear term of n in the collective Hamiltonian plays a key role
for the gauge symmetry in the ASCC method. In this section, we consider the case where
the collective Hamiltonian is expanded up to O(n2).
We shall consider the system whose Lagrangian is given by
L =
1
2B(q1)
(q˙1)2 +
1
2D(q1)
(q˙2 − λ(q1))2 − V (q1). (7.1)
The rank of the Hessian (∂2L/∂q˙i∂q˙j) is 2. Since the Hessian is not degenerate, there is
no constraint. Hence there is no gauge degree of freedom in this system. The momenta are
calculated as
p1 =
1
B(q)
q˙1, (7.2)
p2 =
1
D(q)
(q˙2 − λ(q)), (7.3)
and then the Hamiltonian is given by
H = q˙ipi − L
=
1
2
Bp21 +
1
2
Dp22 + λp2 + V (q
1). (7.4)
Noting that q1 = q and q2 = ϕ, this is the collective Hamiltonian expanded up to O(n2) in
the ASCC method. Therefore, in the case where we take up to the O(n2) terms in the ASCC
method, there is no gauge symmetry.
The particle number is conserved also in this case. The Euler-Lagrange equation for (7.1)
leads to
d
dt
(
∂L
∂q˙2
)
=
dp2
dt
=
∂L
∂q2
= 0. (7.5)
This is the conservation of the momentum conjugate to a cyclic variable, and it is a
consequence of Noether’s first theorem for the translation of q2 = ϕ.
As long as we consider only the moving-frame HFB & QRPA equations of O(1), O(p1) and
O(p2) (5.11)-(5.13), a gauge symmetry appears even if we expand the collective Hamiltonian
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up to O(n2). This is because it is equivalent to setting n = 0 to ignore the O(n) and higher-
order expansions in the equation of collective submanifold. As discussed above, when
∂H
∂n
= λ(q), (7.6)
the equation of collective submanifold possesses a gauge symmetry. Even if we expand H up
to O(n2), its derivative
∂H
∂n
= λ(q) +D(q)n (7.7)
coincides with ∂H∂n = λ(q) as long as we ignore the linear and higher-order terms of n.
Therefore, the gauge symmetry appears in the equations of O(1), O(p1) and O(p2).
This can be understood also in the following way. As n = const., we can choose an iner-
tial frame in which n = 0. Because the q˙2 term vanishes in (7.1), this case reduces to the
case of the singular Lagrangian we discussed in the beginning of this paper, and thus the
gauge symmetry occurs. Choosing the inertial frame such that n = 0 can be interpreted as
a constraint.
8. Concluding remarks
In this paper, we have investigated the gauge symmerty in the ASCC method on the basis of
the Dirac-Bergmann theory of constrained systems. We have seen that the transformation
found in Ref. [17] is one example of the gauge transformations and that the gauge symmetry
originates from the constraint n = 0 in the collective Hamiltonian. We have discussed the
symmetry of the ASCC equations under the possible gauge transformations and the validity
of the adiabatic expansion. While the equation of collective submanifold is invariant under
the general gauge transformation, the gauge symmerty is partially broken by the adiabatic
expansion at the level of the moving-frame HFB & QRPA equations.
As we have seen, in either case of the expansion up to O(n) or up to O(n2), the particle
number is conserved. Eq. (2.1) plays an important role for the number conservation. The
difference between the two cases may be worth noting. Whereas, in the O(n) case, n = 0 and
n˙ = 0 are the constraint and its consistency condition, respectively, n˙ = 0 is the consequence
of the Noether’s theorem about the translation of ϕ in the O(n2) case.
Because we are considering a constrained system with n = 0, it is well justified to adopt the
O(1), O(p) and O(p2) equations as the basic equations of the ASCC method. For applications
of the ASCC method to number non-conserving phenomena such as pairing vibration, the
expansion up to O(n2) will be needed. It will be investigated in a future publication.
For the canonical-variable conditions, we have listed Eqs. (5.8) and (5.10), but they are
actually the equations of O(n). It may seem more consistent to adopt the canonical-variable
conditions of only O(1) and O(p1) ( and O(p2) ) following the orders of the moving-frame
HFB & QRPA equations. We have adopted them, however, because the O(n) canonical-
variable conditions are necessary for the discussion on the gauge invariance.
We have discussed the gauge symmetry associated with the first-class constraint n = 0
in this paper. It is known [30] that, when there are A constraints of the first class and
2T constraints of the second class in the 2N dimensional phase space, with an appropri-
ate variable transformation (qi, pi)→ (Q
i, Pi), we can choose canonical variables such that
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Pa ≈ 0, (a = 1, . . . A), (8.1)
Qt ≈ 0, Pt ≈ 0, (t = 1, . . . T ). (8.2)
In the case of the ASCC method, A = 1 and P1 = n. In the ASCC method, we assume
that the motion of the system is confined onto the collective submanifold embedded in the
TDHFB phase space. Although there appears no second-class constraint in the formulation
of the ASCC method, the above assumption itself may correspond to the second-class con-
straints. The assumption on the collective submanifold may be rephrased as the assumption
that there are an even number of the second-class constraints defined in the TDHFB phase
space, which restrict the motion of the system within the collective submanifold.
In Sec. 2 we started from the Hamiltonian and then considered the corresponding
Lagrangian, which gives (2.9) as the total Hamiltonian. Let us consider the structure of
the theory assuming that we were given the Lagrangian first, although in the ASCC method
the (total) Hamiltonian is first given. As discussed in Ref. [23], the system whose Lagrangian
is given by (2.11) is strongly reducible to a one-dimensional system if ∂ϕV = 0. It is also
seen that there appears no secondary constraint from the condition for the system to be
gauge-invariant. As ∂ϕV = 0 leads to V = V (q), the degree of freedom of (ϕ, ϕ˙) disappears
from the Lagrangian. Although we could treat the system as a one-dimensional one, we
dared to regard it as a two-dimensional one and moved to the Hamilton formalism. The
resulting total Hamiltonian (2.9) is of the form of a weakly reducible system. It should be
noted, however, that the degrees of freedom of (q, p) and (ϕ, n) are not completely decoupled
because λ = λ(q) in the ASCC method.
In this paper, we have considered the one-dimensional single-component ASCC method
for simplicity. The extension to the multi-dimensional and multi-component cases is
straightforward.
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