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Heparan sulfate (HS) is a linear polysaccharide expressed
on cell surfaces, in extracellular matrices and cellular
granules in metazoan cells. Through non-covalent binding
to growth factors, morphogens, chemokines, and other
protein families, HS is involved in all multicellular physio-
logical activities. Its biological activities depend on the
fine structures of its protein-binding domains, the deter-
mination of which remains a daunting task. Methods have
advanced to the point that mass spectra with information-
rich product ions may be produced on purified HS sac-
charides. However, the interpretation of these complex
product ion patterns has emerged as the bottleneck to the
dissemination of these HS sequencing methods. To solve
this problem, we designed HS-SEQ, the first comprehen-
sive algorithm for HS de novo sequencing using high-
resolution tandem mass spectra. We tested HS-SEQ us-
ing negative electron transfer dissociation (NETD) tandem
mass spectra generated from a set of pure synthetic sac-
charide standards with diverse sulfation patterns. The
results showed that HS-SEQ rapidly and accurately deter-
mined the correct HS structures from large candidate
pools. Molecular & Cellular Proteomics 13: 10.1074/
mcp.M114.039560, 2490–2502, 2014.
Heparan sulfate (HS)1 is required for all aspects of physiol-
ogy in metazoan cells and tissues (1–3). As a subclass of
glycosaminoglycans (GAGs), HS consists of repeating disac-
charide units [-4-(GlcA-/IdoA-)-1,4-GlcNAc(NS)--], where
GlcA/IdoA may undergo 2-O-sulfation, and GlcNAc may un-
dergo N-deacetylation (free -NH2), N-sulfation, 6-O-sulfation,
and in rare cases, 3-O-sulfation (1, 2). HS chains bind cova-
lently to core proteins via a tetrasaccharide linker to a serine
residue, and form heparan sulfate proteoglycans (HSPGs).
The HS chains on HSPG bind non-covalently to growth fac-
tors, morphogens, chemokines, cytokines, and other mole-
cules, and regulate biological activities including cell signal-
ing, cell migration, and remodeling of the extracellular matrix
(ECM) (1, 3–5).
Spatial and temporal regulation of the activities of HS bio-
synthetic enzymes results in mature HS structure that varies
according to the biological context. Mature HS chains consist
of domains of high, low, and intermediate sulfation respec-
tively, the organization of which varies according to cell type
and developmental state. Moreover, variation of chain length
and modification patterns associated with different biological
sources adds complexity to the HS chains (6). The diversity of
HS structures and different levels of binding specificity with
multiple protein ligands suggests a physiological mechanism
of cellular responses to growth factor stimuli. A well-studied
case is the highly sulfated pentasaccharide sequence within
heparin that binds antithrombin (AT)-III specifically and regu-
lates blood coagulation process. This pentasaccharide motif
contains eight sulfate substituents, including a 3-O-sulfate
group, each of which is required for high affinity binding (7–9).
Moreover, studies on HS-binding proteins, including fibro-
blast growth factors (FGF) (10–13), sonic hedgehog (14), vas-
cular endothelial growth factor (VEGF) (15, 16), glial cell line-
derived neurotrophic factor (GDNF) (17), chemokines (18), and
Wnt (19), demonstrate the importance of sulfation patterns of
From the ‡Bioinformatics Program, Boston University, Boston,
Massachusetts 02215, USA; §Center for Biomedical Mass Spectrom-
etry, Department of Biochemistry, Boston University School of Med-
icine, Boston University, Boston, Massachusetts 02118, USA; ¶ Di-
vision of Chemical Biology and Medicinal Chemistry, Eshelman
School of Pharmacy, University of North Carolina, Chapel Hill, North
Carolina 27599, USA; Department of Bioengineering, Faculty of En-
gineering, McGill University, Montreal, Quebec H3A 0C3, Canada;
**Complex Carbohydrate Research Center, University of Georgia,
Athens, Georgia 30602
Received, March 28, 2014 and in revised form, June 5, 2014
Published, MCP Papers in Press, June 12, 2014, DOI 10.1074/
mcp.M114.039560
Author contributions: H.H., J.L., G.B., C.L., Y. Xia, and J.Z. de-
signed research; H.H., Y.H., Y.M., X.Y., and C.L. performed research;
Y.H., Y.M., and X.Y. analyzed data; H.H. wrote the paper; Y. Xu, J.L.,
C.Z., and G.B. synthesized glycans.
1 The abbreviations used are: HS, heparan sulfate; Ac, acetate; AT,
antithrombin; HSPG, heparan sulfate proteoglycan; ECM, extracellu-
lar matrix; FGF, fibroblast growth factor; VEGF, vascular endothelial
growth factor; GDNF, glial cell line-derived neurotrophic factor; GAG,
glycosaminoglycan; GP, golden pair; EDD, electron detachment dis-
sociation; CID, collision-induced dissociation; NETD, negative elec-
tron transfer dissociation; RE, reducing end; NRE, non-reducing end;
FTICR, Fourier transform ion cyclotron resonance; S/N, signal-to-
noise ratio; Ac, acetate; GUI, graphical user interface; MVC, model-
view-controller; Me, methyl; AnMan, 2,5-anhydro-D-mannose; PNP,
4-nitrophenol.
Technological Innovation and Resources
© 2014 by The American Society for Biochemistry and Molecular Biology, Inc.
This paper is available on line at http://www.mcponline.org
2490 Molecular & Cellular Proteomics 13.9
HS chains in determining the binding specificity between HS,
growth factors, and growth factor receptors, and illustrate the
potential of developing HS-based drugs and therapeutics
(20–23). In this context, effective methods for identifying sul-
fation patterns on HS chains are in high demand.
The development of experimental methods over the past
few years has turned the prospect of HS sequencing into
reality (24–27). Recent breakthroughs in chemoenzymatic
synthesis of HS with specified sulfation positions have re-
moved roadblocks in designing substrates with desired prop-
erties (28). Meanwhile, new tandem mass spectrometric dis-
sociation techniques are now capable of identifying sulfation
patterns of some GAG oligosaccharides directly (29, 30). In
particular, electron detachment dissociation (EDD) (31) and
negative electron transfer dissociation (NETD) (32, 33) tech-
niques generate informative spectra that include rich glyco-
sidic-bond and cross-ring cleavages while maintaining the
intact sulfation information. It is also possible to suppress
losses of sulfate groups in collision-induced dissociation (CID)
tandem mass spectra by derivatizing HS saccharides (34) or
by replacing acidic protons with metal cations (35, 36). How-
ever, all tandem mass spectra of highly sulfated HS saccha-
rides display useful backbone dissociation combined with
some degree of sulfate losses. This gives rise to a multiplicity
of product ions with either intact or reduced sulfate numbers,
the interpretation of which limits the dissemination of these
techniques. It is thus necessary to develop commensurate
computational methods to meet the challenges of these new
techniques, which will promote the systematic study of the in
vitro and in vivo effects of HS fine structure on physiological
activities.
In 2005, Saad et al. developed the spreadsheet-based hep-
arin sequencing tool HOST using enzymatic digestion and a
CID ESI-MSn approach (37). HOST built oligosaccharide se-
quences based on similarity analysis that compares tandem
mass spectra of disaccharide units produced from the sac-
charide in question against those acquired from the intact
saccharide. Methods have advanced since that time and now
allow determination of sulfation and acetylation directly from
tandem mass spectra without separate enzymatic digestion.
A computational simulation method was also explored to
predict the fine structure and domain organization of HS
sequence using information from enzymatic digestion and
Golgi-based biosynthetic rules (38). This model produced an
“average” HS chain statistically and is valuable for guiding the
selection of candidate sequences, yet it failed to pinpoint the
positions of sulfate groups for a specific chain. The public tool
Glycoworkbench (39–41) was also developed to facilitate the
assignment of monoisotopic peaks in tandem mass spectra of
glycans, but it aided little in the identification of sulfated sites
on the sequence scale.
In principle, there is no significant difference between se-
quencing HS saccharides and other compound classes from
tandem mass spectra. The precursor mass identifies a finite
set of candidate sequences either dependent or independent
of biosynthetic rules. The information contained in the tandem
mass spectra then reduces candidate possibilities to an ex-
tent commensurate with the quality of the data. Depending on
whether a knowledgebase is required for generating candi-
date sequences, tandem MS sequencing methods are divided
into database searching and de novo sequencing. De novo
sequencing (42) does not rely on a database of previously
identified structures, and therefore is preferred for HS se-
quencing. One type of de novo sequencing method is based
on the spectrum graph model (43–48), which converts the
sequencing problem into finding an optimal path by connect-
ing the product ion ladder from one terminal to the other. In
this process, mass differences establish the connections be-
tween peaks. HS chains consist of alternately repeating HexA
and HexN residues with acetate and sulfate groups as vari-
able substituents. This means that neighboring product ions
may correspond to monosaccharide, or monosaccharide plus
substituents. Because sulfate losses occur, the number of
neighboring product ions is increased. In addition, random
product ions may produce identical mass differences. A naive
method (42), such as PEAKS (49), scores favored product
ions, and selects candidate sequences with the highest ac-
cumulative scores. This method usually relies on the assump-
tion of instrument-specific ion types, and peaks with ambig-
uous assignments may affect its performance.
For HS, the size of the sequence space is a combinatorial
function that depends on the oligosaccharide backbone and
numbers of acetate/sulfate groups. For example, a hexasac-
charide with composition [1, 2, 3, 1, 6] ([HexA, HexA, GlcN,
Ac, SO3]) gives rise to 1386 isomers, whereas a 14-mer oli-
gosaccharide with composition [0, 7, 7, 2, 5] produces
1,381,380 theoretical sequences. Sampling methods may
speed up the searching process, but the resulting local max-
imum and convergence problems pose additional burdens on
configuring reasonable searching/scoring schemes. Even
with efficient limitation of the search space, it may still be
difficult to distinguish the true sequence from candidate se-
quences via sequence scores, because the regions with in-
correct sulfate/acetate numbers may be supported by falsely
assigned product ions because of product ion assignment
ambiguity.
The HS sequencing problem can be considered as finding
the best way to distribute fixed numbers of acetate/sulfate
groups along the precursor sequence. The precursor mass
usually uniquely determines the HS composition, i.e. the
counts of monosaccharide residues, sulfate, and acetate
groups (Fig. 1A), whereas the counts of monosaccharide res-
idues implicitly determines the sequence of monosaccharide
residues and therefore the sequence of candidate acetylation/
sulfation sites along the precursor sequence. In this sense, we
can rephrase the HS sequence problem as finding the best
way to distribute fixed number of acetate/sulfate groups
among a fixed set of candidate acetylation/sulfation sites.
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We clarify several terms (Fig. 1B) here in order to facilitate
the discussion. We use modification to represent acetylation/
sulfation, the locations of which are uncertain on the precur-
sor sequence before prediction. In contrast, we consider de-
rivatization at the reducing-end as an integrated part of the
precursor backbone because there is no uncertainty of its
location. Accordingly, a candidate modification site repre-
sents a particular position on a particular monosaccharide
residue where the modification may occur, and modification
number stands for the count of the modification occurrence.
The solution is a list of modification distributions that specify
how the given numbers of modifications are distributed
among all the candidate modification sites. Each modification
type corresponds to a modification distribution, and the sum
of the distribution equals the modification number defined in
the precursor composition.
The concepts of candidate modification sites and modifi-
cation number serve as the building blocks for the whole
framework of HS-SEQ. For a given peak, we denote each
structural interpretation of a peak (the ion type, cleavage
position, neutral loss, and modification numbers, e.g. Y3 -
H2O  1Ac  3SO3) as an assignment. Each assignment in
essence contributes structural information regarding the cov-
ered candidate modification sites and modification numbers
FIG. 1. Summary of basic concepts in HS-SEQ. A hexasaccharide [1, 2, 3, 1, 6] ([HexA, HexA, GlcN, Ac, SO3]) is used to demonstrate
the concepts used in HS-SEQ. A, The hexasaccharide sequence illustrated by cartoon symbols. Each monosaccharide has a unique ID. B,
Visual representation of the hexasaccharide sequence in HS-SEQ. Two types of modification (substitution) occur on the sequence: acetylation
(Ac) and sulfation (SO3). Each modification type corresponds to a set of candidate modification sites, and a modification distribution, which
appends a local likelihood value to each candidate site. C, Visual representation of assignment in HS-SEQ. Each assignment provides
structural information in terms of subsets of candidate modification sites as well as the associated modification numbers. D, Assignment helps
update the modification distribution. The original modification numbers are denoted by red text and the new numbers deduced from the
assignment are denoted by blue text. The added structural information from the assignment updates the local regions of the modification
distributions (the updated regions is marked by dashed squares).
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(Fig. 1C). In this sense, each assignment defines a subprob-
lem of the original HS sequencing problem, which serves to
update the global modification distributions to finer resolution
(Fig. 1D). Moreover, a terminal assignment describes an as-
signment containing an intact monosaccharide residue of ei-
ther the reducing end (RE) or non-reducing end (NRE), and an
internal assignment describes an assignment containing no
intact RE or NRE residue. For each modification type, we use
assignment graph to describe the relationship between as-
signments. In the graph, the node represents an assignment
and the edge represents the inclusion relationship of candi-
date modification sites of two assignments.
In order to identify the HS sequence, the intuitive way is to
map the mass values of peaks to assignments (spectra inter-
pretation), and collect the structural information of assign-
ments to deduce the modification distributions of the precur-
sor sequence (sequence assembly). Ambiguity occurs when a
single mass value corresponds to multiple assignments, and
different assignments produce inconsistent structural infor-
mation regarding the precursor sequence (Fig. 2A). In es-
sence, the data ambiguity problem is all about confusing
information of the candidate modification sites and/or modi-
fication numbers (Fig. 2B). As we have seen, nearly all the
concepts and difficulties in HS sequencing can be rephrased
in terms of candidate modification sites and modification
number. Based on the rephrased framework, we developed a
de novo sequencing algorithm, HS-SEQ, to address the prob-
lem of HS sequencing.
As shown in Fig. 3A, the sequencing task in HS-SEQ con-
sisted of two steps: (1) the prediction of the distribution of
acetate groups, taking into account the data ambiguity; and
(2) the prediction of the distributions of sulfate groups, a step
divided into sulfate numbers on each monosaccharide resi-
due and exact sulfation positions within residues. Sulfate loss
was considered during this step. Fig. 3B illustrates how an
assignment connected to others and contributed to updating
FIG. 2. Data ambiguity in HS sequencing. A, Assignments of B4
and Y2 on a hexsaccharide with composition [1, 2, 3, 1, 6]. Some Y2
assignments have incompatible modification numbers with the B4
assignments. For example, B4 (1Ac4SO3) and Y2 (1Ac3SO3) can-
not co-exist because the total number of Ac on the sequence is only
1. Alternative assignments are suggested after the arrows. For exam-
ple, Y2 (0Ac2SO3) can be considered as Y2 (0Ac3SO3) with sulfate
loss, or C2(0Ac3SO3) with sulfate loss. B, Classes of data ambiguity.
Assignments with either the same mass values (isomeric or isobaric)
or different mass values can cause ambiguity, and the ambiguity in
essence is the ambiguity of the candidate modification sites and/or
associated modification number. “S” denotes “same” and “D” means
“different”.
FIG. 3. Schema of HS sequencing in HS-SEQ. A, Subtasks in HS
sequencing. In HS-SEQ, HS sequencing consists of two basic steps:
identification of Ac positions and identification of sulfate positions
(sulfate numbers on each residue, and identification of specific sulfate
positions on each residue). Data ambiguity is considered for each
step, and sulfate loss is considered when identifying sulfate positions.
B, Assignment graph connects assignments and generates the mod-
ification distribution. The relationship between assignments is visual-
ized by the assignment graph (modification-specific), where the node
represents assignment and the edge represents the inclusion rela-
tionship of candidate modification sites between assignments. The
edge directs the assignment with maximum subset of modification
sites (child node) to the assignment with minimum superset of mod-
ification sites (parent node). Two nodes are always present in the
graph: the null node and the full node. For each new node (assign-
ment), there is always at least one parent node and one child node in
the graph. The information of candidate modification sites from the
new node helps locate its parent and child in the graph. The informa-
tion of modification number is adjusted based on confidence estima-
tion of the assignment (discussed in the method section). Each
insertion of a node into the graph corresponds to update of local
regions on the modification distribution.
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the modification distribution. HS-SEQ organized assignments
by their respective confidence values and sequentially in-
serted the assignments into the assignment graph. The inser-
tion of each assignment further updated the modification
distribution. The final modification distribution can be read
manually, or converted to a list of top candidate sequences
(see supplemental materials section Generation of top
candidates).
We tested HS-SEQ using nine synthetic HS saccharide
standards representing a range of chain lengths, modification
positions, sulfation degrees, reducing-end derivatization
groups, and ion charge states (Fig. 4). The results showed that
HS-SEQ accurately recovered the correct HS sequences for
76% (19 out of 25) of the tested tandem mass spectra, and
approached the correct sequences for the remainder. For
each oligosaccharide sequence, at least 50% of the tandem
spectra (each with a different charge state) reported the true
sequence as rank 1. Moreover, the scores for the correct HS
structures were distinct from their isomeric candidates, and
the computation time required for sequencing was usually a
few seconds, demonstrating the feasibility of a HS high-
throughput sequencing pipeline. The program was developed
using the C language and is available for download
through http://code.google.com/p/glycan-pipeline/. The pro-
gram currently runs under command line and requires only a
few basic arguments (precursor ion m/z, charge state, and
input/output file). The program also includes XML configura-
tion files that specify the rest of parameters and their default
values. A graphical-user-interface (GUI) version of the pro-
gram is under development and will be available in future
version.
To the knowledge we have, our work is the first to system-
atically study the problem of automatic HS sequencing. We
showed HS-SEQ’s capability in addressing the challenges of
data redundancy, data ambiguity, and sulfate loss inherent in
tandem mass spectra of HS compound class, and providing
production-grade distinctive results.
EXPERIMENTAL PROCEDURES
Data Acquisition and Preprocessing—Tandem mass spectra of the
nine synthetic HS saccharides were acquired on a 12-T solariXTM
hybrid Qh-Fourier transform ion cyclotron resonance (FTICR) mass
spectrometer (Bruker Daltonics, Bremen, Germany) in NETD (Fig. 4).
All HS standards were dissolved in 5% isopropanol, 0.2% ammonia
solution to a final concentration of 5 pmol/l, and infused directly into
the mass spectrometer using an Apollo II nanoESI source. The spec-
tra were acquired in the negative ion mode and the instrument pa-
rameters were optimized to minimize SO3 losses. Precursor ions were
isolated using a mass-filtering quadrupole and externally accumu-
lated in a hexapole collision cell before tandem MS analysis. For
NETD experiments, fluoranthene cation radicals were generated in a
chemical ionization source in the presence of argon. Efficient disso-
ciation was ensured by using a reagent accumulation time of up to
500 ms and a reaction time of up to 500 ms. Each transient was
acquired with 1M data points, each tandem mass spectrum was
acquired by signal averaging up to 100 transients for improved S/N
ratio. The instrument was externally calibrated using sodium-TFA
clusters before tandem MS experiments.
Peak lists were exported from the spectra using Bruker DataAnaly-
sis 4.2 with the “FTMS” option selected and the signal-to-noise ratio
(S/N) threshold set to 0. Each row of the peak lists contained the m/z
value, intensity, resolving power and S/N for a given peak. An in-
house deconvolution/deisotoping program (see supplemental mate-
rials section Deconvolution and deisotoping) was developed to
convert the peak lists into lists of monoisotopic neutral masses.
Peak Assignment—The monoisotopic peak list was converted into
neutral mass values, and was matched to theoretical fragment mass
with a 2 ppm mass error. The theoretical library was constructed from
the composition of precursor ion [HexA, HexA, GlcN, Ac, SO3]. All
possible product ions (50) were considered, including types of A, B,
C, X, Y, Z, and internal ions generated from multiple cleavages of the
HS backbone structure. Neutral mass loss (-H2O), hydrogen transfer
(-H) and all possible numbers of sulfate/acetate groups allowed on the
product ions were taken into account. We assumed that for GlcN
residues, sulfation may only occur at 2-N, 3-O, and 6-O positions and
acetylation at 2-N position, whereas for HexA (GlcA or IdoA) residues,
sulfation may occur at the 2-O position. Although it has been sug-
gested that the isomeric uronic acid residues resulted in different
fragmentation patterns using EDD (31), the difference has not yet
been established as an explicit pattern for automatic recognition from
the spectra. Therefore, HS-SEQ did not attempt to distinguish GlcA
from IdoA.
FIG. 4. Structures of nine synthetic pure standards for algorithm
validation. #1 Arixtra [0, 2, 3, 0, 8] (charge state 4-, 5-, and 6-) was
purchased from Organon Sanofi-Synthelabo LLC (West Orange, NJ).
#2 Hex6 [1, 2, 3, 1, 6] (charge state 3-, 4-, 5-, and 6-) and #3 Hex7 [1,
2, 3, 1, 7] (charge state 3-, 4-, 5-, and 6-) were purchased from New
England BioLabs (Ipswich, MA). #4 dp15 [0, 7, 7, 2, 5] (charge state
5-, 6-, 7-, and 8-), #5 P71 [0, 4, 3, 0, 3] (charge state 3- and 4-) and
#6 P82 [0, 4, 4, 0, 11] (charge state 6-) were bio-enzymatically syn-
thesized and were generously provided by Prof. Jian Liu from Uni-
versity of North Carolina, Chapel Hill. Synthetic HS tetrasaccharides
#7 Boons03 [0, 2, 2, 0, 4] (charge state 3- and 4-), #8 Boons23[0, 2,
2, 0, 4] (charge state 2-, 3-, and 4-) and #9 Boons38[0, 2, 2, 0, 5]
(charge state 3- and 4-) were generously provided by Professor
Geert-Jan Boons from the Complex Carbohydrate Research Center
at the University of Georgia. Me: methyl, AnMan: 2,5-anhydro-D-
mannose, PNP: 4-Nitrophenol.
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Sequence Construction
1. Filtering Redundant Data—A typical assignment of a peak con-
sisted of three parts: product ion type (e.g. B2, C3, and
1,5A2), com-
position shift (e.g. -H2O, -H) and modification numbers for acetate
and sulfate groups. Assignments with the same product ion type and
the same number of acetate groups were clustered. In other words,
each cluster contained assignments with mass values differing only in
the equivalent of a combination of neutral mass loss (–H2O), hydrogen
transfer (–H), and sulfate groups. Note that assignments of B- and
C-type ions were not differentiated. Similarly, Y- and Z-type ions were
clustered together. For example, assignment B2 (–H2O, 1Ac  3SO3)
was clustered with assignment C2 (–H, 1Ac  2SO3), but not with
assignment C2 (0Ac  1SO3) because of the different acetate num-
bers they hold. For each cluster, the assignments with the highest
number of sulfate groups were selected to represent the cluster. If
more than one assignment had the highest sulfate number in one
cluster, HS-SEQ chose the one by the neutral mass shift in order of
priority: no shift  -H2O  H/–H  -H2O H/–H. The number of
H/–H was set to be from 0 to 2 by default.
The clustering procedure removed redundant and/or irrelevant
structural information (e.g. composition shift, sulfate losses) of the
assignments. As a result, each selected assignment represented an
independent observation of a sub-structure of the precursor. Note
that the number of acetate groups, instead of sulfate groups, was
included for clustering assignments. This was because of the ambi-
guity of modification number caused by acetate group. For example,
in sequence #2 [1, 2, 3, 1, 6] (Fig. 4), a peak assigned to 0,2A5 (1Ac 
nSO3) can be equivalently assigned to B5 (0Ac  nSO3), whereas a
peak assigned to C5 (1Ac  nSO3) can be assigned to
2,4A6 (0Ac 
nSO3). These ambiguous assignments had the same candidate Ac
sites but different Ac numbers, and could not be differentiated from
the mass value. In contrast, assignment ambiguity rarely involved the
number of sulfate groups, but loss of sulfate group during dissocia-
tion may lead to misunderstanding of the sequence. By selecting the
assignment with the highest number of sulfate groups within a cluster,
the risk of misinterpretation caused by sulfate loss was reduced.
Another clustering procedure in HS-SEQ to reduce the risk of
sulfate-loss will be described in step 4.
For each modification type, the algorithm went over step 2 - step 4
to construct the corresponding modification distribution.
2. Estimating Data Ambiguity—Only terminal assignments were
considered for building the sequence, but internal assignments were
used for estimating the risk of mis-assignment. For each modification
type, the likelihood of correctly assigning a peak as an terminal
assignment is assessed via uniqueness value p(A), defined as
pAk 
tk
i  S
ti
, k  S, and 0  ti  1 (Eq. 1)
whereas S is the indices of isomeric assignments (assignments that
correspond to the same mass value, k is the index of a terminal
assignment in S, tk is the weight associated with the cleavage type
(e.g. glycosidic-bond cleavage, cross-ring cleavage, and the combi-
nations thereof) of assignment k. For assignments of either glycosid-
ic-bond cleavage or cross-ring cleavage, ti was set to 1.0; for assign-
ments of internal cleavage type (except double cross-ring cleavage,
e.g. AX ion), ti was set to 0.2; for double cross-ring cleavage, ti was set
to 0 by default, which means assignments of double cross-ring cleav-
age were ignored. Note that the denominator of the uniqueness value
(Eq. 1) was calculated based on assignments with non-redundant
information of modification sites and modification number. If assign-
ments of a mass value caused no additional ambiguity (Fig. 2B)
regarding the modification sites and modification numbers, they
would not be counted into the denominator of the uniqueness value
(Eq. 1).
3. Constructing the Assignment Graph—Terminal assignments
were organized via an assignment graph model for each modification
type (Fig. 3B). Let X denote the set of candidate modification sites of
an assignment and S denote the number of sulfate/acetate groups of
the same assignment. Node i is a parent of node k, if Xi  Xk and there
is no such node m that Xi  Xm  Xk. Conversely, node k is a child of
node i. Note that it is possible for a node to have more than one
parent/child. For example, nodes representing 2,4A3 and
3,5A3 are both
parents of the node representing B2 with respect to the sulfation sites.
Node i is defined as the complement node of node k if Xk  Xi  ,
Xk  Xi  A and Sk  Si  Sprecursor, whereas  denotes the modi-
fication sites of the precursor sequence, A denotes the empty set and
Sprecursor is the total modification number of the precursor sequence.
Conversely, node k is also a complement node of node i, and the two
nodes are complementary to each other.
As shown in Fig. 3B, the computation began with two connected
dummy nodes, one representing the candidate modification sites and
modification number of the precursor ion, and the other representing
a virtual node with null modification sites and modification number of
0. For any new assignment, there was always at least one parent and
one child in the graph. The terminal assignments were sequentially
inserted into the graph by looking for their respective parent and child
in the graph, and the insertion order depended on their respective
confidence values. The confidence of an assignment relied on several
factors: the assignment ambiguity, represented by the uniqueness
value pA (Eq. 1), and the assignment compatibility with the parent,
child, and complement node (if applicable).
The compatibility of assignment k was given by
pIk  CminDkG,DkL,DkU, minDkG,DkL,DkU  00. minDkG,DkL,DkU 	 0.
(Eq. 2)
where k is the index of a terminal assignment, and C is a constant
within [0,1] (0.8 by default). The boundary of the number of sulfate/
acetate groups an assignment can carry is mathematically con-
strained by its parent, child as well as the complement assignment.
DG, DL, and DU represent the distances of the modification number of
an assignment to the maximal status from different aspects. Constant
C regulates the impact of the distance on the assignment compati-
bility. The rationale behind this formula is that the closer the modifi-
cation number of an assignment is to the maximum, the more likely
the node is to retain the original modification number information. This
is especially useful for determining the sulfate distribution because we
hope to select assignments that are most likely to retain the intact
sulfation information. DG, DL, and DU in (Eq. 2) are given by
Dk
G  Stotal 
 Sk  Sk (Eq. 3)
Dk
L  Skc  Nk 
 Nkc 
 Sk, Sk  Skc	1 Sk 	 Skc (Eq. 4)
Dk
U  Skp 
 Sk, Skp 
 Sk  Nkp 
 Nk	1, Skp 
 Sk  Nkp 
 Nk (Eq. 5)
where k is the index of the to-be-inserted node, kc is the index of the
child of node k, kp is the index of the parent of node k, k’ is the index
of the complement node of node k, S is the modification number,
and N is the number of candidate modification sites. If no comple-
ment node of node k has been recorded in the graph, let
Sk’  0. DG is the distance inferred from a pair of complementary
nodes (i.e. distance for golden pair), DL represents the distance
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inferred from the child node (i.e. distance for the lower bound), and
DU is the distance inferred from the parent node (i.e. distance for the
upper bound).
In the event that more than one candidate parent/child node was
present, the most confident one was selected, and its distance values
were calculated accordingly.
In order to expand the assignment graph, terminal assignments
were sorted descendingly by their uniqueness values pA (Eq. 1). In
each cycle, assignments with the highest uniqueness values were
retrieved. Note that for sulfation distribution, assignments with the
same uniqueness value and same modification sites underwent an
additional clustering procedure (as described in step 1) so that only
the assignment with the highest number of sulfate groups in each
cluster was selected. This clustering procedure is useful for grouping
nearby assignments covering the same candidate sulfation sites, e.g.
B3 and
1,5A3 (see Fig. 2B).
The compatibility (Eq. 2) of assignment k involved two cases: (1) the
compatibility with assignments in the current assignment graph
(background assignments), denoted as pIk
bg, and (2) the compatibility
with assignments of the same uniqueness values (peer assignments),
denoted as pIk
peer. A virtual complement node k of node k was forged
(if not available), and the confidence value  of node k was then
calculated by:
k  pAk  pIk
bg  maxpIk
peer,pIk’
peer (Eq. 6)
whereas k is the index of the current node, k’ is the index of the
complement node of node k, and pIk
peer, pIk’
peer represents the com-
patibility value of node k, node k’ in the context of peer assignments
(Eq. 2), respectively. Assignments with confidence value of 0 were
ignored. The remainding peer assignments were sorted by their con-
fidence values  (Eq. 6) in a descending order, and sequentially
inserted into the assignment graph. Each insertion of a node was
accompanied with the insertion of its complement node (either virtual
or not).
4. Updating Modification Distribution—With only two dummy
nodes in the graph, the modification was equally likely to occur on all
possible modification sites along the precursor sequence. The inser-
tion of a node into the assignment graph led to an update of a local
region of the modification distribution (Fig. 3B). From the perspective
of the assignment graph, the confidence value  (Eq. 6) was respon-
sible for arranging the order of nodes for insertion into the graph; from
the perspective of modification distribution,  directed the way of
updating the distribution. Intuitively, if the confidence value was close
to 0, the inserted node had almost no impact on the current modifi-
cation distribution; if it was close to 1, the modification distribution
was updated based on the exact modification number of the assign-
ment (Fig. 1D). Therefore,  controlled the effect of modification
number of an assignment on updating the modification distribution
(Fig. 3B). The adjusted or “effective” modification number S for
assignment k was given by:
Sk  kSk  1 
 kSk
bg (Eq. 7)
whereas k is the index of the inserted node, S denotes the modifica-
tion number,  is the confidence value (Eq. 6), and Sk
bg is the back-
ground modification number for node k, given by:
Sk
bg  Skc  Lkp	kc
ori  Nk 
 Nkc (Eq. 8)
where k is the index of the inserted node, kc is the index of the child
of node k, S is the effective modification number, N is the number of
candidate modification sites and Lkp	kc
ori is the average modification
number over the candidate modification sites sandwiched by the
parent and child of node k. If the child node or parent node is the
dummy node, let S  S.
Lkp	kc
ori was given by:
Lkp	kc
ori 
Skp 
 Skc
Nkp 
 Nkc
(Eq. 9)
whereas S denotes the effective modification number, N is the num-
ber of modification sites, kp is the index of the parent of node k, kc is
the index of the child of node k.
After the insertion, the original modification distribution was up-
dated in the following way: for the subregion demarcated by the node
k and its child kc, the updated average modification number on each
candidate modification site, or local modification likelihood, was given
by:
Lk	kc
ori 
Sk 
 Skc
Nk 
 Nkc
(Eq. 10)
Similarly, for subregion demarcated by node k and its parent node
kp, the updated local modification likelihood on each candidate site
was also given by:
Lkp	k
ori 
Skp 
 Sk
Nkp 
 Nk
(Eq. 11)
As more assignments were inserted into the assignment graph, the
modification distribution was sliced into smaller pieces of subregions
with the candidate modification sites and adjusted modification num-
bers specified.
5. Organizing Sequencing Tasks—The acetylation positions were
identified first by selecting the most likely candidate acetylation sites
based on predicted acetylation distribution. All assignments that re-
ported inconsistent acetate numbers were removed in order to im-
prove the accuracy of predicting sulfation distribution.
Ideally, the presence of cross-ring cleavage product ions facilitates
locating the sulfate groups within each residue. In practice, however,
cross-ring cleavage product ions were more likely to be associated
with sulfate loss. As a result, HS-SEQ might incorrectly distribute the
sulfate group(s) within the residue (see supplemental material S1).
Fortunately, once the number of sulfate groups on each residue was
determined, it was usually possible to deduce the priority of sulfation
positions within residues based on the biosynthetic rules of HS (4, 51).
Method Comparison—The performance of HS-SEQ was evaluated
using 25 NETD spectra from nine synthesized sequences (Fig. 4). For
each spectrum, all theoretical sequences were enumerated (Table I)
based on the compositions of the precursor ions, and the prediction
cost for each candidate sequence was calculated. Each candidate
sequence was virtually represented by modification distributions with
only binary likelihood values (0–1), where 0 and 1 denote “unoccu-
pied” and “occupied” position, respectively. The prediction cost for a
given candidate sequence was defined as the distance between the
binary modification distributions representing the candidate se-
quence and the modification distributions predicted by HS-SEQ,
which was given by
Cost  
t  T

i  St
dti 
 kti2 (Eq. 12)
whereas T is the set of modification types (acetylation/sulfation), S(t)
is the set of candidate modification sites for modification type t, dti is
the estimate of modification likelihood from HS-SEQ on site i for
modification type t, and kti is the binary modification likelihood (0–1)
specified by candidate sequence on site i for modification type t. For
each spectrum, the average rank and Z-score of the cost value (Eq.
12) of the true sequence were calculated in the background of all
candidate sequences. The true sequence was expected to have a
HS Sequencing Algorithm
2496 Molecular & Cellular Proteomics 13.9
good average rank (low prediction cost) and high Z-score (distinct
from background).
The performance of HS-SEQ was compared with two other naïve
methods. The first was the coverage method (39, 41), which we
defined here as scoring a candidate sequence by calculating the total
number of observed unique mass values of product ions explainable
by that sequence. Ideally, the most likely sequence should have the
highest coverage, and all other sequences should cover only a subset
of the mass values. The second naïve method tested was the “golden
pair” (GP) (36), which we redefined here as counting the pairs of
complementary terminal assignments for a given candidate se-
quence. Similarly, we assumed that a true sequence should have the
highest number of golden pairs.
For native samples derived from biological sources, there was a
priority order for sulfation positions within a GlcN residue. Therefore,
the performances of a residue-based version of all three methods
were also compared, which we denoted as M_Coverage, M_GP and
HS-SEQ (M_Cost) methods, respectively. Candidate sequences with
no differences in the total number of sulfate groups for each residue
were adjusted to have the same score.
HS-SEQ (M_Cost) for a sequence at the residue level was calcu-
lated by
M_Cost  
tT

rRt
Dtr 
 Ktr2 (Eq. 13)
whereas T is the set of modification types (acetylation/sulfation), R(t)
is the list of monosaccharide residues for modification type t, Dtr is the
modification likelihood estimated from HS-SEQ on residue r for
modification type t, and Ktr is the summed modification number
(nonnegative integer) specified by the candidate sequence on
residue r for modification type t. It turns out that the residue-based
version is more robust to variation of occupied sulfation sites within
each residue. For example, if HS-SEQ produces sulfation likelihood
values on sites in a GlcN residue as (2-N: 0.3, 3-O: 0.9, and 6-O: 0.8),
and a candidate sequence specifies the sulfation distribution on the
same sites as (2-N: 1, 3-O: 0, and 6-O: 1). The original version of the
cost function would calculate the squared distance as (0.3 - 1)2 
(0.9 - 0)2  (0.8 - 1)2 
 1.34, whereas the updated cost function would
give (0.3  0.9  0.8 - 1 - 0 - 1)2 
 0.
For M_Coverage, a qualified assignment of cross-ring cleavage
type was allowed to carry more sulfate groups than the number on the
local region specified by the candidate sequence, as soon as the
residue-based constraint of the candidate sequence was met. For
example, for candidate sequence in (Fig. 1A), a qualified B1 assign-
ment can carry up to one sulfate group, and a qualified B2 assignment
can carry up to three sulfate groups. Under the loosened constraint,
a 2,4A2 assignment can carry at most two sulfate groups, and a
0,2A2
assignment up to three sulfate groups. Therefore, a sequence with
sulfation at 2-N and 6-O on a GlcN residue counted equally amount of
assignments as an isomer sequence with sulfation at 3-O and 6-O on
the same GlcN residue, assuming other residues of the two se-
quences had the same sulfation distribution. The same loosened
constraint was applied to M_GP to select qualified assignments for
each candidate sequence. The performances (average rank and Z-
score) of the three updated methods were then compared. The rela-
tionship between the performance and the size of candidate se-
quence space (background size) for both the original and updated
versions of all three methods were also explored.
RESULTS
The preprocessing results are given in supplemental mate-
rial S2–S3 and the modification distributions reported by HS-
SEQ are provided in supplemental material S1. We compared
the average ranks of the true sequences using all three meth-
ods (Fig. 5A). A low rank value indicated high rank perform-
ance. The results suggested that the coverage method was
the most stable among the three, and performed best for
sequence #2 (charge 3-, 4-, 5-, and 6-), #6 (charge 6-) and #7
(charge 3-). The performance of HS-SEQ (Cost) was close to
the coverage method in general, with the exception that it
lagged behind for sequence #1 (charge 4-, 5-, and 6-), #2
(charge 5- and 6-) and #6 (charge 6-), whereas it targeted
sequence #4 (charge 6-) accurately. The GP method per-
formed poorly for #8 (charge 2- and 3-), #2 (charge 3-, 4-, 5-,
and 6-), #6 (charge 6-) and #4 (5-, 6-, 7-, and 8-).
The Z-score test (Fig. 5B) provided a measure of the dis-
tinction of a true sequence from the background candidates.
HS-SEQ (Cost) performed best for sequence #5 (charge 4-)
TABLE I
Average ranks of the true sequences using HS-SEQ. For each spectrum, the average ranks of the true sequence in the sequence space and
residue-based sequence space (M_space) using HS-SEQ were listed
Sequence
(charge)
Rank/Space M_rank/M_space
Sequence
(charge)
Rank/Space M_rank/M_space
#1 (4-) 12/165 1/25 #5 (3-) 8/286 1/56
#1 (5-) 75/165 4/25 #5 (4-) 2/286 1/56
#1 (6-) 16/165 1/25 #6 (6-) 30.5/4368 1/328
#2 (3-) 26.5/1386 2/216 #7 (3-) 15.5/56 1/12
#2 (4-) 13.5/1386 1/216 #7 (4-) 1.5/56 1/12
#2 (5-) 29.5/1386 1/216 #8 (2-) 6/70 1/14
#2 (6-) 114.5/1386 1/216 #8 (3-) 2.5/70 1/14
#3 (3-) 17.5/990 2/174 #8 (4-) 1.5/70 1/14
#3 (4-) 3.5/990 1/174 #9 (3-) 13.5/56 3/12
#3 (5-) 7.5/990 1/174 #9 (4-) 2/56 1/12
#3 (6-) 12.5/990 1/174
#4 (5-) 1.5/1,381,380 1/98,196
#4 (6-) 1/1,381,380 1/98,196
#4 (7-) 70.5/1,381,380 2/98,196
#4 (8-) 1630.5/1,381,380 3/98,196
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and #4 (5-, 6-, 7-, and 8-). The GP method performed best for
#1 (4-, 5-, and 6-), but produced no results for #8 (charge 2-)
because of missing observations of golden pairs. The cover-
age method, the best performer in the average rank test, gave
a mediocre performance in the Z-score test. This was not
surprising, because ambiguous assignments in HS tandem
MS spectra were expected to boost the scores of some
candidate sequences. The results showed that HS-SEQ
(Cost) gave good Z-scores consistently, especially for se-
quence #7 (4-, 56 candidates), sequence #9 (4-, 56 candi-
dates), sequence #8 (3-, 70 candidates), sequence #5 (3- 
4-, 286 candidates), #3 (4-, 990 candidates), #6 (6-, 4368
candidates), and #4 (5-  8-, 1,381,380 candidates).
We also examined the linear correlation between average
rank and background size (Fig. 5C). The results showed that
the linear correlation was weak for HS-SEQ (Cost) (R2 

0.171), compared with strong correlation for the coverage
(R2 
 0.563) and GP (R2 
 0.505) methods. It was interesting
for HS-SEQ (Cost) to have significantly smaller R2 value,
because a larger background size typically indicates a higher
chance for a sequencing algorithm to make mistakes. For
sequences of the same background size, HS-SEQ (Cost)
tended to generate average ranks with higher variance com-
pared with the naïve methods. This suggests that factors
other than the background size may strongly affect the aver-
age rank performance of HS-SEQ (Cost). The regression line
for HS-SEQ (Cost) (Fig. 5C) had a smaller slope compared
with other methods, which also suggests that the average
rank from HS-SEQ (Cost) was less affected by the back-
ground size. In contrast, all three methods showed strong
linear correlations on the relationship between the Z-score
and the background size (R2 
 0.726 for the coverage
method, R2 
 0.641 for the GP method and R2 
 0.601 for
HS-SEQ (Cost)), but the regression line for HS-SEQ (Cost)
again was steeper than the lines for the naïve methods. This
indicates that HS-SEQ (Cost) had special advantage in iden-
tifying the true sequence from the background, especially in
the case of large background size. The characteristic distinc-
tiveness of HS-SEQ was highly favorable for automatic HS
sequencing.
Close examination of the modification distributions from
HS-SEQ (Cost) provided an explanation (see supplemental
material S1). Some degrees of sulfate losses were observed
with all dissociation methods, including NETD (52). This was
more likely to happen for cross-ring cleavages. Although the
coverage method considered product ions with sulfate loss,
the GP and HS-SEQ (Cost) methods required the presence of
product ions with no sulfate loss. Fortunately, the total num-
ber of sulfate groups on each residue was usually well main-
tained in the sulfation distribution generated by HS-SEQ,
FIG. 5. Comparison of HS sequencing methods. The performance for coverage method (denoted in black), GP method (denote in blue),
HS-SEQ (Cost) (denoted in red) were compared using the 25 NETD spectra. A, Comparison of the average ranks. B, Comparison of the
absolute values of Z-scores. C, Comparison of correlations between average rank and background size. D, Comparison of correlations
between Z-score and background size. Note that in A, and B, the sequences were sorted in an ascending order by their background size.
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because glycosidic-bond cleavages surrounding each resi-
due were more likely to retain all sulfate groups. In this sense,
by ignoring the relative sulfation positions within GlcN resi-
dues, we expected HS-SEQ to perform well even in the av-
erage rank test.
We compared the updated version of all three methods (Fig.
6). As expected, the HS-SEQ (M_Cost) method showed great
improvement in the average rank test (Fig. 6A) and maintained
its excellent Z-score performance (Fig. 6B). Although the
M_Coverage method provided comparable performance in
the average rank test for most sequences, its suboptimal
performance in the Z-score test made it less practical. As
shown in supplemental Table S1, HS-SEQ (M_Cost) success-
fully identified the correct structure as rank 1 for 19 out of 25
(76%) spectra, whereas M_Coverage identified 11 (44%) and
M_GP identified 3 (12%). Because nearly all precursor se-
quences were present in multiple charge states, the supports
of each precursor sequence from multiple spectra (each
spectrum corresponds to a charge state) were also examined.
We defined that if at least 50% of the spectra of the same
sequence supported the true sequence as rank 1, then the
sequence was correctly identified. The results (supplemental
Table S1) showed that HS-SEQ (M_Cost) correctly identified
all sequences (100%). In contrast, M_Coverage deduced the
correct structure for 66.7% of the sequences (sequence #1,
#5, #6, #7, #8, and #9), and M_GP only worked for sequence
#1 (representing 11% of the sequences) (see supplemental
Table S1).
The updated methods showed similar results in the corre-
lation study (Fig. 6C) and (Fig. 6D) as the original methods
(Fig. 5C and 5D). In the average rank versus background size
test, the linear correlation dropped for all three methods (for
HS-SEQ, R2 changes from 0.171 to 0.033; for the coverage
method, R2 from 0.563 to 0.345; for the GP method, R2 from
0.505 to 0.400), but the distinction of R2 between HS-SEQ
(M_Cost) and the other two remained. The linear correlations
between the Z-score and the background size were similar for
all three methods (R2 
 0.697 for HS-SEQ (M_Cost), R2 

0.754 for M_Coverage, and R2 
 0.751 for M_GP), albeit the
regression line for HS-SEQ (M_Cost) had the steepest slope.
This suggests that as the background size grew, HS-SEQ
(M_Cost) tended to provide the most distinctive results.
When tied scores were assigned the minimum rank values
(see supplemental Table S2), the original versions of the cov-
erage and GP methods assigned the true sequences as rank
1 for most of the tested spectra. However, when tied scores
were assigned the maximum rank values, all three methods
performed poorly in identifying the true sequences (see
supplemental Table S3). Histograms demonstrating the dis-
tinctiveness of three methods are given in Fig. 7A and
FIG. 6. Comparison of updated version of HS sequencing methods. The performance for updated version of the coverage method
(M_Coverage, denoted in black), GP method (M_GP, denoted in blue) and HS-SEQ (M_Cost, denoted in red) were compared using the 25 NETD
spectra. A, Comparison of the average ranks. B, Comparison of the absolute values of Z-scores. C, Comparison of correlations between
average rank and background size. D, Comparison of correlations between Z-score and background size. Note that in A, and B, the
sequences were sorted in an ascending order by their background size.
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supplemental Figs. S10–S34. The comparison of Z-score for
all three methods is given in supplemental Table S4.
To summarize, HS-SEQ (M_Cost) consistently provided
the best performance regarding the average rank and dis-
tinctiveness, which enabled confident and high-throughput
HS sequencing using NETD tandem mass spectrometry
techniques.
DISCUSSION
The framework of HS-SEQ can be envisioned as the model-
view-controller (MVC) pattern (53) in software design. In this
sense, the modification distributions (view) provided an intu-
itive representation of the results, the assignment graph
(model) defined the relationship between peak assignments
and mapped the relationship to modification distributions,
and the confidence (controller) specified the priority of the
peak assignments.
The HS-SEQ algorithm used a divide-and-conquer strategy
to partition the sequence into smaller regions. No enumera-
tion of candidate sequences was required in the process. The
method was very efficient and required only a few seconds
(see supplemental Table S5) to generate the modification
distributions from monoisotopic peak list, where the top can-
didate sequence list can be immediately deduced (see
supplemental materials section Generation of top candi-
dates and supplemental Fig. S1). Besides, tandem mass spec-
tra from the same oligosaccharide sequence will generate mod-
ification distributions upon the same list of modification sites (for
each modification type). This means it is very straightforward to
integrate results from different charge states and dissociation
methods (e.g. EDD and NETD) of the same precursor sequence
(Fig. 7B, and supplemental Figs. S2–S9).
Several assumptions were required for HS-SEQ to function
well. The first was the acquisition of high-quality tandem mass
spectra where most glycosidic-bond cleavages were present.
Although ions with sulfate loss were usually present and tol-
erated by HS-SEQ, observation of product ions with no sul-
fate loss was necessary for successful structure identification.
The second assumption required that a significant number
of terminal containing product ions be unambiguously as-
signed. The best results were achieved for HS saccharides
derivatized at the reducing end to break the structural sym-
metry. Data with low resolution may probably break the sec-
ond assumption and lead to poor sequencing performance, in
which case database searching can be a remedy.
Even with high-quality and low-ambiguity data, some prob-
lems remain under the current framework of HS-SEQ. One is
FIG. 7. Example demonstrating the performance of HS-SEQ. A, Comparison of histograms of candidate sequence scores using different
methods. The calculation was based on tandem mass spectrum from sequence #2 (charge 5-). Red arrow flags the score of the true sequence
structure. B, Integration of results from multiple charge states. The modification distributions (bottom left) were calculated using data from
sequence #2 (charge 3-  6-). The modification number on each residue was then mapped to the original oligosaccharide sequence (bottom
right). White bar denotes acetylation distribution, gray bar denotes sulfation distribution, and the error bar indicates standard error. Digits
beside the vertical solid lines represent the estimated modification number on each residue. Red asterisk indicates the positions where
modifications actually occur.
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that it did not contain a mechanism to resolve the conflicts of
sulfation information from two assignments. For example, the
sum of sulfate numbers from two complementary assign-
ments may exceed the total number specified by the precur-
sor, or a child assignment may contain more sulfate groups
than its parent. The conflicts may arise from multiple events,
such as sulfate loss, internal fragment disruption, random ion
match, and co-existence of mixture. HS-SEQ simply removed
the assignment with lower confidence value in order to re-
solve the conflict. This might not be proper for real samples.
The heterogeneity and low abundance (missing information)
of the species in real samples may break the assumptions of
HS-SEQ and lead to misidentification of the HS sequences.
Successful identification from real samples may require con-
current efforts from both the experimental part (extraction and
separation) and the computational part (combination of de
novo sequencing and database searching).
In conclusion, we designed a computational framework for
high-throughput, accurate HS de novo sequencing. We ex-
pect that the method will apply to other GAG classes (54)
because they all share similar chemical and structural prop-
erties. The divide-and-conquer strategy used in our method
may also be instructive to the design of new high-resolution
tandem MS sequencing algorithms for other complex mole-
cules, once the sequencing problem and subproblem have
been well framed.
Acknowledgments—We thank Dr. Xiaofeng Shi for his valuable
suggestion in the method design.
* This work is funded by NIH grants P41GM104603, R01HL098950,
and S10RR025082, P41GM103390, NSF grant CCF-1219007 and
NSERC Discovery grant RGPIN-2014-03892.
□S This article contains supplemental Figs. S1 to S34, Tables S1 to
S5, and supplemental material S1 to S3.
‡‡ To whom correspondence should be addressed: Center for
Biomedical Mass Spectrometry, Boston University Medical Campus,
670 Albany St., Rm. 509, Boston, MA 02118. Tel.: 617-638-6762; Fax:
617-638-6761; E-mail: jzaia@bu.edu.
REFERENCES
1. Bishop, J. R., Schuksz, M., and Esko, J. D. (2007) Heparan sulphate
proteoglycans fine-tune mammalian physiology. Nature 446, 1030–1037
2. Parish, C. R. (2006) The role of heparan sulphate in inflammation. Nat. Rev.
Immunol. 6, 633–643
3. Ori, A., Wilkinson, M., and Fernig, D. (2008) The heparanome and regulation
of cell function: structures, functions, and challenges. Front. Biosci. J.
Virtual Libr. 13, 4309
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