Abstract. Necessary and sufficient conditions are given for master-slave synchronization of any pair of unidirectionally coupled one-dimensional affine cellular automata of rank one. In each case the synchronization condition is expressed in terms of the coupling and the arithmetic properties of the automaton local rule. The asymptotic behavior of finite length affine automata of rank one, subjected to Dirichlet boundary conditions, is shown to be equivalent to the synchronization problem.
1.
Introduction. The synchronization phenomenon observed in coupled subsystems has been studied extensively for iterated maps and ordinary differential equations. Some rigorous results have been established for those systems already. The synchronization phenomenon has also been observed in several types of interacting extended models.
1. Systems of globally coupled oscillators show a global behavior where all individual oscillators get entrained in periodic orbits [5] when the coupling strength is big enough. 2. Synchronization of spatiotemporally chaotic extended systems has been studied in the context of coupled one-dimensional complex Ginzburg-Landau equations. The coupled pair shows a regime of spatiotemporal intermittency that was described in [1] in terms of the space-time synchronized chaotic motion of localized structures. However, much less is known about the theoretical basis for the synchronization phenomenon in interacting extended systems. Here we address the problem of master-slave synchronization in coupled one-dimensional cellular automata. Two forms of coupling have been considered in the literature. One is to take a stochastic coupling [11, 2] between automata. The strength of coupling is handled by means of a probability, and numerical evidence in several examples supports the existence of a critical value of the probability above which the pair synchronizes identically. The other form is a deterministic coupling as was done in [10] . Therein, necessary and sufficient conditions for synchronization of coupled affine elementary cellular automata were given. The proof in [10] is based on the existence of a connection between synchronization and nilpotency of matrices. The natural generalization of that approach led us to the study of the nilpotency of a broader class of matrices. The answer to the nilpotency problem allows us to give a definitive answer 492 SALAZAR, UGALDE AND URÍAS to the master-slave synchronization problem in coupled pairs of one-dimensional affine cellular automata of rank one. It also tells us about the asymptotics of time evolution of affine cellular automata subjected to Dirichlet boundary conditions.
In Section 2 the interacting scheme between cellular automata is described and the connection between master-slave synchronization and nilpotency of matrices is established as Lemma 2.1. The main theorem about the nilpotency of matrices over Z k is stated in Section 3. Its direct consequence on master-slave synchronization is Theorem 4.1 in Section 4. The implications on the asymptotics of cellular automata under Dirichlet boundary conditions are discussed in Section 5.
All proofs are collected in the Appendices.
2. Master-slave synchronization. Consider the finite cyclic ring Z k of residual classes modulo k. As usual, we identify the elements of Z k with the integers 0, 1, . . . , k − 1, and denote a + b and ab the operations a + b (mod k) and ab (mod k) respectively. We supply the product space Z Z k with the natural coordinate-wise operations.
A local map f :
The transformation F is represented in matrix form as
. .
In the previous equation let the infinite tridiagonal matrix be denoted by M abc , and
The forward orbit of the configuration x ∈ Z Z k under the action of the transformation F is the sequence x, x 1 , . . . , x t , . . . , with
Two cellular automata,
k (having the same linear part but may have different constant terms, d and d ∈ Z k ) are coupled unidirectionally as follows. For C ∈ {0, 1} Z , a constant coupling sequence, consider the projection
The extended automaton
defines an unidirectionally coupled pair, with coupling sequence C. Notice that for a coupling sequence C = 0 := (. . ., 0, 0, 0, . . .) the two subsystems in (5) evolve independently, while for the coupling C = 1 := (. . . , 1, 1, 1, . . .) the second subsystem is just a copy of the first one.
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The coupled pair (5) synchronizes if the difference between the x t and y t configurations, ∆ t := x t − y t , goes in time to a constant configuration δ ∈ Z Z k , i. e., if ∆ t → δ as t → ∞, regardless of the initial configurations x 0 and y 0 . In this situation we say that the extended automaton (5) is a master-slave pair. The subsystem in (5) that is evolving autonomously is called the master subsystem. The second subsystem is called the slave one since it evolves asymptotically, up to a spatially-homogeneous configuration δ, in the same way as the master subsystem does. The synchronization regime known as identical synchronization corresponds to ∆ t → δ = 0, the null configuration with all its coordinates equal to zero. For affine automata the difference ∆ t evolves according to the rule
Thus, the coupled pair (5) synchronizes if for any pair
as t tends to infinity, where (7) is supposed to take place with respect to some "natural" metric in Z Z k . In order to avoid complications regarding the definition of the metric, from now on we will suppose that the length of a block of consecutive zeros in the coupling sequence C is bounded. For such a coupling sequence C the operator M C abc has the block-diagonal form
The 1 × 1 zero sub-blocks correspond to the coordinates where C is equal to one, while the positive integer numbers i , i ∈ Z, are the lengths of the blocks of consecutive zeros in the coupling sequence C. The evolution of the differences in (7) splits into independent finite blocks. For the i-th block we have that for all
as t → ∞. Here I i ⊂ Z is the interval of length i containing all the coordinates of the sub-matrix M abc, i , and
k denotes the restriction of the configuration
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x to that interval. Since Z Ii k is a finite set, the convergence in (10) is in fact the eventual equality
for all ∆ 0 ∈ Z Z k (for all sufficiently large t) and each i. Thus, we need no metric in Z Z k . Assume there exists T such that for every t ≥ T condition (11) is satisfied. Then, putting ∆ 0 = 0 in (11) shows that
for all sufficiently large t. Since the initial difference ∆ 0 Ii is arbitrary, the sub-block matrix M abc, i has to be nilpotent for condition (12) to hold. The converse follows immediately: if each one of the sub-matrices M abc, i in (8) is nilpotent, then the extended automaton (5) synchronizes in the sense of (7).
The results of the present section are summarized in the following.
Lemma 2.1. The extended automaton (5) is a master-slave pair if and only if the operator M
C abc := Π 1−C M abc Π 1−C ,
having form (8), is nilpotent. When this is the case there exists a least positive T < ∞ such that for every t ≥ T :
3. Result on the nilpotency of matrices. Lemma 2.1 makes the synchronization problem equivalent to the problem of determining sufficient and necessary conditions for the nilpotency of finite-dimensional tridiagonal matrices M a,b,c; of the form (9) over the finite ring Z k . The nilpotency problem is solved by the theorem in this section. We are not aware that such a result exists in the literature. Thus, in Appendix 6 we present a detailed proof of Theorem 3.1. Throughout all that follows, M a,b,c; denotes a × matrix of the form (9) with entries a, b and c in Z k .
and II) For p 1 = 2 one of the following conditions holds
4. Result on synchronization. Theorem 3.1 is translated directly to the following result on master-slave synchronization of coupled pairs of the type (5).
Theorem 4.1. Let Z k be the ring of definition of the extended automaton (5).
Let p
is a master-slave pair if and only if
and II) For p 1 = 2 one of the following conditions holds 1. ac = b = 0 (mod 2), or 2. abc = 1 (mod 2) and each in the coupling sequence C is = 2, or 3. ac = 1 (mod 2), b = 0 (mod 2) and all the blocks of consecutive zeros in the coupling sequence C have lengths in the set {2 n − 1 : n ≥ 1}.
5. Concluding Remarks.
5.1. Affine cellular automata of higher rank. In this case the synchronization problem cannot be reduced in general to a problem of nilpotency of (2r+1)-diagonal matrices over the ring Z k . Only for very particular coupling sequences is it possible to decompose the dynamics of the difference between the automaton configurations into finite dimensional blocks.
Strength of coupling and synchronization.
It is reasonable to expect that coupled subsystems synchronize in a master-slave regime when the coupling sequence C is close to the homogeneous configuration 1. Let { i : i ∈ Z} be the sequence of lengths of the blocks of zeros in C. If C is such that
exists, then closeness of C to 1 is measured by (C) and we may call it the strength of coupling configuration C. By analogy to the continuous mapping case, we would expect a transition from non-synchronization to full synchronization as (C) approaches 1. However, Theorem 4.1 implies this criterion is not relevant for coupled CA.
As an example, consider the automata n i ). So, in the example there is no transition from non-synchronization to full synchronization as we move the coupling strength (C) along the full range (0, 1). As far as we use a coupling configuration with zero blocks of lengths i = 2 ni − 1 the pair will always synchronize.
Thus a strong coupling strength is not a necessary condition for synchronization. On the other hand, for automata
p with p > 2 a prime number and ac = 0, the only coupling constant for which the coupled pair synchronizes is C = 1. For any other coupling, the finite matrices associated to the blocks of consecutive zeros are not nilpotent.
Hence, for the class of cellular automata here considered, the synchronization phenomenon is not controlled by the strength of the coupling but by the arithmetic properties of the local rule specifying the cellular automata in the coupled pair.
5.3.
Dynamics under Dirichlet boundary conditions. In computer simulations we can only consider finite versions of a given cellular automaton, and try to extrapolate to the behavior of the infinite automaton by taking large finite versions. This approach presumes that finite versions converge in some sense to the infinite cellular automaton.
The finite versions of a cellular automaton are obtained by imposing boundary conditions. The Dirichlet boundary conditions force the configurations to be zero everywhere outside a window of finite length . Denote y 
A trivial asymptotic behavior of the automaton subjected to Dirichlet boundary conditions is equivalent to the nilpotency of the finite matrix determining the dynamics. The following is proved in Appendix 7.
Lemma 5.1. The forward orbit of every initial configuration goes, under Dirichlet boundary conditions, to a fixed point in finite time if and only if matrix M abc,N is nilpotent.

Thermodynamic limit.
One would like to relate the behavior of finite versions of a cellular automaton, that we obtain by imposing Dirichlet boundary conditions, to the behavior of the infinite automaton. One way to do this is to compare different finite versions. A limit behavior would exist if large finite versions behave more similar one to the other as their sizes become larger. Suppose that to each finite version of the automaton we associate a natural invariant measure. Then we would say that two finite versions behave similarly if their corresponding natural invariant measures are close in some metric. Then a thermodynamic limit could be attained if larger finite versions have more similar invariant measures. On the other hand, if the asymptotic invariant sets of the finite versions do not have a limit behavior, such thermodynamic limit cannot exist. Next we give an example.
Let p be an odd prime and s ≥ 0. Consider an affine cellular automata n − 1, and only for these sizes. This means that for infinitely many sizes, the asymptotic behavior of the automaton x → M a,b,c; x + d subjected to Dirichlet boundary conditions is trivial, in the sense that all initial conditions evolve to a unique fixed point. In this situation, the natural invariant measure is a Dirac measure concentrated in this unique fixed point. On the other hand infinite size behavior cannot be trivial, because for infinitely many lengths the invariant limit set has more than one point. It is in fact a finite collection of long periodic orbits. Thus, there cannot be a thermodynamic limit for the class of affine cellular automata described above.
Invariant measures.
There are few works concerning the statistical behavior of cellular automata. It was proven in [4, 9] that for a certain class of onedimensional cellular automata, which includes some of the affine examples, the uniform measure is invariant. Whether this measure can be obtained as a thermodynamic limit of uniform invariant measures of finite automata is unknown. There are some studies on the limit behavior of measures under the action of the automaton dynamics [3, 6, 8] , and probably the technique therein developed can be useful a tool to deal with the thermodynamic limit problem. As we have shown in this paper, the limit does not exist in general, but it could exist for particular families of cellular automata, such as affine cellular automata on a prime alphabet.
5.6. Applications. Synchronization of cellular automata has been applied to device a pseudorandom number generator that is asymptotically perfect [7] . It is wired as a digital system that is fast and small, with potential applications to cryptography. 6 . Appendix: Proof of Theorem 3.1. The proof follows three main steps. The first one is to prove that an integer matrix on Z pq , with p and q relatively prime, is nilpotent if and only if it is nilpotent over Z p and over Z q . This is Proposition 6.1 below, that reduces the nilpotency problem to prove it for integer matrices M a,b,c; over Z p s , with p a prime number and positive s. In the second step, Lemma 6.1, it is proved that an integer matrix is nilpotent over Z p s if and only if it is nilpotent over Z p . This reduces the problem to give necessary and sufficient conditions for nilpotency of an integer matrix M a,b,c; over Z p , p a prime number. This is done in Proposition 6.2 below. This concludes step three and the proof of Theorem 3.1. This first result tells us that in order to decide about the nilpotency of any tridiagonal matrix over cyclic rings it suffices to prove nilpotency of matrices on rings with order the power of a prime number.
with n = ks. The proof of the following Proposition requires several technical lemmas that are collected and proved in Appendix 8. 1-(1) and 8.1-(6) , the same conclusion holds.
Let P (λ) = λ + q −1 λ −1 + · · · q 1 λ + q 0 be the characteristic polynomial of matrix M a,b,c; . Because of Lemma 8.3, for the rest of cases it is enough to prove that P (λ) = λ . Consider first the case of triples (a, b, c) with ac = 0 and b = 0. Lemma 8.4 tells us that
for all m ∈ N. Thus, in the case of an even = 2m the constant term q 
Proof of Proposition 6.2 II).
For (a, b, c) = (1, 0, 1) the characteristic polynomial (18) is
with coefficients modulo-2 integer numbers. It is clear that for an even the coefficient q 0 = 1. Thus P (λ) = λ , and by Lemma 8.3 M a,b,c; is not nilpotent.
For an odd number we consider separately the cases = 2 n − 1 and = 2 n − r with 1 < r < 2 n−1 an odd number. Consider first = 2 n − 1. All binomial coefficients in (14) are even for j > 0 and then P (λ) = λ . This we prove as follows. For j = 1 the binomial coefficient in (14) is an even number. For the rest of values j = 2, 3, . . . , 2 n−1 − 1 we have
Consider first the case j is an odd integer. Since the binomial (15) is an integer number then j divides the product
and the binomial (15) is an even number. Next, consider binomial (15) with j = 2 s r, r ≥ 1 an odd integer number and n − 1 > s > 0. Again by integrality of binomial (15), the odd number r divides the factor
and the binomial (15) happens to be an even number. It remains the case = 2 n − r with 1 < r < 2 n−1 odd. If r = 4m + 3 for some m ∈ Z + , then
which is an odd number. For r = 4m + 1, let m = 2 s−1 k with k an odd number. In this case, for j = 2 s−1 we have
which is always an odd number. Thus P (λ) has at least two non-zero coefficients. ) in Lemma 8.4 with initial polynomials P 0 (λ) = 1 and P 1 (λ) = λ+1. The next polynomial is P 2 (λ) = λ 2 . We remark that the coefficients of all polynomials are taken modulo 2.
Then, relation (19) implies that the independent coefficients q 0 satisfy the recurrence q 
Moreover, characteristic polynomials satisfy the recurrence relation 
where the sum is over all permutations ρ of (0, 1, . . . , −1) and (ρ) is the sign of the permutation. Each permutation can be expressed as a composition of transpositions of the kind (i + 1, 1). The product (λ − b) −2j (ac) j appears in (20) for permutations ρ consisting of j transpositions each, having sign (ρ) = (−1) j . Each one of such permutations corresponds to a choice of j elements from a set of cardinality − j. In this way polynomial (18) follows.
The recurrence relation (19) results if we consider the recursive definition of the determinant instead.
