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Portfolios and Regressions 
Manuel Tarrazo 
University of San Francisco 
This study examines the relationship between portfolios and regressions, which 
is desirable for educational, mathematical, and theoretical reasons. 
Educationally, understanding this relationship simplifies the teaching and 
learning of both procedures. Mathematically, portfolio optimization and 
regression systems are abstractly, algebraically, topologically, and structurally 
equivalent. One is obtained from the other as if modeling clay, without tears or 
discontinuities, and what one learns in one system can be applied to the other. 
We show portfolios and regressions are equivalent at a theoretical level as well. 
In the economic-financial context, this theoretical equivalence means that 
mean-variance, efficient portfolios are in fact optimal predictors, which is 
necessary for arbitrage-based investment valuation and for the study of 
arbitrage-based market adjustment. We use linear algebra and study the 
characteristics of Lagrange methods to make our point. We also provide 
specialized procedures to facilitate portfolio optimizations. 
INTRODUCTION 
A clear understanding of the relationship between regression and portfolio 
optimization is educationally, theoretically, and mathematically important. Students are 
all well acquainted with regression analysis; they use it in different courses and are 
perhaps familiar with various statistical and econometric software packages. Regressions 
appear often in the arbitrage literature, see for example Wei (1998) and references 
therein. Regressions enable market participants to build expectations which, in turn, are 
used to implement arbitrage-based trading. In the literature on futures, a regression 
between portfolios provides a minimum variance hedging, Sears and Trennehpol (1993, 
chapter 21). Regressions also play a key role in index models of security pricing and 
portfolio selection. However, in this context regressions are simply a means to an end 
because they merely provide inputs to the optimization program; a restricted 
optimization program still minimizes portfolio variance. 
Mathematically, linear regressions and portfolio optimizations share the same objects 
- vectors and matrices in the fflk space of real numbers- and both procedures optimize 
real-valued, quadratic functions in a given coordinate system. Mathematically, portfolio 
optimizations and linear regressions are equivalent. The significance of this equivalency 
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goes well beyond optimizing a quadratic function. For example, Cheung and K wan (1988) 
have shown that excluding short sales maximizes the R -squared of the portfolio and, 
therefore, the exposure of the portfolio to the index; shorting securities lowers the R-
squared and the systematic exposure. This makes sense; in the context of the single index 
model a long-only portfolio expresses confidence in market growth, while shorting 
securities implies the contrary. Additionally, there are many important econometric 
topics such as errors in variables, heteroscedasticity, stochastic variables, that offer 
promise for portfolio modeling. 
Stevens (1998) and the first part of Britten-Jones (1999) focus on portfolios and 
regressions. Our study unifies the perspectives and findings of these articles and provides 
additional clarifying material. Throughout the paper, we use a simple, numerical example 
readers can reproduce with readily available spreadsheet software. In the first section, 
we primarily clarify the procedures in Britten-Jones' (1999) study. In the second section 
of the study, we present our own analysis, which uses coordinate systems. Regressions 
and portfolio optimizations are equivalent mathematically; among other reasons, because 
they provide the same set of homogeneous coordinates. A simple transformation links 
regression estimates (Cartesian coordinates) to optimal portfolio weights (homogenous, 
barycentric). Our study of coordinate systems extends the literature on portfolio 
optimization. It also clarifies key issues in modern financial research such as the role of 
the risk free rate and the intercept in portfolio optimizations and regressions, and the 
numerical treatment of arbitrage. Optimal weights play a double role in portfolio 
optimization. The first role is the well-known one of wealth allocation ratios. The 
second, less known one, is that of signposts, markers, ... a positioning system investors 
use to appraise the field, get oriented, and trade. 
Portfolios and regressions 
A regression model relates two variables, x andy, or one set of variables to another 
set of variables. This is a standard notation: 
a) y =a+ b x + u 
b)y=a+ bx+e 
c) y-hat =X b + e = b' X+ e 
d) y-mean = b' X (1) 
The first two expressions describe the theoretical and estimated regression for the case 
when there is one single explanatory variable, x. The first equation uses Greek letters for 
the regression estimates and u for the disturbance term; the second, normal alphabet 
letters for estimates "a" and "b", with the letter "e" standing for "errors." Given a vector 
of observations y, an optimization finds the values of the parameters [a, b] that minimize 
the sum of squared errors, e2 = [ y -(a+ b x) ]2 -i.e., least squares. Uppercase letters 
normally represent matrices (X), and lowercase letters vectors (e .g., y, b, e). The 
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expression d) in the equation block (1) represents the expected value for the regressand; 
that is, taking expectations on both sides of equation c), we arrive at equation d) because 
the expected value of the error is zero: y-mean = E[y} = E[y-hat} = b E[X} + E[e}. When 
calculating an intercept, the matrix of regressors X includes a vector of ones in its first 
column. 
The choice of a theoretical portfolio model determines the specific optimization 
formulae. "Mean-variance" and "single index" are the most popular ones. In this study 
we will concentrate on the mean-variance model, in which mean and variance 
completely capture the characteristics of a set of securities: 
rp = I: wi ri = w' r (2) 
oi = I: I: wi wj sij = w ' S w (3) 
Given a collection of returns for "k" variables, portfolio optimization finds the set of 
weights, w = [w1, w2, w3, ... , wk], that minimizes portfolio variance for a given return. 
In addition, this model requires that optimal weights add up to one, as we will explain 
later. Each weight represents the fraction of wealth allocated to a particular security. In 
equations (2) and (3) rp represents the mean value for portfolio returns, and I: the 
variance-covariance matrix (the larger I: represents the summation operator) . See 
Markowitz (1991), Sears and Trennehpol (1993), Elton and Gruber (1995), or Tucker et 
alia (1994), for further detail on portfolio optimizations. Tarrazo (2000) offers further 
detail on mathematical programming and classical (simultaneous equations systems) 
optimization. 
There are some differences between regression and portfolio optimization 
procedures: 
1. We observe the regressand (y) in regression (LS), but we manufacture (i.e., make 
up) the dependent variable (rp, yp) in portfolio optimizations (PO). In other words, in 
PO we build our own dependent variable -except when we track a given portfolio. 
2. The errors are explicit in the LS but implicit in PO. 
3. As noted earlier, in portfolio optimization, optimal weights add up to one: rp = 
I:wi ri, I:wi = 1. This linearity relationship plays two critical roles. First, it expresses a 
cost constraint. We specify the investor's budget by equating costs (summation of price 
times quantities for each asset held) to available wealth. Dividing through by wealth, we 
obtain I: wi = 1, where each weight represents the percentage of wealth allocated to each 
asset. That is why we call the cost constraint the "full investment" assumption. Second, 
the linearity relationship determines the area of feasible arbitrage opportunities on a 
specific plane, which is very important in this study. 
4. LS computes weights directly from observed data, as follows: b = (X'Xf1 X'y. PO 
uses a roundabout way; it first estimates means and variances, and then calculates 
weights, in a simultaneous equation system. 
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5. The LS equation usually has an intercept, but the PO does not. 
Regarding the fourth item above, both LS and PO find optimal solutions (weights, 
estimates) by solving a simultaneous equation system (SES) Ax= c, and x• = A-1 c. We 
will use this fact to show the equivalency between the two systems. In regression 
analysis, "normal" equations stress that the vector of errors is perpendicular (normal) to 
the data (the basis, X'X). In portfolio optimization, simultaneous equations show up in 
many textbooks when optimizing models with sign-unrestricted weights (standard short 
sales allowed). One familiar approach is to apply Lagrange's multiplier methods, see 
Tucker et alia (1994). The other is to use a weight rebalancing technique to find the 
tangent portfolio in the presence of the risk free rate, see Elton and Gruber (1995). It is 
well known that Lagrange methods can solve the problem of a quadratic function subject 
to linear constraints, see Theil and Van de Panne (1960) , and Boot (1964) . It is less known 
that simultaneous equations systems can solve all portfolio optimization problems -for 
both mean-variance and single index models, and even for the no-short sales (positive 
weights only) case. It is possible to apply a sequential basis reduction method to remove 
variables with negative signs from the basis. Martin (1955) first suggested this procedure 
at the dawn of portfolio theory, but it has been only occasionally referred to in the 
literature, see Francis and Archer (1971). A full mathematical study of the procedure, 
however, has appeared only recently, Tarrazo (2000). This study focuses on the mean-
variance model and applies the basis reduction method to the Lagrangian to obtain no-
short sales solutions, whether a risk free asset is present or not. Tarrazo (2001, Chapter 
5) includes examples and detail on how to apply the basis reduction method to all 
portfolio optimization models (mean-variance, single index, with or without short sales, 
including or excluding the risk free rate) . 
In general, keeping portfolio optimization within a simultaneous equations setup 
simplifies the analysis and clarifies the economic content of the mathematical results. 
Note that throughout this paper we will use b, w, and c for regression estimates, portfolio 
weights, and constant terms in simultaneous equations systems, respectively. 
The exact role of the intercept is more intriguing. In regressions, the intercept is a 
centering term that captures mean effects not explained by the regressors, a = y- b'X. 
However, regressions do not contain an intercept when we express variables in 
deviations-from-the-mean form. Further, if we include a riskless security in the 
optimization (usually referred to as "cash" even though it can represent yields on 
government treasury bills), it will appear in the portfolio equation: rp = wf rf + wr rr. 
Here, wf and wr are the proportions of wealth invested in the riskless and risky 
securities, respectively; and rf and rr are the rates of returns on cash and risky securities, 
respectively. In these cases, we use the risk free rate to find a "tangent" portfolio; that is, 
the single, unique portfolio that maximizes risk-adjusted excess returns: (rp - rf)/ap. It 
is also possible to calculate security returns on a risk premium basis (ri* = ri- rf) , which 
means the risk-free return could be implicit in the equation for the mean return. To keep 
calculations as clear as possible, our numbers do not include the risk free rate of return. 
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Our analysis shows that issues concerning the intercept and the risk free rate are only 
phenomenal smoke screens; but one learns this only after investing much time and effort. 
The similarities between regression and portfolio optimizations are more substantial 
than the differences. First, the expression for the mean value in both the least squares 
regression case (LS) and in the portfolio optimization (PO) case is very similar. Note also 
that both procedures optimize a quadratic form to minimize the variance of the estimate. 
At first, each procedure processes data in a different way, but they both calculate 
solutions with simultaneous equation systems of the same order. More importantly, both 
procedures aim at building the best possible predictors. As a practical matter, both 
procedures put together an ideal "packing" of a set of variables. 
Why do portfolio managers, textbooks and students not simply run regressions to 
calculate optimal portfolio weights? Because we were not sure, up to this point, that 
portfolio optimizations and regressions are equivalent. Pace (1996) brings these 
procedures closer together by noting the variance can be decomposed into two terms, one 
being the sum of squares of the variable, and the other the square of the mean. Portfolio 
optimizations use variances and regressions use sums of squares (x1 'x1, x2'x2, x1 'x2, and 
so on) -then, they must be related somehow! Pace uses this finding to improve teaching 
portfolio optimization and to set up simulations to clarify mean-variance issues. Stevens 
(1998, pp. 1821 and 1825) dissects and examines the inverse of the covariance matrix in 
portfolio analysis. He concludes: 
"The building blocks of the inverse turn out to be the regression coefficients and 
residual variance obtained by regressing the asset's excess return on the set of excess 
returns for all other risky assets... . A least squares regression provides the 
coefficients of this optimal linear combination. In other contexts, this optimal 
combination has also been called the pure hedge or a regression hedge." 
Stevens, however, does not show how to build optimal portfolios with regressions, 
even though he shows optimal portfolios are essentially regressions. Britten-Jones ( 1999) 
is the first study to show how to get optimal portfolio weights running regressions, as we 
will review next. 
EXPLAINING BRITTEN-JONES (1999) ANALYSIS 
This author calculates optimal portfolio weights by running an atypical or auxiliary 
regression. In this regression there is no intercept (but the variables are not expressed in 
deviation -from -the-mean form), and the regressand is a column of ones. We will be using 
a simple three-dimensional numerical example in our explanations. We gathered 
monthly, closing prices and calculated returns (September 1992-August 1997) as the 
logarithm of price relatives, excluding dividends, for the following three companies: 1) 
Apple Computer (AAPL, NASDAQ), 2) ABM Industries (ABM, NYSE), and 3) Autodesk 
(ADSK, NASDAQ). Our familiarity with this specific data set was instrumental in 
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figuring out the results from computational alternatives. 
We calculate regression inputs using the "normal equations." We use the times series 
(sixty observations in our case) for each of the exogenous variables, calculate cross sums 
and form the simultaneous equation system (SES) to calculate the regression estimates. 
Then, we scale the estimates so they add up to one, for which we divide each weight by 
the sum of weights. The summation of scaled estimates multiplied by mean returns (plain 
averages in the regression model) provides the portfolio return. Interestingly, because the 
regressand is a constant, the variance of the regression errors is also the variance of the 
grouping of securities, and the average of the grouping of securities is related to the error 
term. Exhibit I presents Britten-Jones' analysis. Pseudo-returns and pseudo-variance 
appropriately denote the average and the variance of the grouping of securities X = (x1, 
x2, x3] calculated with non-scaled weights and with regression cumulants instead of 
means and variances: pseudo-return= b' X, pseudo-variance= b' X'X b. 
Exhibit II presents two approaches to mean-variance portfolio optimizations. The top 
half shows the numerical computations for the following three-dimensional optimization 
program: 
Lagrangian= L =-a/ -\1(\ wi ri- rp)- \2(I:wi- 1) (4) 
With first order conditions 
-2a l1 -2o12 -2o13 rl wl 0 
-2a 21 -2a 21 -_o23 r2 w2 0 
-2o31 -2o32 -2o33 r3 w 3 0 
r1 r2 r3 0 0 id rp (5) 
1 1 0 0 / •. 1 1 
A X c 
Where aii =a/= variance security i, and aii =covariance securities i and j . 
The first approach explicitly uses the value for the required return. Levy and Sarnat 
(1984) show how to use Approach 1 when investors may allocate wealth into a risk free 
asset. Approach 2 is a shortcut that comes in handy when optimizing a portfolio with a 
risk free asset. In this case, the goal of the optimization is to find the weights that 
maximize the portfolio return-to-variance ratio. The numbers in the lower half of Exhibit 
II correspond to the following symbolic form: 
(6) -2011 -20 12 -20 13 
-2021 -2022 -2023 
\Vl r1 
\V2 r2 
-2u31 -2032 -2033 \V3 r3 
A X c 
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Exhibit I. Britten-Jones' Procedures 
Regression data 
b 1 
b2 
b3 
X 'X 
1 032193 153 0.084350071 
0.084350071 0.22693828 
0 177155813 -0 .0 14243698 
-1.293799509 
5.12006439 
1093151833 
Sum bi 4.919416714 
0 177155813 
-0 014243698 
0852096413 
scaled bi 
-0.262998559 
1.040786883 
0. 222211676 
1 
non-sealed scaled 
pseudo-return 6.9 17164774 1.406094498 
p s eu do -v ari an c e ---'6'-'. 9_:1_:_7.:_16'--4-'-7-'-7 4_:___0:_:_. 2=-=8=-=5-=8=25=--4'-=-5 
rati o 1 4.91941 67 14 
n 
-0 0118319 
0.0172873 
0.010489 
rp= 
X'Y 
-0.709915 
1037236 
0.629338 
scaled 
bi*ri 
0.0031118 
0.0179924 
0.0023308 
0.0234349 
With or without the risk free rate, and given the characteristics of the optimization 
problem -some nonzero coefficients, nonsingular coefficient matrix, and nonzero 
constants- there is always a single and unique, return-to-variance ratio maximizing 
portfolio. This we call the "tangent portfolio." In Approach 1, it is difficult to find that 
portfolio because we do not know what the required return should be before running the 
regression. However, we do not have to specify a required rate of return when we follow 
Approach 2. Nevertheless, we do have to scale weights so they add up to one, as we did 
when running Britten-Jones' auxiliary regressions. 
At this point we would say the differences between regressions and portfolio 
optimizations are twofold: a) the use of the intercept, and b) the full investment 
assumption. It turns out the two are related. Britten-Jones' method may have originated 
as follows. 
Let us start with the arbitrage condition such as rp = :Ewi ri. Next, we study arbitrage 
by regressing assets and groupings of assets on one another. This means there should be 
a regression rp = cte + :Ewi ri + u , in which the constant would have a zero value. In that 
regression, we do not have an a priori value for rp. Therefore, it seems a good idea to 
move the constant to the left-hand-side and run cte = Xb + u, instead. Running this 
regression with an intercept would make all hi's equal to zero because the intercept 
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Exhibit II. Portfolio Optimization 
-0 03413 -0 0032208 -0 006 1534 -0011832 0 
-0 00322 -0 0069669 000083744 0.0172873 0 
-000615 0.0008374 -0 028 1832 0.010489 0 
-0 01183 0.0172873 0.01048897 0 0 0.02343 
1 0 0 
w 1 -0.2629986 Sum wi 
w2 10407869 rp 0.023435 
w3 0. 2222 117 varp 0.004215 
lam bda 1 0.3596824 stdp 0.06492 
lambda 2 3.469E-18 
Approach 2 
-0 0341264 -0 0032208 -0 006153 -00 1183 
-0 0032208 -0 0069669 0.0008374 0.01729 
-0 006 1534 0.00083744 -0 028183 0.01049 
sc aled 
non-scaled scaled wi *ri 
w1 0.7311 965 -0.2629986 0.0031 11 8 
w2 -2.893627 1 104078688 0.0179924 
w3 -0.6177996 0.2222 11 68 0.0023308 
Sum wi -2.7802302 1 0.0234349 =rp 
Note: lambdal = (2 * varp)/ rp 
would effectively explain by itself all the variation in the constant (cte). We do not use 
rp on the right hand side -because we do not have its value- and, therefore, we let u 
pick it up. That is how the errors inherit the portfolio's means and variances. What value 
could we assign to the constant? Zero would be the best candidate, but it would also set 
optimal weights to zero. The risk-free rate comes logically next to mind, but expressing 
it as a constant, instead of a stochastic variable, is problematic, see Campbell (2000). 
Britten-Jones' analysis assumes excess returns, which is a way to exclude some of the 
problems raised by the risk free rate. Mathematical trial and error efforts help to 
understand why Britten-Jones selects the value of one for the regressand. The single 
column of ones appears often in the arbitrage literature, e.g., Ingersoll (1987, p. 54) . 
What about the full investment assumption? Examining it is one way to find the 
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correction factor for the LS regression constant that would yield solutions adding up to 
one. The other way is to appeal to coordinate systems, which we shall tackle later in this 
section. 
The first order conditions from minimizing the sum of squared errors in the 
regression is 
a (e'e)/ a (a, b)=- 2 X'y + 2 X'X b = 0 (7) 
which means 
X'y-X'X b = 0 (8) 
As Johnston explains (1984, p 103-104, and 112), the optimization condition should 
apply to any arbitrary nonnull vector, say w; then 
w' (X'y)- w ' (X'X w) = 0 (9) 
As· noted earlier, when using summations and cross products, as we do in the 
regression case, the terms in the last equation resemble pseudo-returns and pseudo-
variances, respectively. In other words, orthogonality means the expected value between 
errors and regressors is zero. Errors are perpendicular (vertical to the basis of, "normal", 
systematically unrelated) to regressors. Using regression formulae, Xb' e = 0 implies b'X'y 
- b' X'X b = 0, Greene (1993, p. 27). In other words, the pseudo-return (b'X'y) equals 
pseudo-variance (b' X'X b). In effect, for non-scaled weights the equation holds; but for 
scaled weights -the ones that are identical with those in portfolio optimizations-
equation (9) is violated. The correction factor for Britten-Jones's regression is exactly the 
ratio between the terms in (9). In the numerical example that we are using this factor is 
exactly 4.919416714, which also equals the sum of weights and the ratio between scaled 
and non-scaled weights. Use [1/4.919416714] = 0.203276132 as the regressandinBritten-
Jones' regression and the estimates will equal scaled portfolio weights. The estimates are 
efficient, and the errors are orthogonal but may have a nonzero expected value because 
of the lack of an intercept. 
In sum, the only difference between regressions and portfolios is the restriction on 
the sum of optimal weights, which is present in portfolio optimization but not in 
regressions. This restriction, with the required return constraint, also represents the 
financial feasibility of the optimization program and arbitrage relationships. Adding the 
arbitrage restriction to regressions provides optimal portfolio solutions. 
In general, LS estimates are unbiased among the class oflinear estimators, see Judge 
et alia (1985), but not in Britten-Jones nor in the portfolio optimization case. There is 
something left out, however, which we never notice because portfolio optimizations 
never make errors explicit. PO provides financially feasible portfolios, LS does not. The 
price we pay for financially feasible portfolios is portfolios that will miss their mark. We 
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will get back to this issue shortly. 
It is appropriate to summarize what we have learned up to this point. Regressions 
and portfolio optimizations share orthogonality and minimum variance. This means we 
can calculate optimal portfolio weights with alternative indicators of accumulation 
(cumulants versus average returns) and variability (products and cross-products versus 
variance and covariances) to those employed in portfolio optimizations. Investors may 
use different variables than those suggested by portfolio optimization and still obtain 
optimal weights. 
Regressions offer a wealth of procedures to test the statistical properties (sampling, 
goodness of fit, inference) of portfolio optimizations. This fact is important because it 
allows us to evaluate the reliability of portfolio optimizations with well-established tools 
and readily available software. Let us see the regression output for a portfolio 
optimization. 
REGRESSION OUTPUT FOR PORTFOLIO OPTIMIZATION 
Regressions provide a way to answer the million-dollar question: How good are 
optimal portfolios? They are statistical constructs; the solutions depend on statistical 
inputs, and the optimal portfolio is a linear combination of statistically defined variables. 
Exhibit III shows the output provided by popular business software (Microsoft's EXCEL) 
for Britten-Jones' auxiliary regression for portfolio optimization. Even though some of 
the items are not applicable in the context of Britten-Jones' auxiliary regression, the 
information on optimal weights is very important. It satisfies a need strongly felt by 
practitioners, researchers, students, and professionals: it provides the sampling 
distribution of optimal portfolio weights. 
Standard errors, t-ratios, P-values and significance-ranges all provide information on 
whether the estimates could be zero. In the context of portfolio optimization, this means 
statistical data on the securities bought does not explain portfolio performance (risk and 
returns). The P-values show the probability of obtaining those values. The t-stats show 
how many standard errors the coefficients are away from zero. The two-tailed P-values 
indicate the probability of obtaining the regression values if the true estimates are zero 
-see Middleton (2004, especially Chapter 14 on how to interpret EXCEL statistical 
procedures). Our procedure also confirms the adequacy of Britten-Jones' tests on 
portfolio restrictions ( 1999, p. 664). 
All the statistical indicators about portfolio weights in Exhibit III tell the same story. 
The estimates for securities x1 and x3 have very large standard errors, and their t-ratios 
show the estimates themselves are not away from zero. In fact, there is a 19% and a 31% 
chance, respectively , that their true values are zero, which can also be surmised by the 
presence of zero in their ranges of uncertainty. An econometrician would conclude the 
dependent variable is likely to be determined, perhaps exclusively, by the second 
variable. The portfolio manager would notice that the statistical result complements the 
information provided by each variable's coefficients of variation (fl/ aJ Ratios showing 
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Exhibit III. Regression Output for Portfolio Optimization 
S1JM11ARY OUfPUT 
Regression Scatisrics 
Multiple R 0.33953S 
R Square 0.11 521!6 
Adjusced R Square 0 .0667 
Srandard Error 0. 965027 
Observations 60 
A.l'{OVA 
Regression 
Residual 
Toral 
l mezcepr 
X 1 
X2 
X3 
df SS MS F SittZJi/iamce F 
3 6.9 17164774 2.30572 2 .475861>7 0.070764517 
57 53.08283523 0.93 128 
60 60 
Coefficien&andard Error tSrar P-tralue L<Jl¥'er95 % l.lpper 9::>% Lotver 95.0%Upper95.0% 
0 #'NA ;tN/A #N/A i!.N/A i!.N/A #'NA ifX/A 
-1.2938 0.984038484 -1.3 148 0 .1 938475-3.264302568 0.6767036 -3.264302568 0.67670355 
5.120064 2.061942512 2.48.3 13 0 .0 159899 0.99 1095762 9.249033 0 .99 1095762 9 .24903302 
1.0931.52 1.06703403 1 1.02448 0.3099383 -1.043546941 3.2298506 -1.043546941 3.22985061 
higher "signal to noise" provide optimal weights that are more reliable, given the positive 
definiteness of the coefficient matrix. 
Britten-Jones, who studies a particular sample of market indices for eleven developed 
countries, concludes: "The result of such statistical imprecision is that none of the zero-
weight restrictions can be rejected at the standard significance level of 0.05." These 
results are sure to generate much response -see, for example Rekenthaler's reaction 
( 1999) on the implications for individual financial planning. It is paradoxical that 
portfolio models do not include errors explicitly, especially when the errors can be quite 
large. One may also wonder whether portfolio theory would have had such a great 
acceptance if the model had shown errors explicitly, or if we had known earlier about its 
equivalence to regression analysis. 
Of course, this is not the end of the discussion on the merits of portfolio analysis, but 
only the beginning. Further statistical tests will have to consider many issues (short sales, 
risk free rate) that are likely to influence such tests, as well as other information that may 
help in forecasting portfolio optimization and performance. There is evidence that 
investment managers use more information than simply sets of historical returns to trade 
securities, Carter and Van Hauken (1990). Finding the information that improves 
portfolio selection is, of course, a difficult endeavor, as the literature on testing the 
arbitrage pricing theory shows, see Elton and Gruber (1995, Chapter 16) and also Cutter, 
Poterba and Summers (1989). In addition, viewing portfolio optimizations as regressions 
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suggests something important concerning alternative portfolio optimization models. 
Optimal weights in single-index and mean-variance models will be identical under the 
following two joint conditions. One, we compute the index using only sample 
information and, two, we do not exclude residual covariances. 
What saves the day for portfolio optimization is as simple as it is powerful: better 
portfolios are simply not financially feasible . As we will show next through a different 
route, LS and PO provide the same optimal portfolio, which means efficient portfolios 
are, like regressions, the best linear, and least biased among financially feasible portfolios. 
COORDINATE SYSTEMS AND ARBITRAGE 
Note the relationships between optimal weights in each procedure, which are 
summarized at the top of Exhibit IV. The ratios between scaled and nonscaled weights 
within each procedure are the same. As we know, the solutions in the regressions and the 
portfolio optimizations depend on ratios, not on absolute values. Note also the 
relationship between weights across procedures. There is a proportionality factor. These 
are properties of homogenous systems, which imply that we can regard regression 
estimates and portfolio weights as the coordinates of each system. Note further that if we 
use 1/T = 1/60, T being the number of observations in our sample, as Britten-Jones' 
regressand constant, we find that both systems share the same incidence points, that is, 
the same vector of constants c in each of their simultaneous equations systems, Ax= c, 
see Exhibit V. 
There is a relationship between homogenous coordinates and homogeneous equation 
systems. Let Ax= c, where -to simplify matters and to not get into generalized inverse 
issues- A is a square, non -singular matrix. We can build its homogenous counterpart: 
Ax- c = 0. This homogenous system has a nonzero, or nontrivial solution, if a system of 
a higher dimension has a solution. Bring in another variable, say lambda, and the 
solutions for x in terms of lambda are obtained. Barycentric coordinates are those in 
which the extra-variable is set to one. This type of coordinate system appears naturally 
in problems where the solutions are restricted to some maximum value (e.g., the initial 
wealth in the portfolio optimization case). Barycentric coordinate systems provide a 
frame of reference; the solution forms a barycenter, known in other contexts as "center 
of gravity" and "centroid" . 
Because barycentric coordinates are homogeneous coordinates, they provide a 
common vertex, a common reference point to the two systems we have been studying 
-regression and portfolio optimization. We can find that point because the systems 
share the vector of returns. It is interesting to observe that the value of Lambda matches 
the returns-variability ratio in each of the systems at the optimum. (For example, 
compare the value of this lambda with the one appearing at the top of Exhibit II) . It is 
easy to include a risk free rate (rf) in the equations of Exhibit V -replace the columns 
of ri with excess returns, ri - rf. We can apply the same variable substitution in the 
portfolio optimization model presented in Exhibit II (Approach 2), as in Elton and Gruber 
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Exhibit IV. Homogeneity in Portfolios and Regressions 
Britten-Jones. SES with regressand = 1160 
X 'X 
1032193153 0.084350071 0.177155813 
0.084350071 0.22693828 -0 014243698 
0.177155813 -0 014243698 0.852096413 
b1 
b2 
b3 
Sum bi 
non-sealed scaled 
-0 .021563325 -0.262998559 
0. 085334406 1040786883 
0. 018219197 0. 2222 11 676 
0081990279 
Portfolio optimization (See Appr oach 2 in Exhibit D 
w1 
w2 
w3 
Sum wi 
non-sealed scaled 
0.731196537 -0 .262998559 
-2.893627121 1040786883 
-0.6177996 12 0.2222 11 676 
-2.780230197 
Rei ationships among optimal solutions 
X'Y 
-0 0118319 
0.0172873 
0.010489 
bilbj wi/wj bi/wi wi/bi 
b 11b2 
b21b3 
b31b 1 
-0.252692039 
4 . 683763257 
-0.844915944 
-0.252692039 -0 0294905 -33.909266 
4.683763257 -0 0294905 -33 .909266 
-0.844915944 -0 0294905 -33 .909266 
(1995, p. 100), who optimize q = (rp- rf)/stdp. However, the model in Exhibit II needs 
the rebalancing of weights, while the one in Exhibit V does not. 
Exhibit VI provides a graphic depiction of the relationship between coordinate 
systems. In the graphic, we see three planes stacked horizontally. The first one 
corresponds to the Cartesian coordinate system; the second one, stacked at the value of 
1, to barycentric coordinates. The third one, stacked at "t", is the usual reference leveling 
for homogeneous coordinates, which are given by the line piercing through the origin 
and each of the planes above the Cartesian one. Each one ofthe "stacks", or "floors" in 
the graphic, is a projective plane. Looking at the graphic it is easy to understand why 
homogeneous coordinates play an important role in several areas of geometry. 
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Exhibit V. Homogeneous (Barycentric) Coordinates 
Regression 
10321932 0.08435007 0 1771558 -001183 0 
0.0843501 0.22693828 -0014244 0.017287 0 
0.1771558 -0 0142437 0.8520964 0.010489 0 
0 
solutions Sum bi 
b1 -0 .2629986 
b2 10407869 
b3 0.2222117 
lambda1 -12.196568 
Portfolio Optimization 
-0 0341264 -0 0032208 -0 006 153 -001183 0 
-0 0032208 -0 0069669 0.0008374 0.017287 0 
-0 0061534 O.D0083744 -0 028 183 0.010489 0 
1 0 
solutions Sumwi 
w1 -0.2629986 
w2 10407869 
w3 0.2222117 
lambda1 0.3596824 
Note: Compare the value of lambda1 in the last regression with lambda1 in Exhibit II 
-same value. 
Regressions and portfolios provide two sets of Cartesian coordinates, [b 1, b2] and 
[w1, w2], respectively. Portfolio solutions obediently fall within the border of the 
simplex (0, 1, 1 ); their regression cousins, however, may or may not because they are not 
restricted to that area. Now, enter homogeneous coordinates, the arrow coming out from 
the origin. When the coordinate plane is set at 1 (barycentric set) we have wp = w1 + w2 
= 1 = sum wi = sum bi, which is the plane right above the Cartesian coordinates in the 
graphic. We also have the plane and the point expressing the common solution set for 
regressions and portfolios. 
Regressions and portfolio optimizations are equivalent mathematically because they 
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Exhibit VI. Coordinate Systems 
wp= lambda / 
/ 
wl=l wl, bl 
Cartesian pbne 
/ 
generally provide the same set of (homogeneous) coordinates. When they do not 
(Cartesian case for regressions), a simple transformation (a linear mapping) is all that we 
need to link them. Furthermore, it is easy to establish such transformation: 
Let W, represent the matrix A in equation (6), that is W = -2 S, where Sis the usual 
variance-covariance matrix of stock returns. Then, 
X'Xb=X'y (10) 
Ow = r (11) 
We know that if yi = 1/ T, then X'y = r . This means that, 
which implies 
70 
b = (X'Xf1 X'y = (X'Xf1 r 
b = (X'Xf 1 W w = G w 
w = w-1 (X'X) b = H b 
(12) 
(13) 
(14) 
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This pair of transformations links non -scaled weights for portfolios with regression 
estimates, and vice versa. G and Hare called "change-of-basis" or "transition" matrices. 
They only depend on the basis of each system and not on the vector of constants (X'y in 
regression, orr in portfolio optimization). That is, the relationship between weights and 
betas is independent of whether we set y as a vector of ones, 1/T, or any other constant. 
Note again that these linear transformations apply to nonscaled weights - scaled weights 
are obviously identical. 
The linear transformations G and H indicate, once more, that the systems are 
abstractly, algebraically, topologically, and structurally equivalent. "Homomorphism" and 
"isomorphism" are the mathematical terms that describe this linear, one-to-one 
relationship. The transformations preserve sums, products, and order (ranking of 
securities). We can obtain portfolios and regressions one from the other, as if modeling 
putty clay, without tears or break ups. What one learns in one system can be applied to 
the other. In sum, regressions and portfolio optimizations are mathematically equivalent 
problems. This equivalence goes beyond mathematics. They are also equivalent in terms 
of arbitrage, which is embodied in the special relationship between the return and the 
full investment restriction: at the optimum each of them implies the other. 
PORTFOLIO, REGRESSIONS AND ARBITRAGE 
The relationship between portfolios and regressions extends to the theoretical level 
as well because their Lagrangian programs express the same arbitrage condition. Ellerman 
(1990) focuses on the mathematics of arbitrage, and he shows that some classical 
optimization programs (e.g., Lagrangians) imply no arbitrage: 
"The purpose of this paper is to provide some of the mathematics behind the old 
intuitive idea that the first-order necessary conditions for a constrained classical 
optimization problem (equality constraints) are, in some sense, equivalent to being 
arbitrage-free -with the Lagrangian multipliers corresponding to the arbitrage-free 
market prices .... The basic mathematical result shows that normalized arbitrage-
free 'market prices' , i.e., the Lagrange multipliers, can always be obtained as the 
ratio of cofactors drawn from the matrix of first partial derivatives of the constraint 
and of the objective function. An amusing byproduct is an economic interpretation 
of Cramer's rule as a competitive equilibrium condition." (1990, p. 259). 
Portfolio optimization proves Ellerman's thesis. Portfolios and regressions have the 
same solutions, see Exhibit V. The solutions come from simultaneous equations systems 
of the form A x = c. These systems, in turn, can be derived from equivalent Lagrangian 
expressions. Solving theSES system from the Lagrangian's first order optimum conditions 
using Cramer's rule, and Laplace's expansions proves the point in both Britten-Jones 
(1999) and Stevens (1998) . The Lagrangian program, as in equation (4), integrates the 
three critical factors in the optimization: accumulation, variability, and financial 
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feasibility. The solutions are unique and, therefore, so are the arbitrage positions. In 
addition, mean-variance efficient portfolios are also arbitrage-free. 
The Lagrangian programs highlight the interplay between the mathematical 
procedures and the financial theory. The optimal solution is a projection line built from 
the basis (X'X, variance-covariance matrix). The required return restriction and the full 
investment assumption represent duality between the point and the line: Is it the line [ r 1, 
r2, r3], passing through the points [w1, w2, w3] or the line [w1, w2, w3] passing through 
the points [rl, r2, r3]? There is only one rp in the return equation, wp * rp = [w1 rl + w2 
r2 + w3 r3], that would be compatible with wp = w1 + w2 + w3 = 1, and this is only found 
at the optimal solution. In other words, arbitrage is subsumed in the duality between the 
point and the line. The optimal rP' for a given vector of returns, implies I:wi = 1. In turn, 
I:wi = 1, for a given vector of returns, implies the optimal rp. We may leave the return, 
the full investment, or even both constraints out of the optimization program (Approach 
2, Exhibit II), and we still get the set of solutions that makes the basis matrix compatible 
with the vector of constant returns. Further, the restriction I:wi = 1 provides uniqueness 
in portfolios: a portfolio cannot have a yield larger/smaller than the sum of its parts. 
There are no leakages or filtrations in value, and individual security performance must 
fully explain portfolio performance. 
We could use the duality relationship between restrictions to improve the 
optimization itself. If we look at the usual mean-variance portfolio optimization program 
-Approach 1 in Exhibit II- we will notice the Lagrangian multiplier for the full 
investment constraint at the optimum is zero. Boot (1963, 1964) studied these odd 
constraints, which are satisfied whenever the remaining constraints are satisfied, and 
named them "trivial." Note that trivial constraints do not limit the feasible region, but 
they are binding. We already showed that the first Lagrangian expresses the ratio 
between the basis matrix A and the projection line rp = I:wi ri. From the theory of 
homogeneous systems, we also know the value for the barycentric condition (:\1= 
0.3596824 in the portfolio optimization of Exhibit V) is related to the ratio between the 
projection line and the basis - the return-to-variance ratio. We can modify the 
Lagrangian of equation (4) to reflect this information: 
Or, 
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I: wi = 1 = - ap 2 - :\1 (I:wi ri -12) (15) 
-2o11 -2o12 -2ol3 
-2o21 -2o22 -2o23 
-2o31 -2o 32 -2o33 
rl r2 r3 
1 1 l 
A 
r1 
r2 
.... 
L~ 
0 
0 
\Vl 
-..v2 
.... i \V..) , 
/d 
lc2 i 
0 
0 
0 
0 
X C 
(16) 
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Here we force , from the outset, the weights to add up to one, but we leave :\1 and 
:\2 as free variables whose solution values will be :\1 = 2 varp/rp, and :\2 = rp. It is easy to 
calculate portfolio figures with this Lagrangian. The optimization provides the portfolio 
return, and the variance is easily obtained by noting ap2 = (:\1*:\2) I 2. Note we do not 
need to specify a required rate of return. It is easy to introduce a risk free rate by 
replacing ri with [ri - rf]. 
CONCLUDING COMMENTS 
In this study, we have analyzed the relationship between portfolios and regressions. 
We have clarified Britten-Jones' auxiliary regressions to obtain portfolio estimates. We 
also showed the equivalency between portfolios and regressions using homogenous 
coordinate systems. And we studied the arbitrage implications of the special relationship 
between returns and full investment restrictions. The analysis of coordinate systems and 
arbitrage programs show that portfolios and regressions are mathematically equivalent 
systems. Our study helps us view portfolios as expectation devices, which play the key 
role in modern models of adjustment in securities markets. 
Regression analysis of optimal portfolio weights clearly highlights the errors in 
portfolio weights and, therefore, it provides information about the quality of weights as 
optimal predictors. Still, optimal mean-variance portfolios are the best we have. We need 
more research, however, to clarify what information, besides mean-variance indicators, 
investors use when they trade securities. 
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