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ABSTRACT
Our objective was to develop a statistical approach 
that could be used to determine whether a handler’s 
fat, protein, or other solids mid-infrared (MIR) spectro-
photometer test values were different, on average, from 
a milk regulatory laboratory’s MIR test values when 
split-sampling test values are not available. To accom-
plish this objective, the Proc GLM procedure of SAS 
(SAS Institute Inc., Cary, NC) was used to develop a 
multiple linear regression model to evaluate 4 mo of 
MIR producer payment testing data (112 to 167 pro-
ducers per month) from 2 different MIR instruments. 
For each of the 4 mo and each of the 2 components (fat 
or protein), the GLM model was Response = Instru-
ment + Producer + Date + 2-Way Interactions + 3-Way 
Interaction. Instrument was significant in determining 
fat and protein tests for 3 of the 4 mo, and Producer 
was significant in determining fat and protein tests for 
all 4 mo. This model was also used to establish fat and 
protein least significant differences (LSD) between in-
struments. Fat LSD between instruments ranged from 
0.0108 to 0.0144% (α = 0.05) for the 4 mo studied, 
whereas protein LSD between instruments ranged from 
0.0046 to 0.0085% (α = 0.05). In addition, regression 
analysis was used to determine the effects of component 
concentration and date of sampling on fat and protein 
differences between 2 MIR instruments. This statistical 
approach could be performed monthly to document a 
regulatory laboratory’s verification that a given han-
dler’s instrument has obtained a different test result, 
on average, from that of the regulatory laboratory’s 
and that an adjustment to producer payment may be 
required.
Key words:  statistics, mid-infrared, least significant 
difference, milk payment testing
INTRODUCTION
Typically, in the United States, thousands of raw 
milk samples are tested each day using mid-infrared 
(MIR) spectrophotometers to determine fat, protein, 
and other solids. These component measures are used 
in conjunction with delivery weights to determine pay-
ment to milk producers (i.e., dairy farmers) on a com-
ponent weight basis (Barbano and Lynch, 2006). Be-
cause the trend is for fewer producers to provide larger 
volumes of milk per day (von Keyserlingk et al., 2013) 
to handlers (i.e., dairy plants), small errors in payment 
testing could amount to large amounts of money. The 
USDA Federal Milk Marketing Orders ensure accuracy 
of milk component testing by comparing MIR results 
from handlers’ labs to the corresponding regulatory 
laboratory. Currently, this comparison can be made in 
2 ways: through (1) split-sampling, or (2) statistical 
analysis of routine testing data for a group of produc-
ers (e.g., 100). Split-sampling is ideal because the same 
milk can be tested in both labs, thereby removing the 
uncertainty contributed by day-to-day variation and 
differences among samples. However, split-sampling 
can be difficult to carry out consistently from a logisti-
cal standpoint. It also requires twice as much milk and 
twice as many sample containers, making it a less sus-
tainable practice. Split-sampling also has the disadvan-
tage, from a verification perspective, that the handler 
knows these samples are being used to verify accuracy 
of testing. Statistical analysis of existing routine data 
could be used as an alternative to split-sampling to ac-
complish verification of handler testing accuracy when 
both labs are testing milks from the same group of 
producers during a month but on milks from different 
days if appropriate statistical procedures are used. In 
this approach, the normal day-to-day variation in milk 
composition for the same producer will present a chal-
lenge for accuracy, but this approach has the advantage 
that handlers can be checked at any time without prior 
knowledge that their performance is being evaluated.
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By building multiple linear regression models, least 
significant differences (LSD) can be determined at 
various confidence levels that take into account instru-
ment, producer, and day-to-day variation. The statisti-
cal models can be constructed using only a few tests per 
producer per month (e.g., 3) and are not constrained 
to using identical duplicate milk samples for both MIR 
analyses on the same day. This method offers flexibility 
in sample collection and would be robust to the logis-
tical problems associated with split-sampling of large 
groups of individual producers. In addition, random 
selection of milk samples within a given period (e.g., 
a 10-d period) for statistical analysis would prevent 
handlers from knowing when their results were being 
compared with the regulatory laboratory’s results.
Our objective was to develop a statistical approach 
that could be used to determine whether a handler’s 
fat, protein, or other solids MIR test values were dif-
ferent, on average, from a regulatory laboratory’s MIR 
test values when split-sampling is not practical. To ac-
complish this objective, we developed a multiple linear 
regression model to evaluate MIR producer payment 
testing data; then, fat and protein LSD between instru-
ments using this model were calculated. In addition, 
regression analysis was used to determine the effects 
of component concentration and date of sampling on 
fat and protein differences between 2 MIR instruments. 
This statistical approach could be performed monthly 
to document a regulatory laboratory’s verification that 
a given handler’s instrument has obtained a different 
test result, on average, from that of the regulatory lab-
oratory’s and that adjustments to producer payment 
and the handler’s MIR instrument may be required.
MATERIALS AND METHODS
Data Acquisition and Organization
Fat and protein testing data from 2 anonymous MIR 
instruments (arbitrarily designated “Instrument 1” and 
“Instrument 2”) used to test producer raw milks collect-
ed from a common set of northeast UF milk producers 
were supplied by USDA Federal Milk Marketing Order 
1 (Albany, NY) for the months of September 2010, De-
cember 2010, March 2011, and July 2011. Within these 
months, payment testing data from 112, 149, 150, and 
167 producers were analyzed, respectively.
Eight data sets (2 components: fat and protein × 
4 mo: September, December, March, and July) were 
created and independently analyzed using the methods 
described below. To populate each of these data sets, 3 
test values were randomly chosen from each instrument 
for each producer within each month. These 3 test val-
ues represented milk samples collected during each of 
3 periods within a month: the beginning of the month, 
the middle of the month, and the end of the month. 
The beginning, middle, and end of the month periods 
encompassed d 1 to 10 of the month, d 11 to 20 of the 
month, and d 21 to the end of the month, respectively. 
The dates on which milk samples were collected were 
not the same for the 2 instruments for a given producer 
during a given period. This choice was made to permit 
flexibility when selecting samples for comparison of 
results from 2 laboratories. The average difference in 
sample date between 2 instruments’ test values within 
a common 10-d period for a common producer was 2.2 
d for the 8 data sets studied. The median difference was 
2 d for all 8 data sets.
Statistical Model Development and Analyses
Multiple Linear Regression Model. A multiple 
linear regression model was constructed using SAS soft-
ware (version 9.2, SAS Institute Inc., Cary, NC). The 
following general linear model (PROC GLM) was used:
proc glm data= work.month; 
class Instrument Producer; 
model Fat Protein = Instrument Producer Date 
                     Instrument*Producer 
                     Instrument*Date 
                     Producer*Date 
                     Instrument*Producer*Date; 
means Instrument / lsd alpha=0.0001; 
means Instrument / lsd alpha=0.001; 
means Instrument / lsd alpha=0.005; 
means Instrument / lsd alpha=0.01; 
means Instrument / lsd alpha=0.05; 
means Instrument / lsd alpha=0.10; 
run;
The ANOVA model included factors to account for 
variation contributed by the 2 MIR instruments used 
(Instrument), the producers from which raw milk 
samples were collected (Producer), the date of milk 
sampling (Date), and the interactions among these 
factors. Instrument and Producer were treated as cat-
egorical factors and Date was treated as a continuous 
factor. Furthermore, Date was mean-centered before 
model development to reduce the likelihood of multicol-
linearity and to improve the precision of its parameter 
estimates (Glantz and Slinker, 2001). Mean centering 
was performed by subtracting the average of all sample 
dates within a month from each sample date. For this 
application, the only factor levels of interest for a given 
analysis would be those instruments and producers be-
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ing used in the model. Consequently, all factors were 
considered fixed, not random.
The assumptions for multiple linear regression dic-
tate that (1) the plot of predicted test values versus 
actual tests values should be linear, (2) the model re-
siduals should be independent of one another and nor-
mally distributed, and (3) variance should be constant 
throughout the range of test values. All assumptions 
were verified for all data sets studied as described by 
Lawson (2010).
Least Significant Differences. The SAS model 
above was used to calculate Instrument LSD values 
for α levels 0.0001, 0.001, 0.005, 0.01, 0.05, and 0.10 
according to Equation [1], where t is the t-statistic, n 
is the number of test values for each instrument in a 
month, and MSE is the mean squared error of the mul-
tiple linear regression model:
 LSD t MSE
nn
   =
×
−α/ , .2 2
2
 [1]
Instrument Test-Value Difference Plots. For 
each producer within a given 10-d period (i.e., begin-
ning, middle, or end of the month), Instrument 2 fat or 
protein values were subtracted from Instrument 1 fat 
or protein values and these differences were plotted as 
a function of their respective Instrument 1 values using 
Microsoft Excel (Redmond, WA). Lines of best fit were 
constructed for these plots using the Regression data 
function. The null hypothesis, H0: the slope of the line 
of best fit = 0, was tested for each line. In addition, 
coefficients of determination (R2) were calculated to 
establish the degree of correlation between test value 
differences and component concentration. Test value 
differences were also plotted as a function of the date 
of the month (from Instrument 1 test values), and the 
same procedure was performed to examine the correla-
tions between test value differences and the date of 
sampling (i.e., differences as a function of time).
RESULTS AND DISCUSSION
Statistical Model ANOVA
The degrees of freedom, type III sums of squares 
(SS), and P-values for the multiple linear regression 
ANOVA models for fat and protein test values are given 
in Tables 1 and 2, respectively. To determine whether 
the 2 instruments were performing differently, the most 
important model factor to examine was Instrument. For 
the months of September, December, and March, In-
strument was significant (P < 0.05) in determining the 
fat test (Table 1). For the months of September, March, 
and July, Instrument was significant (P < 0.001) in 
determining the protein test (Table 2). These findings 
indicate that after accounting for variation contributed 
by Producer, Date, and their interactions, the MIR 
instrument used to measure fat and protein still influ-
enced (P < 0.05) test results in 6 of the 8 models. If a 
t-test were used directly on the test results instead of 
ANOVA, it would be more difficult to establish differ-
ences between instruments because variation attribut-
able to the producers and date of sampling would not 
be filtered out before analysis. Because Producer was 
always important in determining test values and Date 
was important in 5 of the 8 models (Tables 1 and 2), 
Instrument P-values derived from an unpaired, equal 
variance t-test (Instrument only) were always greater 
than those found using ANOVA (Table 3). This implies 
that multiple linear regression-based ANOVA is more 
sensitive at identifying differences in test values among 
instruments than using a t-test.
The interaction between Instrument and Producer 
was never significant (P > 0.05) in determining the fat 
Table 1. Analysis of variance with degrees of freedom, type III sums of squares (SS), and P-values for the predictive variables of fat test values 
for 2 mid-infrared spectrophotometers for 4 mo during 2010 and 2011
Item
September 2010 December 2010 March 2011 July 2011
df SS P df SS P df SS P df SS P
Instrument (I) 1 0.06 ** 1 0.02 * 1 0.06 ** 1 0.03 0.15
Producer (P) 111 29.2 *** 148 42.4 *** 149 46.6 *** 166 43.2 ***
Date (D) 1 0.20 *** 1 0.03 * 1 0.04 * 1 0.05 0.05
I × P 111 0.40 1.00 148 0.52 1.00 149 1.20 0.48 166 1.70 0.98
I × D 1 0.00 0.80 1 0.01 0.22 1 0.01 0.17 1 0.00 0.69
P × D 111 2.20 *** 148 2.81 *** 149 2.76 *** 166 3.69 ***
I × P × D 111 0.40 1.00 148 0.74 0.98 149 0.76 1.00 166 1.11 1.00
Error 224 1.7 — 298 2.0 — 300 2.4 — 334 4.5 —
Total 671 35.0 — 893 49.5 — 899 54.9 — 1,001 55.4 —
R2 0.952 0.959 0.956 0.919
Model P-value <0.0001 <0.0001 <0.0001 <0.0001
*P < 0.05; **P < 0.01; ***P < 0.001.
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or protein tests in these data sets. A contrary result 
would have indicated that the 2 MIR instruments were 
producing different test results that were dependent 
on the individual producers being analyzed. Previous 
work has shown that FA chain length and degree of 
unsaturation can influence MIR fat tests (Kaylegian 
et al., 2009a,b). If several producers were providing 
milks with different FA profiles that caused them to be 
analyzed differently than the rest of the population by 
one instrument, there would be reduced power in deter-
mining differences among instruments. Therefore, it is 
important that the possible cause of this interaction be 
considered if it is significant. In the case of a significant 
interaction (P < 0.05), the analyst should interpret the 
results of the statistical test based on the significant 
interaction, and not the main effect.
During the months of December, March, and July, the 
interaction between Instrument and Date was significant 
(P < 0.05) in determining the protein test (Table 2). 
This indicated that the protein test differences between 
instruments for these months were influenced by the 
date of sampling. Fat and protein test values varied in 
several of the months depending on the producer sup-
plying the milk, as evidenced by significant interactions 
(P < 0.001) between Producer and Date in 7 of the 8 
models (Tables 1 and 2). The 3-way interaction was not 
important (P > 0.05) in determining the fat or protein 
tests in any of the models examined (Tables 1 and 2).
LSD
The Instrument LSD values derived from the ANOVA 
model for fat tests ranged from 0.0108 to 0.0144% (α 
= 0.05) for the 4 mo studied (Figure 1). The average 
LSD value for fat tests between instruments for the 4 
mo was 0.0126% (α = 0.05). Decreasing the α level 
(i.e., increasing the confidence level) increased both fat 
and protein LSD values (Figures 1 and 2). At a com-
mon α level, Instrument LSD values for protein tests 
were always lower than those derived for fat tests. This 
was expected because protein content varies to a lesser 
degree among milkings than fat content (Gilbert et al., 
1973). The Instrument LSD values for protein tests 
ranged from 0.0046 to 0.0085% (α = 0.05) for the 4 mo 
studied (Figure 2). The average LSD value for protein 
tests between instruments for the 4 mo was 0.0063% (α 
= 0.05). Because lower LSD values are associated with 
increased confidence, a regulatory laboratory would 
have to choose the level of confidence that they are 
comfortable with before making a claim of difference 
between the handler and regulatory laboratory.
The accuracy of LSD can be improved by remov-
ing nonsignificant (P > 0.05) factors from the multiple 
linear regression model before estimation of the LSD. 
Removing factors from a model (i.e., making a reduced 
model) will simultaneously increase the degrees of free-
dom of the error term and increase the error type III 
Table 2. Analysis of variance with degrees of freedom, type III sums of squares (SS), and P-values for the predictive variables of protein test 
values for 2 mid-infrared spectrophotometers for 4 mo during 2010 and 2011
Item
September 2010 December 2010 March 2011 July 2011
df SS P df SS P df SS P df SS P
Instrument (I) 1 0.08 *** 1 0.00 0.12 1 0.02 *** 1 0.20 ***
Producer (P) 111 7.4 *** 148 13.6 *** 149 12.3 *** 166 12.2 ***
Date (D) 1 0.05 *** 1 0.00 0.65 1 0.00 0.09 1 2.40 ***
I × P 111 0.07 1.00 148 0.11 1.00 149 0.1 1.00 166 0.3 1.00
I × D 1 0.00 0.30 1 0.07 *** 1 0.01 * 1 0.30 ***
P × D 111 0.60 *** 148 0.55 *** 149 0.60 *** 166 0.80 0.40
I × P × D 111 0.08 1.00 148 0.1 1.00 149 0.1 1.00 166 0.3 1.00
Error 224 0.5 — 298 0.4 — 300 0.4 — 334 1.6 —
Total 671 9.2 — 893 15.2 — 899 13.9 — 1,001 18.6 —
R2 0.946 0.973 0.974 0.915
Model P-value <0.0001 <0.0001 <0.0001 <0.0001
*P < 0.05; **P < 0.01; ***P < 0.001.
Table 3. P-values for the significance of the predictive factor Instrument on fat and protein test values 
determined using ANOVA or two-tailed, equal variance t-tests for 4 mo during 2010 and 2011
Item September 2010 December 2010 March 2011 July 2011
Fat ANOVA 0.005 0.041 0.007 0.146
Fat t-test 0.226 0.411 0.331 0.373
Protein ANOVA <0.0001 0.118 <0.0001 <0.0001
Protein t-test 0.011 0.678 0.195 0.002
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SS. If the factors that were removed contributed little 
to the model’s predictive ability, the increase in the 
error SS would likely be small relative to the increase 
in the degrees of freedom for the error term, causing the 
mean squared error to decrease. This would cause LSD 
values to decrease (Equation [1]). For the data sets 
examined, LSD values decreased between 8 and 20% 
when nonsignificant factors (P > 0.05) were removed 
from the model (data not shown).
Instrument Difference Plots
Plots of fat and protein test differences among instru-
ments as they correlated to Instrument 1 fat or protein 
concentrations and date of the month during July are 
illustrated in Figure 3. Tables 4 and 5 provide details 
regarding the lines of best fit when these differences 
were correlated to Instrument 1 component concen-
tration and date of the month, respectively, for each 
month studied.
Effect of Instrument 1 Concentration on In-
strument Differences. If a relationship existed be-
tween the difference in instrument test values and one 
of the instruments’ test values, individual producers 
who provide milks with low or high concentrations of 
fat or protein may be underpaid or overpaid relative to 
the average of all producers even though, on average, 
no significant difference may exist between instruments 
(i.e., the mean of the 2 instruments agree, but there is a 
significant difference in slope between the instruments). 
Scatterplots such as those in Figure 3 could be used to 
quickly detect these systematic biases at low and high 
concentrations. Slopes of the lines of best fit for these 
plots were different (P < 0.01) from zero in 6 of the 8 
data sets examined (Table 4). This indicated that there 
was a trend in instrument differences across the range 
of fat or protein concentrations. However, these trends 
are unlikely to be important because no strong correla-
tions (R2 < 0.10) were detected during the 4 mo studied 
(Table 4). In correlation analyses, the t-statistic used to 
determine whether a line is significantly different from 
zero is increased (i.e., made more significant) as the 
number of observations increases (Ott and Longnecker, 
2004). Therefore, large sample sizes such as those in 
these data sets (e.g., >100 producers) increase the like-
lihood of determining a slope to be different from zero, 
regardless of correlation. This finding was consistent 
with the ANOVA. Because each point in these scat-
terplots represents a difference between instruments 
concerning a single producer, it can be reasoned that 
a strong correlation in this plot should also manifest 
itself as a significant Instrument × Producer interaction 
in the ANOVA model. As expected, no significant (P 
> 0.05) interactions between Instrument and Producer 
were identified in any of the 8 ANOVA models (Tables 
1 and 2).
Effect of Date of the Month on Instrument 
Differences. No strong correlations were observed be-
tween differences in fat tests and date of the month (R2 
< 0.01) for any of the 4 mo studied (Table 5). In addi-
tion, none of these best-fit lines exhibited slopes that 
were significantly different from zero (P > 0.05; Table 
5). Consequently, the differences in fat tests between 
the 2 instruments were not found to be correlated to 
the date of sampling. This was confirmed with the fat 
test ANOVA, as the interaction between Instrument 
Figure 1. Least significant differences between 2 mid-infrared spec-
trophotometers’ average monthly fat tests for the months of September 
2010, December 2010, March 2011, and July 2011 as functions of con-
fidence level.
Figure 2. Least significant differences between 2 mid-infrared 
spectrophotometers’ average monthly protein tests for the months of 
September 2010, December 2010, March 2011, and July 2011 as func-
tions of confidence level.
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and Date was not significant (P > 0.05) during any of 
the 4 mo (Table 1).
The slopes of the lines of best fit for the protein test 
data during the months of December and July were 
significantly different from zero (P < 0.001) and had 
stronger coefficients of determination than any of the 
other plots in this study (R2 = 0.20 and 0.35 for Decem-
ber and July, respectively). These results were consis-
Figure 3. Linear regression graphs describing the correlations of (a) fat concentrations to differences in fat test values, (b) protein concen-
trations to differences in protein test values, (c) sampling dates of the month to differences in fat test values, and (d) sampling dates of the 
month to differences in protein test values between 2 mid-infrared spectrophotometers for the month of July 2011. Fat and protein differences 
are calculated as Instrument 1 test value minus Instrument 2 test value. Color version available online.
Table 4. Linear regression parameters describing the effects of fat and protein concentrations on the differences 
in fat and protein test values, respectively, between 2 mid-infrared spectrophotometers for 4 mo during 2010 
and 2011
Item September 2010 December 2010 March 2011 July 2011
Fat slope 0.0848 0.0670 0.0647 0.1513
Fat P-value1 <0.0001 0.0003 0.0036 <0.0001
Fat R2 0.0509 0.0297 0.0187 0.0743
Protein slope 0.0557 0.0202 0.0677 −0.0352
Protein P-value1 0.0043 0.1761 <0.0001 0.1533
Protein R2 0.0242 0.0041 0.0448 0.0041
1Null hypothesis: the slope of the line of best fit = 0. Values >0.05 fail to reject this claim.
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tent with the protein test ANOVA (Table 2) in that the 
months of December and July both exhibited strong 
interaction effects (P < 0.001) between Instrument and 
Date. These results suggest that the 2 instruments’ pro-
tein test values were drifting apart during the month 
of December and separately during the month of July, 
causing differences in protein determination between 
the 2 instruments to increase over time within month.
Improving MIR Instrument Performance
Mid-infrared milk analysis is a secondary testing 
method, and the slope and intercept for measurement 
of each component (e.g., fat, protein, or lactose) are ad-
justed using a set of reference milks. First, the analyst 
should ensure that the chemical reference methods used 
to establish the MIR calibration are appropriate for 
the analytes of concern. For milk fat, true protein, lac-
tose, and total solids, the reference methods recognized 
in the United States are Mojonnier ether extraction 
(AOAC International, 2000; method 989.05; 33.2.26), 
Kjeldahl true protein (AOAC International, 2000; 
method 991.22; 33.2.13), enzymatic anhydrous lactose 
(Lynch et al., 2007; method 2006.06), and forced-air 
oven drying for total solids (AOAC International, 2000; 
method 990.20; 33.2.44), respectively. Solids-not-fat 
(total solids minus fat) and other solids (solids-not-fat 
minus true protein) are calculated by difference.
An MIR instrument’s mechanical and electrical 
components should also be examined routinely. This 
process is known as precalibration and Lynch et al. 
(2006) provide a detailed description of these pro-
cedures for MIR instruments used to test fluid milk 
samples. During precalibration, the instrument’s flow 
system, homogenizer, repeatability on water, zero shift 
(cuvette condition), linearity, primary slope, repeat-
ability on milk, purging efficiency, and intercorrection 
factors are inspected (Lynch et al., 2006). Proper selec-
tion of wavelengths for measurement of fat, protein, 
and lactose by transmission MIR spectrophotometry 
was discussed by Kaylegian et al. (2009a) and a set 
of optimized wavelengths and intercorrection factors 
determined. Use of these wavelengths will give excellent 
analytical performance when a Fourier transform MIR 
milk analyzer is set up properly.
If an instrument passes all precalibration testing, 
poor MIR analytical performance may be attributed to 
calibration set makeup. Kaylegian et al. (2006a) deter-
mined that creating calibration sets based on modified 
milk samples with orthogonal concentrations of fat, 
protein, and lactose produced more robust calibrations 
than producer milk calibration sets. These findings 
were attributed to the modified milk set’s larger com-
ponent concentration ranges, its more-even distribution 
of concentrations within those ranges, and its relative 
lack of collinearity among components of interest (i.e., 
fat and protein) compared with the producer milk sets. 
Calibration improvements were verified during a vali-
dation study (Kaylegian et al., 2006b), which indicated 
that using the modified milk set for calibration reduced 
fat, lactose, protein, and total solids reproducibility 
values (i.e., the differences between 2 MIR instruments 
measuring the same sample) by 46, 52, 61, and 55%, 
respectively.
Even though the population mean values for fat and 
protein for 2 instruments might not differ, the slope 
and intercept adjustments of these instruments may 
have been done using 2 different sources of reference 
samples. In this case, the mean values may agree but 
the slope over the range of concentration of fat and 
protein might be quite different, resulting in systematic 
over- or underpayment of producers who have milk fat 
or protein concentrations further away from the popu-
lation mean. Although the proposed statistical method 
could identify this problem, these slope and intercept 
discrepancies can be minimized by calibrating MIR in-
struments using modified milk sets instead of producer 
milks (Kaylegian et al., 2006a).
Proposed Implementation
Due to the decreased sampling frequency and re-
source allocation that this approach could afford, its 
successful adoption could save handlers and regulatory 
laboratories expense while improving sustainability 
efforts. In order for this method to be implemented, 
Table 5. Linear regression parameters describing the effect of sampling date on the differences in fat and 
protein test values between 2 mid-infrared spectrophotometers for 4 mo during 2010 and 2011
Item September 2010 December 2010 March 2011 July 2011
Fat slope <0.0001 0.0006 −0.0012 −0.0005
Fat P-value1 0.9141 0.2076 0.0574 0.4687
Fat R2 <0.0001 0.0036 0.0080 0.0011
Protein slope 0.0004 −0.0020 0.0004 0.0051
Protein P-value1 0.1298 <0.0001 0.0677 <0.0001
Protein R2 0.0069 0.1994 0.0074 0.3464
1Null hypothesis: the slope of the line of best fit = 0. Values >0.05 fail to reject this claim.
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further work should be done to verify that it performs 
well enough to identify MIR instruments that are out 
of tolerance for payment test performance, yet does 
not yield false positives on properly calibrated instru-
ments. A validation study involving samples collected 
as described above being tested by multiple pairs of 
MIR instruments that are known to be performing well 
could be used to estimate specificity. A similar study 
involving pairs of correctly calibrated instruments and 
poorly calibrated instruments could be used to estimate 
sensitivity. These steps could be used to develop a con-
sensus among regulatory laboratories regarding an α 
level at which action should be taken if the difference 
between 2 instruments exceeds the LSD. Additional 
studies that span an entire year’s testing could also 
be done to evaluate the effect of seasonal differences 
in milk composition on MIR accuracy. Consideration 
should also be given to how adoption of a new statisti-
cal methodology might affect the industry’s status quo 
regarding legal proceedings that rely on the validity of 
these results.
CONCLUSIONS
A multiple linear regression-based statistical ap-
proach to determine if 2 MIR instruments were produc-
ing different fat, protein, or other solids test values, on 
average, in a month was developed. This method could 
be implemented when split-sampling is not feasible. For 
3 of the 4 mo examined, statistical differences in fat 
and protein determinations between the 2 instruments 
studied were established. Because the statistical model 
included factors for the effects of MIR instrument, milk 
producer, and date of milk collection, it was more sensi-
tive at determining when instruments were performing 
differently from one another than was a t-test. Mean fat 
and protein LSD between instruments were 0.0126 and 
0.0063% (α = 0.05), respectively, for the 4 mo studied. 
Increasing the confidence in this claim of difference 
will decrease the LSD. Regression analyses of the dif-
ferences between the 2 instruments’ fat or protein test 
values could be used to identify trends in MIR test data 
regarding the effects of composition or date of sample 
collection on instrument-to-instrument variation. The 
regression results in the present study agreed well with 
the multiple linear regression ANOVA findings.
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