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Integrating Pronunciation into Chinese-Vietnamese
Statistical Machine Translation
Anh Tran Huu, Heyan Huang, Yuhang Guo∗ , Shumin Shi, and Ping Jian
Abstract: Statistical machine translation for low-resource language suffers from the lack of abundant training
corpora. Several methods, such as the use of a pivot language, have been proposed as a bridge to translate from
one language to another. However, errors will accumulate during the extensive translation pipelines. In this paper,
we propose an approach to low-resource language translation by exploiting the pronunciation correlations between
languages. We find that the pronunciation features can improve both Chinese-Vietnamese and VietnameseChinese translation qualities. Experimental results show that our proposed model yields effective improvements,
and the translation performance (bilingual evaluation understudy score) is improved by a maximum value of 1.03.
Key words: pronunciation integration; low-resource languages; Chinese-Vietnamese machine translation; SinoVietnamese words

1 Introduction
In recent years, Machine Translation (MT) has achieved
significant improvement in terms of translation quality[1] .
However, for low-resource language pairs, the quality of
the translation remains poor and unsatisfactory. ChineseVietnamese is a low-resource language pair. Studies have
rarely focused on the Chinese-Vietnamese language pair
mainly due to the lack of resources, including corpora and
preprocessing tools.
To address this problem, several studies have used a
“pivot language” as the bridging language in Statistical
Machine Translation (SMT). With a triangulation pivot
approach, a source-target phrase table can be obtained by
combining the source-pivot phrase table and the pivottarget phrase table. However, one of the weaknesses is
that specific corresponding sources and target phrase pairs
• Anh Tran Huu, Heyan Huang, Yuhang Guo, Shumin
Shi, and Ping Jian are with the Department of Computer
Science and Technology, Beijing Institute of Technology,
Beijing 100081, China. E-mail: anhuni1006@gmail.com;
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cannot be generated, because they are connected to
different pivot phrases[2] . Moreover, to apply this method
to Chinese-Vietnamese SMT, a sufficiently large pivot–
Vietnamese corpus must be obtained. However, achieving
such goal is currently impossible.
Thousands of years of cultural contact between
Vietnam and China have led to language interlacement that
Sino-Vietnamese words reflect this feature particularly.
Taking advantage of this feature, Ref. [3] translated from
Vietnamese to Chinese in two phases by using bilingual
dictionaries but stopped the character level.
From a linguistic perspective, we find rules for the
correspondence pronunciation between the two languages
and apply them to SMT. To the best of our knowledge,
this method is a new approach that no existing research on
Chinese-Vietnamese SMT has mentioned before.
The close correlation between the two languages,
where the Vietnamese language contains more than 65%
of the Sino-Vietnamese words (which is borrowed from
Chinese), has led to the similarity in pronunciation in both
languages at the character and word levels.
We integrate the pronunciation correlation between the
Chinese and Vietnamese languages into an SMT system.
Our experimental results show that these pronunciation
features, namely, initial, final, and tone in Chinese and
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consonant, vowel, and tone in Vietnamese, benefit the
translation system.
The rest of this paper is organized as follows. Section
2 introduces the relation between the components of
the two languages. Section 3 presents our pronunciation
model. Section 4 describes our experiments and
experimental results. Section 5 mentions several related
works, and Section 6 gives the conclusion and future work.

2 Correlation Between
Vietnamese Languages

Chinese

and

2.1 Chinese and Vietnamese languages belong to the
same isolated language
Chinese and Vietnamese languages belong to the same
type (isolated language), where the words are not
distinguished by space[4] . A Chinese sentence includes a
range of consecutive characters (including punctuation),
with no space placed in-between. In Vietnamese,
adjacently spelled words (syllables) are separated by a
space, and the punctuation is located immediately after the
spelled words.
The morphology of the word itself indicates no specific
relationship between the words in a sentence as well as
the syntactic function of them. Through the morphology,
all words are unrelated, and they usually stand alone in
a sentence. Given this characteristic, words are termed
“isolated”.
2.2 Sino-Vietnamese words
Many Vietnamese words are borrowed from the Chinese
language (normally called Sino-Vietnamese words, which
contains about 65% of all Vietnamese words). Several
neighboring countries of China feature their own reading
of Chinese words, such as Korea’s Sino-Korean, Japan’s
Sino-Japanese, and Vietnam’s Sino-Vietnamese. Thus,
Sino-Vietnamese words are words which were derived
from Chinese and pronounced in Sino-Vietnamese sounds.
Sino-Vietnamese sounds are sounds of all Chinese words
Vietnamized in the same way by strict rules. It took
centuries for the Vietnamization process to take place and
form Sino-Vietnamese sound system today. For example,
the Chinese word “
” (country) is read as “guójiā” in
Chinese and as “qu´
ôc gia” in Sino-Vietnamese sounds.
Most Sino-Vietnamese words possess the exact same
meaning in modern Chinese. The words “hiê.n −
da.i hóa”
“
”(modernize) and “li.ch s ” “
” (history) are
several examples. However, other Sino-Vietnamese words
are written in the same Chinese characters but mean

different things in their Chinese counterparts. For example,
” “
” (medium
in Chinese, the word “
or vehicle) is in Sino-Vietnamese word but is used for
“convenience” in Chinese.
In addition to the correlation of the Sino-Vietnamese
words as mentioned above, a correspondence exists
between the components of this pair of languages, and
it creates the syllables in both languages, as mentioned
below.
2.3

Component of Chinese and Vietnamese syllable

The official Romanization system for standard Chinese,
pinyin, features 23 initials, for example (p, b, m, and f), 36
finals (a, e, i, and o), and four tones, which include the first
accent “¯”, the second accent “´”, the third accent “ˇ”, and
the fourth accent “`”. On the other hand, the Vietnamese
language contains 23 consonants, such as (b, c, ch, and d),
16 rhymes (i, y, and e), and five tones, which comprise the
grave accent “`”, the acute accent “´”, the question mark
“ ”, the dot below “.”, and the tilde “∼”.
The components of the Chinese and Vietnamese
syllables include another tone besides the initial and the
final. Syllables with the same initials and finals but
different tones usually feature different meanings. The
structure of the syllables in the two languages is illustrated
in Table 1.
2.4

Statistical correlation of consonants in SinoVietnamese sounds with initials in Chinese

Tables 2 and 3 show the statistical correlation of the
initials in Chinese with the consonants in Sino-Vietnamese
sounds. The corpus used for statistics is the Vietnamese
version of “
” (Romance of the Three Kingdoms).
The method of implementation is as follows: Considering
the consonant b as an example, we list the SinoVietnamese sounds with the consonant b and the Chinese
sounds corresponding to that sounds. The corresponding
Chinese sounds include the pronunciation of the Chinese
characters that possess similar semantics to the SinoVietnamese words with the consonant b. Then, we separate
the initials of each sound and then add the sum of each
initial. Finally, we calculate the percentages (P ) by the
total of Chinese sounds of each initial divided by the total
of Chinese sounds of all the initials corresponding to the
Table 1

Examples of the structure of syllables in two

languages.
Initial

Final

Tone

Syllable

Chinese

b

a

¯

bā

Vietnamese

b

a

ba
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Initials in Chinese sounds corresponding to

consonant b in Sino-Vietnamese sounds.
Consonant

Initials in Chinese sounds

b

Total

b

f

m

p

Quantity

1

67

1

1

30

100

Rate

1%

67%

1%

1%

30%

100%

Table 3

Initials in Chinese sounds corresponding to

consonant ch in Sino-Vietnamese sounds.
Consonant

Initials in Chinese sounds

Total

ch

ch

z

zh

Quantity

12

1

87

100

Rate

12%

1%

87%

100%

consonant b.

∑m i
I
j=1 j
Pi = ∑n ∑m
i=1

j=1

Iji

(1)

where n refers to the number of the initials corresponding
to the consonant b, and m is the number of Chinese sounds
∑m i
of the ith initial.
j=1 Ij is the sum of Chinese sounds
∑n ∑m i
of ith initial (j = 1, 2, · · · , m).
I is the
i=1
j=1 j
sum of Chinese sounds of all the initials corresponding to
consonant b (i = 1, 2, · · · , n).
Table 2 presents an example of the corresponding
pronunciation between the consonant b in SinoVietnamese sounds and the initials in Chinese sounds,
that is, b u-you, bác-bo, bı́-fei, bı́-mi, and bào-pao. Table
2 also shows that the Chinese initial corresponding to the
consonant b of the Sino-Vietnamese sounds is usually
b or p because these two initials represent the highest
proportion in total of the initials corresponding to the
consonant b, with (b: 67%, p: 30%).
If we consider a Sino-Vietnamese word such as “bô. ”
in word “bô. phâ. n” (part), then the initials of the
Chinese sounds that are similar in meaning can feature two
possibilities: the initial b and the initial p. In comparison
with the Chinese-Vietnamese dictionary, we discover that
the initial that corresponds to the consonant b in the sound
“bô. - ” is the initial b.
Similarly, we can analyze the correspondence between
the consonant ch in the Sino-Vietnamese sounds and the
initials in the Chinese sounds as shown in Table 3.
In this case, the two initials ch and zh correspond to the
consonant ch, and occupy the highest proportion[5] . With
such an inference, we will find the initials (final, tone)
corresponding to the remaining consonants (vowel, tone)
between the two languages.
2.5 Correspondence between single and compound
words in both languages
Another characteristic of the interrelationship between
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the two languages is that in Chinese, a pronunciation
corresponds to numerous Chinese characters. On the
other hand, in Vietnamese, a phonetic corresponds only
to a single Vietnamese word. From this characteristic,
along with the correlation of the Sino-Vietnamese words
mentioned above, such condition could lead to a spelled
Vietnamese word corresponding to numerous Chinese
characters (single words). Table 4 illustrates these cases
above the single word level.
In the first three lines (1, 2, and 3) of Table 4, the
sound “cái” in Chinese means “tài” in the Sino-Vietnamese
sound. However, in Vietnamese, the pronunciation and
writing are the same, that is, “tài”. On the other hand,
in Chinese, all three pronunciations are the same, but
the writing completely differs ( , , ). Similarly, in
the following lines (4, 5, and 6), the sound “yuán” in
Chinese means “nguyên” in the Sino-Vietnamese sound.
In Vietnamese, the pronunciation and writing are the same
(nguyên), whereas in Chinese, three different writings are
provided ( , , ).
This condition leads to a dissimilarity when pairing
single words into compound words (Table 5). In the first
three lines (1, 2, and 3), three single words in Chinese
“ , , ” correspond to “phát, nhân, liê.u” in SinoVietnamese sound, respectively. Regarding compound
words, in Sino-Vietnamese sound, the pronunciation
and writing are the same: “phát tài, nhân tài, tài
liê.u” correspond to “fācái, réncái, cáiliào” in Chinese,
Table 4

Correlation between pronunciation and writing at

the single-word level in Sino-Vietnamese words and Chinese
words.
Pronunciation Writing

Table 5

Pronunciation Writing

Correlation between pronunciation and writing

at the compound-word level in Sino-Vietnamese words and
Chinese words.
Pronunciation

Writing
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respectively. However, in all three cases, the word “cái” is
also written in different characters in Chinese “
,
,
” (get rich, talent, and material).
Similarly, the last three lines (4, 5, and 6) of the
words “nguyên t´ǎc, tài nguyên, nguyên −
dán” correspond
to “
,
,
” (principle, resource, and New Year’s
Day), respectively.
From here, we can see the special correlation of the
characters (single word) and compound word levels in two
languages. The following example is a sequence of phrases
where the character (single word) of the previous word is
the beginning of the next word (Table 6).
This condition raises the following question. Is it
better for this language pair to work on a Character Unit
(CU) or Word Unit (WU)? The answer is that if the
word boundary is not delimited, a better translation is
achieved based on the character level because in the test
corpus (test set) of the word-based translation system,
many new words cannot be translated (as these new words
are inexistent in the training corpus). The total number
of words in the WU will constantly be less than the total
number of words in the CU. This situation leads to the
fewer number of word-alignment pairs in the bilingual
language in the WU than that in the CU. In other words,
by considering the concept of “word”, which the training
corpus lacks, the characters formed therein exist in the
training corpus. Given this condition, we translate at the
character level (single word) and integrate the elements of
the two languages as analyzed above into this translation
system.
In the following, we will present the configuration of
the factors and the experimental results corresponding to
that configuration in detail.

Vietnamese as follows.
3.1

Correlation of tones

The Chinese language features four tones, whereas the
Vietnamese requires five. All these tones are encoded by
our respective numbers. The four tones in Chinese present
the same pronunciations as the four tones in Vietnamese.
Thus, we will mark their correspondence with the same
numbers, i.e., 1-1, 2-2, 3-3, and 4-4. Words without
tones are denoted by zeroes. Table 7 illustrates the
correspondence between the tones in the two languages.
In Table 7, the first tone in Chinese (¯) is pronounced
similarly with the first tone in Vietnamese (`), and the
second tone in Chinese (´) is pronounced similarly to with
the second tone in Vietnamese (´). The same condition
applies to the succeeding tones.
3.2

Correlation of consonants and vowels

In Chinese and Vietnamese languages, several words
consist only of vowels. In this case, we keep and add
the word itself to form a new factor. Depending on
each experiment (configuration), the number of the added
factors differs. Nevertheless, in both languages, no words
are composed only by the initial and a consonant.
Table 8 illustrates the separation of the words in
Chinese and Vietnamese languages into the corresponding
factors.
In Table 8, two word pairs are provided in the two
languages: “jiāoliú-giao l u” and “jı̀nbù-ti´ên bô.”. Here,
we determine a pronunciation equivalence between the
consonants, vowels, and tones in the word pair “jiāoliúgiao l u”, i.e., (j-gi, iao-ao, 1-0) and (l-l, iu- u, 2-0),
Table 7

Correlation of tones in both languages.

Table 8

Sentences separated in two languages.

3 Our Proposed Model
As mentioned above, Chinese and Vietnamese languages
feature similarities between the single and compoundword level through the elements that create them.
Therefore, before conducting the experiments, we divide
the words into the elements, which include initials, finals,
and tones in Chinese and consonants, rhymes, and tones in
Table 6

Word pairs in two languages.
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similar to the word pair “jı̀nbù-ti´ên bô. ”. However,
not all words exhibit a 1-1 correspondence between the
consonants, vowels, and tones but correspond to a very
high proportion between the word pairs as calculated in
Section 2.4.
3.3 Correspondence of numbers and dates
The numbers and dates in Chinese (in the character form)
are converted into pronunciation. However, in Vietnamese,
to translate the numbers into words, we build our own
conversion tools. For example, the phrase “ngày 8 tháng 3
là ngày qu´ôc t´ê phu. n ” (March 8 is International Women’s
Day) is translated into “ngày tám tháng ba là ngày qu´ôc
t´ê phu. n ”. The purpose is to create a corresponding
pronunciation between the two languages.

4 Experiments
We use a phrase-based translation model provided by an
open-source SMT system, Moses[6] .
• We run GIZA++[7] for bidirectional word alignment.
• A 5-gram language model is estimated using the
SRILM toolkit[8] .
The rest of the parameters are the default settings
provided by Moses.
A conversation corpus is used as the dataset for the
experiments. This corpus includes 550 000 sentence
pairs. We split the corpus into the training, development,
and test set at proportions of 90%, 5%, and 5%,
respectively.
The first experiment is based on the traditional phrasebased SMT. Table 9 shows the results for the two
translation directions under the standard evaluation metric
in terms of BiLingual Evaluation Understudy (BLEU)[9] .
Next, we conduct experiments to evaluate the impact of
each factor in the two languages on the translation results.
For each translation direction, a configuration of suitable
factors exists. These factors and the interconnections
between them are not random or arbitrarily generated
and considered according to the appropriate logic of
their characteristics. We will present the configuration of
the factors and the corresponding experimental results in
detail.
Table 9 BLEU score of baseline translation system at the
character and word levels.
Translation direction

BLEU score

4.1

Chinese to Vietnamese translation

Our approach is built on top of the factor-based SMT
model, which was proposed by Ref. [10], as an extension
of the traditional phrase-based SMT framework. Instead
of using only the Character Form (CF) and Syllable Form
(SF) for Chinese and Vietnamese, our approach allows
the system to utilize a vector of factors to represent each
token, both for the source and target languages. In the
following experiments, we incorporate various kinds of
features, such as the CF, initial, final, and tone in Chinese
and SF (or pronunciation), consonant, vowel, and tone in
Vietnamese.
In these models, we also specify the factors that are
integrated on both source and target languages. These
factors will be denoted in sequence by 0, 1, 2, and 3 in
each configuration, as illustrated in Table 10.
The connection between the factors in each
configuration (translation step and generation step) is the
corresponding set of factors of the two languages in our
translation system. The results of these experiments are
shown in Table 11.
The above experiments are based on the
correspondence between the components in the two
languages as mentioned above. In the translation steps, we
establish the correspondence between these components.
In the generation steps, we also create the appropriate links
between the factors output to generate the translation result
in the target language.
In Experiment C2V.1, we can observe the following
in the translation steps. If the full set of connections
between the components (0-0+1-1+2-2+3-3) is used, then
the translation result will be better than in other cases (only
0-0+1-1 or 0-0+1-1+2-2). Furthermore, in the generation
step, we propose several ways, such as (1, 2-0+3-0, or 1, 2,
3-0), to produce the last syllable in the target Vietnamese
language. The result of (1, 2, 3-0) is better than indirectly
associating (1, 2-0+3-0) because each result is calculated
differently.
In the remaining experiments, the quality of each
translation system depends on the establishment of each
configuration. However, not all fully configuration sets
exhibit higher quality than other translation systems (as in
Experiment C2V.1) as they depend on the effect of each
factor and the combinations between such factors.
Table 10

Character level

Word level

Chinese to Vietnamese

16.62

13.11

Vietnamese to Chinese

21.08

14.42

719

Factors in both languages.

Chinese side

Vietnamese side

CF|initial(in)|final(fi)|

pronunciation(pr)|consonant(co)|

tone(to)

vowel(vo)|tone(to)
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Table 11 Experimental results for Chinese to Vietnamese.
Id

Model

Configuration
Translation

Generation

BLEU

Table 12
Id

Experimental results for Vietnamese to Chinese.

Model

Experiment C2V.1
1

Chinese

0-0+1-1+2-2+3-3

-

16.95

1 Vietnamese

CF|in|fi|to

0-0+1-1+2-2

-

16.93

pr|co|vo|to

0-0+1-1

-

16.82

0-0+1-1+2-2+3-3

1,2-0+3-0

16.79

3 CF|in|fi|to

0-0+1-1+2-2+3-3

1,2,3-0

16.98

4
5

4

pr|co|vo|to

5

Experiment C2V.2

2

6

Chinese

0-0+1-1+2-2+3-3

-

16.85

6

7

CF|pr|in|fi

0-0+1-1+2-2

-

16.84

7

0-0+1-1

-

17.02

8 Vietnamese
9

pr|pr|co|vo

10
11

Generation

BLEU

Experiment V2C.1

2

3 Vietnamese

Configuration
Translation

Chinese

0-0+1-1+2-2+3-3

-

21.16

0-0+1-1+2-2+3-3

0-0+1,2-0+3-0

21.28

0-0+1-1+2-2+3-3

1-0

21.16

0-0+1-1+2-2

-

21.12

0-0+1-1+2-2

1,2-0

21.36

0-0+1-1+2-2

1-0+2-0

21.35

0-0+1-1

-

21.56

Experiment V2C.2

0-0+1-1+2-2+3-3

1-0+2,3-0

16.87

8 Vietnamese

0-0+1-1+2-2+3-3

-

21.98

0-0+1-1+2-2+3-3

0-0+1,2,3-0

16.86

9 pr|pr|co|vo

0-0+1-1+2-2+3-3

1,2,3-0

21.96

0-0+1-1+2-2+3-3

1,2,3-0

16.93

10

Experiment C2V.3

0-0+1-1+2-2

-

21.69

11 CF|pr|in|fi

Chinese

0-0+1-1+2-2

2-0

21.97

2,3-0

22.11

0-0+2-1+3-2

-

16.97

12

0-0+1-1+2-2

13 CF|pr|in|fi

0,1,2,3-0

-

16.95

13

0-0+1-1

-

21.80

14 Vietnamese

0-0+1-1,2+2-1+3-2

-

16.84

14

0-0+1-1

1-0

21.94

15

0-0+1-1,2+2-1+3-2

1,2-0

16.93

0-0+1-2+2-3

-

21.81
21.99

12

Chinese

pr|co|vo

16

0,1-0+2-1+3-2

16.81

Experiment V2C.3
15 Vietnamese
16

pr|co|vo

0-0+1-2+2-3

2,3-0

17

Chinese

0-0+1-1+2-2+3-3

-

15.77

17

Chinese

0-0,1+1-2+2-3

-

21.70

18

pr|in|fi|to

0-0+1-1+2-2+3-3

1,2-0+3-0

15.84

18 CF|pr|in|fi

0-0,1+1-2+2-3

1-0+2,3-0

21.76

Experiment C2V.4

19 Vietnamese

0-0+1-1+2-2

-

15.75

20 pr|co|vo|to

0-0+1-1+2-2

1,2-0

15.81

19 Vietnamese

Experiment V2C.4
0-0+1-1+2-2+3-3

-

20.07

21

0-0+1-1

-

15.73

20 pro|co|vo|to

0-0+1-1+2-2+3-3

1,2,3-0

20.10

22

0-0+1-1

1-0

15.77

21

0-0+1-1+2-2

-

19.97

0-0+1-1+2-2

1,2-0

20.19

Chinese

22 pr|in|fi|to

The first three experiments (Experiments C2V.1,
C2V.2, and C2V.3) show the efficiency of the translation
systems compared with the baseline (based on character
and word level). When we integrate the Chinese and
Vietnamese pronunciations into the translation system, the
best obtained result for the Chinese to Vietnamese
translation direction is 17.02 in Configuration 8, and
this value is higher than the baseline of 0.4.
In
addition, we conduct Experiment C2V.4 (only using
Chinese pronunciation but without Chinese characters).
In this experiment, the BLEU score of the baseline
system reaches 15.63, whereas numerous experiments
incorporating components (initial, final, and tone) perform
better than the baseline.
4.2 Vietnamese to Chinese translation
Similar to Section 4.1, we perform the experiments with
Vietnamese to Chinese translation as follows (Table 12).
Similarly, the experiments on Vietnamese to Chinese
translation, which incorporate the components of the
pronunciation, also yield impressive results compared with

the baseline. The most prominent result is in Experiment
V2C.2 (Configuration 12), where we consider the
Vietnamese pronunciation corresponding to CF (0-0)
and pronunciation (1-1) in Chinese. The reason is,
in Chinese, more than one pronunciation corresponding
to one character can be present, whereas each
pronunciation may also possess several corresponding
Chinese characters.
This condition leads to the
phenomenon of homonyms in Chinese. On the other
hand, in Vietnamese, homonyms also exist, but each
pronunciation only features one corresponding writing
(SF). For this reason, when we translate the same
Vietnamese syllable into Chinese, we may yield several
corresponding Chinese characters. The following example
illustrates the translation results in the baseline system and
our translation system.
The word “tham quan” (sightseeing) in Vietnamese
corresponds to at least two Chinese words “
” (corrupt
” (sightseeing) (Table 13). In this
official) and “
example, in the translation step, as analyzed above, we
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Table 13 Difference in the translation results between the baseline and our translation system.

create three links (0-0), (1-1), and (2-2), and in the
generation step, we create the link (2, 3-0) to create the
correct CF for the Chinese language in the translation
result (
).
We also test the effect of the factors (Vietnamese
pronunciation and Chinese pronunciation) by running nbest in the baseline and our translation system (with
n = 100, 500, 1 000). The results show that the total
difference between the baseline and our translation system
equals 0.115, where our translation model (Vietnamese
pronunciation and Chinese pronunciation) contributes a
value of 0.081. In this experiment, we obtain the highest
BLEU score of 22.11, whereas the baseline is 21.08.
In all of the above experiments, we also demonstrate
the effectiveness of incorporating factors into the
translation system. We implement a significant test to
compare the baseline and our translation system. The
result shows that our translation system performs better
than the baseline at 95% significance with n = 1 000.

5 Related Work
The phrase-based SMT approach is now considered one
of the state-of-the-art SMTs. However, this approach
is limited as it fails to directly integrate language
knowledge, such as morphology, grammar, or semantics,
into the system. This knowledge has been researched
and integrated into the phrase-based MT systems during
preprocessing or postprocessing, achieving better results.
In this section, we perform a survey and classify
methods to integrate language knowledge into SMT. We
divide the methods into two main directions: (1) using
linguistic knowledge in preprocessing and (2) integrating
the linguistic knowledge into the translation system as
follows.
(1) The first direction mainly focuses on converting
word order or phonetic analysis in source sentences to
reduce the differences between the two languages. The
knowledge used includes the knowledge of morphology,
syntax tree analysis, and transfer rules based on differences
between the two languages. Typically, this transfer is
performed at the preprocessing step on the source or target
sentence or on both sides, and the results obtained serve as
input to the translation system.
(2) Similar to the first approach, the models in this

direction also use language information, such as PartOf-Speech (POS), morphological, and syntax tree to
improve the translation system. The only difference is
that the knowledge is attached to the sentence pairs and
incorporated into the translation model or language model
into the factored SMT system.
5.1

Integration of syntax and morphological
information into the translation model

Reference [11] proposed a phrase-based SMT model that
integrates syntax information to combine the strengths
of both phrase-based and syntactic structures using
the combinatorial categorial grammar syntax labeling
information into the translation system. The author
proposed the supertag (label information syntax) as a
factor in the source or target sentence.
Also, Ref. [12] proposed a factored model-based
approach by integrating factors when translating from
Bulgarian to English. The factors on the source language
side (Bulgarian) include Word Form (WF), Lemma, POS,
and LING (other linguistic features derived from the POS
tag in the BulTreeBank tagset). The experiment has shown
very promising results in terms of BLEU scores (38.85),
and the manual analysis also confirms the high-quality
translation.
For other languages (Spanish and English), verbs
can be divided into different forms, causing difficulty to
understand verb derivatives. Reference [11] proposed
a POS classifier model that creates a token which
corresponds to all derivatives of a verb. In this way, verb
forms will appear more frequently and can be estimated
easily. In addition, a model similar to the verb of the target
language is available.
Similar to the work of Ref. [12], Ref. [13] also
integrated the factors (WF, lemma, POS, and LING) into
the translation system, but to a lesser degree compared
with the work of Ref. [12]. However, in Bulgarian,
each adjective involves nine forms. For a number of
adjectives, most of these forms are absent in the parallel
corpora. To solve this problem, the authors added a parallel
Bulgarian-English morphological lexicon to the parallel
corpora. Experimental results showed that the addition of
a WF-aligned parallel lexicon improved the results in both
translation directions.
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5.2 Integration of morphological information into the
language model
Reference [14] presented a new method of using syntactic
information for SMT. They used the statistical syntactic
parsing model as the language model in the SMT.
Experimental results show that this system improves the
BLEU score by 25% over the baseline syntax-based
SMT. This approach exploits the linguistic knowledge
effectively, especially for the target languages that are
morphologically rich and need more information to
generate the correct WF.
Depending on the characteristics of each language
pair, the linguistic knowledge integrated into SMT varies.
Unlike Western languages, typically English, Chinese and
Vietnamese are non-morphology languages. Therefore,
in this paper, the linguistic knowledge that we use to
integrate into SMT is the correlation between Chinese
and Vietnamese pronunciation and its components (initial,
final, and tone in Chinese and consonant, vowel, and tone
in Vietnamese), which differs from the other previous
studies. Although we can integrate other features available
in any language such as POS, in this paper, we only
focus on integrating pronunciation and its components to
evaluate their impact on SMT.

6 Conclusion and Future Work
In this paper, we present the findings on the corresponding
pronunciation between Chinese and Vietnamese and
integrate them into the SMT. The experimental results
show that both translation directions are better than
traditional phrase-based SMT systems. Particularly, the
best obtained result is higher than the baseline of 0.4 for
the Chinese to Vietnamese translation direction and 1.03
for the Vietnamese to Chinese translation direction.
In the future, we will use neural machine translation
to conduct the experiments, including those for other
configurations.
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