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DRIVEN BY FRACTIONAL BROWNIAN MOTION
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Boston University, Department of Mathematics and Statistics
111 Cummington Mall, Boston, MA 02215, USA
Abstract. This article studies typical dynamics and fluctuations for a slow-fast dynamical system per-
turbed by a small fractional Brownian noise. Based on an ergodic theorem with explicit rates of convergence,
which may be of independent interest, we characterize the asymptotic dynamics of the slow component to
two orders (i.e., the typical dynamics and the fluctuations). The limiting distribution of the fluctuations
turns out to depend upon the manner in which the small-noise parameter is taken to zero relative to the
scale-separation parameter. We study also an extension of the original model in which the relationship
between the two small parameters leads to a qualitative difference in limiting behavior. The results of
this paper provide an approximation, to two orders, to dynamical systems perturbed by small fractional
Brownian noise and subject to multiscale effects.
1. Introduction
Dynamical systems exhibiting multiple characteristic scales in space or time arise naturally as models
in a great variety of applied fields, including physics, chemistry, biology, neuroscience, meteorology, and
mathematical finance, to name a few. It is moreover common to incorporate random perturbations into
these models in order to account for imperfect information or to capture random phenomena. The particular
case in which the perturbing noise is a standard Brownian motion has been studied extensively. With this
choice, crucially, the Markov property and semimartingale structure of the standard Brownian motion are
embedded in the system. While the analysis is simplified insofar as a host of well-developed theoretical
tools may be brought to bear, important limits are placed on the flexibility of the model. For example, a
physical dynamical system exhibiting long-range dependence or a particular sort of self-similarity may not
be amenable to accurate description by a model driven by standard Brownian noise.
In this paper, we consider a model in which some of the random perturbation arises from a fractional
Brownian motion (fBm), thereby making it possible to capture dynamical features that are out of the scope
of the standard Brownian motion. More precisely, we consider (Xε, Y η)T = {(Xεt , Y ηt )}0≤t≤T evolving in
X × Y := Rm × Rd−m according to the stochastic differential equation
(1)


dXεt = c(X
ε
t , Y
η
t )dt+
√
ǫσ(Y ηt )dW
H
t
dY ηt =
1
ηf(Y
η
t )dt+
1√
η τ(Y
η
t )dBt
Xε0 = x0 ∈ X , Y η0 = y0 ∈ Y.
Here, WH is a fractional Brownian motion with Hurst index H ∈ (1/2, 1) and B is a standard Brownian
motion independent of WH . The term dWH is to be understood in the sense of pathwise integration,
although this pathwise integral coincides in our framework with the analogous divergence integral, and we
shall freely and frequently interpret it as such in order to apply tools of Malliavin calculus (see Remark 3
and Appendix A for a discussion of this point and for details on Malliavin calculus and integration with
respect to fBm). ε := (ǫ, η) ∈ R2+ is a pair of small positive parameters. Note that as ε := (ǫ, η) is taken to
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vanish, Xε is the slow component and is perturbed by small noise, while Y η is the fast component and feeds
into the dynamics of Xε.
The main results of this work provide a rigorous description of the asymptotic behavior, to two orders,
of Xε as ε := (ǫ, η) → 0. We first show that Xε converges in an Lp sense, and at a particular rate, to a
deterministic limiting process X¯ , which we interpret as the typical behavior of Xε. We then derive a limit in
distribution of the (appropriately-rescaled) fluctuations θε := 1√
ǫ
(Xε − X¯) about the limiting process. The
limiting distribution of the fluctuations turns out to depend upon the manner in which the small asymptotic
parameters are taken to vanish, even as the typical behavior does not exhibit any such dependence. In
deriving the limit of the fluctuations, we assume for this reason that one is considering a class of pairs
ε := (ǫ, η) for which there exists λ ∈ [0,∞) with limε→0
√
η√
ǫ
= λ. For example, a functional dependence
η = η(ǫ) such that limǫ→0
√
η√
ǫ
=: λ ∈ [0,∞) is more than sufficient.
The novelty of our setup lies in the nature of the small perturbing noise, which we take to be a fractional
Brownian motion rather than a standard Brownian motion. Moreover, we allow the dynamics to evolve in
the full Euclidean space, and apart from the diffusion coefficient in the fast component, we do not assume
that coefficients are bounded or have bounded derivatives. Consequently, we rely in the proofs of our ergodic
theorem, Theorem 3, and main results upon a-priori uniform bounds on both Xε and its Malliavin derivative
DXε with respect to the fractional Brownian noise WH . The necessary bounds are derived in Lemmata 1,
2, and 5. In establishing the limit in distribution of the fluctuations, we also make use of recent results of
[14], which carry over to our setting.
Note that in (1), we have taken σ to depend upon the fast variable only and not upon the slow. There
are two reasons for this restriction, both relating to the fact that, by the independence of WH and B,
Dσ(Y η) ≡ 0 whereas in general Dσ(Xε, Y η) would be nontrivial (recall that D is the Malliavin derivative
with respect to the fractional Brownian noise WH). The first reason is technical in nature. As mentioned
in the preceding paragraph, our proofs rely upon a-priori uniform bounds on Xε and DXε. To derive
these bounds, we invoke a maximal inequality for the stochastic integral with respect to WH , which in turn
requires us to control the Malliavin derivative of the integrand. Thus, if σ were allowed to depend upon the
slow variable, we would encounter a closure problem in that to obtain a bound on the kth-order Malliavin
derivative DkXε one would need first to obtain a bound on the (k+1)st-order Malliavin derivative Dk+1Xε,
and so on in a cascading fashion. In very special cases, e.g., in one dimension, it is possible to circumvent
the problem, but this would seem to be the exception rather than the rule. The second reason has to do
with modelling considerations. If one would like to interpret the slow component as the solution of an ODE
perturbed by a small fractional Brownian noise, it is reasonable to formulate the model in such a way as for
this noise to be centered, i.e., for the stochastic integral with respect toWH to have mean zero. In our setup,
the pathwise integral coincides with the divergence integral, which is always centered (see Appendix A for
details on Malliavin calculus and integration with respect to fBm). On the other hand, if one were to allow
σ to depend upon the slow variable then the pathwise integral would not typically be centered. It is worth
noting that one’s hands are tied here insofar as general results guaranteeing the existence of unique solutions
of the system (1) are known only when the integral with respect to WH is interpreted in the pathwise sense.
In Section 5, we study the typical behavior and fluctuations limit in the context of an extended model
generalized from (1). The extended model takes the form
(2)


dXεt =
√
ǫ√
η b(X
ε
t , Y
ε
t )dt+ c(X
ε
t , Y
ε
t )dt+
√
ǫσ(Y εt )dW
H
t
dY εt =
1
ηf(Y
ε
t )dt+
1√
ǫηg(Y
ε
t )dt+
1√
η τ(Y
ε
t )dBt
Xε0 = x0 ∈ X , Y ε0 = y0 ∈ Y.
Recall that in the context of the original model, the typical behavior does not depend upon the manner in
which the small asymptotic parameters are taken to vanish, and that the fluctuations analysis can be carried
through assuming that one is concerned with a class of pairs ε := (ǫ, η) for which there exists λ ∈ [0,∞)
with limε→0
√
η√
ǫ
= λ. Moving to the extended model, however, the introduction of the terms corresponding
to the coefficients b and g introduces a qualitative discrepancy between regimes that is reflected even in the
typical behavior. Accordingly, when we are considering the extended model, we not only assume, from the
beginning, the existence of the limit λ ∈ [0,∞), but also distinguish two possibilities:
(i) λ = 0, the ‘first regime’ or ‘homogenization regime’
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(ii) λ ∈ (0,∞), the ‘second regime’ or ‘averaging regime.’
To obtain the limit in distribution of the fluctuations in the context of the extended model, we further
assume that the convergence of
√
η√
ǫ
to λ takes place at a particular rate with respect to
√
ǫ. Note that the
homogenization regime is that in which the term
√
ǫ√
η b(X
ε, Y ε) is asymptotically singular. In precise analogy
to the analysis done in the case of perturbation by standard Brownian motion in [10, 32], we shall see that
the limiting contribution of the asymptotically-singular term can be captured in terms of the solution of an
appropriate Poisson equation. The proofs of our results for the original model (1) then carry over with minor
modifications. Having already presented the full proofs for (1), we therefore describe only the adjustments
necessary for (2). The extended model (2) is particularly relevant when, for example, a fast intermediate
scale forms part of the slow component. The scaling in front of the term corresponding to the coefficient g is
that which results in a nontrivial limiting contribution in the event that additional intermediate fast scales
form part of the main fast component.
In the case of perturbation by standard Brownian motion, the literature on similar limiting theorems
for stochastic dynamical systems is extensive. We mention here for completeness [2, 6, 7, 8, 9, 10, 11, 13,
16, 19, 24, 25, 32, 33], which contain results on related typical dynamics, central limit theorems, and large
deviations. The corresponding literature in the case of perturbation by fractional Brownian motion is quite
sparse. The most relevant result in our case is the recent work [14], which studies related typical behavior
of systems similar to (1). Our results on typical behavior differ from those of [14] in that we allow most
coefficients to grow polynomially in the fast variable. Consequently, as discussed above, we must derive
certain a-priori bounds in order to establish our ergodic theorem, Theorem 3, to which we appeal in turn in
establishing our main results. In this way, we obtain an explicit rate of convergence to the typical behavior.
To complement the results on typical behavior found in [14] and in this work, we then derive a limit in
distribution of the fluctuations, which characterizes the limiting behavior of the slow component to next
order.
Let us also mention the very recent preprint [27] (appearing on arXiv during the reviewing process of this
article), in which the authors study an averaging principle (although neither homogenization nor fluctuations
and not in the small-noise regime) for systems similar to (1), but with the drift coefficient in the slow
component assumed to be uniformly bounded and the diffusion coefficient to depend on the slow component
instead of the fast component. The uniform bound on the drift coefficient facilitates the derivation of a-priori
bounds on the slow component and the fact that the diffusion term does not depend on the fast component
means that the fBm term does not have to be averaged out (in contrast to our work). In addition, in [27],
the coefficients of the fast component are allowed to depend upon both slow and fast components, whereas
we focus in this work on the case in which the dependence is on the fast component and not the slow. The
reason for this is essentially that we have chosen to obtain a-priori bounds on the slow component and its
Malliavin derivative with respect to the driving fBm from independence of σ(Y η) andWH , without the need
for additional assumptions (see also the discussion above equation (2)).
Let us now explain the organization of the rest of this paper. In Section 2, we introduce notation, present
our main assumptions, and state our main results. Section 3 contains proofs of results related to the typical
behavior of Xε as ε→ 0, including supporting lemmata and our ergodic theorem. Section 4 contains proofs
of tightness and convergence in distribution of the (appropriately-rescaled) fluctuations of Xε about the limit
X¯ as ε→ 0. Section 5 extends our results from the original model (1) to the extended model (2). Finally, for
the convenience of the reader, Appendix A collects those definitions and tools related to fractional Brownian
motion, Malliavin calculus, and stochastic integration with respect to fractional Brownian motion, that are
used in this paper.
2. Notation, Conditions, and Main Results
In this section we introduce notation, present our main assumptions, and state our main results.
We will denote by A : B the Frobenius inner product Σi,j [ai,j · bi,j ] of matrices A = (ai,j) and B = (bi,j).
We will use single bars | · | to denote the Frobenius (or Euclidean) norm of a matrix, and double bars || · ||
to denote the operator norm.
Condition 1 imposes conditions of growth and regularity on the drift and diffusion coefficients of the
model.
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Condition 1.
Conditions on c:
- ∃ (K, q) ∈ R2+, r ∈ [0, 1); |c(x, y)| ≤ K(1 + |x|r)(1 + |y|q)
- ∃ (K, q) ∈ R2+; |∇xc(x, y)|+ |∇x∇xc(x, y)| ≤ K(1 + |y|q)
- c, ∇xc, ∇x∇xc, and ∇y∇yc are continuous in (x, y)
- c, ∇xc, and ∇x∇xc are locally Ho¨lder continuous in y uniformly in x
Conditions on σ:
- ∃ (K, q) ∈ R2+; |σ(y)| ≤ K(1 + |y|q)
- σσT is uniformly nondegenerate
Conditions on f and τ :
- f and ττT are twice differentiable, and, along with their first and second derivatives, are locally Ho¨lder
continuous
- ττT is uniformly bounded and uniformly nondegenerate.
Condition 2 is a basic condition of recurrence type on the fast component, yielding ergodic behavior.
Condition 2.
lim
|y|→∞
y · f(y) = −∞.
To derive most of our results we shall in fact assume a stronger recurrence condition.
Condition 3.
For real constants α > 0, β ≥ 2, and γ > 0, we shall write:
- Condition 3-(α, β): one has
y · f(y) + α|y|β + 1
2
(β − 2 + d−m) sup
y˜∈Y
|τ(y˜)|2 ≤ 0
for |y| sufficiently large
- Condition 3-(α, β, γ): Condition 3-(α, β) holds and, moreover, one has ||∇xc(x, y)|| ≤ γ|y|β for |y| suffi-
ciently large.
Remark 1. Clearly, Condition 2 is implied by Condition 3-(α, β), which in turn is implied by the stronger
condition
lim
|y|→∞
y · f(y) + α|y|β = −∞.
One has the infinitesimal generator
L := f · ∇y + 1
2
(ττT ) : ∇2y(3)
for the rescaled fast dynamics. Conditions 1 and 2 are enough to guarantee that one has on Y a unique
invariant measure µ corresponding to the operator L, as discussed for example in [30].
Remark 2. Therefore, in particular, the process Y η, obtained as the solution of an SDE that does not
depend on Xε, does not explode and is well defined for all times. Meanwhile, Condition 1 guarantees that
the drift coefficient of Xε is Lipschitz continuous in the variable x locally in the variable y. Thus one sees
that our assumptions are sufficient to guarantee that Xε is well defined on [0, T ] (compare the situation with,
e.g., [24, Sections 2 and 4]). For general results on existence and uniqueness of solutions of equations with
standard and fractional Brownian motions, see for instance [12, 17, 18, 20].
We now state our main results, the first of which concerns the typical behavior of Xε as ε→ 0. We prove
in Theorem 1 that Xε converges in an Lp sense, and at a particular rate, to a deterministic limiting process
X¯. This implies in particular that one has convergence in probability. The proof is deferred to Section 3.
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Theorem 1. Assume Conditions 1 and 3-(α, β, γ), where α ≥ 0, β ≥ 2, γ ≥ 0, and Tβγ supy∈Y ||τ(y)||2 <
2α. For any 0 < p < 2αTβγ supy∈Y ||τ(y)||2 , there is a constant K˜ such that for ε := (ǫ, η) sufficiently small,
E sup
0≤t≤T
∣∣Xεt − X¯t∣∣p ≤ K˜ (√ǫp +√ηp) ,
where X¯ is the (deterministic) solution of the integral equation
X¯t = x0 +
∫ t
0
c¯(X¯s)ds,
where c¯ is the averaged function
c¯(x) :=
∫
Y
c(x, y)dµ(y).
Our second main result concerns the asymptotic behavior of the (appropriately-rescaled) fluctuations of
Xε around X¯ as ε→ 0. We prove in Theorem 2 that the fluctuations converge in distribution to a particular
limit, which we characterize explicitly. The proof is deferred to Section 4. In order to state the theorem, we
note that by Theorem 3 in [25], the equations
(4)
{
LΦ(x, y) = − (c(x, y)− c¯(x))∫
Y Φ(x, y)dµ(y) = 0
admit a unique solution Φ in the class of functions that grow at most polynomially in |y| as |y| → ∞. Recall
that θε := 1√
ǫ
(Xε − X¯).
Theorem 2. Suppose that one is concerned with a class C of pairs ε := (ǫ, η) for which there exists λ ∈
[0,∞) such that limε→0
√
η√
ǫ
= λ. Assume Conditions 1 and 3-(α, β, γ), where α ≥ 0, β ≥ 2, γ ≥ 0, and
Tβγ supy∈Y ||τ(y)||2 < 2α. With Φ as in (4), set ΣΦ := ((∇yΦτ)(∇yΦτ)T )1/2. One then has that the family
of processes {θε}ε converges in distribution on the space C([0, T ];X ) (endowed, as usual, with the topology
of uniform convergence) as ε→ 0 to the law of the solution θ of the mixed SDE
θt =
∫ t
0
(∇x c¯)(X¯s) · θsds+ λ
∫ t
0
ΣΦ(X¯s)dB˜s +
∫ t
0
σ¯δW˜Hs
θ0 = 0,
where σ¯ :=
∫
Y σ(y)dµ(y), W˜
H is a fractional Brownian motion with Hurst index H, and B˜ is a standard
Brownian motion independent of W˜H .
3. First-Order Limit or Typical Behavior
In this section, we focus on proving Theorem 1, which establishes the first-order limit, or typical behavior,
of the slow component Xε as ε → 0. In order to make the exposition easier to follow, we present several
supporting lemmata leading up to an ergodic theorem, Theorem 3, which is the essential ingredient in the
proof of Theorem 1.
Remark 3. While we interpret the stochastic integral
∫ t
0
σ(Y ηs )dW
H
s appearing in (1) in the pathwise sense to
appeal to existence and uniqueness results in the literature, this pathwise integral coincides in our framework
with the divergence integral
∫ t
0
σ(Y ηs )δW
H
s (see Appendix A for details on Malliavin calculus and integration
with respect to fBm). Indeed, in view of (26), the two integrals coincide as soon as the integrand is in the
kernel of the Malliavin derivative associated with the fractional Brownian motion WH , which is of course
true in our case as σ(Y η) and WH are independent. In what follows, we work mainly from the point of view
of the divergence integral rather than the pathwise integral, so that we may apply results from the Malliavin
stochastic calculus of variations.
We begin by stating a maximal inequality for the divergence integral
∫ t
0
σ(Y ηs )δW
H
s .
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Lemma 1. Assume Conditions 1 and 2. For any H−1 < p < ∞, there is a constant K˜ such that for η
sufficiently small,
E sup
0≤t≤T
∣∣∣∣
∫ t
0
σ(Y ηs )δW
H
s
∣∣∣∣
p
≤ K˜.
Proof. Recalling that σ is polynomially bounded in its argument and appealing to Lemma 1 in [25], the
claim follows from the maximal inequality stated after (2.14) in [23]. 
We next obtain a preliminary uniform bound on the slow component.
Lemma 2. Assume Conditions 1 and 2. For any 0 < p <∞, there is a constant K˜ such that for ε := (ǫ, η)
sufficiently small,
E sup
0≤t≤T
|Xεt |p ≤ K˜.
Proof. It is enough to prove the lemma for p ≥ 2. Recall that
Xεt = x0 +
∫ t
0
c(Xεs , Y
η
s )ds+
√
ǫ
∫ t
0
σ(Y ηs )δW
H
s .
By Condition 1, there are constants K > 0, q > 0, and r ∈ [0, 1) such that |c(x, y)| ≤ K(1+ |x|r)(1+ |y|q).
By Lemma 1 in [25], Lemma 1 above, and Young’s inequality with conjugate exponents 1r and
1
1−r , for some
constants Cj , for t ∈ [0, T ], and for ε sufficiently small,
E sup
0≤s≤t
|Xεs |p ≤ C1E
(
|x0|p +
∫ t
0
|c(Xεs , Y ηs )|pds+ sup
0≤s≤t
∣∣∣∣
∫ s
0
σ(Y ηu )δW
H
u
∣∣∣∣
p)
≤ C2
(
1 + E
∫ t
0
(1 + |Xεs |r)p(1 + |Y ηs |q)pds
)
≤ C3
(
1 + E
∫ t
0
|Xεs |rp(1 + |Y ηs |q)pds+ E
∫ t
0
(1 + |Y ηs |q)pds
)
≤ C4
(
1 + E
∫ t
0
|Xεs |pds+ E
∫ t
0
(1 + |Y ηs |q)
p
1−r ds+ E
∫ t
0
(1 + |Y ηs |q)pds
)
≤ C5
(
1 +
∫ t
0
sup
0≤u≤s
|Xεu|pds
)
.
The proof is complete upon applying the Gro¨nwall inequality. 
Taking together the bound on the slow component in Lemma 2 and the bound on the fast component
in Lemma 1 in [25], we now show that polynomially-bounded measurable functions of Xε and Y η represent
classes in Lp(Ω× [0, T ]).
Lemma 3. Assume Conditions 1 and 2. Let h be a measurable function on X×Y and suppose that constants
K, r, q > 0 exist for which |h(x, y)| ≤ K(1 + |x|r)(1 + |y|q). For any 0 < p <∞, there is a constant K˜ such
that for ε := (ǫ, η) sufficiently small,
E
∫ T
0
|h(Xεt , Y ηt )|pdt ≤ K˜.
Proof. Note that, using our assumption on the function h, we can write
E
∫ T
0
|h(Xεt , Y ηt )|pdt ≤ E
∫ T
0
Kp(1 + |Xεt |r)p(1 + |Y ηt |q)pdt
≤ K
p
2
(
E
∫ T
0
(1 + |Xεt |r)2pdt+ E
∫ T
0
(1 + |Y ηt |q)2pdt
)
.
The terms inside the parentheses are bounded respectively by Lemma 2 above and Lemma 1 in [25], con-
cluding the proof. 
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As we have mentioned, the proof of our ergodic theorem relies on having first obtained uniform bounds
not only on the slow component Xε but also on its Malliavin derivative DXε with respect to the fractional
Brownian motion WH . The next lemma provides appropriate technical uniform bounds on exponential
moments of the fast component, which we will then use to establish the necessary bound on the Malliavin
derivative.
Lemma 4. Assume Conditions 1 and 3-(α, β), where α > 0 and β ≥ 2. For any ν ≥ 0 such that
νβ supy∈Y ||τ(y)||2 < 2α, there is a constant K˜ such that for all η > 0,
sup
0≤t≤T
Eeν|Y
η
t |β ≤ K˜.
Proof. Let B˜ be a standard Brownian motion and let Y˜ denote the solution of the stochastic differential
equation {
dY˜t = f(Y˜t)dt+ τ(Y˜t)dB˜t
Y˜0 = y0.
Since {Y ηt }0≤t≤T has the same law as {Y˜t/η}0≤t≤T , the claim of the lemma is equivalent to the statement
that
sup
0≤t<∞
Eeν|Y˜t|
β
<∞.(5)
Fix N ∈ N and put tN := inf{t ∈ [0,∞]; |Y˜t| ≥ N}. Let Y˜N denote the process obtained by halting Y˜ at
time tN , i.e., let {Y˜N,t}t≥0 := {Y˜t∧tN}t≥0. We will show that there is a constant K˜ such that for all N ∈ N,
sup
0≤t<∞
Eeν|Y˜N,t|
β
< K˜(6)
and that
P ( lim
N→∞
tN =∞) = 1.(7)
Taking together (6) and (7), (5) follows easily.
To establish (6), choose ℓ > 1 such that ℓνβ supy∈Y ||τ(y)||2 ≤ 2α and apply Itoˆ’s lemma to obtain
Eeν|Y˜N,t|
β
= eν|y0|
β
E
[
eν
∫
t
0
∇(|Y˜N,s|β)dY˜N,s+ ν2
∫
t
0
∇2(|Y˜N,s|β):(ττT )(Y˜N,s)ds
]
= eν|y0|
β
E
[
eIt · eIIt] ,(8)
where, with 1d−m denoting the (d−m)× (d−m) identity matrix,
It := ν
∫ t
0
(
β|Y˜N,s|β−2Y˜N,s · f(Y˜N,s) + νℓ
2(ℓ− 1)β
2|Y˜N,s|2β−4|Y˜N,s · τ(Y˜N,s)|2
+
1
2
(
β(β − 2)|Y˜N,s|β−4Y˜N,s ⊗ Y˜N,s + β|Y˜N,s|β−21d−m
)
: (ττT )(Y˜N,s)
)
ds,
IIt := ν
∫ t
0
β|Y˜N,s|β−2Y˜N,s · τ(Y˜N,s)dB˜s − ν
2ℓ
2(ℓ− 1)
∫ t
0
β2|Y˜N,s|2β−4|Y˜N,s · τ(Y˜N,s)|2ds.
Applying Young’s inequality with conjugate exponents ℓ and ℓℓ−1 ,
eν|y0|
β
E
[
eIt · eIIt] ≤ eν|y0|β (1
ℓ
EeℓIt +
ℓ− 1
ℓ
Ee
ℓ
ℓ−1IIt
)
.(9)
Note that, on the one hand, by Condition 3-(α, β), there is a constant C independent of N such that
EeℓIt ≤ C, and on the other hand, e ℓℓ−1 II is an exponential martingale with unit mean. Consequently,
eν|y0|
β
(
1
ℓ
EeℓIt +
ℓ− 1
ℓ
Ee
ℓ
ℓ−1 IIt
)
≤ eν|y0|β
(
1
ℓ
C +
ℓ− 1
ℓ
)
.(10)
Putting together (8), (9), and (10), we obtain (6) with K˜ := C+ℓ−1ℓ e
ν|y0|β .
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It remains to verify (7). By [15, Chapter 6, Theorem 4.1], one may realize on some probability space
(Ω˜, F˜ , P˜ ) real-valued stochastic processes {Ξt}t≥0 and {Ξ+t }t≥0 such that Ξ0 = Ξ+0 = |y0|2,
P˜
(
∀t ≥ 0, sup
0≤s≤t
Ξs ≤ sup
0≤s≤t
Ξ+s
)
= 1,
Ξ is equal in law to |Y˜ |2, and Ξ+ is an Itoˆ diffusion with generator a(ξ)
(
b(ξ) ∂∂ξ +
1
2
∂2
∂ξ2
)
, where, for ξ > 0,
a(ξ) := sup
y∈Y;|y|2=ξ
(
4yT τ(y)τT (y)y
)
,
b(ξ) := sup
y∈Y;|y|2=ξ
(
2y · f(y) + |τ(y)|2
4yT τ(y)τT (y)y
)
.
It is enough, then, to show that P˜
(
limN→∞ inf{t ∈ [0,∞]; Ξ+t ≥ N} =∞
)
= 1. If this were not the case,
one would have some fixed T˜ > 0 for which the event
A˜ :=
{
sup
N∈N
(
inf{t ∈ [0, T˜ ]; Ξ+t ≥ N}
)
< T˜
}
is such that P˜ (A˜) > 0. One would then have that for all N ∈ N, E sup0≤t≤T˜ |Ξ+t | ≥ NP˜ (A˜), whence
immediately E sup0≤t≤T˜ |Ξ+t | =∞. It therefore suffices to show that for each fixed T˜ > 0, E sup0≤t≤T˜ |Ξ+t | <
∞.
By Condition 3-(α, β), one sees in particular that a(ξ)b(ξ) is negative for ξ sufficiently large, say ξ > ξ0.
In light of this observation, by [15, Chapter 6, Theorem 1.1] coupled with a stopping-and-starting argument
it suffices to consider an Itoˆ diffusion Ξ˜ with initial value Ξ˜0 = |y0|2 ∧ ξ0 and generator 12a(ξ) ∂
2
∂ξ2 , and to
show that for each fixed T˜ > 0, E sup0≤t≤T˜ |Ξ˜t| <∞.
To this end, suppose that
Ξ˜t = Ξ˜0 +
∫ t
0
√
a(Ξ˜s)dVs,
where Vs is a standard Brownian motion in one dimension. By the Burkholder-Davis-Gundy inequality and
the fact that a(ξ) ≤ 4(supy∈Y ||τ(y)||2)(1 + ξ2), we have, for K := 16 supy∈Y ||τ(y)||2,
E sup
0≤s≤t
Ξ˜2s ≤ 2Ξ˜20 + 2E sup
0≤s≤t
∣∣∣∣
∫ s
0
√
a(Ξ˜u)dB˜u
∣∣∣∣
2
≤ 2Ξ˜20 + 2Kt+ 2K
∫ t
0
E sup
0≤u≤s
Ξ˜2udu,
whence Gro¨nwall’s inequality gives
E sup
0≤t≤T˜
Ξ˜2t ≤
(
2Ξ˜20 + 2KT˜
)
e2KT˜ .
This completes the proof of the lemma. 
With Lemma 4 in hand, we are now in a position to establish the necessary bound on the Malliavin
derivative DXε of the slow component Xε.
Lemma 5. Assume Conditions 1 and 3-(α, β, γ), where α > 0, β ≥ 2, γ > 0, and Tβγ supy∈Y ||τ(y)||2 < 2α.
For any 0 < p < 2αTβγ supy∈Y ||τ(y)||2 , there is a constant K˜ such that for ε := (ǫ, η) sufficiently small,
sup
0≤s,t≤T
E|DsXεt |p ≤ K˜.
Proof. It is enough to prove the lemma for p > 1. We begin by noting that
DsX
ε
t =
∫ t
0
∇xc(Xεu, Y ηu )DsXεudu+
√
ǫσ(Y ηs )χ[0,t](s).
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Hence, for t < s, DsX
ε
t = 0, while for t ≥ s,
|DsXεt |p = |
√
ǫσ(Y ηs )|p +
∫ t
s
p|DsXεu|p−2DsXεu : (∇xc(Xεu, Y ηu )DsXεu)du
≤ |√ǫσ(Y ηs )|p +
∫ t
s
p|DsXεu|p||∇xc(Xεu, Y ηu )||du.
Applying Gro¨nwall’s inequality and Young’s inequality with conjugate exponents ℓℓ−1 and ℓ yet to be deter-
mined, we obtain, for t ≥ s,
|DsXεt |p ≤ |
√
ǫσ(Y ηs )|pep
∫
t
s
||∇xc(Xεu,Y ηu )||du
≤ I + IIt,
where
I :=
ℓ− 1
ℓ
|√ǫσ(Y ηs )|
ℓp
ℓ−1 ,
IIt :=
1
ℓ
eℓp
∫
t
s
||∇xc(Xεu,Y ηu )||du.
For any given choice of ℓ > 1, the expected value E(I) of the first summand is easily handled by [24,
Corollary 1], so we proceed to consider the expected value of the second summand. Recalling that, by
assumption, ||∇xc(x, y)|| ≤ γ|y|β for |y| sufficiently large, we have, for some constant C > 0, applying
Jensen’s inequality,
EIt ≤ E 1
ℓ
eℓp
∫
T
0
||∇xc(Xεu,Y ηu )||du
≤ 1
ℓ
Cℓ + E
1
ℓ
eℓpγ
∫ T
0
|Y ηu |βdu
≤ 1
ℓ
Cℓ + E
1
ℓT
∫ T
0
eℓpTγ|Y
η
u |βdu
≤ 1
ℓ
Cℓ +
1
ℓ
sup
0≤t≤T
EeℓpTγ|Y
η
t |β ,
whence the proof is complete upon choosing ℓ > 1 small enough that ℓpTβγ supy∈Y ||τ(y)||2 ≤ 2α and
appealing to Lemma 4.

The technical ingredients for the ergodic theorem are now in place. Before moving on to the theorem, we
present a version of Itoˆ’s lemma adapted to our framework.
Lemma 6. For any function F of class C2 on X × Y,
F (Xεt , Y
η
t )− F (x0, y0) =
∫ t
0
(∇xF )(Xεs , Y ηs )δXεs +
∫ t
0
(∇yF )(Xεs , Y ηs )dY ηs
+ ǫαH
∫ t
0
(∇2xF )(Xεs , Y ηs ) : σ(Y ηs )
(∫ s
0
σ(Y ηu )(s− u)2H−2du
)
ds
+
1
2η
∫ t
0
(∇2yF )(Y ηs ) : (ττT )(Y ηs )ds,(11)
where αH := H(2H − 1).
Proof. This is a straightforward extension of the well-known Itoˆ formula for the divergence integral (see e.g.
[1, Theorem 8]). 
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Remark 4. With L as in (3), equation (11) may also be written as
F (Xεt , Y
η
t )− F (x0, y0) =
1
η
∫ t
0
(LF )(Xεs , Y ηs )ds+
∫ t
0
(∇xFc)(Xεs , Y ηs )ds
+ ǫαH
∫ t
0
(∇2xF )(Xεs , Y ηs ) : σ(Y ηs )
(∫ s
0
σ(Y ηu )(s− u)2H−2du
)
ds
+
√
ǫ
∫ t
0
(∇xFσ)(Xεs , Y ηs )δWHs +
1√
η
∫ t
0
(∇yFτ)(Xεs , Y ηs )dBs.
We are now ready to state and prove our ergodic theorem.
Theorem 3. Assume Conditions 1 and 3-(α, β, γ), where α > 0, β ≥ 2, γ > 0, and Tβγ supy∈Y ||τ(y)||2 <
2α. Let h be a differentiable function on X × Y and suppose that constants K, r, q > 0 exist for which
|h(x, y)| ≤ K(1 + |x|r)(1 + |y|q). Suppose further that each derivative of h up to second order is locally
Ho¨lder continuous in y uniformly in x, with absolute value growing at most polynomially in |y| as |y| → ∞.
For any 0 < p < 2αTβγ supy∈Y ||τ(y)||2 , there is a constant K˜ such that for ε := (ǫ, η) sufficiently small,
E sup
0≤t≤T
∣∣∣∣
∫ t
0
(
h(Xεs , Y
η
s )− h¯(Xεs )
)
ds
∣∣∣∣
p
≤ K˜√ηp,
where h¯(x) is the averaged function
∫
Y h(x, y)dµ(y).
Proof. It is enough to prove the theorem for p ≥ 2. By [25, Theorem 3], the equations{
LΦ(x, y) = h(x, y)− h¯(x)∫
Y Φ(x, y)dµ(y) = 0
admit a unique solution Φ in the class of functions that grow at most polynomially in |y| as |y| → ∞.
Applying Lemma 6 with F = Φ and rearranging terms gives∫ t
0
(
h(Xεs , Y
η
s )− h¯(Xεs )
)
ds =
√
η
(
√
η
(
Φ(Xεt , Y
η
t )− Φ(x0, y0)
)
−√η
∫ t
0
(∇xΦc)(Xεs , Y ηs )ds
− ǫ√η αH
∫ t
0
(∇2xΦσ)(Xεs , Y ηs ) ·
(∫ s
0
σ(Y ηu )(s− u)2H−2du
)
ds
−√ǫη
∫ t
0
(∇xΦσ)(Xεs , Y ηs )δWHs −
∫ t
0
(∇yΦτ)(Xεs , Y ηs )dBs
)
,
where αH := H(2H − 1); hence, for ε sufficiently small,
E sup
0≤t≤T
∣∣∣∣∣
∫ t
0
(
h(Xεs , Y
η
s )− h¯(Xεs )
)
ds
∣∣∣∣∣
p
≤ 5p√ηp
(
E sup
0≤t≤T
√
ηp
∣∣∣Φ(Xεt , Y ηt )− Φ(x0, y0)∣∣∣p +√ηpE
∫ T
0
|(∇xΦc)(Xεs , Y ηs )|pds
+ (ǫ
√
η)p αpHE
∫ T
0
∣∣∣∣(∇2xΦσ)(Xεs , Y ηs ) ·
(∫ s
0
σ(Y ηu )(s− u)2H−2du
)∣∣∣∣
p
ds
+
√
ǫηpE sup
0≤t≤T
∣∣∣∣
∫ t
0
(∇xΦσ)(Xεs , Y ηs )δWHs
∣∣∣∣
p
+ E sup
0≤t≤T
∣∣∣∣∣
∫ T
0
(∇yΦτ)(Xεs , Y ηs )dBs
∣∣∣∣∣
p)
.(12)
It remains to show that the expected value terms inside the parentheses are bounded uniformly in ε sufficiently
small. Recalling the stochastic representation of Φ in [24, 25] and the argument in the proof of [25, Theorem
3], the function Φ itself and all of the derivatives of Φ that appear are continuous in x and y and bounded
by expressions of the form K(1+ |x|r)(1+ |y|q). Thus, the term E sup0≤t≤T
√
ηp
∣∣∣Φ(Xεt , Y ηt )−Φ(x0, y0)∣∣∣p is
bounded by Lemma 2 above and [24, Corollary 1]. Meanwhile, the Riemann integral terms are bounded by
Lemma 3 (separating the two factors of the product σ(Y ηu )(s− u)2H−2 that appears in (12) by, for example,
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Young’s inequality), and the ordinary Brownian integral term is bounded by the Burkholder-Davis-Gundy
inequality and Lemma 3.
It remains only to bound the stochastic integral term E sup0≤t≤T
∣∣∣∫ t0 (∇xΦσ)(Xεs , Y ηs )δWHs
∣∣∣p. The maxi-
mal inequality stated after (2.14) in [23] gives a satisfactory bound. To complete the proof of the theorem,
it therefore suffices to verify that the integrand (∇xΦσ)(Xε, Y η) is in the appropriate class, i.e., that
E
(
|(∇xΦσ)(Xε, Y η)|pL1/H ([0,T ]) + |D(∇xΦσ)(Xε, Y η)|
p
L1/H([0,T ]2)
)
<∞,
uniformly in ε sufficiently small.
The first summand, E|(∇xΦσ)(Xε, Y η)|pL1/H([0,T ]), is easily handled by Lemma 2 above and [24, Corollary
1], so we proceed to consider the second summand. For this, we have by Jensen’s inequality and then Young’s
inequality with conjugate exponents ℓ and ℓℓ−1 ,
E|D(∇xΦσ)(Xε, Y η)|pL1/H([0,T ]2) = E
(∫ T
0
∫ T
0
∣∣(∇2xΦσ)(Xεt , Y ηt ) ·DsXεt ∣∣ 1H dsdt
)pH
≤ T 2pH−2E
∫ T
0
∫ T
0
|DsXεt |p|∇2xΦ(Xεt , Y ηt )σ(Y ηt )|pdsdt
≤ I + II,
where
I :=
T 2pH−2
ℓ
E
∫ T
0
∫ T
0
|DsXεt |ℓpdsdt,
II :=
T 2pH−2(ℓ − 1)
ℓ
TE
∫ T
0
|∇2xΦ(Xεt , Y ηt )σ(Y ηt )|
ℓ
ℓ−1pdt.
Choosing ℓ > 1 sufficiently small, the term I is handled by Lemma 5, while the term II is easily handled by
Lemma 2 above and [24, Corollary 1]. This completes the proof of the theorem. 
We are now ready to prove Theorem 1 based on the above ergodic theorem.
Proof of Theorem 1. Given Theorem 3, the argument is as in the proof of [11, Theorem 1]. 
4. Second-Order Limit
This section is dedicated to proving Theorem 2, which establishes a limit in distribution of the (appropriately-
rescaled) fluctuations of Xε about its deterministic typical behavior X¯ . We denote the fluctuations process
by θε := 1√
ǫ
(Xε − X¯). We then have the following decomposition:
θε = Iε + IIε + IIIε,
where, for 0 ≤ t ≤ T ,
Iεt :=
1√
ǫ
∫ t
0
(
c¯(Xεs )− c¯(X¯s)
)
ds,
IIεt :=
1√
ǫ
∫ t
0
(c(Xεs , Y
η
s )− c¯(Xεs )) ds,
IIIεt :=
∫ t
0
σ(Y ηs )δW
H
s .
Lemma 7. Suppose that one is concerned with a class C of pairs ε := (ǫ, η) for which there exists λ ∈
[0,∞) for which limε→0
√
η√
ǫ
= λ. Assume Conditions 1 and 3-(α, β, γ), where α ≥ 0, β ≥ 2, γ ≥ 0,
and Tβγ supy∈Y ||τ(y)||2 < 2α. For some ǫ0 > 0, one has tightness of the family of distributions on
C([0, T ];X 4) (endowed, as usual, with the topology of uniform convergence) associated with the family of
processes {Θε}ε∈C;0<ǫ<ǫ0 , where Θε := (θε, Iε, IIε, IIIε).
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Proof. As in Theorem 7.3 in [4], a family {Πε}ε∈C;0<ǫ<ǫ0 represents a tight family of distributions if and
only if for all ζ > 0,
∃N ∈ N; sup
ε∈C;0<ǫ<ǫ0
P
[
sup
0≤t≤T
|Πεt | ≥ N
]
≤ ζ(13)
and
∀M ∈ N, lim
ρ→0
sup
ε∈C;0<ǫ<ǫ0
P
[
sup
0≤t1<t2≤T,|t1−t2|<ρ
|Πεt1 −Πεt2 | ≥ ζ, sup
0≤t≤T
|Πεt | ≤M
]
.(14)
Applying the triangle inequality in conjunction with this characterization, it is enough to show that ǫ0 > 0
may be chosen so that each family {Iε}ε∈C;0<ǫ<ǫ0, {IIε}ε∈C;0<ǫ<ǫ0 , {IIIε}ε∈C;0<ǫ<ǫ0 represents a tight family
of distributions.
Let us first consider separately the family {Iε}ε.
Iεt =
∫ t
0
(∇xc¯)(X¯s) · θεs ds+
∫ t
0
[
(∇x c¯)(Xε,†s )− (∇xc¯)(X¯s)
] · θεs ds
=:
∫ t
0
(∇xc¯)(X¯s) · θεs ds+RεI,t,(15)
where RεI,t :=
∫ t
0
[
(∇xc¯)(Xε,†s )− (∇x c¯)(X¯s)
] · θεs ds and Xε,†s is an appropriately-chosen point on the line
segment connecting Xεs with X¯s.
By Theorem 1, one may choose an ǫ0 > 0 for which sup0≤t≤T |θεt | is bounded in probability uniformly in ε ∈
C; 0 < ǫ < ǫ0. The criteria (13) and (14) are then obviously satisfied with
{
t 7→ ∫ t
0
(∇xc¯)(X¯s) · θεs ds
}
ε∈C;0<ǫ<ǫ0
in the role of {Πε}ε∈C;0<ǫ<ǫ0, whence it follows that
{
t 7→ ∫ t
0
(∇xc¯)(X¯s) · θεs ds
}
ε∈C;0<ǫ<ǫ0
is tight. Mean-
while,
RεI,t :=
∫ t
0
[
(∇xc¯)(Xε,†s )− (∇x c¯)(X¯s)
] · θεs ds
vanishes in probability uniformly in t ∈ [0, T ] as ε→ 0. In order to see this, note firstly that
∫ t
0
[
(∇xc¯)(Xε,†s )− (∇xc¯)(X¯s)
]
ds
vanishes in probability by compactness of [0, T ], continuity of ∇xc¯, and Theorem 1, and secondly that
sup0≤t≤T |θεt | is bounded in probability by Theorem 1. It is easy to deduce that {RεI}ε∈C;0<ǫ<ǫ0 is tight. It
follows then that {Iε}ε∈C;0<ǫ<ǫ0 is tight.
Let us now consider separately the family {IIε}ε. As mentioned before, by Theorem 3 in [25], the
equations
{
LΦ(x, y) = − (c(x, y)− c¯(x))∫
Y Φ(x, y)dµ(y) = 0
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admit a unique solution Φ in the class of functions that grow at most polynomially in |y| as |y| → ∞.
Applying Lemma 6 with F = Φ and rearranging terms gives
IIεt :=
1√
ǫ
∫ t
0
(
c(Xεs , Y
η
s )− c¯(Xεs )
)
ds
=
√
η√
ǫ
(
√
η
(
Φ(x0, y0)− Φ(Xεt , Y ηt )
)
+
√
η
∫ t
0
(∇xΦc)(Xεs , Y ηs )ds
+ ǫ
√
η αH
∫ t
0
(∇2xΦσ)(Xεs , Y ηs ) ·
(∫ s
0
σ(Y ηu )(s− u)2H−2du
)
ds
+
√
ǫη
∫ t
0
(∇xΦσ)(Xεs , Y ηs )δWHs +
∫ t
0
(∇yΦτ)(Xεs , Y ηs )dBs
)
=:
√
η√
ǫ
∫ t
0
(∇yΦτ)(Xεs , Y ηs )dBs +RεII,t,(16)
where αH := H(2H − 1).
The first summand,
√
η√
ǫ
∫ t
0
(∇yΦτ)(Xεs , Y ηs )dBs, converges in distribution to λ
∫ t
0
ΣΦ(X¯s)dB˜s, where ΣΦ :=
((∇yΦτ)(∇yΦτ)T )1/2 and B˜ is a standard Brownian motion. Meanwhile, by arguments as in the proof of
Theorem 3, RεII,t vanishes in probability uniformly in t ∈ [0, T ] as ε → 0. It is easy to deduce that
{IIε}ε∈C;0<ǫ<ǫ0 is tight.
As for the family {IIIε}ε, we have with σ¯ :=
∫
Y σ(y)dµ(y),
IIIεt =
∫ t
0
σ¯δWHs +
∫ t
0
(σ(Y ηs )− σ¯) δWHs
:=
∫ t
0
σ¯δWHs +RεIII,t.(17)
We claim that RεIII,t vanishes in probability uniformly in t ∈ [0, T ] as ε → 0, or what is the same, as
η → 0. As in the proof of Lemma 4, let B˜ be a standard Brownian motion, in this case assumed to be
independent of WH , and let Y˜ denote the solution of the stochastic differential equation
{
dY˜t = f(Y˜t)dt+ τ(Y˜t)dB˜t
Y˜0 = y0.
Since {Y ηt }0≤t≤T has the same law as {Y˜t/η}0≤t≤T and both are independent of WH , for the purposes of
this argument, one may work with either process. Thus, if we had assumed σ to be uniformly bounded and
Y η to begin at time t = 0 in stationarity, then Theorem 4.15 in [14] would apply directly to establish the
claim. Although we do not make these assumptions, our conditions nevertheless suffice to recover the desired
convergence in probability, as we now proceed to explain.
The proof of [14, Theorem 4.15] relies on [14, Lemma 4.10], in which the crucial statements are based on
certain decay rates for the associated Markov semigroup. We will verify the same bounds in our framework.
By [24, Proposition 1], the uniform nondegeneracy of ττT in Condition 1 together with the dissipativity
of f in Condition 2 or 3 allow us to conclude not only that Y˜ has a unique invariant measure with finite
moments of all orders, but also that for any initial condition y0 ∈ Y, each moment of Y˜t may be bounded
uniformly in t ≥ 0. Thus, polynomial bounds on σ are enough to obtain uniform bounds on moments of the
diffusion coefficient. Moreover, denoting the invariant measure of Y˜ by µ and the distribution of Y˜t by µ
y0
t ,
Condition 3 implies exponential decay as t→∞ of the total variation distance var(µt − µ) (see for example
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[30]). Taking all of this together, one has then
|E (σ(Y ηt )− σ¯)| =
∣∣∣E (σ(Y˜t/η)− σ¯)∣∣∣
=
∣∣∣∣
∫
Y
σ(y)d(µy0t/η − µ)(y)
∣∣∣∣
≤
(∫
Y
|σ(y)|pd(µy0t/η + µ)(y)
)1/p (∫
Y
d|µy0t/η − µ|(y)
)1/r
≤
(∫
Y
K(1 + |y|pq)d(µy0t/η + µ)(y)
)1/p (
var(µy0t/η − µ)
)1/r
≤ C1e−C2
t
η ,
where C1 and C2 are finite positive constants that depend neither on η nor on t.
Therefore, in light of this exponential decay, the arguments of [14] carry over to our setting, and we
conclude as desired that RεIII,t =
∫ t
0 (σ(Y
η
s )− σ¯) δWHs vanishes in probability uniformly in t ∈ [0, T ] as η →
0. Details are omitted due to the similarity of the argument. It is then easy to deduce that {IIIε}ε∈C;0<ǫ<ǫ0
is tight. 
We are now ready to prove Theorem 2.
Proof of Theorem 2. Recall that one is concerned with a class C of pairs ε. It suffices to show that any se-
quence of values of ε in this class tending to 0 admits a subsequence along which the θε converge in distribution
to the law of θ. Let us therefore consider now an arbitrary sequence {εn}∞n=1 ⊂ C tending to 0. By Lemma
7, passing to a subsequence {εnk}∞k=1, we may suppose that {(θεnk , Iεnk , IIεnk , IIIεnk )}∞k=1 is convergent
in distribution. By the Skorohod representation theorem, there is a probability space (Ω˜, F˜ , P˜ ) supporting
stochastic processes {(θ˜εnk , I˜εnk , I˜Iεnk , ˜IIIεnk )}∞k=1 equal in distribution to {(θεnk , Iεnk , IIεnk , IIIεnk )}∞k=1,
as well as a limiting stochastic process (θ˜, I˜ , I˜I, ˜III) to which the former converge almost surely as k tends
to infinity.
In light of the decompositions (15), (16), (17) and the limits identified in the proof of Lemma 7 together
with uniqueness of the equation defining θ˜, we conclude that θ˜ must be equal in distribution to θ, which
completes the proof of the theorem.

5. An Extension of the Model
We now consider an extension of the model. Consider
(18)


dXεt =
√
ǫ√
η b(X
ε
t , Y
ε
t )dt+ c(X
ε
t , Y
ε
t )dt+
√
ǫσ(Y εt )δW
H
t
dY εt =
1
ηf(Y
ε
t )dt+
1√
ǫηg(Y
ε
t )dt+
1√
η τ(Y
ε
t )dBt
Xε0 = x0 ∈ X , Y ε0 = y0 ∈ Y.
As in Theorem 2, we suppose that one is concerned with a class C of pairs ε := (ǫ, η) for which there exists
λ ∈ [0,∞) such that limε→0
√
η√
ǫ
= λ. Notice that if λ = 0 then the term
√
ǫ√
η b(X
ε, Y ε) is asymptotically
singular. Accordingly, we distinguish two possibilities:
(i) λ = 0, the ‘first regime’ or ‘homogenization regime’
(ii) λ ∈ (0,∞), the ‘second regime’ or ‘averaging regime.’
The extended model (18) is particularly relevant when, for example, a fast intermediate scale forms part
of the slow component. In the literature this is sometimes referred to as the homogenization regime (see for
example [26] or [32] for related examples in the framework of perturbation by standard Brownian motion
rather than fractional Brownian motion). The scaling in front of the term corresponding to the coefficient
g is that which results in a nontrivial limiting contribution in the event that additional intermediate fast
scales form part of the main fast component.
We introduce in Condition 4 our growth and regularity conditions for the new coefficients in the extended
model.
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Condition 4.
- b satisfies the same smoothness and growth conditions as c.
- In the first regime, b(x, y) = b(y) is a function of the fast variable only and not the slow, and b and its
derivatives grow at most polynomially.
- In the first regime, g satisfies the same conditions as c does in terms of the y−dependence; in the second
regime, g satisfies the same conditions as f .
We have as before a basic condition of recurrence type on the fast component, yielding ergodic behavior.
Condition 5.
lim
|y|→∞
y · (f + λg)(y) = −∞;(19)
As before we shall in fact assume a stronger recurrence condition for our main results.
Condition 6. For real constants α > 0, β ≥ 2, and γ > 0 we shall write:
- Condition 6-(α, β): there is a neighborhood Λ of λ in [0,∞) such that one has
sup
λ˜∈Λ
y · (f + λ˜g)(y) + α|y|β + 1
2
(β − 2 + d−m) sup
y˜∈Y
|τ(y˜)|2 ≤ 0
for |y| sufficiently large.
- Condition 6-(α, β, γ): Condition 6-(α, β) holds and, moreover, one has, in the first regime, ||∇xc(x, y)|| ≤
γ|y|β for |y| sufficiently large, and in the second regime, perhaps for a smaller neighborhood Λ,
sup
λ˜∈Λ
||λ˜−1∇xb(x, y) +∇xc(x, y)|| ≤ γ|y|β
for |y| sufficiently large.
One has the limiting infinitesimal generator
L := (f + λg) · ∇y + 1
2
(ττT ) : ∇2y(20)
for the rescaled fast dynamics. Conditions 1, 4, and 5 are enough to guarantee that one has on Y a unique
invariant measure µ corresponding to the operator L in equation (20), as discussed for example in [24] and
[30].
In the first regime, a standard centering condition tempers the asymptotic singularity of the term√
ǫ√
η b(X
ε, Y ε) =
√
ǫ√
η b(Y
ε) (recall that in this regime, we assume that b is a function of the fast variable
only and not of the slow variable).
Condition 7. ∫
Y
b(y)dµ(y) = 0.
The above conditions are sufficient to derive a first-order limit for the slow process Xε in the context of
the extended model (18). In order to obtain a second-order limit, we assume that the convergence of
√
η√
ǫ
to
λ takes place at a particular rate. Precisely, we assume that limǫ→0 1√ǫ
(√
η√
ǫ
− λ
)
=: κ ∈ R.
We now sketch how to extend the results of the paper to the extended model. In the first regime, we must
carefully consider the limiting contribution of the asymptotically-singular term
√
ǫ√
η b(X
ε, Y ε) =
√
ǫ√
η b(Y
ε) to
the dynamics of the slow process Xε (recall that in this regime, we assume that b is a function of the fast
variable only and not of the slow one). It turns out that under Condition 7, the limiting contribution may
be captured in terms of the solution of a certain Poisson equation. By Theorem 3 in [25], the equations{
LΨ(y) = −b(y)∫
Y Ψ(y)dµ(y) = 0
admit a unique solution Ψ in the class of functions that grow at most polynomially in |y| as |y| → ∞.
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In the first regime, we will need the auxiliary drift coefficient
ϕ1(x, y) := (∇yΨ · g)(y) + c(x, y),(21)
where Ψ is as in (21). To play the same role in the second regime, we will need the auxiliary drift coefficient
ϕ2(x, y) := (λ
−1b+ c)(x, y).(22)
Finally, note that in the Itoˆ formula (Lemma 6), when one considers the extended model, two additional
terms,
√
ǫ√
η
∫ t
0
(∇xFb)(Xεs , Y εs )ds and 1√ǫη
∫ t
0
(∇yFg)(Xεs , Y εs )ds, appear on the right hand side.
We are now ready to state our asymptotic theorems for the extended model.
Theorem 4. Suppose that one is concerned with a class C of pairs ε := (ǫ, η) for which there exists λ ∈ [0,∞)
such that limε→0
√
η√
ǫ
= λ. Let ∗ ∈ {1, 2} indicate respectively the first or second regime. Assume Conditions
1, 4, and 6-(α, β, γ), where α ≥ 0, β ≥ 2, γ ≥ 0, and Tβγ supy∈Y ||τ(y)||2 < 2α; in the first regime, assume
also Condition 7. For any 0 < p < 2αTβγ supy∈Y ||τ(y)||2 , there is a constant K˜ such that for ε := (ǫ, η) ∈ C
sufficiently small,
E sup
0≤t≤T
∣∣Xεt − X¯∗,t∣∣p ≤ K˜ (√ǫp +√ηp) ,
where X¯∗ is the (deterministic) solution of the integral equation
X¯∗,t = x0 +
∫ t
0
ϕ¯∗(X¯∗,s)ds,
where ϕ¯∗ is obtained, depending on the regime, by averaging (21) or (22) with respect to the invariant measure
µ.
Proof. The proof is almost exactly the same as that of Theorem 1, except that in establishing the analogue
of Lemma 2 in the first regime we must now consider carefully the asymptotically-singular term. Letting Ψ
be as in (21), applying the Itoˆ lemma with F = Ψ, and rearranging terms, we obtain
√
ǫ√
η
∫ t
0
b(Y εs )ds =
√
ǫη
(
Ψ(y0)−Ψ(Y εt )
)
+
∫ t
0
(∇yΨg)(Y ηs )ds+
√
ǫ
∫ t
0
(∇yΨτ)(Y ηs )dBs(23)
=:
∫ t
0
(∇yΨg)(Y εs )ds+Rεt .
Here, Rε vanishes. Thus, the proof may proceed as before with ϕ1 in place of c.

To study the distribution of the fluctuations, we must quantify more precisely the difference between the
true drift and the approximate drift, as was done in formulating the Poisson equation (16) in the proof of
Theorem 1. By Theorem 3 in [25], with ∗ ∈ {1, 2} indicating the regime, the equations
LΦ∗(x, y) = −(ϕ∗(x, y)− ϕ¯∗(x))(24) ∫
Y
Φ∗(x, y)dµ(y) = 0
admit a unique solution Φ∗ in the class of functions that grow at most polynomially in |y| as |y| → ∞.
Theorem 5. Suppose that one is concerned with a class C of pairs ε := (ǫ, η) for which there exists
λ ∈ [0,∞) such that limε→0
√
η√
ǫ
= λ. Suppose moreover that C is such that there is a κ ∈ R for which
limε→0 1√ǫ
(√
η√
ǫ
− λ
)
= κ. Assume Conditions 1, 4, and 6-(α, β, γ), where α ≥ 0, β ≥ 2, γ ≥ 0, and
Tβγ supy∈Y ||τ(y)||2 < 2α; in the first regime, assume also Condition 7. With Ψ and Φ∗ respectively as in
(21) and (24), set ΣΨ := ((∇yΨτ)(∇yΨτ)T )1/2 and ΣΦ∗ := ((∇yΦ∗τ)(∇yΦ∗τ)T )1/2.
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In the first regime, the family of processes {θε}ε converges in distribution as ε → 0 to the law of the
solution θ1 of the mixed SDE
θ1,t =
∫ t
0
(∇xϕ¯1)(X¯1,s) · θ1,sds+ κ
∫ t
0
∇yΦ1 · g(X¯1,s)ds
+
∫ t
0
ΣΨ(X¯1,s)dB˜s +
∫ t
0
σ¯δW˜Hs ,
where W˜H is a fractional Brownian motion with Hurst index H and B˜ is a standard Brownian motion
independent of WH . We point out that under our assumptions in this regime we have in fact ∇xϕ¯1 = ∇xc¯.
In the second regime, the family of processes {θε}ε converges in distribution as ε → 0 to the law of the
solution θ2 of the mixed SDE
θ2,t =
∫ t
0
(∇xϕ¯2)(X¯2,s) · θ2,sds+ κ
∫ t
0
∇yΦ2 · g(X¯2,s)ds− κ
λ2
∫ t
0
b¯(X¯2,s)ds
+ λ
∫ t
0
ΣΦ2(X¯2,s)dB˜s +
∫ t
0
σ¯δW˜Hs ,
where W˜H is a fractional Brownian motion with Hurst index H and B˜ is a standard Brownian motion
independent of WH .
Proof. Given Theorem 4 and, in particular, the representation (23), the proof is nearly identical to that of
Theorem 2.

Appendix A. Preliminaries
A.1. Fractional Brownian motion. A fractional Brownian motion (fBm) is a centered Gaussian process
WH = {WHt }t≥0 ⊂ L2(Ω), characterized by its covariance function
RH(t, s) := E(W
H
t W
H
s ) =
1
2
(
s2H + t2H − |t− s|2H
)
.
It is straightforward to verify that increments of fBm are stationary. The parameter H ∈ (0, 1) is usually
referred to as the Hurst exponent, Hurst parameter, or Hurst index.
By Kolmogorov’s continuity criterion, such a process admits a modification with continuous sample paths,
and we always choose to work with such. In this case one may show in fact that almost every sample path
is locally Ho¨lder continuous of any order strictly less than H . It is this sense in which it is often said that
the value of H determines the regularity of the sample paths.
Note that when H = 12 , the covariance function is R 12 (t, s) = t∧ s. Thus, one sees that W
1
2 is a standard
Brownian motion, and in particular that its disjoint increments are independent. In contrast to this, when
H 6= 12 , nontrivial increments are not independent. In particular, when H > 12 , the process exhibits long-
range dependence.
Note moreover that when H 6= 12 , the fractional Brownian motion is not a semimartingale, and the usual
Itoˆ calculus therefore does not apply.
Another noteworthy property of fractional Brownian motion is that it is self-similar in the sense that, for
any constant a > 0, the processes
{
WHt
}
t≥0 and
{
a−HWHat
}
t≥0 have the same distribution.
For more details about fractional Brownian motion, we refer the reader to the monographs [3, 21, 22].
The self-similarity and long-memory properties of the fractional Brownian motion make it an interesting
and suitable input noise in many models in various fields such as analysis of financial time series, hydrology,
and telecommunications. However, in order to develop interesting models based on fractional Brownian
motion, one needs a stochastic calculus with respect to the fBm, which will make use of the stochastic
calculus of variations, or Malliavin calculus, introduced in the next subsection.
A.2. Elements of Malliavin calculus. We outline here the main tools of Malliavin calculus needed in this
paper. For a complete treatment of this topic, we refer the reader to [22].
Let WH =
{
WHt
}
t≥0 ⊂ L2(Ω) be a fractional Brownian motion with Hurst index H ∈ (12 , 1) and let us
fix a time interval [0, T ], where T ∈ R+.
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The formula 〈
χ[0,s], χ[0,t]
〉
H
:= RH(s, t)
induces an inner product on the set E of step functions on [0, T ]. We denote by H the Hilbert space obtained
as the completion of the resulting inner product space.
It can be shown that the formula
(25) 〈ϕ, ψ〉
H
:= αH
∫ T
0
∫ T
0
ϕ(r)ψ(u) |r − u|2H−2 dudr,
with αH := H(2H − 1), extends the above inner product from E to the superset L2([0, T ]), and that it is
equivalent to define H as the completion of this extended inner product space (see e.g. [5]).
Now, the map χ[0,t] 7→ WHt extends to a linear isometry of Hilbert spaces H → L2(Ω). We will denote
this map also by WH .
Recall that we are in the setting in which H > 12 . While one may interpret H as a space of distributions,
it has been shown in [29, 28] that when H > 12 , the elements may not be ordinary functions but distributions
of negative order. Adapting the inner product (25), one can introduce the space |H| of equivalence classes
of measurable functions ϕ on [0, T ] for which
‖ϕ‖2|H| := αH
∫ T
0
∫ T
0
|ϕ(r)| |ϕ(u)| |r − u|2H−2 dudr <∞,
which is in fact a Banach space equipped with this square norm.
It can be shown that one has the following chain of continuous inclusions:
L2([0, T ]) ⊂ L 1H ([0, T ]) ⊂ |H| ⊂ H.
Let us now denote by S the set of smooth cylindrical random variables of the form F = f (WH(ϕ1), · · · ,WH(ϕn)),
where n ≥ 1, {ϕi}ni=1 ⊂ H, and f ∈ C∞b (Rn) (f and all of its partial derivatives of all orders are bounded
functions).
The Malliavin derivative of such a smooth cylindrical random variable F is defined as the H-valued random
variable given by
DF :=
n∑
i=1
∂f
∂xi
(
WH(ϕ1), · · · ,WH(ϕn)
)
ϕi.
The derivative operator D is a closable operator from L2(Ω) into L2(Ω;H), and we continue to denote by D
the closure of the derivative operator, the domain of which we denote by D1,2, and which is a Hilbert space
in the Sobolev-type norm
‖F‖21,2 := E(F 2) + E
(
‖DF‖2
H
)
.
Similarly one obtains a derivative operator D : D1,2(H)→ L2(Ω;H⊗H) as the closure of D : L2(Ω;H)→
L2(Ω;H⊗ H), and so on.
Note that more generally with p > 1 one can analogously obtain D1,p as Banach spaces of Sobolev type
by working with Lp(Ω).
We can now introduce the divergence operator δ as the adjoint of the derivative operator D. By defini-
tion, an H-valued random variable u ∈ L2(Ω;H) is in the domain of δ, which we denote by dom δ, if there is
a constant cu for which, for all F ∈ D1,2,∣∣E (〈DF, u〉
H
)∣∣ ≤ cu |F |L2(Ω) .
For such an element u, δ(u) is defined by duality as the unique element of L2(Ω) such that, for each F ∈ D1,2,
E (Fδ(u)) = E
(〈DF, u〉
H
)
.
It can be shown that D1,2(H) ⊂ dom δ, and that for any u ∈ D1,2(H),
E
(
δ(u)2
)
= E
(
‖u‖2
H
)
+ E
(〈Du, (Du)∗〉
H⊗H
)
,
where (Du)∗ is the adjoint of Du in the Hilbert space H⊗ H.
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A.3. Multiple Wiener integrals of deterministic functions with respect to fractional Brownian
motion.
A.4. Stochastic integration with respect to fractional Brownian motion.
In this subsection we state useful properties of multiple Wiener integrals of elements of H with respect the
fractional Brownian motion and introduce two main methods used to define stochastic integrals with respect
to the fractional Brownian motion. These and other available approaches are collected and discussed in
detail in the monograph [3].
The first method, introduced in [5], is based on the stochastic calculus of variations, or Malliavin calculus.
Owing to the central role played by the divergence operator introduced in Subsection A.2, stochastic integrals
of this type are commonly referred to as divergence integrals.
The second approach uses the fact that the Ho¨lder regularity of the paths of fBm with H > 12 is sufficient
to allow integration in the sense of Za¨hle [35] or [31] (see also the classic paper [34]). Stochastic integrals of
this type are often called pathwise integrals.
Remark 5. The divergence integral can be formulated for fractional Brownian motion with any H ∈ (0, 1)
whereas the pathwise integral exists only for H > 12 . One reason that we restrict attention to the case H >
1
2
in this work is so that we may make use of known results for both.
A.4.1. Divergence integration. The definition of the divergence operator as the adjoint of the Malliavin
derivative operator suggests interpretation as an integral. Indeed, in the standard Brownian motion case
(H = 12 ), the divergence of an adapted, Itoˆ-integrable process coincides with its familiar Itoˆ integral. In
general one defines, for u ∈ dom δ and 0 ≤ t ≤ T ,∫ t
0
usδW
H
s := δ(uχ[0,t]),
which we call the divergence integral of u. Note that the divergence integral is always centered in the sense
that its expected value is zero.
We shall make use of a maximal inequality for the divergence integral, which we now state. The inter-
ested reader is referred to [1] for more details.
Denote by L1,pH the set of elements u ∈ D1,p(H) for which
E
(
|u|p
L
1
H ([0,T ])
+ |Du|p
L
1
H ([0,T ]2)
)
<∞.
There is a constant C depending only on H and T such that for any p with pH > 1 and any u ∈ L1,pH ,
E
(
sup
0≤t≤T
∣∣∣∣
∫ t
0
usδW
H
s
∣∣∣∣
p
)
≤ C

∫ T
0
|E (us)|p ds+
∫ T
0
E
(∫ T
0
|Dsur|
1
H ds
)pH
dr

 .
Here, Dur is being interpreted as a stochastic process and the subscript s in the notation Dsur refers to its
parameter. Note that if we denote by λ the Lebesgue measure on [0, T ], by P the probability measure on Ω,
and by ω ∈ Ω the random state, then Dsur is defined for λ× P -almost-every pair (s, ω).
A.4.2. Pathwise integration. We present a version of pathwise integration that appears by the name of
symmetric stochastic integration in [31].
Let u = {ut}0≤t≤T be a stochastic process in D1,2(H). If one has that
E
(
‖u‖2|H| + ‖Du‖2|H|⊗|H|
)
<∞
and ∫ T
0
∫ T
0
|Dsut| |t− s|2H−2 dsdt <∞ a. s.,
then the symmetric integral ∫ T
0
utdW
H
t
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defined as the limit in probability as ε tends to zero of
1
2ε
∫ T
0
us
(
WH(s+ε)∧T −WH(s−ε)∨0
)
ds
exists and for each t ∈ [0, T ],
(26)
∫ t
0
usdW
H
s =
∫ t
0
usδW
H
s + αH
∫ t
0
∫ T
0
Drus |s− r|2H−2 drds.
Thus one sees how the pathwise and divergence integrals are related to one another. Note in particular that
whereas the divergence integral is centered, the pathwise integral generally speaking is not. In the setting
of the model in this paper, however, the two integrals coincide.
Remark 6. Note that whenever one has Du = 0, as is the case for instance when the integrand u and the
fractional Brownian motion WH are independent stochastic processes, the relation (26) says∫ t
0
usdW
H
s =
∫ t
0
usδW
H
s ,
which is to say that the two approaches lead to the same integral and in particular that both are centered.
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