Abstract. Nonconvex variational problems arise in models for the equilibria of crystals and other ordered materials. The solution of these variational problems must be described in terms of a microstructure rather than in terms of a deformation. Moreover, the numerical approximation of the deformation gradient often does not converge strongly as the mesh is refined. Nevertheless, the probability distribution of the deformation gradients near each material point does converge. Recently we introduced a metric to analyze this convergence. In this paper, we give an optimal-order error estimate for the convergence of the deformation gradient in a norm which is stronger than the metric used earlier.
INTRODUCTION
Nonconvex variational problems often arise in the modeling of the equilibria of crystals or other ordered states [2] [3] [4] [5] [6] [7] [8] [9] , [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , For instance, the free energy for a solid crystal which has symmetry-related (martensitic) variants will have multiple, distinct energy wells. These variational problems may fail to attain a minimum value for any admissible deformation. Rather, the deformation gradients of minimizing sequences can have oscillations which do not converge strongly enough to evaluate nonlinear integrals of the deformation gradient such as the bulk energy functional. Nevertheless, the solution to these variational problems can be described in terms of an appropriate mathematical description of microstructure such as the Young measure [2] [3] [4] [5] , [15] [16] [17] [18] [19] [20] .
A continuum theory to describe the equilibria of crystals such as CuZn, CuAINi, NiAl, and InTl which have symmetry-related variants has been recently developed [2] [3] [4] [5] [6] [7] [8] [9] , [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . A corresponding theory of microstructure using the concept of the Young measure, or parametrized measure, has also been recently developed to describe solutions to the variational problems given by the above continuum theory [2] [3] [4] [5] , [15] [16] [17] [18] [19] [20] . This theory of microstructure gives a calculus for the computation of macroscopic properties of the crystals.
We have reported computational results for two-and three-dimensional models which give oscillations in the gradient on the scale of the mesh [7] [8] [9] . These oscillations do not converge strongly in any Lp space, even locally, as the mesh is refined. However, the probability distribution of the deformation gradients near each material point does converge to a Young measure (or parametrized measure). We introduced a metric to analyze this convergence in [6] , and we obtained a 0(hx' ) convergence rate in this metric for a one-dimensional model problem by obtaining error estimates for the probability distribution of the deformation gradient near each point. In this paper, we utilize some new analytic methods to obtain an optimal-order 0(h) error estimate for the deformation gradient in a norm with a stronger topology than the metric in [6] as well as other improved estimates.
We define the mathematical problem and the norm in §2, and we give the main results in that section. In §3 we prove the main results for problems with unconstrained boundary conditions. We give the extension of these results to the Dirichlet problem in §4. The optimality of the order of the error estimates is given in §5.
Convergence of the deformation gradient
We denote by Lp for 1 < p < oo with norm \v\LP the usual space of Lebesgue measurable functions [21] where Xx and X2 are material constants, 5 is the linear strain, and sL and sv with sL < sv represent the transformation strains for the martensitic variants. We note that by Lemma 2 it follows that the energy density need be defined (and satisfy) (2.1) only in a neighborhood of {sL, sv}. A derivation of the energy density (2.1) from a three-dimensional physical model with one-dimensional symmetry is given in [2] , We model the bulk energy of a martensitic onedimensional crystal [2] by The following lemma was proven in [6] , For completeness, we give a more elementary proof in §3.
Lemma 1. The energy Eh converges to 0 at the rate given by (sv-sL)2h2 En< -4-• However, u'h(x) does not converge as h -> 0 in any Ü space, even locally. In [6] , it was shown that u'h(x) and nonlinear functions of u'h(x) converge weakly, though. We introduced a metric for this convergence in [6] , and we showed that the convergence rate was 0(hx' ). In this paper, we give a proof that the convergence rate is 0(h) in a norm with a stronger topology than the metric in [6] and we show that this convergence rate is optimal.
Before we define the norm for the convergence of u'h(x) we need to recall that we proved in [6] that uh(x) oscillates about a small neighborhood of sL and su . More precisely, we proved a variant of the following lemma in [6] which we also review in S3. It follows from Lemma 2 that if h < 4a2Xx/(su -sL)2, then uh(x)£jVa forx£l.
Equivalently, »IW^iVj/af forx€/.
Our first main theorem states that the approximate strains, u'h(x), are locally in the state sL with probability We note that the thermodynamic properties of materials depend nonlinearly on the strain 5 . Theorem 1 shows that even though uh(x) -► f(x) uniformly as h -* 0 (see Lemma 5), the material property described by the microscopic density F(y, s) has the macroscopic density (weak limit) yF(x, sL) + (X-y)F(x,su) for the minimizing microstructure for the energy (2.2).
To estimate the rate of convergence of u'h(x) we define the operator norm 
Jo
We then have the following theorem which is a direct consequence of (2.8).
Theorem 2. For h < min{4A1, 4a Xx/(su -sL) } we have that
We also have that We note that the variational problem (2.11) inf / (p(v')dy may have many solutions, both in the sense that the limit of the displacements v(x) of a minimizing sequence need not be unique and in the sense that the possible Young measure for the strains v'(x) need not be unique. However, the simplest limit displacement in this case is affine and the unconstrained problem
has this as its unique limit displacement. Moreover, in our present situation, the Young measure so generated is also unique. Suppose there were a smallest positive integer P such that Similar arguments for the other cases show that xp ^ 0 and x ^ X.
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We may now assume that p is chosen so that 0 < xp < X, that \uh(xp)\> vh, and that \uh(xp)\ > \uh(xp_x)\ and \uh(xp)\ > \uh(xp+x)\. In this case, we construct uh(x) £ J?h by Û (x ) = {u^xP-^ + u^xP+^-uh^xp) fork=p, h[ k) \uh(xk) fork = 0,...,p-X,p+X,...,M.
Then uh(x) = u'h(x + h) for x £ Ip , uh(x) = u'h(x-h) for x £ Ip+X, \uh(x)\ < \uh(x)\ for x £ Ip U Ip+X, and ûh(x) = uh(x) for x £ (0, xp_x) U (xp+x, 1). Hence, we have that g{ùh) < %(uh).
Thus, we have proved the lemma by contradiction. D Next, we give an estimate for the convergence of uh(x) to 0. It is shown in §5 that this rate of convergence is optimal.
Lemma 5. If h < 4XX, then (3.6) Proof. It follows from Lemma 2 that if h < 4XX, then max \uh(x)\ < 2(sv -sL)h.
max\uh(x)\ <2(su-sL).
The result (3.6) now follows from Lemma 4. D Proof of Theorem X. We estimate the error as follows 
and if Huh(x) = sv , then
Note that by (2.5) (where s = 0 ),
Thus, it follows from (3.7) and (3.8) that
for x £ I. We further assume that there exist X2 and a > 0 such that (4.2) 4>(s) < X2\s -ïls\2 for s £JC.
We can now prove the following variant of Lemma 1 for the Dirichlet problem. The analyses of Lemmas 1-5 and Theorems 1-2 can now be applied directly to problem (4.3).
OpTIMALITY OF THE MAIN RESULTS
We next discuss the optimality of our results for problem (2.3). First, we set á = min{-T'y}>0-It then follows from Lemma 2 that for h < 4ä2Xx/(su -sL)2 we have that | wa(jc)| > a for x £ I.
Hence, since u'h(x) is linear on each interval 7;, we have for i* = X, ... , M that The above estimate shows that the order of the error bound in Theorem 1 (and, therefore, Theorem 2) is optimal. We note that if F(x, s) is independent of x, i.e., F(x, s) = F(s), then (7(1) = (7(0). Now if M is even, we have that uh(0) = uh(X), so Hence, for this example we obtain a higher-order error estimate for Theorem 1 when F(x, s) is independent of x and M is even. When M is odd and F(x, s) is independent of x, we have that uh(0) = -uh(X), and (5.13) and
