Abstract. Gradient estimates are derived for the semigroup associated to a class of stochastic differential equations driven by multiplicative Lévy noise, where the noise is realized as a subordination of the Brownian motion. In particular, the estimates are sharp for α-stable type noises. To derive these estimates, a new derivative formula is established for the semigroup by using the Malliavin calculus and a finite-jump approximation argument.
Introduction
Consider the following stochastic differential equation (abbreviated as SDE):
where L t is a Lévy process, and
holds for some positive function K ∈ C([0, ∞)). Then for any x ∈ R d , (1.1) has a unique solution {X t (x)} t 0 starting from x. We aim to investigate the gradient estimate of P t :
where B b (R d ) denotes the space of all bounded Borel measurable functions on R d . When b t (x) = Ax for a matrix A and σ t (x) = Id, the gradient estimate of type
has been derived in [7] using lower bound condition of the Lévy measure, and in [6] for A = 0 using asymptotic behaviours of the symbol of L t ; see also [8] for a derivative formula by using coupling through the Mecke formula. Recently, a time-change argument was introduced in [10] to establish the Bismut derivative formula of P t for the case that L t is the α-stable process, σ t is invertible and independent of the space variable (i.e. the noise is additive), and ∇b t is uniformly bounded. In particular, this derivative formula implies that for any p > 1 there exists a constant C(p) > 0 such that (see [10, Theorem 1.1 
])
|∇P t f | C(p)
Using this time-change argument and the coupling method, Harnack inequalities are then established in [9] .
In this paper, we intend to extend the gradient estimate (1.3) for more general symmetric Lévy process L t and space-dependent σ t (i.e. the noise is multiplicative). Notice that if b and σ are independent of t, then the generator of P t is given by
where ν(dy) is the Lévy measure of L t , and P.V. stands for the Cauchy principal value.
From now on, we let L t be a symmetric and rotationally invariant Lévy process, which can be formulated as subordination of the Brownian motion. More precisely, let {W t } t 0 be a ddimensional Brownian motion and {S t } t 0 an independent subordinator process associated with a Bernstein function B with B(0) = 0; i.e. {S t } t 0 is an increasing process with stationary independent increments such that
Then L t := W S t is a Lévy process with symbol Ψ(ξ) := B(|ξ| 2 ) (see e.g. [1] ). In particular, if B(u) = u α 2 for some constant α ∈ (0, 2), then L t is called the α-stable process. So, the equation (1.1) is now reduced to
(1.4)
We assume (A) ∇b t (x), ∇σ t (x) are locally (uniformly in t) Lipschitz continuous in x, such that
where · stands for the operator norm, and for some positive increasing function c · and some constant m 0
Obviously, (1.5) implies (1.2) and hence, the existence and uniqueness of the solution. Before stating our main result, let us briefly recall the main argument introduced in [10] for the study of the additive noise case, and explain why this argument is no-longer valid in the multiplicative case.
In the additive noise case where σ t (x) = σ t is independent of x, for a fixed path ℓ · of S · , we may reformulate the equation (1.4) as
To establish a derivative formula for P 
t is absolutely continuous, X ε t is indeed a diffusion process, so that an existing Bismut type derivative formula applies. Therefore, letting ε ↓ 0 we derive a derivative formula for P ℓ t . Now, coming back to the multiplicative noise case, we consider
and the corresponding approximation equation
Since we only have weak convergence dℓ ε t → dℓ t as Lebesgue-Stieltjes measures, but the function s → σ s (X ℓ s− ) is however discontinuous, the assertion that X ε t → X ℓ t is no-longer true! A simple counter-example is that b t (x) = 0, σ t (x) = 1 + |x| 2 and ℓ = 1 [1,∞) , since in this case for
Therefore, in this case we have to introduce different arguments. Fortunately, by using a finite-jump approximation (i.e. approximating ℓ by those of finite many jumps in finite intervals) and the Malliavin calculus, we are able to establish a nice derivative formula for P ℓ t (see Theorem 3.2 below), which in turn to imply the following main result of the paper. Theorem 1.1. Assume (A) and let P t be the semigroup associate to equation (1.4) .
where N is the random measure associated to W S t , i.e.,
(ii) For any p > 1, there exists a constant C > 0 such that 
We remark that according to known derivative estimates of the α-stable process, the gradient estimate (1.10) is sharp in short-time for S t being the α-stable subordinator (i.e. B(u) = u α 2 ). Moreover, (1.10) recovers (1.3) in the additive noise case by taking m = 0.
The remainder of the paper is organized as follows. In Section 2 we briefly recall the integration by parts formula in the Malliavin calculus and present some lemmas on finite-jump approximations. These are then used in Section 3 to establish a derivative formula for P ℓ t . Finally, in Section 4 we present explicit gradient estimates of P ℓ t and a complete proof of the above main result. 
Below we recall some basic notions about the Malliavin calculus (cf. [3, 4] ). Let U be a real separable Hilbert space. Let C (U) be the class of all U-valued smooth cylindrical functionals on Ω with the form:
The Malliavin derivative of F is defined by
It is well known that the operator (D,
Notice that the following divergence formula holds: for any F ∈ D(D) and U ∈ D(δ),
Next, for β : [0, ∞) → [0, ∞) being an absolutely continuous increasing function with β 0 = 0 and locally bounded derivativeβ t , set
It is easy to see that t → W β t is a process with independent increments and
Let S be the space of all purely jump càdlàg and increasing functions, i.e. the path space of (S t ) t 0 . For any ℓ ∈ S and s > 0, we shall denote
We recall the following Burkholder's inequality (cf. [ 
Then there exists a constant C p > 0 such that for all T 0,
Finally, for fixed ℓ ∈ S and ε > 0, define
We present below a key lemma about the approximation ℓ ε t for later use.
Then we have
where W β t is defined by (2.2) . Proof. Without loss of generality, we assume T = 1. For t ∈ [0, 1], set
, by the left-continuity of s → ξ ε s− and (2.5), we have
where we have used the independence of ξ ε k/n and W
where
Noticing that as n → ∞, 
Combining (2.7)-(2.10), we obtain the desired limit.
3. Derivative formula for P ℓ t
In this section, we fix an ℓ ∈ S and consider the following SDE:
and
We first prepare the following lemma. 
Lemma 3.1. Let α t = sup s∈[0,t] |b s (0)| and γ t = sup s∈[0,t] σ s (0) . Then, for any p 2 there exists a constant c(p) > 0 such that for all t 0 and x
The proof is finished.
We now prove the following derivative formula: 
where W β is defined by (2.2) .
Proof. By Lemma 3.1, (A) and an approximation argument, we may and do assume that f ∈ C
(1) Let us first establish formula (3.4) for ℓ ∈ S with finite many jumps on any finite time interval. For the simplicity of notations, we shall drop the superscript "ℓ" and variable "x".
Let J t solve the following matrix-valued ODE
By the variation of constant formula, it is easy to see that
Let 0 = t 0 < t 1 < t 2 < · · · < t n < · · · be the jump times of ℓ. Fix v ∈ R d and set h 0 = 0. Define h ∈ H recursively as follows: if s ∈ (ℓ t k−1 , ℓ t k ] for some k 1, then
For this h, it is standard to prove that (cf. [4] )
As above, one can write
Let us now use induction method to prove
First of all, for all t ∈ [0, t 1 ), by definition we have
and so (3.8) holds for all t ∈ [0, t 1 ). Suppose that (3.8) holds for all t ∈ [0, t m ). Then, by (3.6), (3.7) and induction hypothesis, we have for t ∈ [t m , t m+1 ),
On the other hand, by (3.5) we have
Hence, for all t ∈ [t m , t m+1 ), we further have
Thus, (3.8) is proven. Now, if β ℓ t > 0, then by (3.8) and the integration by parts formula in the Malliavin calculus, we have
provided h ∈ D(δ). Notice that h defined in (3.6) is non-adapted because of the term ∆W ℓ t k . Neverethless, δ(h) can be explicitly calculated as follows: Define
Noting that
are adapted, we see from (1.6) and (3.1), (3.2) that h ∈ D(δ); and by (2.1),
By (3.9), this implies (3.4).
(2) For general ℓ ∈ S. Let ℓ ε be defined by (2.6). It is well known that ℓ ε has finite many jumps on any finite interval. By formula (3.4) for ℓ ε , we have
where (1.6) and Lemma 3.1, it is easy to see that
Hence, by Lemma 2.2 and the dominated convergence theorem, we have
and so,
Similarly, we have
To treat I 3 (ε), we set
Letting · p denote the L p -norm with respsect to P, we obtain for p ∈ (1, 2) that
, where
By Hölder's inequality, (1.6) and Lemma 3.1, for q = 2p 2−p and some constants C 1 , C 2 depending on p and t, we have
14)
which converges to zero as ε ↓ 0 due to the argument in the proof of Lemma 2.2, where x is the initial point of X ℓ s . Similarly, we have
which goes to zero as ε ↓ 0 by Lemma 3.1. By the dominated convergence theorem, and combining this with (3.14) and (3.15), we obtain
Therefore, the proof is finished by taking ε ↓ 0 in (3.10) and noting that due to (3.3), 
We first prove the following gradient estimate for P ℓ t . Theorem 4.1. Assume (1.5) and (1.6). For any p > 1, there exists a constant C > 0 such that for any f ∈ B b (R d ) and x ∈ R d , t ∈ (0, 1] with ℓ t > 0,
Proof. By an approximation argument and the Jensen inequality, we only need to prove (4.1)
. By (1.6), (3.1) and (3.2), there exists a constant c > 0 such that for all t ∈ (0, 1],
Clearly,
Below we take
By Theorem 3.2, for any v ∈ R d with |v| = 1, we have
where A s is in (3.13). For I 1 , by Lemma 2.1 and Hölder's inequality, and using (4.2) and (2.3), we have 
