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Zusammenfassung
FuWettervorhersagen stellen einen wesentlichen Einsatz im Flugplanungsprozess
dar. Während andere Eingangsgrößen meist mit einer hohen Gewissheit den Flug-
gesellschaften bekannt sind, besitzen Wettervorhersagen ein inhärentes Maß an
Unsicherheit. Flugplanungssysteme haben jedoch in den meisten Fällen keine
andere Wahl, als die Vorhersage als vollständig akkurat anzunehmen. Solche Un-
sicherheiten führen dazu, dass eine Trajektorie geplant wird, welche nicht die
kosteneﬃzienteste ist. Tatsächlich wurden Vorhersageunsicherheiten als die grö-
ßte Ursache von Trajektorienvorhersagefehlern identifiziert.
Wettervorhersagen werden allgemein durch numerische Simulationen der glob-
alen Atmosphäre erzeugt.
Diese Simulationen basieren dabei auf Modellen, welche die physikalischen Pro-
zesse modellieren. Da diese jedoch nur eine Approximation der komplexen Vor-
gänge in der Atmosphäre darstellen, entsprechen die Vorhersagen nicht der Wahr-
heit. Technologische Fortschritte im Bereich der Datenverarbeitung haben zu
einer breiteren Fülle an Möglichkeiten zur Verarbeitung von großen Datenmen-
gen, allgemein als Big Data bekannt, geführt. Diese Datenverabeitung schließt Da-
tenanalysen und Methoden des maschinellen Lernens ein, womit für das men-
schliche Auge nicht bekannte Muster bzw. Funktionszusammenhänge detektiert
werden können. Es ist unerforscht, ob Unsicherheiten in Wettervorhersagen eben-
falls mit diesen Methoden prognostiziert werden können und ob damit ein Vorteil
auf den Flugplanungsprozess erzeugt werden kann.
Diese Arbeit liefert eine Durchführbarkeitsuntersuchung einer datenbasierten
Herangehensweise an die Prognose von Vorhersageunsicherheiten. Im Anschluss
erfolgt eine Validierung potentieller Vorteile auf die Planbarkeit eines Flugpla-
nungssystems.
Dafür wird ein Datencluster benutzt, worauf globale Wettervorhersage- und Re-
Analyse-Daten über knapp unter zehn Jahre aufbereitet werden. Acht Algorith-
men des maschinellen Lernens werden anhand dieser Daten mit der Diskrepanz
zwischen besagten Datensätzen trainiert. Ziel ist es, dass die Algorithmen zugrun-
deliegende Muster der Unsicherheit erlernen. Dieses erlernte Wissen kann an-
schließend anhand eines Testdatensatzes auf die algorithmische Vorhersageleis-
tung geprüft werden. Gleichzeitig kann so auch der am besten prognostizierende
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Algorithmus je Vorhersageinstanz bestimmt werden. Eine zweite algorithmische
Schicht wird im Anschluss realisiert, welche diese Testergebnisse zur Bestimmung
des womöglich am besten prognostizierenden Algorithmus je Vorhersageinstanz
eines weiteren Datensatzes benutzt.
Dieser Validierungsdatensatz erstreckt sich zeitlich über ein Jahr und liefert somit
zeitgleich die Vorhersagen für die Flugplanung von drei Flugverbindungen. Diese
Pläne werden im Anschluss mit den echt geflogenen Trajektorien verglichen, in-
dem eine Diskrepanz ermittelt wird. Dadurch wird evaluiert, ob die Diskrepanz
des mit Algorithmen prognostizierten Flugplans geringer ist als die des Plans ba-
sierend auf den Originalvorhersagen. Ergebnisse zeigen, dass die Algorithmen
die Unsicherheit in einer Mehrheit von Fällen verringern können. Nachfolgende
Ergebnisse zu den Flugplänen zeigen keinen ausschließlichen vorteilhaften Ein-
fluss. Eine starke Korrelation zwischen Vorhersageleistung und durchflogener
Weltregion kann dabei beobachtet werden.
So kann kein Vorteil bezüglich der Vorhersagbarkeit des Flugplanungssystems für
einen Flug in Südostasien bestimmt werden, während ein Vorteil für einen in-
terkontinentalen Langstreckenflug identifiziert wird.
Weitere Validierungen durch eine größere Zahl an Flugverbindungen über alle
Weltregionen zur Bestimmung der Machbarkeits- und Zuverlässigkeitsgrenzen
sind nötig. Weiterführende Forschung wird zum Verständnis zugrundeliegender
Muster sowie zur Erhöhung der Systemzuverlässigkeit benötigt.
Abstract
Weather forecasts serve as a fundamentally important input to the flight planning
process. While other types of input data are mostly known to airlines to a high
degree of certainty, weather forecasts carry an inherent measure of uncertainty.
Flight planning engines commonly have no other means but to consider a forecast
to be entirely accurate. Such uncertainties thus lead to a trajectory being planned
that does not represent the most cost-optimal option. In fact, weather forecast
uncertainties have been identified to be the greatest source of trajectory predic-
tion errors. Weather forecast generation relies on numerical simulations of the
earth’s atmosphere, which in turn rely on models imitating the physical processes
involved. However, these represent approximations of reality and are thus not
able to perfectly capture the complex processes involved. Technological advances
have meanwhile lead to a surge in means to more eﬃciently process large amounts
of data, commonly termed Big Data. Such processing includes the possibility of
applying analysis and Machine Learning techniques, in order to apprehend any
patterns otherwise undetectable to the human observer. It is therefore of interest
whether forecast uncertainties can be predicted using these means and whether
these predictions in turn yield a benefit for the flight planning process.
This thesis provides a feasibility evaluation of a data-centric approach to weather
forecast uncertainty prediction and a subsequent validation of potential benefits
to a flight planning engine’s measure of predictability. Core to this research is a
data cluster, on which global weather forecast and re-analysis data spanning close
to ten years have been gathered. Eight Machine Learning algorithms are trained
on this data using the discrepancy between forecast and re-analysis data. Doing
so ensures that the algorithms learn an underlying pattern of forecast errors or
uncertainties. This can in turn be utilized to predict the uncertainties in a test set
to determine the best-performing algorithm per forecast instance. A second algo-
rithmic layer is further realized which leverages this information to determine the
algorithm generating the most accurate prediction, per forecast instance. A valida-
tion data set spanning a year of data is utilized to serve as input data for the flight
plan generation of three flights. These are then compared to the flight’s actual
flown trajectories. It is examined whether the discrepancy between flight plan and
trajectory is decreased with a flight plan based on predictions of the methodology
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herein, as compared to a control. Results indicate that algorithms’ predictions are
able to decrease forecast uncertainty in a majority of cases. Subsequent flight plan
results indicate an ambivalent result. A heavy dependence on the world region the
flight is performed in, is recorded. As such, no benefit to flight plan predictabil-
ity is observed for a short haul flight in South East Asia, while a slight benefit is
recorded for an intercontinental long haul flight.
An operational realization is not recommended at the time of writing, as fur-
ther validations covering more areas and a greater number of flights need to be
performed to better gauge the boundaries in which the method is beneficial to the
flight planning process. Further research is needed to understand the underlying
patterns in algorithmic prediction performance and increase reliability.
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1 Introduction
This chapter serves as an introduction to the topic of Big Data Machine Learning
in Flight Planning, by first providing the motivation behind the conceptualization
and realization of such a system. Afterwards, the goals, the approach, and the dis-
sertation’s structure are presented.
1.1. Motivation
Weather forecasting predictability is generally dependent on estimating the un-
certainties of both initial conditions and the propagation of these as a result of the
chaotic nature of weather [1]. Forecasting relies on numerical simulations and cor-
responding models imitating the atmosphere’s physical properties. These models,
such as Atmospheric Circulation Models (ACMs), generate forecasts across areas of
wide geographical coverage [2]. Since these models cannot fully capture the atmo-
sphere’s complex physical processes, the resulting forecasts will exhibit uncertain-
ties.
Eﬀorts in the meteorological realm have been undertaken which aim to capture
a measure of uncertainty in deterministic weather models. These rely mainly on
creating a number of forecasts based on varying starting conditions of the nu-
merical simulation [3, 4]. By doing so, a quantitative spread of forecasts is created
which serves as a measure of likely forecast deviation. To date, no system for fore-
cast uncertainty prediction entirely relying on large amounts of data and machine
learning methods has been conceptualized and tested.
These uncertainties pose a challenge to airline flight planning and the wider Air
Traﬃc Management (ATM) system as a whole. Flight planning represents a manda-
tory process for airlines under International Civil Aviation Organization (ICAO)
Doc 9976 [5], which airlines submit flight plans to the ATM system. While manda-
tory, this process also opens a window of possible cost-eﬃciency. Weather cannot
be ignored in this context, hence the requirement for weather forecasts.
A flight planning engine will in any case generate the most cost-eﬃcient route,
given the input data. There is no alternative than to assume that all data is entirely
accurate. Any uncertainties will be translated into the resulting flight plan. Beside
the cost factor, a flight plan’s other important aspect is its predictability. Ideally, for
both the ATM system as well as airlines, any flight is handled exactly per its plan.
2 1.3. Approach
In reality, diﬀerent inputs to the flight plan engine carry along uncertainties which
result in a discrepancy between flight plan and trajectory. Cole et al. [6] showed
that weather accounts for the greatest inaccuracies in trajectory prediction.
Over the last decade, methods and systems to handle and process large amounts of
data have matured. Technologies such as the Apache Foundation’s Hadoop allow
the creation and handling of large batches of data [7], while frameworks such as
Spark allow eﬃcient parallel computing [8]. This trend is mirrored by the drive in
recent years to extract information from large batches of data in order to achieve
an operational benefit.
This dissertation’s motivation connects this stated drive towards data analytics
with the topic of forecast uncertainties. Specifically, the research question set forth
in this dissertation is whether data analytics can be applied in forecast uncertainty
estimation and whether any achieved accuracy gains are translated to an increase
in flight plan predictability.
1.2. Goals
In light of the application to flight planning, the goal of this thesis is to conceptual-
ize, realize and evaluate a forecast uncertainty prediction system. For this purpose,
three goals are stated to be completed in the course of this dissertation:
Machine learning: Reliance on prediction generation solely on the basis of
machine learning algorithms. Instead of approximating physical processes,
these algorithms are to identify patterns of uncertainty in the data provided.
Data compatibility: Derived from flight requirements, the resulting data
analysis is required to be performed across large geographical areas and
throughout a number of time steps.
Retrofitting capability: The system is required to be designed in a way that if
determined operationally feasible, a integration into current flight planning
processes is easily realizable.
The Big Data machine learning system is conceptualized and realized while achiev-
ing the above-stated goals. This is followed by an evaluation regarding the algo-
rithmic prediction performance and the subsequent eﬀect on the flight planning
process’ predictability.
1.3. Approach
The approach undertaken in this dissertation consists of a data cleaning and han-
dling step. Specifically, this includes the upload of weather data covering a time
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span of 9 years and 8 months to a Big Data cluster and the subsequent coercion
into a format suited for distributed processing. Forecasts act as the input, while
re-analysis data is utilized as the target function, i.e. the true weather value. Data
handling steps provide the groundwork to allow parallel processing by grouping
the data set into relevant batches. A split into training and test subsets is performed
per batch. On these, a selected number of algorithms are trained and subsequently
tested for their prediction performance.
These test results are to be stored in the data cluster and utilized for a second
algorithmic layer, called the algorithm selection method. This layer consists mainly
of a k-Nearest-Neighbors k-Nearest-Neighbors (kNN) algorithm, which selects the
most accurate algorithm per forecast instance, based on the test results. A second
data set covering a year of data is then to be used as a validation data set. The data
herein acts as an input to the selection method, which in turn determines the algo-
rithm likely to yield the most accurate prediction. The output of this step is once
more determined per its prediction performance.
These predictions are eventually to be used to generate flight plans. For this
purpose, one based on the original forecast data and a second one based on the
output predictions is to be generated. With the corresponding actual flown trajec-
tory, the discrepancies of both flight plans are to be calculated and compared to
one another. Envisioned is the determination as to whether the discrepancy of the
flight plan generated with the algorithms’ output is lesser than that of the flight
plan calculated with the original forecast. Doing so creates a verdict as to whether
predicting weather forecast uncertainty increases flight plan predictability.
1.4. Structure
This dissertation is structured into eight chapters and one Appendix containing
results of the various chapters on evaluations. The following list provides a short
description of each chapter:
Chapter 2 provides insight on the topics of flight planning, Big Data analysis
technologies (including machine learning) and weather forecasting. It con-
cludes with a description of a conceptual proposal for a machine learning
system for uncertainty prediction.
Chapter 3 defines general requirements derived from the flight planning
process and proposes a high-level system, while detailing the specific data
needs associated with this.
Chapter 4 details the data cleaning and handling process, including the steps
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necessary for coercion into a data format suited for eﬃcient parallel comput-
ing.
Chapter 5 describes the development of the algorithmic training and selec-
tion scheme. Considerations as to computational complexities as well as the
implementation in the data cluster is provided.
Chapter 6 evaluates and discusses the results obtained from the testing of
algorithms, as well as the algorithm selection method. Lastly, a sensitivity
analysis aimed at finding the most optimal setting for the selection method
is outlined and the results of which discussed.
Chapter 7 presents the approach undertaken to evaluate the concept’s fea-
sibility in the context of flight planning. A process of comparing a number
of diﬀerent types of flight plans to the actual trajectory is outlined and the
results discussed.
Chapter 8 concludes this dissertation by providing a summary of the entire
work. Furthermore, potential improvements are outlined in an outlook, by
which the concept’s eﬀectiveness may be increased. This outlook also in-
cludes a hypothetical implementation in an operational setting.
2 Fundamentals and State of the
Art
This chapter describes the underlying fundamentals, as well as the State of the
Art for a number of competency areas relevant to the field of research. For this,
three general areas with their underlying theory are first motivated, presented and
discussed. By doing so, a common layer of understanding can be established, on
which the research question can be founded. The three areas are:
1. Flight planning
2. Big Data analysis technologies
3. Weather forecasting and forecast verification
The fourth and final part of this chapter focuses on the joining of these three ar-
eas and the subsequent identification of the gap in the current state of research.
This gap is the current lack of application of machine learning methods to predict
forecast uncertainties.
2.1. Flight planning
The goal of flight planning is to ensure that a flight adheres to operational regu-
lations and that the flight crew receive all required information, in order to safely
conduct the flight while coordinating all actions with Air Traﬃc Control (ATC) [9].
A flight plan’s details vary between regulators, but always involve those relating to
the insurance that suﬃcient fuel is carried for the planned route and foreseeable
irregularities [10]. Most commonly, details such as the departure time, route, alti-
tude, speed and aircraft type being used are included in the flight plan [11]. Airlines
utilize software to calculate flight plans, in which proposed operations are com-
pared to regulatory constraints. Legal documents are produced by the software, to
confirm that the planned operation is legal, i.e. does not violate any regulations.
In large parts of the world flight planning is performed by dispatchers, while in
Europe, the legal requirement does not call for such staﬀ [10].
From a regulatory viewpoint, flight planning represents one part of preparations of
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any commercial flight, as defined in section 4.3.3 of Annex 6, Part I by International
Civil Aviation Organization (ICAO) [12]. The process is mandatory for all commer-
cial flights and is defined by a set of standards by ICAO’s Doc 4444, Procedures for Air
Navigation Services - Air Traﬃc Management [13]. Requirements and instructions are
defined to ensure that operators adhere to certain requirements prior to departure,
such as Required Navigation Performance (RNP) or Required Vertical Separation
Minimum (RVSM), where applicable [13].
While regulatory constraints ensure operational safety, they eﬀectively prevent air-
lines from entirely customizing their flight plan based on their respective opera-
tional goals. Within the regulatory constraints imposed, airlines are still given the
opportunity to customize parts of the flight plan. It is the task of flight planning
software to determine the most cost-eﬀective solution under consideration of con-
straints and uncertainties. This makes flight planning inherently an Operations
Research (OR) problem [10], in which a cost function is established, with the aim
being to find the minimum of this function [14]. It is determined by the variation
of variables, such as routes or speeds. These in turn are further bound by their
domain aspects. [15]
2.1.1. Relevant domain aspects
The following three domain aspects serve as the operational boundaries in flight
planning: aircraft performance, weather and route and altitude structure [15]. Any
flight can only be planned within the limits set forth by these aspects. This section
presents an introduction to each of the three.
Aircraft performance
Aircraft performance represents the first of the three domain aspects in flight plan-
ning. Diﬀerent aircraft carry along varying fuel burns, for e.g. the climb section
of a flight [10]. Fuel requirements vary due to aircraft weight, with heavier aircraft
requiring more fuel than lighter ones for the same change in altitude. Diﬀering
values in fuel burn result in varying aircraft weight during flight, which in turn in-
fluences the optimal decision at any point during the flight [15]. The fuel burn per
hour as well as the reachable distance at an arbitrary altitude and speed depends
primarily on aircraft weight [15]. Based on flight mechanics equations [16], more
optimal flight states concerning altitude and speed can be calculated and which
need to be taken into account by any flight planning tool. Aspects on aircraft per-
formance are further detailed by Padilla [17] and Airbus [18].
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Weather
The flight characteristics depend heavily on the wind speeds and temperatures en-
countered [10]. Fuel flow is particularly dependent on the ambient air temperature
(for an arbitrarily given weight, speed and altitude). The optimal route depends on
the wind speeds encountered, as the Ground Speed (GS) is a simple vector addition
of wind speed and the True Air Speed (TAS). A wind-optimal route can thus result
in a distance up to 10% longer than the great circle route, albeit with lesser fuel
burn [10]. Weather data is of great importance, with the current primary sources
being the United States National Weather Service (NWS) and United Kingdom Me-
teorological Oﬃce (UKMO). Weather forecasts are considered to be deterministic
and accurate by most flight planning systems. In contrast to aircraft performance,
weather carries an element of uncertainty. This uncertainty in wind and temper-
ature forecasts is in part the justification for contingency fuel [10], which serves
as a means of compensation should “unforeseen meteorological conditions” result in a
higher-than-planned fuel burn [5].
Route and altitude structure
The third domain aspect concerns air routes and the altitude structure. Static air-
ways cover a large area of the world [10, 15]. These eﬀectively represent an equiva-
lent to a road network for automobiles on the ground. Static airways are defined
by permanent points on the ground, of which some are defined by the location
of a Navigation Aids (NAVAIDS), while others are merely described by coordinates.
Distances between the points represent airways. Most commonly, it is forbidden to
deviate from these airways. In some parts of the world, it is allowed to fly directly
between points not connected to each other through an airway. These point-to-
point connections, although limited in their numbers, are available in parts of the
United States (U.S.), Canada and Scandinavia. [10, 15]
Additionally, a number of dynamic airways are available, the tracks and altitudes
of which are published on a daily basis [15]. These airways are usually published
for high traﬃc density areas, such as the North Atlantic. In some oceanic areas,
aircraft are even permitted to fly unstructured routes between points. [10]
Route structures are evolving constantly. Adding to the non-triviality of the defini-
tion of the structure are regulatory restrictions, which are published on a regular
basis and advice on availability of routes. [15] A prime example is the Route Avail-
ability Document (RAD) by the European Organisation for the Safety of Air
Navigation (EUROCONTROL) [19], which is published on a 28-day basis. When
planning a flight, the planning engine will therefore have to account for all RAD
restrictions on top of those already imposed by static and dynamic routes. [15]
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Future concepts, such as Single European Sky ATM Research (SESAR) or Next Gen-
eration Air Transportation System (NextGen) have at their core the transformation
to Trajectory-based Operations (TBOs) [20]. This steps represents a shift away from
the need to fly along certain airways and instead along the most direct route.
2.1.2. Problem formulation and cost function
A formulation of flight plan optimization has not been clearly postulated, with au-
thors generally reluctant to present a clear definition of the problem [10]. The rea-
son for this may lie in the fact that, seen from the viewpoint of an optimal control
theory approach, the design of the problem’s complexity quickly increases [21]. Ex-
tending this approach,McIntyre [22] presented an outcome to flight planning op-
timization should constraints not be suﬃciently accounted for in a 3-dimensional
(3D) network, with speed representing the fourth dimension.
Two approaches to the 4-dimensional (4D) route/trajectory optimization problem
can thus be presented; optimal control theory and network optimization. These two ap-
proaches are presented concisely in the following sections. For the latter, a refer-
ence is drawn to 2.1.1 and the cost function of the optimization problem is defined.
Optimal control theory
The first approach to solve the 4D optimization problem is by applying optimal
control theory. For this, methods based on prior work associated mainly with
Bryson and Ho [23, 24], are utilized. An objective function, as in (2.1), is to be min-
imized, for which the equations of motion are written as a system of diﬀerential
equations and numerically integrated. Control variables, such as the local speed
and direction of flight are then optimized to achieve the required minimization of
the function. [10]
X˙ = F(X, T,U, φ) (2.1)
In this formulation of the approach, X indicates the state vector of the aircraft’s
3D position as well as its mass and F a function defining the system dynamics.
Furthermore, the function is dependent on temperature T, wind speeds U and a
further vector φ of controls of how the aircraft is operated. [10] The problem is
further converted by the replacement of the equations of motion with constraints
ensuring physical continuity. By avoiding the finite-diﬀerence solution through
the replacement of X by a set of decision variables Z, the trajectory can be divided
into k timesteps and thus, resulting in k additional constraints. This results in a
large problem with a sparse constraint matrix, for which nonlinear programming
algorithms can be applied. [10]
According to Karisch et al. [10], this approach’s essential disadvantage is that the
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produced paths are not domain feasible and hence need a “...complicated correction
cycle” [21] for fitting the optimal to the allowable route and altitude structure.
Network optimization
An approach based on network optimization focuses on two necessities: the identi-
fication of the set of nodes and edges of the problem and the dynamic cost nature of
an arbitrary path, under consideration of other decision variables and constraints
[10]. Edges represent the network of airways already explained in 2.1.1. Using do-
mains to establish the network results is a non-trivial information management
problem, however is mathematically straightforward [10]. The first to propose an
approach based on network optimization was de Jong [21], while employing the
shortest path algorithm by Bellman [25].
Karisch et al. [10] oﬀer a high-level mathematical formulation of the network op-
timization problem: all regulatory and operational constraints are first captured as
rules. This determines the network itself and determines whether an edge can con-
nect two nodes. The set of constraints Z, as described in 2.1.2, consist of the edges
themselves as well as the state of the aircraft in question and the departure time




with j = 1, ...B available are not pre-determinable
and must therefore be evaluated against Z. This is due to the dependance on what
edges are actually traversed or during what time an edge is reached, which is yet
again dependent on tD as well as the path taken thus far. Altitudes are furthermore




and are dependent on the time the edge
is reached. With these definitions, four types of costs can be defined: fuel, time,
overflight fees and lost revenue due to spilled payload. The objective of any flight
planning tool is thus to retrieve the optimal 4D path from origin to destination
in a 3D environment, where speeds Vi , i = 1, ...n represent the fourth dimension.
The cost function of the optimization problem can therefore be stated as in (2.2):






Table 2.1 lists and names the terms included in the cost function, with tA and
t′A as the actual and scheduled time of arrival and r and k as indexes for the spe-
cific Flight Information Region (FIR) and payload element spilled. A more detailed
elaboration on each cost term is provided in [10], including an elaboration of the
Cost Index (CI) [26].
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Cost term Type of cost
CF(WD −WA) Fuel cost; with CF as cost per weight unit and
weights at departure and arrival
CD(tA − tD) + CA(tA − t′A) Times-based costs; divided between costs based
on duration of flight (CD) and diﬀerence be-
tween scheduled and actual arrival time (CA)
∑r∈FIR CN(r) Overflight charge costs (CN ); often divided be-
tween costs based on the route flown and a flat
fee for entering the FIR
∑k∈K CP(Pk) Spill costs (CP); refers to lost revenue when pay-
load is substituted for fuel (to increase range)
Table 2.1.: List of terms of the flight planning optimization cost function, after Karisch et
al. [10].
2.1.3. Constraints
A number of constraints have to be taken into account when solving the cost func-
tion. These represent the operational boundaries of the domain and can generally
be grouped into three categories: fuel and time of flight constraints, weather, max-
imum speed and altitude and contingency fuel constraints [10]. Fuel and flight
time constraints aim to represent the restrictions for the consumption of fuel at
an arbitrary point in flight, as without knowledge and calculation of the flight up
until that point, the fuel flow until then cannot be determined. Weight limitations
are another important aspect when looking at aircraft performance, as well as the
distance able to be flown with an arbitrary amount of fuel. Weather, through wind
and temperature, features two heavily influential constraints on the optimal flight
route. Fuel flow is dependent on the fluid’s density, which in turn is a function
of temperature. On the other hand, GS is a vector addition of the wind speed and
TAS. Accurate weather forecasting is of high importance to the accuracy of flight
planning. Maximum speed and altitude constraints are also needed to account for
feasibility when choosing an altitude. The optimal altitude and speed along each
edge is dependent on the current weight of the aircraft, thus requiring knowledge
of the flight’s progress up until that point. The last constraint is that of the amount
of extra fuel to be carried under ICAO regulations [5] to account for deviations from
the planned path, in both distance and time. [10]
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2.1.4. Solution approaches
Solution of the network optimization approach described in 2.1.2 is challenging
when looking at the computation necessary [10]. Two approaches have to date been
pursued, for which a brief description is presented in the following:
Sequential 2-dimensional (2D) network solution approach
This approach avoids the complex computation necessity by splitting the prob-
lem into two 2D subproblems: route optimization and profile/speed optimiza-
tion. [10] The first block solves the ground track, while the second calculates the
altitudes, speeds, payload and departure fuel. Constraints from Air Traﬃc Man-
agement (ATM), traﬃc, severe weather and aircraft capabilities are utilized for the
route optimization calculation, with forecast winds used to determine each edge’s
wind component. The latter represents the fundamental diﬃculty when applying
this approach, as winds vary by altitude. It is necessary to establish a heuristic rule,
with which convergence towards an optimal solution can be determined. This
applies for cruise speeds, as the optimal cruise speed is dependent on the wind
incurred. [10]
4D network solution approach
This approach aims to extend the foregone 2D approach by adding nodes at all
available altitudes for every lateral waypoint. In this way, a 4D problem is created,
to be solved directly. While such an approach poses higher complexity and signif-
icantly more computation eﬀort, the utilization of so-called "smart" heuristics can
yield shorter computation times and in parallel, avoiding a major deterioration of
the quality of the solution. [10] Further details on this approach can be found in
[21], as well as by Sorensen and Goka [27] and Wilson et al. [28], who both show
applications of this approach.
2.2. Big Data analysis technologies
The amount of data being generated in recent years has increased tremendously in
every industry, including aviation [29, 30]. Concurrently, parallel and distributed
computing has matured. These have given incentives to industries to focus on uti-
lizing so-called Big Data technologies in order to gain a technological advantage.
[29] While there is no single definition of Big Data (due to the relatively recent cre-
ation of the term in the past two decades), a commonly stated one is of the Three V’s,
first described by Laney [31]. The three V’s stand for volume (size of data and storage
space), velocity (speed of data arriving or being generated) and variety (types of data
generated). While this definition provides no tangible boundaries when data can
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be defined as Big Data, a common consensus is that data sets are defined as such
when they cannot be eﬃciently handled with current data analysis and processing
tools [32].
Stakeholders in the aviation industry, such as airlines, airports or aircraft manu-
facturers have long depended on data to plan their operations [32]. The diversity
of data is yet so complex that manual analysis is infeasible. Big Data analysis tools,
as well as the architecture needed to support these, have thus gained attention and
could handle the formerly manual analysis in a more feasible way [32].
2.2.1. Big Data architecture
Big Data analysis tools tasked with the retrieval of information require an infras-
tructure out of the ordinary that is able to handle the vast amounts of data [32].
This is especially important when data sets exceed the size of 10 Terabyte (TB). At
this data size, most Relational Database Management Systems (RDBMS) are not
able to cope and handling of the data becomes diﬃcult [32]. The industry has de-
veloped systems and solutions which deal with the challenges of Big Data, namely
the size and the unstructured nature of data sets [33]. A common solution that
is widely used throughout the industry, relies on Apache’s Hadoop technology
[33]. This distributed computing framework provides large-scale processing on
cheap commodity hardware [29]. On top of this “foundation”, a number of tools
can be connected to support processing, such as HBase, Hive, Pig or Spark [34, 29].
Such a commonly-used Hadoop stack architecture is schematically illustrated in
fig. 2.1. The core element for any Hadoop system is the Hadoop Distributed File
MapReduce
Hadoop Distributed File System
HBase
Hive Pig
Figure 2.1.: The general architecture of a common Hadoop stack, or ecosystem, after Farooqi
[34].
System (HDFS), which provides the storage capacity for large datasets [35]. While
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providing the possibility of scaling capacity further and storing files in any format,
the HDFS’s advantage lies in the possibility of running MapReduce jobs [29]. Due to
the distributed nature of Hadoop, storage and thus processing has to be performed
across multiple nodes [36]. MapReduce is essential to any Hadoop processing, as it
simplifies the distributed data processing functions across all nodes [36]. A single
data processing mechanism would not be able to complete this task eﬃciently [37].
By realizing processing on a multitude of nodes, the overall time required can be
significantly shortened [34].
The amount or diversity of other tools connected in the Hadoop ecosystem is not
limited. Some database types such as not-only-SQL (NoSQL) ones, may serve a
better purpose, depending on the use case. The programs utilized for running
analysis on Hadoop also vary, with common solutions being Hive or Pig [38]. A
combination of diﬀerent analysis tools can be beneficial, as each has its advantages
in handling data. Hive is suited for handling structured, whereas Pig’s strength lies
with unstructured data sets [39].
There is no single solution to the needed Big Data architecture, which explains
the diﬀerent design approaches undertaken by Murugan et al. [29], Begoli and
Horey [40], Boci and Thistlethwaite [41] and Ayhan et al. [42], among others.
Bakshi [33] outlined a generic approach to the design of a Big Data architecture,
including performance and capacity considerations.
The next paragraphs provide an introduction to three core components of the
Hadoop ecosystem and which are mainly relied on in this thesis.
Hadoop Distributed File System The Global Forecast System (GFS) is available
as open source software by the Apache Software Foundation under the name
Hadoop. The structure of the HDFS is profoundly similar to that of the original
file system.
The HDFS runs on a master-slave architecture, specifically: the namenode (being
the master) and the datanodes (being the slaves) [7]. The namenode’s job is main-
taining of the filesystem tree as well as the metadata for files and directories. Two
files, the namespace image and the edit log, store the this information on the local
disk. Additionally, the namenode also knows the datanodes which feature all the
blocks for a given file. A block in the HDFS features by default a storage capacity
of 64 MB, although the usage of 128 MB blocks is common. [7]
Datanodes act as the workers of the file system. Their task is to store and retrieve
blocks of data, as being told by the namenode. They also report in parallel to the
namenode with lists about which blocks they are storing. This structure therefore
indicates that the file system is dependent on the resilience to failure of the na-
menode. Hadoop provides two ways for ensuring this. One way is to create back-
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ups of the files which make up the persistent state of the file system’s metadata.
Configuration allows the writing of the persistent state to multiple file systems in
Hadoop. The second possibility is to run a second namenode. While it replicates
the original one’s functions, it does not replace the first one and is usually run on
a separate physical machine due to a high CPU demand. [7]
MapReduce MapReduce is the common tool utilized in Hadoop ecosystems to
simplify the running of distributed data processing functions across multiple nodes
in a cluster [36]. Because the HDFS is based on potentially thousands of storage
nodes, a single data processing mechanism is not realizable in an eﬃcient way,
considering the amount of data stored in the system [37]. Another factor is the en-
visioned short response time in data processing. By increasing the number of pro-
cessors, the overall data process time is unarguably shortened [34]. The advantage
MapReduce oﬀers is that no knowledge of distributed programming is needed for
the creation of parallel processing [36]. MapReduce works on the structure laid out
in 2.2.1: First, the HDFS splits the to be processed file into evenly large segments.
These are then distributed by MapReduce to namenodes, which in turn assign the
Map task to their currently available datanodes. [36]
Spark Apache Spark is a framework providing the means for cluster computing
[43, 8]. It manages the distribution of processing jobs in the cluster, by dividing a
main large job into smaller parts. The processing eﬀort per node is judged by the
available resources, i.e. the number of nodes and Core Processing Unit (CPU) per
node. Spark then ensures an even distribution throughout all available resources.
Spark is an upgrade from its predecessor, MapReduce, mainly in processing speed.
[8] This is due to its reliance on in-memory computing, contrasting MapReduce.
Also, the processing scheme is structured diﬀerently. Instead of dividing the pro-
cessing job into series of Map and Reduce steps, Spark first reads in the entire func-
tion that needs to be executed on the data set. By doing so, the total computing
eﬀort can be determined and job division performed appropriately. Spark’s ar-
Master Node
Query






Figure 2.2.: Apache Spark working logic, with a single master node and multiple slave nodes,
after Cabos et al. [44].
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chitecture works mainly with two components: a master node and multiple slave
nodes, as illustrated in fig. 2.2. The master node, holding the read in function,
passes this function in the form a query to each slave node. Every slave node then
executes this query on one part of the data set, which is cached in memory. Af-
ter completion, the results are returned to the master node and aggregated and/or
saved, either locally on the master node or in the HDFS. Due to Spark having to
read the entire function prior to job execution, lazy evaluation is needed, with Spark
only actually executing any function when a result is called for. This can be a save
or write function, among others.
The distribution of a large job onto a number of nodes realizes the possibility of
parallelizing parts of a job and thereby increasing the processing eﬃciency. This
function legitimizes Spark’s deployment in a cluster. Nevertheless, while yielding
greater eﬃciency than MapReduce, both can be installed on the same cluster and
do not interfere with each other.
2.2.2. Knowledge discovery
For the extraction of information from data, the term Knowledge Discovery from
Data (KDD) is commonly used [40]. This process is oftentimes not limited to one
field of science, but merges computer science, statistics, visualization as well as the
understanding of the problem domain at hand. According to Begoli and Horey
[40], KDD consists of three processes:
1. Collection, storage and organization of data
2. Application of analysis tools and methods
3. Thorough understanding and interpretation of the data
The architecture for the first point has been described in 2.2.1. This section focuses
on the analysis tools and methods, with which knowledge or information can be
extracted from data.
Terminologies The science of extracting information from data features a num-
ber of terminologies. Besides KDD, the term data mining is widely used, with both
representing the same field [45, 46]. Other authors [40, 47, 48] define KDD to be on
the conceptual level, with data mining being the technology applied. Data mining
aims to retrieve useful or informative patterns in data [45]. The third term widely
used in literature is that of machine learning. It evolved out of a number of fields,
such as applied statistics and pattern recognition and arose out of a subfield of
Artificial Intelligence (AI) [45]. Machine learning focuses on the usage of computa-
tional methods for improving performance by automating knowledge acquisition,
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gained from experience [49]. The focus lies primarily on the automation of knowl-
edge discovery to replace the ineﬃcient human-centered data analysis [50]. This
automation process is expected to increase its accuracy and/or eﬃciency with the
discovery of regularities in training data sets1 [50]. The theory behind providing
machines the capability to learn from one situation and apply this knowledge on
another is not new and can be traced back to the 1980’s [51]. Since machine learning
methods have been deployed widely, the related disciplines generated ever-closer
ties, resulting in the separation between the fields being fuzzy [45]. Nevertheless,
a distinction between data mining and machine learning will be provided at this
point. Both disciplines aim to retrieve data patterns in order to create models,
which in turn can be used to evaluate new data sets. Machine learning goes one
step further by aiming to improve its models with each piece of new data [45].
Model building and usage Both data mining and machine learning employ the
building of models using data mining methods and algorithms [45]. This is only
one part of the utilization of data mining. A distinction has to be made between
the mining of data itself (in order to find patterns or build models) and the usage
of the results of data mining. Figure 2.3 illustrates this distinction. A data mining
Historical data Data mining Model creation
New data item Model is deployed Result of data mining in use
Mining
Use
Figure 2.3.: The diﬀerence between data mining and usage of data mining results, after
Provost and Fawcett [45].
algorithm or method is first applied on historical data. By doing so, models are
created based on the patterns found in data. These models are then deployed for
the evaluation of new data and return a result. One example is the creation of a
probability estimation model using historical data. It is then applied to a new,
unseen data item, and generates a probability estimate for it. [45]
2.2.3. Data mining and machine learning
As indicated in 2.2.2, the boundaries of data mining and machine learning often
overlap. It is further important to note that statistics play a large role in machine
1Training data refers to data being used to train and/or establish a model. Its values need to be known
in order for a correct calibration of the model taking place. [50]





(a) Linear classification denot-







(b) Linear regression describing
debt as a function of income.
Figure 2.4.: Comparison of classification and regression methods, after Fayyad et al. [48].
A data set is pictured, with crosses for data points without a loan and circles for
ones receiving a loan. Illustrated in the left figure is a determination what the
income/loan ratio must be to predict whether future data points fall into the no
loan class. In the right figure, a linear regression is shown, in which debt is de-
termined (or fitted) as a function of income.
learning, resulting in yet more overlaps between the fields [50]. The following sec-
tions provide first a distinction between classification and regression, after which
an overview of machine learning algorithms is provided.
Classification and regression
A common method for developing predictive models is Classification. This method-
ology aims to predict for each data point, which of a number of classes this point
belongs to [45]. New data points are eﬀectively given labels, indicating to what
group or entity these belong to or can be associated with [52]. Of similarity to clas-
sification is probability estimation [45]. Instead of the model classifying what label a
data point is to receive, the model yields a score representing the probability of the
data point belonging to each class. This similarity results in classification models
usually being able to provide probabilities as well and vice versa [45].
Another method, Regression, aims to estimate or predict a numerical value of a
variable for each individual data point [45]. This method determines the amount
an individual can be associated with a variable. A simple example is the service us-
age of a telecommunications client; clearly, the client can be associated as being a
user, with regression determining the actual amount of usage. Regression and clas-
sification are therefore related. Classification determines whether something will
happen, while regression aims to gauge how much something will happen. [45, 50]
These two methods represent the most common methods in pattern recognition
problems [53]. Both methods and their diﬀerences are illustrated in figure 2.4.
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Machine learning algorithms
This section focuses first on the generic schematic of any machine learning al-
gorithm, after which an overview of a number of commonly-used algorithms are
presented, classified into groups and their respective advantages, disadvantages
and complexities discussed.
General machine learning schematic While every machine learning algorithm re-
lies on a diﬀerent strategy to build a predictive model, a single logical high-level
structure is applicable to all, illustrated in fig. 2.5. Core to this structure is the




Figure 2.5.: High-level mechanism of every machine learning algorithm, with in-
put/predictor and output/predictant variables.
machine learning algorithm, as illustrated in the center in fig. 2.5. Any input to
any algorithm is called a predictor, also called an independent variable, since these are
considered given variables. Output variables, on the other hand, are dubbed the
predictants or dependent variables. Hence, in a mathematical notation, the goal of
any machine learning algorithm is to estimate function f () in equation 2.3:
Y = f (X) (2.3)
Where Y resembles the prediction in the future, given a set of input variables or
conditions X. Would the function f () be known, the predictant could be calcu-
lated directly. Since nothing is known about this function, algorithms need to be
employed to determine an approximation or ideally, a determination of f (). Every
algorithm relies on one or more assumptions and eﬀectively represents a model
of possible variable correlations. Hence, the drawback of any model is that it is
limited in the degrees of complexity and therefore may not accurately imitate the
behavior of any physical phenomenon. [54] A prime example of such a function is
a simple linear regression:
Y = w0 + w1 · X (2.4)
Linear regression assumes a linear relationship between predictors and predic-
tants, as shown in eq. 2.4. The goal of the algorithm is to find the weights w0 and
w1, which ensure a best fit between in- and output variables. [54]
Time series is another competency field focusing on forecast prediction. As the
name says, these methods aim to capture the behavior of the variables sequentially
over time. An example is the prediction of stock market trends. [55]
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Overview of machine learning algorithms Machine learning has been chosen in
this work, as the methods stand in stark contrast to the approach undertaken by
meteorological entities. The latter rely on deterministic approaches. Instead in
this work, the focus is on the question whether a purely statistical approach while
omitting physical correlations, is worthwhile. Machine learning algorithms each
have their own assumption on the underlying data distribution. As such, a multi-
tude of diﬀerent machine learning algorithms exist. Fig. 2.6 illustrates an overview
of a number of algorithms. This list is far from a complete representation of all
methods, but highlights the most commonly used algorithms. Also, this overview
represents only one way of ordering the various algorithms. The focus herein lies
in identifying ones that support supervised learning, hence yielding the depicted






























Figure 2.6.: An overview of machine learning algorithms. These are classified into algorithms
that correspond to supervised and unsupervised methods.
of their respective predictive power: a linear regression; 5th, 10th and 15th degree
polynomial regression; a support vector machine; a decision tree; a boosting and
a k-Nearest-Neighbor algorithm. Each of these carry both advantages and disad-
vantages in the field of prediction performance. These are explained in greater
detail in table 2.2, where each algorithm is graded by its general performance in a
number of characteristics.
The distinction between supervised and unsupervised methods is explained by
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Friedman et al. [56] as the diﬀerence in learning methodology: For supervised
methods, the training data bears values for input and output data, allowing for a
correction whilst learning. For unsupervised methods, the output data is unknown
and data patterns need to be inferred from input data only, without the possibility
of correcting errors.
Supervised learning algorithms
This section focuses on supervised learning algorithms. A further distinction can
be drawn between algorithms which model linear and non-linear behavior. A third
category, called ensemble algorithms, groups algorithms that work by combining the
predictive power of a number of weaker models in order to generate one strong
predictive model [56].
Linear and higher-degree regression Linear regression aims to fit a linear function
to a set of data points, as illustrated in fig. 2.4. In principle, this method aims
to determine the weights w0 and w1 in eq. 2.4, in order to generate the best fit.
[54] This does not need to be limited to a linear regression, as function 2.4 can be
extended to fit non-linear behavior by increasing the degree of x. [56] In this way,
more dynamic behavior in data can be fit, possibly leading to better prediction
accuracy. Higher-degree (or -order) polynomial fits can be performed by extension
of the base Xj to X2 = X21 , X3 = X
3
1 or higher.
Instance-based methods k-Nearest-Neighbors (kNN), allocated in the class of instance-
based methods, relies on distance as its main metric [56]. The algorithm also does
not build a model, but rather determines the distance of a new data point to every
available training data point. Fig. 2.7 illustrates this schematically for an exem-
plary k = 6 kNN setting. The k number of nearest points are then used to classify
k=6 nearest neighbors
Figure 2.7.: An identification of k = 6 nearest neighbors in 2D space.
the new point by majority voting. For calculation of the distance, various distance
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(qi − pi)2 (2.5)
This equation 2.5 describes the distance between points q and p, in i dimensions. It
is however necessary to normalize each dimension prior to calculating distances, as
diﬀerent dimensions might be measured in diﬀerent units. [56] Normalization can
be performed in numerous ways, with typically feature scaling (bringing all values
into the range of [0, 1] being widely utilized in machine learning:
X′ = X− Xmin
Xmax − Xmin (2.6)
With X′ representing the normalized value, X the original value and Xmin and
Xmax representing the minimum and maximum values in a range of values.
Support Vector Machines Support Vector Machines (SVM) were developed to cre-
ate boundaries in feature spaces that are not linearly separable, i.e. in which classes
overlap and in which a clear linear boundary cannot be drawn [57]. To do so,
an input vector is transformed into a high dimensional space using non-linear
mapping. In the resulting linear space, separation planes to define classification
boundaries can then be inserted. Support vectors are first used to determine the
optimal, i.e. maximum distance between the points. The optimal hyperplane is
then placed at the middle distance of the vectors. [57] Support Vector Machine
(SVM) commonly rely on kernel methods, which can be described as estimating
the regression function of the local neighborhood of a given point. The latter is
described by a kernel function K(x, x′), with a common kernel function being the
Radial Basis Function (RBF) kernel, which is based on the Gaussian density func-
tion [58, 56]:
K(x, x′) = exp
{
−γ ∥∥x− x′∥∥2} (2.7)
With ‖x− x′‖2 eﬀectively representing the Euclidean distance of x from x′ and
γ being the variance of the Gaussian density, hence controlling the width of the






αiyiK(x, xi) + b (2.8)
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Decision tree learning Decision trees are a widely-utilized way for the approxima-
tion of discrete-value functions, with the learned function represented by a deci-
sion tree [54]. As learning progresses, the tree grows more complex. For human
readability, decision trees are often represented as a set of if-then rules. Classifica-
tion of instances are performed by the branches down the tree from the root to a








Figure 2.8.: An exemplary weather decision tree network, after Quinlan [60]. Illustrated are
multiple branches, representing possible outcomes. At the very bottom, Classes
represent the end of the branches, with N being negative and P positive.
relevant instance. Every node features branches, which represent possible values
as outcome of the test. [54] Once a terminal branch is reached, a decision is made.
In fig. 2.8, this is exemplified by a classification of weather into categories, negative
and positive. Assuming that the outlook is sunny, the left branch is selected. The
next test revolves around the humidity. If humid conditions are expected, then this
weather combination is classified as negative, whereas normal humidity is classi-
fied as being positive. Eﬀectively, decision trees can be defined as a hierarchical
set of rules, against which an instance is progressively being evaluated. [50] While
decision trees feature greatly in terms of construction speed, they lose out on ac-
curacy. This is primarily due to the nature of how decision trees divide a space
into branches. [56]
Computationally, a decision tree is created by recursively partitioning the avail-
able data. [61] The aim is that at each partition, the outcome of one leaf diﬀers as
much as possible to the other. By starting out at a root note, the best split is deter-
mined according to a pre-defined criterion, e.g. deviance or gini. The process is
repeated until another criterion defining stoppage, is reached. Commonly, splits
are determined by finding the one with the maximum information gain.
Random forests Random forests are essentially an extension of decision tree learn-
ing. Instead of creating a single tree, multiple trees are created and lastly, averaged.
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Each tree is created based on a random vector, which determines the growth of ev-
ery tree [62]. This random vector also determines the training values selected for
building each tree. The idea behind this algorithm is that the errors generated
by each of the trees continuously converge to a limit. Random forests follow the
Strong Law of Large Numbers. This proven theorem states that as the number of
trees increase, a convergence point will always be found. This assurance of con-
vergence is additionally the reason why random forest cannot be overfit with a
growing number of trees. [62]
Boosting Boosting aims to generate a single strong classifier or predictor from
multiple weak ones. [56] This is realized by generating a model from the train-
ing data, upon which a second model is created, with which the errors from the
first model are corrected. This process is repeated over and over until the training
set can be perfectly predicted or until a certain number of maximum models are
reached. Of the many diﬀerent algorithms, Adaboost is by far the most commonly
used [56]. It relies on building decision trees; after the first one is build, the tree’s
performance on every training data point is utilized to determine how much atten-
tion the following tree should allocate to every training point. Data points harder
to predict are given more weight and ones easier to predict are given less weight.
This process repeats, with every following tree updating weights, until the training
set is predicted perfectly. [56]
By doing so, prediction accuracy of decision trees can oftentimes be greatly in-
creased, which simple decision trees commonly lack. On the other hand, a num-
ber of advantages of decision trees, such as training speed and interpretability are
lost. [56]
Comparison of algorithmic characteristics All algorithms are based on one or more
assumptions on the distribution of data. Linear regression for example assumes
that a linear relationship exists in the data. Fitting this type of regression to data
that actually exhibits a linear relationship may generate good prediction results,
however with data showing non-linear tendencies, the trained regression may per-
form poorly prediction-wise. The algorithms detailed in chapter 2.2.3 all feature
diﬀerent assumptions and will bear advantages and disadvantages in diﬀerent char-
acteristics. In most cases, performance of a given algorithm in an arbitrary situa-
tion or problem is unknown in advance to data analysis. [56] Some characteristics
and four algorithms’ performances in each of these are summarized in table 2.2.
Table 2.2 is read with the following legend: = poor, = f air, = good.
Summarized are the performances in the stated characteristics for SVM, trees, all
types of regressions and kNN. In the course of a data analysis, it is important to test
a number of diﬀerent algorithms in order to identify those that best generate pre-
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Characteristics SVM Trees Regressions kNN
Handling of various kinds of data in-
puts
Handling of incomplete data sets
Robustness to outliers
Eﬃcient scalability towards large N
Handling of irrelevant input vari-
ables




Table 2.2.: A number of characteristics of various supervised learning algorithms, after
Friedman et al. [56].
dictions. Table 2.2 is to be treated as a general reference, instead of a prediction of
how these four algorithms will perform in the actual analysis in the work herein.
Notable observable tendencies are that SVM excel when the extraction of linear
combinations is concerned, whereas this type of algorithm performs poorly when
diﬀerent types of data are mixed (e.g. continuous and categorical variables), when
data sets have missing values or when the data is outlier-prone. This can be ex-
plained by the core logic of an SVM, as it divides the space by establishing support
vectors. These vectors are planes in d-dimensional space (d being the number of
dimensions in the input data set), hence any instances missing data for a number
of dimensions will result in a failure to build vectors in areas in which values are
missing. Trees in general on the other hand, including forests, tend to be the other
way around. As they divide the data space up recursively setting boundaries in all
dimensions, they are not as susceptible to large volumes of data. This is due to
trees not dividing by vectors, as SVMs do. By doing so, they can easily handle out-
liers, as these can collectively by divided to be part of a branch, separate from the
main branch. The disadvantage of trees is their prediction power, if their complex-
ity is not suﬃcient. By increasing a tree’s complexity results in greater processing
time needed and a decrease in interpretability of the results. Another algorithm
exhibiting robustness to outliers is kNN. Since its working logic is to find similar
past instances, its predictions are not influenced by the greater population of data
points. In contrast, this is one fundamental disadvantage of regressions in general,
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as these determine the best fit. Only the points in the vicinity of the fit will likely
generate an accurate prediction using the regression function. Outliers which are
especially far from the function will exhibit a poor prediction power. On the other
hand, regressions carry the inherent benefit of being easily interpretable.
These characteristics serve as rough guidelines when designing a data analysis and
may aid during the evaluation of which. Moreover, table 2.2 identifies areas of com-
petencies which could help when deciding the types of algorithms to use.
2.2.4. Big Data applications in aviation
Applications of Big Data in aviation has been rather limited. Oftentimes, authors
present their own definition of Big Data, as the term is still relatively young with
no single definition as yet defined by the research community. Applications of Big
Data technologies are listed in this section if the author publishes it as work in Big
Data. In this work, the author’s definition of Big Data is presented in 2.2.
In academia, a number of authors have recently published work on analysis on big
data sets, with relevance falling to the passenger, maintenance and airspace realm.
Akerkar [30] analyzed passenger data sets of 40 Gigabytes (GB) in size. The re-
sult included information on airline performance, market and passenger booking
patterns. Big Data activity in maintenance can be found in the realms of the anal-
ysis of test data [63]. Further sources [64, 29] indicate research work in the wider
Maintenance, Repair and Overhaul (MRO) area, such as by General Electric [65].
General focus of these activities is the prediction of the time of failure of parts.
The general trend for airplane manufacturers over the past decade has been to in-
stall sensors on board airplanes in order to track up to 1000 variables during flight
[29]. Such a wealth of variables and data sources yields a large amount of data gen-
erated per flight. As such, technologies able to handle these amounts of data need
to be used to allow processing in a feasible timeframe.
Activity for Big Data applications on ATM issues can be found in [41, 42]. Boci et
al. [41] focused on the analysis of large-scale Automatic Dependent Surveillance -
Broadcast (ADS-B) using a data lake, while Ayhan et al. [42] worked on predictive
analyses of airspace movements with an underlying data lake structure running
with algorithms provided by IBM.
Big Data applications in the aviation industry remain significantly more advanced
and far-flung. This may be due to Big Data being primarily a focus of companies
hoping to gain an upper hand over their competition, by employing these meth-
ods. The focus of these applications can be grouped as solutions aiming to drive
down costs for aircraft operators in fuel and the MRO realm. Notable companies
involved in fuel eﬃciency solutions include Airbus and IBM [66], who are collabo-
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rating to provide so-called Smarter Fleet solutions. These rely on Big Data tools and
solutions. Other providers in the fuel eﬃciency realm are Lufthansa Systems
[67] and General Electric [68], who both provide platforms for airline customers
for various eﬃciency solutions.
The second cluster of Big Data applications in the MRO realm is lead by widely-
known engine manufacturers, such as Rolls-Royce [69], General Electric [68]
and Pratt & Whitney [70]. All companies aim to provide a system with which
predictive analytics based on large-scale data collection can be provided to the air-
line customer. Aircraft manufacturers Airbus [66] and Boeing [71] have also com-
menced development in this realm, with the goal being to provide an increase in
operational performance through data analysis of vast amounts of data collected
while inflight.
2.3. Weather forecasting and forecast
verification
Forecasts in almost all instances carry the belief that even inaccurate or limited
knowledge on a matter is in all cases better than having none [72]. This is also true
of weather forecasts, among many others disciplines [72]. Weather forecasting in
the U.S. and western Europe commenced in the years between 1850-1870, in paral-
lel to the establishing of regional and national weather services [73].
In the early days of weather forecasting, predictions were based on subjective opin-
ions [74]. Over time, the necessity to utilize objective methods has gained more
momentum. Statistical methods, particularly regression, as well as Monte Carlo
methods have been implemented. [74] The idea of using numerical methods and
physical properties to determine forecasts was developed shortly after, yet proved
infeasible without the necessary machines to conduct vast calculations [75]. With
the advancement of computers and increasing computational power, these meth-
ods could then be applied. A more advanced understanding of the physics of the
atmosphere as well as more data sources also added to the increased use of numer-
ical methods. [75] These are used, under implementation of Atmospheric Circula-
tion Models (ACMs), to create forecasts of wide geographic areas [2]. These grids are
rather coarsely-grained with a resolution of approximately 50-100 kms. According
to Cofiño et al. [2], a number of meteorological phenomena including rainfall,
quantitatively vary on smaller scales. This eﬀectively leads to ACMs not providing
a detailed forecast of local scales for these phenomena. This shortfall has lead to
the application of statistical and machine learning techniques to weather forecast-
ing. These methods rely on databases containing historical weather observations
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to train models, which are then used to predict future meteorological phenom-
ena. [2] These probabilistic methods diﬀerentiate themselves by avoiding the use
of deterministic models based on physical properties [76]
2.3.1. State-of-the-art of weather forecasting
This section begins by stating works on numerical methods used for weather fore-
casting. This is followed by a number of recent machine learning applications,
in order to provide the reader with the current state-of-the-art regarding the pro-
liferation of probabilistic methods. These will include work based on regression
approaches, hidden Markov models and neural and Bayesian networks. A short
paragraph will also give a short description of combination approaches.
The majority of work in the realm of weather forecasting rely on generative ap-
proaches, in which the weather is simulated by numerical methods [77, 78]. As
these do not yield detailed descriptions of local weather phenomena, statistical
and machine learning techniques have started to be applied in this field. Regres-
sion and classification models have been employed [79], which aim to decrease the
uncertainty of regional weather forecasts. Another approach [80] has been to utilize
hidden Markov chains, which assume unobserved weather patterns and states and
which follow a Markov chain. Neural networks have too been applied in weather
forecasting [81, 82, 83], however limited, due to a number of fundamental diﬃcul-
ties encountered when applied in the realm of meteorology as compared to regres-
sion methods [82]. Work has also been performed to connect ACMs with predictive
models. The patterns predicted by the models are fed into observational databases
[84]. By doing so, sub-grid details can be calculated. This process is widely known
as downscaling. However, drawbacks exist when applying this model, as statistical
independence between diﬀerent variables is assumed and important information
thereby ignored [2].
Although machine learning methods have been successful in a number of fields
and tasks, applications in the weather forecasting domain has been limited. Bayesian
methods are the only major exception and work has been done on the prediction
of precipitation and general weather one day in advance [2, 85]. The major bene-
fit exploited when applying Bayesian networks is the fact that these can be ideally
implemented to discover dependencies among variables [2].
More recently, wind prediction using publicly-available flight tracking data has
been presented [86]. By using a Bayesian framework with Gaussian Processes, the
feasibility of leveraging aircraft as an inflight sensor network for wind forecasts
could be shown. Another work byGrover et al. [87] focuses on predicting weather
while taking the tightly coupled weather variables into account.
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2.3.2. Forecast verification
Tendencies to question and determine the quality of forecasts started shortly af-
ter the establishment of national weather services, with Finley’s work on tornado
forecast verification in the U.S. [88] being one of the first works in this field. This
publication accelerated the drive to verify forecasts in the following years [89, 74].
Verification of the forecasts on how accurate these predicted the real weather has
been of great importance and continues to do so [72]. A primary challenge for
meteorologists has been the establishment of a scale for goodness for weather fore-
casts. While a number of such scales have been proposed, agreement has not been
reached on what the most useful is [90]. One of the most well-known researchers
in the field of meteorology, Allen H. Murphy presented a definition of a good
forecast [91]. The definition is threefold, of which two are very familiar and widely
accepted by forecasters. One of which describes a forecast as good, if the forecast
conditions do not deviate significantly from the observed conditions. [91] A gen-
eral framework for forecast verification was presented by Murphy and Winkler
[92], while a further publication approached the issues generated by forecast veri-
fication as in complexity and dimensionality [93].
Verification methods were surveyed in the late 1980’s by the World Meteorologi-
cal Organization (WMO) [94]. Currently, the WMO publishes recommendations
on verification strategies and scores, in order to support exchanges of verification
scores between diﬀerent locations [72]2. Member states of the European Union
provide annual reports on the verification of forecasts in their respective national
weather services. At national level, forecast verification strategies may vary. This
may be due to the varying forecast purpose of each service’s user group. A broad
overview of current verification methods is provided by the Joint Working Group
on Forecast Verification Research3. [72] While national weather services mostly verify
their forecasts, this may not be standard practice for private forecasting companies
[72]. Studies commissioned by the Royal Meteorological Society have shown
that large discrepancies in the quality of meteorological forecasts exist, with some
users seemingly being indiﬀerent to forecast accuracy [95, 96]. The authors also
criticize the lack of uncertainty estimation of forecast results.
2.3.3. Meteorological outputs
A number of diﬀerent outputs are produced by meteorological entities, such as
the National Weather Service (NWS). Each represents a diﬀerent use case and is
therefore generated in a diﬀerent manner. The Research Data Archive of the
2http://www.bom.gov.au/wmo/lrfvs/users.shtml
3http://www.cawcr.gov.au/projects/verification/
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National Centers for Environmental Prediction (NCEP) retains a number
of data set types, of which three relevant ones are described in the following:
Forecasts: Forecasts are available on a wide range of variables and are gen-
erated in diﬀerent time steps. The type used in this work is generated by
the GFS four times a day, at 00z, 06z, 12z and 18z. These have a forecast
range of up to 36 hours in advance with, among others, a spatial resolution
of 0.5◦across the globe. A GFS numerical forecast run is initialized using
the analysis generated six hours prior. Due to the time needed to perform a
Numerical weather prediction (NWP), a forecast needs to be initialized early
enough so that it is available at the mentioned times of day. [97, 98]
Analyses: Analyses are a snapshot in time and are produced by a large num-
ber of observations on an irregular grid, with the goal of producing a de-
piction of the state of the atmosphere at a point in time. This is in contrast
to forecasts, which describe a condition in the future. An analysis normally
incorporates around 10% more observations than a forecast. In contrast to
forecast generation, the initialization of an analysis will therefore have to
wait until a suﬃcient number of observations have arrived to start the pro-
cess. An analysis for the state of the atmosphere at e.g. 00z will likely only
be available an hour or so later, yet in time for the initialization of the next
forecast run. [98, 99]
Re-analysis: Re-analyses are analysis runs on a fixed atmospheric model and
software system. They are run across large numbers of years, as in the case
of the 31-year re-analysis run (1979 to 2009) [100]. Re-analyses use only a sin-
gle model, as well as one data assimilation system. The benefit of this is
that the re-analyses are not aﬀected by a change in method, as can be the
case with analyses [101]. For the re-analysis, all available data, from e.g. ra-
diosondes, aircraft and Aircraft Communications Addressing and Reporting
System (ACARS) data, surface observations, ocean surface wind speeds and
satellite wind observations among others, are included [100]. Therefore, this
kind of data is considered the best estimate of the state of the atmosphere.
[100, 102]
Fig. 2.9 illustrates these three types of meteorological outputs. At at arbitrary time
T1, an analysis and a forecast are generated. The analysis depicts the meteorolog-
ical conditions at T1, while the forecast pictures conditions at T2. At a later point
in time T3, a re-analysis is generated which describes meteorological conditions
valid at every past time stamp, including T1 and T2.








Valid at: T1, T2, ...
Figure 2.9.: Diﬀerentiation of analyses, forecasts and reanalyses, their dates of cre-
ation/generation and validity.
2.3.4. Data variables and units
Meteorological entities commonly provide wind speeds in a two-component fash-
ion, U wind component (UGRD) and V wind component (VGRD). The former is posi-
tively defined in a northward and the latter defined in an eastward direction. Wind
speeds are expressed in units of meter per second ms . [103]
Another two variables, which are also provided to common flight planning tools as
input data, are Geopotential height (HGT) and Temperature (TMP). The unit for TMP
is Kelvin K, while HGT is expressed in gpm. HGT is of particular importance,
as the values of this variable are used to compute the actual geometric height or
altitude. From the standpoint of a meteorological organization, height is com-
monly declared along a geopotential. Measurements are often conducted using
radiosondes, the geometric elevation of which is dependent on pressure, tempera-
ture and the gravitational acceleration at any arbitrary point [104]. Due to constant
variations in the atmospheric properties, it is therefore standing to reason that the
general variable for altitude not be one expressed by a geometric, but geopoten-
tial. This stands in contrast to the usage of barometric altitudes by aircraft. The
benefit of using geopotential in meteorology lies in the geopotential only being
dependent on the variable gravitational acceleration along its geometric altitude.
The common unit for this purpose is the Geopotential meter (gpm), its definition ex-
pressed by Wright [104] as:
"The definition of geopotential is the potential energy due to gravity of a unit mass of air
at some point above a standard position (i.e. zero energy), usually mean sea-level, and is
measured in a positive sense vertically upward."
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With n the index for the number of the layer, the constant 9.80665 representing
the standard acceleration of gravity and g(z) being the respective gravitational ac-
celeration at a geometric height z. The equation for conversion from geopotential
to geometric altitude is also expressed by [104] as in equation 2.10.
zn =
hnRe









With Re the radius of the earth at latitude N, gN the equation for the gravity at N














Calculation of the local radius at any latitude is necessary due to the earth’s eccen-
tricity e. Furthermore, two constants are needed for the calculation: the equatorial
radius of the earth at a = 6378137.0m and the polar radius at b = 6356752.3142m
[105].4
2.3.5. State of the art of weather uncertainty handling in
aviation
Uncertainties in weather phenomena have always represented a research eﬀort
throughout history, as described in 2.3.2. The aviation industry has not been ex-
empt from this. A number of research groups, namely the Europe/USA Air Traf-
ficManagementResearchandDevelopment Seminars,ComplexWorld5 and
SESAR’s Innovation Days, have recently focused on the handling as well as impact
of weather uncertainty to aviation.
4These two radii are also known as the semi-major axis and semi-minor axis, respectively. [105]
5This research network represents the research themes of the long-term objectives of SESAR and initiated
by research body Innaxis.
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The mentioned groups all lay a strong focus on an ATM viewpoint. Prior to the
launch of ComplexWorld, research had already begun on examining the air traf-
fic flow under impact of weather uncertainty [106]. In this work, a number of al-
gorithms for weather avoidance are presented, which when simulated, yielded a
significant reduction in overall ATM delay.
Following work involving the uncertainty of weather can be found under the ini-
tialization of the general Impact modelling of adverse weather on ATM performance
program by ComplexWorld. Two tasks have been primarily defined in this pro-
gram: quantification of the uncertainty of specific weather phenomena (thunder-
storms, precipitation) as well as a focus on the avoidance of adverse weather by
aircraft. For the first focal point, Sauer et al. [107] is the most recent work. The
authors describe a methodology for the uncertainty analysis of thunderstorm now-
casts. This topic is the result of a prior research focus on adverse weather avoid-
ance modelling. Work has primarily involved the so-called Adverse weather diver-
sion model (DIVMET) [108]. This model has been deployed for the optimization
of flight route changes, among other applications [109, 110, 111]. Other work, by
Schilke and Hecker [112], proposed an on-board system, with which the flight
route of the aircraft is altered around convective weather. The aim is to optimize
the route as early as possible, so as to fly the most eﬃcient one possible.
In parallel to this research, Tino approached the topic of wind velocity uncertain-
ties [113, 114]. In [113], a methodology is presented for estimating wind errors using
information acquired through ACARS messages. More recently, the author pub-
lished work on wind models and stochastic programming algorithms [114]. These
are applied on several high-density routes in the continental U.S., yielding aver-
aged wind uncertainties along these. The aim of this work is to improve the air
traﬃc network’s predictability of traﬃc streams.
Uncertainties in forecasts have long been considered to be mainly the result of un-
certainties in numerical simulations’ initial conditions [115]. To achieve a greater
likelihood of capturing the correct initial conditions, the Ensemble Prediction Sys-
tem (EPS) by the European Centre for Medium-Range Weather Forecasts (ECMWF)
was set up in 1992. This system utilizes a set of diﬀerent initial conditions for sim-
ulation, yielding diﬀerent forecast outcomes. Buizza et al. [115] investigated a
methodology to increase the spread of the ensemble while improving the fore-
casting accuracy for some parameters. This methodology was later integrated into
the operational EPS in 1998. [115]
Further research eﬀorts in the context of EPS have been conducted by Candille
et al. [116]. The authors utilized observational data to verify the EPS at the Cana-
dian Meteorological Centre (CMC). Verification was performed against the
observed data, culminating in a revision of the working EPS. Usage of such a sys-
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tem in a pure aviation setting has recently been a major focus of both Complex-
World and SESAR’s Innovation Days. Cheung et al. [3], in the course of the IMET6
project, evaluated the sensitivity of flight durations due to uncertainties in numer-
ical weather predictions. Each ensemble member forecast of an EPS was used to
predict one trajectory, yielding a range of diﬀerent trajectories due to each mem-
ber’s simulated wind predictions. All ensemble members are by definition equally
probable, resulting in all predicted trajectories also being equally probable. In a
following publication [4], this approach was further deepened by the calculation of
each trajectory’s contingency fuel. By calculating the amount for each ensemble
member, a Probability Density Function (PDF) of the predicted contingency fuel
could be determined. This eﬀectively resulted in an estimate on the uncertainty
of contingency fuel due to weather uncertainty. In the case of a PDF with a low
Standard Deviation (SD), the uncertainty of the required contingency fuel is low
and high in the case of a high SD. This knowledge is assumed to support airline
decision making, as the process sheds light on a probable interval of the amount
of contingency fuel. [4]
It is important to note that the application of EPS on flight planning provides a
means of quantifying the spread of needed contingency fuel due to uncertainty.
The most probable forecast itself is not much improved with the ensemble ap-
proach [117]. This challenge is the focus of the work herein, for which a proposed
application is presented in the following section.
2.4. Proposal for a machine learning
application in flight planning
Solving the optimization problem in flight planning of finding the most cost-
eﬃcient route has heralded the development of two solution approaches to date,
as described in 2.1.4. Departing from a 2D and embracing a 4D network solution
approach, the aim has been to increase the computational eﬃciency of the flight
planning logic. While the change in approach has the potential to avoid a deteri-
oration of the quality of the solution [10], it aims to increase the quality of flight
planning through eﬃciency. In this thesis, a diﬀerent and novel approach towards
the improvement of the flight planning process is proposed. Instead of aiming
to optimize the eﬃciency, the proposed approach targets the eﬀectiveness of the
process, by improving the quality of the input data. This approach is in theory not
contradictory to the type of network solution approach. The two approaches may
6IMET: Investigation of the optimal approach for future trajectory prediction systems to use METeteo-
rological uncertainty information.
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even complement each other as both target an optimization in diﬀerent areas of
the problem and by diﬀerent means.
2.4.1. Proposal outline
This section presents first an assessment of foregone work in the field of uncer-
tainty handling in an aviation context. Work on uncertainty handling on a wider
context is presented in 2.3.5. In this section, only specific research work which
share similarities and overlaps in methodology are presented. By evaluating these
prior works, a research gap is then identified, for which a solution for closing it is
in turn proposed.
Prior work
The proposed idea envisions a method for the quantification of the uncertainty in
wind forecasts used in flight planning. As pointed out in 2.1.1, uncertainty is not
considered in most flight planning tools and the contingency fuel is carried along
to account for deviations along the flight path due to meteorological conditions.
Eﬀorts to quantify and better handle the impact of weather uncertainty in aviation
have centered largely on decision support while in flight, such as [111, 112]. These
proposals can not be directly applied to flight planning. Other eﬀorts, such as by
Kapoor et al. [86] have shown that a comparison between wind forecasts and
inflight wind measurements can be successfully utilized for training a predictive
model for wind forecast errors. The authors have also suggested that by applying
their predictive model to flight planning, flying times as well as fuel usage could
be minimized.
Leveraging inflight wind measurements has two major drawbacks; coverage and
statistical relevance. Airspace above the U.S. and Europe feature a large number of
aircraft, with 15.9 and 9.5 million controlled Instrument Flight Rules (IFR) flights
alone in 2010 [118]. These numbers do not hold true for the majority of the remain-
ing global airspace. While traﬃc is not non-existent, it may be sparser. The smaller
number of flights means that a desired statistical relevance may not be achievable,
potentially decreasing the confidence of the predictor. As flights commonly (in
non-oceanic airspace) fly along airways, the coverage of such a system is limited to
these paths. When considering flight planning, any waypoint may be taken into
account when planning the most economical route. The eﬀectiveness of a predic-
tor as proposed in [86], may only be limited to common airways’ waypoints.
Similar research has been done by Schwartz et al. [119]. In their research, the
authors utilized data from Rapid Update Cycle (RUC) runs, as well as ACARS data.
The goal of their research was to determine the accuracy of the forecast system.
Average wind speed errors were determined in the process. The authors stopped
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short of creating a system that could translate their learned insights into wind
speed errors to predict future wind speed uncertainties. By leveraging exactly this
prior work, Lee et al. [120] created a method that not only generated estimates
on the wind uncertainty, but also determined the eﬀect these uncertainties had
when considered in conjunction with aircraft trajectory. A key characteristic of
their method is the ability to correlate specific weather phenomena to variations
in uncertainty. The authors utilize multiple forecast sets to create a forecast en-
semble. Wind speeds and errors are considered for single point locations over the
duration of the ensemble. In this way the goal of quantifying wind uncertainty by
region, altitude and ensemble lead time can be determined. Underlying data for
this research only comprises six successive RUC runs and only for the continental
U.S.. It is also noteworthy that when calculating the impact of wind uncertainty on
flight trajectories, the authors define a one sigma/standard deviation boundary for
wind speeds with which the route deviation is determined. What is excluded from
that work is the determination of the expected uncertainty by the quantitative na-
ture of an arbitrary forecast.
Further development using RUC was pioneered by Zheng and Zhao [121]. With
using each following RUC run’s wind analysis as reference, i.e. the “true” value of
the wind speed, the forecasts’ wind errors was determined. While the research in
this thesis aims to quantify wind speed errors by calculating the diﬀerence, a num-
ber of discrepancies need to be outlined. The data volume considered in [121] is
limited and the authors themselves call for a larger data set to be examined to so-
lidify their findings. Another stark diﬀerence lies in the type of data. While in [121]
RUC forecast and analysis data is used, the research herein utilizes GFS forecasts
as well as Climate Forecast System Re-analysis (CFSR) re-analysis data. The reason
being that GFS forecasts are commonly used in flight planning and re-analysis
data being the most accurate depiction of the state of the atmosphere [100]. An-
other diﬀerentiating factor lies in the handling of the uncertainty. The authors
in [121] focus on quantifying the wind speed errors along regional and temporal
correlations and present distributions of speeds. This represents one of the major
diﬀerences, as one goal of the research herein is to not only develop the capabil-
ity of providing a likely wind speed error in general for an arbitrary location, but
predicting the varying error for quantitatively diﬀerent forecasts. The reasoning
behind this approach is that it is far from certain that the same error as well as its
distribution will always be present in the same magnitude in all forecasts for any
location.
Kahl and Samson [122] investigated the uncertainty in trajectory calculations in
boundary layers, that resulted from low-resolution meteorological data. One of
their results was that the interpolation used with this data was insuﬃcient and
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prone to yielding imprecise trajectories.
A number of authors investigated the impact of trajectory uncertainty from an
ATM perspective. Mondoloni [123] addressed the multiple sources of forecast er-
ror and their impact on flight trajectories. Nilim et al. [106] proposed an algo-
rithm for the risk evaluation of tactical route planning around convective weather.
This dynamic routing strategy aimed to minimize the expected delay. Knowledge
of this could help ATM improve its predictability.
The Europe/USA Air Traffic Management Research and Development Sem-
inar also incorporated a drive to quantify the uncertainty of wind predictions and
the resulting impact on trajectory accuracy. Papers from three consecutive semi-
nars address this issue. Cole et al. [6] sought to improve RUC forecast runs by
incorporating real-time aircraft observations and in this way reduce wind speed
errors. On the other hand, Pepper et al. [124] proposed a method for accounting
of uncertain weather information while utilizing Bayesian decision networks. The
third kind of investigation by Clarke et al. [125] sought to determine the stochas-
tic capacity of an airspace under weather uncertainty. An algorithm was proposed,
with which the number of aircraft to be send into an airspace was determined.
Routing guidance in the presence of uncertain events was also taken into account.
2.4.2. Research gap
From the summary of foregone work (see section 2.4.1), a number of insights along
with three main prior work can be identified. All three research projects share cer-
tain aspects with this work. These are summarized in table 2.3. The first aspect
is the backbone of the motivation of the work herein, as the goal is to improve
the accuracy of weather forecast. While the last one closes the circle with an ap-
plication of these improved forecasts onto the flight planning process, in order to
estimate the value added. The novelty of this work is a fundamentally diﬀerent ap-
proach to estimate forecast uncertainty, hence the aspect of machine learning. The
remaining two aspects, statistical relevance and large geographical coverage are re-
quirements to machine learning and flight planning respectively. Determination
of wind speed uncertainty itself is not novel and has been pursued by a number of
researchers. Both Kapoor et al. [86] and Zheng et al. [121], among others, focus
on determining the uncertainty between data sets of forecast and actual wind data.
Due to the very limited data size used, the authors themselves (such as Zheng et
al.), call for an evaluation to “...obtain more definitive conclusions, significantly more
wind error data may be needed.” [121].
Their and other authors’ [122, 123, 6] research focused on limited geographical ar-
eas, however showed the basic feasibility of eﬀorts to determine wind forecast er-










X X - X
Statistical relevance - - - X
Large geographical
coverage
- X X X
Machine learning on
Big Data
(X) (X) - X
Application to flight
planning
- - X X
Table 2.3.: Comparison of prior work with the research gap being identified, which is to be
covered by the work herein.
rors with historical data.
Kapoor et al., but especially Cheung et al. [4] pursued greater geographical cov-
erage. The latter’s work even allowed further application to flight planning along
routes across the northern Atlantic.
On the aspect of machine learning on Big Data, the first two prior works in table
2.3 exhibit coverage, albeit only in part. While both pursue an eﬀort to perform
machine learning, they do so on data sets of limited size. On top of this, both re-
strict their activity to a single type of learning model.
An evaluation of the impact of determined wind uncertainties has only been per-
formed byCheung et al.. In the course of the IMET7 project, the eﬀect of forecast
ensembles on the spread of fuel predictions by a flight planning engine was inves-
tigated.
This thesis aims to close the above identified gaps in research by proposing a
method which covers all five aspects identified in table 2.3. The focus lies on the
prediction of uncertainties in wind forecasts using underlying machine learning
algorithms, trained on global historical wind forecast and re-analysis data. In or-
der to achieve high statistical relevance, a prime focus of the method proposed
herein is to rely on large data sets spanning years’ worth of data. The data itself is
envisioned to cover a large area from western Europe to South East Asia and across
multiple altitude levels.
7IMET: Investigation of the optimal approach for future trajectory prediction systems to use METeteo-
rological uncertainty information.
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The prediction performance of the trained algorithms is first determined. In a last
step, the impact of this prediction performance on the process of flight planning
is evaluated. As such, an arbitrary prediction’s eﬀect on the accuracy of generated
flight plans is to be gauged. In turn, this serves as a metric with which the feasi-
bility of the herein proposed concept can be evaluated in the scope of an airline
process.
2.5. Summary
This chapter provides an overview across the topics of flight planning, Big Data
and machine learning and weather forecasting. Outlined are the fundamentals of
flight planning, in particular the factors influencing diﬀerent costs. On Big Data
technologies, commonly employed data cluster structure and frameworks are pre-
sented. State of the art weather forecasting methods and data sources are elabo-
rated upon, after which a motivation on weather uncertainty in the context of avi-
ation is presented. A last section presents prior research works, before identifying
a research gap, for which this thesis proposes a system.
3 Conception of a machine learn-
ing system for uncertainty pre-
diction
This chapter describes the conception of the proposed machine learning applica-
tion for the prediction of wind speed uncertainties in weather forecasts. First, a
problem statement is presented, which is derived from the research gap identified
in section 2.4.2. Serving as a motivation for the realization of a system that closes
the research gap, a number of general requirements are then defined. Following
these, a system architecture is presented, of which the main functions of the con-
cept are described on a high level. The focus is laid on the overall architecture,
connections and input and outputs of the diﬀerent parts of this system.
3.1. Problem statement
The flight planning process relies to a significant extend on the wind and temper-
ature forecasts, as detailed already in 2.1. Forecasts are assumed to be true in most
flight planning engines [10]. No computational eﬀort is invested in flight planning
that deals with the uncertainty in forecasts and the impact that falsely or inaccu-
rate forecasts have on the quality or accuracy of flight plans. This is particularly
relevant in light of the highly dynamic nature of weather.
The current strategy to account for unpredictability of weather phenomena is to
carry an extra amount of fuel. The obvious drawback to this methodology is that
potentially unneeded fuel weight is carried. From a financial perspective, every
unit of weight equals higher costs, as this weight needs to be transported from
origin to destination. Thus, the question derived from this problem is whether it
is possible to quantify the uncertainty posed in an arbitrary forecast (with which
a flight is planned) and after accounting for this uncertainty, increase the pre-
dictability of the resulting flight plan. This issue of weather uncertainty in aviation
is currently accounted for among others, by avoidance of adverse weather while in
flight. However, at the time of writing, no solution with which to quantify the un-
certainty of forecasts while in the phase of flight planning exists.
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The goal of the methodology proposed in this thesis is to cover this gap. Envi-
sioned is a method which predicts an expected uncertainty in an arbitrary forecast
and thereby reduces the discrepancy between it and the actual condition.
3.2. General requirements considerations
Based on the problem statement worded in 3.1, the requirements for such a pro-
posed methodology to be applied in a flight planning context can be defined. These
are modeled after the input data needs in flight planning.
Intercontinental coverage: Flight planning solutions are able to plan a flight
between any two locations and can theoretically select any waypoint to be
part of the plan. It is necessary that the proposed method covers a feasibly
large area, allowing long-haul flights. Data sources must provide full cov-
erage across these region. Should data not be available for a period of time
on an arbitrary location, the concept will need to be designed with enough
resilience to avoid a breakdown of the methodology.
Altitude level coverage: When evaluating the uncertainty, a number of alti-
tudes must be considered. Since flights may cruise on a number of altitudes
and even change these in the course of a flight, a broad coverage is necessary
to achieve a greater altitudinal resolution.
Evaluation of forecast patterns: Flight planning solutions work with wind
forecasts that are generated by the Global Forecast System (GFS). Typical
forecasts feature a range of up to 36 hours with timesteps of either 3 or 6
hours. [97] It is necessary that wind speed deviations for an arbitrary point
are predicted along the pattern comprising the values at each timestep. This
pattern is eﬀectively a time-series. The envisioned algorithm will need to be
designed to perform a pattern recognition and return one or more predic-
tions on likely deviations.
Statistical relevance: For the method to provide accurate predictions and to
maximize the confidence of these, a large data backlog will be needed. A
timeframe of close to 10 years’ worth of wind forecast and re-analysis data is
to be used for the development of the method.
Core to this method are machine learning algorithms. The data collected (as men-
tioned in the last point in the above list) is used to train these, the idea being that
an ever-increasing amount of data will further improve the algorithms’ accuracies.
A data cluster is be needed and utilized for the quantities of data to be eﬃciently
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stored, handled and processed. The particular bottleneck is the computing power
for data processing. A single machine may in theory be able to perform all nec-
essary computations, in an unfeasibly large amount of time. Because of this limi-
tation a Big Data cluster is required (see section 2.2 for more details), connecting
multiple machines and being able to yield parallel processing capabilities aimed
at shortening processing duration.
3.3. Data needs
Based on the general requirements laid out in 3.2, the following data needs can be
derived:
3.3.1. Necessary data variables
With the nature of this concept being the prediction of wind speed uncertainties
in wind forecasts, the primary data variable required is wind speed. As described
in section 2.3.4, U wind component (UGRD) and V wind component (VGRD) are
the two variables used to define wind direction and speed. Also needed in this
thesis are Temperature (TMP) and Geopotential height (HGT) data. For the latter,
the conversion from geopotential to geometric height is possible by application of
equations 2.10 and 2.11.
3.3.2. Grid
Weather data provided by the World Meteorological Organization (WMO) or the
United States (U.S.)’ United States National Weather Service (NWS) is commonly
distributed in General Regularly-distributed Information in Binary form (GRIB)
format [126], in either edition 1 or 2. Data is highly compressed in this format,
hence easing data transfer. Compression carries a drawback, as the data first needs
to be converted to a diﬀerent format prior to any data analysis. In this thesis, GRIB
data was first converted to Comma-separated Values (CSV) format.
As the format’s name implies, the data in a GRIB file is gridded. This makes par-
ticular sense for meteorological data, as any data value needs to be referenced by
not only a temporal, but also a spatial tag. The spatial tag is described by latitude
and longitude. Since one requirement (see 3.2) is that the concept works globally,
all coordinate locations in a 0.5◦ by 0.5◦ resolution need to be taken into account.
Fig. 3.1 illustrates this resolution and the remotest points considered in this the-
sis. The resolution by half a degree is chosen, as it is the resolution also serving
as input to Jeppesen’s flight planning software FlitePlan Core1 [127]. A hypothetical
1This software will be used to evaluate the method described herein.











































Figure 3.1.: Coverage of the type of grid utilized in this thesis. Shown is the spatial resolution
of 0.5◦ , the four remotest corner points and one at N0◦, E0◦ , indicating the grid’s
global coverage.
maximum of 720 longitudinal (W180◦ to E180◦) and 361 latitudinal (N90◦ to S90◦)
coordinate points are considered, thus resulting in 259920 coordinate pairs. As is
described in section 6.1.3, processing is limited to a fraction of these points.
3.3.3. Altitudinal levels
Due to the variability of the atmosphere, fixed geometric altitudes are not feasible.
Instead, the altitude of a measurement is expressed as being valid on an isobaric
surface level, the common unit used being Millibars (mbar). To provide a thorough
altitudinal coverage, in total, 14 pressure levels from 800 mbar to 150 mbar in steps
of 50 mbar were selected. Fig. 3.2 illustrates such an altitudinal column for an
arbitrary point. These two bounding values describe an altitude range that is com-
monly utilized by Instrument Flight Rules (IFR) flights and thus applicable to the
flight planning process. Supporting this assessment is International Civil Aviation
Organization (ICAO) Doc 7488/3 [128], in which the International Standard Atmo-
sphere (ISA) is described. Conversion tables in this document yield values for pres-
sure level 150 mbar in the ISA equating to approximately 13, 600m or 44, 619 f t and
one of 800 mbar to around 1, 900m or 6, 233 f t.
With these pressure levels, an altitudinal grid is eﬀectively produced, with a sin-
gle point bearing two values for wind speed, one for temperature and another for
geopotential height. The latter value determines the geometric altitude on which






Figure 3.2.: Vertical pressure levels above one arbitrary 2D geographical point. Illustrated is
the lowest level at 800 mbar and the highest at 150 mbar. Two intermediate levels
are also shown, indicating that levels are defined by increments of 50 mbar.
all the prior values are valid. By adding a third value, altitude, to a point (defined by
coordinates), a 3-dimensional (3D) point and thus a precise location can be defined.
3.3.4. Temporal considerations and forecast steps
In 3.2, the requirement for a large data set comprising multiple years to ensure
statistical relevance is defined. The time span ultimately taken into consideration
in this thesis ranges from November 01, 2006 to including June 30, 2016; repre-
senting 9 years and 8 months.
Forecast steps chosen range from 6 to 24 hr forecast steps, with a 6-hourly tem-
poral resolution. Additionally, an analysis step is to be added to the data set. This
step describes the meteorological conditions in the same way as forecasts do, with
the diﬀerence that it is valid at the same time as it is created. Analyses are delayed
from GFS forecast generation steps, so as to receive more observational data as in-
put for the simulation run. The extra data available to analyses amounts to around
10% of the data volume of GFS forecasts. It is therefore a description of “current”
conditions. [98, 99]
Analysis and forecast steps created together at the same date of creation form one
set. During the above-mentioned time span, one set is obtained for every time step,
i.e. every 6 hours. Fig. 3.3 illustrates how these sets are composed and connected
to time stamps. 24 hr forecast data is the furthest forecast step used in this thesis,
with even further steps unnecessary. This is due to maximum time span needed in
the flight planning process. Typically, a flight plan is generated a few hours prior
to takeoﬀ, earliest at four hours and latest at 30 minutes prior to Estimated time
of departure (ETD) [129]. Assuming an average lead time of 2 to 3 hours prior to
takeoﬀ and knowing that the longest civilian flight to have taken place until the
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Figure 3.3.: Forecast sets and their composition. One set each is defined for arbitrary time
stamps T1 and T2 in between the temporal boundaries of 01-11-2006 and 30-06-
2016. The temporal diﬀerence between T1 and T2 is 6 hours.
time of writing was from Singapore Changi International Airport (SIN) to Newark
Liberty International Airport (EWR) [130] with a flight time of under 18 hours [131],
the maximum time span needed to be covered by forecasts is equal to around 21
hours. A forecast 24 hours ahead is suﬃcient and no further forecast steps are
needed for single flight plans.
3.3.5. Data sets
As the proposed concept herein aims to quantify the uncertainties in wind fore-
casts, two types of data sets need to be acquired. The first one is a set of historical
wind forecasts, with their deviation from the actually determined meteorological
values to be evaluated. To do so, a second data set with records of the true or actual
data is needed. While in theory, the absolute true value is never measured, data is
used with the highest possible confidence of it being the most accurate description
of meteorological conditions, with the least possible deviation from the truth. As
described in 2.3.3, the data set best suited for this purpose is the re-analysis data
set.
The specific data sets selected for this research were obtained from the Research
Data Archive2 made available by the National Center for Atmospheric Re-
search in Boulder, Colorado. This archive holds data sets from a variety of inter-
national sources, such as National Centers for Environmental Prediction (NCEP),
European Centre for Medium-Range Weather Forecasts (ECMWF), Canadian Me-
teorological Centre (CMC) and Japan Meteorological Agency (JMA). From among
these, forecast data from data set ds335.0 [103] was selected. Forecast data therein is
gathered from a wealth of sources, from the likes of the itemized above.
For the re-analysis data, two data sets, namely ds093.0 [132] and ds094.0 [133], were ac-
2URL: http://rda.ucar.edu/
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cessed to obtain required data. The data of the first data set stems from the Climate
Forecast System Re-analysis (CFSR) program, provided by NCEP. However, the lat-
est re-analysis was conducted only until December 2009 [100]. The CFSR has been
conducted with the Climate Forecast System version 2 (CFSv2) model and has been
extended from that date onwards by the CFSv2 [100, 134]. Therefore, for re-analysis
data continuing from January 1st, 2011, the latter data set was utilized as a data
source.
3.4. System overview
The proposed method closely resembles the schema suggested by Provost and
Fawcett (see fig. 2.3), which foresees a data mining part to create a predictive
model. In turn, this model (in this case the algorithm) is applied on a new data
item. The result of this process herein is the forecast with a predicted deviation
and an occurrence probability. Fig. 3.4 illustrates an overview of the proposed
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Figure 3.4.: System overview of the proposed method with three main steps illustrated.
usage of the algorithm (see dashed box no. 3 in fig. 3.4). A current arbitrary forecast
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to be evaluated for predicted deviations serves as the input to the method. The
arbitrary algorithm’s knowledge is then applied onto this forecast, resulting in a
revised forecast with the predicted deviations. To do this, the current wind forecast
pattern is determined. A matching of this pattern to historical occurrences of this
same pattern are retrieved, along with the deviations in wind speed that occurred at
that point in time. Using this information, a likely deviation for the current wind
forecast can be predicted, along with a value on the probability of the deviation
coming into eﬀect. This serves as the output.
Along with the application of the method’s core algorithm, two other main phases
have to be considered:
1. Data storage, handling and tidying: Weather data is typically delivered in
GRIB2 files, which is a compact format containing raster data. While such a
file is able to compress the final file size significantly, handling and process-
ing of its data is diﬃcult. A conversion to a more readable format is required
for the data to be eﬃciently stored. (see dashed box no. 1 in fig. 3.4) Once
this is done, the data will need to be coerced into a suited format to support
the following data analysis. Chapter 4 elaborates in detail on the steps taken
concerning data handling.
2. Training of the machine learning algorithms: After completion of the first
step, the establishment and training of the algorithms can be performed.
For this, historical forecast patterns are generated and the deviations be-
tween these and the actual reanalysis wind conditions determined. This in-
formation is then used for the training of all algorithms, yielding a model.
Depending on the type of algorithm, this model may simply consist of coef-
ficients of a Representing the algorithm’s learned knowledge, it is then saved,
as illustrated in box no. 2 in fig. 3.4. Chapter 5 describes the development of
the algorithm in detail.
Hypothetical benefit of the proposed methodology to flight planning
The goal is to predict a magnitude of deviation to be expected in an arbitrary wind
forecast as well as a probability of the respective deviation occurring. By identifying
likely deviations, the uncertainty in wind forecasts is expected to be mitigated. As
described in detail in 2.1.1, wind forecasts serve as an important input to any flight
planning solution and can influence the planned path significantly. It is therefore
hypothesized herein that a flight plan generated with a more accurate wind fore-
cast may in turn result in it being generated with a lesser deviation from the actual
flown route. Fig. 3.5 illustrates such a schematic view. A decline in discrepancy be-
tween the planned and the flown route underscores the increase in certainty that a
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Figure 3.5.: Example for a deviation of the actual flown route to a flight plan with a greater
deviation (dashed red) and one with a lesser deviation (dashed green).
flight will proceed as planned. Not only would this result in a higher predictability
for airlines and potentially the airspace as a whole, but also in a reduction of the
contingency fuel to be carried. This can be envisioned through a decrease of the
forecast uncertainty. With the purpose of this fuel being to account for unfore-
seen meteorological conditions, the impact of which is assumed to be less with
the utilization of the herein proposed method. The added certainty of a wind fore-
cast may give pilots and dispatchers alike an augmented confidence, with which a
smaller amount of contingency fuel may be justified.
3.5. Summary
This chapter first outlines a number of requirements for a system relying on Big
Data machine learning to predict uncertainties in wind speed forecasts. Accord-
ing to these, the needed data is derived, including the types and geographical and
temporal coverage. Lastly, the proposed system is presented as an assemblage of
three main steps: data handling, algorithmic training/processing and application
of the method.
4 Data processing and handling
This chapter describes the steps taken to ensure that the raw input data is con-
verted and coerced into a suited format and structure for following data process-
ing steps. In this chapter, the architecture of a Big Data cluster is first presented,
in which data processing is performed. After describing this foundation, data pro-
cessing to a suited working format are detailed. Specifically, details on the follow-
ing necessary steps in preparing the needed data are outlined in this chapter:
Data preparation process
1. General Regularly-distributed Information in Binary form (GRIB)2 data
conversion
2. Data compression and upload to Big Data cluster
3. Creation of external table
4. Extract, transform, load (ETL) process: create Parquet table from exter-
nal table
Data tidying process
1. Creation of temporary forecast and re-analysis data tables
2. Joining of temporary tables into single, distributed Parquet table
4.1. Big Data cluster
The requirement for statistical relevance demands a large amount of data support-
ing the analysis. Such a large-scale data analysis prolongs the processing time. In
order to still ensure that data processing is performed in a feasible time frame, a
Big Data cluster is required. Such a system consists of a number of interconnected
nodes, on which files can be stored in a distributed manner. On top of this, data
analysis tools and query engines can be utilized to query the data, as described in
2.2.1. By relying on the open-source software Hadoop and the MapReduce paradigm
[135], parallel processing and thus a greater level of processing eﬃciency can be re-
alized.
The need for eﬃcient storage and processing demanded the usage of a Big Data
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cluster in this thesis. Usage of their cluster was granted by Boeing Research and
Technology – Europe, with the physical system being located in Madrid, Spain.
External access results in processing tasks being executed through remote access,
with the entire processing running solely on the cluster itself. This yields the ben-
efit that the user does not need to rely on a high-performance machine, as only the
user’s scripts are sent to the cluster and executed and the results of the data pro-
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Figure 4.1.: Overview of the Big Data cluster with the key parts for data insertion, handling
and analysis.
Data from any source is inserted into the Hadoop Distributed File System (HDFS)
through Hue, the User Interface (UI) of Apache Hadoop. The HDFS is the core
of the Big Data cluster and itself consists of 7 nodes, which all together yield a to-
tal storage space of 56 Terabyte (TB). For parallel processing purposes, the cluster
provides 152 Core Processing Unit (CPU) and a maximum of 374 GB of memory.
The number of cores can be selected depending on the amount of processing re-
quired. Memory usage depends on the framework used. While MapReduce relies
more on disk, Spark aims to cache the dataset in memory, providing it fits. In all
data analysis steps herein, the Spark framework is utilized.
The data warehouse software Hive is used to manage data that is stored in a dis-
tributed manner in the HDFS. The data preparation process relies heavily on
this software. Data analysis is performed through a RStudio Server frontend, which
translates the code written in the functional language R into Spark or MapReduce
commands. In this way, the user can continue coding in a computing language that
is more well-known and less complex than MapReduce commands. Additionally,
RStudio Server provides the means to code and launch scripts remotely through
browser access [136]. To launch and connect the RStudio environment with the
cluster, the user needs to call a SparkContext and define the number of cores, ex-
ecutor instances and memory that is demanded for data processing.
The next sections will focus on the process of preparing the data for analysis, which
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relies heavily on Hive.
4.2. Data preparation process
Data preparation is a necessary process to transform the raw data into a format
with which it can then be tidied to eventually fit an optimal structure for data anal-
ysis. The raw weather data, as described in 3.3.5, is stored in the Research Data
Archive, from which it was requested and downloaded. Using a software called
wgrib21, the GRIB2 files were converted to Comma-separated Values (CSV) format.
These first two steps are illustrated in fig. 4.2. CSV format requires significantly






Figure 4.2.: Data preparation steps from acquisition and conversion of GRIB2 weather data
to creation of Parquet tables.
more storage space. One month of forecasts amounts to around 450 Gigabytes (GB)
of data. Even with a total storage space of 56 TB in the cluster, such storage require-
ments cannot be handled when considering that close to 10 years’ worth of forecast
and reanalysis data is to be stored. The CSV data was compressed using Gzip and
uploaded via the Hue UI. Even with compression, storage requires approx. 21 TB
of total space.
This storage requirement is another reason for restructuring the data. The goal is
to eventually convert the data into Parquet format. This is a columnar format that
provides high compression and performance with the Spark language, SparkSQL
[137, 138]. To do this, in a first step, an external table needs to be created. This table
does not store data, but merely references where the actual data rests on the sys-
tem. Using this, the data can be read directly into a Parquet file. The ETL process
for doing this in Hive is illustrated in algorithm 1.
Illustrated in alg. 1, two tables are first created. The first one is the external
table, which has 7 variables defined and which carries the storage location of the
compressed forecast data. In the next step, an empty Parquet table is created with
the listed variables appearing as columns. Apart from the pressure level, validity
time, longitude and latitude columns, all other variables are numbered as 0 through
4. The reason for such a table layout is the temporal coverage of the forecast data.
For a single validity time, up to 5 forecast are available, from 24 h prior to 0 h. As
such, UGRD0 is the column for UGRD values for 24 h forecasts, while UGRD4 is
1http://www.cpc.ncep.noaa.gov/products/wesley/wgrib2/
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Data: Compressed forecast data stored in the HDFS
Result: Data coerced into Parquet file
Create EXTERNAL TABLE;




Variables: pressure level, validity time, creation times (0 through 4), longitude, latitude,
UGRD (0 through 4), VGRD (0 through 4), HGT (0 through 4), TMP (0 through 4);
Store as PARQUET;
for each data row entry do
if Validity time exists then
Determine time step;
Insert value into corresponding column;
else
Create new entry with validity and creation time;
Insert value into corresponding column;
end
end
Algorithm 1: Creation of an external table and loading forecast data into a Parquet
file.
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the column for 0 h forecasts/analyses.
After table creation, all data is parsed row by row. If a validity time step already
exists, the valid creation time step is determined and the value inserted into the
corresponding column. Should the validity time step not exist, a new entry will be
inserted, with the process repeated until all rows are parsed.
Alg. 1 only illustrates the process for the forecast data. For the re-analysis data, the
process is exactly the same, however with the diﬀerence that no indexes exist in the
Parquet file. The reason for this is that the re-analysis is a report on the weather
situation at one given time and location. Only one creation time can exist.
4.3. Data tidying process
Datasets with an explicit structure are called tidy datasets and can be easily manip-
ulated and visualized [139]. In one, each variable is captured in a single column and
each observation in a single row. GRIB2, as is common with meteorological data, is
provided in a so-called long-table format. While such a format provides benefits in
some applications, it cannot yield values of one variable being in one column. In
order to ease further data analysis, the original GRIB2 structure needs to be trans-
formed into a wide-table structure. The diﬀerence in structure is illustrated in fig.
4.3. The major benefit of a wide-table format is clearly evident: each column holds
the values of one single variable. For the data in this research, this tidying process
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Figure 4.3.: Structure of a long and wide-table format.
is performed in the steps outlined in alg. 2. First, the new single Parquet file is
created with the appropriately named columns. In the following step, the forecast
data is fully loaded to the table. The re-analysis data is then parsed row by row to
find each row’s appropriate validity time stamp in the single Parquet file. Once the
correct row is found, the values are inserted into the corresponding columns.
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Data: Forecast and re-analysis data in Parquet files
Result: Data joined into a single Parquet file
Create TABLE;
Variables: pressure level, validity time, creation times (0 through 4), longitude, latitude,
UGRD (0 through 4), VGRD (0 through 4), HGT (0 through 4), TMP (0 through 4),
actual UGRD, actual VGRD, actual HGT, actual TMP;
Store as PARQUET;
Insert forecast and re-analysis data;
for each re-analysis data row entry do
if Validity time exists then





Algorithm 2: Creation of a single Parquet file, which joins forecast and re-analysis
data.
4.4. Summary
This chapter presents the process utilized in this thesis for data processing and
handling. Outlined are steps that provide the means from converting the standard
GRIB2 weather data format and coercing the data into a Parquet format structure
on a Big Data cluster. This process is performed with the creation of an external
table and an ETL process. In following steps, forecast and reanalysis data is further











































































5 Realization of a machine learn-
ing system for uncertainty pre-
diction
This chapter focuses on the development of machine learning algorithms, which
serve as the core of the system, illustrated as point 2 in fig. 3.4. Input to this part
of the system represents the processed and cleaned data, as described in chapter
4. The goal of any machine learning algorithm is to recognize patterns from a set
of training data and apply this to a new data instance. Besides the data volume
involved, further levels of complexity are added by the possible temporal forecast
steps and directions of wind concerned.
This chapter will first introduce a depiction of the major steps involved: train-
ing and testing of machine learning algorithms followed by a method of selecting
a presumably optimal algorithm for generating a prediction, based on historical
test data. Section 6 presents an evaluation and discussion of the algorithmic test-
ing performed. Also being evaluated is the feasibility of the algorithm selection
method.
5.1. Concept outline
The concept realized herein relies on three main components, as illustrated in
fig. 5.1. The first part is detailed in the chapter on data handling, 4. That process’
output is a data set in a format which can be utilized in the following two main
components. These are first a stage for training and testing of machine learning
Preparation of data set
Training and testing of 
Machine Learning algorithms
Selection of optimal 
algorithm
Figure 5.1.: Overview of the main components of the machine learning system.
algorithms, which is detailed in section 5.2. Included is a description of the logical
structure and the functions and mechanisms utilized to ensure eﬃcient data pro-
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cessing. The second stage is the selection of the presumably optimal algorithm,
given an input forecast. This is especially important, as no algorithm generates
predictions which are always more accurate than the original forecasts. It is re-
quired to create a method that selects the appropriate algorithm, while relying on
historical test data to support this selection. A detailed description of the under-
lying logic and realization is presented in 5.5.
5.2. Training and testing of machine learning
algorithms
Training of machine learning algorithms is herein performed using the same data
set for all algorithms. Specifically, a seed is set to ensure repeatability of the ran-
domized selection process. Data valid at an arbitrary location is queried for and
returned. Using the random seed, 90% of the data set is then selected and tagged
as the training batch. The remaining 10% is allocated for testing purposes. This
split is illustrated alongside the entire training process in fig. 5.2. The training
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Figure 5.2.: Overview of the training and testing stage. Any data set is first split into a train-
ing and testing batch. The training batch is then utilized for training of ma-
chine learning algorithms, with the test batch eventually being applied to the
algorithms. The resulting predictions are then compared to the actual values,
with the accuracy being recorded. After completion of these two steps, the algo-
rithms trained, as well as the test results (see dashed sections) are written to the
HDFS for future usage.
data set is then applied to functions which train the respective machine learning
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algorithms. A complete list of all algorithms trained, as well as the R functions
and packages utilized is provided in table 5.1. A description of all algorithms is
provided in chapter 2.2.3, which serves as the basis for derivation of algorithmic
complexities in the following section 5.3. An explanation on the reason for the se-
lection of these algorithms is provided in table 2.2.
After training, the test data set is then applied to every algorithm, in order to gen-
erate predictions. Present in the test set are both the original forecast, as well as
the actual wind speed values. The discrepancies original forecast – actual and algo-
rithmic prediction – actual can be determined in this process. The details of which
are described in the chapter 6, prior to the evaluation of test results. The final step
(illustrated in fig. 5.2 as dashed boxes) is the storage process to the HDFS of the
trained algorithms on the one hand and the test results on the other. Trivially,
the algorithms are stored to ensure future use. The test results are also stored, as
these are needed in the selection method for the optimal algorithm, detailed in
5.5. The process illustrated in fig. 5.2 is repeated for both wind components, for
all time steps and for all required coordinate locations. Each coordinate location
is herein defined as a partition. Due to the necessary lateral and vertical coverage
(in respect to a potential application in flight planning), the required number of
partitions to process quickly exceeds the limits of what can be feasibly processed
by a single computer. The R programming language, when used in standalone
mode on a computer, needs to read into memory the data that is needed for al-
gorithm training. Memory volume is limited by the computer’s Random Access
Memory (RAM). For each partition, two wind speed directions for five time steps
need to be considered, resulting in 10 separate cases. For each of these cases, all
algorithms are applied. Hence, a single partition necessitates the training of 80 al-
gorithms. With a lateral resolution of 0.5◦ and 14 pressure levels, a total of 3,638,880
partitions around the globe need to be considered. Assuming that with a single
computer, one partition can be processed at one time, with processing of one par-
tition requiring 30 seconds, the total processing time required amounts to 1263.5
days. Yet this required processing is far from eﬃcient. To ensure eﬃcient process-
ing, all processing is thereby performed in a Big Data cluster, the details of which
are found in chapter 4.1. This allows distribution of the processing task onto up to
81 Core Processing Unit (CPU)s1, as well as a means to parallelize it in part. This
implementation is described in the following section.
Since algorithm training and testing is performed for a subset of partitions and
not for all, the number of partitions to be processed in parallel is set at 284, dis-
1In theory, the number of CPUs can be further increased. In this setting however, the remaining cores
(152 in total) are reserved for other processing tasks running in the cluster.
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tributed across 49 CPUs. The time required to perform processing amounts to 12
minutes. This time includes all steps involved in the entire training and testing
process, detailed further in alg. 3.
5.3. Computational complexities involved in
training
The purpose of this section is to estimate the temporal eﬀort needed in computing
the algorithms herein. In light of ever-increasing computing performance, pro-
cessing eﬀort is commonly expressed as a function of various factors influencing
the amount of needed processing, instead of the actual processing time. Hence,
table 5.1 lists the algorithms concerned and their complexities in big-O notations.
Also listed are the respective references of sources from which the complexities
have been derived or cited from. The algorithms can be divided into four groups,
based on their working similarities: regressions, Support Vector Machine (SVM),
decision trees and forest and k-Nearest-Neighbors (kNN). Respective computa-
tional complexities are elaborated upon in the following.
5.3.1. Regressions
The method of Residual Sum of Squares (RSS) needs to be minimized in order to
determine the β coeﬃcients. To do this, this equation’s first derivative is deter-
mined and set to zero, in order to obtain the unique solution [56]:
β̂ = (XTX)−1XTy (5.1)
X being the matrix of training data and y the predictant values. Eq. 5.1 can be
divided into four operations:
1. XTX: X is a matrix with n rows and d columns/dimensions. Hence, this
matrix multiplication has a complexity of O(d2n).
2. Generating the matrix inversion of XTX: For this operation, the number of
data instances n do not influence computational complexity. Rather, it is
only dependent on the number of dimensions in the data, O(d3).
3. XTy: Since y is a vector with d = 1 dimensions, the complexity is reduced
(in contrast to operation 1) to O(dn).
4. Computing the LU/Cholesky factorization to compute (XTX)−1XTy: again,
computational complexity is only dependent on the number of dimensions,
O(d3).
5. Realization of a machine learning system for uncertainty prediction
59
Algorithm Function R package Arguments Complexity References
Linear re-
gression





















































Table 5.1.: List of all algorithms trained, including the functions, packages and function ar-
guments utilized. Each algorithm’s training complexity is listed, as well as the
sources from which the respective complexities have been derived. The logic for
k-Nearest-Neighbors is self-programmed and is therefore not based on any pack-
age.
From these four operations, the first one dominates the other four. Hence, the
linear regression’s computational complexity is determined to be O(d2n). These
operations are also valid for any higher-degree polynomial fits, as the training data
can be extended to Xn = Xn1 . Therefore, the only diﬀerence between n-degree fits
to a linear one is that the training data needs to be multiplied with itself n times,
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before these operations are performed. Hence, the computational complexity re-
mains the same as with a linear regression, at O(d2n).
5.3.2. Support Vector Machine
SVM training typically has a computational complexity ofO(n3). This is due to the
underlying Quadratic Programming (QP) problem of the core SVM equation, 2.8,
that needs to be solved. Essentially, the goal is to solve, for a given set of equations
Ax = b, where A ∈ Rn×n and b ∈ Rn. [145] Underlying assumptions are that A is
nonsingular, leading to the solution being unique for all b, as well as described by
x = A−1b. Computation of the inverse has a complexity of O(n3) [145], which also
acts of the complexity term for a SVM.
5.3.3. Decision trees and forests
Decision tree building is described in 2.2.3. There, equations for both information
gain and entropy are presented. While the information gain equation needs to be
determined for every candidate dimension, the even more costly part is calculat-
ing Entropy(Sx), as an iteration through each candidate dimension is necessary.
[61] This step yields a computational complexity of O(|S| d), d being the number
of dimensions. Additionally, unions of subsets at each stage of the decision tree
require the total training data set O(|S| d) with size n; the complexity for this be-
ing O(dn). The total computational complexity of a decision tree is O(d2n).
Extending this knowledge onto a decision forest, in this case a Gradient Boosting
algorithm, is trivially O(T f ). T represents the number of decision trees trained
and f the eﬀort needed to calculate a single decision tree. As it was shown that
f = O(d2n), the complexity of a forest is O(Td2n). The number of trees is the
only diﬀerence to the computational complexity of the single decision tree.
5.3.4. k-Nearest-Neighbors
kNN requires no training eﬀort at all. The reason lies in the fact that the algorithm
doesn’t actually train a model that can be saved. Rather, the model is eﬀectively the
entire training data set and is only being used while in testing. The complexity for
kNN training is O(1).
5.3.5. Dominating algorithm complexity
While a plurality of algorithms exhibit a complexity ofO(d2n), the Boosting algo-
rithm is slightly more complex, as the number of decision trees built is an added
complexity. The dominating algorithm to train is the SVM, as it features O(n3).
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5.4. Algorithmic implementation in the data
cluster using SparkR
The logic behind the training and testing of all algorithms is detailed in algorithm
3. Central to this logic is the package SparkR v2.0. This version gives the user the
ability to write user-defined functions and apply these in parallel on partitions of
data. Fig. 5.3 illustrates the benefit of using parallelization in Spark. While a brute-
force method would need to loop through all partitions one by one and needing the
above-mentioned hypothetical processing time, the loop utilized in Spark ensures
that a selected number of partitions are processed in parallel. The loop continues
Save results to HDFS
Loop over all partitions
Save results to HDFS
Run maximum possible number of jobs in parallel; 
loop over all remaining partitions
Save results to HDFS Save results to HDFS
...
One job; "brute force": Spark: multiple jobs executed in parallel
Figure 5.3.: Parallelization of tasks with Spark, as compared to a brute-force method, by Ca-
bos et al. [44].
until all required partitions are processed. In theory, all partitions needing pro-
cessing can be processed in parallel at once. Parallelization performance is limited
by the number of available CPUs and the number of executors per CPU. With the
maximum number of these set at 81 for the work herein, processing all partitions
at once is not feasible, hence requiring a loop. Realizing this process with a loop
also carries the benefit that in case of the job failing, all prior results are not lost.
From the available SparkR functions that provide this parallelization, gapply as
in “group apply”, is chosen to be used herein. The reason for this is the possibil-
ity of the function to accept groups of data. Other functions provide the means
to parallelize parts of lists. As the data herein is located in a single, large Parquet
file, filtering for the required data is directly possible. Additionally, the data for a
number of coordinates, and hence partitions, can be filtered for and then grouped
by their latitude/longitude/pressure level value or key. In SparkR, such an object
is called GroupedData, which can in turn serve as input to the gapply function. Al-
gorithm 3 illustrates this logic applied for training and testing, starting with the
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Read.Parquet function and the then following loop by longitudes. The reason
for looping through longitudinal values lies in the fact that the Parquet file is it-
self partitioned by longitude. By calling a filtering function for a single longitude,
processing time can be reduced, as only a single partition needs to be accessed. In
the longitudinal loop, a filtering is then performed for data valid at latitudes for
which algorithms are to be trained. filter creates a SparkDataFrame, which cap-
tures the data in Spark memory.
The filtering action is not directly performed due to Spark’s lazy processing ap-
proach. Rather, all following required processing steps are first captured. In this
case, this is the entire gapply function. After this function is recognized, will Spark
actually perform the prior filtering function.
The same is valid for the SparkR:::groupBy, which groups the data in the Spark-
DataFrame by three variables, namely longitude, latitude and pressure level. This
grouped data object then serves as input to gapply. As this function parallelizes
all the partitions from the grouped data, it is important to note that all processing
within this function is performed for every group. Two nested loops then perform
the calculations for algorithm training throughout the data for all five time steps
and two wind speed components. These are then in turn used together with the test
data set to generate predictions. Calculations as to the accuracy of prediction and
whether these are more accurate than the original forecast’s are also performed,
prior to eventual writing of all algorithms and test results to the HDFS.
In order to ensure that any stored data is identifiable, the groupBy key is carried
along and attached to the two files per group. For this final process, the R package
rhdfs is utilized, specifically its writing function, hdfs.write. This package, to
the best of knowledge, serves as the only way to save data from a SparkR parallel
loop. As this process works distributively, navigating to the user’s local directory
is not possible (at the time of writing). Instead, the data needs to be written to the
HDFS directly, for which rhdfs provides the means.2
5.5. Selection of the optimal algorithm
This section presents the mechanism implemented herein to realize a selection
of the presumably optimal algorithm, based on the test results generated in alg.
3. Commonly, the highest-scoring, or the algorithm with the greatest accuracy is
chosen to be used. No algorithm is found to optimally generate predictions in all
of the 4-dimensional (4D) space. Rather, algorithms are based on assumptions on
how the data is structured. The prime example is linear regression, which assumes
2It is likely that in future versions of SparkR, its own native storage functions may be created.
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Data: Weather data in Parquet format (see structure and variables in table 4.1)
Result: Machine learning algorithms trained, tested and saved to the HDFS
together with the test results
Read.Parquet from “/HDFS/location”;
Set seed(20);
for each longitude do
SparkR:::filter for all data in required latitude range of single longitude;
SparkR:::groupBy (key=) “pressure level”, “longitude”, “latitude”;
SparkR:::gapply on grouped data (per groupBy key) on
Split into train set (90%), test set (10%);
for all 5 time steps do
for both wind speed components do
Train Linear regression;
Train 5th degree regression;
Train 10th degree regression;
Train 15th degree regression;




Trim Algorithms of items not necessary for prediction;
end
end
Generate test results/predictions with all algorithms using test set;
hdfs.write all algorithms (with groupBy key) to storage in
“/HDFS/storage/Algorithms”;




Algorithm 3: The core logic involved in training and testing machine learning al-
gorithms, including saving algorithms and test results to the HDFS. The R pack-
age SparkR ensures parallelization.
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that linear relationships exist in data. Due to these assumptions, each algorithm
will generate good predictions in some areas, while in others, the underlying as-
sumption does not at all model the data well. An exemplary figure illustrating
diﬀerent parts of a distribution inhibiting diﬀerent best-performing algorithms
is provided in 5.4. Because of this phenomenon, further amplified by the large
U wind 
component




Figure 5.4.: Exemplary possible spread of test data with the respective best-performing algo-
rithms indicated.
backlog of historical data herein and the dynamic properties of weather in gen-
eral, simply selecting the overall best-performing algorithm will not be a fitting
solution. Instead, by determining first which data points in the backlog are most
similar to the current new forecast item (on which a prediction is to be generated),
the vicinity in terms of algorithm performance can be first gauged. Hereby the hy-
pothesis is that similar forecast items in history were predicted well with a given
algorithm, thus this new forecast item will also be predicted well using the same
algorithm, due to the forecast’s similarity to those historical points. In order to
realize this idea in this context, an algorithm selection process will have to deter-
mine one point’s similarity to all historical points, choose a given k nearest/most
similar point(s) and then determine what algorithm was the best performing in
this k-th vicinity.
The selection process devised is illustrated as a flow diagram in 5.5. At this stage,
the test results have been generated in the previous process and have been saved to
the HDFS. Also, a new forecast item is to be applied to an algorithm to generate a
prediction on the uncertainty of this new forecast. The process begins by loading
both the new forecast item and the test result matrix. As already described in the
prior paragraph, a metric to determine similarity is needed. For this, Euclidean
distance is calculated (the definition can be found in chapter 2.2.3 for k-Nearest-
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Neighbors) including a normalization step for all 4 dimensions. Following this
step, a distance matrix is generated in the structure of a single row (assuming a
single new forecast) and m number of columns for the number of data points in
the test result matrix. Using this distance matrix, the k = 6 nearest points can
be determined. These are then used in a voting scheme which then outputs the
presumably most optimal algorithm, based on similarity. Finally, this algorithm
is used for prediction on the new forecast item.
The main mechanisms of this process, namely selection of the nearest data points
New forecast
Test results 




creation of a distance matrix
Voting and determination of 
the optimal algorithm 
Usage of the determined 
algorithm to generate a 
prediction on the 
new forecast
Figure 5.5.: Flow diagram of the algorithm selection method.
and the subsequent voting for the optimal algorithm, is further detailed in fig. 5.6.
A number of k = 6 neighbors are searched for, with this number set arbitrarily. If
set too high, the points selected may not be similar enough and set too low, the
method may be prone to bias.
In fig. 5.6 in the top left, the new forecast item is illustrated as a the center black
dot. The surrounding six points indicate the 6 closest data points in terms of Eu-
clidean distance. In a next step, the respective best-performing algorithm and the
distance to the new forecast item of each of these six are gathered in a matrix. Using
this information, voting weights can be allocated. Each neighboring data points
receives a numeric weight per the distance it is located away from the new forecast.
If it features no distance at all, it receives the strongest weight of 1, whereas it is
located at a distance of 1, the data point receives zero weight. These values per the
respective algorithm are summed up to generate the bottom left graph in fig. 5.6.
The algorithm with the highest score is then selected to be used for prediction on
the current new forecast item.
Additionally, some rules apply in this logic in order to handle special situations
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Figure 5.6.: The underlying mechanisms for voting and determining the best-performing
algorithm, for 6 exemplary data points.
in cases in which neighbors do not feature a single algorithm that generated a
prediction with lesser error than of the original forecast’s. More technical and al-
gorithmic details of the method are presented in algorithm 4, while the rules are
discussed afterward in more detail .
The core algorithm selection logic described in 4 uses the same mechanisms as
the logic for training machine learning algorithms, as shown in 3. Processing re-
lies on the SparkR:::gapply function receiving grouped data. This data needs to
be from a separate set and must not feature in both training and test data sets. In
the gapply function, each group’s location key is first determined, which is then
used to retrieve the output files from algorithm 3; the trained algorithms and test
results. As these need to be imported from the HDFS and not from local stor-
age, the package rhdfs with its hdfs.read function is employed. After this step
is complete, all machine learning algorithms are eﬀectively present in the loop’s
workspace as common R objects. The then following steps are all repeated for all
five time steps and both wind speed components, eﬀectively yielding 10 diﬀerent
combinations, e.g. “U wind speed component, 24 hour forecast steps”. The input valida-
tion data is filtered for each respective combination and normalized together with
the values in the test results matrix. Normalization yields numbers between 0 and
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Data: Weather data in Parquet format from the validation data set
Result: Nearest historical points found, voting for optimal algorithm
performed and selected algorithm used to generate prediction on
current forecast item
Read.Parquet from “/HDFS/location/of/validation/dataset”;
for each longitude do
SparkR:::filter for all data in required latitude range of single longitude;
SparkR:::groupBy (key=) “pressure level”, “longitude”, “latitude”;
SparkR:::gapply on grouped data (per groupBy key) on
Identify current location key: latitude, longitude, pressure level;
hdfs.read all algorithms & test results with current location key from
HDFS;
for all 5 time steps do
for both wind speed components do
Normalize forecast items and data in test results;
Generate distance matrix of n forecast items and m test result
instances;
for every forecast item do
Find k = 6 nearest points in distance matrix, distribute voting
weights per distance;
Aggregate voting weights, determine spread of vote weights
among algorithms;
Apply rules;





Write predictions to Parquet format file on the HDFS;
end
Algorithm 4: The core logic involved for selection of the optimal algorithm per
forecast item. A detailed description of rules is provided in algorithm 5.
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if at least 1 nearest point has no prediction better than its original forecast then
if nearest neighbor AND ≥ 1 neighbors feature no algorithm then
Do not generate prediction AND keep current forecast;
else if second nearest neighbor AND ≥ 2 neighbors feature no algorithm then
Do not generate prediction AND keep current forecast;
else
if two or more algorithms have the same sum of votes then




if two or more algorithms have the same sum of votes then
Select the algorithm for which the nearest point voted for;
end
end
Algorithm 5: Rules by which algorithms are selected, for the process detailed in
algorithm 4.
1. A distance matrix based on Euclidean distance is then generated, in which the
number of validation data set instances are ordered in the rows and the test result
instances in the columns, as illustrated in fig. 5.6. By doing so, each row holds the
distance values for that respective validation data instance to all other test results
instances.
A loop then performs the algorithmic selection separately for each point (or row in
the distance matrix), by first determining the 6 closest points (or columns in the
distance matrix) of each validation data point. Each one of these six points’ best-
performing algorithm is then determined and voting weights allocated, based on
their respective distances. As indicated in fig. 5.6, an identical point (i.e. one with
a distance of 0) would receive the maximum vote weight of 1, whereas a very dis-
tant point with a distance of 1 would receive a vote weight of 0. It is possible that
distances of >1 are calculated. In that case, the voting weight received would also
be 0. After voting, the weights are summed up for all algorithms that were voted
for and the spread of voting weights determined.
At this stage, a number of checks have to be applied to identify three scenarios
that require pre-defined actions. The first handles cases in which algorithms re-
ceive the same numerical vote values, while the two others apply for cases in which
points are identified, for which no algorithms were able to generate predictions
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with a higher accuracy than of that point’s original forecast.
1. Two or more algorithms have the same total numeric vote. While rather
unlikely, it is nevertheless theoretically possible. Should this scenario occur,
the algorithm of the nearest point is selected, provided this point’s accuracy
was improved with this algorithm. If this is not the case, the next-nearest
point is then chosen.
2. The nearest neighbor and≥ 1 other neighbor(s) feature no algorithmic pre-
diction improvement. In this situation it is assumed that as the nearest and
at least one other point does not have at least one algorithm that generated
a more accurate prediction than of that point’s original forecast, it cannot
be ensured that any of the algorithms will generate a favorable prediction
for the current validation forecast item. In essence, in such a situation the
vicinity of the current validation point would be eﬀectively deemed to be un-
suited for accurate algorithmic predictions. This logic would demand that
instead of generating an unfavorable prediction, it is safer to retain the orig-
inal forecast value instead.
3. The second nearest neighbor and ≥ 2 other neighbors feature no algorith-
mic prediction improvement. This situation resembles the second scenario,
however with a greater number of neighbors. The underlying assumption is
that as the nearest neighbor still produces a vote for an algorithm, a second-
nearest neighbor featuring no algorithmic prediction improvement can be
tolerated. If too many other points also do not feature an algorithmic im-
provement, the reasoning is to rather rely on retaining the original forecast
value instead.
Rules for these three scenarios are realized in the core logic (see alg. 4) as if/else
clauses. Once these have been applied, in the case of an algorithm being chosen,
this algorithm will then be used to generate a prediction on this current forecast
item. In case of an identification of scenario 2 or 3, the original forecast value is
retained and no algorithm is used for prediction. This process is repeated, as stated
above, for all time steps and both wind speed components. Finally, the results are
saved to a Parquet file on the HDFS.
5.5.1. Computational complexity of the algorithm
selection method
This section elaborates on the computational complexities involved in the algo-
rithm selection method. Specifically, the complexity is described for the validation
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process, described in detail in section 6.2. The complexity involved in utilizing this
process on a continuous basis in regular intervals (e.g. every 6 hours) is also deter-
mined.
To estimate computational complexity, the following variables are first defined:
n describes the number of validation data set instances, d the number of dimen-
sions, a the types of algorithms, p the number of data partitions, t the number of
time steps and m the number of test result instances. As illustrated in fig. 5.5, the
algorithm selection process consists primarily of four steps after both validation
data and test results have been loaded. The computational complexities of each
step are determined using these defined variables in the following:
1. Normalization of test results and validation data set instances: The test re-
sults matrix holds m instances, of which each exhibits a constant d = 4 di-
mensions. The same number of dimensions trivially apply to all n valida-
tion data instances. Normalization requires that a maximum and minimum
value be found in one data set, with which the normalization process is per-
formed. Hence, the searching of these values in the test results set requires
passing by m× d times. After determination of these two values, the normal-
ization itself needs to be performed across all d = 4 dimensions of all m+ n
instances. The dominating factor concerning complexity is O(d(m+ n)).
2. Creation of the distance matrix and identification of k = 6 nearest points:
The distance matrix is of size n×m, as the distance between every nth val-
idation to every mth test result instance needs to be calculated. Since the
distance is a function in d dimensions, the eﬀort needed equals O(dmn).
For all n validation data instances, all m columns of the distance matrix have
to be processed once more, in order to determine the k = 6 least distances
(for every nth instance). These two processing tasks together yield a com-
plexity ofO(dmn+mn) = O((d+ 1)mn). Due to the fact that d is constant
and of a small number (d = 4  n,m), the term (d + 1) can be ignored,
yielding a computational complexity for this step of O(mn).
3. Voting and determination of the optimal algorithm: In this step, the k = 6
nearest neighbors are assumed available from the previous step. For ev-
ery instance, the prediction performance of the a = 8 diﬀerent algorithms
needs to be retrieved, yielding a constant complexity ofO(ka)→ O(1). This
means that this process takes a constant time.
4. Usage of the determined algorithm: This last step only involves one algo-
rithm at one time and repeated n times for diﬀerent algorithms. Of the eight
algorithms trained herein, the following respective test complexities exist:
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Linear and higher degree polynomial regression: Since the trained al-
gorithm is essentially a number of coeﬃcients, regression algorithms
are used by inserting the data instance’s values. This is not dependent
on the degree of the algorithm and therefore yields a constant com-
plexity of O(1).
Support Vector Machine: A trained SVM has nSV number of trained
support vectors, which feature in d dimensions. Applying a data in-
stance means iterating through all support vectors, in all dimensions;
the aim being to find the closest vector. Therefore, the complexity of
using an SVM is O(nSVd).
Decision tree: When using a decision tree, the main task is to find the
leaf the data instance falls into by performing comparisons. The num-
ber of constraints are a function of the number of levels in a decision
tree. Hence if h is the height of a tree, the complexity to find the fitting
leaf is of the order O(h).
Gradient Boosting: As mentioned in section 5.3, Gradient Boosting al-
gorithms are linked to decision trees, as they create a multitude of trees
to function. It uses these trees to iteratively improve on the last tree and
yielding a single tree structure. Therefore, as with a decision tree, the
complexity is O(h).
k-Nearest-Neighbors: When using kNN, this algorithm only actually
performs calculations. kNN primarily determines the k nearest, or most
similar neighbors. To do this, a matrix describing distances between n
validation and l test results instances needs to be determined. Prior to
generating the distance matrix, the data needs to be normalized. The
computational complexities for these two operations are the following:
a) Normalization: Since both data sets need to be normalized, n+ l
number of data instances need to processed. Assuming that the
data inhibits d > 1 dimensions, the resulting complexity hence
equals O(d(n+ l)).
b) Distance matrix generation: As the distance between l test results
and n validation instances are to be calculated, a matrix of size l× n
is hence created, yielding a complexity of O(nl).
Of these two operations, the second one clearly dominates, under the
condition that d n, l. Hence, the computational complexity for kNN
is determined to be O(nl).
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By comparing the various complexities it can be observed that the second step, i.e.
the creation of the distance matrix and the searching of 6 nearest points, is the
dominant computational complexity when performing the validation, at O(mn).
5.5.2. Complexity considerations when employed in a
real-world setting
When considering this algorithm selection process as a real product, regular run-
time intervals have to be considered. This is due to the fact that weather forecasts
applicable to the method herein are generated every six hours. At every six hours,
this process is needed to be initiated. For this step, the actual upper bound com-
plexity is to be evaluated.
In light of the maximum complexity for each initiation step, it is assumed that the
complete number of partitions is pmax = 3, 638, 8803. Unchanged in regards to
section 5.5.1 are the types a = 8 of algorithms, n validation data instances, t = 5
time steps and m test result instances. With each initiation, the process illustrated
in fig. 5.5 is hence repeated pmax · t · n = 18, 194, 400 · n times. At this point, a
major diﬀerence exists between actual real-world application and bulk validation.
With every 6-hourly step, only a single forecast/instance is evaluated, contrasting
the single bulk validation run. Thus, n = 1, reducing the necessary repetitions to
pmax · t = 18, 194, 400 times per run.
This result indicates that when real-world application of this process is consid-
ered, the computational complexity is constant, i.e. of order O(1). One single
exception to this is the case in which the test results data set continuously grows.
It can do so every time a forecast is evaluated, its growth thus being linear: O(m).
This would aﬀect the second step in 5.5.1, as its complexity is dependent on m:
O(mn). Therefore, even if the test results data set grows over time, the algorithm
can nevertheless still be solved in linear time.
5.6. Summary
This chapter elaborates on the realization of the proposed concept. Firstly, the
three main logical steps needed for this are outlined, before focusing in detail on
the training/testing of algorithms and a proposed method to select the most op-
timal algorithm, based on historical data. For the prior, a number of machine
learning algorithms and the architecture embedding these are presented. Fol-
lowing this, the focus is laid on the computational complexities involved for this
step. These are separately discussed for training and testing, per algorithm. Af-
3Considering a lateral resolution of 0.5◦ and 14 pressure levels. See section 3.3.2 for more details.
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ter this, the actual implementation and execution in the data cluster is described.
The chapter then finishes with a detailed outline on the algorithm selection pro-
cess, the underlying logic, implementation and the computational complexities
involved.
6 Evaluation of concept
This chapter presents and discusses the results of two evaluations performed, to
validate algorithmic prediction performance. Fig. 6.1 illustrates on a high level
the processes detailed in this chapter, in order to explain the reasoning behind
dividing this evaluation into two tiers. The concept realized in 5.1 is depicted at
the top left, with the training and test databases, as well as the training and test
process. Further, the process for selecting the optimal algorithm based on input
















Prediction accuracy of trained 
algorithms, based on test data
2. Evaluation:
Prediction accuracy of trained 
algorithms and algorithm selection 
method, based on validation data
Figure 6.1.: Overview of processes, generated data and two evaluation steps: first, an evalua-
tion of algorithmic accuracy with a test data set; followed by an evaluation using
a validation set, to validate the prediction performance added by the algorithm
selection method.
analysis and algorithm training process, a post-analysis has to be performed to test
the trained algorithms’ prediction accuracy or performance. This is accounted for
in the first evaluation, for which the test data is utilized (see section 5.2 for details
on creation of the training and test data sets). All trained algorithms are used to
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generate predictions on this test set, the results of which are then presented and
discussed in section 6.1.
This evaluation step is not suﬃcient to validate the entire concept. Due to the
second process, in which the optimal algorithm is to be identified with usage of
prior test results, another evaluation step is needed to validate the performance
of this process. For this evaluation, a validation data set with entirely new data,
is employed. The goal of this second evaluation (see section 6.2) is to evaluate the
prediction performance of trained algorithm, with utilization of the selection pro-
cess, on new validation data.
This chapter concludes with a sensitivity analysis for the algorithm selection method.
Due to computational complexity, it is limited to two locations that feature major
meteorological diﬀerences.
6.1. Test set evaluation of trained algorithms
This section presents and discusses the results from the evaluation of the trained
algorithms using the test data set. First, a number of hypotheses are proposed,
after which the results are discussed, leading to a falsification or no falsification of
these. Finally, run times for the algorithmic training is provided.
6.1.1. Hypotheses
For the test set evaluation of trained algorithms, the following hypotheses have
been proposed:
1. Hypothesis H1: If trained machine learning algorithms are used to gener-
ate wind speed predictions, then coherent geographic patterns of best- and
worst-performing algorithms are retrieved.
2. Hypothesis H2: If trained machine learning algorithms are used to generate
wind speed predictions, then at least one algorithm’s Mean squared error
(MSE) will be lower than the original MSE exhibited by the original forecast
at every location.
3. Hypothesis H3: Each algorithm’s MSE will increase with decreasing forecast
lead time, irrelevant of the location.
6.1.2. Outline of test evaluation
Due to the complex nature of the analysis, this evaluation chapter is divided into a
number of sections. The primary interest of which is to analyze the prediction per-
formance and robustness of all algorithms. Making matters complex is the need to
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perform this evaluation for each algorithm on both wind speed components (U and
V), all processed lateral coordinates, all five time steps (from 24h to 00h forecasts)
and lastly, all vertical/pressure levels. Therefore, a first section (6.1.3) is dedicated
entirely on prediction performance of algorithms throughout all named dimen-
sions, except pressure levels. Instead, a level at which flights commonly cruise is
chosen to be analyzed. In a second section (6.1.5), algorithmic robustness is the
focus. As in the prior section, results are discussed for all dimensions for a single
pressure level. This last remaining complexity will then feature in the final section
6.1.5, in which a summary of prediction performance and robustness throughout
the processed levels is provided.
6.1.3. Algorithmic prediction performance
When set into the context of machine learning, desired algorithmic performance
can be expressed as a lesser discrepancy between a true value and the prediction
than of true value and the original forecast. Mathematically, this can be expressed
as:
∆AlgorithmicPrediction < ∆OriginalForecast (6.1)
This metric, eﬀectively describing the prediction error, will feature throughout the
entire evaluation of test results. However, the simple mean of prediction errors will
be avoided. The reason for doing so is the fact that prediction values can be both
greater and lesser than the true value, yielding positive and negative values. These
two will neutralize each other in part and thereby leading to falsification of the










With Yˆi expressing the prediction of an arbitrary algorithm and Yi being the true
value. Calculating the mean of the squared instead of the normal error provides
the benefit that all values are positive. One other notable eﬀect to take into con-
sideration is the MSE’s greater punishment of larger errors due to the squaring of
the diﬀerence. Nevertheless and because of the prior reason, the MSE is heavily
relied upon in the course of this work.
As indicated in 6.1.2, the evaluation of test results in this section will be performed
on a single pressure level. In a prior paper [44], the pressure level equalling 200
Millibars (mbar) is used as its altitude of 36,000 ft in the International Standard
Atmosphere (ISA) is a common range for cruising flights. For this reason, this
pressure level is also retained for the evaluation in this section. Moreover, the pro-
cessing of locations is limited in general to four pressure levels from 150 through
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Figure 6.2.: Lateral extension of coordinate locations processed colored blue.
in between 19◦ West to 15◦ East and 27◦ to 55.5◦ North. A second area stretches
from 15.5◦ to 110◦ East. This area can best be described by an interpolation be-
tween two coordinates (N44◦ E15.5◦ and S5◦ E110◦), yielding all coordinates in
between. By adding 10 lateral coordinates south and 25 north of this line, an area
resembling a parallelogram is established. The decision to process these areas is
driven by the following usage of forecasts in these regions to generate flight plans.
Selected flights between the Canary Islands, Germany and South East Asia thereby
demand the processing of the selected area in fig. 6.2.
6.1.4. Processing times for training and testing
Training and testing over the data set’s coverage outlined in section 6.2 is per-
formed using 88 Core Processing Unit (CPU)s in the data cluster. Instead of pro-
cessing all partitions in parallel at one time, the code is applied in iterations. One
iteration performs processing on all partitions of a single longitude. Thereby,
starting at 341◦ and ending at 110◦, in total 259 iterations are required. This entire
process requires a processing time of 5 days and 7 hours. Assuming a hypotheti-
cal processing time of 30 seconds per partition, in comparison, such a brute-force
looping would require 24 days and 7 hours.
6.1.5. Evaluation of algorithmic MSE
This evaluation will first focus on the linear regression algorithm applied on both
wind speed components for the 24 h time step on the 200 mbar pressure level. Re-
78 6.1. Test set evaluation of trained algorithms
sults from the test run are presented and discussed thereafter. This process will
then be extended across all time steps. Results from the other seven algorithms are
presented and discussed afterward. A summary is then provided for an aggregated
discussion across all algorithms.
Results for a linear regression on 24 h forecast data In the case of testing a lin-











































Figure 6.3.: MSE test results for the linear regression, applied on data at 200 mbar altitude,
for U and V wind components.
expressed in improvement over the original MSE value of the test data and nor-
malized in percentage values. Notably dominant for both wind components is the
prevalence of the largest region of> 0− 5% improvement. Throughout the region
covering western Europe to the Caspian Sea, scattered patches of a decrease of U
forecast MSE can be observed. For the V component, these feature across a greater
area, with the easternmost situated on the Pakistani/Indian frontier. Notably ab-
sent from areas west of the Indian subcontinent are areas featuring an improve-
ment of greater than 10% for both wind components. MSE results greatly increase
across India and South East Asia, harboring the greatest improvement numbers of
up to 31%. For the U wind component, these are found over the northern Indian
Ocean and parts of the South China Sea. While prediction performance is gener-
ally high over the Indonesian islands, this is not the case for the greater part of the
Malaysian peninsula. These patterns are diﬀerent when the V wind component is
concerned. While the northern Indian Ocean features the greatest improvements
as the U wind component, percentages in South East Asia generally fall into the
mid-range of > 0− 5% improvement.
Results from both wind components do not show boundaries and/or patterns cor-
responding to any geographic contours or aspects, such as coastlines or mountain
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ranges. Instead, the results form clear patterns of coherent prediction improve-
ments.
Discussion of 24 h linear regression results Three observations in general are of
particular interest: clearly, prediction performance of a linear regression is bound
by the region the data is valid at, geographic patterns do not influence algorithmic
prediction performance through skewed data and lastly, lateral patterns of diﬀer-
ing performance can be observed.
The reason for the first observation may lie in the fact that weather forecasting is
generally more diﬃcult in the equator region. There, more volatile weather often-
times leads to an increased diﬃculty when predicting weather phenomena. The
result is a lesser forecast accuracy than for ones in central Europe. Lesser forecast
accuracy in turn allows more potential for improvement. The linear regression’s
predictions may draw a benefit from this situation, which may result in the high
percentage improvements over the original forecasts. Observable patterns of ar-
eas with coherent improvement percentages, without the showing of geographic
contours might be explained by the altitude at which the data is valid at. A pres-
sure level of 200 mbar equals an altitude of approx. 36,000 ft in the ISA, which is
significantly higher than all mountain ranges, even the Himalayas. An influence
of even these mountains onto the raw data cannot be observed, as is evident in fig.
6.3. The reason may lie in the fact that the distance between the mountain range
and 200 mbar is too great for any weather eﬀects to be traced in the data.
The observed patterns of coherent improvement percentages can be interpreted
as a sign of algorithmic stability. As the patterns exhibit clear contours, a potential
null hypothesis that lateral improvement performance is random, can be falsified
for this case. Also speaking for coherency is the fact that areas of diﬀerent im-
provement consistently border either the next higher or lower improvement cate-
gory. This phenomenon is well-observable in fig. 6.3 for the V wind component in
the areal vicinity of southern India/Sri Lanka. The area of greatest improvement
(> 15%− 31%) is entirely surrounded by the next best (> 10%− 15%) while that
in turn only borders points featuring an improvement of > 5%− 10%.
Results of linear regression throughout all time steps The results of applying a
linear regression on the same data throughout the remaining four time steps are
illustrated in fig. A.1; whereby the 18 h time step is the top and the 00 h/analysis
step is the bottom row. The macroscopic patterns found in fig. 6.3 for the 24 h step
are also found throughout the remaining four. This large area south of India and
covering parts of South East Asia is also reflected for both wind components. Lo-
cations west of the Central Asian republics also feature similar results as in the 24
h time step: large areas of> 0− 5% improvement over the original forecasts, with
80 6.1. Test set evaluation of trained algorithms
limited patches of negative improvements scattered throughout. These patterns
are prevalent throughout all time steps, albeit with a greater occurrence frequency
when comparing the 24 h and 00 h time steps for the V wind component.
One notable consistency throughout 24 h to 06 h forecasts for the U wind compo-
nent is an area in north Pakistan/India of with high local improvement numbers.
These, with up to 31% improvement, are in contrast to the regional results which
mostly lie in the > 0− 5% improvement range. Throughout the time steps, these
results remain consistent both in the percentage of improvement and its lateral
coverage. Only in the 00 h time step does this pattern diminish. A trend can be
identified regarding the maximum improvement. For the 24 h time step, the max-
imum is set at 31%, which decreases consistently to 25% for the 00 h time step. On
the other hand, not only the greatest prediction MSE improvement is of interest,
but the number of coordinates that feature an improvement over the original fore-







































































































Figure 6.4.: Number of coordinates in each of the five improvement categories for a testing
of a linear regression for both wind components throughout all time steps, at
200 mbar altitude. Forecast lead times range from 24 h (leftmost column) to 00
h (rightmost column).
be retrieved from fig. 6.4. For both wind components, the number of coordinates
in the two greatest improvement categories decreases with a decreased forecast
lead time. The inverse trend is valid for the group of > 0 − 5% improvement,
which steadily grows with a declining lead time. The remaining two categories be-
have diﬀerently. While steadily increasing in number with the V wind component,
the number of worst-performing coordinates actually declines between the 06 h
and 00 h forecast step of the U wind component. This same trend is observable
for the third-best performing category. For both wind components, the number
of > 5− 10% coordinates first increases, before decreasing again between the 06
and 00 h steps.
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Discussion of linear regression test results throughout all time steps In general, the
improvement results retrieved for the application of the linear regression on all
time steps mimic the findings already drawn for the above 24 h results. Through-
out all time steps and both wind components, the areas with best forecast im-
provement are found in the southern India/South East Asia region. As with the 24
h time step, the reason may be once more that the original forecast carries a lesser
accuracy than with forecasts in e.g. western Europe. The second noticeable trend
throughout all time steps is a decrease in the maximum improvement percentage,
a decrease in the total number of most-improved coordinates and an increase in
the lesser to not improved coordinates. An explanation to this phenomenon may
simply be that the lesser the forecast lead time, the greater the inherent forecast
accuracy. With a decreasing forecast error, the potential also decreases for an algo-
rithm to generate a prediction that actually is closer to the true value.
Results of higher-order polynomial regressions Results from higher-order poly-
nomial regressions (see fig. 6.5) resemble in some aspects the findings recorded
in fig. 6.3 with the linear regression. Noteworthy are the vast areas in southern
and South East Asia, which generally score high improvement levels of up to 32%.
Throughout all results of 24 h U wind regressions (left column in fig. 6.5) the
high-performing area identified over northern Pakistan is consistent with prior
results from the linear regression. Also, improvement number patterns of each
wind component stay consistent in size, coverage and location throughout all re-
gressions. While the maximum improvement of the original forecast MSE is un-
changed when compared to that of the linear regression, negative improvements
escalate for the 10th and 15th order polynomial regressions to a maximum of over
43 million percent. Also appearing for the two highest-order regressions are scat-
tered points with very great negative improvements throughout the entire area
processed and for both wind components.
Discussion of higher-order regression results While the results mimic those from
the linear regression quantitatively and qualitatively, two major diﬀerences exist:
very high decreases in forecast accuracy, i.e. deteriorations of forecast accuracy and
scattered points where the linear regression performed well. When increasing the
order of polynomial regressions, the swings in the fit too increase. The regression
fit will also grow towards either positive or negative infinity on either end of the d-
dimensional space the data is occupying. Any test data point in these regions will
incur significant prediction error, which is only amplified with the growing order
of regression. This is the explanation to the high negative improvement values in
the 10th and 15th order regressions.































































































































Figure 6.5.: MSE test results for the 5th (top), 10th (center) and 15th (bottom) degree polyno-
mial regression, applied on 24 h forecast data at 200 mbar altitude, for U and V
wind components.
The occurrence of scattered negative improvements in areas that the 5th and linear
regression performed well in can be explained once more with the prediction error.
As the MSE punishes large errors heavily due to the squaring of the error, only a
few large errors are suﬃcient to move a point from the well-improved category to
the least.
Results and discussion of higher-order polynomials throughout all time steps The
results for all higher-order polynomial regressions are illustrated in figs. A.2, A.3
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and A.4. Similar to the 24 h time step are the coverage of improvement patterns.
Scattering of single coordinates of deteriorating prediction power are once more
prevalent in 10th and 15th order regressions. Maximum improvement steadily de-
clines with a decrease in forecast lead time, as is the case with linear regression in
fig. A.1. Negative improvements, contrasting the linear regression’s results, how-
ever change throughout the diﬀerent time steps. The greatest deterioration of pre-
diction performance can be found with the 24 h time step.
The number of coordinates falling into the five improvement categories is illus-
trated in fig. A.9. Trends for all three algorithms are consistent: the best-performing
two categories decrease in size with a decreasing forecast lead time, while the mid-
dle category retains its number of points. Notably diﬀerent are the number of
deteriorated points for the U and the V wind components. While the number
of deteriorated points remains constant for the U wind component, this number
grows with the V wind component, especially in the case of the 00 h time step.
This observation points to an algorithmic consistency for polynomial regressions,
as this behavior is consistent throughout all time steps, for both wind components.
Results and discussion of Support Vector Machine (SVM) SVM results for the 24 h
time step are illustrated in fig. 6.6. As with prior algorithms, regions throughout
southern and South East Asia report high forecast improvements. These are yet
greater with a maximum of 36% improvement than the peaks of all regressions.
Both wind speed components’ results also show lesser prediction performance
throughout all areas west of the Central Asian republics, resembling a similar pat-
tern like with the regression results. The U wind component’s results once more
show a high prediction performance in areas over northern Pakistan. From this
observation the assumption can be drawn that data from this region shows al-
gorithmic prediction robustness, pointing to a reliable and desirable algorithmic
performance in this area.
On the other end of the scale, negative improvement numbers diﬀer from those of
both the linear and 5th order regression, with higher deterioration. A reason for
this may be the SVM’s inherent weakness in handling irrelevant input variables
(see table 2.2), whereas regressions generally handle this well.
Results and discussion of SVM throughout all time steps Like the results from re-
gressions, a separation exists between areas with higher improvements in Asia and
lesser/no improvements in the Middle East and Europe. Also, the maximum value
of improvement declines with a decreasing forecast lead time, as well as a increase
in the deterioration of results to a maximum of−49% for the 00 h time step. These
results point to an ineﬀectiveness of using the SVM on data from areas roughly











































Figure 6.6.: MSE test results for the testing of a SVM, applied on data at 200 mbar altitude,
for U and V wind components.
west of Central Asia, especially for short lead times. When inspecting the number
of coordinates in the five categories, the results illustrated in fig. 6.7 are found.







































































































Figure 6.7.: Number of coordinates in each of the five improvement categories for a testing of
a SVM on both wind components throughout all time steps, at 200 mbar altitude.
Forecast lead times range from 24 h (leftmost column) to 00 h (rightmost column).
to perform predictions on short forecast lead times, as the number of points of
negative improvements rise sharply in both wind components between the 06 h
to 00 h time step. In both wind components, this growth of negative improvement
points can roughly be described as a doubling with every time step. As mentioned
above, the reason for this weak prediction performance may be the SVM’s inability
to handle irrelevant input variables, which may be either the values on geopoten-
tial height and/or temperature.
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Results and discussion of a Decision Tree and Boosting algorithm Results from
these two algorithms are illustrated in fig. 6.8, which diﬀer starkly from any prior
results. While a certain degree of consistency in the prediction results can be ob-
served for all prior algorithms, this does not apply for the decision tree nor for
Boosting. The latter does not feature a single coordinate location in which its
MSE is lower than the original forecast’s. Except for an area south of N10◦, the
decision tree algorithm performs poorly with up to −208% improvement. In the
areas in which a positive improvement is observed, positive percentage improve-

















































































Figure 6.8.: MSE test results for the testing of a Decision Tree (top row) and Boosting al-
gorithm (bottom row), applied on data at 200 mbar altitude, for U and V wind
components.
generally perform poorly when extracting linear combinations of data features, as
pointed out in table 2.2. The high prediction performance recorded with the linear
regression indicates an underlying linear distribution, which in turn explains the
poor results recorded for decision trees and boosting.
Results and discussion of a Decision Tree and Boosting algorithm throughout all time
steps Results from all other time steps further strengthen the argument that both
decision trees and Boosting algorithms are not suited to generate predictions in
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this task setting. While the Boosting algorithm does not feature any coordinates
with a lower MSE than that of the original data, the decision tree once more fea-
tures an area south of India in which a limited number of points are located that


































































































































































Figure 6.9.: Number of coordinates in each of the five improvement categories for a testing
of a Decision Tree (top row) and Boosting algorithm (bottom row) on both wind
components throughout all time steps, at 200 mbar altitude. Forecast lead times
range from 24 h (leftmost column) to 00 h (rightmost column).
is further confirmed. Looking at decision trees, locations with greater MSEs vastly
outnumber any other category. This number further grows with a decrease in fore-
cast lead time.
Results and discussion of a k-Nearest-Neighbors (kNN) algorithm Results for a
kNN algorithm on 24 h data is illustrated in fig. 6.10. Several aspects stand out
which do not feature in such a way in the results of any other algorithm. Areas
with a negative improvement fall into a pattern that includes central to northern
Europe. In general, areas above continental Europe feature only areas with minor
to negative improvement. This trend changes to high improvement values in ar-
eas east of the Caspian Sea until South East Asia, with a maximum improvement of
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up to 49% MSE improvement. On the other end, prediction performance declines
by up to 25% of the original MSE value. These findings indicate a generally high
prediction power, as indicated by literature sources (see table 2.2). This argument
cannot be stated for locations in Europe. There, a modification of the k number of











































Figure 6.10.: MSE test results for the testing of a kNN algorithm, applied on data at 200 mbar
altitude, for U and V wind components.
Results and discussion of a kNN algorithm throughout all time steps The trend
identified above of a greater number of coordinate locations featuring the greatest
improvements is clearly illustrated in fig. 6.11. Locations with > 15% improve-
ment over the original MSE dwarf the other categories. The category for nega-
tive improvement does grow continuously until reaching about the half with both
wind components. While the middle three categories further shrink with decreas-
ing forecast lead time, the best-performing category nevertheless holds a third of
locations for the 00 h time step. Such a large share of locations cannot be achieved
by any other algorithm, indicating that for shorter forecast lead times, the kNN
algorithm may prove to be beneficial. The results throughout all time steps in fig.
A.8 reflect the aggregated counts in fig. 6.11. Throughout both wind components,
negative improvement locations grow steadily from over continental Europe to
cover the area up until the Indian subcontinent and South East Asia. Notable is
the strong contrast between the number of negative and most positive locations,
as considerably fewer locations exist for the categories in between.
Summary MSE results have shown significantly varying prediction performance
behavior. On one end, regressions generally show good performance, with low
numbers of locations in which the MSE is greater than the original. Notable is the
dominance of the category with > 0%− 5% improvement over forecast MSE for
regressions and the SVM. Categories are more evenly balanced (see fig. 6.7) than







































































































Figure 6.11.: Number of coordinates in each of the five improvement categories for a testing
of a kNN algorithm on both wind components throughout all time steps, at 200
mbar altitude. Forecast lead times range from 24 h (leftmost column) to 00 h
(rightmost column).
the distribution of the decision tree or boosting (see fig. 6.9) or the kNN (fig. 6.11).
Decision trees and boosting feature vastly diﬀerent results, that show significant
disadvantages of utilizing either one of the algorithms for prediction purposes, as
the vast majority of locations feature a negative improvement. The kNN algorithm
on the other hand features yet diﬀerent results, as with these the best- and worst-
performing categories dominate while the middle categories are dwarfed in the
number of locations.
This diﬀering behavior can pose an advantage in the process of selecting the opti-
mal algorithm for an arbitrary forecast. As such, a regression algorithm might be
used when it is uncertain whether the algorithm will generate a prediction with an
MSE improvement. On the other hand, if it is known that the generated prediction
will be more accurate than the original forecast, the kNN algorithm can be applied
instead, in the hope of generating a prediction that is yet closer to the true wind
value than the regression’s prediction.
Seemingly unsuited algorithms for prediction purposes, such as the decision tree
and boosting, however should not be written oﬀ yet. The MSE which is analyzed at
this point is an aggregated result of all test data instances and includes predictions
both more and less accurate than the forecast’s (albeit with a clear majority of less
accurate predictions). If the data instances for which these algorithms generated
a desired accuracy can be identified, these algorithms can still be utilized to serve
the desired purpose.
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Algorithmic robustness
For this subsection, the same vertical level and temporal conditions as in section
6.1.3 are focused on. Robustness in this context is to be regarded as the aggre-
gated results on the performance of the various algorithms on the same test data
set. Specifically, this section’s focus is on the number of algorithms at an arbi-
trary location which generate a lower MSE that exhibited by the original forecasts.
Also, the type of algorithm with the best and worst performance is of interest and
whether any patterns on algorithmic results can be derived from the results.
Fig. 6.12 illustrates the number of algorithms with a lesser MSE than of the original
forecasts. In line with the patterns identified in section 6.1.3, the patterns of three
major regions can be found. For both wind components, this is the area across
southern South East Asia. With the U wind component, this area ends south of
India/Sri Lanka, while for the V wind component, this area stretches across parts
of southern India. These defined regions exhibit the best results in terms of the
number of algorithms which all feature a lesser MSE than the forecasts. Specifi-



























































Figure 6.12.: Number of algorithms with a lesser MSE than of the original forecasts. Illus-
trated are U and V wind components for the 24 h forecast step, at 200 mbar
altitude.
is profoundly similar between both wind components, as both feature a vast major-
ity of locations with 6 algorithms performing better on average than the original
forecasts. Geographical coverage too is similar, as the region covers all points ex-
cept the aforementioned locations in Asia as well as central and northern Europe.
Throughout this region, a number of pockets of lesser number of algorithms exist.
For the U wind component, an exemplary pocket is the area across Sicily, for which
up to only two algorithms perform better than the original forecasts. Exemplary
pockets for the V wind component can be found over central Turkmenistan and
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west of Georgia, which similarly feature up to only two algorithms.
The third area is across central and northern Europe, which shows a scattering
of diﬀerent numbers of algorithms. The plurality of locations in this region fea-
ture five algorithms as generating better MSEs than the original forecasts. This
observation is valid for both wind components.
Discussion Of the three identified macroscopic regions, the one across South East
Asia clearly resembles the results obtained for each algorithm in section 6.1.3. All
algorithms with the exception of Boosting performed best in this area. The diﬀer-
ence to the major area featuring 6 algorithms is merely the decision tree algorithm.
As illustrated in fig. 6.8, it is the only one that only features positive improvements
in areas south of about 10◦ North. The maximum of 7 algorithms can only be found
in this region.
With the exclusion of the area covering central and northern Europe, a general
finding can be drawn. The patterns identifiable (in terms of number of algorithms)
are, with the exception of a small number of pockets, clearly distinguishable from
each other. Hence, the central region with 6 algorithms is clearly bounded by a
line at about 10◦ North (for the U wind component) and 15◦ N for the V wind
component. This result indicates that in coherent areas, reliable MSE results are
generated. In turn, this proves that the algorithms’ MSE results are not a product
of chance, as the geographic patterns are this clearly-cut.
Best and worst performing algorithms Fig. 6.13 illustrates the best and worst per-
forming algorithms, respectively. For the worst performing (bottom row), the vast
plurality of locations report the Boosting algorithm to feature the greatest MSE
in comparison to that of the original forecast. A number of instances featuring
the 15th degree polynomial regression exist, primarily in an area oﬀ the western
Indian coast and the Bay of Bengal. These two groups of points feature for both
wind components. The reason for a low prediction performance of a 15th degree
regression is stated above in section 6.1: the degree of fit overfits the data, leading
to major test errors. Further speaking for this explanation are the positive im-
provement values recorded with the linear regression; hinting that an assumption
that the underlying data’s distribution is linear is fitting.
The results of the Boosting algorithm, illustrated in fig. 6.8, already indicate that
this algorithm on average is not suited for prediction purposes in this context.
This observation is not only limited to certain parts of the area processed, con-
trasting the higher-degree regressions. It can be derived that this algorithm is not
able to learn the underlying aspects of the training data set.
For the best performing algorithms, two algorithms in particular can be high-
lighted; the SVM and the kNN algorithm. These two dominate the area processed,


































































































Figure 6.13.: The best (top row) and worst performing algorithms (bottom row). Illustrated
are U and V wind components for the 24 h forecast step, at 200 mbar altitude.
with the prior reporting the best predictions in parts of central and throughout
northern Europe, for both wind components. The latter algorithm features strongly
in almost the entirety of locations in southern Europe, the Middle East and South
Asia. Results of the V wind component further show that the third-often best-
performing algorithm is the 15th degree regression. This contrasts the observation
for the worst-performing algorithm, which also featured the 15th degree polyno-
mial regression. Yet, this result shows that the training of even such a high-degree
regression is justifiable and beneficial in certain locations.
Results from other time steps Aggregated results from the remaining time steps
are illustrated in figs. A.10, A.11 and A.12. Overall, all patterns identified can also
be extended to other time steps. One notable pattern emerging is the increasing
number of locations for which the SVM and the 15th degree polynomial regression
feature the lowest MSE. This number is growing with a decreasing forecast lead
time, as evident in fig. A.11.
Comparison of two test sets In the course of the evaluation of algorithmic pre-
diction power, two further aspects need to be examined. First, this is the question
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whether each algorithm has a number of data instances for which only itself and
no other algorithm generates an improvement over the original forecast. For this,
the Boosting algorithm is a prime example. Mean predictive results do not show
a justification for the application of this algorithm overall. If a number of data
points exist for which only Boosting generates an improvement, the training of
this algorithm is justified. For this purpose, the test results for two separate loca-
tions have been examined, namely 50◦ North 8.5◦ East and 1.5◦ North 104◦ East,
both at an altitude of 200 mbar. Fig. 6.14 illustrates the percentages of the data











































































































































































































































































Figure 6.14.: Percent of the total test data set improved only by the respective algorithms.
Illustrated are U and V wind components for all forecast steps at 50◦ North 8.5◦
East (top row) and 1.5◦ North 104◦ East (bottom row), both valid at an altitude of
200 mbar altitude.
location is located near to the city of Frankfurt, Germany. Throughout all fore-
cast time steps, all algorithms exhibit values of > 0% of the test data set. These
range from greater percentages (e.g. 7.7 for the SVM at 00h time step for the V wind
component) to the minimum of 0.1% (Boosting at 00 h time step for the V wind
component). These results indicate that an algorithm may not perform well on
average, yet still generate single favorable predictions. In order to choose the most
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beneficial algorithm, another algorithmic layer on top of these must be realized.
This derived requirement is the motivation behind the herein described and real-
ized algorithm selection method, as explained in section 5.5.
The second point, represented by the bottom row in fig. 6.14 is a location over
Singapore. Results diﬀer from those of the prior location in that the regressions’
percentages of the test data set are less than those of the first location. Also, the
10th degree regression features no data instances solely improved for time steps
18 h and 06 h for the V wind component. At the 00 h time step (V wind), the Boost-
ing algorithm also features zero data instances. These results further underline
the need for an algorithm selection process, as these algorithms may not produce
desired results. Therefore, a means to avoid these in the respective circumstances
needs to be realized.
Another factor to be considered for the algorithm selection process is the selection
of not one beneficial algorithm, but the best algorithm for an arbitrary data point.
On top of this, the selection process also needs to not apply an algorithm should it
not improve the forecast’s accuracy. This requirement is derived from the results
of both location’s test results, as illustrated in fig. 6.15. These results show a slight
increase in non-improved instances for test results of Frankfurt for lesser forecast
lead times. Results for Singapore in turn do not show such an increase, but rather
a quasi-constant behavior. Overall, these results suggest that the training of dif-
ferent algorithms is beneficial, as the number of instances improved with at least
one algorithm grows to well over 75% in all illustrated conditions. This conclusion
yet again demands an algorithm selection process, as the algorithm yielding the
greatest improvement should ideally be selected.
The above results have shown the need for an algorithm selection method, the
logic of which is presented in section 5.5. For the validation of this method, a sep-
arate validation data set is employed. The results of the validation are presented
and discussed in section 6.2.
Results from remaining vertical levels
In this section, results from three other vertical pressure levels are presented.
These are isobaric levels at 150, 250 and 300 mbar. All training and testing is
performed in the same way as all processing performed for the 200 mbar level.
Presented herein are the improvement results of all algorithms’ MSEs. Identified
trends are compared to those found on 200 mbar. A trained linear regression’s
mean test results are illustrated in fig. 6.16. As with prior observations, a distinc-
tive region of high improvement is found across South East Asia and parts of India,
across all pressure levels. A notable diﬀerence between the levels can be found in

























































































































































Figure 6.15.: Percent of the total test data set improved by at least one algorithm. Illustrated
are U and V wind components for all forecast steps at 50◦ North 8.5◦ East (top
row) and 1.5◦ North 104◦ East (bottom row), both valid at an altitude of 200 mbar
altitude.
the number of negative improvement patches, which feature in greater numbers
in lower levels, while decreasing at 150 mbar. Prediction performance throughout
all levels remain constant for the lower boundary, at−1/− 2% improvement. The
positive improvement boundary decreases to a maximum of 24% for the highest
level, while remaining at a constant 32% for 250 and 300 mbar.
In summary, these findings indicate that the linear regression generates consis-
tent results, as would be expected since these pressure levels border each other.
The increase in negative improvement areas in lower levels might be attributed to
greater fluctuations in the data, hence resulting in greater variance. The latter in
turn results in a decrease in prediction power for a linear regression.
Patterns found with the other algorithms mimic those found in the prior section.
High-degree polynomial regressions generally perform less stable the higher the
degree, with the symptomatic spots of major deterioration in prediction perfor-
mance in areas generally exhibiting good performance. Fig. A.15 illustrates this
particularly well.































































































































Figure 6.16.: MSE test results for the linear regression for U and V wind components at 150
mbar (top row), 250 mbar (center row) and 300 mbar (bottom row) altitude.
SVM and decision trees also show similar results as those from 200 mbar altitude.
Results from decision trees especially indicate the algorithm’s ineﬀectiveness in
areas outside the aforementioned narrow corridor in South East Asia/India. This
trend of weak performance by decision trees is further underlined by the results
from the Boosting algorithm. While the results of which show vast locations of
weak prediction performance, a few coordinates exhibit positive prediction per-
formance for the V wind component on 300 mbar altitude.
The kNN algorithm once more shows similar trends and patterns as the ones
found on 200 mbar. Again, the area above central and northern Europe exhibits
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weak, while the rest of the area processed generally shows good prediction perfor-
mance. The patch of weak prediction performance however decreases in size the
lesser the altitude. This finding indicates lower fluctuations in the data, mirroring
the indications found with the linear regression.
6.1.6. Hypotheses
This section revisits the hypotheses stated in 6.1.1 and determines whether the
above findings result in a falsification or no rejection of these.
Hypothesis H1: If trained Machine Learning algorithms are used to generate wind speed
predictions, then coherent geographic patterns of best- and worst-performing algorithms are
retrieved.
Results showing each location’s best- and worst-performing algorithm are illus-
trated in fig. 6.13. The bottom figures showing the worst-performing algorithms
clearly indicate a coherent pattern, with a vast majority of points reporting the
Boosting algorithm. Results for the best-performing algorithm too show clear
patterns, with the SVM performing the best in northern Europe and the kNN in
almost all other areas. The V wind component especially features a number of
smaller patches of points reporting linear or higher-degree regressions. Yet, even
these exhibit coherent geographical patterns.
Therefore, hypothesis H1 cannot be rejected.
Hypothesis H2: If trained Machine Learning algorithms are used to generate wind speed
predictions, then at least one algorithm’s MSE will be lower than the original MSE exhibited
by the original forecast at every location.
The results of the number of algorithms with a lesser MSE than the original fore-
cast, illustrated in fig. 6.12, show that an overwhelming majority of locations fea-
ture at least one algorithm. Only two coordinate locations feature zero algorithms
with the U wind component, while the V component features four number of lo-
cations meeting this category. Promisingly, over 95% of locations feature five or
more algorithms which generate a lower MSE than that of the forecasts.
Nevertheless, while vastly outnumbered, coordinate locations where no algorithms
generate lower MSE results do exist. Therefore, hypothesis H2 is falsified.
Hypothesis H3: Each algorithm’s MSE will increase with decreasing forecast lead time,
irrelevant of the location.
Discussion of each algorithm’s MSE results (see also section A.1) have shown that,
while each algorithm’s prediction performance varies, all do exhibit a trend to ei-
6. Evaluation of concept 97
ther (a) increase the number of coordinate locations with negative improvement
values, (b) increase the value of the negative improvement category or (c) both. The
reason for this is the decreasing forecast error, as forecasts are generally more ac-
curate the closer in time they are to the event.
Therefore, hypothesis H3 cannot be rejected.
6.2. Validation set evaluation of trained
algorithms and the algorithm selection
method
This section presents and discusses the results from the evaluation of the trained
algorithms and the algorithm selection process, by reliance on a validation data
set. First, a number of hypotheses are proposed, after which the results are dis-
cussed, leading to a falsification or verification of these.
This evaluation section is divided into four parts. As with the prior evaluation of
test results, the focus is first set on a pressure level of 200 mbar, for 24 hour forecast
data on both wind components. These results and the corresponding discussion is
presented in section 6.2.2. Following this, the focus is then drawn onto the predic-
tion performance throughout the other time steps and patterns retrieved through-
out the temporal dimension. The discussion is presented in section 6.2.3. A third
evaluation, in section 6.2.4 then divides the results into seasons and discusses pat-
terns retrieved in each separately. The final part of the evaluation will focus on
remaining pressure levels and any diﬀerences observed in these, as compared to
200 mbar (see section 6.2.5).
6.2.1. Hypotheses
For the evaluation of the algorithm selection method, the following hypotheses
have been proposed:
1. Hypothesis H4: If Machine Learning algorithms with an algorithm selection
process based on historical data are used to generate wind speed predictions,
then the MSE results of locations in South and South East Asia will feature
greater improvement than of locations in Europe.
2. Hypothesis H5: If ML algorithms with an algorithm selection process are
used to generate wind speed predictions on a data set spanning a year, then
the resulting patterns’ MSE will vary depending on the seasons.
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3. Hypothesis H6: If ML algorithms with an algorithm selection process are
used to generate wind speed predictions on data sets of diﬀerent forecast
time, then the resulting MSE will increase with a decrease in forecast lead
time.
6.2.2. Evaluation of algorithmic MSE
Like in the evaluation of test results (see section 6.1.5), the predictions generated
from the algorithm selection method are compared against the original forecast
data, which is assumed to be the closest to the actual wind conditions. Results for
the selected area, as depicted in fig. 6.2 for 24-hourly forecasts on a pressure level
of 200 mbar, are illustrated in fig. 6.17.
The scale of results reaches from a maximum of 18% improvement of MSE over
the forecast data to a deterioration of up to 335% in accuracy. Levels in between
these bounds are colored accordingly in the legend of fig. 6.17. Dominating the
vast majority of locations is the level corresponding to a maximum of 50% in fore-
cast accuracy; colored yellow. Greater levels of accuracy deterioration, i.e. > 100%,
are scattered in smaller pockets solely north of 17◦ northern latitude. Locations
with greatest accuracy deterioration are primarily scattered over continental Eu-
rope. Noteworthy in addition is the presence of a greater coherent region of MSE
change between−100% to−50% for the U wind component, centered over north-
ern Europe in particular.
Areas of improvement only feature in areas in South and South East Asia. While
those of the U wind component feature a greater area south of India and Sri Lanka,
locations with accuracy improvement for the other wind component are present
along the east and west coast of India. A few locations are also present over the
slopes of the Himalayan mountains. The MSE results illustrated in fig. 6.17 share
a number of similarities with previous results of single algorithms’ performance.
In particular, the results for the linear regression serve as a good comparison (see
fig. 6.3). In the regression’s results as in the current ones, four patterns can be iden-
tified. Firstly, the locations with greatest improvement are found south of approx.
17◦ northern latitude. Reason for this observation may lie in the fact that these ar-
eas are prone to monsoon seasons. The volatility of this weather is more diﬃcult
to predict, baseline forecast of these regions thereby inhibit greater inaccuracies
than those of other world regions. Patterns with lesser accuracy improvement, as
well as locations with the greatest deterioration, are only found in areas north of
the mentioned latitude. A fourth parallel is both methods’ performance along the
prime meridian diﬀer to its west and east respectively. This observation hints at a
boundary condition inaccuracy, assuming the prime meridian is one such during












































Figure 6.17.: The algorithm selection method’s MSE performance results, for data at 200 mbar
altitude, for 24 hour U and V wind components.
numerical simulations.
These parallels show that an algorithm choosing from a set of algorithms does
exhibit a similar lateral prediction performance and seems susceptible to inac-
curacies in the same world regions. A marked diﬀerence is yet identified in the
magnitude of accuracy deterioration. In results of the linear regression, the most
negative results range to −2%, whereas those of the algorithm selection method
range up to −335%. This discrepancy points to two possible reasons: a not ideal
preset k parameter for the number of neighbors to consider and the heavier pun-
ishment of outliers when calculating the MSE.
The challenge to select the most beneficial number of neighbors can be met by
repeating the calculations for all k’s in question. This is performed in the course
of a sensitivity analysis, the results of which are presented in chapter 6.3. In order
to discuss the second reason, the percentage of the data set categorically improved
in accuracy is plotted in fig. 6.18. These results show that in some locations, only
20% of the data set is actually improved with the current k setting in the algorithm
selection method. The upper limit is shown to be at 50% of the data set. Although
not the majority, this result nevertheless underlines that the method in principle
is able to produce predictions with an improvement over the original forecast. As
this data set covers an entire year, it is of interest whether the prediction power
of the algorithm selection method varies throughout the year. These results are
presented and discussed in section 6.2.5.
6.2.3. Prediction performance throughout all time steps
A number of notable patterns can be identified from the results of the algorithm
selection method, executed on data of all available time steps. Judging by the color








































Figure 6.18.: Percentage of data set improved in accuracy, at 200 mbar altitude, for 24 hour U
and V wind component forecasts.
coding of the figures in 6.19 alone, a pattern consisting of quantitative diﬀerences
throughout the time steps can be observed. Results obtained on the 18 hour data
show that throughout all locations, the methodology is not able to achieve positive
results. This observation is repeated for the 06 hour time step, with results for both
wind components exhibiting both qualitative and quantitative similarities. Time
steps 12 and 00 (and 24 for that matter, see fig. 6.17) do not show these results.
These diﬀerences can be identified as a pattern stretching throughout the tempo-
ral dimension. By observing these two groups in further detail, a number of other
patterns can be retrieved. For the group consisting of 18 and 06 hour forecasts,
the patterns’ spread across all locations presents a number of similarities. Patches
of locations exhibiting the worst performance (in red) can be found throughout
Europe and northern Africa, for both wind components. A notable pattern for the
U wind results however is a large coherent area over South Asia, particularly the
Indian subcontinent. Results for the V wind component in turn show a more scat-
tered pattern of worst-performing locations, throughout the entire focal area.
The other group consisting of time steps 24, 12 and 00 hours, repeats a pattern
in which the best-performing locations are found in areas closer to South Asia.
These three time steps are also the only ones actually harboring locations with
an actual MSE improvement over the original forecasts. Additionally, from the U
wind component results of time steps 12 and 00, a boundary already identified in
the discussion of test results (see section 6.1.5) of 17◦ northern latitude.
The latter observation once more points to a consistence in the data: even though
the algorithm selection method being another logical layer on top of the trained
algorithms, the pattern of better performance is found in South Asia, also observed
in the 24 hour results (fig. 6.17) and throughout the test results of section 6.1.5. Due











































































































































































Figure 6.19.: MSE performance results of the algorithm selection method for 18 (top) to 00
(bottom) hour time steps in 6-hourly intervals, at 200 mbar altitude, for U and
V wind component forecasts.
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to the proximity to regions aﬀected regularly by monsoons, this is once more hy-
pothesized to be the root cause of this phenomenon.
Less conclusions can be drawn to explain the major diﬀerences in quantitative re-
sults between respective time steps. Similar regional patterns exhibited in 18 and
06 hour time steps point to a systematic phenomenon. As the logic applied to all
data is the same, the only diﬀerence is the data itself. The conclusion to this obser-
vation is that the underlying data bears patterns that are not suited to work eﬀec-
tively with the algorithm selection method in this current configuration. However,
a diﬀerent k number of neighbors to be considered may provide a better result for
these time steps. Likewise, the green areas in time steps 24, 12 and 00 hours where
a positive result is recorded, may cover greater areas than currently observed. To
investigate these hypotheses, a sensitivity analysis is performed in chapter 6.3.
Investigating the MSE alone in this application is not suﬃcient, as the number of
instances actually improved is of interest. Fig. A.24 illustrates the percentage of
the respective data set categorically improved. For the two time steps with overly
negative changes in MSE, 18 and 06 hours, the results show that in the worst cases,
10% of the data set is categorically improved over the original forecasts. The max-
imum percentage number is set at 40%. In contrast, the other group of time steps
peak at 50%, agreeing with the general, less negative trend identified in fig. 6.19.
Even this display of categorically improved data instances nevertheless consider
the data set stretching over an entire year of data. It is of interest how parts of this
data set perform on their own. These parts herein are defined as seasons, with
the goal being to identify seasonal dependencies across the entire area of concern.
Section 6.2.4 elaborates on this question.
6.2.4. Prediction performance by season
The prior two sections presented a view across the entire data set. A more diﬀeren-
tiated view of the single seasons’ results can present more insight into underlying
patterns. Also, if a certain season or temporal period is determined to work very
undesirable, this part could be left out of any further usage scenario of this method.
The seasons are defined in the following:
Spring: March, April, May
Summer: June, July, August
Autumn: September, October, November
Winter: December, January, February
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The data set is respectively filtered for these seasons, with the results for the sea-
sons plotted in fig. A.23. The results of both wind components show two general
patterns: results excluding South Asia and South East Asia are qualitatively simi-
lar, whereas these areas present the only positive results of the method. Coverage
of the latter pattern varies significantly throughout the seasons. Judging by the
number of partitions/locations, the method is least eﬀective in winter and most
in summer. This holds true for both wind components. By comparing the mean
results across the entire year (see fig. 6.17) against these seasonal ones, it can be
shown that the most positive and negative peaks vary by close to 100%. The great-
est diﬀerence is recorded between the yearly and spring results, in which the most
negative values are set at −335% and −701%, respectively. Likewise, this diﬀer-
ence can also be recorded for the most positive peak.
Prior discussions herein (see sections 6.1.5 and 6.2.3) have drawn the conclusion
that positive results of the algorithm selection method as well as algorithmic test
results are connected to the seasonal monsoon in South Asia. This hypothesis can
be confirmed by the summer results illustrated in fig. A.23. Monsoon season in
India typically lasts from June/July until at least September [146], the meteorologi-
cal processes being very complex and hence more diﬃcult to predict than during
other seasons. This forecast inaccuracy is then picked up by the method herein,
with the time frame set for summer being defined to be June through August.
Results for spring, during which the monsoon has not yet begun, show a lesser
number of positive changes. Autumn, which covers September (the last monsoon
month) shows a decrease in the method’s eﬀectiveness, albeit greater eﬀectiveness
than during winter.
These insights show that a pattern of seasonal dependency can be observed through-
out the entire region of focus. This dependency is seemingly interpretable with
meteorological phenomena, such as the monsoon in South Asia. Generally, it is
of interest whether positive (as compared to the original forecasts) results, as well
as those less accurate, in turn generate a likewise eﬀect on the performance of the
flight planning process.
6.2.5. Prediction performance throughout other pressure
levels
Fig. A.21 illustrates MSE performance results across all four pressure levels. Sim-
ilar regional patterns are observable throughout these altitudes. For the V wind
component, the number of locations with positive improvement grows with a de-
crease in pressure level. This observation indicates that the method works for other
pressure levels and may even feature more positive results on lower ones, given the
1046.2. Validation set evaluation of trained algorithms and the algorithm
selection method
trend for the V wind component.
By plotting the results of the 300 mbar pressure level across the four seasons, sim-
ilar patterns for summer and autumn can be observed across South Asia. For both
wind components, these seasons generate the greatest coverage. This is a result
which agrees with the hypothesis in section 6.2.4, which connects this region of
increased prediction performance with the regional monsoon season.
6.2.6. Processing times for the algorithm selection
method
The process of selecting the optimal algorithm, as detailed in section 5.5, is per-
formed using a maximum of 97 CPUs in the data cluster. Additionally, 25 con-
tainers are allocated by Spark to support the job. Each task of the total job runs
in one container. As the number of completed tasks grow, the number of CPUs
and containers steadily decrease. Like the training and testing processing job, the
total number of partitions is divided into iterations per longitude. The number of
parallel partitions therefore varies per longitude, between 232 and 284. Running in
the same bounded area as illustrated in fig. 6.2, processing time per longitude is
set at 5 hours. The total required time for all partitions therefore covers just under
54 days. This number however does not include interruptions due to maintenance
tasks or other issues.
6.2.7. Hypotheses
This section revisits the hypotheses stated in 6.2.1 and determines whether the
above findings result in a verification or falsification of these.
Hypothesis H4: If Machine Learning algorithms with an algorithm selection process based
on historical data are used to generate wind speed predictions, then the MSE results of lo-
cations in South and South East Asia will feature greater improvement than of locations in
Europe.
Results shown in fig. 6.17 indicate a pattern diﬀerence in prediction performance
between South Asia and Europe. This finding is mirrored in the results obtained in
the prior evaluation of test results, as discussed in section 6.1.5. It can be concluded
that the meteorological phenomena in this region actually lead to the algorithm
selection method generating more accurate predictions. This conclusion is fur-
ther supported by the identification of a large lateral pattern of improvement for
data valid in the South Asian monsoon season, as illustrated in fig. A.23.
While these results hint at a verification of this hypothesis, some of the results
discussed point to the contrary. Particularly, the results illustrated in fig. 6.19 for
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forecast time steps 18 and 06 hours show that locations in South Asia perform
worse than in Europe. Therefore, hypothesis H4 is falsified, as a verification can-
not be produced in every instance.
Hypothesis H5: If ML algorithms with an algorithm selection process are used to generate
wind speed predictions on a data set spanning a year, then the resulting patterns’ MSE will
vary depending on the seasons.
Seasonal results illustrated in fig. A.23 point to a heavy correlation seasonal me-
teorological phenomena and prediction performance. This is shown the varying
number of locations reporting MSE improvements over South Asia. Most promi-
nent is this eﬀect during summer, which consists of three out of four months of
monsoon season in this area. This eﬀect can also be observed in a more limited
number of locations during autumn months. In turn, during winter and spring,
no significant pattern is observable. Therefore, hypothesis H5 cannot be rejected.
Hypothesis H6: If ML algorithms with an algorithm selection process are used to generate
wind speed predictions on data sets of diﬀerent forecast time, then the resulting MSE will
increase with a decrease in forecast lead time.
Results over decreasing forecast lead time, as illustrated in fig. 6.19, show that a
consistent growth in prediction performance does not follow a steady decrease in
lead time. Rather, the time steps representing 18 and 06 hour forecast steps show
less accurate results than the three other time steps. A trend associated with all sin-
gle algorithms (see section 6.1.5) over decreasing forecast lead time, cannot be iden-
tified for the algorithm selection method. Therefore, hypothesis H6 is falsified.
6.3. Sensitivity analysis
Results from the algorithm selection method of section 6.2 have shown that the
method realized is successful in a number of locations. Locations with a positive
impact of the methodology prove its theoretical feasibility as a proof of concept.
The method is run with a pre-defined constant value of k = 6 neighbors. This value
may not be beneficial for all locations. The algorithm as outlined in algorithm 4
is run for a range of k = 1, ..., 20 neighbors. The algorithmic logic is not modified
for all k, with the exception of k = 1. For this case, the rules established for two
or more neighbors do not apply and are ignored. To shorten processing time, the
sensitivity analysis is only performed for two locations on a pressure level of 200
mbar:
Frankfurt, Germany: N50◦ E8.5◦
106 6.3. Sensitivity analysis
Singapore, Singapore: N1.5◦ E104◦
These two locations have been selected due to their discrepancy as shown in re-
sults in chapter 6. The location representing Singapore has consistently shown
good prediction performance for both the single algorithms, as well as the algo-
rithm selection method. On the other hand, Frankfurt and locations in Europe in
general have shown fair performance for algorithm testing, yet poor performance
for the algorithm selection method. These diﬀerences in results, as well as the
climatological discrepancies may show diﬀerent trends as to which k number of
neighbors is most beneficial for each respective location.
Results are presented and discussed first on a yearly basis. Wind components are
treated separately, with the locations’ results over k compared against each other.
Yearly results are then further refined into seasons.
6.3.1. Yearly results
Yearly results for the U and V wind components are illustrated in figs. 6.20 and
6.21. Two distinctive patterns, clearly separating the results for Frankfurt and Sin-
gapore, can be observed. The lowest results for Frankfurt are observed for k = 1, 2
and rise steadily up to k = 10 before dropping again. Contrary to this trend are re-
sults for Singapore, which feature a maximum at k = 1, 2. All other k feature more
negative results. These identified discrepancies underline the meteorological dif-
ferences at these two locations. A maximum observed with the least possible num-
ber of neighbors, i.e. k = 1, indicates that the model for Singapore works best with
the lowest possible generalization. The reasoning may be that tropical weather
phenomena fluctuate more (than those valid for Frankfurt). Areas of similarity in
the d dimensions that the kNN is operating in are therefore smaller. By reduc-
ing the number of neighbors to a minimum, the likelihood of leaving this area of
similarity is thereby reduced. In essence, areas of similarity in the d-dimensional
space are small, best described by a single point. This assumption indicating high
fluctuation agrees with the conclusion that in tropical regions, meteorological pre-
dictability is generally poor [147].
Contrary to this is the observation that for Frankfurt, the U component maximum
is given at k = 10 and for V at k = 20. This behavior in turn indicates that the
kNN is more successful with more neighbors concerned, i.e. with a lower variance.
Poor performance with a high variance indicates that the algorithm tends to model
noise in the data set. When interpreting this in a meteorological context, this data
set learns features more from wider areal patterns, hinting at less fluctuations in
the data.
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Change in MSE for yearly U wind component, 24 hour
forecast data over number of neighbors used for
algorithm selection method
Figure 6.20.: Change in U wind component MSE in % of the original forecasts, generated
with the algorithm selection method (see alg. 4) for various k = 1, ..., 20. Results
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Change in MSE for yearly V wind component, 24 hour
forecast data over number of neighbors used for
algorithm selection method
Figure 6.21.: Change in V wind component MSE in % of the original forecasts, generated with
the algorithm selection method (see alg. 4) for various k = 1, ..., 20. Results are
generated with 24 hour forecast data from the entire year, valid at Frankfurt and
Singapore.
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6.3.2. Seasonal results
Seasonal results in fig. 6.22 for Frankfurt show similar patterns throughout all
four seasons. These climb starting at k = 1, peak at a range of between 5 to 12 be-
fore decreasing again. The fact that this qualitative trend is mirrored throughout
all seasons shows that the underlying seasonal eﬀects are similar. This conclu-
sion can only be drawn in part from results concerning Singapore. While both
the range and qualitative behavior for k = 1, ...4 neighbors are similar for all sea-
sons except summer, results of higher k showcase diﬀerent trends. For spring, the
second-highest MSE change is observed for k = 18, indicating that the algorithm
selection method works increasingly better with a growing number of neighbors.
Such a behavior indicates that the method improves with a decrease in variance.
This cannot be said for the method’s trend for winter, which does not show a recov-
ery after k = 9. Data regarding autumn is an outlier in this regard. As mentioned,
the results for the first three k are similar to results for spring and winter. How-
ever, the general trend shows no fluctuations greater than 5% and the best result
recorded for k = 13. This behavior indicates that the number of neighbors con-
sidered are not as important as for the other seasons. Such stability is a possibility
if the data exhibits consistency. In other terms, this can be regarded as the data
being very similar in a wider d-dimensional kNN space. A prime example is the
deviation between forecast and re-analysis values. For autumn data, this discrep-
ancy is quantitatively similar than for the other seasons. Summer in particular
shows major fluctuations in both locations. The prior-identified trend in section
6.3 of high fluctuations in tropical regions is visible for Singapore results. With no
general consistency in the results observable, the reasoning is that even a minor
change in the number of neighbors leads to a significant bias. In such volatile data
space, as the results indicate, the best solution is to avoid the areal bias and utilize
only a single neighbor.
As identified in the yearly MSE results the best results are recorded for k = 1, 2. A
minimum is recorded for k = 11, with an increase in MSE results after this point.
This trend for summer is mirrored qualitatively in the yearly results (see fig. 6.20).
Reason for this may be that the greatest deviations are recorded in this season,
which thus influence the yearly results more than those of other seasons.
In conclusion, it can be shown that the best value of k to utilize varies not only by
location, but also by season. The best values cannot however be defined determin-
istically, but through calculation of all possible scenarios.
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Change in MSE for Spring U wind component, 24 hour
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Change in MSE for Summer U wind component, 24 hour
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Change in MSE for Winter U wind component, 24 hour
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Change in MSE for Autumn U wind component, 24 hour
forecast data over number of neighbors used for
algorithm selection method
Figure 6.22.: U wind component MSE results for diﬀerent k of the algorithm selection
method across all four seasons, clockwise from spring (top left) to winter (bot-
tom left), for 24 hour forecasts.
6.4. Summary
The results show that some algorithms perform poorly on a vast number of lo-
cations, such as Boosting or the decision tree, while others, especially the kNN
exhibit high prediction power. Generally, it is shown that a majority of algorithms
feature predictions which constitute an improvement over the original forecasts’
accuracy. A second algorithmic layer, the algorithm selection method, is devel-
oped to utilize historical data to select the presumably most accurate predictive
algorithm. This method is evaluated using a validation set spanning one year of
data. Results show that this method’s predictive power is limited to a number of
world regions and correlates with seasonal meteorological phenomena.
The sensitivity analysis performed herein has shown that the algorithm selection
method is dependent not only on the location of concern, but also of the season
concerned. Moreover, it can be concluded that the most beneficial k number of
neighbors for each case needs to be determined by calculating every possible sce-
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nario, as a deterministic solution cannot be defined.
7 Concept validation in the con-
text of flight planning
This chapter focuses on the validation of the realized system for uncertainty pre-
diction, as detailed in chapter 5. A testing of algorithmic prediction performance
and a validation of the algorithm selection process have been performed. The fo-
cus in these two steps is primarily on the prediction of the specific discrepancy
between a given forecast and the true wind speed. In this chapter, the focus is on
the eﬀect the predicted wind speeds in turn have on the flight planning process.
The aim of doing so is to quantify the impact this concept has on performance
indicators applicable in flight planning.
In a first step, the idea and scope of this validation is outlined, after which the
schematic approach is described. Following this, the focus on a specific perfor-
mance area in flight planning is explained. Lastly, specific flights are presented,
for which this concept is to be validated. Validation results, including hypotheses
and discussions are presented in the last part of this chapter.
7.1. Validation idea and scope
Flight planning fundamentally relies on a number of diﬀerent factors [10]. The
quality of this mandatory process in aviation may vary, depending on the avail-
ability of information describing these factors, as well as the accuracy of this in-
formation. Additionally, the term quality is needed to be defined precisely and ob-
jectively. One significant factor influencing the flight planning process is weather.
Typically, planning engines rely on forecasts of temperature and wind speeds, valid
at specific pressure levels.
Prior research, such as by Cole et al. [6] has identified wind forecast errors as the
greatest source for trajectory prediction errors. The primary objective in this the-
sis is to predict a forecast’s uncertainty and utilize this knowledge to improve the
same forecast’s accuracy. It is therefore of interest whether an improved forecast,
assuming it is more accurate than the original one, yields a flight plan that is of a
greater quality than the original one.
In essence, any flight plan is a prediction of future events. Ideally, the best case sce-
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nario is that every time a plan is produced, the corresponding actual flight occurs
exactly as planned. In this way, the plan’s predictive power, or predictability, would
be maximal. In reality, the Air Traﬃc Management (ATM) system is so complex that
only a fraction of flights are conducted exactly per their plan. Flight planning in-
fluences an airline’s scheduling, which is further influenced by other factors, such
as crew rostering, maintenance routing and fleet assignment [148]. A decrease in
flight plan predictability can therefore translate to scheduling problems, which in
turn may cause disruptions and added costs to the airline. The underlying rea-
soning is therefore that a decrease in forecast accuracy decreases a flight plan’s
predictability and hence negatively aﬀects scheduling.
The concept realized herein has proven to be able to increase forecast accuracy in
limited locations and diﬀerent forecast lead times, as shown in chapter 6.1.3. This
raises the question whether the logic holds true: Would an increase in forecast accu-
racy lead to a greater predictability, i.e. lesser discrepancy between the actual route and the
flight plan?
7.2. Schematic approach
The schematic discrepancy between a flight’s trajectory and its corresponding flight
plan is illustrated in fig. 7.1. Depicted is a the actual trajectory and two further paths
indicating two diﬀering flight plans. The x axis represents the actual trajectory, to
which the flight plans are compared against. On the y axis, an arbitrary dimen-




Figure 7.1.: Two diﬀerent flight plans with their respective discrepancies to the actual flown
trajectory.
flight plan predictability, both flight plans are not compared against one another.
Rather, the actual trajectory serves as a reference. Both flight plans’ discrepancies
to the actual trajectory are determined in a first step. Only in a second step are
these diﬀerences compared. Specifically, this approach is realized by the process
illustrated in fig. 7.2. A database holds all forecast data for this validation. This and
the algorithm selection process are identical to those illustrated in fig. 6.1. Four
diﬀerent data sets are then extracted directly or indirectly (with the algorithm se-
lection method in between; for details see chapter 5.5) from the validation database.
































Figure 7.2.: Process for the generation of four diﬀerent flight plans; one each generated with
the original forecast, modified, best-case modified and re-analysis data.
The first set of data is forecast data, which resembles the same data used by the air-
line for the originally-filed flight plan. By utilizing this data for flight planning, a
control/baseline most similar to the airline’s original flight plan can be realized.
The second flight generated (illustrated in fig. 7.2 as the modified flight plan) is
the experiment. This flight plan is the result based on the output of the algorithm
selection method. Together with the original flight plan and the actual flight tra-
jectory, the benefit of the concept detailed in chapter 3 can be evaluated.
On top of these two flight plans a further third and fourth are generated. The
third flight plan is generated on the same algorithm selection method, albeit with
the best algorithm selected at all times. By doing so, an upper boundary of the
method’s benefit to flight planning can be determined. A final fourth flight plan is
generated on the basis of re-analysis data. As the latter represents the most accurate
depiction of the state of the atmosphere available [100, 102], it eﬀectively represents
the upper-most boundary in terms of eﬃciency for the flight planning process -
since the data is assumed to be the most accurate. The flight planning engine
utilized herein is Jeppesen’s FlitePlan Core product. This engine features the pos-
sibility of evaluating Eurocontrol Route Availability Document (RAD) routes and
hence provides a greater level of realism for flights traversing European airspace
than entirely ignoring these routes.
A creation of the original flight plans is necessary, as these filed by airlines are
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not freely available. Making matters yet more diﬃcult is the fact that flight plan-
ning settings are confidential pieces of information and thus are not available pub-
licly. By utilizing the same flight plan engine settings for all flight plans, all gen-
erated errors will be constant. In this way, the error caused by the fact that the
airline’s exact flight planning settings have not been used, is negated.
7.3. Performance criteria
Comparison of flight plans with the actual flight trajectory is limited to a number
of factors. This is due to only the trajectory (which includes location, time, altitude
and ground speed) being known. Other factors, such as actual costs or fuel con-
sumed, are sensitive information and not published by airlines. Any comparison
of a given flight plan to actual data is limited to the locational data with a temporal
tag. All performance criteria can therefore only be derived from this information
reported through Automatic Dependent Surveillance - Broadcast (ADS-B) from air-
craft.
The Key Performance Indicator (KPI) of focus, as mentioned above in 7.1, is pre-
dictability. As such, a lesser deviation from the actual trajectory, irrelevant of the
criterion, is defined as desirable. Given the dimensions present in the trajectory
data, the following criteria can be derived directly1:
1. Diﬀerence in flight duration: defined as the time diﬀerence between the first
data point logged after take oﬀ and the first one after touch down.
2. Diﬀerence in flight distance: defined as the total distance covered between
takeoﬀ and landing.
3. Mean cruise speed: defined as the mean cruise speed at all logged points
between the Top of Climb (TOC) and Top of Descent (TOD).
4. Accumulated lateral deviation: defined as the shortest distance between a
given point to the actual trajectory.
5. Accumulated vertical deviation: defined as the shortest distance between a
planned and the actual altitude.
Among these five, a diﬀerentiation between the first two and the other three can
be drawn. While all of these can serve as a metric expressing predictability in their
1A foregone thesis by Haude [149] identified these among a multitude of other possible criteria.
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own stated dimension, the first two present a more suited and concise quantifica-
tion of this KPI. Both flight duration and distance are the two major aspects dur-
ing planning, as these directly influence the amount of fuel and backup fuel. The
more accurate these two criteria can be predicted, the more accurate the amount
of needed total fuel is needed to be carried.
Being able to predict the mean cruise speed more accurately prior to take oﬀ may
be of interest for tactical decision support systems. Logically, this criterion is ef-
fectively a variable expressed in part by the flight’s duration and distance, besides
the take oﬀ and landing phases of flight. Due to this, the mean cruise speed does
not generate added information on predictability - since it is already part of the
function of duration and distance. This argument is also applicable to the criteria
of lateral and vertical deviation. As with mean cruise speed, these are of interest
for tactical decision support and online trajectory optimization. Again, these de-
viations once more are a function of flight duration and distance.
Primarily, from an airline’s point of view, predictability is desirable to estimate
the resources and eﬀort needed to safely and most eﬃciently conduct a flight. In
essence, airlines aim to achieve maximum profit using minimal resources or ef-
fort. This implies that the overall costs are of interest. While criteria 3-5 do influ-
ence costs, they do so only indirectly, as they are a function of total flight duration
and costs. In essence, an airline is primarily concerned as to how far costs can be
reduced, principally irrelevant of the route taken from the point of origin to des-
tination.
Due to the above points, the evaluation herein will be limited to the diﬀerences in
flight duration and distance.
7.4. Flights selected for validation
For the validation in the context of flight planning, three flights have been cho-
sen. Each of these corresponds to a short-, medium- or long-haul flight respec-
tively. The chosen medium- and short-haul flights are illustrated in fig. 7.3: TUIfly
flight TUI2148 from Hanover, Germany to Fuerteventura, Spain and Garuda In-
donesia flight GIA867 from Bangkok, Thailand to Jakarta, Indonesia. TUI2148 is
conducted with a Boeing B737-800 aircraft and is regularly scheduled with a flight
time of 4 hours and 30 minutes2. Scheduled departure and arrival times are set for
1:35 pm and 6:05 pm Coordinated Universal Time (UTC). The flight is performed
from Wednesdays through Saturdays and Mondays.
The short-haul flight GIA867 is also performed with a B737-800 aircraft. Flight
2According to website FlightAware (https://de.flightaware.com/live/flight/TUI2148); accessed:
20-10-2017.



























































Figure 7.4.: Long-haul route considered in this thesis: DLH778.
time is set at 3 hours and 10 minutes, with departure at 7:10 am and arrival at 10:40
am UTC3. GIA867 is performed every day of the week.
The long-haul flight selected for validation, LufthansaDLH778, serves the Frankfurt-
Singapore route daily (route illustrated in fig. 7.4). Deployed is an Airbus A380-800
aircraft; scheduled for a total flight time of 12 hours and 2 minutes, with departure
at 7:55 pm (during winter months at 8:55 pm) and arrival at 7:57 am (8:57 am) UTC4.
The geographical distribution of these flights stems from the area of analysis, as
illustrated in fig. 6.2. From test results (see chapter 6.1), an area of approximately
3According to website FlightAware (https://de.flightaware.com/live/flight/GIA867); accessed:
20-10-2017.
4According to website FlightAware (https://de.flightaware.com/live/flight/DLH778); accessed:
20-10-2017.
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south of N17◦ can be identified, which features maximal prediction performances.
The eﬀect of these on the predictability of flight plans is of great interest, as the
assumption is that the greatest gains are found in areas with the greatest improve-
ments over original forecasts.
TUI2148 is chosen, as TUIfly GmbH has oﬀered the actual filed flight plans of this
flight number for research purposes herein. Additionally, these plans have been
generated with the same flight planning engine, FlitePlan Core. Since the flight
plans herein are also generated using the same engine, a direct comparison be-
tween plans can be justified. Lastly, long-haul flight DLH778 is chosen to cover the
broad corridor ranging from Europe to South East Asia.
A list of dates on which these flights were performed is determined for all three
flights. The earliest date is July 1st, 2016 through June 30th, 2017. This list is relied
upon in the process of data retrieval on flight tracks and weather forecast data, as
detailed in section 7.5. Whether or not a date exists on this list is determined by
the availability of the flight trajectory in the database.
Required time steps All necessary times of all three flights are detailed in table
7.1. Departure and arrival times serve to determine first the time at which the
respective flight’s flight plan is created. This lead time to departure is set at five
hours prior for GIA867, approximately 11 hours for TUI2148 and 2−3 hours for
DLH778. All of these are sensitive airline data and thus not published by these.
The time of flight planning is then utilized to determine a reference time, i.e. the
next prior 6-hourly time at which weather forecasts are available. For GIA867 and
TUI2148, both planned in the early morning hours, this reference is midnight.
The long-haul flight is assumed to be planning no earlier than 18:00 pm, which
can also be used as the reference time.
These reference times are important for determination of the forecast steps for the
flight planning engine. GIA867 departs at 7:10 and arrives at 10:40 am. Forecast data
hence has to cover this time, requiring a forecast at 6:00 and 12:00 am. Seen from
the reference time, these time tags are forecasts for 6 and 12 hours respectively.
With the same logic, the forecast steps for the other two flights are determined.
7.5. Data handling process for flight
plan/trajectory comparison
The evaluation process outlined in fig. 7.2 necessitates four unique data sets: the
original forecast, modified and best-case modified and re-analysis data. Each serves
as weather data input to generate the original and the respective flight plans. This
section provides details on the process utilized to retrieve and handle this data, as














GIA867 7:10 am 10:40 am 2:10 am 00:00 am +6h,
+12h






18:00 pm 18:00 pm +0h, +6h,
+12h
Table 7.1.: Summary of flight times, including assumed flight plan generation times and de-
rived forecast steps required. All times in UTC.
a number of conversions and tidying processes are necessary to ensure a seamless
read-in of the data to the flight planning engine. Fig. 7.5 illustrates this process,
starting from the point of filtering for data valid at specific dates to the generated

























ﬂight plan / trajectory
Processes in the cluster
Processes on local machine
Figure 7.5.: Process for forecast weather data retrieval from the data cluster and further nec-
essary processing steps.
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vided into a part processed on the data cluster and another performed on a local
machine. With the flight planning engine being a program running on a local ma-
chine, all necessary data will therefore eventually need to be downloaded to which.
Since the data cluster holds significantly more processing power as compared to a
single machine, as many as possible steps are performed in the former.
The process is initiated with a list of dates for which both a flight trajectory is to be
retrieved, as well as a corresponding flight plan to be planned. These dates serve
as a filter criterion for three separate databases; the FlightAware database, which
stores flight tracks and the databases containing validation data. A distinction is
drawn for the latter two between one database containing raw data (including fore-
cast temperature data) and another containing the processed data from the trained
algorithms and the algorithm selection process. The raw data covers all pressure
levels from 850 to 150 Millibars (mbar), while the algorithms are only applied on
the levels of cruise flights, between 300 and 150 mbar. Therefore, a data query is
needed to be executed in both databases. The filtering query is realized in such a
way that filtering for any weather data is only performed if any flight track data is
actually returned from the FlightAware database.
With completion of the above-detailed processes, two separate data sets are out-
putted. For the flight track data set, an evaluation in regards to flight distance and
time is performed. This aggregated information, together with a temporal and
date key, is downloaded from the data cluster. All subsequent steps including the
calculation of these two metrics from this point onward are therefore performed
on a local machine. Downloaded weather forecast data is coerced into a gridded
structure, in order to support a conversion of the data valid on a 0.5◦ lateral reso-
lution to one of 1.25◦, which is utilized by the flight planning engine. Conversion
is realized using a 2-dimensional (2D) interpolation, which linearly interpolates
between neighboring points. In the case of coordinates available in both grids (at
e.g. N0◦ E0◦), no interpolation is performed and the current data value retained.
Following this process, a final conversion of the data into a binary file format is
performed. This binary file then serves as input to the flight planning engine, in
which the flight plan is generated. Necessary input information are:
Aircraft type
Departure and arrival airport, in International Civil Aviation Organization
(ICAO) format
Date and time of departure
Weather data binary file (optional)
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Activation of Eurocontrol RAD routes (optional)
The first three pieces of information are minimally necessary to successfully gener-
ate a flight plan. Weather forecast data, as well as the setting to evaluate potentially
restricted RAD routes, are optional settings. Omitting these nonetheless results in
a flight plan being generated. In such a case, no winds are evaluated and the tem-
perature on all pressure levels is assumed to be those defined in the International
Standard Atmosphere (ISA). Geopotential data is not required as the altitudes of
pressure levels are assumed fixed at nominal ISA levels and corresponding alti-
tudes.
From the resulting flight plan, the relevant values concerning both metrics (flight
distance and time) are determined and compared against those from the corre-
sponding actual flight tracks. This process is repeated in the identical way for all
four sets of flight plans, with the filter query modified accordingly at the start of
the process illustrated in fig. 7.5.
7.6. Results
This section presents the results of the flight plans generated. Specifically, all gen-
erated flight plans’ (see fig. 7.2) results on projected flight duration and distance
are in a first step compared to the actual values recorded for the flights in consid-
eration, as illustrated in fig. 7.5. Doing so yields a measure of discrepancy between
the respective plan and the trajectory. Such a discrepancy in this work is defined
as the measure of predictability of a flight plan. A discrepancy of zero represents
the most ideal state, of which a flight plan exactly predicts the actual trajectory.
This scenario represents the maximum possible extend of predictability. As such,
it represents the most beneficial condition to both airlines and the wider ATM
system as a whole.
The determined discrepancies of the four sets of flight plans can thus be defined
as in the following:
∆C: the flight plan generated on the basis of the original forecast data, i.e.
the control.
∆E: the flight plan generated on the basis of the modified forecast data, pro-
duced by the machine learning process developed in this dissertation. This
flight plan represents the output of the experiment in question.
∆Ebest: the flight plan generated on the basis of the data produced by the
machine learning process herein, albeit with the most accurate prediction
selected.
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∆Cbest: the flight plan generated on the basis of re-analysis data. Since this
data is assumed to be the most accurate, this flight plan serves as a hypoth-
esized best-case control.
Generating these discrepancies does not directly yield insight into the validation
of the concept herein. Since the research question is whether the product of the
machine learning concept (the flight plan) has a higher predictability than the orig-
inal flight plan, the diﬀerence between the discrepancies is of interest. As such, a flight
plan generated on the basis of the machine learning concept carries a greater pre-
dictability under the condition that
∆C− ∆E > 0. (7.1)
A value < 0 in turn indicates that the experiment flight plan carries lesser pre-
dictability than the original one, whereas a result = 0 shows no diﬀerence. For
all results in this chapter, equation 7.1 is utilized. The unit changes depending on
the criteria being evaluated (see section 7.3 for details). Results are however only
discussed for the criterion of flight duration, as no diﬀerences can be observed for
flight distance.
The following sections presents and discuss the results from the three flights, as
detailed in section 7.4. These first focus onto discussing results on a categorical
level, i.e. whether equation 7.1 is greater, equal or less than 0. In a second sec-
tion, these results are refined to display the actual diﬀerences. Throughout both
sections, results for all flight plans in comparison to the control flight plan are
discussed.
7.6.1. Hypotheses
The following hypotheses are discussed and verified/falsified in section 7.6.6:
1. Hypothesis H7: Flight plans generated on the basis of the herein modified
forecast data will vary in their predictability depending on the world region
the flight travels over.
2. Hypothesis H8: The results of best-case experiment flight plans will be of
greater benefit in terms of predictability than those of the experiment flight
plans.
3. Hypothesis H9: Flight plans generated on the basis of re-analysis data will
feature the least discrepancy to the actual flight trajectory among all sets of
flight plans generated.
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7.6.2. Diﬀerences in flight duration discrepancy:
categorical results
Results of the experiment flight plans are illustrated in fig. 7.6. These are divided
into three categories, as described by the details given in section 7.6 and based on
eq. 7.1. Shown are the respective results for each of the three haul types, or flights.
Each category result is presented as a percentage of the haul type’s total number of
flights.
Short haul flights indicate a tendency for the experiment flight plans to gener-
ally have a greater planned-to-actual discrepancy than the corresponding control.
Lesser discrepancies can only be observed for 15.7% of flights. This trend cannot
be repeated for medium-haul flights, for which the vast majority (63.9%) of flights
do not show a change of discrepancy between experiment and control. In this sce-
nario, cases of lesser discrepancies grow to just under 29% of all flights. For long
haul flights, the prior two trends can also not be repeated. In this case, the relative
majority of flight instances exhibit less experiment discrepancy as compared to
































Comparison of planned−to−actual flight duration
discrepancies of experiment and control flight plans
Figure 7.6.: Comparison of discrepancies in flight duration for experiment and control flight
plans. Results are displayed per category; an experiment flight plan discrepancy
lesser than of the original flight plan is defined as beneficial. Shown are the results
for the three flight routes outlined in 7.4.
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iment discrepancy flight plans grows with flight distance. Given the overall trend
from the algorithmic testing and algorithm selection method (see chapter 6), a re-
gion of generally positive algorithmic performance is identified to be South East
Asia. The short haul flight which passes through this region, does not mirror the
benefits indicated by algorithmic prediction results. Instead the contrary is true,
with close to 50% of experiment flight plans having a greater discrepancy than the
control. Algorithmic results for the medium haul flight do not show the beneficial
results as exhibited by locations in South East Asia. Based on this knowledge, it
can naturally be assumed that this translates into results less beneficial than those
of the short haul flight. However, this is not the case as the number of lesser ex-
periment discrepancies almost doubles from short to medium haul. This trend
continues for the long haul flight.
One possible explanation for this behavior may be that the longer the flight dis-
tance, the less impact an inaccurate algorithmic prediction may have. Assume that
a forecast data set generated by the concept herein that is very far from the true
value (i.e. very inaccurate) will lead to the flight planning engine generating a fore-
cast (at least for the coordinate location concerned) that too it very inaccurate. If
the distance between the departure and arrival cities is shorter, the number of
possibilities to fly along a diﬀerent route also decrease. If a number of forecast
data points have poor accuracy, the flight planning engine will be more and more
restricted in the number of possibilities to find a more economical flight route.
While it obviously does not have the information on which location’s forecast is
more accurate than another, the chance of finding a route that is closer to the true
trajectory is increased. This explanation is supported by the further percentage in-
crease in lesser experiment discrepancy for the long haul flight. Fig. 7.7 illustrates
a schematic representation of this explanation. A shorter flight (in terms of flight
Origin Destination
Origin Destination
Figure 7.7.: Schematic comparison of the diﬀerences in the number of points evaluated by the
flight planning engine, between shorter (top) and longer flights (bottom).
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distance) results in a lesser number of coordinate locations upon which the flight
planning engine determines the route with minimum cost. In turn, a longer flight
yields more locations on which a solution is to be found. If a number of these lo-
cations bear a particularly inaccurate forecast value, the likelihood of this aﬀecting
the short flight will be greater than with a longer flight, as the number of possible
solutions are less. The diﬀerence between experiment and control might therefore
likely be either very low or very high. Thus, the spread of discrepancy comparison
values will likely qualitatively diﬀer between short and medium on one side long
haul on the other. As such, more extreme negative and positive might occur with
a decrease in flight distance. The spread of values might therefore resemble more
of a normal distribution the greater the flight distance is. This assumption will be
further examined and discussed in section 7.6.4.
Categorical results for the best-case experiment scenario
The best-case experiment, as illustrated in fig. 7.2, is the flight plan generated on
the most accurate prediction. In this case, the algorithm selection process is co-
erced to select the prediction generated by the eight machine learning algorithm
that is closest to the true value of the corresponding re-analysis data. This is a
process based on posterior knowledge, i.e. knowing what actually is the most ac-
curate prediction. Thus, it is not a realizable working order for the concept herein.
However, the assumption can be tested that the more accurate the input data, the
more beneficial the impact onto flight planning is. Hence, the assumption is that
the result of this comparison will be more beneficial than the prior comparison
based on the experiment and control flight plans (see fig. 7.8). Results for the short
haul flight verify the assumption that if the algorithm selection method were to
always select the most accurate prediction, the flight planning predictability were
to increase. This can be read from the increase by the slight increase in percentage
for the lesser discrepancy. In addition, the percentage of flight plans with greater
discrepancy than the control shrinks from 49.9% to 8.3%.
However, this trend is not confirmed by medium and long haul flights. Both sets
show a decrease in beneficial results i.e. less diﬀerence and a concurrent increase
in the number of non-beneficial instances. Such a result indicates that the prior
assumption does not hold true for longer-ranged or at least flights outside South
East Asia. It is therefore of interest as to how these results in turn compare against
flight plans that are created on the basis of re-analysis data, presumably the most
accurate depiction of the atmosphere.
































Comparison of planned−to−actual flight duration
discrepancies of best−case experiment and control
flight plans
Figure 7.8.: Comparison of discrepancies in flight duration for best-case experiment and con-
trol flight plans. In this scenario, the best-performing algorithm is selected in
every case. Results are displayed per category.
Categorical results for the best-case control scenario
As indicated in prior section 7.6.2, it is not only interesting to evaluate how a best-
case scenario performs against the control. Rather, it is of further interest of com-
paring the best-case scenario against the supposedly best-case control. These, as
outlined in section 7.2, are based on re-analysis and thus, the assumed most ac-
curate data. Hence, the assumption is that flight plans generated on the basis of
this data yield those with the lowest discrepancy between themselves and the ac-
tual flight trajectory. Fig. 7.9 illustrates the categorical results determined for this
set of flight plans. Notable diﬀerences exist between these results and those from
the best-case experiment. While for the short haul flight lesser diﬀerences de-
crease slightly by 0.2, all other results change by at least 0.9 percentage points. Of
particular interest are the results for a greater diﬀerence, as these represent the
undesired case. These feature values consistently greater than for the best-case
experiment scenario. Results for the lesser diﬀerence between plan and trajectory
also increase. Such an observation points to a greater scattering of the data. Ei-
ther the data is very close to the actual true atmospheric values or it misses it on a
greater magnitude than the best-case experiment.

































Comparison of planned−to−actual flight duration
discrepancies of best−case control and control
flight plans
Figure 7.9.: Comparison of discrepancies in flight duration for best-case control and control
flight plans. Re-analysis data is used to generate the best-case control flight plans.
Results are displayed per category.
is calibrated with the target function being the re-analysis data. This means that
algorithmic predictions will have, ideally, less discrepancy between itself and the
re-analysis than the original forecasts’. The re-analysis data, while assumed to be
the most accurate description of the atmosphere, is also only a computed value
with an unknown discrepancy to the absolute true value. Therefore, it is likely that
any predictions generated herein are nearer to the true values than the re-analysis.
This assumption agrees with the recognized trends in fig. 7.9, especially for the
category of greater diﬀerence.
7.6.3. Changes in results between cases
On top of the categorical results discussed in the prior section, it is of interest how
each category is comprised of. As one flight plan is generated for each case (for
every date tag the flight was actually conducted), a flow for each instance can be
defined. This flow eﬀectively describes the changes in category between the three
cases. Of particular interest are the changes between experiment and best-case ex-
periment and between the latter and the best-case control. A change between the
first two cases is interesting in this sense as the best-case experiment is assumed
to yield more beneficial results. Changes between best-case experiment and best-
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case control are insofar of interest since the latter is assumed to represent the most
accurate description of the atmosphere and is thus assumed to yield the most ben-
eficial results.
An alluvial diagram expressing this relation for short haul flight GIA867 is illus-
























Flight plan planned−to−actual discrepancies compared
to control flight plan discrepancy (short haul)
Figure 7.10.: Alluvial diagram showing flows between the three cases’ categories, for flight
GIA867.
in section 7.6.2. The composition of each category from the prior case is illus-
trated. Experiment and best-case experiment cases are diﬀerent in that the latter
is modified to represent the hypothetical case of the most accurate prediction be-
ing selected. In the case of the short haul flight, it was shown in section 7.6.2 that
results for the best-case experiment showed a doubling of the number of instances
with equal discrepancies. Fig. 7.10 adds the additional information which experi-
ment’s categories contributed in what magnitude. These shows that the growth in
the number of equal discrepancy instances (between experiment and best-case ex-
periment) stems almost entirely from instances tagged with a greater discrepancy
in the experiment case. This observation can be interpreted as follows: since the
most accurate predictions are selected in the best-case experiment, this increase
in accuracy is translated into a decrease in the number of greater discrepancy in-
stances.
Changes between best-case experiment and best-case control show that a major-
ity of instances with a greater discrepancy (in the best-case control) exhibited equal
discrepancy in the best-case experiment. This observation, together with the recorded
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doubling of instances with greater discrepancy show that the overall flight plans
carry less predictability if planned with re-analysis data. While no proof can be
provided at this point, this may be an indicator that the re-analysis data’s error is
greater than that of the hypothetical best-case experiment’s data.
Results for medium haul flight TUI2148 paint a picture contrary to that found
in the prior flight. Running flight plans in the second case does not improve
predictability. While the number of lesser discrepancies decrease, the number of
greater instances increases. The conclusion that can be drawn from this behavior
is that the presumed most accurate prediction may be the most accurate in terms
of re-analysis data. Since this data set by nature carries a magnitude of inaccuracy,
the resulting prediction may be farther from the true value than the re-analysis
data. Results generated on the basis of re-analysis data show ambivalent results.
While the number of instances with lesser discrepancy increase, the number with
greater discrepancy increase. Both categories’ increases almost entirely stem from
the equal category. An explanation for this behavior may be that the added accu-
racy of re-analysis data leads to a beneficial eﬀect, while also surpassing the true
weather values. The latter behavior may lead to the increase in greater discrepancy
instances.
The third group of results, for DLH778, shows yet another diﬀerent set of trends
than the prior two flights. Similar to TUI2148, the trend between experiment and
best-case experiment results can be observed. Diﬀerent is the fact that the results of
the best-case control are worse than of the experiment, with an increased number
of greater discrepancy and a decrease in lesser discrepancy instances. Once more,
the reason for these results may be the inaccuracy of the re-analysis data to the
true weather condition. Since the Machine Learning algorithms utilize this data as
the target function, any inaccuracies are carried over into the algorithms’ learned
behavior.
7.6.4. Histograms of diﬀerences in flight duration
This section presents and discusses the diﬀerence in discrepancy values for all
three flights. Shown are those of the comparison between experiment and con-
trol. Each flight’s results in the following three figures (7.13, 7.14 and 7.15) bears a
number of recognizable patterns, which are to be identified and interpreted. The
short haul flight, as discussed in the section on categorical results, bears a ten-
dency towards negative results. Most common negative results are recorded for a
discrepancy of 60 seconds and another minor peak at 130 seconds. The most neg-
ative diﬀerences are recorded between 160 and 180 seconds. Further observations
are the small-scale occurrences between 0 and -60 seconds of diﬀerence, which


























Flight plan planned−to−actual discrepancies compared
to control flight plan discrepancy (medium haul)

























Flight plan planned−to−actual discrepancies compared
to control flight plan discrepancy (long haul)
Figure 7.12.: Alluvial diagram showing flows between the three cases’ categories, for flight
DLH778.
in a similar manner appear on the positive side between 0 and 60 seconds. Two
minor peaks can also be identified on the positive side of diﬀerences, at 60 and 125
seconds.
The fact that the extremes of diﬀerences all lie between +2 and -3 minutes and a















Differences in flight duration discrepancy
between control and experiment flight plans (short haul)
Figure 7.13.: Histogram of duration diﬀerences between control and experiment flight plans
to the actual trajectory, for the short haul flight GIA867.
fied weather data on the flight plan does not generate a favorable benefit over the
control flight plan. In turn, this result can be interpreted that in this world re-
gion, it is advisable to either continue to utilize the original forecasts or ensure an
increased algorithmic prediction performance of the algorithm selection method.
Medium haul flight TUI2148’s results in fig. 7.14 show a diﬀerent picture, as the
overwhelming majority of cases remain at 0 diﬀerence. The most extreme nega-
tive occurrence is located at -240 seconds. As the number of positive diﬀerences
outnumber negatives, the experiment can be expressed as beneficial for this flight,
with gains of up to a maximum of 120 seconds. Long haul results in fig. 7.15 illus-
trate the set of results with the smoothest edges. While the most extreme negative
instances are recorded at -600 seconds, the overwhelming majority of negative in-
stances occur at or before the -180 second mark. In contrast stand the positive
results, of which the majority of instances are recorded at or before the 180 second
mark.
These results from the histograms of the three flights show that a magnitude
of change, whether positive or negative, is within the single-digit boundary. In
addition, the peak of instances with no change (a diﬀerence of zero between con-
trol and experiment) shows that the experiment’s impact is limited. While this
on one hand decreases the beneficial eﬀects, it also shows the method’s reliability
to not produce extreme outliers. Definition of this is of particular importance, as
the flight plan directly leads to the calculation of fuel. Calculation of a completely















Differences in flight duration discrepancy
between control and experiment flight plans (medium haul)
Figure 7.14.: Histogram of duration diﬀerences between control and experiment flight plans
















Differences in flight duration discrepancy
between control and experiment flight plans (long haul)
Figure 7.15.: Histogram of duration diﬀerences between control and experiment flight plans
to the actual trajectory, for the long haul flight DLH778.
unrealistic amount of fuel would not only decrease eﬃciency, but infringe on the
flight’s safety. Therefore, while the histogram results are ambivalent, the scatter-
ing of which may be in an acceptable range. This reasoning is derived from the
allocation of contingency fuel per ICAO Doc 9976 guidelines [5]. In this context,
a contingency of 5% of trip fuel is allocated to unforeseen factors. Assuming an
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equal spread of fuel across the flight, the most negative extremes for the respective
flights can be used to determine the percentage of the total flight time. 3 minutes
of GIA867’s flight time of 3 hours and 10 minutes equal 1.6% of the total flight
time. For TUI2148 this number is equal to 1.5% and 1.4% for DLH778. While these
values all are less than the 5% contingency, more research is needed to be done to
examine whether these results produced herein are justifiably covered by this fuel
allocation.
7.6.5. Patterns in discrepancy occurrence
Prior flight plan results have shown cases in which benefits of the experiment of
concern can be identified. Equally interesting is the question of whether one is able
to distinguish a flight plan with less, greater or equal discrepancy than the control,
at the time of flight planning. If a user is able to determine the likely category at
the time of planning, a flight plan with greater discrepancy (i.e. less predictability)
could be identified and rejected. For this to be realized, the results herein have to
show a pattern by which flight plans can be divided by category. In this section, two
possible options are examined. The first involves arranging results by month and
examining a possible seasonal relation. In a second step, the output flight plans’
planned fuel and flight duration values are plotted in order to investigate whether
patterns can be identified.
For this section’s discussion, only results for the experiment and best-case exper-
iment cases utilized. Since in an operational scenario, the re-analysis data for a
future flight is not available at that time, a flight plan generated with this data is
not operationally realizable.
Results by month
When split by months, experiment results illustrated in fig. 7.16 for the short haul
flight show that with the exception of January all months feature instances pertain-
ing to all three categories. Compared against results of the best-case experiment
case, a significant drop in the number of greater discrepancies can be recorded. In
this case, the month of October on top of January is seen as featuring no instances
of greater discrepancies. A pattern of seasonal performance such as that observed
in results on algorithm performance (see fig. A.23), cannot be identified for either
set of results. While some months exhibit a greater number of flights with greater
discrepancy, the spread nevertheless covers 10 months.
Similar observations are recorded for the other two flights of concern, as illustrated
by figures A.25 and A.26. Beneficial experiment instances consistently outnumber
those of greater discrepancy. However, a seasonal dependency on flight plan pre-
dictability cannot be drawn from these.



















Categorical results per month for experiment/control




















Categorical results per month for best−case experiment/
control flight plans (short haul)
Figure 7.16.: Monthly results for the experiment (left) and best-case experiment (right), for
short haul flight GIA867.
Results by planned fuel and flight duration
Planned fuel and flight duration are only two of a multitude of diﬀerent values
outputted by a flight planning engine. In this research, a determination is able to
be done whether a flight plan carries greater, equal or less discrepancy to the actual
trajectory than a control one. Thus, the information is known which of all flight
plans generated are beneficial or not to the flight planning process. By coupling
this information with the information that a flight planning engine generates, i.e.
required fuel and flight time, patterns might be retrieved. Doing so asks the ques-
tion whether one is a priori able to specify whether the generated flight plan is
more or less beneficial than the control. To investigate this question, fig. 7.17 has
been generated for the short haul flight. Illustrated are the results of flight plans
regarding their planned duration and fuel. A third dimension is provided, as to
whether each carries greater, less or equal discrepancy than the control flight plan.
For every category, a local regression fit is provided on top to capture the underly-
ing patterns of these.
The fact that all three regressions are located in the same vicinity without clear dis-
crepancies between them show that an underlying pattern in these two dimensions
does not exist. A consequence of this is that a measure of confidence in the added
predictability of a flight plan cannot be determined prior to the flight’s conduct.
This conclusion is also valid for results of the best-case experiment, as illustrated













































































































































Planned fuel over flight duration for experiment flight plans
(short haul)
Figure 7.17.: Experiment: Planned fuel and flight time for short haul flight GIA867.
7.6.6. Hypotheses
This section revisits the hypotheses stated in 7.6.1 and determines whether the
above findings result in a verification or falsification of these.
Hypothesis H7: Flight plans generated on the basis of the herein modified forecast data
will vary in their predictability depending on the world region the flight travels over.
Results shown in fig. 7.6 show varying degrees of discrepancies for all three cate-
gories defined. Especially the diﬀerence observed for the short and medium haul
flights shows that the flight plan’s predictability depends heavily on the world re-
gion. This observation further agrees with the location-dependent prediction per-
formance of the algorithms trained in this work.
Thus, hypothesis H7 cannot be rejected.
Hypothesis H8: The results of best-case experiment flight plans will be of greater benefit
in terms of predictability than those of the experiment flight plans.
Results for the short haul flight are in agreement of this statement, as illustrated
in fig. 7.10. However, results for the two other flights actually showcase a growth
in the greater discrepancy category, indicating less accurate flight plans and and
such ones of lesser predictability and hence, benefit. The reason for this behav-
ior may lie in the fact that algorithmic prediction performance is greatest in gen-
eral in tropical latitudes. The thus added accuracy might translate into a more
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accurate flight plan. Forecast accuracy improvement in general is less outside
this area, which may point towards a similar prediction performance among al-
gorithms trained. As such, the algorithm selection method may still successfully
select the algorithm of greatest prediction performance. This prediction’s accuracy
however may not much diﬀer from those of the other algorithms. This hypothesis
can solely be verified for one of the three flights and cannot be utilized as a gener-
ally true statement. Thus, hypothesis H8 is falsified.
Hypothesis H9: Flight plans generated on the basis of re-analysis data will feature the
least discrepancy to the actual flight trajectory among all sets of flight plans generated.
The same results as those discussed in hypothesis H8 are used to determine a ver-
dict on this hypothesis. Since re-analysis data is assumed to be the most accurate
description of the atmosphere’s meteorological state, the assumption is further
extended that this most accurate data will also translate into most accurate flight
plans. Results on this hypothesis are ambivalent. The medium haul flight shows
the greatest percentage of beneficial instances recorded with the best-case control
flight plans. However in that case the number of instances with greater discrep-
ancy is the greatest when compared between the three cases. In the case of the
long haul flight, the highest percentage of beneficial instances is not found with
the re-analysis flight plans, but rather with those of the experiment. Lastly, ben-
eficial instances of the short haul flight are almost constant throughout all cases.
However, flight plans generated on re-analysis data do not account for the least
number of non-beneficial flight plans. Due to these observations, hypothesis H9
is falsified.
7.7. Summary
This chapter presents the approach undertaken for the validation of the system
for forecast uncertainty prediction. For this, the methodology is outlined, includ-
ing the definition of experiment and baseline scenarios. Performance criteria by
which the validation is performed, is presented. Out of these, two criteria are iden-
tified to be suited for the validation purpose. Three flights are further selected for
validation, in order to have one available each for short-, medium- and long-haul.
The data handling process for data retrieval and coersion to a binary format for
the flight planning engine is outlined and described. Lastly, the results generated
from the flight plans generated are presented and discussed.
8 Conclusion and outlook
This chapter concludes this dissertation by providing a summary of the work and
results. An outlook is furthermore provided, outlining a possible number of next
steps to improve and evolve the concept proposed herein. Lastly, a hypothetical
embedding of this concept in an operational environment is presented.
8.1. Conclusion
This conclusion is divided into three parts. First, a summary is provided for the
core idea, research gap and the resulting proposed concept. A realization is then
presented, after which the results of the diﬀerent evaluations are provided.
8.1.1. Conceptualization
Core to the idea of this work is the question of whether Big Data analysis tech-
nologies are able to improve the eﬀectiveness of the flight planning process. This
mainly involves the capability of handling large amounts of data, including doing
so with a high degree of parallelization. Further, given the possible parallelization,
machine learning is utilized in this context for prediction generation based on the
algorithms trained on this data.
The above requirement involving the focus on flight planning necessitates re-
search towards the ingestion of data in this process. While a large and varying
number of data sources are involved in planning a route, weather is identified to
yield the greatest inaccuracies in trajectory prediction [6]. In addition, weather
processes by nature are highly complex and diﬃcult to correctly forecast. A prime
method for weather forecasting are numerical simulations running on models im-
itating the atmospherical physics. However, as the term models implies, these only
describe an approximation of the true state. Approximations thereby yield uncer-
tainties in forecasts, in eﬀect inaccuracies between the forecasted and the actual
true value. Translated to flight planning, these uncertainties in turn yield inaccu-
racies in the predicted values of the flight plan.
As such, the identified goals of this research are to evaluate whether:
1. Weather forecast uncertainties can be predicted using a data-centric ma-
chine learning approach by training algorithms to predict these;
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2. The generated predictions yield a benefit to the flight planning process.
The first requirement specifically places emphasis on the use of machine learning
and not a deterministic numerical simulation. Significantly less focus has been
drawn to the method of forecasting by statistical than by deterministic means. Ad-
vances in technology have in addition opened the door to the eﬃcient processing
of large-scale data sets. While the trained algorithms will also be an approxima-
tion, it is of interest whether these produce a result that is closer to the true weather
state than conventional forecasts. Finally, the usefulness or benefit of utilizing this
method over the current state of the art is evaluated.
8.1.2. Realization
The flight planning process searches for the most cost-optimal route among a mul-
titude of diﬀerent possibilities arising from the wealth of waypoints and airways.
As such, a broad lateral coverage of weather data points is required. In addition,
vertical levels, temporal forecast steps and diﬀerent data variables create an en-
vironment with a high number of partitions. Since statistical relevance is funda-
mental in a data-centric approach, the amount of weather data valid at each of
these partitions is required to be as large as possible. To meet this requirement, a
time frame covering 9 years and 8 months from 2006-11 through 2016-06 has been
curated for this purpose. Of this data, the original forecasts, as well as the corre-
spondingly valid re-analysis data is utilized. While the former represents the data
currently ingested by flight planning engines, the latter is considered the most
accurate description of the atmosphere across such a broad coverage. The result-
ing data set’s size hence requires the utilization of a Big Data cluster, on which
the data is cleaned, handled and processed. Boeing Research and Technology
– Europe’s data cluster, running on Apache’s Spark framework is utilized in the
course of this work. Especially the latter’s possibility of running multiple process-
ing threads in parallel allows the processing of a large number of partitions in a
feasible time frame.
A number of machine learning algorithms are selected, each with a diﬀerent advan-
tage and strength. As the nature of weather is highly complex, one single algorithm
is assumed to be incapable of capturing every aspect. Rather, a system is realized in
which eight diﬀerent algorithms are each trained on the same partition’s data set.
These are then stored in the Big Data cluster. Using a test data set, each algorithm’s
prediction performance is determined. A second algorithmic layer is then realized,
which utilizes these test results. Given an arbitrary input forecast, this layer utilizes
these results to determine the closest data instance. Doing so yields the informa-
tion of which algorithm generated the most accurate prediction, hence selecting
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the most likely best algorithm for this given input forecast. For this algorithm se-
lection method, another data set covering a year of data is curated, upon which this
method’s prediction performance is quantified. The output of this second evalu-
ation then serves as the input to the flight plans generated in the concept’s final
validation.
8.1.3. Evaluation and flight plan validation
Due to the realized structure described in section 8.1.2, the evaluation is needed
to be divided into three separate parts. First, using a split of the available data, the
algorithms are trained and subsequently tested in their prediction performance.
These results show that a high locational correlation exists for every algorithm.
Results specifically show, irrelevant of the algorithm examined, that the best pre-
diction performance is generally found in areas approx. south of 17◦ northern
latitude. Coherent geographical patterns of the respectively best-performing algo-
rithm can be identified, with these scoring up to a maximum of 44% more accurate
predictions over the original forecasts. In the majority of cases, seven out of eight
algorithms are identified to yield favorable results.
The algorithm selection method is realized as a k-Nearest-Neighbor algorithm.
Based on an arbitrary forecast value, the distance of such to every stored test re-
sult forecast is calculated. In this way, the likely most accurately-predicting algo-
rithm is determined and utilized for this current forecast. This algorithmic layer
produces ambivalent results, with lateral patterns of beneficial prediction perfor-
mance in similar vicinities as retrieved with the test results. Algorithmic predic-
tion performance however varies significantly depending on the forecast lead time.
For the validation of the concept in the context of flight planning, a total of four
diﬀerent types of flight plans are created per flight. Three flights are focused on
in this work. Each of the four flight plans are compared to the actual trajectory,
in order to calculate the discrepancy, which serves as a metric of predictability in
this research. These discrepancies are compared against each other, thus yielding
a determination of whether the experiment (a flight plan generated with the algo-
rithms’ predictions) is more beneficial than the control (a flight plan generated on
the basis of the original forecasts). The third flight plan is produced with the hy-
pothetical setting that the most accurate algorithm is consistently being selected,
in eﬀect representing the upper boundary of algorithmic prediction performance.
Re-analysis data serves as the weather input data for the fourth flight plan. These
two sets respectively represent the hypothetical best the concept is able to achieve
and the anticipated most accurate data available.
Results indicate a heavy dependence on the area of flight operations. The great-
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est benefit of using the algorithm selection method’s hypothetical best-case is ob-
served for tropical regions. Results from the other two flights show a greater per-
centage of instances exhibiting a benefit of the method to flight planning pre-
dictability. Consistent throughout all three flights is the observation that based on
the current results and insights, no reliable prior prediction on whether a flight
plan is more or less beneficial than the status quo can be produced.
8.2. Outlook
This work’s outlook relies on three conclusions drawn from the three sets of results
discussed herein. Results for the trained algorithms show improvement in accu-
racy over the original forecasts. This is true even for low-complexity algorithms,
such as the linear regression. In order to further move towards an eventual opera-
tional realization, a greater number of algorithms need to be trained and evaluated.
On top of the number of algorithms, the number of locations should be maximized
to cover the entire globe. For this process to run eﬃciently, the current system’s
runtime behavior needs to be improved significantly. Although algorithmic train-
ing and testing is essentially a batch process running only once in a time frame of
months, this process shall ideally not require more time than between publishing
of forecasts every six hours. Reason for doing so is the hypothetical scenario that
a complete re-run of all algorithms is needed prior to receiving the next forecast.
Another focus of this work is the realization of a second algorithmic layer aim-
ing to select the best suited algorithm for an arbitrary forecast, based on similarity
expressed through a distance function. This process needs to be improved in its
accuracy or removed if no improvements can be realized. A strategy for potential
improvement of the process would be to find each partition’s k number of neigh-
bors that yields the best results. Another option is the evaluation of whether a
diﬀerent algorithm would generate a better level of performance. Irrelevant of the
strategy, a reworked second algorithmic layer must not lead to prediction perfor-
mance dropping, as compared to only utilizing a single trained algorithm.
The flight planning process should also be examined in greater detail. Results
discussed herein concerning the impact of the machine learning system on flight
plan prediction performance have consistently shown a seemingly normal distri-
bution of results. Such an observation calls into question the scale of impact that
weather forecasts hold in flight planning systems. Prediction performance im-
provement exhibited by the algorithms could be observed of up to 44% over the
original forecasts, especially in areas of South East Asia. Flight plan results could
not replicate the benefits recorded in the predictions. Based on this finding and
the fact that the weather grid utilized in the flight planning system is coarsely-
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grained, the hypothesis is rejected that weather data plays a major role in influ-
encing the flight planning process.
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142 A.1. Algorithmic test results
A.1. Algorithmic test results
A.1.1. Linear regression
Figure A.1.: MSE test results for the linear regression, applied on data at 200 mbar altitude,
for U and V wind components for 18 h (top row) to 00 h (bottom row) forecast
steps.
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A.1.2. 5th degree polynomial regression
Figure A.2.: MSE test results for the 5th degree polynomial regression, applied on data at 200
mbar altitude, for U and V wind components for 18 h (top row) to 00 h (bottom
row) forecast steps.
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A.1.3. 10th degree polynomial regression
Figure A.3.: MSE test results for the 10th degree polynomial regression, applied on data at 200
mbar altitude, for U and V wind components for 18 h (top row) to 00 h (bottom
row) forecast steps.
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A.1.4. 15th degree polynomial regression
Figure A.4.: MSE test results for the 15th degree polynomial regression, applied on data at 200
mbar altitude, for U and V wind components for 18 h (top row) to 00 h (bottom
row) forecast steps.
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A.1.5. Support Vector Machine (SVM)
Figure A.5.: MSE test results for the SVM, applied on data at 200 mbar altitude, for U and V
wind components for 18 h (top row) to 00 h (bottom row) forecast steps.
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A.1.6. Decision Tree
Figure A.6.: MSE test results for the Decision Tree, applied on data at 200 mbar altitude, for
U and V wind components for 18 h (top row) to 00 h (bottom row) forecast steps.
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A.1.7. Boosting
Figure A.7.: MSE test results for Boosting, applied on data at 200 mbar altitude, for U and V
wind components for 18 h (top row) to 00 h (bottom row) forecast steps.
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A.1.8. k-Nearest-Neighbors (kNN)
Figure A.8.: MSE test results for a kNN algorithm, applied on data at 200 mbar altitude, for
U and V wind components for 18 h (top row) to 00 h (bottom row) forecast steps.





















































































































































































































































































































Figure A.9.: Number of coordinates in each of the five improvement categories for a testing
of 5th, 10th and 15th-order regression for both wind components throughout
all time steps for all higher-order polynomial regressions, at 200 mbar altitude.
Forecast lead times range from 24 h (leftmost column) to 00 h (rightmost col-
umn).
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Figure A.10.: Number of algorithms with a lesser MSE than of the original forecasts for time
steps 18 h (top row) through 00 h (bottom row). Illustrated are U and V wind
components for 18 h through 00 h forecast steps, at 200 mbar altitude.
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A.4. Best and worst algorithm for other time
steps
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Figure A.11.: The best performing algorithms. Illustrated are U and V wind components for
18 h (top row) through 00 h (bottom row) forecast steps, at 200 mbar altitude.
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Figure A.12.: The worst performing algorithms. Illustrated are U and V wind components for
18 h (top row) through 00 h (bottom row) forecast steps, at 200 mbar altitude.
158 A.5. Results of other pressure levels
Figure A.13.: MSE test results for the 5th degree polynomial regression for U and V wind
components at 150 mbar (top row), 250 mbar (center row) and 300 mbar (bottom
row) altitude.
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Figure A.14.: MSE test results for the 10th degree polynomial regression for U and V wind
components at 150 mbar (top row), 250 mbar (center row) and 300 mbar (bottom
row) altitude.
A.6. Results from the algorithm selection
method
160 A.6. Results from the algorithm selection method
Figure A.15.: MSE test results for the 15th degree polynomial regression for U and V wind
components at 150 mbar (top row), 250 mbar (center row) and 300 mbar (bottom
row) altitude.
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Figure A.16.: MSE test results for the SVM for U and V wind components at 150 mbar (top
row), 250 mbar (center row) and 300 mbar (bottom row) altitude.
162 A.6. Results from the algorithm selection method
Figure A.17.: MSE test results for the decision tree for U and V wind components at 150 mbar
(top row), 250 mbar (center row) and 300 mbar (bottom row) altitude.
A. Appendix 163
Figure A.18.: MSE test results for the Boosting algorithm for U and V wind components at
150 mbar (top row), 250 mbar (center row) and 300 mbar (bottom row) altitude.
164 A.6. Results from the algorithm selection method
Figure A.19.: MSE test results for the kNN algorithm for U and V wind components at 150
mbar (top row), 250 mbar (center row) and 300 mbar (bottom row) altitude.
A. Appendix 165
Figure A.20.: MSE performance results of the algorithm selection method across all four sea-
sons, from Spring (top) to Winter (bottom), for 18 hour forecasts, at 200 mbar
altitude, for U and V wind component.
A.7. Flight planning results
166 A.7. Flight planning results
Figure A.21.: MSE performance results of the algorithm selection method across all four pres-
sure levels, from 150 mbar (top) to 300 mbar (bottom) for 24 hour forecasts, for
U and V wind components.
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Figure A.22.: MSE performance results of the algorithm selection method across all four sea-
sons, from spring (top) to winter (bottom) for 24 hour 300 mbar U and V wind
component forecasts.
168 A.7. Flight planning results
Figure A.23.: MSE performance results of the algorithm selection method across all four sea-
sons, from spring (top) to winter (bottom), for 24 hour forecasts, at 200 mbar
altitude, for U and V wind component.
A. Appendix 169
Figure A.24.: Percentage of data set improved in accuracy, at 200 mbar altitude, for 18 (top) to
00 (bottom) hour U and V wind component forecasts.




















Categorical results per month for experiment/control





















Categorical results per month for best−case experiment/
control flight plans (medium haul)
Figure A.25.: Monthly results for the experiment (left) and best-case experiment (right), for



















Categorical results per month for experiment/control




















Categorical results per month for best−case experiment/
control flight plans (long haul)
Figure A.26.: Monthly results for the experiment (left) and best-case experiment (right), for
































































































































Planned fuel over flight duration for best−case experiment
flight plans (short haul)
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Planned fuel over flight duration for best−case experiment
flight plans (short haul)
Figure A.28.: Planned fuel and flight time for medium haul flight TUI2148; experiment (left)
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Planned fuel over flight duration for best−case experiment
flight plans (long haul)
Figure A.29.: Planned fuel and flight time for long haul flight DLH778; experiment (left) and
best-case experiment results (right).
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