Abstract. This paper concerns a generalized equation defined by a closed multifunction between Banach spaces, and we employ variational analysis techniques to provide sufficient and/or necessary conditions for a generalized equation to have the metric subregularity (i.e., local error bounds for the concerned multifunction) in general Banach spaces. Following the approach of Ioffe [Trans. Amer. Math. Soc., 251 (1979), pp. 61-69] who studied the numerical function case, our conditions are described in terms of coderivatives of the concerned multifunction at points outside the solution set. Motivated by the existing modulus representation and point-based criteria for the metric regularity, we establish the corresponding results for the metric subregularity. In the Asplund space case, sharper results are obtained.
Introduction.
In this paper we discuss metric subregularity of the generalized equation
where and throughout we assume that F : X ⇒ Y is a closed multifunction, b ∈ Y is a given point, and X, Y are Banach spaces. Following Dontchev and Rockafellar [6] , we say that (GE) is metrically subregular at a ∈ F −1 (b) if there exists τ ∈ [0, +∞) such that This property provides an estimate of how far a candidate x (in a neighborhood of a) can be from the solution set of (GE). A multifunction M : Y ⇒ X is said to be calm at (b, a) ∈ Gr(M ) if there exists L ∈ (0, +∞) such that
d(x, M (b)) ≤ L y − b ∀(y, x) ∈ Gr(M ) close to (b, a).
As observed by Henrion and Outrata [10] , (GE) is metrically subregular at a ∈ F −1 (b) if and only if M = F −1 is calm at (b, a). The metric subregularity and calmness have already been studied by many authors under various names (see [3, 6, 7, 8, 9, 10, 14, 15, 19, 20, 21, 22, 28, 29, 33, 34, 35, 36, 37] and references therein). A well-known property (that is stronger than the metric subregularity) is the metric regularity of a multifunction that has also been studied extensively (see [1, 2, 5, 14, 16, 17, 18, 23, 24, 25, 26, 27, 32] and references therein). Explicitly, F is metrically regular at a for b if there exists τ ∈ (0, +∞) such that In this case, (GE) reduces to the following inequality:
while the metric subregularity (1.1) reduces to
where S = {x ∈ X|f (x) ≤ 0} and [f (x)] + = max{f (x), 0}. Usually inequality (1.6) is said to have a local error bound at a if there exists τ ∈ (0, +∞) such that (1.7) holds. Error bound properties have important applications in sensitivity analysis and convergence analysis of mathematical programming. In recent years, error bound properties have been extensively studied (cf. [3, 7, 12, 20, 21, 22, 28, 30, 34] and references therein). In particular, studies on error bounds have been well carried out in terms of subdifferentials; these studies are mainly carried out in two directions of approach. The first direction is described by the subdifferentials of f at points inside the solution set S and the normal cones of S. In this direction, it is known that if f is convex, then inequality (1.6) has a local error bound at a if and only if there exist τ, δ ∈ (0, +∞) such that
(cf. [3, 11, 12, 20, 35] ). The second direction is described only by the subdifferentials of f at points outside the solution set S. In this direction, Ioffe [13] first studied error bound (under a different name) when f is locally Lipschitz. His work has been followed by many others, and it is now well known that, for a proper semicontinuous function f on a Banach space X and positive constants κ, δ, the following implication holds:
) has a local error bound at a.
In view of the facts that the coderivative for a multifunction is the counterpart of the subdifferential for a real-valued function and that
(where F is defined by (1.5)), it is natural to study the metric subregularity for (GE) in terms of coderivatives also along two directions of approach. In fact, in the first direction of approach, the authors [36] studied the metric subregularity of (GE) and proved that if F is a convex closed multifunction between Banach spaces X and Y , then (GE) is metrically subregular at a if and only if there exist τ, δ ∈ (0, +∞) such that
(which extends the corresponding result for numerical functions). Recently, this result was further extended from the convex case to the subsmooth case in [37] .
In the second direction of approach, Ledyaev and Zhu [19] established implicit multifunction theorems in terms of coderivative in the Fréchet smooth Banach space case. Inspired by [15] and [19] , in terms of coderivatives at points outside the solution set, we consider the metric subregularity of (GE) in a general Banach space case. Note that (GE) is metrically subregular at a if and only if the inequality d(b, F (x)) ≤ 0 has a local error bound at a. Based on (1.8), it is a straightforward idea to provide some sufficient conditions of the metric subregularity for (GE) by finding some conditions which imply that the function x → d(b, F (x)) is lower semicontinuous and that
Ledyaev and Zhu [19] established a relation similar to ( * ) under the assumption that X, Y are Banach spaces with Fréchet smooth Lipschitz bump functions and that F is a closed upper semicontinuous multifunction. In this paper, we mainly consider the case when F is a closed multifunction between two general Banach spaces. In this case, the function
is not even lower semicontinuous, and
Preliminaries. Let X
* denote the dual space of X. Let B X and Σ X denote the closed unit ball and unit sphere of X, respectively (similar notations for X * ). For x ∈ X and r > 0, we denote by B(x, r) the open ball with center a and radius r. For a closed subset A of X and a point a in A, let T c (A, a) denote the Clarke tangent cone of A at a, that is, v ∈ T c (A, a) if and only if, for each sequence {a n } in A converging to a and each sequence {t n } in (0, ∞) decreasing to 0, there exists a sequence {v n } in X converging to v such that a n + t n v n ∈ A ∀n. We denote by N c (A, a) the Clarke normal cone of A at a, that is,
For ε ≥ 0 and a ∈ A, the nonempty set
is called the set of Fréchet ε-normals of A at a. When ε = 0,N ε (A, a) is a convex cone and is called the Fréchet normal cone of A at a; it will also be denoted byN (A, a). Let N (A, a) denote the limiting (Mordukhovich) normal cone of A at a, that is,
Thus, x * ∈ N (A, a) if and only if there exists a sequence
(cf. [24, 25] ). If A is convex, then N c (A, a) =N (A, a) is the normal cone in the sense of convex analysis; in this case,
Let φ : X → R ∪ {+∞} be a proper lower semicontinuous function,
For x ∈ dom(φ) and h ∈ X, let φ ↑ (x, h) denote the generalized directional derivative introduced by Rockafellar (cf. [4] ), that is,
where the expression z
Recall that the Fréchet subdifferential of φ at x ∈ dom(φ) is defined aŝ
It is well known (cf. [24] ) that
When φ is convex, the Clarke-Rockafellar and Fréchet subdifferentials reduce to the one in the sense of convex analysis, that is,
For a closed set A in X, let δ A denote the indicator function of A. It is known (see [24, 25] ) that
and
Recall that a Banach space X is called an Asplund space if every continuous convex function on X is Fréchet differentiable at each point of a dense subset of X. It is well known (cf. [31] ) that X is an Asplund space if and only if every separable subspace of X has a separable dual space. In particular, every reflexive Banach space is an Asplund space. In the case when X is an Asplund space, Mordukhovich and Shao [25] proved that
The following sum rule and fuzzy sum rule (cf. [4, 24, 25] ) play important roles in variational analysis and are useful for our analysis. Lemma 2.1. Let X be a Banach space and
Suppose that one of φ 1 and φ 2 is locally Lipschitz around x. Then
If, in addition, X is an Asplund space, then for any
For a multifunction F from X to Y , the graph of F is defined by
As usual, F is said to be closed (respectively, convex) if Gr(F ) is a closed (respectively,
By virtue of different kinds of normal cones of Gr(F ), one defines corresponding different kinds of coderivatives of F as follows: For any y 
Thus,
The following lemma will be useful for our later analysis; it describes quantitatively properties for a point that violates (1.1). Lemma 3.1. Let u ∈ X and τ, r ∈ (0, +∞) be such that
and let η, ε ∈ (0, +∞). Then there existx ∈ X andȳ ∈ F (x) satisfying the following properties:
If, in addition, X and Y are Asplund spaces, then for any σ > 0 there also exist
is lower semicontinuous (due to the closedness of Gr(F )), and
Taking η ∈ (0, min{η, τ }) with
2η y0−b τ −η < ε and equipping the product X × Y with the norm
it follows from the Ekeland variational principle that there exists (x,ȳ) ∈ Gr(F ) such that
Since τ > τ and η > η , this entails (3.3). Substituting (x, y) by (x, y) in (3.9), one has
This implies that
(by the first inequality of (3.8) and our choice of η ), it follows from (3.7) and (3.8) that (3.2) holds. Let
Hence (3.4) holds. It remains to show the assertion for the case when X and Y are Asplund spaces. In this case, we apply the Asplund space assertion of Lemma 2.1 and note thatȳ = b; thus for any σ > 0 there exist x σ ,x σ ∈ X and y σ ,ỹ σ ∈ Y \ {b} such that (3.5) holds and
it follows that (3.6) holds.
The following theorem (which is motivated by equality (1.3) regarding regF (a, b)) provides an estimate of subregF (a|b).
Theorem 3.1. Let X and Y be Asplund spaces. Then
Proof. Letτ denote the right-hand side of the above inequality. Suppose the asserted inequality is not true. Then there exists τ ∈ R such that τ < τ < subregF (a|b).
Then, by (1.4), there exist sequences {u n } in X \ F −1 (b) and {r n } such that
where N denotes the set of all natural numbers. By the Asplund space version of Lemma 3.1 (applied to u = u n , r = r n , η = r n , and
Noting thatN (Gr(F ), (x n ,ỹ n )) is a cone, it follows that there exist y *
. It follows from (3.11) thatτ ≥ τ , contradicting our choice of τ .
It is possible that the inequality in Theorem 3.1 is strict. For example, let X = Y and a, b ∈ X with a = b. Let F (a) = {a, b} and F (x) = x ∀x ∈ X \ {a}. Then F is closed, and
It follows from (1.4) that subregF (a, b) = 0. On the other hand, it is easy to verify thatD * F (x, y)(y
For any ε > 0, let
For x ∈ X, let P F (x) (b) and P ε F (x) (b) denote, respectively, the projection and ε-projection of b to F (x), that is,
Theorem 3.2. Let ε, κ, δ ∈ (0, +∞) be such that
Proof. Suppose that the conclusion does not hold. Then there exist u ∈ B(a,
Take η ∈ (0, τ) small enough such that
Then, by Lemma 3.1, there existx ∈ X andȳ ∈ F (x) such that (3.2) and (3.4) hold. From (3.13), (3.14), and (3.2), it is easy to verify that
, and it follows 
The following example shows that the converses of Theorem 3.2 and Corollary 3.1 do not hold. 
As a partial converse of Theorem 3.2, we have the following necessity result for (GE) to be metrically subregular.
Theorem 3.3. Suppose that F is convex and that (GE) is metrically subregular at a. Then there exist δ > 0 and a decreasing function
, and y ∈ F (x). Proof. Since F is metrically subregular at (a, b), there exist τ, δ ∈ (0, +∞) such that
and there exist y * 1 ∈ J(y − b) and y * 2 ∈ εB Y * such that y * = y * 1 + y * 2 . It follows that
By (3.18), one has 
Proof. Suppose that the conclusion does not hold. As at the beginning of the proof of Theorem 3.2, one can take u ∈ B(a,
, r ∈ R, and η ∈ (0, τ) satisfying (3.13)-(3.15), and by Lemma 3.1 there exists (x,ȳ) ∈ X ×Y such that (3.2), (3.3), (3.4), and (3.16) hold. Let
be sufficiently small such that
Since X and Y are Asplund spaces, the Asplund space assertion of Lemma 3.1 implies that there existx σ ∈ X and y σ ,ỹ σ ∈ Y \ {b} such that (3.5) and (3.6) hold. By (3.3) (applied to (x σ , y)), we have
This and (3.5) imply that
by the first inequality of (3.21)) and
(by (3.2) and (3.5)), it follows that ỹ σ − b < d(b, F (x σ )) + ε. Thus, by (3.5) and (3.20) , one has
By (3.6), there exist y * ∈ J(y σ − b), x * ∈ B X * , and v * ∈ B Y * such that 
Since Y is a Hilbert space,
Hence
thanks to the following elementary inequality:
On the other hand, (3.5) implies that y σ −ỹ σ < 2σ and ỹ σ − b > ȳ − b − σ, and it follows from (3.23) that
contradicting (3.21). The proof is completed.
In the proof of Theorem 3.4, we used the fact that ( * * )
when Y is a Hilbert space. ( * * ) is not true if Y is not a Hilbert space but an Asplund space. We don't know whether or not Theorem 3.4 (as well as Theorem 3.5(i)) holds when Y is an Asplund space (not a Hilbert space). It is interesting and significant to establish a point-based characterization for the metric subregularity. Mordukhovich [23] established a characterization for the metric regularity in the finite dimensional setting. To deal with the infinite dimensional setting, Mordukhovich and Shao [26, 27] introduced the concepts of mixed coderivative and partial sequential normal compactness. Recall that the mixed coderivative of F at (x,ȳ) ∈ Gr(F ) is a multifunction D * M F (x,ȳ) : Y * ⇒ X * defined as follows: → y * such that y n ∈ F (x n ) and x * n ∈D * F (x n , y n )(y * n ) for each n ∈ N. Also recall that F is partially sequentially normally compact (PSNC) at (x,ȳ) ∈ Gr(F ) if, for any sequence {(x n , y n , x one has x * n → 0. By virtue of the mixed coderivative and PSNC, Mordukhovich and Shao [27] (also see [24] ) proved the following result in Asplund spaces.
Theorem MS. F is metrically regular at a for b if and only if
In the spirit of Theorem MS, we consider a point-based condition for the metric subregularity. Motivated by the outer coderivative introduced by Ioffe and Outrata [15] in Euclidean spaces, we define the mixed outer coderivative of F at (x,ȳ) ∈ Gr(F ) to be a multifunction D * M> F (x,ȳ) : Y * ⇒ X * whose graph consists of all pairs (y * , x * ) such that there exists a sequence of quintuples PSNC at (a, b) .
Then (GE) is metrically subregular at a whenever
is metrically subregular at a. Proof. To prove (i), by Theorem 3.4, it suffices to show that there exist ε, δ, κ ∈ (0, +∞) such that (3.19) holds. To do this, suppose to the contrary that there exists a sequence of quintuples
and so y * = 0. By the PSNC assumption, one has y * n → 0. This contradicts the fact that y * n = 1 for all n.
, and suppose that (GE) is metrically regular at a. We need to show only that y
n . It suffices to show that t n → 0. Suppose to the contrary that there exists t > 0 such that t n > t and
for infinitely many n. By the convexity of F , Theorem 3.3 implies that there exists κ 0 > 0 such that
tn ≥ κ 0 for infinitely many n, contradicting the fact that x * n → 0. The proof is completed.
Note that F is automatically PSNC at (a, b) when Y is finite dimensional. The following corollary is immediate from Theorem 3.5. −1 (0) = {0}. Remark. By Example 3.1, the convexity assumption cannot be dropped in Theorem 3.5(ii) and Corollary 3.2.
It is both natural and useful to provide conditions ensuring that ε can be replaced by zero in Theorems 3.2 and 3.4. Before the statement of our next result, let us recall that the set-valued mapping z → N c (Gr(F ), z) is closed (norm-weak * closed, more precisely) if the following implication holds ∀(x, y) ∈ Gr(F ), (x * , y
Theorem 3.6. Consider the following two cases:
is closed, and there exist κ, δ ∈ (0, +∞) such that
(ii) X and Y are Asplund spaces, and there exist κ, δ ∈ (0, +∞) such that (3.25) holds and
Proof. We proceed as in the proof of Theorem 3.2: supposing that the conclusion does not hold, take u ∈ B(a,
, and r ∈ R satisfying (3.13) and (3.14) . By Lemma 3.1 with
and (3.31)
It follows from (3.14) and (3.29) that
By (3.25) and the weak * -compactness of B X * and B Y * , we can assume that
(passing to generalized subsequences if necessary). It follows from (3.29) and (3.31) thatȳ F (x) )). Thus, by (3.32), (3.13), and (3.14), one has
We now split our proof into two cases. Case (i). By the assumption that z → N c (Gr(F ), z) is closed, one can pass to the limit in (3.30) to conclude that (
, (x,ȳ)), and so
It follows from (3.26) and (3.34) that y
Case (ii). Since X and Y are Asplund spaces, one can apply the corresponding assertion of Lemma 3.1 (
Thus we have (x n ,ỹ n ) → (x,ȳ) and y n →ȳ (by (3.33)) and assume without loss of generality thatx * n
Passing to the limits in the relationŷ * n ∈ J(y n − b) and in (3.35) , it follows thatŷ
But, by (3.27) and (3.34), one also has 
Based on (1.8), one can provide some sufficient conditions of the metric subregularity for (GE) by finding some conditions which imply that the function Under the convexity and reflexivity assumption, we have the following exact formula for ∂d(b, F (·)). Proof. (i) Let x ∈ dom(F ). Since F is closed and convex, F (x) is a closed convex nonempty subset of Y . It follows from the reflexivity of Y that P F (x) (b) = ∅.
(ii) Suppose to the contrary that F is not lower semicontinuous at some x 0 ∈ X. Then there exists a sequence {x n } in X such that x n → x 0 and 
