Abstract. We study the symplectic geometry of the SU(2)-representation variety of the compact oriented surface of genus 2. We use the Goldman flows to identify subsets of the moduli space with corresponding subsets of P 3 (C). We also define and study two antisymplectic involutions on the moduli space and their fixed point sets.
Introduction
Let Σ be a compact orientable surface and K a compact Lie group. From these two ingredients comes the character variety: the moduli space of conjugacy classes of representations of the fundamental group of Σ into K. If Σ is provided with a smooth structure, then we obtain the moduli space of gauge equivalence classes of flat K-connections on Σ. If in addition Σ is provided with a complex structure J, i.e. (Σ, J) is a Riemann surface, then we obtain the moduli space of isomorphism classes of semi-stable holomorphic vector bundles on Σ. These three objects play central roles in symplectic, differential and Kähler geometry, respectively. With suitable restrictions, these are homeomorphic as topological spaces.
This paper focuses on the character variety when Σ is the compact oriented surface of genus 2 and K = SU (2) . Let π 1 (Σ) be the fundamental group of Σ and Hom(π 1 (Σ), K) be the space of homomorphisms from π 1 (Σ) to K. The representation variety Hom(π 1 (Σ), K) inherits a topology from K and K acts on Hom(π 1 (Σ), K) by equivalence (conjugation) of representations. The character variety is the quotient M = Hom(π 1 (Σ), K)/K.
If ρ ∈ Hom(π 1 (Σ), K), we denote its image in M as [ρ] . M contains a Zariski open set of irreducible π 1 (Σ)-representation classes and we denote this open set M i . M is homeomorphic to the moduli space of semi-stable vector bundles on (Σ, J) [12] . This interpretation provides a complex structure to M which depends on the choice of J. Then ([Theorem 2, [11] ]) Theorem 1.1 (Narasimhan-Ramanan). The moduli space of S-equivalence classes of semistable vector bundles of rank 2 with trivial determinant on Σ is isomorphic to P 3 (C).
The proof of Theorem 1.1 is algebro-geometric. Later Choi provided an alternative proof of the fact that M is homeomorphic to P 3 (C) via the moduli space of (singular) flat elliptic structures on Σ [1] .
As a variety, M may be singular, but M contains an open dense subset M i that has a natural symplectic structure ω [3] . This character variety perspective gives the most explicit and concrete description of the symplectic structure. The space M with its open dense symplectic M i offers an interesting example in low dimensional topology and symplectic geometry. In this paper, we study the symplectic geometry of M i in the most explicit manner and its implications on M.
In our particular case of K = SU(2) with genus g = 2, the character variety is indeed singular, but it is a topological manifold homeomorphic to P 3 (C). We had hoped to find a proof of this result using symplectic geometry and toric geometry, since the standard moment polytope of P 3 (C) is the 3-simplex and may be identified with the image of the moduli space under the Goldman flows with suitable modifications [4, 8, 9] . This article describes how far we were able to proceed with this program.
Here is an outline. Section 2 describes the Goldman flows, while Section 3 describes the symplectic structure on the moduli space. Section 4 uses the Goldman flows to identify subsets of the moduli space with subsets of the projective space. Anti-symplectic involutions are as important to symplectic geometry as complex conjugation (anti-holomorphic involutions) is to complex geometry. Section 5 describes two antisymplectic involutions on the moduli space, the first being compatible with the Goldman flows in the Duistermaat sense [2] and the other is not compatible but suggests another compatible flow.
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M in coordinates
We begin by describing M explicitly. Let Σ be the genus 2 closed surface. Define the commutator operator [A, B] = ABA −1 B −1 . Then the fundamental group of Σ has a presentation:
The representation space can be realized as
where I is the identity element of K and the representation variety is
Definition 2.1. For any representation ρ ∈ Hom(Γ, K), we say ρ is abelian if its image ρ(Γ) in K is abelian.
is abelian, i.e. g 1 , h 1 , g 2 , h 2 all commute with each other.
The trace and angle functions.
A function f : Hom(π 1 (Σ), K)−→C descends to a function (which we also name) f : M−→C if and only if f is K-conjugation invariant. Since the trace functions on K are conjugation invariant, M has trace coordinates (see e.g. [5] ). Let A ∈ π 1 (Σ) and ρ ∈ Hom(π 1 (Σ), K). Then we have the trace function
For our purposes, we use the modified trace coordinates [8] (1)
2.2.
Free group on two generators. Let F 2 = A, B be the free group on two generators, which can be understood as the fundamental group of a pair of pants or a three-holed sphere. Consider the representation variety of F 2 :
Hom(
Using the trace functions, we obtain a coordinate system for Hom( Proof. See [Prop. 3.1, [8] ] and [Section 4, [7] ].
We denote by S and L the sets of the interiors of the faces and edges of∆, respectively. When there is no confusion, we will use the notations∆ and K 2 /K interchangeably.
The symplectic structure on M i
The group K is compact and acts linearly on C 2 by definition. Let k = su(2) be its Lie algebra and B be the Killing form on k. Denote T = U(1). Then T is also the (diagonal) maximal torus of K. Then there is an adjoint K-action on k.
Definition 3.1.
Recall that a representation is called irreducible if its stabilizer has minimal dimension. Since SU(2) admits property CI (ref: [13] ), ρ ∈ M i iff ρ is an irreducible representation, hence the notation M i . 
We may assume that g j and h j are diagonal for j = 1, 2, defining a unique maximal torus T ⊂ K. Let k : [0, 1] → K be a continuous path such that k(0) = I and k(t) ∈ T for all t = 0. Let
Then it is immediate that [ρ t ] ∈ M i for t = 0 and
The adjoint K-action induces a π 1 (Σ)-action on k, making k a π 1 (Σ)-module. The tangent space to M at an irreducible representation [ρ] is then the π 1 (Σ)-module cohomology H 1 (π 1 (Σ), k) and :
Then there is a perfect anti-commuting pairing ω :
via Poincaré duality on cocycles and B on the coefficient vector space k.
Since Σ is compact, H 2 (π 1 (Σ), R) ∼ = R and ω is our desired symplectic structure on M i .
The
The closed genus two surface may be decomposed into two three-holed spheres, glued along three boundary circles C 1 , C 2 , C 3 . Throughout this paper, we consider the decomposition such that no C i separates Σ into disjoint components, see Figure 1 .
Denote by f i the modified trace function associated with C i , i.e. f i = f C i and let
Proof. Observe that the subset U := {[I; h 1 ; I; h 2 ] : h 1 , h 2 ∈ K} ⊂ M and µ(U ) =∆, so µ(M) ⊃∆. In fact, µ(M) =∆, see [8] for more detail.
Denote by∆
• the interior of∆ and
is the moment map of a Hamiltonian T 3 -action which will be described next. 
where
The torus action corresponding to C 3 is less transparent.
Let
The torus corresponding to C 3 acts on M
• as follows:
, where t ∈ R, which descends to an action on M • :
Proof. We only need to show that e tX h 2 = h 2 e tY and h 1 e tX = e tY h 1 . Indeed, if these two equalities are true, then
To show that h 1 e tX = e tY h 1 , recall that e tX = I + tX +
However, this is indeed true, because
n for all n ∈ Z and clearly this is also true.
This T 3 -action on M • is Hamiltonian with respect to the symplectic form
ω and has
The relations between M
• , M i , and M.
Proof. This follows from [3] or [8] . 
• . For any g 1 , g 2 ∈ K \ {±I} such that g 1 does not commute with g 2 (the commutator relation is satisfied automatically), (g 1 , I, g 2 , I) is certainly not abelian, i.e. [g 1 ; I; g 2 ; I] belongs to M i . We conclude that M
.e. they are in the same maximal torus. Without loss of generality, we can assume h 1 = e iθ 1 0 0 e −iθ 1 , h 2 = e iθ 2 0 0 e −iθ 2 . Denote g 1 = (
−1 is equivalent to
and
Using the condition that w jwj + z jzj = 1 and separating the real and imaginary parts of the first equality, the above two equalities are equivalent to the follow three equalities:
To simplify notation, let w jwj = c j , then z jzj = 1 − c j , 0 ≤ c j ≤ 1, j = 0, 1. Then the first equality becomes (5) (
and the second equality becomes
Equation (4) has complex numbers on both sides, so their lengths must be equal, which gives
is an irreducible representation, where h 1 , h 2 are diagonal matrices, then at least one of c 1 , c 2 is not 1, because it means the off-diagonal entry of g 1 or g 2 is nonzero. Thus, we divide the discussion into the following 4 cases, (c 1 = 1, c 2 = 1), (c 1 = 1, c 2 = 1), (c 1 = 1, c 2 = 1), and (c 1 = 1, c 2 = 1).
(1) cos 2θ 1 = 1. Then equation (5) implies that cos 2θ 2 = 1.
(a) c 1 = 0. Then equation (7) implies that c 2 = 0 because 1 − c 2 = 0, and equation (6) implies that − sin 2θ 1 = sin 2θ 2 , and equation (5) implies that cos 2θ 1 = cos 2θ 2 . This two conditions implies that 2θ 1 = −2θ 2 or 2θ 1 = 2π −2θ 2 . Thus,
Then equation (7) also implies that c 2 = 0, because the left hand side of equation (7) is nonzero, 1 − c 2 = 0, cos 2θ 2 = 1. Substituting equation (5) into equation (7), we have c 1 (1 − c 2 )(1 − cos 2θ 2 ) = c 2 (1 − c 2 )(1 − cos 2θ 2 ), and since there is no zero term, we conclude c 1 = c 2 . Thus, equation (5) implies that cos 2θ 1 = cos 2θ 2 and equation (6) implies − sin 2θ 1 = sin 2θ 2 . This is the same as above, which gives h 1 h 2 = I or −I. (2) cos 2θ 1 = 1.
Then cos θ 1 = ±1 and so h 1 = I or −I.
Case 2: (c 1 = 1, c 2 = 1).
(1) c 1 = 0. Then equation (5) implies that cos 2θ 1 =1, i.e. cos θ 1 = ±1, and so h 1 = I or −I.
Then equation (4) implies that w 1 z 1 (1−e 2iθ 1 ) = 0 because 1−c 2 = 0 meaning z 2 = 0. This implies that e 2iθ 1 = 1 because c 1 = 0, 1. Thus cos 2θ 1 = 1 and so h 1 = I or −I.
Case 3: (c 1 = 1, c 2 = 1).
(1) c 2 = 0. Then equation (5) implies that cos 2θ 2 =1, i.e. cos θ 2 = ±1, and so h 2 = I or −I. This gives only reducible representations. Since 1 − c 1 = 0 = 1 − c 2 , so g 1 and g 2 are both diagonal matrices, g 1 ,h 1 , g 2 , h 2 all commute with each other, i.e. [g 1 ; h 1 ; g 2 ; h 2 ] is abelian.
Without loss of generality, we may assume a 1 = 0. Then h 1 = I and
Without loss of generality, we may assume g 2 = I. Then [g 1 ; I; I; h 2 ] ∈ µ −1 (a) for the entire conjugacy class of h 2 . This means
By fixing h 2 , we see that dim(µ −1 (a)) ≤ 3. In both cases, dim(µ −1 (a)) ≤ 3. Since dim(L) = 1, the Proposition follows.
Proof. Without loss of generality, we may assume that a 1 = a 2 = 0. Then
• is open and dense in M.
Proof. Since M i is smooth, Propositions 4.5, 4.6, 4.
• is dense in M.
Comparison with
• } be the isotropy group of the Hamiltonian T 3 -action on M
• described in Section 4. 
Proof. The explicit quotient homomorphism is
Λ , P Λ (t 1 , t 2 , t 3 ) = (t 1 t 2 , t 2 t 3 , t 1 t 3 ). Let t and t Λ be the Lie algebra of T 3 and T 3 Λ , respectively. Then P Λ induces homomorphisms
The moment map associated with the induced Hamiltonian T and the moment image of µ Λ is (P *
Λ is only an effective action on M • . However, it is in fact free because Λ is the kernel of the action at a generic point. Note that T 3 Λ is isomorphic to T 3 but the original T 3 action is not effective and is not free.
Proof. M • is a 6-dimensional symplectic manifold with an effective T This Theorem provides a global coordinate system for M • . On the other hand, recall the standard Hamiltonian T 3 -action on P 3 (C). For z ∈ C 4 \ {0}, denote by ||z|| its Euclidean norm and [z] its image in P 3 (C). P 3 (C) is a completely integrable system with the action
The associated moment map is
and the moment image is the standard 3-simplex ∆. Moreover, we know that ν −1 (∆ • ) is open dense in P 3 (C) and that the action is free on ν −1 (∆ • ).
Remark 4.11. We now have two completely integrable Hamiltonian systems with the same moment map image. In particular, we have
• as well, we get µ Λ (M) = ∆ = ν(P 3 (C)).
Involutions
Next, we want to investigate various anti-symplectic involutions on the moduli space M.
5.1.
Involutions that satisfy Duistermaat's conditions. In this subsection, we wish to find all involutions that satisfy the Duistermaat conditions, i.e., involutions that are compatible with the torus action and are anti-symplectic with respect to the Hamiltonian torus action. It turns out that if Duistermaat's conditions are to be satisfied, the possibilities of the involution are very limited. In fact, there is only one type that we shall now explain.
Consider a compact connected symplectic manifold (M, ω) with a Hamiltonian action of a torus T . Let τ be an anti-symplectic involution on M . Duistermaat [2] called such an involution τ compatible with the torus action if the Hamiltonian functions µ ξ are τ -invariant: τ * µ ξ = µ ξ for all ξ ∈ t. This is equivalent to saying that the generating vector field ξ M reverses its direction under τ for any ξ ∈ t, i.e. satisfies τ * (ξ M ) = −ξ M . Duistermaat showed that the moment map image µ(M τ ) of the fixed point set M τ is the same as the moment map image µ(M ) of the whole manifold M . We call such τ an involution satisfying Duistermaat's conditions. Here we will define an involution τ on M
• that satisfies Duistermaat's conditions with respect to our Hamiltonian T 3 action and then explain that this is the only possibility. Recall from Theorem 4.10 that 
Then we define the involution to be
One can check directly that this is an involution and that this involution is compatible with the T 3 Λ action in the sense of Duistermaat, i.e. Figure 2 shows clearly why such τ is an involution on M
• and why it is compatible with the T 3 Λ action. This is because τ is essentially defined by this involution (t 1 , t 2 , t 3 , x 1 , x 2 , x 3 ) → (t −1
• and σ(t) in Figure 2 is simply σ(t 1 , t 2 , t 3 ) = (t −1
• is a completely integrable system, we see that τ is indeed anti-symplectic as
Thus, the involution τ we defined here satisfies all of Duistermaat's conditions. 
Figure 2. The involution τ
From the construction, we see that this is the only involution (unique up to the choice of the section s) that can satisfy Duistermaat's condition with respect to our torus action, because in order to have the generating vector field going in the opposite direction, (t 1 , t 2 , t 3 ) must go to (t O'Shea-Sjamaar generalized Duistermaat's result to compact Lie group G as follows. Consider a compact connected symplectic manifold (M, ω) with a Hamiltonian G action. Let τ be an anti-symplectic involution on M and σ be an involution on G. O'Shea-Sjamaar called the involution (τ, σ) compatible with the Hamiltonian G-action if τ (g · x) = σ(g) · τ (x) for all g ∈ G and x ∈ M together with a moment map condition µ(τ (x)) = −σ(µ(x)). Under these assumptions, they showed that the moment map image of the fixed point set M τ is the same as the moment map image of the whole manifold M , just as in Duistermaat's situation. In particular, if G is connected, then the moment map condition automatically follows by the condition τ (g · x) = σ(g) · τ (x). When G is an n-torus T n , involutions σ on G are just a combination of Duistermaat's condition t → t −1 and
In our case, the T 3 -action only acts on the first and third coordinates g 1 , g 2 of points in the moduli space {[g 1 ; h 1 ; g 2 ; h 2 ]}. Thus, there exists no τ that is anti-symplectic and compatible with σ, if σ : (t 1 , t 2 , t 3 ) → (t 2 , t 1 , t 3 ) or (t 3 , t 2 , t 1 ) or (t 1 , t 3 , t 2 ). Thus, even when we relax the condition to O'Shea-Sjamaar's condition, our result remains the same, as the only compatible ones will be compatible in the sense of Duistermaat.
Other kind of involutions, an example.
In this section, we would like to investigate another interesting involution [g 1 ; h 1 ; g 2 ; h 2 ] → [h 2 ; g 2 ; h 1 ; g 1 ] on the moduli space M. It is anti-symplectic, but it is not compatible with the Hamiltonian torus action defined by the Goldman flow, in the sense of Duistermaat. We show that the fixed point set of such an involution is homeomorphic to P 3 (R), which is the fixed point set of the natural anti-symplectic involution on P 3 (C) with respect to the Fubini-Study form. This suggests that there might be another moment map whose Hamiltonian flows would be compatible with this involution. Moreover, since the involution is anti-symplectic, the fixed point set is Lagrangian(wherever the symplectic form is defined), where P 3 (R) is also a Lagrangian submanifold of P 3 (C). Define an involution on Hom(
In other words, k
and some points in M σ (I) . Though it looks like M σ is disconnected with several connected components, we will show later that M σ is one connected set. The main result of this section is the following:
Theorem 5.1. The fixed point set M σ is homeomorphic to P 3 (R).
We start with the set N 1 . Recall that the quotient space {(g, h, h, g) ∈ K 4 }/K is a fat pillow with four vertices (ref: Goldman [3] [6]), which we will refer back as the Goldman pillow (Figure 1 of Goldman [6] ) in the rest of this section. Topologically this is just a three-dimensional closed ball Next we want to show that the second piece in the description of N 1 above is in one to one correspondence with the first piece except at one special point (in the interior of the pillow):
Lemma 5.2. There exists a one-to-one correspondence between
is a maximal torus T , which intersects with the conjugacy class of ( i 0 0 −i ) (i.e. the condition k 2 = −I) at exactly two points k and −k, i.e. there exist a unique k (up to ±1) conjugate to (
In other words, [g; h; h; g] and [g; h; khk −1 ; kgk −1 ] are in one to one correspondence in these two sets respectively. Now, we look at the special points with condition [g, h] = −I. We will show that the set
= −I}/K in the interior of the Goldman pillow is just one point. In fact, it is the point that maps to (0, 0, 0) under the Goldman map
Proof.
(
Suppose [g; h; h; g] ∈ Φ −1 (0, 0, 0). Then trace(g) = 0 = trace(h) = trace(gh). Since for SU(2), trace completely determines the conjugacy classes, there exists k ∈ SU(2) such that kgk −1 = (
and since trace(h) = 0 = trace(gh), we know that trace(khk −1 ) = 0 = trace(kgk
Any element of SU (2) 
for some θ ∈ (0, π). (1) and (2) we complete the Lemma.
Proof. Choose any (g, h, khk −1 , kgk −1 ) in this set. From the discussion before we know that the condition [g, h] = −I implies that there exists x ∈ K such that xgx −1 = (
Denote k = xkx −1 . Again, there exists y in the stabilizer of (
In other words, any element in this set can be conjugated into the following form:
for some k = yk y −1 = yxkx −1 y −1 , and since the condition that k 2 = −I is equivalent to the condition that k is conjugate to (
In fact, any two elements of the above form are conjugate iff their k differ by an element in the intersection of their stabilizers K (
Thus, any two such elements of the above form are conjugate iff k 1 = ±k 2 . On the other hand, the conjugacy class of (
Combining Lemma 5.2, Lemma 5.3, and Lemma 5. 4 we see what N 1 looks like. It has two pieces: one is the interior of the Goldman pillow {(g, h, h, g) ∈ K 4 }/K, and the other is a piece that is in one to one correspondence with the first piece minus an interior point and at that missing point one attaches back an P 2 (R). Next, we will look at the set N 2 . We will show that N 2 contains the surface of the Goldman pillow in N 1 , the surface of the one-point-blow-up pillow in N 1 , and lines that connect every point on these two surfaces, i.e. N 2 connects the two pieces in N 1 . Thus, M σ = N 1 ∪ N 2 is path connected.
Lemma 5.5. For any fixed (g, h), the subset {(g, h, khk
where the 4 intervals degenerate to 4 points. To be precise, for each fixed (g, h) = (±I, ±I), there exists an interval
such that I (g,h) (0) belongs to the surface of the Goldman pillow and I (g,h) (1) belongs to the surface of the one-point-blow-up pillow, and I (g,h) (t) has no intersection with either surface for any t ∈ (0, 1). For (g, h) = (±I, ±I), the corresponding subset {(g, h, khk
K is a point, in fact, they are the four vertices of both pillows.
(1) Case 1: Assume that (g, h) = (±I, ±I). Let (g, h, khk −1 , kgk −1 ) be such that [g, h] = I, k 2 = −I, so g, h, belong to the same maximal torus, say T , then there exists ∈ K such that it conjugates T to the diagonal maximal torus T , i.e.
In order for g and h to stay in this T , one must only use conjugation in N (T ). This shows that
Now suppose we have two elements of this form that are conjugate to each other, i.e. } we will have two conjugate representations defined using k 1 and k 2 respectively. In other words, for any fixed pair (g, h) = ( e iθ 0 0 e −iθ , e is 0 0 e −is ) = (±I, ±I), the set {( e iθ 0 0 e −iθ , e is 0 0 e −is , k e is 0 0 e −is k −1 , k e iθ 0 0 e −iθ k −1 ) | k 2 = −I}/N (T ) ∼ = {k 2 = −I}/{ 0 e iβ −e −iβ 0 } ∼ = S 2 /S 1 is a closed interval, and its two endpoints are [ e iθ 0 0 e −iθ ; e is 0 0 e −is ; e is 0 0 e −is ; e iθ 0 0 e −iθ ] and [ e iθ 0 0 e −iθ ; e is 0 0 e −is ; e −is 0 0 e is ; e −iθ 0 0 e iθ ], which belong to the surfaces of the two pieces of N 1 respectively. (2) Case 2: Assume that (g, h) = (±I, ±I).
For any fixed (g, h) = (±I, ±I), the corresponding subset {(g, h, khk 
