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Abstract 
Water discolouration is an increasingly important issue due to ever stricter regulatory demands and the ageing Water 
Distribution Systems (WDSs) in the UK and abroad. This paper presents a methodology to perform short-term 
forecasting of turbidity with the aim to aid near real-time operational management by providing an Early Warning 
System for discolouration. The proposed methodology uses an artificial neural network (ANN) to learn the turbidity 
response of a WDS using only flow and turbidity measurement data from that system. The methodology is tested 
and verified on a real UK WDS with observed turbidity measurement data. The results obtained show that accurate 
forecasts of turbidity could be made 15 minutes ahead. This, in turn, enables development of an early warning 
system for discolouration events. The methodology is fully data-driven hence it does not require hydraulic and water 
quality network models that are difficult to calibrate and expensive to build and maintain and is, therefore, readily 
transferable between different WDSs.
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1. Introduction 
In 2009 the UK regulatory body OFWAT introduced penalties for water companies that exceed an acceptable 
amount of customer contacts for discolouration [1]. “Willingness-To-Pay” surveys carried out by a UK water provider, 
showed that their customers were willing to pay over a third more for a reduction in water discolouration than any 
other service improvement [2]. However even with clear regulatory and customer pressures, in 2013 alone over 1.1 
million UK customers were still estimated to have been affected by water discolouration showing that reducing 
discolouration is evidently a key challenge for the water industry [3]. 
Discolouration formation in water distribution networks is a complex and not completely understood problem that 
can vary even between different parts of the same water distribution network and yet is still similarly experienced 
throughout different countries regardless of wildly varying factors between their Water Distribution Systems (WDS) 
[4]–[7]. A discolouration event occurs when a sufficient hydraulic change mobilizes and transports the accumulated 
discolouration material through the network and produces discoloured water at the customer’s tap [8], [9]. While large 
improvements have been made to reduce discolouration in WDS in recent years, water companies still mostly deal 
with discolouration in a reactive way [10], [11]. This is usually in the form of cleaning WDS mains once enough 
discolouration contacts have been reported in the area. 
Research has suggested that trunk mains play a significant role in the discolouration process, usually as a form of 
a reservoir for discolouration material build up [5]. Trunk mains can act in a passive role of slowly sending material 
downstream to accumulate in other distribution pipes or in an active role of a widespread discolouration event if 
mobilized rapidly. Cook et al. ([10]) reported that approximately 30% to 50% of discolouration events recorded in 
District Metered Areas (DMAs) were actually associated with imported discolouration material from upstream trunk 
mains. 
Further evidence that incoming turbidity is a major factor is shown in [12] where two very similar WDS were 
compared to each other with changes in the incoming water quality being the only variation. The study showed that 
the incoming water quality played a significant role and the difference in the material accumulation rate between the 
two systems was largely determined by the difference in the amount of incoming turbidity from the upstream trunk 
mains. By cleaning a trunk main, we can see an improvement in bulk water quality leaving the trunk main. That has 
been shown to reduce the likelihood and magnitude of downstream discolouration events and also reduce the 
frequency of maintenance required in downstream pipe networks [13]. While the many benefits of cleaning trunk 
mains are clear, the high expense and difficultly in implementing them have resulted in very infrequent trunk main 
cleaning programs. 
In this paper a data driven methodology for short-term forecasting of turbidity in a trunk main is presented. The 
methodology could aid near real-time operational management by providing an early warning for discolouration 
events. By knowing sufficiently in advance of the discolouration event, discolouration material could be simply 
drained or diverted from the system before it enters the downstream distribution network. Thus not only directly 
preventing discolouration customer contacts but also greatly reducing material buildup in the downstream pipe 
networks that could most likely result in further discolouration customer contacts. By only discarding a tiny fraction 
of discoloured water, a water company could proactively prevent many discolouration customer contacts, thereby 
making this potentially a very good cost benefit alternative or in addition to regular trunk main cleaning. In addition, 
when the turbidity forecasting is not done with a sufficient lead time for the water company to take a proactive 
intervention described above, raising a suitable alarm in near real-time is still useful and enables the company to 
respond reactively in a much faster manner than it is possible now.   
2. Turbidity Forecasting Methodology 
A major limiting factor in existing methods of water quality modelling is the requirement of a well calibrated and 
accurate hydraulic model. Developing and maintaining hydraulic models is expensive and thus hydraulic models are 
usually developed with limited accuracy and calibrated with data reflecting an average day of the WDS. This creates 
a problem for accurately forecasting discolouration as discolouration events are usually a function of an irregular 
hydraulic disturbance that mobilizes accumulated material.  
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In addition to this, even when a suitable and accurate hydraulic model exists, modelling discolouration / turbidity 
accurately is still very difficult due to the many complex processes involved and often unknown conditions of water 
mains. According to our best knowledge, the only model that attempted to do this in the network context is the 
Prediction of Discolouration in Distribution Systems (PODDS) model [14]. This model works as an Epanet extension 
and it requires multiple parameters to be calibrated for each pipe span in the network. Due to often unknown water 
main conditions, it is very hard to calibrate this model, i.e. determine the large number of unknown parameter values 
without carrying out detailed and expensive field tests, especially in the context of larger pipe networks [15]. 
In order to not be limited to only WDS that have highly accurate and up to date physically based models, a data 
driven methodology was explored as an alternative here. This not only saves having to integrate the data driven 
turbidity prediction model into a water company’s existing WDS models, but it is also enables this model to operate 
in any WDS that has suitable flow and turbidity meters present. 
2.1. Artificial Neural Network 
Given the non-linear nature of water quality and the complex interactions between the various parts of a WDS, an 
artificial neural network (ANN) was the chosen method used in forecasting water discolouration. ANNs have been 
used for modeling real world problems due to their ability to model and generalize complex non-linear relationships 
between inputs and outputs, even in noisy and imprecise data sets [16]. 
For this model we are using a feed-forward multilayer perceptron ANN with a single hidden layer employing the 
hyperbolic tangent sigmoid transfer function and the output layer employing a linear transfer function. 
The optimal number of neurons in the hidden layer was identified through a series of systematic trial and error 
procedures. Experimentation with the ANN started with 10 neurons and was run five times taking only the best 
performing ANN, then the number of neurons was increased by 25%, rounded down and the process repeated 10 times. 
The optimal number of neurons was found to be 47, any more than that was found to over fit the training data through 
increased error on a testing set. 
The ANN was trained using the back-propagation algorithm which is a local search heuristic that uses gradient 
descent to update the weights of the neural network in order to minimize the error function [17]. The error function 
being minimized here is the sum of the squared differences between the actual data and ANN’s predicted output, this 
is called the Sum of Squared Errors (SSE).  
2.2. ANN Inputs 
As a discolouration event produces a turbidity response that changes with time, not all information necessary for 
the ANN to accurately forecast is given in the current time step. A method called a sliding window is used where time 
lagged input values are fed into the ANN to give the ANN more temporal information [18]. An important design point 
is then choosing the size of the sliding window (also known as choosing the correct embedding dimension). Too small 
a window size will not provide the ANN with enough information to accurately reproduce the modelled system’s 
dynamics resulting in poor prediction performance. Conversely, too large a window size can result in the ANN 
learning the noise, overfitting on training data and increased training times [19], [20]. The window sizes for inputs 
used in this paper were chosen using the False Nearest Neighbors (FNN) algorithm with minor adjustments made by 
through trial and error process [21]. 
Aside from time lagged inputs of past flow and turbidity meter values, three additional input types were calculated 
from past meter values to give the ANN better temporal information. These three inputs are the maximum daily value, 
maximum weekly value and maximum monthly value. These three inputs are calculated for each flow and turbidity 
meter in the network to give the ANN the peak value that each meter has had in the last 24 hours, week and four 
weeks.
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2.3. ANN Performance Metrics 
SSE was used as the error function for the back-propagation algorithm due to is computational efficiency, but aside 
from a smaller SSE value indicating a better forecast fit to the data then a larger value, it does not provide us with any 
useful information of how well the forecasts fitted with the observed data. Arguably the most commonly used error 
metric used in assessing model performance is the Root Mean Square Error (RMSE) [22]. Like SSE, RMSE is useful 
when comparing different methods applied to the same set of data, but because it is also scale dependent on the data 
used it is unreliable when comparing different data sets and should not be used when comparing methods across data 
sets that have different scales [23], [24].  
The Nash-Sutcliffe Model Efficiency Coefficient (NSE) indicates better or worse performance of our proposed 
forecasting model against a forecasting model that uses the mean of all the observational data as a forecast at every 
time step. A value greater than zero indicates our model forecasts better than the mean of the data, conversely a 
negative number indicates the mean is a better forecast than our model. The Mean Squared Scaled Error (MSSE) 
performs in a similar way except instead of forecasting against a forecast of the mean, MSSE uses the naïve method 
which forecasts the same value as the previous observed value. The naïve method is the optimal method for random 
walk forecasts. Although NSE and MSSE only indicate performance relative to the benchmark forecasting method, 
they are not sensitive to scale or bias and have easy performance interpretation, they are generally regarded as 
recommended performance metrics for forecasting [23], [25]. The formulas for both are as follows: 
Where F is the forecast for time step t, A is the actual value observed at time step t and the overbar on any variable 
is the sample mean of that variable. 
The Pearson product-moment correlation coefficient (r) can be defined as the degree of linear correlation between 
the Forecasted values and the Observed values. Here r = 1 for complete positive correlation, r = 0 for no correlation 
and r = -1 for complete negative correlation. We will be using the square of the correlation coefficient (r2) which is a 
special case of the coefficient of determination. 
Both NSE and 1 – MSSE will show if our proposed model performs better than their respective benchmark forecasts 
at positive values. A perfect fit between observed and forecasted values are RMSE = 0, NSE = 1, 1 – MSSE = 1 and 
r2 = 1. 
3. Case Study 
3.1. Description of data and analysis 
Flow and turbidity measurements were taken over 8 months from a section of a trunk main network in the UK. 
From 01 October 2013 to 01 June 2014, hydraulic and turbidity data was recorded at 15 minute intervals. Hydraulic 
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data was captured from one import and six export flow meters from the network section in the measurement of flow 
rate per 15 minutes. Turbidity data was recorded from one turbidity meter at 15 minute intervals and unlike the flow 
data, turbidity measurements were an instantaneous capture of the current turbidity at 15-minute interval. 
The turbidity meter was placed just before a flow meter at the inlet to a far downstream service reservoir. Aside 
from that flow meter directly after the turbidity meter and one flow meter placed at the direct upstream inlet to the 
trunk main from a service reservoir, the other five flow meters were on placed on branching off pipes. Between the 
direct upstream flow meter inlet and downstream turbidity meter there is 10.5 km of trunk main piping with a total of 
over 16 km of trunk main piping in the section of the trunk main network used in this study. 
Figure 1. Flow and turbidity meter placement in WDS
The turbidity meters used in this WDS had a capturing upper limit of 10 NTU and any reading over 10 NTU was 
recorded at this level, thus it is highly likely that the actual value would be above that value. While consumer 
perception is inherently subjective as to the threshold where water can be deemed to be different from the “normal”, 
10 NTU is generally regarded as exceeding that threshold [26].  
The data was split into calibration and validation sets where five and a half months (i.e. data from 01 October 2013 
to 19 March 2014) was used for calibration and the following two and a half months (i.e. data from 20 March 2014 to 
30 June 2014) was used for validation. With 96 data points per day, there is 23136 data points in total with a 70:30 
ratio split between the calibration and validation sets. 
Two sets of experiments were carried out, the first was where only the time lagged inputs were used and the second 
is where the additional inputs maximum daily, maximum weekly, maximum monthly were used as well. For each 
experiment 5 ANNs with different randomized starting weights were trained and the best performing ANN was chosen 
with its result displayed below. Early stopping was used to prevent overfitting on the training data set. The output of 
the ANN model for both experiments is a forecast of turbidity at the turbidity meter one time-step ahead which is 15 
minutes here. 
3.2. Results and discussion 
From the performance metrics of the results that are summarized in Table 1, we can see that both setups have mixed 
results. The NSE in particular stands out in showing good calibration values but then significant drop in the 
corresponding validation set which can imply possible overfitting on the calibration set. As NSE and 1-MSSE are 
positive in all sets, we can assert that the model performs at least better than using the mean of the data and the last 
observed values as forecasting methods.  
Comparing the two experiments, the ANN with the additional inputs outperformed the ANN without them in the 
calibration set but subsequently lost out in the validation set. The very high values for r2 across all results imply strong 
correlation between the forecasts and observed values. This is believed to be due both the models performing very 
well on the significantly higher amount of observed values with low turbidity (less than 1 NTU).  
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Table 1. Calibration and validation performance measures for ANN. 
Experiments Data Sets RMSE NSE 1 – MSSE r2
ANN without maximum daily, weekly 
and monthly inputs 
Calibration Set 0.08 0.829 0.078 0.995 
Validation Set 0.2 0.487 0.208 0.995 
ANN with maximum daily, weekly and 
monthly inputs 
Calibration Set 0.039 0.958 0.774 0.998 
Validation Set 0.204 0.467 0.176 0.993 
While the models perform very well in forecasting low turbidity values, our primary objective is to accurately 
forecast the high turbidity values attributed to discolouration events and thus including low turbidity forecasts in the 
performance metrics could be skewing the results of interest. To assess the models performance on high turbidity 
values only, the performance metrics were adjusted and recalculated to only apply to the observed turbidity values 
above 1 NTU, these results are shown in Table 2. 
Table 2. Calibration and validation performance measures on only turbidity values above 1 NTU. 
Experiments Data Sets RMSE NSE 1 – MSSE r2
ANN without maximum daily, weekly 
and monthly inputs 
Calibration Set 1.668 0.833 0.969 0.743 
Validation Set 4.062 0.474 0.929 0.494 
ANN with maximum daily, weekly and 
monthly inputs 
Calibration Set 0.456 0.988 0.999 0.964 
Validation Set 3.268 0.499 0.998 0.594 
From the recalculated metrics in Table 2 we can see a clear advantage in using the additional temporal inputs to 
predict high turbidity values. A significant increase in the RMSE and 1-MSSE metrics is seen and was somewhat 
expected as the many steady low turbidity values that the RMSE and MSSE benchmark method does well at 
forecasting are not factored in. Even though r2 has dropped with the removal of the low turbidity values, it is still 
shows strong linear correlation across all results, this can imply the timing of forecasts and observations are well 
aligned. The r2 values however imply little about the accuracy in the magnitude of the forecasts as the model could 
over or under predict consistently and still correlate well. Which appears to be the case here as indicated by the sub-
optimal NSE calibration values. 
Figure 2. The observed and forecasted turbidity values in the 
calibration set. 
Figure 3. The observed and forecasted turbidity values in the 
validation set. 
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While Figure 2 shows that the model can accurately forecast a major turbidity event in the calibration set, this same 
high level of accuracy in forecasting is unable to remain throughout the validation set as shown by Figure 3. This 
aligns exactly with what the performance metrics stated. Figure 3 shows three major turbidity events occurring in part 
of the validation set however only the third event is accurately forecast by the model. An investigation into the two 
events that were inaccurately forecasted by the model revealed that those two events were caused by planned cleaning 
of pipes. 
The low magnitude of the predicted turbidity in the third event in Figure 3 is thought to be due to the lack of 
sufficient high turbidity examples in the calibration set. While the model fails to forecast the full magnitude of the 
third turbidity event in Figure 3, it does accurately forecast the lower turbidity values at start of the event. Thus by 
setting an alarm threshold between 2 and 4 NTU a simple yet effective early warning system for discolouration could 
be implemented. Therefore, this could give operational management of the water company a head start such that even 
if they do not catch the initial increase in turbidity they could still drain the majority of the material from the trunk 
main when the discolouration peak occurs or before it leaves the subsequent service reservoir tank. By retraining the 
model with the turbidity events that the model performed poorly on, it is believed that the accuracy of the forecasts 
could increase for future forecasts. 
Future research could be done in an effort to improve forecast accuracy and move the forecast horizon further into 
the future to allow for greater lead times in an early warning system. 
4. Conclusions 
The methodology developed here is data-driven and does not require hydraulic and water quality network models 
that are difficult to calibrate and expensive to build and maintain and is, therefore, readily transferable between 
different WDSs. 
By using additional input metrics that captured a greater range of temporal information, the accuracy of forecasting 
discolouration events could be increased. 
While ANN performance metrics can be misleading when forecasting discolouration, the NSE and MSSE metrics 
show that the presented model performs at least better than using the mean of the data and the last observed values as 
forecasting methods. 
The methodology is tested and verified on a real UK WDS with observed turbidity measurement data. The results 
obtained indicate that reasonably accurate forecasts of turbidity can be made 15 minutes ahead, especially in terms of 
timing when turbidity starts to increase. Therefore, the ANN based forecasting model presented here could be used 
for developing an early warning system for discolouration events. Having said this, further tests and validations on 
additional WDS / discolouration events are required before a reliable early warning system could be built. 
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