Let D be a bounded strictly convex domain in Euclidean n-space equipped with its Hilbert metric h(x; y). It is shown that as the points x and y of D approach distinct points on the boundary of D, for any a in D the sum h(x; a) + h(a; y) is asymptotic to h(x; y).
Introduction
The PoincarÃ e model of the hyperbolic plane is the unit disc D in the complex plane with the metric given by the line element ds = 2(1 − |z| 2 ) −1 |d z|. The PoincarÃ e distance p(z; w) between two points z and w is given by the explicit formula cosh p(z; w) = 1 + 2|z − w| the metric space (D; p) is complete, and the geodesics are arcs of circles orthogonal to the unit circle @D. As the hyperbolic metric has negative curvature, two points travelling along di erent geodesics separate rapidly as they approach the boundary of D, and we can quantify this separation in the following way. Consider distinct points z * and w * on @D, two sequences z n and w n of points in D converging to z * and w * , respectively, and let be any point in D. The triangle inequality is p(z n ; w n )6p(z n ; ) + p( ; w n ); (1.2) and the rapid separation of the two sequences z n and w n is expressed by the fact that to within a bounded term we can replace the inequality sign in (1.2) by equality. More precisely, given z * , w * and then, for all su ciently large n, p(z n ; w n )6p(z n ; ) + p( ; w n )6p(z n ; w n ) + M; (1.3) where the number M depends only on z * , w * and . The proof of (1.3) is a straightforward consequence of (1.1) once one has observed that exp[p(z n ; ) + p( ; w n ) − p(z n ; w n )] = exp p(z n ; ) exp p( ; w n ) expp(z n ; w n ) 6 4cosh p(z n ; ) cosh p( ; w n ) coshp(z n ; w n ) ;
and the remaining details are omitted. Roughly speaking, (1.3) says that for large distances, the route from z n to w n via is not too far from being a geodesic; even more informally, to an observer at z n , the point w n appears to be moving on a geodesic away from z n . Of course, (1.2) holds in any metric space, and the double inequality (1.3) may be taken as an indication of the negatively curved nature of the hyperbolic plane without any reference to smoothness conditions on the metric. This discussion is equally valid for hyperbolic N -space modelled on the unit ball B N in R N . It is generally accepted that Beltrami [5] was the ÿrst to o er a concrete model of hyperbolic geometry in which the geodesics are given by Euclidean line segments. Later Klein interpreted this in terms of projective geometry using a model that had been discussed earlier by Cayley (but without any reference to hyperbolic geometry). This alternative model of hyperbolic space is usually referred to as the Klein model; this is the unit ball B N with the Klein metric k given by
where |x| and x · y denote the usual norm and scalar product in R N (see, for example [14, p. 193] ). It is clear from (1.4) that there is also an inequality of the form k(x n ; y n )6k(x n ; ) + k( ; y n )6k(x n ; y n ) + M;
(1.5)
for some M and all su ciently large n whenever the sequences x n and y n in B N converge to distinct points x * and y * , respectively, of @B N . This inequality corresponds to (1.3) in the PoincarÃ e model (in fact, as there is an isometry of the PoincarÃ e model onto the Klein model which extends to a homeomorphism between the Euclidean closures of the two balls, (1.3) and (1.5) are equivalent to each other). See [10, pp. 289 -290] and [14, p. 192 ] for a comparison of the Klein and PoincarÃ e models of hyperbolic space.
Both the PoincarÃ e metric p and the Klein metric k can be expressed as the logarithm of a cross ratio of four points. The absolute cross ratio of four distinct points a; x; y; b in R N is deÿned by where a and b are the endpoints of the Klein geodesic (the Euclidean chord) of B N that contains x and y, with x lying between a and y.
Hilbert [12] noticed that the deÿnition (1.6) of the Klein metric in terms of a cross-ratio produces a metric on any bounded convex domain in R N , and as there is no hyperbolic metric for a general domain in R N it is natural to ask whether the Hilbert metric might (at least in some circumstances) provide a suitable alternative to the hyperbolic metric. This paper is concerned with one aspect of this issue; speciÿcally, we shall determine to what extent a double inequality of the form (1.5) is, or is not, true for the Hilbert metric of a bounded convex domain in R N .
The Hilbert metric
The Euclidean line through distinct points x and y in R N is denoted by L(x; y), and the open and closed segments with endpoints x and y are denoted by (x; y) and [x; y], respectively. Also, E denotes the closure of a set E in R N . Suppose that D is a bounded convex domain in R N . Any pair of distinct points x and y in D determine a chord of D, namely L(x; y) ∩ D, and we shall adopt the convention that when we say that a; x; y; b is a chord of D, we mean that x and y are distinct points of D, a and b are in @D, and that a; x; y; b occur in this order along L(x; y). Notice that if a; x; y; b is a chord of D, then |a − y| ¿ |a − x| and |x − b| ¿ |y − b| so that log [a; x; y; b] ¿ 0. The proof of Theorem 2.1. A discussion of the Hilbert metric (including a proof that it is a metric) can be found in [1, 6] , [7] (Section 18), [8] (Sections 28; 29 and 50), [9, [11] [12] [13] 15] . If a; x; y; b is a chord of D, then |a − y|:|b − x| = |b − y|:|a − x| + |x − y|:|a − b|;
so that h(x; y) = log 1 + |x − y|:|a − b| |b − y|:|a − x| :
This shows that the Hilbert and Euclidean metrics induce the same convergent sequences, and hence the same topology, on D.
As we need the details of the proof of the completeness of (D; h), we give the short proof here. Take any h-Cauchy sequence (x n ) in (D; h). As the x n lie in the bounded domain D, we may pass to a subsequence, which we denote by x n , which converges in the Euclidean metric to some point x in D. If x ∈ D then (2.2) shows that h(x n ; x) → 0; then the h-Cauchy sequence (x n ) has an h-convergent subsequence (x n ) and so is itself h-convergent (to x).
It is su cient, therefore, to assume that x ∈ @D and reach a contradiction. First, take any in D, and choose r such that the open Euclidean ball given by |x − | ¡ r lies in D. Also, let |D| be the Euclidean diameter of D, and let a n ; x n ; ; b n be the chord of D through x n and . As x n → x, and x = , we see that the ray from through x n converges to the ray R, say, from through x. As a n ∈ @D, it follows that any limit point of the sequence a n must lie on R ∩ @D and so must be x. As a n is a bounded sequence, this shows that a n → x, and hence that a n − x n → 0. However, as the h-Cauchy sequence (x n ) is bounded in the Hilbert metric, there is some positive m such that for all n, h(x n ; )6m. Thus,
and this cannot be so as a n − x n → 0. This completes the proof of Theorem 2.1.
Note that quite generally, if x ∈ D, |x − |¿r and if a; x; ; b is a chord of D, then
Next, it is encouraging to note that the important Monotonicity Principle for the hyperbolic metric extends to the Hilbert metric. This is our next result, and it follows immediately from the fact that if It is now time to alert the reader to the fact that the Hilbert metric does not always behave as well as the Klein metric does. For example, let D be the square {x + iy : x; y ∈ (0; 1)}, and let z n = 1 4 + i=n and w n = 3 4 + i=n. Then, although the sequences z n and w n converge to di erent points on @D, we see that for each in D, h(z n ; w n ) = log 9; h(z n ; ) = h( ; w n ) = log n + O(1); as n → ∞ so that the second inequality in (1.5) (with k replaced by h) is violated.
To see another way in which the Hilbert metric di ers radically from the Klein metric, let D be the square (−2; 2) × (−3; 3) in the complex plane. If u + iv is any point in the square given by |u| + |v| ¡ 1, then h(−1; u + iv) + h(u + iv; 1) = h(−1; u) + h(u; 1) = h(−1; 1); so that here the set of z with h(−1; z) + h(z; 1) = h(−1; 1) contains an open rectangle. In this case there are many h-geodesic segments joining −1-1.
To make further progress we need the notion of strict convexity. A subdomain D of R N is strictly convex if, for all a and b on the boundary @D of D, the open segment (a; b) lies in D (or, equivalently, there is no straight line segment lying in @D). The notion of strict convexity turns out to be very important; for example, if D is strictly convex then any pair of distinct points in D are joined by a unique h-geodesic segment (see [11, p. 99] or [13, p. 203] ). We shall now show that with strict convexity, the Hilbert metric satisÿes the double inequality corresponding to (1.5). We emphasize that this will be proved without any analytic assumptions about @D; in particular, we shall not assume anything about the curvature of @D. Theorem 2.3. Let D be a bounded strictly convex domain in R N with Hilbert metric h. Suppose that ∈ D, and that x n and y n are sequences in D converging to the distinct points x * and y * , respectively, on @D. Then there is some M , depending only on D; , x * and y * , such that, for all su ciently large n, h(x n ; y n )6h(x n ; ) + h( ; y n )6h(x n ; y n ) + M:
With Theorem 2.3 we see that a strictly convex domain in R N with its Hilbert metric possesses several important features of hyperbolic space; namely, there is an explicit formula for the distance between two points, the space is complete, the metric is a monotonic function of the domains, and two sequences converging to two di erent boundary points diverge at the maximal rate possible. Moreover, the Hilbert metric compares favourably with the quasihyperbolic metric q (this is the metric derived from ds = |d x| dist(x; @D) ;
where dist(x; @D) denotes the Euclidean distance from x to @D) because there is no explicit formula for q(x; y). Finally, to illustrate how the Hilbert metric can sometimes play the role of the hyperbolic metric, we mention the following result due to the author [3] (see also [2] ). This is a direct generalisation of the classical Denjoy-Wolf Theorem in complex analysis. The Schwarz-Pick Lemma says that if f : D → D is analytic but not a M obius map, then f is a contraction with respect to the PoincarÃ e metric in D, and the Denjoy-Wolf Theorem states that there is then a point Á in the closed unit disc such that for any z in D, the iterates f n (z) converge to Á.
The proof of Theorem 2.3
There are positive numbers r and R such that B( ; r) ⊂ D ⊂ B( ; R), where B(a; t) denotes the open Euclidean ball with centre a and radius t. The sequences x n and y n in D converge to distinct points x * and y * in @D, and by rejecting a ÿnite number of terms, we may assume that for every n,
Now, let the chords determined by x n , y n and be a n ; x n ; ; b n , c n ; y n ; ; d n and u n ; x n ; y n ; v n (the reader should draw a diagram). We have already seen (in the proof that (D; h) is complete) that a n → x * and c n → y * , and we shall now show that
While this may seem obvious, the reader may care to re ect on the fact that it need not hold for convex domains, and that strict convexity is essential here. By symmetry, it is su cient to show that u n → x * , and as u n is a bounded sequence it is su cient to show that every convergent subsequence of u n converges to x * . By passing to a convergent subsequence and relabelling, it su ces to show that if u n → u, then u = x * . Suppose, then, that u n → u. As each u n lies in the compact set @D, u ∈ @D. As the points u n , x n and y n lie in a bounded set, and as x n → x * and y n → y * , it follows easily that u lies on the line L(x * ; y * ) through x * and y * . Thus u ∈ @D ∩ L(x * ; y * ), and the strict convexity of D now shows that u = x * or u = y * . As x n lies between a n and y n , we deduce that u = x * . We remark that without strict convexity, L(x * ; y * ) may contain a non-trivial segment and this argument then fails.
We can now continue with the proof of Theorem 2.3, and we shall use the notation O(1) to denote any quantity (which will di er from line to line) that depends only on D, , x * and y * , and which (more importantly) is independent of n. Using (3.1), we have h(x n ; ) + h( ; y n ) − h(x n ; y n ) = log
and we prefer to write this in the form h(x n ; ) + h( ; y n ) − h(x n ; y n ) = log
At this point it is helpful to consider the Klein model; thus, for the moment, we assume that D = B N . The classical Intersecting Chord Theorem in Euclidean geometry (e.g. [10] , p.8) states that if two intersecting chords C 1 and C 2 of a circle are divided into segments of lengths d 1 and d 2 , and lengths ' 1 and ' 2 , respectively, then
N we see that the two logarithmic terms on the right are both zero, so that in this case h(x n ; ) + h( ; y n ) − h(x n ; y n ) = O(1):
This constitutes a proof of Theorem 2.3 in the case when D = B N but, more importantly, it gives a proof of Theorem 2.3 for any domain D which admits an 'Intersecting Chords Theorem' in the form that there exists a constant M such that if two intersecting chords C 1 and C 2 of D are divided into segments of lengths d 1 and d 2 , and lengths ' 1 and ' 2 , respectively, then
It is easy to construct strictly convex domains which do not support an inequality of the type, but there is one piece of information available which we have not yet used, namely that the lengths of the three chords [u n ; v n ], [a n ; b n ] and [c n ; d n ] are bounded below by a number independent of n. It will therefore be su cient to obtain an Intersecting Chords Theorem for a bounded strictly convex domain D in R N which applies only to chords that are not too short. The author proved such a result in [4] and with this the proof of Theorem 2.3 is complete. As the proof is itself an attractive application of the Hilbert metric, we give this in the next (and ÿnal) section of this paper.
The intersecting chords theorem
This section contains a proof of the following result.
An intersecting chords theorem for convex domains. Let D be a bounded strictly convex domain in R N . For each positive ; there is a positive number M such that if C 1 and C 2 are intersecting chords of D each of length at least ; then
where the chords C 1 and C 2 are divided into segments of lengths d 1 ; d 2 , and ' 1 ; ' 2 , respectively; by the point of intersection.
Proof. Take It follows that is enough to show that h(c; w) is bounded above (independently of the chords) for this will establish the upper bound in (4.1), and the lower bound will then follow by symmetry.
As each oriented chord is parametrised by its pair of endpoints in @D × @D, the space of pairs of chords of length at least can be identiÿed with a compact subset, say Q, of the compact product space @D 4 . The strict convexity of D ensures that for any pair of chords C 1 and C 2 , the mid-points c 1 and c 2 of the chords are in D so we can measure the Hilbert distance between them. This means that we can deÿne a function F on Q by F : (C 1 ; C 2 ) → h(c 1 ; c 2 ): Now, each c j is a continuous function of C j with respect to the Euclidean metric in D, and hence also with respect to the Hilbert metric in D. It follows that F is continuous, and hence bounded above, on the compact set Q and this completes the proof.
