Intensity-tuned neurons, characterized by their nonmonotonic response-level function, may play important roles in the encoding of sound intensity-related information. The synaptic mechanisms underlying intensity tuning remain unclear. Here, in vivo whole-cell recordings in rat auditory cortex revealed that intensity-tuned neurons, mostly clustered in a posterior zone, receive imbalanced tone-evoked excitatory and inhibitory synaptic inputs. Excitatory inputs exhibit nonmonotonic intensity tuning, whereas with tone intensity increments, the temporally delayed inhibitory inputs increase monotonically in strength. In addition, this delay reduces with the increase of intensity, resulting in an enhanced suppression of excitation at high intensities and a significant sharpening of intensity tuning. In contrast, non-intensity-tuned neurons exhibit covaried excitatory and inhibitory inputs, and the relative time interval between them is stable with intensity increments, resulting in monotonic response-level function. Thus, cortical intensity tuning is primarily determined by excitatory inputs and shaped by cortical inhibition through a dynamic control of excitatory and inhibitory timing.
Introduction
Intensity-tuned neurons are characterized by their nonmonotonic responses to tone intensities (Greenwood and Maruyama, 1965) . Such neurons (also named nonmonotonic neurons) have been observed along the central auditory pathway, including the cochlear nucleus (Greenwood and Maruyama, 1965; Young and Brownell, 1976) , inferior colliculus (Aitkin, 1991; Kuwabara and Suga, 1993) , medial geniculate body (Aitkin and Webster, 1972; Rouiller et al., 1983) , and auditory cortex (Davies et al., 1956; Evans and Whitfield, 1964; Brugge et al., 1969; Schreiner et al., 1992; Phillips et al., 1995) . The response properties of cortical intensity-tuned neurons (Phillips et al., 1995; Heil and Irvine, 1998) and their susceptibility to specific changes after training animals with a sound magnitude discrimination task (Polley et al., 2004 suggest that these neurons may play important roles in the encoding of sound loudness and envelop transients. Because auditory nerve fibers, the inputs to the central auditory system, have monotonically increasing response-versus-intensity functions (Kiang et al., 1965) , the generation of intensity tuning in the central auditory system must rely on neural inhibition to reduce activity preferentially at high intensities. Studies using extracellular recordings with two-tone masking paradigms (Suga and Manabe, 1982; Calford and Semple, 1995; Sutter and Loftus, 2003) , with GABA receptor blockade (Faingold et al., 1991; Pollak and Park, 1993; Wang et al., 2002; Sivaramakrishnan et al., 2004) , as well as using intracellular recordings (Ojima and Murakami, 2002) suggest that intensity tuning may be produced by the spatial and/or temporal interaction of the inhibition and excitation. However, without direct examination of sound-activated synaptic inputs in individual intensity-tuned neurons, the synaptic mechanisms or neuronal biophysical properties (D. Durstewitz and T.J. Sejnowski, 2000, Soc. Neurosci., abstract) that may underlie the nonmonotonic response-intensity function or the conversion from monotonic to nonmonotonic function remain elusive.
Recently, several studies on synaptic inputs underlying tone-evoked responses indicate that the frequency tuning and the frequency-intensity tonal receptive fields (TRFs) of cortical neurons are shaped by balanced excitatory and inhibitory synaptic inputs (Zhang et al., 2003; Wehr and Zador, 2003; Tan et al., 2004) . This is evidenced by the covariation of the amplitudes of excitatory and inhibitory synaptic conductances evoked by the same tone stimulus (Zhang et al., 2003; Tan et al., 2004 ) and a relatively stable temporal interval between them (Wehr and Zador, 2003) . However, those data were mostly acquired from the primary auditory cortex (A1) of rats, where the majority of neurons do not exhibit intensity tuning or exhibit weak tuning (Phillips and Kelly, 1989; Zhang et al., 2001; Doron et al., 2002; Polley et al., 2004 Polley et al., , 2006 . In the present study, using an in vivo whole-cell voltage-clamp recording technique, we examined the excitatory and inhibitory synaptic TRFs in two distinct classes of cortical neurons: intensity-tuned and non-intensity-tuned neurons. We quantified the amplitude and temporal relationship between the excitatory and inhibitory inputs evoked by tone stimuli of various intensities at characteristic frequencies (CFs) of the cells. Our data indicate that cortical intensity tuning is determined by the interplay between tone-evoked imbalanced excitatory and inhibitory synaptic inputs. In intensity-tuned neurons, excitatory inputs already exhibit intensity tuning, whereas the inhibitory inputs increase monotonically in their strength and quickly saturate with intensity increments. In addition, the temporal delay of inhibitory inputs relative to excitatory inputs is reduced with the increase of intensity, resulting in an enhanced suppression of excitation at high intensities and a significant sharpening of intensity tuning. These findings also imply that by controlling the relative timing of excitation and inhibition, synaptic circuits can achieve a de novo construction of representational properties.
Results

Distribution of Nonmonotonic Neurons in the Rat Auditory Cortex
To effectively investigate nonmonotonic neurons, we first determined the spatial distribution of such neurons in the adult rat auditory cortex by high-density mappings with multiunit extracellular recordings (100-180 sampling sites for each map, see Experimental Procedures). The frequency-intensity tonal receptive field for spike responses (spike TRF) was reconstructed for each recorded sampling site. The change of tone-evoked spike response in the function of tone intensity was examined at the characteristic frequency (CF), which is the frequency that the neuron is most sensitive to. As shown in an example auditory cortical map ( Figure 1A ), three major fields can be identified according to the tonotopic organization of frequency representations: the primary auditory cortex (A1), which exhibits a clear tonotopic gradient along the anterior-posterior axis; a small anterior auditory field (AAF), which exhibits a reversed tonotopic gradient compared to A1; and a ventral auditory field (VAF), which has an apparent dorsal-ventral CF gradient, consistent with previous reports (Bao et al., 2003; Kalatsky et al., 2005) . In these regions, the majority of sampling sites exhibited increased spike responses at high intensity levels ( Figure 1B, left) . A typical monotonic function is shown after averaging spike response-level functions at CFs of 14 similar sites ( Figure 1B, right) . Interestingly, sampling sites in a small posterior zone (named nonmontonic auditory zone [NM]) located between A1 and VAF consistently exhibited nonmonotonic response-level functions, i.e., markedly reduced responses at high intensity levels ( Figure 1C ). In addition, the bandwidth of spike TRF at 30 dB above threshold (BW30) at those nonmonotonic sites was significantly narrower than at the monotonic sites ( Figure 1D ). In all of nine high-density mapping experiments, we observed a similar organization of frequency representation and the existence of a NM zone. Between sampling sites of the NM zone and those of the nearby A1 area that have similar CFs, no significant difference was observed in either the response onset latency (NM, 15.99 6 0.32 ms [SEM] ; A1, 15.72 6 0.29 ms [SEM] ; p > 0.5, ANOVA test) or the threshold of spike TRFs (p > 0.5, ANOVA test).
We used an intensity-tuning index to quantify the level of intensity tuning at CF. The index is defined as the ratio between the spike counts at the preferred intensity (with the highest level of response) and at 30 dB above the preferred intensity (or the highest intensity tested). Sampling sites with an index <0.6 were considered to be strongly intensity tuned. In A1, about 5% of sampling sites exhibited strong intensity tuning, while in the NM zone, about 80% of sampling sites were strongly intensity tuned ( Figure 1E ). Our data are consistent with those from previous extracellular recordings (Phillips and Kelly, 1989; Doron et al., 2002; Bao et al., 2003; Polley et al., 2004 Polley et al., , 2006 , which already suggest that nonmonotonic neurons are more abundant in the posterior part of the rat auditory cortex.
Excitatory and Inhibitory Synaptic Receptive Fields
To examine the synaptic mechanisms underlying intensity tuning of cortical neurons, we applied in vivo whole-cell voltage-clamp recordings (see Experimental Procedures) to neurons in A1 and the NM zone. By voltage-clamping the cell's membrane potential at 270 mV and 0 mV, the reversal potentials for GABA A receptor-mediated Cl 2 currents and glutamate Figure 2E ). The derived reversal potential for the early component of these currents (mainly excitatory) was 0 6 4 mV (SD), close to the known reversal potential for glutamatergic currents. These data suggest that, under our voltage-clamp recording conditions, those synaptic inputs that contributed to the recorded tone-evoked currents were detected with a reasonable accuracy (see Experimental Procedures). The excitatory and inhibitory synaptic TRFs obtained from voltage-clamp experiments provide a basis for determining the synaptic mechanisms underlying the intensity-tuning properties of cortical neurons. Intensity tuning is usually defined at CFs of cortical neurons according to their spike responses (Schreiner et al., 1992; Phillips et al., 1995; Heil and Irvine, 1998; Polley et al., 2004) . Because synaptic TRF usually exhibits a lower intensity threshold and is broader than the spike TRF of the same cell (Tan et al., 2004) , to be consistent with previous studies, the CF of the cell was estimated according to the TRF of membrane potential responses, which were derived from the excitatory and inhibitory synaptic conductances evoked by each tonal stimulus (see Experimental Procedures). Based on the resting membrane potential of the cell and the threshold for spike generation (245 mV; Tan et al., 2004) , the frequency-intensity responsive area for spike responses was then estimated (Figures 2G and 2H, hatched area) . The CF was defined as the frequency at the threshold intensity of the spike TRF. For the example cell recorded from the NM zone ( Figure 2G ), the intensity threshold was estimated to be 20 dB SPL and the CF to be 2.14 kHz 6 0.1 octaves. At this CF, the membrane potential response changed nonmonotonically with the increase of intensity, with the strongest response evoked at an intensity level close to the intensity threshold ( Figure 2G ), suggesting that this cell represents a typical intensity-tuned neuron. In contrast, for the example cell recorded from A1 ( Figure 2H ), the derived membrane potential response at the CF changed monotonically with intensity increments, consistent with multiunit recording results for monotonic sites ( Figure 1B ). In addition, although both the intensity-tuned and untuned neurons exhibited broad synaptic TRFs, the spike TRF of the intensitytuned neuron was much smaller (Figures 2G, hatched area) and became circumscribed, consistent with multiunit recording results for many nonmonotonic sites ( Figure 1C ). The response-intensity functions of calculated membrane-potential responses correlated well with those of directly recorded membrane-potential responses, as shown in five recorded neurons in which both voltage-clamp and current-clamp recordings were obtained (Figure 3) . Thus, by integrating excitatory and inhibitory synaptic conductances, we were able to determine the monotonic or nonmonotonic response properties of the neurons.
Nonmonotonic Excitation and Imbalanced Inhibition Underlying Intensity Tuning
We next determined the relative contribution of excitatory and inhibitory inputs to intensity tuning of cortical cells by examining the amplitude of CF tone-evoked excitatory and inhibitory synaptic conductances as a function of intensity level, i.e., the amplitude-level function. In both the intensity-tuned and untuned neurons, the excitatory and inhibitory synaptic TRFs exhibited an identical shape (Figures 2A and 2B and 2C and 2D) . However, for the intensity-tuned neuron, there was a difference in the amplitude-level function between excitatory and inhibitory conductances. It appeared that the amplitudes of excitatory currents evoked by CF tones were smaller at high intensity levels ( Figure 2A , shaded column), while those of inhibitory currents remained more or less similar ( Figure 2B , shaded column). To quantify this phenomenon, after determining the CF, the excitatory and inhibitory synaptic conductances evoked by repeated CF tones were averaged for various intensities. The same tone stimulus evoked relatively consistent synaptic responses with small variations in amplitude (SD < 5% mean amplitude) and small jitters in response latency (SD < 0.3 ms; Figure 2F ). As shown in Figure 4A for the intensity-tuned neuron, the amplitude of the averaged excitatory conductance changed nonmonotonically, with the peak amplitude evoked at the threshold intensity (20 dB SPL). The amplitude of the inhibitory conductance instead increased monotonically with the increase of intensity. Thus, the excitatory and inhibitory inputs were imbalanced in this intensity-tuned neuron, similar as a recent observation reported online (Tan et al., 2006) . In contrast, for the example non-intensitytuned neuron ( Figure 4B ), excitatory and inhibitory inputs exhibited similar monotonic tuning curves, consistent with the previous findings of balanced excitatory and inhibitory inputs that underlie the tone-evoked responses of A1 neurons (Zhang et al., 2003; Wehr and Zador, 2003; Tan et al., 2004) . These data suggest that the intensity tuning of the cortical neuron is primarily inherited from the nonmonotonic excitatory inputs.
Inhibitory Contribution to Nonmonotonic Intensity Tuning
To determine whether the monotonic inhibitory inputs contribute to intensity tuning, we compared the intensity-tuning curves of membrane-potential responses derived by considering excitatory conductances only and by integrating excitatory and inhibitory conductances. As shown in Figure 4C , for the same intensitytuned neuron, excitatory conductances alone cannot fully account for the intensity-tuning curve, because the amplitude of membrane potential changes (PSPs) derived from excitatory conductances alone was reduced from the peak by only about 25% at the highest intensity ( Figure 4C , filled triangles), and even the weakest excitatory input (at 70 dB SPL) was capable of triggering spikes. Integrating the inhibitory conductances (averaged value) not only reduced the amplitude of membrane-potential responses in general but also significantly enhanced the intensity tuning, as indicated by a steeper reduction in the membrane-potential responses with intensity increments ( Figure 4C , filled squares). At the highest intensity, the PSP was reduced by 75% from the peak, leaving only a narrow range of intensities (20-30 dB SPL) at which spikes can be generated. In comparison, for the non-intensity-tuned neuron, the inhibitory conductances only scaled down the membrane-potential responses without changing the shape of the tuning curve ( Figures 4B and 4D ). These results indicate that cortical inhibition is actively involved in shaping the intensity tuning of cortical neurons.
Temporal Shaping of Nonmonotonic Intensity Tuning by Synaptic Inhibition
Cortical inhibitory inputs can shape spike responses through their temporal interaction with excitatory inputs (Zhang et al., 2003; Wehr and Zador, 2003; Zhu et al., 2004) . For example, cortical synaptic inhibition enhances the direction selectivity of cortical responses to frequency-modulated sound sweeps through a larger (C) Derived membrane-potential changes from (A) as a function of tone intensity, by considering excitatory inputs only (filled triangle), by integrating excitatory and inhibitory inputs (filled square), or by integrating inhibitory inputs and modified excitatory inputs (open circle). The excitatory inputs were modified as such that amplitudes of all responses to tones above 20 dB were scaled to that at 20 dB, which was the peak value. The error bars (SEM) were generated for derived PSPs by randomly pairing excitatory input and inhibitory input in different repeats. (E) Left column, 50% peak delay (filled square) and onset delay (open circle) of inhibitory conductances relative to the associated excitatory conductances, plotted as a function of tone intensity. 50% peak delays were extracted from waveforms at half-maximal amplitude (inhibition minus excitation). Error bars were the summation of the variations (SD) in the timing of excitatory and inhibitory inputs. Right column, pairs of average excitatory (black) and inhibitory (gray) synaptic conductances from (A) plotted at a higher temporal resolution. (B, D, and F) Same presentation as in (A), (C), and (E), but for the non-intensity-tuned neuron shown in Figures 2C, 2D , and 2H. suppression of synaptic excitation under stimuli of nonpreferred direction than of preferred direction (Zhang et al., 2003) . This is achieved by a larger temporal overlap between excitatory and inhibitory inputs evoked by nonpreferred stimuli, due to an asymmetric integration of inputs sequentially activated by sound sweeps (Zhang et al., 2003 ). Here we examined the level of temporal overlap between CF tone-evoked excitatory and inhibitory conductances at different intensities. The average excitatory and inhibitory conductances evoked by the same tone stimulus were plotted together ( Figure 4E, right) . Consistent with the previous results (Zhang et al., 2003; Wehr and Zador, 2003; Tan et al., 2004) , inhibitory inputs followed the excitatory inputs with a brief temporal delay. To quantify the relative delay of the inhibitory inputs, a delay index was used, which was defined as the interval between the time points at which 50% peak amplitude was reached in the rising phase of the average excitatory and inhibitory conductance traces (inhibition minus excitation; Wehr and Zador, 2003) . Interestingly, for the example intensity-tuned neuron, the delay index reduced with the increase of intensity ( Figure 4E, left, filled squares) , whereas for the example non-intensity-tuned neuron, it remained more or less the same across different intensity levels ( Figure 4F ). We also measured the difference in the onset latencies of excitatory and inhibitory inputs, which were defined as the time points at which the amplitude of evoked conductance became larger than three times the standard deviation of the baseline fluctuation. The result was consistent with the measurement of delay indices ( Figures 4E and 4F, open circles) . The reduced relative delay of inhibition as intensity goes higher leads to an increased temporal overlap between excitatory and inhibitory inputs, and thus a larger suppression of tone-evoked excitation at high intensities. Surprisingly, such nonmonotonic change of inhibitory delay can be sufficient for the generation of intensity tuning. This is demonstrated by the nonmonotonic tuning of membrane-potential responses achieved even after removing the nonmonotonicity of the excitatory inputs by keeping their amplitudes always at the peak value (at 20 dB) ( Figure 4C , open circles).
Synaptic Mechanisms for Cortical Intensity Tuning
A total of 13 intensity-tuned neurons were recorded from the NM zone. In ten of them, complete excitatory and inhibitory synaptic TRFs were obtained ( Figure 5A ). Data from these neurons were summarized. Here, the intensity-tuning index was defined as the ratio between the Figure 5 . Summary for Intensity-Tuned (Nonmonotonic) and Untuned Neurons (A) A group of intensity-tuned neurons. Color maps depict average peak excitatory and inhibitory conductances (from three to five repetitions) and membrane potential changes at 0-70 dB intensities of CF tones for each of ten recorded NM neurons. Scale bar: dark blue, 0; dark red, maximal value: from cell 1 to cell 10, 4 nS, 3 nS, 5 nS, 3 nS, 4 nS, 5 nS, 4 nS, 7 nS, 6 nS, 2 nS for excitatory conductance; 5 nS, 2 nS, 6 nS, 2 nS, 3 nS, 7 nS, 4 nS, 5 nS, 6 nS, 2 nS for inhibitory conductance; 16 mV, 15 mV, 16 mV, 21 mV, 33 mV, 18 mV, 28 mV, 17 mV, 14 mV, 23 mV for PSP. 
E-H) Same as (A)-(D)
, respectively, but for the group of non-intensity-tuned neurons (n = 9) recorded in A1. Scale bar for the color maps in (E): dark blue, 0; dark red, maximal value: 2 nS, 5 nS, 2 nS, 4 nS, 4 nS, 3 nS, 4 nS, 4 nS, 2 nS for excitatory conductance; 2 nS, 3 nS, 2 nS, 2 nS, 3 nS, 3 nS, 5 nS, 5 nS, 4 nS for inhibitory conductance; 22 mV, 31 mV, 18 mV, 26 mV, 21 mV, 19 mV, 24 mV, 28 mV, 16 mV for PSP. Neuronresponse amplitudes (either synaptic conductances or membrane-potential changes) at the preferred intensity and at the highest intensity tested. All of these neurons had an intensity-tuning index <0.6 for their derived membrane-potential responses (PSPs), and were tuned to intensities close to their intensity thresholds ( Figures  5A and 5B) . In all of them, excitatory inputs were clearly tuned, as indicated by their intensity-tuning indices (<0.8; Figure 5A ), and their nonmonotonically changing amplitudes with intensity increments ( Figure 5B ). In contrast, inhibitory inputs were not tuned to intensity and their monotonically changing amplitudes quickly saturated ( Figures 5A and 5B) . Consistent among all the intensity-tuned neurons, cortical inhibition played an important role in sharpening the intensity tuning, as indicated by the significant difference between the tuning curves obtained with excitatory inputs alone and with both inputs taken into account ( Figure 5C ). This effect can be largely attributed to the significantly reduced temporal delay of inhibitory inputs relative to the excitatory inputs at high intensities ( Figure 5D ). As a comparison, for nine non-intensity-tuned neurons recorded from A1, excitatory and inhibitory inputs exhibited similar monotonic changes in the amplitude ( Figures  5E and 5F ). The intensity-tuning indices for both the synaptic conductances and derived PSPs were larger than 0.9. The inhibitory delay did not exhibit an intensitydependent change ( Figure 5H ). The end result is that synaptic inhibition in non-intensity-tuned neurons only scales down the membrane-potential responses, without changing the shape of the intensity-tuning curve ( Figure 5G ). Taken together, although the extent to which synaptic excitation is thalamic or cortical in origin cannot be inferred from our data, we conclude that intensity tuning of cortical neurons is primarily inherited from their excitatory inputs relayed from intensity-tuned neurons and is further enhanced by cortical inhibitory inputs.
Discussion Nonmonotonic Neurons in the Auditory Cortex
The distribution of nonmonotonic neurons has been extensively studied in the cat auditory cortex with extracellular recording methods. Nonmonotonic neurons have been observed throughout cat A1: besides mildly tuned units, about 25% of sampling units exhibit strong intensity tuning with the firing rate reduced by >50% at high intensities compared to that at the preferred intensity (Heil et al., 1994; Sutter and Schreiner, 1995) . In addition, in the posterior auditory field (PAF or Field P), roughly 80% of the neurons exhibit intensity tuning, and about 40% of them show circumscribed spike TRFs (Heil and Irvine, 1998; Kitzes and Hollrigel, 1996; Phillips and Orman, 1984) . Despite the difference in location, experimental data suggested that common neural mechanisms may underlie the nonmonotonic response-level function of both A1 and PAF neurons (Sutter and Loftus, 2003; Ojima and Murakami, 2002) . In the present study of rat auditory cortex, both the location and the response properties of neurons of the NM zone (more than 80% of neurons exhibiting nonmonotonicity) are very similar to those of Field P in the cat auditory cortex (Read et al., 2002) . However, in A1 only about 5% of neurons are significantly intensity tuned, with intensity-tuning indices <0.6 ( Figure 1E) . Because of the sparseness of nonmonotonic cells in rat A1, only one such cell was recorded in our experiment ( Figures 6A and 6B ). In this cell, the tuning curves for excitatory and inhibitory inputs were similar to those in NM neurons, suggesting that the synaptic mechanisms revealed in this study may represent common mechanisms for nonmonotonic response-level functions. As discussed below, these mechanisms can also account for neural models proposed for nonmonotonic cells in cat auditory cortex.
Previous studies indicate that major forms of social vocalization in rats are ultrasonic (16-64 kHz), also termed 22 kHz calls (Sales and Pye, 1974; Nyby and Whitney, 1978; Kaltwasser, 1990; Brudzynski et al., 1993; Brudzynski and Pniak, 2002; Hashimoto et al., 2004) . This is consistent with the relatively broad cortical representation of high frequencies in the rat auditory cortex ( Figure 1A) . Interestingly, it appears that intensities of low-frequency sounds are more broadly represented since neurons in the NM zone normally have CFs of lower than 8 kHz (Figure 1 and data not shown) . While intensities of high-frequency sounds could be represented by sparsely distributed nonmonotonic cells in A1 ( Figure 1E ; Zhang et al., 2001; Bao et al., 2003; Polley et al., 2004 Polley et al., , 2006 , the relationship between the distribution of nonmonotonic cortical cells and the ability of rats to discriminate intensities of sounds at various frequencies remains to be investigated.
Nonmonotonic Excitation Primarily Determines Intensity Tuning
Previously, lateral inhibition has been proposed to be responsible for producing intensity tuning at higher levels of the auditory system (Shamma, 1985; Suga and Manabe, 1982; Phillips et al., 1995; Calford and Semple, 1995; Sutter and Loftus, 2003) . This model has been supported by extracellular recording experiments using forward-masking or simultaneous two-tone-masking paradigms (Suga and Manabe, 1982; Calford and Semple, 1995; Sutter and Loftus, 2003) . These studies suggested that the intensity tunings of excitatory and suppressive domains were negatively correlated and that inhibitory sidebands could be involved in intensity tuning. However, due to the nature of the masking protocol, lateral suppressive domains may reflect complex temporal interaction between various synaptic inputs evoked by the testing sounds and may not reflect the frequency-intensity range of inhibitory synaptic inputs per se. By deriving excitatory and inhibitory synaptic conductances, we demonstrated that in nonmonotonic neurons inhibitory inputs always follow excitatory inputs evoked by the same tone stimulus, indicating that a pure inhibition domain in the TRF is not necessary for generating intensity tuning. Nevertheless, the nonmonotonic tuning of excitatory inputs and the monotonic tuning of inhibitory inputs agree with the negatively correlated excitation and inhibition suggested in previous studies. Since both intensity-tuned and untuned cortical neurons have monotonic inhibition, the intensity tuning is thus primarily determined by nonmonotonic excitatory inputs.
Temporal Shaping of Intensity Tuning by Inhibitory Inputs
The proposed lateral inhibition underlying the intensity tuning may reflect in part differential temporal interaction between excitatory and inhibitory synaptic inputs at various intensities. The temporal shaping effect of inhibitory inputs has recently been suggested in an intracellular study, which examined tone-evoked membrane depolarization and hyperpolarization, and showed that the onset latency of hyperpolarization became shorter as sound intensity increased, resulting in a shortening of the duration of the preceding depolarization (Ojima and Murakami, 2002) . Because the membrane-potential response is determined by the temporal integration of both excitatory and inhibitory inputs, the property of each input cannot be directly inferred, e.g., the onset of hyperpolarization cannot be simply considered as the onset of inhibitory inputs. By dissecting tone-evoked pure excitatory and inhibitory synaptic conductances in well-defined intensity-tuned neurons, our findings extended the previous observations. Instead of simply scaling down the membrane-potential responses (Wehr and Zador, 2003; Tan et al., 2004) , inhibitory inputs have significantly sharpened intensity tuning, an effect that can be largely attributed to a nonmonotonic tuning of the relative delay of these inputs.
How does nonmonotonic tuning of inhibitory delay arise? Although the absolute onset latencies of both excitatory and inhibitory inputs decrease with intensity increments in both intensity-tuned and untuned neurons (Heil, 2004; Figures 4A and 4B) , the relative delay of inhibitory inputs becomes shorter at high intensities only in intensity-tuned neurons. We speculate that this change of temporal delay can be partially attributed to an intrinsic synaptic mechanism, i.e., the integration time to bring the neuron to firing threshold is determined by the slope and amplitude of the evoked excitatory postsynaptic potential (PSP) according to the integrate-and-fire model. In our recorded neurons, stronger PSPs are accompanied by stronger excitatory conductances with steeper slopes (Figures 4A and 4B ), indicating that a monotonic increase in PSPs will result in a monotonic reduction in the integration time for the initial spike and vice versa. If this holds for earlier stages of the auditory pathway, the nonmonotonic excitatory inputs to the cortical intensity-tuned neurons will inherit a longer integration time at high intensities, and the monotonic inhibitory inputs will inherit a shorter integration time instead, resulting in a shortening of the relative time interval between the two inputs. It is possible that the latter effect alone could be exploited by a neural network to convert a monotonic tuning curve to nonmonotonic. The implication of our results is that by controlling the relative timing of excitation and inhibition, synaptic circuits can achieve a de novo construction of representational properties.
Potential Synaptic Circuits Underlying Nonmonotonic Neurons
Synaptic circuits underlying nonmonotonic cortical neurons appear to be different from monotonic cells. Synaptic TRFs of A1 monotonic neurons are marked by covaried tone-evoked excitatory and inhibitory synaptic inputs (Zhang et al., 2003; Wehr and Zador, 2003; Tan et al., 2004) . This suggests a feedforward inhibition circuit associated with A1 neurons, in which the presynaptic GABAergic neurons may be innervated by the same set of thalamocortical afferents as the recorded A1 cell, similar as previously proposed for other sensory cortices (Miller et al., 2001) . In the present study, as recordings were made in the major thalamo-recipient layers of the auditory cortex, the noncovaried excitatory and inhibitory inputs in the intensity-tuned neurons suggest that the inhibitory inputs are from cortical GABAergic neurons innervated by a group of monotonic neurons in the thalamus, whereas excitatory inputs are likely mainly from thalamic nonmonotonic neurons. The latter is supported by the existence of nonmonotonic neurons in the medial geniculate body (Aitkin and Webster, 1972) and by the evidence that CF toneevoked excitation can be largely attributed to thalamocortical inputs (Cruikshank et al., 2002; Kaur et al., 2004) .
Finally, in this study, we followed previous studies (Schreiner et al., 1992; Phillips et al., 1995; Heil and Irvine, 1998; Polley et al., 2004) in characterizing responses to pure tones of various intensities at the CFs of the recorded neurons. Under more complex stimuli, the spike response-intensity function of intensity-tuned neurons will be complicated by the spectrotemporal integration of synaptic inputs activated at different frequencies and time points. An understanding of intensity tuning under these stimuli will require knowledge on more details of synaptic circuits, e.g., the origins and properties of presynaptic neurons for each synaptic input, that underlie cortical neurons' responses.
Experimental Procedures Extracellular Recording
All experimental procedures used in this study were approved under the Animal Care and Use Committee at the University of Southern California. Experiments were carried out in a sound-proof booth (Acoustic Systems). Female Sprague-Dawley rats about 3 months old and weighing 250-300 g were anesthetized with ketamine and xylazine (ketamine, 45 mg/kg; xylazine, 6.4 mg/kg; i.p.). The right auditory cortex was exposed, and the right ear canal was plugged. The body temperature was maintained at 37.5 C by a feedback heating system (Harvard Apparatus, MA). Multiunit spike responses were recorded with parylene-coated tungsten microelectrodes (FHC, ME) at 500-600 mm below the pial surface (Zhang et al., 2001; Bao et al., 2003; Polley et al., 2004) . Electrode signals were amplified (Plexon Inc, TX), band-pass filtered between 300 and 6000 Hz, and then thresholded in custom-made software (LabView, National Instrument) to extract the spike times. Pure tones (0.5-64 kHz at 0.1 octave intervals, 25 ms duration, 3 ms ramp) at eight 10 dB spaced sound intensities were delivered through a calibrated free-field speaker facing the left ear. A time window from 10 to 25 ms from the onset of tone stimulus was used for tone-evoked spike responses. The threshold of the spike TRF was chosen to be the minimum stimulus intensity included in the TRF, and the characteristic frequency (CF) was the tone frequency that evoked a response at threshold. Bandwidth at 10 dB or 30 dB (BW10 or BW30) above threshold was the frequency width (in octaves) of the TRF at that intensity level. Auditory cortical mapping was carried out by sequentially recording from an array of cortical sites with an average grid size of 120 mm for dense mappings and about 200 mm for rough mappings (Kilgard and Merzenich, 1999; Zhang et al., 2001; Bao et al., 2003; Polley et al., 2004; Tan et al., 2004) .
In Vivo Whole-Cell Recording Whole-cell recordings (Moore and Nelson, 1998; Margrie et al., 2002; Zhang et al., 2003; Wehr and Zador, 2003; Tan et al., 2004) were obtained from neurons located 500-700mm beneath the cortical surface. We prevented cortical pulsation with 4% agarose. For voltage-clamp recording, the patch pipette (4-7 MU) contained (in mM) 125 Cs-gluconate, 5 TEA-Cl, 4 MgATP, 0.3 GTP, 10 phosphocreatine, 10 HEPES, 0.5 EGTA, 2 CsCl, pH 7.2. QX-314 (5 mM) was included to improve the whole-cell clamping of the cell (Nelson et al., 1994) . Recordings were made with an Axopatch 200B amplifier (Axon Instruments). The whole-cell recording method under our conditions shows a sampling bias toward relatively large pyramidal neurons, consistent with results from other laboratories with similar experimental settings (Moore and Nelson, 1998; Margrie et al., 2002) . The whole-cell and pipette capacitances were completely compensated, and the initial series resistance (20-50 MU) was compensated for 50%-60% to achieve effective series resistances of 10-25 MU. Signals were filtered at 5 kHz and sampled at 10 kHz. Only neurons with resting membrane potentials lower than 255 mV and stable series resistance (less than 10% change from the beginning of the recording) were used for further analysis. The CFs of the synaptic TRFs of recorded neurons matched their positions in the tonotopic map determined by extracellular recordings.
Data Analysis
The excitatory synaptic conductance G e (t) and inhibitory synaptic conductance G i (t) at time t were derived (Borg-Graham et al., 1998; Anderson et al., 2000) using I(t, V) = G r (V 2 E r ) + G e (t)(V 2 E e ) + G i (t)(V 2 E i ), where V is the clamping voltage, G r is the resting conductance, E r is the resting potential, E e and E i are the reversal potentials for excitatory and inhibitory synaptic currents, respectively, and I(t, V) is the current amplitude under V. Currents into the neuron were assigned a negative value. The resting or leak conductance Gr was derived using I r (V) = G r (V 2 E r ), where E r is the resting potential, and I r (V) is the resting current. Measurement of I(V) at two voltages will solve the value of G e and G i in the equation. In this study, a corrected clamping voltage V was used, instead of the clamping voltage applied (V c ). V(t) is given by V(t) = V c 2 R s 3 I(t), where R s was the effective series resistance. Synaptic currents were obtained with the cell clamped at the reversal potentials for inhibitory and excitatory currents, respectively, for each of the 568 test tone stimuli. For some of the experiments, the reversal potentials of glutamatergic and GABAergic (Cl 2 ) currents were roughly measured at the beginning by examining the reversal of spontaneous glutamatergic and GABAergic currents, respectively, as the holding potential was changed. Under experimental condition in this study, the reversal potential was found to be 0-8 mV for glutamatergic inputs, and around 270 mV for GABAergic inputs, consistent with the values of E e and E i determined by considering the ionic composition of the pipette solution and the cerebrospinal fluid. In some cases, E i values of 265 and 275 mV were also tested, and this did not change the conclusion of the study.
Estimated membrane potential response V est was simply derived from synaptic conductances using V est (t) = (G r E r + G e (t)E e + G i (t)E i )/ (G r + G e (t) + G i (t)), where E r is the resting membrane potential, which was determined for each recorded neuron under current-clamp recording at the beginning of the experiment. If only the excitatory synaptic conductance was taken into account, G i (t) was set to zero. The spike threshold was set around 245 mV for auditory cortical neurons, an observation from a previous study (Tan et al., 2004) .
In this study, we have assumed linear, isopotential neurons in deriving excitatory and inhibitory synaptic conductances, same as in previous studies (Zhang et al., 2003; Zador, 2003, 2005; Tan et al., 2004) . However, deviations due to space-clamp error and cable attenuation for synaptic inputs at the distal dendrites (Spruston et al., 1993) should be kept in mind, as extensively discussed in several recent studies (Wehr and Zador, 2003; Tan et al., 2004) . Nevertheless, the two major observations for intensity-tuned neurons, the nonmonotonic excitatory and monotonic inhibitory inputs as well as the nonmonotonic change of temporal delay between excitation and inhibition, are unlikely to be affected. First, the linearity of synaptic I-V curves ( Figure 2E ) suggested that synaptic conductances were not strongly affected by nonlinearities of cortical neurons. This may be attributed to the use of intracellular cesium, TEA, QX-314, and ketamine anesthesia, which together block most voltage-dependent currents. The relative accuracy of derived excitatory reversal potential ( Figure 2E ) also suggests reasonably accurate voltage-clamp for those recorded synaptic inputs, because errors in space-clamp will result in apparent deviations from the actual real reversal potential (Shu et al., 2003) . In addition, the use of cesium and TEA (blockers of potassium channels) will reduce the membrane permeability and thus decrease the cable attenuation (Spruston et al., 1993) . Second, we make comparisons between responses to CF stimuli in the same recorded cell and between intensity-tuned and nontuned neurons. Although space-clamp errors or cable attenuation will cause an underestimation of absolute conductances, our conclusions are not dependent on the absolute level of conductances or the ratio between excitation and inhibition. Finally, simulation based on a compartmental neuron model suggests that the relative timing between excitatory and inhibitory inputs at 50% peak is not significantly affected by the cable effects (Wehr and Zador, 2003) .
