For a ψ-mixing process ξ 0 , ξ 1
Introduction
In [13] we considered nonconventional arrays of the form
T qj,N (n) f j where T is a measure preserving transformation on a probability space (Ω, F , P ), f j 's are bounded measurable functions and q j,N (n) = p j n + q j N, j = 1, ..., ℓ are nonnegative functions with integer p j and q j 's. It was shown there that when p j 's are distinct and T is weakly mixing then 1 N S N → 1≤j≤ℓ f j dP as N → ∞ in L 2 . Without the weak mixing assumption this convergence fails, in general, even along sufficiently dense subsequences as the following example due to Frantzikinakis shows. Namely, take ℓ = 2, q 1,N (n) = n + N, q 2,N (n) = 2n, f 1 (x) = e 4πix , f 2 (x) = e −2πix and T : S 1 → S 1 having the form T e 2πiy = e 2πi(y+α) for an irrational α. Then 1 N S N = e 2πi(x+2N α) and since e 4πiN α visits every arc on S 1 with the frequency proportional to its length there is no convergence of 1 N S N as N → ∞ even along sequences having positive upper density.
The above convergence under weak mixing was a part of the proof in [13] of an extension of the Szemerédi theorem which says that for any subset Λ of nonnegative integers with a positive upper density there exists ε > 0 and an infinite set N Λ of positive integers with uniformly bounded gaps such that for any N ∈ N Λ the interval [0, N ] contains not less than εN integers n with the property that a n + p j n + q j N ∈ Λ for some a n and all j = 0, 1, ..., ℓ.
An example in [13] showed that when q j,N (n)'s depend polynomially on n and N then weak mixing of T does not suffice for convergence of 1 N S N as N → ∞ even when ℓ = 1 and q 1,N (n) = nN . On the other hand, it was shown there that if we assume strong 2ℓ-mixing of T then 1 N S N does converge in L 2 to ℓ j=1 f j provided the polynomials q 1,N , ..., q ℓ,N are essentially distinct (as polynomials in n and N ) and depend nontrivially on n.
These results motivated the study of limit theorems for such nonconventional arrays, among them the strong law of large numbers (convergence almost everywhere and not just in L 2 ), the central limit theorem and the Poisson limit theorem type results taking also into account that limit theorems for (triangular) arrays is a well studied topic in probability (though it seems to appear rarely in dynamical systems). In Ch. 3 of [11] we derived these types of limit theorems for sums of the form
where ξ m , m = 0, 1, ... is a sequence of random variables with sufficiently weak dependence, F is a sufficiently regular function and q i,N (n) = p i n + q i N are linear. Under certain mixing conditions we derived almost sure convergence of 1 N S N as N → ∞ assuming only that the integers p i , i = 1, ..., ℓ are nonzero and distinct. On the other hand, the convergence in distribution of N −1/2 (S N − ES N ) to a normal random variable required that each difference q i − q j must be divisible by the greatest common divisor of p i and p j while without this condition the variance of N −1/2 (S N − ES N ) may not converge as N → ∞. For instance, it was shown in [11] that if ξ m , m = 0, 1, ... is an i.i.d. sequence of random variables, S N = N n=1 F (ξ 2n+N , ξ 2N −2n ) with a symmetric function F such that EF (ξ 0 , ξ 1 ) = 0 and EF 2 (ξ 0 , ξ 1 ) > 0, then lim N →∞, N odd 1 N S 2 N = lim N →∞, N even 1 N S 2 N , and so there is no limiting variance which means that the central limit theorem (in the standard form) fails.
Concerning Poisson limit theorems we considered in [11] arrays of the form
where ξ m , m = 0, 1, ... is a stationary ψ-mixing sequence of random variables, q j,N (n) = p j n + q j N and lim N →∞ N P {ξ 0 ∈ Γ N } = λ. Assuming that for any nontrivial permutation ζ of (1, 2, ..., ℓ) the matrix ( p1 p2 ... p ℓ p ζ(1) p ζ (2) ... p ζ(ℓ) ) has rank 2 we showed that S N converges in distribution to a Poisson random variable while without the above condition this may not hold true, in general. In the dynamical systems setup we obtained under the above condition convergence in distribution as m → ∞ to Poisson random variables of expressions having the form
provided that lim m→∞ N m (P (A a m )) ℓ = λ, where q j,N (n) = p j n + q j N , T is the left shift on a sequence space Ω, A a m is a cylinder of length m built by a nonperiodic sequence a ∈ Ω and P is a ψ-mixing T -invariant probability measure on Ω.
An extension of the strong law of large numbers to nonconventional arrays with higher degree essentially distinct polynomials q j,N (n), j = 1, ..., ℓ can be obtained in the same way as in Ch. 3 of [11] just relying on the fact that for any k and N the number of n's satisfying each equation q i,N (n) − q j,N (n) = k does not exceed the maximum of the degrees of q i,N and q j,N . Another proof of this result appears in [9] . The central limit theorem is more complicated and [9] requires that in addition to the above conditions on linear q i 's each pair of nonlinear polynomials q i , q j in n and N with i = j satisfies at least one of the two following conditions. The first condition says that for any δ > 0 there exist constants C δ , N δ > 0 and sets Γ N,δ ⊂ [1, N ] with cardinality not exceeding δN so that nonlinear bivariate polynomials
This condition is clearly satisfied if q i and q j have different degrees as bivariate polynomials. The second condition concerns polynomials with the same degree, say, degq i =degq j = k, i = j. Consider the representation q α,N (n) = k l=0 N l Q α,l (y), α = i, j where y = n/N and Q α,l 's are nonconstant polynomials with nonnegative integer coefficients whose degree do not exceed l. Then the condition requires that Q i,k (y) = Q j,k (c ij y) and Q i,k−1 (y) − Q j,k−1 (c ij y) = r ij Q ′ j,k (c ij y) for some reals c ij > 0 and r ij . It is clear that this condition is satisfied if q i,N (n) = q i (n) and q j,N (n) = q j (n) are univariate polynomials depending only on n.
The present paper is devoted to two related types of limit theorems for nonconventional arrays. The first one is the Poisson type limit theorems as described above but with with a more general class of functions q j,N (n), j = 1, ..., ℓ which include higher degree polynomials in n. The second type concerns limit theorems for arrays of the form
where τ N = min{k ≥ 1 : ℓ j=1 I ∆N (ξ qj,N (n) )} with ∆ N , N ≥ 1 being another sequence of Borel sets. In the dynamical systems setup we have here the sums
• T qj,N (k) = 1} with b being another nonperiodic sequence and n N , m N → ∞ as N → ∞. It turns out that if P {ξ 0 ∈ ∆ N }/P {ξ 0 ∈ Γ N } and P (A a nN )/P (A b mN ) are bounded away from zero and infinity then under certain conditions S N converges in distribution to a random variable having the geometric distribution. Observe that even for q j,N (n) depending just on n our results generalize and specify somewhat both [14] (which improved the results from [12] ) and [15] while the additional dependence on N brings here additional peculiarities.
Our results remain valid for dynamical systems possessing appropriate symbolic representations such as Axiom A diffeomorphisms (see [5] ), expanding transformations and some maps having symbolic representations with an infinite alphabet and ψ-mixing invariant measure such as the Gauss map with its Gauss invariant measure and more general f -expansions (see [10] ). A direct application of the above results in the symbolic setup yields the corresponding results for arrivals to elements of Markov partitions but employing additional technique (see, for instance, [16] ) it is not difficult to extend these results for arrivals to shrinking geometric balls.
Preliminaries and main results
2.1. ψ-mixing processes. Let (Ω, F , P ) be a probability space and F mn , 0 ≤ m ≤ n ≤ ∞ be a two parameter family of σ-algebras
Recall, that the ψ-dependence coefficient between two σ-algebras G and H can be written in the form (see [6] ),
and the ψ-dependence (mixing) in the family F mn is measured by the coefficient
Our first setup includes a ψ-mixing identically distributed (not necessarily stationary) sequence of random variables ξ 0 , ξ 1 , ... defined on (Ω, F , P ) which means that ψ(1) < ∞ and ψ(n) → 0 as n → ∞ where ψ(n) is defined by (2.1) with F mn = σ{ξ m , ..., ξ n } being the minimal σ-algebra for which ξ m , ξ m+1 , ..., ξ n are measurable. We will be counting multiple returns by the sequence ξ 0 , ξ 1 , ... to measurable sets Γ N considering the sum
where q 1,N , ..., q ℓ,N are functions in n taking on nonnegative integer values when 0 ≤ n ≤ N and satisfying the conditions below. We will be interested to show, in particular, that S N converges in distribution as N → ∞ to a Poisson random variable provided that lim N →∞ N P {ξ 0 ∈ Γ N } exists. A simple example from [11] ,
shows that S 2N can have only even limits when lim N →∞ N P {ξ 0 ∈ Γ N } exists, and so it cannot converge in distribution as N → ∞ to a Poisson random variable. Thus, certain restrictions on the polynomials q 1,N , ..., q ℓ,N are needed.
2.1. Assumption. q 1,N (n), ..., q ℓ,N (n) are functions taking on nonnegative integer values on integers n, N ≥ 0, defined arbitrarily when n > N and such that for some constant K > 0 and all N ≥ 1 the following properties hold true:
(i) For any i = j, 1 ≤ i, j ≤ ℓ and all integers k, l the numbers of integers n, 0 ≤ n ≤ N satisfying at least one of the equations (2.2) q i,N (n) − q j,N (n) = k and q i,N (n) = l do not exceed K;
(ii) For any permutation ζ of (1, 2, ..., ℓ) the number of pairs m = n satisfying 0 ≤ m, n ≤ N and solving the system of equations
does not exceed K;
(iii)(stronger than (ii)) The cardinality of the set D N of pairs m = n with 0 ≤ m, n ≤ N satisfying
Assumption (iii) is clearly stronger than Assumption (ii) and we will need the former in the shifts setup while the latter will be sufficient in the ψ-mixing processes setup. Observe, next, that ℓ = 2, q 1,N (n) = n and q 2,N (n) = N − n in the example above do not satisfy Assumption 2.1(ii) since taking the permutation ζ(1) = 2, ζ(2) = 1 we see that the system n − (N − m) = 0, N − n − m = 0 has N + 1 solution pairs n, N − n for n = 0, 1, ..., N . Note also that if ℓ = 1 then Assumption 2.1(ii) requires only that for any N ≥ 1 there exist at most K pairs n, m, n = m such that q 1,N (n) = q 1,N (m). This will hold true if, for instance, there exists n 0 ≥ 1 such that q 1,N (n) is strictly increasing in n on [n 0 , ∞). Furthermore, if q i,N (n) = r i (n) + g i (N ), i = 1, ..., ℓ where r i 's are nonconstant, essentially distinct polynomials in n and g i 's are functions of N , both nonnegative for n, N ≥ 0 and taking on integer values on integers, then q i,N 's satisfy Assumption 2.1. Indeed, the number of solutions in Assumption 2.1(i) is bounded by the maximal degree of r i 's. Next, there exists an integer n 0 ≥ 1 such that all polynomials r i , i = 1, ..., ℓ are strictly increasing on [n 0 , ∞), and so if m > n ≥ n 0 then both max 1≤i≤ℓ q i,N (m) > max 1≤i≤ℓ q i,N (n) and min 1≤i≤ℓ q i,N (m) > min 1≤i≤ℓ q i,N (n) which implies Assumption 2.1(iii) (and so Assumption 2.1(ii)).
If q 1,N (n), ..., q ℓ,N (n) are polynomials in n then Assumption 2.1(i) will be satisfied provided sup N ≥1 max 1≤i≤ℓ deg n q i,N < ∞, where deg n denotes the degree of a polynomial in n, since the number of solutions in (2.2) is bounded in this case by max(deg n q i,N , deg n q j,N ). A sufficient condition for Assumption 2.1(ii) to hold true can be obtained with the help of the Bézout theorem (see [18] , §2 in Ch. III or [7] , Section 11.5) which says that if f and g are two nonconstant bivariate coprime polynomials then the system f (x, y) = 0, g(x, y) = 0 has no more than deg(f )deg(g) solution pairs x, y. If f and g are not coprime, i.e. there exists a nonconstant polynomial h = h(x, y) such that f = hf and g = hg for some polynomialsf andg, then each solution of h = 0 solves also the system f = 0, g = 0, and so the latter system may have infinitely many solutions then. Thus, if for some N 0 ≥ 1, each N ≥ N 0 and any nontrivial permutation ζ of (1, 2, ..., ℓ) there exist i = j such that the poly-
are coprime and nonconstant then Assumption 2.1(ii) holds true provided we can bound uniformly in N ≥ 1 the number of pairs m = n which solve the system q i,N (n) = q i,N (m). For this it suffices to assume that there exists n 0 ≥ 1 such that for all N ≥ 1 each polynomial q i,N , i = 1, ..., ℓ is strictly increasing on [0, ∞).
For any two random variables or random vectors Y and Z of the same dimension denote by L(Y ) and L(Z) their distribution and by
the total variation distance between L(Y ) and L(Z) where the supremum is taken over all Borel sets. Our first result is the following.
2.2.
Theorem. Let ξ 0 , ξ 1 , ξ 2 , ... be a ψ-mixing sequence of identically distributed random variables and assume that Assumptions 2.
Then there exists a constant C > 0 which does not depend on Γ and N ≥ 1 and such that for any positive integers M, N, R,
denotes the Poisson distribution with the parameter λ.
2.3.
Corollary. Under the conditions of Theorem 2.2 suppose that in place of one set Γ we have a sequence of Borel sets Γ N such that
then the distribution of S N converges in total variation as N → ∞ to the Poisson distribution with the parameter λ.
Now, let Γ and ∆ be disjoint Borel sets and set
.., ℓ} writing τ = ∞ if the set in braces above is empty. Denote also by Geo(ρ), ρ ∈ (0, 1) the geometric distribution with the parameter ρ, i.e. 
Next, let Γ N , ∆ N , N = 1, 2, ... be a sequence of pairs of disjoint Borel sets such that
for some constant C.
2.5.
Corollary. Suppose that the conditions of Theorem 2.4 concerning the process ξ 0 , ξ 1 , ξ 2 , ... and the polynomials q i,N (n), i = 1, ..., ℓ are satisfied. Let Γ N , ∆ N , N = 1, 2, ... be Borel sets satisfying (2.9). Then
then the distribution of Σ ΓN ,∆N N converges in total variation as N → ∞ to the geometric distribution with the parameter (1 + λ ℓ ) −1 .
2.2.
Shifts. Our second setup consists of a finite or countable set A, the sequence space Ω = A N , the σ-algebra F on Ω generated by cylinder sets, the left shift T : Ω → Ω, and a T -invariant probability measure P on (Ω, F ). We assume that P is ψ-mixing with the ψ-dependence coefficient given by (2.1) and (2.2) considered with respect to the σ-algebras F mn , n ≥ m generated by the cylinder sets {ω = (ω 0 , ω 1 , ...) ∈ Ω : ω i = a i for m ≤ i ≤ n} for some a m , a m+1 , ..., a n ∈ A. Clearly, F mn = T −m F 0,n−m for n ≥ m. For each word a = (a 0 , a 1 , ..., a n−1 ) ∈ A n we will use the notation [a] = {ω = (ω 0 , ω 1 , ...) : ω i = a i , i = 0, 1, ..., n − 1} for the corresponding cylinder set. Write Ω P for the support of P , i.e.
Since P is ψ-mixing it follows (see [14] , Lemma 3.1) that there exists υ > 0 such that (2.12) P (A) ≤ e −υn for all n ≥ 1 and A ∈ C n .
For any n ≥ 1 and V ∈ F 0,n−1 set
2.6. Theorem. Suppose that Assumptions 2.1(i) and 2.1(iii) are satisfied. Then there exists a constant C ≥ 1 such that for any n, V ∈ F 0,n−1 , N and R satisfying
as L → ∞ and the above statements hold true for such V L 's provided the above conditions on λ L are satisfied.
It is clear that π(V, W ) ≤ m ∧ n, and so
where, as usual, for n, m ≥ 1 we denote m∧n = max{m, n} and m∨n = min{m, n}. Set τ W (ω) = min{k ≥ 1 : T qi,N (k) ω ∈ W for i = 1, ..., ℓ} with τ W (ω) = ∞ if the event in braces does not occur and define
2.8. Theorem. Assume that Assumptions 2.1(i) and 2.1(iii) are satisfied. Then there exists a constant C > 0 such that for any disjoint sets V ∈ F 0,n−1 and
2.9. Corollary. Suppose that Assumptions 2.1(i) and 2.1(iii) hold true. Let V L ∈ F 0,nL−1 and W L ∈ F 0,mL−1 , L = 1, 2, ... be two sequences of sets such that
and for some constant C and all L ≥ 1,
Let N L , L = 1, 2, ... be a sequence satisfying
Then 
where υ is from (2.12).
2.10.
Remark. Recall that a sequence of random variables ξ 0 ,
where F kl = σ{ξ k , ..., ξ l }. It turns out that even when ℓ = 1 (conventional setup) and q 1,N (n) = n, in general, φ-mixing does not suffice for Theorems 2.2 and 2.4 and Corollaries 2.3 and 2.5 to hold true. Indeed, consider an i.i.d. sequence η 0 , η 1 , ... and set ξ 2n = ξ 2n+1 = η n , n = 0, 1, .... Then ξ 0 , ξ 1 , ... is a φ-mixing identically distributed sequence but, as it is easy to see, the corresponding sums in Corollaries 2.3 and 2.5 will converge in distribution to random variables taking on only even integer values, and so they cannot be Poisson or geometric distributed. Unlike the case of φ-mixing identically distributed sequences of random variables discussed above, in the shifts setup Theorems 2.6, 2.8 and Corollaries 2.7, 2.9 can be derived assuming only φ-mixing when ℓ = 1 by using the technique from [16] .
Counting arguments
Let N N be the set of n ∈ {1, ..., N } such that all q i,N (n), i = 1, ..., ℓ are distinct and setN N = {1, ..., N } \ N N , i.e.N N = {n ∈ {1, ..., N } : q i,N (n) = q j,N (n) for some i, j = 1, ..., ℓ, i = j}. By Assumption 2.1(i),
where #Γ denotes the cardinality of a set Γ. Introduce also
By Assumption 2.1(i) for each pair i = j and any k there exist no more than K nonnegative integers n such that q i,N (n) − q j,N (n) = k, and so
We will need also the following semi-metrics between positive integers k, l > 0,
It follows from Assumption 2.1(i) that for any integers n ∈ {1, ..., N } and k ≥ 0, Indeed, if either n ∈ U N,1 or m ∈ U N,1 and σ N (n, m) = 0 then, in fact, both n ∈ U N,1 and m ∈ U N,1 . In order to see this, suppose, for instance, that n ∈ U N,1 and σ N (n, m) = 0. Then there exist permutations η and ζ of {1, ..., ℓ} such that q η(1),N (n) < q η(2),N (n) < ... < q η(ℓ),N (n) and q η(i),N (n) = q ζ(i),N (m) for all i = 1, ..., ℓ, and so q ζ(1),N (m) < q ζ(2),N (m) < ... < q ζ(ℓ),N (m). The proof is the same assuming that m ∈ U N,1 . Hence, q i,N (n) = q η −1 ζ(i),N (m), i = 1, ..., ℓ. By Assumption 2.1(ii) there exists no more than K pairs m = n solving the latter system of equations, and so (3.5) follows.
Poisson distribution limits for ψ-mixing processes
Set p n,N = P {X n,N = 1} = EX n,N and p n,l,N = P {X n,N = 1 and X l,N = 1} = E(X n,N X l,N ) where X n,N , n = 1, ..., N are the same as in Theorem 2.2. Then by Theorem 1 in [3] (warning the reader that the estimates there have an extra factor 2 due to a difference in the definition of d T V ), 
Next, if δ N (n, l) = k ≥ 1 and n, l ∈ U N,M then by Lemma 3.2 in [14] , p n,l,N = P {ξ qi,N (n) ∈ Γ and ξ qi,N (l) ∈ Γ for i = 1, ...ℓ} (4.7)
If δ N (n, l) = k ≥ 1 and either n ∈ U N,M or l ∈ U N,M relying on Lemma 3.2 in [14] we see that (4.8) p n,l,N ≤ (1 + ψ(1)) ℓ+1 (Φ(Γ)) ℓ+1 since if, for instance, n ∈ U N,M then we have |q i,N (n) − q j,N (n)| > M for all i = j and , in addition, |q 1,N (l) − q j,N (n)| = k ≥ 1 which yields (4.8). If δ N (n, l) = k ≥ 1 and n, l ∈ U N,M then |q i,N (n) − q j,N (l)| = k ≥ 1 for some i and j, and so in this case (4.9) p n,l,N ≤ (1 + ψ(k)) 2 (Φ(Γ)) 2 .
Next, suppose that δ N (n, l) = 0 and either n ∈ U N,M or l ∈ U N,M . then (4.10) p n,l,N ≤ min(p n,N , p l,N )
By (3.5) there exist no more than K pairs n = l, 1 ≤ n, l ≤ N such that σ N (n, l) = 0 and either n ∈ U N,M or l ∈ U N,M in which case we will rely on the estimate (4.10). If, on the other hand, σ N (n, l) ≥ 1 and, say, n ∈ U N,M then |q i,N (n) − q j,N (n)| ≥ M ≥ 1 for all i = j and |q i,N (n) − q m,N (l)| ≥ 1 for all i = 1, ..., ℓ and some 1 ≤ m ≤ ℓ. Similarly, if σ N (l, n) ≥ 1 and l ∈ U N,M then |q i,N (l) − q j,N (l)| ≥ M ≥ 1 for all i = j and |q i,N (l) − q m,N (n)| ≥ 1 for all i = 1, ..., ℓ and some 1 ≤ m ≤ ℓ. In both cases we obtain the estimate (4.8) in view of Lemma 3.2 from [14] . Finally, if δ N (n, l) = 0 and n, l ∈ U N,M then by (4.5), (4.11) p n,l,N ≤ p n,N ≤ Φ(Γ).
It follows from (3.2)-(3.4) and (4.7)-(4.11) that
Next, we claim that for any n = 1, ..., N ,
Indeed, let G be the σ-algebra generated by all ξ qi,N (l) , i = 1, ..., ℓ with l ∈ {1, ..., N } \ B R n,N and H be the σ-algebra generated by ξ qi,N (n) , i = 1, ..., ℓ. Since δ N (n, l) ≥ R for such l and n we derive from Lemma 3.3 in [14] that
ℓ+1 −1 which we assume. Since σ{X l : l ∈ {1, ..., N }\B R n,N } ⊂ G and σ{X n } ⊂ H we obtain (4.13) from (2.1) and (4.14) . Now by (3.2), (4.3)-(4.5) and (4.13), 
Geometric distribution limits for ψ-mixing processes
Set for convenience Γ 0 = Γ, Γ 1 = ∆, X n,α = ℓ i=1 I Γα (ξ qi,N (n) ), α = 0, 1 and S L = L n=1 X n,0 . Let X ′ n,α , n = 1, 2, ..., α = 0, 1 be a sequence of independent random variables such that X ′ n,α has the same distribution as X n,α . Set τ N = min(τ, N ), S ′ L = L n=1 X ′ n,0 , τ ′ = min{n ≥ 1 : X ′ n,1 = 1} and τ ′ N = min(τ ′ , N ). Next, let Y n,0 and Y n,1 , n = 1, 2, ... be two independent of each other sequences of i.i.d. random variables such that
We can and will assume that all above random variables are defined on the same (sufficiently large) probability space. Set also
Y n,0 , τ * = min{n ≥ 0 : Y n,1 = 1} and τ * N = min(τ * , N ). Now observe that S * τ * has by Lemma 3.1 from [15] the geometric distribution with the parameter
Next, we can write , L(X ′ N,1 )) and similarly, 1 ) ). Since Y n,1 , n = 0, 1, ... are i.i.d. random variables we obtain that
Next, we claim that
). The first inequality above is clear and the second one holds true since for any Borel probability measures µ 1 , µ 2 andμ 1 ,μ 2 on Borel measurable spaces X andX , respectively, (see, for instance, [15] ),
Now, for any n ∈ U N,M and α = 0, 1,
where the last inequality follows from Lemma 3.2 in [14] . By (3.2), (4.5) and (5.8) for any positive integer N we can write
Observe that (5.10) N ) ). The first inequality in (5.10) is clear and the second one follows from the fact that
.., N }. We will estimate next d T V (L(X N ), L(X ′ N )) relying on [3] . By Theorem 3 in [3] ,
where for α = 0, 1 and n ∈ U N,M , (5.12)
with the latter inequality satisfied by Lemma 3.2 in [14] . In order to define b 1 , b 2 and b 3 we introduce the set It follows from (3.2), (5.12), (5.13) and (5.16) , similarly to (4.6), that
Since Γ 0 ∩ Γ 1 = ∅, p (n,α),(l,β) = P {X n,α = X l,β = 1} = 0 if n = l, β = 1 − α (5.18) and always p (n,α),(l,β) ≤ p (l,β) .
(5.19)
Similarly to Section 4 we estimate p (n,α),(l,β) by the right hand sides of (4.7)-(4.11) in the corresponding cases replacing Φ(Γ) there by Φ(Γ 0 ) + Φ(Γ 1 ) here, namely, if δ N (n, l) = k ≥ 1 and n, l ∈ U N,M we estimate it via the right hand side of (4.7), if either n ∈ U N,M or l ∈ U N,M and either δ N (n, l) = k ≥ 1 or δ N (n, l) = 0 and σ N (n, l) ≥ 1 we estimate it via the right hand side of (4.8), if δ N (n, l) = k ≥ 1 and n, l ∈ U N,M we estimate it via the right hand side of (4.9), if σ N (n, l) = 0 and either n ∈ U N,M or l ∈ U N,M we estimate it by the right hand side of (4.10) and, finally, if σ N (n, l) = 0 and n, l ∈ U N,M we estimate it via the right hand side of (4.11). These estimates together with counting estimates of Section 3 yield
In the same way as in Section 4 we obtain that
where s n,α is the same as in (5.15) . Hence, by (5.12), (5.15 ) and (5.21),
Next, in the same way as in the estimate of A 2 we conclude that (5.23)
As in the estimate of A 1 we see that
since Y n,0 , n = 0, 1, ... are i.i.d. random variables.
Since ̺ > ρ we obtain In order to prove Corollary 2.5 we rely on the estimate (2.8) with Γ = Γ N and ∆ = ∆ N choosing M = M N → ∞ and R = R N → ∞ as N → ∞ so that
. which is clearly possible since ψ(n) → 0 as n → ∞. This together with (2.8) yields (2.10).
Poisson distribution limits for shifts
Let V ∈ F 0,n−1 and set X k,N = X V k,N = ℓ i=1 I V • T qi,N (k) . Then S N = S V N = N k=1 X k,N . Set p k,N = P {X k,N = 1} and p k,l,N = P {X k,N = 1 and X l,N = 1}. Then, again, by Theorem 1 from [3] we obtain
where b 1 , b 2 and b 3 are defined by (4.2) and (4.3) though their estimates will proceed now somewhat differently than in Section 4.
Since V ∈ F 0,n−1 , it follows from Lemma 3.2 in [14] that for any k ∈ U N,n ,
while when k ∈ U N,n we can always write
Hence, by (3.2) and (3.4) we conclude that
In order to estimate p k,l,N we observe that if |i − j| < π(V ) then (
Assume that the pair k, l does not belong to the exceptional setD N of cardinality at most K appearing in Assumption 2.1(iii). Since δ N (k, l) = d ≥ π(V ), it follows that
and in view of Assumption 2.1(iii) only one of these inequalities can hold true. Assume, for instance, that the first inequality in (6.5) holds true and let r = q i1,N (k) − q j1,N (l). Then r ≥ d ≥ π(V ). If r ≥ n then by Lemma 3.2 from [14] (essentially, by the definition of the ψ-mixing coefficient itself), (6.6) p k,l,N = E(X k,N X l,N ) ≤ E(X k,n I V • T qj 1 ,N (l) ) ≤ (1 + ψ(1))p k,N P (V ).
Suppose that π(V ) ≤ r < n. Then the sets Q 0 = {q j1,N (l), q j1,N (l) + 1, ..., q j1,N (l) + n − 1} and Q 1 = {q i1,N (k) + n − r, q i1,N (k) + n − r + 1, ..., q i1,N (k) + n − 1} are disjoint, and so it follows by Lemma 3.2 from [14] that in this case,
where we used that V ⊂ T −a T a V for any integer a ≥ 0. If, in addition, k ∈ U N,n then the sets Q 0 = {q j1,N (l), q j1,N (l) + 1, ..., q j1,N (l) + n − 1}, Q 1 = {q i1,N (k) + n − r, q i1,N (k) + n − r + 1, ..., q i1,N (k) + n − 1} and Q m = {q im,N (k), q im,N (k) + 1, ..., q im,N (k) + n − 1} , m = 1, ..., ℓ are disjoint and we obtain then from Lemma 3.2 in [14] that
If the second inequality in (6.5) holds true then we obtain (6.6) if r = q j ℓ ,N (l) − q i ℓ ,N (k) ≥ n, while if π(V ) ≤ r < n then we use that the sets Q ℓ = {q i ℓ ,N (k), q i ℓ ,N (k)+1, ..., q i ℓ ,N (k)+n−1} and Q ℓ+1 = {q j ℓ ,N (l)+n−r, q j ℓ ,N (l)+n− r+1, ..., q j ℓ ,N (l)+n−1} are disjoint which yields (6.7) by Lemma 3.2 from [14] . If, in addition, k ∈ U N,n then all sets Q m = {q im,N (k), q im,N (k) + 1, ..., q im,N (k) + n − 1}, m = 1, ..., ℓ and Q ℓ+1 = {q j ℓ ,N (l) + n − r, q j ℓ ,N (l) + n − r + 1, ..., q j ℓ ,N (l) + n − 1 are disjoint, and so by Lemma 3.2 from [14] we obtain the estimate (6.8) again. Finally, suppose that δ N (k, l) = d ≥ n. Then, applying Lemma 3.2 from [14] we see that the estimate (6.6) holds true again. Observe that by Assumption 2.1(i) for any N ≥ 1, i = 1, ..., ℓ and integers k ≥ 0 and r, (6.9) #{l ≥ 0 : q i,N (k) − q j,N (l) = r for some 1 ≤ j ≤ ℓ} ≤ ℓK.
Now, it follows from (3.2)-(3.4), (6.2), (6.3) and (6.6)-(6.9) that
p k,l,N = 1≤k≤N,k ∈UN,n l: π(V )≤δN (k,l)<R p k,l,N (6.10) + k∈UN,n l: π(V )≤δN (k,l)<R p k,l,N ≤ K 2 ℓ 4 (1 + ψ(1))nR(P (V )) 2
Next, we estimate s k,N and b 3 defined by (4.3). Let G = G k be the σ-algebra generated by the sets T −qi,N (l) V, i = 1, ..., ℓ; l ∈ {1, ..., N } \ B R k,N and H = H k be the σ-algebra generated by the sets T −qi,N (k) V, i = 1, ..., ℓ. Since δ N (k, l) ≥ R for l ∈ B R k,N and V ∈ F 0,n−1 , we derive from Lemma 3.3 in [14] that for n < R < N ,
and so
Hence, by (3.2), (6.2), (6.3) and (6.12),
Finally, collecting (6.1), (6.4), (6.9) and (6.13) we derive (2.13) completing the proof of Theorem 2.6. Corollary 2.7 follows from the estimate (2.13) choosing R = R L = 2n L and in view of (2.12) we obtain Corollary 2.7 for V NL = A η nL since (6. 14) π(A η n ) → ∞ as n → ∞ when η is a nonperiodic sequence. Indeed, π(A η n ) is, clearly, nondecreasing in n, and so lim n→∞ π(A η n ) = r exists. If r < ∞ then there exists n 0 ≥ 1 such that π(A η n ) = r for all n ≥ n 0 which means that η is periodic with the period r, and so r = ∞ since η is not periodic.
Geometric distribution limits for shifts
It will be convenient to set V (0) = V ∈ F 0,n−1 , V (1) = W ∈ F 0,m−1 and 
k,N = 1} and τ ′ N = min(τ ′ , N ).
Let now {Z
(α) k,N : k ≥ 1}, α = 0, 1 be two independent of each other sequences of i.i.d. Bernoulli random variables such that
k,N = 0}, α = 0, 1. We can and will assume that all above random variables are defined on the same (sufficiently large) probability space. Set also
k,N = 1} and τ * N = min(τ * , N ).
By Lemma 3.1 from [14] the sum S * τ * has the geometric distribution with the parameter
Next, we can write
, L(S * τ * )) and A 5 = d T V (Geo(̺), Geo(ρ)).
Introduce random vectors X
N }. Observe that the event {S τ = S τN } can occur only if τ > N . Also, we can write {τ > N } = {X (1) n,N = 0 for all k = 1, ..., N } and {τ ′ > N } = {Y (1) n,0 = 0 for all k = 1, ..., N } Hence, (1) n,N = 0 for n = 1, ..., N } (7.4) −P {Y (1) n,N = 0 for n = 0, 1, ...,
Since Z (1) k,N , k = 0, 1, ... are i.i.d. random variables we obtain that
It is also not difficult to understand (see p.p. 1534-1535 in [14] ) that
k,N )).
If k ∈ U N,n∨m then by (7.6) and Lemma 3.2 from [14] similarly to (5.9) we obtain that,
It follows from (3.2), (7.6) and (7.7) that
Next, we observe that by Theorem 3 in [3], (7.9)
where p Since we always have (7.14) p (α) k,N ≤ P (V (α) ) and (7.10) holds true when k ∈ U N,n∨n , it follows taking into account (3.2) and (3.4) that b 1 ≤ Kℓ 2 (1 + ψ(n ∨ m)) ℓ RN (P (V (0 )) ℓ + (P (V (1) )) ℓ (7.15) ×(P (V (0 ) + P (V (1) )) + K 2 ℓ 2 (n ∨ m) 2 (P (V (0 ) + P (V (1) )) 2 .
In order to estimate p α,β k,l,N (and, eventually, b 2 ) we will essentially repeat the arguments from Section 6. First, observe that (1) .
Hence, p α,β k,l,N = 0 if δ N (k, l) < κ V (0) ,V (1) . Now suppose that δ N (k, l) = d ≥ κ V (0) ,V (1) , q i1,N (k) ≤ q i2,N (k) ≤ ... ≤ q i ℓ ,N (k) and q j1,N (l) ≤ q j2,N (l) ≤ ... ≤ q j ℓ ,N (l). Assume that the pair k, l does not belong to the exceptional set D N of cardinality at most K appearing in Assumption 2.1(iii). Then we have to deal with two alternatives from (6.5).
If the first inequality in (6.5) holds true and r = q i1,N (k) − q j1,N (l) ≥ n ∨ m then by Lemma 3.2 from [14] , (7.16) p α,β k,l,N = E(X (α) k,N X (β) l,N ) ≤ (1 + ψ(1))p (α) k,N P (V (β) ). If, on the other hand, κ V (0) ,V (1) ≤ r < n ∨ m then in the same way as in Section 6 we obtain that (7.17) p α,β k,l,N = E(X (α) k,N X (β) l,N ) ≤ (1 + ψ(1))P (V (α) )P (T n∨m−r V (β) ). If, in addition, k ∈ U N,n∨m then in the same way as in (6.8), (7.18) p α,β k,l,N ≤ (1 + ψ(1)) ℓ (P (V (α) )) ℓ P (T n∨m−r V (β) ). If the second inequality in (6.5) holds true then we obtain (7.16) if r = q j ℓ ,N (l) − q i ℓ ,N (k) ≥ n ∨ m while (7.17) follows if κ V (0) ,V (1) ≤ r < n ∨ m and if, in addition, k ∈ U N,n∨m then we obtain (7.18) . Relying on (3.2)-(3.4), (6.9), (7.10), (7.12), (7.14) and (7.16)-(7.18) we conclude similarly to (6.10) that b 2 ≤ K 2 ℓ 3 (1 + ψ(1))(n ∨ m)(P (V (0) ) + P (V (1) )) (7.19) +Kℓ(1 + ψ(1)) ℓ N (P (V (0) )) ℓ + (P (V (1) )) ℓ ℓR(P (V (0) ) + P (V (1) )) + n∨m−1 r=κ V (0) ,V (1) P (T n∨m−r V (0) ) + P (T n∨m−r V (1) ) .
Similarly to (6.13) we obtain also that b 3 ≤ 2 2ℓ+5 ψ(R − n ∨ m)(2 − (1 + ψ(R − n ∨ m)) ℓ+1 ) −2 (7.20)
× Kℓ 2 (n ∨ m)(P (V (0) ) + P (V (1) )) +(1 + ψ(1)) ℓ N (P (V (0) )) ℓ + (P (V (0) )) ℓ .
These provide the estimate of A 2 by (7.9), (7.14), (7.15), (7.19 ) and (7.20) .
In order to estimate A 3 observe that k,N = 1} − (P (V (α) )) ℓ ≤ ((1 + ψ(n ∨ m)) ℓ − 1)N (P (V (0) )) ℓ + (P (V (1) )) ℓ +Kℓ 2 (n ∨ m)(P (V (0) ) + P (1))) where in the last inequality we relied on Lemma 3.2 from [14] and on (3.2) above. The estimate of A 4 we obtain from (7.5), (7.22) A 4 ≤ P {τ * > N } = (1 − (P (V (1) )) ℓ ) N since we are dealing here with an i.i.d. sequence of Bernoulli random variables. The estimate of A 5 is the same as in (5.25), (7.23) A 5 ≤ 2P (V (0) ).
Finally, combining (7.3)-(7.5), (7.8)-(7.15) and (7.19)-(7.23) we derive (2.15) completing the proof of Theorem 2.8. Corollary 2.9 follows from the estimate (2.15) choosing R = R L = 2(n L ∨ m L ) and if V L = A ξ nL and W L = A η mL it remains only to verify the assertion that κ A ξ n ,A η m → ∞ as n, m → ∞ provided that ξ, η ∈ Ω P are not periodic and not shifts of each other. Indeed, π(A ξ n ), π(A η m ) and π(A ξ n , A η m ) are nondecreasing in n and m, and so does π(A ξ n , A η m ). Hence, the limit r = lim n,m→∞ κ A ξ n ,A η m exists. If r < ∞ then, at least, one of the limits r 1 = lim n→∞ π(A ξ n ), r 2 = lim m→∞ π(A η m ) or r 3 = lim n,m→∞ π(A ξ n , A η m ) is finite. If r 1 < ∞ then ξ is periodic with the period r 1 , if r 2 < ∞ then η is periodic with the period r 2 and if r 3 < ∞ then either T r3 ξ = η or T r3 η = ξ. Finally, it follows from Lemma 4.1 from [15] that (2.24) holds true for P × P -almost all (ξ, η), completing the proof.
