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Abstract
We show that the law of the three-dimensional uniform spanning tree (UST) is tight
under rescaling in a space whose elements are measured, rooted real trees, continuously
embedded into Euclidean space. We also establish that the relevant laws actually converge
along a particular scaling sequence. The techniques that we use to establish these results
are further applied to obtain various properties of the intrinsic metric and measure of any
limiting space, including showing that the Hausdorff dimension of such is given by 3/β,
where β ≈ 1.624 . . . is the growth exponent of three-dimensional loop-erased random walk.
Additionally, we study the random walk on the three-dimensional uniform spanning tree,
deriving its walk dimension (with respect to both the intrinsic and Euclidean metric) and
its spectral dimension, demonstrating the tightness of its annealed law under rescaling, and
deducing heat kernel estimates for any diffusion that arises as a scaling limit.
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1 Introduction
Remarkable progress has been made in understanding the scaling limits of two-dimensional
statistical mechanics models in recent years, much of which has depended in a fundamental
way on the asymptotic conformal invariance of the models in question that has allowed many
powerful tools from complex analysis to be harnessed. See [37, 46, 48] for some of the seminal
works in this area, and [35] for more details. By contrast, no similar foothold for studying
analogous problems in the (physically most relevant) case of three dimensions has yet been
established. It seems that there is currently little prospect of progress for the corresponding
models in this dimension.
Nonetheless, in [30], Kozma made the significant step of establishing the existence of a (sub-
sequential) scaling limit for the trace of a three-dimensional loop-erased random walk (LERW).
Moreover, in work that builds substantially on this, the time parametrisation of the LERW has
been incorporated into the picture, with it being demonstrated that (again subsequentially)
the three-dimensional LERW converges as a stochastic process, see [40] and the related articles
[41, 47]. The aim of this work is to apply the latter results in conjunction with the fundamental
connection between uniform spanning trees (USTs) and LERWs – specifically that paths be-
tween points in USTs are precisely LERWs [44, 49] – to determine the scaling behaviour of the
three-dimensional UST (see Figure 1) and the associated random walk.
Before stating our results, let us introduce some of our notation. For the reader’s conve-
nience, we include a list of notation in Appendix A. We follow closely the presentation of [7],
where similar results were obtained in the two-dimensional case. Henceforth, we will write U for
the UST on Z3, and P the probability measure on the probability space on which this is built
(the corresponding expectation will be denoted E). We refer the reader to [44] for Pemantle’s
construction of U in terms of a local limit of the USTs on the finite boxes [−n, n]3∩Z3 (equipped
with nearest-neighbour bonds) as n →∞, and proof of the fact that the resulting graph is in-
deed a spanning tree of Z3. We will denote by dU the intrinsic (shortest path) metric on the
graph U , and µU the counting measure on U (i.e., the measure which places a unit mass at
each vertex). Similarly to [7], in describing a scaling limit for U , we will view U as a measured,
rooted spatial tree. In particular, in addition to the metric measure space (U , dU , µU ), we will
also consider the embedding φU : U → R3, which we take to be simply the identity on vertices;
this will allow us to retain information about U in the Euclidean topology. Moreover, it will be
Figure 1: A realisation of the UST in a three-dimensional box, as embedded into R3 (left), and
drawn as a planar graph tree (right). Source code adapted from two-dimensional version of
Mike Bostock.
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convenient to suppose the space (U , dU ) is rooted at the origin of R3, which we will write as ρU .
To fit the framework of [7], we extend (U , dU ) by adding unit line segments along edges, and
linearly interpolate φU between vertices.
1.1 Scaling limits of the three-dimensional UST
We have defined a random quintuplet (U , dU , µU , φU , ρU ). Our main result (Theorem 1.1 below)
is the existence of a certain subsequential scaling limit for this object in an appropriate Gromov-
Hausdorff-type topology, the precise definition of which we postpone to Section 2. Moreover,
the result incorporates the statement that the laws of the rescaled objects are tight even without
taking the subsequence. One further quantity needed to state the result precisely is the growth
exponent of the three-dimensional LERW. Let Mn be the number of steps of the LERW on Z
3
until its first exit from a ball of radius n. The growth exponent is defined by the limit:
β := lim
n→∞
logEMn
log n
,
(equivalently, EMn = n
β+o(1)). The existence of this limit was proved in [47]. Whilst the exact
value of β is not known, rigourously proved bounds are β ∈ (1, 53 ], see [34]. Numerical estimates
suggest that β = 1.624 . . . , see [50]. We remark that in two dimensions the corresponding
exponent is 5/4, first proved by Kenyon [25], and in dimension 4 or more its value is 2. In three
dimensions there is no conjecture for an exact value of β.
The exponent β determines the scaling of dU . Specifically, let Pδ be the law of the measured,
rooted spatial tree (
U , δβdU , δ3µU , δφU , ρU
)
, (1)
when U has law P. For the rooted measured metric space (U , dU , µU , ρ) we consider the local
Gromov-Hausdorff-Prohorov topology. This is extended with the locally uniform topology for
the embedding φU . As a straightforward consequence of our tightness and scaling results with
respect to this Gromov-Hausdorff-type topology, we also obtain the corresponding conclusions
with respect to Schramm’s path ensemble topology. The latter topology was introduced in [46]
as an approach to taking scaling limits of two-dimensional spanning trees. Roughly speaking
this topology observes the set of all macroscopic paths in an object, in the Hausdorff topology.
See Section 2 for detailed definitions of these topologies.
Theorem 1.1. The collection (Pδ)δ∈(0,1] is tight with respect to the local Gromov-Hausdorff-
Prohorov topology with locally uniform topology for the embedding, and with respect to the path
ensemble topology. Moreover the limit of Pδ exists as δ = 2
−n → 0 exists in both topologies.
Remark 1.2. The reason we only state convergence along the subsequence (2−n)n≥0 stems from
the fact that our argument fundamentally depends on Kozma’s original work on the scaling of
three-dimensional LERW, where a similar restriction was imposed [30]. There is no reason to
believe that this is an essential requirement for the result to hold. (Indeed, Theorem 1.1 shows
that it is not!) This is the only place in our proof where we require δ = 2−n. If one were
to generalise Kozma’s result to an arbitrary sequence of δs, the natural extension of the above
theorem would immediately follow.
Remark 1.3. An important open problem, for both the LERW and UST in three dimensions,
is to describe the limiting object directly in the continuum. In two dimensions, there are con-
nections between the LERW and SLE2, as well as between the UST and SLE8, see [22, 37, 46],
which give a direct construction of the continuous objects. In the three-dimensional case, there
is as yet no parallel theory. The development of such a representation would be a significant
advance in three-dimensional statistical mechanics.
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Before continuing, we briefly outline the strategy of proof for the convergence part of the
above result, for which there are two main elements. The first of these is a finite-dimensional
convergence statement: Theorem 7.2 states that the part of U spanning a finite collection of
points converges under rescaling. Appealing to Wilson’s algorithm [49], which gives the means
to construct U from LERW paths, this finite-dimensional result extends the scaling result for
the three-dimensional LERW of [40]. Here we encounter a central hurdle: after the first walk,
Wilson’s algorithm requires us to take a LERW in an rough subdomain of Z3, namely the
complement of the previous LERWs. Existing results in [30, 40] on scaling limits of LERWs
require subdomains with smooth boundary, and some care is needed to extend the existence
of the scaling limit. We resolve this difficulty by proving that we can approximate the rough
subdomain with a simpler one, and showing the corresponding LERWs are close to each other
as parametrized curves.
Secondly, to prove tightness, we need to check that the trees spanning a finite collection of
points give a sufficiently good approximation of the entire UST U , once the number of points
is large. For this, we need to know that LERWs started from the remaining lattice points hit
the trees spanning a finite collection of points quickly. In two dimensions, such a property was
established using Beurling’s estimate, which says that a simple random walk hits any given
path quickly if it starts close to it in Euclidean terms, see [26]. In three dimensions, Beurling’s
estimate does not hold. In its place, we have a result from [45], which yields that a simple
random walk hits a typical LERW path quickly if it starts close to it. Thus, although the
intuition in the three-dimensional case is similar, it requires us to remember much more about
the structure of the part of the UST we have already constructed as Wilson’s algorithm proceeds.
1.2 Properties of the scaling limit
While uniqueness of the scaling limit is as yet unproved, the techniques we use to establish
Theorem 1.1 allow us to deduce some properties of any possible scaling limit. These are collected
below. NB. For the result, the scaling limits we consider are with respect to the Gromov-
Hausdorff-type topology on the space of measured, rooted spatial trees, see Section 2 below.
The one-endedness of the limiting space matches the corresponding result in the discrete case,
[44, Theorem 4.3]. We use BT (x, r) to denote the ball in the limiting metric space T = (T , dT )
of radius r around x. It is natural to expect that the scaling limit will have dimension
df :=
3
β
.
Moreover, one would expect that a ball of radius r in the limiting object has measure of order
r3/β. The following theorem establishes uniform bounds of this magnitude for all small balls in
the limiting tree, with a logarithmic correction for arbitrary centres and with iterated logarith-
mic corrections for a fixed centre, which may be fixed to be ρ. We use f  g to denote that
f ≤ Cg for some absolute (i.e. deterministic, and not depending on the particular subsequence)
constant C. We denote by γT (x, y) the path in the topological tree T between points x and
y. We write L to represent Lebesgue measure on R3. The definition of the ‘Schramm distance’
below is inspired by [46, Remark 10.15].
Theorem 1.4. Let P˜ be a subsequential limit of Pδ as δ → 0, and the random measured, rooted
spatial tree (T , dT , µT , φT , ρT ) have law Pˆ. Then the following statements hold Pˆ-a.s.
(a) The tree T is one-ended (with respect to the topology induced by the metric dT ).
(b) Every ball in (T , dT ) has Hausdorff dimension df .
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(c) There exists an absolute constant C < ∞ so that: for any R > 0, there exists a random
r0(T ) > 0 such that
rdf (log r−1)−C  inf
x∈BT (ρ,R)
µT (BT (x, r)) ≤ sup
x∈BT (ρ,R)
µT (BT (x, r))  rdf (log r−1)C ,
for all r < r0.
(d) For some absolute C <∞, there exists a random r0(T ) > 0 such that
rdf (log log r−1)−C  µT (BT (ρ, r))  rdf (log log r−1)C , ∀r < r0.
(e) The metric d is equivalent to the ‘Schramm metric’ dST on T , defined by
dST (x, y) := diam (φT (γT (x, y))) , (2)
where diam is the diameter in the Euclidean metric.
(f) µT = L ◦ φT .
1.2.1 Differences from the two-dimensional case
Analogues for the properties described in Theorem 1.4 (and others) were proved in the two-
dimensional case in [7], see also the related earlier work [46]. There are, however, several
notable differences in three dimensions. Following Schramm [46], consider the trunk of the
tree T , denoted T ◦, which is the set of all points of T of degree greater than 1, where the
degree of x is the number of connected components of T \ {x}. In the two-dimensional case,
it is known that the restriction of the continuous map φT to the trunk is a homeomorphism
between T ◦ (equipped with the induced topology from T ) and its image φT (T ◦) (equipped
with the induced Euclidean topology). Thus the image of the trunk, which is dense in R2,
determines its topology. We do not expect the same to be true in three-dimensions. Indeed,
due to the greater probability that three LERWs started from adjacent points on the integer
lattice escape to a macroscopic distance before colliding, we expect that the image of the trunk
φT (T ◦) is no longer a topological tree in R3, see Figure 2. We aim to establish this as a result
in a forthcoming work.
Secondly, for the two-dimensional UST, it was shown in [7] that the maximal degree in T is 3,
and that µT is supported on the leaves of T , i.e. the set of points of degree 1. We can show that
the same is true in three dimensions, though we also postpone these results to a separate paper,
since they are significantly harder than in two dimensional case. Indeed, as well as appealing
to the homeomorphism between the trunk and its embedding, the two-dimensional arguments
in the literature depend on a duality argument that does not extend to three dimensions. We
replace this with a more technical direct argument. The aforementioned homeomorphism and
duality also allow it to be shown that in two dimensions maxx∈R3 |φ−1(x)| = 3 (where we write
|A| to represent the cardinality of a set A), and, although not mentioned explicitly in [7, 46], it
is also easy to deduce the Hausdorff dimension of the set of points with given pre-image size.
Our forthcoming work will explore the corresponding results in the three dimensional case.
1.3 Scaling the random walk on U
The metric-measure scaling of U yields various consequences for the associated simple random
walk (SRW), which we next introduce. For a given realisation of the graph U , the SRW on U
is the discrete time Markov process XU = ((XUn )n≥0, (PUx )x∈Z3) which at each time step jumps
from its current location to a uniformly chosen neighbour in U . For x ∈ Z3, the law PUx is called
the quenched law of the simple random walk on U started at x. We then define the annealed
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0x′
x
∂B(R)
Figure 2: In the above sketch, |x− x′| = 1, but the path in the UST between these points has
Euclidean diameter greater than R/3. We expect that such pairs of points occur with positive
probability, uniformly in R.
or averaged law for the process started from ρU as the semi-direct product of the environment
law P and the quenched law PU0 by setting
P
U (·) :=
∫
PU0 (·)dP.
We use EU for the corresponding quenched expectation.
The behaviour of the random walk on a graph is fundamentally linked to the associated
electrical resistance. We refer the reader to [4, 18, 39, 42] for introductions to this connection,
including the definition of effective resistance in particular. For the three-dimensional UST, we
will write RU for the effective resistance on U , considered as an electrical network with unit
resistors placed along each edge.
As noted above, the typical measure of BU (ρ,R) is of order Rdf . We show below that the
effective resistance to the complement of the ball is typically of order R (it is trivially at most
R). In light of these, and following [32], we define the set of well-behaved scales with parameter
λ by
J(λ) :=
{
R ∈ [1,∞) : R−dfµU (BU (ρ,R)) ∈ [λ−1, λ] and RU (ρ,BU (ρ,R)c) ≥ λ−1R
}
.
In particular, for R to be in J(λ), we require good control over the volume of the intrinsic
ball centred at the root of U of radius R, and control over the resistance from the root to
the boundary of this ball. As our next result, we show that the these events hold with high
probability, uniformly in R.
Theorem 1.5. There exist constants c1, c2 ∈ (0,∞) such that: for all R,λ ≥ 1,
P (R ∈ J(λ)) ≥ 1− e−c1λc2 .
The motivation for Theorem 1.5 is provided by the general random walk estimates presented
by Kumagai and Misumi in [32]. (Which builds on the work [8].) More specifically, Theorem 1.5
establishes the conditions for the main results of [32], which yield several important exponents
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General form d = 2 d = 3
LERW growth exponent β 5/4 = 1.25 1.62
Fractal dimension of U df = d/β 8/5 = 1.60 1.85
Intrinsic walk dimension of U dw = 1 + df 13/5 = 2.60 2.85
Extrinsic walk dimension of U βdw 13/4 = 3.25 4.62
Spectral dimension of U 2df/dw 16/13 = 1.23 1.30
Table 1: Exponents associated with the LERW and UST in two and three dimensions. The two-
dimensional exponents are known rigourously from [6, 7, 9, 25]. The three-dimensional values
are based on the results of this study, together with the numerical estimate for the growth
exponent of the three-dimensional LERW from [50].
governing aspects of the behaviour of the random walk. Indeed, as is made precise in the
following corollary, we obtain that the walk dimension with respect to intrinsic distance is given
by
dw := 1 + df =
3 + β
β
,
the walk dimension with respect to extrinsic (Euclidean) distance dE is given by βdw = 3 + β
(this requires a small amount of additional work to the tools of [32]), and the spectral dimension
is given by
ds :=
2df
dw
=
6
3 + β
. (3)
Various further consequences for the random walk on U also follow from the results of [32],
but rather than simply list these here, we refer the interested reader to that article for details.
Table 1 summarises the numerical estimates for the three-dimensional random walk exponents
that follow from the above formulae, together with the numerical estimate for β from [50], and
compares these with the known exponents in the two-dimensional model.
Corollary 1.6. (a) For P-a.e. realisation of U and all x ∈ U ,
lim
R→∞
logEUx τUx,R
logR
= dw, (4)
where τUx,R := inf{n ≥ 0 : dU (x,XUn ) > R},
lim
R→∞
logEUx τEx,R
logR
= βdw, (5)
where τEx,R := inf{n ≥ 0 : dE(x,XUn ) > R}, and
− lim
n→∞
2 log pU2n(x, x)
log n
= ds. (6)
(b) For PU -a.e. realisation of XU ,
lim
R→∞
log τU0,R
logR
= dw, lim
n→∞
log max0≤m≤n dU (0,XUm)
log n
=
1
dw
, (7)
lim
R→∞
log τE0,R
logR
= βdw, lim
n→∞
log max0≤m≤n dE(0,XUm)
log n
=
1
βdw
. (8)
7
(c) It holds that
lim
R→∞
logEU
(
τU0,R
)
logR
= dw, (9)
lim
R→∞
logEU
(
τE0,R
)
logR
= βdw, (10)
where EU is the expectation under PU , and
− lim
n→∞
2 logE
(
pU2n(0, 0)
)
log n
= ds. (11)
Remark 1.7. In part (c) of the previous result, we do not provide averaged results for the
distance travelled by the process up to time n with respect to either the intrinsic or extrinsic
metrics. In the two-dimensional case, the corresponding results were established in [6], with the
additional input being full off-diagonal annealed heat kernel estimates. Since the latter require
a substantial amount of additional work, we leave deriving such as an open problem.
Finally, it is by now well-understood how scaling limits of discrete trees transfer to scaling
limits for the associated random walks on the trees, see [3, 7, 12, 14, 15, 16]. We apply these
techniques in our setting to deduce a (subsequential) scaling limit for XU . As we will explain
in Section 10, the limiting process can be written as (φT (XTt ))t≥0, where ((XTt )t≥0, (P Tx )x∈T )
is the canonical Brownian on the limit space (T , dT , µT ). This Brownian motion is constructed
in [27, 2]. Moreover, the volume estimates of Theorem 1.4, in conjunction with the general heat
kernel estimates of [11], yield sub-diffusive transition density bounds for the limiting diffusion.
Modulo the different exponents, these are of the same sub-Gaussian form as established for
the Brownian continuum random tree in [13], and for the two-dimensional UST in [7]. Note in
particular that our results imply that the spectral dimension of the continuous model, defined
analogously to (6), is equal to the value ds given at (3).
Theorem 1.8. If (Pδn)n≥0 is a convergent sequence with limit Pˆ, then the following statements
hold.
(a) The annealed law of (φT (XTt ))t≥0, where XT is Brownian motion on (T , dT , µT ) started
from ρT , i.e.
P
T (·) :=
∫
P TρT ◦ φ−1T (·)dPˆ,
is a well-defined probability measure on C(R+,R
3).
(b) Let (XUt )t≥0 be the simple random walk on U started from ρU , then the annealed laws of
the rescaled processes (
δnX
U
tδ
−(3+β)
n
)
t≥0
converge to the annealed law of (φT (XTt ))t≥0.
(c) Pˆ-a.s., the process XT is recurrent and admits a jointly continuous transition density
(pTt (x, y))x,y∈T ,t>0. Moreover, it Pˆ-a.s. holds that, for any R > 0, there exist ran-
dom constants c1(T ), c2(T ), c3(T ), c4(T ) and t0(T ) ∈ (0,∞) and deterministic constants
θ1, θ2, θ3, θ4 ∈ (0,∞) (not depending on R) such that
pTt (x, y) ≤ c1t−ds/2ℓ(t−1)θ1 exp
{
−c2
(
dT (x, y)dw
t
) 1
dw−1
ℓ(dT (x, y)/t)−θ2
}
,
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pTt (x, y) ≥ c3t−ds/2ℓ(t−1)−θ3 exp
{
−c4
(
dT (x, y)dw
t
) 1
dw−1
ℓ(dT (x, y)/t)θ4
}
,
for all x, y ∈ BT (ρT , R), t ∈ (0, t0), where ℓ(x) := 1 ∨ log x.
(d) (i) Pˆ-a.s., there exists a random t0(T ) ∈ (0,∞) and deterministic c1, c2, θ1, θ2 ∈ (0,∞)
such that
c1t
−ds/2(log log t−1)−θ1 ≤ pTt (ρT , ρT ) ≤ c2t−ds/2(log log t−1)θ2 ,
for all t ∈ (0, t0).
(i) There exist constants c1, c2 ∈ (0,∞) such that
c1t
−ds/2 ≤ EˆpTt (ρT , ρT ) ≤ c2t−ds/2,
for all t ∈ (0, 1).
Organization of the paper
The remainder of the article is organised as follows. In Section 2, we introduce the topologies
that provide the framework for Theorem 1.1, and set out three conditions that imply tightness
in this topology. Then, in Section 3, we collect together the properties of loop-erased random
walks that will be useful for this article. After these preparations, the three tightness conditions
are checked in Section 4, and the volume estimates contained within this are strengthened in
Sections 5 and 6 in a way that yields more detailed properties concerning the limit space and
simple random walk. In Section 7, we demonstrate our finite-dimensional convergence result for
subtrees of U that span a finite number of points. The various pieces for proving Theorem 1.1
are subsequently put together in Section 8, and the properties of the limiting space are explored
in Section 9, with Theorem 1.4 being proved in this part of the article. Finally, Section 10
covers the results relating to the simple random walk and its diffusion scaling limit.
2 Topological framework
In this section, we introduce the Gromov-Hausdorff-type topology on measured, rooted spa-
tial trees with respect to which Theorem 1.1 is stated. This topology is metrizable, and for
completeness sake we include a possible metric (see Proposition 2.1). Moreover, we provide
a sufficient criterion (Assumptions 1,2, and 3 below) for tightness of a family of measures on
measured, rooted spatial trees in the relevant topology (see Lemma 2.2). This will be applied
in order to prove tightness under scaling of the three-dimensional UST. In the first part of the
section, we follow closely the presentation of [7].
Define T to be the collection of quintuplets of the form
T = (T , dT , µT , φT , ρT ),
where: (T , dT ) is a complete and locally compact real tree (for the definition of a real tree,
see [38, Definition 1.1], for example); µT is a locally finite Borel measure on (T , dT ); φT is a
continuous map from (T , dT ) into a separable metric space (M,dM ); and ρT is a distinguished
vertex in T . (In this article, the image space (M,dM ) we consider is R3 equipped with the
Euclidean distance.) We call such a quintuplet a measured, rooted, spatial tree. We will
say that two elements of T, T and T ′ say, are equivalent if there exists an isometry π : (T , dT )→
(T ′, d′T ) for which µT ◦ π−1 = µ′T , φT = φ′T ◦ π and also π(ρT ) = ρ′T .
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We now introduce a variation on the Gromov-Hausdorff-Prohorov topology on T that also
takes into account the mapping φT . In order to introduce this topology, we start by recalling
from [7] the metric ∆c on Tc, which is the subset of elements of T such that (T , dT ) is compact.
In particular, for two elements of Tc, we set ∆c (T ,T ′) to be equal to
inf
Z,ψ,ψ′,C:
(ρT ,ρ′T )∈C
{
dZP
(
µT ◦ ψ−1, µ′T ◦ ψ′−1
)
+ sup
(x,x′)∈C
(
dZ
(
ψ(x), ψ′(x′)
)
+ dM
(
φT (x), φ′T (x
′)
))}
,
(12)
where the infimum is taken over all metric spaces Z = (Z, dZ), isometric embeddings ψ :
(T , dT )→ Z, ψ′ : (T ′, d′T )→ Z, and correspondences C between T and T ′, and we define dZP to
be the Prohorov distance between finite Borel measures on Z. Note that, by a correspondence
C between T and T ′, we mean a subset of T × T ′ such that for every x ∈ T there exists at
least one x′ ∈ T ′ such that (x, x′) ∈ C and conversely for every x′ ∈ T ′ there exists at least one
x ∈ T such that (x, x′) ∈ C. (Except for the term involving φ and φ′, this is the usual metric
for the Gromov-Hausdorff-Prohorov topology.)
Given the definition of ∆c at (12), we then define a pseudo-metric ∆ on T by setting
∆
(T ,T ′) := ∫ ∞
0
e−r
(
1 ∧∆c
(
T (r),T ′(r)
))
dr, (13)
where T (r) is obtained by taking the closed ball in (T , dT ) of radius r centred at ρT , restricting
dT , µT and φT to T (r), and taking ρ(r)T to be equal to ρT . We have the following result, and it
is the corresponding topology that provides the framework for Theorem 1.1.
Proposition 2.1 ([7, Proposition 3.4]). The function ∆ defines a metric on the equivalence
classes of T. Moreover, the resulting metric space is separable.
We next present a criterion for tightness of a sequence of random measured, rooted spatial
trees. This is a probabilistic version of [7, Lemma 3.5] (which adds the spatial embedding to the
result of [1, Theorem 2.11]) Recall the definition of stochastic equicontinuity: Suppose for
some index set A there are random metric spaces (Xi, di) and random functions φi : Xi → M
for a metric space (M,dM ). The functions are stochastically equicontinuous if their moduli of
continuity converge to 0 uniformly in probability, i.e. for every ε > 0,
lim
η→0
sup
i∈A
P
 sup
x,y∈Xi:
di(x,y)≤η
dM (φi(x), φi(y)) > ε
 = 0.
Lemma 2.2. Suppose (M,dM ) is proper (i.e. every closed ball in M is compact), and ρM is
a fixed point in M . Let T δ = (Tδ, dTδ , µTδ , φTδ , ρTδ), δ ∈ A (where A is some index set), be a
collection of random measured, rooted spatial trees. Moreover, assume that for every R > 0, the
following quantities are tight:
(i) For every ε > 0, the number N (T δ, R, ε) of balls of radius ε required to cover the ball
T (R)δ ,
(ii) The measure of the ball: µTδ
(
T (R)δ
)
;
(iii) The distances dM (ρM , φTδ (ρTδ)).
And additionally the restrictions of φTδ to T (R)δ are stochastically equicontinuous. Then the
laws of (T δ)δ∈A, form a tight sequence of probability measures on the space of measured, rooted
spatial trees.
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For convenience in applying Lemma 2.2 to the three-dimensional UST, we next summarise
the conditions that we will check for this example. Since these are of a different form to those
given above, we complete the section by verifying their sufficiency in Lemma 2.3. We recall that
the notation BU (x, r) is used for balls in (U , dU ).
Assumption 1. For every R ∈ (0,∞), it holds that
lim
λ→∞
lim sup
δ→0
P
(
δ3µU
(
BU (0, δ−βR)
)
> λ
)
= 0.
Assumption 2. For every ε,R ∈ (0,∞), it holds that
lim
η→0
lim sup
δ→0
P
(
inf
x∈BU (0,δ−βR)
δ3µU
(
BU (x, δ−βε)
)
< η
)
= 0.
Assumption 3. For every ε,R ∈ (0,∞), it holds that
lim
η→0
lim sup
δ→0
P
 inf
x,y∈BU (0,δ−βR):
δdE(x,y)>ε
δβdU (x, y) < η
 = 0.
Lemma 2.3. If Assumptions 1, 2 and 3 hold, then so does the tightness claim of Theorem 1.1.
Proof. We first check that if Assumptions 1 and 2 hold, then, for every ε,R ∈ (0,∞),
lim
λ→∞
lim sup
δ→0
P
(
NU
(
δ−βR, δ−βε
)
> λ
)
= 0, (14)
where NU(δ−βR, δ−βε) is the minimal number of intrinsic balls of radius δ−βε needed to cover
BU (0, δ−βR). Towards proving this, suppose that
δ3µU
(
BU (0, δ−β(R+ ε/2))
)
≤ λη, (15)
and also
inf
x∈BU (0,δ−βR)
δ3µU
(
BU (x, δ−βε/2)
)
≥ η. (16)
Set x1 = 0, and choose
xi+1 ∈ BU (0, δ−βR)\ ∪ij=1 BU (xj , δ−βε),
stopping when this is no longer possible, to obtain a finite sequence (xi)
M
i=1. By construc-
tion, ∪Mi=1BU (xi, δ−βε) contains BU (0, δ−βR), and so M ≥ NU (δ−βR, δ−βε). Moreover, since
dU (xi, xj) ≥ δ−βε for i 6= j, it is the case that the balls (BU (xi, δ−βε/2))Mi=1 are disjoint. Putting
these observations together with (15) and (16), we find that
NU (δ−βR, δ−βε) ≤ M
≤ η−1
M∑
i=1
δ3µU
(
BU (xi, δ−βε/2)
)
= η−1δ3µU
(
∪Mi=1BU (xi, δ−βε/2)
)
≤ η−1δ3µU
(
BU (0, δ−β(R + ε/2))
)
≤ λ.
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From this, we conclude that
P
(
NU
(
δ−βR, δ−βε
)
> λ
)
≤ P
(
δ3µU
(
BU (0, δ−β(R+ ε/2))
)
> λη
)
+P
(
inf
x∈BU (0,δ−βR)
δ3µU
(
BU (x, δ−βε/2)
)
< η
)
,
and so (14) follows by letting δ → 0, λ→∞ and then η → 0.
Second, we show that if Assumption 3 holds, then, for every ε,R ∈ (0,∞),
lim
η→0
lim sup
δ→0
P
 sup
x,y∈BU (0,δ−βR):
dU (x,y)<δ−βη
δdE(x, y) > ε
 = 0. (17)
Indeed, this follows from the elementary observation that
P
 sup
x,y∈BU (0,δ−βR):
dU (x,y)<δ−βη
δdE(x, y) > ε
 ≤ P
 inf
x,y∈BU (0,δ−βR):
δdE(x,y)>ε
δβdU (x, y) < η
 .
Given (14), Assumption 2, the fact that δφU (ρU ) = 0, and (17), the result is a straightforward
application of Lemma 2.2.
2.1 Path ensembles
Finally, we also define the path ensemble topology used in Theorem 1.1. This topology was
introduced by Schramm [46] in the context of scaling of two-dimensional uniform spanning trees,
and a related topology (based on quad-crossings) have been used in the context of scaling limits
of critical percolation. Recall that γT (x, y) is the unique path from x to y in a topological tree
T .
We denote by H(X) the Hausdorff space of compact subsets of a metric space X, endowed
with the Hausdorff topology. This is generated by the Hausdorff distance, given by
dH(A,B) = inf {r ≥ 0 : A ⊂ Br, B ⊆ Ar} ,
where Br = {x ∈ X : d(x,B) ≤ r} is the r-expansion of B.
We shall consider the sphere S3 as the one-point compactification of R3. For concreteness,
fix some homeomorphism from R3 to S3 and endow it with the Euclidean metric on the sphere.
Given a topological tree T ⊂ S3, we consider the set ΓT ⊂ S3 × S3 ×H(S3)
ΓT = {(x, y, γT (x, y) : x, y ∈ T }.
Thus ΓT consists of a pair of points and the path between them. We call ΓT the path ensemble
of the tree T . Clearly ΓT is a compact subset of S3 × S3 ×H(S3). Since each tree corresponds
to a compact subset of S3 × S3 ×H(S3), the Hausdorff topology on this product space induces
a topology on trees. Theorem 1.1 states that the laws of the uniform spanning on δZ3 are
tight and have a subsequential weak limit with respect to this topology (in addition to the
Gromov-Hausdorff-type topology described above).
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3 Loop-erased random walks
As noted in the introduction, the fundamental connection between loop-erased random walks
(LERWs) and uniform spanning tree (USTs) will be crucial to this study. In this section,
we recall the definition of the LERW, and collect together a number of properties of the three-
dimensional LERW that hold with high probability. These properties will be useful in our study
of the three-dimensional UST. We start by introducing some general notation and terminology.
3.1 Notation for Euclidean subsets
The discrete ℓ2 Euclidean ball will be denoted by
B(x, r) :=
{
y ∈ Z3 : |x− y| < r} ,
where we write |x− y| = dE(x, y) for the Euclidean distance between x and y. (We will use the
notation |x− y| and dE(x, y), interchangeably.) A δ-scaled discrete ℓ2 ball, for δ > 0, will be
denoted by
Bδ(x, r) :=
{
y ∈ δZ3 : |x− y| < r} ,
and the Euclidean ℓ2 ball is
BE(x, r) :=
{
y ∈ R3 : |x− y| < r} .
We will also use the abbreviation B(r) = B(0, r), similarly for Bδ and BE. We also write
Bn(0, r) = B2−n(r). The discrete cube (or ℓ
∞ ball of radius r) with side-length 2r centred at
x is defined to be the set
D(x, r) :=
{
y ∈ Z3 : ‖x− y‖∞ < r
}
.
Similarly to the definitions above, but with ℓ∞ balls, Dδ(x, r) denotes the δ-scaled discrete cube
and DE(x, r) the Euclidean cube. We further write D(R) = D(0, R) and Dn(r) = D2−n(0, r).
Finally, the Euclidean distance between a point x and a set A is given by
dist(x,A) := inf {|x− y| : y ∈ A} .
3.2 Notation for paths and curves
A path in Z3 is a finite or infinite sequence of vertices [v0, v1, . . .] such that vi−1 and vi are
nearest neighbours, i.e. |vi−1 − vi| = 1, for all i ∈ {1, 2, . . . }. The length of a finite path
γ = [v0, v1, ..., vm] will be denoted len(γ) and is defined to be the number of steps taken by the
path, that is len(γ) = m.
A (parameterized) curve is a continuous function γ : [0, T ]→ R3. For a curve γ : [0, T ]→
R
3, we say that T is its duration, and will sometimes use the notation T (γ) := T . When the
specific parameterization of a curve γ is not important, then we might consider only its trace,
which is the closed subset of R3 given by tr γ = {γ(t) : t ∈ [0, T ]}. To simplify notation, we
sometimes write γ for instead of tr γ where the meaning should be clear. A curve is simple if
γ is an injective function. All curves in this article are assumed to be simple, often implicitly.
The space of parameterized curves of finite duration, Cf , will be endowed with a metric ψ,
as defined by
ψ(γ1, γ2) = |T1 − T2|+ max
0≤s≤1
|γ1(sT1)− γ2(sT2)| ,
where γi : [0, Ti]→ R3, i = 1, 2 are elements of Cf .
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We say that a continuous function γ∞ : [0,∞) → R3 is a transient (parameterized)
curve if limt→∞ |γ∞(t)| = ∞. We let C be the set of transient curves, and endow C with the
metric χ given by
χ(γ∞1 , γ
∞
2 ) =
∞∑
k=1
2−k
(
1 ∧max
t≤k
|γ∞1 (t)− γ∞2 (t)|
)
.
The concatenation of two curves γ1 : [0, T1]→ R3 and γ2 : [0, T2]→ R3 with γ1(T1) = γ2(0)
is the curve γ1 ⊕ γ2 of length T1 + T2 given by
γ1 ⊕ γ2(t) :=
{
γ1(t) if 0 ≤ t ≤ T1
γ2(t− T1) if T1 < t ≤ T1 + T2.
The time-reversal of γ : [0, T ]→ R3 is the curve ~γ : [0, T ]→ R3 defined by
~γ(t) := γ(T − t), t ∈ [0, T ].
We define several kinds of restrictions for a curve γ : [0, T ] → R3. Analogous restrictions
are defined for transient curves. The restriction of γ to an interval [a, b] ⊆ [0, T ] is the curve
γ|[a,b] : [0, b− a]→ R3 defined by setting
γ|[a,b](t) = γ(t+ a), 0 ≤ t ≤ b− a.
Similarly, if γ is a simple parametrized curve, and x, y ∈ tr γ and x appears before y in γ, then
we define the restriction of γ between x and y to be the curve γ(x, y), where
γ(x, y)(t) = γ(t+ tx), 0 ≤ t ≤ ty − tx,
with tx ≤ ty satisfying γ(tx) = x and γ(ty) = y. (Note that the simplicity of γ ensures that
tx and ty are well-defined.) Finally, the restriction of γ to the Euclidean ball of radius R, with
R > 0, is the curve γ|R := γ|[0,ξR∧T ], where ξR = inf{t ∈ [0, T ] : |γ(t)| ≥ R} is the time γ exits
the ball of radius R.
Proposition 3.1. Let (γn)n∈N ⊂ Cf be a sequence of parameterized curves. Assume that
γn → γ ∈ Cf . Then, the convergence is preserved in Cf under the following operations.
(a) Time reversal: for the sequence of curves under time-reversal
~γn → ~γ as n→∞.
(b) Restriction: for 0 ≤ a < b < T (γ), the restrictions
γn|[a,b] → γ|[a,b] as n→∞,
where the sequence above is defined for n large enough.
(c) Concatenation: if γ˜n → γ˜ in Cf , then
γn ⊕ γ˜n → γ ⊕ γ˜ as n→∞.
Proof. In this proof, we write Tn = T (γn) and T = T (γ). The convergence after a time-reversal
is immediate from the definition and we get (a). For (b), we consider the case a = 0. Let
rn, r ∈ [0, 1] be such that b = rnTn and b = rT . Then
ψ(γn|[0,b], γ|[0,b]) = max
0≤s≤1
|γn(sb)− γ(sb)| = max
0≤s≤1
|γn(srnTn)− γ(srT )|
≤ max
0≤s≤1
|γn(srnTn)− γ(srnT )|+ max
0≤s≤1
|γ(srnT )− γ(srT )|.
14
The convergence of γn → γ implies that the first term above goes to 0 as n → ∞. Note that
|rn − r| = b|T−1n − T−1| → 0, and hence the convergence of the last term above follows from
uniform continuity of γ. The convergence of γn under time-reversal gives the general when
a > 0.
Next we prove (c). We write T˜n = T (γ˜n), T˜ = T (γ˜) and δn = |Tn + T˜n − (T˜ + T )|. Note
that δn → 0 as n → ∞. For 0 ≤ s ≤ 1, when we compare the times that we compare for ψ,
|s(Tn + T˜n)− s(T + T˜ )| ≤ δ. Then ψ(γn ⊕ γ˜n, γ ⊕ γ˜) is bounded above by
δn + max|r−s|≤δn
r≤Tn∨T˜n, s≤T∨T˜
|γn ⊕ γ˜n(r)− γ ⊕ γ˜(s)|
≤ δn + max|r−s|≤δn
r≤Tn, s≤T
|γn(r)− γ(s)|+ max|r−s|≤δn
r≤T˜n, s≤T˜
|γ˜n(r)− γ˜(s)|+ δnMn,
where Mn = max0≤s≤Tn |γn(s)|+max0≤s≤T |γ(s)| +max0≤s≤T˜n |γ˜n(s)|+max0≤s≤T˜ |γ˜(s)|. The
last term in the inequality above comes from comparisons between γn and γ˜ (or between γ˜n and
γ) close to the concatenation point. The convergence of γn → γ and γ˜n → γ˜, and the uniform
continuity of each curve give the desired result.
Proposition 3.2. Let (γ∞n )n∈N ⊂ C be a sequence of parameterized curves with limit γ∞n → γ∞
in (C, χ). The convergence is preserved under the operations below.
(a) Restriction: for any b > 0
γ∞n |[0,b] → γ∞|[0,b] as n→∞,
in the space Cf .
(b) Concatenation: if (γn)n∈N ⊂ Cf converges to a finite parameterized curve γ as n → ∞,
then
γn ⊕ γ∞n → γ ⊕ γ∞ as n→∞,
in C.
(c) Evaluation: if tn → t then
γ∞n (tn)→ γ∞(t) as n→∞.
Proof. The convergence in (a) follows from the definition of the metric χ. Similarly, (b) is a
consequence of Proposition 3.1 (c) and the definition of χ. Finally, (c) follows from the uniform
continuity of γn|[0,k].
If γ is a parameterized (simple) curve and x, y ∈ tr γ, we define the Schramm metric (cf.
(2)) by setting
dSγ (x, y) := diam tr γ(x, y), (18)
where diamA is the Euclidean diameter of a set A, i.e. diamA := supx,y∈A |x−y|. The intrinsic
distance between x and y is given by
dγ(x, y) := T (γ(x, y)) = ty − tx, (19)
where γ(tx) = x and γ(ty) = y, i.e. this is the time duration of the curve segment between x and
y. Formally, both (18) and (19) are only defined when x comes before y in γ, but the definition
is extended symmetrically in the obvious way.
15
3.3 Definition and parameterization of loop-erased random walks
We will now define the loop-erased random walk. Let S = [v0, . . . , vm] be a path in some graph
(which we take to be Z3 or δZ3). By erasing the cycles (or loops) in S in chronological order,
we obtain a simple path from v0 to vm. This operation is called loop-erasure, and is defined
as follows. Set T (0) = 0 and v˜0 = v0. Inductively, we set T (j) according to the last visit time
to each vertex:
T (j) = 1 + sup {n : vn = v˜j} , v˜j = vT (j). (20)
We continue until v˜l = vm, at which time T (j) = m + 1 and there is no additional vertex v˜j.
The loop-erased random walk (LERW) is the simple path LE(S) = [v˜0, . . . , v˜l].
The exact same definition also applies to an infinite, transient path S. Since the path S is
transient, the times T (j) in (20) are finite, almost surely, for every j ∈ N. In this case LE(S) is
an infinite simple path.
The loop-erased random walk is just what the name implies: the loop erasure of a random
walk. In Z3 (or δZ3) we can take S∞ to be an infinite random walk. S∞ is almost surely
transient, so the path L(S∞), called the infinite loop-erased random walk (ILERW), is
a.s. well defined. We will also need loop-erased random walks in a domain D ⊂ R3. We
will write Dˆ = Z3 ∩D for the subset of vertices of Z3 inside D. Moreover, the (inner vertex)
boundary of Dˆ is the set ∂Dˆ defined as the collection of vertices v ∈ D for which v is connected
to v1 ∈ Z3 \Dˆ. In this case, for a given starting vertex v0, we may take S to be a simple random
walk up to the stopping time m when it first hits ∂Dˆ. (We will apply this to bounded domains,
so that m is almost surely finite, though the definition is valid even if m =∞.)
Examples of domains of a loop-erased random walk include the family of L2 balls {B(R)}R>0
and of L∞ balls {D(R)}r>0. We will also work with domains built from dyadic cubes. A dyadic
polyhedron on R3 is a connected set P of the form
P =
m⋃
j=1
Cj,
where each Cj is a closed cube with vertices in 2
−m
Z
3 (cf. (82)).
A discrete simple path γ = (vi) may naturally be considered as a curve by setting γ(i) = vi,
for i ∈ N, and linearly interpolating between γ(i) and γ(i+1). With this parameterization, the
length of γ (as a path) is equal to its duration as a curve: len(γ) = T (γ). If γ is a loop-erased
random walk on δZ3, its length as δ → 0, and the curve needs to be reparameterized. To
obtain a macroscopic curve in the scaling limit, we reparameterize loop-erased random walks
by β-parameterization:
γ¯(t) := γ(δ−βt), ∀t ∈ [0, δ−β len(γ)],
where β is the LERW growth exponent. Similarly, for an infinite loop-erased random walk
γ∞ = [v0, v1, . . . ], we consider its associated curve γ∞ by linearly interpolating between integer
times, and its β-parameterization is given by
γ¯∞(t) = γ∞(δ−βt), ∀t ≥ 0.
In this article, we will sometimes consider the ILERW restricted to a finite domain. Specifi-
cally, if γ∞ is an ILERW starting at the origin, we denote its restriction to a ball of radius r > 0
by γ∞|r = LE(S∞)|[0,ξr(LE(S∞))], where ξr(LE(S∞)) is the first time LE(S∞) exits B(r). Note
that this is a different object to a LERW started at the origin and stopped at the first hitting
time of ∂B(r). However, the two are closely related, see [43, Corollary 4.5].
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3.4 Path properties of the infinite loop-erased random walk
In this section, we summarize some path properties of the ILERW that hold with high proba-
bility. We also state some of these results for LERWs when the domain is a dyadic polyhedron.
Typically the events will involve some property that holds on the appropriate scale in a neigh-
bourhood of radius Rδ−1 about the starting point of the ILERW, for δ the scaling parameter,
and for some fixed R ≥ 1. Since the results hold uniformly in the scaling parameter δ ∈ (0, 1],
they will also be useful in the scaling limit. As for notation, for x ∈ Z3, we let γx∞ be an ILERW
on Z3 starting at x. If x = 0, then we simply write γ∞. We highlight that in this section the
space is not rescaled.
3.4.1 Quasi-loops
A path γ is said to have an (r,R)–quasi-loop if it contains two vertices v1, v2 ∈ γ such that
|v1−v2| < r, but γ(v1, v2) 6⊆ B(v1, R). (Up to changing the parameters slightly, this is almost the
same as dSγ (x, y) ≥ R.) We denote the set of (r,R)–quasi-loops of γ by QL(r,R; γ). Estimates
on probabilities of quasi-loops in LERWs were central to Kozma’s work [30]. The following
bound on the probability of quasi-loops for the ILERW was established in [45] for loop-erased
random walks. The extension to the infinite case follows from [43, Corollary 4.5].
Proposition 3.3 ([45, Theorem 6.1]). For every R ≥ 1, there exist constants C,M < ∞, and
η˜ > 0 such that for any δ, ε ∈ (0, 1),
P
(
QL(εMδ−1,
√
εδ−1; γ∞|Rδ−1) 6= ∅
)
≤ Cεη˜.
We also state the probability of quasi-loops for a LERW on a random dyadic polyhedron.
Proposition 3.4. Let P be a dyadic polyhedron contained in B(R) and let γP be a LERW on
P. For every R ≥ 1, there exist constants C,M <∞ and η˜ > 0 such that for any δ, ε ∈ (0, 1),
P
(
QL(εM δ−1,
√
εδ−1; γP) 6= ∅
) ≤ Cεη˜.
Proof. For a fixed R ≥ 1,, the collection of all dyadic polyhedrons on B(R) is countable.
Moreover, the constants C,M and η from [45, Theorem 6.1] for loop-erased random walks
only depend on the radius R. The proposition follows from [45, Theorem 6.1] and an union
bound.
3.4.2 Intrinsic length and diameter
Let ξn be the first time that the loop-erased walk γ∞ exits the ball B(n) (i.e. the number of
steps after the loop erasure). The next result is a quantitative tightness result for n−βξn. It is a
combination of the exponential tail bounds of [47], together with the estimates on the expected
value of ξn from [41]. We note that the result in [47] is for the LERW, but the proof is the same
for the ILERW.
Proposition 3.5 ([47, Theorems 1.4 and 8.12] and [41, Corollary 1.3]). There exist constants
C, c1, c2 ∈ (0,∞) such that: for all λ ≥ 1 and n ≥ 1,
P
(
ξn ≤ λnβ
)
≥ 1− 2e−c1λ,
P
(
ξn ≥ λ−1nβ
)
≥ 1− Ce−c2λ1/2 .
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While any possible pattern appears in γ∞, the restriction to a bounded ball of the ILERW is
uniformly equicontinuous with high probability. Specifically, we introduce an event upon which
the equicontinuity of the ILERW is described by exponents 0 < b1, b2 < ∞ which are set in
Proposition 3.6 below. For R ≥ 1 and δ, ε ∈ (0, 1), let
E∗δ (ε,R) =
{
∀x, y ∈ γ∞|Rδ−1 , if dγ∞(x, y) ≤ εb1δ−β , then |x− y| < εb2δ−1
}
.
Similarly, let γP be a LERW on a dyadic polyhedron contained in B(0, Rδ−1). The correspond-
ing event is
E†δ(ε,R) =
{
∀x, y ∈ γP , if dγ(x, y) ≤ εb1δ−β , then |x− y| < εb2δ−1
}
.
The next result demonstrates that this occurs with high probability (for suitable exponents).
The bound for the ILERW was proved in [40], while the bound for γP follows the argument
presented for Proposition 3.4.
Proposition 3.6 (cf. [40, Proposition 7.1]). There exist constants 0 < b1, b2 <∞ such that the
following is true. Given R ≥ 1, there exists a constant C such that: for all δ, ε ∈ (0, 1),
P(E∗δ (ε,R)) ≥ 1− Cεb2 , P(E†δ (ε,R)) ≥ 1− Cεb2 ,
A partial converse bounds the intrinsic distance in terms of the Schramm distance, where
we recall that the Schramm distance was defined at (18). For δ, r ∈ (0, 1], λ ≥ 1, set
S∗δ (λ, r) :=
{
∀x, y ∈ γ∞|λrδ−1 , if dSγ∞(x, y) < rδ−1, then dγ∞(x, y) < λrβδ−β
}
.
Similarly, for a LERW γP on a dyadic polyhedron P ⊂ B
(
0, λrδ−1
)
S†δ(λ, r) :=
{
∀x, y ∈ γP , if dSγ (x, y) < rδ−1, then dγ(x, y) < λrβδ−β
}
.
The following result follows from [40, (7.51)].
Proposition 3.7. There exist constants 0 < c,C < ∞ such that: for any δ, r ∈ (0, 1] and
λ ≥ 1,
P(S∗δ (λ, r)) ≥ 1−Cλ3e−cλ, P(S†δ(λ, r)) ≥ 1− Cλ3e−cλ.
Proof. For u ∈ Z3, let Bu be the box of side length 3rδ−1 centred at u, and let Xu = |γ∞|λrδ−1 ∩
Bu| be the number of points in Bu hit by γ∞|λrδ−1 . We recall [40, equation (7.51)], which states
that for some absolute c, C and any u,
P
(
Xu ≥ λrβδ−β
)
≤ Ce−cλ.
Cover the ball B(0, λrδ−1) by boxes of side length rδ−1 centred at some {u1, . . . , uN} with
N ≍ λ3. If some pair x, y violates the event S∗δ , and x is in the box of side length rδ−1 around ui,
then the segment γ∞(x, y) is in the thrice larger box around the same ui, and so Xui ≥ λrβδ−β .
A union bound gives the conclusion.
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3.4.3 Capacity and hittability
As noted in the introduction, one of the key differences from the two-dimensional case is that in
three dimensions it is much easier for a random walk to avoid a LERW. The electrical capacity of
a connected path of diameter r in Z3 can be as large as Cr, but can also be as low as O(r/ log r).
However, the latter occurs only when the path is close to a smooth curve. The fractal nature of
the scaling limit of LERWs suggests that a segment of LERW has capacity comparable to its
diameter, and consequently, is likely to be hit by a second random walk starting nearby.
Let R ≥ 1 and r ∈ (0, 1), and γx∞ a LERW started at x and stopped when exiting B(0, δ−1R).
In this subsection, we give bounds on the hitting probability of γx∞ by a random walk started
from a point y. The hitting bounds are uniformly over the starting points y ∈ B := B(x,Rδ−1)
with dist(y, γx∞) < rδ−1. More precisely, denote by P
y
S the probability measure of a random
walk S starting at y, which is independent of γx∞. We say that γx∞ is η-hittable in B if the
following event holds:
Aδ(x,R, r; η) :={
∀y ∈ B(x,Rδ−1) with dist(y, γx∞) ≤ rδ−1, P yS
(
S
[
0, ξS(B(y, r
1/2δ−1))
]
∩ γx∞ = ∅
)
≤ rη
}
,
where ξS(B(y, r
1/2δ−1)) is the first time that S exits from B(y, r1/2δ−1). (Recall dist(·, ·) stands
for the Euclidean distance between a point and a set.) A local version of this event, restricted
to starting points near x, is given by
Gδ(x, r; η) =
{
∀y ∈ B(x, rδ−1), P yS
(
S
[
0, ξS(B(y, r
1/2δ−1))
]
∩ γx∞ = ∅
)
≤ rη
}
.
The next result, which was established in [45], indicates that γx∞ is η-hittable with high proba-
bility.
Proposition 3.8 (cf. [45, Lemma 3.2 and Lemma 3.3]). There exists a constant ηˆ ∈ (0, 1) such
that the following is true. Given R ≥ 1, there exists a constant C such that: for all δ, r ∈ (0, 1),
P (Aδ(x,R, r; ηˆ)) ≥ 1− Cr.
In particular, P(Gδ(x, r; ηˆ)) ≥ 1− Cr.
We write Px,yS for the joint probability law of γ
x∞ and an independent simple random walk
S starting at y. Working on the joint probability space, together with a change of variable, 3.8
implies the following result. This result states that a simple random walk hits a ILERW almost
surely.
Proposition 3.9. For x, y ∈ Z3 we have that
lim
R→∞
inf
δ∈(0,1]
Px,yS
(
S[0, ξS(B(y,Rδ
−1))] ∩ γx∞ = ∅
)
= 0.
3.4.4 Hittability of sub-paths
The main result of this subsection, Proposition 3.10, is crucial for obtaining exponential tail
bounds on the volume of balls in the UST in Section 5. It establishes that the path γ∞ =
LE (S[0,∞)), i.e. the infinite LERW, has hittable sections across a range of distances from its
starting point.
For 1 ≤ λ < R, consider a sequence of boxes Di = D
(
iR
λ
)
, i = 1, 2, . . . , λ, where D(r) was
defined in Subsection 3.1. Let ti be the first time that γ∞ exits Di. We denote xi = γ∞(ti),
and write
σi = inf
{
n ≥ ti | γ∞(n) /∈ B
(
xi,
R
2λ
)}
.
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For each i = 1, 2, . . . , λ, we define the event Ai by
Ai =
{
P z
(
Rz[0, ξi] ∩ γ∞[ti, σi] ∩D R
2λ
(xi) 6= ∅
)
≥ c0 for all z ∈ B
(
xi,
R
16λ
)}
, (21)
where: Rz is a simple random walk started at z, independent of γ∞, with law denoted P z; ξi is
the first time that Rz exits B(xi,
R
2λ); and D R2λ
(xi) is the box centered on the infinite half line
started at xi that does not intersect Di and is orthogonal to the face of Di containing xi, with
centre at distance R/4λ from x and radius R2,000λ , see Figure 3.
xi
γ∞
∂B(xi, R/16λ)
∂B(xi, R/2λ)
Rz(ξi)
z
Rz
γ∞(ti)
∂Di
DR/2λ(xi)
Figure 3: On the event Ai, as defined at (21), the above configuration occurs with probability
greater than c0 for any z ∈ B(xi, R/16λ).
Now, for fixed a ∈ (0, 1), we consider a sequence of subsets of the index set {1, 2, . . . , λ} as
follows. Let q = ⌊λ1−a/3⌋. For each j = 0, 1, . . . , q, define the subset Ij of the set {1, 2, . . . , λ}
by setting
Ij := {2jλa + 1, 2jλa + 2, . . . , (2j + 1)λa} , (22)
and the event Fj by
Fj = F
a
j =
⋃
i∈Ij
Ai, (23)
i.e. Fj is the event that there exists at least one index i ∈ Ij such that γ∞[ti, σi] is a hittable
set in the sense that Ai holds. The next proposition shows that with high probability the event
Fj holds for all j = 1, 2, . . . , q. We will prove it in the following subsection.
Proposition 3.10. Define the events Fj as in (23). There exists a universal constant c1 > 0
such that
P
 q⋂
j=1
Fj
 ≥ 1− λ1−ae−c1λa . (24)
Remark 3.11. (i) The reason that we decompose the ILERW γ∞ using the sequence of random
times ti as in the above definition is that we need to control the future path γ∞[ti, σi] uniformly
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on the given past path γ∞[0, ti] via [47, Proposition 6.1].
(ii) We expect that each γ∞[ti, σi] is a hittable set not only with positive probability as in Propo-
sition 3.14 below, but also with high probability in the sense of [45, Theorem 3.1]. However,
since Proposition 36 is enough for us, we choose not to pursue this point further here.
3.5 Proof of Proposition 3.10
In this subsection we show that sub-paths of the ILERW are hittable in the sense required
for the event (21) to hold, see Proposition 3.14 below. The latter result leads to the proof of
Proposition 3.10. With this objective in mind, we first study a conditioned LERW. We begin
with a list of notation.
• Recall that D(R) is the cube of radius R centered at 0, as defined in Subsection 3.1.
• Take positive numbers m,n. Let x ∈ ∂D(m) be a point lying in a “face” of D(m) (we
denote the face containing x by F ). Write ℓ for the infinite half line started at x which
lies in D(m)c and is orthogonal to F . We let y be the unique point which lies in ℓ and
satisfies |x− y| = n/2. We set Dn(x) := D(y, n/1000) for the box centered at y with side
length n/500. (Cf. the definition of D R
2λ
(xi) above.)
• Suppose that m,n, x,Dn(x) are as above. Take K ⊆ D(m)∪ ∂D(m). Let X be a random
walk started at x and conditioned that X[1,∞) ∩ K = ∅. We set η = LE (X[0,∞)) for
the loop-erasure of X, and σ for the first time that η exits B(x, n). Finally, we denote the
number of points lying in η[0, σ] ∩Dn(x) by JKm,n,x. This is an analogue of [47, Definition
8.7].
• Suppose that X is the conditioned random walk as above. We write GX(·, ·) for Green’s
function of X.
This setup is illustrated in Figure 4 (cf. [47, Figure 3]).
We will give one- and two-point function estimates for η in the following proposition.
Proposition 3.12. Suppose that m,n, x,K,X, η, σ, JKm,n,x are as above. There exists a universal
constant c such that for all z, w ∈ Dn(x) with z 6= w,
P (z ∈ η[0, σ]) ≥ cn−3+β, (25)
P (z, w ∈ η[0, σ]) ≤ 1
c
n−3+β|z − w|−3+β . (26)
Proof. The inequality (25) follows from [47, (8.29)] and [41, Corollary 1.3]. So, it remains
to prove (26). We first recall [47, Proposition 8.1], the setting of which is as follows. Take
z1, z2 ∈ Dn(x) with z1 6= z2. We set z0 = x, and write l = |z1 − z2|. Note that 1 ≤ l ≤ n/100.
For i = 0, 1, 2, we let Xi be independent versions of X with Xi(0) = zi. We write σ
i
w for the
first time that Xi hits w. For i = 0, 1, let Zi be Xi conditioned on the event {σizi+1 <∞}, and
also let Z2 = X2. Also for i = 0, 1, write u(i) for the last time that Zi passes through zi+1, and
set u(2) =∞. Define the event F ηz1,z2 by
F ηz1,z2 = {There exist 0 < t1 < t2 <∞ such that η(t1) = z1 and η(t2) = z2} ,
and non-intersection events F1 and F2 by
F1 =
{
LE
(
Z0[0, u(0)]
) ∩ (Z1[1, u(1)] ∪ Z2[1,∞)) = ∅} ,
F2 =
{
LE
(
Z1[0, u(1)]
) ∩ Z2[1,∞) = ∅} .
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Then [47, Proposition 8.1] shows that
P
(
F ηz1,z2
)
= GX(z0, z1)G
X(z1, z2)P (F1 ∩ F2) .
Now, in the proof of [47, Lemma 8.9], it is shown that
GX(z0, z1) ≤ C
n
, GX(z1, z2) ≤ C
l
,
and so it suffices to estimate P(F1 ∩ F2). To do this, we consider four balls
B1 = B(z1, l/8), B2 = B(z2, l/8), B
′
1 = B(z1, 2l), B
′′
1 = B(z1, n/16).
Note that B1 ∪ B2 ⊂ B′1 ⊂ B′′1 and B1 ∩ B2 = ∅. For i = 0, 1, let Y i =
(
Zi[0, u(i)]
)R
be
the time reversal of Zi[0, u(i)] where for a path λ = [λ(0), λ(1), . . . , λ(u)], we write (λ)R =
[λ(u), λ(u − 1), . . . , λ(0)] for its time reversal. By the time reversibility of LERW (see [33,
Lemma 7.2.1] for the time reversibility), we see that P(F1 ∩F2) = P(F ′1 ∩F ′2), where the events
F ′1 and F
′
2 are defined by
F ′1 =
{
LE
(
Y 0[0, σ(0)]
) ∩ (Y 1[0, σ(1) − 1] ∪ Z2[1,∞)) = ∅} ,
F ′2 =
{
LE
(
Y 1[0, σ(1)]
) ∩ Z2[1,∞) = ∅} .
Here σ(i) is the first time that Y i hits zi. We define several random times as follows:
• s0 is the first time that LE
(
Y 0[0, σ(0)]
)
exits B1;
D(m)
K
x
Dn(x) ℓ
∂B(x, n)
η
η(σ)
Figure 4: Notation used in the proof of Proposition 3.10.
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z0
γ0
γ0(s2)
γ0(s1)
γ0(s0)
∂B1
∂B′1
∂B′′1
∂B2
γ1
Z2(u1)
Z2(u0)γ1(t0)
Figure 5: The random times s0, s1, s2, t0, u0, u1.
• s2 is the first time that LE
(
Y 0[0, σ(0)]
)
exits B′′1 ;
• s1 is the last time up to s2 that LE
(
Y 0[0, σ(0)]
)
exits B′1;
• t0 is the first time that LE
(
Y 1[0, σ(1)]
)
exits B2;
• t1 is the last time up to σ(1) that Y 1[0, σ(1)] hits ∂B1;
• u0 is the first time that Z2 exits B2;
• u1 is the first time that Z2 exits B′′1 .
See Figure 5 for an illustration showing these random times. If we write γi = LE
(
Y i[0, σ(i)]
)
for i = 0, 1, we see that P(F ′1∩F ′2) ≤ P(H1∩H2∩H3), where the events H1,H2,H3 are defined
by
H1 =
{
γ0[0, s0] ∩ Y 1[t1, σ(1) − 1] = ∅
}
,
H2 =
{
γ1[0, t0] ∩ Z2[1, u0] = ∅
}
,
H3 =
{
γ0[s1, s2] ∩ Z2[u0, u1] = ∅
}
.
Since dist (D(m), B′′1 ) ≥ n/4, it follows from the discrete Harnack principle (see [33, Theorem
1.7.6], for example) that the distribution of Z2[0, u1] is comparable to that of R2[0, u
′
1], assuming
R2(0) = z2 where R2 is a simple random walk, and u
′
1 is the first time that R2 exits B
′′
1 . More
precisely, there exist universal constants c, C ∈ (0,∞) such that for any path λ
cP
(
R2[0, u
′
1] = λ
) ≤ P (Z2[0, u1] = λ) ≤ CP (R2[0, u′1] = λ) .
Also, since γ0[s1, s2] ⊆ (B′1)c, using the Harnack principle again, we see that
P(H1 ∩H2 ∩H3) ≍ EY 0,Y 1
{
1H1P
z2
R2
(
γ1[0, t0] ∩R2[1, u′0] = ∅
)
P z1R2
(
γ0[s1, s2] ∩R2[0, u′1] = ∅
)}
,
(27)
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where u′0 is the first time that R2 exits B2 and EY 0,Y 1 stands for the expectation with respect
to the probability law of (Y 0, Y 1).
Another application of the Harnack principle tells that γ1[0, t0] and Y
1[t1, σ(1) − 1] are
“independent up to constant” (see [40, Lemma 4.3]). Namely, there exist universal constants
c, C ∈ (0,∞) such that for any paths λ1, λ2
cP (γ1[0, t0] = λ1)P
(
Y 1[t1, σ(1) − 1] = λ2
)
≤ P (γ1[0, t0] = λ1, Y 1[t1, σ(1) − 1] = λ2)
≤ CP (γ1[0, t0] = λ1)P
(
Y 1[t1, σ(1) − 1] = λ2
)
.
This implies that given Y 0, the two functions 1H1 and P
z2
R2
(γ1[0, t0] ∩R2[1, u′0] = ∅) are inde-
pendent up to constant. Also, it is proved in [43, Propositions 4.2 and 4.4] that the distribution
of γ1[0, t0] is comparable with that of the ILERW started at z2 until it exits B2. Using the dis-
crete Harnack principle again, we see that the distribution of the time reversal of Y 1[t1, σ(1)−1]
coincides with that of the SRW started at z1 until it exits B1. Therefore, if we write R1 and
R3 for independent SRWs, the right hand side of (27) is comparable to
EY 0
{
P z1R2
(
γ0[s1, s2] ∩R2[0, u′1] = ∅
)
P z1R1
(
γ0[0, s0] ∩R1[1, σ′1] = ∅
)}
× P z2,z2R2,R3
(
R2[1, u
′
0] ∩ LE (R3[0,∞)) [0, t′3] = ∅
)
, (28)
where σ′1 is the first time that R1 exits B1, and t
′
3 is the first time that LE (R3[0,∞)) exits B2.
Moreover, it follows from [47, Proposition 6.7] and [41, Corollary 1.3] that
P z2,z2R2,R3
(
R2[1, u
′
0] ∩ LE (R3[0,∞)) [0, t′3] = ∅
) ≍ l−2+β.
Finally, let R0 be a SRW started at z1 and γ
′
0 = LE (R0[0,∞)) be the ILERW. Similarly to
above, define:
• s′0 to be the first time that γ′0 exits B1;
• s′2 to be the first time that γ′0 exits B′′1 ;
• s′1 to be the last time up to s′2 that γ′0 exits B′1.
We then have from [43, Propositions 4.2 and 4.4] that the distribution of γ0[0, s2] is comparable
with that of γ′0[0, s
′
2]. Moreover, [43, Proposition 4.6] ensures that γ
′
0[0, s
′
0] and γ
′
0[s
′
1, s
′
2] are in-
dependent up to a constant. Therefore the expectation with respect to Y 0 in (28) is comparable
to
P z1,z1R0,R1
(
γ′0[0, s
′
0] ∩R1[1, σ′1] = ∅
)
P z1,z1R0,R2
(
γ′0[s
′
1, s
′
2] ∩R2[0, u′1] = ∅
) ≍ Es(l)Es(l, n), (29)
where we use the notation Es defined in [47]. Finally, by [41, Corollary 1.3], it holds that the
right hand side of (29) is comparable to n−2+β. This gives (26) and finishes the proof.
Definition 3.13. Suppose that m,n, x,K,X, η, σ, JKm,n,x are as above. For z ∈ B(x, n/8), let
Rz be a SRW on Z3 started at z, independent of X. Write ξ for the first time that Rz exits
B(x, n), and let
Nz = |Rz[0, ξ] ∩ η[0, σ] ∩Dn(x)|
be the number of points in Dn(x) hit by both R
z[0, ξ] and η[0, σ]. Furthermore, define the
(random) function g(z) by setting
g(z) := P z (Nz > 0) = P
z (Rz[0, ξ] ∩ (η[0, σ] ∩Dn(x)) 6= ∅) ,
where P z stands for the probability law of Rz. Note that g(z) is a measurable function of η[0, σ],
and that, given η[0, σ], g(·) is a discrete harmonic function in Dn(x)c.
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The next proposition says that with positive probability (for η), g(z) is bounded below by
some universal positive constant for all z ∈ B(x, n/8).
Proposition 3.14. Suppose that the function g(z) is defined as in Definition 3.13. There exists
a universal constant c0 > 0 such that
P (g(z) ≥ c0 for all z ∈ B(x, n/8)) ≥ c0. (30)
Proof. We claim that it suffices to show that
P (g(x) ≥ c0) ≥ c0 (31)
for some c0 > 0. The reason for this is as follows. Suppose that (31) is true and the event
{g(x) ≥ c0} occurs. Since dist (B(x, n/8),Dn(x)) ≥ n/4, using the Harnack principle, there
exists a universal constant c1 > 0 such that g(z) ≥ c1g(x) ≥ c1c0 for all z ∈ B(x, n/8). Thus
we have P(g(z)) ≥ c0c1 for all z ∈ B(x, n/8)) ≥ c0, which gives (30).
We will prove (31). Recall the definition of Nz from Definition 3.13. By (25), we see that
E(Nx) =
∑
w∈Dn(x)
P (w ∈ η[0, σ])P x (w ∈ Rx[0, ξ]) ≥ cn−1+β
for some c > 0. On the other hand, by (26), we have
E(N2x) =
∑
w1,w2∈Dn(x)
P (w1, w2 ∈ η[0, σ])P x (w1, w2 ∈ Rx[0, ξ])
≤ Cn−4+β
∑
w1,w2∈Dn(x)
|w1 − w2|−4+β
≤ Cn−4+βn2+β
= Cn−2+2β.
This gives E(N2x) ≤ C{E(Nx)}2. Therefore, the second moment method tells us that E(g(x)) ≥
c2 for some universal constant c2 > 0. This implies P (g(x) ≥ c2/2) ≥ c2/3, which gives (31).
Proof of Proposition 3.10. We will prove that for each j = 1, 2, . . . , q
P(F cj ) ≤ (1− c0)λ
a
, (32)
where c0 is the constant of Proposition 3.14. Since q ≤ λ1−a, the inequality (32) gives the
desired inequality (24). Take j ∈ {1, 2, . . . , q}. Suppose that F cj occurs. This implies that for
every i ∈ Ij, the event Ai does not occur. Setting l = 2jλa, we need to estimate
P
(
l+λa⋂
i=l+1
Aci
)
= P
(
Acl+λa
l+λa−1⋂
i=l+1
Aci
)
P
(
l+λa−1⋂
i=l+1
Aci
)
.
Note that the event
⋂l+λa−1
i=l+1 A
c
i is measurable with respect to γ[0, tl+λa ] while the event A
c
l+λa
is measurable with respect to γ[tl+λa , σl+λa ]. Therefore, using the domain Markov property of
γ (see [33, Proposition 7.3.1]), Proposition 3.14 tells us that
P
(
Acl+λa
l+λa−1⋂
i=l+1
Aci
)
≤ 1− c0,
where we apply Proposition 3.14 with m = (l+λ
a)R
λ , n =
R
2λ , x = γ (tl+λa) and K = γ[0, tl+λa ].
Thus we have that
P
(
l+λa⋂
i=l+1
Aci
)
≤ (1− c0)P
(
l+λa−1⋂
i=l+1
Aci
)
.
Repeating this procedure λa times, we obtain (32), and thereby finish the proof.
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4 Checking the assumptions sufficient for tightness
The aim of this section is to check Assumptions 1, 2 and 3, as set out in Section 2. In what fol-
lows, we let γU (x, y) be the unique injective path in U between x and y. In particular, γU (x, y)(k)
is the location at kth step of the path. Note that γU (x, y)(0) = x and γU (x, y) (dU (x, y)) = y.
4.1 Assumption 1
The first assumption follows from the following proposition.
Proposition 4.1. For every R ∈ (0,∞), there exist c1, c2 ∈ (0,∞) depending only on R such
that: for all λ ≥ 1 and δ ∈ (0, 1),
P
(
BU
(
0, Rδ−β
)
⊆ B (λδ−1)) ≥ 1− c1λ−c2 .
Proof. Fix R ∈ (0,∞). We may assume that δ > 0 is sufficiently small so that
δ−1
−2 log2 δ + 2
≥ 10, (33)
and also that λ ≥ 2. For each k ≥ 1, let εk = λ−12−k, ηk = (2k)−1 and
Ak = B(δ
−1) \B((1− ηk)δ−1).
Write k0 for the smallest integer satisfying δ
−1εk0 < 1. We remark that the condition at (33)
ensures that (1− ηk0)δ−1 ≤ δ−1− 10. Thus the inner boundary ∂iB(0, δ−1) is contained in Ak0 .
Here, for a subset A of Z3, the inner boundary ∂iA is defined by
∂iA :=
{
x ∈ A : ∃y ∈ Z3 \ A such that |x− y| = 1} .
Moreover, let Dk be a “δ
−1εk-net” of Ak, i.e. Dk is a set of lattice points in Ak such that
Ak ⊆
⋃
z∈Dk B
(
z, δ−1εk
)
. We may suppose that the number of points in Dk is bounded above
by Cε−3k . Since δ
−1εk0 < 1 and ∂iB(0, δ
−1) ⊆ Ak0 , it follows that ∂iB(0, δ−1) ⊆ Dk0 .
Now, to construct U , we perform Wilson’s algorithm (see [49]) as follows:
• Consider the infinite LERW γ∞ = LE(S[0,∞)), where S = (S(n))n≥0 is a SRW on Z3
started at the origin. We think of U0 = γ∞ as the “root” in this algorithm.
• Consider a SRW started at a point in D1, and run until it hits U0; we add its loop-erasure
to U0, and denote the union of them by U11 . We next consider a SRW from another point
in D1 until it hits U11 ; let U21 be the union of U11 and the loop-erasure of the second SRW.
We continue this procedure until all points in D1 are in the tree. Write U1 for the output
random tree.
• We now repeat the above procedure for D2. Namely, we think of U1 as a root and add
a loop-erasure of SRWs from each point in D2. Let U2 be the output tree. We continue
inductively to define U3,U4, . . . ,Uk0 .
• Finally, we perform Wilson’s algorithm for all points in Z3 \ Uk0 to obtain U .
Note that, by construction, Uk ⊆ Uk+1, and also ∂iB(0, δ−1) ⊆ Uk0 .
We proceed with an estimate on the number of steps that γ∞ takes to exit an extrinsic ball.
Specifically, we define the event F := {τ ≥ λ−9δ−β}, where τ is the first time that γ∞ exits
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B(0, λ−4δ−1). Combining the exponential tail lower bound on τ derived in [47, Theorem 8.12]
with [41, Corollary 1.3], we have that
P(F ) ≥ 1− Ce−c
√
λ
for some universal constants c, C ∈ (0,∞).
Next, for each x ∈ Z3, let tx = inf{k ≥ 0 : γU (x, 0)(k) ∈ U0} be the first time that γU (x, 0)
hits U0. We write γU (x,U0) = γU (x, 0)[0, tx] for the path in U connecting x and U0. We remark
that tx = 0 and γU (x,U0) = {x} when x ∈ U0. We consider the event G defined by
G =
{
γU(x,U0) ∩B
(
0, λ−4δ−1
)
= ∅ for all x ∈ D1
}
.
Suppose that the event G does not occur, and that there exists an x ∈ D1 such that γU (x,U0)
hits B
(
0, λ−4δ−1
)
. This implies that in Wilson’s algorithm, as described above, the SRW R
started at x enters into B
(
0, λ−4δ−1
)
before it hits γ∞. Since δ−1/2 ≤ |x| ≤ δ−1, it follows
from [33, Proposition 1.5.10] that
P xR
(
R[0,∞) ∩B (0, λ−4δ−1) 6= ∅) ≤ Cλ−4
for some universal constant C <∞, where R is a SRW started at x, with P xR denoting the law
of the latter process. Taking the sum over x ∈ D1 (recall that the number of points in D1 is
comparable to λ3), we find that
P(G) ≥ 1− Cλ−1.
To complete the proof, we will consider several “good” events that ensure γ∞ ∪ γU (x,U0)
with x ∈ Dk (k = 1, 2, . . . , k0) is a “hittable” set in the sense that if we consider another
independent SRW R whose starting point is close to γ∞∪γU (x,U0), then, with high probability
for γ∞∪γU(x,U0), it is likely that R intersects γ∞∪γU(x,U0) quickly. Such hittability of LERW
paths was studied in [45, Theorem 3.1]. With this in mind, for k ≥ 1 and ζ > 0, we define the
event H(k, ζ) by setting
H(k, ζ) = (34){
∀x ∈ Dk, y ∈ B
(
x, εkδ
−1) : P yR (R [0, TR (x,√εkδ−1)] ∩ (γ∞ ∪ γU (x,U0)) = ∅) ≤ εζk} ,
where R is a SRW, independent of γ∞, P
y
R stands for its law assuming that R(0) = y, and
TR(x, r) is the first time that R exits B(x, r). (For convenience, we omit the dependence of
H(k, ζ) on δ.) Note that the event H(k, ζ) roughly says that whenR(0) is close to γ∞∪γU(x,U0),
it is likely for R to intersect with γ∞ ∪ γU(x,U0) before it travels very far, see Figure 6. From
[45, Lemma 3.2], we see that the probability of the event H(k, ζ) is greater than 1 − Cε2k if
we take ζ sufficiently small. The reason for this is as follows. Suppose that the event H(k, ζ)
does not occur, which means that there exist x ∈ Dk and y ∈ B(x, εkδ−1) such that the
probability considered in (34) is greater than εζk. The existence of those two points x ∈ Dk and
y ∈ B(x, εkδ−1) implies the occurrence of the event I(x, k, ζ), as defined by
I(x, k, ζ) =
{
∃y ∈ B (x, εkδ−1) such that P yR (R [0, TR (x,√εkδ−1)] ∩ γx∞ = ∅) > εζk} ,
where we write γx∞ for the unique infinite path started at x in U (notice that γ0∞ = γ∞). Namely,
we have
H(k, ζ)c ⊆
⋃
x∈Dk
I(x, k, ζ).
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We mention that the distribution of γx∞ coincides with that of the infinite LERW started at
x. With this in mind, applying [45, Lemma 3.2] with s = εkδ
−1, t =
√
εkδ
−1 and K = 10, it
follows that there exist universal constants ζ1 > 0 and C < ∞ such that for all k ≥ 1, λ ≥ 2,
δ ∈ (0, 1) and x ∈ Dk,
P (I(x, k, ζ1)) ≤ Cε5k.
Since the number of points in Dk is comparable to ε
−3
k , we see that
P (H(k, ζ1)) ≥ 1− Cε2k, (35)
as desired.
Set A′1 := F ∩G∩H(1, ζ1). We have already proved that P(A′1) ≥ 1−Cλ−1. Moreover, we
note that on the event A′1, we have dU (0, y) ≥ λ−9δ−β for all y ∈ γ∞ ∩ B
(
0, δ−1/3
)c
. We also
have on A′1 that the branch γU (x,U0) does not intersect with B
(
0, λ−4δ−1
)
for any x ∈ D1,
and so dU (0, y) ≥ λ−9δ−β for all y ∈ γU (x,U0) with x ∈ D1. Recall that U1 is the union of γ∞
and all branches γU (x,U0) with x ∈ D1. Conditioning U1 on the event A′1, we perform Wilson’s
algorithm for points in D2. It is convenient to think of U1 as deterministic sets in this algorithm.
Adopting this perspective, we take y ∈ D2 and consider the SRW R started at y until it hits U1.
Suppose that R hits B(0, δ−1/2) before it hits U1. Since the number of “√ε1δ−1-displacements”
of R until it hits B(0, δ−1/2) is bigger than 10−1ε−1/21 , the hittability condition H(1, ζ1) ensures
that
P yR
(
R hits B
(
0, δ−1/2
)
before it hits U1
) ≤ ε cζ1√ε11 , (36)
0
y x
Ak
∂B(δ−1)∂B((1 − ηk)δ−1)
Figure 6: On the event H(k, ζ), as defined at (34), the above configuration occurs with proba-
bility greater than 1−εζk for any x ∈ Dk, y ∈ B(x, εkδ−1). The circles shown are the boundaries
of B(x, εkδ
−1) and B(x,
√
εkδ
−1). The non-bold paths represent γ∞ ∪ γU (x,U0), and the bold
path R[0, TR(x,
√
εkδ
−1)].
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for some universal constant c > 0. Define the event B2 by
B2 =
{∀y ∈ D2, γU (y,U1) ∩B (0, δ−1/2) = ∅} ,
where γU (y,U1) denotes the branch between y and U1 in U . Taking the sum over y ∈ D2, the
conditional probability (recall that we condition U1 on the event A′1) of the event B2 satisfies
P(B2) ≥ 1− Cε−31 ε
cζ1√
ε1
1 .
Thus, letting A′2 := A
′
1 ∩B2 ∩H(2, ζ2), it follows that
P(A′2) ≥ 1− Cλ−1,
where we also use that ε1 is comparable to ε2, and that the number of points in D2 is comparable
to ε−32 .
Conditioning U2 on the event A′2, we can do the same thing as above for a SRW started at
z ∈ D3. Hence if we define the event B3 by setting
B3 =
{∀z ∈ D3, γU (z,U2) ∩B (0, δ−1/2) = ∅} ,
then the conditional probability of the event B2 satisfies
P(B3) ≥ 1− Cε−32 ε
cζ1√
ε2
1 .
So, letting A′3 := A
′
2 ∩B3 ∩H(3, ζ2), it follows that
P(A′3) ≥ 1− Cλ−1,
and we continue this until we reach the index k0. In particular, if we define Bk and A
′
k for each
k = 2, 3, . . . , k0 by
Bk =
{∀z ∈ Dk, γU (z,Uk−1) ∩B (0, δ−1/2) = ∅} ,
and A′k := A
′
k−1 ∩Bk ∩H(k, ζ2), we can conclude that
P
(
A′k0
)
= P
(
A′1
) k0∏
k=2
P
(
A′k|A′k−1
) ≥ (1− Cλ−1) ∞∏
k=1
(
1− Cε2k
) ≥ 1− Cλ−1. (37)
However, on the event A′k0 , it is easy to see that:
• dU (0, y) ≥ λ−9δ−β for all y ∈ γ∞ ∩B
(
0, δ−1/3
)c
,
• dU (0, y) ≥ λ−9δ−β for all y ∈ γU (x,U0) and all x ∈ Dk with k = 1, 2, . . . , k0.
This implies that dU (0, y) ≥ λ−9δ−β for all y ∈ B(0, δ−1)c on the event A′k0 since ∂iB(0, δ−1) ⊆Uk0 . Therefore, it follows that
P
(
BU
(
0, λ−9δ−β
)
⊆ B(0, δ−1)
)
≥ 1− Cλ.
Reparameterizing this, we have
P
(
BU
(
0, Rδ−β
)
⊆ B (0, λδ−1)) ≥ 1− CR 19λ−β9 ,
for some universal constant C <∞. This finishes the proof.
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4.2 Assumption 2
We will prove the following variation on Assumption 2. Given Proposition 4.1, it is easy to
check that this implies Assumption 2. The restriction of balls to the relevant Euclidean ball
will be useful in the proof of the scaling limit part of Theorem 1.1.
Assumption 4. For every ε,R ∈ (0,∞), it holds that
lim
η→0
lim sup
δ→0
P
(
inf
x∈B(δ−1R)
δ3µU
(
BU (x, δ−βε) ∩B(δ−1R)
)
< η
)
= 0.
We begin with the following warm-up lemma, which gives a lower bound on the volume of
BU (0, θδ−β) for each fixed θ ∈ (0, 1].
Lemma 4.2. There exist constants c1, c2, c3 such that: for all λ ≥ 1, δ ∈ (0, 1) and θ ∈ (0, 1]
P
(
µU
(
BU
(
0, θδ−β
))
< λ−1δ−3
)
≤ c1θ−c2λ−c3 . (38)
Proof. We will first deal with the case that θ = 1, and then prove (38) for general θ ∈ (0, 1] by
reparameterizing. We may assume that λ ≥ 2 and δ > 0 sufficiently small. Let σ be the first
time that the infinite LERW γ∞ exits B(λ−1/3δ−1). Define the event F ∗ by setting
F ∗ =
{
γ∞[σ,∞) ∩B
(
0, λ−1/2δ−1
)
= ∅, σ ≤ λ−1/4δ−β
}
.
Suppose that γ∞ returns to the ball B(0, λ−1/2δ−1) after time σ. Then so does the SRW that
defines γ∞ after the first time that it exits B(0, λ−1/3δ−1. The probability of such a return
by the SRW is, by [33, Proposition 1.5.10], smaller than Cλ−1/6 for some universal constant
C < ∞. On the other hand, combining [47, Theorem 1.4] with [41, Corollary 1.3], it follows
that the probability that σ is greater than λ−1/4δ−β is bounded above by C exp
{−cλ1/12} for
some universal constants c, C ∈ (0,∞). Thus we have
P (F ∗) ≥ 1− Cλ−1/6. (39)
Note that on the event F ∗, the number of steps (in γ∞) between the origin and x ∈ γ∞ ∩
B
(
0, λ−1/2δ−1
)
is smaller than λ−1/4δ−β.
Next we introduce an event G∗, which ensures hittability of γ, similarly to the event H(k, ζ)
defined at (34). Namely, for ζ > 0, we set
G∗(ζ) =
{
∀x ∈ B (0, 2λ−1δ−1) , P xR (R [0, TR (0, λ−1/2δ−1)] ∩ γ∞ = ∅) ≤ λ−ζ} .
From [45, Lemma 3.2], we have that there exist universal constants C < ∞ and ζ2 > 0 such
that: for all λ ≥ 2 and δ > 0
P (G∗(ζ2)) ≥ 1− Cλ−1.
Moreover, we consider the following net, which is again similar to the version appearing in
the proof of Proposition 4.1. Here is the list of notation that we need.
• For each k ≥ 1, let ε∗k = λ
−
(
1+
ζ2
6
)
2−k and η∗k = 1/(2k).
• Write k∗0 for the smallest integer satisfying ε∗k∗0δ
−1 < 1.
• Set A∗k = B(0, (1 + η∗k)λ−1δ−1) \B(0, (1 − η∗k)λ−1δ−1) and let D∗k ⊆ Z3 be a ε∗kδ−1-net of
A∗k in the sense that the number of points in D
∗
k is smaller than Cλ
−3(ε∗k)
−3 and A∗k is
contained in the union of all balls B(z, ε∗kδ
−1) with z ∈ D∗k.
30
Note that since we take δ > 0 sufficiently small, it follows that both ∂iB(0, λ
−1δ−1) and
∂B(0, λ−1δ−1) are contained in D∗k∗0 .
Now we perform Wilson’s algorithm as follows:
• The root of the algorithm is U∗0 := γ∞, the infinite LERW started at the origin.
• We run sequentially LERWs from each point in D∗1 until they hit the part of the tree
already constructed, and let U∗1 be the union of those branches and U∗0 .
• We define U∗k inductively for k = 2, 3, . . . , k∗0 by adding all branches starting from every
point in D∗k to U∗k−1.
• Finally, we consider LERW’s starting from Z3 \ U∗k∗0 to obtain U .
We condition the root γ∞ on the event F ∗ ∩ G∗(ζ2) and think of it as a deterministic
set. Since the number of points in D∗1 is bounded above by Cλ
ζ2/2, it follows that with high
(conditional) probability, every branch γU (x,U∗0 ) with x ∈ D∗1 is contained in B(0, λ−1/2δ−1).
Namely, if we define the event H∗ by
H∗ =
{
γU (x,U∗0 ) ⊆ B(0, λ−1/2δ−1) and dU (x,U∗0 ) ≤ λ−1/4δ−β for all x ∈ D∗1
}
,
where dU (x,U∗0 ) stands for the number of steps of the branch γU (x,U∗0 ), then the condition of the
event G∗(ζ2), [47, Theorem 1.4] and [41, Corollary 1.3] ensure that the conditional probability
of the event H∗ satisfies
P (H∗) ≥ 1− Cλ−ζ2/2.
If we define the event I∗(k, ζ) by
I∗(k, ζ) ={
∀x ∈ D∗k, y ∈ B(x, ε∗kδ−1), P yR
(
R
[
0, TR
(
x, (ε∗k)
1− ζ2
1000 δ−1
)]
∩ (γ∞ ∪ γU (x,U∗0 )) = ∅
)
≤(ε∗k)ζ
}
,
then a similar technique to used to deduce the inequality at (35) gives that there exist universal
constants ζ3 > 0 and C <∞ such that: for all λ ≥ 2, δ > 0 and k = 1, 2, . . . , k∗0 ,
P (I∗(k, ζ3)) ≥ 1−C(ε∗k)2.
Now we define L∗1 := F
∗∩G∗(ζ2)∩H∗ ∩ I∗(1, ζ3). Note that on the event L∗1, it follows that
for any y ∈ (γ∞ ∩B(0, λ−1/2δ−1)) ∪ (∪x∈D∗1γU (x,U∗0 )), we have
dU (0, y) ≤ 2λ−1/4δ−β .
We inductively define L∗k for k ≥ 2 in the following way. Let
H∗(k) =
{
γU
(
x,U∗k−1
) ⊆ A∗k−1 and dU (x,U∗k−1) ≤ 2−k/8λ−1/4δ−β for all x ∈ D∗k} .
We define L∗k := L
∗
k−1 ∩ I∗(2, ζ3) ∩ H∗(k) for k ≥ 2. Suppose that we condition U∗k−1 on the
event L∗k−1. Since each branch γ∞∪γU(x,U∗0 ) with x ∈ D∗k−1 is a hittable set, by using a similar
iteration argument to that used for (36), as well as [47, Theorem 1.4] and [41, Corollary 1.3],
we see that the conditional probability of H∗(k) is bounded above by C exp{−c2k/4λ1/2}. With
this in mind, we let
L∗ =
k∗0⋂
k=1
L∗k.
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As at (37), we have
P (L∗) = P (L∗1)
k∗0∏
k=2
P
(
L∗k|L∗k−1
) ≥ (1− Cλ−ζ2/2) ∞∏
k=1
(
1− C (ε∗k)2
)
≥ 1− Cλ−ζ2/2.
The hard part of the proof is now complete. Indeed, on the event L∗, it is easy to check
that
dU (0, y) ≤ Cλ−1/4δ−β ,
as long as y ∈ (γ∞ ∩ B(0, λ−1/2δ−1)) ∪ U∗k∗0 . Since U
∗
k0
contains ∂iB(0, λ
−1δ−1), using [47,
Theorem 1.4] and [41, Corollary 1.3] again, we see that
P
(
dU (0, y) ≤ Cλ−1/4δ−β for all y ∈ B(0, λ−1δ−1)
)
≥ 1− Cλ−c. (40)
for some universal constants c, C ∈ (0, 1). This implies that
P
(
µU
(
BU
(
0, δ−β
))
< λ−1δ−3
)
≤ Cλ−c.
for some universal constants c, C ∈ (0,∞). Reparameterizing this, it follows that for all λ ≥ 1,
δ ∈ (0, 1) and θ ∈ (0, 1],
P
(
µU
(
BU
(
0, θδ−β
))
< λ−1δ−3
)
≤ Cθ− 3cβ λ−c,
which finishes the proof.
Let γv∞ be the infinite simple path in U started at v. When v = 0, we write γ0∞ = γ∞.
Fix a point v. The next lemma gives a lower bound on BU
(
x, θδ−β
) ∩ B(0, δ−1) uniformly in
x ∈ γv∞ ∩B(0, δ−1).
Lemma 4.3. There exist universal constants b0, c6, c7, c8 ∈ (0,∞) such that for all λ ≥ 1,
δ ∈ (0, 1), θ ∈ (0, 1] and all v ∈ B (0, λb0δ−1),
P
(
∃x ∈ γv∞ ∩B(0, δ−1) such that µU
(
BU
(
x, θδ−β
)
∩B(0, δ−1)
)
< λ−1δ−3
)
≤ c6θ−c7λ−c8 .
(41)
Proof. Again, by reparameterizing, it suffices to show the inequality (41) the case that θ = 1.
Also, we may assume that λ ≥ 2 is sufficiently large and that δ > 0 is sufficiently small. We
recall that we proved at (40) that there exist universal constants a1, a2 ∈ (0,∞) such that
P(A1) := P
(
B(0, λ−1δ−1) ⊆ BU
(
0, a2λ
−1/4δ−β
))
≥ 1− a2λ−a1 . (42)
Similarly to previously, we need to deal with the hittability of γ∞. To this end, define the event
A(ζ) by
A(ζ) =
 sup
x∈B(0,λδ−1): dist(x,γ∞)≤λ−
a1
10 δ−1
P xR
(
R
[
0, TR
(
x, λ−
a1
20 δ−1
)]
∩ γ∞ = ∅
)
≤ λ−ζa1
 .
From [45, Lemmas 3.2 and 3.3], it follows that there exist universal constants ζ4 ∈ (0, 1) and
C <∞ such that
P (A(ζ4)) ≥ 1−Cλ−a1 . (43)
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Now we let b0 = a1ζ4/5000 and take v ∈ B
(
0, λb0δ−1
)
, henceforth in this proof only, we write
γv∞ = γ∞ to simplify notation. We also write ρ0 for the first time that γ∞ exits B(0, δ−1) (we
set ρ0 = 0 if v /∈ B(0, δ−1)), set R = λ
ζ4a1
100 δ−1, and define ρ to be the first time that γ∞ exits
B(0, R). Then a similar argument used to deduce (39) gives that
P(A2) := P
(
γ∞[ρ,∞) ∩B(0, δ−1) = ∅, ρ ≤ λ
a1
50 δ−β
)
≥ 1− Cλ− ζ4a1100 .
So, it suffices to deal with the event that there exists an x ∈ γ∞[0, ρ] ∩B(0, δ−1) for which the
volume of BU
(
x, δ−β
) ∩B(0, δ−1) is less than λ−1δ−3.
Given these preparations, and moreover writing r = λ−
ζ4a1
100 δ−1, we decompose the path
γ∞[0, ρ] in the following way.
• Let τ0 = 0. For l ≥ 1, define τl by τl = inf{j ≥ τl−1 : |γ∞(j)− γ∞(τl−1)| ≥ r}.
• Let N be the unique integer such that τN−1 < ρ0 ≤ τN .
• Set τ ′1 = inf{j ≥ ρ0 : |γ∞(j)− γ∞(ρ0)| ≥ r}.
• For l ≥ 1, if ρl−1 < ρ, then we define τ ′l = inf{j ≥ ρl−1 : |γ∞(j)− γ∞(ρl−1)| ≥ r} and set
ρl = inf{j ≥ τ ′l : γ∞(j) ∈ B(0, δ−1)} ∧ ρ. Otherwise, we let τ ′l =∞ and ρl = ρ.
• Let N ′ be the smallest integer l such that ρl = ρ.
• For 0 ≤ l ≤ N ′ − 1, we let τ ′′l = max{j ≤ ρl : |γ∞(j) − γ∞(ρl)| ≥ r} if it is the case that
{j ≤ ρl : |γ∞(j)− γ∞(ρl)| ≥ r} 6= ∅. Otherwise, we set τ ′′l = ρl.
Notice that we don’t consider the sequence {τl} if v /∈ B(0, δ−1) since τ0 = ρ0 = 0 in that
case. (Namely, if v /∈ B(0, δ−1), we only consider the sequence {τ ′l}.) We also note that for any
x ∈ γ∞[ρ0, ρ] ∩B(0, δ−1), there exists 0 ≤ l < N ′ such that x ∈ γ∞[ρl, τ ′l+1].
Our first observation is that by considering the same decomposition for the corresponding
SRW, it follows that the probability that N + N ′ ≥ λζ4a1/10 is smaller than C exp{−cλc}.
Furthermore, applying [47, Theorem 1.4] together with [41, Corollary 1.3], with probability at
least 1 − C exp{−cλc}, it holds that τl − τl−1 ≤ λ−
ζ4a1
200 δ−β for all l = 1, 2, . . . , N , and that
τ ′l − ρl−1 ≤ λ−
ζ4a1
200 δ−β for all l = 1, 2, . . . , N ′. Consequently,
P(A3) ≥ 1− C exp{−cλc},
where the event A3 is defined by setting
A3 =
{
N +N ′ ≤ λ ζ4a110 , τl − τl−1 ≤ λ−
ζ4a1
200 δ−β for all l = 1, 2, . . . , N
and τ ′l+1 − τ ′′l ≤ λ−
ζ4a1
200 δ−β for all l = 0, 1, . . . , N ′ − 1
}
.
Replacing the constant ζ4 by a smaller constant if necessary, [45, Theorem 6.1] (see Propo-
sition 3.3) guarantees that γ∞ has no “quasi-loops”. Namely, it follows that
P(A4) ≥ 1− Cλ−ca1 ,
where the event A4 is defined by setting
A4 =
 B
(
γ∞(τl), λ−
a1
30 δ−1
)
∩ (γ∞[0, τl−1] ∪ γ∞[τl+1,∞)) = ∅ for all l = 1, 2, . . . , N and
B
(
γ∞(ρl), λ−
a1
30 δ−1
)
∩ (γ∞[0, τ ′′l ] ∪ γ∞[τ ′l+1,∞)) = ∅ for all l = 0, 2, . . . , N ′ − 1
 .
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We now consider a λ−
a1
10 δ−1-net of B(R), which we denote by D. We may assume that
for each y ∈ D ∩ B(δ−1), it holds that B(y, 2λ−1δ−1) ⊆ B(δ−1). Notice that the number of
the points in D is bounded above by Cλa1/3. For each 1 ≤ l ≤ N = 2, we can find a point
xl ∈ D ∩B(δ−1) satisfying |xl − γ∞(τl)| ≤ λ−
a1
10 δ−1. Also, for each 0 ≤ l ≤ N ′ − 1, there exists
a point x′l ∈ D ∩B(δ−1) satisfying |x′l − γ∞(ρl)| ≤ λ−
a1
10 δ−1. (Here, note that we can find x′l in
B(δ−1) since γ∞(ρl) ∈ B(δ−1).)
We perform Wilson’s algorithm as follows.
• The root of the algorithm is γ∞.
• Consider the SRW R1 started from x1, and run until it hits γ∞. We let U1 be the union of
γ∞ and LE(R1). Next, we consider the SRW R2 started at x2 until it hits U1; the union
of it and U1 is denoted by U2. We define U l for l = 3, 4, . . . , N − 2 similarly.
• Consider the SRW Z0 starting from x′0 until it hits UN−2. We let U˜0 be the union of UN−2
and LE(Z0). Next, we consider the SRW Z1 started at x′1 until it hits U˜0; the union of
LE(Z1) and U˜0 is denoted by U˜1. We define U˜ l for l = 2, 3, . . . , N ′ − 1 similarly.
• Finally, run sequentially LERWs from every point in Z3 \ U˜N ′−1 to obtain U .
Define F 0 := A1∩A2∩A3∩A4∩A(ζ4) as a “good” event for γ∞. Conditioning γ∞ on the event
F 0, we consider all simple random walks R1, R2, . . . , RN−2, Z0, Z1, . . . , ZN
′−1 starting from
x1, x2, . . . , xN−2, x′0, x
′
1, . . . , x
′
N ′−1 respectively. The event A(ζ4) ensures that the probability
that Rl (respectively Z l) exits B(xl, λ
− a1
20 δ−1) (resp. B(x′l, λ
− a1
20 δ−1) before hitting γ∞ is smaller
than λ−ζ4a1 for each l. Moreover, the event A4 says that the endpoint of Rl (resp. Z l) lies
in γ∞[τl−1, τl+1] (resp. γ∞[τ ′′l , τ
′
l+1]) for each l. On the other hand, the number of SRW’s
N +N ′ − 2 is less than λ ζ4a110 by the event A3. Also, we can again appeal to [47, Theorem 1.4]
and [41, Corollary 1.3] to see that with probability at least 1−C exp{−cλc}, the length of the
branch LE(Rl) (resp. LE(Z l)) is less than λ−
a1
40 δ−β for each l = 1, 2, . . . , N − 2 (respectively
l = 0, 1, . . . , N ′ − 1). Thus, taking the sum over l, we see that
P(F 1) ≥ 1− Cλ− ζ4a12 ,
where the event F 1 is defined by setting
F 1 =
{
LE(Rl) ⊆ B
(
xl, λ
− a1
20 δ−1
)
, the endpoint of Rl lies in γ∞[τl−1, τl+1],
and the length of LE(Rl) is smaller than λ−
a1
40 δ−β for all l = 1, 2, . . . , N − 2
}
∩
{
LE(Z l) ⊆ B
(
x′l, λ
− a1
20 δ−1
)
, the endpoint of Z l lies in γ∞[τ ′′l , τ
′
l+1],
and the length of LE(Z l) is smaller than λ−
a1
40 δ−β for all l = 0, 1, . . . , N ′ − 1
}
.
Recall that for each y ∈ D ∩ B(δ−1), it holds that B(y, 2λ−1δ−1) ⊆ B(δ−1). Since the
number of the points in D is bounded above by Cλa1/3, the translation invariance of U and (42)
tell that
P(F 2) ≥ 1− a2λ−
2a1
3 ,
where the event F 2 is defined by
F 2 =
{
B(xl, λ
−1δ−1) ⊆ BU
(
xl, a2λ
−1/4δ−β
)
for all l = 1, 2, . . . , N − 2
}
∩
{
B(x′l, λ
−1δ−1) ⊆ BU
(
x′l, a2λ
−1/4δ−β
)
for all l = 0, 1, . . . , N ′ − 1
}
.
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We set F 3 := F 0∩F 1∩F 2. Suppose that the event F 3 occurs. Take a point x ∈ γ∞[0, ρ0]. We
can then find l ∈ {0, 1, . . . , N−2} such that x ∈ γ∞[τl, τl+2]. Let yl be the endpoint of Rl. Since
yl lies in γ∞[τl−1, τl+1], and the event A3 holds, we see that dU (x, yl) ≤ τl+2−τl−1 ≤ 3λ−
ζ4a1
200 δ−β .
However, the event F 1 says that dU (yl, xl) ≤ λ−
a1
40 δ−β . Finally, the event F 2 ensures that for
every point z ∈ B(xl, λ−1δ−1), we have dU (xl, z) ≤ a2λ−1/4δ−β . So, the triangle inequality tells
that dU (x, z) ≤ 5λ−
ζ4a1
200 δ−β for all z ∈ B(xl, λ−1δ−1) ⊆ B(δ−1).
We next consider a point x ∈ γ∞[ρ0, ρ] ∩ B(δ−1). There then exists 0 ≤ l < N ′ such that
x ∈ γ∞[ρl, τ ′l+1]. Let y′l be the endpoint of Z l. Since y′l lies in γ∞[τ ′′l , τ ′l+1], and the event
A3 holds, we see that dU (x, y′l) ≤ τ ′l+1 − τ ′′l ≤ λ−
ζ4a1
200 δ−β . However, the event F 1 says that
dU (y′l, x
′
l) ≤ λ−
a1
40 δ−β . Finally, the event F 2 ensures that for every point z ∈ B(x′l, λ−1δ−1), we
have dU (x′l, z) ≤ a2λ−1/4δ−β . So, the triangle inequality tells that dU (x, z) ≤ 3λ−
ζ4a1
200 δ−β for all
z ∈ B(x′l, λ−1δ−1) ⊆ B(δ−1).
This implies that for all x ∈ γ∞[0, ρ] ∩B(δ−1),
µU
{
BU
(
x, 5λ−
ζ4a1
200 δ−β
)
∩B(δ−1)
}
≥ cλ−3δ−3. (44)
Reparameterizing this, we finish the proof.
Assumption 4 immediately follows from the next lemma.
Lemma 4.4. There exist constants c1, c2, c3 such that: for all λ ≥ 1, δ ∈ (0, 1) and θ ∈ (0, 1],
P
(
inf
x∈B(δ−1)
δ3µU
(
BU(x, θδ−β) ∩B(δ−1)
)
< λ−1
)
≤ c1θ−c2λ−c3 .
Proof. We will only consider the case that θ = 1. We also assume that λ ≥ 2 is sufficiently large
and that δ > 0 is sufficiently small, similarly to the proof of the previous lemma. Moreover,
we will use the same notation as in the proof of Lemma 4.3. Recall that the constants a1 and
ζ4 appeared at (42) and (43), and that we defined b0 := a1ζ4/5000 and R := λ
ζ4a1
100 δ−1. For
v ∈ B(λb0δ−1), ρ was defined to be the first time that γv∞ exits B(R) (ρ = 0 if v /∈ B(δ−1)). In
the proof of Lemma 4.3, we proved that for each v ∈ B(λb0δ−1),
P
(
µU
{
BU
(
x, λ−b1δ−β
)
∩B(0, δ−1)
}
≥ cλ−3δ−3 for all x ∈ γv∞[0, ρ] ∩B(δ−1)
)
≥ 1− Cλ−b1 ,
(45)
for some b1 > 0, see (44). Let b2 =
ζ4a1
108
∧ b1
108
. We consider a λ−b2δ−1-net D′ = (xl)Ml=1 of
B(0, 2δ−1). Note the number of points in D′, which is denoted by M , can be assumed to be
smaller than Cλ3b2 .
Now we perform Wilson’s algorithm as follows:
• The root of the algorithm is γ∞ = γ0∞.
• Consider the SRW R1 started at x1 ∈ D′, and run until it hits γ∞. Let U1 be the union of
LE(R1) and γ∞. We then consider the SRW Rl started from xl ∈ D′, and run until it hits
Ul−1; add LE(Rl) to Ul−1 – this union is denoted by Ul. Since M ≤ Cλ3b2 , by applying
(45) for each xl, we have
P(V 1) ≥ 1− Cλ−b1/2,
where the event V 1 is defined by setting
V 1 :=
{
µU
{
BU
(
x, λ−b1δ−β
)
∩B(δ−1)
}
≥ cλ−3δ−3 for all x ∈ UM ∩B(δ−1)
}
.
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• Taking a > 0 such that a∑∞j=1 j−2 = 1/2, we let ak = a∑kj=1 j−2, and consider a
2−kλ−b2δ−1-net Dk = (xki )i of B((2 − ak)δ−1), where the number of points in Dk is
bounded above by C23kλ3b2 . Let k0 be the smallest integer k such that 2
−kλ−b2δ−1 ≤ 1.
• Perform Wilson’s algorithm for all points in D1 adding new branches to UM ; the output
tree is denoted by Uˆ1. Then perform Wilson’s algorithm for points Dk (k = 2, 3, . . . , k0)
inductively; the output trees are denoted by Uˆ2, . . . , Uˆk0 . Note that B(δ−1) ⊆ Uˆk0 .
Since every branch generated in the procedure above is a hittable set, we can prove that
there exist universal 0 < b3 < b2 and C > 0 such that
P(V 2) ≥ 1− Cλb3 , (46)
where the event V 2 is defined by
V 2 :=
{
∀x ∈ Uˆk0 , dU (x, x(M)) ≤ λ−b3δ−β and x(M) ∈ B(δ−1)
}
.
Here, for each x, we write x(M) ∈ UM for the point such that dU (x, x(M)) = dU (x,UM ). The
inequality (46) can be proved in a similar way to the proof of Proposition 4.1, so the details are
left to the reader.
Suppose that the event V 1 ∩ V 2 occurs. Since B(δ−1) ⊆ Uˆk0 , this implies that for any
x ∈ B(δ−1), we have
µU
{
BU
(
x, 2λ−b3δ−β
)
∩B(0, δ−1)
}
≥ cλ−3δ−3.
A simple reparameterization completes the proof.
Combining Proposition 4.1 and Lemma 4.4, we have the following.
Corollary 4.5. Assumptions 2 and 4 hold.
4.3 Assumption 3
In this subsection, we will prove the following proposition.
Proposition 4.6. Assumption 3 holds.
Proof. In [40], it is proved that there exist universal constants b3, b4 ∈ (0,∞) such that for all
δ ∈ (0, 1) and λ ≥ 1,
P(J1) ≥ 1− b4λ−b3 , (47)
where the event J1 is defined by setting
J1 =
{
∀x, y ∈ γ∞ ∩B
(
λb3δ−1
)
with dU (x, y) ≤ λ−b4δ−β , |x− y| ≤ λ−b3δ−1
}
,
see [40, (7.19)] in particular. We also need the hittability of γ∞ as follows. For ζ > 0, define
the event J(ζ) by setting
J(ζ) =
{
P xR
(
R
[
0, TR
(
x, λb3/2δ−1
)]
∩ γ∞ = ∅
)
≤ λ−ζb3 for all x ∈ B
(
λb3/4δ−1
)}
.
It follows from [45, Lemma 3.2 and Lemma 3.3] that there exist universal constants C <∞ and
ζ5 ∈ (0, 1) such that for all δ > 0 and λ ≥ 1,
P (J(ζ5)) ≥ 1− Cλ−b3 .
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With this in mind, we set b5 =
ζ5b3
1000 and R1 = λ
b5δ−1. Let D′′ = (zl)l be a λ−b5δ−1-net of
B(R1). The number of points M
′′ of D′′ can be assumed to be smaller than Cλ6b5 . We perform
Wilson’s algorithm as follows. The root of the algorithm is γ∞ as usual. Then we consider the
loop-erasure of the SRWs R1, R2, . . . , RM
′′
started from z1, z2, . . . , zM ′′ respectively; we denote
the output tree by UM ′′ . Finally, we consider LERW’s starting from all points in Z3 \ UM ′′ .
Conditioning γ∞ on the event J1 ∩ J(ζ5), for each l = 1, 2, . . . ,M ′′, the probability that Rl
exits B
(
zl, λ
b3/2δ−1
)
before hitting γ∞ is, on the event J(ζ5), bounded above by λ−ζ5b3 . Taking
the sum over l, we see that if
J2 :=
{
Rl
[
0, TRl
(
x, λb3/2δ−1
)]
∩ γ∞ 6= ∅ for all l = 1, 2, . . . ,M ′′
}
,
then
P(J2) ≥ 1−Cλ−b5 .
On the other hand, if we define
J l3 =
{
∀x, y ∈ γzl∞ ∩B
(
zl, λ
b3δ−1
)
with dU (x, y) ≤ λ−b4δ−β , |x− y| ≤ λ−b3δ−1
}
,
for each l = 1, 2, . . . ,M ′′, (recall that γx∞ stands for the unique infinite path in U starting from
x,) by the translation invariance of U and (47), it follows that P(J l3) ≥ 1 − b4λ−b3 for all l.
Thus, letting
J3 =
M ′′⋂
l=1
J l3,
we have P(J3) ≥ 1− λ−b3 .
Now, suppose that the event J := J1 ∩ J(ζ5) ∩ J2 ∩ J3 occurs. The triangle inequality
tells that on the event J , for all x, y ∈ UM ′′ ∩ B(λ
2b3
3 δ−1) with dU (x, y) ≤ λ−b4δ−β , we have
|x− y| ≤ 3λ−b3δ−1. Thus
P
(
∀x, y ∈ UM ′′ ∩B
(
λ
2b3
3 δ−1
)
with dU (x, y) ≤ λ−b4δ−β , |x− y| ≤ 3λ−b3δ−1
)
≥ 1− Cλ−b5 .
By the translation invariance of U again, we can prove that each branch γzl∞ is also a hittable
set with high probability. Namely, if we let
J l(ζ) =
{
P xR
(
R
[
0, TR
(
x, λ−b5/2δ−1
)]
∩ γzl∞ = ∅
)
≤ λ−ζb5 for all x ∈ B(zl, λ−b5δ−1)
}
for each l = 1, 2, . . . ,M ′′, then by using [45, Lemma 3.2], we see that there exist universal
constants ζ6 ∈ (0, 1) and C <∞ such that for all δ ∈ (0, 1), λ ≥ 1 and l = 1, 2, . . . M ′′,
P
(
J l(ζ6)
)
≥ 1− Cλ−100b5 .
With this in mind, we let
J4 :=
M ′′⋂
l=1
J l(ζ6),
so that P(J4) ≥ 1− Cλ−b5 .
Conditioning UM ′′ on the event J ∩ J4, we perform Wilson’s algorithm for all points in
B(R1/2) \ UM ′′ , considering finer and finer nets there as in the proof of Proposition 4.1. The
event J4 ensures that every SRW starting from a point w in B(R1/2) hits UM ′′ before it exits
B(w, λ−b5/3δ−1) with probability at least 1 − Cλ−ζ6b5λ
b5
6 . Thus we can conclude that with
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probability at least 1 − Cλ−b5 , we have diam(γU (w,UM ′′)) ≤ λ−b5/3δ−1 and dU (w,UM ′′) ≤
λ−b5/4δ−β for all w ∈ B (0, R1/2). Therefore, by the triangle inequality again, it follows that
P
(
∀x, y ∈ U ∩B (R1/2) with dU (x, y) ≤ λ−b4δ−β , |x− y| ≤ λ−b3/5δ−1
)
≥ 1− Cλ−b5 . (48)
Finally, Proposition 4.1 shows that with probability 1 − Cλ−cb5 , BU(0, Lδ−β) ⊆ B(R1/2) for
each fixed L. Combining this with (48) completes the proof.
5 Exponential lower tail bound on the volume
In Lemma 4.3, we established a polynomial (in λ) lower tail bound on the volume of a ball.
In this section, we will improve this bound to an exponential one, see Theorem 5.2 below. We
start by proving the following analogue of [9, Theorem 3.4] in three dimensions. The proof
strategy is modelled on that of the latter result, though there is a key difference in that the
Beurling estimate used there (see [33, Theorem 2.5.2]) is not applicable in three dimensions,
and we replace it with the hittability estimate of Proposition 3.10.
Theorem 5.1. There exist constants c, C, b ∈ (0,∞) such that: for all R ≥ 1 and λ ≥ 1,
P
(
µU (BU(0, R)) ≤ λ−1R
3
β
)
≤ C exp
{
−cλb
}
. (49)
Proof. We begin by describing the setting of the proof. We assume that λ ≥ 1 is sufficiently
large, and let a = 99100 . Let q = [λ
(1−a)/3] be the number of subsets I0, I1, . . . , Iq of the index
set {1, 2, . . . , λ}, as defined in (22). Note that for all 0 ≤ j1 < j2 ≤ q and all i1 ∈ Ij1 , i2 ∈ Ij2
we have
dist (∂Di1 , ∂Di2) ≥ λa−1R. (50)
For each j = 0, 1, . . . , q, recall that the event Fj stands for the event that there exists a “good”
index i ∈ Ij in the sense that γ[ti, σi] is a hittable set. By Proposition 3.10, with probability at
least 1− λ1−a exp {−c1λa}, the ILERW γ has a good index in Ij for every j = 0, 1, . . . , q. Let
F =
q⋂
j=1
Fj , (51)
and suppose that the event F occurs. It then holds that, for each j = 0, 1, . . . , q, we can find
a good index ij ∈ Ij such that the event Aij occurs. We will moreover fix deterministic nets
W p = (wpk)k, p = 1, 2, 3, of B(2R) satisfying
B(2R) ⊆
⋃
k
B
(
wpk,
R
102λ2p
)
and |wpk − wpk′ | ≥
R
104λ2p
for all k 6= k′.
Note that we may assume that |W p| ≍ λ6p.
From now on, we assume that the event F occurs whenever we consider γ. We also highlight
the correspondence between our setting and that of [9, Theorem 3.4]. In the proof of [9, Theorem
3.4], k points z1, z2, . . . , zk were chosen on the ILERW. Here the points xi0 = γ(ti0), xi1 =
γ(ti1), . . . , xiq = γ(tiq ) correspond to those points. Setting n =
R
2λ , we write Bj = B(xij , n) for
j = 0, 1, . . . , q. Note that for each j1 6= j2
dist (Bj1 , Bj2) ≥
λa−1R
2
(52)
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by (50).
As in [9, (3.18) and (3.19)], we define the events F 1, F 2 by setting
F 1 = {γ[T2R,∞) hits more than q/2 of B0, B1, . . . Bq} , (53)
F 2 =
{
T2R ≥ λa′Rβ
}
,
where Tr is the first time that γ exits B(r), and a
′ = 11000 , see Figure 7. Here we also need to
introduce the event F 3, as given by
F 3 =
{∃w1k ∈W 1 such that N1k ≥ λ5} ,
where N1k is defined by
N1k =
∣∣∣∣{w2l ∈W 2 : B (w2l , R102λ4
)
⊆ B
(
w1k,
R
102λ2
)
and B
(
w2l ,
R
102λ4
)
∩ γ[0,∞) 6= ∅
}∣∣∣∣ ,
i.e., N1k stands for the number of balls of the net W
2 contained in B(w1k,
R
102λ2
) and hit by
ILERW γ.
We will first show that P(F 1) is exponentially small in λ. Let Γr be the set of paths ζ
satisfying P(γ[0, Tr ] = ζ) > 0. Namely, Γr stands for the set of all possible candidates for
γ[0, Tr]. Take ζ ∈ Γ2R, and let z = ζ (len(ζ)) be the endpoint of ζ. Write Y for the random
walk started at z and conditioned on the event that Y [1,∞) ∩ ζ = ∅. The domain Markov
property (see [33, Proposition 7.3.1]) yields that the distribution of γ[T2R,∞) conditioned on
the event {γ[0, T2R] = ζ} coincides with that of LE(Y [0,∞)). Therefore, we have
P(F 1) ≤
∑
ζ∈Γ2R
P(Hζ)P (γ[0, T2R] = ζ) ,
0
B0
B1
Bq
∂B(2R)
Figure 7: A typical realisation of γ on the event F 1, as defined at (53).
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where the event Hζ is defined by
Hζ = {Y hits more than q/2 of B0, B1 . . . , Bq} .
Recall that Rz stands for the SRW started at z. We remark that dist(z,Bj) ≥ R/4 for all
j ∈ {0, 1, . . . , q}. Let τ be the first time that Rz exits B(z,R/8), and observe that
P (Rz[1,∞) ∩ ζ = ∅) ≍ P (Rz[1, τ ] ∩ ζ = ∅) . (54)
Indeed, it is clear that the left-hand side is bounded above by the right-hand side. To see the
opposite inequality, we note that [47, Proposition 6.1] (see also [45, Claim 3.4]) yields that
P (Rz[1,∞) ∩ ζ = ∅)
≥ P
(
Rz[1, τ ] ∩ ζ = ∅, dist (B(2R), Rz(τ)) ≥ R
16
, Rz[τ,∞) ∩B(2R) = ∅
)
≥ cP
(
Rz[1, τ ] ∩ ζ = ∅, dist (B(2R), Rz(τ)) ≥ R
16
)
≥ c′P (Rz[1, τ ] ∩ ζ = ∅) ,
which gives (54). Consequently, we obtain that
P(Hζ) ≤ CP (R
z[1, τ ] ∩ ζ = ∅, Rz hits more than q/2 of B0, B1 . . . , Bq)
P (Rz[1, τ ] ∩ ζ = ∅)
≤ C max
z′∈B(z,R/8)
P
(
Rz
′
hits more than q/2 of B0, B1 . . . , Bq
)
.
Take z′ ∈ B(z,R/8), and note that dist(z′, Bj) ≥ R/8 for all j ∈ {0, 1, . . . , q}. We define a
sequence of stopping times u1, u2, . . . as follows. Let
u1 = inf
t ≥ 0 : Rz′(t) ∈
q⋃
j=0
Bj
 ,
and j1 be the unique index such that Rz
′
(u1) ∈ Bj1 . For l ≥ 2, we define ul by setting
ul = inf
t ≥ ul−1 : Rz′(t) ∈
 q⋃
j=0
Bj
 \Bjl−1
 ,
and write jl for the unique index such that Rz
′
(ul) ∈ Bjl . Since the distance between two
different balls is bigger than λa−1R/2 by (52), and each ball has radius n = R/2λ, it follows
from [33, Proposition 1.5.10] that
P (ul <∞ ul−1 <∞) ≤ Cλ−aλ1−a = Cλ−
49
50 ,
for all l. Thus, taking λ sufficiently large so that Cλ−
49
50 < 1/2, it holds that
P(Hζ) ≤ C(1/2)q/2 ≤ C exp
{
−cλ 1100
}
,
which gives
P(F 1) ≤ C exp
{
−cλ 1100
}
. (55)
As for the event F 2, we have from Proposition 3.5 that
P(F 2) ≤ C exp
{
−cλa′
}
. (56)
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Finally, we will deal with the event F 3. Define
M1k =
∣∣∣∣{w2l ∈W 2 : B(w2l , R102λ4
)
⊆ B
(
w1k,
R
102λ2
)
and B
(
w2l ,
R
102λ4
)
∩ S[0,∞) 6= ∅
}∣∣∣∣ ,
i.e. M1k stands for the number of balls of the netW
2 contained in B
(
w1k,
R
102λ2
)
and hit by SRW
S[0,∞). It is clear that N1k ≤ M1k . Thus, on the event F 3, there exists w1k ∈ W 1 such that
M1k ≥ λ5. However, for each k, it is easy to see that P(M1k ≥ λ5) ≤ Ce−cλ. Therefore, since
|W 1| ≍ λ6, we see that
P(F 3) ≤ C exp
{
−cλ1/2
}
. (57)
We are now ready to follow the proof of [9, Theorem 3.4]. If the event F c ∪ F 1 ∪ F 2 ∪ F 3
(recall that the event F is defined at (51)) occurs, we terminate the algorithm with a ‘Type
1’ failure. Otherwise, for each j = 0, 1, . . . , q, we can find zj ∈ W 3 ∩ B(xij , n/8) such that
B(zj , λ
−4) ∩ γ[0,∞) = ∅. Using this point zj , we write
B′j = B
(
zj , λ
−4R
)
, B′′j = B
(
zj , λ
−6R
)
.
Let U0 = γ[0,∞). Suppose that the event F ∩
⋂3
k=1(F
k)c occurs. We consider the SRW Rz0
until it hits U0. Let γ0 = LE(Rz0) be its loop-erasure which is the branch on U between z0 and
U0. Define the event G01 by G01 = {Rz0 6⊆ B0}. Since γ satisfies the event F , we see that
P
(
(G01)
c
) ≥ c0. (58)
Suppose that the event G01 occurs. We mark the ball Bj as ‘bad’ if R
z0 ∩ Bj 6= ∅. Otherwise,
we define the event G02 := {len(γ0) ≥ λ−1/2Rβ} ∩ {Rz0 ⊆ B0}. If the event G02 occurs, we also
mark B0 as ‘bad’ (we only mark B0 in this case). By Proposition 3.5, it holds that
P
(
G02
) ≤ C exp{−cλ1/2} . (59)
If the event (G01)
c∩(G02)c occurs, we use Wilson’s algorithm to fill in the reminder of B′′0 . Define
the event G03 by setting
G03=
{
∃v ∈ B′′0 such that γU (v, γ0 ∪ U0) 6⊆ B′0 or len (γU (v, γ0 ∪ U0)) ≥ λ−2Rβ
}
∩(G01)c∩(G02)c,
where we recall that γU (v,A) stands for the branch on U between v and A. Modifying the proof
of Lemma 4.2, we see that
P
(
G03
) ≤ Cλ−c (60)
for some universal constants c, C ∈ (0,∞). Suppose that the event G03 occurs. We again
mark the ball Bj as ‘bad’ if S
v hits Bj for some v ∈ B′′0 in the algorithm above. If the event
(G01)
c ∩ (G02)c ∩ (G03)c occurs, we label this first ‘ball step’ as successful and we terminate the
whole algorithm. In this case, for all v ∈ B′′0
dU (0, v) ≤
(
λa
′
+ λ−1/2 + λ−2
)
Rβ ≤ Cλa′Rβ,
and so
µU
(
BU
(
0, Cλa
′
Rβ
))
≥ cλ−18R3. (61)
If the event G01 ∪ G02 ∪ G03 occurs, we denote the number of bad balls by NB0 . Using a similar
idea used to establish (55), we see that
P
(
NB0 ≥
√
q/4
) ≤ C exp{−cλ1/200} . (62)
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If NB0 ≥
√
q/4, we terminate the whole algorithm as ‘Type 2’ failure. If NB0 <
√
q/4, we can
choose Bj which is not bad and perform the second ‘ball step’, replacing B0 with Bj in the
above. We terminate this ball step algorithm whenever we get a successful ball step or we have
Type 2 failure. We write F 4 for the event that some ball step ends with a Type 2 failure. Since
we perform at most q1/2 ball steps, it follows from (62) that
P(F 4) ≤ C exp
{
−cλ1/400
}
. (63)
Finally, we let F 5 be the event that we can perform the jth ball step for all j = 1, 2 . . . , q1/2
without Type 2 failure and success. By combining (58), (59) and (60), taking λ sufficiently
large, we see that each ball step has a probability at least c0/2 of success. Therefore, we have
P(F 5) ≤ C exp
{
−cλ1/200
}
. (64)
Once we terminate the ball step algorithm with a success, we end up with a good volume
estimate as in (61). Combining (55), (56), (57), (63), (64) with Proposition 3.10, we conclude
that
P
(
µU
(
BU
(
0, Cλa
′
Rβ
))
≥ cλ−18R3
)
≥ 1− C exp
{
−cλa′
}
.
Reparameterizing this gives the desired result.
We are now ready to derive the main result of this section, which gives exponential control
of the volume of balls, uniformly over spatial regions.
Theorem 5.2. There exist constants c, C, b ∈ (0,∞) such that: for all R ≥ 1 and λ ≥ 1,
P
(
inf
x∈B(R1/β )
µU
(
BU
(
x, λ−b
′
R
))
≤ λ−1R 3β
)
≤ C exp
{
−cλb
}
. (65)
Proof. We will follow the strategy used in the proofs of Lemmas 4.3 and 4.4. Theorem 5.1 tells
us that if A1 := {|BU (0, λ−1R)| ≤ λ−4R
3
β }, then
P(A1) ≤ C exp
{
−cλb
}
, (66)
We may assume that b ∈ (0, 1). We also let b1 = b/1000. Applying Proposition 3.8 with
s = exp{−λb1}R1/β , r = exp{−λb1/2}R1/β and K = 100, we find that there exists universal
constants η ∈ (0, 1) and C > 0 such that
P(A2) ≤ C exp
{
−λb1
}
,
where A2 is defined to be the event{
∃v ∈ B(5R1/β) such that dist(v, γ) ≤ e−λb1R1/β and P v (Rv[0, tv ] ∩ γ = ∅) ≥ e−ηλb1
}
.
Here, γ represents the ILERW started at the origin, Rv stands for a SRW started at v, the
probability law of which is denoted by P v, and tv stands for the first time that R
v exits
B(v, exp{−λb1/2}R1/β). We next use Proposition 3.3 to conclude that there exists universal
constants C,M <∞ such that
P(A3) ≤ C exp
{
−λb1/M
}
,
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where the event A3 is defined by
A3 =
{ ∃v ∈ B(5R1/β) and i < j such that γ(i), γ(j) ∈ B (v, 10 exp{−λb1/2}R1/β)
and γ[i, j] 6⊆ B (v, 10−1 exp{−λb1/M}R1/β)
}
,
Namely, the event A3 says that γ has a quasi-loop in B(5R
1/β). We next let
δ = 10−3min{η, 1/M}, (67)
and define a sequence of random times s1, s2, . . . by setting s0 = 0,
s1 = inf
{
t ≥ 0 : γ(t) /∈ B
(
exp{−δλb1}R1/β
)}
,
si = inf
{
t ≥ si−1 : γ(t) /∈ B
(
γ(si−1), exp{−δλb1}R1/β
)}
, ∀i ≥ 2.
Let xi = γ(si), write
I =
{
i ≥ 1 : (γ[si−1, si] ∪ γ[si, si+1] ∪ γ[si+1, si+2]) ∩B(4R1/β) 6= ∅
}
,
and set N = |I|. By considering the number of balls of radius exp{−δλb1}R1/β crossed by a
SRW before ultimately leaving B(4R1/β), we see that
P(A4) ≤ C exp
{
−ceδλb1
}
,
where A4 := {N ≥ exp{3δλb1}}. A similar argument to that used in [40, (7.51)] yields that
P(A5) ≤ C exp
{
−ce δλ
b1
2
}
,
where A5 is the event that there exists an i ∈ I such that si − si−1 ≥ exp{−δλb1/2}R. Thus,
defining the event A by setting
A =
5⋂
i=1
Aci ,
combining the above estimates gives us that
P(A) ≥ 1− C exp
{
−λb1/M
}
. (68)
We now fix a net W = (wj)j of B(5R
1/β) such that
B(5R1/β) ⊆
⋃
j
B
(
wj , exp{−λb1}R1/β
)
and |W | ≍ exp{3λb1}. For i ∈ I, let wi ∈ W be a point for which |xi − wi| ≤ exp{−λb1}R1/β .
We now use Wilson’s algorithm for all points wi. On A
c
2, it holds that, for each i ∈ I,
Pwi (Rwi [0, twi ] ∩ γ = ∅) ≤ exp{−ηλb1}.
Therefore we have
P(B1) ≤ C exp{−ηλb1} exp{3δλb1} ≤ C exp{−ηλb1/2}, (69)
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where B1 is the event that there exists i ∈ I such that Rwi [0, twi ] ∩ γ = ∅. Suppose that the
event Bc1 occurs. For i ∈ I, write ui for the first time that Rwi hits γ, and let zi = Rwi(ui). On
Ac3, we have that zi ∈ γ[si−1, si] ∪ γ[si, si+1], because otherwise γ has a quasi-loop. We define
the events B2 and B3 by setting
B2 =
{
∃i ∈ I such that len (LE (Rwi [0, ui])) ≥ exp{−λb1/4}R
}
,
B3 =
{
∃i ∈ I such that ∣∣BU (wi, λ−1R)∣∣ ≤ λ−4R 3β} .
Combining the translation invariance of U with Proposition 3.5 ensures that
P(B2) ≤ C exp
{
−ceλb1/4
}
. (70)
Moreover, by (66) and the translation invariance of the UST again, we have
P(B3) ≤ Ce−cλb × e3λb1 ≤ Ce−cλb/2,
where we use the fact that |W | ≍ e3λb1 and b1 = b/1000. Defining
B =
3⋂
j=1
Bcj ,
we have proved that
P(A ∩B) ≥ 1− C exp
{
−δλb1
}
,
where we recall that δ > 0 was defined as in (67).
Next, suppose that the event A∩B occurs. Take x ∈ γ ∩B(4R1/β). We can then find some
i ∈ I such that x ∈ γ[si, si+1]. On Ac5, we have
dU (xi−1, xi) ≤ exp{−δλb1/2}R and dU (xi, xi+1) ≤ exp{−δλb1/2}R.
Furthermore, on Bc1 ∩Ac3 ∩Bc2, it holds that
zi ∈ γ[si−1, si] ∪ γ[si, si+1] and dU (wi, zi) ≤ exp{−λb1/4}R.
This implies that dU (wi, x) ≤ exp{−δλb1/4}R. If Bc3 also holds, it follows that we have
µU
(
BU
(
x, 2λ−1R
)) ≥ λ−4R 3β .
Consequently, we have proved that there exist universal constants C, δ, b1 ∈ (0,∞) such that
for all R and λ
P
(
µU
(
BU
(
x, λ−1R
)) ≥ λ−5R 3β for all x ∈ γ ∩B(4R1/β)) ≥ 1− C exp{−δλb1} . (71)
Finally, once we get (71), the proof of (65) can be completed by following the strategy used
to prove Lemma 4.4 given Lemma 4.3. Indeed, thanks to (71), we can use a net whose mesh
size is exponentially small in λ, which guarantees the exponential bound as in (49). The simple
modification is left to the reader.
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6 Exponential upper tail bound on the volume
Complementing the main result of the previous section, we next establish an exponential tail
upper bound on the volume, see Theorem 6.2, which improves the polynomial tail upper bound
on the volume proved in Proposition 4.1. We begin with the following proposition.
Proposition 6.1. There exist constants c, C, a ∈ (0,∞) such that: for all R ≥ 1 and λ ≥ 1,
P
(
BU
(
0, λ−1Rβ
)
6⊆ B(R)
)
≤ C exp{−cλa}.
In particular, it holds that
P
(
µU
(
BU
(
0, λ−1Rβ
))
≥ R3
)
≤ C exp{−cλa}.
Proof. The second inequality immediately follows from the first one. Thus it remains to prove
the first inequality. We follow the strategy used in the proof of [9, Theorem 3.1]. We may
assume that λ is sufficiently large. It follows from Proposition 3.5 that there exist constants
C, c and a0 > 0 such that
P
(
TR/8 < λ
−1Rβ
)
≤ C exp{−cλa0},
where again Tr stands for the first time that the ILERW γ exits B(r). Setting a1 = a0/10, we
define a sequence of nets Dk as follows. For k ≥ 1, set δk = 2−k exp{−λa1}, ηk = (2k)−1, and
k0 be the smallest integer such that δk0R < 1. Defining
Ak := B(R) \B ((1− ηk)R) ,
let Dk be a set of points in Ak satisfying |Dk| ≍ δ−3k and also that
Ak ⊆
⋃
w∈Dk
B (w, δkR) .
We then perform Wilson’s algorithm as follows.
• Let U0 = γ be the ILERW, which is the root of the algorithm.
• Take w ∈ D1, and consider the SRW Rw started at w, and run until it hits U0. We add
LE(Rw) to U0. We choose another point w′ ∈ D1 and add the loop-erasure of Rw′ , a SRW
started at w′ and run until it hits the part of the tree already constructed. We perform
the same procedure for every point in D1. Let U1 be the output tree.
• We perform the same algorithm as above for all points in D2. Let U2 be the output tree.
Similarly, we define Uk.
• We perform Wilson’s algorithm for all points in U ck0 .
Since δk0R < 1, we note that ∂iB(R) ⊆ Ak0 ⊆ Uk0 .
Now, take w ∈ D1, and let Nw be the first time that γU (0, w) exits B(R/8). Using [43,
Proposition 4.4], we see that
P
(
Nw < λ
−1Rβ
)
≤ CP
(
TR/8 < λ
−1Rβ
)
≤ C exp{−cλa0}
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for each w ∈ D1. Thus if we define the event F1 by setting
F1 =
{
TR/8 < λ
−1Rβ
}
∪
⋃
w∈D1
{
Nw < λ
−1Rβ
}
,
then it follows that
P(F1) ≤ Cδ−31 exp{−cλa0} ≤ C exp{−c′λa0},
where we have used the fact that |D1| ≍ δ−31 ≍ exp{3λa1} and that a1 = a0/10.
Next, for b > 0, we define Gw1 (b) to be the event{
∃v ∈ B(2R) with dist (v, γU (w,∞)) ≤ δ1R such that P v (Rv[0, ξ] ∩ γU (w,∞) = ∅) ≥ δb1
}
,
where ξ is the first time that Rv exits B
(
v,
√
δ1R
)
. Applying Proposition 3.8 to the case that
K = 100, it holds that there exists b0 > 0 such that
P(Gw1 ) := P (G
w
1 (b0)) ≤ Cδ501 . (72)
So, if we define the event G1 := ∪w∈D1Gw1 , then
P(G1) ≤ Cδ471 .
Suppose that the event F c1 ∩ Gc1 occurs, and perform Wilson’s algorithm (see [49]) from all
points in D2. For w ∈ D2, define Hw2 := {γU (w, 0) enters B(R/2) before it hits U1}, and let
H2 = ∪w∈D2Hw2 . The event Hw2 implies that Rw enters B(R/2) without hitting U1. Since the
event Gc1 occurs, we see that
P(Hw2 ) ≤
(
δb01
)cδ−1/21
,
and thus we have
P(H2) ≤ Cδ101 .
For w ∈ D2, we then define Gw2 = Gw2 (b0) to be the event{
∃v ∈ B(2R) with dist (v, γU (w,∞)) ≤ δ2R such that P v (Rv[0, ξ] ∩ γU (w,∞) = ∅) ≥ δb02
}
,
where ξ is the first time that Rv exits B(v,
√
δ2R), and b0 is the constant defined as above (see
(72) for b0). Using [45, Lemma 3.2 and Lemma 3.3] once again (with r =
√
δ2R and s = δ2R),
we have
P(Gw2 ) ≤ Cδ502 .
Importantly, we can take b0 depending only on K = 100. Define the event G2 by setting
G2 := ∪w∈D2Gw2 , and then
P(G2) ≤ Cδ472 .
Defining Hk and Gk, k ≥ 3 similarly, it follows that
P(Hk ∪Gk) ≤ Cδ47k .
Finally, we define
J = F c1 ∩Gc1 ∩
k0⋂
k=2
(Hck ∩Gck).
On the event J , we have the following.
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• For all k = 1, 2, . . . k0 and every w ∈ Dk, the first time that γU (0, w) exits B(R/8) is
greater than λ−1Rβ.
• The set Dk0 disconnects 0 and B(R)c.
Thus, on the event J , it holds that BU
(
0, λ−1Rβ
) ⊆ B(R). Since
P(Jc) ≤ C exp{−c′λa0}+ C
k0∑
k=1
δ47k ≤ C exp{−λa1},
we have thus completed the proof.
We are now ready to establish the main result of the section.
Theorem 6.2. There exist constants c′, C ′, a′ ∈ (0,∞) such that: for all R ≥ 1 and λ ≥ 1,
P
(
max
z∈B(R1/β )
µU
(
BU
(
z, λa
′
R
))
≥ λR3/β
)
≤ C ′ exp{−c′λa′}. (73)
Proof. Since the proof is very similar to that of Theorem 5.2, we will only explain how to modify
it here. Also, we will use the same notation used in the proof of Theorem 5.2. Proposition 6.1
tells that there exist constants c, C, b ∈ (0,∞) such that
P(A′1) ≤ C exp{−cλb}, (74)
where A′1 := {µU (BU (0, λR)) ≤ λ10R
3
β }. In this proof, we choose the constant b in this way,
and let b1 = b/1000. Using this constant b1, we define the events A2, . . . , A5 as in the proof of
Theorem 5.2. Let A = (A′1)
c ∩ (∩5i=2Aci) so that
P(A) ≥ 1− C exp
{
−λb1/M
}
,
see (68). We also recall the events B1 and B2 defined in the proof of Theorem 5.2, for which
P(B1 ∪B2) ≤ C exp{−ηλb1/2},
see (69) and (70). Moreover, let
B′3 =
{
∃i ∈ I such that µU (BU (wi, λR)) ≥ λ10R
3
β
}
.
Combining (74) with the translation invariance of the UST, we have
P(B′3) ≤ Ce−cλ
b × e3λb1 ≤ Ce−cλb/2,
where we have also used the fact that |W | ≍ e3λb1 and b1 = b/1000. Setting B = Bc1∩Bc2∩(B′3)c,
we then have that
P(B) ≥ 1− C exp{−ηλb1/4}.
Now, suppose that the event A ∩ B occurs, and let x ∈ γ ∩ B(4R1/β). We can then find
some i ∈ I such that x ∈ γ[si, si+1]. Since Ac5 holds, we have
dU (xi−1, xi) ≤ exp{−δλb1/2}R and dU (xi, xi+1) ≤ exp{−δλb1/2}R.
Furthermore, since Bc1 ∩Ac3 ∩Bc2 holds, we have that
zi ∈ γ[si−1, si] ∪ γ[si, si+1] and dU (wi, zi) ≤ exp{−λb1/4}R.
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This implies that dU (wi, x) ≤ exp{−δλb1/4}R. Given (B′3)c also holds, we therefore have
µU (BU (x, λR/2)) ≤ λ10R
3
β .
Consequently, we have proved that there exist universal constants C, δ, b1 ∈ (0,∞) such that:
for all R and λ,
P
(
µU (BU (x, λR/2)) ≤ λ10R
3
β for all x ∈ γ ∩B(4R1/β)
)
≥ 1− C exp
{
−δλb1
}
. (75)
Similarly to the comment at the end of the proof of Theorem 5.2, given (75), the proof of (73)
follows by applying the same strategy as that used to prove Lemma 4.4 given Lemma 4.3. Indeed,
given (75), we can use a net whose mesh size is exponentially small in λ, which guarantees the
exponential bound as in (73). The simple modification is again left to the reader.
7 Convergence of finite-dimensional distributions
As noted in the introduction, the existence of a scaling limit for the three-dimensional LERW
was first demonstrated in [30]. The work in [30] established the result in the Hausdorff topology,
and this was recently extended in [40] to the uniform topology for parameterized curves. Whilst
the latter seems a particularly appropriate topology for understanding the scaling limit of the
LERW, the results in [30, 40] are restrictive when it comes to the domain upon which the
LERW is defined. More specifically, we say that a LERW is defined in a domain D if it starts
in an interior point of D and ends when it reaches the boundary of D. The assumptions in [30]
cover the case of LERWs defined in domains with a polyhedral boundary, while [40] requires
the domain to be a ball or the full space.
In this section, we extend the existence of the scaling limit to LERWs defined in the domain
R
3\ ∪Kj=1 trKj , where each Kj is itself a path of the scaling limit of a LERW. Once we gain
this level of generality, we use Wilson’s algorithm to obtain the convergence in distribution of
rescaled subtrees of the UST (see Figure 8 for an example realisation of the subtree spanning a
finite collection of points). This will be crucial for establishing the convergence part of Theorem
1.1. We begin by introducing some notation for subtrees.
7.1 Parameterized trees
A parameterized tree is an encoding for an infinite tree embedded in the closure of R3. This
encoding is specialized for infinite trees with a finite number of spanning points and one end.
More precisely, a parameterized tree T with K spanning points is defined as T = (X,Γ)
where:
1. X = {x(1), . . . , x(K)} ⊂ R3 are the spanning (or distinguished) points; and
2. γx(i) is a transient parameterized (simple) curve starting at x(i), and
Γ = {γx(i) : 0 ≤ i ≤ K}.
We require that for any pair i, j there exist merging times si,j, sj,i ≥ 0 satisfying
(a) γx(i)|[si,j ,∞) = γx(j)|[sj,i,∞); and
(b) tr γx(i)|[0,si,j) ∩ tr γx(j)|[0,sj,i) = ∅.
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Figure 8: A realisation of a subtree of the UST of δZ3 spanned by 0 and the corners of the
cube [−1, 1]3. The tree includes part of its path towards infinity (in green). Colours indicate
different LERWs used in Wilson’s algorithm.
Let FK be the space of parameterized trees with K distinguished points. We endow FK
with the distance
dFK
(
T , T˜
)
:= max
1≤i≤K
{
χ
(
γx(i), γ˜x˜(i)
)}
+ max
1≤i,j≤K
{|si,j − s˜i,j|},
for T = (X,Γ), T˜ = (X˜, Γ˜) ∈ FK .
We write
trT =
⋃
γ∈Γ
tr γ
for the trace of a parameterized tree.
Proposition 7.1. Let T be a parameterized tree. Then trT is a topological tree with one end.
Additionally, for any z, w ∈ trT there exists a unique curve from z to infinity on T , denoted
by γz and a unique curve from z to w in T denoted by γz,w.
Proof. The set trT is path-connected as a consequence of condition (2a) in the definition of a
parameterized tree. It is also one-ended, since ∩Ki=1γx(i) is a single parameterized curve towards
infinity.
The main task in this proof is to show that there cannot be cycles embedded in trT .
We proceed by contradiction. Let S1 be the circle and assume that ϕ : S1 → trT is an
injective embedding. Since every curve in Γ is simple and ϕ is injective, then ϕ(S1) intersects
at least two different curves, say γx(i) and γx(j). From the definition of merging times, we
see that T 2 = tr γx(i) ∪ tr γx(j) is homeomorphic to ([0,∞) × {0}) ∪ ({1} × [0, 1]), but the
latter space cannot contain a embedding of S1. It follows that ϕ(S1) intersects at least a
third curve γx(ℓ). We assume that ϕ(S1) is contained in T 3 = tr(γx(i)) ∪ tr(γx(j)) ∪ tr(γx(ℓ)).
Under the last assumption, it is necessary that γx(ℓ) intersects γx(i) and γx(j) before these
last two curves merge (otherwise the case is similar to T 2). Denote the intersection times by
tℓ,i and ti,ℓ, so γx(ℓ)(tℓ,i) = γx(i)(ti,ℓ). We use the same notation for γx(j). Then, we have
that ti,ℓ < si,j and tj,ℓ < sj,i. Without loss of generality, tℓ,i < tℓ,j. However, it is easy to
verify that tℓ,i is not the merging time sℓ,i, since γx(ℓ)|[tℓ,i,∞) does not merge with γx(i) at that
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x(2) x(3)
Figure 9: S is a parameterized tree with spanning points x(1), x(2) and x(3). The restriction
S |s is the union of the paths between x(i) and pi, with i = 1, 2, 3. In this example, S |r and
S |s are different inside the radius m. A crucial difference between these two sets is that S |r
is connected, but S |s is disconnected.
point. Therefore sℓ,i does not exist, and this conclusion contradicts the definition of Γ. It
follows that ϕ(S1) is not contained in T 3, but it intersects more curves, e.g. all of them in
trT = ∪Ki=1 tr((γx(i))). However, the argument that we used for T 3 also applies to trT . We
conclude that the embedding ϕ does not exist.
Finally, observe that trT is one ended and all curves in Γ are parameterized towards infinity.
It is then straightforward to define γz and γz,w.
A corollary of Proposition 7.1 is that the intrinsic distance in trT is well-defined. It is given
by
dT (z, w) := T (γ
z,w), z, w ∈ trT
where T (·) is the duration of a curve.
We will consider restrictions of parameterized trees to balls centred at the origin. For a
parameterized tree T = (X,Γ), let R ≥ 1 be large enough so that X ⊆ BE(R). We restrict
each curve in Γ to γx(i)|R (where the restriction to the ball of radius R > 0 is in the sense
described in Subsection 3.2), and define the restriction of a parameterized tree to BE(R) as the
subset of R3
T |R :=
⋃
γ∈Γ
tr γx(i)|R.
Note thatT |R may not be connected for some values of R > 0. But for R large enough, T |R is
a topological tree (Figure 9 gives an example of both cases).
7.2 The scaling limit of subtrees of the UST
We introduce the main results of this section.
Let Un be the uniform spanning tree on 2−nZ3. We are interested in subtrees of Un
spanned by K distinguished points. Let x(1), . . . , x(K) be different points in R3 and let
Xn = {xn(1), . . . , xn(K)} be a subset of 2−nZ3 such that xn(i) → x(i) as n → ∞, for each
i = 1, . . . , n. Denote by γ
xn(i)
n the transient path in Un starting at xn(i) and parameterized by
path length. We set γ¯
x(i)
n to be the β-parameterization of γ
xn(i)
n and Γn = {γxn(i)n : 1 ≤ i ≤ K}.
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Then S Kn = (X,Γn) is the parameterized tree corresponding to the subtree of Un spanned by
xn(1), . . . , xn(K) and the point at infinity.
Theorem 7.2. The sequence of parameterized trees (S Kn )n∈N converges weakly to SˆK in the
space FK as n→∞.
The proof of Theorem 7.2 relies on the convergence of the branches of the uniform spanning
tree as they appear in Wilson’s algorithm. In the next section, Proposition 7.7 shows that
convergence of such branches implies convergence of parameterized trees. After that argument,
we are prepared for the proof of Theorem 7.2. We present it in Subsection 7.4.
Conversely, Proposition 7.5, in the next section, shows that convergence of parameterized
trees implies the convergence of the intrinsic distance. We thus get the following corollary of
Theorem 7.2.
Corollary 7.3. Let (xδ(i))
K
i=1 be a collection of points in δZ
3 such that xδ(i) → x(i), for all
i = 1, . . . ,K, for some collection of distinct points (x(i))Ki=1 in R
3. Along the subsequence
δn = 2
−n, it holds that (
δβndU (xδn(i), xδn (j))
)K
i,j=1
converges in distribution.
7.3 Essential branches of parameterized trees
Let T = (X,Γ) be a parameterized tree. For a leaf x(i) ∈ X with i > 1, let
y(i) := tr γx(i) ∩
i−1⋃
j=1
tr γx(j) (76)
be the intersection point of γx(i) with any of the curves with an smaller index. We define y(1)
to be the point at infinity and say y(i) is a branching point. When we compare (76) with
conditions (2a) and (2b) in the definition of parameterized tree, we see that
y(i) = γx(i)(si,m(j)),
where si,m(j) = minj<i{si,j} is the first merging time.
The parameterized curves γx(i),y(i) are called essential branches for i = 1, . . . ,K. Note
that γx(1),y(1) is the transient curve γx(1) ∈ C, while γx(i),y(i) ∈ Cf for i = 1, . . . ,K. We denote
the set of essential branches by Γe(T ) := {γx(i),y(i)}1≤i≤K .
Proposition 7.4. Assume that Tn → T in the space of parameterized trees FK . Then
γxn(1),y(1)n → γxn(1),y(1) as n→∞
in the space C. For i = 2, . . . ,K, the essential branches and the curves between branching points
converge:
γxn(i),yn(i)n → γx(i),y(i), γyn(i),yn(j)n → γy(i),y(j) as n→∞
in the space of finite parameterized curves Cf .
Proof. The convergence of the first essential branch is immediate from the definition of the
metric dFK , since γ
xn(1),y(1)
n = γ
xn(1)
n .
To prove the convergence of the other essential branches, and the curves between branching
points, we first need to show that spanning and branching points converge.
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Each xn(i) ∈ X is the initial point of a curve in Γ and hence convergence in the space
of parameterized trees implies that xn → x as n → ∞. Now we consider a branching point
yn(i), with i = 2, . . . ,K. Recall that yn(i) = γ
x(i)
n (s
i,m(j)
n ), where s
i,m(j)
n = minj<i{si,jn }. Since
convergence of the parameterized trees T imply convergence of the merging times si,jn → si,j as
n→∞, then, for the sequence of minima, si,m(j)n → si,m(j). With an application of Proposition
3.2 (c), we get convergence of the branching points yn(i) = γ
x(i)
n (s
i,m(j)
n )→ γx(i)(si,m(j)) = y(i).
With convergence of both the spanning and branching points, Proposition 3.1 and Proposi-
tion 3.2 imply that the corresponding restrictions of γx(i) converge.
Proposition 7.5. Assume that Tn = (Xn,Γn) converges to T in the space of parameterized
trees. If the corresponding collections of spanning points are Xn = {xn(1), . . . , xn(K)} and
X = {x(1), . . . , x(K)}, then
(dTn(xn(i), xn(j)))1≤i,j≤K → (dT (x(i), x(j)))1≤i,j≤K (77)
as n→∞.
Proof. Proposition 7.1 shows that restriction, concatenation and time-reversal of the curves in
Γn define γ
xn(i),xn(j)
n . In fact,
γxn(i),xn(j)n = γ
xn(i),yn(i)
n ⊕ γyn(ℓ1),yn(ℓ2)n ⊕ . . .⊕ γyn(ℓm−1),yn(ℓm)n ⊕ γyn(j)xn(j)n , (78)
where ℓ1 = i and ℓm = j. Then Proposition 7.4 implies the convergence of each essential
branch, and Proposition 3.1 and Proposition 3.2 imply the convergence of (γ
xn(i),xn(k)
n )n∈N. In
particular, the duration of each curve in (78) converges and we get (77).
Conversely, we can reconstruct a tree from a set of essential branches.
Proposition 7.6. Let X = {x(1), . . . , x(K)} ⊂ R3 and consider a collection of curves with the
following conditions:
(a) Let γx(1),y˜(1) be a transient parameterized curve starting at x(1); recall that y˜(1) denotes
the point at infinity.
(b) For i = 2, . . . n, γx(i),y˜(i) is a parameterized curve starting at x(i) and ending at y˜(i),
where the endpoint y˜(i) is the first hitting point to
⋃i−1
j=1 tr γ
x(i),y˜(i).
Then {γx(i),y˜(i)}1≤i≤K defines a set of transient curves Γ = {γx(i)}1≤i≤K and a parameterized
tree T = (X,Γ).
Proof. First we to construct Γ from the collection of curves {γx(i),y˜(i)}1≤i≤K . Note that γx(1),y˜(1)
is already a transient curve starting at x(1). We construct the other elements in Γ recursively.
Assume that γx(1), . . . γx(i−1) have been defined and satisfy conditions (2a) and (2b) in the
definition of parameterized tree. Recall that the endpoint of γx(i),y˜(i) is y˜(i), and this point
intersects some γx(j) with j < i. Then
γx(i) = γx(i),y˜(i) ⊕ γx(j)|[y˜(j),∞).
Since the endpoint of each γx(i),y˜(i) is the first hitting point to
⋃i−1
j=1 tr γ
x(i),y˜(i) =
⋃i−1
j=1 tr γ
x(i),
we have that (tr γx(i)|[x(i),y˜i)∩tr γx(j)) = ∅ for j < i. This construction ensures that γx(i) satisfies
conditions (2a) and (2b), when we compare it against curves with smaller indexes. We continue
with this construction for i = 2, . . . K to define Γ. Therefore T = (X,Γ) is a parameterized
tree. Finally, note that y˜(i) satisfies (76) and hence y˜(i) = y(i), for i = 2, . . . ,K.
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Proposition 7.7. Let (Tn)n∈N be a sequence of parameterized trees with essential branches
Γe(Tn) = {γxn(i),yn(i)n }1≤i≤K . Assume that(
γxn(i),yn(i)n
)
1≤i≤K
→
(
γx(i),y(i)
)
1≤i≤K
(79)
in the product topology as n → ∞ and {γx(i),y(i)} satisfy the conditions in Proposition 7.6.
Then (Tn)n∈N converges in the metric space FK to a parameterized tree T for which Γe(T ) =
{γx(i),y(i)}0≤i≤K is a set of essential branches.
Proof. Convergence of (γ
xn(i),yn(i)
n )0≤i≤K in the product topology implies that each element in
Γen converges. Proposition 7.6 shows that every curve γ
xn(i)
n is the concatenation of sub-curves
of Γe. Moreover, {γx(i),y(i)}i=1...K satisfy the conditions in Proposition 7.6 and hence they define
a parameterized tree T with Γ = (γx(i)). Finally, (79) implies the convergence of the branching
points yn(i), and from here we get convergence of the merging times. Then, Proposition 3.1
and Proposition 3.2 imply that χ(γ
xn(i)
n , γx(i)) → 0 as n → ∞. Therefore dFK (Tn,T ) → 0 as
n→∞.
7.4 Proof of Theorem 7.2
The proof of Theorem 7.2 is by mathematical induction. The convergence in the scaling limit
of the ILERW provides the base case. We state the inductive step in Proposition 7.8.
Proposition 7.8. Let Un be the uniform spanning tree on 2−nZ3. Let (xn(i))i=1,...,K+1 be a
set of vertices in 2−nZ3 and assume that xn(i) converges to x(i) ∈ R3 as n → ∞. Let γ¯xn(i)n
be the β-parameterization of the transient path in Un starting at xn(i) and directed towards
infinity. Assume that (γ¯
xn(i)
n )i=1,...,K converges weakly as a parameterized tree to Sˆ
K . Then
(γ¯
xn(i)
n )i=1,...,K+1 converges weakly to a parameterized tree Sˆ
K+1, with respect to the metric
FK+1 for parameterized trees.
We devote the rest of this section to the proof of Proposition 7.8. It is based in Proposi-
tion 7.7. According to the latter proposition, it suffices to prove convergence of the essential
branches with respect to the product topology. We then shift our attention to the essential
branches of an infinite subtree of the uniform spanning tree. Wilson’s algorithm provides a
natural construction of them; and we present it below. Subsection 7.5 develops the arguments
for the proof of Proposition 7.8.
Let Un be the uniform spanning tree on 2−nZ3. Let xn(i) ∈ Z3 and x(i) ∈ R3 as in the
statement of Proposition 7.8, so xn(i) → x(i) as n → ∞ for i = 1, . . . ,K + 1. Now we apply
Wilson’s algorithm on the scaled lattice 2−nZ3.
• Let γ1n be an ILERW starting at xn(1), and
γ¯x(1),y(1)n (t) = γ
1
n(2
−βnt), ∀t ≥ 0.
be its β-parameterization. Note that we omit the sub-index n on x(1) and y(1) to ease
the notation. This transient curve is the first branch of the parameterized tree.
• Let γin be the loop-erased random walk started at xn(i), and stopped when it hits any
of the previous loop-erased random walks γ1n, . . . , γ
i−1
n . Let yn(i) ∈ 2−nZ3 be the hitting
point, and set
γ¯x(i),y(i)n = γ
i
n(2
−βnt), ∀t ∈ [0, 2−βn len(γin)].
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The duration of the curve γ¯
x(i),y(i)
n is 2−βn len(γin), i.e. the length of the path γin with the
appropriate scaling. We also omit the sub-index n on x(i) and y(i) when they appear in
the curve γ¯
x(i),y(i)
n .
Set Xn = {xn(1), . . . , xn(K)} and Γen = {γ¯x(i),y(i)n : i = 1, . . . ,K}. By Proposition 7.6, Xn
and Γen determine a parameterized tree S
K
n , and Wilson’s algorithm shows that trS
K
n is equal
in distribution to the subtree of Un spanned by Xn and the point at infinity.
As part of the proof of Theorem 7.2, we will show that the limit of parameterized trees SˆK
has the following (formal) representation (see Lemma 7.21). The next construction is Wilson’s
algorithm, but in this case, the branches have the distribution of the scaling limit of the ILERW.
• Let γˆx(1),y(1) ∈ C be the scaling limit of ILERW starting at x(1), endowed with the natural
parameterization, see [40].
• Let γˆx(i),y(i) ∈ Cf be the scaling limit of LERW started at x(i), and stopped when it hits
any of γˆx(1),y(1), . . . , γˆx(i−1),y(i−1). (Our construction will give that this hitting time is
finite, see Lemma 7.20.) Here we denote the hitting point by y(i).
Set X = {x(1), . . . , x(K)} and the set of essential branches Γˆe = {γˆx(i),y(i)}1≤i≤K . Proposi-
tion 7.6 defines the parameterized tree SˆK = (X, Γˆ) with set of essential branches Γe(S K) =
Γˆe.
7.5 Proof of Proposition 7.8
We begin with two properties of parameterized subtrees of the UST leading to Proposition 7.8.
The first one is on the hittability of the uniform spanning tree.
Definition 7.9. Let δ ∈ (0, 1), R ≥ 1 and ε ∈ (0, 1). Let Tδ be a parameterized tree such that
every one of its curves defines a path on δZ3. We say that Tδ is η-hittable in Bδ(0, R) if the
following event occurs:
H(Tδ, ε; η) :={
∀x ∈ Bδ(0, R) with dist(x,Tδ) ≤ ε2, P x
(
Sx
[
0, ξS(Bδ(x, ε
1/2))
]
∩Tδ = ∅
)
≤ εη
}
.
In the definition above, recall that ξS(Bδ(x, ε
1/2)) stands for the first exit time from the
δ-scaled discrete ball Bδ(x, ε
1/2).
Proposition 7.10. There exist constants η > 0 and C <∞ such that: if S Kδ is a parameterized
subtree of the uniform spanning tree on δZ3 with K spanning points for all δ ∈ (0, 1), R ≥ 1
and ε > 0,
P
(
H(S Kδ |R, ε; η)
) ≥ 1− CKR3ε.
Proof. Recall that any path towards infinity in the uniform spanning tree is equal, in distribu-
tion, to a ILERW. Then, the probability that x ∈ Bδ(0, R) hits the tree SKδ |R is at least the
probability that x hits a restricted ILERW, where such restriction is up to the first exit of the
LERW from Bδ(0, R). Then Proposition 7.1 is a consequence of Proposition 3.8.
Remark 7.11. The proof of Proposition 7.8 can be generalized to any subset of R3 that is η-
hittable with high probability. We restrict to the case of parameterized subtrees for clarity, and
because it is the most relevant for our purposes. To further increase the clarity of the proof of
Proposition 7.8, the reader can think of the subtree S Kn as consisting of a single ILERW.
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The next proposition allows us to work with restrictions of parameterized trees, when we
compare them within a smaller subset.
Proposition 7.12. Let SKδ be a parameterized subtree of the uniform spanning tree on δZ
3
with K spanning points. For r > s ≥ m2 > 0,
P
(
(S Kδ |r△S Kδ |s) ∩BE(m) 6= ∅
) ≤ Kδm−1[1 +O(m−1)]. (80)
Proof. The restrictions S Kδ |r and SKδ|s are different when a path returns to BE(m) after its
first exit from BE(r); we refer to Figure 9 as an example of this situation. By virtue of Wilson’s
algorithm and a union bound, the probability on (80) is bounded above by the probability of
return to B(mδ−1) of K simple random walks on Z3:
K sup
x∈∂B(rδ−1)
P xS
(
τS(B(mδ
−1)) <∞) ,
where P xS indicates the probability measure of a simple random walk on Z
3 started at x, and
τS(B(mδ
−1)) is the first time that the random walk S hits the ball B(mδ−1). Therefore, the
upper bound in (80) follows from well-known estimates on the return probability for the simple
random walk, see e.g. [36, Proposition 6.4.2].
The proof of Proposition 7.8 is divided into a sequence of lemmas, and these are grouped
into five steps. The final and sixth step finishes the proof.
7.5.1 Step 1: set-up.
We begin with the set-up of the proof. First note that the assumptions of Proposition 7.8
indicate that (γ¯
x(i)
n )1≤i≤K converges in distribution. From now on, we work in the coupling given
by Skorohod’s embedding theorem where (γ¯
x(i)
n )1≤i≤K converges to a collection of continuous
curves (γˆx(i))1≤i≤K , almost surely.
Let Sn = (Sn(t))t∈N be an independent random walk on δnZ3 starting at xn(K+1). Consider
the hitting time of the parameterized tree S Kn , as given by
ξSn = inf
{
t ≥ 0 : Sn(t) ∩ trS Kn 6= ∅
}
.
We let γn = LE
(
Sn[0, ξ
S ]
)
be the corresponding LERW from xn(K + 1) to S
K
n , and set
γ¯n(t) = γn(2
βnt), ∀t ∈ [0, 2−βn len(γn)].
We want to show that γ¯n converges to a scaling limit. Since the domain Z
3 \ ∪Ki=1 tr γ¯x(i) does
not have a polyhedral boundary, we cannot use [40, Theorem 1.3] directly. To get around this
obstacle, we approximate with a simpler domain. Furthermore, to gain some control over the
paths of the loop-erased random walks (γ¯
x(i)
n )1≤i≤K , we also need to work within a bounded
domain.
We write Dn(R) = D2−n(R) to denote an scaled discrete box with side length R ≥ 1 around
the origin. Since the points x(1), . . . , x(K + 1) are fixed, we can take R large enough so that
x(1), . . . , x(K + 1) ∈ Dn(R). For each curve γ¯x(i)n ∈ Γ and for the parameterized tree SKn ,
we denote its restriction to the closed box D¯n(R) with a super-index, as γ
x(i),R
n and S
K,R
n ,
respectively. We also consider the ILERW in the domain Dn(R) \ trSK,Rn . The exit time from
such domain for the random walk Sn is
ξS ,Rn = inf
{
t ≥ 0 : Sn(t) ∩
(
∂Dn(R) ∪ trSK,Rn
) 6= ∅} .
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The curve γRn = LE
(
Sn[0, ξ
S ,R]
)
is the LERW from xn(K+1) to either S
K,R
n or the boundary
of Dn(R); and we set
γ¯Rn (t) = γ
R
n (2
βnt), ∀t ∈ [0, 2−βn len(γRn )]. (81)
Note that we omit xn(K + 1) as a super-index of γ
R
n to simplify the notation. We emphasize
that γ¯Rn is not necessarily the same as γ¯n|R, where the latter is the restriction of the ILERW to
the box Dn(R),
For each integer u, the cubes at scale u are closed cubes with vertices in 2−uZ3 and side
length 2−u. For u < n, let Au,Rn be the u-dyadic approximation to trS K,Rn , defined by
Au,Rn :=
⋃
j
{C(u) : dist(C(u), trS K,Rn ) ≤ 2−2u}. (82)
Proposition 7.13. With fixed n ∈ N, the sequence of sets (Au,Rn )u∈N converges to trSK,Rn in
the Hausdorff topology. If u ∈ N is fixed, then the sequence (Au,Rn )n∈N is eventually constant,
almost surely.
Proof. We begin with n ∈ N fixed. The construction of an u-dyadic approximation provides
that dH(A
u,R
n , trS
K,R
n ) ≤ 2−(u−2). From here, it follows the convergence of (Au,Rn )v∈N in the
Hausdorff topology.
Next we consider (Au,Rn )n∈N with u fixed. In this case, note that the a.s. convergence of
S
K,R
n implies the a.s. convergence of trS
K,R
n in the Hausdorff topology. Then, for N large
enough, dH(trS
K,R
n , trS
K,R
m ) < 2−4u, if n,m ≥ N , almost surely. It follows that (Au,Rn )n≥N is
constant almost surely.
We denote the constant limit of Au,Rn , as n→∞, by Au,R.
For each n, u ∈ N with u ≤ n, consider the loop-erasure of the random walk Sn started from
xn(K +1), and stopped when it exits Pu,R. We denote the latter hitting time by ξP,Ru , and the
corresponding LERW by
γu,Rn = LE(Sn[0, ξ
P,R
u ]).
This curve has the β-parameterization
γ¯u,Rn (t) := γ
u,R
n (2
βnt), ∀t ∈ [0, 2−βn len(γu,Rn )]. (83)
The weak convergence of (83) is an immediate consequence of [40, Theorem 1.4] and Proposition
7.13. We state this observation below as Lemma 7.17.
7.5.2 Step 2: comparing γ¯u,Rn and γ¯
v,R
n
Let γ¯u,Rn and γ¯
v,R
n be the loop-erased random walks defined in (83). Our aim is to bound the
distance ψ(γ¯u,Rn , γ¯
v,R
n ) for large values of n, u and v. Let us consider the event where this
distance is large. More precisely, for ε > 0 and integers n, u and v, with u, v < n, we define
Eu,vn (ε) :=
{
ψ(γ¯u,Rn , γ¯
v,R
n ) ≥ ε
}
.
Recall that we use the same random walk on 2−nZ3 to generate γ¯u,Rn and γ¯
v,R
n . Typically, these
two curves have a segment in common, γ¯0 (see Figure 10). We claim that γ¯u,Rn \ γ¯0 and γ¯v,Rn \ γ¯0
have a small effect on ψ(γ¯un , γ¯
v
n).
Towards proving the preceding claim, we start by introducing some further notation for
elements in the curves γ¯u,Rn and γ¯
v,R
n ; Figure 10 serves as a reference. For clarity, and without
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ζ¯u;vn
η¯u;vn
Av;Rn
Au;Rn
Sn[ξ
P;R
u ; ξ
P;R
z ]
γ¯0
xn(K + 1)
Figure 10: The figure shows the decomposition of the curves γ¯u,Rn and γ¯
v,R
n used in the proof of
Proposition 7.8. The curve γ¯u,Rn is the concatenation of γ¯0 (in purple) and ζ¯
u,v
n (in red). The
curve γ¯v,Rn is the concatenation of γ¯0 and η¯
u,v
n (in blue). The figure also shows a restriction of
the random walk Sn from yn to zn (in yellow). In this case, Sn avoids hitting A
v,R
n when it is
close to yn.
loss of generality, we elaborate our arguments on the event where the random walk Sn hits the
boundary of Pu,R first, that is
Fu := {ξP,Ru ≤ ξP,Rv } ,
and hence it generates γ¯u,Rn before γ¯
v,R
n . The symmetric event is Fv := {ξP,Rv ≤ ξP,Ru }. We will
consider the restriction of the random walk Sn:
Su,vn := Sn|[ξP,Ru ,ξP,Rv ].
Denote the endpoint of γ¯u,Rn by yn := Sn(ξ
P,R
u ). To simplify notation, we denote the durations
of γ¯u,Rn and γ¯
v,R
n by
T u = T (γ¯u,Rn ), T
v = T (γ¯v,Rn ),
respectively. The last time that Su,vn hits its past γ¯
u,R
n determines the endpoint of γ¯0. Let
ξP,Rz := sup{t ≤ ξP,Rv : S(t) ∈ γ¯u,Rn }
and set zn := S(ξ
P,R
z ). Let Tz be such that γ¯
v,R
n (Tz) = γ¯
v,R
n (Tz) = zn. We then have for the
common curve γ¯0 = γ¯u,Rn [0, Tz] = γ
v,R
n [0, Tz]. The difference between γ¯
u,R
n and γ¯
v,R
n are the
curves
ζ¯u,vn := γ¯
u,R
n [Tz, T
u], η¯u,vn = γ¯
v,R
n [Tz, T
v].
Note that the range of η¯u,vn is a subset of S
u,v
n .
We now compare the shapes of γ¯v,Rn and γ¯
u,R
n . In particular, we note that the respective
traces of these curves can be significantly different if one of the next two bad events occur. The
first event controls the diameter of η¯u,vn , while the second event imposes a limit on the size of
ζ¯u,vn .
• Since η¯u,vn is a subset of Su,vn , η¯u,vn has a diameter larger than ε0 only if Su,vn , the segment
of the random walk Sn between the hitting times ξ
P,R
u and ξ
P,R
v , has a similarly large
diameter. We denote this event by
Du,vn (ε0) := {diam(Su,vn ) ≥ ε0} .
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Figure 11: A realization of the event Du,vn (ε)c∩Q(εM , ε). In the figure, γ¯u,Rn is the concatenation
of the purple and blue curves, while γ¯v,Rn is the concatenation of the purple and red curves.
• On the complementary event Du,vn (ε0)c, the curve ζ¯u,vn has diameter larger than ε only if
γ¯u,Rn has an (ε0, ε)–quasi-loop. Figure 11 shows an example of this situation. Let
Q(ε0, ε; γ) := {γ has an (ε0, ε)-quasi-loop},
and Qn(ε0, ε) = Q(ε0, ε; γ¯un) ∪ Q(ε0, ε; γ¯vn).
Combining the definitions above, we introduce a bad event for the shape by setting
Bu,vn (ε) := Du,vn (εM ) ∪ Qn(εM , ε),
noting that we have taken ε0 = ε
M , with M > 1 being the exponent of Proposition 3.3. We
highlight that, on (Bu,vn (ε))c, it holds that dH(γ¯u,Rn , γ¯v,Rn ) ≤ ε.
The following result establishes that, on (Bu,vn (ε))c, γ¯u,Rn and γ¯v,Rn are also close as param-
eterized curves. The issue here is that even if the traces of two curves may be close in shape,
they may take a large number of steps in a small diameter. We will compare the Schramm and
intrinsic distances, as defined at (18) and (19), on the event (Bu,vn (ε))c where the shapes are
close to each other. The Schramm and intrinsic distances of γ¯u,Rn are comparable on the events
S†
2−n(R, ε) and E
†
2−n(R, ε). These events are introduced in Section 3. To simplify notation, we
write S†n(R, ε) = S†2−n(R, ε) and E
†
n(R, ε) = E
†
2−n(R, ε).
Lemma 7.14. Fix R ≥ 1 and let ε ∈ (0, 1). On the event (Bu,vn (ε))c ∩ S†n(Rε−1, ε), we have
that
T (η¯u,vn ) ≤ Rεβ−1, T (ζ¯u,vn ) ≤ Rεβ−1.
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Proof. In this proof, we write G = (Bu,vn (ε))c ∩ S†(Rε−1, ε). We begin with an upper bound
for the duration of η¯u,vn . On G, the random walk S
u,v
n is localized in a neighbourhood around
yn. Indeed, on Du,vn (εM )c we have that diam(Su,vn ) ≤ εM . Since η¯u,vn is a subset of Su,vn , it
follows that diam(η¯u,vn ) < εM , and, in particular, for the endpoints of η¯
u,v
n , zn and wn say (as in
Figure 10), we have that dSγ¯vn(zn, wn) = d
S
η¯ (zn, wn) ≤ εM < ε. On G ⊆ S†n(Rε−1, ε), this implies
that
T (η¯u,vn ) = dγ¯vn(zn, wn) ≤ Rεβ−1.
Next we bound the duration of ζ¯u,vn on the event G. We have that the endpoints of ζ¯
u,v
n are in
Su,vn . Indeed, yn = S
u,v
n (0) and zn ∈ ζ¯u,vn ⊆ Su,vn . Thus
|zn − yn| < εM . (84)
On the event G ⊆ Q(εM , ε)c, the loop-erased random walk γ¯u,Rn does not have (εM , ε)–quasi-
loops, and so (84) implies that dSγ¯un (zn, yn) < ε. The argument used for η¯
u,v
n also gives T (ζ¯
u,v
n ) =
dγ¯un (zn, yn) < Rε
β−1.
We finish this step by showing that Eu,vn (ε) can be contained in the events already described.
Lemma 7.15. Let R ≥ 1 and ε > 0. On the event Bu,vn (ε)c ∩ S†n(Rε−1, ε) ∩ E†n(R, ε), we have
that
ψ(γ¯u,Rn , γ¯
v,R
n ) ≤ CRb3εβ
′
,
where 0 < b3, C <∞ are universal constants, and β′ = b3(β − 1).
Proof. It suffices to show that on the event G2 = Bu,vn (ε)c ∩ S†(Rε−1, ε) ∩ E†(R, ε),
ψ(γ¯un, γ¯
v
n) = |T u − T v|+ max
0≤s≤1
|γ¯un(sT u)− γ¯vn(sT v)| ≤ CRb3εβ
′
. (85)
Lemma 7.14 gives |T u − T v| < 2Rεβ−1. Next we bound the second term in (85). Let a =
γ¯u,Rn (sT u) and b = γ¯
v,R
n (sT v) and assume that one of these points belongs to the common path,
say b ∈ γ¯0. In this case, sT v ≤ T u and we can re-write b = γ¯u,Rn ((s(T v/T u))T u). Then, with
respect to the intrinsic metric of γ¯u,Rn , we compare points within distance
dγ¯un (a, b) ≤ |sT u − (sT v/T u)T u| ≤ 2Rεβ−1.
We introduce
Nu = sup
{
|a− b| : a, b ∈ tr γ¯u,Rn , dγ¯un (x, y) ≤ 2Rεβ−1
}
,
define Nv similarly from γ¯vn, and also introduce notation for the diameter of the segments η¯
u,v
n
and ζ¯u,vn by setting
Nη = sup
0≤t≤len(η¯u,vn )
|η¯u,vn (t)− zn|, N ζ = sup
0≤t≤len(ζ¯u,vn )
|ζ¯u,vn (t)− zn|.
It readily holds that we have the following bound:
max
0≤s≤1
|γ¯un(sT u)− γ¯vn(sT v)| ≤ Nu +Nv +Nη +N ξ. (86)
Lemma 7.14 implies that dη(a, b) < Rε
β−1 for all a ∈ tr η. Let b3 = b2b1 , where b1 and b2 are the
constants of Proposition 3.6. On the event E†n(R, ε), we thus have that Nη ≤ Rb3εb3(β−1), and
similarly for N ξ. On the event E†n(R, ε), the loop-erased random walks γ¯un and γ¯vn are uniformly
equicontinuous, so that Nu ≤ CRb3εb3(β−1), and the same bound holds for Nv. Adding the
upper bounds for Nu, Nv Nη and N ξ in (86), we get (85).
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7.5.3 Step 3: bounding P(Eu,vn (ε))
In this step, we give an upper bound on the probability of the bad event Eu,vn (ε). The key is
that, given u, and v, this estimate is uniform over all n for u and v large enough.
Lemma 7.16. Fix R ≥ 1. For each ε ∈ (0, 1), there exists U = U(ε) such that for all
n ≥ u, v ≥ U(ε)
P (Eu,vn (ε)) ≤ Cεθ,
for constants C = C(R) > 0 and θ = θ(R) > 0, depending only on R.
Proof. Lemma 7.15 gives that
P
(
Eu,vn (CRεβ
′
)
)
≤ P (Du,vn (εM ))+P (Q(εM , ε)) +P((S†n(Rε−1, ε))c)+P((E†n(R, ε))c) . (87)
Proposition 3.3 implies P(Q(εM , ε)) ≤ P(Q(εM , ε2)) ≤ CR3εbˆ2 , and Propositions 3.6 and 3.7
give upper bounds for the last two terms of (87). Thus we are left to bound the probability of
Du,vn (εM ). For this, we need U(ε) large enough so that, by Proposition 7.13, we have that
dH(A
u,R
n , A
v,R
n ) < ε
4M for all u, v ≥ U(ε). (88)
On Fu, γ¯u,Rn is the first walk LERW to stop, and we call its endpoint yn ∈ ∂Pu,R. From (88), we
have dist(yn, ∂Pv,R) < ε4M . But, along Su,vn , the random walk Sn reaches distance εM before
hitting ∂Pv,R. The same argument on the complement of Fu, i.e. on Fv . Hence Proposition
7.10 implies that P(Du,vn (εM )) ≤ CKR3ε2M + ε2Mηˆ . In conjunction with the aforementioned
bounds,
sup
n,u,v:
n≥u,v≥U
P
(
Eu,vn (Rb3εβ
′
)
)
≤ CKR3ε2M + ε2Mηˆ + Cεη˜ + C
(
R
ε
)3
e−c(
R
ε )
a
+ Cεb2 .
The dominant term above is εθ(R), and a reparameterization completes the proof.
7.5.4 Step 4: the scaling limit of a loop-erased random walk
Recall that γ¯Rn is the LERW on D¯n(R) \ SK,Rn defined in (81). In (83), we defined γ¯u,Rn , for
u ≤ n, as the β-parameterization of the loop-erased random walk LE
(
Sn[0, ξ
P,R
m ]
)
, where ξP,Rm
is the first exit time from the dyadic polyhedron Pm,R. In this step, we establish that γ¯Rn and
γ¯u,Rn converge to the same limit. We take limits on each variable in the following order. For
γ¯u,Rn , we first take n→∞. The limit object is a curve on the bounded and polyhedral domain
DE(R) \ Au,R ⊂ R3, where Au,R is the polyhedral domain of Proposition 7.13. Then we take
u → ∞, and the limit is a curve on the bounded set DE(R) \ trSK,R. In Step 5, we take
R→∞, and we thus define γˆ as a limit curve on the full space R3 \ trS K .
Lemma 7.17. Fix R ≥ 1. For each u ∈ N, the law of γ¯u,Rn converges with respect to the metric
ψ, as n→∞.
Proof. Proposition 7.13 shows that the domain γ¯u,Rn is the polyhedron DE(R) \ Au,R, for n
large enough. Then, the weak convergence of {γ¯u,Rn }n∈N is an immediate consequence of [40,
Theorem 1.4].
We denote by γˆu,R a parameterized curve with the limit law of Lemma 7.17.
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Lemma 7.18. Fix R ≥ 1. Let (γˆu,R)u∈N be the sequence of limit elements from Lemma 7.17.
It is then the case that (γˆu,R)u∈N converges in distribution in the metric ψ as u→∞.
Proof. Denote the laws of γ¯u,Rn and γˆu,R by L(γ¯u,Rn ) and L(γˆu,R), respectively. Since (Cf , ψ) is a
complete and separable metric space (see [24, Section 2.4]), to prove weak convergence it suffices
to show that (L(γˆu,R))u∈N is a Cauchy sequence in the Prohorov metric dP. Let u, v ∈ N. By
the triangle inequality, for n ≥ u, v,
dP(L(γˆu,R),L(γˆv,R))
≤ dP(L(γˆu,R),L(γ¯u,Rn )) + dP(L(γˆv,R),L(γ¯v,Rn )) + sup
n≥u,v
dP(L(γ¯u,Rn ),L(γ¯v,Rn )). (89)
Letting n→∞, the first two terms on the right hand side of (89) converge to 0 by Lemma 7.17.
Moreover, Lemma 7.16 shows that the last term of (89) converges to 0 as u, v →∞. Therefore
(L(γˆu,R))u∈N is a Cauchy sequence in the Prohorov metric. It follows that (γˆu,R)u∈N converges
weakly.
We denote by γˆR a parameterized curve with the limit law of Lemma 7.18. The random
curve γˆR is the limit of dyadic approximations. We see below that it is also the limit of the
LERWs stopped when they hit SK,R.
Lemma 7.19. Fix R ≥ 1. Then γ¯Rn → γˆR in distribution as n→∞, with respect to the metric
ψ.
Proof. Since γ¯u,Rn → γˆu,R in distribution as n→∞, and γ¯u,R → γˆR in distribution as u→∞,
to complete the proof it suffices to notice that, for ε > 0,
lim
u→∞ lim supn→∞
P
(
ψ(γ¯u,Rn , γ¯
R
n ) > ε
)
= 0,
see [10, Theorem 3.2], for example. However, since γ¯Rn = γ¯
n,R
n , the above statement readily
follows from Lemma 7.16.
7.5.5 Step 5: taking R→∞
Until this point, we have only considered LERW inside a box DE(R). Indeed, γ¯
R
n was defined
as a LERW in Dn(R) \S Kn , and its scaling limit γˆR is within DE(R). In this final step, we will
take R→∞ to consider the tree Sˆ K and the random walk Sn in the full space.
Lemma 7.20. Let
(
γˆR
)
R≥1 be the sequence of limit elements from Lemma 7.18 and Sˆ
K is
the parameterized tree in Proposition 7.8. There exists a random element γˆ ∈ Cf such that γˆR
converges in distribution to γˆ in the metric ψ as R → ∞. Moreover, the intersection of tr γˆ
and tr SˆK is the endpoint of γˆ.
Proof. Denote the laws of γ¯Rn and γˆ
R by L(γ¯Rn ) and L(γˆR), respectively. This proof is similar to
the one for Lemma 7.18 as we will show that
(L(γˆR))
R≥1 is a Cauchy sequence in the Prohorov
metric dP. For two integers r > s > 0, the triangle inequality yields
dP (L(γˆr, γˆs)) ≤ dP (L(γˆr, γ¯rn)) + dP (L(γˆs, γ¯sn)) + sup
n
dP (L(γ¯rn, γ¯sn)) . (90)
Letting n → ∞, the first two terms on the right hand side of (90) converge to 0 by Lemma
7.19. Then we are left to bound supn dP (L(γ¯rn, γ¯sn)).
dP (L(γˆr, γˆs)) ≤ sup
n
dP (L(γ¯rn, γ¯sn)) . (91)
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Recall that we sample γ¯rn and γ¯
r
n as loop-erasures of the simple random walk Sn. On the event
that SK,rn △SK,sn ∩ B(s1/2) = ∅, γ¯rn = γ¯rn (as parameterized curves) whenever Sn hits trS K,rn
before reaching the boundary of Bn(s
1/2), and so
P (γ¯rn 6= γ¯sn) ≤ P
(
(SK,rn △SK,sn ) ∩Bn(s1/2) 6= ∅
)
+P
(
Sn[0, ξS(Bn(s
1/2))] ∩ trS K,rn 6= ∅
)
.
Proposition 7.12 gives P
(
(S K,rn △SK,sn ) ∩Bn(s1/2) 6= ∅
)
→ 0 as s → ∞. Recall that SKn is
a subtree of the uniform spanning tree, including a path to infinity. Then, Proposition 7.10
implies that P
(
S[0, ξS(Bn(s
1/2))] ∩ trS K,rn 6= ∅
)
→ 0 as r, s → ∞. Therefore, (91) converges
to 0 as r, s → ∞. It follows that (L(γˆR))
R≥1 is a Cauchy sequence in the Prohorov metric.
Since dP is a complete metric, we conclude that
(L(γˆR)) converges weakly. Such limit is a
random element γˆ taking values in Cf , and in particular γˆ has finite duration.
On the space of finite curves (Cf , ψ), the evaluation of the endpoint defines a continuous
function E : Cf → R3. Therefore, as we take n→∞, the endpoint of E(γ¯Rn ) ∈ trSKn converges
to E(γˆR) (see [10, Theorem 5.1], for example). Proposition 3.9 implies that, with probability
one, E(γ¯Rn ) ∈ trS Kn for R large enough. Additionally, note that S Kn converges weakly to
SK as a parameterized tree, when n → ∞. It follows that the law of E(γˆR) is supported on
SK .
Lemma 7.21. The collection of curves Γe(Sˆ K)∪{γˆ} define a parameterized tree Sˆ K+1. This
tree coincides with the description in Section 7.4.
Proof. Lemma 7.20 shows that Γc(S K) ∪ {γˆ} satisfies the conditions of Proposition 7.6. It
follows that Γc(S K) ∪ {γˆ} is the set of essential branches for a parameterized tree SˆK+1.
Finally, note that Lemma 7.19 shows that γˆ is the limit of scaled loop-erased random walks,
stopped when they hit the previous limit element trSK , and such hitting time is finite. There-
fore SˆK+1 is the tree of Section 7.4.
7.5.6 Step 6: the scaling limit of parameterized trees
Proof of Proposition 7.8. First let us describe the probability measure induced by (SKn , γ¯n).
Let µn be the probability measure on F
K induced by S Kn . For each S
K
n ∈ FK , let νγnn be
the probability measure on (Cf , ψ) induced by the loop-erased random walk γ¯n; recall that γ¯n
is stopped when it exits (R3 \ trSKn ) ∩ Z3. The measure νγnn defines the stochastic kernel
Kn(S
K
n , A) = ν
γn
n (A), ∀SKn ∈ FK , A ∈ B(Cf ),
where B(Cf ) is the Borel σ-algebra corresponding to (Cf , ψ). That is, the probability measure
induced by (SKn , γ¯n), µn ⊗Kn say, is the unique probability measure such that
µn ⊗Kn(A1 ×A2) =
∫
A1
Kn(S
K
n , A2)µn(dS
K
n ),
for Borel sets A1 ∈ B(FK) and A2 ∈ B(Cf ).
Now, recall we are supposing that we have a coupling so that S Kn → SˆK , almost-surely.
In what follows, we write P∗ for the corresponding probability measure. From Lemma 7.20, we
obtain that, P∗-a.s., νγnn → ν γˆ as n→∞, where ν γˆ is the law of γˆ. Hence ν γˆ is P∗-measurable,
and, in particular, so is ν γˆ(A) for all A ∈ B(Cf ). As a consequence, the integral
µ⊗K (A1 ×A2) :=
∫
1A1(Sˆ
K)ν γˆ(A2)dP
∗
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is well-defined for every A1 ∈ B(FK), A2 ∈ B(Cf ). Moreover, µ⊗K is readily extended to give
a measure on the product space FK × Cf . Finally, let A1 ∈ B(FK), A2 ∈ B(Cf ) be continuity
sets for µ⊗K, in the sense that µ⊗K(∂A1×Cf ) = 0 = µ⊗K(FK ×∂A2). We then have that,
P∗-a.s., 1A1(S Kn )ν
γˆ
n(A2) → 1A1(Sˆ K)ν γˆ(A2). An application of the dominated convergence
theorem thus yields
µn ⊗Kn(A1 ×A2)→ µ⊗K (A1 ×A2) ,
which is enough to establish that µ⊗K is a measure on (FK , Cf ) (see [10, Theorem 2.8]). Lemma
7.21 shows that µ⊗K defines a measure on the spaces of parameterized trees FK+1.
8 Proof of tightness and subsequential scaling limit
Given the preparations in the previous sections, we are now in a position to establish the first
main result of this article, namely Theorem 1.1.
Proof of Theorem 1.1. We start by establishing the parts of the result concerning the Gromov-
Hausdorff-type topology. Applying Lemma 2.3, the tightness claim follows from Proposition
4.1, Corollary 4.5 and Proposition 4.6. It remains to check the distributional convergence of Un
as n→∞, where we write Un for the random measured, rooted spatial tree at (1), indexed by
δn = 2
−n. By the first part of the theorem and Prohorov’s theorem (see [23, Theorem 16.3],
for example), we know that every subsequence (Uni)i≥1 admits a convergent subsubsequence
(Unij )j≥1. Thus we only need to establish the uniqueness of the limit.
Now, suppose (Uni)i≥1 is a convergent subsequence, and write T = (T , dT , µT , φT , ρT ) for
the limiting random element in T. To show that the convergence specifies the law of T uniquely,
we will start by considering finite restrictions of Uni , i ≥ 1. In particular, for R ∈ (0,∞), set
U(R)ni =
(
B(δ−1ni R), δ
β
nidU |B(δ−1ni R)×B(δ−1ni R), δ
3
niµU
(· ∩B(δ−1ni R)) , δniφU |B(δ−1ni R), ρU) ,
i.e. the part of Uni contained inside B(δ−1ni R). (We acknowledge this notation clashes with that
used in Section 2 for restrictions to balls with respect to the tree metric.) Note that, by (13),
we have that
lim
R→∞
lim sup
i→∞
P
(
∆
(
U (R)ni ,Uni
)
> ε
)
≤ lim
R→∞
lim sup
i→∞
(
1{e−λ−1Rβ>ε} +P
(
BU(0, λ−1δ−βni R
β) 6⊆ B(δ−1ni R)
))
≤ Ce−cλa
for any ε > 0 and λ ≥ 1, where we have applied Proposition 6.1 to deduce the final bound. In
particular, since λ can be taken arbitrarily large in the above estimate, we obtain that
lim
R→∞
lim sup
i→∞
P
(
∆
(
U (R)ni ,Uni
)
> ε
)
= 0. (92)
As a consequence, to prove the uniqueness of the law of T , it will be enough to show that, for
each R ∈ (0,∞), (U (R)ni )i≥1 converges in distribution to a uniquely specified limit. Indeed, if
T (R) is the limit of U (R)ni , then, since Uni
d→ T (as i → ∞) and (92) both hold, we have that
T (R) d→ T as R→∞.
Next, for given ni and R, consider the measure π
(R)
ni on B(δ
−1
ni R)× R3 given by
π(R)ni (dxdy) =
µU (dx)δδniφU (x)(dy)
µU (B(δ−1ni R))
,
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where δz(·) is the probability measure on R3 placing all its mass at z. We will check that the
triple (
B(δ−1ni R), δ
β
nidU |B(δ−1ni R)×B(δ−1ni R), π
(R)
ni
)
(93)
converges in the marked Gromov-weak topology of [17, Definition 2.4]; a characterisation of this
convergence that will be relevant to us is given in the following paragraph. Towards establishing
tightness, we first note that the projections of π
(R)
ni onto the sets B(δ
−1
ni R) and R
3 are simply
the uniform probability measures on B(δ−1ni R) and δniB(δ
−1
ni R), respectively. Since the latter
measure clearly converges to the uniform probability measure on BE(R), by [17, Theorem 4]
(see also [21, Theorem 3]), the desired tightness is implied by the following two conditions.
(a) The distributions of
δβnidU
(
ξni,R1 , ξ
ni,R
2
)
, i ≥ 1,
are tight, where ξni,R1 and ξ
ni,R
2 are independent uniform random variables on B(δ
−1
ni R),
independent of U .
(b) For every ε > 0, there exists an η > 0 such that
E
(
δ3niµU
({
x ∈ B(δ−1ni R) : µU
(
BU(x, δ−βni ε) ∩B(δ−1ni R)
)
≤ η
}))
≤ ε.
The fact that (b) holds readily follows from the mass lower bound of Corollary 4.5. As for (a),
this is a simple consequence of Corollary 7.3. Moreover, if we write (ξni,Rj )j≥1 for a sequence
of independent uniform random variables on B(δ−1ni R), independent of U , then Corollary 7.3
further implies that ((
δβnidU
(
ξni,Rj , ξ
ni,R
k
))
j,k≥1
,
(
ξni,Rj
)
j≥1
)
(94)
converges in distribution. This enables us to deduce, by applying [17, Theorem 5, see also
Remark 2.7], that the triple at (93) in fact converges in distribution in the marked Gromov-
weak topology. We denote the limit by (T (R), dT (R) , πT (R)), where (T (R), dT (R)) is a complete,
separable metric space, and πT (R) is a probability measure on T (R)×R3 such that πT (R)(·×R3)
has full support on T (R). In addition, by combining (42) with Proposition 4.6, we have the
following adaptation of Assumption 3: there exists a continuous, increasing function h(η) with
h(0) = 0 such that
lim
η→0
lim inf
δ→0
P
 sup
x,y∈B(δ−1R):
δβdU (x,y)<η
δ |φU (x)− φU (y)| ≤ h(η)
 = 1.
This allows us to apply [29, Theorem 3.7] to deduce that
πT (R)(dxdy) = µT (R)(dx)δφT (R)(x)(dy),
where µT (R) is a probability measure on T (R) of full support, and φT (R) : T (R) → R3 is a
continuous function.
As a consequence of the convergence described in the previous paragraph and the separability
of the marked Gromov-weak topology (see [17, Theorem 2]), we can assume that all the random
objects are built on the same probability space with probability space with probability measure
P∗ such that, P∗-a.s.,(
B(δ−1ni R), δ
β
nidU |B(δ−1ni R)×B(δ−1ni R), π
(R)
ni
)
→
(
T (R), dT (R) , πT (R)
)
.
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By [17, Lemma 3.4], this implies that, P∗-a.s., there exists a complete and separable metric
space (Z, dZ ) and isometric embeddings ψni : (B(δ
−1
ni R), δ
β
nidU ) → (Z, dZ ), ψ : (T (R), dT (R)) →
(Z, dZ), such that
π(R)ni ◦ (ψ˜ni)−1 → πT (R) ◦ ψ˜−1 (95)
weakly as probability measures on Z×R3, where ψ˜ni(x, y) = (ψni(x), y) and ψ˜(x, y) = (ψ(x), y).
From our initial assumption that (Uni)i≥1 is distributionally convergent in T, Corollary 4.5 and
(42), we further have the existence of a deterministic subsequence (nij)j≥1 such that, P
∗-a.s.,
Unij → T in T,
inf
j≥1
δ3nij
inf
x∈B(δ−1nij R)
µU
(
BU (x, δ−βnij δ)
)
> 0, ∀δ > 0, (96)
and also
sup
x∈B(δ−1nij R)
δβnij
dU (0, x)→ Λ ∈ (0,∞). (97)
Now, taking projections onto Z and rescaling, we readily obtain from (95) that
δ3niµU
(
(ψni)
−1(·) ∩B(δniR)
)→ cµT (R) ◦ ψ−1 (98)
weakly as probability measures on Z, where the constant c is the Lebesgue measure of BE(R).
Moreover, appealing again to the mass lower bound of (96), we also obtain the subsequential
convergence of measure supports, i.e.
ψnij
(
B(δnijR)
)
→ ψ
(
T (R)
)
with respect to the Hausdorff topology on compact subsets of Z (cf. the argument of [3, Theorem
6.1], for example). That T (R) is indeed compact is established as in [3], and that it is a real
tree follows from [20, Lemma 2.1]. In particular, if we define a sequence of correspondences by
setting
Cnij :=
{
(x, x′) ∈ B(δnijR)× T (R) : dZ
(
ψnij (x), ψ(x
′)
)
≤ 2dZH
(
ψnij (B(δnijR)), ψ(T (R))
)}
,
where dZH is the Hausdorff distance on Z, then we have that
sup
(x,x′)∈Cnij
dZ
(
ψnij (x), ψ(x
′)
)
→ 0. (99)
Given that Unij → T in T and (97) holds, it is a straightforward application of [7, Lemmas 3.5
and 5.1] to also check that, P∗-a.s.,
lim
η→0
lim sup
j→∞
sup
x,y∈B(δ−1nij R):
δβnij
dU (x,y)<η
δnij |φU (x)− φU (y)| = 0,
and, applying this equicontinuity in conjunction with (95), this yields in turn that
sup
(x,x′)∈Cnij
∣∣φU (x)− φT (R)(x′)∣∣→ 0. (100)
Finally, although not included in the framework of [17, 21, 29], it is not difficult to include the
convergence of roots in the above arguments, i.e. we may further suppose that
dZ
(
ψnij (ρU ), ψ(ρT (R))
)
→ 0 (101)
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for some ρT (R) ∈ T (R) with φT (R)(ρT (R)) = 0. Recalling the definition of ∆c from (12), com-
bining (98), (99), (100) and (101) yields that ∆c(U (R)nij ,T (R)) → 0, P∗-a.s., where T (R) :=
(T (R), dT (R) , µT (R) , φT (R) , ρT (R)). Since the distribution of T (R) is uniquely specified by (94),
and the same limit can be deduced for some subsubsequence of any subsequence of (ni)i≥1, we
obtain that U (R)ni → T (R) in distribution in T, and thus the part of the proof concerning the
Gromov-Hausdorff-type topology is complete.
As for the path ensemble topology, we know from [7, Lemma 3.9] that convergence of
compact measured, rooted spatial trees with respect to our Gromov-Hausdorff-type implies the
corresponding path ensemble statement. To extend from this to the desired conclusion, we can
proceed exactly as in the proof of [7, Lemma 5.5], with the additional inputs required being
provided by (42) and the coupling lemma that is stated below at Lemma 9.3.
9 Properties of the limiting space
The aim of this section is to prove Theorem 1.4. To this end, we present several preparatory
lemmas. In the first of these, we check that for large enough annuli there is only one disjoint
crossing by a path in U . Precisely, for r < R, we introduce the event CEU (r,R) by setting
CEU (r,R) = {∃x, y ∈ B(R)c such that γU (x, y) ∩B(r) 6= ∅} ,
and show that the probability of this occurring decays as the ratio R/r increases.
Lemma 9.1. There exist universal constants a, b, C ∈ (0,∞) such that for all δ ∈ (0, 1) and
λ ≥ 1,
P
(CEU (λ−aδ−1, δ−1)) ≤ Cλ−b.
Proof. This is essentially established in the proof of Proposition 4.1. We will use the same
notation as in that proof here. First, suppose that the event A′k0 , as defined in the proof of
Proposition 4.1, occurs. It then holds that: for every point x ∈ ∂B(δ−1),
γU (x, γ∞) ∩B
(
λ−4δ−1
)
= ∅,
where γ∞ is the unique infinite simple path in U started at the origin, and γU (x, γ∞) is shortest
path in U from x to a point of γ∞. Note that we have already proved that P(A′k0) ≥ 1−Cλ−1.
Second, let u be the first time that γ∞ exits B(λ−4δ−1), and define
W =
{
γ∞[u,∞) ∩B(λ−5δ−1) = ∅
}
.
By Proposition 1.5.10 of [33], it holds that P(W ) ≥ 1− Cλ−1. Finally, suppose that the event
A′k0 ∩W occurs. For x, y ∈ B(δ−1)c, let x′, y′ ∈ γ∞ be such that γU (x, γ∞) = γU (x, x′) and
γU (y, γ∞) = γU (y, y′). We then have that γU (x, x′)∩B(λ−4δ−1) = ∅ and γU (y, y′)∩B(λ−4δ−1) =
∅. Also, it holds that x′, y′ ∈ γ∞[u,∞). In particular, it follows that γU (x, y) ∩B(λ−5δ−1) = ∅
for all x, y ∈ B(δ−1)c. This completes the proof of the result with a = 5 and b = 1.
We next establish a result which essentially gives the converse of Assumption 3. In particular,
we define the event D(a, b, c) by
D(a, b, c) = {∃x, y ∈ B(a) such that dSU (x, y) < b and dU (x, y) > c} ,
where we define the Schramm metric dSU on U analogously to (2), and check the following.
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Lemma 9.2. There exist universal a1, . . . , a4, C ∈ (0,∞) such that for all δ ∈ (0, 1) and λ ≥ 1,
P
(
D
(
λa1δ−1, λ−a2δ−1, λ−a3δ−β
))
≤ Cλ−a4 .
Proof. Consider the event Dˆ(a, b, c) given by
Dˆ(a, b, c) = {∃x, y ∈ B(a) ∩ γ∞ such that dSU (x, y) < b and dU (x, y) > c} .
We first prove that there exist universal a1, . . . , a4, C ∈ (0,∞) such that for all δ ∈ (0, 1) and
λ ≥ 1,
P
(
Dˆ
(
λa1δ−1, λ−a2δ−1, λ−a3δ−β
))
≤ Cλ−a4 . (102)
To do this, let a1 = 10
−4, a2 = 1 and a3 = 1/2. Moreover, let D = (wk)Mk=1 be a λ
−a2δ−1-
net of B(λa1δ−1) such that B(λa1δ−1) ⊆ ⋃Mk=1B(wk, λ−a2δ−1) and M ≍ λ3(a1+a2). Suppose
that the event Dˆ (λa1δ−1, λ−a2δ−1, λ−a3δ−β) occurs. Then there exists wk ∈ D such that
|γ∞ ∩ B(wk, λ−a2δ−1)| ≥ cλ−a3δ−β for some universal c > 0. Now, it follows from [40, (7.51)]
that
P
(
∃wk ∈ D such that
∣∣γ∞ ∩B(wk, λ−a2δ−1)∣∣ ≥ cλ−a3δ−β) ≤ Ce−c′λ1/2 ,
for some universal c′, C ∈ (0,∞). Thus, the inequality (102) holds when we let a4 = 100.
We next consider a λ−4δ−1-net D′ = (xi)Ni=1 of the ball B(λ
a1δ−1) for which B(λa1δ−1) ⊆⋃N
i=1B(xi, λ
−4δ−1) and N ≍ λ3(a1+4). We perform Wilson’s algorithm as follows:
• Consider a subtree spanned by D′ = (xi)Ni=1. The output random tree is denoted by U1.
• Perform Wilson’s algorithm for all remaining points Z3 \D′ to generate U .
We define the event L by
L =
N⋂
i=1
Dˆ
(
λa1δ−1, λ−a2δ−1, λ−a3δ−β ; i
)c
,
where the event Dˆ (a, b, c; i) is defined by
Dˆ(a, b, c; i) = {∃x, y ∈ B(a) ∩ γxi∞ such that dSU (x, y) < b and dU (x, y) > c} ,
with γx∞ standing for the unique infinite simple path in U started at x. By (102), we have
P(L) ≥ 1− Cλ−80. Furthermore, if we define
J =
{
∀x ∈ B(λa1δ−1),diam (γU (x,U1)) < λ−2δ−1 and dU (x,U1) < λ−2δ−β
}
,
then applying the hittability of each branch of U as in the proof of Proposition 4.1 guarantees
that P(J) ≥ 1 − Cλ−10. Finally, suppose that the event L ∩ J occurs. The event L ensures
that for all x, y ∈ U1 with dSU (x, y) < λ−a2δ−1, we have dU (x, y) < 2λ−a3δ−β . Also, the event
J guarantees that for all x, y ∈ B(λa1δ−1) with dSU (x, y) < 12λ−a2δ−1, we have dU (x, y) <
3λ−a3δ−β. Thus the proof is complete, establishing the result with a1 = 10−4, a2 = 1, a3 = 1/2
and a4 = 10.
For the remainder of the section, including in the proof of Theorem 1.4, we fix a se-
quence δn → 0 such that (Pδn)n≥1 converges weakly (as measures on (T,∆)), and write
Uδn = (U , δκndU , δ2nµU , δnφU , 0). Letting Pˆ be the relevant limiting law, we denote by T =
(T , dT , µT , φT , ρT ) a random element of T with law Pˆ. A key ingredient to the proof of Theo-
rem 1.4 is the following coupling between the discrete and continuous models, which is a ready
consequence of this convergence assumption. Since the proof of the corresponding result in [7]
was not specific to the two-dimensional case, we omit the proof here.
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Lemma 9.3 (cf. [7, Lemma 5.1]). There exist realisations of (Uδn)n≥1 and T built on the same
probability space, with probability measure P∗ say, such that: for some subsequence (ni)i≥1 and
divergent sequence (rj)j≥1 it holds that, P∗-a.s.,
Di,j := ∆c
(
U (rj)δni ,T
(rj)
)
→ 0
as i→∞, for every j ≥ 1.
Proof of Theorem 1.4. We start by checking the measure bounds of parts (c) and (d), and we
also remark that part (b) is an elementary consequence of (c) (see [19, Proposition 1.5.15], for
example). The uniform bound of (c) will follow from the estimates: for R > 0, there exist
constants ci ∈ (0,∞) such that, for every r ∈ (0, 1),
Pˆ
(
inf
x∈BT (ρT ,R)
µT (BT (x, r)) ≤ c1rdf (log r−1)−c2
)
≤ c3rc4 , (103)
Pˆ
(
sup
x∈BT (ρT ,R)
µT (BT (x, r)) ≥ c5rdf (log r−1)c6
)
≤ c7rc8 . (104)
Indeed, given these, applying Borel-Cantelli along the subsequence rn = 2
−n, n ∈ N, yields the
result. By appealing to the coupling of Lemma 9.3, the above inequalities readily follow from
the following discrete analogues:
lim sup
δ→∞
P
(
δ3 min
x∈BU (ρU ,δ−βR)
µT
(
BU(x, δ−βr)
)
≤ c1rdf (log r−1)−c2
)
≤ c3rc4 , (105)
lim sup
δ→∞
P
(
δ3 max
x∈BU (ρU ,δ−βR)
µT
(
BU(x, δ−βr)
)
≥ c5rdf (log r−1)c6
)
≤ c7rc8 . (106)
To establish these, we start by noting that Proposition 6.1 implies that the probability in (105)
is bounded above by
Ce−cz
a
+P
(
δ3 min
x∈B(δ−1R1/βz)
µT
(
BU (x, δ−βr)
)
≤ c1rdf (log r−1)−c2
)
for any z ≥ 1. Moreover, applying a simple union bound and Theorem 5.2 (with R = δ−βr,
λ = c−11 log(r
−1)c2), we can bound this in turn by
Ce−cz
a
+
C ′Rdf z3
rdf
e−c
′c−a
′
1 log(r
−1)a
′c2
.
Choosing z = (c−1 log(r−1))1/a, c1 small enough so that c′c−a1 > df , and c2 = 1/a
′, the above is
bounded above by C ′′rc′′ , as desired. The proof of (106) is similar, with Theorem 6.2 replacing
Theorem 5.2. As for (d), this follows from a Borel-Cantelli argument and the following estimates:
there exist constants ci ∈ (0,∞) such that
Pˆ
(
µT (BT (ρT , r)) ≥ λrdf
)
≤ c1e−c2λc3 , (107)
Pˆ
(
µT (BT (ρT , r)) ≤ λ−1rdf
)
≤ c4e−c5λc6 , (108)
for all r > 0, λ ≥ 1. Similarly to the proof of the uniform estimates (103) and (104), applying
the coupling of Lemma 9.3, these readily follow from Theorem 5.1 and Proposition 6.1.
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For part (a), since (U , dU ) has infinite diameter, we immediately find that (T , dT ) has at
least one end at infinity. Thus we need to show that there can be no more than one end at
infinity. Given Lemma 9.3 and the inclusion results of (42) and Proposition 6.1, this can be
proved exactly as in the two-dimensional case. In particular, as in [7], it follows from the
following crossing estimate: for r > 0,
lim
R→∞
lim sup
δ→0
P
(
CEU (δ
−1r, δ−1R)
)
= 0,
which is given by Lemma 9.1.
For part (e), we can proceed exactly as in the proof of [7, Lemma 5.4]. Given Lemma 9.3,
the one additional ingredient we need to do this is the estimate corresponding to [7, (5.12)]: for
every r, η > 0,
lim
ε→0
lim sup
δ→0
P
 inf
x,y∈BU (0,δ−βr):
dU (x,y)≥δ−βη
dSU (x, y) < δ
−1ε
 = 0,
and this was established in Lemma 9.2 (when viewed in conjunction with Proposition 6.1).
Given Lemma 9.3 and (6.1), the proof of part (f) is identical to that of [7, Lemma 5.2].
10 Simple random walk and its diffusion limit
In this section, we complete the article with the proofs of Theorem 1.5, Corollary 1.6 and
Theorem 1.8.
Proof of Theorem 1.5. On the event{
inf
x∈BU (0,R)
µU (BU (x,R/8)) ≥ λ−1Rdf , µU (BU (0, 2R)) ≤ λRdf
}
, (109)
one can find a cover (BU (xi, R/4))Ni=1 of BU (0, R) of size N ≤ λ2 (cf. [11, Lemma 9], for
example). Following the argument of [5, Lemma 2.4] (see alternatively [31, Lemma 4.1]), it
holds that on the event at (109),
RU (0, BU (0, R)c) ≥ R
λ2
.
Hence the result is a consequence of Theorem 5.2 and Proposition 6.1.
Proof of Corollary 1.6. By Theorem 1.5, parts (1) and (4) of [32, Assumption 1.2] hold. More-
over, since RU (0, BU (0, R)c) ≤ R+ 1, we also have that part (2) of [32, Assumption 1.2] holds.
Hence (4), (6), (7), (9) and (11) follow from [32, Proposition 1.4 and Theorem 1.5]. It re-
mains to prove the claims involving the Euclidean distance. To this end, note that by (42) and
Proposition 6.1,
P
(
BU (0, λ−1Rβ) ⊆ B(R) ⊆ BU (0, λRβ)
)
≥ 1− c1λ−c2 .
Hence, by Borel-Cantelli, if Rn := 2
n and λn := n
2/c2 , then
BU (0, λ−1n R
β
n) ⊆ B(Rn) ⊆ BU (0, λnRβn)
69
for all large n, P-a.s. Combining this with the results at (4) and (7), we obtain (5) and (8). As
for (10), the lower bound follows from Jensen’s inequality, Fatou’s lemma and (8). Indeed,
lim inf
R→∞
logEU
(
τE0,R
)
logR
≥ lim inf
R→∞
E
U
(
log τE0,R
logR
)
≥ EU
(
lim inf
R→∞
log τE0,R
logR
)
= βdw.
As for the upper bound, a standard estimate for exit times (see [4, Corollary 2.66], for example)
gives that
EU0 τ
E
0,R ≤ R3RU (0, B(R)c) ≤ R3ξR,
where ξR is defined above Proposition 3.5. The latter result thus yields
E
U (τE0,R) ≤ R3E (ξR) ≤ cR3+β = cRβdw ,
which gives (a stronger statement than) the desired conclusion.
Proof of Theorem 1.8. The result can be proved by a line-by-line modification of [7, Theorems
1.4 and 7.2], and so we omit the details. However, as an aid to the reader, we summarise the key
steps. As per the construction of [27], Pˆ-a.s., there is a ‘resistance form’ (ET ,FT ) on (T , dT ),
characterised by
dT (x, y)−1 = inf {ET (f, f) : f ∈ FT , f(x) = 0, f(y) = 1} , ∀x, y ∈ T , x 6= y.
Moreover, by taking
DT := FT ∩ C0(T ),
where C0(T ) are the compactly supported continuous functions on (T , dT ), and the closure
is taken with respect to ET (f, f) +
∫
T f
2dµT , we obtain a regular Dirichlet form (ET ,DT ) on
L2(T , µT ) (see [2, Remark 1.6] or [28, Theorem 9.4]). Moreover, since (T , dT ) is complete
and has one end at infinity (by Theorem 1.4(a)), the naturally associated stochastic process
((XTt )t≥0, (P Tx )x∈T ) is recurrent (see [2, Theorem 4]). And, from [28, Theorem 10.4], we have
that the process admits a jointly continuous transition density (pTt (x, y))x,y∈T ,t>0.
Next, by appealing to the Skorohod representation theorem, it is possible to construct
realisations of (U , δβndU , δ3nµU , δnφU , ρU ), n ≥ 1, and (T , dT , µT , φT , ρT ) on the same probability
space with probability measure P∗ such that (U , δβndU , δ3nµU , δnφU , ρU ) → (T , dT , µT , φT , ρT ),
P∗-a.s. Moreover, applying Theorem 1.5 in a simple Borel-Cantelli argument allows one to
deduce that, P∗-a.s.,
lim
R→∞
lim inf
n→∞ δ
β
nRU
(
0, BU (0, Rδ−βn )
c
)
=∞.
Hence we can apply [16, Theorem 7.1] to deduce that, P∗-a.s.,
PU0
((
δnX
U
tδ
−(3+β)
n
)
t≥0
∈ ·
)
→ P TρT ◦ φ−1T (110)
weakly as probability measures on C(R+,R
3). Since the left-hand side above is P∗-measurable,
so is the right-hand side. Moreover, for any measurable set B ⊆ C(R+,R3), we have that
P TρT ◦ φ−1T (B) = E∗
(
P TρT ◦ φ−1T (B) T
)
,
where E∗ is the expectation under P∗, and so P TρT ◦ φ−1T is in fact Pˆ-measurable, as is required
to prove part (a). For part (b), we apply (110) and integrate out with respect to P∗.
As for the heat kernel estimates, we note that the measure bounds of Theorem 1.4(c) are
enough to apply the arguments of [11] to deduce part (c) (for further details, see the proof of
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[7, Theorem 1.4(c)]). As for the on-diagonal estimates of part (d), similarly to the proof of [7,
Theorem 7.2] (cf. [13, Theorems 1.6 and 1.7]), these follow from the distributional estimates on
the measures of balls at (107) and (108), together with the following resistance estimate
P
(
RT (ρT , BT (ρT , R)c) ≤ λ−1R
) ≤ Ce−cλa , (111)
where RT is the resistance associated with (ET ,FT ). As in the proof of Theorem 1.5, to check
(111), it is enough to combine (107) with the bound
Pˆ
(
inf
x∈BT (ρT ,R)
µT (BT (x,R/8)) ≤ λ−1Rdf
)
≤ Ce−cλa ,
which is again a ready consequence of the discrete analogue (see Theorem 5.2 and Proposition
6.1).
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A List of symbols
U Uniform spanning tree on Z3. 2
P Law of the uniform spanning tree U . 2
dU Intrinsic metric on the graph U . 2
µU Counting measure on U . 2
φU Continuous embedding of U into R3. 2
ρU Root of U . It is equal to 0. 2
β Growth exponent for the three-dimensional loop-erased random walk. 3
Pδ Law of
(U , δβdU , δ3µU , δφU , ρU). 3
BT (x, r) Ball in the metric space T of radius r around x. 4
T Limit metric space of the scaled uniform spanning tree U . 4
df Fractal dimension of U . 4
P˜ Law of the limit space (T , dT , µT , φT , ρT ). 4
XU Simple random walk on U . 5
PUx Quenched law of the simple random walk on U started at x. 5
P
U Annealed law of the simple random walk on U . 5
RU Effective resistance on U . 6
dH Hausdorff metric. 12
B(x, r) Discrete Euclidean ball of radius R around x. 13
Bδ(x, r) Discrete Euclidean ball on δZ
3 of radius r around x. 13
BE(x, r) Euclidean ball of radius r around x. 13
D(x, r) Discrete cube of side-length 2r centred at x. 13
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Dδ(x, r) Discrete cube on δZ
3 of side-length 2r centred at x. 13
DE(x, r) Euclidean cube of side-length 2r centred at x. 13
len(γ) Length of a path γ. 13
T (γ) Duration of a curve γ. 13
Cf Space of parameterized curves of finite duration. 13
ψ Metric on Cf . 13
C Space of transient parameterized curves. 13
χ Metric on C. 13
dSγ Schramm metric on a parameterized curve γ. 15
dγ Intrinsic metric on a parameterized curve γ. 15
P Dyadic polyhedron. 16
γ¯ Loop-erased random walk endowed with its β-parameterization. 16
γx∞ Infinite loop-erased random walk on Z3 starting at x. 16
T Parameterized tree. 48
FK Space of parameterized trees with K leaves. 48
Γe(T ) Space of parameterized trees with K leaves. 51
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