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Abstract
We study various statistical properties of the double-dimer model, a generalization of the dimer
model, on rectangular domains of the square lattice. We take advantage of the Grassmannian
representation of the dimer model, first to calculate the probability distribution of nontrivial loops
around a cylinder, which is consistent with the previously known result, and then to calculate the
expectation value of the number of loops surrounding two faces and the left-passage probability,
both in the discrete and the continuum cases. We also briefly explain the calculation of some
related observables. As a by-product, we obtain the partition function of the dimer model in the
presence of two and four monomers, and a single monomer on the boundary.
1 Introduction
Some recent activities have focused on mathematical theories of critical phenomena, namely Schramm-
Loewner Evolution (SLE) and Conformal Loop Ensemble (CLE) [1–8]. SLEs are random planar curves
which are characterized by certain conformal invariance property, following a Loewner evolution driven
by a Brownian motion with positive diffusivity κ [9–11]. It is a powerful tool in the study of the scaling
limits of two-dimensional critical models, which in several cases such as the loop-erased random walk
and uniform spanning tree, percolation and the Ising model on specific lattices, the convergence has
been established rigorously. CLEs are ensembles of countably random collection of planar conformally
invariant non-crossing and non-self-crossing loops in simply connected domains of the complex plane,
indexed by a parameter κ in (8/3, 8] and constructed by branching variants of SLEs [7]. Both ideas
are interesting to physicists because they are related to interfaces in critical phenomena, where early
attentions to SLE were mainly motivated by Smirnov’s proof of Cardy’s formula, which in turn leads
to the convergence of the percolation exploration path to the chordal SLE6. Further the scaling limit
of the Ising model was proved to be SLE3 or SLE16/3, determined by the representation [12, 13].
Alternatively, it is related to a conformally invariant loop model at criticality hence a CLE, with either
κ = 3 or κ = 16/3.
Loop models are among most important and richest classes of two-dimensional statistical lattice
models and indeed, many statistical mechanical models are best understood in terms of random paths,
open or closed, at criticality [14–16]. In addition to providing geometrical explanations and tools,
it employs many methods to study scaling limits, including Coulomb gas formalism [17], Conformal
Field Theory (CFT) [18] and more recently, rigorous theories such as SLE and CLE [19, 20]. In all
these theories conformal invariance plays a crucial role, enables them to determine critical exponents
and other associated universal properties of two-dimensional critical systems such as correlation func-
tions exactly. SLEs (CLEs) are believed to be the scaling limits of various random loop models from
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statistical physics, including the O(n) models. These are a large class of critical systems in physics,
conjectured to be related to SLEκ and CLEκ concisely expressed by the formula n = −2 cos(4pi/κ).
The parameter κ is so in significant relation to the central charge c in CFT and as a fact, SLEs (CLEs)
with κ ≤ 4 are believed to be the minimal models of CFT with c in [0, 1] [21–23]. One prototypical
model where such issues are concerned is the two-dimensional Gaussian Free Field (GFF).
The two-dimensional GFF is a central object both in physics and mathematics, related to the
Coulomb gas, which falls into the same universality class as other statistical mechanical models such
as the XY-model and the two-dimensional sine-Gordon model [17, 24, 25]. It is the mathematical
model of two-dimensional bosonic CFT, and is a two-dimensional analog of the Brownian motion [26].
The notions associated with the Brownian motion, such as the Gaussian measure, the Laplacian, the
Green’s function and consequently conformal invariance, are also substantial in GFF [25, 27], and
many stochastic differential equations in two dimensions depend on it as those in one dimension on
the Brownian motion [28, 29]. We can practically think of GFF as a natural model of random height
functions though it is actually a generalized function or a distribution (in sense of Schwartz [26]).
It yields a dual interpretation of many loop models, especially the O(n) models, which in SLE/CLE
formalism, is very natural in the case of κ = 4 (equivalently n = 2); the zero level line of the Gaussian
free field (with appropriate boundary conditions) is a chordal SLE4 and the collection of level loops of
it corresponds to CLE4 [30, 31].
Besides, there is a family of conformally invariant loop models in two dimensions, the Brownian
Loop Soups (BLSs), which is deeply related to SLE and CLE [20, 32]. Each BLS is a Poisson point
process of Brownian loops [33], with intensity parameter related to κ via the equation c = (3κ−8)(6−
κ)/2κ [32], indicating that for low enough intensities the outer boundaries of clusters of Brownian
loops are distributed like CLEs for the spectral parameter between 8/3 and 4. This implies that the
intensity parameter is the central charge of the relevant CFT for c in [0, 1]. Motivated by the relation
between BLS, SLE and CLE, a connection between BLS and CFT was discovered analyzing particular
expectation values, such as correlation functions of the layering and the winding number operators [34].
The critical BLS (c = 1) is closely related to the Gaussian Free Field.
All these relations allow or rather require to exploit achievements of mathematical theories of critical
phenomena in physics. In this regard, it is quite standard to find and compute observables in critical
lattice models, evidencing and supporting relations to SLE and CLE, and/or determining κ. This is
what we have done in this paper, in the case of the double-dimer model. Such efforts are prevalent in
statistical physics literature.
The study of relevant SLEs has been performed over the last decade with some degree of success.
However, not much work has been done on CLEs by physicists. This is perhaps due to the mathematical
tractability of CLEs. To be specific, many two-dimensional physical models result in random surfaces
whose contour lines are CLEs, yet in physics literature they are inevitably cut in half and treated as
SLEs [35–37].
On the other hand, there are limitations on describing a critical model through SLE. The existence
of an SLE curve a priori depends on imposing certain boundary conditions, and many observables,
potentially defined on cluster boundaries, could not be supported by SLE. Finding tractable methods
of tackling CLE is therefore of importance to the physics community. One way of analyzing CLE is
via the double-dimer model which is a straightforward generalization of the dimer model.
The dimer model is the study of canonical measures, i.e. Gibbs measures, on the set of dimer
coverings of a graph [25]. A dimer covering or perfect matching of a graph is a collection of occupied
edges (dimers) of the graph, such that every vertex is covered exactly once. Dimers can have different
fugacities (Boltzmann weights), and the weight of each dimer cover is defined to be the product of all
dimer weights in the configuration. Generally, interesting graphs are periodic planar graphs such as
the square lattice or the honeycomb lattice.
A double-dimer configuration is a union of two dimer covers, or equivalently a set of even-length
simple loops and doubled edges, with the property that every vertex is the endpoint of exactly two edges
(which may be doubled) [38]. This immediately leads to a loop model related to CLE; it is interesting to
study the properties of the distribution of long loops, especially the conformal invariance of the scaling
limit of the ”uniform” double-dimer model, and its relation to CLE4/SLE4. The partition function
of the double-dimer model is simply the multiplication of partition functions of the two contributing
2
dimer models, giving a proportionally weight of 2k to each configuration with k loops in the uniform
case. The double-dimer model offers a tool to study the loop model hence CLE.
Precisely in the case of dimers on a bipartite graph, each configuration can be mapped to a height
function, a particular discretization of the GFF [39]. In fact, the scaling limit of the collection of
double-dimer loops on a bipartite lattice is proved to be CLE4 via this correspondence, whereas in the
case of non-bipartite lattices it is still a conjecture.
The dimer model arose initially in physics studying the adsorption of diatomic molecules on a
surface [40], later an abstraction and an exact formal solution for planar graphs was proposed by
Kasteleyn [41], and independently by Fisher and Temperley [42]. In the case of the square lattice, the
exact number of domino-tilings of an M ×N (both even) surface by 2× 1 dominos is given by:
Q0 =
M
2∏
p=1
N
2∏
q=1
[
4 cos2
pip
M + 1
+ 4 cos2
piq
N + 1
]
(1)
which is also the partition function of the dimer model in the uniform case (all dimer fugacities are 1).
Since then, corresponding computations have been done for some other lattices (see [43] for a review
of various references).
The dimer model is of interest in its own right. While not much practical as a realistic model,
the dimer model has inherent interest as an exactly solvable model whose distinguished types of phase
transitions can be studied analytically. It has close relation with random matrices and determinantal
processes [44–47] and to begin with, the computation of the partition function can be accomplished
using determinants [41, 42]. Apart from its connection to many contexts in mathematics, it can be
translated to several other statistical mechanical models. There is a correspondence between the two-
dimensional Ising model on a graph and the dimer model on a decorated version of this graph [48,49],
makes dimer techniques a supplementary powerful tool to study the Ising model. It also has relations
with vertex models [50]. As there are few efficient methods to study the latter, these relations are
highly valuable [25,51].
The fermionic nature of the dimer model, already implied by its relation to the Ising model, is
an important feature manifest in Kasteleyn’s Pfaffian solution of the dimer problem. Identically, it
exhibits in reformulation of the dimer model in terms of Grassmannian anti-commuting variables,
which leads to an exact solution of the close-packed dimer problem on some lattices, especially the
square lattice [52]. This method works even when there are some monomers present, results in a more
complex exact solution in the case of the boundary monomer-dimer problem, and a formal expression
of the partition function in the presence of bulk monomers [53,54].
The central idea of this paper is to use the fermionic representation of the dimer model to give us
a tool for direct study of the CLEs and in fact, to utilize this connection for the exact calculation of
certain invariants and correlators.
This paper is organized as follows. In section 2, we review the fermionic representation of the
dimer model on the square lattice. We introduce our method, strongly based on [52], and perform
the calculation of the partition function of the dimer model on a rectangular domain with free and
cylindrical boundary conditions. In section 3, we look at loops around a cylinder and find the distri-
bution of the number of nontrivial loops, which is identical to the previously known result [38]. By
approximating the result for a very long cylinder, a connection to the Coulomb gas is established. In
section 4, we calculate the expectation value of loops surrounding two points, which in the scaling limit,
is in accordance with that of CLE4 and so with that of the level lines of the GFF at certain heights.
We also compute the one-point function and comment on the calculation of some related observables.
In section 5, we revisit the boundary monomer-dimer problem and calculate the partition function in
the presence of two and four monomers, and a single monomer on the boundary. We can particularly
check the latter to be in agreement with the result in [53]. In section 6, the left-passage probability is
addressed and we find the approximation of the result for a very large lattice consistent with what is
expected for the chordal SLE4 on a rectangular domain. Some less relevant, but still useful formulas
have been moved to the appendix A. We also obtain a hitherto unknown series identity in the appendix
B.
3
2 Grassmannian representation of the dimer model
For any dimer model on a finite graph, there is an adjacency matrix which has indices representing
vertices of the graph, and entries equal the fugacities of bonds and zero otherwise. The partition
function of the dimer model is then the hafnian of the adjacency matrix. However, even the permanent
of a (0, 1)-matrix, which appears to be a less computationally complicated object than the hafnian, is
not tractable in general [55]. A theorem due to Kasteleyn [41] guarantees that for any planar graph,
there is an associated signed adjacency matrix, a Kasteleyn matrix, which the partition function of
the dimer model is the Pfaffian (the square root of the determinant) of this matrix. The partition
function of the double-dimer model is then the determinant of the relevant Kasteleyn matrix. Here
we study the uniform double-dimer model (based on two uniform dimer model) on finite sublattices of
the square grid, by a priori non-combinatorial approach through Grassmannian representation of the
dimer model.
For pedagogical reasons, we first compute the partition function of the uniform dimer model
(equiprobable dimer covers) when the square lattice is embedded on the cylinder, i.e. the bound-
ary conditions are periodic and free along the horizontal and vertical directions respectively. For a
lattice of size M ×N , M and/or N even, it can be written as
Q0 =
∫ N∏
n=1
M∏
m=1
dηmn(1 + ηmnηm+1n)(1 + ηmnηmn+1) (2)
with the periodic/free boundary conditions: ηM+1n = η1n, ηmN+1 = 0, where ηmn are commuting
nilpotent variables attached to every site, satisfying η2mn = 0, to prevent double occupancy of a site
by two dimers, and
∫
dηmnηmn = 1 and
∫
dηmn = 0, to ensure that each site is met by a dimer. The
zero index of the partition function indicates the non-existence of defects (monomers) in the system,
i.e. we deal with the pure close-packed dimer problem.
The representation (2) of the partition function is identical to the Haffnian of the adjacency matrix
of the underlying square lattice. In accordance with Kasteleyn’s theorem, we have to replace (2) with a
representation identical to the Pfaffian of some related matrix. Following Hayn and Plechko [52] closely,
we can introduce a set of completely anticommuting Grassmann variables {amn, a¯mn} and {bmn, b¯mn}
(so with the same calculus as {ηmn}) for horizontal and vertical bonds respectively, such that
1 + ηmnηm+1n =
∫
da¯mndamn e
amna¯mn(1 + amnηmn)(1 + a¯mnηm+1n)
1 + ηmnηmn+1 =
∫
db¯mndbmn e
bmnb¯mn(1 + bmnηmn)(1 + b¯mnηmn+1). (3)
We further introduce the notation {Amn, A¯mn, Bmn, B¯mn},
Amn = 1 + amnηmn, A¯m+1n = 1 + a¯mnηm+1n
Bmn = 1 + bmnηmn, B¯mn+1 = 1 + b¯mnηmn+1
which are simply non-commuting Grassmann factors made use of for brevity. Thanks to the mirror-
ordering method [56], the partition function can then be written as
Q0 = Sp{a,a¯,b,b¯,η}
N∏
n=1
(
M∏
m=1
m←−−
B¯mn
M∏
m=1
A¯mn
m−−→
BmnAmn
)
, (4)
where Sp{.} stands for the Gaussian averaging
∫
da¯dadb¯db eaa¯+bb¯(...), as well as the integration over
nilpotent variables {η}, and arrows indicate the direction of increasing in the index ”m”. This way,
the individual ηmn can be isolated and integrated to yield a purely Grassmannian representation of
the partition function of the dimer model:
Q0 = Sp{a,a¯,b,b¯}
∏
m,n
Lmn, Lmn = amn + bmn + a¯m−1n + (−1)m+1b¯mn−1.
4
where the factor (−1)m+1 arises as the result of translating anticommuting variables Lmn through
Grassmann factors B¯mn, from meeting point to the left. With the aid of additional Grassmann variables
cmn defined by the identity Lmn =
∫
dcmn exp(cmnLmn), the final expression is:
Q0 =
∫ N∏
n=1
M∏
m=1
m−−−→
dcmn exp
{
M∑
m=1
N∑
n=1
[cm+1ncmn + (−1)m+1cmn+1cmn]
}
(5)
Without loss of generality, we assume that M2 is an even integer. This imposes aperiodic boundary
conditions for fermions (Grassmann variables) in horizontal direction, cM+1n = −c1n, because of the
transposition of the products of the boundary Grassmann factors. Combinatorially, it is identical to
compensating the minus sign due to the even cyclic permutation around the cylinder in the expansion
of the determinant of Kasteleyn’s matrix. As a result, we have to use half-integer momenta in Fourier
substitution (in horizontal direction) for fermionic variables. Remember free boundary conditions in
vertical direction, cmN+1 = 0, we can pass into momentum space through the transformation [52]
cmn =
√
2
M(N + 1)
in
M∑
p=1
N∑
q=1
cpq e
i
pi(2p−1)m
M sin
piqn
N + 1
(6)
Using the rules (60) and (61), the partition function (5) factorizes into the product of the determinants
of similar matrices
0 2i cos piqN+1 0 −2i sin pi(2p−1)M
−2i cos piqN+1 0 −2i sin pi(2p−1)M 0
0 2i sin pi(2p−1)M 0 2i cos
piq
N+1
2i sin pi(2p−1)M 0 −2i cos piqN+1 0

which, with a little abuse of notation −q ≡ N + 1− q, indicating the coupling coefficients of the vector
(cpq, cM
2 −pq, cM2 −1+pq, cM−pq)
t with the vector (cp−q, cM
2 −p−q, cM2 −1+p−q, cM−p−q). For N even, these
lead to the final evaluation of the partition function
Q0 =
M
2∏
p=1
N
2∏
q=1
[
4 cos2
piq
N + 1
+ 4 sin2
pi(2p− 1)
M
]
, (N even) (7)
For N odd, the only difference is that there is a single uncoupled mode due to q = N+12 , so the result
is
Q0 = 2
M
2∏
p=1
N−1
2∏
q=1
[
4 cos2
piq
N + 1
+ 4 sin2
pi(2p− 1)
M
]
, (N odd) (8)
in agreement with the results in [41,42].
The results (7) and (8) can also be obtained by a little different method. Indeed for our further
analysis of the model, it is more convenient if we do Fourier transformation only for one of the indices
and use combinatorics in compensation.
Back to the Grassmannian partition function (5), we do Fourier substitution in vertical direction,
so (6) is replaced by
cmn =
√
2
N + 1
in
N∑
q=1
cmq sin
piqn
N + 1
(9)
An overall minus sign or the factor i, that may occur in the calculation of partition functions in various
situations, does not matter since they are always absorbed by the Jacobian determinant which is trivial
here. So we are only concerned with the absolute value of the final results though we have to be careful
about the signs of the terms with respect to each other. Here in this case the action becomes
5
-q
q
Figure 1: An instance of coupled Fourier modes q and −q, for a square lattice with M = 10. Each
cross-form has weight one, and each vertical ”dimer” has weight 2 cos piqN+1 .
-q
q
Figure 2: An additional admissible state thanks to the cylindrical boundary conditions. The first and
last vertical lines are identified.
S0 =
N∑
q=1
{∑
m
[
−cm+1qcm−q − i(−1)m+1 cos piq
N + 1
cmqcm−q
]}
(10)
Equation (10) represents the conversion of the dimer model on the square lattice into some similar
model on decoupled strips, each represents the coupling between two Fourier modes q and −q. These
strips are no longer subgraphs of the square lattice and in fact, they are non-planar as an effect of
Fourier transformation (figure 1). On a given strip, every vertical dimer (with a formal use of the word)
has the fugacity, or rather weight, of 2 cos piqN+1 and the contribution of every cross-form is the factor 1.
We need not worry about i and the minus signs at the moment, as they would always be absorbed to
make every term in the expansion of the partition function have the same sign. For example, we can
notice that on every strip, each vertical dimer and its closest next one have opposite parity in position.
So, multiplying the coefficient of each vertical dimer with that of the next one yield to a plus sign. For
M even, there is an integer number of these couples in every configuration on a strip, and each term
is then positive.
In the absence of block diagonalization of the corresponding Kasteleyn’s matrix, we use combina-
torics to compute the number of dimer covers on a cylindrical strip. For N even, the partition function
is
Q0 =
N
2∏
q=1

M
2∑
p=0
[(
M − p
p
)
+
(
M − p− 1
p− 1
)]
(2 cos
piq
N + 1
)M−2p
+ 2
 , (N even) (11)
included the two possibilities of a chain of tilted dimers due to the cylindrical boundary conditions in
horizontal direction (figure 2). For N odd, the single mode q = N+12 is represented by a one-dimensional
dimer model on a line, which has a configuration space with only two members. The partition function
becomes
Q0 = 2
N−1
2∏
q=1

M
2∑
p=0
[(
M − p
p
)
+
(
M − p− 1
p− 1
)]
(2 cos
piq
N + 1
)M−2p
+ 2
 , (N odd) (12)
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Similarly, we can calculate the partition function of the dimer model with the free boundary con-
ditions, cM+1n = 0, cmN+1 = 0. It is
Q0 =
N
2∏
q=1
 M2∑
p=0
(
M − p
p
)
(2 cos
piq
N + 1
)M−2p
 (13)
for N even, and
Q0 = 2
N−1
2∏
q=1
 M2∑
p=0
(
M − p
p
)
(2 cos
piq
N + 1
)M−2p
 (14)
for N odd.
We may note that (11)-(14) are associated with the Chebyshev polynomials of the second kind
Un(x) = sin(n+1)θ/ sin θ, cos θ = x, which can be shown by using the formula (62). We can also check
that the partition functions (11)-(14) are identical to (7), (8) and (1), with the aid of the identities
(64) and (65).
In the coming sections, we will use this approach to compute some observables defined on specific
collections of double-dimer loops. These observables are supposed to make a strong connection between
the scaling limit of the double-dimer model and the CLE with κ = 4.
3 Loops around the cylinder
We can find the distribution of the number of nontrivial loops in the uniform double-dimer model on
the cylinder, through the previous semi-combinatorial approach. This case is specially simple because
the Kasteleyn matrix can be diagonalized. We arrange some auxiliary fugacities λ and λ−1 in the two
contributing dimer models, so that two conditions are satisfied; (1) each nontrivial loop (around the
annulus) has to contribute exactly one λ or one λ−1, and (2) trivial loops and loops with zero area
 
⋮ 
⋮ 
⋮ 
𝜆−1 
𝜆−1 
𝜆−1 
𝜆 
𝜆 
𝜆 
𝑚0 𝑚0 + 1 𝑀 ×𝑁 
Figure 3: The arrangement of fugacities in one of the dimer models. Other bonds have fugacity 1.
(doubled edges) have to contribute the factor 1, in each term in the expansion of partition function of
the double-dimer model. To this end, in one dimer model we insert the weights λ and λ−1, for some
column of bonds {(m0n,m0 + 1n)}, alternatively (figure 3). let’s call such column the m0-column. For
our purpose, λ = eiβ is suitable. Of course it will not necessarily lead to a probability measure for
the dimer model 1 , but it will be one for the double-dimer model if one dimer model has fugacities
1It is nevertheless a probability measure in the case of a cylindrical domain with even vertical length (N even) because
of the balance between the number of dimers with λ and λ−1 fugacities in every dimer cover.
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complex conjugate of those of the other, and if β is sufficiently small. We do so, and check if the
above requirements are met. Each nontrivial loop crosses the m0-column odd number of times, and
each trivial loop even number of times. It is clear that the contribution of doubled edges is then
the factor 1. So it is sufficient to show that the contribution of any loop crosses the m0-column l
times, in each term in the expansion of the partition function is λ±l(mod 2). It indeed holds because of
the bipartiteness of the lattice, and the construction of the loops; each loop is a sequence of dimers,
alternatively belong to one of the contributing dimer models. If, for example, we move on a loop from
one cross of the m0-column made by the loop to the other, we will pass the set of weight {λ, λ−1}
precisely. So the contribution of each loop only depends on the parity of the number of crosses of the
m0-column made by the loop. There is always two equiprobable possibilities of such contributions for
each loop. The partition function is then the expectation of ( e
iβ+e−iβ
2 )
k or equally (cosβ)k, where k
indicates the number of loops around the annulus in each configuration of the double-dimer model on
the cylinder. The reason for dividing by 2 is that the weight of any double-dimer configuration with n
loops is proportional to 2n. If we orient the loops independently with equal probability, this expectation
is somehow the discrete analog of the expectation of the layering operator, eiβNl , introduced in [34]
for the Brownian Loop Soup (BLS) though the outcomes are very different in nature.
In conclusion, we have the following identity,
〈(cosβ)k〉dd = Zβ/Z0
= QβQ−β/Q20 (15)
where the index dd indicates that the expectation is with respect to the probability measure of the
double-dimer model, Z stands for the partition function of the resulting double-dimer model, Qβ is the
partition function of the dimer model with the above weights, and Q0 is the partition function (11) or
(12) depending on N being even or odd (In the case M odd and N even, there is simply no nontrivial
loop). To compute the RHS of (15), we write the action for one contributing dimer model
Sβ =
∑
m 6=m0
∑
n
{cm+1ncmn + (−1)m+1cmn+1cmn}
+
∑
n odd
λcm0+1ncm0n +
∑
n even
λ−1cm0+1ncm0n, λ = e
iβ (16)
If the last two terms in (16) is written
∑
n(cosβ)cm0+1ncm0n +
∑
n(−1)n+1(i sinβ)cm0+1ncm0n, after
Fourier transformation (9) the action becomes
Sβ =
N∑
q=1
 ∑
m 6=m0
[
−cm+1qcm−q − i(−1)m+1 cos piq
N + 1
cmqcm−q
]
− cosβ cm0+1qcm0−q − i sinβ cm0+1qcm0q
 (17)
Here the argument is as before with a little change in the fugacities and form of the strips after
Fourier transformation. On any cylindrical strip [q,−q] there still exist cross-forms and vertical dimers,
but just on the square {(m0, q), (m0 + 1, q), (m0 + 1,−q), (m0, q)} (let’s call it m0-square) there is an
additional possibility of two horizontal dimers, and they always come together to make an admissible
configuration. For either a cross-form or two horizontal dimers on m0-square, the overall final factor
1(= cos2 β + sin2 β) appears, the same as what occurs for a cross-form in the uniform case (figure 4).
So the solution is also the same except that now the two situations when a chain of tilted dimers occur,
add the weight of 2 cosβ (instead of 2) to the solution for each strip. For N even, the result is
Qβ =
N
2∏
q=1

M
2∑
p=0
[(
M − p
p
)
+
(
M − p− 1
p− 1
)]
(2 cos
piq
N + 1
)M−2p
+ 2 cosβ
 , (N even) (18)
8
 𝑚0 
q 
-q 
Figure 4: An instance of coupled Fourier modes q and −q for the situation in figure 3. The pair of red
horizontal ”dimers” is possible only in the m0-column.
By using the identity (65) we can show that Zβ = QβQ−β is the determinant of the associated
Kasteleyn matrix [38].
For N odd, Qβ does not yield a probability measure because of the single mode q = N+12 which
produces the factor (1 + eiβ) in the partition function of the dimer model,
Qβ = (1 + eiβ)
N−1
2∏
q=1

M
2∑
p=0
[(
M − p
p
)
+
(
M − p− 1
p− 1
)]
(2 cos
piq
N + 1
)M−2p
+ 2 cosβ
 , (N odd)
(19)
The resulting double-dimer partition function is nevertheless real. For a very large lattice, things go
on as in [38], but we believe the result is
∞∑
k=0
P(k loops)(cosβ)k =
∞∏
j=1
j odd
(1 + 2ηj cosβ + η2j)2
(1 + ηj)4
(20)
for N even, and
∞∑
k=0
P(k loops)(cosβ)k =
1 + cosβ
2
∞∏
j=2
j even
(1 + 2ηj cosβ + η2j)2
(1 + ηj)4
(21)
for N odd, where η = e−
M
2N pi. On the other hand, if further M  N , we can somehow approximate
the expectation (15)
ln(〈(cosβ)k〉) ≈ 2N
pi
∫
ln(1− 2 b f(x)
(1 + f(x))2
)
1√
1− x2 dx (22)
where b = 1 − cosβ, x = cos piqN+1 , and f(x) = (
√
x2 + 1 − x)M . Because of the intense concentration
of the integrand near x = 0, we can neglect 1√
1−x2 and replace f(x) by
−f ′(x)
M . With differentiating
(22) with respect to b (for the moment in range where there is no singularity) and changing the order
of integration, we obtain
∞∑
k=0
P(k loops)(cosβ)k ≈ exp
(
−N
M
β2
pi
)
(23)
To make an explicit connection with Coulomb gas formalism as well as check (23), we calculate
a related observable which is very similar in quantity. Suppose in each dimer model above (but now
M and N are odd), we insert a single monomer on the corner (see section 5), one at the top-left side
and one at the down-left side, and further do likewise. There is always a path of dimers in the arising
double-dimer model, which connects the top boundary of the cylinder to the bottom. In this case, the
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partition function of the double-dimer model leads to the distribution of the winding number of the
path around the cylinder, that is
∞∑
k=0
P(k windings)(cosβ)k = Zβ
=
N∏
q=1
q 6=N+12

M
2∑
p=0
[(
M − p
p
)
+
(
M − p− 1
p− 1
)]
(2 cos
piq
N + 1
)M−2p
+ 2 cosβ

(24)
Motivated by [34], we call the LHS of (24) the expectation of the winding operator, eiβNw , where
the orientation of each winding is considered with equal probability. For a very large lattice, we have
∞∑
k=0
P(k windings)(cosβ)k =
∞∏
j=2
j even
(1 + 2ηj cosβ + η2j)2
(1 + ηj)4
(25)
which for M  N becomes
∞∑
k=0
P(k windings)(cosβ)k ≈ 2
1 + cosβ
exp
(
−N
M
β2
pi
)
(26)
If we interpret (26) in terms of height fluctuations in the dual picture [39], the LHS is the correlator
of the exponential of the height, where the heights are taken to be integer multiples of pi. The result
is consistent with that of the Coulomb gas method for the simple Gaussian model on a very long
cylinder [19].
4 Loops surrounding two points
We can use the the previous method to formally write the distribution of the number of loops surround-
ing an arbitrary number of faces (vertices of the dual) of the square lattice M×N . For two faces for ex-
ample, assuming their centers to be located at (M1+
1
2 , N1+
1
2 ) and (M2+
1
2 , N2+
1
2 ), for one dimer model
we insert the weights λ1 and λ
−1
1 , alternatively on the column of bonds {(M1n,M1 + 1n)}, n ≤ N1,
and likewise for another column replacing the index ”1” by ”2”. We consider the conjugate of these
weights for the other dimer model, and further assume that M1 and M2, as well as N1 and N2 have the
same parity. Based on the arguments in the previous sections, one can show that in the expansion of
the partition function of the double-dimer model, the coefficient of (cos(β1 + β2))
k(cosβ1)
k1(cosβ2)
k2
is proportional to the probability of occurring k loops surrounding both points ”1” and”2”, k1 loops
around the point ”1” but not ”2”, and k2 loops around the point ”2” but not ”1”. In this case however,
the complexity of the situation grows too fast with the exponents of λ1 and λ2 that a combinatorial
analysis of the whole problem fails. In fact, even the previous decoupling to strips can not be met
because of the lack of enough homogeneity in the model. Still, we can manage to compute the expecta-
tion of the number of loops surrounding the points. Let’s slightly modify the weights above and replace
λ1 (respectively λ
−1
1 ) with 1 + 1 (respectively 1− 1), and do likewise for the index ”2” (figure 5). If
Q1,2 is the partition function of the associated dimer model and Z1,2 the corresponding one for the
double-dimer model coming out of the identity Z1,2 = Q1,2Q−1,−2 , the coefficient of 12 in the
expansion of Z1,2 is then proportional to 〈N12〉, the expectation of the number of loops surrounding
both points ”1” and ”2”, precisely
〈N12〉 = 2C12Q0 −
2C1C2
Q20
(27)
where C1, C2 and C12 are determined by the following expansion
Q1,2 = Q0 + C11 + C22 + C1212 +O(21) +O(22) (28)
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 𝑀1 
𝑁1 
𝑀 ×𝑁 
⋮ 
𝑁2 
⋮ 
𝑀2 
1 + 𝜖1 
1 + 𝜖1 
1 + 𝜖1 
1 − 𝜖1 
1 − 𝜖1 
1 − 𝜖2 
1 + 𝜖2 
1 − 𝜖2 
1 + 𝜖2 
Figure 5: The arrangement of fugacities in M1- and M2-columns, in one of the dimer models.
To compute these coefficients, we again do Fourier transformation (9) for the Grassmannian action
of the partition function Q1,2 with the free boundary conditions for Grassmann variables, cM+1n =
cmN+1 = 0. The action becomes
S1,2 =
M∑
m=1
N∑
q=1
{ − cm+1qcm−q − i(−1)m+1 cos piq
N + 1
cmqcm−q} (29)
− 1
N1∑
n1=1
2
N + 1
N∑
q,q′=1
cM1+1qcM1q′ sin
piqn1
N + 1
sin
piq′n1
N + 1
− 2
N1∑
n2=1
2
N + 1
N∑
q,q′=1
cM2+1qcM2q′ sin
piqn2
N + 1
sin
piq′n2
N + 1
The first row in (29) gives Q0 in terms of the multiplication of the contributions of coupled Fourier
modes q and −q ≡ N + 1− q, that is (13). We replace Q0 in (13) by Q′q0 and Q′′q1,q2 when we exclude
the contribution of the mode q0 and modes q1 and q2, respectively from the multiplication. For the
coefficient Ci, one of the terms in the second or the third row in (29) contributes in configurations, that
is, the weight of one of the bonds in the cross-form sitting in the Mi-square is changed to i. However,
the style of couplings between Fourier modes will not change and the structure remains the same as
before. The result is
Ci =
Ni∑
ni=1
N
2∑
q0=1
A(ni)q0 Q′q0 , i = 1, 2 (30)
where by A
(ni)
q0 we mean
A(ni)q0 =
4
N + 1
(−1)ni+1 sin2 piq0ni
N + 1
Θi,q0 (31)
where Θi,q0 =
∑M−2
2
p=0
[∑p
k=0
(
Mi − 1− k
k
)(
M −Mi − 1− (p− k)
p− k
)]
(2 cos piq0N+1 )
M−2−2p.
But the situation for the coefficient of 12 is more complicated; there can be terms supporting
two ”unusual” bonds between two different strips [q1,−q1] and [q2,−q2], and we have to be careful
about the signs. Regarding this, the sign of a term, due to the contribution of two rows of the columns
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{(M1n,M1 + 1n)} and {(M2n,M2 + 1n)}, naturally depends only on the parity of vertical indices of
the rows with respect to each other. For an ”unusual” state, either it also depends on the parity of
horizontal indices of the columns with respect to each other (figure 6), or it is independent of any index
(figure 7). The result can be expanded in three distinct kinds of terms
C12 =
N1∑
n1=1
N2∑
n2=1

N
2∑
q0=1
A(n1,n2)q0 Q′q0 +
∑
q1 6=q2
(A(n1,n2)q1,q2 +B
(n1,n2)
q1,q2 )Q′′q1,q2
 (32)
Along with some extra symbols, A
(n1,n2)
q0 , A
(n1,n2)
q1,q2 and B
(n1,n2)
q1,q2 are
A(n1,n2)q0 = (
4
N + 1
)2(−1)n1+n2 sin2 piq0n1
N + 1
sin2
piq0n2
N + 1
Ψq0 ,
A(n1,n2)q1,q2 = (
4
N + 1
)2(−1)n1+n2 sin2 piq1n1
N + 1
sin2
piq2n2
N + 1
Ξq1,q2 ,
B(n1,n2)q1,q2 = (
2
N + 1
)2 sin
piq1n1
N + 1
sin
piq2n1
N + 1
sin
piq1n2
N + 1
sin
piq2n2
N + 1
(−1)M2−M1(−1)n1+n2∑
δ,δ′
∆δ,δ
′
q1,q2
+
∑
δ=δ′
∆δ,δ
′
q1,q2 −
∑
δ 6=δ′
∆δ,δ
′
q1,q2
 .
where δ and δ′ can only take two values 0 and 1. Here Ψq0 , Ξq1,q2 and ∆
δ,δ′
q1,q2 sum up the terms where
both bonds with weights 1 and 2 are in the same strip, in two different strips, and connecting two
different strips, respectively.
Ψq0 =
M−4
2∑
p=0
[ ∑
p1+p2+p3=p
(
M1 − 1− p1
p1
)(
M2 −M1 − 2− p2
p2
)(
M −M2 − 1− p3
p3
)]
(2 cos
piq0
N + 1
)M−4−2p,
 𝑀1 𝑀2 
𝑞 
−𝑞 
−𝑞′ 
𝑞′ 
⋯ 
⋯ 
Figure 6: An example of an ”unusual” state, whose sign depends on both horizontal and vertical
indices.
Ξq1,q2 =

M−2
2∑
p1=0
[
p1∑
k1=0
(
M1 − 1− k1
k1
)(
M −M1 − 1− (p1 − k1)
p1 − k1
)]
(2 cos
piq1
N + 1
)M−2−2p1

M−2
2∑
p2=0
[
p2∑
k2=0
(
M2 − 1− k2
k2
)(
M −M2 − 1− (p2 − k2)
p2 − k2
)]
(2 cos
piq2
N + 1
)M−2−2p2
 ,
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 𝑀1 𝑀2 
𝑞 
−𝑞 
−𝑞′ 
𝑞′ 
⋯ 
⋯ 
Figure 7: An example of an ”unusual” state, whose sign is independent of any index.
∆δ,δ
′
q1,q2 =

M−(M2−M1)−2+δ+δ′
2∑
p1=0
[
p1∑
k1=0
(
M1 − 1− k1 + δ
k1
)(
M −M2 − 1− (p1 − k1) + δ′
p1 − k1
)]
(2 cos
piq1
N + 1
)M−(M2−M1)−2−2p1+δ+δ
′

M−(M2−M1)−δ−δ′
2∑
p2=0
[
p2∑
k2=0
(
M1 − k2 − δ
k2
)(
M −M2 − (p2 − k2)− δ′
p2 − k2
)]
(2 cos
piq2
N + 1
)M−(M2−M1)−2p2−δ−δ
′
 . (33)
Remembering the relation between the partition function of the dimer model and Chebyshev polyno-
mials, Q0 =
∏N
2
q=1 UM (i cos
piq
N+1 ), the final result for 〈N12〉 is briefly
 
𝑀1 
𝑁1 
𝑀 ×𝑁 
⋮ 
1 + 𝜖1 
1 + 𝜖1 
1 + 𝜖1 
1 − 𝜖1 
1 − 𝜖1 
1 − 𝜖2 
1 + 𝜖2 
1 − 𝜖2 
1 + 𝜖2 
⋮ 
Figure 8: The arrangement of fugacities in M1-column, in one of the dimer models.
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〈N12〉 =
N1∑
n1=1
N2∑
n2=1
2
N
2∑
q0=1
(
A
(n1,n2)
q0
UM (q0)
− A
(n1)
q0 A
(n2)
q0
UM (q0)2
) + 2
∑
q1 6=q2
B
(n1,n2)
q1,q2
UM (q1)UM (q2)
 (34)
along with a little abuse of notation UM (q) ≡ UM (i cos piqN+1 ), where UM (x) is the M-th Chebyshev
polynomial of the second kind.
Another interesting situation, motivated by [34], is the so-called charge conservation condition,
where we are interested in 〈N12′ +N1′2〉, the expectation of the number of loops surrounding one face
not the other, and vice versa. To make the situation clear, we first obtain 〈Ni 〉, the expectation of
the number of loops around one face. If we consider the above arrangement of fugacities (in both
dimer models) only for one of the faces, say (M1 +
1
2 , N1 +
1
2 ), a zero coefficient in the first order of 1
emerges in the expansion of the partition function of the double-dimer model. To avoid this, we insert
fugucities 1 ∓ 2 on the bonds remained in the same column in one dimer model, and likewise in the
other replacing 2 by −2 (figure 8). For our purposes, the same is obtained if instead, we replace 1
by 1 + 2 and look at the coefficient of 12 in the expansion. The desired expectation is
〈N1 〉 = 2(
C1
Q0
)2 (35)
in terms of the above notations.
Suppose now we insert the above-mentioned column of fugacities also for the other face, but replace
i by −i (figure 9). This arrangement of fugacities, again for our purposes, is identical to replacing 1
by 1 + 2, and −1 by −(1 + 2). The coefficient of 12 is the expectation 〈N12′ +N1′2〉, which is
〈N12′ +N1′2〉 = 2(C1 + C2
Q0
)2 − 4C12
Q0
(36)
We can see that the results (27), (35) and (36) are simultaneously consistent with each other.
With careful arranging of fugacities, many other observables such as generalizations of the above
quantities to an arbitrary number of faces, the probability of some given dimers belonging to the same
loop, n-point functions of dimer correlations in the dimer model, etc. can be computed similarly. For
instance, the probability of two dimers, {M1N1,M1 + 1N1} and {M2N2,M2 + 1N2}, belonging to the
same loop can be obtained by inserting the fugacities 1 + 1 and 1 + 2 on the corresponding bonds
respectively, in one dimer model, and likewise replacing i by −i in the other. The desired probability
is obtained from (34) by considering only the ”n1 = N1, n2 = N2” term in the summation ”
∑
n1
∑
n2
”.
This result would be expected since the expectation 〈N12〉 is the summation of all such probabilities
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Figure 9: The arrangement of fugacities in M1- and M2-column, in one of the dimer models.
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for relevant dimers.
After all, we are interested in the scaling limits of such observables 2. Here we try to approximate
(34) for very large lattices while keeping NM ,
N1
N ,
N2
N ,
M1
M and
M2
M fixed. This case is especially inter-
esting. First, we rewrite the expressions in (33), again using Chebyshev polynomials, for convenience
and more insight into the result
Θi,q0 = UMi−1(q0)UM−Mi−1(q0),
Ψq0 = UM1−1(q0)UM2−M1−2(q0)UM−M2−1(q0),
∆δ,δ
′
q1,q2 = UM1−1+δ(q1)UM−M2−1+δ′(q1)UM1−δ(q2)UM−M2−δ′(q2) (37)
Now we note that each term in (34) is only significant when cos piqiN+1 ≈ 0. On the other hand, for small
 > 0 and θ = pi2 +, ln(x+
√
1 + x2) = sinh−1 x leads to
√
1 + cos2 θ+cos θ = exp(+O(3)). Regarding
this and the identity Un(q) = (2
√
1 + cos2 θ)−1[(
√
1 + cos2 θ + cos θ)n+1 − (−√1 + cos2 θ + cos θ)n+1],
θ = piqN+1 , for large n we conclude that
3
Un(q) ≈
{
sinh(n) n odd
cosh(n) n even
(38)
Without loss of generality, we assume that M1 and M2 > M1 are both even, so for example UM (q) ≈
coshM, UM2−M1−2(q) ≈ cosh(M2 −M1), UM−M1−1(q) ≈ sinh(M −M1) and so on. These approx-
imations will be exact in the thermodynamic limit. There are also some coefficients in front of Θq0 ,
Ψq0 and ∆
δ,δ′
q1,q2 in the expansion of (34) which are translated into suitable expressions. Finally, with
the aid of the identities (66) and (67), and using
∑
 formally at the moment, we sum over n1 and n2
to obtain 4
〈N12〉 ≈ 1
2N2
∑
0
{
sin(2N1)0 sin(2N2)0
sin2 0
cosh(M −M2 +M1)(20)− cosh(M −M2 −M1)(20)
cosh(2M0) + 1
}
+
1
2N2
∑
1 6=2
{
sin(2N1)
1+2
2 sin(2N2)
1+2
2
sin2 1+22
cosh(M −M2 +M1)(1 + 2)− cosh(M −M2 −M1)(1 + 2)
coshM(1 + 2) + coshM(1 − 2)
+
sin(2N1)
1−2
2 sin(2N2)
1−2
2
sin2 1−22
cosh(M −M2 +M1)(1 − 2)− cosh(M −M2 −M1)(1 − 2)
coshM(1 + 2) + coshM(1 − 2)
}
(39)
where we choose the index ”i” of the associated  according to the mode qi. Many terms have disap-
peared in appreciation of larger and larger lattices.
Now we come to the point of identifying i’s. Take q =
N
2 + k then  =
pi(2k−1)
2(N+1) . So 1 + 2 =
pi(k1+k2−1)
(N+1) and 1 − 2 = pi(k1−k2)(N+1) . If we change the role of 1 + 2 and 1 − 2 in the second term of
the second summation, (39) becomes
〈N12〉 ≈
∞∑
j=1
{
2
pi2j2
sin(
N1
N
pij) sin(
N2
N
pij)
[
cosh(
M −M2 +M1
N
pij)− cosh(M −M2 −M1
N
pij)
]
∞∑
k=−∞
1
cosh(MN pij) + cosh(
M
N pik)
δ j+k−1
2 ,0
}
(40)
2Though there is delicacy in the choice of the boundary conditions [38] and we have to be careful in taking the
continuum limit, here we will not concern ourselves with the issue.
3 Indeed this approximation has been used to obtain (20) and (21) in the previous section, as done in [38].
4Many necessary parentheses are ignored to make the appearance of the expressions more pleasant. We hope there
will be no ambiguity about this.
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where we use the approximation sin  ≈  for small . From (72) and (68), we conclude that in the
thermodynamic limit
〈N12〉 = 8
pi3
M
N
∞∑
m,n=1
sin(M1M mpi) sin(
N1
N npi) sin(
M2
M mpi) sin(
N2
N npi)
m2 + (MN )
2n2
(41)
This is proportional to the Green’s function for the Dirichlet problem posed for the Laplace equation
on any rectangle {0 < x < a, 0 < y < b; ab = MN } [57]. The result (41) seems to be consistent with that
of CLE4.
5 Revisiting boundary monomer-dimer problem
We somewhat digress here and make use of the previous approach to simply solve the monomer-dimer
problem where it is exactly solvable; the case of single monomer on the corner is relevant to the next
section.
The inclusion of monomers is a priori equivalent to the insertion of magnetic fields at the locations of
defect [53]. While this interpretation provides us with a noticeable physical insight into the monomer-
dimer situation, as dislocality does not emerge in the boundary case (or some particular situations,
see below.), there’s no need to apply auxiliary variables representing magnetic fields, in our half-
combinatorial approach; we directly compute the expectation of monomers in the action of the pure
case.
Assume for example that there are two monomers on the boundary, on the same line at positions
(m1, 1) and (m2, 1), m1 odd and m2 even, and m1 < m2. Each permissible configuration has two of
the Fourier transformed variables sticking to some strip [q,−q] (figure 10), i.e. an extra multiplicative
term of kind cm1qcm2−q, q = 1, ..., N , appears in front of every (valid) term in the expansion of the
partition function of close-packed dimer case. The solution is:
Qm1,m2 =
N
2∑
q0=1
A‖q0Q′q0 (42)
where by A
‖
q0 we mean
      
… 
q 
-q 
Figure 10: An instance of coupled Fourier modes q and −q in the presence of two monomers (in red)
on the boundary.
A‖q0 =
2(1− (−1)m2−m1)
N + 1
sin2
piq0
N + 1
M−(m2−m1)−1
2∑
p=0
[
p∑
k=0
(
m1 − 1− k
k
)(
M −m2 − (p− k)
p− k
)]
(2 cos
piq0
N + 1
)M−(m2−m1)−1−2p
(43)
The same is obtained if monomers are at positions (m1, 1) and (m2, N); it does not matter whether
the monomers are on the same side or on the opposite sides 5.
5In this case however, the monomers may have the same horizontal index.
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For two monomers on the boundary, not inline and at positions (m0, 1) and (M,n0), the partition
function is:
Qm0,n0 =
N
2∑
q0=1
A⊥q0Q′q0 (44)
where A⊥q0 is:
A⊥q0 =
2(1− (−1)m0)
N + 1
sin
piq0
N + 1
sin
piq0n0
N + 1
m0−12∑
p=0
(
m0 − 1− p
p
)
(2 cos
piq0
N + 1
)m0−1−2p
 (45)
It is straightforward to compute the partition function of the dimer model in the presence of 2n
number of monomers on the boundary. For example, if there are four inline monomers at (mi, 1), i =
1, ..., 4 and mi < mj for i < j, then:
Qm1,m2,m3,m4 =
∑
q0
A‖‖q0Q′q0 +
∑
q1 6=q2
(A‖q1,q2 +B
‖
q1,q2)Q
′′
q1,q2 (46)
where A
‖‖
q0 , A
‖
q1,q2 and B
‖
q1,q2 are:
A‖‖q0 =(
2
N + 1
)2(1− (−1)m2−m1)(1− (−1)m4−m3) sin4 piq0
N + 1
M−(m4−m3)−(m2−m1)−2
2∑
p=0
[ ∑
p1+p2+p3=p
(
m1 − 1− p1
p1
)(
m3 −m2 − 1− p2
p2
)(
M −m4 − p3
p3
)]
(2 cos
piq0
N + 1
)M−(m4−m3)−(m2−m1)−2−2p (47)
A‖q1,q2 =(
2
N + 1
)2(1− (−1)m2−m1)(1− (−1)m4−m3) sin2 piq1
N + 1
sin2
piq2
N + 1
M−(m2−m1)−1
2∑
p=0
[
p∑
k=0
(
m1 − 1− k
k
)(
M −m2 − (p− k)
p− k
)]
(2 cos
piq0
N + 1
)M−(m2−m1)−1−2p

M−(m4−m3)−1
2∑
p=0
[
p∑
k=0
(
m3 − 1− k
k
)(
M −m4 − (p− k)
p− k
)]
(2 cos
piq0
N + 1
)M−(m4−m3)−1−2p

(48)
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B‖q1,q2 =(
2
N + 1
)2(1− (−1)m3−m1)(1− (−1)m4−m2) sin2 piq1
N + 1
sin2
piq2
N + 1
M−(m3−m1)−1
2∑
p=0
[
p∑
k=0
(
m1 − 1− k
k
)(
M −m3 − (p− k)
p− k
)]
(2 cos
piq0
N + 1
)M−(m3−m1)−1−2p

M−(m4−m2)−1
2∑
p=0
[
p∑
k=0
(
m2 − 1− k
k
)(
M −m4 − (p− k)
p− k
)]
(2 cos
piq0
N + 1
)M−(m4−m2)−1−2p

+ (
2
N + 1
)2(1− (−1)m4−m1)(1− (−1)m3−m2) sin2 piq1
N + 1
sin2
piq2
N + 1
M−(m4−m1)−1
2∑
p=0
[
p∑
k=0
(
m1 − 1− k
k
)(
M −m4 − (p− k)
p− k
)]
(2 cos
piq0
N + 1
)M−(m4−m1)−1−2p

M−(m3−m2)−1
2∑
p=0
[
p∑
k=0
(
m2 − 1− k
k
)(
M −m3 − (p− k)
p− k
)]
(2 cos
piq0
N + 1
)M−(m3−m2)−1−2p

(49)
For single monomer on the boundary, when M and N are both odd:
Q1 =
√
2
N + 1
in sin
piN+12 n
N + 1
i
N−1
2
N−1
2∏
q=1
M−12∑
p=0
(
M − p
p
)
(2 cos
piq
N + 1
)M−2p
 (50)
which is zero for n even and non-zero n-independent for n odd, that is
Q1 =
√
2
N + 1
N−1
2∏
q=1
M−12∑
p=0
(
M − p
p
)
(2 cos
piq
N + 1
)M−2p
 (51)
regardless of the sign or i factor (which is independent of n anyway). We can show that (51) is identical
with the one in [58] with the aid of the identities (69) and (70).
There are situations where the monomer correlations can obviously be interpreted as dimer ones.
In these cases, methods similar to those of the previous section are readily applicable.
6 Left-passage probability
Assume boundary conditions such that there exists a chordal path between two vertices on the bound-
ary, in the configurations of the double-dimer model on a M ×N square lattice. We can do that, for
example, by fixing dimers on two adjacent sides of the lattice, alternatively in both underlying dimer
configurations. For M and N even, this is equivalent to ”filling” these sides with monomers and then,
inserting one monomer in either dimer configuration, one at the top-left and the other at the bottom-
right corner of the remained M−1×N−1 square lattice (figure 11). With this ”wired/free” boundary
conditions, there always be a path from one corner to the other in the double-dimer configurations,
and we want to compute the probability of the loop completing this path encompassing any arbitrary
face of the lattice, i.e. the left-passage probability. Similar to the previous computation in Sec. 4, we
insert the weights 1 +  and 1− , alternatively on the column of bonds {(M0n,M0 + 1n)}, n ≤ N0, for
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 𝑀0 
𝑁0 
(1) 
(2) 
𝑀 − 1 × 𝑁 − 1 
1 + 𝜖 
1 + 𝜖 
1 + 𝜖 
1 − 𝜖 
1 − 𝜖 
Figure 11: A path due to the insertion of one monomer on the top-left corner in the first dimer model,
and another (in red) on the bottom-right corner in the second one.
one dimer model, and likewise for the other replacing 1 +  by 1− , and vice versa. The actions are
S =
M−1∑
m=1
N−1∑
q=1
{ − cm+1qcm−q − i(−1)m+1 cos piq
N
cmqcm−q}
−  2
N
N0∑
n=1
N−1∑
q,q′=1
cM0+1qcM0q′ sin
piqn
N
sin
piq′n
N
(52)
in the former case and S− in the latter. We denote by Z the partition function of the double-dimer
model coming out of the identity Z = Q(1) Q(2)− , where Q(1) and Q(2)− are partition functions of the
contributing dimer models, equivalently integrations of the actions S and S− in the presence of one
monomer, at the top-left and down-right corner, respectively.
Q(1) = Q(1)0 + C(1) +O(2), Q(2) = Q(2)0 + C(2) +O(2) (53)
and
Q(1)0 =
√
2
N
N−2
2∏
q=1
b
M−1
2 c∑
p=0
(
M − 1− p
p
)
(2 cos
piq
N
)M−1−2p

= Q(2)0 (54)
The coefficient of  in the expansion of Z is then proportional to the above-mentioned probability
for the face z = (M0 +
1
2 , N0 +
1
2 ), that is
Pleft-passage(z) = the coefficient of  in the expansion of
Q(1) Q(2)
Q(1)0 Q(2)0
=
C(1) + C(2)
Q0
where Q0 = Q(1)0 = Q(2)0 . The coefficients C(1) and C(2) are
C(1) = − 2
N
⌊
N0 + 1
2
⌋
Q0 δM0
2 ,b
M0
2 c
+
N0∑
n=1
N−2
2∑
q0=1
A(n)q0 Q′q0 +
N0∑
n odd
N−2
2∑
q0=1
B(N−1,n)q0 Q′q0 , (55)
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C(2) = − 2
N
⌊
N0 + 1
2
⌋
Q0 δM0−1
2 ,b
M0
2 c
−
N0∑
n=1
N−2
2∑
q0=1
A(n)q0 Q′q0 +
N0∑
n odd
N−2
2∑
q0=1
B(1,n)q0 Q′q0 (56)
where Q′q0 is defined similarly as before and
A(n)q0 =
4
N
(−1)n+1 sin2 piq0n
N
bM−32 c∑
p=0
[
p∑
k=0
(
M0 − 1− k
k
)(
M −M0 − 2− (p− k)
p− k
)]
(2 cos
piq0
N
)M−3−2p,
B(N−1,n)q0 =
4
N
(−1)q0+1(−1)n−12 sin piq0
N
sin
piq0n
N⌊M−M0−2+δM0
2
,bM0
2
c
2
⌋
∑
p=0
(
M −M0 − 2 + δM0
2 ,b
M0
2 c
− p
p
)
(2 cos
piq0
N
)
M−M0−2+δM0
2
,bM0
2
c−2p,
B(1,n)q0 =
4
N
(−1)n−12 sin piq0
N
sin
piq0n
N
⌊M0−δM0
2
,bM0
2
c
2
⌋
∑
p=0
(
M0 − δM0
2 ,b
M0
2 c
− p
p
)
(2 cos
piq0
N
)
M0−δM0
2
,bM0
2
c−2p.
The final result is briefly
Pleft-passage(z) = − 2
N
⌊
N0 + 1
2
⌋
(δM0
2 ,b
M0
2 c
+ δM0−1
2 ,b
M0
2 c
) +
N0∑
n odd
N−2
2∑
q0=1
(B(N−1,n)q0 +B
(1,n)
q0 )
Q′q0
Q0 (57)
By appropriate arrangements of fugacities, we can compute generalizations of the left-passage prob-
ability through similar computations.
Again we are interested in the scaling limit of the above probability (57). Following the approach
in Sec. 4, we obtain
Pleft-passage(z) ≈ 4
N
∑
j
(−1)j+1 sin(
N0pij
N )
sin( 2pijN )
sinh( (M−M0)pijN )
sinh(MpijN )
+
4
N
∑
j
sin(N0pijN )
sin( 2pijN )
sinh(M0pijN )
sinh(MpijN )
− N0
N
(58)
where j = N2 − q and we assume that M0 is even. Based on the result of [38], we expect (58) to
be the harmonic function of z with boundary values 1 on the top and right sides of any rectangle
{0 < x < a, 0 < y < b; ab = MN } and zero elsewhere. It is
u(x, y) =
∞∑
n=1
−2
npi
[1 + (−1)n+1]
sinh(npiba )
sin
npix
a
sinh
npiy
a
+
∞∑
n=1
−2
npi
[1 + (−1)n+1]
sinh(npiab )
sinh
npix
b
sin
npiy
b
(59)
In contrast to (59), there is no obvious symmetry with respect to M ↔ N and M0 ↔ N0 (equiv-
alently a ↔ b and x ↔ y) in (58). To recover such symmetry, we take advantage of complex
analysis. If we keep the second term in (58), use the approximation sin( 2pijN ) ≈ 2pijN and rewrite
N0
N as
N0
N
M−M0
M +
N0
N
M0
M , (58) turns out to be (59) by considering the complex-valued functions
f1(z) =
sin(
N0
N z) sinh(
M−M0
N z)
z sin z sinh(MN z)
and f2(z) =
sin(
N0
N z) sinh(
M0
N z)
z sin z sinh(MN z)
and using a result of Cauchy’s residue
theorem
pr.v.
∫ ∞
−∞
f(x)dx = 2pii
∑
Resf(z) + pii
∑
Resf(z)
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where the first sum extends over all poles in the upper half-plane and the second over all simple poles
on the real axis. The result of this section is consistent with that of SLE4 on a rectangle [59].
Acknowledgments. We are grateful to Vladimir Plechko for very helpful comments.
Appendix A Some useful formulas
Here we bring some formulas, referred in the paper. We have used the orthogonality relations
1
M
M∑
m=1
exp
[
i
2pi(p+ p′ − 1)m
M
]
= δp+p′−1,M ,
1
M
M∑
m=1
(−1)m exp
[
i
2pi(p+ p′ − 1)m
M
]
= δp+p′−1,M2 + δp+p′−1, 3M2
(60)
and
2
N + 1
N∑
n=1
(−1)n+1 sin piqn
N + 1
sin
piq′n
N + 1
= δq+q′,N+1,
N∑
n=1
(±1)n sin piqn
N + 1
cos
piq′n
N + 1
= 0 (61)
in section 2 in the process of the evaluation of (5), to factorize the partition function.
By using the formula [60]
bn2 c∑
k=0
(
n− k
k
)
xk = (−i)nxn/2Un( i
2
√
x
) (62)
the partition function (11), for example, can be rewritten as
Q0 =
N
2∏
q=1
[
(−1)M/2 {UM (ixq)− 4x2qUM−2(ixq)}+ 2] (N even) (63)
where xq = cos
piq
N+1 .
We can also use the following [61]
M
2∏
p=1
2
[
α2 + sin2
pi(2p− 1)
M
] 1
2
≡
[
α+ (1 + α2)
1
2
]M
2
+
[
−α+ (1 + α2) 12
]M
2
,
M
2∏
p=1
4
[
α2 + cos2
pip
M + 1
]
≡
[
α+ (1 + α2)
1
2
]M+1
−
[
α− (1 + α2) 12
]M+1
2(1 + α2)
1
2
(64)
valid for even M and non-negative values of α, and
bn2 c∑
k=0
(
n− k
k
)
xn−k = 2−n−1(x+ 4)−
1
2x
n
2
[
(x
1
2 + (x+ 4)
1
2 )n+1 − (x 12 − (x+ 4) 12 )n+1
]
(65)
to check the results for the partition functions in section 2.
The summation formulas
n∑
k=1
cos(kx) =
1
2
[
−1 + sin(n+
1
2 )x
sin 12x
]
(66)
,
n∑
k=1
(−1)k cos(kx) = 1
2
[
−1 + (−1)
n cos(n+ 12 )x
cos 12x
]
(67)
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and
∞∑
k=1
cos(kx)
k2 + α2
=
pi
2α
coshα(pi − x)
sinhαpi
− 1
2α2
(68)
valid for 0 ≤ x ≤ 2pi [62], have been used in section 4 to approximate 34. We have also used the
following products in section 5,
M−1
2∏
p=1
4
[
α2 + cos2
pip
M + 1
]
≡
[
α+ (1 + α2)
1
2
]M+1
−
[
α− (1 + α2) 12
]M+1
4α(1 + α2)
1
2
, (69)
N−1
2∏
q=1
[
2 cos(
piq
N + 1
)
]
=
√
N + 1
2
(70)
valid for M and N odd [61].
Appendix B A series formula
One brilliant consequence of contour integration, provided with some conditions, is the Poisson sum-
matin formula ∑
n∈Z
f(n) =
∑
n∈Z
fˆ(n) (71)
where fˆ(ξ) =
∫∞
−∞ f(x)e
−2piixξdx is the Fourier transform of f . It is grounded in Cauchy’s residue the-
orem and in turn has many far-reaching consequences in number theory, partial differential equations,
statistical studies of time-series, and even improving the computability of slow convergent series [63–65].
Several interesting and practically important identities have been derived from (71), here we derive
another one.
Proposition. For every α ∈ R∗ and 2m ∈ Z∗, the following identity holds
∞∑
n=−∞
1
cosh(αn) + cosh(αm)
=
2m
sinh(αm)
. (72)
where by R∗ and Z∗ we mean R \ {0} and Z \ {0}, respectively.
An application of identity (72) has appeared in section 4, where we have used the summation of odd
and even terms separately. We believe this identity is of independent interest and could have general
applications.
Proof. We consider the function f(x) = 1cosh(αz)+cosh t , t a non-zero parameter which is also real at
the moment. First, we note that f can be analytically continued in a horizontal strip containing the
real axis, and there exists A > 0 such that |f(x)| ≤ A/(1 + x2) for all x ∈ R, i.e. f has moderate
decrease at infinity. These conditions are sufficient for the integral defining the Fourier transform to
converge [63].
We recall the calculation of Fourier transforms in [63], which in this case obtains fˆ(ξ) = 2piα sinh t
sin( 2pitα ξ)
sinh( 2pi
2
α ξ)
.
Applying (71) to f and fˆ leads to
∞∑
n=−∞
1
cosh(αn) + cosh t
=
∞∑
n=−∞
2pi
α sinh t
sin( 2pitα n)
sinh( 2pi
2
α n)
Now, if 2t/α is a non-zero integer number, all the terms on the right-hand side will vanish with the
exception of the one for n = 0, which equals 2t/αsinh t . This results in the desired identity.
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It is interesting that if t/α ∈ Z∗, the odd and even terms of the series (72) have equal contributions
in summation. We can easily show that by, for example, the Fourier transform of f(x) = 1cosh(2αz)+cosh t
for t/α ∈ Z∗.
Remark. Though (72) is exclusively holds for m ∈ Z∗/2, one can check that the RHS of (72) is a
very effective approximation for the above-mentioned series if |α| is not so large (roughly, up to nearly
1 suffices).
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