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ABSTRACT
Next generation telescopes such as the James Webb Space Telescope (JWST) and
the Wide Field Infrared Survey Telescope (WFIRST) will enable us to study the first
billion years of our Universe in unprecedented detail. In this work we use the astraeus
(semi-numerical rAdiative tranSfer coupling of galaxy formaTion and Reionization in
N-body dArk mattEr simUlationS) framework, that couples galaxy formation and
reionization (for a wide range of reionization feedback models), to estimate the cosmic
variance expected in the UV Luminosity Function (UV LF) and the Stellar Mass
Function (SMF) in JWST surveys. We find that different reionization scenarios play
a minor role in the cosmic variance. Most of the cosmic variance is completely driven
by the underlying density field and increases above 100% for MUV ∼ −17.5 (−20)
at z = 12 (6) for the JADES-deep survey (the deep JWST Advanced Extragalactic
Survey with an area of 46 arcmin2); the cosmic variance decreases with an increasing
survey area roughly independently of redshift. We find that the faint-end slope of the
Lyman Break Galaxies (LBGs) UV LF becomes increasingly shallower with increasing
reionization feedback and show how JWST observations will be able to distinguish
between different models of reionization feedback at z > 9, even accounting for cosmic
variance. We also show the environments (in terms of density and ionization fields)
of Lyman Break Galaxies during the EoR. Finally, we also provide a public software
tool to allow interested readers to compute cosmic variance for different redshifts and
survey areas.
Key words: galaxies: high-redshift - formation - evolution - star formation - lumi-
nosity function – cosmology: reionization
1 INTRODUCTION
One of the most important questions in physical cosmology
regards the ionization of neutral hydrogen (H I ) in the inter-
galactic medium (IGM) within the first billion years of the
Universe. During this era, termed the “Epoch of Reioniza-
tion” (EoR), Lyman continuum photons from early galaxy
populations started ionizing the H I in their vicinity. This
? g.ucci@rug.nl
led to large fluctuations in the spatial and temporal distri-
bution of ionized regions, resulting in reionization being a
highly patchy process. A growing body of theoretical (e.g.
Choudhury & Ferrara 2007; Razoumov & Sommer-Larsen
2010; Salvaterra et al. 2011; Liu et al. 2016; Qin et al. 2017;
Dayal et al. 2017b; Hutter et al. 2020) and observational
works (Finkelstein et al. 2012; Bouwens et al. 2012; Duncan
& Conselice 2015; Robertson et al. 2015) converge on faint
galaxies (with absolute magnitudes MUV >∼ − 15) being the
key reionization sources. Additionally, number of works also
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find that Active Galactic Nuclei (AGN) could have had a
non-negligible contribution to reionization (e.g., Volonteri
& Gnedin 2009; Giallongo et al. 2015; Madau & Haardt
2015; Chardin et al. 2017; Mitra et al. 2018; Seiler et al.
2018; Finkelstein et al. 2019; Dayal et al. 2020). The complex
topology and sources of reionization, therefore, still remain
compelling open questions. A key reason for this is that the
redshift-dependent reionization contribution from star for-
mation and AGN crucially depends on a number of (poorly
known) parameters. These include the minimum halo mass
of star-forming and AGN hosting galaxies, the intrinsic pro-
duction rate of H I ionizing photons from star formation
and AGN, the escape fraction (fesc) of H I ionizing photons
from the galactic environment (into the IGM), the impact of
the heating ultra-violet background (UVB) created during
reionization on the gas content of low-mass halos and the
IGM clumping factor during the EoR (for details see Sec. 7
in Dayal & Ferrara 2018).
The past decade has seen an enormous increase in
the data collected for high-redshift Lyman break Galaxies
(LBGs) in the EoR using both space- and ground-based fa-
cilities, such as the William Herschel Telescope (WHT), the
Hubble Space Telescope (HST) and the Very Large Tele-
scope (VLT), to name a few. This has resulted in statis-
tically significant ultraviolet luminosity function (UV LF)
extending to UV magnitudes as faint as MUV ∼ −17 for
blank fields (McLure et al. 2013; Bouwens et al. 2015) and
MUV ∼ −14 for lensed fields (e.g., Livermore et al. 2017;
Atek et al. 2018; Ishigaki et al. 2018; Castellano et al. 2016;
Yue et al. 2018) at z ∼ 7, although the latter are suscep-
tible to relatively large uncertainties due to lens modelling
and completeness corrections. Additionally, these observa-
tions have allowed estimates of the stellar mass function
(SMF) extending down to stellar masses of M∗ ∼ 107 M at
z ∼ 6 − 8 (Gonza´lez et al. 2011; Duncan et al. 2014; Song
et al. 2016).
In the near future, next generation facilities, such as
the James Webb Space Telescope (JWST) and the Wide
Field Infrared Survey Telescope (WFIRST), will enable us
to study galaxies in the first billion years of the Universe
in unprecedented detail. Indeed, JWST will enable resolved
spectroscopy of early galaxies (although limited to bright
and rare objects; e.g., Stark 2016; Williams et al. 2018), and
extend the UV LF by pushing up to two magnitudes deeper
than current observations with the HST (Finkelstein et al.
2015a; Williams et al. 2018; Kemp et al. 2019; Rieke et al.
2019).
However, as a result of the small-scale inhomogeneities
in the density distribution, measurements of galaxy proper-
ties (such as the UV LF and SMF) in small-volume observa-
tions are greatly affected by cosmic variance. This is a dom-
inant source of error in many extragalactic measurements
due to the limited volumes/luminosities probed. Further-
more, during the EoR, the impact of reionization feedback
on galaxy formation varies as a function of spatial position
and time (e.g., Dawoodbhoy et al. 2018). Indeed, in ionized
regions, the faint-end slope of the UV LF becomes shal-
lower as a result of the lower-gas masses left in low-mass
halos due to the reionization background (e.g., Choudhury
& Dayal 2019). Quantifying the cosmic variance for forth-
coming galaxy surveys in the EoR is therefore crucial before
they can be used to study the physics of the underlying
galaxy population.
A number of works have presented cosmic variance re-
sults at high-z: using analytic estimates via the two-point
correlation function in extended Press-Schechter theory and
mock catalogues obtained from N-body cosmological simu-
lations (that use a mass-luminosity relation to link galaxies
to the underlying halo masses), Trenti & Stiavelli (2008)
studied the impact of cosmic variance on the observed UV
LF. Moster et al. (2011) have studied the cosmic variance
in the Dark Matter distribution for different survey geome-
tries as a function of mean redshift and redshift bin size by
integrating the correlation function for a pencil beam ge-
ometry. On the other hand, Bhowmick et al. (2019) used
bluetides, a large and high resolution cosmological hydro-
dynamical simulation run until z ∼ 7.5 to directly estimate
the cosmic variance for current and upcoming surveys. Tak-
ing advantage of the bluetides volume and resolution (4003
Mpc/h3 and 2× 70483 particles), they probed the bias and
cosmic variance of z > 7 galaxies between magnitude H
∼ 30 − 25 over survey areas of ∼ 0.1 arcmin2 to 10 deg2.
bluetides includes various sub-grid physics models (multi-
phase star formation model, molecular hydrogen formation,
gas and metal cooling, supernovae feedback, black hole feed-
back growth and AGN feedback) in addition to an analytic
model for patchy reionization. While our work is similar in
spirit to that of Bhowmick et al. (2019), in addition to using
a semi-numerical radiative feedback model for reionization,
we couple reionization feedback to galaxy formation at high
redshift.
In this work, we use the astraeus framework to quan-
tify the cosmic variance in the halo mass function (HMF),
UV LF and SMF for forthcoming surveys with the JWST
and WFIRST. This model couples a state-of-the-art N-body
simulation with a semi-analytic model of galaxy formation
and a semi-numerical radiative transfer code for reionization
(cf. also models in Mutch et al. 2016; Seiler et al. 2018). The
key strengths of the model lie in (i) the large volume that
is modelled (160h−1 comoving Mpc), yielding a statistically
significant number of JWST fields; (ii) the wide range of
UV magnitudes explored (−22 < MUV < −8)1; and (iii)
the large range of reionization feedback scenarios that are
studied that delimit the physically plausible range for the
UV LFs and SMFs. In addition, our framework also yield
hints on the redshift evolution of the environment of LBGs,
specially in terms of the underlying density and ionization
fields (see also Hutter et al. 2017).
Throughout this work we assumed a Salpeter initial
mass function (IMF, Salpeter 1955) between 0.1 and 100
M, and the following set of cosmological parameters: ΩΛ =
0.69, ΩM = 0.31, h = 0.6777, ns = 0.96, σ8 = 0.82 (Planck
Collaboration et al. 2016).
1 We caution the reader that the results for MUV
>∼ − 12 are
somewhat limited by halo mass resolution and are therefore not
complete in a statistical sense.
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Table 1. For the UV feedback models noted in column 1, we show the value of the threshold star formation efficiency (column 2), the
fraction of SNII energy that can couple to gas (column 3), the escape fraction of H I ionizing photons (column 4), the IGM temperature
in ionized regions (column 5) and the characteristic halo mass Mc at z = 7 for which halos can retain half of their gas mass after UV
feedback assuming a reionization redshift zreion = 8 (12) (column 6).
Model f∗ fw fesc TIGM log (Mc/M)
Early heating 0.01 0.2 0.6×min
[
1, f?
(
1 + fwE51νz
(3piGH0)
2/3Ω
1/3
m (1+z)M
2/3
h
)]
1 4× 104 K 9.082 (7.60)
Photo-ionization 0.01 0.2 0.215 ∼ 4× 104 K4 9.093 (7.86)
Jeans mass 0.01 0.2 0.285 4× 104 K 9.52 (9.52)
1 (Hutter et al. 2020); instantaneous SN feedback
2 (Gnedin 2000; Naoz et al. 2013)
3 (Sobacchi & Mesinger 2013)
4 TIGM is actually given by the H I photoionization rate ΓHI which is about ∼ 10−12.3s−1.
2 THEORETICAL MODEL
In this work we use the astraeus (semi-numerical rAdia-
tive tranSfer coupling of galaxy formaTion and Reionization
in N-body dArk mattEr simUlationS) framework that cou-
ples a state-of-the-art N-body simulation run as part of the
Multi-dark project2 (Very small multi-dark Planck; vsmdpl)
with a slightly modified version of the delphi semi-analytic
model of galaxy formation (Dayal et al. 2014, 2015, 2017a)
and the cifog (Code to compute ionization field from den-
sity fields and source catalogue) semi-numerical reionization
scheme (Hutter 2018). We briefly discuss the framework here
and interested readers are referred to (Hutter et al. 2020) for
complete details.
The N-body simulation was run with a box size of
160h−1 Mpc and 38403 dark matter particles resulting in a
resolution mass of 6.2× 106h−1 M. The equivalent Plum-
mer’s gravitational softening was set to 1h−1 physical kpc.
A total of 150 different snapshots of the simulation were
stored between z = 25 and z = 0. The rockstar phase-
space halo finder (Behroozi et al. 2013a) was used to identify
all halos and subhalos in each snapshot, down to 20 parti-
cles per halo, resulting in a minimum resolved halo mass of
Mh = 1.24×108h−1 M. In addition, merger trees from the
rockstar halo catalogues were computed using the consis-
tent trees (Behroozi et al. 2013b) method. The outputs
were re-sorted locally horizontally (i.e. on a tree by tree ba-
sis but within in a tree by redshift) allowing the flexibility of
using astraeus as fully vertical or horizontal semi-analytic
galaxy formation framework.
Our semi-analytic galaxy formation model delphi in-
cludes all the key baryonic processes of gas accretion, gas
and stellar mass being brought in by mergers, star formation
and the associated Type II supernova (SNII) feedback as de-
tailed below. We also include the impact of radiative feed-
back from the patchy UVB generated during reionization.
The UVB can photo-evaporate gas from small gravitational
potentials and increase the Jeans mass for galaxy forma-
tion (the latter reduces the amount of gas accreted from the
IGM), leading to a reduction in the gas content of low-mass
2 See www.cosmosim.org for further information about the Multi-
dark suite of simulations and access to the simulations database.
halos in ionized regions. At each redshift-step, these baryonic
processes are coupled to the merger- and accretion-driven
growth of the dark matter halos obtained from the N-body
simulations as detailed in what follows. Our model has a
total of three free parameters: the threshold star formation
efficiency (f?), the fraction of SNII energy that couples to
gas (fw) and the escape fraction of ionizing photons from the
galactic environment into the IGM (fesc). These are tuned
to reproduce the key observables for both galaxies (the UV
LFs and SMFs at z = 5−10, the star formation rate density
evolution) and reionization (the electron scattering optical
depth and the ionizing history constraints from quasars, Ly-
man Alpha Emitters and Gamma Ray Bursts). The values of
the model free parameters, the IGM temperature in ionized
regions and the characteristic halo mass for each of the UV
feedback models used in this paper are reported in Table 1.
• Initial gas mass: halos that have no progenitors are
assigned a cosmological ratio (Ωb/Ωm) of gas-to-dark
matter mass smoothly accreted from the IGM. Halos that
have progenitors gain gas both through mergers and smooth
accretion from the IGM. For halos in ionized regions, this
gas mass can be reduced (depending on the halo mass, its
redshift, the UVB strength and the redshift at which the
halo was first irradiated by the UVB) due to reionization
feedback as detailed in what follows.
• Star formation: at a given redshift step the initial gas
mass can form stars with an effective efficiency feff∗ which
is the minimum between that required to eject the rest of
the gas from the halo potential and quench star formation
(fej? ) and an upper threshold (f? ∼ 1 − 3%) such that
feff∗ = min[f?, f
ej
? ]. This star formation is assumed to be
uniformly distributed over the entire redshift step.
• Supernova feedback: we assume each SNII to produce
an energy equal to E51 = 10
51 ergs of which a fraction
(fw) couples to gas. This work implements a “delayed SN
feedback” scheme that accounts for the mass-dependent
lifetimes of stars before they explode as SNII. The snapshots
of the N-body simulation scale as the log of the scale-factor,
resulting in increasingly longer time-steps with decreasing
z. So, while at z >∼ 9 the delayed SN feedback scheme differs
c© 0000 RAS, MNRAS 000, 000–000
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significantly from the instantaneous one, these schemes
become increasingly similar with decreasing z until there is
effectively no difference at z ' 6.
• Ionizing photon production: the intrinsic spectrum of
a stellar population sensitively depends on its age (t) and
metallicity (Z). In the interest of simplicity, in this paper, we
assume all stellar populations to have a stellar metallicity of
Z = 0.05 Z. This assumption is justified by studies of high-
z Damped Lyman Alpha (DLA) systems which indicate val-
ues of a few percent of Z at z ∼ 5 (e.g. Rafelski et al. 2012).
We consider two stellar population synthesis models: Star-
burst99 (Leitherer et al. 1999) and BPASS (Eldridge et al.
2017). The intrinsic UV luminosity Lν [erg s
−1 Hz−1 M−1 ],
is quite similar in both models and evolves with time as
Lν(t) =
8.24× 10
20 for t < 4Myr
2.07× 1021
(
t
2Myr
)−1.33
for t > 4Myr
In this work we use the starburst99 model. The bpass
model yields the same reionization histories and topologies
once the escape fraction of ionizing photons are tuned to
yield the observed optical depth (see discussion in Sec. 6 of
Hutter et al. 2020).
• Patchy UVB and reionization feedback: in order to sim-
ulate (patchy) reionization, we use the cifog code (Hutter
2018). This is a MPI-parallelised, semi-numerical reioniza-
tion code that uses the ionizing emissivities and positions of
the underlying galaxy population and the local gas density
(on a 5123 grid) to yield the photoionization rate, residual
H I fraction and recombination rate of each cell. For galax-
ies lying in reionized regions, we calculate the fraction of
gas mass they can retain after radiative feedback; galaxies
in neutral regions are naturally unaffected by reionization
feedback. In this work we consider 3 of the (extreme) cases
studied in (Hutter et al. 2020): Early heating, Photoioniza-
tion and Jeans mass. Each UV feedback model has an asso-
ciated “characteristic mass” (Mc) at which halos can retain
half of their gas mass. Mc is minimum for the Early heating
model and maximum for the Jeans mass model (see Table
1). This is because the former model accounts for gas react-
ing to an increase in the IGM temperature (to TIGM = 10
4
K) on a dynamical timescale. However, for the latter, the
IGM is assumed to be heated to 4× 104 K via photoheating
upon ionization and the rise in temperature is assumed to
translate immediately into a higher Jeans mass. As shown in
Table 1, both these models use a constant value of fesc Here,
we also study an intermediate scenario where fesc scales with
the gas fraction ejected from galaxies which results in an in-
crease with decreasing halo mass (the Early heating model),
although we allow gas a dynamical timescale to react to the
increase in the IGM temperature to 4× 104 K.
3 QUANTIFYING COSMIC VARIANCE
We now discuss how we calculate cosmic variance in our
models and its implications for forthcoming surveys.
Figure 1. The setup used in this work for computing the sub-
volumes used to quantify the cosmic variance. In red, we show the
slice of our simulation box reported in Fig. 2, in green is shown
the sub-volume having length R, i.e., the comoving length corre-
sponding to the survey depth (see Table 2). If R is longer than
the simulation box (like the example reported in figure), we stack
the same box rotated by 180 degrees, i.e. “rotated stacked box”
to the original simulation box (see text for details): in this case,
the sub-volume partially overlaps with the stacked box (denoted
by the dashed green line).
3.1 Methodology and surveys considered
In this work, we focus on the following three forthcoming
surveys, planned for the JWST and WFIRST:
(i) JWST JADES-deep survey3: area of 46 arcmin2;
(ii) JWST JADES-medium survey: area of 190 arcmin2;
(iii) WFIRST1 survey4: area of 1 deg2.
For each survey, at each redshift z, we calculate the
comoving volume V corresponding to the survey area en-
closed between the minimum and maximum redshift (zmin
and zmax) values reported in Table 2. Further, R is the co-
moving distance between zmin and zmax as shown in Fig. 1.
If R is longer than the simulation box (i.e. for z < 9), we
stack the same box rotated by 180 degrees around the R
axis (“rotated stacked box”) to the original simulation box
as shown in the same figure. The number of sub-volumes
(n) obtained from our simulation5, from z ∼ 6−12, for each
survey are reported in Table 2.
We then calculate the cosmic variance in the evolving
HMF, UV LF and SMF as (Driver & Robotham 2010):
ζ(%) = 100 · σvar〈N〉 , (1)
3 https://issues.cosmos.esa.int/jwst-nirspecwiki/display/PUBLIC/Overview
4 https://wfirst.gsfc.nasa.gov/science/WFIRST ScienceSheetFINAL.pdf
5 The transverse length for each of our sub-volumes is
√
V/R.
This yields n = [160h−1cMpc ·√R/V]2, where the square brack-
ets denote the integer part, and R and V are in units of cMpc.
c© 0000 RAS, MNRAS 000, 000–000
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Table 2. For different redshifts z (column 1), is reported the redshift range (zmin and zmax in columns 2 and 3, respectively) and the
comoving distance R (in units of cMpc) between zmin and zmax (column 4). The corresponding volumes V (in units of 10
6 cMpc3)
probed by the three surveys (JADES-deep, JADES-medium and WFIRST1) are reported in columns 5-7. Columns 8-10 report the
number of sub-volumes n obtained from our simulation box for each survey and redshift, used to quantify the cosmic variance.
z zmin zmax R V V V n n n
JADES-deep JADES-medium WFIRST1 JADES-deep JADES-medium WFIRST1
12.0 11.5 12.5 170.38 0.0670 0.2767 5.2437 121 25 1
10.0 9.5 10.5 218.90 0.0796 0.3287 6.2287 144 36 1
9.0 8.5 9.5 252.54 0.0874 0.3610 6.8397 144 36 1
8.0 7.5 8.5 295.76 0.0965 0.3986 7.5515 169 36 1
7.0 6.5 7.5 352.85 0.1071 0.4424 8.3827 169 36 1
6.0 5.5 6.5 430.95 0.1195 0.4935 9.3502 196 36 1
where
σvar =
√∑n
i=1(〈N〉 −Ni)2
n
. (2)
Here, 〈N〉 is the mean galaxy number across all the sub-
volumes and Ni the number of galaxies in the i
th sub-
volume. The analysis performed in this work is done con-
sidering the mass and luminosity functions measured at sin-
gle snapshots of our simulation (namely the mean of the
observed redshift ranges reported in the first column of Ta-
ble 2) instead of constructing observational light cones. We
have checked that constructing a light cone does not sub-
stantially change our results. To this end we used the few
stored outputs in the corresponding redshift intervals and
stacked parts of the outputs together to mimic roughly a
light cone. We prefer our choice because at a given redshift
the observational samples are well defined and the result
does not depend on the uncertainties of light cone construc-
tion based on a few outputs only.
To allow interested readers to compute cosmic variance
for different redshifts, redshift intervals and survey areas, we
also provide a public python user-friendly tool6.
We compare the above-mentioned surveys with our sim-
ulation snapshots at z ∼ 6− 12 (with ∆z = 2) in Fig. 2. At
each redshift, we show the LBGs (with MUV < −15) distri-
bution embedded in the large-scale density and the ioniza-
tion fields (calculated on a 5123 grid) along with the result-
ing HMF and UV LF for each survey. The density of each
cell is calculated as 1 + δ = ρ/ρcrit, where ρ and ρcrit are the
dark matter density in the grid cell and the critical density
at that z, respectively. The volume-weighted neutral hydro-
gen fraction is directly obtained from the results of cifog.
We briefly discuss where LBGs (with MUV < −15) lie in
terms of the density and neutral fractions; this is explored
in more detail in Sec. 4. Firstly, with Mh >∼ 109.5 M and
108.8 M at z ∼ 6 and 12, respectively, these LBGs typically
lie in over-dense regions (with 1 + δ ∼ 1− 100) as shown in
the first column of Fig. 2. Further, in the Photoionization
model, all galaxies have a constant value of fesc = 0.215.
This naturally results in the most massive/luminous star
6 https://github.com/grazianoucci/cosmic variance
forming galaxies being able to create the largest ionized re-
gions around themselves. As shown in column 2 of the same
figure, this means that the densest regions are reionized first,
as expected for the inside-out reionization scenario. We also
see the evolution of the volume filling fraction of ionized hy-
drogen (QII) in column 2. As shown, the IGM is effectively
neutral at z ∼ 12 where QII ∼ 0, reaches a mid-point at
z ∼ 7.2 and reionization is over (QII ∼ 1) by z ∼ 6.
As shown in column 3 of Fig. 2, the HMF evolves posi-
tively both in terms of normalisation and the halo mass ex-
tent with decreasing redshift. Further, the amplitude of the
HMF correlates with the underlying density-field: the most
under-dense (1 + δ ∼ 0.9) and over-dense (1 + δ ∼ 1.1) sub-
volumes show the lowest and highest amplitude of the HMF,
although its shape remains unchanged. Given its smallest
area, the JADES-deep survey shows the largest variation
in the amplitude of the HMF in over/under-dense regions
with the variance decreasing with an increase in the sur-
vey area (that averages over a larger range in halo bias).
Having only 1 sub-volume corresponding to the survey area
for WFIRST1, we can not calculate the variance. The HMF
naturally shows an increasing variance with halo mass given
their decreasing number densities. Finally, since halos of a
given mass become increasingly less biased with decreasing
redshift, their variance decreases with decreasing redshift
too.
The same trends are seen for the UV LF (column 4
in Fig. 2) where the most under/over-dense regions yield
the minima and maxima. Again, the variance increases with
decreasing magnitude given the rarity of these sources. Fi-
nally, at a given UV magnitude, the variance decreases with
decreasing redshift.
Interestingly, although the model is tuned to match the
UV LF over the entire box, given the error bars on observa-
tional results, as of now, all of our sub-volumes yield UV LFs
in agreement with the available observations at z = 6− 10.
3.2 The origin and quantification of cosmic
variance
We start by quantifying the cosmic variance in the HMF for
z ∼ 6−12 as shown in Fig. 3. The cosmic variance increases
with halo mass for both the JWST surveys considered here.
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Figure 2. A slice through our simulation box for the Photoionization model with columns (from left to right) showing : the density
fields (1 + δ), the neutral hydrogen fraction (χHI), the evolving halo mass function (HMF) and the UV luminosity function (UV LF) at
redshifts 12 to 6 as marked in the left-most panels; the values of the density and ionization fraction can be read using the color-bars
at the bottom of the figure. The second column reports also the average neutral hydrogen fraction in the simulation (< χHI >). The
squares in the left-two columns denote the size corresponding to the survey areas considered in this work as marked (JADES-deep,
JADES-medium, WFIRST1). Blue dots in the left-most panel represent galaxies with MUV < −15 with their size proportional to their
UV luminosity. In the right-two columns, continuous and dashed lines show the UV LF and HMF for the most over-dense (< 1+δ >∼ 1.1
for the JADES-deep area) and under-dense sub-volumes (< 1 + δ >∼ 0.9 for the JADES-deep area), respectively. Red continuous lines
show the UV LF and HMF computed over the entire box. The point with error bars represent the observational UV LF data at: z = 10
(Oesch et al. 2013; Bouwens et al. 2015, 2016), z = 8 (Bradley et al. 2012; McLure et al. 2013; Schenker et al. 2013; Atek et al. 2014;
Bouwens et al. 2015; Finkelstein et al. 2015b; Livermore et al. 2017) and z = 6 (Willott et al. 2013; Bouwens et al. 2015; Bowler et al.
2015; Finkelstein et al. 2015b; Bouwens et al. 2017; Livermore et al. 2017; Atek et al. 2018).
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Figure 3. The cosmic variance as a function of halo mass at dif-
ferent redshifts for the JADES-deep and JADES-medium survey
volumes, as marked.
At a given Mh the variance increases with increasing z given
the decrease in the comoving areas probed. As noted, our
simulation area is of the order of the WFIRST1 survey and
so we can not reliably calculate the variance for it. Starting
with the JADES-deep survey, the variance increases from
about 10-20% to 100-200% as Mh increases from 10
8.5 M
to 1011 M. Further, while at the lowest halo masses (Mh ∼
108.5M) the variance only changes by a factor 2 between
z = 6−12, it increases by ∼ 1 dex for the most massive halos
(Mh ∼ 1011M) between the same redshift range given the
rarer/biased fluctuations required to form the latter halos.
As expected, the cosmic variance naturally decreases with
an increasing survey area: as the survey area increases by a
factor 4 from JADES-deep to JADES-medium, the cosmic
variance decreases by a factor ∼ 1.3 to ∼ 2.0 as the halo
mass increases from Mh ∼ 108.5 M to Mh ∼ 1010.5 M
(Mh ∼ 108.5 M to Mh ∼ 1011.75 M) at z = 10 (6) .
Moving on, we study the cosmic variance in the UV LF
for our two extreme UV feedback models (Photoionization
and Jeans mass), the results of which are shown in Fig. 4
for the JADES-deep and JADES-medium surveys. Starting
with the Photoionization model, we find the variance to be
minimum (i.e., ζ <∼ 20%) between MUV ∼ −11 and MUV ∼
−15 at z ∼ 6 − 12. The variance then increases in both
directions around this range: for the JADES-deep survey,
ζ > 50% for MUV ∼ −17.5 at z ∼ 12 and for a lower value
of MUV ∼ −20 by z = 6. As expected, the JADES-medium
survey reaches the same variance at lower magnitudes of
MUV ∼ −19 (−21) at z = 12 (6). On the other hand, while
ζ < 50% for MUV > −8.5 at z = 6 − 10 for both JADES
surveys, it increases above 100% at MUV ∼ −10 at z =
12. This is the result of the stochastic star formation and
the quick decay of UV luminosity with time in low-mass
halos that results in low-mass galaxies of a given mass being
distributed over a wide MUV range. Reionization effects only
kick in at MUV >∼ − 9 for this model and are therefore not
the key driver of the variance seen at the low-luminosity end.
Finally, for a given MUV the variance decreases by a factor
of about 2 between the JADES-deep and JADES-medium
survey, almost independent of MUV and redshift, given the
larger area probed by the latter.
We then explore the impact of our strongest reioniza-
tion model (Jeans mass), where the gas in ionized regions is
instantaneously heated to 4× 104 K and the gas density in-
stantaneously reduced, leading to an immediate increase of
the Jeans mass (and hence characteristic mass), in the right
panel of Fig. 4. As expected, also this reionization model
shows the same variance for bright (MUV <∼ − 14) galaxies
for both JWST JADES surveys. The impact of reioniza-
tion feedback on their low-mass progenitors has essentially
no effect on the gas content and assembly of these high-
mass systems. At the low-luminosity end (MUV >∼ − 14),
the Jeans mass model also shows a trough with ζ <∼ 20%
for −15 <∼ MUV <∼ −10 at z = 6−12. Surprisingly, however,
this model shows a lower variance (ζ <∼ 30% for MUV >∼ −10
for all z) than the Photoionization model. This is because
as a result of the instantaneous feedback in the Jeans mass
model, low-mass galaxies are more uniformly suppressed in
gas mass (and hence the star formation rate and UV lumi-
nosity) compared to the Photoionization model where the
gas mass is suppressed after a dynamical time.
In Fig. 5 we study the UV LFs in these two different
reionization models as a function of over-density (1 + δ) to
understand the reason for this variance. Firstly, as also noted
in (Hutter et al. 2020), the peak in the UV LF (MUV ∼ −14
and −12 at z = 12 and 6, respectively) arises due to star for-
mation in newly formed halos that pushes out the rest of the
gas, quenching subsequent star formation. The UV LF be-
low these luminosities is driven by the (negative) luminosity
evolution of low-mass galaxies as their stellar populations
age. Secondly, reionization effects kick-in for galaxies with
MUV >∼ −9 and are therefore not important for the galaxies
that have been observed so far. Thirdly, we find that most
of the cosmic variance is completely driven by the under-
lying density field. Fig. 5 clearly shows that although the
number density of galaxies scales with the density of their
environments, the shape of the UV LF is quite independent
of the environment. This essentially shows galaxy assembly
to be mostly driven by “local” processes with almost no
dependence on the environment. Quantitatively, a factor of
1.3 change in the over-density causes a variance less than
30% at MUV ∼ −14 for all z and UV feedback models. ζ
increases to 50% (300%) at MUV ∼ −20 at z = 6 (z = 12)
for the JADES-deep survey with the variance being a fac-
tor ∼ 1.6 lower for the JADES-medium survey. However, as
noted above, as of now, all of the over-densities probed are
within current observational uncertainties.
We then show the cosmic variance as a function of stel-
lar mass in Fig. 6 for the Photoionization model; we note
that the results here only differ from the Jeans mass model
at the percent level. As seen from this figure, the variance in-
creases with stellar mass (given their increasing rarity/bias)
for all redshifts for both the JWST survey considered. Fur-
ther, since a given stellar mass samples an increasing bias
with increasing redshift, it naturally leads to an increase
in the cosmic variance. Starting with the JADES-deep sur-
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Figure 4. The cosmic variance as a function of UV magnitude at different redshifts for the JADES-deep and JADES-medium survey
volumes, as marked. The left and right panels show results for the Photoionization and Jeans mass models, respectively.
Figure 5. UV LFs for the different sub-volumes in our simulation box corresponding to the JADES-deep survey volume at different red-
shifts color-coded by the corresponding average overdensity in each sub-volume. The upper and lower panels show results for reionization
feedback in the Photoionization and Jeans mass models, respectively (see Table 1 for details).
vey, we find ζ <∼ 20% for M∗ < 108 M at z = 6. Galax-
ies of a much lower stellar mass M∗ ∼ 106.3 M show the
same variance by z = 10. For a redshift as high as z = 12,
ζ > 25% even for galaxies as low-mass as M∗ ∼ 106.3 M.
The variance in the stellar mass reaches a value of 100%
for M∗ ∼ 109.8 (108.2) M at z = 6 (12). While the shape
of the cosmic variance-stellar mass relation is maintained
for the JADES-medium survey, it shows a lower value by
a factor ∼ 1.3 to ∼ 1.9 as the stellar mass increases from
M∗ ∼ 106.5 M to M∗ ∼ 108.5 M (M∗ ∼ 106.5 M to
M∗ ∼ 109.75 M) at z = 10 (6). We note that the lowest stel-
lar masses probed as of now correspond to M∗ ∼ 107.2 M
at z = 6− 8 where ζ < 20%, even with a survey as focused
as the JADES-deep.
We then show the stellar mass function for the JADES-
deep survey, color coded by the over-density in each field, in
Fig. 7. As expected from the hierarchical structure formation
model, the amplitude of the SMF decreases with increasing
c© 0000 RAS, MNRAS 000, 000–000
Cosmic variance during the EoR 9
Figure 6. The cosmic variance as a function of stellar mass for
the Photoionization model as a function of stellar mass at dif-
ferent redshifts for the JADES-deep and JADES-medium survey
volumes, as marked.
stellar mass and increasing redshift; additionally, the mass
range of the SMF decreases with increasing redshift. Analo-
gous to the UVLF, for both the Photoionization and Jeans
mass models, the amplitude of the SMF also scales with
the over-density of the region sampled, showing that most
of the cosmic variance is driven by the underlying density
field. Moreover, at the most massive end, a decrease in the
over-density by a factor of about 1.3 leads to a maximum
halo mass that is lower by a factor of about 5.
We find that the SMFs from the Photoionization and
Jeans mass models are indistinguishable for M∗ >∼ 107 M,
corresponding to Mh >∼ 109.7 M, where the impact of UV
feedback is mostly irrelevant. However, the shape of the
SMFs is clearly different between these two models for lower
stellar masses. For M∗ ∼ 106.4 M, the amplitude of the
SMF is a factor 3 lower in the Jeans mass model (compared
to the Photoionization model) given its much larger sup-
pression of gas mass in low-mass halos.
Finally, we have computed that, in order to have the
HMFs, UV LFs and SMFs converging towards those com-
puted over the entire simulation box (i.e., the difference be-
tween the density functions in every sub-volume is < 0.05
dex from the ones in the entire simulation box), an area of
∼ 1000 arcmin2 is needed. Therefore this could represent
a survey area to minimize cosmic variance, specially at the
low-mass end. This area can also be built combining several
pointings. Although each single pointing could be affected
by a relatively large cosmic variance, the average UV LF or
SMF resulting from their combination will be substantially
independent of the underlying density field.
Bhowmick et al. (2019) also found that a survey area of
10 deg2 (i.e., WFIRST10) will have a cosmic variance rang-
ing of about 6-10%, while upcoming JWST surveys (with
areas up to ∼ 100 arcmin2) will have cosmic variance rang-
ing from ∼ 20− 40% for fainter galaxies (H < 29 mag, i.e.,
MUV ∼ −18 at z ∼ 8) to ∼ 50 − 100% for brighter objects
(H < 25 mag, i.e., MUV ∼ −22 at z ∼ 8) at z ∼ 7.5 − 8.
This is perfectly in agreement with our estimates, and the
scatter in their apparent magnitude function (i.e., the num-
ber density of galaxies having a certain H mag) shows the
same trend we obtained (i.e., ∼ 0.5 dex for 10 arcmin2 at
H ∼ 27 (MUV ∼ −20 at z ∼ 8) 7
3.3 Quantifying the UV LF faint end slope -
constraints on reionization
The faint end slope of the UV LF (α) is shaped by two types
of feedbacks: “internal” feedback from SNII that can heat
or blow-out a significant fraction of gas (or even all of it)
from the small potentials of low-mass halos (e.g., Mac Low
& Ferrara 1999) and “external” feedback from a rising UVB
that can photo-evaporate gas or prevent gas accretion onto
low-mass halos, thereby suppressing further star formation
(e.g., Barkana & Loeb 1999; Shapiro et al. 2004; Petkova
& Springel 2011; Finlator et al. 2011; Hasegawa & Semelin
2013). SNII feedback effectively depends on the ratio of the
SNII energy and the binding energy. However, due to patchy
reionization, the strength of the UVB and hence UV feed-
back, vary as a function of spatial position and time. In
ionized regions, the faint-end slope of the UV LF becomes
shallower due to the decreasing star formation efficiencies
of low-mass halos. Indeed, as pointed out in Choudhury &
Dayal (2019), the faint-end slope in different JWST fields
could be an extremely powerful tool to study the differential
feedback impact of patchy reionization on galaxy formation.
We start by studying the UV LFs in the JADES-deep
field survey given its ability to probe the UV LF faint end8
for the impact of reionization feedback as shown in Fig. 8.
We chose JADES-deep in order to explore a case with a
higher cosmic variance so as to be able to study the max-
imum uncertainties in the faint end slope. We study three
reionization models: Photoionization, Jeans mass and Early
heating. We remind the reader that while the first two mod-
els use a constant value for fesc, the last is the only one where
fesc increases with decreasing halo mass (Hutter et al. 2020).
We start by showing the UV LFs expected for these three
UV feedback models, along with the expected cosmic vari-
ance, in Fig. 8. We note that, as of now, all three models are
in agreement with observational data at z = 6 − 10 within
error bars. Further, cosmic variance becomes of the order
of 100% at MUV ∼ −19 given the small volumes probed
by the JADES-deep fields. At the faint-end, UV feedback
leads to a flattening in the UV LF at MUV ∼ −14.5 at
z ∼ 6 − 8 for the Jeans mass model where the gas mass of
low-mass halos is instantaneously suppressed by reionization
feedback. The Photoionization and Early heating models are
extremely similar for what concerns the UV LF and show
7 Given the wide range of mass-to-UV light ratios, the conver-
sions between the H band magnitude and MUV are meant to be
rough estimates.
8 JADES-deep has NIRCam limits at mag ∼ 29.8 correspond-
ing to MUV ∼ −16.9 at z ∼ 6, MUV ∼ −17.3 at z ∼ 8, and
MUV ∼ −18 at z ∼ 12. The JADES-medium survey is 1 magni-
tude shallower.
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Figure 7. SMFs for the different sub-volumes in our simulation box corresponding to the JADES-deep survey volume at different redshifts
color-coded by the corresponding average overdensity in each sub-volume. The upper and middle panels show results for reionization
feedback in the Photoionization and Jeans mass models, respectively (see Table 1 for details). For a comparison, the lower panels show
the SMF averaged over the entire simulation box for the two models. The points with error bars represent the observational SMF data
at z = 6 (Gonza´lez et al. 2011; Duncan et al. 2014; Song et al. 2016), and z = 8 (Song et al. 2016). For a comparison between the models
and observations see Sec. 3.2 in Hutter et al. (2020).
a flattening at much lower magnitudes of MUV ∼ −9 at all
redshifts (for a complete discussion see Hutter et al. 2020).
We now study the redshift evolution of the Schechter
function faint-end slope α for MUV < −15, along with the
cosmic variance, in more detail as shown in Fig. 9. Tracking
the steepening of the underlying HMF, the faint-end UV LF
slope steepens too with redshift for all models. The value
of α is effectively the same (within uncertainties9) in the
Photoionization and Early heating models at all redshifts
and evolves as
α(z) = (−1.931± 0.007) + (−0.076± 0.004)(z − 6) (3)
With its faster suppression of the gas mass, and hence
9 Uncertainties on α are derived fitting the UV LF for MUV <
−15 with a Schechter function, with the errors given by the cosmic
variance at each MUV.
star formation rate and UV luminosity, the Jeans mass
model shows a shallower redshift evolution of α such that
α(z) = (−1.896± 0.002) + (−0.048± 0.001)(z − 6) (4)
Within error bars, these slopes are in accord with the
observationally inferred evolution of α presented in Bouwens
et al. (2015) who assumed the Schechter function parameters
to vary linearly with redshift to find:
α(z) = (−1.87± 0.05) + (−0.10± 0.03)(z − 6) (5)
As seen from this plot, even accounting for cosmic vari-
ance for z > 9 (i.e., where the error bar do not overlap), the
value of α(z = 9) = −2.040 ± 0.005 in the Jeans mass is
distinguishable from that in the Photoionization and Early
heating models α(z = 9) = −2.159± 0.019. Therefore, inte-
grating down to MUV = −15 at z ∼ 9−12, a reasonable limit
for the JWST, would be sufficient to differentiate between
Photoionization and the (maximal) Jeans mass models.
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Figure 8. UV LFs at various redshifts for the different feedback models considered in this work (see Table 1 for details) for the JADES-
deep survey. Continuous line correspond to the average UV LF in our simulation box, while the shaded area delimits the lower and upper
UV LF obtained in the sub-volumes. Points show observed UV LFs, with the reference marked in each panel.
4 THE ENVIRONMENTS OF LBGS AND
EVOLUTION IN EOR
We now study the environments of LBGs in the EoR, specif-
ically focusing on the over-densities and ionization fractions
of the regions they are embedded in as shown in Fig. 10 (see
also Hutter et al. 2017). We discuss our results for three UV
feedback models: Photoionization, Early heating and Jeans
mass.
Starting with the Photoionization model, most of the
simulation volume is neutral at z ∼ 10 − 12. Here, 68% of
low-luminosity (MUV ∼ −10 − −13) galaxies with Mh ∼
108−9 M occupy slightly over-dense (1 + δ ∼ 1.5 − 4) and
neutral regions (χHI > 0.4). In addition to such field galax-
ies, we also find a fraction of such faint (clustered) galax-
ies that lie in extremely ionized regions (χHI < 10
−2.6).
With larger halo masses (Mh ∼ 109.1−10.1 M), MUV ∼ −16
to −19 LBGs occupy more over-dense (1 + δ ∼ 2.5 − 25)
and fully ionized (χHI < 10
−3) regions. Finally, the most
luminous (MUV ∼ −19 to −22) and massive (Mh ∼
1010.1−11 M) LBGs occupy the most over-dense (1 + δ ∼
5 − 50) and highly ionized (χHI < 10−4) regions, hinting
at their longest star formation histories By z = 8, a large
fraction of the cells in the simulation are ionized. As noted
in Sec. 3.2, the faintest galaxies show a negative luminos-
ity evolution as their stellar populations age and very few
new stars form due to SNII feedback. Most LBGs now lie
in highly ionized regions (χHI < 10
−3) with only a small
fraction of the faintest isolated LBGs still lying in neutral
regions (χHI > 0.1) as a result of their low star formation
rates. Finally, reionization finishes by z = 6 at which point
we find a positive correlation between 1+δ and χHI , except
for the most over-dense cells, driven by their high recombi-
nation rates (following the relations modelled in cifog, e.g.,
Hutter 2018). At this point, all the LBGs studied here lie
in completely ionized regions (χHI < 10
−4) with the over-
density values scaling from ∼ 0.6 for the faintest galaxies to
∼ 100 for the brightest objects.
The ionization fields for the Early Heating model differ
strongly from the other two models especially in the initial
stages of reionization (z > 10). This is because in this model,
the ionizing escape fraction fesc decreases with increasing
halo mass, which results in low-mass galaxies providing a
larger fraction of ionizing photons compared to the other
two models. In this case, MUV = −10 to −13 galaxies lie
in regions occupying a large range in ionization such that
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Figure 9. Evolution in faint-end slope of the UV LF (α) over the
redshift range 6 < z < 12 (we performed the fit for MUV < −15)
for the different models considered in this work compared with
the results in literature (Bouwens et al. 2015; Bowler et al. 2015;
Finkelstein et al. 2015b). Orange, green and blue dashed lines
show the linear fitting functions for the Photoionization, Early
heating and Jeans mass, respectively. Black dashed line shows
instead the fitting function derived by Bouwens et al. (2015) (see
text for details).
χHI ∼ 1− 10−3.5 as early as z = 10− 12. This is because in
this case faint galaxies can partially ionize their cells; these
cells would be mostly neutral in all the other feedback mod-
els considered. Interestingly, as a result of their large output
of H I ionizing photons, a larger bulk of such low-luminosity
galaxies lie in ionised regions, compared to the other two
models. By z = 8, LBGs occupy very similar environments,
both in terms of density and neutral fraction, as in the other
two models. However, we see a mild upturn of the contours at
a value of χHI ∼ 10−3 in the simulation cells with 1 + δ >∼ 3
which is also reflected in the distribution of the most massive
galaxies. This upturn in the 1 + δ−χHI relation (compared
to the downturn in the other two models) is driven by the
lower escape fraction of H I ionizing photons from the most
massive galaxies.
Despite the larger gas mass suppression in the smallest
halos, the results of the Jeans mass model are qualitatively
the same as those from the Photoionization model. How-
ever, (low-mass) galaxies of a given halo mass have lower
UV luminosities in the Early heating model.
5 CONCLUSIONS AND DISCUSSION
This work aims at quantifying the impact of cosmic vari-
ance on the observed UV Luminosity Function (UV LF),
the Halo Mass Function (HMF), and the Stellar Mass Func-
tion (SMF) at z ∼ 6− 12 using the results of the astraeus
(semi-numerical rAdiative tranSfer coupling of galaxy for-
maTion andReionization in N-body dArk mattEr simUla-
tionS) framework. This framework couples a state-of-the-art
N-body simulation (160h−1 Mpc with a mass resolution of
6.2 × 106h−1 M) with the delphi semi-analytic model of
galaxy formation and the cifog (Code to compute ioniza-
tion field from density fields and source catalogue) semi-
numerical IGM reionization scheme.
We studied three forthcoming surveys (JADES-deep,
JADES-medium and WFIRST1) and different reionization
scenarios. We find that for the JADES-deep survey, the cos-
mic variance (ζ) increases from about 10-20% to 100-200%
as Mh increases from 10
8.5 M to 1011 M. We find that
the contribution from reionization modelled with our differ-
ent scenarios play a minor role in the cosmic variance. Most
of the cosmic variance is indeed completely driven by the
underlying density field. While ζ <∼ 20% for MUV ∼ −11 to
−15 LBGs at z ∼ 6 − 12 in all the UV feedback models
studied, it increases above 100% for MUV ∼ −17.5 (−20) at
z = 12 (6). As expected, the cosmic variance decreases with
an increasing survey area: an increase in survey area by a
factor 4 from the JADES-deep to the JADES medium sur-
vey results in a decrease in the cosmic variance by a factor
∼ 1.7, with this scaling being roughly independent of red-
shift. Furthermore, our analysis suggests that to minimize
the cosmic variance ( <∼ 10%), the survey area should be at
least ∼ 1000 arcmin2.
We find that the faint end slope (α) of the UV LF be-
comes increasingly shallower with decreasing redshift for all
the reionization models explored. The redshift evolution of α
is the shallowest for the (most extreme) Jeans mass model,
where the gas mass of low-mass halos is instantaneously sup-
pressed by reionization feedback, as compared to the Pho-
toionization and Early heating models. Although the val-
ues of α are comparable for all three models at z < 9, at
z = 9 − 12, even accounting for cosmic variance, the value
of α in the Jeans mass model is distinguishable from those
in the other models considered in this work. Therefore, in-
tegrating down to MUV = −15, a reasonable limit for the
JWST, would be sufficient to differentiate between these dif-
ferent UV feedback models.
We also explored the environments of LBGs in the EoR.
As expected, we found the most luminous LBGs to live in the
most ionized and over-dense regions. The ionization fields for
the Early Heating model differ strongly from the other two
models especially in the initial stages of reionization (z > 10)
as a result of low-mass galaxies providing a larger fraction
of ionizing photons. This naturally results in a larger bulk of
low-luminosity galaxies lying in ionised regions, compared to
the other two models. Finally, this model shows an upturn
in the 1 + δ − χHI relation at 1 + δ > 3 (compared to the
downturn in the other two models), which is driven by the
lower escape fraction of H I ionizing photons from the most
massive galaxies.
Finally, we also provide a public software tool to com-
pute the UV LF, HMF, and SMF cosmic variance for differ-
ent redshifts, redshift intervals and survey areas10.
10 https://github.com/grazianoucci/cosmic variance
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Figure 10. Probability density distribution of the IGM hydrogen neutral fraction χHI versus gas over-density (1 + δ) in our simulated
box for three different models considered in this work (see Table 1): from top to bottom Photoionization, Early Heating, Jeans Mass. In
each panel, the points show the probability distribution function for the cells (with a volume of [0.3125h−1cMpc]3) in the simulation box;
the color bar shows the probability distribution. The thick and thin contours show the contours occupied by 68% and 96% of galaxies,
respectively, in the magnitude bins marked in the top-most left panel.
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