Abstract-In this paper, we consider a data transmission system over a wireless channel, where packets are queued at the transmitter. ARQ is employed as the error control scheme, by which packets corrupted due to channel impairments are immediately retransmitted. We study the statistics of the packet dropping process due to buffer overflow. In particular, we propose a Markov approximation to model such losses. The delay performance of the packets which are admitted to the queue is also studied.
I. INTRODUCTION
Wireless personal communications are expected to grow tremendously in the near future. Even though voice telephony is still the major source of revenue for cellular/PCS providers, a rapid growth of the demand for data application can be predicted. As soon as wireless PCS is able to provide adequate capacity, access to the wireline Broadband ISDN will be the major application, accounting for most of the traffic.
In this scenario, packet switching will be the dominant communications format, as opposed to circuit switching used for voice. Packet switching allows a better resource utilization by taking advantage of the traffic burstiness which may lead to considerable multiplexing gains. Also, traffic burstiness and the relative delaytolerance of packetized data allow new opportunities for error control through retransmission of corrupted packets, as a feasible and sometimes more efficient alternative to forward error correction coding [1, 2] .
It is therefore expected that ARQ schemes will be used to counteract physical impairments affecting the wireless links, where the distances involved are usually short enough to make propagation delays negligible and feedback almost instantaneously available. On the other hand, since no error control system is perfect and since there are constraints (e.g., a limited buffer size or a maximum specified delay that a packet can tolerate), packet losses cannot be completely eliminated, and the data-link layer will provide to the upper layers a still lossy (although considerably improved) channel.
In this paper, we focus on the presence of a finite buffer, so that when an incoming packet finds it full, it cannot be accepted and is dropped. This classic problem of queueing theory has been extensively studied in the past, and the probability of buffer overflow and/or packet dropping has been computed.
In order to accurately understand how errors impact the application, an appropriate description of their effect is to be provided at This work was supported by the Center for Wireless Communications, UCSD. the different layers, thus percolating the effect of physical channel impairments through the protocol stack. There is evidence that the simple knowledge of the packet loss rate may not be sufficient to appropriately characterize the error process. For example, it has been shown that for the same average error rate, different degrees of correlation between errors correspond to (sometimes considerably) different performance [3, 4] . Also, it is shown in [5, 6] that the throughput of TCP over a wireless link may greatly benefit from such correlation.
Therefore, being able to characterize the second-order properties of the packer error process is important for an accurate assessment of the application performance over a wireless link. This problem has been studied in a broadband ATM environment in the past (see for example [3, 7, 8] and the references therein). The second-order statistics has been characterized through different quantities: the conditional probability of having packet losses in a slot given that there were packet losses in the previous one [8] ; the probability that a packet in a stream is dropped given that the previous one was also dropped [7] ; the probability that m packets are lost in a block of n consecutive ones [3] . In this paper, we consider a similar problem with reference to a wireless fading channel with an ARQ error control scheme. It is shown that the packet dropping induced by buffer overflow can be accurately modeled by means of a Markov process, leading to a simple analytical characterization.
The paper is organized as follows. Sections II and III describe the system model and the buffer occupancy analysis, whereas the joint statistics of the packet dropping process is computed in Section IV. Sections V and VI present some results on packet dropping statistics and on the delay performance of the scheme, respectively.
II. SYSTEM MODEL
We assume a wireless link, subject to bursty errors, with a relatively high data rate (say, of the order of 1 Mbps). The time axis is slotted, and transmission occurs in blocks (packets) of N bits.
We focus on a single user, who has access to the full bandwidth (which may be a TDMA channel, for example), whereas all other users (if any) are not explicitly considered but are taken as noise (extensions to the multi-user scenario are currently under study). In each slot, a packet is generated at the transmitter with probability . A buffer of size B packets is present at the transmitter, where incoming packets are queued, waiting to be transmitted.
The memory exhibited by the fading radio channel is captured by modeling the error process at the packet level as a first-order two-state Markov chain [9] . In other words, the channel alternates a good state (in which all packets are transmitted error-free) and a bad state (in which all packets are in error).
More specifically, let 1 and 2 denote bad and good tranmission in a given slot, respectively, and let A simple ARQ scheme is used here to counteract the effect of packet errors. As a first approach, a perfect and instantaneous feedback channel is assumed, so that at the end of each slot the transmitter knows exactly whether or not the transmission was successful. Packets which were not successfully received are immediately retransmitted.
This mode of operation results in the following behavior for the system. During the good periods, one packet is transmitted in each slot, unless the queue is empty. Packets cannot be transmitted in the slot they arrive. During the bad periods, no packets can be transmitted, and arrivals are queued up, waiting for the channel to become good again. Therefore, during the bad channel periods some backlog is accumulated. If this backlog grows too large, it is possible that some packets are lost due to buffer overflow, and the traffic intensity and the buffer size B should be chosen appropriately in order to guarantee that this event occurs with adequately small probability.
III. ANALYSIS The system described above can be adequately represented by the process X(n) = (`(n); i(n)), with state space f(`; i); 1 ` 2; 0 i Bg, where`(n) = 1 and`(n) = 2 denote a bad and good channel state in slot n, respectively, and i(n) is the number of packets in the queue at the beginning of slot n, i.e., at time nT, with T the slot duration. A packet arrival occurs with probability during (nT; (n + 1)T] (this packet is not counted in the state X(n) and cannot be transmitted in the slot it arrives). The arrival process in slot m is independent of X(n) for all m n. It can be shown that the Markov channel evolution and the assumption of independent arrivals imply that X(n) is a Markov process.
If X(n) = (2; i); i > 0, then a packet is transmitted and successfully received (departure), whereas no departure is possible if X(n) = (2; 0) (good channel but no packets in the queue) or X(n) = (1; i); i 0, (bad channel). More specifically, the transition probabilities from the states (1; i); (2; i + 1); i 0 are as follows:
(1; i) (2; Finally, if X(n) = (`(n); B) the buffer is full and any arriving packet is discarded. If X(n) = (2; B) a departure occurs, so that i(n+1) = B?1, whereas if X(n) = (1; B) we have i(n+1) = B. 
and (1; 0) is found from the normalization condition. Note that proper system operation requires that the buffer occupancy probabilities decrease as i is increased. This corresponds to < 1, i.e., < 1 ? ", as expected.
IV. JOINT STATISTICS OF THE PACKET DROPPING PROCESS
A commonly considered figure of merit for finite-buffer systems is the dropping probability, i.e., the probability that an incoming packet finds the buffer full and cannot be accommodated. In our case the dropping probability is given by
This quantity is helpful in computing the performance of a system or in designing the size of a buffer which guarantees suitably low probability of overflow. However, there are other situations of interest where this information is not sufficient. As an example, suppose we are interested in running an application over a packet network where packet loss may occur. The performance of the application will often depend on the packet dropping statistics, i.e., not only on the average packet dropping rate but also on more detailed statistical information. For example, it is reasonable to assume that this process is correlated, since when a packet is dropped the buffer is full, and therefore the probability that a packet will be dropped in the near future is higher that the average. Here, we want to understand the statistics of the packet dropping process for the ARQ scheme described above. To this purpose, consider the function ij (k; n), defined as the probability of k successful slots in f0; 1; : : :; n ? 1g and channel state j at time n, given that the channel state was i at time 0. Then, the following recursion applies: ij (k; n) = i1 (k; n?1)p 1j + i2 (k?1; n?1)p 2j + ij (n) (k);
where it is understood that ij (k; n) = 0 for negative values of either k or n, and where ij = 1 for i = j and 0 otherwise, and (n) = 0n .
Next, let L be the time of the first arrival after time 0, with probability mass function P L = n] = (1 ? ) n?1 ; n 1.
( 
and
The complete statistics up to the third order can be found from the following equations (generalization to higher order is conceptually straightforward) The above equations can be explained as follows. A packet dropping occurs if an arrival finds the buffer full, with probability B 1 (1) . On the other hand, two consecutive droppings happen if, after the first one, no successful slots occur till the next arrival, which will therefore find the buffer still full (this event has probability B 2 (1; 1)). Similar considerations hold for three consecutive droppings. Finally, the sequence 1,0,1 is produced when between the dropping of packet n and the arrival of packet n+1 exactly one successful slot occurs, so that packet n + 1 finds B ? 1 packets in the buffer and is accepted, and after that no successful slots occur before arrival of packet n + 2, which is therefore dropped. Therefore, in order to compute the third-order statistics of the packet dropping process, we need to know the steady-state statistics of the buffer occupancy (which is given in (3)- (9)) and the matrices (0) and (1), which can be found according to the above relationship to be We computed the packet dropping statistics for typical values of the parameters involved, according to the above analysis. As in [9, 10] , we take = I( n ; n?2 j n?1 ) I( n ; n?1 ) :
as a measure of the goodness of a Markov approximation for the binary process n , where I( ; ) and I( ; j ) denote average and conditional mutual information, respectively. Some results are shown in Figs. 1 and 2 , where is plotted vs.
" and 1=p 12 , respectively, for some values of the system parameters. It can be seen that in general 1, so that the Markov model is good, especially for low error rates and long bursts. The only case in which this condition is not verified is when the channel errors approach an iid process, where on the other hand we have I( n ; n?1 ) H( ), i.e., the packet dropping process is approximately iid, as one would expect. Therefore, the packet loss process seen by the transport layer (as caused by buffer overflow in this case) can be represented by a binary Markov process. The effect of the physical channel impairments and of the link-layer ARQ mechanism can be simply captured by two parameters, e.g., the average loss rate and the average length of a burst of dropped packets. More specifically, from (8), (9), (19), (20) and (23) (27) Equation (27) reveals that the average length of a burst of dropped packets only depends on the traffic intensity and on the average length of a burst of errors on the channel, 1=p 12 . In particular,
12 is independent of the buffer size and of the average error rate, as was to be expected given that it is a conditional probability (a similar conclusion has been drawn in [7] ).
The values which characterize the Markov packet loss process are plotted in Figs. 3 and 4 for some values of the system parameters. It can be seen from Figure 3 that the packet dropping rate is roughly a linear function of " for small values of ", but when " reaches a critical value, the increase is much faster. Also, we note that the average length of a channel error burst is very important, especially for values of 1=p 12 close to (1 ? ") ?1 (iid case). For example, for " = 10 ?2 and B = 10, we have " (d) ' 3 10 ?11 for iid errors and " (d) ' 10 ?3 for burst length 5 packets, and this gap may be much larger for smaller " and larger B. Therefore, precise characterization of the channel correlation is clearly important in order to be able to accurately predict the system performance. In particular, gross approximations where iid channel errors are assumed lead to overly optimistic results in this case (consistent with what was concluded in [3] ).
In Figure 4 , we plotted the average length of a burst of dropped packets vs. the average length of a burst of bad channel slots. Since
12 is independent of " and B, curves are only parametrized by the traffic intensity, . Of course, longer channel bursts lead to longer bursts of dropped packets. The behavior of the curves can be explained as follows. First of all, iid channel errors correspond to (almost) iid packet dropping, as one would intuitively expect.
On the other hand, the relationship between 1=p (d) 12 and 1=p 12 is almost linear for large 1=p 12 . In fact, suppose a packet is lost at time n, which implies that with high probability the channel is in bad state. No packets can depart as long as the channel is down. Another interesting observation which can be made comparing Figures 3 and 4 is the following. For a given value of ", an increased error clustering produces a degraded " (d) (see Figure 3) and a larger 1=p (d) 12 (see Figure 4) . Since in packet switching applications there is evidence that clustered errors are more benign, the two effects will influence the performance in an opposite fash-ion, i.e., the increased " (d) leads to worse performance and the increased 1=p (d) 12 leads to better performance. Depending on the sensitivity to the parameters of the packet dropping process exhibited by the application which is run on top of this data-link protocol, clustering of the channel errors may lead to improved or degraded performance. Being able to assess this dependence can be a useful tool for designing physical layer schemes which provide the desired channel error statistics which best fit the application characteristics.
VI. DELAY STATISTICS
Another relevant quantity in this context is the delay D suffered by a packet admitted to the queue, whose distribution can be calculated as follows. Without loss of generality, let us focus on a packet arriving in slot n, and let D = x if the packet is successfully transmitted in slot n + x ? 1. Due to the independent arrival assumption, this packet will see the typical probability distribution of the system state. Condition on that state, X(n) = (`; i). If i > 0, the delay of the packet is larger than x slots if the number of successful slots in fn; n + 1; : : : ; n + x ? 1g does not exceed i, On the other hand, if the arriving packet finds an empty queue, the delay will be larger than x if there are no successes in fn + 1; n + 2; : : : ; n + x ? 1g (note, in fact, than slot n, even if successful, cannot be used by the incoming packet). This event has probability P D > xjX = (`; 0)] = p`1p x?2 11 ;`= 1; 2: (29) The probability P D (x) = P D > x] is then found by averaging (28) and (29) over the steady-state distribution, (`; i). This result, along with the dropping statistics studied previously, allows to find QoS curves, e.g., probability of exceeding a certain delay vs. probability of packet dropping: a large buffer will reduce the dropping probability, but the delay suffered by admitted packets will be larger, whereas a small buffer guarantees short delays to admitted packets, but with a higher probability of buffer overflow. The trade-off involved in choosing the buffer size can therefore be quantitatively studied. As an example, Fig. 5 shows P D > 50] vs. P d for the case of packet transmission over a Rayleigh fading channel, whose Markov parameters are given by [9] : 
VII. CONCLUSIONS
In this paper, we studied the packet dropping statistics induced by the use of an ARQ scheme with finite buffer over a wireless channel. Our analysis allows to compute the joint statistics of the packet dropping process. We propose a Markov approximation for this process, and compute its parameters. This approach allows to readily study how correlated errors on the physical channels affect higher-layer performance.
