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Résumé – Dans cet article, nous proposons une nouvelle approche d’égalisation aveugle basée sur une modélisation tensorielle d’un système
de communication non-linéaire SIMO du type Wiener. Le tenseur cubique formé par les signaux reçus s’exprime comme une décomposition
du type PARAFAC avec comme dimensions le temps, l’espace et la redondance introduite par un précodage. Les conditions d’unicité de cette
décomposition sont établies et une solution d’égalisation aveugle sans ambiguïté est proposée.
Abstract – In this paper, we present a new approach for blind equalization of Wiener SIMO nonlinear channels. The received signals form
a cubic tensor the dimensions of which are time, space and redundancy induced by a linear precoder. The equalization process is based on
the PARAFAC decomposition of this three-way array. The uniqueness conditions are provided, then a solution for blind equalization without
ambiguity is derived.
1 Introduction
Depuis la fin des années 90, quelques solutions ont été appor-
tées au problème de l’égalisation aveugle de canaux de commu-
nication non-linéaires. Outre les méthodes basées sur l’utilisa-
tion de réseaux neuronaux, trois principales approches ont été
considérées. Elles étendent aux systèmes non-linéaires des ré-
sultats établis dans le cas linéaire. La première est déterministe
[1]. Les auteurs y montrent que, sous certaines conditions, des
égaliseurs linéaires de type FIR peuvent réaliser une égalisation
du type forçage à zéro de canaux SIMO non-linéaires. La mé-
thode proposée dans ce travail pionnier présente cependant un
certain nombre de limitations liées au rang et à la structure de la
matrice associée au canal, d’une part, et à la mémoire du noyau
de Volterra associé au canal, d’autre part. Certaines de ces res-
trictions ont été récemment relaxées dans la seconde approche
basée sur l’exploitation des statistiques du second-ordre [2].
Toutefois, comme pour la plupart des algorithmes d’égalisation
basés sur l’exploitation des statistiques du second ordre, cette
approche requiert une complexité de calcul importante. Enfin,
la troisième approche [3] est aussi basée sur les statistiques du
second ordre, mais requiert que chaque sous-canal soit linéa-
risé par un filtre de Volterra d’ordre et de mémoire connus.
Cette condition est très restrictive. Dans les trois principales
approches sus-cités, les systèmes de communication considé-
rés sont de type SIMO, cette structure étant obtenue soit en uti-
lisant un réseau d’antennes soit en sur-échantillonnant la sortie
du système. Il est bien connu que dans ce cas, afin de pouvoir
déterminer un égaliseur, les différents sous-canaux ne doivent
avoir aucun facteur commun.
Dans cet article, nous proposons une nouvelle approche d’éga-
lisation aveugle basée sur une modélisation tensorielle d’un
système de communication SIMO du type Wiener, dont les dif-
férents sous-canaux ont un facteur commun.
Depuis le début des années 2000, une attention particulière
est accordée à l’utilisation des techniques de décomposition
tensorielle dans les télécommunications. Ainsi, différents al-
gorithmes d’estimation aveugle, de canal et/ou du signal, basés
sur une décomposition tensorielle du type PARAFAC sont pro-
posés dans la littérature [4, 5]. Ceux-ci se restreignent au cas de
systèmes linéaires. A notre connaissance, l’approche que nous
proposons est une première application de la décomposition
PARAFAC pour des fins d’égalisation de canaux non-linéaires.
Dans la section 2, nous traitons de la modélisation tensorielle
du système de communication considéré, des conditions d’uni-
cité de la décomposition PARAFAC ainsi que de l’estimation
de ses différents facteurs. La méthode est ensuite illustrée par
un exemple dans la section 3, avant de conclure.
2 Modélisation et estimation
Nous considérons un système de communication non-linéaire,
à temps discret, d’entrée x et de sorties yk, k = 0, 1, · · · ,
Ka−1, où Ka désigne le nombre de capteurs utilisés au niveau
du récepteur. Le signal émis par une station mobile, une fois
reçu au niveau d’un des capteurs, est tout d’abord converti en
fréquences optiques, au niveau d’un point d’accès radio (RAP,
Radio Access Point), puis transmis via une fibre optique à une
station de base où s’effectue le traitement des données en bande
de base (Figure 1).
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FIG. 1 – Schéma fonctionnel du système.
Lorsque la longueur de la fibre est relativement courte (quel-
ques kilomètres) et la fréquence radio de quelques GHz, les ef-
fets de dispersion de la fibre et le bruit inhérent au laser sont né-
gligeables [6]. Dans ce cas, la distorsion non-linéaire introduite
par la conversion du signal électrique (SE) en un signal optique
(SO) devient prépondérante [7]. Sachant que plusieurs capteurs
sont utilisés, le système peut alors être vu comme un système
SIMO du type Wiener, chaque sous canal k étant constitué par
la mise en cascade d’un canal linéaire hk et d’une non-linéarité
statique représentée par un polynôme Pk de degré P et de co-
efficients cp,k, p = 1, · · · , P . Sous l’hypothèse que la source
est à bande étroite par rapport aux antennes de réception, la ré-
ponse impulsionnelle du canal de transmission hk est donnée
par [5] : hk(i) = αkh(i), où αk est le gain complexe de l’an-
tenne considérée. Le modèle de Volterra décrivant ce système
s’écrit alors :
yk (nM − i) =
P∑
p=1
M−1∑
i1,··· ,ip=0
hp,k(i1, · · · , ip)
×
p∏
j=1
x (nM − i− ij) + wk(nM − i),
i = 0, · · · ,M − 1,
(1)
où n = 0, 1, · · · , N−1 désigne le numéro du bloc de symboles
transmis, chaque bloc comportant M symboles, et :
hp,k(i1, · · · , ip) = βk,p
p∏
j=1
h(ij), βk,p = cp,kα
p
k. (2)
En supposant que la séquence transmise x(.) soit obtenue à
partir de la séquence informative via un précodage simple tel
que pour i = 0, · · · ,M − 1, le symbole x (nM − i) ne soit
non nul et égal à u(n) que lorsque i = M − 1 [8], la relation
(1) devient :
yk(nM − i) =
P∑
p=1
hp,k(M − 1− i, · · · ,M − 1− i)u
p(n)
+wk(nM − i), i = 0, · · · ,M − 1.
(3)
Ce précodage correspond à une insertion de (M −1) symboles
nuls entre chaque symbole informatif. Les paramètres du mo-
dèle de Volterra (1) se réduisent donc aux seuls coefficients dia-
gonaux. Notons que l’information contenue dans les signaux
reçus yk(nM − i), i = 0, · · · ,M − 1, est redondante car ces
signaux dépendent de la même entrée u(n).
En notant :
hp,k,i = hp,k(M − 1− i, · · · ,M − 1− i),
yk,n,i = yk(nM − i),
wk,n,i = wk(nM − i),
pour k = 0, 1, · · · ,Ka−1, n = 0, 1, · · · , N−1 et i = 0, 1, · · · ,
M − 1, où N représente le nombre de blocs transmis, nous
avons :
yk,n,i =
P∑
p=1
βk,ph
p(M − 1− i)up(n) + wk,n,i. (4)
Nous pouvons reconnaître en (4) l’écriture scalaire de la dé-
composition PARAFAC du tenseur cubiqueY, d’éléments yk,n,i,
le nombre de facteurs de cette décomposition étant égal au de-
gré P du polynôme de la non-linéarité statique. Dans le cas
sans bruit, en fixant respectivement une des dimensions du ten-
seur, l’écriture matricielle correspondante est :
Yk.. = HDk(B)U, k = 0, · · · ,Ka − 1, (5)
Y.n. = BDn(U
T )HT , n = 0, · · · , N − 1, (6)
Y..i = U
TDi(H)B
T , i = 0, · · · ,M − 1, (7)
où Dk(.) est l’opérateur qui forme une matrice diagonale avec
la (k + 1)-ème ligne de la matrice en argument, Yk.., Y.n.
et Y..i sont de dimensions respectives (M × N), (Ka ×M)
et (N × Ka), H et U sont des matrices de Vandermonde de
dimensions respectives (M × P ) et (P × N), et B la matrice
de dimensions (Ka × P ), telles que :
H =


h(M − 1) h2(M − 1) · · · hP (M − 1)
h(M − 2) h2(M − 2) · · · hP (M − 2)
.
.
.
.
.
.
.
.
.
.
.
.
h(0) h2(0) · · · hP (0)


U =


u(0) u(1) · · · u(N − 1)
u2(0) u2(1) · · · u2(N − 1)
.
.
.
.
.
.
.
.
.
.
.
.
uP (0) uP (1) · · · uP (N − 1)


B =


β0,1 β0,2 · · · β0,P
β1,1 β1,2 · · · β1,P
.
.
.
.
.
.
.
.
.
.
.
.
βKa−1,1 βKa−1,2 · · · βKa−1,P


En tenant compte des conditions d’unicité de cette décom-
position [9] et de la structure de Vandermonde des matrices H
etU, nous déduisons le théorème suivant :
Théorème : Soit kB le rang de Kruskal de B, i.e. le nombre
maximal de colonnes de B tel que tout ensemble de kB co-
lonnes de B soient linéairement indépendantes. Si le signal
u prend au moins P ≤ N valeurs distinctes non nulles et si
le canal est tel qu’au moins P ≤ M de ses coefficients h(i)
soient distincts, alors la décomposition PARAFAC est unique,
à une matrice de permutation et une matrice diagonale près, si
kB ≥ 2.
Preuve : Il est établi que l’unicité de la décomposition PARA-
FAC est garantie lorsque kB+kH+kUT ≥ 2P +2 [9, 10]. En
tenant compte de la structure Vandermonde, le fait qu’au moins
P coefficients h(i) de la matrice H soient distincts, P ≤ M ,
garantit qu’elle soit de rang colonne complet. Par conséquent,
on a : kH = P . De même, si le signal u prend au moins P ≤ N
valeurs distinctes non nulles, cela implique que kUT = P . Par
suite, la condition d’unicité se ramène à : kB ≥ 2.
On peut noter que suivant la construction de la matrice B,
il est nécessaire d’utiliser au moins deux capteurs différents
parmi les Ka capteurs pour réaliser la condition kB ≥ 2.
L’unicité démontrée dans le théorème est à une matrice de
permutation et un facteur d’échelle près. En d’autres termes,
tout autre ensemble de matrices H¯, B¯ et U¯T pouvant reconsti-
tuer les matricesYk.., k = 0, · · · ,Ka−1 est relié à l’ensemble
de matricesH, B etUT par :
H¯ = HΠ∆1, B¯ = BΠ∆2, U¯
T = UTΠ∆3,
où Π est une matrice de permutation et les ∆i, i = 1, 2, 3 sont
des matrices diagonales telles que
∆1∆2∆3 = I.
Il est à noter que P étant fini, l’ensemble des matrices de per-
mutation est aussi fini. Cependant, toute permutation sur les
lignes deU rend ambiguë l’estimation de la séquence informa-
tive émise ; d’où la nécessité de trouver un moyen pour lever
cette ambiguïté. En tenant compte de la structure de la matrice
U, nous définissons le critère suivant :
̺p =
min |Up.|
max |Up.|
, (8)
où max |Up.| et min |Up.| désignent respectivement le plus
grand et le plus petit des modules des éléments de la p-ème
ligne de U. Ce critère décroît strictement avec l’ordre de la
non-linéarité et est invariant par rapport à tout facteur d’échelle
affectant une ligne donnée. En conséquence, une fois la ma-
trice U estimée, le calcul de ̺p correspondant à chacune des
lignes permet de définir la matrice de permutation à appliquer
à U de sorte que ses lignes soient dans un ordre qui assure la
décroissance de ̺p. Par suite, la décomposition PARAFAC est
unique à une matrice diagonale près. En d’autres termes, tout
autre ensemble de matrices H¯, B¯ et U¯T pouvant reconstituer
les matricesYk.., k = 0, · · · ,Ka − 1 est relié à l’ensemble de
matricesH, B etUT par :
H¯ = H∆1, B¯ = B∆2, U¯
T = UT∆3,
avec ∆1∆2∆3 = I. En utilisant un correcteur de gain, toute
ambiguïté sur l’estimation de U peut être complètement le-
vée [4], permettant ainsi l’extraction de la séquence informa-
tive formée par la première ligne deU.
L’estimation des matrices H, U et B peut être effectuée en
utilisant l’algorithme des moindres carrés alternés (Alternating
Least Squares (ALS)) dont le principe est d’estimer, au sens des
moindres carrés, un sous ensemble de paramètres en utilisant
les estimés antérieurs des autres sous ensembles de paramètres,
puis de réitérer le processus pour un autre sous ensemble de pa-
ramètres jusqu’à la convergence de l’algorithme. Les matrices
Yk.. étant données, leur concaténation permet d’écrire :

Y0..
.
.
.
YKa−1..

 =


HD0(B)
.
.
.
HDKa−1(B)

U. (9)
En notant Y˜k.. la version bruitée deYk.., et en considérant les
estimés précédents de H et de B, notés Hˆ et Bˆ, le problème
des moindres carrés est alors formulé comme suit :
min
U
∥∥∥∥∥∥∥


Y˜0..
.
.
.
Y˜Ka−1..

−


HˆD0(Bˆ)
.
.
.
HˆDKa−1(Bˆ)

U
∥∥∥∥∥∥∥
2
F
, (10)
où ‖.‖F est la norme de Frobenius. La solution à ce problème
est donnée par :
Uˆ =


HˆD0(Bˆ)
.
.
.
HˆDKa−1(Bˆ)


†

Y˜0..
.
.
.
Y˜Ka−1..

 , (11)
où † indique la pseudo-inverse.
De même, les estimés au sens des moindres carrés des ma-
trices B etH sont donnés par :
Hˆ
T =


BˆD0(Uˆ
T )
.
.
.
BˆDN−1(Uˆ
T )


†

Y˜.0.
.
.
.
Y˜.N−1.

 , (12)
Bˆ
T =


Uˆ
TD0(Hˆ)
.
.
.
Uˆ
TDM−1(Hˆ)


†

Y˜..0
.
.
.
Y˜..M−1

 . (13)
3 Résultats de simulation
Considérons le système caractérisé par une non-linéarité re-
présentée par le polynôme P de degré trois tel que
P (u) = u+ 0.3u2 + 0.1u3
et une partie linéaire définie par hk(i) = αkh(i) avec
h = (1 0.5 − 0.2)T .
Pour différentes valeurs de αk, i.e. différents capteurs, et N =
500 blocs de symboles du type PAM-4, la figure 2 montre le
taux d’erreur par symbole Pe en fonction du rapport signal à
bruit (RSB), pour trois valeurs différentes de Ka. L’évaluation
des performances a été réalisée à l’aide d’une simulation du
type Monte-Carlo avec 100 expériences indépendantes. Nous
pouvons noter que le taux d’erreur décroît lorsque le nombre de
capteurs croît. Dans un environnement fortement bruité, la di-
versité introduite par les capteurs n’améliore que faiblement le
taux d’erreur. Cette amélioration devient significative lorsque
le niveau de bruit diminue.
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FIG. 2 – Taux d’erreur d’estimation des symboles en fonction
du RSB (N=500).
Nous comparons ensuite la méthode d’égalisation proposée
avec un égaliseur non aveugle, i.e. en supposant le canal connu,
du type forçage à zéro de l’erreur d’égalisation. En utilisant
trois antennes de réception, nous pouvons noter que les perfor-
mances sont relativement proches (Figure 3).
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FIG. 3 – Taux d’erreur d’estimation des symboles en fonction
du RSB (N=500), Ka = 3.
4 Conclusion
Dans cet article, nous avons montré qu’en utilisant un pré-
codage simple, un système non-linéaire SIMO du type Wiener
peut être modélisé comme un tenseur cubique dont les dimen-
sions sont le temps, l’espace et la diversité liée à la redondance
introduite par le précodage. Le tenseur formé par les signaux
reçus s’exprime naturellement comme une décomposition du
type PARAFAC. Les conditions garantissant l’unicité de cette
décomposition, à des facteurs d’échelle près, ont été établies.
La séquence d’information transmise peut ainsi être estimée
sans ambiguïté. L’écueil majeur de l’approche proposée est la
réduction du taux d’information transmise. Une perspective de
ce travail vise à rechercher un précodage plus efficace permet-
tant un taux de transmission plus élevé tout en assurant une
décomposition PARAFAC du tenseur des signaux reçus.
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