Abstract. The paper is devoted to the study of metric regularity, which is a remarkable property of set-valued mappings playing an important role in 1nany aspects of nonlinear analysis and its applications. 'Ne pay the main attention to metric regularity of the socalled parametric val·iationa.l systems that contain, in particular, various classes of parameterized/perturbed variational and hemivariational inequalities, complementarity systems, sets of optimal solutions and corresponding Lagrange multipliers in problems of parametric optimization and equilibria, etc. Based on the advanced machinery of generalized differentiation1 we surprisingly reveal that metric regularity fails for certain major classes of parametric variational systems, which admit conventional descriptions via subdifferentials of convex as well as prox-regular extended-real-valued functions.
Introduction
It has been well recognized that the property of set-valued mappings known as metric regvia.rity, as well as the linea.r openness/covering property equivalent to it, play an important role in many aspects of nonlinear and variational analysis and their applications; see, e.g., [1, 3, 5, 6, 8, 10, 12, 13, 16] with the extensive bibliographies therein. In the afore-mentioned references, the reader can find verifiable conditions ensuring these properties ru1d their implementations in specific situations mainly related to the 'implicit fv.ndions and mv.ltijv.nctions frameworks and to the so-called parametric constraint systems in nonlinear analysis and optimization. The latter class of systems incorporates, in particular, sets of fea.sible solutions in vru·ious constrained optimization and equilibrium problems.
In this paper we pay the main attention to the study of metric regularity for broad classes of para:metr'ic variatiarwl systems, which include such important objects of variational analysis and optimization a.s parameterized/perturbed variational and hem·ivaria.tional inequalities of different kinds, complementarity systems, sets of optima.! solutions and Lagrange multipliers (or Karush-Kuhn-Tucker vectors) in various problems of parametric optimization and equilibria, etc. It comes as a surprise that metric regu.larity fa.ils for major classes of parametric variational systems including those mentioned above. We demonstrate this by reducing metric regularity to certain Lipschitzian properties of subd~fj'erential mappings generating the variational systems under consideration. The latter properties do not hold for subdifferentials of remarkable classes of extended-real-valued functions, such as convex and prox-regular ones, which are overwhelmingly encountered in variational analysis, optimization, and their applications. Furthermore, metric regularity fails also for nonsubdifferentially generated variational systems described via monotone set-valued operators.
The rest of the paper is organized as follows. In Section 2 we define and discuss the metric regularity and Lipschitzian properties of set-valued mappings considered in this paper. In Section 3 we briefly review generalized differential tools of variational analysis used in the modeling of variational systems and deriving the main results. Section 4 contains descriptions of general parametric variational systems and their most important particular cases of major interest for optimization theory and applications. Finally, in Section 5 we establish the main results on the failure of metric regularity for the major classes of parametric variational systems under consideration.
Throughout the paper we use the standard notation and terminology of variational analysis; cf. [12, 16] . Unless otherwise stated, X and all the other spaces under consideration are Banach with the norm II · II and the canonical pair ( ·, ·) between X and its topologically dual space X*, Recall that 1B stands for the closed unit ball in the space in question, and that we use the symbol F: X =t Y to signify generally a setvalued mapping between X and Y in contrast to a single-valv.ed mapping f: X -+ Y.
As usual, we denote domF := {x E XI F(x) # 0} and gphF := {(x,y) EX x Yl y E F(x)} the domain and graph of the mapping F: X =t Y, respectively. The inverse mapping F-
Given a set-valued mapping F: X =t X* between X and X*, the symbol
(1.1) 
The latter property is also known as the Aubin "pseudo-Lipschitz" property of setvalued mappings; see [12, 16] Observe that the metric regularity and Lipschitzian properties under considerar tion are defined in primal spaces and are derivative-free, i.e., they do not depend on any derivative-like construction. It turns out nevertheless that, due to variat·ionalj extremal principles, they admit complete dual-space characterizations in both finite and infinite dimensions via appropriate coderiva.tives of set-valued mappings; see [11] , [12, Chapter 4] , and [16, Chapter 9] with the references and commentaries therein. These constructions and characterizations are not directly employed in what follows, while on their basis we established in [5] the relationships between metric regularity and Lipschitzian properties of parametric variational systems that are crucially used for deriving the main results of this paper in Section 5.
In the next section we briefly review only those constructions and notions of genera.lized differentiation, which are needed for describing parametric variational systems in Section 4 and establishing the main results presented in Section 5.
Generalized Differentiation
Vl!e start with subdifferentia.l constructions for general extended-real-valued functions, which are used for descriptions of the most interesting classes of variational systems.
Given an extended-real-valued function <p: X -+ IRon a Banach space X, consider first the c:-su.bdifj'erentia.l of <p at "' E dam <p defined by 
i.e., the subdifferential (3.2) reduces to the classical subdifferential of convex analysis.
Considering a general class of extended-real-valued functions allows us to include sets into the functional framework. Given a set S1 C X and its indicator function o(1:; S1) equal to 0 for x E S1 and oo otherwise, we define the normal cone to S1 at i: E S1 by N(x; !1) := Bo(x; !1). For convex sets !1 we have the classical normal cone of convex analysis:
Particularly good properties of the basic subdifferential (3.2) for general nonconvex functions, including comprehensive calculus rules ("full calculus") have been developed in the framework of Asplund spaces that are Banach spaces in which every separable subspace has a separable dual. This class is sufficiently broad including all reflexive Banach spaces as well as those with separable duals; see, e.g., [1, 12] for more discussions and references. If X is Asplund and if cp is lower semicontinuous (l.s.c.) around x, the basic subdifferential admits a simplified representation with E = 0 in (3.2). Note that the .fu.ll co.lcu.lu.s for the subdifferential (3.2) and the associated normal and coderivative constructions for sets and set-valued mappings is based on vo.ri.a.tiona.ljextrem.al princ·iples of variational analysis; see [12] for comprehensive results in this direction.
Following [16] , we say that cp is su.bdifferentially continu.ou.s at x for some sub- and prox-regularity properties can be found in [16] in the case of X = lR". These properties hold, in particular, for alll.s.c. convex functions as well as for a broad class of strongly amenable functions that play a significant role in variational analysis and its numerous applications.
Parametric Variational Systems
In this section we consider a class of the so-called pa.ram.etric variational systems (PVS) described as solu.tion maps to parameterized generalized equ.ations of the type Models of this type were introduced and studied by Robinson [15] in the case of Q(y) = N(y; Sl), a normal cone mapping to a convex set Sl, when (4.1) describes, due to (3.3), solution maps to parameterized vari.ationa.l inequalities in the form find y E S1 such that (f(x, y), v-y) ;::: 0 for all v E S1. If, in particular, !1 is a nonnegative orthant of a finite-dimensional space, model (4.2) captures solution maps to parameterized complementarity pmblems, and hence moving sets of Ka:rv.sh-Kv.hn-Tu.cker (KKT) vectors in parametric problems of nonlinear progro.m.ming. In general, variational conditions of type (4.1) have been widely accepted as a very useful and convenient framework for the study of a great variety of parametric systems that frequently appear in many aspects of variational analysis, optimization, equilibria, and their numerous applications; see, e.g., the books [9, 12, 13, 14, 16] and the references therein.
Variational systems most important for optimization/equilibrium theory and applications mainly relate to generalized equations ( 4.1) with subdifferentia.l fields when Q is given by a sv.bd~fferent-ia.ljnormal cone operator B<p generated by an extendedreal-valued l.s.c. function <p, which is often labeled as potential. As mentioned above, this is the case of the classical variational inequalities ( 4.2) ru1d complementarity problems generated by convex indicator functions <p(·) = 6(·; !1). Formalism In the next section we show that the major parametric variational systems of the general type (4.1) with set-valued monotone fields as well as of the composite sv.bd-i.ffe-rentia.l type ( 4.3) and ( 4.4) generated by nonsmooth potentials .,P( ·) do not exhibit metric regv.la.?-ity. Since the set-valuedness of field mappings is a characteristic feature of genera.lized equations as a satisfactory model to describe variational systems (otherwise they reduce just to standard equations, which that are not of particular interest in the variational framework under consideration), the conclusion of Theorem 5.1 reads that variational systems with monotone fields are not metrically regular under the strict differentiability and surjectivity assumptions on base mappings, which do not seem to be restrictive. A major consequence of Theorem 5.1 is the following corollary concerning sv.bd~fferent-ia.l systems with convex potentials, which encompass the classical cases of variationa1 inequalities and complementarity problems in (4.2). Proof. Observe first that the assumptions imposed on <p ensure that the subdifferential mapping Q(y) = o<p(y) is closed-graph. Furthermore, the classical Rockafellar theorem establishes the ma.xima.l monotonicity of the subdifferential mapping fJ<p for proper, l.s.c., convex functions on Banach spaces. Thus the conclusion of the corollary follows from the the well-known fact of convex ana1ysis that the subdifferential of such a function is a singleton at the reference point if and only if of the function is Gu.teaux d~fferentiable at it. 6
Note that the classical settings of variational inequalities and complementarity problems in ( 4.2) correspond to the highly nonsmooth (extended-real-valued) case of the convex indicator .fv.nct-ions Q(y) = <p(y) = o(y; D) in (4.1). In fact, essentia1ly more general nonconvex subdifferential structures of parametric variational systems prevent the fulfillment of metric regularity for solutions maps ( 4.1) with no reduction to the field monotonicity; see below.
Let us next consider parametric variational systems with the composite subdifferentia.l structure generated by strongly amenable potentials in ( 4.3). The next two theorems concern subdifferential variational systems (4.3) and (4.4) involving nonconvex functions ' ljJ therein. We replace the above convexity assumption by the prox-regv.larity of ' ljJ defined on a finite-dimensiona.l space W. C,
