Abstract-In this paper, we present an algorithm for the automated removal of nonprecipitation related echoes such as atmospheric anomalous propagation (AP) in the lower elevations of meteorological-radar volume scans. The motivation for the development of this technique is the need for an objective quality control algorithm that minimizes human interaction. The algorithm uses both textural and intensity information obtained from the two lower-elevation reflectivity maps. The texture of the reflectivity maps is analyzed with the help of multifractals. Four multifractal exponents are computed for each pixel of the reflectivity maps and are compared to a "strict" and a "soft" threshold. Pixels with multifractal exponents larger than the strict threshold are marked as "nonrain," and pixels with exponents smaller than the soft threshold are marked as "rain." Pixels with all other exponent values are further examined using intensity information. We evaluate our QC procedure by comparison with the Tropical Rainfall Measurement Mission (TRMM) Ground Validation Project quality control algorithm that was developed by TRMM scientists. Comparisons are based on a number of selected cases where nonprecipitation and a variety of rain events are present, and results show that both algorithms are effective in eliminating nonprecipitation related echoes while maintaining the rain pixels. The principal advantage of our algorithm is that it is automated; therefore, it eases the requirements for the training for the QC analysis and it speeds the data reduction process by eliminating the need for labor-intensive human-interactive software.
and may strike the earth repeatedly for distances of hundreds of kilometers producing anomalous propagation (AP) ground clutter while it travels. Since nonprecipitation echo intensities can far exceed those from precipitation, this may create serious problems for geophysical algorithms, such as the estimation of instantaneous rain rate or rainfall accumulation. Therefore, it is important to study the characteristics of nonprecipitation echoes in the radar reflectivity image so that they can be suppressed. The suppression process, often referred to as Quality Control (QC), is the systematic removal of these spurious echoes from radar reflectivity data.
The use of multifractals for interpreting meteorological radar data is not new. Some of the previous techniques examine the multifractal behavior of rainfall in both temporal and spatial domains [1] [2] [3] [4] . While there is extensive research related to rainfall analysis, few QC techniques exist in the literature. Of those that do, e.g., [5] [6] [7] [8] , [14] none employ the use of multifractals.
In [14] the QC algorithm for WSR-88D (National Weather Services 1988-Doppler) proposed by NCAR is presented. The QC algorithm in [14] is a collection of fuzzy logic algorithms that will classify the type of echo observed by WSR-88D. The algorithm detects clear air return, clutter residue, birds, chaff, or other types of echoes. It uses the "texture" of the signal-to-noise ratio field, the mean radial velocity field, the standard deviation of the radial velocity field, the vertical difference of the reflectivity and the mean spectrum width field to detect AP clutter. A "membership" function is applied to the features for calculation of the "interested" field. After application of the appropriate threshold to the interested field, the final output of the particular detection algorithm is obtained and a radar "product" generated. An important difference between [14] and our algorithm is that our algorithm uses only radar reflectivity-related parameters in order to separate rain event from any nonrain related events.
Multifractals [9] [10] [11] [12] have been found to be useful in the analysis of complex geophysical systems. They are based on the concept of scale invariance. Scale invariance analysis is a framework for developing statistical tools that account for all available scales at once. Scale invariance is a property that is respected by systems whose large and small scales are related by a scale changing operation involving only the scale ratio. This leads to the fact that these systems do not have a characteristic scale. In multifractal analysis we seek for a power-law behavior of a partition function that is constructed from a measure, with respect to the scale parameter under consideration. If a single power-law exponent is sufficient to characterize all the statistics within a whole family, then we refer to the model as monofractal and we talk about monoscaling behavior. If more than one exponent is needed to characterize the statistical behavior of the signal then 0196-2892/02$17.00 © 2002 IEEE we refer to the model as multifractal and we talk about multiscaling behavior. Multifractals can be generated by a variety of different physical processes such as multiplicative-cascading and turbulence. Self-similarity (and hence isotropy) is often assumed in scale invariant models and in analysis techniques.
In this paper, we have developed an algorithm for the removal of nonprecipitation echoes from National Weather Service's WSR-88D (NEXRAD: Next Generation Weather RADAR) reflectivity images. The motivation for the development of this technique was the desire for an objective procedure to substitute for labor intensive and highly subjective manual QC. Usually, an expert observer, with meteorological training, can identify the characteristic signature of undesired echoes using only the reflectivity maps. The use of other geophysical parameters such as atmospheric humidity and temperature profiles is not practical because they evolve in time and usually these parameters are not known over the radar coverage area. In our technique, reflectivity obtained from the two lowest radar elevations is utilized. Rain and nonrain echoes have significantly overlapping reflectivity values; therefore they cannot be separated using only reflectivity thresholds. Fortunately, nonprecipitation echoes, usually possess different variability than rainfall, thus their textural characteristics of reflectivity can be used to separate them from the desired rainfall. Even though nonprecipitation echo intensities can occasionally exceed 50 dBZ, on average, the rain intensities are usually stronger in a relatively large area. Our algorithm combines textural characteristics that are extracted with the help of multifractals and intensity characteristics of reflectivity to achieve efficient QC.
In cases where the goal is estimation of total accumulation, it would be sufficient for an algorithm to provide accurate information about the percentage of echoes corresponding to rainfall [8] . In such cases, specific classification of each pixel as rain or not, is less important. In this paper, we are interested in providing accurate rainfall accumulation as well as the more difficult task of detecting nonprecipitation echoes on a pixel basis which is useful in cases where the goal is radar/rain-gauge calibration, radar/satellite calibration, or even radar/radar cross-calibration.
This paper is organized as follows. In Section II an introduction to multifractals is presented, followed by the description of our algorithm in Section III. In Section IV we briefly present the QC algorithm developed by the NASA Goddard Space Flight Center's Tropical Rainfall Measurement Mission (TRMM) program. In Section V we present examples of QC and comparisons of our algorithm with TRMM QC. Finally in Section VI we conclude with some closing remarks.
II. MULTIFRACTAL ANALYSIS
As it was mentioned in the introduction, the scaling behavior of signals can be expressed by different scale-independent relationships. Scale can be defined as a parameter that specifies the size of the area under consideration (in the case of circular areas, scale can be the radius of the circle). Assume that the random process studied is an -dimensional signal:
. The goal in multifractal analysis is the examination of different statistical characteristics of the signal . For that purpose, a statistical measure is extracted from the function . The measure at scale at the location of the -dimensional signal is defined as (1) where (2) is the sum of the function inside a "box" of size . The scale dependent th moment ensemble average of the measure is called the partition function
. Basically, the partition function at the point with coordinates is the th moment of the function , around point , at scale . The scale-independent statistical behavior of the function at point can be examined by the change of the statistical moments, computed around , from one scale to another. Then, one looks for a power-law relation between the partition functions (scale-dependent moments) and the scale parameter under consideration that describes the variation of the statistical moments with scale . In our analysis the function is defined on a discrete domain, since it is a sampled version of the continuous function. Then the power law relation is defined as
The function is the so called moment scaling function and characterizes the multifractal behavior of the signal . If the function is a straight line then a single power-law exponent [for instance ] is sufficient to characterize all the statistics within a whole family and then we talk about monofractality. If the function is not a straight line then more than one exponent is needed to characterize the statistical behavior of the signal and we talk about multifractality.
Practically the ensemble average is approximated by the spatial average of under the assumption of temporal stationarity of the function . If we consider applying the at both sides of (3), then the function is estimated from the slope of the line that best fits the points where is the smallest available scale and is the largest available scale.
III. THE PROPOSED QC ALGORITHM
The proposed QC algorithm uses the reflectivity images obtained from the two lowest radar elevations. The radar data are obtained in polar coordinates (range versus azimuth) but to simplify our analysis we transform them into Cartesian coordinates, with the radar being at the center of the image. We concentrate on applying QC to the lowest elevation where nonrain related echoes appear to the greatest extent. Also, these are the data used to calculate the surface rain rate, so it is important to eliminate undesired echoes here. Each radar pixel corresponds to an area of 1 1 km. As it was mentioned earlier, the algorithm utilizes both textural and intensity information.
The rational for using textural information is that nonprecipitation echoes, generally, possess larger spatial variability in either horizontal, or vertical, or in both horizontal and vertical extents. Therefore, the multifractal exponents computed in 3-dimensional blocks tend to be more negative for nonprecipitation. Similarly, intensity information is used because rain echoes exhibit higher correlation with neighboring pixels than nonrain echoes do. Furthermore, unwanted echoes may occasionally reach reflectivity values of 60 dBZ only in a relatively small area (especially not in the second elevation). The algorithmic steps are presented next.
1) Step 1: Use of Multifractal Exponents for Textural Description of Reflectivity:
In order to compute the exponents , we consider the reflectivity images obtained from the two lowest elevations of the radar. For this step, reflectivity is not considered in dBZ but in linear (relative power) units. This is based on previous work where rainfall was found to possess multifractal characteristics [1] [2] [3] [4] . If we consider the standard -relationship where represents reflectivity in linear terms and represents rain rate, then the th moment of is proportional to the th moment of . Therefore, according to (3) , reflectivity in linear terms also possesses multifractal characteristics.
According to the discussion in Section II, the signal under consideration is 3-dimensional. We assume that the scale takes two values, namely, and . We define the measure at scale as (4) We define the measure at scale as (5) The coordinates correspond to the pixel that exists in the ( ) position of the th elevation. The power-law relation is the same as in (3) . It was mentioned earlier that the function is estimated from the slope of the line that best fits the points . The function is then equal to (6) The scale depends on the distance because the conical antenna beam widens as it travels from the radar. The measure at each scale is computed in a three-dimensional "box" whose volume we need to relate with the scale (7) where is the volume of the "box." Each pixel corresponds to the average reflectivity of a disk as it is shown in Fig. 1 . For the measure as it is defined in (4) is equal to the reflectivity value that corresponds to the pixel with coordinates raised to a power equal to . The volume of the "box" in this case is approximately equal to where is the distance from the radar, is the width of the beam at distance from the radar and is the width of the disk. At scale , the volume of the block is approximately equal to (the factor 18 stands for the fact that we consider nine pixels in the first elevation and nine pixels in the second elevation, a total of 18 disks). The geometry of the radar beam is shown in Fig. 1 .
According to our previous discussion, and . The difference in (6) is equal to . Therefore, exact knowledge of and is not needed. In order to be able to separate nonprecipitation from rain echoes, we must compute the exponents in small windows of the images. More specifically, the ensemble average in (3) is approximated with the spatial average of the measures in small 3-D windows (8) for , and: (9) for . In (8) and (9), is the length of the averaging window in the and directions. For instance, in Fig. 2 , . From (3), (8) , and (9), the exponents are computed, where the subscript denotes that the function is computed at location ( ). The superscript denotes that the averages in (8) and (9) have been taken in windows of size . Fig. 2 illustrates how this step of the algorithm is implemented. A 5 5 portion of the first elevation and the corresponding 5 5 portion of the second elevation centered at locations ( ) and ( ) respectively are shown. The measures are computed as the reflectivity values corresponding to the pixels with coordinates ( ) raised to the th power. Then, the approximate ensemble average at location (
) is the average of the measure over all pixels for both portions. The measure Fig. 2 . Computation of the measures and the approximate ensemble average using the corresponding portions of the reflectivity images obtained from the two radar elevations. The "white" squares represent single pixels at locations (x + 1; y + 1; 1) and (x + 1; y + 1; 2) respectively. The group of "dark gray" squares (including the "white" squares) define a "box" at scale 2 and at location (x + 1; y + 1).
is computed as the reflectivity averaged in a "box" located at which is then raised to the th power. One such "box" located at consists of the group of "dark gray" pixels (including the "white" pixels) as it is shown in Fig. 2 . Then, the approximate ensemble average at location is the average of the measure over all . Non-precipitation echoes, generally, possess larger spatial variability in either horizontal, or vertical, or in both horizontal and vertical extents. Larger variability leads to more negative exponents. We have used four exponents, and we refer to the first two as the multifractal exponents and of power 2 and 8 respectively. For the computation of the approximate ensemble averages we used 3-dimensional averaging windows of size . We refer to the second two as the local multifractal exponents and . For the computation of the approximate ensemble average we used averaging windows of size . In order to reduce the variability of the two measures and to increase their robustness, we convolve each one with a two-dimensional moving average filter of size 8 8. For each of the exponents and , we have specified a threshold ( and respectively). If at least one of the four exponents at a location exceeds the corresponding threshold, pixel is characterized as a nonrain pixel. The determination of the four thresholds is based on frequency plots (histograms) of the four corresponding multifractal parameters. We have identified two types of nonrain related echoes, in terms of their textural properties. In the first type, the unwanted echoes appear sparse in both elevations. In the second type, the unwanted echoes appear smooth in the same elevation, but they are characterized by a large vertical gradient and low reflectivity values. Fig. 3 presents the normalized histograms , , , of the four multifractal parameters that correspond to rain and nonrain echoes. The normalized histograms in Fig. 3 are estimates of the probability density functions of the four exponents. Therefore, assuming equal probability of occurrence for rain and nonrain echoes, the "optimal" threshold estimate is the one for which the two probability density functions are equal. The assumption of equal probability of occurrence seems to be valid for cases of major interest, where rain and nonrain echoes are highly mixed. The histograms have been calculated from an hourly event that resulted in rain echoes, and nonrain echoes of the first type.
From Fig. 3 (a) and (b), it can be noticed that the multifractal exponents, and can discriminate between rain and nonrain echoes of the first type. On the other hand, as seen from Fig. 3(c) and (d), the localized multifractal exponents are unsuccessful. From Fig. 3(a) and (b) the thresholds for the multifractal exponents, and are set equal to and , respectively. Fig. 4 presents the normalized histograms , , , of the multifractal parameters that correspond to rain and nonrain echoes. The histograms have been calculated from an hourly event that resulted in rain echoes and nonrain echoes of the second type.
From Fig. 4 (c) and (d), it can be noticed that the localized multifractal exponents, and can discriminate between rain and nonrain echoes of the second type. On the other hand, as seen from Fig. 4(a) and (b) , the multifractal exponents and are unsuccessful. The thresholds for the localized multifractal exponents, and are set equal to and , respectively. Thus, the selection of the thresholds for the multifractal exponents and is determined from the normalized histograms of nonrain related echoes of the first type. On the other hand, the selection of the thresholds for the localized multifractal exponents and is determined from the normalized histograms of nonrain related echoes of the second type. It is also important to mention that the thresholds and , which are appropriate for the removal of first type echoes, do not remove significant percentage of rain when only echoes of the second type exist, as it can be concluded from the histograms of Fig. 4 . Similarly, the thresholds and do not remove significant percentage of rain when used for cases where only echoes of the first type exist, as it is inferred from the histograms of Fig. 3 . Fig. 5 presents an example where both types of nonrain echoes are existent. Fig. 5(a) and (b) represent, respectively, first and second elevation reflectivity. The radar is located at coordinates (0, 0) (center of the image). Non-rain related echoes are predominant and they extend up to 180 km away from the radar. In Fig. 5(a) , nonrain echoes of the second type appear mostly at the center of the event, while nonrain echoes of the second type (sparse echoes) appear mostly surround the event. Fig. 5(c) presents the localized multifractal exponent map. Darker regions represent higher negative values. It can be noticed that highly negative values appear at regions that correspond to nonrain echoes of the second type. The effect of using the localized exponents is shown in Fig. 5(d) , where the removal nonrain echoes of the second type is evident, while rain echoes and echoes of the first type are not removed. Fig. 5 (e) presents the multifractal exponent map. Darker regions represent higher negative values. It can be noticed that highly negative values appear at regions that correspond to nonrain echoes of the first type. The effect of using the exponents , is shown in Fig. 5(f) , where the removal nonrain echoes of the second type is evident, while rain echoes are not removed.
2) Step 2: Pixel Reactivation Based on Reflectivity Intensity and Multifractal Exponents:
The second step of the algorithm is applied in order to reactivate actual rainfall pixels that were removed in Step 1. This problem occurred because the thresholds that were applied in Step 1 were relatively large, to make sure that most of the undesired echoes are removed. In this part of the algorithm we reactivate a pixel located at ( ) of the first elevation, if the following properties hold.
1) The average intensity in dBZ in a window of size of the first elevation centered at ( ) is larger than a specific threshold or the average intensity in dBZ in windows of size of the second elevation centered at ( ) is larger than a specific threshold . We must note that for the computation of the averages only dBZ values larger than zero are considered.
2) The exponents , , , are smaller than thresholds at the same location ( ).
Basically, this step considers that undesired echoes have been removed, so that less strict thresholds than , namely , can be applied to the multifractal exponents. At the same time we take into account that it is unusual for reflectivity corresponding to rain to have very sharp transitions. For instance it is not common to have an area with reflectivity larger than 30-40 dBZ that suddenly changes to 0 dBZ. For that reason, in a window of size centered at pixel ( ) of the first elevation, if the average intensity in dBZ is larger than a threshold , then we reactivate this pixel (if it is not already active). We do this because it is possible that the edge of the rain may have been erroneously removed in Step 1. If the edges of the rain were not erroneously removed, then the average in the window would be smaller than the threshold so that no change in pixel classification would occur. Further, if is relatively large, then the probability of reactivating pixels that correspond to nonrain is small. This is because it is not common for nonrain echoes to have a large average reflectivity value in a relatively large area. Based upon a selected "training set" of radar reflectivity images, we have empirically selected and dBZ. A similar approach is taken for the second elevation where it is even less probable for nonprecipitation echoes to have large reflectivity values so that an averaging window of smaller size is used with and dBZ. Fig. 6 presents the second elevation reflectivity normalized histogram. We apply Step 2 iteratively to ensure that the all pixels that correspond to rain edges are reactivated.
3) Step 3: Final Intensity Threshold:
The last step is removal of pixels located at ( ) for which the average in dBZ, in a window of size around them, is smaller than a noise threshold . This step is applied to the reflectivity image obtained from the lower radar elevation. We have selected and dBZ. Fig. 7 is a flow diagram of the algorithm.
IV. THE GVS SOFTWARE
To evaluate the performance of our algorithm, we compare our results with NEXRAD base-scan reflectivity images that have been independently quality controlled by the TRMM Project and archived on the unique TRMM Science and Data Information System (TSDIS) [13] . The role of TSDIS at the NASA GSFC is to process the data from the TRMM satellite instruments and also to provide an independent "ground validation" (GV) data set of rainfall from nearly a dozen ground-radar-sites around the world. The NEXRAD site located in Melbourne, FL is selected as the "surface truth" for evaluating our QC algorithm results.
Prior to the TRMM satellite launch, the TRMM Project formed a working group of meteorological-radar researchers to formulate the data products and algorithms to be used to provide the GV comparison data set for the calibration/validation of the TRMM remote sensing instruments. After about two years of algorithm refinement and evaluation, a working group consensus was reached and the standardized set of algorithms were adopted and implemented as the ground validation software (GVS) for processing ground-based radar data.
The QC algorithm [7] is the first of three levels of WSR-88D processing used in the GVS. The purpose of this QC algorithm is to remove nonmeteorological radar echoes that adversely affect the quality of the precipitation measurement. Such effects include echos associated with insects, birds, chaff, smoke, and AP. This algorithm is relatively labor intensive in that the operator sets three echo height thresholds and five radar reflectivity thresholds to optimize the algorithm performance. Unfortunately this optimization is based upon the subjective judgement of the quality of the elimination of nonmeteorological echoes; and therefore results depend upon the experience of the operator and his skill in the manipulation of the seven adjustable QC algorithm parameters. Also this procedure may be time consuming in that it may take several iterations for the desired QC to converge. For this paper, only this QC algorithm of the GVS is of relevant to the evaluation of our algorithm performance.
V. EXPERIMENTAL RESULTS
In this section we compare results from our algorithm with TRMM GV products archived on TSDIS. The metric of comparison is in terms of rain accumulation and number of pixels removed. While the GVS QC algorithm results are used as our standard; we recognize that these are not perfect in that not all unwanted echoes can be eliminate and not all rain is retained. Sometimes it is extremely difficult to distinguish rain from nonrain echoes, e.g., light rain and weak AP. Never-the-less, all GVS test cases were evaluated by trained meteorologists and, in their expert opinion, these products are the best quality controlled NEXRAD reflectivity images that can be provided [14] .
For our comparison we have selected 48 h of WSR-88D data during June 11 through June 13, 1999 that were obtained from the NEXRAD located at Melbourne, FL. These were two rainy days that included many interesting cases of nonprecipitation echoes mixed with rain; therefore, they represent good test cases for evaluating the performance of our algorithm. We have also examined Melbourne NEXRAD data from January 31, March 31, and September 30 in 1999 to evaluate our algorithm under different seasonal meteorological conditions. During rainy conditions, the NEXRAD typically performs a complete volume scan (VOS) consisting of 360 azimuth scans at seven elevation angles. Each VOS has a period of approximately 5 min so that we have about 12 VOS's/h. For our purposes, only the two lowest elevations, where spurious echoes mostly appear, are of interest. The elevation angles for these azimuth scans are approximately 0.48 and 1.4 , respectively. The reflectivity data are provided in polar coordinates ( ) where is the distance from the radar (range) and is the azimuth angle. The range resolution is km and the azimuth angle resolution is set by the antenna half-power beamwidth approximately , and we truncate the data at a maximum range of km. We transform the polar reflectivity data into Cartesian coordinates, so that the reflectivity maps are in the form of images of size 400 400 pixels, where each pixel corresponds to roughly an area of 1 km .
Comparison between QC products produced by GVS and our algorithm during June 1999 are presented in Tables I-IV. We have separated these comparison results into two cases, because the first data set was used to "train" our algorithm by establishing thresholds, and the second set was withheld for evaluation purposes. In general, the agreement between the two algorithms is excellent. The QC results for the training set comparisons (11am, June 11 through 11am, June 12) are given in Tables I and II, Statistics are presented for three categories as a function of reflectivity levels in Tables I and III . Category-1 corresponds to pixels classified as nonrain by our algorithm and rain by GVS. Category-2 corresponds to pixels classified as rain by our algorithm and nonrain by GVS. Category-3 corresponds to pixels where both algorithms agree, i.e., pixels either rain or nonrain. For instance, pixels with reflectivity higher than 0 dBZ are practically all pixels and they correspond to all levels of rain. We see a good agreement between the two algorithms (GVS and ours) in terms of pixels removed or retained: 94.3% for the first 24 h, and 92.9% for the last 24 h. For pixels corresponding to reflectivity larger than 30 dBZ, which is more important since these pixels indicate stronger rain, the two algorithms agree by 99% for the first 24 h, and 99.1% for the last 24 h. Tables II and IV show the 24 h rain accumulation within the 200 km radar mask that are estimated three ways using; raw (non-QC'ed) NEXRAD images, QC'ed images using GVS and QC'ed images using our algorithm. The standard -relationship was used to transform pixel reflectivity into rain rate . These results show the importance of the application of a QC algorithm in estimating rain accumulation. For the first 24 h (Table II) , in an area of 400 400 pixels centered on the radar, the rain accumulation percentage normalized with respect to rain accumulation in the raw images, was 97.5% using GVS and 97.8% using our algorithm. In an area of 200 200 pixels around the radar, the corresponding rain accumulation percentage is 90.4% using GVS and 90.9% using our algorithm. For the last 24 h (Table IV) the corresponding normalized rain accumulation percentage, in an area of 400 400 pixels was 97.6% using GVS and 98.2% using our algorithm. Also, in an area of 200 200 pixels, the normalized rain accumulation percentage was 89.2% using GVS and 90.0% using our algorithm. These results verify that most of nonprecipitation echoes appear close to the radar and that they contribute an excess rain accumulation between 2.2% to 10.8% of the total, which is a significant error.
Comparisons between GVS and our algorithm for January 31 are shown in Fig. 8. More specifically, Fig. 8(a) compares the QC'ed images in terms of the number of pixels removed and retained as a function of pixel reflectivity level. We assume that the results obtained using the GVS QC algorithm are most reliable, since they have been processed and subjectively re-evaluated by trained meteorologists on the TRMM GV Project, i.e., GVS is assumed to be the "truth." Therefore, we define pixels that have been removed by our algorithm but not by GVS as "false-alarms" and pixels that were removed by GVS but not by our algorithm as being "misclassified." There are two metrics of agreement between the two algorithms. The first indicates the pixels that are classified as rain by both algorithms, and the second indicates the pixels that were removed by both algorithms as being nonrain. Fig. 8(a) , presents a histogram of these metrics of agreement and the metrics of disagreement (false-alarms and misclassified). This illustrates excellent agreement between the two algorithms with only a small percentage of disagreements. Fig. 8(b) , is a time series of the average rain rate calculated for individual radar scans from the raw (non-QC) reflectivity image and two QC algorithms images. It is clearly shown that the average rain rate calculated from the unprocessed images is overestimated, and again, the agreement between the two QC algorithms is excellent.
Similar comparisons between GVS and our algorithm for September 30 are shown in Fig. 9 . Fig. 9(a) and (c) compare the two algorithms in terms of the number of pixels removed and retained for different dBZ reflectivity levels. This illustrates that a significant number of the pixels in the unprocessed images, especially for lower dBZ levels, correspond to nonrain related echoes. Fig. 9(b) , compares the two algorithms in terms of average rain rate for individual radar scans. It is clearly shown that the rain rates calculated from the unprocessed images is significantly overestimated. Once more, the excellent agreement between the two algorithms can be clearly observed.
Finally, similar comparisons between GVS and our algorithm for March 31 are shown in Fig. 10 and Table V . Fig. 10 , compares the two algorithms in terms of average rain rate for individual radar scans. As observed before, the rain accumulation calculated from the unprocessed images is overestimated, and the excellent agreement between the two algorithms is established. Table V gives the level of agreement between the two algorithms in terms of pixels removed or retained to be 86.2% for all pixels. Further, for pixels corresponding to reflectivity larger than 20 dBZ, the agreement is 98.9% which is of greater importance since these pixels indicate stronger rain that contribute more to the total rainfall accumulation.
Next, we present a qualitative evaluation of our QC algorithm using some QC examples. In Figs. 11 and 12 , there are two sets of four reflectivity images: a) raw data obtained at the first radar elevation (0.5 ); b) raw data at the second radar elevation (1.5 ); c) the QC'ed reflectivity image using GVS; d) the QC'ed image by our algorithm. In the image, the center coordinates , is the radar location. Fig. 11(a) illustrates a raw reflectivity image where nonrain and rain echoes are mixed close to the radar. The region of significant nonrain related echoes is within the box where we note that corresponding reflectivity possesses large variability. In the second elevation image given in Fig. 11(b) , the corresponding nonrain region is smaller and the reflectivity values are lower. Thus, for this image we observe that the vertical reflectivity gradient is large for the nonprecipitation echoes. Fig. 11(c) shows the image processed by GVS and Fig. 11(d) shows the image processed by our algorithm. For both algorithms, the processed images are very similar for regions of high reflectivity; however, for pixels with lower reflectivity values, which indicate light rain, there are some differences. Unfortunately there are no in situ rain measurements, so these pixels have high uncertainty as to whether they represent rain or not.
The second example given in Fig. 12 has similar QC performance as Fig. 11 . The region of strong nonrain echoes, indi- Fig. 9 . Comparison between GVS and our algorithm (a) in terms of the classification of pixels at different dBZ levels, (b) in terms of average rain rate with respect to time, and (c) in terms of the number of pixels at reflectivity levels higher than 25 dBz. Fig. 10 . Comparison between GVS and our algorithm in terms of average rain rate with respect to time.
cated by the box, shows a large vertical reflectivity gradient between the first and second elevation scan. The corresponding QC'ed images (c) processed by GVS and (d) processed by our algorithm are very similar with the most significant differences being related to lower reflectivity values around the coordinates . At this specific region, our algorithm classifies this reflectivity as light rain while the GVS classifies this region as mostly nonrain. For this case, we believe that our algorithm performs better by preserving more light rain.
The final example given in Fig. 13 illustrates a second case where we believe that our QC algorithm performs better than GVS in preserving rain. We believe that the events inside the "boxes" represent rain, since they exist in both elevations at relatively far ranges; and furthermore, there is no other indication of other nonrain related echoes in this area. Close examination of Fig. 13(c) and (d) reveals that the GVS QC algorithm has removed high intensity rain echoes as opposed to our algorithm that has not. There are other minor differences between these two images that are mostly associated with pixels of low reflectivity. We believe that this and the previous example raise some questions concerning the accuracy of the QC using the GVC algorithm, especially in the presence of light rain. This shows that occasionally there is difficulty in classifying radar returns as rain or not, even where the reflectivity maps have been processed and re-evaluated by trained meteorologists using GVS QC software.
VI. CONCLUSIONS
A quality control algorithm has been developed using a multifractal technique to process WSR-88D raw reflectivity images to remove false precipitation echoes. Using image-processing techniques, the algorithm extracts information from the images in an approach to imitate the perceptive ability of an expert observer. Moreover, this technique is objective and it produces very repeatable results in classifying and then removing nonrain related echoes. Moreover, its use may be extended to any calibrated weather radar that provides reflectivity data from two elevations of a volume scan.
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