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Abstract
It is proven that any set E consisting of finitely many intervals can be approximated with order 1/n by
polynomial inverse images of [−1, 1]. This leads to a new proof of the fact that the n-th Chebyshev constant
is K cap(E)n with some K independent of n. The proof uses properties of monotone systems, in particular,
the statement in the so-called inheritance problem.
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1. Results
Let E = ⋃mj=1 [a j , b j ], be a set consisting of finitely many real intervals, and let
Tn = inf ‖xn + · · · ‖E (1)
be the n-th Chebyshev constant for E, where the infimum is taken for all monic polynomials
of degree n and the norm is supremum norm on E. It was proved in [11] by Schiefermayr that
Tn2 cap(E)n , where cap(E) denotes the logarithmic capacity of E (see also [16, Theorem
11.5]). The constant 2 is sharp, e.g. if E = [−1, 1], thenTn = 1/2n−1 = 2 cap(E)n , and it is
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a classical result of Fekete and Szego˝ thatT1/nn → cap(E). In this note we prove the following
upper bound.
Theorem 1. If E consists of finitely many intervals, thenTnK cap(E)n with some constant K
independent of n.
This is not new, it follows from Theorem 11.5 in Widom’s paper [16]. Here we shall present a new
approach that will also yield Theorem 2 about the (1/n)-rate of approximation of sets consisting
of finitely many intervals by polynomial inverse images of [−1, 1]. Our approach is based on the
statement in the following problem, called the inheritance problem. To divide an inheritance m
brothers turn to a judge. Secretly, however, each of them bribes the judge. What a given brother
inherits depends continuously and monotonically on the bribes: it is monotone increasing in his
own bribe and it is monotone decreasing in everybody else’s bribe. Show that if the eldest brother
does not give too much to the judge, then the others can choose their bribes so that the decision
will be fair, i.e. each of them gets the same share as without bribes.
This was one of the problems of the 1991 Miklós Schweitzer Mathematical Contest. 1 For two
different proofs see [13, p. 46, 15].
Let the bribes be x1, . . . , xm , and if the proportion what the j-th brother gets when the bribes
are x1, . . . , xm is g j (x1, . . . , xm), then these m functions g1(x1, . . . , xm), . . . , gm(x1, . . . , xm) of m
variables satisfy (x = (x1, . . . , xm)):
(A) each g j is a continuous function on a cube [0, a]m ,
(B) each g j (x) is strictly monotone increasing in x j and strictly monotone decreasing in every
xi with i  j and
(C) ∑mj=1 g j (x) = 1.
The claim is that there is an > 0 with the property that if 0xm, then there are x1, . . . , xm−1 ∈
[0, a] such that each g j (x) equals g j (0), where 0 = (0, . . . , 0).
In what follows we call any system g1(x), . . . , gm(x), x = (x1, . . . , xm) with properties (A)–(C)
a monotone system. For many monotone systems and their properties see the paper [15]. We also
mention that other notions of monotone systems are known in the literature, but our discussion is
restricted to functions with properties (A)–(C).
To understand the relevance of the inheritance problem to Theorem 1, we need the concept of
the equilibrium measure E of E. See e.g. [9,10] for the results and concepts of potential theory
used in this paper. Let E = ⋃mj=1 [a j , b j ], a1 < b1 < a2 < · · · < am < bm , and for E(x) =⋃m
j=1 [a j , b j + x j ] (where each x j is nonnegative and is smaller than a := min j (a j+1 − b j )/2)
let
g j (x) = E(x)([a j , b j + x j ]) (2)
be the mass that the equilibrium measure E(x) of E(x) has on its j-th interval. Then (g j (x))mj=1
forms a monotone system. Indeed, if x ′k = xk for k  i and x ′i < xi (i.e. we decrease the
i-th variable), then E(x ′) is obtained from E(x) by taking its balayage onto E(x ′) (see [10,
1 This is a unique mathematical contest for university students organized since 1949 by the János Bolyai Mathematical
Society in Hungary. There are no age groups; each year about 10–12 problems are proposed for 10 days, and the students
can use any literature they want. The problems are much more challenging than on usual sit-in competitions. The problems
and solutions from the period 1949–1961 can be found in [3], and from the period 1962–1992 in [13].
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Theorem IV.1.6(e)]). Therefore, if  is the restriction of E(x) onto (bi + x ′i , bi + xi ) and ̂ is its
balayage onto E(x ′), then for j  i
E(x ′)([a j , b j + x j ]) = E(x)([a j , b j ]) + ̂([a j , b j + x j ]) > E(x)([a j , b j ]),
and this is precisely the monotonicity property requested in (B) for j  i . But then if x j increases
(while all the other variables are kept fixed) then, as we have just seen, every E(x)([ai , bi + xi ])
with i  j strictly decreases, so E(x)([a j , bi + x j ]) must increase since
n∑
i=1
E(x)([ai , bi + xi ]) = 1.
This latter equality also proves property (C), while the continuity property (A) is standard (see
the proof of Lemma 3). Therefore, by the inheritance problem, there is an  > 0 with the property
that if 0xm, then there are x1, . . . , xm−1 ∈ [0, a] such that g j (x) = g j (0), i.e.
E(x)([a j , b j + x j ]) = E ([a j , b j ]), j = 1, . . . ,m. (3)
We shall see that this property plays a crucial role in the proof of Theorem 1, which will be
reduced with the help of (3) to the Brower fixed point theorem.
In Section 3 we give another application of the inheritance problem and deduce a corollary
concerning the structure of sets with a prescribed system of alternation points for their Chebyshev
polynomials.
Before we give the proof of Theorem 1 we recall the definition of admissible polynomials (see
[5]). A real polynomial TN of degree N2 is called admissible, if it has N real zeros, and all of
its local extrema are 1 in absolute value; i.e. if Y1 < Y2 < · · · < YN−1 are the zeros of T ′N ,
then |TN (Y j )|1, j = 1, . . . , N − 1.
In the course of the proof of Theorem 1 we shall verify:
Theorem 2. Let E = ⋃mj=1 [a j , b j ] be any set consisting of finitely many intervals. Then for all
sufficiently large n there is a set E ′ = ⋃mj=1 [a j , b′j ], b′m = bm , such that E ′ = T −1n [−1, 1] with
some admissible polynomial of degree n, and b jb′jb j + K/n, j = 1, . . . ,m − 1 with some
K depending only on E.
This is a sharpened form of the results on the density of polynomial inverse image sets proved
independently in [2,8,14], according to which for every  > 0 there is a polynomial inverse image
E ′ = ⋃mj=1 [a j , b′j ], such that b jb′jb j + , j = 1, . . . ,m. Barry Simon noticed that Theorem
2 also follows from the method in [14], but we shall follow our approach via monotone systems.
The proof of Theorem 1 is based on several lemmas to be presented in the next section. Here
we show how the theorem follows from these lemmas.
Proof of Theorem 1. According to Lemma 8 there exists a constant C2 with the property that
for all large n there is an x such that xm = 0, 0x jC2/n, j = 1, . . . ,m − 1, and for all j the
mass E(x)([a j , b j + x j ]) is of the form p j/n with some integers p j . Then E(x) = T −1n [−1, 1]
with some admissible polynomial Tn(x) = n xn + · · · of degree n, see [1,8, Proposition 1.1(v)]
or the proof of Lemma 2.2 in [14]. We also know from Lemma 7 that the capacity of E(x)
is  (1 + C3/n)cap(E). On the other hand, by [9, Theorem 5.2.5] we have for the capacity
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of T −1n [−1, 1] the formula
cap(E(x)) = cap(T −1[−1, 1]) =
(
cap([−1, 1])
n
)1/n
,
and, as we have just mentioned, this is  (1 + C3/n)cap(E). Since cap([−1, 1]) = 12, this gives
1
n
2
(
1 + C3
n
)n
cap(E)n,
and hence
∥∥Tn/n∥∥E  ∥∥Tn/n∥∥E(x) = 1n 2
(
1 + C3
n
)n
cap(E)n2eC3 cap(E)n .
Since here Tn(x)/n is a monic polynomial, the proof is complete pending the proofs of the
lemmas in Section 2. 
Let Tn,E be the unique monic polynomial for which the infimum in (1) is attained. This Tn,E
is called the n-th Chebyshev polynomial associated with E. It is tempting to prove Theorem 1 in
the following way: let T˜n(x) = Tn,E (x)/‖Tn,E‖E , and set E˜ = T˜ −1n [−1, 1]. If one can show that
cap(E˜) (1 + C/n)cap(E), (4)
then the claim in Theorem 1 follows as in the preceding proof. Furthermore, in this case the steps
in that proof can be reversed, and (4) follows from Theorem 1. So (1) is certainly true in view of
Theorem 1. This may be a possible approach to Theorem 1, but the technical difficulties may not
be simple at all. In fact, E˜ may consist of 2m−1 intervals (see [7,8]), m of them including one–one
[a j , b j ], and m − 1 so-called “short" or “c-intervals" lying in between [a j , b j ] and [a j+1, b j+1],
j = 1, . . . ,m−1. Peherstorfer writes in [8]: “The reason why minimal polynomials are so difficult
to handle is that “c-intervals" may appear"; and this is precisely the problem with this approach, as
well. In fact, if a “c-interval" of length n appears in the middle of (b j , a j+1), then this increases
the capacity by a factor ∼ (1 + 1/| log n|), so a very careful analysis is necessary regarding the
location and length of “c-intervals".
2. Lemmas
Let  be 1/2 times the shortest distance between the points {a j , b j }mj=1. In this section we shall
assume when forming the sets E(x) = ⋃mj=1 [a j , b j + x j ], that 0x j. Let |x | = max j x j .
It is known that the equilibrium measure E(x) is absolutely continuous with respect to Lebesgue
measure on E(x) (see e.g. formula (5) and its proof in [12, Lemma 4.4.1] or [7]), and let 	E(x)
be its density.
Lemma 3. There are positive constants A0, B0 such that for |x | we have
A0√
b + x j − t
	E(x)(t) B0√b + x j − t
for all t ∈ (b + x j − , b j + x j ), j = 1, 2, . . . ,m.
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Proof. First we verify that there is a 
 > 0 such that for |x | we have
	E(x) =
∏m−1
i=1 |t − 
i |

∏m
1 |(t − ai )(t − (bi + xi ))|1/2
(5)
for t ∈ E(x), with 
 j ∈ (b j + x j + 
, a j+1 − 
), j = 1, . . . ,m − 1. In fact, it is known (see [7,12,
Lemma 4.4.1]) that (5) is true, where 
1, . . . , 
m−1 satisfy for all 1 jm − 1∫ a j+1
bi+x j
∏m−1
1 (t − 
i )∏m
1 |(t − ai )(t − (bi + xi ))|1/2
dt = 0. (6)
This system is uniquely solvable and 
 j ∈ (b j + x j , a j+1). For t ∈ (b j + x j , a j+1), the integrand
in (6) is of the form
q j (t)
t − 
 j√(a j+1 − t)(t − (b j + x j )) ,
where the function q j satisfies on (b j + x j , a j+1) an inequality  |q j (t)| with some positive
constants , , and q j is of constant sign, say q j < 0, there. Then for 
 j − (b j + x j ) = (a j+1 −
(b j + x j )) we have for the integral in (6) that it is (use the change of variable t = b j + x j +
u(a j+1 − (b j + x j )))
 (a j+1 − (b j + x j ))
(

∫ 
0
− u√
u(1 − u)du − 
∫ 1

u − √
u(1 − u) du
)
< 0
if  is small, say  < 0. But this is not possible in view of (6). Hence, we must have 
 j − (b j +
x j )0(a j+1 − (b j + x j ))0. A similar reasoning gives that 
 j cannot lie too close to a j+1,
either. 
Let e j be the vector with components 0 except for the j-th one which is 1.
Lemma 4. There is a constant C0 such that if C0/nxk for some k = 1, . . . ,m and 0x j
for all j  k, then with x∗ = x − (C0/n)ek we have
E(x∗)([a j , b j + x j ])E(x)([a j , b j + x j ]) +
3
n
for all j  k.
Proof. Let b′i = bi + xi if i  k and b′k = bk + xi − C0/n, and for i = m define the interval
(b′i , ai+1) as (b′m,∞) ∪ (−∞, a1). It is known (see [10, Theorem IV.1.6(e)]) that E(x∗) is the
balayage of E(x) onto E(x). Let a be the Dirac mass at a, and ̂a(t) be its balayage onto E(x∗).
Thus,
E(x∗)([a j , b j + x j ]) = E(x)([a j , b j + x j ])
+
∫ bk+xk
bk+xk−C0/n
̂a([a j , b j + x j ])	E(x)(a) da. (7)
By [14, Lemma 2.3] here for t ∈ [a j , b j + x j ], j  k
̂a(t)
dt
= 1

∏m
1 |(a − ai )(a − b′i )|1/2∏m
1 |(t − ai )(t − b′i )|1/2
|Qm−1(t)|
|Qm−1(a)|
1
|t − a| , (8)
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where the polynomial
Qm−1(t) =
∏
1 im, i  k
(t − i )
satisfies for all 1 jm, j  k the condition∫ a j+1
b′j
∏m
1 |(a − ai )(a − b′i )|1/2∏m
1 |(t − ai )(t − b′i )|1/2
Qm−1(t)
Qm−1(a)
1
|t − a| dt = 0. (9)
This system of equations uniquely determines each  j , j  k, and we have  j ∈ (b′j , a j+1). As
a consequence, for j  k in (7)
̂a([a j , b j + x j ]) =
∫ b j +x j
a j
̂a(t)
dt
dt ∼
∫ b j +x j
a j
√
a − (bk + xk − C0/n)√(t − a j )(b j + x j − t) dt
∼
√
a − (bk + xk − C0/n),
where A ∼ B means that the ratio A/B lies in between two positive constants depending only on
the original set E. By Lemma 3 for a ∈ (bk + xk − C0/n, bk + xk) the equilibrium density 	E(x)
is ∼ 1/√bk + xk − a, and hence we obtain from (7)
E(x∗)([a j , b j + x j ]) − E(x)([a j , b j + x j ])
∼
∫ bk+xk
bk+xk−C0/n
√
a − (bk + xk − C0/n)√
bk + xk − a
da, (10)
and the substitution a = (bk + xk − C0/n) + uC0/n shows that the left-hand side in (10) is
∼ C0/n. Thus, if C0 is sufficiently large, then this is 3/n. 
Lemma 5. With the assumptions and notations of Lemma 4, there is a constant C1C0 such that
E(x∗)([a j , b j + x j ])E(x)([a j , b j + x j ]) +
C1
n
(11)
for all j  k, and, as a consequence,
E(x∗∗)([a j , b j + x j ])E(x)([a j , b j + x j ]) +
C1
n
(12)
also holds for x∗∗ = x − ek with any 0C0/n (provided xk).
Proof. Eq. (11) follows from the preceding proof, since the difference in (10) is ∼ C0/nC1/n.
Then (12) follows from (11) and from property (B) of monotone systems. 
Lemma 6. There is a constant C2C0 such that if 0xmC0/n, and x1, . . . , xm−1 are selected
to this xm as in the inheritance problem (see (3)), then 0x jC2/n for all j = 1, . . . ,m − 1.
Proof. Suppose xmC0/n, but for some j = 1, 2, . . . ,m − 1 we have x jLC0/n with some
integer L, where C0 is the constant from the preceding lemmas. For notational convenience let
j = 1. Let Ek consist of m intervals, the first k being [ai , bi ], i = 1, . . . , k, while the last (m − k)
being [ai , bi + xi ], i = k + 1, . . . ,m.
As before, E is the balayage of E(x) onto E, and this balayage can be done in several steps: first
take the balayage of E(x) = E0 onto E1 to get E1 , then take the balayage of E1 onto E2, etc.,
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in the last step take the balayage of Em−1 onto Em = E . The very first step itself can be
broken up onto L substeps: for each s = L , L − 1, . . . , 1 taking the balayage of the equilibrium
measure of
(⋃m
2 [a j , b j + x j ]
) ∪ [a1, b1 + sC0/n] from [b1 + (s − 1)C0/n, b1 + sC0/n] onto(⋃m
2 [a j , b j + x j ]
)∪[a1, b1+(s−1)C0/n] (if x j > LC0/n then there is also a preliminary step to
go from [a1, b1 + x1] to [a1, b1 + LC0/n], but this can be handled as the aforementioned substeps
and it only increases the left-hand side of (13)). By Lemma 4 during each of these substeps the
amount of the equilibrium measure on [am, bm + xm] increases by at least 3/n, hence, after L
such substeps the measure on [am, bm + xm] increases by at least L3/n. In a similar manner,
the measure lying on [am, bm + xm] increases with every other step except for the very last one.
Finally, during the very last step, when we go from [am, bm + xm] to [am, bm], the part of Em−1
lying in (bm, bm + xm) is moved (balayage = sweep out) to E. By Lemma 5 during this very last
step at most C1/n mass is moved to any [a j , b j ], j = 1, . . . ,m − 1, hence
Em ([am, bm])Em−1 ([am, bm + xm]) − (m − 1)C1/n.
Thus, after taking all these balayage steps, the mass on [am, bm] is at least
E ([am, bm])E(x)([am, bm + xm]) + L3/n − (m − 1)C1/n. (13)
But the definition of x was that E(x)([a j , b j + x j ]) = E ([a j , b j ]) for all j, and therefore we
must have 3LC1(m − 1). This means that necessarily x jC0([C1(m − 1)/3] + 1)/n. 
Lemma 7. There is a constant C3 such that if 0x jC2/n for all j = 1, . . . ,m, then cap(E(x))
 (1 + C3/n)cap(E).
Proof. Without loss of generality assume a1 = 0, and let C3 = C2/. The set E(C3(b1 −
a1)/n, . . . ,C3(bm − am)/n) can be obtained from (1 + C3/n)E := E1 :=
⋃m
1 [a1j , b1j ] by
contractive transformations as follows. Let
E j =
j⋃
i=1
[ai , bi + C3(bi − ai )/n] ∪
m⋃
i= j+1
((1 + C3/n)[ai , bi ] − C3a j/n) .
Note that E j+1 is obtained from E j by shifting to the left by C3(a j+1 − a j )/n the rightmost
(m − j) subintervals of E j , and this is a contractive transformation on E j . Since contractive
transformations do not increase the capacity, we have
cap(Em)cap(E1) = cap ((1 + C3/n)E) = (1 + C3/n)cap(E).
Now, since C3 = C2, each of C3(b j − a j ) is at least as large as C2, hence for 0x jC2/n the
set E(x) is a subset of Em = E(C3(b1 − a1)/n, . . . ,C3(bm − am)/n), and, as a consequence,
cap(E(x))cap(Em) (1 + C3)cap(E). 
Lemma 8. For all sufficiently large n there is an x such that xm = 0, 0x jC2/n ( j =
1, . . . ,m − 1), and for all j the mass E(x)([a j , b j + x j ]) is of the form p j/n with some
integers p j .
Proof. Let ym = C0/n, and select y1, . . . , ym−1 as in the inheritance problem (by that problem
this is possible if n is large), i.e. E(y)([a j , b j + y j ]) = E ([a j , b j ]) for all j. We know from
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Lemma 6 that y jC2/n, j = 1, . . . ,m − 1. Let y∗ = (y1, . . . , ym−1, 0). By Lemma 4
E(y∗)([a j , b j + y j ])E(y)([a j , b j + y j ]) +
3
n
= E ([a j , b j ]) +
3
n
(14)
for j = 1, . . . ,m − 1. Let
p j = nE ([a j , b j ]) + 1,
where A denotes the smallest integer that is  A, and with these consider the functions
h j (z1, . . . , zm−1) = nE(z1,. . .,zm−1,0)([a j , b j + z j ]) − p j , j = 1, . . . ,m − 1
on
∏m−1
1 [0, y j ]. These
(
h j (z1, . . . , zm−1)
)m−1
j=1 satisfy properties (A) and (B) of a monotone
system (cf. (2)). Now (14) says that h j (y1, . . . , ym−1) > 1 for all j = 1, . . . ,m − 1, and hence,
if (z1, . . . , zm−1) ∈
∏m−1
1 [0, yi ] is such that for some j = 1, . . . ,m − 1 we have z j = y j , then
h j (z1, . . . , zm−1)h j (y1, . . . , ym−1) > 1
(here we used that h j increases if zk with k  j decrease). On the other hand,
h j (0, . . . , 0) = nE ([a j , b j ]) − p j − 1,
and so if (z1, . . . , zm−1) ∈
∏m−1
1 [0, yi ] is such that for some j = 1, . . . ,m − 1 we have z j = 0,
then
h j (z1, . . . , zm−1)h j (0, . . . , 0) − 1
(use that h j decreases if zk with k  j increases). Thus, for all j = 1, . . . ,m − 1
h j (z1, . . . , zm−1) > 1, z j = y j , (z1, . . . , zm) ∈
m−1∏
1
[0, yi ] (15)
and
h j (z1, . . . , zm−1) − 1, z j = 0, (z1, . . . , zm) ∈
m−1∏
1
[0, yi ]. (16)
We show that this is enough to conclude that for some (x1, . . . , xm−1) from
∏m−1
1 [0, yi ] we have
h j (x1, . . . , xm−1) = 0 for all j = 1, . . . ,m − 1, and this proves the claim for j = 1, . . . ,m − 1.
Then the claim follows also for j = m, since the sum of the E(x)([a j , b j + x j ])’s is 1.
Suppose to the contrary that
(h1(z1, . . . , zm−1), . . . , hm−1(z1, . . . , zm−1))  (0, . . . , 0)
for any (z1, . . . , zm−1) ∈
∏m−1
1 [0, yi ]. Define the variable ui by zi = (yi/2) + (yi/2)ui . As zi
runs through the interval [0, yi ], the variable ui runs through [−1, 1]. If
Hj (u1, . . . , um−1) = −h j (z1, . . . , z j )
maxmk=1 |hk(z1, . . . , z j )|
,
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then Hj is continuous on [−1, 1]m−1 (recall that we assumed the denominator not to be 0), hence
H (u1, . . . , um−1) =
(
Hj (u1, . . . , um−1)
)m−1
j=1
is a continuous mapping of [−1, 1]m−1 into its boundary (indeed, for any ui ∈ [−1, 1]m−1
we have |Hj (u1, . . . , um−1)|1 with equality for at least one j). Let now (u1, . . . , um−1) be a
boundary point of [−1, 1]m−1, i.e. u j = −1 or 1 for some j. If u j = −1, then (16) shows
that Hj (u1, . . . , um−1) > 0, while for u j = 1 (15) gives Hj (u1, . . . , um−1) < 0. Thus, in any
case H (u1, . . . , um−1)  (u1, . . . , um−1), i.e. H does not have a fixed point on the boundary of
[−1, 1]m−1. However, since H maps [−1, 1]m−1 into its boundary, an inner point cannot be a
fixed point, either. Hence, H is without fixed points, which is impossible by the Brower fixed
point theorem. This contradiction proves the claim. 
3. A global result
Now we give another application of the inheritance problem, this time of global character.
In this section we assume that {g j (x)}mj=1 is a monotone system on some open interval (0, a),
and then without loss of generality a = 1.
Theorem 9. If ( j )mj=1 is in the range of the mapping x(g j (x))mj=1, x ∈ (0, 1)m , then the set of
all x ∈ (0, 1)m for which ( j )mj=1 = (g j (x))mj=1 can be parametrized as
x = (x1(t), . . . , xm−1(t), t),  < t < , (17)
with some numbers 0 < 1, where each x j (t), j = 1, . . . ,m − 1 is a strictly increasing
continuous function of t ∈ (, ). With xm(t) = t , as t ↘ , then at least one x j (t) tends to 0,
while if t ↗ , then at least one x j (t) tends to 1.
Let a1 < a2 < · · · < am be m fixed points on the real line and a = mini {ai+1 − ai }. If, for
x ∈ (0, a)m ,
E(x) =
m⋃
j=1
[a j , a j + x j ], (18)
(this amounts setting b j = a j for all j in Section 1) and E(x) denotes the equilibrium measure of
the set Ex , then, just as in (2), the system
g j (x) = Ex ([a j , a j + x j ]) (19)
is a monotone system on the open cube (0, a)m . It also has the additional properties that each g j
is positive:
g j (x) > 0, j = 1, . . . ,m, x ∈ (0, a)m, (20)
and if x j is fixed and all other xk tend to 0, then g j (x) tends to 1, which we state in the condition
lim
u↘0
g j (u, u, . . . , u, x j , u, . . . , u) = 1 for all j = 1, 2, . . . ,m and x j > 0. (21)
As before, for simpler notation we assume a = 1.
Now under the additional conditions (20)–(21) we give the range of the mapping x(g j (x))mj=1.
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Theorem 10. Under the additional conditions (20)–(21) for any positive numbers  j with
∑m
j=1
 j = 1 there is an x ∈ (0, 1)n such that
g j (x) =  j for all j = 1, 2, . . . ,m. (22)
Furthermore, in the parametric representation (17) of all solutions of the system
g j (x) =  j , j = 1, . . . ,m, (23)
we have  = 0, and so the system of equations (23) has a solution x in any small cube (0, )n ,
 > 0.
Thus, with the additional assumptions (20)–(21) the full range of the mapping x(g j (x))nj=1 is
taken on any small cube (0, )n ,  > 0 and this range consists of all ( j )m1 with  j > 0,
∑
j  j = 1.
Remark. In the case of (19) it would have been more natural to consider the system on the set
(0, a2 − a1) × (0, a3 − a2) × · · · × (0, am − am−1) × (0,∞)
(this reflects the fact the E(x) should consist of m intervals). The proof of Theorem 10 works
word for word in this case (or alternately, define g j as
E((a1−a1)x1,. . .,(am−am−1)xm−1,Axm )([a j , a j + (a j+1 − a j )x j ])
with some large A > 0). Then in (17) we have  = 0 and  is a positive number, and, as t ↗ ,
then for at least one j = 1, . . . ,m − 1 the limit of x j (t) is a j+1 − a j (meaning that in the limit
case t =  at least one gap in E(x1(t), . . . , xm−1(t), t) is closed, i.e. for t =  this set consists of
at most m − 1 intervals).
We have seen in the proof of Theorem 1 that if the system is (19) and g j (x) = p j/n, j =
1, . . . ,m with some integers p j , then E(x) = T −1n [−1, 1] with some admissible polynomial of
degree n. On the other hand, E(x)([a j , a j + x j ]) = p j/n means that Tn(x) runs through the
interval [−1, 1] precisely p j times as x runs through [a j , a j + x j ] (see [8, Proposition 1.1] or the
proof of Lemma 2.2 in [14]), which in turn is the same (see [8, p. 187] and also [6,7]) that there
are p j + 1 points
a j = y j,0 < y j,1 < · · · < y j,p j = a j + x j ,
where Tn alternately takes the values ±1. We can also express this property by saying that Tn
has p j + 1 alternation points on [a j , a j + x j ], j = 1, . . . ,m, and hence Tn/n (where n is the
leading coefficient of Tn) is the n-th Chebyshev polynomial of E(x). Therefore, in the special
case  j = p j/n, we obtain the following corollary.
Corollary 11. Let a1 < · · · < am be m fixed points on the real line. Consider the sets E(x) from
(18) and let Tn,E(x) be the Chebyshev polynomial for E(x) of degree n. For any positive integer
numbers p j with
∑m
j=1 p j = n there is an x such that Tn,E(x) has p j + 1 alternation points on
[a j , a j + x j ], j = 1, . . . ,m. The set of all x with this property can be parametrized as
x = (x1(t), . . . , xm−1(t), t), 0 < t < , (24)
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with some  > 0, where each x j (t), j = 1, . . . ,m − 1 is a strictly increasing continuous function
of t ∈ (0, ) that tends to 0 as t → 0. As t ↗ , then for at least one j = 1, . . . ,m − 1 the limit
of x j (t) is a j+1 − a j .
Note that for all j the endpoints a j and a j + x j are automatically among the p j + 1 alternation
points (see [8, Theorem 1.1]).
Proof of Theorem 9. We write x < x ′ if x j < x ′j for all j = 1, . . . ,m. First we verify
Lemma 12. If for some x  x ′ we have g j (x) = g j (x ′) for all j = 1, . . . ,m, then either x < x ′
or x ′ < x .
Proof. Suppose to the contrary that there is a j with x j < x ′j , and at the same time xix ′i for some
i. We may suppose that the coordinates are numbered in such a way that for some 1km − 1
we have x1x ′1, x2x
′
2, . . . , xkx
′
k , but xk+1 < x
′
k+1, . . . , xm < x
′
m . Let y j = min(x j , x ′j ).
Then y j = x ′j for 1 jk and y j = x j for k < j < n. Now using the monotonicity properties
(B) and (C) we deduce
k∑
j=1
g j (x1, . . . , xm) = 1 −
n∑
j=k+1
g j (x1, . . . , xm)1 −
n∑
j=k+1
g j (y1, . . . , yn)
=
k∑
j=1
g j (y1, . . . , yn) >
k∑
j=1
g j (x ′1, . . . , x ′n),
which contradicts the assumption. 
As an immediate corollary we get that if xm is fixed, then
(x1, . . . , xm−1)
(
g1(x1, . . . , xm), . . . , gm−1(x1, . . . , xm)
)
is a one-to-one continuous mapping from (0, a)m−1 into Rm−1, and hence, by invariance of
domains (see e.g. [4, Proposition 7.4, p. 79]) its image is open (the “invariance of domains”
claims that the image of an open set in Rk under a continuous one-to-one mapping into Rk is
open). Thus, we have proved
Corollary 13. The image set
 = {(g1(x), . . . , gm(x))
∣∣x ∈ (0, 1)m} (25)
is a relatively open subset of⎧⎨
⎩(1, . . . , m)
∣∣∣∣∣∣
m∑
j=1
 j = 1
⎫⎬
⎭ .
After these we return to the proof of Theorem 9. Let H be the set of all xm ∈ (0, 1) for which
there are x1, . . . , xm−1 with
g j (x) =  j for all j = 1, 2, . . . ,m,
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and set  = inf H ,  = sup H . We claim that H = (, ). First of all note that, by the inheritance
problem,  ∈ H is impossible: indeed for any x ∈ (0, 1)m the system
g j (x1 + t1, . . . , xm + tm), j = 1, . . . ,m
is a monotone system in t = (t1, . . . , tm) on some closed cube [0, b]m , and here b > 0 can
be as small as we wish. Therefore, by the inheritance problem, there is a t ∈ (0, b)m such that
g j (x + t) = g j (x) for all j; and hence,
to any xm ∈ H there is arbitrarily close to it an xm < x ′m ∈ H. (26)
In particular,  /∈ H . Since together with {g j } the system
2
m
− g j (1 − x1, . . . , 1 − xm), j = 1, . . . ,m
is also a monotone system, we get likewise that  /∈ H , and
to any xm ∈ H there is arbitrarily close to it an xm > x ′m ∈ H. (27)
Now let {x (n)m }∞n=1 be a sequence from H converging to some xm ∈ (, ), and let x (n)j , 1 jm−1
be the other coordinates with which g j (x (n)) =  j for all j. Select x ′m, x ′′m ∈ H with the property
that x ′mx
(n)
m x
′′
m for all n. By Lemma 12 then all the coordinate-sequences {x (n)j }∞n=1 stay away
from 0 and 1, hence we may assume, by going to a subsequence if necessary, that x (n)j → x j ∈
(0, 1) as n → ∞. But then continuity gives that g j (x) =  j for all j, and this shows that xm ∈ H ,
i.e. H is relatively closed in (, ). But a relatively closed set H with properties (26)–(27) must be
the full interval (, ).
Thus, if t ∈ (, ), then there are x j (t) ∈ (0, 1), j = 1, . . . ,m − 1 such that g j (x1(t), . . . ,
xm−1(t), t) =  j for all j = 1, . . . ,m, and by Lemma 12 the values x j (t) are unique and the
functions x j (t) are monotone increasing on (, ). That they are continuous, follows from the fact
that the set of those x j for which there are xk , k  j with gi (x) = i , i = 1, . . . ,m, must be an
interval (just repeat the proof that we gave for xm with x j replacing xm). Finally, if for, say, t ↗ 
neither of the functions x j (t) converged to 1, then, by continuity, we would have  ∈ H , which,
as we have seen, is not the case. 
Proof of Theorem 10. First we verify that for any , d > 0 there is a  > 0 such that if xk =
min1 in xi but max1 in xid , then
gk(x1, . . . , xm). (28)
In fact, if x j = max1 in xid , then, in view of (21), there is a  j > 0 such that for 0 <  j
and x jd we have
g j (, . . . , ,
j︷︸︸︷
x j , , . . . , )g j (, . . . , ,
j︷︸︸︷
d , , . . . , )1 − ,
which implies (see property (C))
gk(, . . . , ,
j︷︸︸︷
x j , , . . . , ).
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Now if xk =  and xi for all i  j, k, then it follows from the monotonicity property (B) of
gk that
gk(x1, . . . , xm)gk(, . . . , ,
j︷︸︸︷
x j , , . . . , ).
Doing this for all j and setting  = min j  j , we get (28).
Now let (1, 2, . . . , m) be in the range of the mapping x(g j (x))mj=1, i.e.  j = g j (x),
j = 1, . . . ,m for some x ∈ (0, 1)m . We claim that there is such an x with the additional property
maxi xi = 1/2. To this end consider the set
K =
{
max
i
xi | x ∈ (0, 1)n, g j (x) =  j , j = 1, . . . ,m
}
.
We claim that K is a relatively closed subset of (0, 1), i.e. if h ∈ (0, 1) is a limit point of a sequence
hn ∈ K , then h ∈ K . In fact, for each n there is a vector x (n) = (x (n)1 , . . . , x (n)m ) ∈ (0, 1)m with
 j = g j (x (n)) for all j, and maxi x (n)i = hn . Let d > 0 be such that hmd for all m, and then
(28) with  = min j  j/2 shows that there is a  > 0 such that
x
(n)
i  for all n and i = 1, . . . ,m. (29)
Therefore, by selecting a subsequence if necessary, we may assume that the limit limn→∞ x (n)i =:
xi exists for all i = 1, . . . ,m, and here clearly xi and maxi xi = h. Continuity gives
g j (x) = lim
n→∞ g j (x
(n)) =  j
for all j, and these show that, indeed, h belongs to K.
The same argument that was used in (26) and (27) gives that if h ∈ K then for any  > 0 there
are further points of K in the intervals (h, h + ) and (h − , h), and so we can conclude again that
K = (0, 1). This means that there is an x ∈ (0, 1)m with maxi xi = 1/2 and g j (x) =  j for all j,
as was claimed.
Now let
 = {(1, . . . , m)
∣∣ j = g j (x) for all j = 1, . . . ,m with some x ∈ (0, 1)m}
be the range of the mapping x(g j (x))mj=1. We have verified above that
 =
{
(g1(x), . . . , gm(x))
∣∣∣∣x ∈ (0, 1)m, maxi xi = 1/2
}
. (30)
With
L =
⎧⎨
⎩(1, . . . , n)
∣∣∣∣∣∣
m∑
j=1
 j = 1,  j > 0 for all j = 1, . . . ,m
⎫⎬
⎭
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we want to prove  = L . It is clear that L ⊂ Rn+ is a connected set, and  ⊆ L . We are going to
show that  is a relatively closed and at the same time a relatively open subset of L, and then the
connectedness of L implies  = L .
That  is relatively open in L is the content of Corollary 13, thus it has remained to show that
 is relatively closed, i.e. if (1, . . . , m) ∈ L is the limit of a sequence {((n)1 , . . . , (n)m )}∞n=1, from
, then (1, . . . , m) ∈ . In view of (30) we may assume
(n)j = g j (x (n)1 , . . . , x (n)m ), j = 1, . . . ,m,
with maxi x (n)i = 1/2. Let 0 <  < (n)j for all n and j. Since (n)j > 0 and (n)j →  j > 0 as
n → ∞, there is such an  > 0. For this  and d = 1/2 we get from (28) exactly as in the proof
of (29) that there is a  > 0 with x (n)i  for all n and i. Therefore, by going to a subsequence,
we may assume that limn→∞ x (n)i = xi exists for i = 1, . . . ,m. Clearly, xi for all i, and
maxi xi = 1/2. Continuity shows that
g j (x) = lim
n→∞ g j (x
(n)) = lim
n→∞ 
(n)
j =  j
for all j. This proves that (1, . . . , n) ∈ , and the proof of  = L is complete.
Now if we recall the definition of  in Theorem 9 and the properties of the functions x j (t) in that
theorem, we can see the following: when looking at the solutions of g j (x) =  j , j = 1, . . . ,m,
for any fixed positive  j (with
∑
j  j = 1), then in the present case  = 0 follows from the very
first statement (28) in the present proof. Finally, for the same reason, as t → 0 we must have
x j (t) → 0 for all j, and this verifies the very last sentence in the theorem. 
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