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Resumen
Este artículo trata el problema del diseño de un controlador predictivo para seguimiento de referencias cambiantes, en el caso
de sistemas no lineales. Los controladores predictivos proveen leyes de control adecuadas para regular sistemas lineales o no
lineales a un punto de equilibrio dado garantizando la satisfacción de restricciones y la estabilidad asintótica. Pero si este punto
de equilibrio cambia, el controlador podría perder la estabilidad o incluso la factibilidad y por lo tanto sería incapaz de seguir la
referencia deseada. En (Ferramosca et al., 2009a) se ha propuesto un controlador predictivo para seguimiento de referencias capaz
de garantizar factibilidad y convergencia al punto de equilibrio a pesar de los cambios que este pueda sufrir. En este artículo, este
controlador se utiliza para controlar en tiempo real una planta piloto de procesos. Los resultados obtenidos demuestran que el
controlador predictivo para seguimiento es capaz de controlar plantas con dinámicas no lineales y restricciones. El experimento
demuestra cómo el controlador garantiza estabilidad, factibilidad y convergencia también en caso de referencias no alcanzables.
Copyright c© 2012 CEA. Publicado por Elsevier España, S.L. Todos los derechos reservados.
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1. Introducción
El control predictivo basado en el modelo (MPC, del inglés
Model Predictive Control) es una de las estrategias de control
que más éxito ha obtenido en el ámbito industrial. Esto se de-
be al hecho de que permite el control de sistemas considerando
explícitamente restricciones, atendiendo a un criterio óptimo,
utilizando un modelo de la planta para las predicciones y ga-
rantizando la estabilidad y convergencia al punto de equilibrio
(Camacho y Bordons, 2004).
El control predictivo basado en modelo ha concentrado el es-
fuerzo de numerosos investigadores en los últimos años, avan-
zando notablemente las bases teóricas, la comprensión del pro-
blema de control, el estudio de sus características y limitaciones
y procedimientos de diseño estabilizante (Mayne et al., 2000;
Rawlings y Mayne, 2009).
∗Autor para correspondencia.
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En la estructura típica de un sistema de control industrial, un
optimizador de consignas es el responsable de proveer el punto
de trabajo de la planta de forma que se optimice un cierto crite-
rio económico. Si los criterios económicos cambian o bien cam-
bian las condiciones de operación, el punto de funcionamiento
óptimo cambia y el controlador a bajo nivel debe realizar dicho
cambio. La solución clásica es trasladar el problema al nuevo
punto de trabajo (Muske y Rawlings, 1993). En ausencia de
restricciones, esta solución siempre es válida, pero cuando el
problema presenta restricciones, pueden aparecer problemas de
pérdida de factibilidad o estabilidad. Dicha pérdida de la facti-
bilidad del problema de optimización se puede deber a una de
las siguientes causas: (i) la restricción terminal calculada para
garantizar la estabilidad en un cierto punto de equilibrio puede
no ser un válida para el nuevo punto de equilibrio, lo que pue-
de provocar la pérdida de factibilidad y (ii) la región terminal
para el nuevo punto de operación podría no ser alcanzable en
el horizonte de predicción considerado, lo que haría de nuevo,
perder la factibilidad del problema. Esto requeriría el recálculo
del horizonte y de las condiciones terminales para recuperar la
factibilidad, por lo que un cambio de referencia conllevaría el
3
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rediseño on-line del controlador, lo que no será siempre posible.
Con objeto de solventar estos problemas se han propues-
to varias soluciones, en (Rossiter et al., 1996; Chisci y Zappa,
2003) se utiliza un controlador conmutado basado en un con-
trolador auxiliar que es capaz de recuperar la factibilidad en
tiempo ﬁnito cuando ésta se pierde por un cambio de referen-
cia. Otra posible solución es la propuesta por (Pannocchia y
Kerrigan, 2005; Pannocchia, 2004) considerando el cambio de
referencia como una perturbación a rechazar. De esta forma es-
te controlador es capaz de llevar el sistema al punto deseado
pero solo cuando las variaciones en la referencia son pequeñas.
Es por lo tanto, una solución conservadora.
Un enfoque diferente es el que se le da a este problema en
el contexto de los controladores de referencia (Gilbert et al.,
1995; Bemporad et al., 1997). Esta técnica de control asume
que el sistema está estabilizado de forma robusta por un contro-
lador local, y se diseña un ﬁltro de referencia no lineal para la
satisfacción robusta de las restricciones. Este tipo de controla-
dor es capaz de seguir los cambios de referencia sin considerar
el desempeño y la región de atracción de dicho controlador. En
(Findeisen et al., 2000) se propone un controlador predictivo
para familias de puntos de operación basado en pseudolineali-
zación y en una parametrización de los puntos de equilibrio.
En el caso de sistemas no lineales, el problema de cambio
de referencia ha sido tratado en (Magni et al., 2001, 2002; Mag-
ni y Scattolini, 2005). En particular, en (Magni et al., 2001) se
presenta un algoritmo para sistemas no lineales basado en reali-
mentación de la salida, capaz de resolver el problema del segui-
miento de señales exógenas, rechazando perturbaciones asintó-
ticamente. En (Magni y Scattolini, 2005) se presenta un algo-
ritmo caracterizado por la presencia de un integrador antes del
sistema, a ﬁn de garantizar la solución del problema de segui-
miento asintóticamente.
En (Limon et al., 2008) se propone una nueva formulación
del control predictivo para seguimiento de referencia, que per-
mite mantener la factibilidad para cualquier cambio de punto
de operación. Las principales características de este controla-
dor son: un punto de equilibrio artiﬁcial considerado como va-
riable de decisión, un coste que penalice la distancia entre la
trayectoria predicha y el punto de equilibrio artiﬁcial, un cos-
te adicional que penalice la distancia entre el punto de equili-
brio artiﬁcial y el punto de equilibrio deseado, llamado coste
de offset, y una restricción terminal extendida, el conjunto in-
variante para tracking. Este controlador garantiza estabilidad y
factibilidad recursiva para cualquier cambio de referencia, so-
lucionando el problema de factibilidad y estabilidad del MPC
ante cambios de punto de operación. Se demuestra además que
con una adecuada penalización del coste de offset se garantiza
que el controlador predictivo provea la propiedad de optima-
lidad local: es decir, en un entorno del punto de equilibrio el
controlador se comporta como un controlador óptimo a hori-
zonte inﬁnito (Ferramosca et al., 2009b). En (Ferramosca et al.,
2009a) este controlador se extiende al caso de sistemas no li-
neales.
En este artículo, se presenta el controlador propuesto en
(Ferramosca et al., 2009a) y se aplica a una planta piloto de
laboratorio que permite la simulación de procesos con varia-
bles habituales en aplicaciones industriales como temperaturas
y caudales. El sistema dispone de diferentes sensores industria-
les para medir y varios actuadores para el control de procesos.
Dicha planta emula una reacción química exotérmica basada en
cambios de temperatura. La emulación se ha realizado con la
ayuda de un modelo matemático detallado de la reacción quí-
mica. El proceso a controlar es un sistema no lineal complejo,
debido a que la reacción emulada y el sistema físico presentan
importantes no linealidades.
El artículo se estructura de la siguiente manera. En la sec-
ción 2 se introduce el problema. En la sección 3 se presenta el
controlador predictivo para seguimiento propuesto. En la sec-
ción 4 se describe la planta de laboratorio y en la sección 5 se
proveen los resultados experimentales. Finalmente las conclu-
siones de este trabajo se dan en la sección 6.
2. Planteamiento del problema
Sea el sistema dinámico no lineal en tiempo discreto:
x+ = f (x, u) (1)
y = h(x)
siendo x ∈ Rn el vector de estados del sistema, u ∈ Rm el vector
de las entradas manipulables del sistema, y ∈ Rp el vector de
salidas y x+ el vector de estados en el siguiente instante de tiem-
po. La solución del sistema dada una secuencia de acciones de
control u y el estado inicial x se denota como x( j) = φ( j; x,u)
y es tal que x = φ(0; x,u). Los estados y las entradas del sis-
tema en el instante de tiempo k se denotan como x(k) y u(k)
respectivamente. Los estados y las entradas están sujetos a las
restricciones:
x(k) ∈ X, u(k) ∈ U (2)
para todo k ≥ 0, siendo X y U conjuntos compactos y conve-
xos pertenecientes a Rn y Rm respectivamente, que contienen el
origen.
Los puntos de equilibrio de la planta, (xs, us, ys), son todos
aquellos puntos que veriﬁcan:
xs = f (xs, us) (3)
ys = h(xs) (4)
Los conjuntos de puntos de equilibrio se deﬁnen como:
Zs = {(x, u) ∈ X × U : x = f (x, u)} (5)
Xs = {x ∈ X : ∃u ∈ U s. a. (x, u) ∈ Zs} (6)
Ys = {y = h(x, u) : (x, u) ∈ λZs} (7)
siendo λ ∈ (0, 1) un parámetro que se escoge arbitrariamente
cercano a 1.
Hipótesis 1. Se asume que el sistema es observable y que la
salida del sistema deﬁne unívocamente los punto de equilibrio
(xs, us, ys), i.e.
xs = gx(ys), us = gu(ys) (8)
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Observación 1. Si el sistema (1) no es observable, se toma un
parámetro θ ∈ Rnθ tal que (xs, us, ys) estén deﬁnidos unívoca-
mente por un valor de θ.
Observación 2. El sistema en tiempo discreto (1) se puede ob-
tener implícitamente del modelo en tiempo continuo x˙ = F(x, u)
integrando las ecuaciones diferenciales. Nótese que los puntos
de equilibrio dados por (8) son tal que F(gx(ys), gu(ys)) = 0.
El problema que se estudia en este artículo es el diseño de
una ley de control predictivo kN(x, yt) para seguimiento de re-
ferencias de salida (posiblemente variantes en el tiempo) yt, de
manera que la salida del sistema se estabilice en yt (y si no es
posible, lo más cerca posible de la referencia), cumpliendo con
las restricciones.
3. Control predictivo para seguimiento de referencias
En esta sección se presenta el controlador predictivo para
seguimiento de referencias. El objetivo principal de esta nueva
formulación de controladores predictivos es garantizar la facti-
bilidad del problema de optimización antes posibles cambios de
las referencias deseadas, y la convergencia a dicha referencia,
cuando eso sea posible.
El controlador predictivo para seguimiento presenta unas ca-
racterísticas principales que son: (i) considerar los puntos de
equilibrio del sistema como variables de optimización que deﬁ-
nen una referencia artiﬁcial; (ii) usar un funcional de coste que
penalice la distancia entre los estados predichos y la referencia
artiﬁcial; (iii) añadir una función de coste de offset que pena-
lice la distancia entre la referencia artiﬁcial y la referencia real
deseada; (iv) considerar una nueva restricción terminal para la
estabilidad, que tenga en cuenta las referencias artiﬁciales.
El funcional de coste que se propone es:
VN(x, yt;u, ys) =
N−1∑
j=0
|x( j)−xs|2Q+|u( j)−us|2R+VO(ys−yt)
donde x( j) = φ( j; x,u), xs = gx(ys), us = gu(ys) y ys = gy(ys);
yt es la referencia deseada. VO(ys−yt) es el coste de offset.
El controlador se deriva de la solución del siguiente proble-
ma de optimización, que se denomina PN(x, yt):
mı´n
u,yS
VN(x, yt;u, ys)
s.a.
x(0) = x,
x( j + 1) = f (x( j), u( j)), j=0, · · · ,N − 1
x( j) ∈ X, u( j) ∈ U, j=0, · · · ,N−1
ys ∈ Ys
xs = gx(ys), us = gu(ys)
x(N) = xs
En este artículo, el valor óptimo del coste y de las variables de
decisión se denotaran como V0N(x, yt) y (u
0, y0s) respectivamen-
te. Una vez obtenida la solución óptima, ésta se aplica basándo-
se en el concepto del horizonte deslizante, por lo que se obtiene
la siguiente ley de control:
κN(x, yt) = u0(0; x, yt)
Nótese que el conjunto de restricciones del problema PN(x, yt)
no depende de la referencia yt. Por lo tanto, tampoco la región
de factibilidad de este problema depende de yt. Entonces, existe
una regiónXN ⊆ X tal que el problema PN(x, yt) es factible para
todos x ∈ XN y para todo yt ∈ IRp.
Para demostrar la estabilidad del controlador propuesto, es
preciso introducir las siguientes hipótesis:
Hipótesis 2. Se asume que:
1. La función que modela el sistema f (x, u) es continua se-
gún Lipschitz y que f (0, 0) = 0.
2. La función gx(ys) es continua según Lipschitz en Ys.
3. La función de coste de offset VO : IRp → IR es convexa
y deﬁnida positiva. Además, el mínimo de esa función
y∗s = arg mı´nys∈Ys
VO(ys − yt)
es único.
Además, existe una función K, αO, tal que VO(ys − yt) ≥
αO(|ys − y∗s |).
4. El sistema goza de la propiedad de la controlabilidad dé-
bil en cada punto de equilibrio (xs, us) ∈ Zs (Rawlings y
Mayne, 2009). Por lo tanto, para toda solución factible
del problema PN(x, yt), (u, ys), existe una función K∞, γ,
tal que
N−1∑
i=0
|u(i) − us| ≤ γ(|x − xs|)
para todo x ∈ XN.
5. El conjunto de salidas admisibles, Ys, es un conjunto
convexo.
El siguiente teorema demuestra estabilidad asintótica del
sistema en bucle cerrado controlado por el controlador propues-
to.
Teorema 1 (Estabilidad). Supóngase que se cumple la hipóte-
sis 2 y considérese una referencia yt. Para cada estado inicial
x0 ∈ XN, el sistema en bucle cerrado controlado por la ley de
control κN(x, yt), es estable, converge a un punto de equilibrio,
cumple con las restricciones y además:
(i) si yt ∈ Ys, entonces lı´m
k→∞
|y(k) − yt | = 0.
(ii) si yt  Ys, entonces lı´m
k→∞
|y(k) − y∗s | = 0, donde
y∗s = arg mı´nys∈Ys
VO(ys − yt)
3.1. Propiedades del controlador propuesto
El controlador propuesto, provee las siguientes propieda-
des, de gran interés desde un punto de vista práctico:
Cambio de puntos de operación. Teniendo en cuenta
que el problema PN(x, yt) es factible para todo yt, enton-
ces el controlador propuesto es capaz de seguir cualquier
punto de operación yt manteniendo la factibilidad recur-
siva.
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Estabilidad para todos puntos de equilibrio admisi-
bles. El controlador presentado es capaz de seguir todas
las referencias yt ∈ Ys, hasta con un horizonte N = 1,
si la condición inicial es un punto factible. Es importante
observar que todos los puntos de equilibrio ys ∈ Ys son
factibles, y por lo tanto, en el caso de tener una condi-
ción inicial que sea un punto de equilibrio, el controlador
llevará el sistema a cualquier puntos de equilibrio en Ys
para cualquier elección del horizonte N.
Aumento del dominio de atracción. El dominio de atrac-
ción de un controlador predictivo estándar es el conjunto
de condiciones iniciales que se pueden llevar de forma
admisible al punto de equilibrio x∗s . En el caso del con-
trolador propuesto en este artículo, el dominio de atrac-
ción es el conjunto de estados iniciales que pueden lle-
var a cualquier punto de equilibrio de forma admisible
en N pasos. Como consecuencia, el dominio de atracción
del controlador propuesto es mayor que el dominio de
un controlador predictivo tradicional. Esta propiedad es
particularmente interesante en el caso de horizontes de
predicción pequeños.
Optimización de punto de equilibrio. Cuando la refe-
rencia deseada no es un punto de equilibrio admisible, o
sea yt  Ys, la solución estándar que se utiliza es aña-
dir una capa de optimización por encima del controlador
predictivo, con el ﬁn de calcular el punto de equilibrio
estable para el sistema (Rao y Rawlings, 1999).
El controlador presentado en este artículo, estabiliza el
sistema en el punto de equilibrio que minimiza la función
de coste de offset VO(·). Por lo tanto se puede considerar
que este controlador realiza la optimización de punto de
equilibrio en el mismo problema de optimización del pre-
dictivo, y VO(·) deﬁne la función a minimizar.
Optimalidad local. Los controladores predictivos se pue-
den considerar como controladores subóptimos con res-
peto al LQR sin restricciones. Eso se debe a que el LQR
considera un coste a horizonte inﬁnito, mientras que el
coste del predictivo es a horizonte ﬁnito. Sin embargo,
si el coste terminal del predictivo es el mismo del LQR
sin restricciones, entonces el controlador predictivo pro-
vee la misma optimalidad - en bucle cerrado - del LQR,
en un entorno de la región terminal (Hu y Linnemann,
2002). Esta propiedad se deﬁne de optimalidad local.
El MPC para seguimiento de referencias no garantiza di-
cha propiedad debido a que el problema de optimización
considera nuevas variables de decisión y un funcional de
coste modiﬁcado. Sin embargo, en (Ferramosca et al.,
2009b) se demuestra que, con una ponderación adecua-
da del coste de offset, se puede garantizar optimalidad
local. En (Ferramosca et al., 2011) además, se presenta
un método para calcular dicha ponderación y una carac-
terización de la región de optimalidad local.
Cancelación de offset. Errores de modelo y perturbacio-
nes pueden causar un offset entre la salida del sistema y
la referencia real. Para obviar a este problema, se pue-
de utilizar un modelo del error, para estimarlo y poderlo
cancelar (Rawlings y Mayne, 2009; Limon et al., 2010).
El efecto del error se puede modelar como una perturba-
ción constante en la variable controlada:
x(k + 1) = f (x(k), u(k))
y(k) = h(x(k)) + w(k)
w(k + 1) = w(k)
Entonces, en el instante k, el error se puede estimar de la
siguiente manera:
wˆ(k) = wˆ(k−1)+L(y(k)−h( f (x(k−1), u(k−1))−wˆ(k−1))
La ganancia L se tiene que elegir de manera que los au-
tovalores de (I − L) sean menores que 1 pero al mismo
tiempo suﬁcientemente grandes para poder ﬁltrar el efec-
to de las perturbaciones en la estimación.
Si el sistema controlado alcanza un equilibrio, (x∞, u∞) y
y∞ = h(x∞) + w∞, y si el diseño del estimador de pertur-
baciones es tal que wˆ∞ = w∞. Entonces, el controlador
propuesto κN(x, yt) garantiza que, en ausencia de pertur-
baciones, dada una referencia alcanzable yt, h(x∞) = yt.
Sin embargo, la salida real es tal que y∞ = h(x∞) +w∞ =
yt + w∞, y por lo tanto existe un offset.
Este offset se puede cancelar fácilmente, dando al con-
trolador una consigna modiﬁcada
yˆt(k) = yt − wˆ(k) (9)
Gracias a que el controlador propuesto garantiza factibi-
lidad para cada referencia, la factibilidad del problema
se mantiene para todas las consignas modiﬁcadas yˆt(k).
Además, dado que wˆ(k) converge a w∞, el sistema contro-
lado x(k+1) = f (x(k), κN(x(k), yˆt(k))) converge a un pun-
to de equilibrio, tal que y∞ = h(x∞)+w∞ = yˆt∞+w∞ = yt.
Por lo tanto la salida converge a la referencia deseada.
4. Descripción de la planta piloto
El MPC para seguimiento propuesto se ha aplicado a una
planta piloto de laboratorio que permite la simulación de proce-
sos con variables típicas en aplicaciones industriales tales como
temperatura, nivel o caudal. El sistema dispone de diferentes
sensores industriales para medir y varios actuadores industria-
les para el control de procesos. En este trabajo se ha usado la
planta piloto para emular una reacción química exotérmica ba-
sada en cambios de temperatura. La emulación se ha realizado
con la ayuda de un modelo matemático detallado de la reacción
química.
La planta piloto usada está situada en el laboratorio del De-
partamento de Sistemas y Automática de la Universidad de Se-
villa. Dicha planta ha sido estudiada anteriormente por varios
autores (Szeifert et al., 1995; Ramirez et al., 1999; Cueli y Bor-
dons, 2008) y usada como banco de pruebas para diferentes téc-
nicas de control (Ramirez et al., 2004; Ortega y Rubio, 2004;
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Figura 1: La planta piloto usada para la aplicación del MPC para seguimiento
propuesto.
Gruber y Bordons, 2007, 2008). En las siguientes secciones se
da una descripción de la estructura de la planta piloto y del sis-
tema de control y supervisión. Además se explica el método de
emulación usado y se presenta el modelo matemático del pro-
ceso.
4.1. Estructura de la planta piloto
La planta piloto (ver la ﬁgura 1) emula un reactor continuo
de tanque agitado (CSTR, del inglés Continuous Stirred Tank
Reactor) y permite calentar y enfriar el contenido del reactor.
Los elementos principales del sistema son el reactor, la resis-
tencia eléctrica, la camisa de refrigeración, la válvula de recir-
culación para manipular el ﬂujo en la camisa de refrigeración
y un depósito de agua. La ﬁgura 2 muestra un diagrama esque-
mático de la estructura general de la planta con los elementos
principales mencionados.
Para la operación de la planta piloto se utiliza agua, tanto en
el reactor como en la camisa de refrigeración. El reactor tiene
una capacidad de 25 l y contiene una resistencia eléctrica en su
interior. La resistencia eléctrica tiene una potencia máxima de
14,4 kW y puede ser usada para suministrar energía calórica al
contenido del reactor. Por otro lado, la reducción de la tempera-
tura en el reactor se realiza mediante la camisa de refrigeración.
La disipación de calor se regula mediante la apertura de la vál-
vula v8 que manipula el ﬂujo Fc en la camisa (ver la ﬁgura 2). El
líquido de refrigeración, agua, proviene de un depósito de 1m3
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Figura 2: Diagrama de la planta piloto con los elementos principales para emu-
lar un reactor continuo de tanque agitado.
de capacidad, al que retorna después de haber pasado por la ca-
misa de refrigeración. Para mantener la temperatura del agua
fría constante se cuenta con una planta de refrigeración auxi-
liar controlada por termostato que mantiene la temperatura TT2
entre 18 oC y 19 oC.
4.2. Sistema de control y supervisión
La planta piloto esta dotada con diferentes sensores y actua-
dores con el objetivo de facilitar el control del proceso químico
en el interior del reactor. Los sensores instalados miden tempe-
raturas, caudales, niveles y presiones en diferentes puntos del
sistema. Los actuadores permiten manipular diferentes válvu-
las y bombas para regular los caudales en la planta. Los senso-
res y actuadores mencionados están conectados a un autómata
programable Modicon M340 del fabricante Schneider Electric.
El autómata programable esta situado en un bastidor que
contiene los módulos de la alimentación, del procesador y de
las entradas y salidas (analógicas y digitales). El módulo del
procesador se conecta por Ethernet con un ordenador personal
y comunica con el programa Unity Pro de Schneider Electric.
La aplicación Unity Pro es un software de programación, depu-
ración y mantenimiento para la explotación de autómatas de la
gama Modicon M340 y otras.
La estrategia de control propuesta, el MPC de seguimiento,
se ha implementado directamente en el entorno de desarrollo
Matlab/Simulink. Los programas Matlab/Simulink y Unity Pro
se ejecutan en el mismo ordenador personal y la comunicación
entre las dos aplicaciones se realiza utilizando el estándar in-
dustrial OPC (OLE for Process Control). El ordenador personal
empleado para el control y la supervisión de la planta piloto está
basado en un procesador Pentium 4 a 3GHz usando Windows
XP como sistema operativo.
La combinación de las diferentes aplicaciones y canales de
comunicación permite el uso directo de Matlab/Simulink para
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el control de la planta piloto. Este procedimiento tiene como
grandes ventajas la facilidad y ﬂexibilidad de programación así
como el uso de funciones de optimización avanzada que ofrece
el entorno de Matlab/Simulink.
4.3. Emulación de la reacción química
La planta piloto (ver la ﬁgura 1) se utiliza para emular reac-
ciones químicas exotérmicas (Santos et al., 2001). Durante la
emulación, la energía generada por la reacción química es cal-
culada con la ayuda de un modelo matemático de la reacción
y suministrada al tanque por la resistencia eléctrica. El uso de
la resistencia eléctrica para emular la reacción exotérmica tie-
ne la ventaja de que ninguna reacción química tiene lugar en
el reactor, lo que permite realizar experimentos más económi-
cos y seguros mientras se usan componentes de equipamiento e
instrumentación industriales.
En este trabajo se emula un proceso de descomposición en
el cual el reactivo A es transformado en la sustancia B, gene-
rando energía calórica. La reacción viene generalmente deﬁni-
da por A→ B y ha sido usada previamente en (Lee et al., 2000)
y (Gruber, 2010). El reactivo se suministra mediante el ﬂujo
de alimentación emulado Fa,e para mantener activa la reacción.
Antes de entrar en el reactor, el ﬂujo de alimentación pasa por el
intercambiador de calor con el objetivo de reducir la diferencia
de temperatura entre el ﬂujo y el contenido del reactor. Análo-
gamente se usa el ﬂujo de salida emulado Fa,s para mantener
constante el volumen del reactor. Como los ﬂujos de alimenta-
ción y de salida tienen el mismo caudal y casi la misma tempe-
ratura, los dos ﬂujos apenas causan cambios en la temperatura
en el interior del reactor. La ﬁgura 2 muestra un diagrama de la
planta piloto con los ﬂujos emulados Fa,e y Fa,s.
En la emulación del proceso exotérmico se usa la resisten-
cia eléctrica para suministrar al reactor la energía calórica que
generaría la reacción exotérmica en el caso de producirse real-
mente ésta. El gradiente de la temperatura basado exclusiva-
mente en este calor generado por la reacción química viene de-
ﬁnido como (Lee et al., 2000; Gruber, 2010):
dT
dt
=
(−ΔH) · V
MCp
k0 e−E/(RT )C2A (10)
donde T y CA representan la temperatura y la concentración
del contenido del reactor de la planta. Considerando caudales
idénticos del ﬂujo de alimentación y del ﬂujo de salida (Fa =
Fa,e = Fa,s), el volumen V y la masa M del reactor se mantienen
constantes. Los parámetros usados en el modelo del gradiente
(10) se recogen en el cuadro 1.
La concentración CA del reactivo en el reactor de la plan-
ta se simula en el entorno Matlab/Simulink. Dicha simulación
tiene lugar en el mismo ordenador personal donde se ejecuta el
programa de control y supervisión y la concentración se calcula
como (Lee et al., 2000; Gruber, 2010):
dCA
dt
=
Fa
V
(CA,e −CA) − k0 e−E/(RT )C2A (11)
donde el primer término considera la diferencia entre las con-
centraciones CA,e y CA del ﬂujo de alimentación y del ﬂujo de
Tabla 1: Parámetros del modelo matemático de la reacción química.
Nombre Valor Nombre Valor
k0 1,265 · 1017 lmol·s β 291,13K
Cp 4,18 kJK·kg γ 19,15
s
l
ΔH −105,57 kJmol η 26,14 sl
E/R 13550K δ0 4,84 · 10−4 lmin
V 25 l δ1 3,43 · 10−4 lmin
M 25 kg δ2 2,69 · 10−4 lmin
CA,e 1,2 moll δ3 1,29 · 10−5 lmin
Fa 0,05 ls δ4 −1,46 · 10−8 lmin
Tc,e 291,15K δ5 −6,36 · 10−10 lmin
salida, respectivamente. El segundo término representa la re-
ducción de la concentración como resultado del consumo del
reactivo por la reacción química. Los parámetros de (11) se
muestran en el cuadro 1.
Con la concentración CA calculada según (11) y la medida
de la temperatura T se puede computar el gradiente de la tem-
peratura basado en el calor generado por la reacción química
mediante (10). Entonces, la potencia de la resistencia necesa-
ria para simular tales cambios en la temperatura viene deﬁnida
como:
P = CpM
dT
dt
(12)
donde Cp representa la capacidad caloríﬁca especíﬁca del con-
tenido del reactor (ver cuadro 1). Por lo tanto, en la emulación
de la reacción química se emplean (10), (11) y (12). No obs-
tante, (10) se usa exclusivamente para calcular la cantidad de
energía calórica que se debe suministrar al reactor mediante la
resistencia.
4.4. Modelo matemático completo del proceso
Aunque no es necesario disponer de un modelo completo
del proceso para la emulación de la reacción química, el contro-
lador predictivo de seguimiento requiere el modelo matemático
del proceso para calcular las predicciones y futuras acciones de
control.
Los cambios de la temperatura en el reactor de la planta
piloto, basados en la disipación de calor por la camisa de refri-
geración y la energía generada por la reacción química exotér-
mica, vienen deﬁnidos como (Lee et al., 2000; Gruber, 2010):
dT
dt
= −Fc
V
(Tc,s − Tc,e) + (−ΔH) · VMCp k0 e
−E/(RT )C2A (13)
Nótese que la generación de energía en el segundo termino de
(13) corresponde a la expresión dada en (10). Las variables Fc,
Tc,e y Tc,s representan el ﬂujo que circula por la camisa de recir-
culación, así como la temperatura del agua al entrar y al salir de
la camisa, respectivamente. Como el ﬂujo de alimentación pasa
por el intercambiador de calor y entra en el reactor casi con la
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misma temperatura que tiene el contenido del reactor, se supo-
ne que el ﬂujo de alimentación ni suministra ni extrae calor del
reactor. Los parámetros usados en el modelo de la temperatura
(13) se recogen en el cuadro 1.
El intercambio de calor entre la camisa de refrigeración y
el reactor en (13) está basado principalmente en el ﬂujo Fc y la
diferencia de temperatura entre el agua que entra en la camisa
y el agua que sale de la camisa. La temperatura Tc,e del agua
de entrada es conocida y considerada un parámetro del mode-
lo. No obstante, la temperatura Tc,s del agua en la salida de la
camisa es desconocida e impide determinar el intercambio de
calor y, como consecuencia, los cambios de temperatura (13)
en el reactor de la planta piloto. Para resolver este problema se
usa un modelo experimental del intercambio de calor entre el
contenido del reactor y la camisa de refrigeración dado por la
siguiente ecuación estática (Gruber, 2010; Gruber et al., 2009):
Fc · (Tc,s − Tc,e) = T − β
γ
(1 − e−ηFc ) (14)
La relación entre el ﬂujo en la camisa de refrigeración Fc y la
apertura de la válvula v8 se ha identiﬁcado mediante datos ex-
perimentales. La función no lineal que aproxima dicha relación
viene deﬁnida como:
Fc = δ0 + δ1v8 + δ2v28 + δ3v
3
8 + δ4v
4
8 + δ0v
5
8 (15)
Los parámetros empleados en (14) y (15) están recogidos en el
cuadro 1.
Entonces, con la apertura de la válvula v8 se calcula direc-
tamente el ﬂujo en la camisa Fc (15). Con el ﬂujo Fc conocido
y la temperatura T medida se obtiene el intercambio de calor
(14). Empleando el intercambio de calor (14) en (13) se obtiene
el gradiente de temperatura del proceso.
Finalmente, (11) y (13)-(15) deﬁnen el modelo matemático
completo del proceso y permiten su simulación por ordenador.
El proceso es no lineal en la dinámica de la concentración del
reactivo y de la temperatura debido a los términos exponencia-
les y cuadráticos en la ecuaciones del modelo (11) y (13). La ﬁ-
gura 3 presenta la temperatura T y la concentración del reactivo
CA en régimen estacionario como función del ﬂujo de refrige-
ración Fc calculadas con el modelo matemático completo. La
relación entre la apertura de la válvula v8 y el ﬂujo en la camisa
de refrigeración Fc, deﬁnida en (15), añade cierta no linealidad
estática al modelo (ver la ﬁgura 4). Además, el intercambiador
de calor (14) también muestra un comportamiento no lineal es-
tático y convierte el proceso en un sistema con un alto grado de
no linealidad.
El MPC para seguimiento propuesto utiliza el modelo ma-
temático completo (11) y (13)-(15) para predecir la futura evo-
lución del sistema, en concreto de la temperatura y de la con-
centración del reactivo. Hay que subrayar que no se usan las
ecuaciones (13)-(15) en la emulación de la reacción química,
pero sí se necesitan para el modelo de predicción de la estrate-
gia de MPC propuesta. Para más detalles sobre la planta piloto
y la reacción química se remite al lector a (Gruber, 2010).
Hay que mencionar que las restricciones físicas limitan la
apertura de la válvula de recirculación de la siguiente forma:
0 ≤ v8(k) ≤ 100 (16)
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Figura 3: Temperatura T y concentración CA del contenido del reactor en ré-
gimen estacionario como función del ﬂujo Fc por la camisa de refrigeración
calculadas con las ecuaciones de temperatura (13) y concentración (11).
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Figura 4: Relación estática no lineal entre la apertura de la válvula v8 y el ﬂujo
en la camisa de refrigeración Fc.
Como consecuencia directa de la restricción superior de la aper-
tura de la válvula, la temperatura T del contenido del reactor
tiene un limite inferior en 308,95K. Además, la temperatura
del reactor debe estar por debajo 348,15K por razones de segu-
ridad. Por lo tanto, la evolución de la temperatura T tiene que
satisfacer las siguientes restricciones duras:
308,95 ≤ T (k) ≤ 348,15 (17)
5. Resultados experimentales
El controlador predictivo para seguimiento presentado en la
sección 3 se ha aplicado a la planta piloto de laboratorio descrita
en la sección anterior. El modelo físico del proceso (13)-(15)
se ha aproximado con un sistema no lineal en tiempo discreto,
tomando un tiempo de muestreo ts = 60 s. En el modelo de
predicción resultante, la entrada u corresponde a la apertura de
la válvula v8, el vector de estados x contiene la temperatura T
y la concentración CA y como salida del sistema y se toma el
primer estado del modelo, i.e. la temperatura T . La evolución
de los estados del sistema, se ha predicho utilizando un método
de Runge-Kutta de orden 4, basándose en el modelo en tiempo
continuo del proceso.
El controlador predictivo se ha implementado en el entorno
Matlab/Simulink y el algoritmo de programación cuadrática se-
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Figura 5: Ensayo de simulación de seguimiento de referencia con N = 2. Arri-
ba: temperatura (línea continua), referencia (línea de puntos y trazos) y refe-
rencia artiﬁcial (línea de trazos); centro: concentración (línea continua) y con-
centración artiﬁcial (línea de trazos); abajo: entrada (línea continua) y entrada
artiﬁcial (línea de trazos).
cuencial (SQP, del inglés Sequential Quadratic Programming)
se ha utilizado para resolver el problema de optimización y cal-
cular las acciones de control óptimas. Las matrices de ponde-
ración del funcional de coste del controlador predictivo se han
tomado Q = I2 y R = I1. La función de coste de offset se ha
tomado de la forma VO = α|ys − yt |2I , donde α = 200 se ha
tomado de forma que se garantice la optimalidad local (Ferra-
mosca et al., 2009b, 2011). Los limites físicos de v8 y T , (16)
and (17) respectivamente, se han tomado como restricciones en
la formulación del controlador. La restricción inferior a la tem-
peratura, en apariencia redundante con la máxima apertura de
la válvula, se ha incluido por la necesidad de tomar un conjun-
to de restricciones X compacto. La ganancia del estimador de
perturbaciones se ha tomado L = 0,02.
5.1. Simulación del experimento
En esta sección se presentan las simulaciones realizadas con
el ﬁn de preparar el experimento. Arrancando con una tem-
peratura inicial de 328,15K, la referencia se ha cambiado a
353,15K, luego a 313,15K y ﬁnalmente a 343,15K. El ensayo
se ha realizado dos veces, utilizando dos horizontes distintos:
N = 2 y N = 6, respectivamente.
Los resultados de las simulaciones se presentan en las ﬁ-
guras 5 y 6. Es posible apreciar cómo el controlador lleva al
sistema a seguir la referencia artiﬁcial, cumpliendo con las res-
tricciones y sin perder la factibilidad. Nótese además que en
el primer cambio de consigna, la referencia es un punto no al-
canzable para el sistema. El controlador entonces estabiliza el
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Figura 6: Ensayo de simulación de seguimiento de referencia con N = 6. Arri-
ba: temperatura (línea continua), referencia (línea de puntos y trazos) y refe-
rencia artiﬁcial (línea de trazos); centro: concentración (línea continua) y con-
centración artiﬁcial (línea de trazos); abajo: entrada (línea continua) y entrada
artiﬁcial (línea de trazos).
sistema en el punto de equilibrio que minimiza el coste de off-
set. Cabe subrayar el papel de la referencia artiﬁcial. Cuando
el sistema es sujeto a un cambio de consigna muy amplio y el
horizonte de predicción es muy pequeño, la factibilidad del con-
trolador se podría perder. Sin embargo, el controlador propuesto
garantiza siempre la factibilidad, gracias al uso de la referencia
artiﬁcial: el sistema trata de seguir una referencia, la referencia
artiﬁcial, que representa un punto de equilibrio admisible para
el sistema.
El uso de una restricción terminal de igualdad que puede
ser cualquier punto de equilibrio del sistema, provee otra im-
portante propiedad al controlador: el aumento del dominio de
atracción. Esta propiedad se muestra en la ﬁgura 7.
En la ﬁgura 7 los dominios de atracción del controlador
propuesto, tomando como horizontes de predicción N = 2 and
N = 6, se muestran respectivamente en línea de trazos y en lí-
nea continua. Estas dos regiones se han estimado a partir de un
conjunto de esatdos iniciales factibles, obtenido resolviendo el
problema denominado Phase I (Boyd y Vandenberghe, 2006),
en una malla de puntos. La línea de puntos y trazos representa
el conjunto de puntos de equilibrio del sistema. Las tres refe-
rencias que se han considerado en los ensayos se han dibujado
como círculos. Se puede observar cómo el controlador provee
un dominio de atracción bastante grande, aún utilizando un ho-
rizonte de predicción pequeño. En particular, obsérvese que el
dominio de atracción cubre completamente el conjunto de pun-
tos de equilibrio del sistema . El conjunto de salidas alcanzables
del sistema se encuentra en la franja 308,95K ≤ T ≤ 348,15K.
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Figura 7: Estimación de los dominios de atracción del controlador predictivo
para seguimiento, tomando como horizontes N = 2 y N = 6.
5.2. Aplicación a la planta real
Una vez diseñado el controlador como se mostró en las si-
mulaciones anteriores, se ha ejecutado éste sobre la planta real.
Como en el caso de las simulaciones, se han considerados tres
consignas de temperatura distintas: arrancando con una tempe-
ratura de 328,15K, la referencia de temperatura se ha cambiado
a 353,15K, luego a 313,15K y ﬁnalmente a 343,15K. El hori-
zonte de predicción se ha tomado de N = 6 pasos.
Los resultados del experimento se presentan en la ﬁgura
8. La evolución del sistema se ha dibujado en línea continua,
mientras que la referencia artiﬁcial y la referencia real se han
dibujado respectivamente en línea de trazos y línea de puntos
y trazos. Como se esperaba después de ver las simulaciones, el
controlador estabiliza el sistema en bucle cerrado en el punto
de equilibrio deseado, aún cuando el cambio de referencia sea
considerable. Como ya se adelantó en la sección relativa a los
ensayos de simulación, esto se debe a la referencia artiﬁcial:
aquel punto de equilibrio factible hacia el cual el controlador
lleva el sistema para garantizar la factibilidad del problema de
control óptimo, para cada cambio de punto de operación.
En el caso del primer cambio de referencia T = 353,15K,
que es una referencia no alcanzable por el sistema, el controla-
dor estabiliza la planta en el punto de equilibrio admisible que
minimiza la función de coste de offset.
Cabe además mencionar que los cálculos de las secuencias
de control óptimas, realizados por medio de la función de op-
timización no lineal de Matlab, fmincon, se han ejecutado sin
ningún tipo de problema y dentro del tiempo de muestreo de la
planta, escogido de ts = 60 s. En particular, en el experimento
presentado en la ﬁgura 8, el cálculo de la señal de control se
ha realizado en un tiempo medio de tavgc = 0,397 s, con un pico
máximo de tmaxc = 3,117 s y un mínimo de t
min
c = 0,075 s.
5.3. Estudio comparativo
En esta sección se presenta un estudio comparativo del con-
trolador propuesto, con el controlador presentado en (Magni y
Scattolini, 2005).
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Figura 8: Experimento: aplicación del controlador para seguimiento a la planta
piloto real. Arriba: temperatura (línea continua), referencia (línea de puntos y
trazos) y referencia artiﬁcial (línea de trazos); centro: concentración (línea con-
tinua) y concentración artiﬁcial (línea de trazos); abajo: entrada (línea continua)
y entrada artiﬁcial (línea de trazos).
La idea principal de dicho controlador es la de relacionar los
ingredientes terminales con la señal de referencia, evitando de
esta manera el cálculo del punto de equilibrio deseado. Dichos
ingredientes terminales se calculan en función de la referencia y
el seguimiento asintótico se garantiza gracias a la introducción
de una acción integral ante el sistema.
El controlador presentado en (Magni y Scattolini, 2005) es
para sistemas cuadrados, o sea con el mismo número de entra-
das y salidas. El controlador propuesto en el presente trabajo
es perfectamente apto también para sistemas no cuadrados, es-
cogiendo una determinada función de offset (Ferramosca et al.,
2010).
Un segundo punto a tener en cuenta es que el controlador de
(Magni y Scattolini, 2005) se formula para referencias asintóti-
camente constantes, pues los ingredientes se determinan en fun-
ción de estas referencias. El controlador predictivo propuesto en
el presente trabajo está pensado para referencias cambiantes en
el tiempo. Por lo tanto las primeras dos propiedades enuncia-
das en la sección 3.1 no pueden ser garantizadas por (Magni y
Scattolini, 2005).
Documento descargado de http://http://www.elsevierciencia.es el 04/02/2013. Copia para uso personal, se prohíbe la transmisión de este documento por cualquier medio o formato.
 A. Ferramosca et al. / Revista Iberoamericana de Automática e Informática industrial 10 (2013) 18–29 27
Otra importante diferencia está en los dominios de atrac-
ción. La restricción terminal de (Magni y Scattolini, 2005) de-
pende directamente de la referencia (véase (Magni y Scattoli-
ni, 2005, Remark 1)). La restricción terminal del controlador
propuesto en el presente trabajo considera cualquier punto de
equilibrio del sistema. Como consecuencia el controlador pro-
puesto garantiza un mayor dominio de atracción que (Magni
y Scattolini, 2005). Además se tenga en cuenta que, si se to-
ma el controlador predictivo para seguimiento con restricción
terminal de desigualdad (Ferramosca, 2011), como se hace en
(Magni y Scattolini, 2005), el dominio resultaría ser aún mas
grande.
Finalmente, nótese que ambos controladores no necesitan
una capa previa de optimización de punto de equilibrio. La dife-
rencia principal es que, en (Magni y Scattolini, 2005) se necesi-
ta conocer previamente la referencia para poder calcular los in-
gredientes terminales, mientras que en el controlador propuesto
no, ya que la función de coste de offset cumple el papel de un
optimizador de punto de equilibrio integrado en el controlador
predictivo, y el punto de equilibrio óptimo relacionado a la refe-
rencia se calcula on-line en el mismo problema de optimización
del controlador.
6. Conclusiones
En este artículo se ha presentado un controlador predictivo
para seguimiento de referencia para sistemas no lineales suje-
to a restricciones. Este controlador garantiza factibilidad ante
cualquier cambio de referencia, gracias a su formulación que
considera una referencia artiﬁcial como variable de decisión del
problema de control óptimo. La convergencia a la referencia
deseada se garantiza por medio de un funcional de coste modi-
ﬁcado. La optimalidad se garantiza gracias a un coste de offset
que minimiza la distancia entre la referencia artiﬁcial y la refe-
rencia real.
El controlador propuesto se ha aplicado al control de tempe-
ratura de una planta piloto de laboratorio que emula una reac-
ción química exotérmica. La estabilidad se ha garantizado to-
mando una restricción terminal de igualdad que considera cual-
quier punto de equilibrio del sistema. Los resultados del expe-
rimento han conﬁrmado los resultados teóricos: el controlador
es capaz de seguir cualquier referencia, manteniendo la factibi-
lidad del problema y garantizando la estabilidad.
English Summary
MPC for tracking of constrained nonlinear systems.
Application to a pilot plant.
Abstract
This paper deals with the tracking problem for constrained non-
linear systems using a model predictive control (MPC) law.
MPC provides a control law suitable for regulating constrained
linear and nonlinear systems to a given target steady state. Ho-
wever, when the target operating point changes, the feasibility
of the controller may be lost and the controller fails to track the
reference. Recently, a novel MPC for tracking constrained non-
linear systems has been presented (Ferramosca et al., 2009a).
This is capable to steer the system to any reference, even in the
case of changing references. In this paper, this controller is used
for the real-time control of a chemical pilot plant. The obtained
experimental results demonstrate that the MPC for tracking is
suitable for the control of plants with nonlinear dynamics since
it ensures stability and offset-free convergence in case of large
changes in the reference even using short prediction horizons.
Besides, in case of unreachable set points, the controller steers
the system to the closest reachable equilibrium point.
Keywords:
Model predictive control, setpoint tracking, stability, nonli-
near systems.
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Apéndice A. Demostración del Teorema 1
La demostración del teorema de estabilidad para el caso del
controlador formulado con restricción terminal de desigualdad
se encuentra en (Ferramosca et al., 2009a). La demostración
para la formulación con restricción terminal de igualdad se en-
cuentra en (Ferramosca, 2011) y se presenta a continuación.
Demostración: Sea x ∈ XN en el instante k. El valor óptimo del
funcional de coste es V0N(x, yt) = VN(x, yt;u
0(x), y0s(x)), donde
(u0(x), y0s(x)) deﬁne la solución óptima de PN(x, yt) y
u0(x) = {u0(0; x), u0(1; x), ..., u0(N − 1; x)}
Nótese que u0(0; x) = κN(x, yt). La secuencia óptima de estados
predichos, resultado de aplicar u0(x) es entonces
x0(x) = {x0(0; x), x0(1; x), ..., x0(N − 1; x), x0(N; x)}
donde x0(0; x) = x, x0(1; x) = x+ y x0(N; x) = x0s(x) = gx(y
0
s(x)).
Siguiendo argumentos estándar en la literatura de MPC (May-
ne et al., 2000; Rawlings y Mayne, 2009, Capítulo 2), se deﬁne
el estado siguiente en el instante k+1 como x+ = f (x, κN(x, yt))
y se deﬁnen las siguientes secuencias:
u˜ Δ= [u0(1; x), · · · , u0(N−1; x), u0s(x)]
y˜s
Δ
= y0s(x)
donde u0s(x) = gu(y
0
s(x)). Es fácil deducir que (u˜, y˜s) es una
solución factible del problema PN(x+). Por lo tanto, XN es un
conjunto invariante admisible para el sistema en bucle cerrado,
la ley de control es bien deﬁnida y las restricciones se cumplen.
La secuencia de estados debida a (u˜, y˜s) es
x˜ = {x0(1; x), x0(2; x), ..., x0(N; x), x0(N + 1; x)}
donde x0(N; x) = x0s(x) y x
0(N + 1; x) = f (x0(N; x), u0s(x)) =
x0s(x). Por lo tanto,
x˜ = {x0(1; x), x0(2; x), ..., x0s(x), x0s(x)}
que es factible.
Se comparan ahora el coste óptimo V0N(x, yt), con el coste da-
do por (u˜, y˜s), V˜N(x+, yt; u˜, y˜s). Teniendo en cuenta la hipótesis
2 y usando el procedimiento estándar de la literatura de MPC
(Mayne et al., 2000; Rawlings y Mayne, 2009, Capítulo 2), se
obtiene:
ΔVN = V˜N(x+, yt; u˜, y˜s) − V0N(x, yt)
= −|x−x0s(x)|2Q − |u0(0; x)−u0s(x)|2R
Por optimalidad, se tiene que V0N(x
+, yt) ≤ V˜N(x+, yt; u˜, y˜s)
y entonces:
ΔV0N = V
0
N(x
+, yt) − V0N(x, yt)
≤ −|x−x0s(x)|2Q − |u0(0; x)−u0s(x)|2R
= −|x−x0s(x)|2Q − |κN(x, yt)−u0s(x)|2R
Teniendo en cuenta que el funcional de coste es deﬁnido positi-
vo, se tiene que:
lı´m
k→∞
|x(k) − x0s(x(k))|=0, lı´mk→∞|u(k) − u
0
s(x(k))|=0
Gracias a la continuidad del modelo, se deduce que el sis-
tema converge a un punto de equilibrio x∞, y este punto es tal
que x∞ = x0s(x∞) ∈ Xs.
Utilizando el lema 1, se demuestra que (x∞, u∞) es el punto
de equilibrio óptimo del sistema, i.e. (x∞, u∞) = (x∗s , u∗s), donde
x∗s = gx(y∗s) y u∗s = gu(y∗s).
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Finalmente, se demuestra que (x∗s , u∗s) es un punto de equi-
librio asintóticamente estable para el sistema en bucle cerrado:
para todos  > 0 existe un δ > 0 tal que, para todos |x(0)− x∗s | ≤
δ, entonces |x(k) − x∗s | ≤ .
Para demostrar este punto, se deﬁna la función Φ(x, yt) =
V0N(x, yt) − VO(y∗s − yt). Está claro que Φ(x∗s , yt) = 0. Además,
dicha función es tal que α1(|x − x∗s |) ≤ Φ(x, yt) ≤ α2(|x − x∗s |),
donde α1 y α2 son funciones K∞. Eso se debe a que:
Φ(x, yt) ≥ αl(|x − x0s |) + αO(|x0s − x∗s |), donde αl es una
función K∞ que acota el coste de etapa. Eso se debe a
que el coste de etapa es una función deﬁnida positiva y a
la deﬁnición del coste de offset VO (hipótesis 2). Por lo
tanto Φ(x, yt) ≥ α1(|x − x0s | + |x0s − x∗s |) ≥ α1(|x − x∗s |).
Nótese que V0N(x, yt) ≤ VN(x, y∗s) + VO(y∗s − yt). Por la
controlabilidad débil de x∗s (hipótesis 2), existe una fun-
ción K∞ α2 tal que VN(x, y∗s) ≤ α2(|x − x∗s |). Por lo tanto
Φ(x, yt) ≤ α2(|x − x∗s |).
Entonces, α1(|x(k)−x∗s |) ≤ Φ(x(k), yt) ≤ Φ(x(0), yt) ≤ α2(|x−
x∗s |) y por lo tanto, |x(k)−x∗s | ≤ α−11 ◦α2(|x(0)−x∗s |). Entonces, to-
mando δ = α−12 ◦α1(), se tiene que |x(k)− x∗s | ≤ α−11 ◦α2(δ) ≤ ,
y eso demuestra la estabilidad asintótica de x∗s .
Resumiendo, para todas condiciones iniciales x0 ∈ XN , el
sistema en bucle cerrado converge a un punto de equilibrio asin-
tóticamente estable (x∗s , u∗s) y su dominio de atracción es XN . 
Apéndice B. Lema técnico
Lema 1. Sea el sistema (1) sujeto a las restricciones (2). Se
asuma que se cumpla la hipótesis 2. Sea dada una referencia
yt y se asuma que para un estado x la solución óptima del pro-
blema de optimización PN(x, yt) es x0s(x, yt) = gx(y
0
s(x, yt)) y
u0s(x, yt) = gu(y
0
s(x, yt)). Sea y˜s ∈ Ys dado por
y˜s  arg mı´n
ys∈λYs
VO(ys − yt)
Entonces x0s(x, yt) = x˜s, u
0
s(x, yt) = u˜s, y
0
s(x, yt) = y˜s
Demostración: A continuación, la dependencia de la solución
óptima de (x, yt) se omite por claridad de exposición.
Sea (x0s , u
0
s , y
0
s) la solución óptima de PN(x, yt). El coste óptimo
será por lo tanto V0N(x, yt) = VO(y
0
s − yt).
El lema se demuestra por contradicción. Sea y0s  y˜s. En-
tonces, existe un β¯ > 0 tal que para todos β ∈ [β¯, 1), se puede
deﬁnir yˆs como
yˆs = βy0s + (1 − β)y˜s
Asumiendo Ys convexo, yˆs es un punto de equilibrio admisi-
ble. Por lo tanto, deﬁniendo la secuencia de acciones de control
u = {uˆs, ..., uˆs} como aquella secuencia que lleva el sistema de
y0s a yˆs de forma admisible, se inﬁere que (u, yˆs) es una solución
factible del problema PN(x0s , yt). Entonces,
V0N(x
0
s , yt) = VO(y
0
s − yt)
≤ VN(x0s , yt;u, yˆs)
=
N−1∑
j=0
|x( j)− xˆs|2Q+|u( j)−uˆs|2R+VO(yˆs−yt)
Obsérvese que, por las hipótesis 2 y el hecho que el coste de
etapa es deﬁnido positivo
N−1∑
j=0
|x( j)− xˆs|2Q+|u( j)−uˆs|2R ≤
N−1∑
j=0
|x( j)− xˆs|2Q+γ(|x0s− xˆs|2)
= |x(0)− xˆs|2Q+|x(1)− xˆs|2Q+...
+|x(N − 1)− xˆs|2Q+γ(|x0s− xˆs|2)
= |x(0)− xˆs|2Q
+| f (x(0), uˆs)− f (xˆs, uˆs)|2Q+...
+| f (x(N − 2), uˆs)− f (xˆs, uˆs)|2Q
+γ(|x0s− xˆs|2)
≤ |x(0)− xˆs|2Q+L2f |x(0)− xˆs|2Q+...
+L2(N−1)f |x(0)− xˆs|2Q+γ(|x0s−xˆs|2)
Por lo tanto, tomando c = 1 + L2f + ... + L
2(N−1)
f se tiene que
V0N(x
0
s , yt) ≤ c|x0s − xˆs|2 + VO(yˆs − yt)
≤ L2gc(1 − β)2|y0s − y˜s|2 + VO(yˆs − yt)
donde Lg es la constante de Lipshitz de gx(·).
Se deﬁna W(x0s , yt, β)
Δ
= L2gc(1 − β)2|y0s − y˜s|2 + VO(yˆs − yt).
Esta función es tal que W(x0s , yt, β) = V
0
N(x
0
s , yt) para β = 1.
Tomando la derivada parcial de W en β se tiene que
∂W
∂β
= −2L2gc(1 − β)|y0s − y˜s|2 + g′(y0s − y˜s)
donde g′ ∈ ∂VO(yˆs − yt) , deﬁniendo ∂VO(yˆs − yt) como el sub-
diferencial de VO(yˆs − yt). Evaluando esta derivada parcial en
β = 1 se tiene que:
∂W
∂β
∣∣∣∣∣
β=1
= g0
′
(y0s − y˜s)
donde g0
′ ∈ ∂VO(y0s−yt), deﬁniendo ∂VO(y0s−yt) como el subdf-
ferencial de VO(y0s −yt). Teniendo en cuenta que VO es convexa,
y por lo tanto subdiferenciable (Boyd y Vandenberghe, 2006),
se inﬁere que para todos y0s y y˜s
g0
′
(y0s − y˜s) ≥ VO(y0s − yt) − VO(y˜s − yt)
Teniendo en cuenta que y0s  y˜s, VO(y
0
s − yt) − VO(y˜s − yt) > 0,
se deduce que
∂W
∂β
∣∣∣∣∣
β=1
≥ VO(y0s − yt) − VO(y˜s − yt) > 0
Eso quiere decir que existe un β ∈ [β¯, 1) tal que el valor de
W(x0s , yt, β) es más pequeño que el valor de W(x
0
s , yt, β) para
β = 1, que es igual a V0N(x
0
s , yt).
Este hecho contradice la optimalidad de la solución, y por
lo tanto el lema queda demostrado. 
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