In this paper we study multivariate polynomial interpolation on lower sets of points. A lower set can be expressed as the union of blocks of points. We show that a natural interpolant on a lower set can be expressed as a linear combination of tensor-product interpolants over various intersections of the blocks that define it.
Introduction
Lower sets are subsets of Cartesian grids of points in R d that admit unique polynomial interpolation from a natural, associated space of polynomials, and include rectangular and triangular grids as special cases. Such interpolation has been studied, for example, in [1, 3, 4, 5, 6, 8, 9, 10, 11, 12, 13] . This natural polynomial space is the span of a collection of monomials with powers taken from a similar lower set of indices. The resulting interpolant is the "least interpolant", introduced in [3] , and studied further in [2] .
A lower set of points can be expressed as the union of blocks (rectangular grids) of points. The purpose of this paper is (1) to make the observation that the interpolant can be expressed as a linear combination of tensor-product interpolants, each corresponding to an intersection of some of these blocks, and (2) to give an explicit formula for the linear combination, and to show how the formula simplifies in various important cases, including the 2D case, and the total degree case. It was brought to our attention, after submitting the paper, that similar relations were obtained for piecewise polynomial interpolants on sparse grids, for the numerical solution of PDE's. In particular, our formula for the total degree polynomial interpolant is similar to the 'combination technique' for sparse grids (see e.g. [7] ).
Here is an outline of the paper. In Section 2 we introduce some notation, and discuss tensor-product polynomial interpolation. In Section 3 we present the interpolation problem on lower sets, and give an explicit expression for the interpolants in terms of a Newton-type formula. An incremental double sum formula for these interpolants, based on blocks, is derived in Section 4, while its simplifications are obtained in Section 5 for the 2D case. For the arbitrary dimension case, a general formula in terms of tensor-product interpolants is derived in Section 6, and again simplified. The simplified formula is applied in Section 7 to interpolation by polynomials of a fixed total degree.
Tensor-product interpolation
We consider a Cartesian grid of points X ⊂ R d . For each j ∈ {1, . . . , d}, let x j,k , k ∈ N 0 , be a sequence of distinct real points. Then the points of X are
where we use the multi-index notation
with |α| := α 1 + · · · + α d , and the convention that α ≤ β means that α j ≤ β j for j = 1, . . . , d. Given any β ∈ N d 0 , we call the set of indices
a block, and with it we can associate the set of grid points Note that unlike B β , the points of X β are not necessarily consecutive in the grid X , as illustrated in Figure 1 , showing an example of the set X (1, 1) corresponding to the block B (1,1) . If we denote a monomial in R d by
is an interpolation space for X β . In other words, for every function f :
One way of expressing p is the Newton form; see [8] , Chap. 5. We define, for each j = 1, . . . , d, the univariate polynomials ω j,0 (y) = 1 and
and the d-variate polynomial
We further define the divided difference ∆ α,β f , for 0 ≤ α ≤ β, by the recursion Here, e j ∈ N d 0 is the multi-index with e j i = δ ij . This kind of divided difference is the usual tensor-product one, i.e., it is applied to the function coordinatewise. Then we can express p as
In later sections it will be convenient to denote the interpolant p by p(B β ).
Interpolation on lower sets
We call a finite set
There is a natural space of polynomials associated with L,
The monomials x α , α ∈ L, form a basis for P L , and so the dimension of P L is |L|, the cardinality of L.
Corresponding to a lower set L, let Y L denote the set of points
Due to the arbitrary ordering of the coordinates x j,k for each j = 1, . . . , d, the set Y L can take on different configurations. This is illustrated in Figure 2 for the lower set L = B (1,3) ∪ B (3, 1) where three different configurations of Y L are shown.
The following theorem has been established in various ways in various papers in various cases. The earliest reference appears to be Kuntzmann [9] for d = 2. Here, for the sake of completeness, we prove it in the general case.
Theorem 1 There is a unique polynomial
This polynomial can be expressed as
Proof. To see that p interpolates f , suppose
in view of (1), is the tensor-product interpolant to f in P µ at the points X µ , and so p(
Having shown that p interpolates f , and since f is arbitrary, it follows from elementary linear algebra that p is also unique.
2
In later sections we will sometimes refer to the interpolant p as p(L).
Block interpolation
A lower set L can, by definition, be expressed as the union of the blocks associated with its maximal points:
where V ⊂ L is the set of maximal points of L. Conversely, every finite union of blocks is a lower set. The intersection of blocks, on the other hand, is itself a block. In fact, the intersection of the two blocks B α and B β is the block B γ where γ = min(α, β),
In what follows we will show that interpolation on L in the space P L can be expressed as linear combinations of tensor-product interpolants over the intersections of the blocks B α , α ∈ V . The main ingredient in this is the following identity.
Lemma 1 If L and M are lower sets, then
Proof. From the Newton form in Theorem 1,
and so the result follows from the fact that
In order to interpolate on a lower set, we can express it as the union of several blocks, and apply recursion, based on the lemma, with M a block, to build up the interpolant incrementally. From now on, when referring to a block we will sometimes write B i when it is the i-th block in a sequence of blocks. Given blocks
This formula leads to a double sum formula
Two dimensions
Blocks in R 2 are rectangles. Suppose B 1 , . . . , B n are n rectangles, such that
. Let us further assume that β i ≤ β k for any i = k. Then by reordering the rectangles, if necessary, we can assume that
Thus the configuration of the rectangles can be thought of as a kind of staircase shape; see 
Theorem 2 In the staircase configuration the interpolant reduces to
Proof. This follows from the double sum formula (5), since by (6),
6 Arbitrary dimension
Consider now general dimension d. Repeated use of the double sum formula (5) leads to the following general formula.
Theorem 3 Let L n be the union of the n blocks B 1 , B 2 , . . . , B n . Then
Proof. The proof is by induction on n. The formula trivially holds when n = 1. For n > 1, since
we conclude that L i−1 ∩ B i is the union of i − 1 blocks, and i − 1 ≤ n − 1. Thus we can apply the induction hypothesis to the double sum formula (5) to deduce that
The second sum above can be rewritten as
which when subtracted from the first sum gives (8) . 2 With the shorthand p = p(L n ) and
the formulas in the cases n = 2, 3, 4 are
If n > d some of the block intersections in the sum (8) are over more than d blocks, in which case they reduce to intersections of at most d of the blocks. Thus, in general, many of the terms in the sum (8) are repeated. It follows from Theorem 3 that there must be integer coefficients c α ,
We now use Lemma 1 to derive a general formula for the coefficients. For
Theorem 4
The coefficients in (9) are given by
We note that the sum in (9) can be extended to all α ∈ N d 0 if necessary because if α ∈ L then c α = 0. This follows from the fact that if α ∈ L then α + ǫ ∈ L for all ǫ ∈ {0, 1} d in the sum in (10) . This fact will facilitate the proof of the theorem by induction.
Proof. The proof of the formula is by induction on n ≥ 1, the number of blocks defining L. Suppose first that n = 1 and that L = B β for some
and only if 0 ≤ ǫ ≤ γ, and so
Therefore, if α = β, γ = 0, and
On the other hand, if α = β, γ = 0, and, letting k = |γ|,
which proves (10) for n = 1. Otherwise, suppose that L = L n ∪ B, where L n is the union of n blocks and B is a block. We can assume by the induction hypothesis that the formula holds for the union of at most n blocks. By Lemma 1,
and so, by applying (9-10) to the three terms on the right hand side, it follows that (9) holds for L with
This reduces to (10) because
and an interior point otherwise.
Proof. Because L is a lower set, if α + 1 d belongs to L, so does α + ǫ for any ǫ ∈ {0, 1} d and so (10) implies
It follows that a point α ∈ L with a non-zero coefficient c α must be both an intersection of some of the blocks defining L and a boundary point of L. This means that in the staircase configuration (6), where d = 2, α must belong to either {β
2 ) : i = 2, . . . , n}. Since Theorem 4 gives c α = 1 in the first case, and c α = −1 in the second, it thus recovers Theorem 2.
Interpolation of total degree
As an example of interpolation on a lower set, consider polynomial interpolation of total degree m ≥ 0, so that
Then the set of maximal points is
and L is the union of the blocks B α with |α| = m.
In the special case d = 2, the interpolant is a staircase interpolant (7), where, as usual, an empty sum has value 0.
