This paper is divided to two parts. In the first part, we provide elementary proofs for some important results in multi-objective optimization. The given proofs are so simple and short in compared to the existing ones. Also, a Pareto reducibility result is extended from efficiency to proper efficiency. The second part is devoted to the relationships between nonemptiness, R p ≧ -(semi)compactness, external stability and connectedness of the set of nondominated solutions in multi-objective optimization. Furthermore, it is shown that some assumption in an important result, concerning connectedness, is redundant and should be removed.
Introduction
Multi-objective optimization refers to maximiaing/minimizing more than one objective functions over a feasible set. The image of the feasible set under the objective functions is called the image space, and it is usually denoted by Y . The set of minimals of Y is denoted by Y N . Two basic and important questions in multi-objective optimization are asking about the conditions under which Y N = ∅ and Y N is externally stable (i.e. each dominated point of Y is dominated by a member of Y N ) [4, 13] . Another important result in multi-objective optimization is representing the set of (weak) efficient solutions of a multi-objective problem with respect to that of its subproblems [4, 7, 13] . This subject is called Pareto reducibility. The "Pareto reducibility" term was first used by Popovici [12] . In the first part of this paper, we provide elementary proofs for some important results concerning existence, external stability, and Pareto reducibility. The given proofs are so simple and short in compared to the existing ones, and specially these are suitable for teaching purposes. Also, a result about Pareto reducibility is extended from efficiency to proper efficiency.
Connectedness and R p ≧
-(semi)compactness of Y N are also two important notions in multi-objective optimization [4, 13] . The second part of the paper establishes the equivalence of nonemptiness, external stability, R p ≧ -compactness, and R p ≧ -semicompactness of Y N under appropriate assumptions. Furthermore, it is shown that one of the assumptions of a well-known result concerning connectedness (established in [8] ) is redundant and should be removed.
The preliminaries are given in Section 2 and the main results are presented in Sections 3 and 4.
Preliminaries
For two vectors y 0 , y * ∈ R p , we use the following componentwise orders:
Three orders ≧, ≥, and > are defined analogously. Using the componentwise order ≧, the following cone is defined, which is called the natural ordering cone: 
The set of all properly nondominated points of Y is denoted by Y P N .
then it is said to be a convex cone. If C ∩ (−C) = {0}, then it is called pointed. The cone C is called proper if it is nonempty, C = {0}, and C = R p . The nonegative and positive polar cones corresponding to C are defined as follows, respectively:
Consider a multi-objective optimization problem (MOP) as follows:
where X ⊆ R n is a nonempty set and f is a vector-valued function composed of p ≥ 2 real-valued functions. The image of X under f is denoted by Y := f (X) ⊆ R p and is referred to image space.
The set of all efficient solutions and the set of all weakly efficient solutions of MOP (1) are denoted by X E (f ) and X W E (f ), respectively.
In order to obtain efficient solutions with bounded trade-offs, Geoffrion [5] suggested restricting attention to efficient solutions that are proper in the sense of the following definition. Definition 2.6. [5] A feasible solutionx ∈ X is called a properly efficient solution to MOP (1) if it is efficient and there is a real number M > 0 such that for all i ∈ {1, 2, ..., p} and x ∈ X satisfying f i (x) < f i (x) there exists an index j ∈ {1, 2, ..., p} such that f j (x) > f j (x) and
The set of all properly efficient solutions of MOP (1) is denoted by X P E (f ). Let ρ ⊆ {1, 2, . . . , p} be nonempty. The set of all efficient (resp. weakly efficient) solutions of
is denoted by
The set of all properly efficient solutions of Problem (2) is denoted by X P E (f ρ ).
Some elementary proofs
This section contains elementary proofs for three important results in multi-objective optimization theory.
The following theorem has been proved by Borwein [3] for general real linear vector spaces, and has been addressed in some reference books, including [4, 13] , for finite dimensional multi-objective optimization. The proof addressed in [4, 13] is a technical proof utilizing the Zorn's lemma. In this paper, we present a simple and short proof for this result. The new proof is more appropriate for teaching purposes in compared to the existing one.
Theorem 3.1. [4, 13] 
Proof. Consider the following auxiliary optimization problem:
The set of feasible solutions of Problem (3) 
The objective function of this problem is continuous. Therefore, Problem (3) has an optimal solution, say y * . We show that
Therefore,ȳ is a feasible solution to (3) and
This contradicts the optimality of y * for (3) and completes the proof. 
The set of feasible solutions of Problem (4) 
On the other hand,
Hence,ȳ is a feasible solution to Problem (4) and contradicts the optimality of y * .
The theorem below has been addressed in some reference books, including [4, 13] , on finite dimensional multi-objective optimization. In the following, we present a simple and short proof for this result. Proof. Consider arbitrary y 0 ∈ Y and the auxiliary optimization problem (3) as defined in the proof of Theorem 3.1. Similar to the proof of Theorem 3.1, it can be seen that Problem (3) has an optimal solution, say y * ∈ Y N . Hence y
. This implies
because y 0 ∈ Y was arbitrary. This completes the proof.
Remark 3.2. The above result can be proved in a similar way if one considers any pointed convex closed proper cone
. See Remark 3.1 for more detail.
The rest of this section is devoted to Pareto reducibility [12] . The following theorem gives a simple proof for Proposition 2.35 in [4] (see also Malivert and Boissard [7] and Lowe et al [10] ). Malivert and Boissard [7] proved this result for representing the weak efficient set of (MOP) with respect to the efficient set of its subproblems. The proof given in [4, 7] is very complicated in compared to that given in the present paper. 
Proof. ⊇: The proof of this part is trivial.
⊆: The convexity assumptions imply that
. By the weight-sum scalarization technique (Theorem 3.5 in [4] ), there exists a nonzero vector Λ = (λ 1 , λ 2 , . . . , λ p ) 0 such thatx is an optimal solution to
Setting ρ = {i ∈ {1, 2, . . . , p} : λ i > 0}, we havex ⊆ X P E (f ρ ) ⊆ X E (f ρ ) according to Theorem 3.11 in [4] . This completes the proof.
In fact, in the proof of the above theorem, we proved the following theorem as well. The following theorem extends Theorem 2.36 in [4] . The equality provided in Theorem 3.4 is stronger than that given in Theorem 3.3 in the present paper and Theorem 2.36 in [4] . Notice that this equality provides a representation for weak efficient solutions with respect to the properly efficient solutions. 
The function f : X −→ R p is called convexlike if for each x, y ∈ X and each λ ∈ (0, 1) there exists some z ∈ X such that f (z) ≤ λf (x) + (1 − λ)f (y). It is not difficult to see that; if f is convex-like,
The following result shows that Equation (5) holds if one replaces the assumption "f is convex" with weaker assumption "f is convexlike". The proof of this theorem is similar to that of Theorem 3.3 and is hence omitted.
Theorem 3.5. If f is a convex-like function on X, then
X W E (f ) = ∅ =ρ⊆{1,...,p} X P E (f ρ ).
External stability and connectedness
The following theorem shows that the result given in Theorem 3.2 is still valid under weaker assumption "R Proof. Let y 0 ∈ Y be arbitrary. Setting
To this end, assume that
By assumption of the theorem, there exists m ∈ N such that
Hence, 
