Abstract In this paper, we prove directly that α-times integrated groups define algebra homomorphisms. We also give a theorem of equivalence between smooth distribution groups and α-times integrated groups.
Introduction
Integrated groups in Banach spaces have been introduced to study abstract "ill-posed" Cauchy problems, for example the Schrödinger problem in L p (R n ) with p ≥ 1, see [1] . n-Times integrated semigroups were introduced by Arendt ( [2] ), and Hieber and Kellerman ( [3] ) with n ∈ N, and later, Hieber defined α-times integrated semigroups with α ≥ 0 ( [4] ). Differential operators and differential operators with potentials are examples of integrated groups, see for example [1] and [5] .
On the other hand, vector-valued distribution groups appeared also in connection with the Cauchy problem ([6, 7] ). For integer order, both concepts are essentially the same with polynomial or exponential growth; see [8, Theorem 3.4] and [9] . In this paper, we present an approach which extends largely these results. We prove directly that α-times integrated groups define algebra homomorphisms, and smooth distribution groups of fractional order are equivalent to α-times integrated groups. These ideas are followed also in the cases of integrated semigroups ([10] ). Algebra homomorphisms allow us to prove subordination results on integrated groups; see the last section.
Fractional Banach algebras for the convolution product T (α) (τ α ) are defined using the Weyl fractional derivation. They are canonical for α-times integrated groups since Bochner-Riesz functions belong to them. Algebras T (α) (τ α ) were defined in [11] in the context of quasimultipliers for Banach algebras. Notations and main facts of fractional calculi are presented in the first section; see also [12] .
Convolution Fractional Banach Algebras on R
In this section, we review some results proven in [11] . We also give a new result about fractional calculi in Lemma 1. Let D be the class of C ∞ functions with compact support on R and S the Schwartz class on R. For a function f ∈ S , Weyl fractional integrals W
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Let A be a Banach algebra (with or without identity). For Ω ⊂ C, a family (r λ ) λ∈Ω of elements of A is called a pseudo-resolvent if the equation r λ − r µ = (µ − λ)r λ r µ holds for λ, µ ∈ Ω. An example of a pseudo-resolvent is the following. Let R, R + and C be the sets of real, positive real and complex numbers, respectively. For each λ ∈ R, denote by λ the function
Take ω ∈ R + ∪ {0} and let L 1 ω (R + ) be the usual Banach algebra with norm given by
and the convolution f * g(t) :
Moreover, the set ( 
Let L 1 (R + ) be the usual Banach algebra with the convolution product
This convolution product * is commutative and associative. However a second convolution product, • , may be considered in
Both convolution products are independent but a joint approach may be given. One can consider
and the usual convolution product in
G(t − s)H(s) ds
with t ∈ R and G, H ∈ L 1 (R). Take f, g ∈ L 1 (R + ) then f * g(t) = F * G(t), f • g(t) =F * G(t), t≥ 0, whereF (t) := F (−t) with t ∈ R .
Introduction
The Laplace transform is an important tool in the theory of scalar and vector valued differential equations ( [2] , [3] ). Other transforms are also used in the case of scalar differential equations ([10]). Cosine and sine transforms appear, in most cases, related with the Fourier transform. We may define different convolution products in
with f, g ∈ L 1 (R). These convolution products are usually called trigonometric convolution products. Trigonometric convolution products fit perfectly with trigonometric (cosine and sine) transforms, see [10] and here Theorem 1.4.
On a Banach space X , cosine and sine functions, (C(t)) t≥0 , (S(t)) t≥0 ⊂ B(X) play almost the same role as trigonometric functions in the scalar case. For example, cosine and sine functions give the solution of the second order Cauchy problem ([7] , [12] ). It seems natural to investigate vector-valued cosine and sine transforms. In fact, Marschall was the first to consider a vector-valued cosine transform in [9] , where he studied spectral properties and the spectral mapping theorem for cosine functions.
Sine functions, or once integrated cosine functions, were introduced by Arendt and Kellermann [4] . They gave examples of sine functions which were
Unbounded operators arise naturally in differential equations, and appear profusely in harmonic analysis. Quite often, they can be suitably treated by functional-theoretical methods, although, even in these cases, such operators are not always easily understood. This paper concerns groups of unbounded operators (e −itH ) t∈R , together with their "infinitesimal generators" −iH , which arise as formal solutions of ill-posed Cauchy problems. A typical example is the group (e −itL ) t∈R where L is the Laplacian L = − n j =1 ∂ 2 /∂x 2 j on R n , which provides the
The interest in orthogonal matrix polynomials seems to go back to the early work by M. G. Krein. Over the years, quite a number of papers have been devoted to different aspects of this subject, in such a way that there is at present a cohesive, well-established theory which makes up a field of active research, see [10] , [4] , [8] and references therein. However, it is only very recently that the theory has been enriched with a systematic study about the existence of families of new, matrix-valued, orthogonal polynomials, to be obtained as solutions (or "eigenvectors") of suitable second-order differential equations with matrix coefficients. Here, by "new" families we understand families which are not those of the scalar case, and such that they are orthogonal with respect to a positivedefinite weight matrix of measures on the real line [4] . After some convincing arguments, the equations that are proposed we deal with in [4] have the form
where A i is a matrix polynomial with degree less than or equal to i (i = 1, 2, 3), and is a Hermitian matrix independent of t. Moreover, the coefficients A i are related to a given 
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Proof. Let L be a differential operator of degree 2 such that there exists
For ν ∈ C and t ∈ R, let ± (ν, t) denote the determinant of the matrix H ± ν,a,1 (t), i.e.,
Fix n ∈ N. Clearly, the function ± (n, ·) is a nonzero polynomial (recall that h
n h − n is the Hermite polynomial) and therefore the set Z (n) of (real) zeros of ± (n, ·) is finite or empty. Take t / ∈ Z (n). By continuity, there exists a disk t (n), centered at n, in the complex plane such that 
Well-boundedness and C m scalarity
Let A be a possibly unbounded, closed, densely defined operator on a Banach space X, with spectrum σ(A) contained in (a, b) ⊂ R, where −∞ ≤ a < b ≤ ∞. Let denote B(X) the usual Banach algebra of bounded operators on X. When X is a Hilbert space and A is a self-adjoint operator on X then there exists a projectionvalued measure Ω → E(Ω) from the Borel subsets Ω of (a, b) into B(X), such that
λ dE(λ).
Introduction
Let R and R + be the sets of real and positive real numbers. Widder's characterization of Laplace transforms of real-valued bounded functions states that, given r ∈ C (∞) (0, ∞), 
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Let R ≡ (R λ ) |λ|>ω be a pseudo-resolvent on B(X). It is easy to check that the kernel and the range of R λ are independent of λ (we denote them by ker(R) and Im(R)). Note that (R λ ) |λ|>ω is the resolvent of a densely defined closed operator (A, D(A) M e ω|t| for t ∈ R. It is straightforward to check that (A, D(A)) is the infinitesimal generator of (S(t)) t∈R .
