All CAT(0) Boundaries of a Group of the Form HxK are CE Equivalent by Mooney, Christopher
ar
X
iv
:0
70
7.
43
16
v1
  [
ma
th.
GT
]  
29
 Ju
l 2
00
7
ALL CAT(0) BOUNDARIES OF A GROUP OF THE FORM H ×K ARE
CE EQUIVALENT
CHRISTOPHER MOONEY
Abstract. M. Bestvina has shown that for any given torsion-free CAT(0) group G, all of
its boundaries are shape equivalent. He then posed the question of whether they satisfy the
stronger condition of being cell-like equivalent. In this article we prove that the answer is
“Yes” in the situation where the group in question splits as a direct product with infinite
factors. We accomplish this by proving an interesting theorem in shape theory.
1. Introduction
The CAT(0) condition is a geometric notion of nonpositive curvature, similar to the defi-
nition of Gromov δ-hyperbolicity. A geodesic space X is called CAT(0) if it has the property
that geodesic triangles in X are “no fatter” than geodesic triangles in euclidean space (see
[BH, Ch II.1] for a precise definition). The visual or ideal boundary of X , denoted ∂X , is the
collection of endpoints of geodesic rays emanating from a chosen basepoint. It is well-known
that ∂X is well-defined and independent of choice of basepoint. Furthermore, when given
the cone topology, X ∪ ∂X is a Z-set compactification for X . A group G is called CAT(0) if
it acts geometrically (i.e. properly discontinuously and cocompactly by isometries) on some
CAT(0) space X . In this setup, we call X a CAT(0) G-space and ∂X a CAT(0) boundary
ofG. We say that a CAT(0) groupG is rigid if it has only one topologically distinct boundary.
It is well-known that ifG is negatively curved (acts geometrically on a Gromov δ-hyperbolic
space) or if G is free abelian then G is rigid. Apart from this, little is known concerning
rigidity of groups. P.L. Bowers and K. Ruane showed that if G splits as the product of a
negatively curved group with a free abelian group, then G is rigid ([BR]). Ruane proved
later in [Ru] that if G splits as a product of two negatively curved groups, then G is rigid.
T. Hosaka has extended this work to show that in fact it suffices to know that G splits
as a product of rigid groups ([Ho]). Another condition which guarantees rigidity is know-
ing that G acts on a CAT(0) space with isolated flats, which was proven by C. Hruska in [Hr].
Not all CAT(0) groups are rigid, however: C. Croke and B. Kleiner constructed in [CK] an
example of a non-rigid CAT(0) group G. Specifically, they showed that G acts on two differ-
ent CAT(0) spaces whose boundaries admit no homeomorphism. J. Wilson proved in [Wi]
that this same group has uncountably many boundaries. Furthermore, it is shown in [Mo]
that the knot group G of any connected sum of two non-trivial torus knots has uncountably
many CAT(0) boundaries. For a collection of non-rigid CAT(0) groups with boundaries of
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higher dimension, see [Mo2].
On the other end of the spectrum, it has been proven by M. Bestvina in [Be] that for
any torsion-free CAT(0) group, all of its boundaries are shape equivalent. He then posed the
question of whether they satisfy the stronger condition of being cell-like equivalent. Bestv-
ina’s question has been answered in part by R. Ancel, C. Guilbault, and J. Wilson, who
showed in [AGW] that all the currently known boundaries of Croke and Kleiner’s original
group satisfy this property; they are all cell-like equivalent to the Hawaiian earring.
In this article, we give further evidence in favor of Bestvina’s conjecture by proving the
following theorem.
Theorem 1. Let G be a CAT(0) group which splits as a product H×K where H and K are
infinite. Then all CAT(0) boundaries of G are cell-like equivalent through finite dimensional
compacta.
Contrasting this with Hosaka’s result, no assumption needs to be made about the factor
groups.
In order to prove Theorem 1, we first prove an interesting result in shape theory. In [Has],
Hastings proves that if two spaces are shape equivalent, then their suspensions are cell-like
equivalent. The proof of this next theorem was inspired by a geometric proof of Hastings’
theorem shown to the author by Craig Guilbault.
Theorem 2. Joins of shape equivalent compacta are cell-like equivalent. That is, if X
SH
≃ X ′
and Y
SH
≃ Y ′, then
X ∗ Y
CE
≃ X ′ ∗ Y ′
Furthermore, if these four compacta are finite dimensional, then the cell-like equivalence can
be realized through finite dimensions.
Here ∗ denotes the join operation,
SH
≃ denotes shape equivalence, and
CE
≃ denotes cell-like
equivalence. For us, the term “compactum” means a compact metric space.
Acknowledgements. The work contained in this paper will be published as one part of
the author’s Ph.D. thesis written under the direction of Craig Guilbault at the University of
Wisconsin-Milwaukee. The author would also like to thank Ric Ancel, Chris Hruska, Boris
Okun, and Tim Schroeder for helpful conversations.
2. Equivalence of Compacta
2.1. Shape Equivalence. A number of definitions of shape equivalence have been given
(see [Bo] and [MS]). We will use the following equivalent definition, which is due to Chap-
man ([Ch, Sec VI]).
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Definition 2.1. We say that two compacta X and Y are shape equivalent and write X
SH
≃ Y
if when X and Y are imbedded as Z-sets in the Hilbert cube Q, then Q−X ≈ Q− Y .
A Z-set of a space X is a subspace Z for which there is a homotopy Ht : X → X such
that H0 = idX but Ht(X) ⊂ X − Z for all t > 0. Embedding a compactum X as a Z-set in
Q is easy: one simply embeds X in
{0} × Π∞i=2[0, 1] ≤ Π
∞
i=1[0, 1] = Q.
Similarly, finite dimensional compacta can be embedded as Z-sets of finite dimensional cubes.
For a proof that a finite dimensional compactum can embedded in a finite dimensional cube,
see [Mu, Th 50.5]; the proof of the infinite dimensional case is similar.
It is a standard fact that homotopy equivalence implies shape equivalence (see [MS, Ch
I,Sec 4.1]).
2.2. Cell-Like Equivalence. A compactum X is said to be cell-like if it is shape equivalent
to a point. In particular, contractible compacta are cell-like. A map X → Y is called cell-like
if it is surjective and the preimage of every point is a cell-like compactum. 1
We say that two compacta X and Y are cell-like equivalent and write X
CE
≃ Y if there is
a zig-zag of compacta and cell-like maps
K1 K3 Kn
ւ ց ւ ց ... ւ ց
X K2 Y.
If all compacta in this zig-zag are finite dimensional, then we say that X and Y are cell-like
equivalent through finite dimensions, and write X
CE
f
≃ Y .
2.3. The Finite Dimensional Category. If we restrict ourselves to the category of finite-
dimensional compacta, then it is known that cell-like equivalence (that is, cell-like equivalence
through finite dimensions) is strictly stronger than shape equivalence and strictly weaker than
homotopy equivalence (denoted
HE
≃ ). Specifically, we have the following for finite dimensional
compacta X and Y .
Facts 2.2.
(1) X
HE
≃ Y ⇒ X
CEf
≃ Y (proven by S. Ferry in [Fe, Th 2]).
(2) X
CE
f
≃ Y 6 ⇒ X
HE
≃ Y .
(3) X
CE
f
≃ Y ⇒ X
SH
≃ Y (proven by R. B. Sher in [Sh]).
1Note that our definition implies that cell-like maps are proper.
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(4) X
SH
≃ Y 6 ⇒ X
CE
≃ Y (S. Ferry gave a 1-dimensional counterexample in [Fe2]).
A couple of notes about these facts: First of all, the theorem quoted in (1) does not ex-
plicitly mention the finite dimensional case. However, a careful analysis of the intermediate
space Z constructed in [Fe] reveals that it does indeed have finite dimension if X and Y are
finite dimensional.2 The second fact is a standard example; take X to be the topologist’s
sine curve and Y be a point p. The map X → Y is cell-like, because X has the shape of a
point, but X is certainly not contractible.
Finally, it is important to observe that (3) does not hold if we leave the finite dimensional
category, as exhibited by J. Taylor in [Ta]. However, E. Swenson has shown in [Sw] that all
CAT(0) boundaries are finite dimensional, which is why Theorem 1 is stated in the finite
dimensional category.
3. Proofs of Theorems 1 and 2
Theorem 2 follows from this next proposition together with an easy transitivity argument.
Proposition 3.1. Let X, Y , and Z be compacta such that X
SH
≃ Y . Then
X ∗ Z
CE
≃ Y ∗ Z
Furthermore, if these compacta are finite dimensional, then the cell-like equivalence may be
obtained through finite dimensions.
Proof. We will begin by proving the proposition without the finite dimensional hypothesis.
The proof of the finite dimensional case is obtained by an identical argument in which Q is
replaced with a finite dimensional cube.
Imbed X in Q as a Z-set. In our diagrams, we will draw Q as a square with X as a
subsegment of a side, as in Figure 1.
.
.
..
.
.
.
.
.
.
.
..
X
Q
Figure 1. X ⊂ Q
For some fixed z0 ∈ Z, we define the space
K3 = (Q−X)× (Z − z0).
2The author found formula (B) from [HW, Sec III.2] helpful in this analysis.
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Note that by Definition 2.1, we have
K3 ≈ (Q− Y )× (Z − z0).
Therefore it suffices to prove that X ∗ Z
CE
≃ K⋆
3
, where the ⋆ denotes one-point compactifi-
cation.
Our cell-like equivalence zigzag between X ∗ Z and K⋆3 will have two intermediate spaces
and three cell-like maps:
X ∗ Z K2
φ1
ց
φ2
ւ
φ3
ց
K1 K
⋆
3
(see Figure 3).3 The first intermediate space is the quotient space
K1 = X ∗ Z/X ∗ z0.
The other is the union of Q× Z with a cone Γ on the complement of K3 (see Figure 2). In
other words,
K2 = Γ ∪Q× Z = p ∗ (Q× Z −K3) ∪Q× Z,
where p denotes the cone point of Γ. Note that K⋆
3
= K2/Γ. It is easy to see that K2 is
metrizable. The other spaces, K1 and K
⋆
3
are metrizable because they are finite decomposi-
tions of metrizable spaces into closed sets (see [Da]).
The first map, φ1 is the obvious quotient map. The last map, φ3, can also be realized
as a quotient map by writing K⋆
3
= K2/Γ. Both of these maps are cell-like since the only
nontrivial point preimages are cones.
We now realize φ2 as a quotient map. Consider the following collection of subspaces of
K2:
S =
{
Q× z
∣
∣z 6= z0
}
∪
{
p ∗ (Q× z0)
}
and let φ2 be the quotient map onto the decomposition space K2/S. Again, φ2 is obviously
cell-like, since point preimages are contractible. It suffices to prove the following claim.
Claim. K2/S = K1.
Well, K2/S = Γ/S
′, where
S ′ =
{
X × z
∣
∣z 6= z0
}
∪
{
p ∗ (X × z0)
}
,
which means that we can forget about Q×Z for the time being. On one hand, we can write
X ∗ Z = X × Z × I/ ∼
where ∼ is generated by the rules
(a) (x, z1, 1) ∼ (x, z2, 1) for every x ∈ X and z1, z2 ∈ Z.
3Ric Ancel has suggested a variation on this proof which uses only one intermediate space and two cell-like
maps.
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CX
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Γ
Figure 2. K2
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Figure 3. The CE ZigZag
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(b) (x1, z, 0) ∼ (x2, z, 0) for every x1, x2 ∈ X and z ∈ Z.
In other words, Z disappears at the top (at level 1) and X disappears at the bottom (at
level 0). Passing to K1 can be thought of as adding the additional rule
(c) (x1, z0, t1) ∼ (x2, z0, t2) for every x1, x2 ∈ X and t1, t2 ∈ I,
which kills the cone X ∗ z0.
On the other hand, we can write
Γ = X × Z × I/ ∼
where ∼ is generated by the rule
(a′) (x1, z1, 1) ∼ (x2, z2, 1) for every x1, x2 ∈ X and z1, z2 ∈ Z.
Here X × Z disappears at the top (at the point p). Passing to Γ/S ′ can be thought of as
adding the rules (b) and (c) from above. But (a) and (a′) are equivalent in the context of
(c)! This proves the claim.
For the finite-dimensional version of the theorem, we simply note that the fact that Q is
infinite dimensional is never used here. Therefore we may replace Q with a finite-dimensional
cube and Chapman’s definition with its finite dimensional analogue proven by Chapman in
[Ch2] and independently by G. Venema in [Ve]. 
Along with Theorem 2, the proof of Theorem 1 requires two other results. The first is due
to Hosaka.
Theorem. [Ho, Th 2] Let G = H ×K be a CAT(0) group with infinite factors and X be a
CAT(0) G-space. Then there is a CAT(0) H-space Y and a CAT(0) K-space Z such that
∂X ≈ ∂Y ∗ ∂Z.
Note that this equation is exactly what one would expect in light of the equation
∂(Y × Z) ≈ ∂Y ∗ ∂Z
given in [BH, Ex II.8.11(6)]. In fact Y and Z are constructed as subspaces of X . The ac-
tion ofH on Y andK on Z is not immediate from the original action ofH×K onX , however.
The second result is a generalization of Bestvina’s theorem due to P. Ontaneda.
Theorem. [On, Co B] Let G be any CAT(0) group and X and Y be CAT(0) G-spaces. Then
∂X
SH
≃ ∂Y .
The proof of Theorem 1 is now straightforward. Given any CAT(0) group G = H × K
with infinite factors and any two CAT(0) G-spaces X and X ′, we use Hosaka’s Theorem to
write ∂X ≈ ∂Y ∗ ∂Z and ∂X ′ ≈ ∂Y ′ ∗ ∂Z ′ where Y and Y ′ are CAT(0) H-spaces and Z
and Z ′ are CAT(0) K-spaces. By Ontaneda’s Theorem, we have ∂Y
SH
≃ ∂Y ′ and ∂Z
SH
≃ ∂Z ′.
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Recalling that CAT(0) boundaries are always finite dimensional, we apply Theorem 2 in the
finite dimensional category to get that ∂X
CE
f
≃ ∂X ′.
In closing, we note that the reason for requiring both factors to be infinite is because if
one of the factors, say H , is a finite index subgroup of G, then K and G act geometrically
on exactly the same family of CAT(0) spaces.
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