ABSTRACT: Smart antenna networks are receiving a lot of interest in these days, as new advanced and fast processors are being developed. Capable of pointing the main beam in a certain desired direction and create nulls in the radiation pattern in the direction of interference, smart antenna networks are a good solution in a bandwidth limited environment as the number of users continuously grow. This technique is called beamforming. For many years smart antennas were not practical as they involve the use of a processor that runs an adaptive algorithm. Slow processors meant low speed of convergence and a slow adaptation. There are a lot of adaptive algorithms that can fur fill the job that a smart antenna system has to accomplish. The main purpose of this paper is however to present the main advantages of creating a MATLAB GUI (Graphical User Interface) in order to study these algorithms. The GUI described studies 62 adaptive algorithms, some described in literature, some propose by the authors. We will make a short description of the LMS (Least Mean Squares Algorithm), the APA (Affine Projection Algorithm) and the GASSAPA (Gradient Adaptive Scalar Step Size Affine Projection Algorithm) and compare them with the use of the graphical interface.
INTRODUCTION
Beamforming is not a new field of research. There is a lot of theory and also some implementations but real, useful practical applications are just starting to make their way into the communications environment. With the help of this technology, the adaptive antenna system increases the cell-edge and the link budget, increases overall network capacity and of course manages interference. An adaptive antenna system performs best however in a low-density, highly-scattered application scenario as is the case of rural areas. Here it helps reduce the number of cell-sites required. This is a gain for the operators as they can reduce the infrastructure costs.
Many adaptive algorithms have been developed and studied and there is a large amount of literature that details their performance. In this paper we took the mathematical theory behind some of these algorithms and transpose it to MATLAB.
There are two main classes of adaptive algorithms. There are the blind equalization algorithms that use a training sequence in order to reach convergence and there are the no blind equalization algorithms that reach convergence without the need of a training sequence.
We are interested in a few but vital things when it comes to using such an algorithm. First we look at the precision with which it reaches the adaptation stage and its stability once this stage is reached. Also another important property is the speed with which it reaches convergence. Another essential characteristic of such an algorithm that has to be taken into consideration is its behaviour in a noisy environment [1] .
The algorithms described in literature have advantages and disadvantages depending on the references taken when decided to compare them with each other. Some of them behave better in some situations, other behave better in other situations. All of them have pluses and minuses. By simulating these algorithms and plotting the results we can compare them and decide which is best suited for a certain situation.
The GUI is a useful tool with the help of which a student can evaluate the performance of his work in an organized matter and can present the results obtained in a fast and elegant way. A teacher can also present to the student the practical aspect of mathematics by giving complex formulas a visual representation. By creating a friendly GUI the teacher can make theory more interesting to the student as he sees the results and the importance of mathematics.
MATLAB has the possibility to create such interfaces with a certain degree of ease. This MATLAB feature comes in handy especially when a mathematician needs to evaluate the performance of different algorithms designed to fur fill a certain purpose.
The principles of Beamforming
Adaptive filtering is more and more present in communications systems nowadays. It helps to improve the performance of these systems by using complex signal processing techniques. The idea of adaptive filtering also became interesting to the antenna design field. The tap weights update filter is in this case represented by an antenna array with multiple elements. The basic idea is that in an environment with multiple signal sources some of these signals interfere with others. Much of the engineers' interest in communications is to differ between.
In our simulations we consider a linear antenna array and a signal source in the far field. The wave front that arrives at the antenna array will be planar in this case. We also take into consideration the presumption that the propagation medium is homogenous. The array is made up of Omni-directional elements. In the ideal case of non-dispersive propagation and distortion less elements, the propagation from the source to the element is a matter of time delay [3] . The delay translates into phase difference, and this phase difference can be manipulated in order to point the main lobe of the radiation pattern toward the signal source. It is also possible to create nulls in the radiation pattern in the direction of interfering signals. This is done with the help of an adaptive algorithm.
As we can see in figure 1 , the origin of the coordinate system is the time reference. The time in which a signal from source k in direction , measured from element l to the origin, arrives at the antenna array is given by the equation: (1) where is the position vector for element l, is the unit vector in direction and c is the propagation speed for the wave front. For a linear array with equally spaced elements along x axis, and d the distance between them, the time is: (2) When the signal source is situated somewhere perpendicular to the array's axis, at an angle from (2) it can be seen that , for any of the elements l. We can conclude that the wave front reaches all the elements at the same time and the signals induced by source k at all the elements of the array are equal. For , the wave front reaches element l before it reaches the element in the origin of the coordinate system. The delay can be expressed as in the following equation:
On the other hand, for , the delay becomes:
The minus sign in front of the equation is due to . This quantity represents the propagation time in which the wave front travels the distance between element l and the origin. The negative sign indicates the fact that the wave front gets to the origin before it gets to element l, and the signal induced at element l reaches this element later than the one induced at the element in the origin.
ADAPTIVE ALGORITHMS
In order to understand how an adaptive algorithm works it is necessary to point out some of the equations that describe probably the simplest one of them, the LMS (Least Mean Square) algorithm. After that the basics of the APA (Affine Projection Algorithm) and the GASAPA (Gradient Adaptive
Step Size Algorithm) will be described in order to make a comparison between them with the use of our GUI.
The LMS Algorithm
A signal source in a certain desired direction, a couple of interfering sources in other directions and the background noise are considered. For mathematical simplicity we consider a linear antenna array. The most commonly used way to distinguish the desired signal source from the other signal sources is to evaluate the mean square error [2] . As already said the main lobe of the radiation pattern can be pointed in a certain direction and nulls can be created in the direction of interfering signal sources. The study is considered for the reception case, but the same principles are true for emission. Small letters will be used to represent scalars and large letters to represent vectors. Consider the signals induced at the array elements:
The LMS is a non blind adaptive algorithm so it uses a reference signal:
The input signal vector is:
The difference between the received signal and the reference signal represents the error:
A set of weights is computed. The weights are multiplied with the input signal in order to better approximate the desired signal. The weights vector is:
The output signal is in this case:
where H is the Hermitian operator meaning the conjugate transpose.
The weights update equation is: (9) where is the step size. It controls the speed of convergence and the stability of the algorithm. A higher value chosen for will make the algorithm converge faster but with poor stability at adaptations stage. Choosing a smaller value for a better stability is obtained, but the time necessary to reach convergence is higher.
The APA Algorithm
A better algorithm is the Affine Projection Algorithm. It is based on affine subspace projections [2] . It behaves better than LMS on noisy channels. If the error computed in case of the LMS is scalar, the error computed by the APA is a vector giving it a better evaluation perspective. The APA algorithm doesn't operate with only one sequence of the input signal that arrives at the array. It operates with a matrix that consists of P of this input vectors. The matrix containing the input signal vectors is:
The error vector is:
The autocorrelation matrix of the input signal vectors is:
Finally, the weights update equation is:
There are many similarities with the LMS algorithm. The backbone of this algorithm is actually the LMS algorithm.
The GASSAPA Algorithm
An improved APA algorithm is the GASSAPA (Gradient Adaptive Scalar
Step Size Algorithm). Like in the case of the VSSLMS (Variable Step Size Least Mean Squares) algorithm that improves the LMS algorithm by using a variable step size, the GASSAPA improves the APA algorithm by using a variable step size [2] . All the equations remain the same as for the APA algorithm. The only difference is that in the weights update equation the step size is not a constant any longer, it changes its value at every loop and it is computed recursively.
The weights update equation for the GASSAPA is:
(14) with:
and (15) The recursive equations for the adaptive step size computation are:
where is the first column of the matrix .
In the equations describing the variable step size of the GASSAPA, the scalar error and also the signal input vector are used. The error vector and the input signal matrix is used in the weights update equation
The step size is bounded to a minimum and also a maximum limit in order not to diverge. It is a good trade-off between speed of convergence and stability.
THE GUI AND SIMULATION RESULTS

Main features of the graphical user interface
As we can see in figure 2 , on the left side of the GUI window we have a panel from where we can choose the algorithms we want to test. Regarding the dynamics of the simulation, we can choose between the case of a fixed signal source or a moving signal source.
Figure 2. GUI used to simulate the Affine Projection Algorithm
Each algorithm has different parameters. Just on the right hand side of the panel that contains the algorithms, as we choose an algorithm, the parameters that describe this algorithm will appear, parameters like numbers of iterations, step size, sliding window length and others.
We can choose the desired signal source's direction, the Signal to Noise Ratio and the number of interference sources in case of the non-blind adaptive algorithms.
At the bottom of the GUI there are 2 panels. The first describes the antenna array's structure like the number of elements, the frequency at which the system operates and the length between the elements of the array. In the second panel, the interference sources can be defined.
We use a figure in which the user can plot the radiation pattern either in Cartesian coordinates or polar coordinates, the adaptation error and the power level in dB.
The running time is also displayed. The running time is the time in which MATLAB does all the computations and plots the results.
The actual time is much less if we were to simulate the algorithms without the graphical representation which would happen in real applications. But for comparison purposes it provides a good reference.
Simulations and results
We chose to compare the APA with the GASSAPA. For simulations we chose a number of 50 iterations. For the APA we chose a step size and for the GASSAPA we constrained the step size to the interval . The input signal matrix is made of a number of signal vectors which translates in our GUI as the sliding window. We chose a number of 20 input vectors in our simulations. The antenna array has 8 elements. The desired signal source is at 120 degrees. We considered three sources of interference, at 30 degrees, 80 degrees and 160 degrees.
The
Of course first of all, when you want to see the performance of an algorithm you need to study the mathematical equations that describe it in order to see what all the parameters represent. Some of the algorithms use many such kind of parameters. By comprehending their purpose and see the results obtained for the values chosen for them, one can even maybe find ways to improve on some. As we can see from form figures 2 and 3, the GASSAPA has a better performance. It is faster and more precise. Compared to the APA, the GASSAPA places the nulls better in the radiation pattern. The time in which the GASSAPA runs through the 50 iterations is smaller than the time it takes the APA although the first has slightly more computations to make. If we were to run the algorithms a couple of times we would see that this time is almost the same in both cases. Next we will see how the algorithms behave if the signal source is moving. The sources of interference remain in fixed positions. The same parameters were used as in the static case for both the algorithms. The principle of the dynamic case involves a signal source that travels from an angle, let's say zero degrees to an angle of let's say 180 degrees. As the source travels it is pretty obvious that we need to restart calculating the weights after a certain time window. So we zeroise all the weights and than compute them again.
The window and the number of iterations are chosen the same for both algorithms. From figures 5 and 6 we can denote that the algorithms have slightly similar performances. The GASSAPA is a little slower due to the computational complexity. As the signal source gets close to the direction of the interference source in case of the APA we can see that a secondary lobe is created alongside this direction.
It doesn't have a high magnitude but it's interference any way. In the case of the GASSAPA secondary lobes also appear when the desired signal source gets close to the direction of the interference source but in this case the secondary lobes are not in the direction of the interference signal source. So the interference is less than in the case of the APA.
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We can conclude that the GUI is indeed useful. With its help we could study the two algorithms described and compare the results. So as to say the GASSAPA has indeed better performance at least when it comes to combat interference. The GASSAPA manages to better place nulls in the radiation pattern, and this is due to the fact that the variable step size parameter controls the speed of convergence.
The GASSAPA works better in the static case. If the signal source is moving however, the APA gives better results at tracking it. This is due to the fact that the GASSAPA is computationally more expensive. The nulls although, are still better placed in the radiation pattern in case of GASSAPA for the dynamic case, only that the algorithm is slower and can lose track of the signal if the source moves very fast.
Having this in mind we propose a future study in which to introduce a new parameter in the GUI to define the performance of the algorithms in the dynamic case. The idea is to convert the number of iterations and the sliding window length into degrees per second and obtain a speed parameter. With its help we can study at which speed the algorithms lose track of the signal in the dynamic case.
Looking at the practicality of such a graphical interface in the case presented, we can say that such a development could improve the learning process. Such an interface is figuratively speaking a teacher-student interface meant to ease the job of the teacher and also raise the student's interest regarding a certain matter.
