In recent years, the demand for small area statistics has greatly increased worldwide. A recent application of small area estimation (SAE) techniques is in estimating local level poverty measures in Third World countries which is necessary to achieve the Millennium Development Goals. The aim of this research is to study SAE procedures for estimating the mean income and poverty indicators for the Egyptian provinces. For this goal the direct estimators of mean income and (FGT) poverty indicators for all the Egyptian provinces are presented. Also this study applies the empirical best/Bayes (EB) and the pseudo empirical best/Bayes (PEB) methods based on the unit level -nested error -model to estimate mean income and (FGT) poverty indicators for the Egyptian border provinces with (2012-2013) income, expenditure and consumption survey (IECS) data. The (MSEs) and coefficient of variations (C.Vs) are calculated for comparative purposes. Finally the conclusions are introduced. The results show that EB estimators for poverty incidence and poverty gap are smaller than PEB for all selected provinces. EB figures indicate that the largest poverty incidence and gap are for the selected municipality at the scope of the border south west of Egypt (New Valley). The PEB figures indicate that the largest poverty incidence and gap are for the selected municipality at the scope of the border north east of Egypt (North Sinai). As expected, estimated C.Vs for EB of poverty incidence and poverty gap estimators are noticeably larger than those of PEB estimators in all selected provinces.
Introduction
For effective planning of health, social and other services, and for rationalizing government funds, there is a growing demand among various government agencies such as the U.S. Census Bureau, U.K. Central Statistical Office, and Statistics Canada to produce reliable estimates for smaller sub-populations, called small areas [1] . Small area estimation (SAE) was first studied at Statistics Canada in the seventies, Small area estimates have been produced using administrative files or surveys enhanced with administrative auxiliary data since the early eighties [2] . The terms "small area" and "local area" are commonly used to denote a small geographical area, such as a county, municipality or a census division. They may also describe a "small domain", a small subpopulation such as a specific age-sex-race group of people within a large geographical area [3] . Small area estimating quantities of interest for subpopulations (also known as domains) with survey data is a common practice. Domains can be defined by any characteristics that partition the population into a set of mutually exclusive subpopulations. Domain estimators that are computed using only the sample data from the domain are known as Direct Estimators (design-based estimators). [4] introduced one of the common approaches in direct estimation, Horvitz-Thompson estimator. Direct estimates often lack precision when domain sample sizes are small [5] . Due to cost and other considerations, sample surveys are typically designed to provide area-specific (or direct) estimators with small sampling coefficient of variation (CV) for large areas (or domains). In fact, survey practitioners often stress that non-sampling errors, including measurement and coverage errors, contribute much more than sampling errors to total mean squared error (MSE) which is often used as a measure of quality of estimators. In fact, sample sizes can be zero in many small areas of interest. Due to difficulties with direct estimators, it is often necessary to employ Indirect Estimates that borrow information from related areas through explicit (or implicit) linking models, using census and administrative data associated with the small areas [6] . Therefore the indirect estimation (model-based small area estimation) mainly uses two types of statistical models -implicit and explicit models. The implicit models provide a link to related small areas through supplementary data from census and/or administrative records; whereas the explicit models account for small area level variations through supplementary data [7] . Indirect estimation requires to go beyond the survey data analysis methods that are available [5] . The traditional indirect estimators are synthetic which introduced by [8] , and composite which is a natural way to balance the potential bias of a synthetic estimator against the instability of a direct estimator by choosing an appropriate weight, see [3] . Synthetic and composite estimators, rely on implicit linking models. Indirect estimators based on explicit linking models have received a lot of attention in recent years because of the following advantages over the traditional indirect estimators based on implicit models:
(i) Explicit model-based methods make specific allowance for local variation through complex error structures in the model that link the small areas. (ii) Models can be validated from the sample data. (iii) Methods can handle complex cases such as cross-sectional and time series data, binary or count data, spatially-correlated data and multivariate data. (iv) Area-specific measures of variability associated with the estimates may be obtained, unlike overall measures commonly used with the traditional indirect estimators [6] .
So the explicit linking models provide significant improvements in techniques for indirect estimation. Based on mixed model methodology, these techniques incorporate random effects into the model. The random effects account for the between-area variation that cannot be explained by including auxiliary variables [5] . Explicit Linking Models are split into two main types; these types are known as area level model that is introduced by [9] , and unit level model which is considered by [10] , each type has many extension models that emerge from it. [11] provide an excellent account of the use of traditional and model-based indirect estimators in US Federal Statistical Programs. Text books on SAE have also appeared [12, 13, 14, 15] , and [16] . Good accounts of SAE theory are also given in the books by [17] and [18] .
Both unit and area level models have been used extensively to estimate linear parameters such as totals and means. Poverty maps are an important source of information on the regional distribution of poverty and are currently used to support regional policy-making and to allocate funds to local jurisdictions. Good examples are the poverty and inequality maps produced by the World Bank for many countries all over the world [19] . Most poverty indicators are non-linear functions of a welfare variable such as income or expenditure. This makes many of the current small area estimation methods, typically developed for the estimation of linear characteristics, such as means, not applicable [20] . The first method designed to estimate general non-linear parameters in small areas is ELL method [21] , used by the World Bank (WB) to construct poverty maps at local level. This method assumes a (unit level) linear mixed model which is presented by [10] for the log income or other variable used to measure the wellbeing. [22] have shown that the poverty estimates obtained by the ELL method can have poor accuracy. The empirical best (EB) method of [22] gives an approximation to the best estimates in terms of mean squared error (MSE), provided that the log incomes (or other one-toone transformation of the welfare variable) are normally distributed. For estimation of general non-linear parameters in small areas, [20] proposed pseudo empirical best (PEB) method that incorporates the sampling weights and reduces considerably the bias of the un-weighted empirical best (EB) estimators under informative selection mechanisms.
This research is organized as follows. Section 2 introduces the unit level -nested error -model. The direct method, Empirical Best / Bayes (EB) method, and Pseudo Empirical Best / Bayes (PEB) method are introduced in Sections 3, 4 and 5 respectively. The parametric bootstrap MSE estimator is reviewed in Section 6. Section 7 shows the measures of inequality that are used. The estimation of mean income and poverty indicators (poverty incidence and poverty gap) for the Egyptian provinces with (2012-2013) IECS data is presented in the application within Section 8. Finally the conclusions are introduced in Section 9.
The Unit Level Nested Error Model
Let U be a finite population partitioned into U i, =1,2,… ,m areas or domains. Each domain U i has population size = 1, … , where = ∑ the total population size. We denote by Y ij the measurement of the study variable for j th unit within i th domain. Let H i be a possibly non-linear domain parameters of interest, in the sense that it can be expressed as
Where ℎ(. ) is a real measurable function. Suppose that the population measurements Y ij follow the nested error model introduced by [4] ,
Where x ij is a × 1 vector of auxiliary variables, is the × 1 vector of regression coefficients, , is areaspecific random effects of the domain i, and is the individual regression error, where domain effects and errors are all mutually independent. Under that model, the area vectors
, where = and = ′ + , , k denotes a column vector of ones of size k, and is the × identity matrix.
denotes the population vector of measurements, = ( ′ , … , ′ ) ′ , is the population design matrix and = ( ′ , , )′ is the vector of unknown model parameters.
Direct Method
A direct estimator for a small area uses only sample data from the target area and it is usually design based. The definition of direct (point and variance) estimators in this research follows [23] . The mean helps to describe the distribution of a target variable, especially for target variables with a skewed distribution like income. Direct estimator of the mean is defined as follows:
where w ij be the sampling weight (inverse of the probability of inclusion) of individual j from area i.
Direct estimators of the poverty indicators FGT that are defined as in Equation (4) at = 0 for the poverty incidences to be as Equation (5), and at = 1 for poverty gaps to be as Equation (6) 
Where < =1 if < (person under poverty) and < = 0 if ≥ (person not under poverty). Indeed, a common definition of poverty classifies a person as "under poverty" when the selected welfare variable for this person is below 60% of the median.
Empirical Best / Bayes (EB) Estimator
This method assumes that the sampling design is non-informative for inference about y. Then, the outcomes corresponding to sampled units, Y ij ; j ∈ s i , preserve the same distribution as the outcomes for out-of-sample units, given by (2) under the considered nested error model. Let us decompose the domain vector y i into sub vectors corresponding to sample and out-of-sample elements as = ( ′ , ′ ) ′ , where the subscript s denotes the sample units and r the out-of-sample units. The sample data is then = ( ′ , … , ′ ) ′ . For a general domain parameter = ℎ( ), the best predictor is defined as the function of the sample observations y that minimizes the mean squared error (MSE) and is given by
Where the expectation is taken with respect to the distribution of y |y , which depends on the true value of . For a domain parameter H i that is additive as in (1), the best predictor is reduced to
where ( ) = ℎ | ; is also the best predictor of H ij = h(Y ij ) for out-of-sample unit ∈ . The best predictor ( ) is exactly model unbiased for H i regardless of the complexity of the function ℎ(. ). However, it cannot be calculated in practice since model parameters are typically unknown. An empirical best predictor (EB) of H i, denoted as , is then obtained by replacing in ( ) by a consistent estimator , that is, = . The EB predictor is not exactly unbiased, but the bias arising from the estimation of is typically negligible when the overall sample size n is large. Given the nested error model specified in (2) and assuming non-informative selection, the out-of-sample vectors y ir given the sample data vectors y is are independent and follow exactly the same distribution as y ir |_ is , where is is the un-weighted sample mean for area i. Thus, the best predictor of
Foster et al. [24] introduced the family of FGT poverty indicators, which contain several widely-used poverty measures and which are additive in the sense described above. In particular, the poverty maps released by World Bank are traditionally based on members of this family. Let E ij be a welfare measure for individual j in area i and z be the poverty line. The family of FGT poverty indicators for domain i is given by Equation (4), where I(E ij < z) = 1 if E ij < z, and I(E ij < z) = 0 otherwise. For = 0, we obtain the poverty incidence, measuring the frequency of poverty. For = 1, we get the poverty gap, measuring the poverty depth. Both indicators together give a good description of poverty.
Consider that the model (2) holds for Y ij = log( + ), where ≥ 0 is a constant. Then, we can express in terms of the response variable Yij as
Which shows that = ∑ ℎ is an additive parameter in the sense of (1).
According to (8) , the best predictor of = is then given by
Where ( ) = ℎ |y ; is the best predictor of = ℎ . For = 0; 1, the best predictor ( ) can be calculated analytically. Let us define = log( + ) − | / | , for | and | given in (9) and (10) . Then, the best predictors of and are respectively given by
where (. ) is the c.d.f. of a standard Normal random variable.
For additive area parameters = ∑ ℎ( ) with more complex ℎ(. ), analytical expressions for the expectation ℎ | ; defining the best predictor may not be available. In any case, the EB predictor = ℎ | ; of a general = ℎ( ) can be approximated by Monte Carlo, similarly as in [5] . This is done by simulating L replicates ℓ ; ℓ = 1, … , of , ∈ , from the estimated conditional distribution of | given in (9) , calculating the corresponding ℎ( ℓ ) for each ℓ and then averaging over the L replicates as
Pseudo Empirical Best / Bayes (PEB) Estimator
As stated above, under the nested error model (2), | follows exactly the same distribution as | and the best predictor of = ℎ( ), ∈ , can be expressed as = [ℎ( )| ]. When the sample selection mechanism is informative, to avoid a bias due to a non-representative sample, the estimation procedure should incorporate the sampling weights. Let be the sampling weight of unit within domain and = ∑ ∈ . We consider the same conditioning idea of the EB estimator, but now we condition on the weighted sample mean = ∑ ∈ instead of the un-weighted sample mean . Thus, we define the pseudo best (PB) estimator of = ℎ( ), as
The PB estimator of the additive area parameter H i is as [25] where they used a similar approach in the special case of area means under the nested error model and also in the case of a binary response variable and a logit linking model. Their method is applicable only for area level covariates in the unit level models. For example, when using the area mean vector = ∑ x as area level covariates in the unit level model.
Similarly as in EB method, the PB estimator (16) depends on the true values of the model parameters = ( ′ , , )′, which need to be estimated. The PEB predictor is defined as the PB predictor with replaced by a consistent estimator. The approach of [26] based on the sample likelihood can be used to find correct maximum likelihood (ML) estimates of the regression parameter and of the variances and . Alternatively, can be estimated using the weighted method of moments used in [27] and using ML (or REML) estimators of and . For an out-of-sample variable , ∈ , under the nested error population model (2), we have
where
Observe that the mean | is obtained from | given in (9) by replacing the un-weighted best predictor of the domain effect by its weighted version. Even if the conditional distribution (17) is obtained assuming that the sample units satisfy the same population model (2) (i.e. non-informative sampling), we will see that conditioning on the weighted sample mean protects against informative sampling.
For the FGT poverty indicators of order = 0, 1, the PB are given by (13) and (14) with | and | replaced by the weighted versions | and | . For more complex additive parameters, such as the FGT indicators for > 1, we can apply a Monte Carlo procedure to approximate the PEB predictor of = ℎ( ) similarly as done for the EB predictor. We generate L replicates ℓ ; ℓ = 1, … , of , ∈ from the estimated conditional distribution of | given in (17) , calculate ℎ (
) for each ℓ and then average over the L replicates as = ∑ ℎ(
) ℓ .
Parametric Bootstrap MSE Estimator
Even though the PEB estimators that are presented in Section 5 incorporate the sampling weights, they are essentially model-based. Thus, estimators of the MSE of PEB estimators under the model are proposed here. The considered procedure is a similar bootstrap procedure as in [20] , based on the parametric bootstrap method for finite populations introduced by [28] . The parametric bootstrap estimator of the model MSE of is obtained as follows: i) Fit the model (2) to the sample data (y , ) and obtain estimators 
Measures of Inequality
One of the inequality measures for direct estimation is the inequality indicator Gini, which is defined as a ratio between 0 and 1 and is estimated by
The higher the value, the higher the inequality is. The extreme values of 0 and 1 indicate perfect equality and inequality, respectively. On the other hand, another important measure which is used to indicate the reliability of the estimators is the coefficient of variation (CV). It is a measure for showing the extent of the variability of the estimate [29] . The CV is used, for instance, by National statistical institutes (NSI) for quantifying the uncertainty associated with the estimates and is defined as follows,
Where is an estimate of an indicator for domain i and is the corresponding mean squared error. Often, the coefficient of variation (CV), defined as the standard error of an estimate expressed as a ratio or a percent of the estimate, is used to decide whether an estimate is reliable or not. For instance, Statistics Canada follows the general rule which considers an estimate with a coefficient of variation less than 15% to be reliable for general use while estimates with a coefficient of variation greater than 35% are deemed to be unreliable (unacceptable quality). Statistics Canada recommends not publishing unreliable estimates (CV > 35%) and if published informing the public that the estimates are not reliable [30] .
The Application
The aim of this study is to estimate the mean income and the poverty indicators which are the poverty incidences and the poverty gaps for the Egyptian provinces with (2012-2013) IECS data. The poverty incidence for a province is the province mean of a binary variable taking value 1 when the person's income is below the poverty line z and 0 otherwise. The considered welfare measure is 60% of the median for the annual total income. For that year, the calculated poverty line is 14946 EGP. The FGT measure in Equation (4) the poverty incidence at = 0, and for = 1 is called poverty gap which measure the area mean of the relative distance to non-poverty (the poverty gap) of each individual. Tables 1 and 2 show the results of the direct estimation which uses the sample data only. The R software with version 3.5.1 through package emdi with version 1.1.3 for 64 bit windows has been used to get the results of direct estimation parameters, (see [29] ). These results can give a general review about the estimators under study for all the Egyptian provinces. Although we can recognize from Table 1 that the mean income has very large variance, but the C.V still small and less than 15%. The range of Gini coefficient is small and fall between 0.21 and 0.36.
Direct estimation results
The poverty indicators are presented in Table 2 , we can note that both indicators either incidences or gaps have small variances.
Model based estimation results
The PEB estimates and EB of province poverty incidences and poverty gap based on nested error model are obtained for the variable income. The R statistical package sea with version 1.2 for 64 bit windows has been used to estimate model parameters, mean squared errors of estimates, model selection, diagnostics, graphical plots and other statistical analysis (R Core Team, 2018) according to [31] . Note that the PEB and EB methods assume that the response variable considered in nested error model is (approximately) normally distributed.
Normal Q-Q plot of EB and PEB residuals are included in Fig. 1 shows that the distributions of PEB residuals (on the left side) and EB residuals (on the right side) have slightly heavier tail than the normal distribution. Fig. 2 shows normal Q-Q plot of estimates of weighted and unweighted area effects (in the left) and (in the right) for each sampled municipality respectively. The distribution of estimated area effects is approximately similar to a normal distribution in the two plots.
To save computation efforts and time of the study, the PEB, EB estimates and their corresponding MSE estimates will be presented here only for 5 provinces. To uphold the concept of borrow strength from neighbors; the selected provinces are with the smallest sample sizes. These provinces are the Egyptian border provinces which include Red Sea, New Valley, Matrouh, North Sinai and South Sinai governorates.
The values of the dummy indicators are not known for the out-of-sample units, but the PEB and EB methods can be derived by the knowledge of the total number of people with the same x-values as in [22] . These totals were estimated using the sampling weights attached to the sample units in the IECS.
The PEB and the EB estimates for the mean income separated by the selected provinces with their MSEs and (C.Vs) are listed in Tables 3 and 4 respectively. Fig. 3 shows the PEB and the EB of the mean income separated by the provinces sample sizes (on the left side). According to this figure there is no noticeable difference between PEB and EB for all provinces except for the third one in sample size (Red Sea), the PEB in it is greater than the EB.
Also Fig. 3 shows the C.Vs for PEB and EB separated by the provinces sample sizes (on the right side). According to this figure the C.Vs for PEB are smaller than the C.Vs for EB in all provinces except the second one in sample size (New Valley), the C.V for PEB on it is greater than the C.V for EB. The estimated C.Vs are still under 15% for both methods in all selected provinces. The MSEs of the poverty measures for the selected domains were estimated by using the bootstrap procedure described in Section 6. Values of PEB estimates and (C.Vs) -in other words, estimated RRMSEs (Relative Root Mean Squared Error) -for the poverty incidence and the poverty gap are listed in Tables 5  and 6 respectively. The EB estimates and (C.Vs) for the poverty incidence and the poverty gap are listed in Tables 7 and 8 respectively. The left side of these figures show that EB estimators for poverty incidence and poverty gap lie under PEB for all selected provinces. Additionally that the differences are large in three provinces (Matruh, North Sinai and South Sinai), and are small in two of them (Red Sea and New Valley).
As expected, the right side of Figs. 4 and 5 show that the estimated C.Vs of EB for poverty incidence and poverty gap estimators are noticeably larger than those of PEB estimators in all provinces. But the difference for the second province in sample size (New Valley) was small. In spite of the noticeable differences, the estimated C.Vs still under 15% for both methods in all selected provinces. Figs. 6 and 7 display cartograms of EB and PEB estimates of poverty incidence F 0,i (on the left) for each of the selected municipalities. EB estimates provide a larger number of municipalities with poverty incidence in the third interval of poverty than PEB ones. EB figures indicate that the largest poverty incidence and gap are for the selected municipality at the scope of the border south west of Egypt (New Valley). The PEB estimates of poverty incidence are noticeably large from the third municipality in sample size to the last one (Matrouh, South Sinai, and North Sinai) respectively.
Figs. 6 and 7 show the analogous estimates for the poverty gap F 1,I (on the right). The different poverty intervals and colors are considered for each method because the ranges of EB and PEB estimates were quite different. The PEB figures indicate that the largest poverty incidence and gap are for the selected municipality at the scope of the border north east of Egypt (North Sinai). We can see colors also tending to be darker for PEB estimates than for EB ones in the case of poverty incidence. 
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