Introduction
As is well known, the Bernoulli polynomials are given by the generating function as follows:
with the usual convention about replacing B n (x) by B n (x). In the special case x = 0, B n (0) = B n are called the n-th Bernoulli numbers (see [18] [19] [20] ). The constants E k in the Taylor series expansion 2 e t + 1 = ∞ n=0 E n t n n! , |t| < π, (1) (cf. [2, 11, 12] ) are known as the k-th Euler numbers. From the generating function of Euler numbers, we note that
The first few are 1, − 
Thus, by (3), we get [2, 5, 11, 12] ), (4) with the usual convention about replacing E n by E n . From (1), (2) and (4), we have
By the definition of Euler polynomials, we easily see that
From (6), we have the reflection symmetric relation for Euler polynomials as follows:
, (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] ). (7) By (4), we get
Thus, by (8) , we see that
The gamma and beta functions are defined as the following definite integrals (α > 0, β > 0): [20] ), (10) and
By (10) and (11), we get the following equation:
, (see [20] ). (12) In this paper we give some interesting properties of several Euler polynomials to express the integral of those polynomials from 0 to 1 in terms of beta and gamma functions. Finally, we derive some identities on the integral of the product of Euler polynomials.
On the integral of the product of Euler polynomials
Let us consider the integral for the product of Euler polynomials and x n as follows:
On the other hand, by (7), we get
Therefore, by (13) and (14), we obtain the following theorem.
In particular, x = 0,
Let n ∈ N with n ≥ 3. Then, by (9), we see that
Continuing this process, we obtain the following equation:
Therefore, by (14) and (16), we obtain the following theorem.
Theorem 2. For n ∈ N with n ≥ 3, we have
In the special case, x = 0,
For n ∈ N, we have
By (17), we get
Therefore, by (14) and (18), we obtain the following theorem.
Theorem 3.
A definite integral for the multiplication of two Euler polynomials can be given by the following relation:
Let m, n ∈ N + with m ≥ 1. Then we see that
Continuing this process, we have
It is easy to show that
Thus, by (20) , (21) and (22), we get
Therefore, by (19) and (23), we obtain the following theorem.
Theorem 4. For m, n ∈ Z + with m ≥ 1, we have
.
Moveover
From (3), we note that
(e t + 1)(e s + 1) = (s +
By comparing coefficients on the both sides in (24), we obtain the following theorem.
Theorem 5. For m, n ∈ N, we have
From (8) and (9), we note that
Thus, by (25), we get
where C is some constant. For m + n ≥ 2, we have
By (23) and (27), we get
Therefore, by (26) and (28), we obtain the following theorem.
Theorem 6. For m, n ∈ N with m + n ≥ 2, we have
Continuing this process, we obtain 
By (29) and (30), we get 
On the other hand,
