Abstract. We classify isoparametric hypersurfaces in complex hyperbolic spaces.
Introduction and main result
An isoparametric hypersurface of a Riemannian manifold is a hypersurface such that all its sufficiently close parallel hypersurfaces have constant mean curvature. In this paper, we prove the following classification result (see below for the explanation of the examples):
Main Theorem. Let M be a connected real hypersurface in the complex hyperbolic space CH n , n ≥ 2. Then, M is isoparametric if and only if M is congruent to an open part of: (i) a tube around a totally geodesic complex hyperbolic space CH k , k ∈ {0, . . . , n − 1}, or (ii) a tube around a totally geodesic real hyperbolic space RH n , or (iii) a horosphere, or (iv) a ruled homogeneous minimal Lohnherr hypersurface W 2n−1 , or some of its equidistant hypersurfaces, or (v) a tube around a ruled homogeneous minimal Berndt-Brück submanifold W 2n−k ϕ , for k ∈ {2, . . . , n − 1}, ϕ ∈ (0, π/2], where k is even if ϕ = π/2, or (vi) a tube around a ruled homogeneous minimal submanifold W w , for some proper real subspace w of g α ∼ = C n−1 such that w ⊥ , the orthogonal complement of w in g α , has nonconstant Kähler angle.
We say that M is an (extrinsically) homogeneous submanifold of a Riemannian manifoldM if for each pair of points p, q ∈ M, there exists an isometry g :M →M such that g(M) = M and g(p) = q. Cases (i), (ii), and (iii) are the standard examples of homogeneous Hopf hypersurfaces in CH n , also known as the examples of Montiel's list [28] . We briefly explain the examples in (iv), (v), and (vi) of the Main Theorem. For more details we refer to Subsection 2.4.2.
Let g = su(1, n) be the Lie algebra of the isometry group of CH n , n ≥ 2, K the isotropy group at o ∈ CH n , and k = u(n) its Lie algebra, which is a maximal compact subalgebra of g. Let g = k ⊕ p be the Cartan decomposition of g with respect to o ∈ CH n . We consider g = g −2α ⊕ g −α ⊕ g 0 ⊕ g α ⊕ g 2α the root space decomposition of g with respect to a maximal abelian subspace a of p. It turns out that a and g 2α are 1-dimensional, and that g α is an (n − 1)-dimensional complex vector space with respect to a certain complex structure J induced by CH n . Let w be a real subspace of g α , that is, a subspace of g α with the underlying structure of real vector space. We define the Lie subalgebra s w of g by s w = a ⊕ w ⊕ g 2α , and denote by S w the connected closed subgroup of SU(1, n) whose Lie algebra is s w . Then, we define W w as the orbit through o of the subgroup S w . It was shown in [16] that W w is a homogeneous minimal submanifold of CH n , and that the tubes around it are isoparametric hypersurfaces of CH n . We denote by w ⊥ the orthogonal complement of w in g α . If w is a hyperplane of g α , then W w is a real hypersurface of CH n denoted by W 2n−1 , and it was shown in [2] that the equidistant hypersurfaces to W 2n−1 are homogeneous. If w ⊥ has constant Kähler angle, that is, for each nonzero ξ ∈ w ⊥ the angle ϕ between Jξ and w ⊥ is independent of ξ, then the corresponding W w is denoted by W 2n−k ϕ . Here k is the codimension of w in g α , and it can be proved [3] that k is even if ϕ = π/2. Moreover, it follows from [3] that the tubes around W 2n−k ϕ are homogeneous. If ϕ = 0, the submanifold W 2n−k 0 is a totally geodesic complex hyperbolic space and we recover the examples in (i).
If w ⊥ does not have constant Kähler angle, then the tubes around W w are not homogeneous (indeed, they have nonconstant principal curvatures) but are still isoparametric [16] . Taking into account that the examples (i), (ii) and (iii) are known to be homogeneous, and the fact that homogeneous hypersurfaces are always isoparametric, a consequence of our result is the classification of homogeneous hypersurfaces in complex hyperbolic spaces: Corollary 1.1. [7] A real hypersurface of CH n , n ≥ 2, is homogeneous if and only if it is congruent to one of the examples (i) through (v) in the Main Theorem.
For n = 2, g α is a complex line and thus the examples (v) and (vi) are not possible. Compare also with the classification of real hypersurfaces in CH 2 with constant principal curvatures [5] .
Corollary 1.2. An isoparametric hypersurface in CH
2 is an open part of a homogeneous hypersurface.
Nevertheless, for n ≥ 3 there are inhomogeneous examples: one family up to congruence for CH 3 , and infinitely many for CH n , n ≥ 4. Since the examples in (vi) of the Main Theorem are the only ones that do not have constant principal curvatures we also get: Corollary 1.3. An isoparametric hypersurface of CH n has constant principal curvatures if and only if it is an open part of a homogeneous hypersurface of CH n .
Another important consequence of our classification is that each isoparametric hypersurface of CH
n is an open part of a complete, topologically closed, isoparametric hypersurface which, in turn, is a regular leaf of a singular Riemannian foliation on CH n whose leaves of maximal dimension are all isoparametric. Corollary 1.3 emphasizes the fact that a hypersurface with constant principal curvatures cannot be a leaf of a singular Riemannian foliation by hypersurfaces with constant principal curvatures unless it is homogeneous. An isoparametric hypersurface in CH n determines an isoparametric family of hypersurfaces that fills the whole ambient space and that admits at most one singular leaf. According to our classification, this singular leaf, if it exists, satisfies Corollary 1.4. The focal submanifold of an isoparametric hypersurface in CH n is locally homogeneous.
We can determine the congruence classes of isoparametric families of hypersurfaces in CH n . Note that, apart from the horosphere foliation F H , the family F RH n of tubes around a totally geodesic RH n , and the family F o of geodesic spheres around any point o ∈ CH n , any other family is given by the collection of tubes around a submanifold W w , where w is any real subspace of codimension at least one in g α . Thus, we have Theorem 1.5. The moduli space of congruence classes of isoparametric families of hypersurfaces of CH n is isomorphic to the disjoint union
where G k (R 2n−2 )/U(n − 1) stands for the orbit space of the standard action of the unitary group U(n − 1) on the Grassmannian of real vector subspaces of dimension k of C n−1 .
The study of isoparametric hypersurfaces traces back to the work of Somigliana [34] , who studied isoparametric surfaces of the 3-dimensional Euclidean space in relation to a problem of Geometric Optics. This study was generalized by Segre [32] , who classified isoparametric hypersurfaces in any Euclidean space. It follows from this result that isoparametric hypersurfaces in a Euclidean space R n are open parts of affine hyperplanes R n−1 , spheres S n−1 , or generalized cylinders S k × R n−k−1 , k ∈ {1, . . . , n − 2}, all of which are homogeneous.
Cartan became interested in this problem and studied it in real space forms. He obtained a fundamental formula relating the principal curvatures and their multiplicities, and derived a classification in real hyperbolic spaces [11] . In this case, an isoparametric hypersurface of RH n is congruent to an open part of a geodesic sphere, a tube around a totally geodesic real hyperbolic space RH k , k ∈ {1, . . . , n − 2}, a totally geodesic RH n−1 or one of its equidistant hypersurfaces, or a horosphere. All these examples are homogeneous.
Cartan also made progress in spheres [12] , and succeeded in classifying isoparametric hypersurfaces with one, two or three distinct principal curvatures. However, it turns out that the classification of isoparametric hypersurfaces in spheres is very involved. In fact, its complete classification remains one of the most outstanding problems in Differential Geometry nowadays [40] . It was a surprise at that moment to find inhomogeneous examples. The most complete list of such examples is due to Ferus, Karcher and Münzner [21] . As of this writing, the classification problem remains still open, although some important progress has been made by Stolz [35] , Cecil, Chi and Jensen [14] , Immervoll [23] and Chi [15] for four distinct principal curvatures, and by Dorfmeister and Neher [20] , Miyaoka [27] and Siffert [33] for six distinct principal curvatures. See the surveys [38] and [13] for a more detailed story of the problem and related topics.
In real space forms, a hypersurface is isoparametric if and only if it has constant principal curvatures. This is not true in a general Riemannian manifold. Thus, it makes sense to study both isoparametric hypersurfaces or hypersurfaces with constant principal curvatures in complex space forms. The classification of real hypersurfaces with constant principal curvatures in complex projective spaces is known for Hopf hypersurfaces [24] , and for two or three distinct principal curvatures [36] , [37] ; all known examples are open parts of homogeneous hypersurfaces. Using the classification results in spheres, the second author [19] derived the classification of isoparametric hypersurfaces in CP n , n = 15. A consequence of this classification is that inhomogeneous isoparametric hypersurfaces in CP n are relatively common. Real hypersurfaces with constant principal curvatures in CH n have been classified under the assumption that the hypersurface is Hopf [1] , or if the number of distinct constant principal curvatures is two [28] or three [4] , [5] . All of these examples are again homogeneous.
In this paper we deal with isoparametric hypersurfaces in complex hyperbolic spaces. Apart from the homogenous examples classified by Berndt and Tamaru in [7] , there are also some inhomogeneous examples that were built by the first and second authors in [16] . In the present paper we show that isoparametric hypersurfaces in complex hyperbolic spaces are open parts of the known homogeneous or inhomogeneous examples. To our knowledge, this is the first complete classification in a whole family of Riemannian manifolds since Cartan's classification of isoparametric hypersurfaces in real hyperbolic spaces [11] .
As we will see in Section 3, the classification of isoparametric hypersurfaces in the complex hyperbolic space CH n is intimately related to the study of Lorentzian isoparametric hypersurfaces in the anti-De Sitter space H 2n+1 1
. Following the ideas of Magid in [26] , Xiao gave parametrizations of Lorentzian isoparametric hypersurfaces in H 2n+1 1 [39] . Burth [10] pointed out some crucial gaps in Magid's arguments, which Xiao's proof depends on. Furthermore, the classification of isoparametric hypersurfaces in CH n does not follow right away from an eventual classification of Lorentzian isoparametric hypersurfaces in the antiDe Sitter space H 
→ CH
n depends in a very essential way on the complex structure of the semi-Euclidean space R 2n+2 where the anti-De Sitter space lies. This is precisely the main difficulty of this approach in the classification of isoparametric submanifolds of complex projective spaces [19] using the Hopf map from an odd-dimensional sphere.
Therefore, although the starting point of our arguments is the fact that isoparametric hypersurfaces in CH n lift to Lorentzian isoparametric hypersurfaces in H 2n+1 1
, our approach is independent of [26] and [39] . The shape operator of a Lorentzian isoparametric hypersurface does not need to be diagonalizable and, indeed, it can adopt four distinct Jordan canonical forms. Using the Lorentzian version of Cartan's fundamental formula, some algebraic arguments, and Gauss and Codazzi equations, we determine the hypersurfaces in CH n that lift to Lorentzian hypersurfaces of three of the four types. The remaining case is much more involved. Working in the anti-De Sitter space, we start using Jacobi field theory in order to extract information about the shape operator of the focal submanifold (Proposition 4.6). The key step is to justify the existence of a common eigenvector to all shape operators of the focal submanifold (Proposition 4.7). This allows us to define a smooth vector field which is crucial to show that the second fundamental form of the focal set coincides with that of one of the submanifolds W w . After a study of the normal bundle of this focal set, we obtain a reduction of codimension result. Together with a more geometric construction of the submanifolds W w (Proposition 5.2), we prove a rigidity result for these submanifolds (Theorem 5.1); although the proof of this result is convoluted, it reveals several interesting aspects of the geometry of the ruled minimal submanifolds W w in relation to the geometry of the ambient complex hyperbolic space. Altogether, this will allow us to conclude the proof of the Main Theorem. The paper is organized as follows. In Section 2 we introduce the main ingredients to be used in this paper. We start with a quick review of submanifold geometry of semiRiemannian manifolds (Subsection 2.1), then we describe the complex hyperbolic space and its relation to the anti-De Sitter space (Subsection 2.2), the structure of a real subspace of a complex vector space (Subsection 2.3), and the examples of isoparametric hypersurfaces in CH n given in the Main Theorem (Subsection 2.4). Section 3 is devoted to presenting Cartan's fundamental formula for Lorentzian space forms and some of its algebraic consequences. It turns out that cases (ii) and (iii) can be handled at this point. For the remaining cases, a more thorough study of the focal set is needed, and this is carried out in Section 4. The ingredients utilized here are the Gauss and Codazzi equations of a hypersurface (Subsection 4.1), Jacobi field theory (Subsection 4.2), and a detailed study of the geometry of the focal submanifold (Subsection 4.3). In Section 5 we give a characterization of the submanifolds W w in terms of their second fundamental form. We need a reduction of codimension argument in Subsection 5.1, and the proof is concluded in Subsection 5.2. We finish the proofs of the Main Theorem and Theorem 1.5 in Section 6.
Preliminaries
Let M be a semi-Riemannian manifold. It is assumed that all manifolds in this paper are smooth. We denote by · , · the semi-Riemannian metric of M, and by R its curvature tensor, which is defined by the convention
If p ∈ M, T p M denotes the tangent space at p, T M is the tangent bundle of M, and Γ(T M) is the module of smooth vector fields on M. In general, if D is a distribution along M, we denote by Γ(D) the module of sections of D, that is, the vector fields X ∈ Γ(T M) such that X p ∈ D p for each p ∈ M.
Let V be a vector space with nondegenerate symmetric bilinear form ·, · . Recall that v ∈ V is spacelike, timelike, or null if v, v is positive, negative, or zero, respectively. We also write v = | v, v | for v ∈ V . Moreover, if U and W are subspaces of V , we denote U ⊖ W = {u ∈ U : u, w = 0, ∀w ∈ W }. We do not require W ⊂ U. This is convenient when dealing with nondefinite scalar products, especially if there are null vectors in W . If ·, · is positive definite, this notation stands for the orthogonal complement of W in U.
Geometry of submanifolds.
Let (M , ·, · ) be a semi-Riemannian manifold and M an embedded submanifold ofM such that the restriction of ·, · to M is nondegenerate (this is automatically true ifM is Riemannian). The normal bundle of M is denoted by νM. Thus, Γ(νM) denotes the module of all normal vector fields to M. A canonical orthogonal decomposition holds at each point p ∈ M, namely, T pM = T p M ⊕ ν p M. In this work, the symbol ⊕ will always denote direct sum (not necessarily orthogonal direct sum).
Let us denote by∇ andR the Levi-Civita connection and the curvature tensor ofM , respectively, and by ∇ and R the corresponding objects for M. The second fundamental form II of M is defined by the Gauss formulā
for any X, Y ∈ Γ(T M). Let ξ ∈ Γ(νM) be a normal vector field. The shape operator S ξ of M with respect to ξ is the self-adjoint operator on M defined by S ξ X, Y = II(X, Y ), ξ , where X, Y ∈ Γ(T M). Moreover, denote by ∇ ⊥ the normal connection of M. Then we have the Weingarten formula∇
The extrinsic geometry of M is controlled by Gauss, Codazzi and Ricci equations
, and R ⊥ is the curvature tensor of the normal bundle of M, which is defined by
Assume now that M is a hypersurface ofM , that is, a submanifold of codimension one. Locally and up to sign, there is a unique unit normal vector field ξ ∈ Γ(νM). We assume here and henceforth that ξ is spacelike, that is, ξ, ξ = 1. In this case we write S = S ξ , the shape operator with respect to ξ. The Gauss and Weingarten formulas now read
Then, the Gauss and Codazzi equations reduce to
whereas the Ricci equation does not give further information for hypersurfaces. The mean curvature of a hypersurface M is h = tr S, the trace of its shape operator. For r ∈ R we define the map Φ r : M →M by Φ r (p) = exp p (rξ p ), where exp is the Riemannian exponential map ofM . For a fixed r, Φ r (M) is not necessarily a submanifold ofM, but at least locally and for r small enough, it is a hypersurface ofM . A parallel hypersurface at a distance r to a given hypersurface M is precisely a hypersurface of the form Φ r (M).
A hypersurface ofM is said to be isoparametric if it and all its sufficiently close (locally defined) parallel hypersurfaces have constant mean curvature. We say that λ is a principal curvature of a hypersurface M if there exists a nonzero vector field X ∈ Γ(T M) such that SX = λX. The vector X p is then called a principal curvature vector at p ∈ M. By T λ (p) we denote the eigenspace of λ(p) at p, and we call it the principal curvature space of λ(p). Under certain assumptions, T λ defines a smooth distribution along M. If M is Riemannian, then S is known to be diagonalizable. However, if M is not Riemannian, this is not necessarily true, and the Jordan canonical form of S might have a nondiagonal structure. In such situations it is important to distinguish between the geometric multiplicity of a principal curvature λ, that is, dim ker(S − λ), and its algebraic multiplicity m λ , that is, the multiplicity of λ as a zero of the characteristic polynomial of S. Obviously, the geometric multiplicity is always less or equal than the algebraic multiplicity. In the Riemannian setting both quantities are the same and we simply talk about the multiplicity of λ. In any case, the number of distinct principal curvatures at p is denoted by g(p). In principle, g does not need to be a constant function.
Complex hyperbolic spaces and the Hopf map.
We briefly recall the construction of the complex hyperbolic space. In C n+1 we define the flat semi-Riemannian metric given by the formula z, w = Re −z 0w0 + n k=1 z kwk . We consider the anti-De Sitter spacetime of radius r > 0 as the hypersurface H 
and CH
n . If n = 1, CH 1 is isometric to a real hyperbolic space RH 2 of constant sectional curvature c. Thus, throughout this paper we assume n ≥ 2. If we denote by J the complex structure of CH n , the curvature tensorR of CH n reads
One can define a vector field V on H and CH n , respectively:
for all X, Y ∈ Γ(T CH n ), and where X L denotes the horizontal lift of X and J denotes the complex structure on C n+1 as well. These formulas follow from the fundamental equations of semi-Riemannian submersions [29] .
Let now M be a real hypersurface in CH n . Sometimes we say 'real' to emphasize that M has real codimension one, as opposed to 'complex' codimension one. ThenM 
Using (1) and (2), for any X ∈ Γ(T M), we have
In particular, SX = π * S X L . Let X 1 , . . . , X 2n−1 be a local frame on M consisting of principal directions with corresponding principal curvatures λ 1 , . . . , λ 2n−1 (obviously, some can be repeated). Then X L 1 , . . . , X L 2n−1 , V is a local frame onM with respect to whichS is represented by the matrix are mapped via π to geodesics in CH n , it follows that π maps equidistant hypersurfaces toM to equidistant hypersurfaces to M. Therefore, M is isoparametric if and only ifM is isoparametric. This allows us to study isoparametric hypersurfaces in CH n by analyzing which Lorentzian isoparametric hypersurfaces in H can result by lifting isoparametric hypersurfaces in CH n to the anti-De Sitter space. It is instructive to note that, whereas the isoparametric condition behaves well with respect to the Hopf map, this is not so for the constancy of the principal curvatures of a hypersurface, since the functions b i might be nonconstant.
The In this subsection we compile some information on the structure of a real subspace of a complex vector space V . This will be needed to present the examples of isoparametric hypersurfaces introduced in the Main Theorem, and it will also be an important tool in the proof of this classification result. We follow [18] .
Let W be a real subspace of V , that is, a subspace of V with the underlying structure of real vector space (as opposed to a complex subspace of V ). We denote by J the complex structure of V , and assume that V , as a real vector space, carries an inner product · , · for which J is an isometry.
Let ξ ∈ W be a nonzero vector. The Kähler angle of ξ with respect to W is the angle ϕ ξ ∈ [0, π/2] between Jξ and W . For each ξ ∈ W , we write Jξ = F ξ + P ξ, where F ξ is the orthogonal projection of Jξ onto W , and P ξ is the orthogonal projection of Jξ onto V ⊖W , the orthogonal complement of W in V . Then, the Kähler angle of W with respect to ξ is determined by F ξ, F ξ = cos 2 (ϕ ξ ) ξ, ξ . Hence, if ξ has unit length, ϕ ξ is determined by the fact that cos(ϕ ξ ) is the length of the orthogonal projection of Jξ onto W . Furthermore, it readily follows from 
, and moreover, F 2 ξ = − cos 2 (ϕ)ξ for each ξ ∈ W ϕ and each ϕ ∈ Φ. Conversely, if ξ ∈ W satisfies F 2 ξ = − cos 2 (ϕ)ξ, then it follows from the decomposition of W in subspaces of constant Kähler angle that ξ ∈ W ϕ . Finally, two subspaces W andŴ of V ∼ = C n are congruent by an element of U(n) if and only if they have the same principal Kähler angles with the same multiplicities, that is, if W = ⊕ ϕ∈Φ W ϕ andŴ = ⊕ ϕ∈ΨŴϕ are as above, then they are congruent by an element of U(n) if and only if Φ = Ψ and dim W ϕ = dimŴ ψ whenever ϕ = ψ.
2.4.
Examples of isoparametric hypersurfaces in complex hyperbolic spaces.
The standard examples.
The standard set of homogeneous examples of real hypersurfaces in the complex hyperbolic spaces is known as Montiel's list [28] . Berndt [1] classified these examples: Theorem 2.1. Let M be a connected Hopf real hypersurface with constant principal curvatures of the complex hyperbolic space CH n , n ≥ 2. Then, M is holomorphically congruent to an open part of:
(i) a tube around a totally geodesic CH k , k ∈ {0, . . . , n − 1}, or (ii) a tube around a totally geodesic RH n , or (iii) a horosphere.
Remark 2.2. In order to use Theorem 2.1 efficiently (see for example Corollary 3.13 and Proposition 3.14), we need to know the principal curvatures and their multiplicities for a Hopf real hypersurface with constant principal curvatures. These can be found for example in [1] or [6] .
A tube of radius r > 0 around a totally geodesic CH k , k ∈ {0, . . . , n − 1}, has the following principal curvatures:
with multiplicities 2k, 2(n − k − 1), and 1. Thus, the number of principal curvatures is g = 2 if k = 0 or k = n − 1, and g = 3 otherwise. The Hopf vector is associated with λ 3 . A tube of radius r > 0 around a totally geodesic RH n has three principal curvatures
with multiplicities n − 1, n − 1, and 1, except when r = 1 √ −c log 2 + √ 3 , in which case λ 1 = λ 3 . The Hopf vector is associated with λ 3 .
Finally, a horosphere has two distinct principal curvatures
with multiplicities 2(n − 1) and 1. The Hopf vector is associated with λ 2 .
It was believed for some time that, as it is the case for complex projective spaces, the Hopf hypersurfaces with constant principal curvatures (Theorem 2.1) should give the list of homogeneous hypersurfaces in complex hyperbolic spaces. However, Lohnherr and Reckziegel found in [25] an example of a homogeneous hypersurface that is not Hopf, namely, case (iv) in the Main Theorem. Later, new examples of non-Hopf homogeneous hypersurfaces in complex hyperbolic spaces were found in [3] , and Berndt and Tamaru classified all homogeneous hypersurfaces in [7] . The construction method of these nonHopf examples was generalized by the first two authors in [16] for the complex hyperbolic space, and in [17] for Damek-Ricci spaces. These examples are in general not homogeneous, but they are isoparametric, and the rest of this section is devoted to present their definition and main properties.
2.4.2.
Tubes around the submanifolds W w .
Before starting with the description of the examples themselves, we need to introduce some concepts related to the algebraic structure of the complex hyperbolic space as a Riemannian symmetric space of rank one and noncompact type. See [6] for further details.
Indeed, CH n can be written as G/K where G = SU(1, n) and K = S(U(1)U(n)). We denote by gothic letters the Lie algebras of the corresponding Lie groups. Thus, if g = k ⊕p is the Cartan decomposition of g with respect to a point o ∈ CH n , and we choose a maximal abelian subspace a of p, it follows that a is 1-dimensional. Let g = g −2α ⊕g −α ⊕g 0 ⊕g α ⊕g 2α be the root space decomposition of g with respect to o and a. We introduce an ordering in the set of roots so that α is a positive root. These choices determine a point at infinity x in the ideal boundary CH n (∞) of CH n , that is, an equivalence class of geodesics that are asymptotic to the geodesic starting at o ∈ CH n , with direction a ⊂ p ∼ = T o CH n and the orientation determined by the fact that α is positive. If we define n = g α ⊕ g 2α , then g = k ⊕ a ⊕ n is the so-called Iwasawa decomposition of the Lie algebra g with respect o ∈ CH n and x ∈ CH n (∞). If A, N and AN are the connected simply connected subgroups of G whose Lie algebras are a, n, and a ⊕ n respectively, then G turns out to be diffeomorphic to K × A × N, AN is diffeomorphic to CH n , and T o CH n ∼ = a ⊕ n. In this case, G = KAN is the so-called Iwasawa decomposition of G. The metric and complex structure of CH n induce a left-invariant metric · , · and a complex structure J on AN that make CH n and AN isometric as Kähler manifolds. Throughout this section B will be the unit left-invariant vector field of a determined by the point at infinity x. That is, the geodesic through o whose initial speed is B converges to x. We also set Z = JB ∈ g 2α , and thus, a = RB and g 2α = RZ. Moreover, g α is J-invariant, so it is isomorphic to C n−1 . The Lie algebra structure on a ⊕ n is given by the formulas
where U, V ∈ g α . In Section 5 we will also need the group structure of the semidirect product AN. A standard reference for this is [9] . The product structure is given by (6) Exp a⊕n (aB + U + xZ) · Exp a⊕n (bB + V + yZ)
for all a, b, x, y ∈ R and U, V ∈ g α . Here, Exp a⊕n : a⊕n → AN denotes the Lie exponential map of AN, and ρ : R → R is the analytic function defined by
The Levi-Civita connection of AN is given by
where a, b, x, y ∈ R, U, V ∈ g α , and all vector fields are considered to be left-invariant.
In order to construct the examples corresponding to cases (iv) to (vi) of the Main Theorem, let w be a proper real subspace of g α , that is, a subspace of g α , w = g α , where g α is regarded as a real vector space. We define w ⊥ = g α ⊖ w, the orthogonal complement of w in g α , and write k = dim w ⊥ . It follows from the bracket relations above that a ⊕ w ⊕ g 2α is a solvable Lie subalgebra of a ⊕ n. We define
the orbit of the group S w through the point o, where S w is the connected subgroup of AN whose Lie algebra is s w . Hence, W w is a homogeneous submanifold of CH n ; it was proved in [16] that W w is minimal and tubes around W w are isoparametric hypersurfaces of CH n . We give some more information on W w and its tubes. As we have seen in Subsection 2.3, we can decompose w ⊥ = ⊕ ϕ∈Φ w ⊥ ϕ as a direct sum of complex-orthogonal subspaces of constant Kähler angle. The elements of Φ are the principal Kähler angles of w ⊥ . Recall that F : w ⊥ → w ⊥ and P : w ⊥ → w map any ξ ∈ w ⊥ to the orthogonal projections of Jξ onto w ⊥ and w respectively. Let c be the maximal complex subspace of s w , that is,
Denoting by C, P W ⊥ , and W ⊥ the corresponding left-invariant distributions on AN, then the tangent bundle of W w is T W w = C ⊕ P W ⊥ and the normal bundle is νW w = W ⊥ . It follows from [16, p. 1039 ] that the second fundamental form of W w is determined by the trivial symmetric bilinear extension of
where (·) ⊥ denotes orthogonal projection onto νW w . It can be shown that this expression for the second fundamental form implies that the complex distribution C on W w is autoparallel, and hence W w is ruled by totally geodesic complex hyperbolic subspaces (see Lemma 5.6) .
If k = 1, that is, if w is a real hyperplane in g α , then the corresponding W w is denoted by W 2n−1 and is called the Lohnherr hypersurface [25] . It follows that W 2n−1 and its equidistant hypersurfaces are homogeneous hypersurfaces of CH n . These were also studied by Berndt in [2] , and correspond to case (iv) of the Main Theorem. The corresponding foliation on CH n is sometimes called the solvable foliation.
Thus, we assume from now on k > 1. If w ⊥ has constant Kähler angle ϕ = 0, then W w is congruent to a totally geodesic complex hyperbolic space. If w ⊥ has constant Kähler angle ϕ ∈ (0, π/2], then W w is denoted by W 2n−k ϕ . These are the so-called BerndtBrück submanifolds, and it is proved in [3] that the tubes around W 2n−k ϕ are homogeneous. Moreover, it follows from [7] that a real hypersurface in CH n is homogeneous if and only if it is congruent to one of the Hopf examples in Theorem 2.1, to W 2n−1 or one of its equidistant hypersurfaces, or to a tube around a W 2n−k ϕ . In general, however, a tube around a submanifold W w is not necessarily homogeneous. For an arbitrary w, the mean curvature H r of the tube M r of radius r around the submanifold W w is [16] 
Therefore, for every r > 0, the tube M r of radius r around W w is a hypersurface with constant mean curvature, and hence, tubes around the submanifold W w constitute an isoparametric family of hypersurfaces in CH n .
Remark 2.3. With the notation as above, if γ ξ denotes the geodesic through a point o ∈ W w withγ ξ (0) = ξ ∈ ν o W w , then the characteristic polynomial of the shape operator of M r at γ ξ (r) with respect to −γ
, ϕ ξ is the Kähler angle of ξ respect to ν o W w , and
.
As was pointed out in [16] , at γ ξ (r), M r has the same principal curvatures, with the same multiplicities, as a tube of radius r around W
However, in general, the principal curvatures and the number g of principal curvatures vary from point to point in M r .
Lorentzian isoparametric hypersurfaces
In this section we present the possible eigenvalue structures of the shape operator of a Lorentzian isoparametric hypersurface in the anti-De Sitter space H 2n+1 1 and use this information to deduce some algebraic properties of an isoparametric hypersurface in the complex hyperbolic space CH n . LetM be a Lorentzian isoparametric hypersurface in H . Then we know by [22, Proposition 2.1] that it has constant principal curvatures with constant algebraic multiplicities. The shape operatorS q at a point q is a self-adjoint endomorphism of T qM . It is known (see for example [30, Chapter 9] ) that there exists a basis of T qM whereS q assumes one of the following Jordan canonical forms:
Here, the λ i ∈ R can be repeated and, in case IV, λ 1 = a + ib, λ 2 = a − ib (b = 0) are the complex eigenvalues ofS q . In cases I and IV the basis with respect to whichS q is represented is orthonormal (with the first vector being timelike), while in cases II and III the basis is semi-null. A semi-null basis is a basis {u, v, e 1 , . . . , e m−2 } for which all inner products are zero except u, v = e i , e i = 1, for all i = 1, . . . , m − 2. We will say that a point q ∈M is of type I, II, III or IV if the canonical form ofS q is of type I, II, III or IV, respectively. . . , λg with algebraic multiplicities m 1 , . . . , mg, respectively, and if for some i ∈ {1, . . . ,g} the principal curvature λ i is real and its algebraic and geometric multiplicities coincide, then:
. Then,M is a Lorentzian isoparametric hypersurface in the anti-De Sitter space. We use Cartan's fundamental formula to analyze the eigenvalue structure of M. Our approach here will be mostly based on elementary algebraic arguments.
We denote by ξ a (local) unit normal vector field of M. For a point q ∈M , the shape operatorS ofM at q with respect to ξ L q can adopt one of the four possible types described above. We will analyze the possible principal curvatures of M at the point p = π(q) going through the four cases.
The following is an elementary result that we state without proof. 
|.
We begin with a consequence of Cartan's fundamental formula that will be used in Proof. Let Λ be the set of principal curvatures ofM at q. The algebraic multiplicity of λ ∈ Λ is denoted by m λ . If q is of type II or III, then the algebraic and geometric multiplicities of only one principal curvature µ 0 ∈ Λ ofM at q do not coincide.
By Proposition 3.2, we have
Since m µ 0 = 0, we have that the fundamental formula of Cartan is also satisfied for µ 0 . Now let q be a point of type I, II or III. Then we have
By a suitable choice of the normal vector field, we can assume that Λ + , the set of positive principal curvatures, is nonempty; otherwise, there would be only one principal curvature λ = 0, and henceg = 1. Let λ 0 ∈ Λ be a positive principal curvature that minimizes (8) impliesg ∈ {1, 2}, and ifg = 2, then Λ = {λ 0 , µ} and c + 4λ 0 µ = 0.
We will make extensive use of the relations, see (3),
where V is a timelike unit vector field on H 2n+1 1 tangent to the fibers of the Hopf map π. In order to simplify the notation, we will put v = V q ,S =S q , S = S p , and remove the base point of a vector field from the notation whenever it does not lead to confusion.
Type I points.
We start our study with the diagonal setting.
Proposition 3.5. If q ∈M is of type I and p = π(q), then M is Hopf at p, and g(p) ∈ {2, 3}. The principal curvatures of M at p are:
, ∞ , and λ + µ.
The first two principal curvatures coincide with those ofM (one of them might not exist as a principal curvature of M at p) and the last one is of multiplicity one and corresponds to the Hopf vector.
Proof. According to Lemma 3.4, let λ and µ = −c/(4λ) be the eigenvalues ofS (µ might not exist). We assume that the principal curvature space T λ (q) has Lorentzian signature. First, assume that there exist two distinct principal curvatures λ and µ. Since c + 4λµ = 0, we have λ, µ = 0. We can write v = u + w, where u ∈ T λ (q), and w ∈ T µ (q). Since −1 = v, v = u, u + w, w , we have that u is timelike, and
In addition:
Both T λ (q) ⊖ Ru and T µ (q) ⊖ Rw are orthogonal to v and Jξ L , and so, by (3), they descend via π * q to eigenvectors of S (which are orthogonal to Jξ) corresponding to the eigenspaces of λ and µ, respectively. For dimension reasons, Jξ belongs to one eigenspace of S. Since π * v = 0, we have π * w = −π * u, and thus, by (3),
Therefore M has g(p) ∈ {2, 3} principal curvatures at p: λ, µ and λ + µ, where one of the first two might not exist (depending on whether T λ (q) ⊖ Ru or T µ (q) ⊖ Rw might be zero) and where the last one is of multiplicity one and corresponds to the Hopf vector. Since 4λµ + c = 0 and Remark 3.6. Note that for a certain r ∈ R, one can write
Therefore, if M is an isoparametric hypersurface that lifts to a type I hypersurface, then M is a Hopf real hypersurface with constant principal curvatures and, according to the classification of Hopf real hypersurfaces with constant principal curvatures in the complex hyperbolic space (Theorem 2.1) and to the principal curvatures of M, it is an open part of a tube around a totally geodesic CH k , k ∈ {0, . . . , n − 1}. However, as we have mentioned in Remark 3.1, it is possible for an isoparametric hypersurface of CH n to have points of type I and III in the same connected component. We will have to address this difficulty later in this paper.
Type II points.
Now we tackle the second possibility for the Jordan canonical form of the shape operator.
Proposition 3.7. If q ∈M is of type II and p = π(q), then M is Hopf at p, and g(p) = 2.
Moreover,M has one principal curvature λ = ± √ −c/2, and the principal curvatures of M at p are λ and 2λ. The second one has multiplicity one and corresponds to the Hopf vector.
Proof. Let λ and µ = −c/(4λ) be the eigenvalues ofS (µ might not exist). Assume that S has a type II matrix expression with respect to a semi-null basis {e 1 , e 2 , . . . , e 2n }, wherẽ
. . , e k } and T µ (q) = span{e k+1 , . . . , e 2n }. As a precaution, for the calculations that follow we observe that e 1 / ∈ T λ (q), but it still makes sense to write, for example, T λ (q) ⊖ Re 1 = span{e 3 , . . . , e k }.
First, assume thatM has two distinct principal curvatures λ, µ = 0 at q with c+4λµ = 0. We can assume that v = r 1 e 1 +r 2 e 2 +u+w, where u ∈ T λ (q), e 1 , u = e 2 , u = 0, w ∈ T µ (q) and r 1 , r 2 ∈ R. We have −1 = v, v = 2r 1 r 2 + u, u + w, w , so r 1 , r 2 = 0. If u = 0, we define Thus, we have −1 = v, v = 2r 1 r 2 + w, w andSv = r 1 λe 1 +r 1 εe 2 +r 2 λe 2 +µw, and hence
These two equations give a linear system in the unknowns r 2 1 and w, w . As λ = µ and c + 4λµ = 0, it is immediate to prove that this system is compatible and determined, and r Now, T λ (q) ⊖ Re 1 is orthogonal to v and Jξ L . Thus, when we apply π * q , the vectors in T λ (q) ⊖ Re 1 descend to eigenvectors of S associated with the eigenvalue λ, which are also orthogonal to Jξ. For dimension reasons, Jξ must also be an eigenvector of S. Furthermore, by (3), and since 0 = π * v = r 1 π * e 1 + r 2 π * e 2 , we get
In conclusion, M has g(p) = 2 principal curvatures at p. One is λ = ± √ −c/2, which coincides with the unique principal curvature ofM , and the other one is 2λ = ± √ −c, which has multiplicity one and corresponds to the Hopf vector.
3.3. Type III points. Now we will assume that the minimal polynomial of the shape operatorS has a triple root. This case is much more involved than the others, and indeed, Section 4 will be mainly devoted to dealing with this possibility. For type III points we will always take vectors {e 1 , e 2 , e 3 } such that (9) e 1 , e 1 = e 2 , e 2 = e 1 , e 3 = e 2 , e 3 = 0, e 1 , e 2 = e 3 , e 3 = 1,
Proposition 3.8. Let q ∈M be a point of type III and let λ be the principal curvature of M at q whose algebraic and geometric multiplicities do not coincide. Then,g(q) ∈ {1, 2}, λ ∈ − √ −c/2, √ −c/2 ; if there are two principal curvatures at q and we denote the other one by µ, then c + 4λµ = 0.
Proof. Let λ and µ = −c/(4λ) be the eigenvalues ofS (µ might not exist). Recall that c + 4λµ = 0 from Proposition 3.4. Assume thatS has a type III matrix expression, and take {e 1 , e 2 , e 3 } as in (9) . The spaces T λ (q) ⊖ Re 2 (recall that e 2 / ∈ T λ (q)) and T µ (q) are spacelike. By changing the sign of the normal vector we can further assume λ ≥ 0.
First, assume that there exist two distinct principal curvatures λ, µ = 0 with c + 4λµ = 0. We can write v = r 1 e 1 + r 2 e 2 + r 3 e 3 + u + w, where u ∈ T λ (q) ⊖ Re 2 , w ∈ T µ (q). Taking an appropriate orientation of {e 1 Thus we have −1 = v, v = 2r 1 r 2 + r 2 3 + w, w , andSv = (r 1 λ + r 3 )e 1 + r 2 λe 2 + (r 2 + r 3 λ)e 3 + µw, and hence Jξ L = −2 ((r 1 λ + r 3 )e 1 + r 2 λe 2 + (r 2 + r 3 λ)e 3 + µw) / √ −c.
Taking into account that 2r 1 r 2 = −1 − r 2 3 − w, w we have
Since r 2 > 0, we deduce λ ∈ − √ −c/2, √ −c/2 , λ = 0. IfM has just one principal curvature λ ≥ 0 at q, calculations are very similar to what we did above, just putting w = 0. We also get λ ∈ (− √ −c/2, √ −c/2), although in this case λ = 0 is possible.
Type IV points.
The final possibility for the Jordan canonical form of a self-adjoint operator concerns the existence of a complex eigenvalue. Since an isoparametric hypersurface in the anti-De Sitter space has constant principal curvatures, if there is a complex eigenvalue at a point, then there is a complex eigenvalue at all points. Since type IV matrices are the only ones with a nonreal eigenvalue we conclude Lemma 3.9. IfM is a connected isoparametric hypersurface of the anti-De Sitter space, and q ∈M is a point of type IV, then all the points ofM are of type IV. Lemma 3.10. Let q ∈M be a point of type IV and let a±ib (b = 0) be the nonreal complex conjugate principal curvatures at q. We denote by Λ the set of real principal curvatures at q. Theng(q) ∈ {3, 4} and
Ifg(q) = 4, the real principal curvatures λ and µ satisfy c + 4λµ = 0.
Proof. Let a + ib, a − ib (b = 0) be the two complex principal curvatures, both with multiplicity one, and as usual we denote by m λ the multiplicity of λ ∈ Λ. Since n ≥ 2, we have Λ = ∅. By Proposition 3.2, for each λ ∈ Λ we have
We denote by Λ + the set of positive principal curvatures at q. We define the map From now on we will assume, without losing generality, that a > 0. Then, all real principal curvatures are nonnegative. But from (11) (11) we get f (λ 0 ) = 0, Λ ⊂ {x 1 , x 2 }, and the assertion follows.
Before starting an algebraic analysis of the shape operator we need to prove the following inequality, which requires obtaining information from the Codazzi and Gauss equations. Proof. First, recall that by Lemma 3.9,M is of type IV everywhere with the same principal curvatures. We denote by λ and µ the real principal curvatures (µ might not exist), and by T λ and T µ the corresponding smooth principal curvature distributions. We also consider smooth vector fields E 1 and E 2 such thatSE 1 = aE 1 + bE 2 ,SE 2 = −bE 1 + aE 2 ,
First of all we claim
In order to prove this, first notice that E i , E j is constant, so in particular ∇ E i E j , E j = 0. On the other hand, by the Codazzi equation,
Similarly, writing the Codazzi equation with (E 1 , E 2 , E 1 ) gives ∇ E 2 E 2 , E 1 = 0. Altogether this proves (12) . Now let X ∈ Γ(T ν ), with ν ∈ {λ, µ}. By applying the Codazzi equation to (E 1 , X, E 2 ), (E 2 , X, E 1 ), (E 1 , X, E 1 ), and (E 2 , X, E 2 ), we obtain
From this we get the following relations:
Now we use the Gauss equation and (12) to get
Finally, let {X 1 , . . . , X k } be an orthonormal basis of Γ(T λ ⊕ T µ ) such thatSX i = ν i X i , with ν i ∈ {λ, µ}. Taking into account (12) , and writing the previous covariant derivatives with respect to the previous basis, (13) implies
from where the result follows. Proof. Let a ± ib be the nonreal complex eigenvalues ofS (b = 0). Let λ and µ = −c/4λ be the real eigenvalues ofS (µ might not exist). Assume thatS has a type IV matrix expression and let e 1 , e 2 ∈ T qM such thatSe 1 = ae 1 + be 2 ,Se 2 = −be 1 + ae 2 , e 1 , e 1 = −1, e 2 , e 2 = 1, e 1 , e 2 = 0. We can assume that v = r 1 e 1 + r 2 e 2 + u + w, where u ∈ T λ (q), w ∈ T µ (q), and r 1 , r 2 ∈ R. If there is only one principal curvature λ, then µ and T µ (q) do not exist and it suffices to put w = 0 throughout. We have −1 = v, v = −r 
We can view the previous two equations as a linear system in the variables r 2 1 −r 2 2 and r 1 r 2 . The matrix of this system has determinant −8b((a − λ) 2 + b 2 )/c = 0, and thus has a unique solution. In fact,
Then we have
Hence, as we knew that 4a 2 + 4b 2 + c ≥ 0 by Lemma 3.11, we must have 4a 2 + 4b 2 + c = 0, and thus u = w = 0.
This implies that T λ (q) and T µ (q) are orthogonal to v and Jξ L , and therefore, they descend to the λ and µ eigenspaces of S respectively, and they are orthogonal to Jξ. Again, for dimension reasons, Jξ must be an eigenvector of S and thus M is Hopf at p. We also have, taking into account 0 = π * q v = r 1 π * e 1 + r 2 π * e 2 and b 2 = −a 2 − c/4, Proof. The first statement is simply a consequence of Lemma 3.9 and Corollary 3.13. Assume now that q ∈M is of type II, and recall thatM has constant principal curvatures. Then, according to Proposition 3.7,M has exactly one principal curvature at q that is ± √ −c/2. If q 0 ∈M is another point of type I or III, then propositions 3.5 and 3.8 say that ± √ −c/2 cannot be a principal curvature ofM at q 0 . SinceM is connected we conclude that all the points ofM are of type II. But now the classification of Hopf real hypersurfaces with constant principal curvatures in complex hyperbolic spaces (Theorem 2.1 together with Remark 2.2) implies that M is an open part of a horosphere.
Finally, assume that q ∈M is of type III. By definition, the difference between the algebraic and geometric multiplicities of λ is a lower semi-continuous function onM . In our case, this function can only take the values 0 (at points of type I) and 2 (at points of type III). Hence we conclude.
Type III hypersurfaces
The aim of this section is to study isoparametric hypersurfaces of the anti-De Sitter space all of whose points are of type III, and determine the extrinsic geometry of their focal submanifolds.
Let M be a connected isoparametric real hypersurface in the complex hyperbolic space CH n , n ≥ 2. We denote byM = π −1 (M) its lift to the anti-De Sitter space. Assume that there are points inM of type III. According to Proposition 3.14, if q ∈M is a point of type III, then there is a neighborhood of q where all points are also of type III.
Thus, we assume that we are working on a connected open subsetW ofM = π −1 (M) where all points are of type III. We denote by ξ a unit (spacelike) normal vector field alongW. We know thatM has at most two distinct constant principal curvatures (see Proposition 3.8). We call λ the principal curvature whose algebraic and geometric multiplicities do not coincide, and µ the other one, if it exists. Note that if there are two distinct principal curvatures, then c + 4λµ = 0. We denote by T λ and T µ the corresponding principal curvature distributions, and choose smooth vector fields E 1 , E 2 , E 3 ∈ Γ(TW) satisfying (9) at each point. Recall that
We also denote m λ = dim T λ + 2 and m µ = dim T µ , the algebraic multiplicities of λ and µ. SinceW is isoparametric and all points are of type III, m λ and m µ are constant functions, and in principle m λ ≥ 3, m µ ≥ 0. In fact, µ might not exist, and in this case, m µ = 0.
Covariant derivatives of an isoparametric hypersurface.
Recall that ξ L denotes a unit normal vector field alongW. By ∇ and R we denote the Levi-Civita connection and curvature tensor ofW, and by∇ andR the Levi-Civita connection and the curvature tensor of the anti-De Sitter spacetime, respectively. The aim of this subsection is to prove the following result:
We may assume m µ > 0; otherwise, if m µ = 0, this is trivial. We will carry out the proof in several steps. The first step almost finishes the argument except for an E 1 -component.
The result follows if we show ∇ E 1 W, X = 0. First of all, the Codazzi equation and the fact that S is self-adjoint imply:
Taking X ∈ Γ(T λ ) in this formula gives 0 = (µ−λ) ∇ E 1 W, X . In particular, ∇ E 1 W, E 1 = 0. Using this, ∇ W E 1 , E 1 = 0 (because E 1 , E 1 = 0), and putting X = E 3 in the previous equation yields
from where the assertion follows.
Thus, in order to conclude the proof of Proposition 4.1 it just remains to show that ∇ E 1 W, E 2 = 0. This will take most of the effort of this subsection. The next lemma is known (see for example [22, Propostion 2.6]), but we include its proof here for the sake of completeness.
Proof. Let X ∈ Γ(RE 2 ⊕ RE 3 ⊕ T λ ). It suffices to prove that ∇ W 1 W 2 , X = 0. Since S is self-adjoint and SX is orthogonal to T µ , the Codazzi equation implies
Taking X ∈ Γ(T λ ) in this formula yields 0 = (λ − µ) ∇ W 1 W 2 , X = 0. In particular, ∇ W 1 W 2 , E 1 = 0. This, and setting X = E 3 above yields
This equation, and setting X = E 2 in the previous equation yields
as we wanted to show.
In order to finish the proof of Proposition 4.1 we use the Gauss equation to get
From Lemma 4.3 we have ∇ W W ∈ Γ(T µ ), and thus Lemma 4.2 yields
, which together with lemmas 4.2 and 4.3 gives
Hence, (14) now reads
Lemma 4.4. Let U ∈ Γ(T λ ⊖ RE 2 ) and W ∈ Γ(T µ ). Then,
Proof. The Codazzi equation and Lemma 4.2 imply
from where we get (16) . We also have
Thus, ∇ E 3 W, E 1 = 0. This, the Codazzi equation, and (16) yield
which gives (17) . Now, the Codazzi equation and Lemma 4.2 imply
and thus we get ∇ U E 1 , W = 0. This implies
from where we obtain ∇ E 3 W, U = ∇ U W, E 3 . Finally, this equation gives
which concludes the proof of the lemma.
Now we come back to (15) and finish the proof of Proposition 4.1. Using Lemma 4.3 we see that
. . , U k } an orthonormal basis of vector fields of the distribution T λ ⊖ RE 2 . Thus, we can write, taking into account (16) and (18), (19) ∇
Hence, using (19), Lemma 4.2, (16) and (17), Equation (15) becomes
Since the addends are all nonnegative, we must have
which is what was left to finish the proof of Proposition 4.1. where all points are of type III, and let W = π(W) ⊂ M. If ξ denotes a unit normal vector field along W, then ξ L is a local unit vector field alongW. As a matter of notation,γ q will be the geodesic in H , given byΦ
, where exp is the Riemannian exponential map. We also consider the vector field η t alongΦ t defined by η t (q) =γ ′ q (t). The differential ofΦ t is given byΦ t * q (X) = ζ X (t), where ζ X is a Jacobi vector field alongγ q with initial conditions ζ X (0) = X ∈ T qW , and ζ
is a space of constant sectional curvature c/4 andγ ′ is spacelike, it follows that the Jacobi equation is written as 4ζ ′′ X + cζ X = 0. Let P X (t) denote the parallel translation of X ∈ T qW alongγ q . For ν ∈ R, we also define
Solving the Jacobi equation we get
Since we are denoting by λ the principal curvature whose geometric and algebraic multiplicities do not coincide, it follows from Proposition 3.8 that |λ| < √ −c/2. We assume, changing the orientation if necessary, that λ ≥ 0. Recall that, if a second distinct principal curvature µ exists, then c + 4λµ = 0, which implies λ, µ = 0. We may choose r ≥ 0 such that
Coming back to the differential ofΦ t , it now follows fromΦ t * (X) = ζ X (t) and (20) that, if t ∈ [0, r), thenΦ t * is an isomorphism for each q ∈W. This is simply because g λ , g µ > 0 in [0, r). Therefore, by makingW smaller if necessary, we conclude thatW t =Φ t (W) is an equidistant hypersurface toW for each t ∈ [0, r), and η t can be seen as a unit normal vector field alongW t . We now determine the extrinsic geometry of the hypersurfaceW t . For each t ∈ [0, r) it is known that the shape operatorS t ofW t atΦ t (q) with respect to η t (q) is determined by the formulaS tΦt * q X = −ζ ′ X (t) for each X ∈ T qW (again, see [8, §8.2] ). Before using the explicit expressions of the Jacobi vector fields in terms of the parallel translation obtained above, we define the functions 
Now, using (20) andS
, it follows after some calculations thatW t has principal curvatures λ(t) and µ(t) with algebraic multiplicities m λ and m µ , and the tangent vectors (9) at each point (with λ(t) instead of λ). Moreover, the principal curvature spaces ofW t are obtained by parallel translation of T λ and T µ along the geodesicsγ q , that is, T λ(t) = P T λ (t) and T µ(t) = P Tµ (t). In particular,W t is isoparametric for all t ∈ [0, r), and all points ofW t are of type III. Finally, we show that the S 1 -fiber of π is tangent toW t for each t ∈ [0, r). This follows from the fact that the vertical vector field V satisfies γ ′ q (0), Vγ q (0) = 0 and
for all t, because V is a Killing vector field (and thus∇V is skew-symmetric with respect to the metric). We can summarize the information obtained aboutW t so far as follows Proposition 4.5. If t ∈ [0, r), then the S 1 -fibers of π are tangent to the parallel hypersurfaceW t , which has constant principal curvatures λ(t) and µ(t) with algebraic multiplicities m λ and m µ . All points ofW t are of type III, {E
} are three tangent vector fields satisfying (9) at each point (with λ(t) instead of λ), and the spaces T λ(t) ⊖ RE is open in the unit normal bundle ofW r , the analiticity of (S r η ) 3 with respect to η implies that (S r η ) 3 = 0 for any η ∈ νW r . We summarize these results in the following and the S 1 -fibers of π are tangent to it. Moreover, if q r =Φ r (q), with q ∈W, then (ν qrW r ) ⊖ Rη r (q) is obtained by parallel translation of T µ (q) along a geodesic normal toW through q. For any η ∈ ν 1 qrW r , the shape operatorS r η is 3-step nilpotent, and its kernel is obtained by parallel translation of T λ (q) along a geodesic normal toW through q.
It is worthwhile to emphasize that, although E r 1 (q), E r 2 (q), E r 3 (q) are tangent vectors at q r ∈W r , these depend on q ∈W. The next subsection is devoted to a more thorough study of the geometry of the focal submanifoldW r .
4.3.
Algebraic study of the focal submanifold. Let q r ∈W r . The main idea in what follows is to prove Proposition 4.7, which implies that a certain vector does not depend on the choice of q ∈ (Φ r ) −1 (q r ). This vector will be fundamental to determine the geometry of π(W r ), which is the aim of this subsection. We continue using the notation introduced in Section 4.2.
Proposition 4.7. Let q r ∈W r . Then, the map
= 0. Then, there exists a unique vector field Y ∈ Γ(σ * T µ ) along σ tangent to T µ such that P Y σ(s) (r) = ζΦr (σ(s)) for all s by Proposition 4.6. We define the geodesic variation
, where ξ L is the unit normal vector ofW that was fixed at the beginning of Subsection 4.2. We use Proposition 4.5 twice, and Proposition 4.1 applied toW t , t ∈ [0, r), to conclude that F (s, t) ). By Proposition 4.5 we have that the principal curvature distribution ofW t associated with µ(t) at F (s, t) is the parallel translation of T µ (σ(s)) along a normal geodesic, that is, T µ(t) (F (s, t)) = P Tµ(σ(s)) (t). By continuity we get∇ E r 1 (σ(s)) P Y σ(s) (r) ∈ P Tµ(σ(s)) (r). Combining this with ζΦr (σ(s)) = P Y σ(s) (r) and Proposition 4.
as we wanted to calculate. Since ζ qr ∈ ν qrW r ⊖ Rη r (q) was arbitrary and we already hadS η r (q) E r 1 (q) = 0 by Proposition 4.6 and (23), we conclude thatS r η E r 1 (q) = 0, for any η ∈ ν qrW r . Since q is also arbitrary, we get (24)S r η E r 1 (q) = 0, for any η ∈ ν qrW r , and any q ∈ (Φ r ) −1 (q r ). Now take another pointq ∈ (Φ r ) −1 (q r ). According to Proposition 4.6, we can write
On the other hand, since E r 1 (q) is a null vector, we also obtain 0 = E r 1 (q), E r 1 (q) = u, u , and as u is spacelike, we get u = 0. Thus, E r 1 (q) = a 1 E r 1 (q), which easily implies the result.
Recall that the submanifoldW t contains locally the S 1 -fiber of the semi-Riemannian submersion π : H 2n+1 1 → CH n as we have seen in propositions 4.5 and 4.6. If we denote W t = π(WComing back to the study of the geometry of the submanifold W r , we write
Arguing as in (10), we can assume u q = 0. Note that the procedure at the beginning of the proof of Proposition 3.8 which leads to (10) 
If ξ is now a unit normal vector field of W r , we write Jξ = P ξ + F ξ, where P ξ is the orthogonal projection of Jξ onto T W r and F ξ is the orthogonal projection of Jξ onto νW r . We also write Jξ
which implies s 3 = 0. We may also write
Thus, 1 = Jη r , Jη r = −(4/c)s 2 2 + F η r , F η r , and consequently we can choose a real number ϕ(q) ∈ (0, π/2], such that
If S r ξ denotes the shape operator of W r with respect to ξ ∈ Γ(νW r ), then (1) implies
The vectors in (kerS r η r (q) ) ⊖ RE r 2 (q) are orthogonal to Jη r (q) and V qr by (25) , and by the previous equation, project bijectively onto ker S r π * η r (q) . For dimension reasons, there are only two eigenvectors left to determine S r π * η r (q) completely. In view of Proposition 4.7 we can define
Note that this vector field is smooth because E t 1 is smooth along the mapΦ t by the smooth dependence on the initial conditions of solutions to an ordinary differential equation. For the subsequent calculations, we consider ξ ∈ ν π(qr) W r such that its lift to ν qrW r satisfies ξ L = η r (q). Thus we can write P ξ L = P η r . We have
These two vectors are tangent toW r and orthogonal to V . Thus they are mapped isometrically to Z and P ξ respectively; in particular, P ξ = sin(ϕ(q)). Furthermore, by (25) we also have Z L qr , Jη r (q) = 0 for any q ∈ (
L is orthogonal to JνW r , and hence, Z is orthogonal to JνW r . Thus, we have that T W r ⊖ P νW r is the maximal complex distribution of T W r and Z is tangent to it.
Using the above formulas we obtain
Therefore, by analiticity of S r ξ with respect to ξ,
for all ξ, η ∈ νW r . We can summarize the results obtained so far in Proposition 4.8. The vector field Z is tangent to the maximal complex distribution of T W r . The second fundamental form of W r is determined by the trivial symmetric bilinear extension of
for any ξ ∈ νW r .
Rigidity of the focal submanifold
In this section we prove that a submanifold of CH n under the conditions of Proposition 4.8 is congruent to an open part of a submanifold W w defined in Subsection 2.4.2. The precise statement is as follows.
Assume that there exists a smooth unit vector field Z tangent to the maximal complex distribution of M such that the second fundamental form II of M is given by the trivial symmetric bilinear extension of
for ξ ∈ νM, where P ξ is the tangential component of Jξ, and (·) ⊥ denotes orthogonal projection onto the normal space νM. Then, a point o ∈ M and B o = −JZ o determine an Iwasawa decomposition su(1, n) = k ⊕ a ⊕ g α ⊕ g 2α of the Lie algebra of the isometry group of CH n , such that M is congruent to an open part of the minimal submanifold W w , where
Before beginning the proof, we start with a more geometric construction of the submanifolds W w . This will make use of several Lie theoretic concepts that were introduced in Subsection 2.4.2. See [9] for further details. Proposition 5.2. Let k ∈ {1, . . . , n − 1}, fix a totally geodesic CH n−k in CH n and points o ∈ CH n−k and x ∈ CH n−k (∞). Let KAN be the Iwasawa decomposition of SU(1, n) with respect to o and x, and letĤ be the subgroup of AN that acts simply transitively on CH n−k . Now, let v be a proper subspace of ν o CH n−k such that v ∩ Jv = 0. Left translation of v byĤ to all points of CH n−k determines a subbundle V of the normal bundle νCH n−k . At each point p ∈ CH n−k attach the horocycles determined by x and the linear lines in V p . The resulting subset M of CH n is congruent to the submanifold W w , where
Proof. Let W w be the minimal submanifold of CH n constructed from the Iwasawa decomposition KAN associated with o and x and from w = (ĥ ⊖ (a ⊕ g 2α )) ⊕ v, as described in Subsection 2.4.2. We recall that T o CH n is now identified with a ⊕ n and we denote by w ⊥ = g α ⊖ w the orthogonal complement of w in g α . We have that the Lie algebra ofĤ isĥ = s w ⊖ P w ⊥ , with s w = a ⊕ w ⊕ g 2α , and where, as usual, P ξ denotes the orthogonal projection of Jξ on w for each ξ ∈ w ⊥ . Since v ∩ Jv = 0, we have thatĥ is the maximal complex subspace of s w .
Let p ∈ W w . By definition, there exists an isometry s ∈ S w with p = s(o). There is a unique vector X in the Lie algebra s w of S w such that s = Exp a⊕n (X). We can write X = aB + U + W + xZ with a, x ∈ R, U ∈ĥ ⊖ (a ⊕ g 2α ), and W ∈ v. Since U and W are complex-orthogonal, we get [U, W ] = 0 by (5) from Subsection 2.4. Using this notation we can define the elements g = Exp a⊕n (ρ(a/2)W ) and h = Exp a⊕n (aB + U + xZ) ∈Ĥ. Using (6) we obtain,
By construction, h(o) ∈ CH n−k , and s(o) = g(h(o)) is in the horocycle through h(o), tangent to RW , and with center x at infinity. Hence, p = s(o) ∈ M and we conclude that W w ⊂ M. Now we prove the converse. Let σ be a horocycle such that
We show that σ is contained in W w . First, using (7), we get∇ B B =∇ B U = 0, 2∇ U B = − √ −c U and 2∇ U U = √ −c B. Hence, it follows that the distribution generated by B and U is autoparallel and its integral submanifolds are totally geodesic real hyperbolic spaces RH 2 of curvature c/4. Now, we denote by τ an integral curve of the left-invariant vector field U such that τ (0) = o. Using (7) we get ∇ U∇U U + ∇ U U,∇ U U U = 0. Thus, τ is a cycle in a totally geodesic RH 2 of curvature c/4, and since 2(∇ τ ′ τ ′ )(0) = √ −cB, it follows that τ is a horocycle determined by o, U and the point at infinity x. By uniqueness of solutions to ordinary differential equations we get τ = σ, and thus σ is contained in W w . If σ is an arbitrary horocycle determined by initial conditions p ∈ CH n−k , U p ∈ V p and √ −c B p /2, then there is a unique h ∈Ĥ such that p = h(o). Since h is an isometry of CH n , it is easy to see that h −1 • σ satisfies the conditions of horocycle in the previous paragraph. Hence, h −1 • σ is contained in W w , from where it follows that σ is contained in W w because h ∈Ĥ ⊂ S w . This shows that M ⊂ W w and finishes the proof of the proposition.
The rest of this Section is devoted to the proof of the rigidity result given by Theorem 5.1. In what follows, M will denote a submanifold of CH n under the assumptions of Theorem 5.1.
5.1. The structure of the normal bundle.
For ξ ∈ νM recall that Jξ = P ξ + F ξ, where P ξ and F ξ denote the orthogonal projections of Jξ onto T M and νM respectively. The maps P : νM → T M and F : νM → νM are vector bundle homomorphisms. We will use some of their properties in the rest of the paper. We start with Lemma 5.3. The endomorphism F of νM is parallel with respect to the normal connection of M, that is,
Proof. Let ξ, η ∈ Γ(νM) and X ∈ Γ(T M). Using (26) we get
This relation yields II(X, P ξ), η = II(X, P η), ξ using the fact that II is obtained by the trivial symmetric bilinear extension of (26) . Since CH n is Kähler, Proof. Let p, q ∈ M be two arbitrary points, and let σ : [0, 1] → M be a smooth curve in M such that σ(0) = p and σ(1) = q. We take a basis {ξ 1 , . . . , ξ k } of principal Kähler vectors, that is, an orthonormal basis of ν p M such that F ξ i (p), F ξ j (p) = cos 2 (ϕ i (p))δ ij , for i, j ∈ {1, . . . , k} (see Subsection 2.3). We extend this basis to a ∇ ⊥ -parallel orthonormal basis {ξ 1 (t), . . . , ξ k (t)} of smooth vector fields along σ. Since F is parallel by Lemma 5.3, it follows that F ξ i , F ξ j is constant along σ. Therefore, {ξ 1 (1), . . . , ξ k (1)} is also a basis of principal Kähler vectors of ν q M, and it follows that the principal Kähler angles and their multiplicities of νM at p and q coincide. Proof. We first show that each distribution W ⊥ ϕ is parallel with respect to the normal connection. Let ϕ ∈ Φ, ξ ∈ Γ(W ⊥ ϕ ) and X ∈ Γ(T M). As we argued in Subsection 2.3, we have F 2 ξ = − cos 2 (ϕ)ξ. Since ∇ ⊥ F = 0 by Lemma 5.3, we get 
Recall from Subsection 2.3 that we can decompose
. Now we consider the bundle
Then, F is a complex vector bundle and, at a point p ∈ M, F p is the tangent space of a totally geodesic complex hyperbolic space CH
n . Using (26) and (27) we get∇ X φ = ∇ In other words, what Proposition 5.5 states is that we can, and we will, assume from now on that W ⊥ 0 = 0. Otherwise, we just take a smaller complex hyperbolic space where this condition is fulfilled.
Proof of Theorem 5.1.
In order to prove Theorem 5.1 we use the construction of W w as described in Proposition 5.2. Part of the proof goes along the lines of the rigidity result in [6] , although the argument here is more involved.
As we have just seen in Subsection 5.1, we may assume that the normal bundle νM does not contain a nonzero complex subbundle. We decompose the tangent bundle T M of M orthogonally into T M = C ⊕ D, where C is the maximal complex subbundle of T M. Thus, D ∩ JD = 0. For each ξ ∈ Γ(νM) we have Jξ = P ξ + F ξ, where P ξ ∈ Γ(D) and F ξ ∈ Γ(νM). Since D = P νM, then we argued in Subsection 2.3 that D has the same Kähler angles, with the same multiplicities as νM (note that 0 is not a Kähler angle of νM by the assumption we have made after Subsection 5.1). Since the principal Kähler angles are never 0, it follows that P : νM → D is an isomorphism of vector bundles. Proof. For all U, V ∈ Γ(C) and ξ ∈ Γ(νM) we have, using (26) and∇J = 0, ∇ U V, ξ = II(U, V ), ξ = 0, and
Thus C is autoparallel and as C is a complex subbundle of complex rank n − k, each of its integral manifolds is an open part of a totally geodesic CH n−k in CH n .
From now on we fix o ∈ M and let L o be the leaf of C through o, which is an open part of a totally geodesic CH n−k in CH n by Lemma 5.6. We have Lemma 5.7. If γ : I → L o is a curve with γ(0) = o then the normal spaces of M along γ are uniquely determined by the differential equation
, where γ * νL o is the bundle of vectors along γ that are orthogonal to L o .
Proof. Let X ∈ Γ(T M) and ξ ∈ Γ(νM). Using (26) we get
where ∇ ⊥ is the normal connection of M. Now, we take a vector field X along γ with X 0 ∈ ν o M and satisfying (28) . We write X = U + Jη + ξ, where we have U ∈ Γ(γ * C), ξ, η ∈ Γ(γ * νM) and U 0 = η 0 = 0. Using (29) and taking into account that∇J = 0, we obtain
We have that 2∇ γ ′ U + √ −c γ ′ , Z JU is tangent to C since C is a complex autoparallel distribution. Thus, it follows that 2∇ γ ′ U + √ −c γ ′ , Z JU = 0. Since U 0 = 0, the uniqueness of solutions to ordinary differential equations implies U t = 0 for all t, and thus X ∈ Γ(γ * νL o ). Similarly, the component tangent to P νM in the previous equation yields 2∇ ⊥ γ ′ η + √ −c γ ′ , Z F η = 0 and since η 0 = 0 we have η t = 0 for any t by uniqueness of solution. Hence, X t ∈ ν γ(t) M for all t, which proves our assertion.
We define B = −JZ. The point o ∈ M and the tangent vector B o uniquely determine a point at infinity x ∈ CH n (∞) and thus, a corresponding Iwasawa decomposition
of the isometry group of CH n , where a = RB o and g 2α = RZ o . We define the subspace w = T o M ⊖ (RB o ⊕ RZ o ) ⊂ g α and consider the submanifold W w defined by this Iwasawa decomposition and w. As we have already seen, the integral submanifold L o is an open part of a totally geodesic CH n−k contained in CH n that is tangent to the maximal complex distribution of W w at o. Since by Lemma 5.7 the normal bundle is uniquely determined by the ordinary differential equation (28) , and both M and W w satisfy the hypotheses of Theorem 5.1, it follows that ν p M = ν p W w for each p ∈ L o . As a consequence, ν p M is obtained by left translation of ν o M by the subgroup of AN that acts simply transitively on L o . In view of Proposition 5.2 it only remains to prove that for each p ∈ L o the horocycles determined by the point at infinity x and the lines of P ν p M are locally contained in M.
Before continuing our argument we need to calculate certain covariant derivatives of some vector fields.
Lemma 5.8. Let X ∈ Γ(T M ⊖ RB) and ξ ∈ Γ(νM). Then
Proof. Let η ∈ Γ(νM) be a local unit vector field. Using (26) we obtain ∇ X B, η = II(X, B), η = 0. Moreover, ∇ X B, B = 0. Next, (26) yields (33) 2 ∇ X B, P η = −2 ∇ X JZ, Jη − F η = −2 II(X, Z), η − 2 II(X, B), F η = −2 X, P η II(P η, Z), η / P η, P η = − √ −c X, P η . Now, let Y ∈ Γ(C ⊖ RB) and assume that X ∈ Γ(C ⊖ RB). For any ξ ∈ Γ(νM) we have ∇ P η JY, P ξ = II(P η, Y ), ξ − II(P η, JY ), F ξ = √ −c Y, Z P η, P ξ /2. This, the explicit expression for the curvature tensorR of CH n , the Codazzi equation, (26) and ∇J = 0 imply
Thus, if X ∈ Γ(C ⊖ RB) we have, taking into account∇ X B ∈ Γ(C), that 2∇ X B = − √ −c (X + X, Z Z).
Next we assume that X ∈ Γ(P νM) and we put X = P ξ with ξ ∈ Γ(νM). Then, we have ∇ JY P ξ, Z = − ∇ JY Z, Jξ − F ξ = − II(JY, B), ξ + II(JY, Z), F ξ = 0. This, together with the expression forR, the Codazzi equation, (26) and∇J = 0 yields 0 = 2 R (P ξ, JY )P ξ, ξ = 2 (∇ ⊥ P ξ II)(JY, P ξ) − (∇ ⊥ JY II)(P ξ, P ξ), ξ = −2 II(∇ P ξ JY, P ξ), ξ + 4 II(∇ JY P ξ, P ξ), ξ = −2 ∇ P ξ JY, Z II(Z, P ξ), ξ + 4 ∇ JY P ξ, Z II(Z, P ξ), ξ
Hence ∇ P ξ B, Y = 0, and using (33) we get 2∇ P ξ B = − √ −c P ξ. Altogether we get (30).
Now we prove (31) . Let ξ, ζ ∈ Γ(νM) and Y ∈ Γ(C). As C is autoparallel, we have ∇ B P ξ, Y = 0. Using (26) we get ∇ B P ξ, ζ = II(B, P ξ), ζ = 0. Moreover, using (26), we obtain S ξ B = 0 and thus
This implies (31).
Finally, if Y ∈ Γ(C), using again (26) we have
where we have used JP ξ, F ξ = JP ξ, Jξ − P ξ = P ξ, ξ − JP ξ, P ξ = 0. Obviously, (26) implies ∇ P ξ P ξ, ζ = II(P ξ, P ξ), ζ = 0. Using (26) we obtain ∇ P ξ P ξ, P ζ = ∇ P ξ (J − F )ξ, P ζ = − ∇ P ξ ξ, JP ζ + ∇ P ξ P ζ, F ξ
Altogether this yields (32).
The next lemma basically says that the point at infinity determined by B does not depend on the point o ∈ M that was chosen.
Lemma 5.9. The vector field B is a geodesic vector field and all its integral curves are pieces of geodesics in CH n converging to the point x ∈ CH n (∞).
Proof. Since B ∈ Γ(C) we have∇ B B ∈ Γ(C). Clearly, ∇ B B, B = 0. Let X ∈ Γ(C ⊖ RB) and η ∈ Γ(νM) be a local unit normal vector field. Using the expression forR, the Codazzi equation, (26) and∇J = 0 we obtain
This yields ∇ B B, X = 0 and hence∇ B B = 0. This implies that the integral curves of B are geodesics in CH n . Now let X ∈ Γ(T M ⊖ RB) be a unit vector field, and γ an integral curve of X. We define the geodesic variation F (s, t) = exp γ(s) (tB γ(s) ), where F s (t) = F (s, t) are integral curves of B. We prove that d(F (s 1 , t), F (s 2 , t)) tends to 0 as t goes to infinity, where d stands for the Riemannian distance function of CH n . The transversal vector field of F , ζ(s, t) = (∂F/∂s)(s, t), is a Jacobi field along each F s satisfying 4
If P X denotes∇-parallel translation of X along F s , one can directly show that
where we have used (30) and the fact that Z is a parallel vector field along F s sincē ∇ B F (s,t) Z = J∇ B F (s,t) B = 0. It is easy to see that lim t→∞ ζ(s, t) = 0. Using the mean value theorem of integral calculus we get
for some s * ∈ (s 1 , s 2 ). Therefore the integral curves of B are geodesics converging to the point x ∈ CH n (∞) at infinity. Now take p ∈ L o and let ξ p ∈ ν p M be a unit vector. As we argued before, the theorem will follow if we prove that the horocycle determined by P ξ p / P ξ p and the point x ∈ CH n (∞) is locally contained in M. To this end we will construct a local unit vector field ξ ∈ Γ(νM) such that the aforementioned horocycle is an integral curve of P ξ/ P ξ .
Let γ : I → M be a curve satisfying the initial value problem
Lemma 5.10. A curve γ satisfying (34) is parametrized by arc length and remains tangent to P νM.
Proof. Write γ ′ = aB + xZ + X + P η for certain differentiable functions a, x : I → R, and vector fields X ∈ Γ(γ * (C ⊖ (RB ⊕ RZ))) and η ∈ Γ(γ * νM). As Z = JB, the definition of γ and (30) show
Since x(0) = 0, the uniqueness of solutions to ordinary differential equations gives x(t) = 0 for all t. Let Y ∈ Γ(RB ⊕ P νM) and ζ ∈ Γ(νM). Then, (26) and ∇ X X, P η = − II(X, JX), η − II(X, X), F η = 0. Hence, using also the definition of the curve γ, This gives (d/dt) X, X = a √ −c X, X . Since X(0), X(0) = 0 we get X(t), X(t) = 0 for all t, and thus X = 0. The definition of γ gives
Using again the definition of γ, the fact that B is geodesic and (30), we get
Finally, from (31) and (32) we obtain d dt P η, P η = d dt γ ′ , P η = ∇ γ ′ γ ′ , P η + ∇ γ ′ P η, γ ′ = a √ −c 2 P η, P η + a P ∇ ⊥ B η, P η + P ∇ ⊥ P η η, P η = a √ −c 2 P η, P η + ∇ γ ′ P η, P η = a √ −c 2 P η, P η + 1 2 d dt P η, P η , and thus d dt P η, P η = a √ −c P η, P η .
If we define b = γ ′ , γ ′ and h = P η, P η , we get the initial value problem: Again, by uniqueness of solution we deduce a(t) = 0, b(t) = h(t) = 1 for all t. Hence, γ ′ (t), γ ′ (t) = 1 and γ ′ (t) ∈ P νM for all t as we wanted to show.
Let us assume then that γ : I → M is a curve satisfying equation (34) . Since the map P : νM → D = P νM is an isomorphism of vector bundles, there exists a smooth unit normal vector field η of M in a neighborhood of p such that γ ′ (t) = P η γ(t) / P η γ(t) for all sufficiently small t. Since B is a unit vector field and γ is orthogonal to B, we can find a hypersurface N in M containing γ and transversal to B in a small neighborhood of p. The restriction of η to this hypersurface N is a smooth unit normal vector field along N . We define ξ to be the unit normal vector field on a neighborhood of p such that ξ = η on N , and such that ξ is obtained by ∇ ⊥ -parallel translation along the integral curves of B. It follows that ξ is smooth by the smooth dependence on initial conditions of ordinary differential equations, and by definition ∇ ⊥ B ξ = 0. The definition of ξ and equations (30) and (31) imply 2[B, P ξ] = 2∇ B P ξ − 2∇ P ξ B = √ −c P ξ. Thus, the distribution generated by B and P ξ is integrable. We denote by U the integral submanifold through p.
Lemma 5.11. We have:
(i) The norm of P ξ is constant along the integral curves of P ξ, that is, P ξ( P ξ ) = 0.
(ii)∇ P ξ P ξ = √ −c P ξ, P ξ B.
(iii) The submanifold U is an open part of a totally geodesic RH 2 in CH n .
Proof. We calculate∇ P ξ P ξ. Equation (26) ′ (t) = P ξ γ(t) / P ξ γ(t) , and thus, along γ we get ∇ P ξ P ξ =∇ P ξ γ ′ P ξ γ ′ = P ξ γ ′ ( P ξ )γ ′ + P ξ ∇ γ ′ γ ′ = γ ′ ( P ξ )P ξ + √ −c 2 P ξ, P ξ B.
Comparing this equation with (32) yields P ∇ ⊥ P ξ ξ = γ ′ ( P ξ )P ξ, and since P : νM → D = P νM is an isomorphism of vector bundles we get ∇ ⊥ P ξ ξ = γ ′ ( P ξ )ξ. Finally, ξ, ξ = 1 implies ∇ ⊥ P ξ ξ, ξ = 0. Thus, γ ′ ( P ξ ) = 0, which is our first assertion, and hence ∇ ⊥ P ξ ξ = 0 along γ. Now, let α be an integral curve of B such that α(0) = γ(s). We have just shown that ∇ ⊥ P ξ ξ | α(0) = ∇ ⊥ P ξ ξ | γ(s) = 0. Next, from (35) and since S η B = 0 for each η ∈ νM, we get
Hence, by the uniqueness of solutions to differential equations we get ∇ ⊥ P ξ ξ | α(t) = 0 for all t, and consequently 2∇ P ξ P ξ = √ −c P ξ, P ξ B along the integral submanifold U. This is our second assertion. Since B is a geodesic vector field we have∇ B B = 0. By (30) we have 2∇ P ξ B = − √ −c P ξ, and by definition of ξ and (31) we get∇ B P ξ = P∇ ⊥ B ξ = 0. Together with (ii) we deduce that U is an open part of a totally geodesic RH 2 ⊂ CH n .
of CH n . Thus, we conclude that M is an open part of a tube of radius r around W w . Note that W w is minimal, as shown in [16] , and ruled by totally geodesic complex hyperbolic subspaces, as follows from Lemma 5.6.
If w is a hyperplane, W w is denoted by W 2n−1 , and we get one of the examples in Main Theorem (iv). In this case we can have r = 0 and we get exactly W 2n−1 . Both W 2n−1 and its equidistant hypersurfaces are homogeneous (see for example [2] ).
If w ⊥ has constant Kähler angle ϕ ∈ (0, π/2], then W w is denoted by W 2n−k ϕ , where k is the codimension. If ϕ = π/2, then k is even [3] . In any case the tubes around W 2n−k ϕ are homogeneous as was shown in [3] . These correspond to case (v) of the Main Theorem.
If w ⊥ does not have constant Kähler angle, then the tubes around W w are isoparametric but not homogeneous [16] . These remaining examples correspond to case (vi) of the Main Theorem.
Proof of Theorem 1.5. An isoparametric family corresponding to cases (iii) or (iv) in the Main Theorem cannot be congruent to a family in one of the other four cases, since the former are regular Riemannian foliations, whereas the latter families always have a singular leaf. Foliations in cases (iii) and (iv) give rise to exactly two congruence classes. Indeed, the family in (iv) has a minimal leaf W 2n−1 whereas the family in (iv) does not (see Remark 2.2). Furthermore, all horosphere foliations are mutually congruent, as well as all solvable foliations. Now, any family in (i) and (ii) has a totally geodesic singular leaf, whereas the singular leaf W w in (v) and (vi) is not totally geodesic. Moreover, the classification of totally geodesic submanifolds of CH n allows to distinguish between cases (i) and (ii).
In order to finish the proof it is convenient to consider the families (i), (iv), (v) and (vi) as tubes around a submanifold W w as described in Subsection 2.4.2. Thus, a totally geodesic CH k , k ∈ {1, . . . , n − 1}, corresponds to a submanifold W w , where w ⊂ g α is complex, a Lohnherr submanifold W 2n−1 corresponds to a hyperplane w in g α , and a Berndt-Brück submanifold W 2n−k ϕ corresponds to a subspace w ⊥ of g α of constant Kähler angle. Thus, the congruence classes of isoparametric families of hypersurfaces in CH n are parametrized by the disjoint union of the singular foliation by geodesic spheres F o , the horosphere foliation F H , the singular foliation F RH n of tubes around a totally geodesic RH n , and the congruence classes of isoparametric families of tubes around the submanifolds W w , which we still have to determine.
The submanifold W w depends on the choice of a root space decomposition. Since any two such decompositions are conjugate by an element of SU(1, n), it suffices to take a fixed root space decomposition g = g −2α ⊕g −α ⊕k 0 ⊕a⊕g α ⊕g 2α , real subspaces w 1 , w 2 ⊂ g α and determine when the family of tubes around W w 1 and W w 2 are congruent. By dimension reasons, and by the minimality of W 2n−1 if both w 1 , w 2 are hyperplanes, such families are congruent if and only if the two submanifolds W w 1 = S 1 · o and W w 2 = S 2 · o are congruent, where S i is the connected Lie subgroup of SU(1, n) with Lie algebra s i = a ⊕ w i ⊕ g 2α , i = 1, 2.
Let φ be an isometry of CH n such that φ(W w 1 ) = W w 2 , and assume, without loss of generality, that φ(o) = o. The identification T o CH n ∼ = a ⊕ n thus allows us to deduce that φ * (a ⊕ w 1 ⊕ g 2α ) = a ⊕ w 2 ⊕ g 2α . We consider the Kähler angle decompositions w i = ⊕ ϕ∈Φ i w i,ϕ as described in Subsection 2.3. Since φ is an isometry of CH n fixing o, it follows that φ * is a unitary or anti-unitary transformation of T o CH n ∼ = a ⊕ n ∼ = C n . Hence, it maps subspaces of constant Kähler angle to subspaces of the same constant Kähler angle, and thus we have Φ := Φ 1 = Φ 2 and φ * (a ⊕ w 1,0 ⊕ g 2α ) = (a ⊕ w 2,0 ⊕ g 2α ), φ * (w 1,ϕ ) = w 2,ϕ , for all ϕ ∈ Φ \ {0}.
Therefore, w 1 and w 2 have the same Kähler angles with the same multiplicities. Now set k 0 = g 0 ∩k, where k is the Lie algebra of K, the isotropy group at o. It is known (see e.g. [18] ) that k 0 is a Lie subalgebra of g and that the connected subgroup K 0 of G = SU(1, n) whose Lie algebra is k 0 acts on g α , and its action is equivalent to the standard action of U(n − 1) on C n−1 . The action of K 0 on a and on g 2α is trivial. Since w 1 and w 2 are subspaces of g α with the same Kähler angles and the same multiplicities, it follows that there exists k ∈ K 0 such that Ad(k)w 1 = w 2 (see the end of Subsection 2.3 or [18, Remark 2.10] for further details), and thus, k(W w 1 ) = W w 2 .
As a consequence, we have proved that the congruence classes of the submanifolds of type W w are in one-to-one correspondence with proper real subspaces of g α ∼ = C n−1 modulo the action of K 0 = U(n − 1). Altogether this implies Theorem 1.5.
