We determine the cutoff value on separation of cluster centers for exact recovery of cluster labels in a K-component Gaussian mixture model with equal cluster sizes. Moreover, we show that a semidefinite programming (SDP) relaxation of the K-means clustering method achieves such sharp threshold for exact recovery without assuming the symmetry of cluster centers. 2 2 .
Introduction
Let X 1 , . . . , X n be a sequence of independent random vectors in R p sampled from a Kcomponent Gaussian mixture model with K n. Specifically, we assume that there exists a partition G * 1 , . . . , G * K of the index set [n] := {1, . . . , n} such that if i ∈ G * k , then
where µ 1 , . . . , µ K ∈ R p are the unknown cluster centers and σ 2 > 0 is the common noise variance. For simplicity, we assume that σ 2 is known. Our main focus of this paper is to investigate the problem of optimal exact recovery for the true partition (or clustering) structure G * 1 , . . . , G * K . For each partition G 1 , . . . , G K of [n], let H = (h ik ) ∈ {0, 1} n×K be the binary assignment matrix of the observation X i to the cluster k, i.e.,
Since each row of H contains exactly one nonzero entry, there is one-to-one mapping between the partition and the assignment matrix. Thus recovery of the true clustering structure is equivalently to recovery of the associated assignment matrix. Given the data matrix X p×n = (X 1 , . . . , X n ), the optimal estimator that maximizes the probability of recovering the clustering labels correctly is the maximum a posteriori (MAP) estimator. If the clustering assignment is uniformly random, then the MAP estimator is equivalent to the maximum likelihood estimator (MLE), where the log-likelihood function is given by
Then the MLE corresponds to the solution of min H, µ 1 ,...,µ K n i=1 K k=1 h ik X i − µ k 2 2
(2)
subject to the constraint that H is an assignment matrix.
Since we focus on the recovery of the true clustering structure G * 1 , . . . , G * K , we may first profile the "nuisance parameters" µ 1 , . . . , µ K , whose MLEs are given bŷ
where |G k | = n i=1 h ik denotes the cardinality of the k-th cluster. Substitutingμ k into (2), we see that the MLE for H (and thus for G 1 , . . . , G K ) is the solution of the constrained combinatorial optimization problem:
where ⊔ denotes the disjoint union.
It is now clear that, under the Gaussian mixture model, the MLE in (3) is equivalent to the classical K-means clustering method [40] , which minimizes the total intra-cluster squared Euclidean distances. Since the K-means clustering problem is known to be worst-case NPhard [14, 41] , one can expect that a polynomial-time algorithm for computing the MLE of the clustering structure with exact solutions only exists in certain cases. Because of this computational barrier of the original K-means problem, various computationally tractable approximation algorithms are proposed in literature.
A widely used algorithm for solving the K-means is Lloyd's algorithm [38] , which is an iterative algorithm that sequentially refines the partition structure to ensure that the K-means objective function is monotonically decreasing. Lloyd's algorithm has a similar nature as the classical expectation-maximization (EM) algorithm [16] in that, while the EM implicitly performs soft clustering at every E-step, Lloyds algorithm does hard clustering at each iteration via the Voronoi diagram.
Given a suitable initialization (such as the spectral clustering method [30] ), it is shown in [39] that the clustering error for Lloyd's algorithm converges to zero exponentially fast, provided that
where n = min k∈[K] |G * k | is the minimal cluster size and a ∨ b = max(a, b). Separation lower bound in (4) is not sharp (in the high-dimensional setting when p ≫ n). In the simplest symmetric two-component Gaussian mixture model: [47] proposes a simple iterative thresholding algorithm that achieves the sharp threshold on µ 2 2 for exact recovery, which is given by
It should be noted that the algorithm in [47] critically depends on the symmetry of the Gaussian centers (i.e., µ and −µ) and it is structurally difficult to extend such algorithm with maintained statistical optimality to a general K-component Gaussian mixture model without assuming the centers are equally spaced. Another active line of research focuses on various convex relaxed versions of the K-means problem that is solvable in polynomial-time [51, 44, 37, 21, 53, 24, 10] . The best known rate of convergence achieved by the semidefinite programming (SDP) relaxed K-means for the Gaussian mixture model (1) is given by [24] . Specifically, it is shown therein that misclassification errors of the SDP originally proposed in [51] for relaxing the K-means has the exponential rate of convergence exp(−C · SNR 2 ), where the signal-to-noise ratio is defined as
and a ∧ b = min(a, b). In particular, the exponential rate implies that exact recovery is achieved by the SDP relaxed K-means with high probability in the equal cluster size case n = n/K if minimal separation of cluster centers satisfies the lower bound
Now comparing (7) with the optimal exact results (5) in the special symmetric twocomponent Gaussian mixture model, it is natural to ask the following question:
does the SDP relaxed K-means clustering method achieve a sharp threshold for exact recovery of the general K-component Gaussian mixture model? To the best knowledge of ours, this is an open question in literature. In this paper, we provide an affirmative answer to this question: we show that there is an SDP relaxation of the K-means clustering method (given in (11) below) achieving the exact recovery with high probability if ∆ 2 (1 + α)∆ 2 , where ∆ 2 = 4σ 2 1 + 1 + Kp n log n log n.
In addition, if ∆ 2 (1 − ε)∆ 2 , then no estimator can achieve the vanishing misclassification error. Thus ∆ 2 yields the cutoff value on the minimal separation of cluster centers for exact recovery of the K-component Gaussian mixture model, and the SDP relaxation for the Kmeans is minimax-optimal in the sense that phase transition from exact recovery to positive misclassification occurs around the critical threshold ∆ 2 .
1.1. Related work. There is a vast literature studying the clustering problem on the Gaussian mixture model, or more generally finite mixture models. Regarding clustering labels as missing data, parameter estimation is often carried out by the EM algorithm [16, 22] . The EM algorithm has been extensively studied in the statistics and machine learning literature [11, 8, 62, 31, 63, 15, 17, 61, 18] . Optimal rate of convergence for estimating the mixing distribution in finite mixture models is derived in [11] . Consistency of the K-means estimation of the clustering centers is studied in [40, 52] , without concerning the computational complexity. Computationally efficient algorithms for solving the K-means include Lloyd's algorithm [38, 39] and convex relaxations [51, 44, 37, 21, 53, 24, 10, 6] . Other popular clustering methods include the spectral clustering [43, 49, 55, 1, 33, 7, 58, 59] and variants of the K-means [5, 50, 48, 12, 13] . Analysis under the mixture models has also been done under other clustering models such as the stochastic ball models [48, 6, 21] .
Parallel to the (mixture) model-based clustering framework, there are many similar methods and algorithms proposed for community detection in network data based on the stochastic block model (SBM) [29, 19] . Successful algorithms for community detection (including partial and exact recovery) under the SBM have been extensively studied in literature -these include spectral algorithms [32, 42, 35] , SDP relaxations [20, 4, 26, 27, 25, 9, 36] , among others [46, 45] .
1.2. Notation. We shall use C, C 1 , C 2 , . . . to denote finite and positive universal constants whose values may vary from line to line. Let 1 n be the n × 1 vector of all ones. For two matrices A and B of the same size, let A, B = tr(A T B) be the usual inner product.
Throughout the rest of the paper, we fix the notation m = min 1 k =l K 2n k n l n k +n l and n = min k∈[K] n k as the minimal cluster size.
Main result
In this section, we state our main result on the cutoff value of the exact recovery of the Gaussian mixture model in (1).
Theorem 2.1 (Separation upper bound for exact recovery via SDP relaxation). If there exist constants δ > 0 and β ∈ (0, 1) such that
then the SDP in (11) achieves exact recovery with probability at least 1 − C 4 K 2 n −δ , where C i , i = 1, 2, 3, 4, are universal constants.
The following corollary is a direct consequence (and a special case) of Theorem 2.1 when the cluster sizes are equal.
, and ∆ 2 be defined in (8) . Suppose that the cluster sizes are equal and K C 1 log n for some constant C 1 depending only on α. If ∆ 2
(1 + α)∆ 2 , then the SDP in (11) achieves exact recovery with high probability 1 − C 2 K 2 n −c 3 , where C 2 , c 3 are constants depending only on α.
To derive a lower bound, we focus on the equal size case where clusters {G * k } K k=1 have roughly the same sizes. More precisely, recall that our unknown parameters are the cluster indicating variables H = {h ik : i ∈ [n], k ∈ [K]}, and {n k : k ∈ [K]} are the unknown cluster sizes. Let δ n = C K log(n)/n for some sufficiently large constant C > 0. Here, we consider n k ∈ [(1−δ n ) n/K, (1+δ n ) n/K] for k ∈ [K] that allows a small fluctuation on the community size in establishing the lower bound. Particularly, we define the (localized) parameter space 
for some strictly positive constant c independent of n and K, where the infimum is over all possible estimators {ĥ ik } for {h ik }.
Corollary 2.2 and Theorem 2.3 together imply that in the equal cluster size case when n 1 = n 2 = · · · = n K = n K , the SDP relaxation (11) for the K-means is minimax-optimal in the sense that phase transition from exact recovery to positive misclassification occurs around the critical threshold given by the ∆ 2 in (8). It remains an interesting open problem whether the separation gap ∆ is sharp when cluster sizes are unbalanced.
Semidefinite programming relaxation: primal and dual
In this section, we describe the SDP relaxation of the K-means that achieves the cutoff value of the exact recovery and outline the strategy of showing that the SDP solution uniquely recovers the true clustering structure by a dual certificate argument via the primal-dual construction.
Let A = X T X be the affinity matrix and B = diag(|G 1 | −1 , . . . , |G K | −1 ). Then we can reparametrize (3) as
which is a mixed integer program with a nonlinear objective function [51, 28] . If the cluster centers µ 1 , . . . , µ K are properly separated, then the affinity matrix A from the data has an approximate block diagonal structure (up to a permutation of the data index).
Changing variable Z = HBH T , we observe that the n × n symmetric matrix Z satisfies the following properties: (P1) positive semidefinite (psd) constraint: Z 0; (P2) non-negative (entrywise) constraint: Z 0, i.e., Z ij 0 for all i, j ∈ [n]; (P3) unit row-sum constraint: Z1 n = 1 n ; (P4) trace constraint: tr(Z) = K. Since Z is symmetric, properties (P2) and (P3) automatically ensure that Z is a stochastic matrix Z1 n = Z T 1 n = 1 n . Given any clustering structure G 1 , . . . , G K , we may consider the associated cluster membership matrix:
Thus to recover the true clustering structure G * 1 , . . . , G * K , it suffices to compare the estimated membership matrix and the true one Z * .
After the change-of-variables, the objective function in (9) becomes linear in Z. Then we use the solutionẐ of the following (convex) SDP to estimate Z * :
where
Since the SDP relaxation (11) does not require the knowledge of the noise variance σ 2 and the partition information other than the number of clusters K, it in fact can handle the more general case of unequal cluster sizes. We remark that such SDP has also been considered in previous work [51, 24, 12, 13] .
Note that Z * is a rank-K block diagonal matrix, and for any Z ∈ C K , due to the psd constraint, tr(Z) equals to the nuclear norm Z * . Then the SDP in (11) can be effectively viewed as a low-rank matrix denoising procedure for the data affinity matrix A by finding its optimal matching from all feasible "rank-K" stochastic matrices proxied by the trace constraint.
On the other hand, the SDP solutions are not integral in general. If this is the scenario, then the standard relaxing-and-rounding paradigm [60] can be used to round the SDP solution back to a point in the feasible set of the original discrete optimization problem (3). In our case, we can apply the K-means clustering to the top K-eigenvectors ofẐ as a rounding procedure to extract the estimated partition structureĜ 1 , . . . ,Ĝ K .
However, it is observed that the rounding step is not always necessary and solution to the clustering problem (3) can be directly recovered from solving the relaxed SDP problems when the separation of cluster centers is large, which is sometimes referred to the exact recovery or hidden integrality phenomenon [6, 21] . This motivates the question we asked earlier in Section 1 that when and to what extend the SDP relaxation can in fact produce the exact recovery. The rest of the paper is devoted to characterize the precise cutoff value on the separation of cluster centers that yields the exact recovery.
3.1. Dual problem. To analyze the exact recovery property ofẐ, we first derive the dual problem for the (primal) SDP problem in (11) . Let
be the Lagrangian function, where Q n×n 0, α n×1 = (α 1 , . . . , α n ) T , B n×n 0, and λ ∈ R are the Lagrangian multipliers. Consider the max-min problem:
where the maximum over Z is unconstrained. If Z is not primal feasible for the SDP problem (11), then min where the equality is attained if for example Q = B = 0. Then,
.
which is avoided by the minimization over the Lagrangian multipliers. Thus with Q = λId n +
which is the weak duality between the primal SDP problem (11) and its dual problem:
Moreover, the duality gap is given by
3.2. Optimality conditions: primal-dual construction. Let 1 G * k be the n × 1 vector such that it is equal to 1 n k on G * k and zero otherwise. To show that
is the solution of the primal SDP problem (11), we need the duality gap (13) is zero at Z = Z * . To this end, we need to construct a dual certificate (λ, α, B) such that:
Note that (C1) and (C2) are dual feasibility constraints, while (C3) and (C4) are the optimality conditions (i.e., complementary slackness) corresponding to the zero duality gap in (13) . In particular, (C4) implies that B G *
To ensure that Z * is the unique solution of the SDP problem (11), we observe that Z * is the only feasible matrix to the SDP (11) satisfying the block diagonal structure
Indeed, since each block Z (k) satisfies Z (k) 1 n k = 1 n k and is psd, (1, n k −1/2 1 n k ) is one eigenvalue-eigenvector pair of Z (k) and the trace of Z (k) is at least 1. On the other hand, due to the trace constraint K k=1 tr(Z (k) ) = tr(Z) = k, we then must have tr(Z (k) ) = 1. In addition, 1 is its only nonzero eigenvalue with eigenvector n k −1/2 1 n k . Consequently, Z (k) must take the form of n −1 k J n k . Given the above block diagonal structure and tr(BZ * ) = 0, we conclude that Z * is the unique solution to the SDP (11) 
in addition to the optimality conditions (C1)-(C4).
Proof of Theorem 2.1
In this section, we show that a dual certificate described in Section 3.2 can be successfully constructed with high probability, thus proving Theorem 2.1. First, observe that W n 0 and tr(W n Z * ) = 0 imply that
The last display together with B G * k G * k = 0 imply that for each distinct pair (k, l) ∈ [K] 2 ,
Substituting the last equation back into (16), we get
Next we construct a solution of B for (17) . For k = l, we have
In particular, for j ∈ G * l ,
where X k = n −1 k i∈G * k X i is the empirical mean of data points in the k-th cluster. Without loss of generality, we may take a symmetric B (i.e., B T = B) and then construct B as block-wise rank-one matrix satisfying the above row sum constraint (19) :
For notational simplicity, let us denote the column sums and row sums of matrix
be the total sum, then the construction in (20) becomes
. Recall that to ensure uniqueness, we need to choose λ such that B ♯ G * k G * l > 0 for all distinct pair (k, l) ∈ [K] 2 , which is, in view of (19) , guaranteed whenever λ < min
On the other hand, we require that λ is not too small since W n = λId n + 1 2 (1 n α T + α1 T n ) − A − B 0. To identify the right λ, we will employ the following lemma that provides some high probability lower bounds that will be useful for bounding from below the column sums {c 
Note that ∆ is the minimum separation between the cluster centers and m quantifies the "minimum" cluster size in the pairwise sense. 
with
where r kl = 2σ 2 log(nK) n l µ k − µ l + 2σ 2 n k + n l n k n l 2p log(nK) + 4σ 2 n k log(nK).
If the conditions of Lemma 4.1 holds, then according to this lemma we may choose
so that it holds with probability at
as long as n is sufficiently large. This implies B ♯ G * k G a st l > for any distinct pair (k, l) ∈ [K] 2 . We fix such a choice for λ in the rest of the proof.
Denote Γ K = span{1 G * k : k ∈ [K]} ⊥ be the orthogonal complement of the linear subspace of R n spanned by the vectors 1 G * 1 , . . . , 1 G * K . In view of (15), we see that {1 G * k : k ∈ [K]} are eigenvectors of W n associated to the zero eigenvalues. Thus to ensure W n 0, we only need to check that: for any
Our next task is to derive a high probability lower bound for the quadratic form v T W n v. Plugging the definition of W n , we write
Since
Recall the clustering model (1):
is a quadratic form in v. Therefore, for each v ∈ Γ K satisfying v = 1, S(v) can be bounded by the largest singular value of the Gram matrix G n = ε i ε T j : i, j ∈ [n] , so that
where matrix E = (ε 1 , ε 2 , . . . , ε n ) ∈ R p×n has i.i.d. N (0, σ 2 ) entries. Applying Lemma 7.2, we can reach
Now we analyze the last term T (v). Bound on T (v) ). Assume the separation condition (22) in Lemma 4.1 and consider the choice of λ as (23) . We have for any δ > 0,
By combining previous bounds on |S(v)| and |T (v)| together, we obtain
Combining this with our constructions (23) for λ ♯ , (18) for α ♯ and (20) for B ♯ and all previous analysis, we obtain that (λ ♯ , α ♯ , B ♯ ) will be a dual certificate that satisfies (1)-(5) with probability at least 1 − (5K 2 + 1) n −δ if
which is true if for some universal constants C, c > 0,
Cn m , and δ β 2 (1 − β) 2 c K .
Proof of Theorem 2.3
The first step is to reduce the worse case misclassification risk to the average case risk by putting a prior π H over H = {h ik } with (h i1 , . . . , h iK ) being i.i.d. following the multinomial distribution with one trial and probability vector (n/K, . . . , n/K). By the classical Chernoff bound we have 
Conditioning on the event that n 1 + n 2 points belong to the first two clusters, the problem of correctly classifying all n samples into K clusters is always not easier than correctly classifying the n 1 + n 2 points into the first and second clusters, that is,
where recall that G k = {i ∈ [n] : h ik = 1} denote the k-th cluster. Now we apply the following minimax lower bound (adapted to our notation and setting) from the proof of Theorem 5 in [47] for two clusters G 1 and G 2 conditioning on their total sizes n 1 + n 2 ,
for some c > 0, whereπ 12 denote the conditional prior distribution of {ĥ ik , i ∈ G 1 ∪ G 2 , k = 1, 2} given the total sample size n 1 + n 2 of G 1 ∪ G 2 . Here we have used the high probability bound (26) so that with probability at least 1 − n −1 , the separation ∆ satisfies
log n when n is large enough, as this separation condition is required for the lower bound result in [47] to be applicable. Note that the proof of Theorem 5 in [47] also reduces the worse case bound to the average case bound, where the prior on the cluster label is arbitrary so that we can choose it as the conditional distributionπ 12 . Putting all pieces together gives a proof of the claimed result.
6. Proof of key lemmas 6.1. Proof of Lemma 4.1. Without loss of generality, we may assume σ = 1. Denote θ = µ k − µ l and define the event A = k,l,i A
with the index (k, l, i) ranging over all distinct pairs (k, l) ∈ [K] 2 and all i ∈ G * k and r kl = 2 2 log(nK) n l θ + 2 n k + n l n k n l 2p log(nK) + 4 n k log(nK).
Recall that X i = µ k + ε i for each i ∈ G * k and k ∈ [K]. We can write
where ε k\{i} = (1 − n k ) −1 j∈G * k \{i} ε j . Set ζ n = 2 log(nK) and define
Note that ε i , ε l , and ε k\{i} are mutually independent. Thus conditional on ε l and ε k\{i} , we have
Then, on the event where (27) and (28) hold, we can bound
where Φ c (t) denotes the tail probability P(Z t) for a standard normal random variable Z.
Under the separation condition (22) on the Gaussian centers, we see that
where the second inequality follows from the standard Gaussian tail bound Φ c (x) e −x 2 /2 for x 0. In addition, applying the probability tail bounds for χ 2 distributions in Lemma 7.1, we have P(B 
for any distinct pair (k, l) ∈ [K] 2 . Under this notation, for each v ∈ Γ K , we may write
To bound these three terms, we will use the following lemma, whose proof is deferred to the end of this section.
Lemma 6.1 (Uniform high probability bounds for random fluctuation terms). For any δ > 0, it holds with probability at least 1 − 4K 2 n −δ that for any v ∈ Γ K and any distinct pair
for some universal constant C > 0.
Bound T 1,kl : By applying the Cauchy-Schwarz inequality and inequality (30), we can bound
n k + 2n k log n + 2 log n 1/2 n l + 2n l log n + 2 log n 1/2 .
Throughout the proof, we can always work under the event {t (k,l) βn k n l µ k − µ l 2 /2 for all distinct pairs (k, l) ∈ [K] 2 and i ∈ G * k },
which according to the choice of λ ♯ in (23) after Lemma 4.1, holds with probability at least 1 − K 2 n −δ − 8n −1 . Under this event, we get a uniform bound for first sum of T 1,kl 's in the decomposition (29) 
n l + 2n l log n + 2 log n
where step (a) is due to the Cauchy-Schwarz inequality, and the last step uses the identity K k=1 n k = n and inequality K k=1 √ n k K K k=1 n k .
Bound T 2,kl : Due to the symmetry, we only need to analyze the first sum in T 2,kl , which can be further decomposed as
where the three terms G 1 (v), G 2 (v) and G 3 (v) are respectively bounded by using inequalities (31), (32) and (33) in Lemma 6.1. Therefore, we can reach
This implies the following bound on T 2,kl due to the symmetry,
Then we may obtain by using the lower bound condition in Lemma 4.1 as
where the last step is due to the Cauchy-Schwarz inequality.
Bound T 3,kl : Note that term |T 3,kl (v)| satisfies
Therefore, |T 3,kl (v)| can be bounded by the sum of the upper bounds for |T 1,kl (v)| and |T 2,kl (v)|. Putting all pieces together, we can finally reach |T (v)| K k=1 l =k n k n l t (k,l) T 1,kl + K k=1 l =k n k n l t (k,l) T 2,kl + K k=1 l =k n k n l t (k,l) T 3,kl C 3 β v 2 n + K log n + (1 − β)Kδ mp log n + mp log 7 n n .
6.3. Proof of Lemma 6.1. We can apply the Cauchy-Schwarz inequality to obtain
∼ N (0, 1), i = 1, . . . , n, we obtain by Lemma 7.1 and a union bound argument that with probability at least 1−K 2 n −1 ,
A combination of the preceding two displays yields the first claimed inequality (30) . Since i∈G * k v i = 0 for any v ∈ Γ K , we can also write the left hand side of inequality (31) as
, which can be viewed as a centered empirical process indexed by
We may assume without loss of generality
. By Theorem 4 in [2] , there exists an absolute constant C such that for any t > 0,
where 
By the Cauchy-Schwarz inequality, we have for all v ∈ V k ,
Then Jensen's inequality implies that
Thus with probability at least 1 − 4n −1 , we have
which entails the second claimed inequality (31). Next we prove the third claimed inequality. Note that conditional on ε l ,
is a centered Gaussian process indexed by v k ∈ V k . By the Borell-Sudakov-Tsirel'son inequality (cf. Theorem 2.5.8 in [23] ), we have 
where we have used the fact that the ε-covering entropy of the unit sphere in R n k is at most Cn k log(1/ε) for any ε ∈ (0, 1). Combining the last two displays with the inequality P( ε l 2 n −1 l (p + 2 p log n + 2 log n)) n −1 , and a union bound argument, we get with probability at least 1 − K 2 n −1 ,
implying the third inequality (32) . Now we prove the last inequality, which is the most involved one. Note that
is a degenerate U -process of order two. To simplify the notation, we may assume G * k = {1, . . . , n k } in the rest of this proof. Applying Lemma 7.4 with
. . , ε T n k ), and
By the Cauchy-Schwarz inequality, . From Jensen's inequality and the independence between ε j and i =j,i∈[n k ] ε j , we have
Thus we see that with probability at least 1 − 2n −δ ,
which implies the last claimed inequality (33). Proof of Lemma 7.3. Note that ε 1 , ε 2 = p j=1 ε 1j ε 2j , and each additive component ε 1j ε 2j is sub-exponential with ε 1j ε 2j ψ 1 ε 1j ψ 2 ε 2j ψ 2 = 1 (cf. Lemma 2.7.7 in [57] ). By Bernstein's inequality (cf. Theorem 2.8.2 in [57] ), there exists an absolute constant C 1 such that for any t > 0, P(| ε 1 , ε 2 | t) 2 exp[−C 1 min(t 2 /p, t)].
Supporting lemmas
Let C be a large absolute constant. By integration-by-parts and change-of-variables, we have
Thus if we take C = Kp 1/2 for some large enough absolute constant K > 0, then
which implies that ε 1 , ε 2 ψ 1 Kp 1/2 . The ψ 1 norm bound for ε 1 2 − p follows from similar lines. Then there exists an absolute constant C such that for any t > 0,
Proof of Lemma 7.4. Note that the standard Gaussian random vector ε satisfies the concentration inequality P(|ϕ(ε) − E[ϕ(ε)]| t) 2 exp(−t 2 /2) for any t > 0 and every 1-Lipschitz function ϕ : R p → R such that E[|ϕ(ε)|] < ∞ (cf. Theorem 2.5.7 in [23] ). Then the lemma follows from Theorem 2.10 in [3] .
