Abstract. We study the inverse Robin problem for the Schrödinger equation in a half-space. The potential is assumed to be compactly supported. We first solve the direct problem for dimensions two and three. We then show that the Robin-to-Robin map uniquely determines the potential q.
Introduction
In this paper we consider a Robin boundary problem for wave propagation modelled by the Schrödinger equation In addition, it is required that q(x) differs from the constant k 2 only in a bounded domain that contains Ω, where the wave number k is positive and fixed. It is customary to write the impedance parameter θ as θ = ikβ where β is a given constant, called an acoustic admittance.
For the applications, β would have to be taken as a complex-valued function in order to model the physical properties of the boundaries considered. Positive values of the real part ℜβ > 0 are associated with energy absorbing boundaries and those problems have been widely studied by Chandler-Wilde [6] and Chandler-Wilde and Peplow [11] . If ℜβ = 0, the boundary is said to be passive [29] or non-absorbing. Energy-absorbing boundaries allow the propagation of evanescent waves having an exponential decay from a source point at the boundary and in any direction. In the critical situation when ℜβ = 0 and ℑβ < 0, induced surface waves propagate being guided by the boundary and their exponential decay is strictly reduced to the cross-sectional direction (similar to a Rayleigh wave). So this is the critical case that maximizes the energy that propagates at boundary level, which is of interest for many applications in acoustics. See [16] , [17] , [18] and the references given there.
On the one hand, we study the case when ℜβ = 0 and ℑβ < 0, so that θ > 0. These hypotheses on the impedance coefficients imply the appearance of surface waves guided by the domains infinite boundary. The Helmholtz equation ∆u + k 2 u = 0 with this boundary condition is studied by Durán, Muga, Nédélec [16] , [18] . Looking for outgoing solutions, the authors firstly observe that the speed of an outgoing surface wave is different from the speed of the volume waves. Thus, a usual Sommerfeld radiation condition does not describe this phenomenon. In order to exhibit the correct radiation condition, they compute the associated Green's function and analyze its far field.
In addition, we assume either β = 0 (rigid boundary) or ℜβ > 0 (energyabsorbing boundary). This means that either θ = 0 or θ ∈ C\{0} such that ℑθ > 0. In applications in outdoor sound propagation, β lies only within a restricted region of the physically feasible half-plane ℜβ > 0. One of the basic theoretical problems arising from a study of outdoor sound propagation is the problem of predicting the far field behavior of the sound field emitted from a monofrequency monopole point source located above a homogeneous impedance plane [14] , [15] , [23] , [31] , [35] , [39] . In mathematical terms, the solution for this problem is the Green function for Helmholtz equation in a half-space with impedance boundary condition. See for example [7] , [8] , [9] , [22] , [34] among others. Thus a precise evaluation of the Green's function is of great importance. Accurate and efficient calculation of propagation from a line source for the widest range of source and receiver positions as well as a generalized asymptotic expansion for the Green's function in the far field is obtained by Chandler-Wilde and Hothershall [9] , [10] . This problem is two-dimensional. Propagation from a point source, i.e., three-dimensional case, has been considered by Thomasson [39] among others and has been studied in more detail by Chandler-Wilde [5] .
It turns out that in the papers mentioned above, the wave number k is a positive constant. The complex wave propagation phenomena involving infinite halfplanes, or perturbation of them, having impedance boundary conditions is studied by Durán, Hein and Nédélec [19] . Many problems that appear in sciences and engineering motivated their study. See for example [11] , [24] , [32] , [36] . Desiring to treat these problems, they study a classical two-dimensional model of timeharmonic waves, based on the Helmholtz equation. As the Helmholtz equation permits to describe a wide range of different wave propagation phenomena when the oscillations act in the linear range, the understanding of these phenomena for a relatively simple model allows to study them later for more complex and specific cases.
The first goal of this paper is to study the direct problem for the Schrödinger equation (1.1) with the impedance boundary condition (1.2) for d = 2, 3. We assume that θ ≥ 0 or ℑθ > 0. We base on the works [16] , [17] - [18] , [39] , [9] - [10] mentioned above. We construct the unique solution of the Robin boundary problem
u satisfies the corresponding radiation condition.
for d = 2, 3 in terms of the Green's function G θ associated to the Helmholtz equation ∆u + k 2 u = 0 with impedance boundary condition (1.2).
Observe that when θ = 0, (1.3) becomes into a Neumann problem. Thus proving existence and uniqueness of solution of the problem (1.3) solves the direct Neumann boundary problem for the Schrödinger equation in half-space. As far as we know, this does not appear in the literature.
The radiation condition that we refer in the problem (1.3) is established from the one that the corresponding Green's function satisfies. We see that in the case of a non-absorbing boundary, the established radiation condition is somewhat different from the usual Sommerfeld's one, due to the appearance of surface waves. In the rigid or energy-absorbing boundary, we have the usual one. See Appendix (Section 4) below.
We assume that the boundary data f is in the weighted Sobolev space
Here we use the definition of the Sobolev space in terms of the Fourier transfrom
Thus it follows that
We show that the problem (1.3) has a unique solution u belonging to the weighted Sobolev space
Thus using the trace theorem that characterizes the existence of the trace operators
and the definition of the weighted Sobolev spaces as above, the trace of u and its normal derivative can be defined and it holds that
Hence, we define the set of the Cauchy data for solutions of the Schrödinger equation in half-space as follows, (1.7)
We then introduce the Dirichlet-to-Neumann map Λ q , the Neumann-to-Dirichlet map N q and the Robin-to-Robin map R q θ1,θ2 associated with (∆ + q(x)) on R d + as follows,
where R(Λ q ) denotes the range of Λ q , (1.10) R q θ1,θ2 :
, where θ 1 = θ 2 .
The inverse Robin boundary value problem is to determine q(x) in the upper half-space from knowledge of the Robin-to-Robin map R q θ1,θ2 . As far as we know, this problem is not studied for general θ 1 , θ 2 in the half-space. The case when θ 1 = 0 and θ 2 = ∞ is considered by Cheney, Lassas and Uhlmann [12] in dimension d = 3. The inverse scattering problem for the acoustic equation with both θ = cot α < 0 (active boundary) and θ = cot α > 0 (passive boundary) and for exponentially decaying potentials q with ℑθ > 0, has been considered by Karamyan in [28] , [29] and [30] , respectively. The impedance boundary problem in open bounded domain for the particular case of θ 1 = − tan α, θ 2 = cot α with α ∈ R has been studied by Isaev and Novikov [26] , [27] . More precisely, the authors give stability estimates for determination of potential [26] and reconstruction of a potential [27] from the Robin-to-Robin map.
General Robin-to-Robin map for bounded Lipschitz domains Ω ⊂ R d , d ≥ 2 is considered by Gesztesy and Mitrea [20] , [21] , where the direct Robin boundary problem for the Schrödinger operator ∆+q for not necessarily real-valued potentials q satisfying q ∈ L ∞ (Ω) is solved. More concretely, the authors study the following generalized Robin boundary value problem
, where ν denotes the outward pointing normal unit vector to ∂Ω. Here θ corresponds to a more general boundary operator which in particular can be the operator of multiplication by θ ∈ R. Note that in the bounded domain case, one can work with the standard Sobolev space
where D ′ (Ω) denotes the usual set of distributions on Ω ⊂ R d and H s (R d ) is as in (1.5) . By the unique solvability of the problem (1.11), one can introduce the Dirichlet-to-Neumann map Λ q,Ω , the Neumann-to-Dirichlet map N q,Ω and the Robin-to-Robin map R q θ1,θ2,Ω associated with ∆ + q on Ω as follows,
,Ω :
The question of whether the knowledge of the Robin-to-Robin map R
The main result of this manuscript can be formulated as follows. 
The theorem is also true for bounded domains. In fact, we can also show the following result.
The main idea of the proof is to reduce the Robin-to-Robin problem to a more studied Dirichlet-to-Neumann problem. We first prove that if
. The same reasoning applies to the bounded domain case. Indeed, the same argument works for showing that the fact that R q1 θ1,θ2,Ω = R q2 θ1,θ2,Ω implies that Λ q1,Ω = Λ q2,Ω . Thus our problem reduces to determine q(x) from the knowledge of the Dirichlet-to-Neumann maps Λ q and Λ q,Ω .
When d = 3, it is known [12] that knowledge of Λ q uniquely determines q(x) in the half-space geometry. As far as we know, the problem in the half-space is not studied in the two dimensional case. However, same method as in [12] allows us to extend the result to the half-plane. See Section 3.2 below. In the bounded domain case, it is known that knowledge of Λ q,Ω uniquely determines the potential q(x). For d ≥ 3, see the seminal work of Sylvester and Uhlmann [38] . The two dimensional case was open until the paper of Bukhgeim [4] in 2008 for piecewise W 1,p potentials with p > 2 and later improved to W ε,p potentials with ε > 0 by Blåsten [3] . The final result is given by Imanuvilov and Yamamoto [25] for q ∈ L ∞ and we use this in the sequel.
The paper is organized as follows. In Section 2 we study the direct impedance boundary problem in half-space R d + . Existence and uniqueness of solution of the problem (1.3) for d = 2, 3 is proved. Section 3 is devoted to the proof of Theorem 1.1. We first give a detailed proof of how to reduce the Robin-to-Robin problem to the Dirichlet-to-Neumann one in R d + for a general dimension d. Same argument works for bounded domain case. See Remark 3.3 below. We then prove that Λ q uniquely determines q in the half-plane. Finally, in Section 4 (Appendix) we include a small review of the papers [16] , [17] - [18] , [5] and [9] - [10] pointing out the main properties of the Green's function associated to the Helmholtz equation in R 3 + and R 2 + , respectively.
The direct problem
In this section we study the unique solvability of the Robin boundary problem (1.3) for d = 2, 3 and for the impedance parameter θ such that θ > 0 (non-absorbing boundary), θ = 0 (rigid boundary) and ℑθ > 0 (energy-absorbing boundary).
The proof relies very much on the unperturbed Robin Green's functions given in Appendix (Section 4). Since there are some differences in their asymptotics and the corresponding radiation condition depending on the boundary that we consider, we split the section into two parts.
We first study the non-absorbing case θ > 0 in detail. Afterwards, since the rigid θ = 0 and energy absorbing case ℑθ > 0 follows by the same method, we only focus on the differences respect to the first case. Finally, we give the existence and uniqueness result for both cases.
2.1. Non-absorbing boundary (θ > 0). Let d = 2, 3. Let us consider the Robin boundary problem (2.1)
where u also satisfies the radiation condition given by
when r → +∞, for any α ∈ 
when r → +∞, for any α ∈ 0, 1 2 . Our first goal is to construct the unique solution of the problem (2.1) using the Green's function given by Durán, Muga and Nédélec [16] , [17] - [18] . See Appendix 4.1 below.
Let G θ (x, y) denote the unperturbed Robin Green's function satisfying the boundary problem
We construct the solution to the problem (2.1) as the solution to the following integral equation
where
We first need to show that u has the desired properties. It clearly satisfies the corresponding radiation condition. To see that the Robin boundary condition ∂u ∂x d + θu = f holds at x d = 0, observe that the entire contribution to u comes from the first term on the right-hand side of (2.5) because of the Robin boundary condition that satisfies the Green's function if x d = 0 and y d > 0. Thus we need to check that when y d = 0, we obtain (2.6)
′ π are as above. For this purpose, from (4.2) and (4.3), observe that on the surface y d = 0 yields
Hence, evaluating at x d = 0, (2.6) follows. 
being C π and C ′ π as above and θ = 0. It is easy to check that when y d = 0, yields
This follows by showing that on the surface y d = 0, we have
which evaluating at x d = 0 implies (2.8).
In order to prove existence and uniqueness of solution of (2.1), we first need to show that equation (2.5) is uniquely solvable in a suitable function space. Indeed, we prove that (2.5) has a unique solution in
by applying the Fredholm alternative. For simplicity of notation, we write V (y) = q(y) − k 2 and let G θ V stand for the operator given by
Proof. From the assumption that V has compact support in the lower half-space, we write G θ V as G θ χV , where χ is the function that is one on the support of V and zero everywhere else. Let r 1 , r 2 > 0 such that supp V ⊂ Ω ⊂ {r 1 ≤ |y| ≤ r 2 }.
As in Agmon [2] , we first note that multiplication by V is a compact operator mapping
. Hence the product operator
+ → C and we define the associated integral operator
We need to prove that K :
We first show that for δ > 1/2 (2.10)
is a Hilbert Schmidt operator and hence, compact and bounded. Secondly, we prove that the integral kernel
defines, as well, a bounded integral operator
This together with (2.10) shows that K :
To show (2.10) note that by (4.4), (4.5), (4.7), the Robin Green's function holds
be such that ϕ(x) = 1 for |x| ≤ r 2 + 1 and ϕ(x) = 0 for |x| ≥ 2r 2 + 1. Thus for any δ > 0 and d = 2, 3, we get
whereΩ is a bounded domain containing the support of ϕ. In addition, since 1 − ϕ(x) = 0 when |x| ≤ r 2 + 1 and in the support of V , using that |x − y| ≥ |x| − r 2 , we have
To prove the claim for H i note that
The second term of the above inequality is square integrable for all δ > 0 and defines thus a Hilbert Schmidt operator, as above. Similarly, (1 − ϕ(x))h i (x, y) is square integrable for any δ > 0. The proof is completed by applying the Schur test to the first term of ϕ(x)h i (x, y), i.e. checking that Observe that a solution of the homogeneous equation
is also a solution of the equation
To show that such a u must be identically zero, we use an energy identity. We first introduce some notation and see some properties related to the radiation condition. Let S + R denote the surface of the half-sphere of radius R contained in the half-space R 
The procedure for obtaining the energy identity is to multiply (2.13) by the complex conjugateū and integrate over the domain within S 
We now take the imaginary part of the above equality. By the Robin boundary condition (2.14), since θ ∈ R, it follows that the integral over {x d = 0} does not contribute and we obtain
Observe that on the one hand, writting q(x) = V (x) + k 2 , since k ∈ R and supp V ⊂ B, the left-hand side of the above identity can be given by
which is finite as V is a bounded potential and u ∈ L 2 (B). In addition, by the assumption that ℑq(x) > 0, we get that (2.18) is negative. On the other hand, letting R → ∞, we obtain (2. 19) lim
To deal with the right-hand side of (2.17), we first note that its boundedness implies that in particular S i R |u| 2 dS < ∞, i = 1, 2. Thus by the radiation condition (2.15) we get
Hence, according to the above remark related to the fact that (2.18) is negative and finite, by using the positivity of k, √ θ 2 + k 2 , it follows that
This together with (2.20) implies that the right-hand side of (2.17) tends to zero as R → ∞. As a consequence, combining this with (2.19) gives (2.21) The same approach as above applies to these cases. By using (4.9) and (4.14), the proof of Propositions 2.2 and 2.3 runs as before, the only difference being in the uniqueness result when ℑθ > 0.
In order to prove that the integral equation (2.5) for ℑθ > 0 has a unique solution, one needs to work a bit more. After multiplying equation ∆u + q(x)u = 0 byū and integrating over the domain B + R , since in this case θ / ∈ R, when we take the imaginary part of the identity (2.16), we obtain
We deal with the left hand-side of the above identity as in the θ > 0 case. From the fact that u ∈ L In addition, since for R large enough, the left-hand side of (2.23) is negative and the right-hand side is positive, we have
The rest of the proof runs as before.
Remark 2.4. Note that this argument breaks down in the case that ℑk < 0 or/and ℑθ < 0. This is the reason that we are not able to show the case when ℜθ < 0 which is studied in [19] . Our argument would apply for k ∈ C with ℑk > 0 and θ ∈ C with ℑθ > 0. The rest of the cases need a different reasoning.
Existence and uniqueness.
We can now formulate our main result of this section. 
Proof of the main result
This section deals with the proof of Theorem 1.1.
It will be divided into two steps. We first prove that knowledge of the Robinto-Robin map implies knowledge of the Dirichlet-to-Neumann map. This argument works for both two and three dimensions, and any θ ∈ C. We next concern with determining the potential q(x) in the half-space from the Dirichlet-to-Neumann map. In the three dimensional case, this is done by Cheney, Lassas and Uhlmann [12] . Thus we leave it to the reader. We will focus on d = 2, giving a detailed proof for this case.
3.1. From Robin-to-Robin to Dirichlet-to-Neumann. Let R qi θ1,θ2 , Λ qi , N qi denote the Robin-to-Robin map, the Dirichlet-to-Neumann map and the Neumannto-Dirichlet map associated with ∆ + q i on R Our main goal here is to show the following result. Unless otherwise stated, we work under the assumptions of Theorem 1.1.
is the unique solution of the problem
As a consequence,
To this end, we first give the following result that relates the mappings R q θ1,θ2
and Λ q and is fundamental for our approach.
Moreover,
is the unique solution of the Robin problem
An easy computation shows that
which gives (3.2).
To deal with the injectivity of the operator Λ q + θ, let g ∈ H 1/2,−δ (R d−1 ) and consider the Dirichlet problem
u f = g u satisfies the corresponding radiation condition, so that Λ q g = Λ q u f . Now observe that if (Λ q + θ)u f = 0, then S(Λ q + θ)u f = 0 and by (3.2) we have (θ ′ − θ)u f = 0. Hence, since θ = θ ′ , it follows that u f = 0, which is our claim.
We next prove that if
Thus (Λ q + θ)v = 0 and by (i) we obtain v = 0 and (ii) follows.
In order to get (iii), using f =
Then by property (ii) we extend the operator to
Finally, by (3.2) and (iii) it follows that S is surjective and injective respectively, thus S is invertible with S −1 = (Λ q + θ) and the proof is completed.
Now we are ready to prove the main result of this section.
Proof. Proof of Proposition 3.1
Our proof starts with the observation that
By the assumption R q1 θ1,θ2 = R q2 θ1,θ2 and the fact that R qi θ1,θ2 is a linear operator, subtracting (3.4) and (3.5) we obtain
Here and subsequently, R θ1,θ2 stands for R qi θ1,θ2 , i = 1, 2. Let us denote T = R θ1,θ2 − I and
and by Lemma 3.2 using that T is injective, we obtain
which proves the first part of the proposition.
. The proof is completed by showing that Λ q1 g = Λ q2 g. For that, we consider the Dirichlet problem (3.9)
where u i is the unique solution of the Robin problem (3.1) and
Observe that this can be seen as the particular case of (3.1) with θ = ∞. Thus for each g ∈ H 1/2,−δ (R d−1 ) it is guaranteed the existence of the unique solution of the problem (3.9) and the associated Dirichlet-to-Neumann map Λ qi is given by Λ qi g = Λ qi u i f . This together with (3.8) gives our claim and the proof is complete.
Remark 3.3. The same reasoning applies to the sufficiently smooth bounded domain case. In the same manner, using the maps defined by (1.13), (1.14) and (1.15), we can show that for a given
It is worth pointing out that in a bounded domain case there is an alternative approach to prove that Λ q,Ω + θ is one to one. In fact, it can be shown that the operator Λ q,Ω + θ is Fredholm with index zero. For this purpose, on the one hand it needs to be checked that Λ q,Ω N q,Ω = I = N q,Ω Λ q,Ω . This is done by Gesztesy and Mitrea, see Remark 3.8 [20] or Remark 3.6 [21] . On the other hand, the compact embedding
This argument breaks down in the half-space case. In particular, the embedding
is not compact. However, it can be proved that the Dirichlet-to-Neumann map and the Neumann-to-Dirichlet map are inverse operators in our setting.
For a given data f ∈ H 1/2,−δ (R d−1 ), we consider the following Dirichlet problem:
As mentioned above, this is just the particular case of our Robin problem (1.3) when θ = ∞. Thus we know that there exists a unique solution u f ∈ H 1,−δ (R d−1 ) of (3.12) and we can define the associated Cauchy-data set as in (1.7) such that
, as well as the maps Λ q , N q as in (1.8), (1.9), respectively.
Observe that by definition,
Hence,
which gives (3.11).
The same argument works for showing that (3.14) Λ q N q f = f, with the only difference that in this case we consider the associated Neumann problem
which is the particular case of the Robin problem when θ = 0 and we take
Remark 3.5. Although this property of the mappings is not necessary for our proof, we find it interesting and it can be useful for some other problems.
3.2.
Uniqueness for a wave propagation inverse problem in a half-plane.
The aim of this section is to determine q(x) in the upper half-plane from knowledge of the Dirichlet-to-Neumann map Λ q . For this purpose, we follow the same arguments as in [12] , adapting them to the two dimensional case.
The main idea is to first prove that if Λ q1 = Λ q2 on some open subset of the boundary x 2 = 0, then the following orthogonality relation for the potentials q 1 and q 2 holds (3.16)
Here B is an open set containing the supports of q 1 − k 2 and q 2 − k 2 , while v 1 and v 2 are solutions of the Dirichlet problem (3.17)
v i satisfies the outgoing radiation condition,
In order to get (3.16), we will use the associated Dirichlet Green's function, which can be defined by the method of images. We use a tilde to denote the image point, so thatỹ is the point obtained reflecting y across the y 2 = 0 plane. First we recall that the free-plane outgoing Green's function corresponding to the medium parameter in the lower half-plane is (3.18) G(x, y) = i 4 H
where H
(1) 0 denotes the zeroth order Hankel function of the first kind. Then the Green's function of the homogeneous half-plane is defined by the method of images as
This function satisfies the problem (3.20)
Thus we can define the perturbed free-plane Green's function associated to the problem (3.17) as the unique solution of the Lippman-Schwinger equation
Next we compute the kernel of the Dirichlet-to-Neumann map Λ q using this Green's function. More concretely, it can be proved that the kernel of Λ q is
.
See Proposition 2.1 of [12] for more details. Therefore, we say that Λ q1 = Λ q2 on some open subset Γ of the boundary x 2 = 0 if the kernels of the operators coincide on Γ × Γ, i.e.
for x and y in Γ.
Remark 3.6. We point out that one can also prove that the boundary value problem (3.17) has a unique solution by using the Dirichlet Green's function G D q given above, as done by Cheney and Isaacson [13] for the three-dimensional case. Now we are ready to state the main result of this section. Proof. The proof will be divided into two steps. Following the same method as in [12] , it can be proved that under the hypotheses of the theorem, the following orthogonality relation holds (3.23)
We only give the main ideas of the proof. For more details we refer the reader to [12] . The proof involves a series of five lemmas. The first two show that knowledge of the Dirichlet-to-Neumann map suffices to determine the Dirichlet Green's function outside the perturbation of q. The third and fourth lemmas stablish a version of the Green's theorem identity that is often used for uniqueness arguments. The last lemma shows that the linear combinations of the Dirichlet Green's function can be used to approximate the Bukhgeim solutions.
In the three dimensional case, Cheney, Lassas and Uhlmann [12] use the SylvesterUhlmann solutions to conclude from (3.23) that q 1 = q 2 . In our case, in the two dimensional case, we make use of Imanuvilov-Yamamoto's solutions [25] . We include here a brief outline of these solutions.
) and we introduce the operators
where ζ = ξ 1 + iξ 2 . Consider a holomorphic function Φ(x, y) = (z − (y 1 + iy 2 )) 2 with y = y 1 + iy 2 and we introduce two operators
z (q 1 U j−1 ) for all j ≥ 2, where β 1 is a fixed constant. We then construct a solution to the Schrödinger equation with q 1 in the form
Similarly, we also construct the complex geometric optics solution for the Schrödinger equation with the potential q 2
z (q 2 V j−1 ) and β 2 is a specific constant.
After plugging the solutions (3.24) and (3.25) into the orthogonality relation (3.23) , by the stationary phase argument, it can be showed that
Finally, from (3.26) by using some measure theory and the stationary phase method, it can be concluded that q 1 − q 2 = 0.
Appendix: Unperturbed Robin Green's function
Let d = 2, 3. In this section we present the Green's function satisfying the boundary value problem (4.1)
where y ∈ R d + is a fixed source point and x ∈ R d + is the receiver point. A useful method for constructing the Robin Green's function for a general θ is taking a Fourier transform in the horizontal directions x 1 , x d−1 and reducing the PDE of the problem (4.1) to an ordinary differential equation. Thus the spectral Green's function can be given by
Using the inverse Fourier transform, the spatial Green's function is represented as
in the two dimensional case and C ′ π = 1 2π when d = 3. See [16] and [17] for more details.
We consider the cases when θ > 0, the non-absorbing boundary case, studied by Durán, Muga and Nédélec [16] (d = 2), [17] - [18] (d=3) and also the rigid or energy-absorbing boundary case, θ = 0 or ℑθ > 0, given by Thomasson [39] , Chandler-Wilde [5] (d = 3) and Chandler-Wilde, Hothersall [9] - [10] (d = 2). We include here a brief summary of these works pointing out the main properties of G θ that we need for solving the direct problem. More precisley, we focus on the asymptotic expansion of G θ .
4.1.
Non-absorbing boundary (θ > 0). The Green's function is given by (4.3). In order to get its asymptotics, some analysis techniques like the stationary phase and the calculus of residues are used.
In the two dimensional case, it has been showed [16] that G θ (x, y) = G Here (r, γ) are the polar coordinates for the spatial variables. Then, the general radiation condition for r large and 0 < α < Regarding to the three dimensional case ( [17] , [18] ), the following estimation is obtained. For 0 < α < 1, (4. when r cos γ < r α , as r → ∞ and ρ → +∞, respectively. Here (r, γ, ϕ) are the spherical coordinates in the spatial variables and ρ stands for the horizontal radial variable defined as the radius of the projection over the horizontal plane, that is, ρ = r sin γ = (x 1 − y 1 ) 2 + (x 2 − y 2 ) 2 = |x ′ − y ′ |, where x ′ = (x 1 , x 2 ) and y ′ = (y 1 , y 2 ). As a consequence, it may be concluded that the Green's function satisfies the following general radiation condition ), as r → ∞.
In the general case ℑθ > 0, G θ is expressed as the sum of G 0 and a correction term P θ , i.e., (4.11) G θ (x, y) = G 0 (x, y) + P θ (x, y).
The representation for P θ and its first derivatives are derived in the form of Laplacetype integral. This allows to obtain asymptotic expansions of P θ in the far fiel (as ρ → ∞) by using the modified saddle point method of Ott. P θ is approximated by P θ,N for N = 0, 1, . . ., and the following bound on the error of this approximation is obtained [39] , [5] [9], [10] for N = 0, 1, . . . and for all ρ 0 > 0: and it may be concluded that G θ also satisfies the radiation condition (4.10).
