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Abstract 
Many statistical techniques have been developed to map genes, with great success 
for many aetiologically-simple traits demonstrating strong genotype-to-phenotype 
correspondence. More powerful and efficient approaches are still needed for complex, 
quantitative traits demonstrating polygenic inheritance. For such traits, that possibly 
involve very many genes of small individual effect, the use of selected samples is 
one avenue to improve power. However, although current methods can, under ideal 
conditions, map genes accounting for as little as 1% of variation, most complex traits 
will be determined by more than simple, universal and additive effects. New statistical 
approaches must aim to capture a range of complex effects, in which genes interact, 
and are correlated, with other genes and environments. Phenomena such as epistasis, 
gene-environment interaction and population stratification must be addressed, both 
to detect individual genes and, ultimately, to understand whole causal pathways. In 
the context of variance components quantitative trait locus linkage and association 
analysis, this thesis considers the optimal use of selective sampling strategies (Part I) 
and attempts to incorporate into QTL analysis the three complex effects mentioned 
above (Part II) with particular emphasis on selected samples (Part III). 
LIST OF FIGURES 
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Chapter 1 
Introduction 
1.1 The human genome and genetic variation 
1.1.1 Structure of the human genome 
An organism's genome is the total information carried by its genetic code, which is 
written in deoxyribose nucleic acid (DNA) and is necessary to build the proteins which 
form the basic molecular units of life. DNA is a large, complex molecule, a double- 
stranded nucleic acid 0.01mm in diameter -2 metres of DNA are packed into every 
human cell. Each chain of nucleotide bases is made up of deoxyribose sugar attached 
to a phosphate group and an organic base, which will either be a purine (adenine or 
guanine) or pyrimidine (cytosine or thymine). The back-bone of DNA is formed by 
the alternating sugars and phosphates; the bases pair up with each other, adenine 
(A) with thymine (T), guanine (G) with cytosine (C), to make two complementary 
strands running in opposite directions. 
In eukaryotes, DNA is organised in separate sections, called chromosomes - long 
helices of DNA surrounded by special histone proteins. Each species has a charac- 
teristic number of chromosomes: humans have 23, whilst horses have 32 and some 
plants have over 1,000. Male and female gametes (sperm and egg cells respectively) 
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normally contain one copy of each chromosome, and are called haploid. Most cells in 
the human body have two copies of each chromosome (i. e. one from each parent) and 
are called diploid. An exception arises with the sex chromosomes, X and Y: females 
have two X chromosomes, males have one X and one Y chromosome. The 44 other 
chromosomes in each human cell are called autosomes. The chromosomes of each pair 
have a characteristic length and contain similar sequences of DNA molecules; they 
are called homologous chromosomes. 
Chromosomes replicate in a process called mitosis, during which a diploid cell 
divides into two diploid cells. A related process is meiosis, the production of the 
gametes, during which a diploid cell generates a haploid gamete. During meiosis, 
homologous chromosomes align and exchange genetic material through recombination 
to create unique haploid gametes. The probability that two positions on a chromosome 
are separated by a recombination event is related to the distance between them. 
Recombination shuffles up the genome before passing it on, and is central to the 
phenomena of linkage and linkage disequilibrium (or allelic association), which can be 
exploited to map genes. 
Genes consist of one or more stretches of DNA that code for proteins. The partic- 
ular sequence of base pairs determines the order in which amino acids will be joined 
together to form a particular protein. The basic process by which genes have their 
effect is described by the `central dogma' of genetics: that DNA makes RNA makes 
proteins. This precludes the inheritance of acquired characteristics, which would re- 
quire information to flow in the opposite direction. Transcription is the creation of 
mRNA, translation involves amino acids being linked up to make proteins. 
Neither genome size nor number of chromosomes necessarily predict an organism's 
complexity or the amount of genetic information stored, as only a small proportion 
of the genome is functional, i. e. codes for proteins. Measured in kilobases (1 kilo- 
base (kb) = 1000 base pairs) the human genome has 3,000,000 kb located on the 









Figure 1.1: Meiosis. The top panel represents stretches of the two homologous chromosomes 
in a diploid cell: the squares represent regions of the paternally-inherited chromosome, the 
circles represent regions of the maternally-inherited chromosome. During meiosis, recombi- 
nation occurs between homologous chromosomes, almost at random, such that genetic ma- 
terial is exchanged between homologous chromosomes to create unique chromosomes. Only 
one of each new homologous chromosome pair is transmitted to the gamete (see Mendel's 
second law of independent assortment below). 
23 chromosomes, containing an estimated 30,000-40,000 genes, which may individu- 
ally be anything between 1kb and 2,000kb in length. (In contrast, salamanders have 
90,000,000kb on only 12 chromosomes. ) Each human chromosome contains approxi- 
mately 100,000kb (ranging from 250,000 on chromosome 1 to 55,000 on chromosome 
21). As humans we share 98.4% of all our DNA with chimpanzees, 97.7% with gorillas. 
1.1.2 Genetic variation 
Although homologous chromosomes carry the same genes, they are not completely 
identical. Novel variation in sequence can arise from mutation. The most common 
mutation is a base substitution, typically of a single base (e. g. aC is replaced by a 
T). Mutations may also involve the insertion or deletion of genetic material, at the 
level of a few base pairs or even whole chromosomes. 
A specific point on a chromosome is called a locus; variant DNA sequences at 
a locus are called alleles. If an individual has the same allele for both homologous 
chromosomes, the individual is homozygous for that allele. If an individual carries 
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two different alleles, the individual is said to be heterozygous at that locus. The 
combination of the two alleles is called the genotype at that locus. 
If a variant form of a gene has a frequency in a population of at least 1%, it 
is typically called a polymorphism, as opposed to a mutation. To study individual 
differences is to study the polymorphic regions of the genome that are not shared 
by all humans. Genetic variation together with environmental variation produces all 
observable, phenotypic variation. Variation in phenotypes as diverse as blood type, 
height and measures of personality is, to at least some extent, caused by genetic 
variation. 
Approximately 3 million of the 3 billion base pairs in the human genome are 
naturally polymorphic: most of these are single nucleotide polymorphisms or SNPs, 
which are substitutions, insertions or deletions involving only a single nucleotide. 
Another form of polymorphism often used in genetic studies is the short tandem 
repeat (STR) polymorphism: a specific sequence of bases, or motif, is repeated a 
variable number of times (commonly two bases, in which case the polymorphism is 
called a dinucleotide repeat). 
The vast majority of this variation is unlikely to have any phenotypic effect, as 
it occurs within the non-coding regions of the genome. Whether or not any one 
mutation will have a strong, mild or nonexistent impact on a gene's product and lead 
to phenotypic variation depends on a number of factors (e. g. whether a substitution 
results in a different amino acid being produced or not - so-called synonymous and 
non-synonymous substitutions). Over the past two decades, increasingly detailed 
`maps' of polymorphisms known to reside in particular places in the genome have 
been constructed. Although the majority of these DNA markers will not themselves 
have phenotypic effects, they can be used in the mapping, or positional cloning, of 
genes related to human disease. 
Ultimately, knowledge of the complete genome sequence in populations of indi- 
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viduals will be the definitive basis for detecting previously unknown DNA variation. 
Presently, several other laboratory techniques can be used to screen regions for evi- 
dence of variation. Known polymorphisms can be directly detected at the DNA level. 
The development of the polymerase chain reaction (PCR) method allows exponential 
replication of small sequences of DNA (typically 200 - 1000 bases in length). This 
process results in the target DNA fragment being increased in concentration to a level 
at which it can be easily detected. For STR polymorphisms, this involves determining 
the size of the amplified fragment, which indicates the number of repeats an individ- 
ual has for each homologous chromosome, i. e. their genotype. For SNPs, a technique 
called restriction fragment length polymorphism is commonly used, although many 
new technologies are emerging (e. g. micro-arrays and mini-sequencing). 
The complete human genome sequence (International Human Genome Sequencing 
Consortium, 2001; Venter et al., 2001) and the comparable advances in marker maps 
(The International SNP Map Working Group, 2001; Peltonen and McKusick, 2001) 
represent milestones in the accumulation of knowledge about the genome that will 
prove invaluable in efforts to locate disease-causing genes. How to make full use 
of this knowledge to direct and enhance mapping strategies is, however, a central, 
unresolved question in statistical genetics. 
1.2 Foundations of gene-mapping 
T aditional quantitative genetics (Fisher, 1918; Mather and Jinks, 1982; Falconer, 
1989; Lynch and Walsh, 1998) is concerned with the aggregate properties of all genes 
- for example, twin studies estimate the proportion of variance attributable to all 
genetic effects. The complementary strategies of linkage (reviewed by Smith, 1986; 
Amos and de Andrade, 2001) and association (reviewed by Cardon and Bell, 2001; 
Jorde, 2000) allow the mapping of the chromosomal position of genes. Identification 

















Figure 1.2: The evolution of gene-mapping. 
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of individual genes will offer further insights and opportunities. In the short-term, 
finding disease genes promises risk prediction and modification and drug-response 
prediction (i. e. individualised medication, based on genotype). Longer-term bene- 
fits include greater insight into the causal mechanisms and pathways of disease, and 
ultimately the development of new drugs and therapies. 
Figure 1.2 presents an historical overview of the evolution of gene-mapping, clearly 
illustrating the two schools of thought that, synthesised by Sir R. A. Fisher, have lead 
to modern quantitative trait loci (QTL) genetics. 
Classical genetics (exemplified by Mendel's early investigations, described below) 
has typically focused on discrete traits in small numbers of large pedigrees; a funda- 
mental statistic is the segregation ratio. In contrast, quantitative genetics, initiated 
by Sir Francis Galton and Karl Pearson amongst others, studied continuous traits in 
large numbers of relative pairs; the fundamental statistic is the correlation coefficient. 
Sturtevant embarked on the first gene-mapping studies in 1913, in the fruit-fly 
( Drosophila melanogaster). Gene-mapping in humans has developed only recently, 
largely due to the relative poverty of known genetic markers, as well as the inability 
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to arrange experimental human crosses. Using natural variation in DNA, however, 
now provides a virtually unlimited supply of genetic markers, enabling the mapping 
of hundreds of Mendelian (single gene) disorders, including phenylketonuria (PKU), 
Huntington's disease and cystic fibrosis. 
This section reviews the fundamentals of the biometrical models, largely devel- 
oped by Mendel and Fisher, in three inter-related sections that correspond to the 
three sets of parameters in classical linkage analysis: the transmission, population 
and penetrance models. The transmission model probabilistically describes genetic 
inheritance: that is, the probability of observing a genotype in offspring, given the 
parents' genotypes. The biological phenomenon of recombination is introduced in this 
context. The population model, renamed here as the genotype model, describes the 
probability distribution of genetic factors in the parents, or the founders as they are 
more generally known (i. e. individuals whose parents are not included in the study)- 
A central concept here is allele frequency and the association between alleles at dif- 
ferent loci, linkage disequilibrium. Finally, the penetrance model, renamed here as 
the phenotype model describes the relationship between genotype and phenotype. It 
is largely this third model which needs to incorporate the complex effects believed to 
underly most complex human traits, some of which are described in the final section 
of this Introduction. 
1.2.1 Transmission model 
Mendel's laws (Mendel, 1866) form the theoretical basis of the genetics of inheritance. 
Long before the discovery of DNA, Mendel concluded that a given characteristic is 
determined by two "factors" (i. e. genes), one of which is inherited from an individual's 
father, one from an individual's mother. Importantly, when any one individual passes 
on one of two genes to an offspring, which copy is transmitted is determined at random, 
and independently for different offspring. This law of segregation probabilistically 
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describes the final stage of meiosis, when the haploid gamete is formed. Mendel's 
second law of independent assortment states that the transmission probabilities are 
also independent between different factors. However, for genes residing on the same 
chromosome, the process of recombination leads to an exception to Mendel's second 
law - genes close together on the same chromosome will cosegregate in a dependent 
manner. This phenomenon forms the basis of genetic linkage. 
Linkage can be observed as the tendency for certain traits to be transmitted to- 
gether from generation to generation. For example, elliptocytosis and Rhesus blood 
group are linked. If a father has inherited both traits from one of his parents, then 
he will tend to transmit both traits, or neither trait, to his offspring. Thus these two 
traits tend to co-segregate, and this is because the traits are determined by linked 
genes. (Another possibility is that a single gene causes both traits, a phenomenon 
called pleiotropy). 
Supposing there were no exchange of genetic material between an individual's ma- 
ternal and paternal chromosomes during meiosis, then each chromosome in a gamete 
would be either the entire maternal or the entire paternal chromosome. In this case, 
all genes on one chromosome would be completely linked (i. e. co-transmitted). In 
this case, linkage analysis would be able to establish which genes are on different 
chromosomes, but it would be useless for establishing the relative position of genes 
on the same chromosome. 
However, in reality there is an exchange of genetic material in meiosis, i. e. recom- 
bination. Each chromosome in a gamete therefore consists of alternate segments of 
paternal and maternal chromosome. The point where the chromosomal origin changes 
from maternal to paternal or vice versa is called a cross-over. Cross-overs occur al- 
most at random along the genome and form the basis of a measure of genetic distance. 
That is, the further away two loci are, the more likely they are to be separated by 
a recombination event, or cross-over. Therefore, as the genetic distance between two 
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loci increases, linkage becomes weaker because a recombination event is more likely 
to have occurred. This is the basis for mapping genes by linkage. 
For any two loci, the recombination frequency or recombination fraction (often 
labelled 0) measures this dependence in inheritance - it equals the probability that 
the two loci in the same haploid gamete originate from different grandparents. For 
loci on different chromosomes, 0=0.5. For linked loci, 0<0.5. 
For two loci A and B, the two-locus genotype of an individual is AfBf / AnB,,,. 
Haplotypes are sets of alleles inherited from the same parent - in this case, A fB f is 
the maternal haplotype and A,, B,,, is the paternal haplotype. When this individual 
produces gametes, one of four possible haplotypes will be transmitted; two of these 
will be recombinants: 
AfBf Non-recombinant 
AmB,,, Non-recombinant 
A fB,,, Recombinant 
A,,, B f Recombinant 
The proportion of recombinant haplotypes is the recombination fraction (0) between 
A and B, ranging from 0 (complete linkage) to 0.5 (no linkage). 
Recombination fraction, genetic distance, physical distance 
The expected number of cross-overs between any two loci on the same chromosome 
represents the genetic map distance (Haldance, 1919), its unit being called a Morgan 
(more commonly the centi-Morgan is used, the expected number of cross-overs per 
100 meioses). On average, the human genome is approximately 35 Morgans in genetic 
distance (350 cM). 
Recombination between any two loci occurs if there is an odd number of cross- 
overs between them during meiosis: various map functions have been proposed to 
describe the relationship between recombination fraction and `genetic distance'. For 
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example, Haldane's map function is B= (1 - e-2m)/2 where m is the genetic distance 
in Morgans. Furthermore, the relationship between genetic map distance and phys- 
ical distance (in DNA base pairs) is not straightforward: it varies between species, 
between sexes, between different chromosomes and between different regions on the 
same chromosome. In humans, 1 cM roughly corresponds to 1 million base pairs of 
DNA (1 Mb, `megabase'). 
Parametric linkage analysis 
The goal of standard linkage analysis is to demonstrate that a disease and a genetic 
marker cosegregate within families, as this will imply the presence of a disease-causing 
gene in the broad region of the chromosome containing the marker. Although it 
is possible to narrow this region by typing more markers on more individuals, the 
resolution of linkage analysis is fundamentally limited by the number of recombination 
events that can be observed. For example, for two loci separated by a recombination 
fraction of 0.01, it is necessary to observe 100 meiosis to have above 50% chance of 
observing just 1 recombination. 
Under certain favourable conditions it is possible to determine with certainty 
whether or not a recombination event has occurred: in this case, the recombina- 
tion fraction is simply calculated as the proportion of recombinant gametes observed. 
In the most simple case, one would consider the offspring of double heterozygote 
A1B1/A2B2 and double homozygote A1A1B2B2 parents. The phase of the double 
heterozygote genotype is known (indicated by the "/"), indicating that Al and Bl 
originated from the same ancestral chromosome, as did A2 and B2, i. e. as opposed 
to the A1B2 and A2B1 haplotypes. In this case, the offspring haplotypes A1B1 and 
A2B2 are non-recombinant, whereas the offspring haplotypes A1B2 and A2B1 are re- 
combinant. In this example, loci A and B are both genetic loci - more typically, one 
of the loci would in fact be a disease locus representing the affection status of the 
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individual. Given a simple mode of genetic inheritance, (e. g. dominant, recessive - 
described below under the phenotype model section) the recombination fraction be- 
tween the disease locus and the marker locus could be directly estimated by counting 
the number of recombinant and non-recombinant gametes. 
More sophisticated statistical methods are usually applied to pedigree data in order 
to estimate the recombination fraction between a marker and putative disease locus. 
The method of maximum likelihood (Fisher, 1922) is most often used: probability 
models are formulated in terms of various unknown parameters (e. g. the recombina- 
tion fraction in this case). The likelihood can be calculated, which is the probability 
of the observed data given the parameter value(s). The difference in likelihoods for 
different parameter values provides a measure of relative support for those different 
parameter values, conditional on the observed data. The set of parameter values 
which gives the highest likelihood are the maximum likelihood estimates (MLE) of the 
parameters. The likelihood of the data under the estimated value of 9,9, is compared 
to the likelihood of the data under the hypothesis of no linkage, i. e. 0=0.5. The 
common log of the likelihood ratio gives the lod score (Morton, 1955): 
LOD(B = B) = loglo 
L(X IB = 9) 
L(XIB = 0.5) 
The interpretation of a lod score of 3 at 9=0.1, for example, is that the data are 
1000 times more likely to have arisen if 0=0.1 as opposed to 0=0.5. Lod scores 
(for particular values of 0) can be summed across families and studies to produce 
summary test statistics. Morton (1955) suggested that a cumulative lod score of 3 
represents strong evidence for linkage; a cumulative lod score of -2 represents strong 
evidence against linkage. 
In many other applications, log-likelihoods are calculated using natural logarithms 
(i. e. base e), in which case twice the difference in log-likelihood will asymptotically 
CHAPTER 1. INTRODUCTION 35 
follow a X2 distribution. A lod score can be multiplied by 2 In 10 to give a X2 statistic: 
a lod score of 3 corresponds to a X2 of 13.8 which has a significance value of p=0.0001 
(one-tailed test). Allowing for the multiple testing inherent in genome-wide scans, and 
the low prior probability that any one test locus is linked to a QTL, this corresponds 
to a genome-wide significance level of approximately 0.05. For Mendelian disorders, 
this criterion appears to be valid - Rao et al. (1979) found that 98% of linkages with 
a lod score of 3 or more were replicated in subsequent studies. For complex traits, 
more stringent significance criteria are called for (Lander and Kruglyak, 1995). 
Nonparametric linkage analysis 
A drawback with parametric linkage analysis is that many potentially unknown fac- 
tors must be specified for the trait model. For Mendelian disorders, for which segre- 
gation analysis can estimate the mode of transmission from data on affection status 
in pedigrees, this may well be practicable. However, for complex traits that may 
show multiple genetic effects, interactions, heterogeneity, and so on, this position be- 
comes increasingly undesirable. Nonparametric linkage analyses (often called allele 
sharing methods), first introduced by Penrose (1935), differ from parametric linkage 
analyses in that an explicit phenotype model need not be specified (see below). In 
nonparametric methods, marker allele sharing between relatives is correlated with 
trait-similarity between relatives. `Allele sharing' can be defined in two ways: where 
alleles are identical by state (IBS) or identical by descent (IBD). Two alleles are IBS 
simply if they contain the same DNA sequence; to be also IBD, the two alleles must 
have descended from a single allele in a recent common ancestor. The definition of 
allele sharing based on IBD and not IBS has proven more powerful and robust, and 
forms the basis of the nonparametric approach to linkage used in this thesis. 
Assessing IBD therefore describes the patterns of co-inheritance of chromosomal 
regions between related individuals. At any one locus, a sibling pair can share 0, 
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Sib 1 Sib 2 IBD 
A1A3 A1A3 2 
A1A3 A1A4 1 
A1A3 A2A3 1 
A1A3 A2A4 0 
AlA4 A1A3 1 
AlA4 A, A4 2 
A1A4 A2A3 0 
A1A4 A2A4 1 
A2A3 A1A3 1 
A2A3 A1A4 0 
A2A3 A2A3 2 
A2A3 A2A4 1 
A2A4 A1A3 0 
A2A4 A1A4 1 
A2A4 A2A3 1 
A2A4 A2A4 2 
Table 1.1: The 16 identity-by-descent (IBD) configurations for a sibling pair. 
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1 or 2 alleles IBD. The IBD distribution refers to the probabilities of these IBD 
values. If paternal and maternal genotypes are A1A2 and A3A4 respectively, there 
are four equally likely offspring genotypes: AlA3i A1A4, A2A3 and A2A4. These four 
genotypes are transmitted to each sibling independently, giving sixteen combinations 
(or inheritance vectors) all of equal probability 1/16, as shown in Table 1.1. 
Inspection of Table 1.1 shows IBD 0,1 and 2 occurring 4,8 and 4 times respectively, 
giving the `prior probabilities' of IBD sharing of 1/4,1/2 and 1/4. That is, for any 
given locus, 25% of randomly selected sib pairs will have inherited the same alleles 
from both their father and mother. The mean proportion of alleles shared IBD for 
full siblings (often called 7r) is therefore 2x0.25 +2x0.50 +2x0.25 = 0.5. 
In the Table 1.1 example, it would be possible to calculate IBD at the test marker 
locus given the sibling and parental genotypes. This is often not the case: for ex- 
ample, if all four parental alleles are not unambiguously identifiable (e. g. a parental 
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mating type of A1A2 x ALAI) or were completely missing (e. g. only the siblings were 
genotyped) then statistical methods are needed to infer IBD sharing at that locus. 
Typically, multiple markers are used to more accurately infer IBD sharing at all points 
along each chromosome, in multipoint or interval mapping approaches. Two types of 
recursive procedure are commonly used: the Elston-Stewart algorithm (Elston and 
Stewart, 1971) that can handle large pedigrees but only small numbers of loci and the 
Lander-Green algorithm (Lander and Green, 1987) that can handle a large number 
of loci but only small pedigrees. 
The simplest nonparametric linkage test for a binary disease trait is the affected 
sibling pair (ASP) method (Suarez et al., 1978). If IBD can be unambiguously inferred 
from the marker genotype data, then the test of linkage is simply whether or not the 
average proportion of alleles shared IBD at the test locus is greater than 50% (the 
expected value for full sibling pairs, under the null of no linkage). If IBD information is 
incomplete, it can be estimated using a likelihood-based `maximum lod score' (MLS) 
method (Risch, 1990) 
Classical linkage methods were developed around Mendelian disorders, and so are 
primarily aimed at mapping binary disease traits, i. e. those measured on a `yes'/`no' 
scale. Many complex traits are better defined in terms of a quantitative phenotype 
rather than a binary category, however. Some disorders may represent the high end 
of a continuum, with no well-defined threshold, in which case directly measuring 
the continuum may provide more power. Alternatively, some phenotypes, such as 
height or IQ, are truly continuous in nature. A locus that contributes to variation 
in a continuous trait is called a quantitative trait locus (QTL). There are two main 
classes of nonparametric QTL linkage test in common use, both of which are described 
below in more detail: Haseman-Elston regression (Haseman and Elston, 1972) and 
variance-components models (e. g. Amos, 1994; Fulker et al., 1999). 
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1.2.2 Genotype model 
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Mendel's laws and biology provide a strong model of genetic transmission, i. e. of 
intra-familial factors. That is, conditional on the founder member genotypes, the 
probability distribution of offspring genotypes is known. It is often necessary to 
construct probability models for inter familial differences also: roughly speaking, the 
probability of the founders possessing certain genotypes. 
Consider, for simplicity, a diallelic locus (i. e. a polymorphism with only two 
alleles, A and a). The allele frequency of one allele, say A, is often labelled p while the 
frequency of the a allele is q=1-p. Under random mating in large populations, the 
genotype frequencies are p2,2pq and q2 for genotypes AA, Aa and as respectively. This 
frequency distribution of genotypes is called Hardy- Weinberg equilibrium. For multiple 
loci, the haplotype frequency will be the product of the constituent allele frequencies 
if the alleles are independent in the population. If the haplotype frequency differs 
from the product of the allele frequencies, then the alleles are said to be in linkage 
disequilibrium (described below). 
An allele is associated with a disease if the allele frequency is higher in affected than 
unaffected individuals. Alternatively, associations may be based on specific genotypes 
or haplotypes rather than specific alleles. For quantitative traits, association results in 
extreme-scoring individuals being more likely to possess particular alleles /genotypes 
/ haplotypes. 
Basic association study design 
Samples of unrelated individuals are often collected for association studies. For a 
binary trait, the most simple association study design is the case-control design, as 
commonly used in epidemiology. The `risk factor' might be either an allele, a genotype 
or a haplotype -a frequency difference between cases and controls is evidence for 
association. A contingency table (e. g. a2x2 table of allele by disease status with 
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2N observations -N individuals, each with two alleles) could be constructed, and the 
association tested with a X2 test of independence. Alternatively, logistic regression 
could be applied, with caseness as the dependent variable. When considering multiple 
tightly linked loci, some form of haplotype analysis is usually adopted, which looks 
for associations between specific haplotypes and disease. This can be more powerful 
than single allelic associations in some circumstances, although often it is not possible 
to unambiguously determine an individual's haplotype, and so haplotype frequencies 
have to be estimated. 
To improve efficiency, DNA pooling is proving an increasingly popular design: 
the DNA from all cases forms a single pool, the DNA from all controls forms a 
second pool. The allele frequencies in the two pools can be measured by molecular 
techniques (Daniels et al., 1998) although only two PCRs are required (instead of 
one per individual). The main drawback of this design is that only the main effects 
of individual alleles can be considered: it is not possible to consider differences in 
genotype or haplotype frequencies between cases and controls. Nevertheless, as a 
screening instrument, DNA pooling offers a great deal of promise. 
If the outcome variable is a quantitative trait, simple regression-based methods 
can be applied to test for association: for example, with the trait as the dependent 
variable and genotype as the independent variable (coded 1,0 and -1, for example, for 
the three genotypes). Dominance effects and multiple (> 2) alleles can be included 
by adding further dummy variables, as can covariates. Alternative methods include 
likelihood based approaches (see Chapter 9). 
Family-based association designs 
Population stratification (described below) is a potentially severe problem for any 
association study. Two types of solution have been proposed to counter this: using 
family-based association methods and, more recently, using information from individ- 
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uals' genetic backgrounds. 
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The most popular family-based association tests are based on parent-offspring 
trios, although many extensions have been subsequently proposed. The haplotype- 
based haplotype relative risk (HHRR) test (Terwilliger and Ott, 1992) and the trans- 
mission / disequilibrium test (TDT) (Spielman et al., 1993) both analyse trios accord- 
ing to which alleles heterozygous parents transmit to affected offspring. For example, 
if parental genotypes are Mm and mm and the offspring genotype is Mm, then the 
`control genotype' is mm (i. e. constructed from the untransmitted parental alleles). 
Although these tests are robust to stratification, they require three genotypes for ev- 
ery case-control pair; also, parents might not be available, especially for late-onset 
disorders. 
The original family-based tests focus on binary disease traits, although quantita- 
tive versions have since been developed. The TDT was in fact originally introduced as 
a test of linkage; however, as the TDT depends also on the presence of association, its 
properties are similar to other tests of association (with the exception of robustness 
to stratification) and it is now generally regarded as a test of association. 
An alternative family-based association test was proposed by Fulker et al. (1999). 
The test is designed for sibships (with or without parental genotypes) and is primar- 
ily designed for quantitative traits. The model is framed in a variance-components 
framework and incorporates a simultaneous test for linkage and as well as association. 
This model forms the basis for much of this thesis, and is described below in more 
detail. 
Linkage disequilibrium mapping 
The tests of association described above can be used to determine whether the test 
locus is a causal variant or not. A study design that seeks to establish this is called 
a candidate gene design. 
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Ignoring stratification, significant results might not be due to the alleles at the test 
locus having an effect, however: a second nearby locus could be the functional variant. 
This phenomenon is sometimes called indirect association, due to linkage disequilib- 
rium and can be utilised in genome-wide association studies. That is, anonymous 
marker loci across the genome can be used to test for both linkage and association: 
the phenomena of linkage and linkage disequilibrium will mean that any marker linked 
to the disease locus (very tightly linked in the case of association) will potentially re- 
tain some of the signal from the disease locus. 
Linkage disequilibrium (LD) refers to the association of two alleles at different 
loci. When a new mutation first arises and is passed down the generations, the 
chromosomal background upon which that mutation occurs will also tend to be co- 
inherited along with the mutant allele. This will lead to a correlation between the new 
mutant allele and whatever alleles happen to be on the same chromosome when the 
mutation occurs. Recombination during meiosis is constantly reshuffling the genome, 
and so tends to break down LD between between loci. However, as very tightly linked 
loci are unlikely to be separared by recombination, the rate of decay of LD will be 
slower the closer together two loci are. Because of this, LD can be used to localise 
genes. 
Let M and D represent specific alleles at a marker and disease locus: if the 
probability of observing the haplotype MD equals the product of the probability 
of observing M and D individually, then M and D are in linkage equilibrium (i. e. 
statistically independent). Deviation from this measures LD, often represented as 
5= P(MD) - P(M)P(D). LD reduces after n generations by a factor of (1 - B)", 
the probability of M and D not being separated by a recombination event over all 
n generations. Therefore, for very tightly linked loci, LD can persist for very many 
generations. The theoretical predictions have been largely supported by empirical 
studies (e. g. Abecasis et al., 2001b), although this area is a complicated and fast- 
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expanding field of enquiry. 
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Both linkage and association analysis therefore rely on the biological phenomenon 
of recombination to provide a measure of genetic distance: in linkage analysis, re- 
combination events are inferred for the meioses in the pedigrees under study; in 
association analysis, the cumulative effect of unobserved recombination over many 
generations generates the profile of linkage disequilibrium. 
1.2.3 Phenotype model 
The final component of a genetic model describes the relationship between genotype 
and phenotype. The penetrance or phenotype model essentially characterises the ob- 
servable effects of genetic variation. As mentioned, the majority of phenotypes are 
measured either as binary diseases or continuous dimensions, although a character 
might be measured in both ways (e. g. a clinical diagnosis of depression versus a 
severity index of depressive symptoms). For binary traits, Mendel outlined the modes 
of major gene action; the work on continuous traits was inspired by Sir Francis Gal- 
ton, a relative of Darwin. A synthesis of the two traditions was eventually reached 
by Fisher, who outlined a simple biometrical model to explain continuous variation 
in terms of particulate inheritance. 
For a particular trait, a dominant allele is one that expresses itself at the expense of 
an alternate allele. Conversely, a recessive allele is one whose expression is suppressed 
by a dominant allele. For a binary trait and two-allele system D/d where D is the 
disease-causing allele, if D is dominant then a single copy is sufficient to cause disease; 
if D is recessive then two copies are necessary to cause disease. Table 1.2 illustrates 
the case of dominance. In this case, the genotypic ratio in offspring of heterozygous 
parents is 1: 2: 1 for genotypes DD : Dd : dd; the phenotypic ratio is 3: 1 for 
disease: no disease. This example assumes fully penetrant genotypes. Penetrance is 
the probability of developing disease conditional on genotype. In the example given 
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Paternal 
Maternal Dd 
D DD (Disease) Dd (Disease) 
d Dd (Disease) dd (No disease) 
Table 1.2: An example of dominant transmission: a single copy of the dominant D allele is 
sufficient to cause disease. 
in Table 1.2, P(diseaseIDD) = P(diseaselDd) =1 whilst P(diseaseldd) = 0. 
In Mendelian disorders there is a direct relationship between genotype and pathol- 
ogy. A complex trait is one that exhibits familial clustering (suggesting at least some 
genetic component) but does not, if it is a binary trait, occur in Mendelian proportions 
in pedigrees. Departures from the basic Mendelian model include reduced penetrance 
(the absence of disease in individuals with the disease genotype) and phenocopies (the 
presence of disease in individuals without the disease genotype). Another form of 
complex disease is locus heterogeneity: where a disease is linked to the test marker 
only in a proportion of families (a different gene causes disease in the unlinked fami- 
lies). A second recessive disease locus segregating only in a minority of families might 
explain phenocopies for a major dominant locus. 
Reduced penetrance and phenocopies can be seen as `exceptions to the rule' and 
incorporated within the standard linkage framework by allowing each genotype to 
have a specific penetrance value between 0 and 1- this is often called the single 
major locus (SML) model. In order to perform parametric linkage analysis, it is 
generally necessary to specify these penetrances (as well as the allele frequencies of 
the unobserved disease locus). 
Most genuinely complex traits are expected to depart from the single major lo- 
cus model to a much greater extent. Truly complex traits are highly multifactorial 
- "of many factors". These factors include genes, environments and interactions; 
interactions may be between genes, between environments, or between genes and en- 
vironments. Mendel's laws of inheritance still apply to the many individual genes 
that influence complex traits. If the only factor to influence of trait were a single 
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dialleic QTL, for which there are only 3 possible genotypes, there would only be 3 
possible phenotypes. If two QTL were operating, there would be 9 possible two-locus 
genotypes; with 5 QTL there are 243 possible genotype combinations. In this way, 
and combined with environmental variation, a relatively small number of factors can 
result in near-continuous variation. 
For complex traits, the genotype-phenotype relationship is a probabilistic or sta- 
tistical one. Furthermore, the genetic architecture of the trait cannot be adequately 
described in terms of a single major locus. For binary diseases, risk now stems from 
normal variation of normal genes and not from abnormal mutation. For continuous 
traits, extreme-scoring individuals are more likely to possess certain genes over other 
genes. 
It is common to describe the genetic architecture of complex traits in terms of 
the cumulative effects of the multiple unobserved loci. The most important summary 
statistic is heritability, the proportion of trait variation attributable to genetic varia- 
tion. As shall be seen, genetic variation can be indirectly estimated without measuring 
any specific loci, by comparing phenotypic similarity in groups of related individuals 
that differ in genetic similarity. 
Mendelian disorders are typically rare: whilst the impact on the individual may 
be great (many Mendelian disorders are fatal), the burden of disease in public health 
terms is small. In contrast, complex diseases tend to show the opposite pattern, being 
common with massive public health implications. Examples of complex diseases and 
traits include coronary heart disease, hypertension, diabetes, obesity, anxiety and 
depression. Whilst parametric linkage analysis has had great success with rare, single- 
gene Mendelian disorders, results for complex traits have been a trail of modest lod 
scores over very broad regions that fail to replicate. 
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1.3 Modern QTL mapping methods 
Broadly speaking, the development of modern methods to detect and locate QTL for 
complex traits proceeds from the intersection of population genetics, experimental 
design and statistical analysis. 
Population genetics: In general, the transmission model, as outlined above, 
is biologically well-understood and statistically well-characterised; the same cannot 
be said for the genotype model. To this end, population genetics addresses a whole 
range of complex issues concerning the genotypic landscape within which humans ex- 
ist. Central questions include the `allelic spectrum' associated with disease: whether 
the common disease / common variant (CD/CV) hypothesis will hold, as opposed to 
most disease being caused by a massively heterogeneous mixture of very rare muta- 
tions (Weiss and Terwilliger, 2000). The answer to this question will have potentially 
massive implications for the success of current mapping strategies and future direc- 
tions. The structure of linkage disequilibrium in the human genome is beginning to be 
empirically addressed (e. g. Daly et al., 2001; Abecasis et al., 2001b), as are the related 
questions of population size, structure and history (e. g. Rosenberg et al., 2003). 
Experimental design: There are many experimental design issues in QTL map- 
ping. A central question has addressed the relative merits of linkage versus association 
mapping, which has been largely resolved (Risch and Merikangas, 1996; Sham et al., 
2000b). Other issues include optimal pedigree size and structure, marker type and 
density and sample selection strategies. Questions concerning the definition of the 
phenotype may be more difficult to resolve, although the use of repeated and/or 
multiple measures is a promising start (Boomsma, 1996). 
Statistical analysis: A great deal of recent work has explored statistical and an- 
alytical issues in QTL mapping. The relative merits of parametric and nonparametric 
approaches are still debated. Bayesian estimation methods are being developed and 
implemented in accessible packages (e. g. WinBUGS, Gilks et al., 1994) that comple- 
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ment the traditional use of maximum likelihood estimation. One important analytic 
question concerns the development of tests that are robust in non-normal data and 
selected samples. 
These three areas are represented in this thesis in different contexts: for example, 
Chapters 6 and 9, which address the detection and correction of population stratifi- 
cation effects in tests of association, are largely based on previous population genetic 
work. Chapters 2 and 3 consider the use of selected samples, an issue of experimental 
design. Chapters 3,9 and others, use a novel `conditioning-on-trait-value' analytic 
approach. 
The remainder of this section provides an overview of variance components meth- 
ods in quantitative genetics, including twin, linkage and association analysis. 
1.3.1 Variance components methods 
Variance components (VC) methods decompose phenotypic variance into a number of 
components depending on the type of data available. Developed by Fisher in 1918, the 
basic model illustrates how the variance of a continuous trait can be decomposed into 
additive and non-additive factors, in a manner compatible with both Darwinian evo- 
lutionary theory and Mendelian genetic theory. Subsequently, variance components 
models in statistical genetics have grown to include multiple genetic and environmen- 
tal factors, as well as a number of complex interacting and covarying phenomena, 
e. g. covariates, multiple traits, different pedigree types, assortative mating, sibling 
interaction, gene-by-environment interaction (Hopper, 1993). 
The sources of variance in VC methods may represent measured (e. g. DRD4 
genotype) or unmeasured (e. g. additive polygenic effects) variables. Typically, 'en- 
vironmental' factors are unmeasured, defined to represent everything `non-genetic', 
including age, sex, and measurement error as well as more traditional environmental 
factors, e. g. household or cultural factors. 
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Dealing with unmeasured, or latent factors, Fisher showed that QG =o +o, 2 , 
where o represents the genetic variance (due to either a single locus or many loci) 
which is decomposed into orthogonal additive and dominance components, vÄ and 
oD. By combining the joint genotypic distributions of different relative types with 
simple expressions for the mean and variance of a hypothetical QTL effect, Fisher 
derived expressions for additive and dominance QTL variance components in terms 
of allele frequencies and genotypic effects, and the correlations of these components 
between relatives. Using the modern notation of Falconer (1989), the three genotypic 
means of a diallelic QTL are often expressed as m+a, m+d and m-a respectively, 
which gives the general formulae: 
QA=2pq[a+d(p -9)]2 
and 
vD = (2pqd)2 
where the additive genetic value, a, represents the additive effect of the locus, and 
is twice the difference between the two homozygotes; the dominance deviation, d, 
represents the dominant, or non-additive, effects of the locus and is the difference 
between the heterozygote and the midpoint of the two homozygotes. 
Fitting VC models 
VC methods developed for decomposing correlational data into genetic and environ- 
mental components have been extended for QTL linkage and association analysis 
(Schork, 1993; Amos, 1994; Kruglyak and Lander, 1995a; Fulker and Cherny, 1996; 
Almasy and Blangero, 1998; Fulker et al., 1999). 
In basic twin analysis, phenotypic variance is typically decomposed into a part 
attributable to additive genetic effects across all unobserved polygenes, a part at- 
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tributable to common environmental effects (i. e. shared between twins) and a part 
attributable to nonshared environmental effects (i. e. not shared between twins). Such 
a model is typically labelled the ACE model (A, C and E corresponding to the three 
genetic and environmental components just mentioned). 
In QTL linkage analysis, phenotypic variance is decomposed into a part attributable 
to linkage to individual marker loci ("QTL variance"), and residual parts due to poly- 
genes and environmental effects. That is, rather than modelling the specific allele 
frequencies and penetrances of the trait locus, as in parametric linkage analysis, only 
the resultant variance it causes is considered. 
In QTL association analysis, the QTL is modelled as a fixed effect in the means 
model. Variance components representing residual sources of variation, and sibling 
covariation, are often added to the basic model. 
For both QTL linkage and association, often only additive QTL effects are consid- 
ered, so tests involve only a single parameter (although dominance effects can easily 
be incorporated). The QTL variance component or fixed effect is estimated at the 
candidate locus, or in the case of a genome scan, at each point along the genome using 
interval mapping approaches. 
Model fitting attempts to match observed data (either in the form of summary 
statistics such as means, variances and covariances, or as raw data) with their expected 
values, which are derived from theoretical models containing these sources of variation. 
Maximum likelihood is the criterion most commonly used to fit model expectations 
to data. Fixing a model parameter to zero is equivalent to dropping that particular 
term from the model. By comparing nested models, likelihood ratio tests (LITT) of 
parameters can be constructed (i. e. comparing a model in which a parameter is freely 
estimated against one in which it is fixed to be 0, for instance). The likelihood ratio 
test provides a test of significance for the dropped components. 
Although VC models may contain any number of components, not all compo- 
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nents will necessarily be identifiable in a given data set. For example, from MZ and 
DZ reared-together twin data alone, it is not possible to estimate variance due to 
additive and dominance genetic effects, shared and nonshared environmental effects 
simultaneously. In this case, the model is not identified. 
General VC methodologies that use maximum likelihood estimation and allow for 
different pedigree structures and data missing at random were first introduced in sta- 
tistical genetics in the 1970s (Lange et al., 1976; Thompson, 1977a, b). Subsequently, 
computer packages have been developed for easy and flexible implementation of such 
models, including the Mx package (Neale, 1997). 
In general, the log-likelihood of the vector of observed trait values xi = [xil, xi2, ..., xis], 
for the ill pedigree containing s members, is (ignoring the constant) 
InL1 = -2 [In IEil - (x1- µi)'Ei'(xi - µf)] 
where the trait has a multivariate normal distribution with mean µ and covariance 
matrix E. Both p and E can be defined by different parameters (corresponding to 
fixed and random effects respectively). Maximum likelihood models typically assume 
multivariate normality - deviations from this assumption can lead to problems in the 
power and robustness of the test, as reviewed below. 
Twin data can be modelled with it = 
IM 
ml and covariance structure 
QÄ + vD + Qý + QE for i=j [FMZlij = 
aÄ+QD+v2 for i#j 
for MZ twins and 
UÄ +Q2+QC+UE fori=j 
[FDZ]ij = 
2UÄ+44+or fori j 
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for DZ twins (where i and j index each twin). The polygenic additive and dominance 
variance components are aÄ and aD; the shared and nonshared environmental com- 
ponents are ac and QE. With only MZ and DZ data, this model is not identified - it 
is usual practice to constrain either vD or Qý to zero. 
1.3.2 QTL linkage analysis 
Just as twins can be classified according to zygosity, a population of sibling pairs can 
be classified into 3 groups on the basis of IBD sharing (0,1 or 2 alleles) at the position 
of a putative QTL. The phenotypic variance due to the additive and dominance effects 
at the QTL (i. e. instead of polygenic effects) will be shared as follows for the 3 groups: 
Components of variance shared between full siblings 
IBD Additive Dominance 
000 
1 2QÄ 0 
2 QÄ CD 
As a result, IBD status at the QTL correlates with phenotypic sibling similarity. If a 
marker locus is in linkage with the QTL, then IBD status at the marker will be posi- 
tively correlated with IBD status at the QTL. If the recombination fraction between 
marker and QTL is 0, then the correlation in IBD status is (1 - 29)2. Therefore, when 
0=0.5 (marker and QTL unlinked) the correlation is 0; when 0=0 (marker actually 
is the QTL) the correlation is 1. Under linkage, therefore, increased allele sharing be- 
tween siblings at the marker is related to increased allele sharing at the QTL, which 
in turn is related to increased phenotypic similarity. The test of linkage is therefore 
whether or not there is any correlation between allele sharing at the marker and phe- 
notypic similarity. This is typically implemented by dropping the QTL variance terms 
from the model (i. e. fixing or and QD to 0). This approach can be extended to deal 
with larger sibships and general pedigrees. 
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A pair's IBD status can be measured in two ways: 1) by three values representing 
the probability of sharing either 0,1 or 2 alleles IBD, zo, zl and z2, or alternatively, 2) 
by the proportion of alleles shared IBD, i. e. 7r = zl/2+z2 representing additive effects 
and z2 representing dominance effects. In the first case, often called the "weighted- 
likelihood" approach, the likelihood is a mixture of three models, Lw = zoL0+z1L1+ 
z2L2 where Lo, for example, represents the model when IBD is 0. In the second case, 
often called the "pi-hat" approach, the likelihood is simply L. f, where the covariance 
term for the single model is fr4Q + QS. Under simple conditions, the two models are 
equivalent; the weighted-likelihood approach presents computational problems when 
larger pedigrees are considered (i. e. it is necessary to consider every possible IBD 
sharing configuration for the whole pedigree). However, the pi-hat approach can lead 
to problems when missing IBD information is imputed (Dolan et al., 1999). 
1.3.3 QTL association analysis 
Linkage and association are complementary methods (Elston, 1998; Suarez and Hampe, 
1994; Monks et al., 1998). In general, linkage is able to detect only major effects, but 
over large distances, whereas association is able to detect minor effects but only over 
small regions. Linkage always leads to association, although for most loci this as- 
sociation is purely intra-familial, i. e. there is no association at the population level 
(Hodge and Elston, 1994). On the other hand, association may or may not be due 
to linkage. A systematic linkage genome scan may be conducted with only several 
hundred markers; to cover the entire genome using association-based methods may 
take thousands or even tens of thousands of markers, however. There is a growing 
interest in systematic genome-wide association analysis - driving this trend are re- 
cent developments in DNA pooling and multi-locus haplotype analysis, and the use 
of unlinked background markers to protect against spurious association. 
In VC models, association is modelled in the means vector as a fixed effect of 
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genotype. For a diallelic locus, for sibling i, the additive effects Ai are coded 1,0 
and -1 for test locus genotypes GG, Gg and gg respectively; dominance effects D; are 
coded 0,1 and 0. The means vector for full sibling pairs is therefore 
it = [aAi+dDi aA2 + dD2I 
and the test for association is between a model in which a=d=0 as opposed 
to a model in which they are freely estimated (d can be fixed to 0 in both models 
to provide a1 degree of freedom test of additive effects only). The effect of IBD 
sharing at the test locus can still be modelled in the covariance structure: in this 
way it is possible to construct models that determine whether an association explains 
all of the linkage, i. e. to ask whether or not the test locus is the causal variant or 
merely in linkage disequilibrium with it (by testing for linkage whilst simultaneously 
modelling the association). Extensions to this model that make a test robust to 
population stratification effects have been developed (Felker et al., 1999) and extended 
to general pedigrees (Abecasis et al., 2000). This `between-within' model features 
extensively in Chapter 3 and is described there in more detail. Essentially, the within 
component (looking at intrafamilial association) is robust to population stratification 
effects whereas the between component (looking at inter-familial association) is not. 
1.4 Statistical power 
1.4.1 Hypothesis testing and error rates 
Most research in the behavioural sciences is dominated by Fisherian hypothesis test- 
ing, in which the usual aim of research is to reject a null-hypothesis, e. g. that no 
difference exists between two group means. Rejecting the null-hypothesis represents 
evidence in favour of the research hypothesis, e. g. that a difference exists. This stan- 
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dard of proof is probabilistic: typically, a threshold which would only be expected 
to be passed by chance 5% of the time if the null-hypothesis were true is taken as 
the criterion for proof. Such a significance criterion is an arbitrary convention; often 
referred to as a, it represents the probability of a false rejection of the null. 
The Fisherian method provides a deterministic and objective way of making a `yes 
or no' decision given a set of appropriate data, as to whether a theory is supported or 
not. The output of a test is ap value, which is the probability of a result at least as 
large as the one observed occurring by chance if the null were true. As mentioned, a 5% 
level of chance is usually taken to be a reasonable criterion, which of course implies 
that 5% of results will be spurious. The p value is not the probability of the null 
hypothesis being true, as it is commonly misunderstood. Also, as Fisher emphasised, 
the nonrejection of the null does not assert its truth: nonsignificant results do not 
necessarily support the conclusion that `no difference exists'. 
Whereas Fisher's system only specifies one null hypothesis, that is either rejected 
or not, Neyman & Pearson (1928a, 1928b) developed a system that chooses between 
two hypotheses. The alternate hypothesis specifies a precise, non-null state of affairs 
and has an associated risk of error, ß. The two types of inferential error can be clearly 
identified within their formulation: false-positive and false-negative errors. A false- 
positive, or Type I error, represents the rejection of a true null (occurring at rate a); 
a false-negative, or Type II error, represents the failure to reject the null when the 
alternate hypothesis is true (occurring at rate /3). The power of a statistical test is a 
measure of its ability to find a difference when one exists, the probability of rejecting 
a false null-hypothesis, or 1- ß. 
Power, significance criterion, sample size and magnitude of effect are function- 
ally interdependent variables. Power can be described, in terms of the other three 
variables, as "the probability of detecting a given effect size in a population, from a 
sample of size N, using a significance criterion a". In this way, for an hypothesised 
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effect size, power can be determined prior to conducting an experiment, by choosing 
appropriate values for a and N. Alternatively, post hoc power calculations may be 
useful aids when interpreting results, particularly when nonsignificant results have 
been obtained. For example, one could ask what the minimal detectable effect size 
was for a given power, a and N. Also, a nonrejection of the null is only meaningful if 
power is high, i. e. any effect present would have been likely to be detected. If power is 
low (so there was never a reasonable chance of rejecting the null) then a negative re- 
sult should not be regarded as definitively discrediting the research hypothesis. Only 
if power is set to 95% (i. e. ß=0.05) then the nonrejection of the null can be, with 
reasonable confidence, taken as evidence for the truth of the null. 
By convention, many researchers accept a power of 80% as a sensible goal: less 
power would result in an unreasonably high Type II error rate, whereas greater power 
would often entail an unreasonably large sample size. Of course, the adequacy of the 
power level will also depend on the effect size; other issues such as multiple testing 
and the prior probability of an effect being present will also determine choice of power. 
These other considerations play a particularly strong role in many statistical genetic 
applications. 
The power of a test can be increased by raising either significance criterion or 
sample size. Good experimental design, which increases the effective effect size is a 
further way of increasing power. Through increased measurement accuracy, effect size 
is a quantity at least partially under the experimenter's control: anything that reduces 
error variance (more reliable measures, better designs, more appropriate statistics, 
especially multivariate, incorporation of co-variates) will increase power. 
The consequences of chronic low statistical power being the norm in a research 
domain are sobering. If power is on average only marginally greater than a, then a 
large number of published studies may well be Type I errors. Average power around 
the 50% level yields a pattern of inconsistent replication. Unfortunately, a great deal 
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of time and money has been spent on poorly designed experiments that, at best, stand 
little chance of doing what they are supposed to, and, at worst, are advancing Type 
I errors in the literature. 
1.4.2 Power of QTL linkage and association analysis 
In general, linkage designs are excellent for high penetrance genes - classical paramet- 
ric linkage analysis of Mendelian traits can proceed with just a few large multiplex 
families. Power diminishes gradually with genetic distance: for example, there is only 
a small reduction at 5cM, so a large portion of the genome can be covered with a 
relatively small number of markers. Linkage is unaffected by allelic heterogeneity 
between families; however, power is poor for low penetrance genes. 
For QTL linkage, the information content of a sibling (or other relative) pair is 
determined by the overall sibling (relative) correlation, the proportion of variance the 
QTL accounts for, the variance in IBD sharing (determined by the informativeness of 
the marker loci) and the trait values of the pair (Sham et al., 2000b). The information 
content of a general pedigree depends on the number and type of related individuals 
present (Rijsdijk et al., 2001): it is approximately equal to the sum of all pairwise 
combinations, so that large sibships and large pedigrees are generally informative and 
efficient. Assuming complete marker information and that the test locus is the QTL, 
the expected noncentrality parameter (NCP) of the variance components linkage test 
for a sibship of size s is approximately (Sham et al., 2000b) 
AL 
S(S2 1) (1VA' 
+ 6VI, + 
1VAVD) 
84 
where VA and VD represent the proportions of variance accounted for by the additive 
and dominance QTL effects (exact solutions are also given). The NCP plus the degrees 
of freedom equals the X2 likelihood ratio test statistic. Unlike power, the NCP is linear 
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with sample size, and so is a natural unit with which to compare the properties of 
different- methods. Essentially, the NCP represents an amalgam of effect size and 
sample size. The above equation shows that the NCP for the test of QTL linkage 
is proportional to the square of QTL heritability, indicating the low power to detect 
genes of small effect. 
For the variance components association test, the NCP for the between and within 
sibship association tests are (Sham et al., 2000b) 
AB N 
82 VA + g4 VD 
SVS + VN 
and 




The NCP of the between sibship test is up to 3 times greater than the within NCP, 
although the between test is not robust to population stratification. The presence of 
residual shared variance increases the NCP of the within test. In contrast to linkage, 
the NCP is proportional to QTL heritability, indicating the greater power to detect 
genes of small effect. 
These power calculations have been extended to include the effects of incomplete 
linkage or linkage disequilibrium between the marker and the QTL (Sham et al., 
2000b). Along with other tests (e. g. TDT and case-control tests for discrete traits), 
these calculations can be performed automatically using the Genetic Power Calculator 
web tool (Purcell et al., 2003)1. 
1.4.3 Calculating power 
Consider the following example, for a simple case-control study design. The data are 
the frequency of a risk factor in 30 cases and 30 controls; the test of independence 
'Located athttp: //statgen. iop. kcl. ac. uk/gpc/ 





Figure 1.3: Type I and Type II error rates: the two curves represent the distributions of 
the test statistic under the null and alternate hypotheses. The shared areas under the curve 
give a and ß, which are also functions of the critical value. 
follows a Xi distribution. For a given sample size, hypothetical effect and type I error 
rate, we wish to calculate power. The first step is to calculate the expected x2 value, 
which determines the distribution under the alternate hypothesis (see Figure 1.3). 
Imagine the effect is such that the expected sample frequencies are: 
Case Control 
Risk allele present 1 20 10 
Risk allele absent 110 20 
The X2 test statistic is EOE2 where 0 are the observed cell frequencies and 
E are the expected cell frequencies assuming independence, which gives a value of 
6.666. The second step is to calculate the critical value for the desired type I error 
rate, a. Setting a=0.05, the inverse central X2 distribution function gives the critical 
value: this gives the critical value X given the area under the curve for a central X2 
(i. e. NCP=O). For a=0.05, for a1 df X2, the critical value is 3.84146. Finally, 
the noncentral X2 distribution function gives the power: this gives the area under the 
alternate curve given the NCP (the expected X2 of the test) and above the critical 
value X, which equals 0.73. Therefore, the power to detect an association given the 
effect and sample size of the above data is 73%. 
Eli 
®aT 
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1.5 The analysis of selected samples 
As mentioned above, maximum likelihood estimation is almost always based on rel- 
atively strong assumptions of multivariate normality. If the trait is non-normal in 
the population, this can influence the test statistics: in particular, tests on means 
are influenced by skewness, whereas tests on variances are influenced by kurtosis. 
As Allison et al. (1999b) point out, as well as intrinsically non-normal traits, factors 
such as the presence of a major gene (not linked to the markers under study), some 
types of gene-environment interaction and the use of binary phenotypes all induce 
non-normality. Furthermore, even if a trait is normally-distributed in the population, 
it will not be in a selected sample. 
In a comprehensive assessment of the robustness of the variance components ap- 
proach to QTL linkage, Allison et al. (1999b) illustrate that certain forms of non- 
normality and selective sampling can indeed inflate false-positive rates, and discuss 
some of the potential solutions. Various approaches to the analysis of data which 
violate the distributional assumptions of maximum-likelihood analysis have been pro- 
posed: adjusting the test statistic by a `deflation factor' (Blangero et al., 2000); 
modelling using a non-normal distribution (e. g. t distribution Lange et al., 1989); 
use of generalised estimating equations, quasi-likelihood methods, M-estimation and 
other robust methods (e. g. Huggins, 1993); nonparametric approaches (Kruglyak and 
Lander, 1995b); Monte-Carlo Markov Chain methods (e. g. Guerra et al., 1999); fi- 
nally, transformation and data-trimming approaches (e. g. Wang et al., 1998). Even 
transforming the data prior to analysis is not always guaranteed to achieve normal- 
ity of the error distribution; furthermore, such a procedure could potentially reduce 
power (e. g. in the presence of a pseudo-major gene effect that effectively generates a 
mixture distribution of scores). 
Most of these alternative methods are designed to analyse mildly non-normal data, 
or samples with extreme outliers: they do not necessarily address the potentially more 
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Full sample Select on X Select on Y 
Ho 6 0.000 0.001 0.000 
SE 0.022 0.025 0.063 
p 0.501 0.503 0.500 
Type I (a = 0.01) 0.008 0.011 0.009 
HA /3 0.499 0.499 0.778 
SE 0.019 0.020 0.032 
p 0.000 0.000 0.000 
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Table 1.3: Impact of sample selection on regression estimates: results for the full sample, or 
for samples selected on either the independent variable (X) or the dependent variable (Y). 
severe problem of selected samples. Sample selection can cause problems even for 
otherwise relatively robust methods such as ordinary least squares regression. Table 
1.3 illustrates the impact of selection on a basic (non-genetic) regression analysis of 
Y on X. A sample of 5000 observations was simulated 10,000 times. Both variables 
are simulated to be normally-distributed: under the alternate hypothesis HA, the 
regression coefficient ß should be 0.5. Selection on X retains only observations where 
X is more than 1 standard deviation away from the mean, likewise for Y. Under the 
null Ho, correct Type I error rates are obtained. The standard error is higher when 
selecting on Y however, although the average p value and type I error rate are correct 
in this simple scenario. Under the alternate HA, the regression coefficient 0 is biased 
when selecting on Y. In cases more complex than this simple univariate regression, 
or when using alternate analytic methods such as maximum likelihood estimation, it 
is possible to obtain inflated Type I error rates under the null when selecting on Y 
(e. g. see Chapter 3). 
It is known that standard VC approaches can produce inflated test statistics and 
increase false-positive results when applied to samples selected for phenotypic ex- 
tremes (Allison et al., 1999b; Dolan et al., 1999). If the phenotypic scores for individu- 
als not genotyped are available, it is possible to incorporate them into the analysis and 
impute prior IBD probabilities, although this will only work if a weighted-likelihood 
(as opposed to pi-hat) approach is adopted (Dolan et al., 1999). Problems with this 
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approach are that the phenotype data must be available, it might be hard to gen- 
eralise to larger pedigrees (being based on the weighted likelihood approach), and it 
does not address the additional issue of non-normal population distributions. 
Other solutions to the selected sample problem include the use of ordinary least 
squares regression procedures (Haseman and Elston, 1972) and permutation tests (e. g. 
Dunn et al., 1993). The Haseman-Elston (H-E) linkage method relies on regressing 
the squared sibling-pair trait difference on the proportion of alleles shared IBD at 
the marker locus. A negative slope suggests linkage because it correlates similarity 
at the trait locus with similarity at the marker locus. For sibling pairs (Sham and 
Purcell, 2001) and general pedigrees (Sham et al., 2002b) an extended form of the H-E 
method has been shown to have similar power to VC linkage analysis. One interesting 
advantage is that this H-E approach might be more robust than standard VC linkage 
analysis. Chapter 8 illustrates a two-locus extension of the extended H-E method in 
selected samples. 
Permutation tests involve deriving critical values for the likelihood ratio test statis- 
tic via random resampling techniques, instead of assuming that it follows a particular 
distributional form (e. g. a 50: 50 mixture of Xi and 0). Such a procedure will always 
ensure correct type I error rates, although it may not be optimally powerful. 
1.5.1 Conditioning on trait values 
A further possibility is to adjust the likelihood by the probability of the ascertainment 
event (e. g. Elston and Sobel, 1979, based on the ascertainment correction used in seg- 
regation analysis (Morton and MacLean, 1974)). This involves dividing the standard 
likelihood by the probability that the proband(s) falls into a specified ascertainment 
region R, e. g. having a score above a certain threshold 
LA(XIG) - 
r, L(X fir)P(irI G) 
fR L(X) 
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For large families, or cases where the ascertainment scheme is more complex than 
simple threshold-based proband selection (i. e. as outlined in Chapter 2) this approach 
can be difficult. An alternative is to condition on the actual observed trait values, 
which does not require any knowledge of the ascertainment scheme. That is, fR L(X) 
is replaced with L(X) (e. g. Hopper and Matthews, 1982; Ewens and Shute, 1986). 
This `conditioning-on-trait-values' approach is equivalent to a new class of method 
that models genotype conditional on phenotype, rather than phenotype conditional 
on genotype as is commonly done (e. g. Alcais and Abel, 1999; Dudoit and Speed, 
1999,2000; Sham et al., 2000a). It may be more robust to model genotype conditional 
on trait in the presence of both non-normality and selected samples. This is because 
samples tend to be selected on the basis of phenotype rather than genotype - selecting 
on a dependent variable can cause problems as seen in the simple regression example 
above, whereas selecting on the independent variable is generally valid. These methods 
follow the general approach advocated by Risch and Zhang (1995) in the analysis of 
pairs selected for extreme discordance. 
Whereas Dudoit and Speed (2000) use a score statistic to test for linkage, Sham 
et al. (2000a) have implemented a conditional test within the more standard maximum 
likelihood variance components framework: this latter approach is adopted in this 
thesis, although conceptually the two approaches should be identical. In the context 
of both linkage and association tests, the general approach outlined in Sham et al. 
(2000a) is used in Chapters 2,3,7 and 9 of this thesis. 
As stated above, the covariance matrix for full sibling pairs is 
QQ+QS+QN fori=j 
IzFSlij = 
7rcQ + as for i0j 
where QQ is the QTL variance, and vs and a% are the shared and nonshared residual 
variance components. This covariance matrix can be re-expressed in terms of a single 
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parameter o, if values for the variance v and sibling correlation r are fixed prior to 
analysis (i. e. based on the population values, which must be either estimated from 







Using the weighted-likelihood approach, the standard likelihood of the QTL linkage 
test can be written 
L(XIG) = L(X Iir)P(irIG) 
ir 
where P(7rIG) represents the IBD probability for 0,1 or 2 allele sharing, estimated 
conditional on the marker data G; the normal density function gives L(Xlir). 
The principle of the conditioning-on-trait-values approach is to re-express the like- 
lihood as the probability of the marker data conditional on trait. Using Bayes Theo- 
rem, 
LGX= 
L(XIG)P(G) i. L(X Iir)P(irIG) 
L(X) a EL(XI7r)P(7r) 
For sibling-pair linkage, this method maintains the correct type I error rate for 
phenotypically selected and non-normal samples. Full power is retained for selected 
samples from a normal distribution; power for non-normal samples can be slightly 
attenuated (Sham et al., 2000a). It is possible that such a procedure will be more 
powerful than a permutation test when the correct model is known, although effects 
of mis-specifying the correct model need to be addressed by simulation studies, as in 
Chapter 3. Specifying the model involves fixing the mean, variance and covariance to 
their population values (which is also required in the new H-E approaches mentioned 
above). 
Figure 1.4 plots L(GIX) and L(XIG) for unrelated individuals. The left column 
represents a diallelic QTL with additive genetic value a=1, dominance deviation 
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d=0 and allele frequency p=0.5. The right column represents a=1, d=0.5 and 
p=0.1. The top row of graphs represent L(X I G); the middle row represent L(X) = 
>G L(X IG)L(G); the bottom row represent the conditional likelihood L(GI X) = 
L(X I G)/L(X ). Under different conditions the conditional likelihood is expected to 
have different properties in comparison to the unconditional likelihood: these issues 



































Figure 1.4: Unconditional and conditional likelihoods: left column represents an additive 
QTL effect, right column illustrates a QTL with dominance. Rows (top to bottom) show 
L(XIG), L(X) and L(GIX) respectively. 
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1.6 Complex traits and effects 
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The concept of genetic architecture is a property of a specific phenotype in a specific 
population, rather than a biological universal. In this sense, it is a `moving target' 
that will vary according to gene frequencies, environmental factors and other factors 
including age and sex. Critical genetic factors may differ between groups, either 
quantitatively or qualitatively. Such conditions would inevitably lead to the patterns 
of non-replication and weak signals found in current complex trait genetic studies, 
although low statistical power is an alternative explanation. 
As many review articles in the last decade have commented, the techniques de- 
scribed so far will undoubtedbly face many challenges from the inconvenient realities 
of the genetics of complex human traits (e. g. Lander and Schork, 1994; Plomin et al., 
1994; Risch and Merikangas, 1996). In this final section of the Introduction, three 
types of complex effect are considered: gene-environment interaction, epistasis and 
population stratification. 
1.6.1 Gene x environment interaction 
Simple quantitative genetic models average over any group differences within a pop- 
ulation. The presence of gene-environment interaction (G x E) will mean that a 
single statistic is no longer adequate to describe a whole population, as genetic effects 
will now depend on individuals' environments. A heritability of 50%, for example, 
might equally entail scenario Sl where, for all individuals, differences in the trait are 
equally due to genetic and environmental factors or scenario S2 where, for half the 
population, the trait is completely genetically determined, whereas for the other half 
the trait is completely environmentally determined. In the context of twin analysis, 
consideration of GxE aims to distinguish between scenarios such as Si and S2. This 
requires that the E component of the GxE is a measured variable that indexes the 
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differential aetiologies present in S2. For example, if the 50: 50 split reflected males 
and females, this would represent aGx sex interaction. 
It is possible to detect GxE within various study designs (Heath et al., 2002); 
G and E can be either latent or measured variables. When both G and E are latent 
variables, it is possible to detect GxE as a heteroscedastic bivariate twin distribution, 
where twin pair difference correlates with twin pair sum (Jinks and Fulker, 1970). 
However, as well as suffering from low power, this test also is sensitive to non-normality 
in the trait. More importantly, beyond indicating that some form of interaction is 
occurring, it sheds no light on underlying processes. Having both G and E as measured 
variables provides the most power for detecting GxE; the results will potentially be 
very informative also, beginning to map onto the underlying biology. For example, sex 
moderates the effect of the APOE e4 allele on cognitive decline, where women show 
higher e4-associated risk than men (Yaffe et al., 2000). Additionally, the e4 allele 
moderates the impact of estrogen in women on cognitive decline, as the estrogen use 
is associated with less cognitive decline only in women without the e4 risk allele. 
Chapter 7 outlines a model for this kind of GxE. 
Chapter 4 considers the case of latent Gx measured E, which is most relevant to 
the classical twin study. For example, additive genetic effects on depression symptoms 
interact with marital status in women, where unmarried women show greater levels 
of genetic influence (Heath et al., 1998). Another example of latent Gx measured E 
is that a religious upbringing seems to attenuate genetic influences on the personality 
trait of disinhibition (Boomsma et al., 1999). Testing for GxE with a binary moder- 
ator such as marital status is straightforward. The parameters of interest (e. g. a2, C2 
and e2) are estimated for "exposed" and "unexposed" individuals separately. A test 
of GxE is given by equating the parameters across exposure group and observing 
the associated decline in model fit (i. e. testing for heterogeneity). 
CHAPTER 1. INTRODUCTION 
Continuous moderator variables 
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Complex human traits are often best defined in quantitative terms, to avoid the poten- 
tial loss in power associated with artificial dichotomisation of a continuous variable. 
Many potential moderator variables are also most naturally defined in quantitative 
terms: some obvious examples include age, gestational age, socio-economic status, ed- 
ucational level, consumption of food, drugs or alcohol. Although typical approaches 
to GxE are often limited to binary moderators, it is equally possible to allow for 
continuous moderating variables that may differ between twins in a pair. 
The most basic GxE interaction involving a continuous moderating E variable 
implies that genetic effects increase or decrease as a linear function of the moderator. 
Although this formulation covers a large class of GxE, a second nonlinear class is 
also considered in Chapter 4, where genetic effects may, for example, be attenuated 
at extreme high and extreme low levels of a moderator. 
Gene-environment correlation 
GxE is often conceptualised as genetic control of sensitivity to different environments. 
A related phenomenon, G-E correlation (rGE) represents genetic control of exposure 
to different environments (Kendler and Eaves, 1986). Equivalently, of course, GxE is 
the environmental control of differential gene effects, whereas rGE is the environmental 
control of gene frequency. A recent example of rGE showed that genetic influences on 
alcohol and drug misuse are correlated with various aspects of the family and school 
environment (Jang et al., 2001) and we might expect rGE to feature in many other 
complex traits. Typical approaches to GxE in twin analyses involving stratification 
of a sample by the environmental moderator variable (Neale and Cardon, 1992) have 
been unable to disentangle GxE and rGE in a single analysis, however. For example, 
if individuals in a certain environment show greater genetic influence, this could be 
due to either (1) the environment modifying the effects of certain genes or (2) certain 
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trait-influencing genes being more likely to be present in that environment. A method 
described in Chapter 4 is able to discriminate between these alternatives and to allow 
analysis of GxE in the presence of raE. 
Unmodelled GxE and rGE 
If not explicitly modelled, GxE and rGE will impact on standard twin models, in 
terms of biased parameter estimates. In short, interaction between A and C acts 
like A; interaction between A and E acts like E. Correlation between A and C acts 
like C; correlation between A and E acts like A. For example, in the case of AxC 
interaction, if a standardised trait T= aA+cC+iAC+eE then the expected variance 
is Var(T) = a2 + c2 + i2 + e2, assuming that the latent variables A, C and E have unit 
variance. The expected twin covariances are 
Cov(Ti, T2) = a2Cov(Al, A2) + c2Cov(Cl, C2) + e2Cov(El, E2) + i2Cov(A1Cl, A2C2) 
= a2 + c2 + i2 for MZ twins 
= a2/2 + c2 + i2/2 for DZ twins 
as Cov(A1, A2) is 1 for MZ twins, 0.5 for DZ twins; Cov(Cl, C2) =1 and Cov(El, E2) _ 
0 for all twins; also Cov(A1CI, A2C2) = Cov(Ai, A2)Cov(Cl, C2) = Cov(Ai, A2). Sim- 
ilar covariance algebra can show that AxE interaction contributes to the E compo- 
nent. 
If A is correlated with (rather than interacting with) an environmental variable, 
say C, with correlation rAG then the expected trait variance is Var(T) = a2 + c2 + 
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2ac x rAG + e2 and the expected twin covariances are 
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Cov(Ti, T2) = a2Cov(Ai, A2) + c2Cov(Cl, C2) + e2Cov(El, E2) + acCov(Ai, C2) 
+acCov(A2, Cl) 
= a2 + c2 + 2ac x rAc for MZ twins 
= a2/2 + c2 + 2ac x rAc for DZ twins 
as Cov(Ai, C2) = Cov(A2, Cl) = rAC. Similarly, if A and E are non-independent then 
Cov(Ti, T2) = a2 + c2 + tae x rAE for MZ twins 
= a2/2 + c2 + ae x rAE for DZ twins 
1.6.2 Epistasis 
Epistatic interaction represents the modification of allelic and genotypic effects at one 
locus contingent upon the genotype at a different locus. Equivalently, epistasis occurs 
when the combined effect of two or more genes on a phenotype could not have been 
predicted as a sum of their separate effects. 
For two loci, A and B, analysed separately, it is possible that alleles at A may 
show associations with a trait while alleles at B do not. Joint analysis, however, may 
reveal evidence for epistasis between the two loci: it is possible, for example, that 
alleles at locus B might modify the effect of the alleles at locus A. Therefore, the 
possibility of seemingly unrelated loci actually playing crucial roles in the aetiology 
of complex traits is a consequence of epistasis. 
In general, additive genetic effects occur when alleles at a locus and across loci 
simply and independently sum to result in a net phenotypic effect. In contrast, effects 
of an allele which are modified by the presence of other alleles (either at the same 
locus or at different loci) are nonadditive genetic effects. In particular, an allele x 






B1 allele genotypic value - 20 
Figure 1.5: Example of duplicate gene action at the level of biochemical pathway 
ALAI A1A2 A2A2 
BIB, 20 20 20 
BI B2 20 20 20 
B2B2 20 20 0 
Table 1.4: Duplicate gene action at two loci 
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allele interaction occurring between two alleles at the same locus is called dominance 
whereas an interaction occurring between the alleles (two or more) at different loci 
is called epistasis. Dominance is therefore sometimes called intra-locus interaction 
whereas epistasis involves inter-locus interaction. 
Inter-locus nonaddivity, or epistasis, might, for example, result from interaction 
at a biochemical level between two gene products. Figure 1.5 illustrates so-called 
duplicate gene interaction. In this example, there are two duplicated loci essentially 
serving the same function: producing an identical enzyme required to produce product 
Pl and resulting observable phenotype. Thus, if either locus A or locus B produces a 
functional gene product, the enzymatic pathway functions correctly. In this way, the 
effect of one gene can effectively mask the effect of the other: it is only when both genes 
are homozygous for a recessive, non-functioning allele that the biochemical process is 
not completed and a different phenotype is produced. Assuming that the alternate 
alleles at the two loci, A2 and B2, do not result in gene product P1, then we might 
expect to observe the following genotypic values as shown in Table 1.4. This would 
often be called dominant-dominant duplicate gene action. 
Alternatively, two genes may code for enzymes that function at different points 
in the same pathway, such that both gene products are needed to produce the final 
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Al allele B1 allele 
enzyme A an' yma D 
substrate 90 > product pl )product p2 
I 
genotypic value - 20 
Figure 1.6: Example of complementary gene action at the level of biochemical pathway 
B1 B1 20 20 0 
B1 B2 20 20 0 
B2B2 000 
Table 1.5: Complementary gene action at two loci 
product. This is called complementary gene interaction (Figure 1.6): if either gene is 
non-functioning, then the final product of the pathway is not produced. The corre- 
sponding matrix of genotypic means is represented in Table 1.5. As the Al and BI 
alleles are acting in a dominant manner, this table describes the scenario where an 
individual needs at least one Al allele and at least one Bl allele to have the `normal' 
phenotypic value of 20 (assuming that a phenotypic value of 0 corresponds to `disease', 
for example). 
These two models equally represent recessive gene interaction, e. g. if the pheno- 
typic labels were reversed, such that 0 was `normal' and 20 was `diseased'. Dominant 
x dominant duplicate gene action is equivalent to recessive x recessive complemen- 
tary gene interaction if the phenotypic `direction' is reversed; dominant x dominant 
complementary epistasis is equivalent to recessive x recessive duplicate epistasis. 
Figure 1.7 shows a more complex example of a system that would produce strong 
epistatic interaction. In this case, the genotypic values will depend on pairs of alleles 
across the two loci occurring together: Al/Bl and A2/B2 are functioning allele pairs 
whereas Al/B2 and A2/B, are non-functioning pairs. In the absence of dominance, 
this pattern of results is described as additive x additive epistasis. No single allele 
is any longer associated with higher phenotypic values: there are no increaser or 
decreaser alleles, only increaser and decreaser combinations. The corresponding table 
AIA1 A3A2 A2A2 
B1 B1 20 20 0 
B1 B2 20 20 0 
B2B2 000 
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Al allele B1 allele 
enzyme Al enzyme Bl 
substrate PO )product P1>product P2 
I 
genotypic value - 20 
OR: 
A2 allele 82 allele 
enzyme A2 enzyme B2 
substrate PO> product P3--)product P4 
I 
genotypic value - 20 
BUT: 
Al allele B2 allele 
enzyme Al enzyme B2 
substrate P0 )product Pl-®-uno product 
W 
genotypic value -0 
Figure 1.7: Example of complex gene interaction at the level of biochemical pathway 
ALAI A1A2 A2A2 
B1B1 20 10 0 
B1B2 10 10 10 
B2B2 0 10 20 
Table 1.6: More complex gene interaction at two loci 
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of genotypic means might be as in Table 1.6. Considering individuals with the ALAI 
genotype, the effect of the Bl allele is to increase the phenotypic value. In contrast, 
Bl is associated with lower phenotypic values in individuals with the A2A2 genotype, 
whereas for individuals heterozygous at locus A, there is no effect of the B locus at 
all. 
In the context of parametric linkage, a number of studies have suggested that 
single-locus models allowing for reduced penetrance often perform as well as two- 
locus models allowing for epistasis (e. g. Vieland et al., 1993). Two-locus linkage 
models (e. g. Schork, 1993) are problematic in many ways: for example, many unknown 
parameters must be specified (standard parametric two-locus linkage analysis with two 
diallelic loci requires 14 parameters) whilst examining every pairwise combination of 
markers will result in multiple testing issues. Nonetheless, two-locus models have 
been successfully applied. For example, for multiple sclerosis (MS), Tienari et al. 
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(1994) found evidence for epistasis between the MBP gene on chromosome 18 and the 
HLA complex on chromosome 6. Chapters 5 and 8 consider models of epistasis for 
quantitative traits. 
1.6.3 Population stratification 
Population stratification refers to a recent admixture of subpopulations which may 
differ in allele frequencies at many loci across the genome. A stratified sample is 
therefore one in which discrete subpopulations that do not interbreed as a single 
randomly-mating unit are pooled together. Differences in allele frequencies between 
subpopulations may then give rise to several effects, including a deviation from Hardy- 
Weinberg equilibrium (HWE) sometimes known as the "Wahlund effect", a decrease 
in observed heterozygosity. The early population genetic work on population strat- 
ification was primarily concerned with its impact on population structure and the 
evolutionary process (Wright, 1951), although Li (1969) highlighted its potential im- 
pact in disease-gene association studies. If cases and controls are not matched for 
ethnic background, population stratification effects can lead to spurious association. 
Although the primary focus was on population stratification generating type I, or 
false positive errors, stratification can also reduce power (that is, to increase type II 
errors) if the stratification effect `masks' the trait locus effect. 
In practice, there have been few clear examples of when population stratification 
has actually lead to a "spurious association" (Thomas and Witte, 2001). One often- 
cited example is of non-insulin dependent diabetes in the Pima and Papago Native 
American tribes and a haplotype at the immunoglobulin G locus, where an effect of 
proportion of recent European ancestry was observed (Knowler et al., 1988). However, 
in general there are often great difficulties replicating associations (Terwilliger and 
Weiss, 1998) and it is unclear to what extent stratification may play a role here, given 
that we have not been able to accurately measure stratification in a sample until 
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recently. 
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In the 1990s many researchers were beginning to turn from linkage to associa- 
tion based strategies to detect genes of small effect for complex traits (Risch and 
Merikangas, 1996). To address concerns over possible hidden stratification effects, a 
series of family-based tests of association were developed, including the transmission 
disequilibrium test (TDT) (Spielman et al., 1993). Because related family members 
necessarily belong to the same population stratum, using relatives as controls auto- 
matically ensures protection against the effects of stratification. 
Family-based association methods are by no means a panacea for complex trait 
gene mapping studies however. Families are often more difficult and more expensive 
to collect, especially for late-onset disorders where parents are unlikely to be avail- 
able. In the absence of stratification, the simple case-control design is more powerful 
than the TDT: although a case-control pair and a TDT trio provide similar amounts 
of information, the case-control pair requires only two genotypes whereas the TDT 
requires three. 
Recently, a different approach to population stratification has emerged: to use 
individuals' genetic backgrounds to detect stratification within a sample. If stratifica- 
tion is detected, genetic background data can be used as an index of ethnic grouping; 
tests of association robust to stratification can then be constructed, taking the strat- 
ification into account. 
Signatures of stratification 
A stratified sample will display certain characteristic `signatures', both at single loci 
and also across unlinked loci: recent genetic-background methods detect stratification 
by looking for evidence of these signatures. At a single locus, stratification induces 
a non-independence between maternal and paternal alleles, i. e. Hardy-`'Neinberg dis- 
equilibrium (HWD). Across unlinked loci, stratification can induce a similar non- 
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independence of alleles, i. e. linkage disequilibrium (LD). For example, a single locus 
with alleles Al and A2 occurring at frequencies p and q will, under HWE, have ex- 
pected frequencies p2,2pq and q2 for the three possible genotypes ALAI, A1A2 and 
A2A2, respectively. Considering two discrete subpopulations, Pl and P2, which dif- 
fer greatly in allele frequency, the impact on HWE in the stratified sample Pl + P2 
(assuming 50: 50 admixture) is demonstrated below: 
Subpopulation 
Pi P2 Pi + P2 
Al 0.1 0.9 0.5 
A2 0.9 0.1 0.5 
Al Al 0.01 0.81 0.41 (0.25) 
A1A2 0.18 0.18 0.18 (0.50) 
A2A2 0.81 0.01 0.41 (0.25) 
Assuming HWE within subpopulation, the expected genotype frequencies are tabu- 
lated for the two subpopulations (e. g. ALAI genotype in subpopulation Pl is 0.01). 
The allele and genotype frequencies in Pl + P2 are simply the average of those for 
Pl and P2. This creates a deviation from the expected HWE genotype frequencies in 
the stratified sample - the expected HWE genotype frequencies based on the allele 
frequencies in the admixed group are shown in parentheses. The typical "loss of het- 
erozygosity" effect is illustrated here - only 18% instead of the expected 50% of the 
sample are heterozygous. 
Although deviation from HWE at a single locus can be used as a weak test of 
population stratification, by itself it is indicative of several phenomena: (1) random 
sampling error (2) assortative mating (3) very high mutation rate (4) selection effects 
(5) unequal transmission ratios from parents to offspring (6) genotyping error (7) 
ascertainment effects (e. g. at the trait locus for cases in a case-control study) (8) and 
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population stratification. By itself, deviation from HWE at a single locus is not a 
specific signature of population stratification. 
Expected heterozygosity can be used to quantify the magnitude of stratification 
within a sample. The expected average heterozygosity across random-mating subpop- 
ulations (HS) is compared to the expected heterozygosity in the total population (HT). 
In our example above, Hs = 0.18 and HT = 0.5. Wright's fixation index is calculated 
FST = (HT - HS)/HT and is a commonly used index of genetic distance between 
groups (n. b. in this context, `genetic distance' refers to allelic frequency differences 
between groups, not genetic distance as previously defined in terms of recombination). 
In our example, FST = 0.64 which is a very large value. FST is always positive; 0 
= panmixis (no subdivision, random mating occurring, no genetic divergence within 
the population); 1= complete isolation (extreme subdivision). FST values up to 0.05 
indicate negligible genetic differentiation whereas > 0.25 means very great genetic 
differentiation within the population analysed. For most European populations, one 
would expect values around 0.01-0.05; for the most divergent populations, one might 
expect values around 0.1-0.3 (Cavalli-Sforza et al., 1994). 
Another signature of population stratification is association between alleles on 
unlinked loci. The following example contingency tables describe the association 
between alleles at two loci in 200 Scandinavians and 200 Spaniards, separately and 
then as a combined (i. e. stratified) sample: 
Scandinavians 
B1 B2 
Al 160 160 
A2 40 40 
Spaniards 
B1 B2 
Al 160 40 
A2 160 40 
Combined 
B1 B2 
Al 320 200 
A2 200 80 
When analysed separately, there is no association between the alleles at locus A and 
locus B (the Xi test of independence is 0 in both cases) for either Scandinavians or 
Spaniards. However, combining both samples gives a Xi of 7.81, which is significant 
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at the 5% level. This spurious association clearly would not be reflective of genetic 
distance -A and B could well be on different chromosomes. 
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1.7 Thesis outline 
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The motivation for this work is mirrored in the quotation below, taken from a recent 
NIH Request for Applications (RFA: MH-98-017) entitled "Quantitative methods to 
map genes for complex diseases" : 
Genetic factors contribute to virtually every human disease by con- 
ferring susceptibility or resistance, affecting the severity or progression of 
disease, and interacting with environmental factors that modify disease 
course and expression... Current analytic methods have been successfully 
applied to map Mendelian disease genes, but are not well suited for the 
genetic analysis of complex human diseases. Human geneticists are now 
beginning to explore a new genetic frontier, driven by the inconvenient 
reality that most diseases of medical relevance have irregular familial pat- 
terns and lack a simple one-to-one correspondence between genotype and 
phenotype. 
The majority of genetically-influenced public health concerns (traits and diseases 
such as depression & anxiety, hypertension, obesity and type II diabetes) can not 
easily be accounted for by single major locus models. Attempts to find the multiple 
genes of small effect that contribute to these traits have been plagued by low statistical 
power. Improving study design and optimising analytic tools is therefore a necessary 
next step: the use of selected sampling strategies to increase efficiency in QTL linkage 
and association studies is one route to this goal. 
Mapping complex trait genetic architecture is likely to present challenges beyond 
small effect size: there will be no "one-to-one correspondence". Animal model stud- 
ies increasingly reveal the significance of genetic background effects, pointing to the 
need to consider epistasis. Quantitative genetic studies are finding that environmen- 
tal factors can often moderate the expression of genetic effects, implicating gene-by- 
CHAPTER I. INTRODUCTION 78 
environment interaction. Additionally, different loci may be involved across ethnic 
strata, or polymorphisms may be differentially frequent. Considering these kinds of 
complex effects, in both unselected and selected samples therefore seems a worthwhile 
endeavour. 
The Chapters following this Introduction are as follows: - 
Part I: Sample selection 
2. Selection for linkage 
A novel method for selecting optimally informative sibships of any size for QTL link- 
age analysis is presented. The method allocates a quantitative index of potential 
informativeness to each sibship on the basis of observed trait scores and an assumed 
true QTL model. Any sample of phenotypically-screened sibships can therefore be 
easily ranked-ordered for selective genotyping. 
3. Selection for association 
The same strategy as described above for linkage can be applied to selecting sib- 
ships for family-based association analysis; furthermore, an approach to analysis is 
developed to provide a robust test of family association in selected samples. Several 
miscellaneous issues are considered at the end of the Chapter, including threshold 
selection for DNA pooling designs for quantitative traits. 
Part II : Complex effects 
4. Gene-by-environment interaction 
This Chapter presents a basic model of GxE, in the context of the twin design. Var- 
ious aspects of the ability to detect different types of gene-by-environment interaction 
are investigated, as well as the consequences of not properly modelling interaction. 
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5. Epistasis 
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An extension to the variance-components QTL linkage model to incorporate epistasis 
between two loci is presented. Under a number of epistatic models, the power to 
detect the epistatic and main effects of two loci is calculated, providing an insight 
into the utility of multi-locus linkage approaches. 
6. Population stratification 
A method which approaches stratification as a latent class analysis (LCA) problem, 
similar to Satten et al. (2001), is developed and explored in this Chapter. 
Part III: Sample selection and complex effects 
7. Selection and gene-environment interaction 
This Chapter considers two ideas: 1) incorporating knowledge of environmental in- 
teraction effects in order to increase the efficiency of selection and analysis for QTL 
linkage and 2) extending the conditional QTL linkage and association models, which 
are robust in selected samples, to include environmental interactions. 
8. Selection and epistasis 
The results of Chapter 5 refer to unselected samples: this Chapter develops a method 
of two-locus linkage valid in selected samples, based on an extension of the Haseman- 
Elston model. Additionally, the incorporation of a second, modifier locus in the 
association model presented in Chapter 3 is considered. 
9. Selection and population stratification 
This Chapter investigates some issues arising in the application of the genetic back- 





Selection for linkage 
This Chapter presents a method of sample selection for variance components quanti- 
tative trait loci linkage analysis using sibships. The method involves the calculation of 
a quantitative index of potential informativeness, that reflects for each sibship it's ex- 
pected contribution to the likelihood-ratio test statistic. The efficiency of this method 
compares favourably to other methods of extreme sample selection, including proband 
selection and extreme discordant pair selection. 
2.1 Introduction 
Optimal sample selection is an attempt to remedy the major practical problem of 
low power for the detection of quantitative trait loci (QTL). Risch and Zhang (1995) 
stated that a QTL would have to account for as much as 50% of phenotypic variance to 
be detectable in typically-sized unselected samples. As genotyping is still sufficiently 
expensive to prohibit increasing sample size in order to raise power to a desirable 
level, a partial solution is to select sibships for genotyping on the basis of phenotypic 
trait scores-that is, to genotype only the potentially most informative observations. 
Lander and Botstein (1989) demonstrated the utility of selected samples in the 
context of experimental mouse studies: by selecting only phenotypically extreme an- 
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imals of an F2 or backcross population, almost 90% of the linkage information could 
be recovered by only 25% of the sample. Subsequently, selected sampling approaches 
were adopted in human, sib-pair studies. Using thresholds to define phenotypically 
extreme individuals, three types of sib pair tend to confer the most information for 
linkage: concordant high, concordant low and discordant pairs. The affected sib-pair 
(ASP) (Suarez et at., 1978) design, successfully employed for mapping rare qualita- 
tive disorders, samples pairs concordant for being above a phenotypic threshold, e. g. 
genotyping only sib pairs in which both sibs fall in the top 10%. Clearly, the percent- 
age of sib pairs selected will be dependent on the sibling correlation-typically, the 
threshold will be either based on a priori definitions of `caseness' or will be suitably 
adjusted to yield the desired number of sib pairs. Proband selection (PS) (Carey 
and Williamson, 1991) ascertains sib pairs in which at least one sib scores above a 
phenotypic threshold, allowing both concordant high and discordant sib pairs to be 
selected. Risch and Zhang (1995,1996) showed that, under most circumstances, ex- 
treme discordant (ED) pairs are more informative than concordant pairs. Under a 
positive sibling correlation, the mapping between phenotypic and genotypic discor- 
dance is stronger than between phenotypic and genotypic concordance. The extreme 
discordant and concordant (EDAC) strategy (Gu et al., 1996) selects both discor- 
dant and concordant sib-pairs. Thresholds for concordant and discordant pairs can 
be adjusted according to knowledge of the genetic model, in order to provide more 
efficient selective sampling. For example, if the researcher knew in advance that the 
putative QTL had a rare increaser allele, then the threshold for concordant high pairs 
could be lowered to include more concordant high pairs in the sample (reasons for 
why such sib pairs are more informative under such conditions are discussed below). 
Dolan and Boomsma (1998), recognising that most researchers will in fact not have 
knowledge of the genetic model for a putative QTL, conducted a study to identify 
general recommendations for setting the thresholds in the EDAC strategy, averaging 
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optimal threshold estimates over a wide range of genetic models. 
Eaves and Meyer (1994), realizing that power could be gained from adopting a 
truly dimensional approach, hinted at the power of selecting maximally dissimilar 
(MDis) pairs on the basis of their squared trait difference. Methods that assign a 
quantitative index of informativeness to each sib pair enable genotyping to progress 
from the most informative down-significant results may be obtained before all of the 
selected sample has been genotyped. A more recently proposed strategy of selecting 
sibships for linkage uses the Mahalanobis distance (Mahl)) as a quantitative index of 
a sibship's informativeness, based on its phenotypic extremity (Allison et al., 1999a). 
For the ill sibship, di = xiE-'xt where xi is a vector of mean-centred trait scores 
and E is the sibling covariance matrix. Therefore d measures how close each sibship 
is to the multidimensional sibship mean. Unlike the methods described above, this 
method generalises in a very straightforward manner for larger sibships. 
No selection strategy will be optimal under all possible circumstances. By `optimal' 
we mean that if, for example, 5% of the sample is selected, no other 5% of the sample 
will provide more statistical power to detect linkage than the optimal set. Risch and 
Zhang (1996) have shown that it is more efficient to sample sib pairs concordant for 
extreme high trait values if the trait-increasing allele is rare (i. e. close to 0), but to 
sample sib pairs concordant for extreme low trait values if the trait-increasing allele is 
common (i. e. close to 1). The current approach allows an assumed true genetic model 
for the QTL to be sensibly parameterised and a selection strategy developed which 
would be optimal if the model were true. Such a method also allows exploration of 
the relationship between the accuracy of the assumed true model specification and 
the optimality of selective sampling. 
The current method is based around the maximum-likelihood variance components 
approach, described in the Introduction. For linkage analysis, the likelihood function 
critically depends on the parameterisation of the covariance matrix, in terms of various 
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genetic and environmental components of variance and allele sharing identical-by- 
descent (IBD). 
2.1.1 Measure of informativeness 
The proposed method calculates the potential informativeness of a sibship of any size 
for QTL linkage analysis conditional on observed trait scores, under an assumed true 
genetic model. In a sample, power to detect a QTL is determined by the noncentrality 
parameter (NCP). The NCP is the sum of independent contributions from all the 
sibships in a sample. The expected contribution of a sibship to the sample NCP is 
therefore an index of potential informativeness for that sibship. 
In computing each sibship's expected contribution to the NCP, all possible geno- 
typic configurations (GC) are enumerated. For each sibship, the linkage test statistic 
is calculated under all possible sibship GC (t1, t2, ..., t), assuming that the model 
parameters have been correctly estimated at their true values. These values represent 
the test statistics that would be obtained given the sibship's trait scores. Each test 
statistic is weighted by the probability of it occurring (i. e. the probability P; of the ith 
GC, given the trait scores) and summed over all GC to produce an index of potential 
informativeness for that sibship (E P; ti). Table 2.1 represents the calculation of this 
index; the posterior probability of the ith GC conditional on trait values is given by 
Bayes Theorem as 
Pi = P(GCilx) = 
P(GCj) f (xIGC; ) 
Ej_, P(GCj)f (xIGCj) 
The proposed method therefore embodies the advantages of assigning a quantita- 
tive index of informativeness to sibships of any size that will be optimal if the assumed 
genetic model is true. Unlike the Mahalanobis distance, this measure is directly com- 
parable across sibships of different size-to say whether a given sib pair is more or 
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GC P(GCltrait, model) X Test statistic P(GCltrait, model) x X2 'Pest statistic 
1 P1 tl Pltl 
2 P2 t2 P2t2 
3 P3 t3 P3t3 
P. tn Pntn 
T. PPti = NCP = E(x Itrait, model) 
Table 2.1: Calculation of the index of potential sibship informativeness. 
less informative than a given sib trio, for example. 
2.2 Methods 
The genetic model assumes a fully informative marker 0cM from a hypothetical di- 
allelic QTL, which has increaser allele frequency p and decreaser allele frequency 
q=1-p, dominance to additive genetic value ratio z= d/a and proportion of phe- 
notypic variance accounted for by the QTL x. We assume no recombination since the 
presence of recombination should have no effect on the relative ranking of sibships 
with respect to their expected NCP based on trait values. Given these three parame- 
ters (p, z, x), as well as the trait variance (4) and trait sibling intraclass correlation 
(r), the critically important parameters of the model are calculated: genetic values 
and variance components. 
2.2.1 Genetic values 
Using Falconer's notation, genotypes AA, Aa and as are assigned genetic values of 
+a, d and -a, where a represents the additive effect and d represents the dominance 
deviation. These are functions of allele frequency, dominance to additive genetic value 
ratio, trait variance and the proportion of variance accounted for by the QTL, such 
that 
xQT 
a (2pq(1 + z(q - p))2 + (2Pgz)2 
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and d= za. Additionally, these values are mean-centred such that the expected 
genetic population mean is zero, by expressing the values as deviations from (a(p - 
q) + 2pqd). 
2.2.2 Variance components 
Total trait variance QT is decomposed into four orthogonal components: variance 
due to additive genetic effects at the QTL (QÄ), variance due to dominance genetic 
effects at the QTL (4), variance due to residual polygenic genetic and shared envi- 
ronmental effects (o ) and variance due to residual polygenic genetic and nonshared 
environmental effects (o r). 
Variance components are functions of genetic values and allele frequency: o= 
2P9(a+d(p-Q))2, QD = (2pqd)2, O r2 = r4- 
2- 
and QN = (1-r)4- 2-3 
The method of specification of genetic values ensures that C A2, QD, vs and vN sum 
to equal vT. Note that a is a function of sibling correlation once the shared effects 
of the QTL variance have been removed. Likewise, QN represents nonshared variance 
after the nonshared effects of the QTL have been removed. 
2.2.3 Sibship genotypic configurations 
The enumeration of all possible genotypic configurations is based upon parental mat- 
ing types and inheritance vectors, implied by sibship size and number of alleles at 
the QTL. For a diallelic locus, the number of mating types is 24, or 16. The relative 
frequency of each type depends on allele frequencies (as well as population structure, 
e. g. the assumption of random mating). Inheritance vectors specify the identity-by- 
descent (IBD) status of any pair of siblings within a sibship. Table 2.2 illustrates the 
construction of the IBD values associated with each inheritance vector for trios. If 
parental mating type is coded as 12 x 34, then a sib's genotype can be written as 13, 
14,23 or 24. Therefore, a sib pair of 13 & 13 share 2 alleles IBD; a sib pair of 14 & 
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Sib a Sib b Sib c IBD P 
pat mat pat mat pat mat ab ac be 
Inheritance Vector 
1 13 13 13 222 
2 13 13 14 211 ý4 
3 13 13 23 211 4 
4 13 13 24 200 64 
64 24 24 24 222 1 
Table 2.2: Inheritance vectors and identity-by-descent structure. 
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24 share only 1 allele IBD; a sib pair 13 & 24 share 0 alleles IBD. As mentioned, IBD 
allele sharing refers to sharing between pairs; for a sibship of size s, there will be 2 23 
possible inheritance vectors, each of which expresses an IBD matrix of pairwise IBD 
values'. 
For a diallelic locus in sibships of size s, parental mating types and inheritance vec- 
tors combine to form 24+2s possible sibship genotypes. Each genotypic configuration 
therefore has three associated components: an associated IBD matrix of dimension 
sxs in which each element is either 0,1 or 2; an associated genotype vector of dimen- 
sion s, in which each element is either AA, Aa or aa; and an associated probability 
P(GC) = P(Parental Mating Type) x P(Inheritance Vector). 
The IBD matrix generates E, the expected covariance matrix for each GC, because 
each IBD status (0,1 or 2) has an associated expectation for sib covariance in terms 
of a and oD. In a similar fashion, the sibship genotype vector generates a, the 
vector of predicted means. This is because each element of the sibship genotype has 
an associated genetic value, which can be partitioned into additive and dominance 
genetic effects. 
'Although there are 229 configurations of inheritance vector for sibships size s, there are a smaller 
number of unique configurations. For trios, there are only 4 unique IBD configurations; for quads 
there are 8. 
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2.2.4 Expected NCP for linkage 
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For linkage, assuming zero-centred data, all QTL effects are modelled in the covariance 
matrix2. The parameters estimated are o for additive effects and oD for dominance 
effects. Dominance is included in the model, though this may reduce power in small 
samples if the dominance variance is small. For pairs, the test for linkage involves 
parameterising E as 
QÄ+vD+c4+vN 
ýL = 
7f UÄ + Z2UD -I' US 
7ro + z26D + Qs 
QÄ+QD+OS+ON 
where it represents the proportion of alleles IBD and z2 represents the probability 
of complete allele sharing IBD (thereby modelling dominance). Assuming complete 
marker information, if z; represents the probability of sharing i alleles IBD, then 
7r = z2 + zl/2. For larger sibships, the covariance matrix of dimension sxs is 
parameterised similarly, with the appropriate pairwise parameters in each off-diagonal 
element. 
Under the null hypothesis of no linkage between the test locus and the QTL, the 









where the IBD probabilities at the QTL are independent of IBD status at the test 
locus, and so assume their prior probabilities of 1/4,1/2 or 1/4 for sharing 0,1 or 2 
alleles respectively. 
The likelihood under the alternative hypothesis of linkage varies depending on 
GC (critically, for linkage, only the inheritance vector determines the likelihood); the 
likelihood under the null is fixed across all GC. Following the procedure outlined in 
2For association, the effects of the QTL are modelled in the means vector: see Chapter 3. 
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Table 2.1, sibship informativeness is given by 
GC 
E(x2lx, model) 2 [In LLB - In LN] P(GCCjx). 
i_i 
The likelihood function is defined as in standard variance components models for 
linkage analysis (e. g. Fulker et al., 1999), but with an adjustment developed for the 
analysis of selected samples (Sham et al., 2000a). This adjustment, described in the 
Introduction, is based on conditioning on the observed trait values of the sibship, and 
makes the test robust in selected samples. 
2.3 Implementation 
A computer program to implement this method has been developed, hereafter referred 
to as SEL (SElection for Linkage). As well as processing simulated data, SEL has been 
used to select sibships for genotyping in the GENESiS Study, a large community-based 
QTL study, which plans to select 600 optimally informative sibships from a sample 
of approximately 10,000 phenotypically screened sibships (Sham et al., 2001). 
SEL is designed to read sibship trait scores for sibship sizes of 2 or more; the 
number of sibships is unrestricted3. As mentioned, data from sibships of variable size 
can be analysed together and the measure of potential informativeness is comparable 
across different sibship sizes (of course, in terms of efficiency, the informativeness of 
a sibship must be viewed with respect to sibship size, i. e. the number of genotypes 
that would be required). SEL can either calculate the mean, variance and intraclass 
sibling correlation from the sample or accept fixed values for these statistics (i. e. when 
pre-selected data come from a known population). SEL was written in Delphi to run 
under MS Windows and is freely available4. 
3Processing time increases exponentially with average sibship size but linearly with number of 
sibships. 
4sEL can be downloaded from http: //statgen. iop. kcl. ac. uk/sel/ 
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2.4 Application to simulated data 
2.4.1 Trait score simulation 
Uniform data grids were generated in order to evaluate how information content varies 
with trait value. Two uniform data grids were generated, one for sib pairs and one for 
quads. The grid for pairs consisted of points at intervals of 0.2 across the range -4 to 
4, such that the first pair was (-4, -4), the second pair (-4, -3.8) and so on up to the last 
pair (4,4). The grid therefore consisted of 412 (1681) points. A data grid for quads 
was also generated, using a less fine resolution of 0.5, giving 134 or 28561 points. 
Datasets were also generated where the trait distribution contained a QTL effect 
superimposed on multivariate normal residuals. Datasets contained either 10,000 
pairs, trios or quads. Eight sets were generated under different genetic models, as 
shown in Table 2.3. In practice, as it is unlikely the genetic model of a putative QTL 
will be known, it is important to assess the efficacy of selection when a `base model' 
of equal allele frequencies and no dominance is specified instead of the true model. 
This was assessed for a range of true models: Models 1 and 2 represent unequal allele 
frequencies; Models 3 and 4 represent rare dominant disease genes; Model 5 represents 
a dominant gene under equal allele frequencies; Models 6 and 7 represent rare recessive 
loci. 
For all models a +QD was fixed to 0.1; QS and a% were fixed to 0.2 and 0.7 respec- 
tively, giving a+0, + Qs + vN = 1. In Models 3-7, which incorporate dominance, 
a and d were set to be equal (i. e. d/a = 1). 
2.4.2 Selection for sibling pairs 
The uniform data grids for pairs and quads were used to generate contour plots 
to describe the informativeness of different types of sibship under different genetic 
models. Figure 2.1 plots the sib-pair noncentrality parameter for linkage, as generated 
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Base 
p=0.50; a=0.447; d=0 0.1 0 0.25 0.447 0 -0.447 
Model 1 
p=0.10; a=0.745; d=0 0.1 0 0.25 1.341 0.596 -0.149 
Model 2 
p=0.25; a=0.517; d=0 0.1 0 0.25 0.776 0.259 -0.259 
Model 3 
p=0.10; a=0.404; d=0.404 0.095 0.005 0.249 0.654 0.654 -0.154 
Model 4 
p=0.25; a=0.318; d=0.318 0.085 0.015 0.246 0.358 0.358 -0.278 
Model 5 
p=0.50; a=0.365; d=0.365 0.067 0.033 0.242 0.183 0.183 -0.548 
Model 6 
p=0.75; a=0.652; d=0.652 0.040 0.060 0.235 0.082 0.082 -1.222 
Model 7 
p=0.90; a=1.59; d=1.59 0.018 0.082 0.230 0.032 0.032 -3.148 
Table 2.3: Properties of simulated QTLs: for pairs, trios and quads. CS and or 2N are fixed 
to 0.2 and 0.7 respectively; r is the sib trait correlation; G(AA), G(Aa) and G(aa) are the 
genetic values for the three genotypes. 
by SEL assuming the base model (z axis), as a function of sib-pair trait scores (x and y 
axes). The trait mean, variance and covariance are fixed to 0,1 and 0.25 respectively. 
The increased informativeness of discordant sib pairs is clearly demonstrated. The 
extreme corners of the plot represent pairs where one sib is 4 standard deviations 
above the mean and one sib is 4 standard deviations below the mean-this is extremely 
unlikely to occur under bivariate normality with a positive sib correlation, of course. 
Note that most of the surface is relatively flat at a small value, which indicates that 
the majority of sib pairs are not particularly informative for linkage: this is why 
linkage analysis on unselected samples is so inefficient. 
Figure 2.2 depicts the 5% selected sample when the base model (equal allele fre- 
Model vA or 2n r G(AA) G(Aa) G(aa) 
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Figure 2.2: Scatter plot of the most informative 5% sib pairs when the base model is true. 
quencies and no dominance) is true. Prior to selection, the sib-pair distribution is 
approximately bivariate normal with a sib correlation of 0.25. The Figure represents 
only the most informative 5% for linkage, as determined by the selection program. As 
can be seen, there is a preponderance of `discordant' sib pairs in the selected sample. 
Sib-pair informativeness as a function of sib-pair trait scores varies under different 
genetic models. In general, deviation from the base model in terms of dominance 
genetic variance and/or unequal allele frequencies results in the increased informa- 
tiveness of one concordant quadrant complemented by the decreased informativeness 
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Figure 2.3: Contour plots demonstrating the effects of unequal allele frequency and dom- 
inance on selection: a) unequal allele frequency (p=0.1); b) dominance (d : a=1); c) rare 
recessive (p=0.9; d: a=1). 
of the opposing concordant quadrant. To be precise, the end of the distribution asso- 
ciated with the less common allele, or the end of the distribution associated with the 
recessive allele, will be more informative. The effect of unequal allele frequencies tends 
to outweigh the effect of dominance. The first plot in Figure 2.3 illustrates sib-pair 
informativeness when the QTL has a relatively rare increaser allele (p = 0.1). The 
second panel represents a dominant QTL (d/a = 1). The third panel represents a rare 
recessive protective gene (i. e. a common dominant disease gene) (p = 0.9; d/a = 1), 
Figure 2.4 demonstrates the effect of the residual sib correlation. In general, the 
greater the residual correlation, the greater the relative informativeness of discordant 
pairs. This can be conceived of in terms of the higher probability of phenotypically 
discordant sibs actually being genotypically discordant at the QTL under a higher 
residual correlation. Also note the marked difference in scale between the two figures: 
the highest sibship NCP under the low sib correlation is approximately 0.9 whereas 
under the higher sib correlation it is approximately 6. 
The proportion of phenotypic variance accounted for by the QTL has no bearing 
on selection. Although this parameter will massively influence the power to detect the 








Figure 2.4: Contour plots demonstrating the effects of the residual sibling correlation on 
selection: a) low sib correlation (r=0.1) b) high sib correlation (r=0.5). 
QTL, it does not effect the rank ordering of sibship informativeness, i. e. the sibship 
most informative for a small QTL will still be the most informative for a large QTL 
and vice versa. 
2.5 Comparison with other selection strategies 
It is difficult to generalise about precise selection criteria for complex traits, because 
they are a function of the genetic model which will not be known at selection. This 
suggests that `mixed' approaches to selection may be preferable, i. e. including some 
sib pairs from all four quadrants. In the terminology of SEL, this corresponds to 
assuming the base model to be true. We are now in a position to investigate the 
effects of these assumptions. 
SEL was run twice for each simulated dataset: under the true model (the model 
used to simulate that dataset) and under the base model (equal allele frequencies and 
no dominance). Under the true model, the sibship NCPs from the 5% most informa- 
tive sibships were summed: this figure, F, represents the highest possible amount of 
linkage information that can be recovered from selecting 5% of the sample. In con- 
trast, the second run, which assumes the base model to be true, will not necessarily 
select the same sibships as the 5% most informative. If S is the sum of NCPs gener- 
ated under true model for the 5% most informative selected under the base model, then 
S/F represents the effect of mis-specifying the model. That is, S/F is the proportion 
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PAIRS SEL" ASP PS ED EDAC' EDAC MDis MahD SEL 
Base 15.82 24 33 77 84 81 89 81 100 
1 17.09 50 40 68 82 81 78 80 96 
2 15.45 50 32 74 82 80 87 80 99 
3 16.88 48 38 69 83 82 81 80 96 
4 15.76 36 25 80 81 79 90 78 100 
5 18.39 26 15 76 81 78 87 78 98 
6 27.64 13 4 56 71 69 73 83 91 
7 43.16 1 5 25 69 62 52 98 95 
Table 2.4: Results of simulations for pairs; SELT=SEL under true model; other values repre- 
sent the percentage of information retained: ASP=Affected sib pairs; PS=Proband selection; 
ED=Extreme discordant; EDAC1=Extreme discordant and concordant; EDAC2=EDAC 
employing cut-offs recommended by Dolan & Boomsma (1998); MDis= Maximally dissimi- 
lar; MahD=Mahalanobis distance; SELB=SEL under base model. 
of linkage information we would expect if we assume the base model versus if we knew 
the true model: this represents the `optimality' of the selection scheme. 
Table 2.4 represents these simulations for sib pairs; additionally, the efficiency of 
other sib-pair selection strategies under the different models are assessed. The first 
two columns describe the true genetic model. The column SELT gives the sibship NCP 
summed over the 500 most informative sibships (i. e. 5% selected from 10,000). As 
mentioned above, this figure represents the maximum amount of linkage information 
that 5% of that sample can contain. 
It is possible to assess the efficiency of other methods of selection, using the NCPs 
generated under the true model as the metric, in the same manner as the base model 
comparison described above. The percentages in Table 2.4 therefore represent the 
extent to which the different methods are sub-optimal, under different genetic models. 
Selecting affected sib pairs (ASP), the thresholds are adjusted such that 5% of sib 
pairs are selected. As can be seen, selecting concordant high sib pairs is not a good 
strategy: it performs moderately well when the increaser allele is rare; it performs 
abysmally when the increaser allele is common. Only in the case of a rare recessive 
disease gene (in our terminology, p=0.1 & d/a = -1) would it be nearly optimal to 
select concordant high sib pairs. Proband selection (PS) is also inefficient compared 
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to other methods. Because the score of the second sibling is not constrained, most 
scores will be near the mean-giving very little power. The utility of proband selection 
is evident as a design issue: all other methods assume nonrandom selection from a 
large randomly selected population. Clinics and hospitals are clearly a rich source of 
probands who can be ascertained independent of their co-sib's status. 
As has been previously demonstrated, discordant pairs are in general more pow- 
erful than concordant pairs. This is reflected in the higher average informativeness of 
ED selection under the different models. However, the lack of concordant sib pairs 
entails low power to detect rare recessives. EDAC is a more efficient sampling strat- 
egy than selecting only discordant pairs. Because concordant low pairs are sampled, 
for rare recessives over two-thirds of the linkage information contained in the optimal 
5% of the sample is recovered. Thresholds were selected such that the selected sib 
pairs were comprised of 2.5% concordant (half concordant high, half concordant low) 
and 2.5% discordant. These are arbitrarily selected thresholds: as mentioned, Dolan 
and Boomsma (1998) calculated general recommendations for threshold values in the 
EDAC method. When selecting 5% from a random sample of 10,000 pairs, the recom- 
mendations suggest that pairs are concordant when both sibs are in the top or bottom 
7.6% of the phenotypic distribution; pairs are discordant when one sib is in the top 
17% and the other sib is in the bottom 17%. As is evident in Table 2.4 however, these 
general recommendations actually result in consistently less efficient selection than 
fixing each quadrant to be of equal size, presumably because fixing equal proportions 
is actually sensitive to the sib correlation whereas the general recommendations are 
not. 
A more powerful method of selection relies on ranking pairs in terms of their 
squared trait difference and selecting the maximally dissimilar 5% (MDis)5. This 
method is more powerful than the ED method. This essentially implies that sib pairs 
5Eaves & Meyer originally suggested selective genotyping of maximally similar sib pairs. 
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where one sib is very extreme but the other is relatively near the mean are often 
more informative than sib pairs consisting of a just-above-threshold high sib and a 
just-below-threshold low sib. 
Selection using Mahalanobis distances (Mahl)) fixes the trait mean, trait variance 
and trait sib covariance to the values used to simulate the data, namely .: t =0 and 
E= 
1 0.25 
Assuming bivariate normality and dependent upon the sib correlation, 
0.25 1 
approximately equal proportions of sib pairs from the four quadrants are selected, 
like the EDAC method but unlike MDis. However, MahD selection will also not 
preclude the inclusion of the potentially very informative configuration where one sib 
is very extreme and the other sib scores near the mean, unlike the EDAC method 
but like MDis. As a result of this, it is interesting to note how well this method 
performs in the case of a rare recessive gene. Despite the facts that concordant-high 
sib pairs afford no information in this case and that this method selects as many 
concordant-high as concordant-low (assuming no skewness or heteroscedasticity) the 
method is so near to optimality (98%) because, under this model, so few sib pairs 
actually will be informative. In the case of a rare recessive as in Model 7, less than 
5% of the sample will contain over 90% of the information for linkage (see `Efficiency 
of selection' section below). In this case, the 5% most informative selected on the 
basis of Mahl) will comprise two types of pair: approximately a fifth to a quarter will 
be concordant-low and very informative; the rest will not be particularly informative, 
but none of the unelected pairs will be informative either. 
The final column of Table 2.4 illustrates the very high efficiency of the selection 
method implemented in SEL assuming the base model. In all of the simulated models, 
assuming the base model to be true yields more than 90% of the information that 
would be obtained if the optimal 5% were selected with full knowledge of the genetic 
model. Model 6 is the least efficient under the base model-in this case, the unselected 
95% will contain sib pairs informative for linkage, because the overall proportion of 
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NCP E NCP/ E NCPPatf, 
Pairs 30.024 1 
Trios 94.057 3.133 
Quads 193.215 6.435 
Table 2.5: Relative average informativeness of sib pairs, trios and quads under the base 
model. 
sib pairs informative for linkage will be higher than in Model 7. In general, on the 
basis of these data we recommend the proposed novel method of sib-pair selection as 
the most nearly optimal under a wide range of uncertain genetic models. 
2.5.1 Selection of larger sibships 
Up until this point, all results have been confined to the selection of sib pairs. This 
is because the existing strategies are primarily confined to the selection of sib pairs. 
However, analytic work has demonstrated the increase in efficiency that comes from 
analysing larger sibships (Sham et al., 2000b). To address this issue, samples of 
10,000 pairs, 10,000 trios and 10,000 quads were generated under the base model. An 
advantage of the current strategy is that an index of informativeness is assigned to 
a sibship irrespective of sibship size. Expected sibship NCPs can therefore be used 
to assess the relative average informativeness of pairs, trios and quads for unselected 
samples. Table 2.5 demonstrates that the average informativeness of these three 
sibship sizes increases approximately in the ratio of 1: 3: 6. This ratio represents the 
number of unique pairwise combinations possible in pairs, trios and quads respectively. 
Of course, genotyping a quad involves twice as many PCRs, but will on average yield 
approximately 6 times the information as compared to a sib pair. 
Similarly as for sib pairs, a uniform trait score grid was constructed for quads. 
Figure 2.5 represents the informativeness of quads in a matrix of contour plots. Trait 
scores for the third and fourth siblings were categorised into a seven-by-seven grid; 
for each grid point the contour plot of sibship informativeness as a function of the 







Figure 2.5: Matrix of contour plots to demonstrate sibship informativeness for quads when 
the base model is true; darker shades represent higher informativeness; trait scores for 3" 
and 4th sibs banded into seven bins; small contour plots for 1" and 2nd sibs. 
continuous scores for the first and second sibling was generated. The contour gradients 
represent the expected NCP for that sibship; the darkest bands represent the most 
informative sibships. For example, the bottom left corner of the bottom left plot 
represents four sibs all concordant low. In contrast, the top left corner of the bottom 
right plot represents scores that are low, high, high and low for sibs 1 to 4, respectively. 
Quads appear to embody the same principles of informativeness as pairs: that is, 
discordant sibs are generally more informative. There are surprisingly uninformative 
areas around the all-four-sibs concordant high and concordant low regions. Arguably, 
the increased power of larger sibships is a function of the increased probability of 
encountering genotypic and/or phenotypic discordance within a family. 
Table 2.6 assesses the efficiency of SEL for larger sibships selected under the base 
model, in comparison with selection based on Mahalanobis distances (MahD). Rela- 
tive to pairs, SEL performs slightly less well with larger sibships; the MahD method 
performs slightly better. In absolute terms, however, SEL is more efficient overall. 
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Model 
TRIOS 
SELT SELB Mahl) 
Base 36.99 85% 
1 45.83 94% 85% 
2 39.05 99% 85% 
3 42.72 95% 84% 
4 36.07 100% 83% 
5 40.58 97% 84% 
6 63.66 88% 85% 
7 138.79 95% 98% 
QUADS 
SELT SELB MahD 
64.06 88% 
80.24 94% 88% 
61.65 98% 86% 
78.16 95% 86% 
65.04 100% 87% 
73.83 97% 87% 
135.70 89% 87% 
255.47 96% 98% 
100 
Table 2.6: Results of simulations for trios and quads; SELT=SEL under true model; 
SELB=SEL under base model; MahD=Mahalanobis distance. 
2.5.2 Efficiency of selection 
Table 2.4 above represented the informativeness of a 5% sample selected under the 
base model relative to the informativeness of the optimal 5% which assumes knowledge 
of the QTL. These values for 5% groups selected under the base model can be re- 
expressed as proportions of the total amount of linkage information in the entire 
sample under the true model. That is, we can straightforwardly ask what proportion of 
all available linkage information would be obtained by selecting a n% sample assuming 
the base model. Figure 2.6 plots the relationship between the proportion of the sample 
selected and the proportion of linkage information recovered when the base model is 
true. If selection were random, one would expect a straight line at 45°, i. e if one selects 
50% of the sample, then one expects 50% of the information. The extent to which the 
line is curved upwards represents the efficiency of selection, i. e. the extent to which 
m>n if we select n% obtaining m% of the total information for linkage. Lines are 
drawn for pairs, trios and quads; the proportion of information is scaled to the total 
amount of linkage information available in the sample for that sibship size - it does 
not imply that pairs, trios and quads are equally informative when unselected 
(as 
has already been demonstrated to not be the case). In fact, the curve deviates more 
greatly for sib pairs than for trios; the curve for trios deviates more than the curve for 








Figure 2.6: Efficiency of selection for different size sibships when the base model is true. 
quads. This implies that selection has a greater impact on sib pairs than for trios and 
quads. This result is due to the fact that there is a higher proportion of almost totally 
uninformative sib pairs than sib trios or quads: those sib pairs who are IBD 1. In 
this instance, as expected gene-sharing does not deviate from the population mean, 
the expectations for the sib pair's trait scores also follow the expectations for the 
population mean. However, because it is not possible for all the pairs in a trio or 
quad to be IBD 1, the information in a sample of trios and quads is distributed more 
evenly across sibships. So, as the least informative trios and quads will be relatively 
more informative (i. e. considering sibship size) than the least informative pairs, this 
implies that selection will be more efficient for pairs. 
The efficiency curves obtained when other genetic models are true (but selection 
still assumes the base model) are largely similar to the case under the base model. 
However, Figure 2.7 shows the curves for Model 7, a rare recessive QTL, which illus- 
trates the point outlined above: that only a small percentage of the population will 
contain virtually all the linkage information for that QTL. Differences between pairs, 
trios and quads disappear in this case-the curves are virtually indistinguishable. 
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Figure 2.7: Efficiency of selection for different size sibships when the QTL is rare recessive. 
2.5.3 Selecting optimal subsets of siblings from larger sib- 
ships 
When selecting larger sibships, not all pairwise combinations within one sibship will 
be equally informative. That is, one or more sibs may be dropped to select a subset of 
the sibship for genotyping without significant loss in potential informativeness. If, for 
example, in a trio one sib scores very high, one scores very low and the other scores 
at the mean, it is highly likely that the pair consisting of the two extreme sibs would 
be more efficient to genotype than the whole trio (that is, if the pair's NCP is not 
less than two-thirds of the trio's). The program implements an option to output the 
informativeness of larger sibships conditional on each member being dropped one at a 
time. This information can be used to easily select the most efficient sib configuration 
from a sibship in order to improve efficiency. 
2.6 Haseman-Elston linkage analysis 
It is of interest to note that investigations along parallel lines, looking at the Haseman- 
Elston approach to linkage (Haseman and Elston, 1972), have revealed an approach 
to selection that is equivalent to the method proposed in this Chapter. Based on an 
0 
0 0.2 04 06 ae 1 
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extended Haseman-Elston test (Sham and Purcell, 2001), the expected NCP for pair 
i is 
q4 (Til +T2)2 
_ 
(Til 
- Ti2)2 4r 
2 
16 [ (1 + r)2 (1 - r)2 
+ 1- r2J 
assuming complete marker informativeness, where Tsl and Tt2 are the standardised 
trait scores for the pair, r is the sibling correlation, and q2 is the proportion of variance 
due to the QTL. This approach has also been extended to general pedigrees (Sham 
et al., 2002b). 
2.7 Summary 
This Chapter has presented a strategy for selecting sibships for genotyping on the 
basis of trait scores that is optimal when the genetic model is known and is more 
efficient than other strategies in the case when the model is unknown. This strategy 
has been implemented in the computer program SEL. The basic method of selection 
outlined here could be easily extended in several ways. Three possible extensions are 
summarised here: multivariate selection, the incorporation of family structures other 
than sibships and the modelling of assortative mating. 
Selection could occur on the basis of multivariate trait data. Separate genetic val- 
ues and variance components would need to be specified for each trait; additionally, 
the covariances between these components would have to be specified (e. g. residual 
polygenic genetic correlations). A potential problem is that more arbitrary decisions 
regarding the assumed true model would be required prior to selection. If these deci- 
sions are correct, then multivariate selection will indeed be more powerful than selec- 
tion based on the best possible univariate composite of the same measures. However, 
if they are not correct, then multivariate selection will be potentially less powerful. 
Therefore, in the absence of good background knowledge regarding the aetiological 
architecture of the covariance between traits, selection on one composite measure is 
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arguably preferable, if the researcher wishes to incorporate information from different 
variables. Of course, analysis need not use the same dependent measure as selection, 
although this will tend to reduce power. 
It is possible to extend the current method of selection to family structures other 
than sibships. Indeed, the current method is very similar to the method of expected 
lod scores proposed by Ott (1991) to measure linkage information content of pedigrees 
for classical linkage analysis. It is desirable to be able to select observations from 
such structures on the basis of their potential informativeness, if only to explore 
the theoretical impact of selection for such family groups. One obvious extension to 
the sib pair design is to allow the inclusion of half sibs. Under certain conditions 
(e. g. assumed true genetic model, sibling correlation, relative cost of phenotyping 
versus genotyping) it may prove beneficial to focus sample collection on obtaining 
larger unselected families rather than small selected sibships (Alcais and Abel, 2000), 
although, as mentioned, selecting the informative subsets from larger families may 
still be desirable. 
Finally, the genetic model utilised in selection is a simple one which could be easily 
extended to include other genetic phenomena. For example, nonrandom mating could 
be modelled via the appropriate specification of the frequencies of parental mating 
types (e. g. AA x AA type might not necessarily occur at rate p4 in the population). 
However, as with the multivariate extension, there is an argument in favour of keeping 
the number of parameters that need be specified to a minimum. Even if a trait shows 
evidence of nonrandom mating, it is conceivable that the majority of QTLs for that 
trait do not display such effects in any significant extent. The current results might 
not hold for certain oligogenic models which involve epistasis. Because the proposed 
method samples from all four corners of the bivariate distribution, however, it is 
likely to be more robust than other methods of selection which only sample from one 
extreme. 
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A potential limitation of the current method is its reliance on multivariate normal- 
ity in the data. If trait data are skewed or contain outliers, certain sibships will receive 
unrepresentative measures of informativeness. Although such observations would bias 
results of analysis in any case, the more extreme the selection, the greater the propor- 
tion of extreme, artefactual outliers to genuine cases. Additionally, using discordant 
sib pairs may tend to increase the rate of half siblings due to non-paternity in the 
sample (Allison et al., 1998). The misclassification of half siblings as full siblings 
would inflate the false positive rate of linkage. It is therefore important to identify 
half siblings by checking the proportion of alleles IBD over a number of marker loci. 
Another simplification in the current method is that we have assumed IBD infor- 
mation to be complete. This simplification is unlikely to have a major impact on se- 
lection for a multipoint linkage analysis using highly polymorphic markers, especially 
if parental genotypes are available. However, if parental genotypes are unavailable 
and marker information is far from complete, then larger sibships will have the fur- 
ther advantage over sib pairs that the multiple sibling genotypes will help to provide 
more accurate estimates of the IBD sharing between siblings. 
As mentioned, the proposed selection method was developed within the framework 
of maximum-likelihood variance components QTL linkage analysis. Although this 
has not been empirically tested, the described method of selection should be nearly 
optimal irrespective of the method of analysis. Because maximum-likelihood estimates 
are asymptotically unbiased, the proposed selection method should be applicable to 
any robust method of analysis, such as Haseman-Elston regression analysis (in fact, 
this is implicitly demonstrated in Sham and Purcell (2001) and Sham et al. (2002b)). 
The principles of the current method can be applied in other situations where it is 
necessary to select a subset of a sample for more extensive study. One such alternative 
scenario is the allelic association study, outlined in the next Chapter. 
Chapter 3 
Selection for association 
As discussed in Chapter 2, linkage studies of quantitative traits in sibships are very 
inefficient if unselected samples are used. In this Chapter, the method outlined in 
Chapter 2 for calculating an index of expected informativeness for each sibship (that 
can be used to select only the most informative sibships for genotyping) is applied 
to variance components quantitative trait loci association analysis in sibships. Using 
selected samples improves the efficiency of association studies, although not to such 
an extent as for linkage studies. A 'conditioning-on-trait-values' approach to the 
analysis of selected samples is also presented, implemented in a computer program, 
along with simulation results. Finally, sample selection issues in three other scenarios 
are briefly considered: an approximation for the informativeness of selected samples; 
the power of two-stage designs; determining pool thresholds in DNA pooling designs 
with quantitative traits. 
3.1 Background 
Extreme sample selection has been applied to association as well as linkage designs 
(e. g. Petrill et al., 1997), in an attempt to increase power to detect genes of small 
effect for complex, quantitative phenotypes. The most basic selection procedure di- 
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chotomises a quantitative trait measured in a population of unrelated individuals into 
two groups of "cases" and "controls", reflecting high and low scorers. In this scenario, 
the most efficient design strategy does not involve dichotomising the entire population 
(e. g. a median split) since selecting groups only from the two extremes of the distri- 
bution increases the effective QTL effect (Van Gestel et al., 2000). The simplest form 
of analysis compares allele frequencies in the two groups. Although this approach 
loses the quantitative information available, this is not necessarily a concern in the 
context of DNA pooling, in which pool allele frequencies are compared between high 
and low groups. A section at the end of this Chapter briefly considers some issues in 
sample selection for DNA pooling studies. 
Power analyses for this kind of threshold-defined case-control analysis can be read- 
ily performed using the Genetic Power Calculator (GPC) (Purcell et al., 2003). Con- 
sider the following simple example: an unselected sample of 1000 singletons and a 
QTL explaining 2% of the total variance (additive effects and equal allele frequency is 
assumed). The noncentrality parameter (NCP) for a quantitative association analysis 
is 20.2, which corresponds to 99% power at a=0.05 and 86% power at a=0.001. 
In contrast, if only 10% of the sample is selected, evenly from the high and low ends 
of the trait distribution (i. e. a threshold of 1.645 standard deviations from the mean) 
then the NCP for a case-control design is 8.41 (power 83% at a=0.05 and 35% at 
a=0.001). In this instance, sample selection and dichotomous analysis is relatively 
efficient, as it retains 42% of the information for association with only 10% of the 
sample. 
However, dichotomising a continuous trait into high and low groups and perform- 
ing a case-control analysis is not necessarily the best approach. This Chapter outlines 
an approach by which singletons (or sibships) can be rank-ordered by their potential 
informativeness for association; in addition, a robust method for analysing selected 
samples in a quantitative manner is presented, which is often more powerful. For the 

























Unselected sample continuous analysis 
Selected sample, continuous analysis ---+--- Selected sample, dichotomous analysis x "" 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Selection ratio 
108 
Figure 3.1: Comparison of quantitative and threshold-based "case-control" association anal- 
yses: singletons only. 
simple case of singletons, as sample selection becomes more extreme, dichotomous 
and continuous analytic approaches become equivalent. This is because there is little 
within group variation - virtually all of the variation in the selected sample is cap- 
tured by dichotomous group membership. However, as the proportion of the selected 
sample becomes larger, a continuous approach to analysis becomes more powerful, as 
illustrated in Figure 3.1. 
The discrepancy between a threshold-based and a continuous approach to the anal- 
ysis of selected samples becomes greater when considering larger sibships. Abecasis 
et al. (2001a) compared dichotomous and continuous family-based tests of associa- 
tion in selected samples: although under certain conditions when there is very little 
quantitative variation in the selected sample (e. g. all pairs selected concordant high) 
a dichotomous approach performs better, in the majority of cases a quantitative ap- 
proach is preferred. The rest of this Chapter focuses on continuous analysis. 
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3.2 Fulker association model 
The Fulker model (Fulker et al., 1999) offers an elegant approach to combining both 
linkage and association analyses for sibships within the same maximum-likelihood 
variance components framework. Furthermore, association is divided into orthogonal 
between and within sibship components, where the within component is unaffected by 
population stratification and admixture effects, and so provides the basis for a robust 
test of association (cf. Chapters 6 and 9 look at alternative approaches to population 
stratification and admixture). 
The between (B) and within (W) components are based on the sibship genotypic 
mean and the intra-sibship differences in genotype, respectively. For a single diallelic 
marker locus (which is the QTL itself) Table 3.1 presents the partitioning of the 
additive effect into between and within components. The `Additive effect' columns 
give the genotypic effect in terms of a, the additive genetic value for the locus. The 
next two columns, labelled `Components' show the between and within components 
of association for each sibship genotype. That is, the between component represents 
the average genotypic effect, labelled ab, whilst the within component is half the 
difference between the siblings' genotypic effects, labelled a,.,. Because siblings will 
necessarily belong to the same population stratum, within sibship association cannot 
be due to stratification effects. Therefore, a,, should provide a more robust (albeit 
possibly less powerful) test of association than ab (or ab and a,, combined, called total 
association). The final two columns show how the genotypic effects are partitioned in 
terms of between and within components. Note that if ab = a,,, (i. e. no stratification 
or admixture effects) then the scores reduce to the basic formulation in terms of a 
single a. 
More formally, let g be the vector of genotypic scores for a sibship of size s. Under 
a total association model, the sibship expected mean vector is g= aA + dD -m 
where each element of A represents an individual's additive effect coded 1,0 or -1 
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Genotype 
Sib 1 Sib 2 
Additive effect 




Sib 1 Sib 2 
1/1 1/1 a a ab 0 ab ab 
1/1 1/2 a 0 ab/2 aw/2 ab/2 + aw/2 ab/2 - aw/2 
1/1 2/2 a -a 0 aw aw -aw 
1/2 1/1 0 a ab/2 -aw/2 ab/2-aw/2 ab/2+aw/2 
1/2 1/2 0 0 0 0 0 0 
1/2 2/2 0 -a -ab/2 a2/2 -ab/2+aw/2 -ab/2-aw/2 
2/2 1/1 -a a 0 -aw -aw aw 
2/2 1/2 -a 0 -ab/2 -ayw/2 -ab/2-aw/2 -ab /2+aw/2 
2/2 2/2 -a -a -ab 0 -ab -ab 
110 
Table 3.1: Partitioning of additive effects into between- and within-pair components (after 
Fulker et al., 1999). 
corresponding to genotypes 1/1,1/2 and 2/2 respectively; likewise, D represents 
dominance effects, coded 0,1 or 0 respectively. The variables a and d are the free 
parameters to be estimated. The variablem represents the mean - this is subtracted to 
ensure the expected population mean is fixed to zero, and is calculated a(p-q)+2pgd. 
Two vectors can be calculated to correspond to the between and within components, 
for both additive and dominance effects. For example, for additive effects, the between 





whilst the within effects vector A, contains the individual deviations from the sibship 
mean 
Aw=A-Ab 
Repeating this procedure for dominance effects, the full means model is 
µ= abAb + a,,, A, + dbDb + dD, -m 
where m= ab(p - q) + 2pqdb. The within components do not contribute to the overall 
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mean, as E([AW]) = E([D, v]) = 0. The residual covariance matrix is simply 
QS + QN for i=j Mij 
Qs for i#j 
where a' represents residual shared sibling variance and QN represents residual non- 
shared sibling variance. By fixing or equating ay, a,,,, db and dw under alternate 
and null models, likelihood ratio test statistics can be calculated representing various 
tests of association effect. For additive only models, the total test involves the models 
HA(ab = a,, ) against Ho(ab = a,., = 0). A robust test can be constructed in two ways: 
testing within association either in the presence of between association effects or not. 
That is, explicitly modelling between effects, the robust test compares HA(ab, ati, ) 
against HO(ab, aw = 0); otherwise comparing HA(ab = 0, a,, ) against HO(ab = a,,, = 0) 
also provides a robust test. The differences between these two formulations are ex- 
plored in the simulation sections below. A test of stratification is HA(ab, a. ) against 
Haab = a,,, ). To model linkage simultaneously, a further term for the QTL variance is 
introduced into the covariance model which is dependent on IBD sharing at the test 
locus (see Chapter 2). 
If the vector x contains the trait scores for a sibship, the log-likelihood of observing 
x conditional on the observed sibship genotype, assuming normality, is 
In L(xlgo) =-12 [- In IEil - (x - µ)'Et 1(x - µ)] 
and likelihood ratio tests are twice the difference in log-likelihood between null and 
alternate hypotheses. 
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P M Ab Db 
1/1 1/1 10 
1/1 1/2 0.5 0.5 







2/2 1/1 01 
2/2 1/2 -0.5 0.5 
2/2 2/2 -1 0 
Table 3.2: Between-sibship scores for additive (Ab) and dominance (Db) effects when pater- 
nal (P) and maternal (M) genotypes are available. 
3.2.1 Parental genotypes 
Parental genotypes, when available, can be used to construct the additive and dom- 
inance between-sibship vectors for that sibship. That is, conditional on parental 
genotypes, the expected values for Ab and Db can be easily calculated by consider- 
ing the 4 equally likely potential offspring genotypes (see Table 3.2). One important 
consequence of using parental genotypes is that singletons with parents genotyped 
are now informative for the robust within test of association (Abecasis et al., 2000). 
Otherwise, the within component is necessarily zero for singletons. 
3.3 Conditional association test 
As mentioned in the Introduction, and as for linkage analysis, standard tests of asso- 
ciation are not necessarily robust or optimally powerful in selected samples. In this 
section, the conditioning-on-trait-values approach described in the case of QTL link- 
age analysis (Sham et al., 2000a) is extended to the case of QTL association analysis. 
The standard association model considers the likelihood of the trait conditional 
on observed genotype, L(x1g,, ). Alternatively, it is possible to consider the likelihood 
of the genotype, conditional on trait values, L(gajx). Using Bayes Theorem, we see 






where GC represents all possible genotypic configurations for that sibship type'. As 
described in Chapter 2, parental mating types and inheritance vectors combine to 
form the GC: for a sibship of size s there are 24+25 possible GC. The frequency of 
each GC, P(g), is a simple function of allele frequency, p. For each unique sibship 
size s observed in the sample, the full set of GC is enumerated. Each sibship size also 
has asxs residual covariance matrix, specified as above. The vectors Ab, A, Db 
and D, are calculated for each GC, both assuming parental genotypes present and 
absent. 
Trait scores must be standardised prior to analysis, based on the population mean 
and variance rather than the sample mean and variance in the case of selected samples. 
The sibling correlation must also be specified, to allow the appropriate analysis of 
selected samples. Allele frequency can be specified in advance (if the population 
value is known) or fixed to the sample value. Alternatively, in the case of conditional 
analysis, it can be estimated as a free parameter. 
The free parameters in the full model are ab, a,,,, db, dw and p. Because the trait 
variance and correlation are fixed (to allow for the analysis of selected samples) it 
is necessary to calculate the residual components of variance, rather than estimating 
them as in the unconditional approach: 
Q2 ý2 
as = r- 2-4 
2 orä 30,2 vN = (1-r)- 2-4 
where r is the (fixed) sibling correlation and QÄ and QD are the variances explained 
In practice, the numerator is also a summed over numerous GC, although only those that are 
consistent with the observed sibship genotypes (and parental genotypes if available). 
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by the QTL, calculated from the free parameters of the model. If parents are not 
available, the additive and dominance QTL variances are 
2_ s+1 2 s-1 2 aA - 2s 
2p9(ab + db(q -1ýý) + 2s 
2pq(aw + dw(q - P)) 




where q=1-p. These coefficients are derived from elementary covariance algebra 
(Sham et al., 2000b): if g; is the element of g for sibling i, the variance of the between- 
sibships QTL effects are 
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If parental genotypes are available, and the between component is based on the ex- 
pected sibship genotypes, this is equivalent to s -+ oo. For the between effects 
variances, =-1 becomes 2 and 8 becomes 4. The coefficients used to weight the 
contributions of within effects variance are then 2 and 2 for additive and dominance 
effects, respectively. All variance components are bounded within [0,1]. The residual 
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covariance matrix is constructed from vS and UN, as described above. 
3.3.1 Implementation 
This method is implemented in the cafe computer program. Sibships of any size, with 
or without parental genotypes are read in as a pedigree file. Multi-allelic markers are 
analysed one allele at a time versus all other alleles. A model is specified for both 
the alternate (--alt) and null (--null) hypotheses as follows. The letters b, w and 
f indicate between, within and fixed (i. e. between = within) components are to 
be estimated. Specifying 0 means that no association components are estimated. 
The robust test is therefore --alt bw --null b (or alternatively, --alt w -null 
0). Using uppercase letters indicates dominance, rather than additive, effects. 
3.4 Sample selection 
As for the QTL linkage test, discussed in Chapter 2, an index of potential informa- 
tiveness for each sibship is the sum over all GC, E; P=ti where Pi is the probability 
of observing that GC given the trait scores and the assumed true model and t= is 
the contribution to the test statistic that would be obtained if that GC were true. 
The probability of observing a particular GC i conditional on trait scores x can be 
calculated using Bayes Theorem as 
Pi = (GC, lx) = 
L(xIGC; )P(GC2) 
E, L(xIGCj)P(GC, ) 
where L(xIGC, ) is calculated as shown above, under the true model. 
The potential informativeness of a phenotyped sibship for a number of different 
tests within the Fulker association model can be calculated, by appropriately specify- 
ing the expected means vector and residual covariance matrix for each GC under an 
assumed true model. If an effect is not modelled in the means vector, it will have an 
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Model µ E Interpretation 
0 0 0 No QTL effect 
N 0 BW No association: all QTL effects modelled in covariance 
BW BW 0 Total association 
B B W Between-sibships association 
W W B Within-sibships association 
Table 3.3: Possible models within the Fulker association framework. 
impact on the residual covariance matrix. Table 3.3 shows five different scenarios: 0, 
no QTL effect; N, QTL effect but not modelled in means; BW, QTL effect modelled 
in means; B, only between QTL effect modelled in means; W, only within QTL effect 
modelled in means. 
The means vector it is constructed as above, including only the between, only 
within, both or neither components of association as necessary. If a QTL effect is 
present but not modelled in the means, it will have an impact on the covariance 
structure, which becomes 
= Qq + QD +Q S+ UN for ij [FBW]ij = 
2++ QS for i0j 
If the QTL effect is modelled in the means (or not present), then the expected covari- 
ance matrix will be simply 
QS+QN fori=j 
lEolij 
QS for ij 
If only the within component is modelled in the means, the between component will 
impact the expected values of the covariance matrix 
2s A+ 
4s3QD i- QS UN for i 
aÄ + '-4 QD +4 for ij 
CHAPTER 3. SELECTION FOR ASSOCIATION 117 
whereas if only the between component is modelled in the means, the expected within 
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As outlined in Table 3.3, several models can be specified: total association 
In Law =-1 [In lEo 1+ (x - JBw)'EO1(x - µsw)] 
between sibship association 
1n LB =-1 [1n JEW I+ (x - µ]3)1E-' (x - µs)ý 
within sibship association 
1n Lyy =-1 [1n 1 Es 1+ (x - µw)'E- 1(x - µw)] 13 
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and no QTL effect 
In LN =-2 [1n EN + (x - 0)'EN1(x - 0)]. 
Based on the unconditional association test, the expected informativeness for a 
sibship for the total association test is given by 
E(2 In LBw -2 In LN)P(GCI x) 
GC 





P(GC x) Ecc LBwP(GC) Ecc LNP(GC)) 
Similarly, for the first specification of the robust within test (Wl), the index is 
(in ýLBWP(GC) _ In LP(GC) lP GC x) 2 cc LBWP(GC) GC Ecc LBP(GC) I 







EGC LwP(GC) EGC LNP(GC) 
) 
These procedures are implemented in the SEA computer program. 
3.4.1 Non-independence of sibships for association informa- 
tiveness 
Broadly speaking, selection for linkage enriches the sample for sibling pairs that are 
IBD 0 or IBD 2 at the QTL. Significantly, this strategy would still work if the pairs 
selected were either all IBD 0 or all IBD 2, because the test for linkage implicitly 
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fixes the population mean IBD value, i. e. at 1. Similarly, selection for association will 
enrich the sample for individuals homozygous for trait loci, say 1/1 or 2/2. However, 
the strategy would not work if all individuals selected were 1/1 or all were 2/2. That 
is, the informativeness of a sibship for association is not independent of the genotypes 
(and therefore trait scores) of all other sibships in the sample. As an extreme exam- 
ple, if during selection a sample contains only 1/1 individuals, then adding another 
1/1 individual will not increase power, whilst an 1/2 individual would. Applying the 
conditional test, however, it is possible to fix the allele frequency to the known popu- 
lation value. In this case, it would actually be possible for a selected sample with no 
genetic variation to show a positive association. 
3.4.2 Properties of selection for association 
Unselected samples 
Before considering the properties of selected samples, it is worth briefly looking at the 
properties of unselected samples, using both SEA and GPC, which give the expected 
test statistic for unselected sibships under the Fulker variance components association 
model via an analytic approach. 
Using SEA, the expected sample noncentrality parameter (NCP) for a test of 
association can be calculated as follows: 1) simulate a large dataset (e. g. 50,000 
sibships) under the null of no QTL effect but multivariate normal with the desired 
sibling correlation, 2) calculate the expected contribution to the NCP for each sibship 
for a particular assumed true model, 3) sum the expected contributions for each test 
over all sibships, 4) scale by desired sample size (e. g. by 100/50,000 for a sample size 
of 100 sibships). 
Several conditions are considered: 1200 singletons, 600 pairs, 400 trios and 300 
quads; three different sibling correlations, r=0.2,0.5 and 0.8; QTL accounting for 
2 and 10% of the trait variance. The test locus is a diallelic QTL with equifrequent 
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alleles. In all cases, the expected NCP for the between association test, the robust 
within association test and the total test is determined. As between and within 
components of association are, in unselected samples, orthogonal, they sum to give 
the total association informativeness. 
Several expected observations were confirmed (c. f. Sham et al., 2000b). Firstly, the 
results based on GPC and SEA match very closely in all cases, confirming the correct 
implementation of SEA. Secondly, the expected NCP is roughly linearly related to 
the proportion of variance explained by the QTL: the test statistics for a 10% QTL 
are typically 5 times greater than those for a 2% QTL. For singletons, the within 
component NCP is necessarily 0, but this increases with increasing sibship size and 
increasing sibling correlation. In contrast, the between component decreases with 
increasing sibship size and increasing sibling correlation. For the total association 
test, if the sibling correlation r<0.5 then smaller sibships are favoured; if r>0.5 
then larger sibships are favoured. 
Profiles of selected pairs 
For the three different sibling correlations (0.2,0.5 and 0.8), Figure 3.2 illustrates the 
impact of selection on sibling pairs. The top row of plots represent the unselected 
samples; the second row of plots represent the 5% of the sample most informative 
for total association; the third row represent the 5% most informative for between 
association; the fourth row represent the 5% most informative for within association. 
Clearly, pairs informative for the between component are extreme concordant high 
and low pairs; pairs informative for the within component have discordant trait scores. 
Whether or not the pairs informative for the total association show a preponderance 
of concordant or discordant pairs depends on the sibling correlation, as mentioned 
above. The index of informativeness for total association appears to be similar to the 
Mahalanobis distance. 
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Figure 3.2: Profiles of sibling pairs selected for association. 
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Efficiency of selected samples 
For a 2% ? TL, Figure 3.3 displays the different NCPs for both unselected and selected 
samples for different sibship sizes and different sibling correlations. The left-hand 
column of plots illustrates more clearly the observations made in the previous -section 
regarding the relative merit of the between and within components as a function of 
sibship size and sibling correlation. 
The efficiency of selection is illustrated in Table 3.4 (results only given for a 2% 
QTL; similar results obtained for a 10% QTL). For a 5% selection, the Table gives the 
proportion of the unselected sample NCP retained, for the three association tests (B, 
W and BW) for samples selected on the basis of B, W or BW informativeness (i. e. 9 
conditions). For samples selected on the basis on total (BW) association, between 27% 
(singletons) and 15% (quads) of the BW NCP is retained. Therefore the efficiency 
of selection for association is, as expected, much less than for linkage. The figure 
for the larger sibships is probably unrealistically low, as sibships are selected whole 
in this procedure. If uninformative individuals were to be `dropped' from otherwise 
informative sibships, then the efficiency for selection should not decrease with sibship 
size in the same way. For sibships selected on BW, the B signal is better retained in 
sibships when the sibling correlation is low (and obviously in singletons); conversely, 
for sibships selected on BW, the W signal is better retained in sibships when the 
sibling correlation is high. 
For sibships selected on B, the amount of signal retained on B is uniformly high 
(27%) across all sibship sizes and sibling correlations. However, the W signal is 
uniformly low (5%) for sibships selected on B, and the BW signal decreases with 
increasing sibship size and sibling correlation. In contrast, for sibships selected on W, 
although the signal retained for B is uniformly low (5%), the signal for BW increases 
within increasing sibship size and sibling correlation. The signal for W decreases with 
increasing sibship size, however (although, again, this is not defined for singletons). 
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Figure 3.3: Unelected and selected sample NCPs for Fulker association model; 2% QTL. 
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Sel on BW Set on B Sel on W 
r B BW B W BW 
2% QTL 
60 singletons 0.2 0.27 0.00 0.27 0.27 0.00 0.27 
0.5 0.27 0.00 0.27 0.27 0.00 0.27 
0.8 0.28 0.00 0.28 0.28 0.00 0.28 
30 sib pairs 0.2 0.26 0.12 0.21 0.28 0.05 0.20 0.05 0.28 0.12 
0.5 0.19 0.20 0.19 0.27 0.04 0.16 0.05 0.28 0.16 
0.8 0.09 0.27 0.22 0.27 0.04 0.10 0.04 0.27 0.22 
20 sib trios 0.2 0.25 0.10 0.18 0.27 0.04 0.17 0.05 0.20 0.12 
0.5 0.16 0.17 0.17 0.27 0.05 0.12 0.05 0.20 0.15 
0.8 0.07 0.20 0.18 0.28 0.05 0.08 0.05 0.20 0.18 
15 sib quads 0.2 0.24 0.09 0.16 0.27 0.05 0.15 0.05 0.17 0.11 
0.5 0.14 0.15 0.15 0.28 0.05 0.11 0.04 0.17 0.14 
0.8 0.06 0.17 0.16 0.28 0.05 0.07 0.05 0.17 0.16 
Table 3.4: Efficiency of selectio n for association: for a 2% QTL, the figures represent the 
proportion of total NCP retained from 5% selection. 
In general, given that the within component of association is robust to stratification 
effects, it would seem desirable to select on W. However, for the selection of singletons 
without parents, clearly one must select on B(=BW). If the sibling correlation is high, 
then selecting on BW is virtually identical to selecting on W in any case. Although 
selection for association is not as efficient as for linkage this only reflects the staggering 
inefficiency of linkage in unselected samples. As with linkage, QTL variance has no 
real effect on selection, although it will, of course, have a massive effect on power. 
Unequal allele frequency and dominance 
All scenarios so far have assumed equal allele frequencies for the additive QTL. This 
section assesses the impact of assuming the `base model' of equal allele frequencies 
and no dominance during selection when the true model is different. 
The revised profiles of the most informative 5% of sibling pairs are displayed in 
Figure 3.4. Three different QTL scenarios correspond to the three columns of plots; 
the three rows correspond to selection on BW, B and W moving from top to bottom. 
The increaser allele has frequency p, so that in the first case (left-most column of 
plots) the allele associated with higher trait scores is rare (10%). As seen in selection 
for linkage, the end of the distribution associated with the less common allele will 
CHAPTER 3. SELECTION FOR ASSOCIATION 
True model Test 
Selection (BW) model 
True Base 
Additive, p=0.5 B+W 18 18 
(Base) B 17 17 
W 20 20 
Additive, p=0.1 B+W 26 22 
B 25 20 
W 25 24 
Dominance, p=0.1 B+W 24 21 
B 21 18 
W 24 23 
Dominance, p=0.9 B+W 56 55 
B 62 71 
W 68 62 
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Table 3.5: Impact of model misspecification: the NCP expressed as a percentage of total 
NCP in the overall sample. 
be more informative: more variation at this end can be explained in terms of the 
genotype. That is, at the common end, all individuals will be homozygous for the 
common allele. This is most clearly seen in selection on B and BW. 
If the rare allele also has dominant gene action, the pattern of selection remains un- 
changed (middle column), indicating that an additive approximation still works well. 
However, if the rare allele is recessive (rightmost column, i. e. `common dominant') 
a distinctly different pattern of results is obtained. Whether selecting for BW, B or 
W association, in all cases sibling pairs with concordant low scores are preferentially 
selected over sibling pairs with concordant high scores, as there is now a very strong 
tendency to oversample the highly informative (but very rare) recessive homozygotes. 
Table 3.5 shows the percentage of the NCP retained in a 5% selected sample, 
depending on whether selection occurred under the base model or the true model. In 
all cases, these figures are based on a sample of pairs with a sibling correlation of 0.50 
and a 10% QTL. Selection was always based on the total (BW) index. 
As seen in the previous Table, approximately 18% of the total information for 
association is retained when 5% of sibling pairs with a sibling correlation of 0.5 are 
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Figure 3.4: Impact of unequal allele frequencies and dominance. 
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selected. Under the next two models, an even higher proportion of information is 
retained, even if selection incorrectly assumes the base model. 
The fourth (rare recessive) condition has much smaller absolute NCP. That is, even 
though the proportion of variance accounted for is the same (10%), the approximate 
power equations break down in this case. The proportion of information retained 
is even higher in these situations2. It makes intuitive sense that the less powerful 
the unselected sample, the more efficient selection will be, i. e. as the original lack of 
power is due to the majority of individuals not contributing. In general, these results 
support the use of the base model in selection. 
Informativeness for association in samples selected for linkage. 
Finally, it is of interest to examine how efficient a linkage selection strategy is for 
association. A common genome-scan study design would involve screening with a 
first phase of linkage followed by association for the linkage `hotspots'. In this case, 
the samples will tend to be initially selected on the basis of the informativeness for 
linkage. How informative will these samples be for association? 
In all cases the base model was assumed along with a 10% QTL. Unelected sam- 
ples of sibling pairs, trios and quads (similar sample sizes to previous) were generated 
from which the most informative 5% were selected. Selection occurred either on the 
basis of informativeness for linkage, total association, between association or within 
association. Figure 3.5 plots the total expected NCP for these selected samples: the 
four columns of plots represent these four selection strategies; the three rows of plots 
represent pairs, trios and quads. 
It is immediately clear that selecting for linkage and selecting for within association 
have very similar profiles, especially for larger sibships. These profiles are, in turn, 
2The base model B is actually greater than the true model B efficiency in this condition (71 vs 
62) - this is only because true model selection was 
based on BW, not B; therefore B and W figures 
may not be optimal. 
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Figure 3.5: Selection schemes for linkage and association. 
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similar to the total association profile, at least for BW and W at reasonably high 
sibling correlations. So, the sibships that are selected for linkage will also be close 
to optimal for the subsequent association analyses, especially when the robust within 
sibship test is used. The use of larger sibships is clearly advantageous in both contexts. 
3.5 Simulation study of QTL association in selected 
samples 
3.5.1 Overview of simulations 
The properties of the conditional approach to family-based association analysis are 
investigated in a series of simulations. Samples of singletons and sibling pairs (with 
and without parental genotypes) are generated with the test locus either having no 
effect on the trait (the null) or accounting for 2% of the phenotypic variance in an 
additive manner (the alternate). In all cases, the test locus is a diallelic marker with 
equal allele frequencies. The singleton samples consist of 1200 individuals; the pair 
samples consist of 600 pairs. 
For singletons and pairs, two simple selection schemes are applied to the data, 
illustrated in Figure 3.6. The top row illustrates the full sample case for singletons 
(F), an "extreme high / extreme low" scheme (A) and an "extreme low / random 
controls" scheme (B). Sampling schemes A and B select 5% of the unselected sample 
(i. e. 60 individuals). The bottom row of plots indicates the equivalent procedures 
for sibling pairs, with different selection schemes applied: discordant pairs (A) and 
concordant high pairs (B). Again, 5% of pairs are selected under A and B (30 pairs). 
In all cases, the unselected samples have a mean of 0 and a variance of 1; in the 
case of sibling pairs, the sibling correlation is r=0.5 (simulations were also conducted 
with r=0.2 and r=0.8, giving largely similar patterns of results with respect to 
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Figure 3.6: Selection schemes applied to singleton samples (top row) and sibling pair samples 
(bottom row). 
the performance of different analytic approaches). In conditions F, A and B, the 
mean, variance and sibling correlation are fixed to these values, for both selected and 
unselected analyses. A further condition emulates the effect of mis-specifying these 
parameters: in the M condition (full sample only) the trait scores are multiplied by 2 
prior to analysis. Therefore, the trait variance is increased 4-fold, although it is still 
fixed to 1 in analysis, meaning that observations will appear to be more extreme than 
they actually are. 
The data are analysed under a number of different conditions. The use of a 
conditional approach versus the standard approach is varied (Cond). Three different 
tests (Test) are employed also: a total associated test (T) and two within sibship tests 
(Wi and W2). The T test equates free parameters aB and aw under the alternate 
and fixes them both to 0 under the null. The W1 test estimates both a8 and aw 
separately under the alternate but only aB under the null. The W2 test estimates 
only aw under the alternate and fixes it to 0 under the null. Additionally, whether 
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or not parental genotypes were included in the analysis (Par) is varied. 
The treatment of allele frequency is also varied in the simulations. For the main 
results given below, the allele frequency parameter is fixed to its population value 
(i. e. its expected value in the unselected sample). The two other conditions are to 
fix the allele frequency to the sample value (whether the sample is selected or not) 
or to treat allele frequency as a free parameter to be estimated jointly with the other 
QTL parameters. This latter option is only possible when a conditional approach is 
adopted (i. e. as then the likelihood of observing genotype conditional on trait is a 
function of allele frequency). For the majority of simulation results reported here, 
fixing allele frequency to the population value is chosen for convenience. The effect of 
fixing allele frequency to the sample value or estimating it is explored in a separate 
section below. 
For each of the four conditions (singletons versus pairs, no QTL versus QTL) 1000 
samples with parents and a separate 1000 samples without parents are generated, 
each analysed under a total of 78 conditions (not all shown in the results). 
3.5.2 Robustness under the null 
Table 3.6 gives the results for the full sample with data simulated under the null 
hypothesis of no QTL effect. The first four columns Sel, Cond, Test and Par indicate 
the type of sample and analytic method used (selection scheme, conditioning or not, 
test statistic and parental genotypes). For singletons (s = 1) and pairs (s = 2) 
the likelihood ratio test statistic (LRT), Type I error rate and estimated total QTL 
variance are presented. The expected LRT under the null is 1 (all tests are 1 degree 
of freedom tests). The expected Type I error rate is 5%, as a=0.05. Results are 
highlighted in bold type if the LRT grossly departs from the expected value (difference 
greater than twice the standard error which is 2V2-11000 0.1). 
For the full sample analyses (Sel = F) the results are close to their expected 
CHAPTER 3. SELECTION FOR ASSOCIATION 132 
LRT Type I VC 
Sel Cond Test Par s=1 s=2 s=1 s=2 s=1 s=2 
F N Wl N 1.03 5.4% 0.2% 
F N W2 N 1.03 5.4% 0.1% 
F N T N 1.01 1.04 5.7% 5.6% 0.1% 0.1% 
F N Wl y 1.00 0.96 4.5% 5.2% 0.2% 0.2% 
F N W2 Y 1.00 0.96 4.2% 5.2% 0.2% 0.1% 
F N T Y 0.99 0.95 4.9% 4.5% 0.1% 0.1% 
F Y Wl N 1.04 5.7% 0.2% 
F Y W2 N 1.04 5.7% 0.1% 
F Y T N 1.01 1.04 5.7% 5.6% 0.1% 0.1% 
F Y Wl y 1.00 0.96 4.5% 5.2% 0.2% 0.2% 
F Y W2 Y 1.00 0.96 4.2% 5.2% 0.2% 0.1% 
F Y T Y 0.99 0.95 4.9% 4.5% 0.1% 0.1% 
M N Wl N 1.65 12.6% 0.0% 
M N W2 N 1.65 12.6% 0.0% 
M N T N 1.01 1.04 5.4% 5.5% 0.0% 0.0% 
M N Wl y 1.00 1.18 4.3% 7.9% 0.0% 0.0% 
M N W2 Y 1.00 1.18 4.3% 7.9% 0.0% 0.0% 
M N T Y 0.99 0.95 4.9% 4.7% 0.0% 0.0% 
M Y Wl N 1.04 5.8% 0.0% 
M Y W2 N 1.04 5.8% 0.0% 
M Y T N 1.01 1.04 5.5% 5.5% 0.0% 0.0% 
M y Wl y 1.00 0.96 4.3% 5.0% 0.0% 0.0% 
M Y W2 Y 1.00 0.96 4.3% 4.9% 0.0% 0.0% 
M Y T Y 0.98 0.95 4.9% 4.7% 0.0% 0.0% 
Table 3.6: Simulation study results: full samples under the null. 
values. The most striking results in Table 3.6 reflect the effects of mis-specifying 
the trait variance (Sel = M). In this case, all within association tests in pairs are 
anti-conservative if the standard unconditional approach is adopted (shown in bold). 
In these cases, the Type I error rate can more than double. Under the conditional 
approach, the results are much closer to their expected values. 
Table 3.7 presents the results for selected samples, schemes A and B, under the 
null. Again, striking departures from the expected results are highlighted in bold. 
Immediately clear is a pattern of results suggesting that the use of within sibship 
association tests in selected samples can be lead to highly liberal test statistics if a 
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LRT Type I/ power VC 
Sel Cond Test Par s=1 s=2 s=1 s=2 s=1 s=2 
A N Wl N 2.86 26.7% 1.3% 
A N W2 N 2.85 26.6% 2.2% 
A N T N 1.03 1.08 5.9% 4.5% 0.3% 0.6% 
A N Wi y 1.00 1.62 5.1% 11.6% 0.6% 0.9% 
A N W2 Y 1.00 1.62 4.9% 11.7% 0.6% 1.5% 
A N T Y 0.96 1.01 4.7% 4.9% 0.3% 0.5% 
A Y Wl N 1.10 5.7% 3.0% 
A Y W2 N 1.10 5.7% 0.4% 
A Y T N 1.03 1.08 5.9% 4.5% 0.3% 0.6% 
A Y Wi y 1.01 0.99 5.1% 5.0% 0.6% 3.2% 
A Y W2 Y 1.00 0.99 4.9% 4.7% 0.6% 0.6% 
A Y T Y 0.96 1.01 4.7% 4.9% 0.3% 0.5% 
B N Wl N 0.55 1.0% 1.2% 
B N W2 N 0.54 1.0% 0.4% 
B N T N 1.02 1.07 4.5% 5.4% 0.5% 0.7% 
B N Wi y 0.98 0.84 4.1% 3.3% 1.1% 1.4% 
B N W2 Y 0.97 0.84 4.1% 3.2% 1.0% 0.9% 
B N T Y 0.98 1.02 4.6% 5.4% 0.5% 0.6% 
B Y Wl N 1.09 6.1% 1.8% 
B Y W2 N 1.10 6.1% 2.4% 
B Y T N 1.02 1.07 4.5% 5.4% 0.5% 0.7% 
B Y Wi y 0.98 1.04 4.1% 5.3% 1.1% 1.3% 
B Y W2 Y 0.97 1.03 4.1% 5.1% 1.0% 1.4% 
B Y T Y 0.98 1.02 4.6% 5.4% 0.5% 0.6% 
Table 3.7: Simulation study results: selected samples under the null. 
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standard, unconditional approach to analysis is adopted. For selection scheme A, 
the Type I error rate is over 25% (the within sibship test for sibling pairs without 
parental genotypes). In contrast, results when conditioning are much closer to their 
expected values. For selection scheme A, the results for pairs without parents when 
conditioning show slightly inflated average LRTs, although the observed Type I error 
rates do not seem to deviate from 5%. For selection scheme B, a similar pattern 
emerges, except that in this case the unconditional approach produces conservative 
results for the within test. 
The associated estimated variance explained by the within tests is often too high, 
D 
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particularly for Sel = A. Note that the variance explained is derived from the alter- 
nate model: in the case of the W1 method this contains both between and within 
components. Indeed, it is well known that the between and within components are 
no longer necessarily orthogonal in selected samples (Abecasis et al., 2001a) and that 
the W2 test should be preferred in this case. 
3.5.3 Power under the alternate 
Tables 3.8 and 3.9 report simulation results when a QTL explains 2% of the total 
phenotypic variance. Conditions that were highlighted bold under the null to reflect 
a liberal test are still highlighted in the Tables under the alternate. Table 3.8 shows 
the results for full samples and when the sample variance has been misspecified. In all 
cases, power is high. Importantly, the W1 and W2 tests have similar power whether 
or not parental genotypes are unavailable. 
A further important result is that the power of the conditional test seems unaf- 
fected by the misspecification of the variance (Sel = M) - that is, the LRT values are 
very similar to the correctly specified full sample case. In other words, conditioning 
protects against false positives in misspecified samples, but still retains full power 
under the alternate hypothesis. This would indicate that the exact value the variance 
is fixed to is not critical. Of course, the estimated variance explained is biased in this 
case however (i. e. 0.02/4 = 0.005 in this case). Further simulations are required to 
examine the effect of mis-specifying the mean and/or correlation. 
Table 3.9 shows the results for selected samples with a 2% QTL. For the total 
association test T, results are similar whether or not one conditions on trait values. 
Reasonable power is maintained when conditioning is applied to the within tests. 
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LRT Power VC 
Sel Cond Test Par s=1 s=2 s=1 s=2 s=1 s=2 
F -N Wi N 13.34 94.7% 2.1% 
F N W2 N 13.16 94.4% 1.0% 
F N T N 24.72 25.26 99.6% 100.0% 2.0% 2.1% 
F N Wi y 12.67 16.83 93.1% 98.1% 2.1% 2.1% 
F N W2 Y 12.54 16.69 93.1% 97.9% 2.1% 2.1% 
F N T Y 24.58 24.79 99.8% 99.7% 2.0% 2.0% 
F Y Wl N 13.23 94.6% 2.2% 
F Y W2 N 13.24 94.6% 1.2% 
F Y T N 24.72 25.26 99.6% 100.0% 2.0% 2.1% 
F Y Wi y 12.67 16.78 93.1% 97.9% 2.1% 2.2% 
F Y W2 Y 12.54 16.72 93.1% 97.9% 2.1% 2.1% 
F Y T Y 24.58 24.79 99.8% 99.7% 2.0% 2.0% 
M N Wl N 21.12 98.1% 0.6% 
M N W2 N 21.05 98.1% 0.8% 
M N T N 24.54 25.09 99.6% 100.0% 0.5% 0.5% 
M N Wi y 12.54 20.54 92.7% 98.7% 0.5% 0.5% 
M N W2 Y 12.49 20.49 92.8% 98.7% 0.5% 0.8% 
M N T Y 24.41 24.64 99.8% 99.7% 0.5% 0.5% 
M Y Wl N 13.18 94.2% 0.5% 
M Y W2 N 13.14 94.2% 0.3% 
M Y T N 24.63 25.16 99.6% 100.0% 0.5% 0.5% 
M Y Wi y 12.61 16.72 92.9% 97.9% 0.5% 0.5% 
M Y W2 Y 12.50 16.64 92.8% 97.9% 0.5% 0.5% 
M Y T Y 24.49 24.70 99.8% 99.7% 0.5% 0.5% 
Table 3.8: Simulation study results: full samples under the alternate. 
3.5.4 Estimation of allele frequencies 
All of the simulations reported above were also conducted with allele frequency fixed 
to the sample value, and with allele frequency as a free parameter (under both the 
alternate and null hypotheses), i. e. as well as being fixed to the unselected popula- 
tion value. For the conditions simulated, i. e. an additive 2% QTL with equal allele 
frequencies, the results did not differ substantially by treatment of allele frequency. 
However, as the QTL effect size increases, then selection can distort the sample allele 
frequency estimates. This section considers the special cases where selection means 
that the sample allele frequency deviates from the population allele frequency. 
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LRT Power VC 
Sel Cond Test Par s=1 s=2 s=1 s=2 s=1 s=2 
A N Wi N 11.21 74.5% 4.4% 
A N W2 N 11.17 74.4% 8.4% 
A N T N 7.40 4.95 73.3% 52.4% 2.3% 2.5% 
A N Wi y 4.17 7.29 42.7% 63.3% 2.5% 3.5% 
A N W2 Y 4.13 7.27 42.4% 63.3% 2.5% 6.6% 
A N T Y 7.35 4.86 73.5% 50.5% 2.2% 2.5% 
A Y Wl N 4.44 47.4% 4.8% 
A Y W2 N 4.45 47.5% 1.4% 
A Y T N 7.42 4.95 73.3% 52.4% 2.3% 2.5% 
A Y Wi y 4.19 4.51 42.7% 46.9% 2.6% 4.9% 
A Y W2 Y 4.13 4.50 42.4% 46.8% 2.5% 2.6% 
A Y T Y 7.37 4.85 73.5% 50.5% 2.2% 2.4% 
B N Wl N 0.85 2.7% 3.6% 
B N W2 N 0.81 2.4% 0.8% 
B N T N 4.63 4.24 48.6% 44.9% 2.4% 2.7% 
B N Wi y 2.88 1.99 28.1% 15.9% 3.0% 3.4% 
B N W2 Y 2.85 1.95 27.5% 15.1% 3.0% 2.2% 
B N T Y 4.79 4.11 49.6% 42.7% 2.5% 2.6% 
B Y Wl N 1.64 11.7% 3.8% 
B Y W2 N 1.65 11.7% 3.6% 
B Y T N 4.64 4.24 48.6% 44.9% 2.4% 2.7% 
B Y Wi y 2.89 2.42 28.1% 22.9% 3.0% 3.2% 
B Y W2 Y 2.85 2.40 27.5% 22.4% 3.0% 3.3% 
B Y T Y 4.80 4.11 49.7% 42.7% 2.5% 2.6% 
Table 3.9: Simulation study results: selected samples under the alternate. 
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For unselected samples, the three treatments of allele frequency (P, population, 
E, estimated and S, sample) give equivalent results. Also, for selection scheme A 
(which is symmetrical and therefore does not bias allele frequency under an additive 
model) all three methods are more or less identical. Only selection scheme B, in both 
singletons and pairs, is asymmetrical and so distorts the sample allele frequency. In 
singletons without parents, this effect was slight (0.53 versus 0.50) whereas in pairs 
without parents this effect was larger (0.57 versus 0.50). For the samples with parents, 
the average discrepancy in allele frequency in selected samples was, by chance, larger 
for singletons (0.62 versus 0.50) and pairs (0.69 versus 0.50). The pattern of results 
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LRT p 
Test Freq Par s=1 s=2 s=1 s=2 
Wl P N 3.90 0.50 0.50 
Wl E N 3.90 0.51 0.51 






W2 P N 3.89 0.50 0.50 0.08 
W2 E N 3.85 0.53 0.57 0.08 
W2 S N 3.85 0.53 0.57 0.08 
T P N 19.61 17.35 0.50 0.50 0.11 0.11 
T E N 12.53 4.69 0.51 0.51 0.11 0.13 
T S N 8.22 1.07 0.53 0.57 0.05 0.01 
wi P Y 11.59 7.92 0.50 0.50 0.12 0.11 
W1 E Y 11.60 7.78 0.50 0.55 0.12 0.15 
Wl S Y 11.68 7.77 0.62 0.69 0.07 0.06 
W2 P Y 10.88 7.60 0.50 0.50 0.12 0.10 
W2 E Y 11.02 7.87 0.56 0.63 0.12 0.10 
W2 S Y 11.50 8.28 0.62 0.69 0.12 0.10 
T P Y 20.37 15.92 0.50 0.50 0.11 0.10 
T E Y 17.11 8.19 0.50 0.50 0.11 0.11 
T S Y 8.16 0.87 0.62 0.69 0.05 0.01 
Table 3.1 0: Simulation study results: treatment of al lele frequency. 
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is similar for samples with and without parental genotypes in any case. Table 3.10 
shows the results for the different treatments, P, E and S under different analytic 
models for B selected samples. In all cases, the analysis is conditional on trait values 
(i. e. allele frequency cannot be estimated otherwise). The results show the LRT, the 
fixed or estimated value of allele frequency p and the total QTL variance component 
(VC) (i. e. which should be 0.1). 
The power of the within tests W1 and W2 appears to be independent of allele 
frequency treatment. In contrast, the total association test T shows the expected 
pattern of results P>E>S: power is optimal when using the population allele fre- 
quency and worse when using the sample allele frequency. Estimating allele frequency 
provides intermediate power. The estimated allele frequencies under the W2 test are 
closer to the sample frequencies, whereas for both the WI and T tests the estimated 
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values are closer to the population values than the sample values. 
In general, it appears good advice to estimate the allele frequency when the true 
value is not known with any certainty (rather than use the sample allele frequency), 
when testing between-sibship effects in selected samples. 
3.6 Other selection issues in association studies 
This final section briefly explores selection issues in the context of three different asso- 
ciation study designs. First, an approximation for the NCP of a standard quantitative 
trait association test in selected samples is demonstrated. Second, the properties of a 
two-stage association model are investigated by simulation. Third, in the context of 
DNA pooling, determination of pool threshold is discussed; in particular, a method 
for determining the optimal thresholds (for a given genetic model) of multiple (> 2) 
pools is presented. 
3.6.1 Approximation based on change in variance 
A sample selected to increase power will typically have a greater trait variance com- 
pared to the unselected sample it originated from. That is, for example, selecting 
only the 5% high and low scoring individuals will increase the average deviation from 
the mean score. Conversely, a poor selection strategy, say only selecting individuals 
scoring within 0.2 standard deviations from the mean, would lead a selected sample 
with a smaller variance than the unselected sample. 
The change in variance from the unselected to selected sample should partially 
predict the efficiency of the design, therefore. If the unselected sample NCP, variance 
and sample size are A, V and N respectively, then the expected NCP per sibship of 
the selected sample is 
As Vs a 
Ns VN 
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if VS and NS are the variance and sample size of the selected sample. The accuracy of 
this approximation is considered firstly for samples of unrelated individuals, secondly 
for sibling pairs. 
Unrelated individuals 
Fifteen selected sampling schemes are applied to samples of 1200 unselected individ- 
uals, in which a 2% or a 10% QTL is present. Ten symmetric schemes extracted 
between 5% and 50% of the unselected sample, in 5% intervals, evenly from high and 
low ends of the distribution. Five asymmetrical schemes sampled between 5% to 50% 
of the unselected sample in 10% intervals, selecting from the top and bottom of the 
trait distribution in a 5: 1 ratio (i. e. oversampling the high end). 
Figure 3.7 shows the absolute NCP obtained by simulation: for each QTL size, two 
slopes are visible, corresponding to the symmetric versus the asymmetric schemes, i. e. 
the steeper, "more efficient" slope represents the symmetric schemes. The variance 
of the symmetric selected samples is also greater than variance of the asymmetric 
selected samples. 
Figure 3.8 plots the increase in trait variance (proportional to the unselected sam- 
ple variance) against the corresponding increase in NCP per individual, for all 15 
selection schemes. All the points fall very close to the y=x line at 45°, indicating 
that the approximation is a good one in this scenario. 
Sibling pairs 
For sibling pairs, it is necessary to consider separately the variance of the trait mean 
and absolute trait difference, which will correspond to the between and within sibship 
components of association respectively. Again, 15 selection schemes were applied: ten 
symmetric schemes selecting the 5% to 50% of sibling pairs maximally discordant for 
the trait; five schemes selecting the 10% to 50% of sibling pairs with the greatest sum 
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Figure 3.7: Average NCP in selected samples for additive QTL explaining 2 and 10% of the 
trait variance. 
(i. e. concordant high pairs). The change of variance of the sibship trait difference 
should predict the change in NCP per sibship of the within test of association; likewise, 
the change in variance of the sum should predict the change in NCP per sibship of 
the between test. Both these predictions were found to hold: Figure 3.9 illustrates 
the relationship for the within test. The relationship is not quite as strong as for 
singletons (the 2% QTL case deviates from the expected slope, although the 10% 
QTL case does not). 
Initial results suggest that the difference in variance between the unselected and 
selected samples can provide a reasonable guide to the efficiency of a given selected 
sampling scheme for singletons or pairs. 
3.6.2 Two-stage association designs 
This section considers a restricted problem in a different scenario, for a two-stage 
case-control association study (i. e. a binary disease trait). The basic parameters are 
the number of cases NA and controls NB and the allele frequency in cases pA and 
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Figure 3.8: Approximation for NCP per individual in selected samples. 
controls pB. The two-stage selection procedure is defined by three further measures: 
the proportion of the sample to be genotyped in the first stage, r and the critical 
p-values for statistical significance in the first and second stages, al and a2. 
The design is to genotype rNA cases and rNB controls in stage 1 at each marker. 
If that marker shows a significant result for a X2 test of gene-disease association, 
i. e. with a p-value less than a1, then the remaining (1 - r)NA cases and (1 - r)NB 
controls are genotyped and a second X2 test statistic is calculated for the entire sample 
of cases and controls from both stages. This sequential testing procedure makes exact 
analytic solutions difficult, as stage 2 only occurs if stage 1 shows a significant result. 
Otherwise, the power would simply be the product of powers for the two stages. 
In each replicate, the allele frequency in cases is calculated using the random 
cumulative binomial distribution function. Then a simple X2 test of independence is 
conducted on stage 1 data. If there is a significant result at stage 1, this process is 
repeated for stage 2, the data pooled and a further X2 test conducted. 
Under the null (i. e. allele frequencies specified to be equal between cases and 
controls), the proportion of significant replicates estimates the Type I error rate; under 
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Figure 3.9: Approximation for NCP per sibling pair in selected samples. 
the alternative hypothesis (i. e. allele frequencies specified to be different between cases 
and controls) the proportion of significant replicates gives the power. This procedure 
is implemented in the computer program twostage. 
Results 
To illustrate this procedure, consider the following example. For a diallelic QTL, the 
allele frequency was set at p=0.1 in the population. Under the null, PA = PB = 0.1. 
Under the alternative, pA = 0.1429 and PB = 0.09524 where chosen such that with 
NA = NB = 790 one would have 80% power to detect an association. 
The proportion of individuals to be genotyped in the first stage, r, was calculated 
to give a constant expected number of genotypes, no matter which Type I error rate 
was used in stage 1. That is, under the null, the expected proportion of genotypes g 
is r+ al (1 - r). Therefore, 
9(NA + NB) - al (NA + NB) 
(NA + NB) - al 
(NA + NB) 
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For example, if one is prepared to genotype, on average, 40% of the sample, with 
al = 0.05, then r=0.368. If, however, one wishes to use al = 0.25 then r=0.2. 
Utilising the appropriate values of r, Table 3.11 represents the results for the above 
example. Roughly speaking, to obtain 80% power overall, one must genotype 60% of 
the sample on average. There is a complex, nonlinear relationship between al and 
g in determining type I error rate and power. Further simulations are necessary to 
more properly characterise this situation. 
g al = 
Overall Type I 
0.05 0.1 0.25 
Overall power 
0.05 0.1 0.25 
10 0.0006 0.0119 
20 0.0006 0.0005 0.1113 0.0568 
30 0.0005 0.0006 0.0005 0.2997 0.2423 0.0198 
40 0.0007 0.0004 0.0005 0.5220 0.4827 0.2060 
50 0.0007 0.0006 0.0009 0.7018 0.6942 0.4983 
60 0.0009 0.0010 0.0011 0.8277 0.7267 0.9379 
70 0.0009 0.0010 0.0010 0.8072 0.9294 0.8974 
Table 3.11: Power calculation for two-stage association designs. 
3.6.3 Sample selection in DNA pooling 
DNA pooling is an efficient strategy for association analysis (Sham et al., 2002a). 
Typically, the allele frequency estimated for a pool of "cases" will be compared with 
the allele frequency estimated for a pool of "controls". In the case of a continuous 
trait, it is logical to compare the allele frequencies between a pool of "high scorers" 
and a pool of "low scorers". This necessarily involves choosing the trait thresholds 
that determine which individuals will go into the two pools. Forming one pool from 
extreme high scorers and another from extreme low scorers might appear to be de- 
sirable, in order to maximise the difference in pool allele frequencies. However, more 
extreme pools will consist of fewer individuals and so decreasing pool sample size will 
decrease power. An optimal strategy for DNA pooling will therefore involve finding 
the combination of effect size (allele frequency difference between pools) and sample 
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size which results in the greatest power to detect an association. 
Power calculation for DNA pooling with two pools 
Initially, consider the situation where two pools are formed from an unselected sample 
of unrelated individuals, on the basis of two thresholds, tl and t2. That is, if tl < 
t2, the first pool contains all individuals scoring < t1; the second pool contains all 
individuals scoring > t2. Fixing the total trait variance to unity and assuming a 
diallelic QTL, the total proportion of variance the QTL accounts for (os) is specified, 
the ratio of dominance to additive effects (z) and the allele frequency (p). The additive 
genetic value is 
v2 
a- 2pq(1 + z(q - p))2 + (2pqz)2 
and d= za so vÄ = 2pq(a + d(q - p))2 and vö = (2pgd)2. Residual variance c2 = 
1- (QÄ +o). For QTL genotypes 11,12 and 22, the genotypic values pil, P12 and 
P22 are specified a, d and -a and then mean-centred by the mean, a(p - q) + (2pqd). 
Genotype frequencies are p2,2pq, q2. 
The calculation can be specified not for the QTL but instead for a marker in 
linkage disequilibrium with the QTL. This involves specifying a measure of linkage 
disequilibrium D' (D-prime). If marker allele frequencies are specified also, the hap- 
lotype frequencies can be calculated and used in subsequent calculations. Only the 
case where the marker is the QTL will be discussed in this Chapter however. 
For each pool, the calculation of allele frequency proceeds in two stages: first the 
area under the three genotype distributions is calculated, as shown in Figure 3.10. 
For pool i, defined by lower and upper thresholds t; z and t2',, the total area under the 
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Figure 3.10: Power calculation for DNA pooling. 
using the cumulative normal distribution function 1. A similar calculation gives the 
area under the curve up to the lower threshold, Fii. To calculate the frequency of 
allele `1', 
Qiu =pz, (p 
(ti- 




CR QR J 
and similarly for Qii; the pool allele frequency is then Pi = i' Fiu-F'i! 
Assuming a single sample size for the unselected population, pool size will depend 
on the thresholds. That is, assuming the trait is normally distributed, the cumulative 
normal distribution function gives the proportion of the sample in the pool. The pool 
sample sizes can then be used to construct a2x2 table (allele by pool), which gives 
a X2 test of pool-marker association. 
For example, consider an additive diallelic QTL that explains 5% of the trait 
variance and has an allele frequency of 0.5. If a low and a high pool are selected 
using thresholds of -2 and 2 standard deviations above the mean, then assuming an 
unselected sample size of 15,000 would give approximately 345 individuals in each 
pool. Specifying the lower threshold for the lower pool as -8 standard deviations, 
and the upper threshold for the higher pool as 8 standard deviation is effectively 
equivalent to specifying simply `< 2' and 5 2' as the thresholds. This results in 
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expected pool allele frequencies of 0.32 and 0.68 for low and high pools respectively. 
The expected X2 statistic is 184.94 - highly significant for a single degree of freedom. 
This calculation is implemented as part of GPC. 
Determining optimal threshold placement 
For a given QTL model, the threshold values can be treated as free parameters and 
the expected X2 statistic maximised using numerical optimisation techniques (Neider 
and Mead, 1965). In this way, the optimal placement of thresholds can be determined, 
conditional on the QTL model. 
Table 3.12 gives the optimal thresholds assuming a symmetric design, i. e. tl = -t2. 
For an additive QTL with equal allele frequencies of three different effect sizes (1%, 
5% and 10%) the optimal threshold value was near 0.58 standard deviations from the 
mean. This corresponds to selecting approximately the top and bottom 27 - 28% 
of the sample to form high and low pools. This result is relatively invariant to the 
precise QTL model (i. e. rare allele, dominance). 
QTL variance 
1% 5% 10% 
ti 0.583 0.583 0.561 
Pool N 419 420 431 
High pool p 0.54 0.60 0.63 
Low pool p 0.46 0.40 0.37 
x2 12.2 61.2 123.8 
Table 3.12: Optimal threshold values for a two pool design: additive QTL with equal allele 
frequencies. 
Considering a number of models, two main conclusions emerge: first, the average 
test statistic obtained from DNA pooling compared to standard individual genotyping 
association analysis of the entire unselected sample was typically around 60-70%. 
Second, the optimal pooling fraction under most models was approximately 27%. 
That is, selecting just over the highest quarter and lowest quarter of a sample to form 
two pools affords the most efficient pooling design. 
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In fact, these results for two pools have previously been demonstrated both an- 
alytically (Bader et al., 2002) and by numerical methods (Jawaid et al., 2002), and 
extended to include other factors such as error in pool allele frequency estimation and 
the impact of pool size on this error. The rest of this section considers a different 
extension, to designs with more than two pools as well as a corresponding method of 
analysis. 
Multiple (> 2) pools 
If pools are being constructed by grouping individuals scoring between certain thresh- 
olds, there is the possibility of incorporating more than two pools into a single anal- 
ysis. For a continuous trait, it is possible to re-frame DNA pooling analysis within 
the maximum-likelihood variance-components framework. By anchoring the observed 
pool allele frequencies onto the trait distribution, with three or more pools addi- 
tive and dominance components of variance at the test locus can be estimated. The 
method gives equivalent results to the standard approach with only two pools. Addi- 
tional pools will increase the power of the association test, although the extent of the 
increase depends on the QTL model. It is also possible to estimate optimal thresholds 
given a set QTL model, adopting a similar logic to the 2 pool case, although exploring 
these issues is beyond the scope of the present section. 
A maximum-likelihood method is used to estimate the parameters of the QTL 
model given the observed pooling data. For a standardised trait, the input data 
are, for each pool, the upper and lower pool thresholds, the number of individuals 
and the observed allele frequency. The QTL model parameters are additive genetic 
value a, dominance deviation d and population allele frequency p. Typically, all three 
parameters are estimated under the alternate hypothesis, whereas only p is estimated 
(with a=d= 0) under the null. Twice the difference in the log-likelihood under null 
and alternate models gives the likelihood ratio test for a QTL effect, which will have 
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either 1 or 2 degrees of freedom (depending if d was free in the alternate). 
The data are the proportions of `1' alleles in pool i, which consists of Ni individuals. 
Assuming random mating, the probability of observing Gi `1' alleles of the 2N; total 
alleles is given by the binomial distribution. Therefore the likelihood of the observed 
pool is 
L(Gilfi) = G;! (2Ntt- G; )1 
f' t(1- fs)2N'-c; 
where f; is the pool i allele frequency. As shown in the previous section, this parameter 
is a function of the thresholds and the QTL model (a, d and p). That is fi = Fiu_Qt 
where Q and F are calculated as before. For n pools, the sample log-likelihood is 
then Ein=1 In L(G1I ft). This likelihood can be maximised in order to obtain MLEs of 
the QTL model parameters. 
The advantage of this method is that it can handle any number of pools (that 
may be partially or completely overlapping) and it directly estimates the genetic 
parameters of interest at the test locus (including the ability to estimate dominance 
effects if more than two pools are analysed). When the unselected sample size is very 
large (e. g. 15,000) then the utility of using multiple pools is apparent, as absolute 
pool size is realistically restricted to less than 1,000 individuals for molecular reasons 
(Sham et al., 2002a). This method is implemented in the computer program mpool. 
Results 
Firstly, consider a simple two pool case, reported in Table 3.13, with an additive 
diallelic QTL with equal allele frequencies explaining 1% of the trait variance. 
In all cases, the design is symmetric (i. e. ti = -t2). The E(X2) column gives 
the expected test statistics based on a conventional contingency table test. The next 
two columns give the ML estimates of QTL variance and allele frequency under the 
alternate - they appear to be unbiased. The next column gives the ML estimate of 
p with a=d=0 fixed. The final column gives the likelihood ratio test statistics, 
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HA Ho 
ti E(> 2) QÄ p p -2(ln LA - In Lo) 
0 95.8 0.011 0.500 0.500 108.0 
0.5 121.4 0.010 0.500 0.500 119.2 
0.75 122.0 0.011 0.500 0.500 138.2 
1 110.3 0.009 0.500 0.501 94.9 
1.5 75.2 0.011 0.500 0.500 79.0 
1.75 55.3 0.011 0.500 0.500 61.7 
2 38.5 0.009 0.500 0.500 35.5 
2.25 23.9 0.010 0.500 0.500 23.5 
2.5 14.1 0.010 0.500 0.500 14.4 
3 3.14 0.009 0.500 0.500 2.9 
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Table 3.13: Analysis results for 2 pools: 1% additive effects QTL, equal allele frequencies, 
2 pools. 
which are comparable to their expected values (note: only a single simulation was 
conducted here, for purely illustrative purposes). 
Extending the illustration to include dominance effects and multiple pools, con- 
sider a QTL explaining 5% of the trait variance, with p=0.9 and a dominance- 
to-additive effects ratio (z) of 1. The expected variance components are 0.0091 and 
0.0409 fora and oD respectively. The unselected population consists of 15,000 indi- 
viduals, and three scenarios will be considered: 2 pools of 500 individuals, 3 pools of 
333 individuals and 5 pools of 200 individuals. All thresholds are selected to be sym- 
metrical about the mean (i. e. the `odd' pool in the 3 and 5 pools cases includes the 
mean). The expected pool-specific allele frequencies are calculated (given the QTL 
model and the pool thresholds). These values are then entered as the `observed' pool 
allele frequencies in mpool, which attempts to recover the original variance compo- 
nents. The thresholds and expected allele frequencies are given in Table 3.14. 
Table 3.15 gives the ML parameter estimates and likelihood ratio tests for the 
different pooling scenarios (including and excluding dominance for the >2 pool sce- 
narios). In the two pool case, the test value of 105.151 is the X2 obtained from 
conventional pooling analysis. Note that the QTL variance and allele frequency have 
been under-estimated however. 
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N tl tu G; 
2 pools 
Pool 1 500 1.834 7.000 0.909 
Pool 2 500 -7.000 -1.834 0.737 
3 pools 
Pool 1 333 2.01 7.000 0.909 
Pool 2 333 -0.028 0.028 0.908 
Pool 3 333 -7.000 -2.010 0.689 
5 pools 
Pool 1 200 2.216 7.000 0.909 
Pool 2 200 0.643 0.685 0.909 
Pool 3 200 -0.017 0.017 0.908 
Pool 4 200 -0.685 -0.643 0.906 
Pool 5 200 -7.000 -2.216 0.618 
Table 3.14: Thresholds for multiple pools. 
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In the 3 pool scenarios, without modelling dominance the X2 value is greater than 
for two pools, but the parameter estimates are distorted (as the model is misspecified 
when dominance is not included). When a dominance effect is allowed for, then the 
three parameters are recovered almost exactly, resulting in an even higher test statistic 
(147.566). Although this now has 2 degrees of freedom, the specific test for dominance 
is significant also (around 12.363 with 1 degree of freedom). The results for the 5 pool 
scenario show a similar trend, with an even higher x2 value. In other words, by using 
more pools based on the same number of individuals the ability power of the QTL 
association test has been increased. 
Of course, using 5 instead of 2 pools increases the amount of genotyping necessary 
by 2.5 times - the increase-factor in the X2 is only around 1.66. For three pools a 
genotyping increase of 1.5 times corresponds to a x2 increase of approximately 1.4 
times. These increases in the X2 statistic are specific to the QTL model, and are 
likely to be much less under more straightforward additive models. 
Multiple pools might be desirable for other reasons, however. As mentioned, there 
are absolute limits on pool size, so if the unselected sample is very large, it may be 
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HA Ho 
vÄ QD p p -2(1n LA - In Lo) 
2 pools 0.022 - 0.838 0.823 105.151 
3 pools 0.033 - 0.852 0.835 122.842 
3 pools 0.009 0.041 0.899 0.835 147.566 
5 pools 0.045 - 0.864 0.849 130.077 
5 pools 0.009 0.041 0.900 0.849 175.904 
Table 3.15: Analysis results for multiple pools: 5% QTL including dominance variance. 
necessary to make several smaller pools. Additionally, these illustrations do not take 
into account the potentially important effect of allele frequency estimation error - in 
the presence of relatively high error variance, using multiple pools will possibly show 
a greater advantage. 
3.7 Summary 
In summary, this Chapter has described a novel method of sample selection of sibships 
for the Fulker association test and a method of association analysis that is robust in 
selected samples. Additionally, several subsidiary issues were briefly discussed: an 
approximation for selected sample NCPs, calculating power for two-stage association 
designs and DNA pooling analysis with more than two pools. 
All of the above work has assumed that the test locus is the QTL itself, rather 
than in linkage disequilibrium with it. Abecasis et al. (2001a) considered the impact 
of sample selection on linkage disequilibrium mapping using sibships, finding that 
different selection schemes can sometimes exacerbate the attenuation in signal due to 
incomplete linkage disequilibrium. Examining the properties of the current method 
in the context of linkage disequilibrium mapping is an obvious next step. It is worth 
exploring whether the treatment of allele frequency during trait-conditional analysis 
would impact on this problem in any way. 
An alternative approach to the analysis of selected samples is to generate empir- 
ical significance values by use of a permutation test, (e. g. Abecasis et al., 2000, im- 
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plemented in the QTDT computer program). A comparison of these methods would 
be of interest - it is possible that the conditional approach might be more powerful if 
the unselected model is correctly specified (e. g. unselected trait mean, variance and 
sibling correlation, and possibly allele frequency). 
A further area of interest is the ease with which the conditional model can be 
extended to include other effects, such as covariates, epistasis and gene-environment 
interaction. Chapter 7 investigates the inclusion of covariates and gene-environment 





Gene x environment interaction in 
twin analysis 
Gene-environment interaction is likely to be a common and important source of vari- 
ation for complex behavioural traits. Often conceptualised as the genetic control of 
sensitivity to the environment, it can be incorporated in variance components twin 
analyses by partitioning genetic effects into a mean part, which is independent of the 
environment, and a part that is a linear function of the environment. The model 
allows for one or more environmental moderator variables (that possibly interact with 
each other) that may i) be continuous or binary ii) differ between twins within a pair 
iii) interact with residual environmental as well as genetic effects iv) have nonlinear 
moderating properties v) show scalar (different magnitudes) or qualitative (different 
genes) interactions vi) be correlated with genetic effects acting upon the trait, to al- 
low for a test of gene-environment interaction in the presence of gene-environment 
correlation. Aspects and applications of a class of models are explored by simulation, 
in the context of both individual differences twin analysis and, in Chapter 7, sib-pair 
quantitative trait locus linkage analysis. As well as elucidating environmental path- 
ways, consideration of gene-environment interaction in quantitative and molecular 
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studies will potentially direct and enhance gene-mapping efforts. 
4.1 Overview 
4.1.1 Current aims 
The initial framework for the analysis of GxE in the context of the twin study has 
existed for some time. For example, Martin et al (1987) describe a model to handle 
continuous moderator variables and interactions between both latent and measured 
genetic and environmental effects, as well as documenting the power of such tests. 
This Chapter aims to extend this seminal work and to provide more comprehensive 
simulation results. The Chapter is split into five main sections: (1) the basic GxE 
model involving a continuous moderator variable that can interact with latent genetic 
and environmental effects (2) nonlinear GxE using a quadratic approximation (3) 
GxE in the presence of rGE (4) scalar (different magnitudes) and qualitative (different 
genes) interactions (5) the impact of distributional factors on GxE analysis. 
Some notation is introduced in order to clarify different moderating effects. Stan- 
dard GxE will be called AxM: the G is replaced by A to refer specifically to additive 
genetic effects; E is replaced by M (moderator), to distinguish it from the latent non- 
shared twin environment. Other types of interaction are CxM and ExM, where 
the latent shared and nonshared environments, respectively, interact with a measured 
moderator and, in the companion paper, QxM interaction, where a specific QTL 
interacts with a moderator. The term GxE will still be used to refer to the whole 
class of these effects. 
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4.2 GxE with continuous moderator variables 
A naive treatment of continuous moderation might proceed as follows: stratify the 
sample into a number of groups on the basis of the moderator, calculate heritability 
within each strata, equate parameters across strata or test for a linear trend in her- 
itability across strata. There are, however, several problems with such an approach. 
Firstly, the stratification procedure will effectively reduce the sample size, especially 
if the moderator is not shared between twins. Secondly, the use of heritability essen- 
tially assumes equal variance across strata, whereas what is of interest is whether the 
absolute magnitude of genetic effects changes, not only the proportion. Thirdly, al- 
though it is logical to initially assume a linear GxE interaction, this linearity should 
be at the level of effect rather than the level of variance component, as variance is a 
second-order statistic. 
Consider the basic biometrical model for a hypothetical additive diallelic trait 
locus, with additive genetic value a and increaser allele frequency p. The locus' 
contribution to the variance, 2p(1-p)a2, is a function of both the square of magnitude 
of effect and how common it is. A linear AxM interaction implies that the additive 
genetic value is a linear function of the moderator M, namely a +, ßM where 0 is an 
unknown parameter to be estimated. If 8 is significantly non-zero, this is evidence of a 
AxM interaction. The contribution to the variance is 2p(1-p)(a+ßM)2, indicating 
that variance is a quadratic function of the moderator under linear interaction. Figure 
4.1 illustrates a linear interaction effect for a single hypothetical QTL. 
This hypothetical QTL model directly translates into the twin model. Path coef- 
ficients represent the magnitude of effect and so we express the path coefficients as 
linear functions of a moderator. In other words, the additive genetic path coefficient 
is no longer a, it is now a+ &M. Therefore, if Ox is significantly non-zero, this 
represents an AXM interaction. The moderator may be obligatorily shared or it can 
be specified separately for each twin (e. g. age and parental income are obligatorily 






Figure 4.1: The biometrical model incorporating linear AxM interaction; the coefficient 8 
assesses the extent of interaction. 
shared; weight and exposure to violence are not). Binary moderators can be coded 
as `0/1', in which case the model reduces to the standard `stratify by environment' 
approach. 
Any variable which has a moderating, or interactive, effect on a trait may also 
have a mediating, or main, effect. Therefore, the moderator can also be entered 
in the means model, where the parameter I3M represents the standard phenotypic 
regression coefficient. Additionally, we allow for CxM and ExM interaction: that 
is, of the measured moderator with either the residual latent shared or nonshared 
environmental variables, assessed by /3y and ßz respectively. 
For each twin pair conditional on the twins' moderator M, the expected trait mean 
for twin i is p+ /9MM= and the expected trait variance is 
Var(T; ) = (a +# xM 02 + (c + ßyM; )2 + (e + ßzM, )2 
for i=1,2. The expected MZ covariance is 
CovMZ(Ti, T2) =(a+ ßxMI)(a+I3XM2)+(c+ßyMI)(c+ßyM2) 
the expected DZ covariance is 
COVDZ(T1I TO = 0.5(a + ßxMi)(a + ßxM2) + (c + QYMi)(c+ ßyM2)" 
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SD from mean (a + ßxM) (a +, 6xM)2 Var(T) h2 
-3 0.4 0.16 2.16 0.07 
-2 0.6 0.36 2.36 0.15 
-1 0.8 0.64 2.64 0.24 
0 1.0 1.00 3.00 0.33 
1 1.2 1.44 3.44 0.42 
2 1.4 1.96 3.96 0.49 
3 1.6 2.56 4.56 0.56 
Table 4.1: An AxM interaction: additive genetic variance and heritability is tabulated 
against different values of the moderating variable. Parameter values are a=c=e=1 and 
ßx=0.2, ßy=ßz=0. 
This is equivalent to the model used by Martin et al (1987), in which, for example, 
variance due to additive genetic effects and GxE is a2 " (1 +f3M)2 (i. e. in the current 
formulation, their interaction coefficient is ßx/a). 
Seven parameters (unmoderated components a, c and e; moderated components 
ßx, ßy and , ßz; main effect ßM) are now estimated under the full model, ACE - 
XYZ-M. Figure 4.2 shows a partial path diagram representing the ACE-XYZ-M 
model. The best-fitting model can be obtained by successively dropping either mod- 
erating, main effect and/or unmoderated components. Assuming that at least one 
moderated parameter remains estimated in the model, the results must be considered 
in the context of a sensible range of moderator variable values. The expected variance 
components representing additive genetic, shared environmental and nonshared envi- 
ronmental effects can be plotted as a function of M. For example, the additive genetic 
component is (a + ßxM)2 for a sensible range of M. Clearly, to extrapolate beyond 
the range of M observed in the data could be misleading: an approach to a clearer 
visualisation of moderated variance components is outlined further below. Table 4.1 
presents a simple example of calculating the additive genetic variance and heritability 
given parameter values for the ACE - XYZ -M model - this indicates what an in- 
teraction of ßx = 0.2 (a value subsequently used in many of the simulations) actually 
`looks like'. 
. , ý.... 
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Figure 4.2: Partial path diagram for the ACE - XYZ -M model, shown for one twin only. 
Latent variables have unit variance. 
4.2.1 An example 
A normally-distributed trait was simulated with A, C and E components representing 
25%, 25% and 50% of the trait variance respectively. In addition, an obligatorily 
shared moderator variable was created with (1) a substantial main effect on the trait 
and (2) a marked interactive effect on the A component of the trait. The AxM was 
such that genetic effects were attenuated at intermediate values of the moderator but 
exaggerated at extreme high or extreme low values. 
Fitting the various models starting with the full ACE-XYZ-M model, the best- 
fitting model was the ACE -X-M model, which correctly represents the simulation 
procedure described above. Figure 4.3 represents the variance components under the 
basic ACE model (i. e. equivalent to looking only at the trait and completely ignoring 
the moderator) and the best-fit model ACE -X-M. The signatures of mediation 
and moderation are clearly visible. Note that under the ACE model the C component 
is much greater than the A component, even though both residual components were 
simulated to account for 25% of the variance, because C includes the variance due 
to the main effect of the moderator (the moderator was obligatorily shared between 
twins). When the main effect is explicitly accounted for by the M component in 
the best-fitting ACE -X-M model, the C component drops to the appropriate 
.. l'd"w. ý-s- 
































Figure 4.3: Modelling moderating and main effects: a) ACE model b) ACE-X -M model. 
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level (i. e. half of E). As the #X parameter is nonzero in the best-fitting model, we 
observe that the additive genetic variance varies as a function of the moderator, in a 
way which directly corresponds to the simulated properties (i. e. no genetic effects at 
intermediate levels of the moderator, exaggerated genetic effects at extreme values of 
the moderator). 
If one were to standardise the variance components (for example, by plotting 
(a +ßxM)2/ ((a + ßxM)2 + (c+ ßYM)2 + (e + ßZM)2) the results will indicate pro- 
portions of variance. In the current example, genetic influences increase at extreme 
values of the moderator whilst environmental effects are constant. Proportionally, 
however, the environmental effects necessarily get smaller at extreme values, rela- 
tive to genetic effects, as illustrated in Figure 4.4 which plots the expected variance 
and twin covariances as well as the standardised variance components for the current 
example. Arguably, this is somewhat misleading, and plotting only unstandardised 
results is encouraged. 
4.2.2 Further simulations 
A more comprehensive set of simulations was conducted in order to explore some of 
the properties of this model. A moderately large sample size of 500 MZ pairs and 
500 DZ pairs was used under all models. Twin data were simulated for a continuous, 
normally-distributed trait and moderator variable. In all cases, the unmoderated 
parameter values were set at a=c=e=1 (to give a variance of 3 excluding 
moderating and main effects). Table 4.2 gives the average parameter estimates and 
fit statistics for several conditions. Data were simulated under three true model 
conditions; each condition was replicated 50 times; each replicate was analysed under 
8 nested models. The three true models were ACE - X, ACE -Y and ACE - Z, 
representing AXM, CxM and ExM interactions. The 6 interaction coefficients 
were either set at 0 
(if not in the model) or 0.2. In all cases the moderator variable 
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Figure 4.4: The impact of standardisation: a) the expected variance and twin covariances as 
a function of a moderator; in this example, the total trait variance differs across the range 
of the moderator; b) the standardised variance components. 
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'Rue model Analytic model ßx py ßZ -2LL AIC % selected 
ACE -X ACE - XYZ 0.18 0.01 0.01 7433.95 -552.05 4 
ACE - YZ 0.16 0.04 7438.00 -550.00 6 
ACE -XZ 0.20 0.00 7434.88 -553.13 14 
ACE -XY 0.20 0.00 7435.08 -552.92 8 
ACE -X 0.20 7435.99 -554.01 62 
ACE -Y 0.18 7440.42 -549.58 6 
ACE -Z 0.07 7447.48 -542.52 0 
ACE 7455.44 -536.56 0 
ACE -Y ACE - XYZ 0.05 0.16 0.00 7436.76 -549.24 2 
ACE - YZ 0.21 0.00 7437.95 -550.05 10 
ACE -XZ 0.20 -0.02 7440.31 -547.69 6 
ACE - XY 0.04 0.16 7437.63 -550.37 6 
ACE -X 0.18 7441.45 -548.55 18 
ACE -Y 0.21 7438.85 -551.15 58 
ACE -Z 0.05 7453.59 -536.41 0 
ACE 7457.70 -534.30 0 
ACE -Z ACE - XYZ -0.03 0.03 0.21 7415.41 -570.59 6 
ACE - YZ 0.00 0.21 7416.57 -571.43 12 
ACE -XZ -0.01 0.21 7416.55 -571.45 4 
ACE - XY 0.26 -0.06 7452.27 -535.73 0 
ACE -X 0.21 7453.87 -536.13 0 
ACE -Y 0.15 7462.24 -527.76 0 
ACE -Z 0.21 7417.56 -572.44 78 
ACE 7472.70 -519.30 0 
Table 4.2: Average parameter estimates and fit statistics for twin models of linear AxM, 
CxM and ExM interaction. 
was set to have a twin correlation (for both MZ and DZ twins) of 0.5. Results not 
shown here indicate a very similar pattern for other values, including 0 and 1 (also, 
the next set of simulations varies the moderator twin correlation). No main effects of 
the moderator are simulated or included in the model in this first set of simulations. 
Table 4.2 shows the average best-fit parameter estimates as well as the averaged 
minus twice log-likelihood of the data and AIC index. The last column, "% selected" 
refers to the percentage of the 50 replicates that were selected from the 8 analytic 
models on the basis of AIC. The parameter estimates for the mean and unmoderated 
parameters are not shown: they were all very close to simulated values. 
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The full ACE - XYZ model generally recovers the interaction parameters quite 
well. For example, for data simulated under the ACE -X model, the average values 
of ßx, ßy and , ßz are 0.18,0.01 and 0.01 
(i. e. true values 0.20,0.00 and 0.00). In this 
case, the average -2LL is 7433.95, whereas under the ACE -X model it is 7435.99. 
The average difference, from dropping the Y and Z components is only 2.04, which is 
not significant for a XZ at a=0.05, suggesting that these terms can be dropped from 
the model. 
There is clearly an issue of specificity here, however. For example, note that the ßy 
coefficient of the ACE-Y model is 0.18 even when the data were simulated under the 
ACE-X model. That is, these interaction parameters are quite highly correlated (as 
are a and c), which can lead to some reduction in power to detect one in the presence 
of the other. However, on the basis of lowest AIC, the correct model was selected the 
majority of the time under all three conditions (62%, 58% and 78%). Typically, the 
second most selected model contained the correct interaction term, also. In none of 
the cases was the basic ACE model with no interaction terms supported. 
Figure 4.5 illustrates the relationship between variance components and the expec- 
tations for twin variance and covariance as a function of a moderator variable. Quite 
different patterns of interaction can give rise to quite similar patterns of variance and 
covariance. Given that analysis moves from the observed variances and covariances 
to the inferred variance components, the relative indistinguishability of the models is 
unsurprising. Generally, however, the parameter estimates under the full model can 
serve as a guide to the true model. One strategy, therefore, is to plot the variance 
components using the parameter estimates of the full model - the general outline of 
this plot should not change greatly under nested submodels. This does highlight the 
danger of only testing for AxM interaction within this framework, however. For 
example, for data simulated under the ACE -Y model, the average difference in 
-2LL between the 
ACE -X and ACE models is 16.25, which is highly significant for 
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Figure 4.5: Relationship between variance components and expected variance, twin covari- 
ance. In both cases a=c=e=1. In panel (a), QX = 0.2 whilst fly = ßZ = 0. In panel 
(b), ßy = 0.2 whilst ßx = ßz = 0. Despite this marked difference in aetiology {lefthand 
graphs), the expected variances and covariances are remarkably similar <righthand graphs). 
1 degree of freedom. 
Several other properties are explored in the next set of simulations, the results 
of which are given in Table 4.3. Data were simulated under four models, and under 
different twin correlations for the moderator variable (r = 0,0.5 and 1). The first 
model is simply the null model with no moderating or mediating effects. The second 
model represents combined interactive effects, with fix = fly = ßz = 0.2. The third 
model also includes a main effect, ßM = 0.2. The final model has two opposing 
interactive effects, ßX = 0.2 and fly = -0.2. 
In these simulations there is no genetic component to the moderator (i. e. the MZ 
correlation always equals the DZ correlation for the moderator). However, genetic 
effects on the moderator should not have any great impact, unless the genetic effects 
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Simulated Estimated 
fix fly ßz 1M r Ox fly Qz fiM LRT 
0 0.01 0.00 -0.01 0.00 3.87 
0.5 0.00 0.00 0.00 0.00 3.94 
1 -0.01 0.01 0.00 0.00 4.20 
0.2 0.2 0.2 0 0.20 0.20 0.21 0.00 211.28 
0.5 0.19 0.21 0.20 0.00 185.22 
1 0.20 0.21 0.20 0.00 168.43 
0.2 0.2 0.2 0.2 0 0.20 0.20 0.21 0.20 249.62 
0.5 0.21 0.19 0.21 0.20 217.14 
1 0.22 0.20 0.20 0.20 185.95 
166 
0.2 -0.2 0 0.18 -0.18 0.00 0.00 11.14 
0.5 0.16 -0.17 0.01 -0.01 9.14 
1 0.19 -0.18 0.00 0.00 9.43 
Table 4.3: Linear GxE interaction in twins. The LRT represents the difference in model 
fit between the ACE and ACE - XYZ -M models (i. e. fixing ßX, ßy, ßZ and ßM to 0) 
which is distributed as a X2 on 4 degrees of freedom. 
are also shared with the trait (this scenario is investigated further below, GxE in 
the presence of rGE). 
The likelihood ratio test (LRT) column of Table 4.3 represents a4 degree of 
freedom test between ACE - XYZ -M and ACE models. As can be seen, the 
average parameter estimates all fall very close to the simulated values. The LRT is as 
expected under the null (around 4 for a4 degree of freedom test). For the combined 
interactive effects, the LRT values are very high, indicating that a joint test of all 
moderating effects is very powerful in this case. It appears that moderator variables 
that are uncorrelated between twins offer slightly more resolving power in GxE 
analysis. Finally, note that when the interactive effects are in opposition and almost 
cancelling each other out, as in the fourth model, the power to detect them jointly is 
much smaller (although the power to detect them individually would presumably be 
greater than usual). 
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4.2.3 Multiple moderator variables 
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Within this framework, it is possible to incorporate more than one moderator vari- 
able along with any interactions between them. As a concrete example, age might 
moderate genetic effects but only in males. In this case, considering only AxM, 
two moderator variables, age (MAge, continuous) and sex (Msex, binary) would have 
their own interaction coefficients, ßAge and ßsex; additionally, an interaction param- 
eter ßAgexsex captures any difference in age-moderated genetic effects between sexes. 
The additive genetic variance component is now 
(a + #AgeMAge + #SexMSex + #Age x Sex 
MAge MSex )2 
This kind of extension should probably be limited to cases where prior knowledge or 
analyses have at least suggested a moderating effect for both variables. The results 
will be easiest to visualise when one of the moderators is binary, i. e. two plots of 
variance components as a function of the continuous moderator, one for each level 
of the binary moderator. A significant interaction parameter for the two moderators 
means that the slope for a particular variance component will differ between plots. 
As an example, a single dataset involving two-variable moderation was simulated. 
For 500 MZ and 500 DZ twin pairs, continuous (C) and binary (B) moderators were 
simulated for each individual (only moderation of additive genetic effects is consid- 
ered in this example). For the `0/1' binary parameter, additive genetic effects were 
moderated with 6B = 0.5. The continuous moderator variable had a coefficient of 
0.2, but only for individuals scoring `1' on the binary moderator (i. e. Qc =0 and 
ßBxc = 0.2). Residual components were set at a=c=e=1. The estimates were as 
follows: ßB = 0.558, ßc = 0.046, /9Bxc = 0.204, with -2LL = 7603.025. Fixing the 
interaction moderating parameter, , Baxc, to 0, the minus twice log-likelihood rose to 
7610.854 -a significant difference for 1 degree of freedom. 
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This section described a basic GxE model which allows for one or more continuous or 
binary moderating variables to have main effects on a trait as well as interacting with 
any or all of the genetic and environmental latent variables. In general, simulation 
results suggest that the model will perform well although there may be issues of 
specificity, e. g. distinguishing between AxM and CxM. 
4.3 Nonlinear GxE with continuous moderator 
variables 
So far we have assumed that, at the level of effect, all GxE interactions are linear. In 
order to more accurately characterise a conceptually interesting class of GxE mod- 
els, however, it is necessary to extend the basic model to allow for certain nonlinear 
interactions. Imagine that at least some level of exposure to an environmental risk 
is necessary to develop disease, whilst high levels of exposure are sufficient to cause 
disease, and that otherwise disease status is influenced by genes. At both extreme low 
levels of the moderator (nobody has the disease) and extreme high levels (everybody 
has the disease) there is no genetic variation; at intermediate values of the moderator 
there is variation due to genes. Although this scenario has been expressed in terms 
of a binary disease for clarity, similar principles would apply to quantitative traits, 
as Figure 4.6 illustrates. The leftmost figure illustrates variation (due to genes) only 
occurring at intermediate values of the moderator, due to the above kind of process. 
The second figure illustrates the residual variation after the main effect of the moder- 
ator has been partialled out in the means model (&). This shows the characteristic 
pattern of genetic variation being attenuated at the extremes of the moderator. The 
rightmost figure returns to the biometrical model for the hypothetical QTL - there 
is a nonlinear interaction at the level of effect. This kind of nonlinear interaction can 
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Figure 4.6: Nonlinear interaction and the biometrical model. See text for full description. 
be well approximated by a quadratic term being added to the equation describing 
the additive genetic effect. In other words, the additive genetic path now becomes 
(a + l3xM + ßx2M2). The full model is now ACE - XYZ - X2Y2Z2 - M. The 
variance is 
Var(T) = (a + ßxM + ßx2M2)2 + (c + QYM + ßy2M2)2 + (e + )3zM + ßz2M2)2 
This kind of model might be of interest in a wide variety of circumstances. For 
example, it is possible that exposure to combat and post-traumatic stress disorder 
would follow a similar pattern. Eaves et al (1977) noted that there are many situations 
in which we might find significant nonlinear trends: "Society may react in a uniform 
way to extreme deviations on either side of the population mean. This would produce 
a pattern ... which shows greater environmental variation 
in the middle of the scale 
than either end, " which would represent nonlinear ExE in our terminology. The 
authors continue: "In practice, this kind of interaction is common in psychometric 
data because of floor and ceiling effects. " Alternatively, we may expect genes to 
operate maximally only in their "average expected environment" (Scarr, 1992) such 
that genetic variation is attenuated at both environmental extremes. 
4.3.1 An example 
Twin data were simulated under an AE model such that rMz = 0.8 and rDZ = 0.4. 
On top of these residual components, a moderator variable was simulated with two 
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properties, (1) a main effect on the trait, such that the phenotypic trait-moderator 
correlation was r -- 0.25 and (2) a moderating effect such that all genetic effects were 
exaggerated at intermediate values of the moderator but attenuated at extreme values 
of the moderator. 
This moderating effect is the converse of that in the example linear GxE sim- 
ulation, where intermediate values were attenuated and extreme values exaggerated. 
Note that although the two scenarios display superficial similarity, a nonlinear term 
is required in this case. For the linear GxE models, it is clear that (1) the variance 
components cannot be negative and (2) they are a function of the moderator up to a 
second-order term. Consequentially, any curve will always be "U-shaped" where the 
stationary point is also the global minimum. This is not a constraint as such - it 
follows naturally from assuming a linear GxE interaction, but it also illustrates the 
need for the nonlinear models. 
Figure 4.7 displays the results for this simulation (leftmost figure), as well as illus- 
trating a further problem with visualising the variance components (other two figures). 
The best-fitting model is the AE - X2 -M which precisely recovers the simulated 
architecture. However, the leftmost figure shows the expected variance components 
plotted as a function of the moderator, revealing a pattern that only partially cor- 
responds to our intuitions regarding the simulated properties (i. e. exaggerated at 
intermediate levels, attenuated at extreme levels). That is, the curve describing the A 
component seems to suggest that, moving in either direction away from the modera- 
tor mean, genetic influences decrease and then sharply increase at even more extreme 
values. Although this is merely an artefact of over-extrapolation and over-fitting, it 
raises the question of the precise range of the moderator used to visualise the results. 
In this case, the x-axis corresponds exactly to the observed range of the moderator, 
which seems a sensible choice 
(i. e. rather than artificially truncating the moderator 
distribution). How would one interpret these results in the absence of prior knowledge 
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Figure 4.7: Visualisation of variance components for the nonlinear GxE example. 
(i. e. on non-simulated data)? 
Consideration of the distribution of the moderator (shown in the middle figure) 
is useful. As hardly any cases score at those extreme values of the moderator, there 
is little or no power to estimate the true location of the curve at these points. Al- 
though the estimates have over-fit to the data somewhat, there would be very little 
change to the sample log-likelihood if the curve were drastically altered at these ex- 
treme values. A method of visualisation is proposed, and illustrated in the rightmost 
figure, such that the intensity of the line is directly proportional to the frequency of 
the moderator within x bins across the distribution. In this way, the visibility of the 
line is related to the contribution to the sample log-likelihood for that portion of the 
distribution: if the line is invisible it is because there is little or no power to place 
it. Although this is not an exact method, it should help to interpret results more 
clearly, as illustrated in this example, where the curve now approximates the simu- 
lated architecture. The Windows gxe-visualise program is available for download 
(http: //statgen. iop. kcl. ac. uk/gxe/). (For ease of presentation, standard plots 
will be utilised for the rest of this paper, however. ) 
4.3.2 Further simulations 
A different approach was adopted for this set of simulations, with only 3 replicate 
datasets simulated under 4 different models in order to allow a closer inspection of 
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the solutions. All results are presented graphically in Figure 4.8. The four rows of 
plots represent the four models. The leftmost column of plots represent the true 
parameter values used to simulate the data. In all cases 500 MZ and 500 DZ twins 
were simulated, with a moderator variable correlated 0.5 between twins. The middle 
column represents the variance components estimated in three simulated samples, 
superimposed upon each other, from the ACE - XYZ - X2Y2Z2 model. The third 
column represents the superimposed ACE -X- X2 model estimates. In all 12 
simulations, the ACE -X- X2 model was selected as the best-fitting model, which 
corresponds to the simulated values chosen. 
The four models were chosen to represent different scenarios that involve nonlinear 
interaction terms. In all cases, the interactions involved only the A additive genetic 
component; also c=1 and e=1.5. The first model (row a) a=2, Ox =0 and 
ßX2= -0.2 is similar to the last example. The second model (row b) is similar to the 
first linear example although involving a quadratic interaction term: a=1, Ox =0 
and ßX2 = 0.2. The third model (row c) represents a kind of "threshold effect" where 
only above a certain critical value on the moderator does the genetic variance shoot 
up (in this case around 1.5 standard deviations above the mean): a=0, Ox = -0.8 
and 8X2 = -0.2. The final model (row d) represents a similar scenario: a threshold 
type effect for extreme low scorers, but also a linear increasing trend above the mean 
that plateaus out above 2 SD (a = 1, Ox =1 and 13X2 = -0.2). 
Although not shown on Figure 4.8, other models were fit to the data: in all 
cases, there was no significant reduction in model fit from dropping the non-genetic 
interaction terms (i. e. ACE - XYZ - X2Y2Z2 versus ACE -X- X2). In contrast, 
comparing ACE - XYZ - X'2Y2Z2 and ACE - YZ - Y2Z2 models, in 11 out of 
12 cases the genetic interaction terms could not be dropped. None of the genetic 
interaction terms could be dropped from the ACE -X- X2 model, however. Using 
AIC criterion, the ACE -X- X2 model was the best-fit model in all cases, of the 
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Figure 4.8: Nonlinear models: simulation under four genetic models (a-d). The left column 
of figures represent the true model; the middle column represents the variance components 
estimated in three samples of 500 MZ and 500 DZ twins simulated under each model, 
superimposed on the graph, from the ACE - XYZ - X2Y2Z2 model. The third column 
represents the ACE -X- X2 model estimates from three replicates superimposed - this 
was the best-fitting model in each case. 
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models compared: ACE - XYZ - XZY2Z2, ACE - YZ - Y2Z2, ACE -X- X2, 
ACE -X and ACE. 
As can be seen from Figure 4.8, the parameters are recovered quite well, allowing 
for sample-to-sample variation. Under the full model the plots are a little messy, but 
under the ACE -X- X2 model (the best-fitting model in all cases), the simulated 
structure is recovered very well indeed. The simulated effects are quite large, although 
nonlinear effects have been found in real, modestly-sized datasets also (unpublished 
work). Again, it is important to remember whilst looking at the plots, that most of 
the sample will fall within 1-2 SD above and below the mean, so the models are not 
quite as extreme as they first seem. 
Although generally robust with this sample size, these problems are sensitive to 
starting values and prone to local minima, as well as being computationally expensive. 
Care must be taken when fitting these models. 
Summary 
In order to characterise a large class of potential GxE, in which an effect is attenuated 
at both high and low extremes of a moderator, a quadratic term was entered in the 
model. Simulation results suggest that it is possible to discriminate between the 
nonlinear models and to estimate the interaction coefficients (of which there are up 
to 6) quite well using only moderately large sample sizes. 
4.4 Gene-environment correlation 
Potential moderators will typically be correlated with the trait - in the absence of 
strong a priori reasons, it is likely to be the phenotypic association that flagged up 
the variable as a potential moderator in the first case. Although this correlation may 
be due to trait-mediating effects of the moderator, it may alternatively be due to 
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other shared causes, which includes the possibility of shared genes. It is well known 
that many "environmental" variables demonstrate substantial heritable components 
(Plomin et al., 2001). Many environmental variables may in fact be correlated with 
the genetic effects on the trait (rGE) rather than modifying the genetic effects on the 
trait (G x E). As mentioned earlier, rGE can appear as GxE in typical analyses of 
GxE. However, the current approach can be easily extended to model GxE in the 
presence of rGE. 
Entering the moderator in the means model to allow for a main effect will effec- 
tively remove from the covariance model any genetic effects that are shared between 
trait and moderator. That is, rGE will appear as a main effect, 6m, due to the mod- 
erator acting as a proxy measure for the additive genetic effects on the trait. Any 
interactions detected will not be due to rGE, but rather will be interactions between 
the moderator and variance components specific to the trait. In this way, evidence for 
GxE will never reflect a "false-positive" claim for interaction. However, this approach 
will also fail to detect GxE interaction where the moderated genetic component is 
common between trait and moderator, i. e. GxE in the presence of rGE. 
Table 4.4 illustrates the application of the basic GxE model presented in this 
Chapter so far in the presence of a genetic correlation between moderator and trait. 
Again, 500 MZ and 500 DZ twins were simulated 50 times under each condition; 
a=c=e=1. Note that the estimate of QM is inflated due to the shared genetic 
effects. More importantly, the tests of GXE not allowing for any main effect (the 
last column) show inflated test statistics when there is no interaction but there is a 
gene-environment correlation. That is, the third and sixth rows have average values 
of 4.01 and 11.06 for this test, both of which are greater than the critical value for 
this 1 degree of freedom test. Note however that the test of an interaction that allows 
for a main effect (second to last column) does not show such an effect. 
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Likelihood ratio tests 
Simulated Estimated ACE-X-M E--M ACE- X 
rGE fix Nf acexM ACE -X ACE -M ACE 
0 -0.99--T99 0.99 -0.01 0.00 0.83 1.03 1.03 
0.5 0.95 0.98 1.01 0.00 0.14 37.86 1.04 1.07 
1 0.66 1.05 1.04 0.00 0.28 155.51 1.76 4.01 
0 0.2 0.99 1.01 1.00 0.00 0.20 79.66 0.99 0.95 
0.5 0.2 0.93 1.02 1.00 0.00 0.34 215.67 1.06 2.07 
1 0.2 0.65 1.06 1.04 0.00 0.48 406.74 1.36 11.06 
0 0.2 0.99 1.00 1.00 0.21 0.00 0.97 49.60 49.73 
0.5 0.2 0.94 1.00 1.00 0.20 0.12 25.72 46.54 55.07 
1 0.2 0.68 1.05 1.02 0.25 0.25 100.40 46.19 88.90 
0 0.2 0.2 1.01 0.98 0.99 0.21 0.20 74.03 52.61 56.26 
0.5 0.2 0.2 0.94 1.00 1.00 0.20 0.31 167.17 44.99 77.03 
1 0.2 0.2 0.70 1.04 1.02 0.25 0.45 308.27 43.88 146.27 
Table 4.4: Performance of the basic GxE model in the presence of rGE (i. e. the moderator 
M has shared genetic influence with the trait, measured by the genetic correlation, rGE)" 
The table presents parameter estimates for the ACE -X-M model and three likelihood 
ratio tests: of a main effect in the presence of an interaction; of interaction in the presence 
of a main effect; of interaction not allowing for any main effect. 
4.4.1 GxE in the presence of rGE 
In the previous simulations, the interactive effect was simulated for the genetic effects 
specific to the trait. If in fact the interaction was with only the genetic effect shared 
with the moderator, the above model would have failed to detect it. As mentioned, 
this is because these effects have already been partialled out in the means model. The 
current model can be re-formulated as a bivariate model of both trait and moderator 
in order to detect these effects of GxE in the presence of rGE, however. Figure 
4.9 shows the partial path diagram for one twin to illustrate this approach. Here the 
moderator features twice in the model - as a dependent variable to be modelled as well 
as a moderator variable to define the paths to the trait. The main effect in the means 
model has been replaced with a path indicating shared genetic effects. The trait is 
now influenced by two sources of genetic influence: that which is shared with the 
moderator, and that which is not (common and unique paths ac and au). Each path 
can interact with the moderator, represented by the coefficients ßxc and ßx,,. The 
C and E components (not shown on the path diagram) follow the standard bivariate 
Cholesky parameterisation, but without moderation. From these parameters, raE 
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Figure 4.9: Extended GxE model to allow for gene-environment correlation. 
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can be calculated as aMac/ 
(aM 
aC + au) if there is no GxE but otherwise gives 
rGE at the mean value of the moderator (assuming a zero-centred moderator). In the 
presence of GxE, rGE must be calculated conditional on M as it will also vary as a 
function of the moderator 
TGEIM = 
aM(ac + ßx0M) 
aM (ac + ßxCM)2 + (au + ßxUM)2 
whilst calculating the average rGE for the sample involves integrating over the distri- 
bution of the moderator. 
The following set of simulations illustrates this model's ability to distinguish be- 
tween the two types of interaction, whether or not there is a genetic correlation. 
Results are shown in Table 4.5. The conditions (each consisting of 25 replicate sam- 
pies of 500 MZ and 500 DZ twins) varied the genetic correlation between moderator 
and trait and the presence or absence of moderating effects on the common and unique 
genetic paths, as described above. The genetic correlations correspond to the corre- 
lation of unmoderated effects only. That is, rGE =0 corresponds to am = 1, ac =0 
and au = 1; rGE = 0.5 corresponds to am = 1, ac = 0.25 and au = 0.75; rGE =1 
corresponds to am = 1, ac =1 and au = 0. Shared and nonshared environmental 
effects were simulated for each component to have a variance of 1 and be uncorrelated 
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Likelihood ratio tests 
Simulated Estimated ACE - XCXp ACE - XCXU ACE - XCXy 
rGE ßxr. Xu am ac au QXI X-11 ACE ACE - Xu ACE - Xp 
0 0.99 -0.01 0.97 0.01 0.01 2.83 1.77 1.03 
0.5 0.98 0.48 0.78 0.01 0.00 1.72 0.92 0.83 
1 1.04 0.98 0.26 0.00 0.03 1.92 0.87 1.04 
0 0.2 1.01 -0.01 0.94 0.20 0.01 59.74 57.72 1.27 
0.5 0.2 1.04 0.49 0.84 0.19 0.00 63.82 53.67 1.00 
1 0.2 1.03 0.94 0.29 0.20 0.03 86.77 53.99 0.70 
0 0.2 1.02 0.00 0.99 0.00 0.19 46.28 0.65 26.81 
0.5 0.2 1.03 0.45 0.88 0.01 0.20 41.68 1.04 22.80 
1 0.2 1.00 0.94 0.26 0.00 0.18 8.43 1.14 6.85 
0 0.2 0.2 1.05 -0.07 0.97 0.19 0.22 99.28 44.28 19.64 
0.5 0.2 0.2 1.02 0.48 0.88 0.19 0.20 123.36 45.12 8.82 
1 0.2 0.2 1.00 0.93 0.20 0.19 0.17 86.29 40.42 5.88 
0 0.2 -0.2 1.04 -0.01 0.99 0.18 -0.20 94.53 40.40 15.33 
0.5 0.2 -0.2 1.02 0.44 0.88 0.21 -0.19 80.46 49.79 15.49 
1 0.2 -0.2 0.99 1.00 0.18 0.20 -0.20 86.30 47.22 4.48 
Table 4.5: Performance of the extended GxE model in the presence of rGE. The table 
presents parameter estimates for the ACE - XCXU model and three likelihood ratio tests: 
of moderation for both common and unique genetic effects; of moderation for unique effects 
only; of moderation for common effects only. 
between trait and moderator (i. e. cm = em = 1, cc = ec =0 and cu = eu = 1). 
The 15 conditions are arranged in five blocks: (1) no moderation (2) moderation of 
common path (3) moderation of unique path (4) moderation of common and unique 
path, similar effects (5) moderation of common and unique paths, opposing effects. 
Four models were analysed: ACE - XCXU, ACE - Xc, ACE - Xu and ACE. Three 
likelihood ratio test statistics were constructed (final three columns in Table 4.5): 
in order of the columns (1) moderation for both common and unique genetic effects 
(2) moderation for unique effects only (3) moderation for common effects only. The 
parameter estimates under the full ACE - XCXu model are also shown in the Table. 
Under the null (first three rows), the models perform as expected: the ß coefficients 
are all near zero, and the tests of moderation show average X2 values close to their 
expected values under no moderation. The average unmoderated genetic parameter 
values are close to their simulated values, with the exception of au when rGE = 1, 
which is simulated at 0, but has an average estimated value of 0.26. This artefact, 
which also exists in the other rGE =1 conditions, is explained further below. 
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The second three conditions simulate a moderating effect of shared genetic influ- 
ence between the trait and moderator. This effect is recovered well and detected, 
no matter what the background genetic correlation between trait and moderator. 
The specific tests of ßxc (the second column of likelihood ratio tests in the Table) 
show highly significant average values, whereas the ßx, parameters average near zero. 
Power seems to increase as rGE increases. The third three conditions simulate a mod- 
erating effect of genetic influence specific to the trait. Again, the parameters are 
recovered well, although power to detect ßxß, drops off as raE increases. The final six 
rows of Table 4.5 show that the model works when both J3Xc and ßX are nonzero. 
When rGE =1 some subtle properties of the model emerge - they are worth 
considering in further detail. The contribution to the variance of total unique genetic 
effects is (au + ßx,, M)2 = aÜ + 2außxr, M+ ßcu M2. As mentioned above, the power 
to detect ßx decreases with increasing rGE, because when rGE =1 then au -+ 0 and 
so 2außxuM -} 0 which reduces the impact of 13x0 on the variance by cancelling this 
cross-product term. A similar logic applies to the relationship between ac and rGE. 
Additionally, as au and therefore 2außxu M approach 0, then ßX, only makes 
squared contributions to the variance. Therefore, when rGE = 1, the estimate of au 
is likely to be near zero, which reduces the power to identify the sign of 8xu although 
the absolute value can still be identified. Although the contribution to the variance 
will be the same (and so this is not an issue for the analysis of real data), taking the 
average of the unsquared parameter in repeated simulation would lead to an apparent 
bias in parameter estimate for 6xß when rGE = 1. The average values for ßxu (not 
shown in the Table) were in fact -0.03,0.02 and -0.12, in the 9th, 12th and 15th rows, 
respectively: making the signs all positive (or all negative in row 15) produces the 
unbiased average parameter estimates as shown in the Table (0.18,0.17 and -0.20). 
As noted above, there is also an apparent bias in the estimates of au when rGE =1. 
This parameter has a large standard error, and it can be fixed to 0 when rGE =1 with 
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no significant reduction in fit, on average. Again, under certain conditions the sign 
of au is not identified; however, optimisation favours the positive values, probably 
due to a positive starting value being specified. This apparent bias is therefore not 
important in real analysis, it is only a consequence of taking averages. 
The current model of GxE in the presence of rGE could be extended in a number 
of ways. For example, a third variable that is a potential index of genetic sensitivity 
to an environmental factor can be incorporated, to produce models similar to recent 
Markov Chain Monte Carlo methods which handle GxE in the presence of rGE 
(Eaves and Erkanli, 2002). 
Summary 
In the basic model, any genetic effects that are shared between the trait and the 
moderator will be modelled as main effects of the moderator. An extension to the basic 
model explicitly models shared genetic effects, as well as any interactions between 
these effects and the moderator, allowing for the analysis of GxE in the presence of 
rGE 
4.5 Qualitative GxE with continuous moderator 
variables. 
All the previous models of GxE have implicitly addressed scalar, or quantitative, 
moderation, meaning that the magnitude of polygenic effect has varied as a function 
of the moderator. However, it is also possible that different polygenic effects operate 
at different points along the moderating continuum. The same distinction is found 
in `sex-limitation' models, where males and females may have different magnitudes 
of genetic (or environmental) effects but may also differ in which genes operate in 
males and females. Evidence for the `different genes' hypothesis is reduced covariance 




Figure 4.10: Schematic illustrating scalar (left figure) and qualitative (right figure) GxE. 
See text for further explanation. 
between twins discordant for the moderating variable, i. e. sex. 
To allow for qualitative GxE with continuous moderator variables, we adopt the 
most simple biological model: that there are two independent sets of polygenes, Al 
and A2, which show different profiles of scalar interaction with the moderator. Figure 
4.10 illustrates this concept. The left panel depicts a standard moderated variance 
component, which is consistent with at least some genetic effects being amplified at 
higher values of the moderator. This curve could also have come about as a result of 
different genes operating at higher levels of the moderator, however, as shown in the 
right panel. Here we see that the Al set of polygenes is not moderated, whereas the 
A2 set only have an effect at high levels of the moderator. In this way, individuals high 
on the moderator have a different profile of genes operating compared to individuals 
low on the moderator (not just greater or lesser effects of the same genes). 
It is worth drawing a distinction between qualitative interaction and rGE. Quali- 
tative interaction implies that different loci have an effect depending on the value of 
the moderator. Gene-environment correlation implies that certain alleles of certain 
loci are present depending on the value of the moderator. In the latter case, an asso- 
ciation between an individual's genetic loading and the moderator ensues, which has 
to be explicitly modelled. This is not the case for qualitative interaction however. 
Noting that a model with both sets of polygenes showing scalar interaction is not 
mouerator Moderator 
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identified, the expected additive genetic variance for twin i is now ai + (a2 + Qx3 M=)2; 
the additive genetic component of the MZ covariance is ai+(a2+IBx, M1)(a2+ßx2M2); 
the additive genetic component of the DZ covariance is a2f/2 + (a2 + ßx2Ml)(a2 + 
ßx2M2)/2. The formulation implies that the effective coefficients of genetic related- 
ness will be attenuated for twin pairs discordant on the moderator under qualitative 
interaction. That is, the effective coefficients (normally 1 and 0.5 for MZ and DZ 
pairs respectively) are for MZ pairs 
aMZ 
ai + (a2 + Qx2 M1) (a2 + )6x2 M2) = 
ai + (a2 + ßx2Ml)2 ai + (a2 + ßx2M2)2 
and for DZ twins 
22 
ai/2 + (a2 + ßx2M1) (a2 + ßx2M2)/2 
aDZ 
a21 +(a2+ßx2Ml)2 a21 + (a2+ßx2 M2)2 
This model will be referred to as the A1A2CE - X2 model (assuming that shared and 
nonshared environmental components are also included). It can be seen that when 
Ml = M2 then aMZ =1 and aDZ = 0.5 for any values of al, a2 and ßx,. Figure 4.11 
shows the attenuation for MZ and DZ pairs as a function of Ml and M2. Note that 
the exact shape of this surface will depend on al, a2 and fx, and can go negative 
under certain conditions. Clearly, this model is not applicable for obligatorily shared 
moderators. 
Initial simulation results suggest poor power to discriminate between scalar and 
qualitative GxE, however. Table 4.6 shows the results fitting the ACE -X (scalar) 
and A1A2CE-X2 (qualitative) models to six example datasets simulated under either 
scalar GxE (first three rows) or qualitative GxE (second three rows). The likelihood 
ratio test statistic (LET column) is the Xi increase in fit from qualitative to scalar 
models. Simulating under a population value of al =0 implies scalar interaction 
(i. e. there is only one set of polygenes). Also, note that c=e=1 and that 1000 








Figure 4.11: Plot of aMZ (solid grid) and aDZ (dotted grid) for al = a2 =1 and ßx2 = 0.3. 
Along the diagonal M1 = M2, aMZ =1 and aDZ = 0.5. 
Simulated A1A2CE - X2 ACE -X LRT 
al a2 QX2 al a2 ßX2 a QX 
010.2 0.21 1.04 0.20 1.06 0.19 0.00 0.95 
0.00 1.10 0.17 1.10 0.17 0.00 1.00 
0.00 0.83 0.26 0.83 0.26 0.00 1.00 
1 0.5 0.25 1.08 0.44 0.22 1.16 0.09 2.56 0.11 
1.14 0.45 0.19 1.22 0.07 1.51 0.22 
0.95 0.39 0.28 1.02 0.11 5.95 0.01 
Table 4.6: Scalar and qualitative GxE: results from six simulated example datasets. 
pairs of each zygosity were simulated (twice the usual sample size). As can be seen, 
the qualitative model is correctly rejected in all three scalar cases (first three rows). 
However, there is at best only very weak evidence to support the qualitative model 
in the second three datasets, with only 1 of the three being significant at the 5% 
significance level. More extensive simulation work is required to properly evaluate 
the power of this test under a range of conditions. 
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An interaction may involve the same genes having different effects (scalar interaction) 
or different genes operating (qualitative interaction) at different levels of the modera- 
tor. A simple model of qualitative interaction for continuous variables was presented, 
although power to discriminate between scalar and qualitative interaction empirically 
looks likely to be low. 
4.6 Other distributional factors influencing GxE 
analysis 
4.6.1 Mismatching continuous and binary moderators 
Although many moderator variables may act continuously, it is also entirely reasonable 
that some moderators act in a more discrete manner, even if they can be measured on a 
continuous scale. In this section we consider the impact of `misclassifying' a moderator 
variable: either falsely dichotomising what is actually a continuous moderator or using 
a continuous measure when the moderating effect is really a threshold effect (e. g. only 
the top 10% individuals show an increased genetic effect). 
Samples were simulated under two kinds of model: continuous or binary modera- 
tion. For the continuous case, fix = 0.2; for the binary case, the continuous moderator 
was transformed to a binary scale, with individuals more than 1.28 standard devia- 
tions above the mean scored "1", all others scored "0" (corresponding to a 9: 1 ratio of 
"0": "1" ), with , ßx = 0.8 (no direct comparison can be made between the magnitude 
of interaction in the continuous and binary cases in terms of fix alone however). 
Similarly, analysis adopted either a continuous or binary approach towards the 
moderator. The correctly classified scenarios are therefore when the data were gener- 
ated using a continuous moderator and also analysed using a continuous moderator; 
CHAPTER 4. GxE INTERACTION 185 
Model 
C ontinuous B inary 
Linear Nonlinear 10% 50 25 o 
Data r x LRT X x2 RT X LRT x LRT x LRT 
Continuous 0 0.20 22.02 0.20 0.00 23.36 0.36 8.17 0.41 6.88 0.33 12.58 
0.5 0.20 18.05 0.20 0.01 19.16 0.36 7.72 0.40 5.67 0.32 10.82 
1 0.22 17.04 0.23 -0.02 18.00 0.37 6.53 0.39 4.74 0.35 10.03 
Binary (10%) 0 0.17 16.12 0.15 0.10 27.40 0.79 41.30 0.71 17.95 0.37 16.12 
0.5 0.24 18.57 0.18 0.10 28.80 0.84 42.84 0.73 18.62 0.39 16.36 
1 0.20 12.63 0.15 0.10 19.88 0.81 28.77 0.73 13.30 0.35 10.71 
Table 4.7: Continuous and binary moderators: effects of misspecifying moderator type. The 
LRT represents the difference in model fit between the ACE and ACE -X (or ACE - 
X- X2) models. All LRT are distributed as a X2 on 1 degree of freedom, except for the 
nonlinear test which is on 2 degrees of freedom. 
also, when the data were generated using a binary moderator and analysed using the 
same binary moderator. The misclassified scenarios are when the data were gener- 
ated using a continuous moderator, which was subsequently dichotomised for analysis; 
also, when the data were generated using a binary variable but the analysis used the 
underlying continuous `liability' instead. 
In addition, some further analytic conditions were considered. A binary mod- 
crating effect could rightly be described as `nonlinear' in terms of the underlying 
continuous dimension - the nonlinear model was therefore included when analysing 
a continuous moderator to see how well a quadratic function performs at approxi- 
mating the `step function' of a threshold effect. Finally, although it is common for 
experimenters to dichotomise continuous or semi-continuous variables in analysis (e. g. 
taking the top 5% of high scorers on the moderator) the chosen threshold may not 
correspond to the actual threshold (e. g. actually the top 10% show a moderated 
effect). Two further analysis conditions were included to represent this kind of mis- 
classification of binary variables: the true threshold was 10% and the classification 
was either too harsh (5%) or too inclusive (25%). In all cases, a=c=e=1 for 500 
MZ and 500 DZ twin pairs; 50 replicates were generated under each condition. 
Table 4.7 shows that, as expected, a continuous analysis model works much better 
when the moderation is truly continuous; likewise, a correctly specified binary moder- 
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Figure 4.12: Binary moderators and continuous approximations, for data simulated with 
a binary moderating effect (10% threshold): (a) ACE model (b) ACE -X model with 
continuous moderator (c) ACE -X- X2 model with continuous moderator (d) ACE -X 
model with binary moderator (10%) (e) ACE -X model with binary moderator (5%) (f) 
ACE -X model with binary moderator (25%). 
ator in analysis performs best when the moderation is truly binary. For continuously- 
moderated data, the average test statistic under the continuous analysis models is 
typically at least double the binary analysis models. As expected, allowing for a non- 
linear continuous effect adds nothing. For binary-moderated data, the 10% binary 
model in analysis works best. However, the nonlinear model seems to offer a good 
approximation, capturing around three-quarters of the available information. Fur- 
thermore, when the binary analysis model is misspecified (i. e. the dichotomy is either 
too harsh or too inclusive), then performance is worse than the nonlinear model and 
equal to the linear continuous model. 
From these results it seems to be a good strategy to adopt continuous moderators 
whenever available, allowing for nonlinear moderation to model any threshold effects. 
Figure 4.12 shows the average estimated variance components as a function of the 
moderator under different analysis models for the case of a binary moderating effect 
in the data, based on a liability with a sib correlation of 0.5. 
e) f) 
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The current method relies on often relatively subtle differences in the variance, MZ 
covariance and DZ covariance across the range of the moderator variable to infer the 
presence of any interactive effect. Whilst it would be expected that deviations from 
multivariate normality may obscure these subtle effects, it is also possible that certain 
forms of measurement bias and error could lead to spurious evidence for GxE. 
Many behavioural measurements have skewed, or J-shaped, distributions. For 
example, on a six-point symptom scale, the majority of individuals might score 0 or 
1, whilst only a handful of individuals score above 4. If such a measure does in fact 
represent of normally-distributed liability, then the low end of the scale distribution is 
less informative than the high end. If a second variable correlates with the trait, then 
the second variable will also correlate with the `informativeness' of the first measure. 
This would be detected as an interactive effect. For example, the second variable 
would predict that twins with similar low scores on the liability are more likely to 
have identical scores on the measurement than twins with similar high scores on the 
liability. This would be an example of heteroscedasticity. 
A set of simulations investigated this effect. In all cases, a=c=e=1 for 500 MZ 
and 500 DZ twin pairs. A continuous covariate was simulated with a sibling correlation 
of 0.5. Three conditions were assessed: (1) no moderation and no main effect, Ox = 
Om =0 (2) a main effect only, fix = 0, ßm = 0.5 and (3) a true moderating effect 
and a main effect, fix = 0.2, fiM = 0.5. Twenty-five replicate datasets were simulated 
under each of the three models. In analysis, two models were fit to the data: ACE - 
XYZ -M and ACE - M, the difference in fit between which provides a3 degree of 
freedom test of any moderating effect. Each replicate dataset was subjected to two 
transformation schemes, illustrated in Figure 4.13. Transformation 1 simply bins the 
continuous trait score into a less informative 15-point scale; transformation 2 bins the 
scores more severely and introduces a skew into the distribution. 

















Figure 4.13: Example of data simulated and then transformed to investigate tests of mod- 
eration in skewed distributions. The first transformation bins the datapoints into 15 bins; 
the second transformation is more severe and introduces a skew in the data. 
Simulated Estimated 
ßM ox ßM ßx /3Y ßz LRT 
Untransformed 
0.00 0.02 -0.02 -0.02 2.88 
0.5 0.51 -0.02 0.01 0.01 3.67 
0.5 0.2 0.50 0.16 0.03 0.01 19.16 
Transformation 1 
0.00 0.03 -0.02 -0.02 2.74 
0.5 0.50 -0.03 0.02 0.00 3.65 
0.5 0.2 0.50 0.16 0.03 0.02 18.32 
Transformation 2 
0.00 0.00 -0.01 0.00 3.60 
0.5 0.28 0.06 0.09 0.08 160.50 
0.5 0.2 0.30 0.17 0.10 0.09 126.69 
Table 4.8: Tests of moderation under skewed trait distributions. The LRT column is the 3 
degree of freedom likelihood ratio tests statistic for 6x = ßßY = , BZ = 0. 
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Table 4.8 gives the results for this set of simulations. We would not expect the 
likelihood- ratio test of ACE - XYZ -M against ACE -M to be significant for 
scenario (1) or (2), whereas it should be significant for (3) due to the simulated 
interaction. This holds for the untransformed data and under the first transformation 
(the critical value for a X2 statistic with 3 df at the a=0.05 level is 7.815), but 
not under the second transformation scheme: the difference in fit is 60.5 which has 
a p-value of 4.6 x 10-13 for condition (2) where no interaction is actually simulated. 
In other words, the transformation scheme has induced evidence for some kind of 
moderating effect. 
This effect may seem to be a cause of concern, given high prevalence of such 
measurement scales. Inspection of the moderating coefficients should reveal a pre- 
dictable signature however, ßX - #y ; ze ßz when a ti cNe. Plotting the expected 
variance components will reveal only a gentle trend for all variance components to 
be attenuated similarly at low levels of the moderator. Whilst possible as a real 
model, researchers should be cautious in their conclusions, especially in the presence 
of heteroscedasticity. A scenario when 8x, ßy and ßz are all significant in a similar 
direction is also consistent with what might be called "phenotypic interaction" be- 
tween the trait and the moderator, or "P x E". In this case, the moderator doesn't 
interact with any component of variance specifically; rather, it increases variation in 
the entire trait, at what can be thought of as a `later stage' in the trait's aetiology. 
Summary 
The distributions of the moderator (binary versus continuous) and of the trait (nor- 
mal versus non-normal) were investigated in this section. It appears that, under a 
nonlinear model, using a continuously measured moderator works well even if the ac- 
tual moderation operates as a binary threshold effect. It was also shown how certain 
types of skewed trait distributions might generate spurious evidence for interaction. 
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As long as an individual's genetic makeup is represented by a single, latent `A', then 
the possibilities of gene-environment interaction will approach an unavoidable limit. 
In the future, the analysis of multiple measured genotypes interacting with multiple 
measured environmental factors will be necessary, in order to refine the broad brush- 
strokes we currently use to characterise the quantitative genetics of complex human 
traits. Nonetheless, twin analysis of gene-environment interaction using continuous 
moderator variables should still offer some interesting insights into the aetiology of 
many complex traits, although several issues not yet covered may emerge in the ap- 
plication of these models to real data. 
The simulations presented in this Chapter generate data that is `cleaner' than 
we might expect in practice. Although this is typically the case with all simulation 
studies, the present models rely on relatively subtle phenomena and so the extent 
to which systematic and stochastic biases generate misleading results has not been 
fully addressed. Most simulations were conducted using a moderately large sample of 
500 MZ twins and 500 DZ twins: the behaviour of the models in smaller and larger 
samples is of interest, also. 
In addition to its cleanliness, a simulated dataset comes with the knowledge of 
the true model, which inevitably guides analysis. In practice, for a specific dataset it 
might not be obvious how best to approach the various inter-related questions that 
can be asked: binary versus continuous moderation, linear versus nonlinear effects, 
interactions versus main effects versus correlations, scalar versus qualitative interac- 
tions, multiple moderators, etc. It might therefore be useful to develop a `protocol', 
by which different models are sensibly and systematically evaluated and compared. 
Although standard bivariate models explain the relationship between any two 
traits in terms of shared or direct causation, the kind of relationship involved in GxE 
might also be plausible. In other words, it is not necessary that the E component 
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of GxE actually be "environmental" in any traditional sense of the word. What 
constitutes an environment from the gene's point of view is quite different from an 
individual's point of view. For example, the internal biochemical state of the body 
in which a gene finds itself can sensibly be called it's environment. For appropriate 
traits, it might therefore be worth considering the above interaction models along 
with the standard bivariate ones. Consider a fictitious example involving anorexia and 
neurotic symptoms. Say being anorexic has various consequences including chronic 
low body weight. Low body weight may in turn lead to genes being switched on 
or off, some of which might operate to increase or decrease the chance of neurotic 
symptoms. Therefore, there will be an increase in the genetic variance of neuroticism, 
as a consequence of an anorexia-related state switching on genes. This scenario is 
distinct from having a set of genes that operate jointly on anorexia and neuroticism 
(i. e. a genetic correlation); it is distinct from direct causation between anorexia 
and neuroticism, in that although being anorexic leads to an increased risk of being 
neurotic, this is only expressed in genetically-predisposed individuals. As such, this 
dynamic fits within the same analytic framework as the GxE models considered so 
far: in this example, a GNeuroticism X EAnorexia (-+body weight) interaction. 
Such an effect 
might be called a "Gene-for-trait 1x trait 2", or "G x T", interaction. 
Scripts to perform the above analyses using Mx (Neale, 1997) can be found at 
http: //statgen. iop. kcl. ac. uk/gxe/. 
Chapter 5 
Epistasis in quantitative trait locus 
linkage analysis 
This Chapter explores a two-locus variance components model of QTL linkage for 
sibling pairs which incorporates epistasis. For a range of epistatic models the expected 
variance components and noncentrality parameter per sib pair can be calculated, 
to indicate the power to detect epistasis. In QTL linkage analysis, additive and 
epistatic effects are in fact partially confounded: as a result, variance components 
under submodels are distorted, with two main implications. First, the analysis of a 
single locus can in fact detect a QTL with no main effect that interacts epistatically 
with another (unmeasured) locus. That is, single-locus approaches are not necessarily 
precluding the detection of purely epistatically-interacting loci. Second, because the 
non-epistatic variance component estimates in submodels can actually reflect epistatic 
variance, power to formally detect epistasis is low. 
5.1 Introduction 
Despite growing evidence for the importance of epistasis in the aetiology of complex 
traits, it has received relatively little methodological treatment in the human quanti- 
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tative trait loci (QTL) mapping literature. Consequentially, most current approaches 
are based on single-locus analyses that apparently focus on additive main effects but 
should miss potentially important epistatic effects. Both molecular genetic studies 
in nonhuman organisms and quantitative genetic family studies provide compelling 
motivation to seriously consider epistasis as central in the aetiology of many com- 
plex traits and diseases. In a review of QTL research in Drosophila melanogaster, 
Mackay (2001) outlines the genetic landscape that we should expect to encounter 
in humans: epistatic effects have been found for many major quantitative traits in- 
cluding bristle number (Gurganus et al., 1999), longevity (Leips and Mackay, 2000) 
and wing shape (Weber et al., 1999). These epistatic effects can be as large as the 
loci's main effects and can be sex- and environment-specific. Similar conclusions have 
been drawn from QTL studies in plants (e. g. Jansen, 1996) and mice (e. g. van `'Vezel 
et al., 1996). In humans, whether or not epistasis is likely to play a significant role 
can be estimated by examining familial recurrence rates or covariances (e. g. Risch, 
1990). Applying various multilocus models to phenotype data in pedigrees, the largest 
plausible single-locus contribution and number of other loci implicated can be esti- 
mated. For example, such analyses have implicated a significant role of epistasis in 
schizophrenia and autism (Risch et al., 1999). 
If epistasis is indeed so important, efforts to locate QTL using linkage and as- 
sociation strategies should possibly be more commonly framed within a multilocus, 
epistatic context. However, it is well known that power to detect epistasis in a QTL 
linkage framework is low. Eaves (1994) found that epistasis considerably reduces 
the total amount of information available, considering the classical models of du- 
plicate and complementary gene action (described below). In particular, duplicate 
gene action greatly reduces the total information but is more likely to be detected 
against an additive genetic background; complementary gene action is, in contrast, 
virtually indistinguishable from additive effects. Using a variance components frame- 
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work, Mitchell et al. (1997) report an application of two-locus linkage using extended 
pedigrees. Two simulated trait loci account for 22% and 0.5% of the trait variance 
respectively; an epistatic interaction for 14%. Although power to detect the larger 
single locus was acceptable (70%), power to detect the epistatic effect was only 17%. 
In contrast, epistatic effects were detected around 6 to 9% of the time between the 
first locus and an unlinked control marker, suggesting that the test was somewhat 
liberal in any case, given a nominal false-positive rate of 5%. This Chapter presents 
analytic results for the power of two-locus sib-pair QTL linkage analysis. 
However, rather than simply demonstrating low power to detect epistasis, this 
Chapter aims to examine the adequacy of single-locus models, i. e. the impact of 
unmodelled epistasis. The inadequacy of single-locus models is often assumed to be 
directly proportional to the magnitude of the epistatic variance components under 
the true model. For example, exploring different epistatic models, researchers asked 
whether the variance attributable to the marginal, additive effect of loci would be 
large enough to be detected: Li and Reich (2000) present marginal values for 50 two- 
locus models, assuming that these provide direct insight into how single-locus linkage 
would perform when epistasis is actually present. More generally, Frankel and Schork 
(1996) argue that as epistatic effects are by definition attributable to two or more 
loci, they will only ever emerge when studying two or more loci jointly. Conversely, 
considering loci in isolation should be equivalent to looking at their effects averaged 
over all the other loci with which they may or may not interact. Frankel and Schork 
(1996) highlight a `worst-case' scenario in which two genes have no main effects but 
epistatically influence the trait in a very strong manner (Table 5.1). As the marginals 
are all equal, the assumption is that such loci would never be detected by single-locus 
approaches. Whilst, undoubtably, simple single-locus tests of association would fail 
to detect either locus in this situation, the assumption that tests of linkage will also 
fail does not necessarily hold, as will be illustrated below. 
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Geno. I ALAI A1A2 A2A2 I Marginal 
Geno. Freq. 0.25 0.50 0.25 
B1B1 0.25 0 0 1 0.25 
B1B2 0.50 0 0.50 0 0.25 
B2B2 0.25 1 0 0 0.25 
Marginal 0.25 0.25 0.25 1.00 
Table 5.1: "Two deleterious alleles & two normal alleles bilocus interaction". After Frankel 
& Schork (1996). This is M12 in the models considered below. 
It has long been known that linkage strategies are blunt tools for dissecting any- 
thing other than the most simple of QTL architecture. In particular, the effects of 
single-locus and epistatic effects are not necessarily independent from each other. As 
Mather (1974) stated: 
"In practice the chief consequence of interaction is likely to be to al- 
ter the apparent values of DR and HR as estimated from variances and 
covariances. " 
where DR and HR are the polygenic additive and dominance components of variance. 
This fact has consequences both for the power to detect epistasis and the adequacy of 
non-epistatic models. Tiwari and Elston (1997b) illustrate how the Haseman-Elston 
linkage method (Haseman and Elston, 1972) can be adapted to incorporate multiple 
loci and epistasis. Although the authors note the confounding of epistatic and non- 
epistatic effects, 
"Therefore, these components of epistatic variance may be better de- 
tected in a two-locus model than a one-locus model, even though they are 
in principle detectable in the latter. " [my italics] 
they do not evaluate the actual behaviour of the two-locus Haseman-Elston model. 
Rather, the assumption is made that the power to detect epistasis, relative to the 
power to detect single locus effects, will be proportional to the relative magnitude of 
main versus epistatic components of variance. 
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A, x B1 
Al x Bi x B2 
A, xA2xB1xB2 
Table 5.2: Partitioning of epistatic interaction effects. 
However, for binary disease traits, Culverhouse et al. (2002) recently investigated 
the class of epistatic models showing no single-locus variation and found that single- 
locus linkage strategies might succeed where single-locus association would fail, due 
to the relationship between allele sharing and epistatic genetic effects. This Chapter 
presents a parallel investigation in the context of quantitative trait variance compo- 
nents linkage analysis. 
5.2 Biometrical model of epistasis 
The effects of the four alleles present at two loci can be partitioned into main effects 
and various interaction terms (Cockerham, 1954). The main effect of each allele rep- 
resents its additive contribution averaged over all alleles with which it may or may not 
interact. Two-way interactions between alleles at the same locus represent dominance 
effects. Two-way interactions between two alleles at different loci constitute additive 
x additive (A x A) epistatic effects. The two other higher-order epistatic effects are 
three-way interactions (i. e. two alleles at one locus and one allele at another locus) 
creating additive x dominance (A x D) or, equally, dominance x additive (D X A) 
epistatic effects and a final interaction term involving all four alleles, dominance x 
dominance (D x D) epistasis. These orders of epistasis are tabulated in Table 5.2 
along with some examples in terms of the alleles, `1' and `2', at two diallelic loci, A 
and B. 
All scenarios considered below feature only two loci, with alleles labelled "1" and 
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Locus 1 
Locus 2 11 12 22 
11 m+al+a2+aa m+dl+a2+da m-a1+a2-aa 
12 m+a1+d2+ad m+d1+d2+dd m-al+d2-ad 
22Im+a1-a2-aalm+dl-a2-dalm-al-a2+aa 
Table 5.3: General two-locus epistasis: components of means. 
"2" (for variance components, the labels "1" and "2" refer to the locus, rather than 
the allele, however). Table 5.3 represents this general model with each genotypic 
mean expressed in terms of main effects and epistatic effects, or what might be called 
components of mean. For example, m is the `mean' effect; al is the additive genetic 
value for the first locus; a2 is the dominance deviation for the second locus. The four 
epistatic effects are aa, ad, da and dd. 
5.2.1 Genetic effects and variance components: a happloid 
example 
Before outlining the calculation of two-locus components of variance, this section 
considers the same process in a simpler context: a happloid organism. Haploidy is 
only having a single copy of each chromosome, so there are no dominance effects. The 
following example is designed to illustrate the relationship between genetic effects and 
components of variance. For two happloid diallelic loci labelled A and B there are 4 
possible two-locus configurations: A1B1, A2B1, A1B2 and A2B2. The four genotypic 
means can be decomposed into the components of genetic effects. The mean effect is 
m; the additive genetic value for the A locus is aA; the additive genetic value for the 
B locus is aB; the AxA epistatic effect between loci is aa. 
Al A2 
Bl m+aA+aB+aa m-aA+aB-aa 
B2 m+aA-aB-aa m-aA-aB+aa 
In the simplest case, there is only a single main effect at locus A, say aA = 1: 
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Al A2 
Bl 1 -1 
B2 1 -1 
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Imagine a population where 10% of individuals have the Al allele and 90% have the A2 
allele. Calculating the components of variance involves mean-centering the data, as 
variances involve deviations from the mean. In this case the population mean would 
be 1x0.1 + (-1) x 0.9 = -0.8. Calculating the variance attributable to locus A 
averages over any other effects, such as locus B, interaction effects, or residual effects. 
These averages are the marginal means: 
Al A2 
B1ý1.8 -0.210 
B2 1 1.8 -0.2 10 
1.8 -0.2 10 
The variance for frequency-weighted scores is s2 =1f; (x, - 11)2 where f; is the 
relative frequency of the ith of n groups of score x; and it is the population mean. 
Therefore, the variance attributable to the additive effects of the A locus is 0.1 x 
1.82 + 0.9 x (-0.2)2 = 0.36. No variance is attributable to locus B 1. 
Now introduce an epistatic additive x additive interaction: m= aA = aB =0 but 
JAB = 1. If alleles Bl and B2 are equifrequent, the table of means is: 
Al A2 
Bi 11 -1 1 -0.8 
B2 1 -1 110.8 
00I0 
'If p and q are allele frequencies and a is the additive genetic value, then the additive genetic 
variance in diploid organisms is 2pga2. The difference between the two homozygote means is twice 
the additive genetic value - that is, aA in this example would be twice the value of a. As diploids 
have two alleles at each locus, we would expect the additive genetic variance to be twice as large. 
That is, 2X0.1 x 0.9 x 2' = 0.72, which is twice 0.36. 
CHAPTER 5. EPISTASIS 199 
The total mean is already zero, so mean-centering is unnecessary. The Bl and B2 
marginal genotypic values are nonzero however, due to the unequal allele frequencies 
of the Al and A2 alleles. That is, the marginal mean of the Bl allele is 0.1 x1+0.9 x 
(-1) = -0.8. Because the Bl and B2 alleles occur with equal frequency, the effects 
of AxA epistasis cancel each other out completely in the marginal means for the Al 
and A2 alleles. 
This has implications on the estimation of the additive variance. The additive 
single locus variance components are calculated in the same manner as before. As the 
marginal values of Al and A2 are zero, however, the variance attributable to the main 
effects of alleles at the A locus is also zero. However, for the B locus, the variance 
is 0.5 x (-0.8)2 + 0.5 x 0.82 = 0.64. This result may seem counter-intuitive for two 
reasons: 1) there are no main additive effects at the A or B locus, yet the variance 
component at locus B is nonzero; 2) the nonzero additive variance for locus B is due 
to the unequal pattern of allele frequencies at the other locus, A. 
Nonetheless, this result is quite clear when one considers what would actually be 
happening in the hypothetical population. The majority of individuals will have the 
A2 allele. Therefore, the effect of the epistatic interaction, in the majority of the 
population, is to decrease Bl individuals' scores and increase B2 individuals' scores. 
The complementary effect, observed in Al individuals only occurs 10% of the time. 
So, on average, having a Bl allele is associated with having a lower score: that is, 
there is a main additive effect. 
How is the variance component for the epistatic interaction term calculated? As 
defined, interactions represent deviations from what we would expect given the main 
effects. Under a strictly additive model, each of the four genotypic means would be the 
sum of the two corresponding marginal effects, whatever the allele frequencies. The 
following table represents the four expected genotypic means under a non-epistatic 
model based on the observed marginal means in the current example: 
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Al A2 
B1 -0.8 -0.8 -0.8 
B2 0.8 0.8 0.8 
000 
This is clearly not what we observe. Returning to the hypothetical population, we 
now have four categories of individual, representing the four pairwise combinations 
for alleles: A1B1, A1B2, A2B1 and A2B2. Assuming the two loci are in linkage 
equilibrium, these have frequencies that are the products of the allele frequencies: 
0.05,0.05,0.45 and 0.45. For the 5% of individuals who have the A1B1 combination: 
they score 1- (-0.8) -0=1.8 units more than they would have if the two loci 
operated additively. For the 5% of individuals with the A1B2 combination: they 
score -1 - (-0.8) -0= -0.2 units more than under an additive model. For the 
45% of the population with the A2B1 combination: they score -1 - 0.8 -0= -1.8 
units more. Finally, for the remaining 45% with the A2B2 combination: they score 
1-0.8 -0=0.2 units more. These values, therefore, represent the epistatic effects in 
this population: 1.8, -0.2, -1.8 and 0.2. The epistatic variance is simply the variance of 
these scores: we know the frequencies at which they occur and they are already mean- 
centered, so the variance can be calculated simply as 0.05 x 1.82 + 0.05 x (-0.2)2 + 
0.45 x (-1.8)2 + 0.45 x 0.22 which happens to equal 0.36. 
So, the above pattern of genotypic means and allele frequencies is associated with 
additive variances of 0 and 0.64 for loci A and B respectively and an AxA epistatic 
variance of 0.36. Although, after a little consideration, the reason for the nonzero 
additive variance component for locus B is clear, it is not always so easy to intuitively 
make the connection between main effects and variance components. For example, if 
we actually add a main effect for locus B so that both aB and as equal 1, then the ad- 
ditive variance for locus B actually drops to 0.04. Naturally, the relationship between 
effects and variance components is often even less transparent in the diploid case, with 
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eight genetic effects including dominance and four orders of epistatic interaction. 
In general, different populations may share identical underlying patterns of gene 
action but might exhibit quite distinct patterns in terms of the estimated components 
of variance because of differences in allele frequencies. Furthermore, there is no direct 
relationship between genetic effects and variance components except in special cases. 
For example, additive genetic variance will typically be influenced by dominance ge- 
netic effects as well as additive genetic effects. The special case for a diallelic locus, 
is when allele frequencies are equal. In a similar way, epistatic effects also influence 
additive components of variance. One side effect of this is that it is quite possible 
to have large epistatic effects but small epistatic variance components. As we shall 
see, as well as leading to low power to detect such effects, it should also be clear that 
the parameters estimated in components of variance models are not necessarily good 
guides to the underlying genetic architecture. 
Given this, what utility is there in focusing on components of variance? His- 
torically, classical quantitative genetic models were developed in order to understand 
polygenic inheritance, during a time when an individual's genotype was unobservable. 
Consequently, methods related combined effects of alleles and their interactions, rather 
than individual gene action, to the observable phenotypes. Variance components are 
natural statistics to describe aggregate statistical effects in specific populations. But 
even with modern genotyping technology, components of variance are a meaningful 
metric, relevant to a common goal of research: to answer questions along the lines 
of "how important is this effect? ". Not just how large, or how common, but how im- 
portant, which will typically involve both the magnitude and frequency of an effect. 
At the population level, a common moderate effect may well have far greater impact 
than a rare severe effect. Variance components methods, whilst not a priori able 
to distinguish between these two opposing scenarios, are theoretically able to detect 
either equally. 
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5.2.2 Calculation of epistatic variance components 
Several derivations for the calculation of variance components associated with epistatic 
models are available in the literature (e. g. Tiwari and Elston, 1997a). A simple method 
for the two-locus case is presented in this section. 
Let µijjkl be the two-locus genotypic mean for individuals with alleles ij at locus 1 
and alleles kl at locus 2. Indices i, j, k and I take the values "1" or "2" representing the 
alternate alleles at the diallelic loci; genotypes are unordered. The allele frequencies 
of the "1" allele are pl and p2 for the first and second locus respectively (allele "2" has 
frequency ql =1-p, and q2 =1- p2). The recombination fraction between the two 
loci is 0, typically set at 0.5, to indicate the loci are unlinked loci. Residual variance 
shared between siblings is QS, nonshared residual variance is a2 . If the total variance 
is assumed to be 1, then the total QTL variance is 1- vs -a,. 
The following calculations follow the logic of the haploid example, if not the detail. 
The grand mean is calculated as the weighted sum of all genotypic means, 
µ.. ý.. = PiP 2µH! 11 +pi21ý242P11112 +p1Qzµii122 + ... + 4i4'2µ22122 
and all genotypic means are re-expressed as deviations from this grand mean. 
The marginal genotypic effects are calculated as follows. For the marginal geno- 
typic effect of the "11" genotype at locus 1, the sums of the consistent joint genotypic 
means are weighted by the probability of them occurring conditional on the genotype 
being "11" at locus 1. That is, 
Pill.. = P2 2/41111 + 2M21111112 +q j[111122 
and a similar logic applies to all the other marginal genotypic means, as well as the 
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marginal allelic means. For example, 
P i. 1.. = PipäµiiIii + 2PlP2g2ji11112 + p19'2µ11122 
+qI 21412111 + 2Q1p2g2il12112 + g1q2ji12122 
Considering next the epistatic effects, two of the four additive x additive interactive 
effects, for each pair of alleles between loci, are illustrated below: 
111a1. = µ11111P1P2 + /i11112J 1Q2 + µ12l11Q1p2 + 912112Q1g2 
µ1.12. = µ11112P1P2 + P11122P1g2 + µ12112 12+ µ121229'142 
and for additive x dominance (and dominance x additive) interactions, four of the 
twelve terms are 
µi. 11, =11µ11111 + q1µ12111 
P2.111 = PIA12111 + q1µ22111 
P1111. = P2/ill111 + q2µ11112 
P1112. _ P21211112 + g2/411122 
Having calculated these marginal means, we are in a position to calculate the "devia- 
tion" scores for the different types of interaction, from which the variance components 
are calculated. That is, the following quantities represent the effects of having a par- 
ticular combination of alleles over and above what one would expect without allowing 
for that particular type of interaction, in that population (as they are allele frequency 
dependent, as we saw in the haploid example). They follow a hierarchical pattern, in 
that three-way interactions are considered in the presence of all possible two-way in- 
teractions, and so on. We will call these quantities population interaction deviations. 
For the main effects of alleles, these quantities are labelled a and are equal to the 
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corresponding marginal allelic mean. 2 
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Representing the effects of dominance, (i. e. two-way interactions between alleles 
at the same locus), the population interaction deviations are ry; ýl,,. for the ij genotype 
at the first locus; and 7 Ik1 for the ki genotype at the second locus. 
7111, o= pill.. - 2allo 
'Yisl** = 11121.. - alto - a2lo 
7221oo = 1122.. - 2a210 
'y 11 = u.. 11, - 2ao11 
70012 - /x.. 112 - a011 - a012 
7'00 22 = 11.. 122 - 2a012 
For AxA interaction, Eto1jo is the deviation for the ith allele at locus A and the jth 
allele at locus B. For example, 
Eiolio = µi. 1. - alto - aoll 
610I2G=µ1.12. -alto-aoJ2 
For higher-order epistatic interactions, C11Ik,, is the dominance x additive deviation 
for the ij genotype at locus A and the k allele at locus B. For example, 
flub,, = Phil. - 2µi. R1. - 7ilIoo - 2allo - aoll 
C1112o = µ1112. - 2µ1a2. - Y1iIoo - 2allo - aoIl 
f1211o = P1211. - µ1a1. - µ2a1. -'71200 - alto - a2lo - aoll 
2The notation has changed, so that the dot (. ) symbol is replaced by the o symbol in the notation, 
to represent the fact that these are not marginal means (i. e. typically the dot indicates a weighted 
summation). The diamonds are added in order to make the positional notation clear. 
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Likewise, etolki is the additive x dominance deviation for the kl genotype at locus 
B and the i allele at locus A. Finally, dominance x dominance interactions are 
represented by eijIkt for the ij genotype at locus A and the ki genotype at locus B; 
the first two of the nine terms are: 
Eiilii = ILilp - 2Eiilio - Ill - 4eio11o - ^fiiloo - ry00121 - 2allo - 2aoll 
Eifis = P11112 - Eilpo - Ei1I2o - 2¬10112 
-2E1ollo - 2E10120 -'Y11Ioo - 700112 - 2allo - aoll - ao12 
and the dominance x dominance term for the double-heterozygote is given by 
E12112 - µ12112 - E1211o - E12I2o - E1oJ12 - E2oJ12 - Elollo - Elol2o - ¬2ol1o - E2ol2o 
-712100-ryo*112-all* -a2lo-a0 -a012 
The associated variance components are then calculated as follows 
QÄ1 = 2(p1(a11o)2 + gl(a21o)2) 
QÄ2 = 2(p2(aoI1)2 + g2(ao12)2) 
and = p1(711100)2 + 2p1Q1(7121oo)2 +q (722100)2 
Or2D2 = P2(70o111)2 + 2p2g2(7oo1l2)2 + 42(70022)2 
whilst the epistatic components of variance are 
oÄA = 4(p1P2(Eiolio)2 +pig2(Eiol2o)2 + gip2(f2o110)2 + glq2(e2ol2o)2) 
4Äp = 2(PIA( iilio)2 + 4ip2(Clll2o)2 + 2Pip2g2(e12110)2 
+2g1P2q2(Ei2l2o)2 +pig2(E22110)2 + giq2(E2212o )2) 
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QDA = 2(p2Pi(e1 I1)2 + gspi(e20ll)2 + 2pspigi(flo112)2 
+2g2piqi (E2oli2)2 + pzg2(1610122)2 + g2q2 (E2c 22)2) 
OrD2 
2D= p1p2(E11,11)2 + 2p21p292(E11112)2 + p1g2(E11122)2 
+2p1g1p2(E12111)2 + 4plgip2q2(¬12112)2 + 2p1gi42(612122)2 
+4iP2(ES21ii)2 24iP242(ESa1is)2 + 4i4z(E22122)2 
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Finally, these variance components are standardised; first the total QTL variance 
is calculated as the sum of all eight QTL variance components 
4= 
Qä1 + cL + QD1 + QD2 + QAA + CAD +O2+ 17DD 
and then the QTL variance components are recalculated such that they will sum to 





The components of variance, calculated for a specific epistatic model and set of allele 
frequencies can then be used in determining the expected noncentrality parameter of 
the linkage test, which is solely a function of the variance components. 
Tiwari and Elston (1997a) derived the expected components of variance for quan- 
titative two-locus models, in order to facilitate the exploration of power issues. Using 
a method involving partial derivatives of the population mean (Kojima, 1959), for- 
mulae for calculating the components of variance from a matrix of genotypic means 
and allele frequencies for two unlinked, diallelic loci. The procedure presented above 
provides identical results. Calculating the magnitude of the variance components 
under the true model is only the first step in the assessment of epistasis in QTL link- 
age, however: Tiwari and Elston (1997a) and in following papers (Tiwari and Elston, 
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1997b, 1998) essentially do not go beyond this point. 
5.2.3 Specific models of epistasis 
In order to illustrate the behaviour of the two-locus QTL linkage model, we focus on a 
specific set of models with a limited range of phenotypic means, typically 0 and 1. Li 
and Reich (2000) enumerated and attempted to classify all possible two-locus models 
assuming a binary trait. Although there are 29 = 512 different two-locus models (i. e. 
9 genotypic means, each with 2 possible states) only 50 of the 512 models are unique. 
For example, two models are equivalent if one can be obtained by switching affection 
status for all 9 cells. The current work will focus on 13 two-locus models, Ml to 
M13 as below. Many of these models have been previously examined in the context 
of binary traits (Neuman and Rice, 1992; Schork, 1993). Each matrix of genotypic 
means corresponds to the 9 cells in Table 5.3. 
0 0.5 1001010 
Mi= 0 0.5 1 M2= 001 M3= 010 
0 0.5 1001010 
000 000 000 
M4= 000 M5= 000 M6= 001 
001011011 
000000001 
M7= 001 Ms= 011 M9= 001 
111011110 
1011x0001 
Mio= 010 Mii= 0x M2= 0 0.5 0 
1010x1100 




Models M1 to M3 are single-locus models, included for comparison. M1 is an 
additive single-locus model. Model M2 represents a recessive trait but also a dominant 
trait if `affection status' were reversed. If the frequency of the Al allele is high, then 
it represents a rare recessive disorder, where "1" represents caseness, for example. M3 
could be referred to as a single-locus "interference" model, or "overdominance". 
Model M4 represents complementary gene action for a recessive trait. Alterna- 
tively, with affection status swapped, M4 would represent duplicate gene action for a 
dominant trait. All models will be investigated under a range of allele frequencies, so 
both rare recessive (frequency of "2" alleles low and 1 is "affected") and rare domi- 
nant (frequency of "1" alleles low and 0 is "affected") will be covered. From now on, 
these symmetries will not be noted for the basic models. M5 represents the case of 
dominant x recessive complementary gene action for loci A and B respectively. M6, 
a "threshold" model requires that at least 3 of the "2" alleles are present; which loci 
they originate from is irrelevant. M7 is a "modifying-effects" model in that only a 
slight modification of a single-locus recessive model (locus B) has resulted in epistasis. 
M8 is the dominant x dominant complementary gene action model. M9 is sometimes 
called the "XOR" (exclusive OR) model (and has been implicated in the genetics of 
handedness). 
Models M10 through M13 represent some of the more extreme possible cases of 
epistasis. Mlo is sometimes referred to as the "checkerboard" pattern. Mil represents 
a "balance-imbalance" model of epistasis. The x parameter could either be 0,0.5 
or 1, representing "recessive", "additive" and "dominant" forms of this interaction 
respectively. A similar model, M12, represents the example given by Frankel and 
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Schork (1996) when both loci have equal allele frequency, as we shall review in more 
depth below. In M13 only double heterozygotes are affected, which corresponds to 
only the DxD genetic effect being nonzero. 
The associated QTL variance components and noncentrality parameter {see below) 
are first calculated under the full model including all epistatic terms. Second, the 
apparent variance components under various nested submodels are calculated, along 
with the associated drop in the noncentrality parameter. The apparent variance 
components indicate what we would expect to find if we assumed a certain model 
(i. e. no epistasis) which is different from reality (i. e. epistasis). This will enable 
exploration of model misspecification effects. As the test for epistasis is based on the 
difference in fit between (1) a model with single locus effects and epistatic effects and 
(2) a model with only single locus effects, this procedure also enables us to investigate 
the power of the variance components method to detect epistasis. 
5.3 Epistasis and quantitative trait loci 
Tiwari and Elston (1997b) illustrate how the Haseman-Elston linkage method can be 
adapted to incorporate multiple loci and epistasis. For a single locus, the regression 
coefficient estimates -2(1 - 20)2vÄ where 0 is the recombination fraction between 
marker and trait locus and QÄ is the additive QTL variance. Since the dependent 
variable is the squared mean-corrected sibling trait difference, a significantly nega- 
tive regression slope is taken to be evidence for linkage. No model for the mode of 
inheritance need be specified prior to performing the analysis. 
The two-locus extension considers two unlinked trait loci and two marker loci 
(each one linked to one of the trait loci but also unlinked to each other). At the 
markers, assuming linkage equilibrium between marker and trait locus, as well as 7r 
measured for both loci, fl is the probability of sharing precisely 1 allele IBD at the 
CHAPTER 5. EPISTASIS 210 
first marker and f2 is the probability of sharing 1 allele IBD at the second locus. The 
Haseman-Elston regression is based on 
E(X Ilr1, fi, 7r2, f2) = «+ N1ir1 +, 
62ir2 + Siff + J2f2 
+'yAAlrllr2 + 'YAD lr1 f2 + '/DA,! 1lr2 + 'YDD f1 f2 
The fl and 51 regression coefficients estimate the following quantities (where 'Y; = 
O+ (1 - 0j)' and B; is the QTL-marker recombination fraction for marker-locus pair 
2): 
/3' = 2(1 - 2W1ý[QA1 + QDl + 
(1 
- 2)(QAA + QDAý + (1 - 12)2(QAD + QDD)] 
2W1)2[aD1 + (1 - W2)cDA + (1 -W 2)2aDDJ 
If the second marker is unlinked (T2 = 0.5) and there are no epistatic terms, then #l 
2oÄ. If reduces to the original Haseman-Elston coefficient: 2(1- 21)QÄ = -2(1-20) 
both markers are completely linked to their respective traits (i. e. W1 = XF2 = 1) then 
Nl = -2UÄ1 + QD1) 
/mss = -2(QÄ2 + vD2) 
Sl = Q2 D1 
2 a2 = CD 2 
222 7AA = 2(JA A+0'AD+QDA+UDD) 
22 7AD = QA D+ QDD 
'YDA = er2 2 + UDD 
12 
'YDD = -2 QDD 
The authors note the confounding of epistatic and non-epistatic effects: to quote 
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Tiwari and Elston (1997b): 
"In general, when 412 = 0.5,01 and Si include additional epistatic 
variance terms, so that values of Ql and 61 will be inflated if these variances 
are not zero. However, note that the coefficient of QÄA and QDA are (1- 
2LY1) in the expression for ßl and that of 4D and aDD are 2(1 - 2W1), 
which are smaller in magnitude than their respective coefficients in ryAA if 
T2 = 1. Therefore, these components of epistatic variance may be better 
detected in a two-locus model than a one-locus model, even though they 
are in principle detectable in the latter. " 
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In this case, if epistatic components of variance exist, we would expect YAA and 7DD 
to be significantly below zero, and 7AD and 'YDA to be significantly above zero. The 
significance of the ry coefficients would then provide specific tests for various types 
of epistasis. Chapter 8 presents an alternative formulation of the Haseman-Elston 
regression model incorporating two-locus epistasis. In particular, the new approach is 
more powerful and allows specific tests of individual epistatic variance components. 
5.3.1 QTL variance components linkage model 
Variance components models allow tests for linkage in sibships of any size, incorpo- 
rating additive and dominance effects at QTL. The covariance structure is modelled 
in terms of the proportion of alleles shared identical by descent (IBD) denoted ir and 
the probability of complete IBD sharing, z, at the candidate locus for every sib pair 
in the sibship. Extending the basic model to two interacting loci, trait variance is 
decomposed into eight QTL components and two residual components. Assuming 
random mating, and that the two loci are in linkage equilibrium, the trait variance is 
Var(X) = QA2 
2I+ 
QA2 + QDl + °D2 + QÄA + UAD + ODA + QED + US + QN 
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For convenience, the trait variance is fixed to 1. The expected sibling correlation r 
is a function of components of variance shared between siblings. Under the alternate 
hypothesis of linkage, this sharing will depend on IBD status at both loci, such that 
the expected sibling correlation is 
-2.222 rL = ir1Qäl + 72a 2+ z1QD1 + 
Z2vD2 + 1r17r2O 
4A 
+7riz2o4D + z1fr2QD2 2A+ z1z27DD + Qs 
where the two-locus allele-sharing variables are simply the products of the correspond- 
ing single-locus variables. Under the null, the IBD variables take their expected values 
so the expected sibling correlation is 
22 
TN = E[ *1]QA1 + E[*2JQA2 + E[ iJýD1 + E[22]aD2 
A+ 
E[ 1z2]QAD + E[ 1*2]QDA + E[z1z2]QDD + QS +E[ir1*2]0r2 
where the two-locus allele-sharing expectations also depend on the recombination 
fraction between the two loci. If 0 is the recombination fraction and = 92 + (1- 9)2 
then the joint probabilities of allele-sharing at both loci (0,1 or 2 alleles, counting 
right across columns and down across rows) is given in the 3x3 matrix (Haseman 
and Elston, 1972) 
L2 ýY 1-W 1-WY 2 
4 2 4 
p_ W+ 12 tI+ 1-2W( 1-WY WY 1 W 
2 
2 
1-±2 1- 4,2 
4 2 4 
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which, for unlinked loci (0 = 0.5), reduces to 
111 




16 8 16 
Similarly, eight S matrices define the allele-sharing variables 71, z1,72, z2,7172, iriz2, 
zl7r2 and zlz2. Labelled S1 to S8, each is a3x3 matrix with elements corresponding 
to the 9 joint IBD configurations. 
0 0.5 1 
Si =00.5 1 
0 0.5 1 
000 
S3 = 0.5 0.5 0.5 
111 
000 
S5 =00.25 0.5 




The expected value of allele-sharing variable i is Ej ik ([P]ik x IS; ]ik) 
0 0 1 
S2= 0 0 1 
0 0 1 
0 0 0 
S4= 0 0 0 
1 1 1 
0 0 0 
ss= 0 0 0 
0 0.5 1 
0 0 0 
ss= 0 0 0 
0 0 1 
unlinked loci, this gives 
For two 
OrA1 QA2 QDl QD2 QAA QA2 2 D Q2 QDD 22222 rN =2+2 -} 4+4+48+8 16 
+ vs. 
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5.3.2 Calculation of the noncentrality parameter (NCP) 
Sham et al. (2000b) showed that the power of the QTL linkage test is given by the 
expectation for the noncentrality parameter conditional on the true model parameters. 
For unselected samples, the expected noncentrality parameter of the likelihood ratio 
test is 
AL = E(21nLL) -E(2 In LN) = -E(InIELI) + 1n+EN 
which represents the expected contribution to the likelihood-ratio test statistic from 
each sibship, where EL and EN are the expected covariance matrices under the al- 
ternate and the null respectively. Ignoring a constant that cancels, E(ln JELI) _ 
EM1 p; In IEjI where pi is the probability of the ith of M IBD configurations, for 
which E; is the associated expected covariance matrix. In this present context, all 
the E matrices are 2x2 correlation matrices, so the determinants will have the form 
(1 - r2) where r is the expected sibling correlation. 
If R is a3x3 matrix of correlations conditional on the 9 joint IBD configurations 
R= QA1 ®S1 + QDl ®SZ +a20 S3 + QD2 0 S4 + 
051A®S5+Q2AD®S6+Q2DA®S7+a2DD®S8 
then the expected NCP per sibling pair is 
A= -E(1nIELI)+1nIENI 
22 
([P]zj 1n(1- [R]?. )) + 1n(1- rN) 
i=o J=o 
and the sample NCP is NA where N is the number of pairs. 
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An example 
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As an exä, mple, consider epistatic model M2 where p, = 0.2 and p2 = 0.5 and the loci 
are unlinked; all QTL effects account for 10% of the trait variance. After calculating 
the genetic effects from the matrix of genotypic means and allele frequencies, the 
following standardised components of variance are obtained: 
QÄ1 0.0004 QDl 0.0009 
vA2 0.0632 QD2 0.0316 
aAA 0.0009 4D 0.0004 
UDA 0.0018 QDD 0.0009 
Given that QS = 0.2, the nine expected sibling correlations can be calculated from 
these variance components. For example, the correlation for individuals sharing 1 
allele IBD at locus A and 2 alleles IBD at locus B is 
0.0004 0.0009 0.0004 
2+0.0632 
+ 0.0316 +2+2+0.2 = 0.2956 
which can be seen as the [3,2] element [row, column] of the full matrix of expected 
correlations 
0.2000 0.2002 0.2013 
0.2316 0.2320 0.2342 
0.2947 0.2956 0.3000 
whilst under the null the correlation is 0.2405: 




x 0.0009 + 0.2 = 0.2405 
as the loci are unlinked. Using the IBD configuration probabilities for two unlinked 
loci, the exact NCP per sibling pair can then be calculated (note: rounding the corre- 
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- 0.20022) - 
i61n(1 
- 0.20132) -1 In(1 - 0.23162) 
1 
ln(1- 0.23202) -l ln(1 - 0.23422) -1 ln(1 - 0.29472) -1 In(1 - 0.29562) 48 16 8 
-s ln(1 - 0.30002) + ln(1- 0.24052) 
0.0015 
This value represents the NCP per sib pair. For a sample of 2000 unselected sib pairs, 
therefore, we would expect the full model to have a NCP of 2000 x 0.0015 2.94. 
5.3.3 Approximation 
Sham et al. (2000b) also show that the expected NCP for a sib pair can also be 
approximately expressed in terms of the expected variance of the sib correlation which 
in the present context equals b'Cb where b is a vector of the eight QTL variance 
components and C is the covariance matrix of the two-locus allele-sharing variables 






ELP]kt[st]kt E E{P]ktlsi]kt 
k=0 1=0 k=0 1=0 k=0 1=0 
which for unlinked loci gives 




0 1 8 
1 0 3 
8 16 
0 1 0 3 8 16 
1 1 1 1 
16 16 16 16 64 
1 1 1 3 1 5 
32 16 32 32 16 64 
1 1 3 1 1 3 5 
16 32 32 32 16 64 64 
1 1 3 3 3 7 7 15 
32 32 64 64 64 128 128 256) 
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Expanding the matrix notation, after some algebraic rearrangement, gives the ap- 
proximation to the NCP: 
(%A1ý2 + (L7A2)2 
+ 
3((QD1ý2 + (QD2)2) 
+ 
QA2 222 1QD1 +QA2QD2 
8 16 4 
+S((QAA)2 










3(QD1 + ýD2) 
+ 






+ 2UÄ2 + QD1 + 3ýD2 +3A] 
222 
-f- 
is [2UA1 + QA2 + 30D1 + UD2] 
which is the approximate NCP per sib pair expressed in terms of the true population 
variance components. This illustrates that the power of the linkage test depends upon 
the square of the additive QTL variance. Although epistatic variance components 
contribute to the NCP, their contributions are more greatly attenuated. 
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5.3.4 Apparent variance components under nested submod- 
els 
So far we have only considered the full model NCP under the true parameter values. 
In a test of epistasis, the full model is compared to a nested submodel that includes 
additive effects for both loci but no epistatic components. As mentioned above, given 
values for the variance components under the full model, it is possible to calculate the 
apparent variance components associated with submodels, and thereby calculate the 
submodel fit. This procedure will also allow exploration of the adequacy of single-locus 
approximations, by comparing the single-locus model against the null model. 
Nine submodels are considered, as outlined in Table 5.4. A" symbol indicates that 
the term is estimated in the model, the o symbol that it is fixed to zero. Submod- 
els 1 and 2 include epistatic components; submodels 3 and 4 are two-locus models 
assuming interlocus additivity (no epistasis); submodels 5 to 8 are all single locus 
models, for each locus separately, both with and without a dominance term; sub- 
model 9 represents no QTL effects for either locus. Various likelihood-ratio tests for 
specific components of variance can be constructed. For example, comparing the full 
model against submodel 9 tests for any effect from both QTL; the full model against 
submodel 3 tests for any epistasis; the full model against submodel 2 tests for only 
the higher order forms of epistasis. 
Two separate methods are employed to calculate submodel apparent variance com- 
ponents: a least squares approximation and a full maximum likelihood method. Given 
the vector b of eight variance components under the full model and the 8x8 covari- 
ance matrix of IBD sharing variables, C, the vector of covariances between the 8 IBD 
sharing variables and the mean-centred trait cross-products is d= Cb. The apparent 
components of variance under a submodel, e. g. with the DxD component dropped, 
are bs = (Cs)-lds where CS is a7x7 submatrix of C and ds is a7 element sub- 
vector of d. Although the parameter ors' has zero variance as it is not a fixed effect, 
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Model °A2 1 
2 CD1 2 QA2 2 QD2 QAA 2 QAD aDA QDD °S 0N 2 
Full " " " " " " " " " " 
1 " " " " " " " 0 " " 
2 " " " " " 0 0 0 " " 
3 " " " " 0 0 0 0 " " 
4 " 0 " 0 0 0 0 0 " " 
5 " " 0 0 0 0 0 0 " " 
6 0 0 " " 0 0 0 0 " " 
7 " 0 0 0 0 0 0 0 " " 
8 0 0 " 0 0 0 0 0 " " 
9 0 0 0 0 0 0 0 0 0 0 
Table 5.4: Variance components estimated under the full and nested submodels. 
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and so does not feature in the matrix C, the apparent value of vs can be easily 
calculated by constraining submodels to give the same expected correlation as the 
full model. Alternatively, using maximum likelihood (ML) estimation procedures, the 
various submodels outlined in Table 5.4 can be fitted to the correlational structure 
expected under the full, true model. The two methods give similar results. 
5.4 Results 
Table 5.5 shows the full model expected NCP for all models, at varying allele fre- 
quencies. In all cases the total QTL variance of both loci combined accounts for the 
same proportion of the trait variance (10%). The column "NCP" is the expected 
NCP relative to that expected for model Ml with equal allele frequencies. The single- 
locus model M3 provides the strongest evidence for linkage, almost 1.5 times that of 
the Ml baseline. All full model QTL variance loads onto the single-locus dominance 
components in model M3. Most epistatic models show a marked reduction in the 
total amount of linkage information available. The most extreme epistatic models 
typically result in half the amount of information relative to Ml, even under the full 
model when the epistasis is modelled. The "Drop x" column represents the relative 
reduction in fit when all epistatic terms are constrained. Naturally, the reduction is 
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Model pl, p2 NCP Dro 
1 .5 1.00 . 00 
2 .5 1.06 . 00 
2 .1 1.01 . 00 
2 .9 1.33 . 00 
3 .5 1.49 . 00 
3 .1 1.03 . 00 
4 . 5,. 5 . 48 . 11 
4 . 1, .1 . 51 . 00 
4 . 9, .9 . 45 . 48 
4 . 9, .1 1.09 . 01 
5 . 5, .5 . 69 . 06 
5 . 1, .1 . 91 . 00 
5 . 9, .9 . 61 . 36 
6 . 5,. 5 . 43 . 06 
6 . 1, .1 . 49 . 08 
6 . 9, .9 . 46 . 29 
6 . 1, .9 . 78 . 01 
Model pl, p2 NCP Drop x X 
7 . 5, .5 . 55 . 02 
7 . 1, .1 . 54 . 07 7 . 9, .9 1.01 . 00 
8 . 5, .5 . 51 . 01 
8 . 1, .1 . 66 . 00 
8 . 9, .9 . 54 . 11 8 . 9, .1 . 99 . 00 9 . 5, .5 . 48 . 11 9 . 1, .1 . 51 . 05 9 . 9, .9 . 64 . 00 9 . 1, .9 . 91 . 00 
10 . 5, .5 . 46 . 60 10 . 1, .1 . 49 . 05 111 . 5, .5 . 52 . 13 112 . 5, .5 . 43 . 35 
12 . 5, .5 . 45 . 36 13 . 5, .5 . 54 . 06 
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Table 5.5: Full model NCP per sibship (as a proportion of NCP for model Ml with equal 
allele frequencies). The column "Drop x" gives the relative reduction in fit after dropping 
all epistatic components. For model M11,111 indicates x=0.5 and 112 indicates x=1. 
0 for the non-epistatic models Ml - M3. The relative reduction is also small for most 
other models; models with a lower full model NCP tend to have a greater reduction, 
representing their greater loading of full model epistatic variance components. Power 
to detect epistasis, a function of this reduction, is therefore expected to be low. 
Not all 13 sets of full results will be tabulated in this section (although all tables 
can be easily calculated at http: //statgen. iop. kcl. ac. uk/gpc/epistasis. html). 
An example table is shown in Table 5.6, for model M4 with equal allele frequencies. 
The first ten columns present the QTL and residual variance components under the 
full model and the various submodels. Two additional columns give the percentage 
of the full model NCP retained under the submodels (NCPp) and the percentage of 
variance under the full model that is also estimated in each submodel (VCp). For 
example, if the full model components are 5% AxA variance and 5% DxD variance, 
then VCp would be 50 for submodels 1 and 2 (which still include the AxA term), 
CHAPTER 5. EPISTASIS 221 
Model Al D1 A2 D2 AA AD DA DD S N NCPp VCP 
Full 1.3 0.7 1.3 0.7 2.7 1.3 1.3 0.7 20 70 100 100 
1 1.5 0.5 1.5 0.5 2.0 2.0 2.0 20.0 70.0 100 93 
2 -0.1 0.15 -0.1 1.5 6.1 20.5 70.5 99 67 
3 3.0 1.5 3.0 1.5 18.9 72.0 89 40 
4 4.6 4.6 18.1 72.7 85 27 
5 3.0 1.5 20.8 74.7 44 20 
6 3.0 1.5 20.8 74.7 44 20 
7 4.5 20.5 75.0 42 13 
8 4.5 20.5 75.0 42 13 
9 22.7 77.3 0 0 
Table 5.6: Example results: model M4 with pl = 0.5 p2 = 0.5. 
and 0 for models 3 to 9 (under the full model, the remaining terms do not account 
for any variance). 
For model M4, the QTL variance seems fairly evenly distributed among the dif- 
ferent sources of variance: AxA variance accounts for 2.7% of the trait variance, 
main additive effects at both loci each account for 1.3% of the trait variance. Ex- 
amining submodel 3 (P row) with all epistatic components dropped (which account 
for 60% of the QTL variance - VCp = 40%) there is only a small drop in the NCP 
(NCp = 89%), due to the remaining non-epistatic variance components soaking up 
some of the unmodelled epistatic variance. The additive effects at each locus now 
are estimated at 3%, compared to 1.3% under the true model. Continuing to the 
single-locus submodels 7 and 8, the additive variance for these loci is estimated at 
4.5%. Therefore, if the sample were large enough, these might be detectable despite 
the "true", epistatic nature of the QTL architecture. Conversely, there would be very 
little power to detect the epistatic effect at work here, as the difference in model fit 
between the epistatic and non-epistatic models is artificially small. If the M4 allele 
"2" is common (ql = Q2 = 0.9) then full model epistatic components are nearly zero, 
so the single-locus approximation performs excellently. In contrast, if the "2" allele 
is 
rare (10%), the majority of the QTL variance will be attributable to DxD epistasis. 
In this case, submodel apparent components of variance can be greatly distorted: in 
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Model Al D1 A2 D2 AA AD DA DD S N NCPp VCp 
Full 0.0 0.0 0.0 0.0 5.0 0.0 0.0 5.0 20.0 70.0 100 100 
1 1.3 -1.3 1.3 -1.3 -0.1 5.1 5.1 19.7 70.3 98 50 
2 -2.6 1.3 -2.6 1.3 10.2 21.0 71.5 91 50 
3 2.5 1.3 2.5 1.3 18.4 74.0 64 0 
4 3.8 3.8 17.7 74.6 61 0 
5 2.5 1.3 20.0 76.3 31 0 
6 2.5 1.3 20.0 76.3 31 0 
7 3.8 19.7 76.6 30 0 
8 3.8 19.7 76.6 30 0 
9 21.6 78.4 0 0 
Table 5.7: Model M12 : pl = 0.50 P2 = 0.50. 
submodel 2 both single-locus additive variances are -4.5%, whilst the AxA variance 
component is 10% of trait variance. 
Now we consider the more extreme epistatic model M12 proposed by Frankel and 
Schork (1996). As shown in Table 5.7, there is evidence for linkage: although the 
marginal genotypic means are all equal, the expected correlations conditional on joint 
IBD sharing are not all equal. Rather, the R matrix in this case is 
0.20 0.20 0.20 
0.20 0.21 0.23 
0.20 0.23 0.30 
given that both loci jointly account for 10% of the trait variance. The single-locus 
models recover 30% of the information for linkage, estimating the additive QTL vari- 
ance at just under 4%. 
The other extreme epistatic models demonstrate a similar pattern of results: loci 
are in principle detectable by means of single locus analysis, even if there are no main 
effects of single loci. For model M10, the checkerboard model, there is not any variance 
attributable to single-locus components under the full model: nonetheless, individual 
loci are still detectable using single-locus analysis. 
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5.4.1 Tiwari and Elston (1998) results reconsidered 
For a number of different epistatic models, Tiwari and Elston (1998) examined the 
associated variance components as a function of the allele frequencies of the trait loci. 
The premise for this work was, as mentioned above, that the relative magnitude of 
main versus epistatic effects will directly impact on the utility of single locus versus 
multi-locus approaches. The authors do not, however, evaluate the actual behaviour 
of the two-locus Haseman-Elston model in this paper. 
As in the present work, the authors restrict themselves to two-locus models with 
0/1 means. We shall consider five of these models, which correspond to the current 
models M4 through M8. In the case of a binary trait, the allele frequency at one 
locus will be fixed if the prevalence, penetrance matrix and allele frequency at the 
other locus are specified. Tiwari and Elston (1998) assume a population prevalence, 
k=0.1, and full penetrance, f=1, and give formula for the frequency of the "1" 
allele at the second locus, p2 for the different models. For example, for the model 




In this way, by only altering a single parameter, pl, the variance components under 
different models can be sensibly plotted and compared. Otherwise, altering allele fre- 
quencies without this constraint process would result in different implied prevalences, 
and so the comparison of variance components across the range of allele frequencies 
would not be valid. 
In general, Tiwari and Elston (1998) conclude that for the majority of epistatic 
models they considered, the epistatic variance components could be greater than the 
main effects of either of the two individual loci. Although the population prevalence 
and the specific model of epistasis alter the shapes of variance components curves 
plotted against allele frequency at one locus, overall this pattern holds. The rarer the 
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disease, the more likely for epistatic variance components to be the highest. From this 
they conclude that if a trait is caused by multiple loci and demonstrates epistasis, then 
single-locus linkage approaches are unlikely to have any power, heralding the need for 
two-locus linkage models to be more routinely applied. 
Figure 5.1 extends these results by reproducing the variance components under 
the full model and a non-epistatic submodel; in addition, the expected NCP per 
sib pair under the full and submodel are also plotted. As can be seen, the NCP 
under both single- and two-locus models primarily refletcs the full model proportion 
of additive QTL variance. That is, loci with predominantly epistatic effects will be 
harder to detect whether or not multi-locus methods are applied. Conversely, there 
is no significant loss in power from only considering single-locus models, even when 
the model is epistatic. The middle row of figures (the expected variance components 
under the non-epistatic submodel) show how these are inflated relative to the full 
model - in all cases, the total QTL variance is still nearly 10% (the true value). This 
kind of pattern holds for all other models tested. 
5.5 Summary 
In QTL linkage analysis, additive main effects and epistatic interaction effects are 
partially confounded because the allele-sharing variables that index epistatic and non- 
epistatic effects are correlated: e. g. 7rl is correlated with ir1ir2. As a result, variance 
components under submodels are distorted, with two main implications. First, the 
analysis of a single locus can in fact detect a QTL with no main effect that inter- 
acts epistatically with another (unmeasured) locus. This indicates that single-locus 
approximations may well be adequate even for the most extreme cases of epistasis, 
contrary to the warnings of Frankel and Schork (1996). Second, because the apparent 
variance components in submodels soak up a large proportion of variance attributable 
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to epistatic effects under the full model, power to detect epistasis formally is low. In 
other words, epistasis will be "informally" detected (when estimates of additive vari- 
ance are inflated due to unmodelled epistatic effects) although it is less likely to 
be "formally" detected (where formal detection represents a significant reduction in 
model fit when an effect is dropped). 
In several conditions, the expected variance components under submodels could 
be negative. Although a negative variance is meaningless, the negative estimates 
result from model misspecification. The practice of constraining variance components 
to be positive is not necessarily a desirable one, therefore, in that it might obscure 
the fact that the wrong model is being fit to the data. Because the results relate 
mainly to the variance components under the full model, they should generalise to 
any pedigree type. Similar results were indeed obtained when applying the above 
methods to sibling trios. 
Traditional linkage genome scan approaches are in fact not necessarily precluding 
the detection of purely epistatically interacting loci, whereas association-based meth- 
ods will not have this property. Practically, the ability to estimate all four epistatic 
components of variance in typically-sized samples is very poor. Current results justify 
the inclusion of only an AxA component, if any, in two-locus analysis. Higher-order 
interactions involve increasingly more specific allelic configurations and we expect 
fewer individuals with these specific multi-locus genotypes. DxD epistasis corre- 
sponds only to pairs who share both alleles identical by descent (IBD) at both loci: 
in unselected samples and for two-unlinked loci, we would only expect one-sixteenth 
of pairs to have this IBD configuration. 
Chapter 6 
Population stratification 
This Chapter presents a method for detecting population stratification in samples 
of unrelated individuals for whom a number of unlinked loci have been genotyped. 
A latent class analysis model is applied, in which each latent class corresponds to 
a population stratum. Within strata, Hardy-Weinberg and linkage equilibrium are 
assumed; for the entire sample, the presence of Hardy-Weinberg and/or linkage dis- 
equilibrium across the unlinked loci is indicative of population substructure. For a 
pre-specified number of hypothetical population classes, the method assigns to each 
individual the probability of belonging to each class, which may be used as covariates 
in tests of association to control for stratification effects. Various extensions to the 
basic model are described, including the ability to model admixture. The method is 
implemented in the software L-POP and applied to both real and simulated data. 
6.1 Background 
As mentioned in the Introduction and Chapter 3, related individuals can be used 
to control for population stratification effects, as they are necessarily matched for 
population strata. An alternative approach is to obtain some index of Subpopulation 
membership, if more than one subpopulation indeed exists within a sample. For 
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example, self-reported ethnicity could be used as a covariate in tests of association, 
thereby controlling for stratification. However, there is evidence to suggest that ethnic 
labels are often inaccurate with regards to underlying genetic differences (Wilson et al., 
2001). Furthermore, stratification effects may be subtle and occur within self-reported 
race. However, this is currently a controversial issue (see the discussion of Risch et al. 
(2002) at the end of this Chapter). 
Another possibility is to use individuals' genetic backgrounds to infer the presence 
of population substructure. Individuals can then be classified according to the esti- 
mated population substructure and tests of association can then take this confounding 
factor into account. That is, stratification is only corrected for if it is detected in the 
first instance. 
Two approaches that utilise a sample's genetic background to detect and correct 
for stratification have been suggested, now labelled "genomic control" (e. g. Devlin and 
Roeder (1999)) and "structured association" (e. g. Pritchard et al. (2000), Pritchard 
and Donnelly (2001)). Both approaches require multilocus genotype data from across 
the genome for each individual in the sample. The essence of the genomic control 
approach is that population stratification leads to a systematic "over-dispersion" of 
X2 statistics in the disease-gene association test. Pritchard and Rosenberg (1999) 
proposed a test to assess whether or not the X2 statistics for a collection of unlinked 
marker loci across the genome are actually distributed as a X2 statistic (i. e. and not 
over-dispersed): if they are, then the researcher need not worry about stratification. 
Devlin and Roeder (1999) extended this approach to provide a correction factor for 
tests of association if in fact stratification was detected. Under no stratification, the 
test statistics TN at null, unlinked loci are distributed Xi, whereas in the presence of 
stratification TN/A N Xi. Devlin and Roeder (1999) developed a method to estimate 
the multiplicative inflation factor A which can be used to adjust the statistic at the 
test locus, T (Le T/A -x). 
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The approximation A -- 1+ RFST Ek (fk - gk)2 expresses the expected inflation 
factor in terms of sample size (R is number of cases = number of controls), genetic 
distance between subpopulations (Wright's FST index) and the proportion of cases 
and controls from subpopulation k (fk and gk respectively). For example, for two 
equifrequent subpopulations with FsT = 0.01 for which a disease is twice as common 
in one subpopulation, and for a sample consisting of 1000 cases and 1000 controls, 
then A " 1.5. In other words, under these conditions, the test statistic would be 
150% the size it should be. As association studies utilise larger samples in order to 
detect genes of very small effect, then the consequences of stratification will also be 
proportionally magnified - the samples will have more power to detect stratification 
as a false positive association. Therefore, even if stratification effects are relatively 
subtle, they may still pose a real danger in modern case-control designs. 
Rather than simply estimating a single inflation factor, the structured association 
approach attempts to assign individuals to subpopulations and to test for association 
conditional on subpopulation membership. There are two main classes of structured 
association approaches, which map onto the two main classes of cluster analysis: 
distance-based and model-based methods. Distance-based approaches (e. g. Schork 
et al., 2001) proceed by taking some measure of genetic distance (e. g. Nei (1987); 
Cavalli-Sforza and Edwards (1967); Bowcock et al. (1994)) and some clustering al- 
gorithm (e. g. complete linkage, single linkage, centroid clustering) to find clusters in 
the data. This approach is perhaps complicated by the large number of combinations 
of distance measures and clustering algorithms that could be employed. Also, the 
methods do not provide statistical tests to determine whether or not a given solution 
provides a better or worse fit to the data than any other. 
In contrast, model-based clustering methods allow different solutions to be com- 
pared statistically. A number of methods have recently been published on model-based 
approaches to structured association. Pritchard et al. (2000) developed the STRUCTURE 
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program based on a Bayesian framework and Satten et al. (2001) adopted a latent 
class analysis (LCA) approach within a maximum-likelihood (ML) framework, using 
the E-M algorithm. The present work also adopts a LCA approach similar to Satten 
et al. (2001), albeit with various extensions. Although Bayesian and ML approaches 
differ in the statistical apparatus employed, they share the same underlying model, 
which will be described below. 
Structured association offers certain advantages over the genomic control ap- 
proach. First, any structure in a sample is of intrinsic interest - rather than simply 
computing a single inflation factor, it is far more informative to classify individuals 
into meaningful groups. Structured association can handle multi-allelic markers whilst 
current genomic methods are limited to diallelic markers. Structured association can 
also handle allelic heterogeneity between subpopulations - subpopulation membership 
can be entered as an interaction term as well as a covariate in any subsequent associ- 
ation test. Finally, structured association does not assume that the genetic distance 
between two groups is constant across the genome, unlike genomic controls methods. 
6.2 Method 
A population is assumed to consist of K hidden sub-populations. The basic model 
assumes that each individual belongs to one and only one sub-population, that mat- 
ing occurs randomly within each sub-population and that these sub-populations may 
vary in allele frequencies at loci all across the genome. The aim is to breakdown a 
population that, as a whole, potentially displays Hardy-Weinberg and linkage dise- 
quilibrium across unlinked loci into a number of sub-populations, so that within each 
sub-population there is Hardy-Weinberg and linkage equilibrium. Consider a number 
of unlinked genotyped markers across the genome: in a non-stratified sample, one 
would not expect to observe correlations between these loci (i. e they should be in 
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linkage equilibrium). In a stratified sample, one would not expect to observe cor- 
relations between these loci within subpopulation. In practice, the markers do not 
necessarily need to be completely unlinked: they must be sufficiently distant to be in 
linkage equilibrium within subpopulation (about 1 cM in homogeneous populations). 
The approach is implemented using a latent class analysis model to calculate the 
best-fit number of latent classes (i. e. K>1 is evidence of stratification). For each 
individual, the posterior probabilities of belonging to each latent class conditional on 
genotype data are calculated: these quantities can be used as covariates to control 
for stratification in subsequent association analyses. This model is similar to that 
used by Satten et al. (2001), who also employed some additional statistical methods 
to improve starting values and select solutions. The novel extensions presented in 
this Chapter involve the inclusion of admixture models; additionally, more extensive 
simulation results and consideration of various implementation issues are presented. 
6.2.1 Latent class analysis 
The aim of latent class analysis (LCA, Lazarsfeld and Henry (1968)) is to probabilisti- 
cally assign individuals to class C of K possible classes on the basis of their responses 
to multiple variables. In the present context, each class C corresponds to a potential 
population stratum; individuals' responses correspond to sets of genotypes measured 
on unlinked loci, G. 
The LCA model involves three inter-related sets of probability values P(CjG), 
P(GIC) and P(C). For a specific K, the main values to be estimated are the posterior 
class probabilities P(CIG): the probability that an individual belongs to a subpopu- 
lation conditional on genotypic configuration. The E-M algorithm (Dempster et al., 
1977) is used to iteratively calculate P(CIG) by estimating P(GIC) and P(C). In 
this context, P(GIC) represents class-specific allele frequencies - the probability that 
an individual picked from a certain class has a certain allele at a particular locus. 
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The other set of parameters, P(C), are the prior probabilities of class membership: 
the probability that an individual picked at random belongs to class C irrespective of 
G. For K>1, P(C) represents the mixing proportions of the various classes. Crit- 
ically, P(CIG) are calculated under the assumptions of Hardy-Weinberg and linkage 
equilibrium holding within each class. 
For a given set of P(CIG), P(GIC) and P(C) the likelihood of the sample can 
easily be calculated; the likelihood is used both to determine convergence of the E-M 
algorithm and to assist in the comparison of solutions with different K. Evidence 
for stratification corresponds to the best-fitting solution having K>1. In practice, 
the parameter sets and the corresponding likelihood are assessed for all models from 
K=1 to K= Kmax where Kma.. , may be based on prior knowledge of the sample and 
the quality of the data (sample size, number of loci, etc) but typically has values of 
around 5 or 6. Within reasonable limits discussed below, this method applies equally 
to any number of multi-allelic loci. 
6.2.2 E-M algorithm 
For a sample of N unrelated individuals, the aim is to probabilistically assign each 
individual i to each of K classes. The posterior probability of individual i belonging 
to class j is P(C = jIG; ). The relative frequency in class j of allele k at locus l is 
P(G1 = kIC = j). Note that when G is indexed by an i subscript, it refers to an 
individual's multilocus genotype; when G is indexed by 1, it refers to a single locus in 
the entire population. 
The E-M algorithm proceeds in two steps; the expectation, or E-step, involves 
calculating the values of P(C) and P(GIC) implied by P(CIG); the maximisation, or 
M-step, involves recalculating P(CI G) given the new estimates of P(C) and P(GIC). 
These two steps then iterate until convergence. Prior to iterating the E-M algorithm, 
initial starting values for P(C =j jG; ) are randomly generated with the constraints 
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that P(C =jIG; ) < Kl 1 
for j=1 to j=K-1 and E, P(C =j jG1) = 1. 
Additionally, class-specific allele frequencies are all set at sample allele frequency 
values. More sophisticated starting value schemes are possible, however, and will be 
discussed below. 
E-Step : P(C) and P(GIC) 
On any one algorithm iteration, the count I of individuals in class j of K is 
obtained by summing over all i individuals 
I(C=j)=X: P(C=jIG; )" 
Note that for 0< P(CIG) <1 individuals are probabilistically assigned to classes {i. e. 
counting in fractions of individuals). The allele counts A for each class are calculated 
in an analogous fashion 
A(G1=kIC=j) _>P(C= jjGj) +D12) 
where, for nonmissing allele data, D; 1 is 1 if individual i's first allele at locus l is 
k and otherwise 0; Die is similarly defined for the individual's second allele. For 
missing data at a locus, values are imputed into Di1 and V12 for each possible allele k 
to represent the probability of that allele occurring in that individual, which equals 
P(C =j jG; )P(Gi = kIC = j) where P(G1 = kIC = j) is the estimated class-specific 
allele frequency from the previous E-M iteration (or the starting values on the first 
iteration). 
Having counted the number of individuals in each class Z(C = j) and the number 
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whilst revised class-specific allele frequencies are 
P(G1=kIC=j)=A(G1=kIC=j) 
2Z(C = j) 
as class j contains 21(C = j) chromosomes. 
M-Step : P(CIG) 
In estimating P(CIG), the probability of observing individual i is first calculated 
P(G; ) =E P(C = j) fJ rP(Gi = kip IC= i)P(GI = ki2IC = . 
7) 
jI 
where kil and kit are the two alleles at locus l and r=1 if kil = kit ji. e. homozygous 
genotype) or r=2 if k; l 0 ki2 (i. e. heterozygous genotype). To handle missing data, 
P(G1 = missingI C= j) is defined as 1 and so will not contribute to the product term. 
It is this step that defines the intra-class properties of Hardy-Weinberg and linkage 
equilibrium: within each subpopulation all alleles are assumed to occur independently 
within grid across loci. Therefore, the class-conditional probability of observing an 
individual is simply the product of the relevant class-specific allele frequencies. 
Summing over all classes weighted by the prior class probability then gives the 
overall likelihood of observing that individual, P(G1). Bayes Theorem is applied to 
give the posterior probabilities, in the form 
P(CIG) = 
P(GIC)P(C) 
Ej P(GIC, )P(C, ). 
Therefore, for individual i the posterior probability of belonging to class j is 
P(C=i)fl, rP(GI = kilIC = j)P(GI =ki2IC=j) P(C = 7I Gj) =Ey P(C = j') {J1 TP(G1 = kil IC = j')P(Gj = ki2I C= j') 
whilst the sample log-likelihood on E-M iteration n is An = >= In P(G1). The E-M 
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algorithm converges if I , \,, - an_1 ý falls below some arbitrary tolerance value. Other- 
wise, returning to the E-Step, P(GIC) and P(C) are recounted on the basis of the 
newly-revised estimates of P(GI G). 
6.2.3 AIC model fit criterion 
As well as estimating P(CIG) for K=1,2,... one wants to ask: does a more complex 
model (i. e. higher K) provide a significantly better description of the data? In partic- 
ular, is there evidence of any stratification (i. e. K> 1)? As different solutions involve 
different numbers of unique parameters and are not nested, the Akaike Information 
Criterion (AIC) (Akaike, 1974), defined as minus twice the log-likelihood plus twice 
the number of model parameters, is used to evaluate different models. 
There are K-1 non-redundant parameters in P(C) and E1(K(nj -1)) in P(GIC) 
if locus l has nj alleles. (Posterior class probabilities P(CIG) do not count as separate 
parameters, as these are implied from P(C) and P(GIC). ) The lowest AIC solution 
is the most parsimonious and best-fitting explanation of the data. In the absence of 
any a priori considerations regarding population substructure, only the P(CIG) from 
the K-solution with the lowest AIC should be used as covariates in any subsequent 
association analysis. 
6.2.4 Correction for stratification 
Whereas the approach of Satten et al. (2001) combines the test of association for 
binary disease traits with the detection of stratification, the current approach sepa- 
rates these two aspects of the problem. The simple strategy advocated here is to use 
posterior probabilities P(C = 11G) to P(C =K- 11G) from the best-fit solution 
as covariates in whatever test of association is required. Alternatively, individuals 
can be assigned to discrete classes on the basis of their highest P(CIG) (although 
this can induce a bias if the highest posterior probabilities are not very near 1). In 
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this way, there is no constraint on the type of association test used - the approach 
is applicable to any type of analysis or trait. As mentioned above, it is also easy to 
specify interactions by subpopulation to allow for allelic heterogeneity. 
Whether or not this approach is optimal, as well as the effect of using covariates 
derived from a model where K has been over- or under-estimated, will be explored 
in the future: the rest of this Chapter is concerned with detection of stratification 
rather than correction. Chapter 9 presents two approaches to testing for association 
that use P(CIG) to correct for potential stratification. 
6.2.5 Admixture models 
So far we have assumed a simple population genetic model: K distinct subpopulations 
of varying size that differ in allele frequencies at unlinked markers; also that Hardy- 
Weinberg and linkage equilibrium exist within each subpopulation. A more general 
and realistic model allows for admixture between subpopulations. That is, we may 
wish to characterise as admixed individuals who have descended from two or more 
other subpopulations also seen in the sample, rather than assuming that a further 
distinct class exists. Such a model is potentially more powerful and more revealing of 
hidden population structure. 
Admixture is modelled in terms of a finite number of derived classes (Cr)) that 
represent an admixture of one or more ancestral classes (CA). Considering discrete 
sets of admixture proportions by constraining possible proportions to a 1/r resolution, 
we can enumerate all possible derived classes for a given number of ancestral classes. 
For example, if r=2 and there are 3 ancestral classes, six derived classes are implied. 
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The matrix 
1.00 0.00 0.00 
0.50 0.50 0.00 
0.00 1.00 0.00 
0.50 0.00 0.50 
0.00 0.50 0.50 
0.00 0.00 1.00 
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represents the mixing proportions of the three ancestral classes (columns) in the six 
derived classes (rows). Three of these derived classes are pure in the sense that they 
are derived from only one ancestral class, the other three derived classes are admixed. 
Reading across rows, the elements of O represent the proportion of an individual's 
genome that is derived from each ancestral class. 
E-step : P(GICD) and P(CD) 
Counting individuals, rather than alleles, is still straightforward: individuals are 
counted directly into derived classes. Unlike the allele counts, there are no constraints 
on the expected individual counts of the derived classes in terms of the frequencies 
of the ancestral classes. The prior derived class probabilities are therefore simply 
estimated as P(CD = d) = I(CD = d)/N where I(CD = d) = >; P(CD = djG; ). 
Rather than directly counting alleles into derived classes, the two layers of classes 
must now be considered. Of primary interest are the parameters for the derived 
classes, which correspond to the simple classes considered previously: posterior prob- 
abilities are only calculated for the derived classes, P(CDIG). The presence of the 
ancestral classes effectively places constraints on how the allele-counting step pro- 
ceeds, however. Alleles are counted first into ancestral classes, from which the derived 
class counts are calculated. If a derived class is a 50: 50 admixture of two ancestral 
classes, the derived class allele frequency will be related to the allele frequencies of the 
two ancestral classes, in this case it will be the average. As such, we effectively reduce 
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the number of parameters needed whilst constraining the pattern of allele frequencies 
between derived classes to model admixture. 
In the no-admixture case, fractions of alleles were counted into classes in proportion 
to each individual's P(CIG). For example, if for K=2, individual i with alleles kl 
and k2 at locus 1, has P(C = 11G; ) = 0.75 and P(C = 21G2) =1-0.75 = 0.25, 
then A(G, = kilC = 1) would incremented by 0.75, A(G! = k21C = 1) by 0.75, 
A(G1 = k1I C= 2) by 0.25 and A(G1 = k21 C= 2) by 0.25. However, we cannot count 
alleles into ancestral classes in the same manner for the following reason. For a model 
with two ancestral classes and three derived classes (shown in Figure 6.1) consider 
that for individual i with alleles ki and k2 at locus 1, P(CD = 21G2) = 0.50 where 










Figure 6.1: Ancestral and derived classes. 
Considering allele k1, we can not simply increment the derived class count , A(G! = 
k1ICD = 2) by 0.5 and therefore the ancestral class counts A(G1 = k1ICA = 1) and 
A(G1 = k1 ACA = 2) by 0.25 each. A kl allele belonging to derived class CD =2 does 
not necessarily have an equal probability of having derived from CA =1 as opposed 
to CA = 2. We therefore cannot simply assign fractions of alleles to ancestral classes 
from a derived class in proportion to the known mixing frequencies in O. In fact, the 
probability of ancestral origin will depend upon the allele frequencies of the ancestral 
classes. If P(G1 = k1ICA = 1) is 0.1 whilst P(G1 = k1ICA = 2) is 0.2, it is twice as 
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likely that the allele kl fractionally counted into derived class CD =2 originated from 
ancestral class CA = 2, given that the mixing proportions of CA =1 and CA =2 are 
equal in CD = 2. Of course, we are counting alleles into ancestral classes precisely in 
order to calculate ancestral class allele frequencies: it is sufficient to use the ancestral 
class allele frequencies from the previous E-M iteration as these will converge to the 
true estimates. 
In general, we calculate the expected contribution from ancestral class a of allele 
k conditional on the data and current model estimates as the unit to be used in the 
ancestral class allele count. For individual i, considering allele k at locus 1, we can 
calculate the expected contribution from ancestral class a 
a(Gi = kICA = a, Gi) = EP(CD = djG1) 
[Jd P( kIa)1 {_Gi 
kICA al) d 
where the first sum is over d derived classes. (Note that if Ea, [0]d,, P(Gl = kICA = a') 
equals zero, it can be set to any nonzero number without adverse effect, to avoid 
computational problems. ) 
The sample contribution to the allele k count for ancestral class a is therefore 
A(Gj=kICA=a)a(Gi=kICA=a, G=)(Vii +D; 2) 
which is equivalent to the original allele-counting formula in the case of a "pure" 
derived class where [O]d,, takes only 1 or 0 values as a(GL = kICA = a) will only ever 
equal P(CD = dI G2) or 0. 
Missing data have to be handled slightly differently, however. The contribution to 
the ancestral class count a for each possible allele k, is calculated by summing over 
all derived classes d 
A(Gi = kI CA = a) =E a(G1 = kICA = a, Gi)IE)Ida (Dig + Die) 
id 
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where, as before, for missing alleles Dil = D42 = P(CD = dlGi)P(GI = k1CD = d). 
The ancestral class individual counts can be calculated by simply summing over 
all the k allele counts for any one locus l 
I(CA=a)=L, 1: A(GI = kICA = a)/2 
ik 
Having counted the number of individuals and alleles in each ancestral class, we 
calculate the allele frequencies in the ancestral classes 
P(GI = kICA = a) _ 
A(Gz=k{Ca=a) 
21(CA=a) 
and then finally the derived class allele frequencies which are simply weighted sums 
of the constituent ancestral class allele frequencies 
P(G1 = kI Cd = d) = P(G1 = kICA = a)[e]d4 
a 
M-step : P(CDIG) 
Having calculated the derived class prior probabilities P(CD) and allele frequencies 
P(GICD), the M-step proceeds, for derived classes only, as in the no-admixture case 
described above. 
6.2.6 Fixing individual posterior classes probabilities 
It may sometimes be desirable to allocate individual i to latent classes j, by fixing 
p(C =jIG; ) to 1 and P(C ;j jGt) to 0, rather than estimating these values. This 
procedure allows the likelihood to be calculated for any classification of individuals 
based on external criteria (e. g. self-reported ancestry). Additionally, this procedure 
can be used to "anchor" the solution: for example, if the sample contains a few 
"prototypical" individuals (i. e. those with unambiguous ethnic group information) 
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then these individuals can be fixed to specific classes. This is particularly useful when 
more complex admixture models are specified. 
Although not yet implemented, fixing individuals to classes could also help in 
setting starting values: if the class-specific allele frequency values were based on the 
few fixed class exemplars (instead of every class using the sample allele frequencies), 
this could presumably aid E-M convergence. 
6.2.7 Haploid and X chromosome data 
Although the method above applies to diploid genotypic data, a straightforward mod- 
ification enables the analysis of haploid organisms, or of X chromosome data in males. 
In particular, only one allele at each locus is now counted in the E-step 
A(Gi=kIC=j) => P(C=iIGi)Dl 
and so the class-specific allele frequencies are now 
ý'(Gº=kIC=j)=A(G1=kIC=ý) 
whilst in the M-step, the calculation of P(CIG) becomes 
P(C = 7I Gs) = 
P(C = j) III P(GI = ksi IC = j) 
Ej, P(C = j') II: P(Gz = kci IC = j') 
6.2.8 Genetic outlier detection 
A related goal to detecting subpopulations within a sample is the detection of pop- 
ulation outliers using genetic background information. That is, the sample may be 
relatively homogeneous except for one or two individuals. These individuals would 
not constitute a class by themselves - but it might be of interest to identify such 
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individuals before embarking on any other analyses. A proposed method is first to 
calculate the sample log-likelihood In Lo for K=1. Then, for each individual i, 
the sample log-likelihood In Li is calculated for K=2 but with individual i fixed to 
class 2 (i. e. fix P(C = 21G; ) = 1) and all other individuals fixed to class 1 (i. e. fix 
P(C = 11 G,,, ) =1 for m 54 i). The difference In Li - In L0 is a measure of genetic 
distance and can be inspected to identify genetically outlying individuals. A similar 
approach has recently been proposed by Fisher and Lewis (2001). 
6.2.9 Model diagnostics 
In order to aid the model-fitting process, several diagnostic statistics have been im- 
plemented in L-POP. 
Inter-class genetic distance matrix 
An inter-class genetic distance matrix using Nei's measure of genetic distance (Nei, 
1987) is calculated from the class-specific allele frequencies. Nei's genetic distance 
between two classes, jl and j2, for N loci is calculated 
dxei In 
>I >k [P(Gi = kIC% = jl)P(Gj = kIC = . 
72)] IN 
VEIN=, 
It is especially convenient to apply a multidimensional scaling technique to the dis- 
tance matrix, in order to obtain a visual representation of the class structure. An 
example of such a plot based on real data is given in the section below dealing with 
the Wilson et al dataset. 
Classification entropy 
An `entropy' measure is calculated for each individual, to indicate how well that 
individual has been classified in the final solution. For example, considering the 
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following two individuals, clearly ID1 has been classified with more certainty than 
ID2. 
.. 
Ind P(C = 1jG) P(C = 21G) P(C = 31G) Entropy 
ID 1 0.01 0.00 0.99 0.056 
ID2 0.10 0.30 0.60 0.898 
Entropy for individual i is calculated by summing over all j classes 1 to K: 
- Eý 1 P(C =j 
lG1) In P(C =jlG; ) where P(C =jI Gs) > 0. The measure ranges 
between 0 and 1, where a lower value represents a better classification. 
Locus-specific distances 
Inter-class Nei genetic distances are also calculated for each locus separately. These 
statistics can be useful for identifying which loci are contributing to solutions with 
K>1. Typically, one would expect all loci to contribute approximately equally. In 
cases where only a couple of loci stand out as contributing much more than the others, 
it is worth investigating the positions of these loci - it might be indicative of the loci 
being tightly linked. In this case, at least one of the markers should be removed 
from the dataset. Class-specific locus-specific genetic distances are also calculated 
(i. e. comparing class j against all other classes for that locus). 
6.2.10 Comparing solutions 
An auxiliary utility COMPSOL can be used to compare different solutions from L-POP 
either against each other or an external classification scheme. For each solution, the 
data are partitioned by assigning each individual to a single class based on highest 
posterior probability. A two-way contingency table is constructed for each pair of 
solutions. Inspection of the contingency tables can be useful to see the hierarchical 
structure of the cluster solution. For example, comparing K=2 and K=3 solutions, 
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as shown below, indicates that class "2" in the two-class solution splits into classes 
"2" and "3" in the three-class solution: 
Three classes 
Two classes 123 
1 50 00 
20 25 25 
The adjusted RAND index (Hubert and Arabie, 1985) is a measure of agreement 
specifically designed to compare partitioning schemes of data from clustering methods. 
The adjusted RAND index varies between 0 and 1 (where 0 represents no agreement 
and 1 represents complete agreement) and is calculated 
Eij (2u) 
- 
[Ei (2) Ej n. j) /(n) 
RAND =2 
[E1 (') +E; (ýi) 1 -[Ei( 2)E, (2)Jßc2) 
and is displayed for all pairwise combinations of solutions by COMPSOL. 
6.2.11 Implementation 
The methods described above have been implemented in the computer program 
L-POP'. The program can handle missing genotypic data, autosomal and X chro- 
mosome markers and haploid organisms. Posterior probabilities can be estimated for 
each individual; alternatively, individuals can be fixed to belong to a particular class. 
Options to specify admixed solutions, relax certain assumptions and calculate the 
diagnostic measures mentioned above are incorporated. 
The number of parameters can increase very quickly for "wide" datasets with 
increasing K however: for just 50 SNP markers and K=2 there are 101 parameters, 
and 203 parameters for K=4. For many larger problems (with a large number 
of individuals and/or loci, and especially when K is greater than 2) the maximum- 
1L-POP is available for download from http: //statgen. iop. kcl. ac. uk/lpop/. 
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likelihood approach using the E-M algorithm can suffer from computational problems, 
especially local minima. A feature of L-POP is to automatically restart the algorithm 
with different starting values a user-defined number of times, and to pick the minimum 
of all the repeated converged solutions. An option which could be added in the 
future would be a method to choose more sensible starting values - this should aid 
convergence (see Satten et al. (2001)). 
Additionally, a program was designed to easily simulate simple datasets from a 
number of discrete subpopulations (including admixed classes). In its basic form, the 
L-SIM program requires the number of ancestral classes to be specified, along with 
different groups of loci with a set number of alleles and ancestral-class-specific allele 
frequencies. Samples may then be generated, given the number of derived classes 
required, the number of individuals in each derived class and the mixing proportions 
(matrix O). 
6.2.12 A simple example 
To illustrate the use of the method, consider the following sample of five individuals 
with genotypes for five unlinked markers. All the markers are SNPs with alleles coded 
1 and 2; missing alleles are coded 0. Clearly, this sample is not in Hardy-Weinberg 
or linkage equilibrium. Furthermore, if we assume this population in fact consists 
of a number of subpopulations which are themselves in Hardy-Weinberg and linkage 
equilibrium, it is clear that the first two individuals and the second two individuals 
come from two different populations: in the first subpopulation, the "2" allele does 
not exist, in the second subpopulation, the "1" allele does not exist. We cannot make 
any predictions on the basis of the fifth individual's all-missing data. 
IDI 1/1 1/1 1/1 1/1 1/1 
ID2 1/1 1/1 1/1 1/1 1/1 
ID3 2/2 2/2 2/2 2/2 2/2 
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IN 2/2 2/2 2/2 2/2 2/2 
ID5 0/0 0/0 0/0 0/0 0/0 
Tabulating the AIC for solutions K=1 to K=3 in Table 6.1, we see that 
a two-class solution is favoured as the most parsimonious explanation of the data, 
with the lowest AIC of 27.55. The prior class probabilities are P(C = 1) = 0.5 and 
P(C = 2) = 0.5 for the two classes: the model suggests the sample comprises of two 
distinct, equifrequent subpopulations. 
KI -2LL AIC I P(C = 1) P(C = 2) P(C = 3) 
1 55.45 65.45 1 1.00 
2 5.55 27.55 0.50 0.50 
3 5.55 39.55 0.50 0.28 0.22 
Table 6.1: Basic example results: sample log likelihood, AIC and P(C). 
Examining P(CIG) for this solution indicates how the individuals have been as- 
signed to classes: 
P(C=1IG) P(C=21G) 
ID1 0.00 1.00 
ID2 0.00 1.00 
ID3 1.00 0.00 
ID4 1.00 0.00 
ID5 0.50 0.50 
These values indicate that individuals ID1 and ID2 belong to class "2" with 100% 
certainty, whereas individuals ID3 and IN belong to class "1" also with 100% cer- 
tainty. The posterior probabilities for ID5 are as expected: in the absence of any 
information (i. e. all genotype data missing) the posterior class probabilities will equal 
the prior class probabilities. 
To illustrate the admixture model, consider the following example given below. 
Eye-balling the data would suggest that individuals ID1 and ID2 belong to one class, 
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ID3 and ID4 belong to a second class and ID5 - ID8 represent an intermediate, admixed 

































The best-fit solution does indeed allow for admixture, as shown in Table 6.2. For 
the final row of the table K=2+1 indicates two pure classes with an additional 
admixed class that is a 50: 50 mixture of the first two: this solution has the lowest 
AIC value. The predictions from the K=2+1 solution are identical to the K=3 
solution in this case; the K=2+1 solution is preferred on the grounds of parsimony. 
K -2LL AIC P(C = 1) P(C = 2) P(C = 3) 
1 97.041 107.041 1.0000 
2 69.591 91.591 0.6262 0.3738 
3 58.209 92.209 0.2495 0.5010 0.2495 
2+1 58.209 82.209 0.2495 0.5010 0.2495 
Table 6.2: Example with admixture results: sample log likelihood, AIC and P{C). 
The posterior probabilities P(CIG) for the best-fit solution are 
P(C=1IG) P(C=21G) P(C=31G) 
ID1 0.998 0.002 0.000 
ID2 0.998 0.002 0.000 
ID3 0.000 0.002 0.998 
1D4 0.000 0.002 0.998 
ID5 0.000 1.000 0.000 
ID6 0.000 1.000 0.000 














Number of latent dass. s in solution 
Figure 6.2: Scree-plot of log-likelihood for different LCA solutions: a3 class solution is 
optimal. 
IN 0.000 1.000 0.000 
ID8 0.000 1.000 0.000 
where the second class is fixed to be the admixed class. The class-specific allele 
frequencies for one locus allele (they are the same for the other four loci): 
Class-specific allele frequencies P(GIC) 
1=1 j=1 p(A=11j)= 1.0000 p(A=21j)= 0.0000 
1=1 j=2 p(A=1Ij)= 0.5000 p(A=21j)= 0.5000 
1=1 j=3 p(A=11j)= 0.0000 p(A=21j)= 1.0000 
A slightly more realistic example is considered next: 30 SNPs are simulated for 
1000 individuals. The individuals were sampled from three subpopulations with mix- 
ing frequency 70%, 20% and 10%. Normally-distributed subpopulation-specific ran- 
dom deviations were added to each SNP frequency; the mean of this deviation was 
0.0, the variance was 0.2; frequencies were bounded at 0.001 and 0.999. For exam- 
ple, one of the SNPs simulated had frequencies 0.46,0.36 and 0.54 (frequency of 
allele "1") in each of the subpopulations; another SNP was 0.2,0.18,0.001. The 
best-fitting solution involved 3 latent classes, thereby mirroring the simulated sub- 
population structure. Figure 6.2 shows the log-likelihood under LCA solutions with 
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different numbers of latent classes (i. e. along the x-axis). Having more than 3 latent 
classes does not result in a significantly better fit to the data (based on lowest AIC). 
Under the 3-class solution, the prior probabilities of each latent class were 0.70,0.09 
and 0.21. Using the posterior latent class membership probabilities, only 10 individ- 
uals were misclassified out of the 1000, indicating that the method is able to detect 
this level of population stratification with reasonable accuracy. 
6.3 Basic simulations 
To further explore the properties of the current method, a number of simulations 
were conducted. For example, the ability of similar methods (Pritchard et al., 2000) 
to detect subpopulation structure increase with sample size, number of loci and the 
degree of divergence between populations. The following simulations are exploratory, 
in that only a single replicate was generated for each condition. Although it may 
be desirable to follow-up with more comprehensive simulations which repeat each 
condition a number of times, the current strategy of numerous `overlapping' scenarios 
allows the results to emerge quite clearly. 
Thirteen different conditions were examined. In each condition, five datasets were 
generated, with 10,20,50,100 and 200 marker loci respectively. The different con- 
ditions allow the effect of sample size, number of marker loci and genetic distance 
between subpopulations to be studied as well as other properties of the markers used 
(e. g. number of alleles and the distribution of between-subpopulation allele frequency 
differences). In all cases, two models were applied to the data: K=1 and K=2. 
More complex models are investigated in the `Further simulations' section. 
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Original condition 
250 
The `Original' condition simulated 2000 individuals from two subpopulations (P1 and 
P2i with 1000 individuals from each). All marker loci were diallelic, with an average 
allele frequency of 0.5 and an average between-subpopulation allele frequency differ- 
ence (5) of 0.2. For all markers, one allele had a frequency of 0.4 in Pl and 0.6 in P2. 
The results are given in Table 6.3. 
M AIC(K=1) AIC(K=2) 
10 42246.17 41836.74 
20 84045.18 82888.07 
50 210651.05 205166.63 
100 421364.24 408004.86 

























Table 6.3: Simulation results: 6=0.2; N= 1000 + 1000; `Original'. 
A two-class solution is correctly favoured in all five conditions (the first column M 
is the number of marker loci). In the fourth column AArc = AIC(K = 1)-AIC(K = 
2), so a positive value is evidence for a two-class solution over a one-class solution. 
Even with only 10 markers, this difference is large (409.42). The final four columns 
refer to parameter estimates under the K=2 solution. The P(C) column gives the 
prior class probability for class "1" - in all cases this value is near 0.5 (i. e. as the two 
classes were simulated at equal frequencies), but the estimate increases in precision 
with increasing number of markers. The Correct column gives the proportion of 
individuals correctly classified on a highest posterior probability basis. For example, 
comparing true subpopulation membership and estimated class for these hypothetical 
data: 




2 979 21 
we see that estimated class "2" clearly corresponds to true class "1" and vice versa, so 
the proportion of correctly classified individuals is (992 + 979)/(8 + 992 + 979 + 21) = 
0.9855. In the Table 6.3 the classification rate rises from round 80% to 100% as the 
number of markers increases. That is, although a two-class solution is favoured with 
only 10 markers, the accuracy of the classification is not perfect. However, for such a 
small number of markers, arguably 80% accuracy is acceptable. 
The final two columns give the average posterior probability for belonging to class 
"1" for individuals from subpopulation Pl (7th column) and P2 (8th column). Perfect 
classification would correspond to one of these values being 0 and the other being 1. 
No classification would correspond to both values equalling the prior probability for 
class "1". (Note that the values have been ordered such that the smaller value always 
corresponds to Pl - in practice, whether or not estimated class "1" corresponds to Pl 
or P2 is random and arbitrary. ) As can be seen, with increasing number of markers, 
the separation between the two classes increases - by 100 markers, the classification 
is almost perfect. 
Small sample size 
The `Small' condition was similar to the `Original' condition, except only 100 indi- 
viduals from each subpopulation were generated. 
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M AIC(K=1) AIC(K=2) 
10 4221.94 4192.87 
20 8411.65 8301.43 
50 21124.95 20677.30 
100 42184.07 40930.80 































Table 6.4: Simulation results: E=0.2; N= 100 + 100; `Small'. 
Although a two-class solution is favoured in all cases, the difference in AIC has 
dropped considerably. However, the accuracy of classification has remained approxi- 
mately equal to the `Original' condition. (Note that with the smaller sample size, the 
precision of the classification estimates themselves will be lower). 
Small delta 
The `Delta' condition reduces the genetic distance between the two groups, making 
them less distinct and therefore harder to separate. In this condition, the b value is 
0.1 instead of 0.2 (i. e all markers are simulated using an allele frequency of 0.45 in 
the first subpopulation and 0.55 in the second). 
M AIC(K=1) AIC(K=2) 
10 41562.58 41525.52 
20 83300.39 83227.72 
50 208380.35 207785.38 
100 416906.00 415007.85 































Table 6.5: Simulation results: 6=0.1; N= 1000 + 1000; `Delta'. 
As Table 6.5 shows, this leads to a reduction in the AIC difference, although a 
two-class solution is still consistently favoured. The classification ability of the model 
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also drops under this condition, however. For example, with only 10 markers, the prior 
probability of class "1" is 0.6368 (i. e. it should be 0.5); the posterior probabilities 
are both above 0.5 for Pl and P2 (i. e one should be near 0, the other near 1). Under 
these conditions, around 200 markers are required before classification becomes near- 
perfect. 
Small delta and small sample size 
The next condition combines the `Small' and `Delta' conditions. As shown in Table 
6.6, the evidence for the two-class solution is greatly attenuated, especially with a 
smaller number of markers. With only 10 markers, the model favours a one-class 
solution, and shows no evidence of classifying individuals correctly (it performs at 
chance). 
M AIC(K=1) AIC(K=2) AAIC P(C) Correct P(CIG, Pi) P(CIG, P2) 
10 4242.91 4243.88 -0.97 0.9188 0.5000 0.907926 0.929652 
20 8387.60 8384.85 2.75 0.8302 0.5850 0.756527 0.904170 
50 20981.54 20965.09 16.46 0.4871 0.8000 0.204908 0.769349 
100 41889.19 41805.79 83.40 0.4846 0.8750 0.106652 0.862529 
200 83655.70 83297.84 357.87 0.5178 0.9500 0.065752 0.969784 
Table 6.6: Simulation results: 6=0.1; N= 100 + 100; `Delta-Small'. 
Summarising the last four conditions, it is clear that small sample size has an extra 
deleterious effect when conditions are poor to begin with. That is, the small sample 
size represents 10% of the large sample size. When 6=0.2, the small-sample DAIC 
is also approximately 10% of the large-sample DAIC. For example, for 20 and 200 
markers, it is 9.51% and 9.85% respectively (i. e. 110.22/1157.10 and 2855.87/28984.38 
respectively). However, when the genetic distance between groups is smaller (i. e. 
6=0.1), then the evidence for stratification is proportionally less in the small sample 
compared to the 
large sample: the small-sample DAIC is only 3.77% and 6.59% of the 
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large-sample value, for 20 and 200 markers respectively. 
f 
Unequal deltas 
However, sample size and average 6 value are not the only variables which impact on 
the model's ability to detect stratification and classify individuals. In the `Unequal' 
condition, the subpopulations were simulated with unequal mixing proportions such 
that one class formed a minority, the other a majority, rather than the 50: 50 balance 
previously used. In this condition, although the overall sample size was held constant 
(2000), 250 individuals were simulated from the first class, 1750 individuals were 
simulated from the second. 
M AIC(K=1) AIC(K=2) 
10 41492.66 41357.85 
20 82927.70 82454.35 
50 206915.92 204664.96 
100 413090.41 407500.63 































Table 6.7: Simulation results: 8=0.2; N= 250 + 1750; `Unequal'. 
Compared to the `Original' condition, there has been some reduction in the /Atc 
values, and the classification ability has been affected also. Two values are given in 
the Correct column for this model - the first is the value calculated as above, the 
second value in parentheses represents the proportion of the minority subpopulation 
correctly assigned. For example, for the 10 marker condition, the relationship between 
true and estimated class was 
Estimated 
True 112 
11 142 108 
21 1713 37 
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where the overall correct classification is 0.911. Of course, this value is artificially high 
purely because most individuals will by chance fall in the majority class. However, 
of the individuals from the minority subpopulation, only 108 of 250 are correctly 
classified (i. e. estimated class "1" corresponds to the true majority class "2", so only 
108 individuals have been placed in a separate estimated class). 
Average absolute allele frequency 
The next `Absolute' condition investigated the effect of average allele frequency: keep- 
ing S fixed at 0.2, the allele frequencies were simulated at 0.2 and 0.4 for the two 
subpopulations rather than 0.4 and 0.6. 
M AIC(K=1) AIC(K=2) 
10 37761.36 37182.45 
20 75582.62 73797.11 
50 189000.59 182185.75 
100 378307.88 361713.48 































Table 6.8: Simulation results: 6=0.2; N= 1000 + 1000; `Absolute'. 
As shown in Table 6.8, there does not appear to be any great effect of absolute 
allele frequency, compared to the `Original' condition, at least under these conditions. 
However, this does not address the issue of whether or not rare alleles are, in practice, 
more or less likely to show differences between different ethnic groups. Rare alleles are 
subject to greater fluctuation in frequency due to genetic drift than common alleles, 
and so may be expected to show greater between-population differences. In fact, 
recent studies looking at SNP 
frequencies in different races have concluded that less 
frequent SNPs are more likely to be specific to one or two races (Cargil et al., 1999; 
Halushka et al., 1999). 
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Of course, the average 8 value across a set of markers does not capture all the infor- 
mation about allele frequency differences between two groups. In this `Splitl' and the 
subsequent `Split2' conditions, the impact of the distribution of frequency differences 
was examined, whilst keeping the average 8 value constant. In the `Splitl' condition, 
half the markers were simulated to show no difference between groups (i. e. 6=0, 
both groups simulated using 0.5 allele frequency) and half the markers were simulated 
using an exaggerated allele frequency difference (S = 0.4, groups simulated using 0.7 
and 0.3 allele frequencies). In this way, the average between group distance was still 
6=0.2. 
M AIC(K=1) AIC(K=2) 
10 42733.35 41391.74 
20 85379.88 81340.43 
50 213480.61 200146.46 
100 427191.42 397422.33 































Table 6.9: Simulation results: 6=0.4,6 = 0.0 (average 5=0.2); N= 1000 + 1000; `Splitl'. 
As Table 6.9 shows, the pattern of allele frequency differences gives greater power 
to detect stratification and better classification rates also. With only 50 markers (25 
of which show no between-subpopulation differences) near-perfect classification can 
be achieved. 
Heterogeneous delta: Split2 
The `Split2' condition represents a more extreme version of the `Splitl' condition. 
Rather than splitting the markers into two equal-sized groups, three-quarters of them 
were set to show no differences with only the remaining quarter showing an increased 
b of 0.8 (i. e. allele frequencies 0.1 and 0.9). (For the 10 marker condition, 2 markers 
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had 5=0.8, one marker 8=0.4 and seven markers 8=0; similarly for the 50 marker 
condition). In this way, the average 5 value is still 0.2 in all conditions. 
M AIC(K=1) AIC(K=2) 
10 43524.73 39520.60 
20 87332.47 75225.10 
50 218625.59 185358.81 
100 438149.44 367002.43 































Table 6.10: Simulation results: 5=0.8,6 = 0.0 (average ö=0.2); N= 1000+1000; `Split2'. 
As Table 6.10 shows, this more extreme split results in even better ability to detect 
and characterise subpopulation structure, despite the fact that the majority of loci 
do not show any allele frequency differences between groups at all. This means that 
a few well-selected markers with large between-group variation might be all that are 
needed to accurately distinguish between the major ethnic groups. 
Multi-allelic markers 
All previous simulations have been for a diallelic locus: the method is equally appli- 
cable to multi-allelic markers however. AS value of 0.2 corresponds to FST = 0.04 
when the average allele frequency is 0.5. That is, the average expected heterozygosity 
within each subpopulation is (1 - 0.62 -0.42)+(1 - 0.42 -0.6 2)/2 = 0.48 and the 
expected heterozygosity across all populations based on the average allele frequencies 
is 1-0.52-0.5 2=0.50 and so FS _ (0.50 - 0.48)/0.50 = 0.04. In this `Multi' 
condition, the performance of using multi-allelic markers with comparable FST values 
was examined. 
For two populations, the following allele frequency values were used to simulate 
the markers for the two subpopulations, to give a FST value of approximately 0.04. 
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Allele Pl frequency P2 frequency 
1 0.36000 0.14000 
2 0.19625 0.30375 
3 0.30375 0.19625 
4 0.14000 0.36000 
As shown in Table 6.11, performance is worse under these conditions, especially 
for smaller numbers of markers, presumably due to the average between-population 
allele frequency differences being smaller. 
M AIC(K=1) AIC(K=2) 
10 86594.06 86568.06 
20 173601.49 173367.48 
50 433520.75 432466.83 
100 866661.64 863705.48 































Table 6.11: Simulation results: Multi-allelic locus, FST 0.04; N= 1000 + 1000; `Multi'. 
Multi-allelic markers with rare alleles 
In the `Multi-Absolute' condition, a different set of allele frequencies were employed 
but with a similar FST value (0.04). The critical factor in this condition is that some 
of the subpopulation-specific allele frequencies were set to 0: 
Allele Pl frequency P2 frequency 
1 0.2305 0.0000 
2 0.3695 0.4000 
3 0.4000 0.3695 
4 0.0000 0.2305 
Table 6.12 shows a markedly different set of results: there is a massive increase in 
the ability to select a two-class solution and classification is essentially perfect with 
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only 10 markers. In the `Multi' condition the average difference in allele frequency 
between subpopulations was 0.16375; in this `Multi-Absolute' condition the average 
difference is even smaller, only 0.1305. It would appear that the presence of allele 
frequencies of 0 allows the model to easily distinguish between classes. 
M AIC(K=1) AIC(K=2) 
10 89910.59 70606.83 
20 180264.36 138570.70 
50 450743.85 342265.07 
100 901954.54 681723.89 































Table 6.12: Simulation results: Multi-allelic locus, FST 0.04; N= 1000 + 1000; 'Multi- 
Absolute'. 
Multi-allelic markers with heterogeneous deltas 
In this `Multi-Split' condition, the three different types of multi-allelic marker used 
above are combined. Markers with allele frequencies corresponding to the `Multi- 
Absolute' condition are labelled `Type I' markers. Markers with allele frequencies 
corresponding to the `Multi' condition are labelled `Type II'. Finally, markers with 
four equifrequent alleles (i. e. 0.25 in both subpopulations) are labelled `Type III' 
markers. 
In all of the five conditions below, only 2 markers are of Type I, 2 are of Type II 
and the remaining M-4 are of Type III. That is, unlike all previous scenarios, where 
we would expect increasing information with increasing M, only the uninformative 
marker count rises with M in this condition. In all five cases, there are only four out 
of M markers that show any difference between subpopulations: when M= 200 there 
are 196 markers which should not contribute anything except noise. 
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M AIC(K=1) AIC(K=2) 
10 88996.31 86962.74 
20 179469.67 177378.55 
50 449965.40 447953.09 
100 900749.76 898875.57 































Table 6.13: Simulation results: Multi-allelic locus (see text); N= 1000+1000; `Multi-Split'. 
The results are shown in Table 6.13: in all cases a two class solution is selected, 
with large AIC differences, although this decreases with increasing M. The classi- 
fication ability of the model remains roughly constant over the different M, with a 
Correct value of around 0.95 and posterior probabilities around 0.05 and 0.95. This 
performance is roughly equivalent to the `Original' condition with 50 markers - despite 
the fact that only four markers will be contributing to the solution. 
Utilising the diagnostic output features of L-POP, the inter-class locus-specific ge- 
netic distances are tabulated for M= 10, showing clearly the relative contribution to 
the solution: 




1 I 0.6193 
2 I 0.6177 
3 II 0.0721 
4 II 0.0965 
5 III 0.0121 
6 III 0.0139 
7 III 0.0216 
8 III 0.0301 
9 III 0.0241 
10 III 0.0324 
Null 
The final two conditions examine performance under the null - that is, when there 
are no true allele frequency differences between subpopulations at any of the markers. 
Although the two groups are simulated separately, there are no genetic differences 
between them, so one would expect a single-class solution in all cases. As shown in 
Table 6.14, this is not necessarily the case, however. In fact, in three out of the five 
simulations, there was evidence for a two-class solution, although this was quite slight, 
compared to the previous AIC differences obtained. 
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M AIC(K=1) AIC(K=2) AAfc P(C) P(CIG, PI) P(C{G, P2) 
10 41662.92 41660.40 2.51 0.9894 0.991165 0.987602 
20 83211.92 83228.41 -16.49 0.5133 0.506697 0.519974 
50 208009.38 208005.18 4.20 0.0453 0.043741 0.046724 
100 415331.93 415323.05 8.88 0.0348 0.038148 0.031432 
200 831492.11 831513.77 -21.66 0.1422 0.144411 0.139872 
Table 6.14: Simulation results: 5=0.0; N= 1000 + 1000; `Null'. 
As expected, the P(C) values (calculated under a two-class solution) are quite 
meaningless - what is significant is that the PI and P2 posterior probability values 
are both similar to this value. (Of course, in practice, one would not be aware of the 
Pl versus P2 distinction. ) When the model favours a two-class solution, it appears 
that one of the classes is very small (around 2-4% of the sample). 
This suggests that the AIC may have a tendency to over-estimate the true value 
of K. Further work will be required to investigate the conditions under which the 
null model is retained, and also the possible use of metrics other than AIC to evaluate 
model-fit. 
Null, small sample size 
The final `Null-Small' condition simulates under the null but with the smaller (N = 
200) sample size. Results appear to be similar to the `Null' condition above. 
M AIC(K=1) AIC(K=2) AAIC P(C) P(CIG, Pi) P(CIG, P2) 
10 4212.41 4211.64 0.77 0.1756 0.174555 0.176442 
20 8415.88 8410.18 5.70 0.8743 0.853575 0.895092 
50 20908.33 20908.20 0.13 0.8181 0.794096 0.842226 
100 41760.40 41791.45 -31.05 0.5517 0.553208 0.550276 
200 83470.00 83518.94 -48.94 0.5320 0.537758 0.526349 
Table 6.15: Simulation results: 6=0.0; N= 100 + 100; `Null-Small'. 
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Figure 6.3: Simulations result: OAJC for different models. 
In all cases, the AIC difference appears to increase with increasing number of 
markers in a roughly linear manner. The `Split' conditions resulted in increased ability 
to detect the two-class solution; using multi-allelic markers with allele frequencies as 
in the `Multi-Absolute' condition had the greatest impact (note: the line goes off 
the scale). As expected, decreasing the number of markers, genetic distance between 
groups and sample size all result in reduced AIC differences. 
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Figure 6.4: Simulation results: DAIC for different models, reduced scale. 
Figure 6.4 plots the same information, but changes the scale of the y-axis as 
appropriate for the conditions with little or no AIC difference. Although there is 
a trend for the AIC difference to become negative under the `Null' conditions (and 
therefore represent aK=1 solution) this is not as striking as the performance 
under the alternative. This plot also shows the poor performance of the `Delta-Small' 
condition with fewer than 100 markers. 
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Figure 6.5: Simulation results: Correct for different models. 
Finally, Figure 6.5 plots the classification accuracy rate for the different conditions 
by increasing M. Note that the line for the `Multi-Split' condition is flat, as expected, 
as the number of informative markers does not increase with M. In most conditions, 
performance is acceptable with around 50 markers (above 95% accuracy) and near- 
perfect with around 200 markers. 
6.4 Further simulations 
6.4.1 Many subpopulations 
All the previous datasets were simulated under a two-class (or as a homogeneous) 
model. In this section, samples with 
five different subpopulations are simulated. In 
. _. -- ----------- ----- 
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the first instance, 1000 individuals (200 from each subpopulation) were generated 
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with 50 SNP markers. The marker allele frequencies were taken from 5 sets (i. e. 10 
markers per set). The allele frequencies for the "1" allele in the five classes are listed 
for the five sets of markers, A-E: 
Set P(GIC =1) P(GIC = 2) P(GIC = 3) P(GIC = 4) P(GIC = 5) 
A 0.6 0.4 0.4 0.4 0.6 
B 0.4 0.6 0.4 0.6 0.4 
C 0.4 0.4 0.6 0.4 0.4 
D 0.6 0.6 0.4 0.4 0.4 
E 0.4 0.4 0.4 0.6 0.6 
The sample was analysed for solutions K=1 to K=7: on the basis of lowest 
AIC, the K=7 solution was the best-fit: 
K=1 K=2 K=3 K=4 K=5 K=6 K=7 
104975.92 104516.51 104176.67 103861.84 103787.81 103779.09 103773.09 
As can be seen, there is very little different in AIC between the K=5, K=6 and 
K=7 models. In fact, plotting the AIC by K reveals a `scree-plot' pattern, which 
gives support for the K=5 solution (i. e. after this point the AIC `levels off'). Two 
independent simulations are shown: although the mean AIC level is different, both 
show similar profiles. 













Figure 6.6: Simulations results: AIC plot by K for data with 5 subpopulations (for two 
independent datasets). 
Examining the contingency table between the K=5 solution and true subpopula- 
tion membership, there is a clear association between the estimated and true structure, 




1 20 154 11 3 12 
2 153 14 8 21 4 
3 9 9 159 7 16 
4 12 17 140 40 
5 1 23 8 16 152 
The K=6 and K=7 solutions appear to have picked off a small number of outlying 
individuals to form new classes: tabulating the prior class probabilities for the seven 
solutions shows that the K=6 and K=7 solutions look quite similar to the K=5 
solution: 
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K P(C) --ý 
1 1.0000 
2 0.4034 0.5966 
3 0.2173 0.4769 0.3057 
4 0.3074 0.3023 0.2111 0.1791 
5 0.2007 0.1946 0.1929 0.1835 0.2283 
6 0.0263 0.1796 0.2222 0.1894 0.1959 0.1866 
7 0.0278 0.0605 0.2262 0.1854 0.1112 0.2007 0.1881 
Repeating with 100 loci instead of 50, produces a similar result: K is still over- 
estimated (a 6-class solution is favoured in this case). The characteristic scree-plot 
feature is still present (Figure 6.7 - again, two independent simulations show similar 
profiles). More investigation is needed to determine whether inspection of a scree-plot 













Figure 6.7: Simulation results: AIC plot by K for data with 5 subpopulations, 100 loci. 
Classification performance under the 5-class solution with 100 loci has improved 
a little, as the contingency table shows: 
231567 
K 




10 194 132 
2 17 27 154 02 
32423 189 
4 184 06 10 0 
52 10 1 186 1 
Of course, these simulations have not explored the different effects of marker type, 
genetic distance between group, etc, which where illustrated above. Whilst there is no 
reason to suspect that the impact of these factors would be any different when dealing 
with, say, 5 instead of 2 subpopulations, it does highlight the fact that the conditions 
chosen for the 5-subpopulation simulations are somewhat arbitrary - whether or not 
the conditions reflect what we might expect to find in practice is uncertain. The real- 
data applications shown below, however, do suggest that this approach can work well 
detect multiple subpopulations in a sample, as long as sufficient markers are typed. 
6.4.2 Admixed subpopulations 
This section illustrates the application of an admixed class model. Ninety SNP mark- 
ers were simulated in 3 sets of 30 with the following ancestral-class-specific allele 
frequencies: 
Set P(GICA = 1) P(GICA = 2) P(GI CA = 3) 
A 0.6 0.4 0.4 
B 0.4 0.6 0.4 
C 0.4 0.4 0.6 
CHAPTER 6. POPULATION STRATIFICATION 270 
From the 3 ancestral classes, 5 derived classes were generated, each with 200 individ- 
uals. The matrix of admixture proportions was 
1.00 0.00 0.00 
0.00 1.00 0.00 
o= 0.00 0.00 1.00 
0.50 0.00 0.50 
0.50 0.50 0.00 
which specifies 3 pure classes and two admixed classes. Both derived classes were 
simple 50: 50 admixtures of two ancestral classes. 
The AIC is tabulated below for a number of different solutions: no-admixture 
solutions K=1 to K=4 and 3 admixed solutions. Solution K=2+1 represents 
2 ancestral classes, 2 pure derived classes, one 50: 50 admixed derived class. Solution 
K= 2+3 represents 2 ancestral classes, 2 pure derived classes and 3 admixed derived 
classes (25: 75,50: 50 and 75: 25 admixtures). Solution K= 3+3 represents 3 ancestral 
classes and 3 derived classes (i. e. the 3 50: 50 admixture pairs between the 3 ancestral 
classes). The AIC values were: 
K=1 K=2 K=3 K=4 K=2+1 K=2+3 K=3+3 
188218.57 187112.51 186250.69 186238.38 187099.59 187101.96 186197.03 
As expected, the K=3+3 solution provided the best fit. The P(C) for this solution 
are (with the admixture proportions also shown): 
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CD P(CD) Admixture proportions 
1 0.1920 1.0 0.0 0.0 
2 0.1744 0.5 0.5 0.0 
3 0.2229 0.0 1.0 0.0 
4 0.0086 0.5 0.0 0.5 
5 0.2096 0.0 0.5 0.5 
6 0.1926 0.0 0.0 1.0 
Note that only two of the admixed classes have sizeable P(C) - derived class 4 is 
essentially empty and unnecessary, as expected. Although L-POP provides an auto- 
matic function to generate all possible admixture pairs, it is also possible to manually 
specify the O matrix. If the analysis is repeated, dropping the derived class 4, then 
the AIC is lower still (186195.21) because there are fewer parameters in this model. 
Inspecting the contingency table of the estimated best-fit solution and true sub- 
population membership reveals reasonable classification performance. Note that esti- 
mated classes "2" and "5" represent the admixed classes (i. e. corresponding to true 
classes "4" and "5"). Estimated class "4" is dropped. 
Estimated 
True 12356 
109 172 19 0 
2 172 27 100 
3511 31 162 
41 18 21 133 27 
5 22 113 35 28 2 
Figure 6.8 shows the multidimensional scaling plot from the best-fit solution (with 
class 4 dropped). The admixed classes have been shaded in gray: note how these are 
halfway between the pure classes they are an admixture of. The three pure classes 
are equidistant, 
forming a triangle. If derived class 4 had of featured in the solution, 
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it would appear halfway between classes "1" and "6". (Remember that the estimated 
class labels are arbitrary, e. g. estimated class "5" corresponds to true class "4", 
which is an admixture of true classes "1" and "3", or estimated classes "3" and "6". 






Figure 6.8: Simulation results: Multidimensional scaling plot for simulated dataset with 
admixture. 
More work is needed to determine the utility of the admixture approach. One dif- 
ference between STRUCTURE and L-POP is that the former allows continuously varying 
admixture proportions to be estimated for each individual. This is not possible within 
a LCA framework 
(i. e. there must be a finite number of classes, which would not be 
the case if every individual could have unique admixture proportions). In reality, 
allowing for a resolution of up to 
25% admixture is probably satisfactory. This re- 
solves ancestry 
down to the grandparental level (i. e 25: 75, or 25: 25: 50). One approach 
would be to run a model with all possible admixture combinations at the 25% 
level, 
and then drop the admixed classes 
that have P(C) below some threshold (i. e. as for 
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the example above, where derived class 4 was dropped). The analysis of the Wilson 
et al data reported below illustrates an real-life example of admixed subpopulations. 
6.4.3 The Hardy-Weinberg equilibrium assumption 
Population stratification is not the only cause of Hardy-Weinberg disequilibrium, as 
mentioned above. One other potentially common cause is selective genotyping error. 
Consider the scenario in which heterozygous individuals are more likely to have a 
missing genotype, as can in practice happen. This loss of heterozygosity is not likely 
to lead to spurious association - but might it lead to "spurious stratification". That 
is, the current method might take HWD due to missing heterozygous genotypes as 
evidence of stratification and therefore favour a spurious K>1 solution. 
This possibility was investigated by simulation: 10 replicate homogeneous datasets 
of 400 individuals and 40 SNPs (equal allele frequencies) were simulated. Heterozy- 
gotes were designated missing at probability 0%, 25%, 50% and 75%. Therefore, in 
the last (unrealistically extreme) condition (75% missing) substantial deviations from 
HWE were observed. 
The data were analysed for K=1 and K=2 solutions in the standard manner. 
The approach was also modified to allow L-P0P to relax the within-class HWE assump- 
tion, by treating genotypes as the unit of response rather than alleles (i. e. equivalent 
to assuming all individuals to be haploid and that each genotype is a unique allele). 
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AIC(K = 1) - AIC(K = 2) 
Missing A1A2 HWE assumed HWE relaxed 
0% -72.63 -68.01 
25% -52.25 -60.78 
50% 13.41 -69.79 
75% 119.76 -72.55 
Table 6.16: The impact of selective genotyping failure: relaxing the within-class HWE 
assumption. 
As Table 6.16 illustrates, a large percentage of the heterozygotes must be missing in 
order to favour a two-class solution (i. e. positive values of AIC(K = 1)-AIC(K = 2)) 
- it is very unlikely that this level of genotyping failure would occur in practice for 
all markers. Also, the specification of equal allele frequencies represents a `worst-case 
scenario' (i. e it gives the highest possible frequency of heterozygotes). Furthermore, 
when the option to relax the within-class HWE assumption was implemented, the 
AIC difference remained invariant to the marker HWD. 
In summary, it is unlikely that failure to genotype heterozygotes could generate 
spurious evidence for stratification. In any case, the method can relax this assumption. 
Most of the signal for stratification comes from LD rather than HWD, and so, most 
probably, little information will be lost even in the presence of true stratification when 
relaxing the HWE assumption. 
6.5 Data applications 
6.5.1 Satten et at data 
Satten et al. (2001) applied their LCA method to a simulated dataset based on allele 
frequencies for 12 multi-allelic short tandem repeat (STR) loci in Argentinian and 
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Native American samples, successfully recovering the simulated class structure. This 
section reports the attempt to replicate this results using L-POP. 
Table 6.17 gives the allele frequencies used to simulate the sample of 250 indi- 
viduals. The four populations were simulated in the ratio 1: 1: 1: 7. Running L-POP 
for K=1 to K=5, the best-fit solution on the basis of AIC was for K=4 (the 
AIC values for the five solutions were 14151.288,12702.709,12205.923,11971.869 
and 12023.728 for K=1 to K=5 respectively). In fact, this solution perfectly 
recovered the simulated population substructure: the four prior class probabilities 
were exactly 0.1,0.1,0.1 and 0.7 and all posterior probabilities were either 0 or 1 (to 
four decimal places), with the individuals correctly grouped according to simulated 
population. Table 6.17 also shows the locus-specific genetic distances (in parentheses 
under the locus name), which is an index of the informativeness of that marker in the 
final solution. These values are mostly quite high reflecting the substantial degree 
of among-class variation in allele frequency. This seems a particularly easy problem 
mirroring the previous `Multi-Absolute' simulation. These results suggest the utility 
of using highly polymorphic loci, which are likely to have allele frequencies of 0 in 
some subpopulations. 
6.5.2 Pritchard et al data 
Simulated data used in Pritchard and Donnelly (2001) to assess the performance of 
structured association as compared to genomic control was obtained from the author 
and analysed using L-POP. Although Pritchard and Donnelly (2001) also looked at 
the behaviour of the correction for stratification in a case-control test of association, 
this section limits the analyses to the detection of stratification only. 
Pritchard and Donnelly (2001) drew individuals from three distinct populations, at 
fixed frequencies 116,117 and 167. The subpopulation allele frequencies were modelled 
using the Balding and 
Nichols (1995) model, in which the allele frequency at locus l in 




Mapuche Tehuelche Wichi 
FABP 0.589 0.683 0.732 0.485 
(0.408) 0.110 0.058 0.107 0.162 
0.300 0.260 0.161 0.353 
CSF1PO 0.33 0.266 0.339 0.226 
(0.383) 0.313 0.282 0.232 0.194 
0.298 0.367 0.411 0.581 
0.059 0.085 0.018 0.000 
D6S366 0.082 0.091 0.143 0.000 
(0.597) 0.204 0.114 0.071 0.000 
0.277 0.341 0.446 0.557 
0.119 0.136 0.036 0.086 
0.091 0.125 0.036 0.029 
0.183 0.159 0.143 0.200 
0.028 0.011 0.018 0.071 
0.015 0.023 0.107 0.057 
F13A 0.151 0.222 0.357 0.173 
(0.421) 0.060 0.122 0.125 0.077 
0.202 0.122 0.054 0.346 
0.209 0.178 0.143 0.115 
0.325 0.344 0.304 0.288 
0.053 0.111 0.017 0.000 
FES 0.260 0.170 0.143 0.257 
(0.486) 0.420 0.500 0.714 0.543 
0.247 0.284 0.107 0.043 
0.073 0.045 0.036 0.157 
TH01 0.233 0.526 0.286 0.132 
(0.610) 0.250 0.298 0.429 0.721 
0.105 0.088 0.018 0.000 
0.185 0.026 0.089 0.015 
0.226 0.140 0.179 0.132 
HPRTB 0.032 0.000 0.000 0.000 
(0.722) 0.179 0.032 0.091 0.000 
0.317 0.323 0.227 0.357 
0.285 0.403 0.591 0.167 
0.137 0.242 0.091 0.357 
0.050 0.000 0.000 0.119 
vWA 0.063 0.096 0.036 0.014 
(0.593) 0.099 0.077 0.054 0.014 
0.294 0.577 0.429 0.514 
0.297 0.125 0.214 0.343 
0.246 0.212 0.268 0.114 
D13S317 0.090 0.020 0.000 0.000 
(0.560) 0.160 0.240 0.150 0.464 
0.060 0.070 0.050 0.179 
0.290 0.120 0.150 0.089 
0.250 0.260 0.300 0.089 
0.100 0.180 0.225 0.179 
0.040 0.110 0.125 0.000 
D7S820 0.156 0.070 0.050 0.000 
(0.540) 0.115 0.050 0.050 0.070 
0.276 0.220 0.175 0.125 
0.245 0.420 0.525 0.450 
0.159 0.210 0.200 0.250 
0.046 0.030 0.000 0.105 
D16S539 0.156 0.110 0.225 0.125 
(0.304) 0.100 0.130 0.075 0.232 
0.294 0.240 0.100 0.321 
0.159 0.370 0.550 0.250 
0.195 0.150 0.050 0.071 
RENA-4 0.772 0.719 0.881 0.690 
(0.613) 0.074 0.229 0.023 0.000 
0.153 0.041 0.095 0.310 
Table 6.17: Allele frequencies for 12 STR markers from Argentinian and Native American 
populations (from 
Satten et al. (2001)). 
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subpopulation i was simulated from a beta distribution with parameters {(F; pf/(1 - 
Ft)), F; (1-p; )/(1-F; )}, where iE {1,2,3}. The ancestral allele frequency was drawn 
from a uniform distribution in (0.1,0.9). Wright's FST for the three subpopulations 
was set to 0.01,0.02 and 0.04 respectively. 
Pritchard and Donnelly (2001) simulated either 50,200 or 1000 diallelic loci for the 
400 individuals. The condition with 1000 loci was omitted from the present study for 
two reasons. First, as is shown below, 200 loci provided ample information to detect 
all three subpopulations, so 1000 loci would, in this case, be an overkill. Second, 
L-POP ran into computational difficulties when dealing with 1000 loci. Although it 
should be easy to extend the limits in future versions of L-POP, if one were to have 
a thousand or more loci at hand, a better strategy might be to split the loci up into 
two or more datasets, in order to provide an internal validation of the solution. 
The parameters as set correspond to aA inflation factor of 1.24 -a modest amount 
of stratification. Simulating 20 replicate samples under each condition, with 50 loci 
STRUCTURE was unable to detect the presence of three distinct subpopulations: for 
4 datasets K=1, for the other 16 K=2. With 200 (or 1000) loci, a three-class 
solution was correctly selected every time, however. The results using L-POP differ 
somewhat. Although classification with 200 loci is near perfect, as with STRUCTURE, 
the behaviour of the model with only 50 loci seems to differ, as Table 6.18 shows. 
Whilst STRUCTURE under-estimates K, L-POP correctly estimates K six times, but 
otherwise tends to over-estimate K at 4. (Note: the data obtained from Pritchard 
and Donnelly (2001) only contained 19 replicates of the 50 loci condition. ) 
Comparing the classification of individuals according to the L-POP solutions against 
true subpopulation membership for the M= 50 simulations, there was a highly signif- 
icant relationship in every case (the average X2 values were 228.3,200.6 and 191.1 for 
the two, three and four class solutions respectively). Using a more appropriate metric, 
however, the adjusted RAND coefficient between the true solution and the estimated 
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200 STRUCTURE 00 20 0 
L-POP 00 20 0 
Table 6.18: Comparison of STRUCTURE and L-POP solutions. Note: only 19 replicates for the 
L-POP condition with 50 loci. 
solutions, the average value was 0.256, which is quite low. Although the solutions 
were clearly not independent of true subpopulation structure, the classification was 
typically not precise. For example, one of the 6 three-class solutions from the 50 loci 
condition (largest cell frequencies in bold type): 
Estimated 
True 1123 
11 10 73 33 
26 108 3 
3 131 30 6 
In this case, the true subpopulation "3" with the highest FST (0.04) has been separated 
out from "1" and "2" - it corresponds to estimated class "1". True subpopulations 
"1" and "2" have both been pooled in estimated class "2" however, although some 
individuals from true subpopulation "1" have split off to form the third estimated 
class, "3". This classification is therefore a partial success, in that it has captured 
the main essence of the structure within the sample (true subpopulation "3" is the 
largest and most distant of the three subpopulations: therefore "1 & 2" versus "3" is 
the primary axis of stratification. ) 
An example of one of the 12 four-class solutions is: 
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Estimated 
True 11234 
11 23 56 28 9 
21 14 18 75 10 
31 50 13 17 87 
In this case, the solution has done a better job of discriminating between true subpop- 
ulations "1" and "2" but subpopulation "3" has been split into two separate estimated 
classes ("1" and "4"). 
With 200 loci performance was much better, with an average adjusted RAND 
coefficient was 0.84514 and average classification accuracy of 94% on the basis of 
highest posterior probability. To compare these results to the previous simulations, 
performance appears to be worse for the equivalent number of markers. The main 
reasons for this would appear to be (1) the higher number of subpopulations (2) the 
smaller degree of genetic separation between two of the subpopulations and (3) the 
smaller sample size in the Pritchard and Donnelly (2001) data. 
6.5.3 Wilson et at data 
Wilson et al. (2001) presented a stratification analysis of a sample collected from 
eight geographically diverse regions, using STRUCTURE, to study the population genetic 
structure of variable drug response. The sample consisted of 354 males from 8 ethnic 
labels: Afro-Caribbean, Bantu, Ethiopian, Norwegian, Armenian, Ashkenazi, Chinese 
and Papuan New Guinea. The sample was typed on 38 micro-satellite markers (16 
autosomal and 22 on the X chromosome). STRUCTURE recovered a four-class solution, 
roughly corresponding to 
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A Norwegian, Armenian, Ashkenzai, Ethiopian 
B Bantu, Afro-Carribbean, Ethiopian 
C Chinese 
D Papuan New Guinea 
Wilson et al. (2001) noted that common ethnic labels such as "Black" or "Asian" 
would therefore fail to capture the true population structure as outlined in their 
analysis. The label "Black", for example, would fail to capture the distinction be- 
tween sub-Saharan Africans and North Africans - the latter have largely descended 
from Caucasian ancestry (explaining why Ethiopians cluster with the Europeans as 
well as the sub-Saharan Africans). Likewise, the label "Asian" fails to discriminate 
between Chinese and Papuan New Guinea. However, these conclusions have ques- 
tioned by R. isch et al. (2002), in the context of comparing self-reported racial labels 
to genetically-defined clusters (discussed below). 
The STRUCTURE solution and the L-POP solution for K=4 are very similar, with 
an adjusted RAND coefficient of 0.82. (In contrast, the adjusted RAND coefficients 
between the four-class cluster solutions and the eight-category self-reported ethnicity 
are around 0.3. ) 
STRUCTURE 
L-POP 1 4 3 2 
4 173 0 1 2 
1 5 35 1 6 
2 3 3 2 42 
3 6 1 74 0 
The best solution generated by L-POP is one which allows for admixture, between 
the European and sub-Saharan African groups, to describe the Ethiopians: 
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L-POP I Ban Ash Eth Nor Arm Chi PNG AfCa 
1 44 020000 22 
200001 36 00 
3000000 45 0 
40 46 15 46 42 103 
1&4 20 31 01004 
It is important to remember that admixture only implies that a class has, on 
average, allele frequencies that are at intermediate levels between two or more other 
classes. If C is an admixed class deriving from ancestral classes A and B, this says 
nothing about the population genetic history of the three classes. That is, the data are 
equally consistent with a `merging' event (A and B result in C) as with a `splitting' 
event (C results in A and B). 
Figure 6.9 shows the results of applying multi-dimensional scaling to the inter- 
class genetic distance matrix, for an eight class solution (left panel) as well as the 
best-fit solution (right panel). There is only a partial correspondence between self- 
reported ethnicity and class in the eight-class solution; the best-fit solution shows a 
clearer picture, with the Ethiopian admixed class half-way between the European and 
sub-Saharan Africans in this space. 
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Figure 6.9: Multidimensional scaling plot for K=8 (left) and K=4+1 (right) solutions 
for Wilson et al. (2001) data. 
Finally, examining the distribution of posterior probabilities P(CIG) for the four- 
class solution reveals a difference between approaches: as shown in Figure 6.10, values 
for P(CIG) are much closer to either 0 or 1 from L-POP than from STRUCTURE, based 
on the four-class solution. Whether this pattern is indicative of a consistent difference 
between the two approaches needs further investigation, however. 
Mill 111111 
0 L-POP 1 
/111111111 ný 1111111 1111 1111111 11111111 IIlCIHIIýII 
0 STRUCTURE 1 
Figure 6.10: Distribution of P(CIG) for L-POP and STRUCTURE. 
6.5.4 Dunedin sample 
A final application of L-POP used data from the Dunedin Multidisciplinary Health 
and Development Study 
(Silva and Stanton, 1996). This sample consisted of 953 
unrelated individuals (84 individuals who had mostly missing genotype data, or who 
were part of a twin pair, were removed 
from the original sample). As well as genotypes 
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for 13 SNP markers and a microsatellite, the majority of individuals also had self- 
reported information on grandparental ancestry (European versus non-European). In 
particular, the non-European ancestry indexed Maori ancestry (Dunedin is in New 
Zealand). 
Based on self-reported grandparental ancestry, approximately 10% of the sample 
is of (partial) non-European descent; around 5% of the alleles have descended from 
non-European individuals. Dummy variables were created, E, NE1 and NE2: 
E No non-European grandparents 856 
NE1 At least one non-European grandparent 93 
NE2 At least two non-European grandparents 50 
NE1 is approximately 10% of the sample, NE2 is approximately 5% (i. e. NE2 
is a subset of NE1). Calculating the proportion of individuals' genomes that are of 
European descent indicates the following distribution: 






As mentioned above, the initial dataset contained genotype information on 14 
markers. Based on all the markers, a three class solution was extracted using L-POP; 
prior class probabilities were 21%, 51% and 28%. However, closer inspection (using 
the LOCINFO option to generate locus-specific genetic distances) revealed that only 
a subset of the loci were contributing to the solution: loci 1,3,12 and 14. Subse- 
quently, it became clear that several of the markers were linked and that these linked 
pairs were generating a spurious solution: an important precondition is that markers 
are unlinked, as the signature of stratification is that unlinked markers show link- 
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age disequilibrium. Having linked markers showing linkage disequilibrium gives no 
information about stratification and, in this case, gave a spurious solution. 
Markers 1 and 3 are linked; markers 12,13 and 14 are all linked. This is illustrated 
in very high marker-marker LD between 1-3 and 12-14. (Marker 13 is not in LD with 
either 12 or 14. ) Markers 1,13 and 14 were excluded from all subsequent analysis, 
to remove the LD due to linkage. There is still significant LD between other pairs of 
more distant, unlinked markers, however, notably 2-7,3-7 and 2-11. 
For the 13 SNPs, Table 6.19 shows the allele frequencies, separately for each self- 
reported ancestry group. Inspecting these frequencies suggests that differences exist 
between the European and non-European groups. In particular, the frequencies for 
NE1 are typically in between E and NE2, as expected under stratification (marker 6 
is a particularly clear example). Between E and NE2, for the 13 SNPs, there is an 
average absolute difference in allele frequency (i. e. S value) of 0.1. Based on the pre- 
vious simulations, one might not expect great power to detect this stratification: the 
sample size is moderate (c 1000) but the ö value is not very large, the subpopulations 
are unequal in size, and there are only 11 SNP markers. 
Marker E NE1 NE2 
1` 0.75 0.85 0.86 
2 0.79 0.87 0.88 
3 0.70 0.76 0.82 
4 0.69 0.67 0.69 
5 0.65 0.73 0.73 
6 0.29 0.38 0.46 
7 0.87 0.73 0.68 
8 0.41 0.35 0.31 
9 0.58 0.63 0.65 
10 0.68 0.77 0.81 
11 0.60 0.64 0.69 
12 0.66 0.64 0.59 
13' 0.77 0.83 0.88 
Table 6.19: Frequency of `1' coded allele for the 13 SNPs by ancestry group. The two SNPs 
marked * were excluded from the analysis, along with the micro-satellite marker (not shown 
here). 
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For the revised dataset containing the 11 unlinked SNPs, evidence for population 
stratification was detected, with aK=3 solution giving the lowest AIC value. Table 
6.20 shows the AIC for a number of different models, including two admixture models. 
The 2+1 model represents 2 pure ancestral classes and a single admixed class that is 
a 50: 50 mixture of the ancestral classes. The 2+3 model represents 2 pure classes and 
three admixed classes: 25: 75,50: 50 and 75: 25 admixtures. Each model was repeated 
100 times with different random starting values, to ensure that the final solution 









Table 6.20: AIC values for different K in the Dunedin sample. 
The differences in AIC between the different solutions are all quite modest, rep- 
resenting the low resolving power of the analysis. In this situation, one would not 
necessarily place a lot of confidence on the K=3 solution and its corresponding 
classification of individuals, based on the performance in the simulation studies. The 
prior class probabilities for the K=3 solution were 0.0511,0.0535 and 0.8953. Based 
on highest posterior probability criterion, the assignment to classes did not match 
self-reported ancestry particularly closely: 




0 17 25 814 
1 2 1 40 
2 6 3 27 
3 1 0 1 
4 6 0 6 
0 1 3 
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Neither did the K=2 or K=4 solutions offer a more straightforward interpre- 
tation of the data. If b .:: 0.1 is representative of the genetic distance between groups 
of European and Maori ancestry, then more markers would be required in order to 
reliably detect these two groups. Alternatively, focusing on just a few markers known 
to have markedly different allele frequencies between groups would help. 
6.6 Summary 
6.6.1 Power issues 
The new genetic background methods (genomic control and structured association) 
still require a fully comprehensive evaluation of power issues. This has been partially 
attempted, for example, by the Pritchard and Donnelly (2001) simulations reported 
above and Bacanu et al. (2000) on the power of genomic control versus the TDT. 
Bacanu et al. (2000) found that in the absence of stratification, genomic control 
approaches are more powerful, especially with common diseases. However, in the 
presence of stratification the results are more complex, although genomic control 
methods seem preferable when the level of stratification is quite low. Overall, it 
seems that these methods can work with as few as 20 loci - this figure seems roughly 
supported by the simulations presented in this chapter. 
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Figure 6.11: Power issues in GC (after Cardon and Bell (2001)). 
Unlike family-based methods, which logically control for stratification, genetic 
background methods only probabilistically control for stratification. That is, whether 
or not the stratification is correctly detected in the first place is subject to certain 
power constraints. Cardon and Bell (2001) point out some potential problems that can 
result from less-than-perfect ability to detect low levels of stratification. Figure 6.11, 
in the top panel, shows the relative power of genomic control to detect stratification 
versus the type I error resulting from spurious association when population stratifica- 
tion is not controlled for. The x-axis represents increasing magnitude of stratification 
effect. The Figure appears to suggest that all is well, as power to increase stratifica- 
tion rises more quickly with increasing stratification than the impact on type I error 
rate. However, as the bottom panel shows, the overall type I error rate can still be 
inflated (doubled) at low levels of stratification (i. e. when the power of the genomic 
control method is significantly less than 100%). These results suggest that genetic 
background methods do not provide absolute protection against stratification. 
However, one great advantage of the structured association approach is that cluster- 
membership can become a variable in analysis to do more than just control for strati- 
fication effects. For example, it is possible to look for cluster-based interaction effects 
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that might represent GxE (i. e. E is indexed by cluster) or epistasis (i. e. often called 
a `genetic background' effect) or allelic heterogeneity (different alleles promote risk in 
different clusters). 
6.6.2 Self-reported race versus genetically-defined clusters 
The utility of genetically-defined clusters as opposed to self-reported ethnicity has 
recently been called in question by Risch et al. (2002). The article notes that the vast 
majority of human population genetic studies have identified substantial genetic dif- 
ferences between race, and that these differences cluster are strongest when defined on 
a continental basis, giving five major clusters: Africans, Caucasian, Pacific Islander, 
East Asian and Native American. Although the continental boundaries must be mod- 
ified slightly to account for migrational patterns that have blurred these geographical 
boundaries, the continental organisation is, from an evolutionary perspective, unsur- 
prising. 
Risch et al. (2002) note that the four-class solution of Wilson et al. (2001) adheres 
to the continental scheme (they also note that most population geneticists would 
not classify Chinese and Papuan New Guinea together as "Asian" but would use 
the continental definitions of "East Asian" and "Pacific Islander" instead). Risch 
et al. (2002) point out that the Wilson et al. (2001) analysis fails to distinguish be- 
tween Norwegians, Ashkenazi Jews and Armenians despite numerous studies showing 
genetic differences between these groups, whereas self-reported ancestry presumably 
would have. Another example of self-reported ethnicity being more accurate than 
genetically-defined grouping involves the Pima Indian / Caucasian admixture result: 
self-reported admixture correlated more strongly with diabetes than clusters defined 
genetically using 18 standard blood markers (Williams et al., 2000). 
It could be that more loci are needed in order to more accurately differentiate be- 
tween races on an intra-continental level, or to differentiate between different degrees 
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of inter-continental admixture. In contrast, to separate two populations with ancient 
separation and no migration would require far fewer loci. Risch et al. (2002) present 
a simple method of quantifying the number of diallelic loci needed, based mainly on 
the average 6 value between two populations. 
Assuming equal representation of the two populations, and an average 5 of 0.2, 
Risch et al. (2002) calculate that 115 markers are needed for a misclassification rate 
of 1/1,000; 218 markers are required for a misclassification rate of 1/100,000. For 
an average b of 0.1, the number of markers required are 474 and 901, respectively. 
These results seem a little high, compared to the simulations conducted here; also, 
demanding a misclassification rate of 1/100,0000 seems a little excessive. 
Recent large-scale studies have observed the distribution of 8 between various 
ethnic groups (Dean et al., 1994; Smith et al., 2001). For SNPs, these typically 
have median values around 0.2 between the major ethnic groups; the top 20% have 
median values between 0.4 and 0.5. The corresponding values for multi-allelic markers 
are typically slightly higher. These values would suggest that genetic background 
approaches will easily discriminate between major ethnic groups with a reasonable 
number of markers (e. g. 50) and acceptable misclassification rates (a rate of 1/1000 
seems completely reasonable). 
What the distribution of 5 is likely to be between different within the same major 
ethnic race is less clear. However, as the present simulations have shown, there are a 
number of other factors that influence power to detect stratification above and beyond 
average 5 value. Ultimately, whether or not self-reported ethnicity provides a better 
index is something that can and should be empirically validated - indeed, both should 
be used when available. 
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6.6.3 Future directions 
There are several future directions for the development of this method. First, it will 
be important to solve certain computational issues inherent in the application of the 
maximum-likelihood E-M framework, specifically the problem of local minima and 
constraints on the number of marker loci practicable. 
It might be desirable to extend this method for use with full-sibships. This would 
involve estimating the parental genotypes based on the sibship genotypes and pop- 
ulation allele frequencies (all members of a full sibship belong to the same class, 
by definition). Combined with the between-within sibship association model (Felker 
et al., 1999), an index of subpopulation membership could be used as a covariate to 
increase the power of the between-sibships component (the within-sibship component 
is already robust to population stratification effects). 
Admixed classes currently represent what might be called `ancient' admixture: the 
model assumes that two classes intermingled many generations ago, and have since 
settled down such the HWE is restored. Another model of admixture is to assume 
that an individual is the first generation offspring of parents from different ancestral 
classes. This would involve modifying the M-step such that the product terms are 
of the form P(GIC = Paternal)P(GIC = Maternal) and also changing the allele 
counting in the E-step. 
A very important issue is the selection of an optimal marker set - several studies 
have begun to look at divergence in allele frequency for many markers between the 
major ethnic groups (Cargil et al., 1999; Halushka et al., 1999). Using these markers 
would be preferable for two reasons: first, they provide the greatest discriminatory 
ability due to the greater divergence in allele frequencies; second, as the allele fre- 
quencies are well-estimated for major ethnic groups, it would be possible to create 
pseudo-classes that have class-specific allele frequencies fixed to these values. In this 
way, it might become apparent, for instance, that a large proportion of a sample is an 
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admixture between Caucasian and African-American ancestry despite the fact that 
there are no pure African-American individuals in the sample. That is, currently, to 
detect a class as admixed, the ancestral classes must exist in the sample in the pure 
form also. Online resources such as the ALFRED database project should assist this 
effort (Cheung et al., 2000). 
A final issue regards the optimal use of the posterior probabilities as a covariate. 
In particular, the impact of using an incorrect K solution needs to be investigated, 







Selection & gene-environment 
interaction 
This Chapter considers the incorporation of measured environmental moderator vari- 
ables in three separate contexts relevant to selected samples: 1) modelling environmentally- 
moderated QTLs in variance components linkage analysis, 2) enhancing sample se- 
lection methods by the use of measured environmental moderator variables, and 3) 
modelling environmentally-moderated QTLs in association analysis. 
7.1 Introduction 
Gene-environment interaction (G x E) is most tractable when dealing with measured 
(as opposed to latent) genetic and environmental effects. In Chapter 4, which deals 
with latent Gx measured E interaction, an approach is outlined with reference to the 
classical twin study. In this Chapter the same approach is extended to quantitative 
trait locus (QTL) sib-pair linkage analysis, within a variance components framework. 
Although analysis of GxE should eventually lead to a better understanding of the 
aetiology of complex traits and diseases, in the context of linkage analysis (which 
only identifies fairly large genomic regions likely to harbour disease-causing genes) 
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the current goal is simply to increase power to detect genes of small effect, rather 
than to dissect genetic-environmental architectures per se. 
Imagine that twin analyses have indicated that genetic influences on a trait increase 
with age. In planning a QTL mapping study, it might follow that the investigator 
should focus on older populations in order to maximise chances of detecting QTL. 
This may be either because the same genes have greater effects in older people, or 
because novel sets of genes operate in older people and not in younger people. Of 
course, it must be kept in mind that evidence for GxE from a twin study has no 
necessary implication for the genetic architecture of any one QTL. Simply because 
the polygenic additive effect is moderated by age, not every QTL would necessarily 
be expected to demonstrate increased effects in older individuals. The first section in 
this Chapter illustrates a method of incorporating measured environmental variables, 
such as age, into variance components linkage analysis. The correct modelling of a 
specific QTL x environment interaction could potentially increase power to detect 
loci of small effect. 
There is a second way in which consideration of interaction effects could increase 
the power of QTL studies. For QTL linkage we know that, aside from the QTL 
variance itself, power is massively influenced by the residual sibling correlation. For 
example, if a QTL accounts for 5% of the trait variance, a test of linkage will be 
more powerful if most of the 95% residual variance is shared amongst siblings. Figure 
7.1 plots the number of individuals required for 80% power and type I error rate of 
5% for a 10% QTL when looking at a complete-information marker with a recombi- 
nation fraction of 0.1 with the QTL. This quantity is calculated for three different 
levels of residual correlation, for unselected pairs, trios, quads and quints. As these 
are unselected samples the numbers required are very large, although increasing sib- 
ship size increases efficiency. However, the impact of the residual correlation is also 
considerable. 
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Figure 7.1: The impact of residual sibling correlation on power of QTL linkage: the log of 
the number of individuals required for different residual sibling correlations {QTL accounts 
for 10%, total sibling correlation is 0.35,0.5 or 0.65). See text for further details. 
The investigator can not normally manipulate the sibling correlation in a popula- 
tion in such a way as to lead to a more powerful test of linkage. However, any evidence 
of heterogeneity in terms of interaction effects suggests that the population actually 
consists of different subpopulations, which may have different expected familial cor- 
relations. Incorporating this information into a selection procedure {i. e. selecting on 
moderator variables) as well as selecting on extreme trait scores may increase power. 
The model of GxE interaction proposed in Chapter 4 also allows for "E x E" interac- 
tion. For example, a specific measured E variable might interact with an anonymous, 
latent environmental variable. If a measured variable is found to moderate the shared 
environmental component of variance, such that pairs with high moderator values 
will also have higher expected sibling correlations, this variable could be incorporated 
into a selection scheme. In short, any variable which moderates the residual sibling 
correlation, whether this is via genetic means or not, is potentially valuable. 
The third section of this Chapter extends the conditional approach to QTL asso- 
ciation analysis presented in Chapter 3 to allow for QTL effects that interact with 
measured environments. This design is potentially the most powerful to detect GxE. 
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7.2 Gene-environment interaction and QTL link- 
age in selected samples 
The variance components approach to sib-pair QTL linkage analysis is, in essence, only 
a trivial extension of the twin model (Kruglyak and Lander, 1995a; Amos, 1994; Fulker 
et al., 1999). Assuming we have only full sibling pairs, the likelihood is parameterised 
in terms of three variance components: variance due to the QTL, Q, variance due to 
shared sibling effects, S, and variance due to nonshared sibling effects, N. Polygenic 
additive effects load onto both S and N. The basic allele-sharing test of linkage is of 
the relationship between phenotypic sib-pair similarity and IBD sharing at the test 
locus. The "weighted-likelihood conditioning-on-trait-values" approach Sham et al. 
(2000a) is adopted in the following analyses, in order to provide a robust test of linkage 
in selected samples. 
In this section, only the scenario where the actual QTL effect is moderated by a 
measured covariate (Q x M) is considered. The next section considers the scenario 
where a residual variance component is moderated by a measured covariate (i. e. SxM 
and Nx M) and shows how knowledge of this can be used to enhance sample selection 
strategies. 
7.2.1 QxM in linkage analysis 
Analogous to the modelling of a moderating effect on the additive genetic path, a, 
in the twin model (Chapter 4), the QTL path q is simply modified to (q + ßQM) or 
even (q + ßQM + JQM2) to incorporate QxM interaction, representing linear and 
nonlinear interactions respectively, between the additive genetic value at the QTL, 
aQ, and the moderator M. The presence or absence of a particular allele is assumed 
to be unrelated to the moderator (i. e. no gene-environment correlation). 
The simulations reported in Table 7.1 show four conditions varying in (1) QTL 
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Likelihood ratio tests 
Simulated Q- SN Q- SN - XQ Q- SN - XQ - XSXN 
aQ ßg Ox SN SN SN - XSXN 
0 0.62 1.93 1.77 
0 0.2 0.58 13.74 1.81 
2 48.10 48.27 48.67 
2 0.3 45.13 106.87 49.66 
Table 7.1: QTL linkage incorporating QxM interaction in DZ twin pairs, with and without 
AxM interaction also. 
effect (aQ > 0) (2) QxM interaction (ßQ > 0) and (3) residual GxE interaction 
(A xM in fact, i. e. Ox > 0). For each condition 200 replicate datasets are simulated, 
and a number of likelihood ratio test statistics constructed. The base model SN has 
no QTL effects; model Q- SN allows for a simple QTL effect; model Q- SN - XQ 
allows for a moderated QTL effect as well as a main effect. Two additional models also 
allow for the possibility of interaction effects between the residual variance components 
(S and N) and the measured moderator variable M. From left to right, the three 
likelihood ratio tests shown in Table 7.1 therefore represent (1) a simple 1 degree 
of freedom test for an additive QTL effect (2) a2 degree of freedom test for a QTL 
effect that might be moderated by the variable M and (3) as for the previous test, but 
allowing for SxM and NxM effects under both the super- and submodel. In all cases, 
1000 DZ twin pairs were simulated, with residual variance components a=c=e=1 
and an additive diallelic QTL with equal allele frequencies. The expected variance 
components associated with the QxM corresponding to the fourth row of Table 7.1 
are illustrated in Figure 7.2. 
The first two rows of Table 7.1 represent the case of no QTL effect. In the first row 
(no QTL effect, no interactions) the test statistics are all close to their expected values 
under the null. The second row (no QTL effect, residual interaction) shows that the 
combined test of a moderated QTL effect (second column) is highly anti-conservative 
in the presence of residual AxM, with a highly significant x2 = 13.74 (expected X2 
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Figure 7.2: Example of a simulated QxE interaction ßQ = 0.3 with additive genetic value 
aQ =2 and dominance deviation dQ = 0. 
is 1.5, as the test of Q only involves 0.5 degree of freedom). This bias is due to the 
greater variance at higher levels of the moderator (due to the residual interaction) 
which the PQ parameter attempts to account for. Properly modelling this residual 
non-additivity (i. e. by the inclusion of SxM and NxM terms, as in the third 
column) reduces this bias. Therefore, it is unwise to perform a simple QxM type of 
analysis when conducting a linkage test when there is non-additivity in the data. 
The next two rows of Table 7.1 represent the case of a large QTL effect (aQ = 2). 
In the third row (QTL effect, no interactions) the likelihood ratio tests are all similar 
(although the first has one less degree of freedom). In the fourth row (QTL effect, 
QTL interacts with moderator), the `robust' linkage test (third column) gives very 
little extra information compared to a simple QTL test (first column). This is because 
the SxM and NxM components will soak up the QxM effect, i. e. the opposite 
of the above effect. If one were able to be sure that there were no significant residual 
interaction effects, however, then the basic test of a moderated QTL effect (second 
column) would in fact provide more power under the alternate. 
Overall, these results illustrate some of the potential gains and losses involved with 
modelling GxE in the QTL linkage analyses. In particular, a simple approach to 
QxM interaction can lead to false positive results. 
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7.3 Residual interaction and sample selection for 
linkage 
As discussed in Chapter 2, the use of selective sampling schemes for linkage is highly 
desirable, especially when working with sibling pairs, as most pairs will yield very 
little information for linkage. As mentioned, irrespective of QTL effect size, a higher 
residual correlation increases power to detect a QTL (Sham et al., 2000b). 
Typically, a single value for the sample residual correlation is specified when se- 
lecting or analysing a sample for linkage. However, in the presence of GxE there 
will, by definition, be heterogeneity in the residual correlation across the sample. This 
section explores the possibility of using prior knowledge of such heterogeneity (when 
the relevant moderating variables have also been measured in the linkage sample) to 
better specify pair-specific residual correlations in order to increase power. 
A correlation is a property of a number of paired observations: specifying a pair- 
specific correlation implies that the pair belongs to a particular subset which has that 
correlation. If a moderator variable M interacts with either A, C or E components, 
then M can predict which pairs will have higher residual sibling correlations. Consider, 
for example, an EXM interaction such that individuals scoring higher on M will 
tend to have lower effects of E. In this case, pairs in which both members score high 
on M will have a higher residual correlation. All other things being equal, it would 
therefore be preferable to select this pair over a pair with a lower residual correlation. 
Figure 7.3 illustrates the relationship between sample selection and GxE in 
three graphs. Panel a) illustrates the relationship between trait score and expected 
informativeness: concordant high and low pairs and discordant pairs in particular are 
most informative. Panel a) assumes a constant sibling correlation across the sample 
however, which might not be the case. Panel b) illustrates how the residual sibling 
correlation might change as a function of a moderator variable, in the presence of an 
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ExM interaction similar to that described above. It would therefore be desirable 
to take this information into account when selecting and analysing pairs for linkage: 
panel c) shows the marked impact on the expected non-centrality parameter (via the 
expected residual correlation) for the linkage test in the presence of GxE. The graph 
shows the expected non-centrality parameter (NCP) per randomly-selected sib pair 
as a function of sib pair moderator (assuming, in this case, that the moderator is 
identical between sibs and that the main effect of the moderator has been partialled 
out of the trait). In particular, modelling ExM interaction can greatly increase 
power - it seems that residual AxM and CxM do not influence the test so much 
(as they operate on both sibling variance and covariance, and so have less impact on 
the correlation). 
It is interesting to note that these results are related to an observation regarding 
bivariate linkage analysis and the source of residual cross-trait phenotypic covariance: 
that power increases dramatically with decreasing nonshared sources of covariance 
(Evans, 2002). In this sense, bivariate analysis and including a moderator variable 
can have a similar effect: the impact on the NCP of modelling ExM, as shown above 
in panel c), seems to reflect a similar trend to that shown in Figure 2 of Evans (2002). 
It seems possible, therefore, that the benefits of bivariate linkage can be harnessed 
within aGxE framework with a moderator that interacts with the residual nonshared 
component, whether or not the second trait is at all related to the test QTL. 
Focusing on ExM, we assume that prior twin analyses have estimated a signifi- 
cantly nonzero value for , ßz. For a phenotyped sample of pairs also measured on M, 
this prior knowledge can be used (1) to select sibling pairs which are most informative 
for linkage, by calculating the residual correlation applicable to that pair conditional 
on measured M and (2) in analysis, to use the pair-specific residual correlations. Ide- 
ally, the sample in which ßZ was estimated will be as close as possible to the linkage 
sample (for example, the linkage sample could be all the DZ pairs from the twin 
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sample). Effects of misspecifying /3Z are explored below in the simulations. 
Using a method based on the Haseman-Elston linkage test (Haseman and Elston, 
1972; Sham and Purcell, 2001), the expected noncentrality parameter (NCP) for pair 
i is 






(1 + r)2 (1 - r)2 
+1- 
r2I 
assuming complete marker informativeness, where Til and Tie are the standardised 
trait scores for the pair, r is the sibling correlation, and q2 is the proportion of variance 
due to the QTL. This index can be used to rank order sibling pairs by potential 
informativeness. In the presence of heterogeneity, it is possible to calculate pair- 
specific correlations, which will more accurately model the residual variance in the 
sample. For pair i, conditional on estimated values of a, c, e and , ßz and measured 
Mil and Mi2, then r; can be calculated as 
0.5xa2+c2 
r; _ 
a2 + c2 + (e + ßzM, i)2 a2 + c2 + (e + QzMi2)2 
which can be substituted in the above expression. The trait score for sib j of pair i, 
T2 , also 
has to be standardised to unit variance conditional on the moderator. In the 
case of a, c, e and ßz having been previously estimated 
T;; =Ttjl a2+c2+(e+QZM, ý)2 
although the expressions for the moderator-conditional standardised scores and cor- 
relations will change depending on which models are being used to give the prior 
parameter estimates. Sibships, not twins, may only have been available, for example. 
The formulation of the linkage model used here (Sham et al., 2000a) has only a 
single free parameter, the QTL variance, q2. The total variance and residual corre- 
lation are fixed, either to their sample values or other values estimated in previous 
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studies (e. g. in the case of a selected sample). In the present case, the variance is fixed 
to unity and the residual correlation fixed to the pair-specific values, conditional on 
the moderator. The covariance matrices conditional on IBD sharing at the test locus 
1 
for pair i are therefore 




1 rf + q2 /2 
r; - q2/2 1 ri 1 ri + q2/2 1 
for pairs sharing 0,1 and 2 alleles IBD, respectively. 
7.3.1 Simulations 
Simulations based on sib-pair datasets featuring a residual ExM interaction in all 
cases were conducted under a number of conditions: varying QTL effect, sample selec- 
tion scheme and whether or not the residual interaction was included or misspecified 
in the analysis model (Table 7.2). Under each condition a dataset of 5000 DZ pairs 
was simulated 200 times. Selected sample analyses were based on the most infor- 
mative 10%, i. e. 500 pairs. The QTL effect was specified in terms of the additive 
genetic value, aQ, which was 0,0.5 or 1, for a fully informative diallelic test locus with 
equifrequent alleles. Three final conditions concerned the residual interaction, which 
was simulated as ßz = 0.5 in all cases (illustrated in Figure 7.4). In the first case, "w/ 
EX M", the correct moderator variable was incorporated into the analysis with the 
correct estimate of ßz to form the pair-specific residual correlations used in selection 
and analysis. In the second condition, "w/ out Ex M", both selection and analysis 
were performed as usual, ignoring the moderator M. In the third condition, the true 
moderator was replaced with an unrelated random variable (i. e. which would have no 
moderating properties with respect to the trait) but ßz was still assumed to be 0.5, 
representing a misspecification of the moderating effect in selection and analysis. 
Under the null of no QTL effect (aQ = 0), all models show average test statistics 
close the expected value (0.5), whether or not the moderator was included or mis- 
specified and whether or not the analysis was performed on the whole or a selected 
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Figure 7.4: ExM interaction with residual components a=c=e=1 and ßz = 0.5, as 
used in all simulations. 
10% most informative Unselected 
% significant at p= % significant at p= 
aQ LRT 0.025 0.005 0.0005 LRT 0.025 0.005 0.0005 
w/ExM 
0 0.012 0.53 2 1 0 0.010 0.56 2.5 1 0.5 
0.5 0.047 2.73 27 9.5 2.5 0.042 3.21 30 14 4.5 
1 0.180 20.18 100 98 88 0.184 31.82 100 100 99 
w/out ExM 
0 0.011 0.43 1.5 0 0 0.010 0.53 2.5 1 0 
0.5 0.028 1.58 14 3.5 1 0.033 2.35 24 9 1.5 
1 0.101 11.40 90.5 75.5 45 0.121 21.30 99.5 95.5 91.5 
w/ incorrect ExM 
0 0.006 0.57 3 0.5 0 0.005 0.43 2 0 0 
0.5 0.015 1.29 9.5 2.5 0 0.016 1.70 15.5 5 1 
1 0.079 9.41 80.5 62 34 0.100 17.53 97 91 78.5 
2 
Table 7.2: Results of QTL linkage simulations incorporating ExM interaction 
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sample. The q column gives standardised estimates of the QTL variance, which are 
all close to zero under the null. For the selected and unselected samples, Table 7.2 
also gives the % of replicates (out of 200) significant at various significance levels, 
which are all close to expected values. 
Under the alternate hypothesis (i. e. aQ > 0) it is clear that selected samples 
are more efficient than unselected samples (e. g. for aQ = 1, in the condition not 
incorporating the moderator, on average 54% (11.40/21.30 = 0.535) of the signal 
was recovered by 10% of the sample). Incorporating the moderator results in a con- 
siderable gain in information. In terms of the average test statistic, for aQ =1 in 
unselected samples, there is a gain of 50% (i. e. comparing "w/ Ex M" and "w/ out 
Ex M" conditions, (31.82-21.30)/21.30). For aQ =1 in selected samples, there is 
a gain of 77% ((20.18-11.40)/11.40). In terms of the percentage significant with this 
sample size at a particular significance level, the gains can be great; for example, 88% 
are significant for aQ =1 at p=0.0005 when the moderator is included compared to 
only 45% when it is not. 
The "w/ incorrect Ex M" rows represent the scenario where the moderator is 
actually completely unrelated to the trait (i. e. the estimate of ßz obtained from 
another dataset is completely unwarranted in this one). As can be seen, this does 
reduce power to some extent, although the test still appears to have the correct 
performance under the null. In the case of aQ =1 the average test statistic drops 
by approximately 18% for both selected and unselected samples, the majority of the 
signal remains intact despite the complete misspecification. 
If there is strong reason to believe that the moderating effect does exist in the 
linkage sample, then both selecting and analysing incorporating the moderator seems 
desirable. If the effect is less certain, then it might not be advisable to select on the 
basis of the moderator, although it would be of interest to conduct the analyses both 
with and without incorporation of the putative moderator. 
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Figure 7.5: Impact of residual sibling correlation on between and within components of 
association in sibships, size 1 to 4. The top row of graphs represent the case of no parental 
genotypes; the bottom row when parental genotypes are available. The left column repre- 
sents a residual sibling correlation r=0.2; the right column represents r=0.6. 
7.3.2 Selection for QTL association 
The power of family-based association analysis also depends on the residual sibling 
correlation: the relative balance of between and within sibship components is par- 
ticularly influenced. For example, consider an additive QTL accounting for 10% of 
the trait variance. For six hundred individuals, either as 300 pairs, 200 trios or 150 
quads, the sample NCPs calculated under a residual correlation of 0.2 and 0.6 for the 
between and within components of association are shown in Figure 7.5. The power of 
the robust within-sibship test increases with both increased sibship size and increased 
residual correlation. It may also be desirable to extend the approach described in 
the previous section to association, i. e. using sibship-specific correlations calculated 
conditional on a moderator variable 
for selection and analysis. 
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7.4 Gene-environment interaction and QTL asso- 
ciation in selected samples 
In this final section, the approach described in Chapter 3 for association analysis 
in samples of selected sibships is extended to incorporate gene-environment interac- 
tion. The environmental moderator may be a binary or continuous variable, which is 
assumed to moderate the QTL effects in a linear manner. 
Adopting the conditional approach, modelling the likelihood of observing genotype 
conditional on trait, an environmental moderator variable represents an extra factor 
to condition on. That is, 
L(GIX, E) = 
L(XIG, E)L(GIE) 
>cL(XIG E)L(GIE) 
although, for the time being, we assume that G and E are independent in the popu- 
lation (i. e. no gene-environment correlation, rcE), so 
L(GIX, E) = 
L(XIG, E)L(G) 
EG L(XI G, E)L(G) 
The biometrical model used to specify L(XIG, E) is outlined below, followed by sim- 
ulation results. 
7.4.1 Biometrical model 
The basic biometrical model (Falconer, 1989) describes the three genotypic means of a 
diallelic QTL as m+a, m+d and m-a for genotypes 1/1,1/2 and 2/2 respectively. 
To incorporate linear GxE, three new parameters are needed: fiM, #A and PD- 
Conditional on a measured moderator variable M, the genotypic means are now 
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Figure 7.6: Illustration of GxE interaction for a specific QTL: see text for further details. 
Genotype Expected value 
1/1 m+ßMM+(a+QAM) 
1/2 m+ QMM + (d +, ßDM) 
2/2 m+ßMM-(a+, BAM) 
The mean parameter m is fixed to zero, as the data are assumed to be mean-centred 
prior to analysis (using the population mean in the case of selected samples). As 
illustrated below, the expected mean vectors are also mean-centred. The moderator 
variable must also be standardised, and the population sibling correlation for the 
moderator must be specified also. 
The parameters ßM, pA and OD allow the genotypic means to vary as a function of 
the moderator variable. For example, consider the situation where there is an additive 
main effect for a QTL, except one of the homozygotes interacts with the moderator: 
Figure 7.6 illustrates this scenario. This example actually involves all three types of 
interaction. In this case, the parameter values are a=1, d=0, Om = 0.5, {3A = 0.5 
and PD = -0.5. As the mean of the moderator is 0 and the interactions are linear, 
it is clear that the action of the QTL averaged over all environments in additive: the 
heterozygote score is exactly halfway between the two homozygotes. Conditional on 
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the moderator, the QTL operates in a partially dominant manner as one moves away 
from the moderator mean, i. e. there is an interaction between the moderator and 
dominance effects of the QTL, SO OD ; 0. The distance between the two homozygotes 
changes as a function of the moderator, so there is also an interaction between the 
moderator and additive effects of the QTL, so PA ; 0. Finally, conditional on the 
moderator, the overall mean changes: this represents a main effect of the moderator 
on the trait, so QM 54 0. 
A test of additive GxE is therefore HA (a, , ßM, #A) against Ho (a, ßM, QA = 0). 
That is, QM is still free under the null model, so the test is a1 degree of freedom test. 
More than one moderator can be included by simply adding more interaction terms in 
the means model. When this approach is implemented within a conditioning-on-trait- 
values framework, some further issues arise. Because the likelihood now involves the 
probability of observing the genotype conditional on the trait, the main effect of the 
moderator on the trait has no direct impact on the likelihood. A model that attempts 
to estimate only , ßM without allowing for a main effect of QTL will necessarily result 
in a X2 test of 0. If there is a main effect of genotype, and it is estimated, then it is 
possible to estimate ßM, although power to detect it within the conditional framework 
will be low. As illustrated above, the 6m parameter is necessary in order to be able 
to describe the entire range of possible GxE models, however. This leads to the 
question of whether the above additive GxE test is exactly a1 degree of freedom 
test. If QM is not identified under the null, then it could be argued that it should 
be fixed too, giving a2 degree of freedom test. This is analogous to the dependence 
of allele frequency and additive genetic effect in complex segregation analysis, e. g. 
when a=0 then p is empirically under-identified. The simulation results presented 
below address this issue, by considering type I error rates for the different degrees of 
freedom. 
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Using the conditional approach, the calculation of the expected trait values and 
residual covariance matrix for each genotypic configuration (GC) is now conditional 
on the sibship's scores on the moderator. Rather than being calculated in advance of 
iterating over each sibship, they must be calculated anew for each sibship (unavoidably 
slowing analysis). For each sibship, for each possible GC, for each individual i, the 
expected trait score conditional on that individual's moderator M; is 
(µ]i = (ab + ßAMi) [Ab]i + (aw + ßAMi)[AW]i + 
+(db + NDMi)[Db]i + 
(dw + ßDMi){Dw]i ý' 
+ßMMi - ab(P - q) + 2pgda 
where Ab, etc, are defined in Chapter 3 (if parental genotypes are available, AbP is used 
instead, etc). Note that the same interaction parameters are used for the between and 
within components. Although it is possible to estimate different interaction parame- 
ters for between and within effects, significant differences would be hard to interpret. 
In the simulations below, the condition ab = a,, always holds. If there is evidence of 
stratification in the sample, then any further analyses should probably only focus on 
the within component of association. Otherwise, when incorporating GxE, the total 
component of association (i. e. ab = a,,, ) should be used. 
The expected residual variance is calculated conditional on the moderator also: 






i- (1 - rM)QM UNt 
2z 
-34 
where r is the fixed sibling trait correlation and a ; ij and QDi are the variances explained 
by the QTL for sib i, conditional on M;, and rM is the fixed sibling moderator cor- 
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relation. The additive and dominance QTL variances, conditional on the moderator, 
are 
s+1 /ý QAi 2s 
2pq((ab + NAME) + (db + QDMi)(9 - p))2 
+s2s12pq((a,, +ßAMi) + (d,, +ßDMi)(q -p))2 
QDi =s 4s3 
(2p4(db + QDMi))2 +3 4s 
3 (2p4(dw + ßDMi))2 
assuming no parents (otherwise, this equation is modified as illustrated in Chapter 
3). The residual variance components are bounded within [0,1] (although cr , is 
constrained to be > 0). The elements of the residual sibship covariance matrix for 
sibling pair i, j are then 
[Elij vsi 
+ QN; for i=j 
Qsiasj for i#j. 
Implementation 
The GxE association model is implemented within the cafe computer program. The 
following additional letters are used to construct models under the null and alternate: 
c, g and G which represent Q, M, , 8A and ßD respectively. If a moderator or covariate 
is included, the a cov file is also necessary, which for each moderator specifies if ßM 
is to be fixed to some pre-specified value rather than estimated, and the moderator's 
sibling correlation. 
7.4.2 Simulation results 
Seven conditions were simulated, variously reflecting a main of the QTL and the 
moderator as well as interaction effects. For each condition, 1000 replicate samples 
were generated, half of which were singleton samples containing 500 individuals, the 
other half of which were sibling pair samples also containing 500 individuals (250 
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pairs). As well as the full samples, analyses were also conducted on selected samples 
of 100 individuals (50 pairs), based either extreme high / low groups for individuals, 
or maximal discordance for sibling pairs. In all cases, a diallelic QTL was simulated 
with equal allele frequencies, and an additive main effect accounting for 2% of the trait 
variance. The residual trait variance was equally split between shared and nonshared 
components. 
In all cases, the moderator variable was simulated with a sibling correlation of 
rM = 0.5. The 7 conditions varied in the specification of QM, #A and QD, as shown in 
Table 7.3. The conditions are as follows: no covariate or interactive effects; covariate 
effect only; additive interactive effect only; covariate and additive interactive effects; 
covariate and additive interactive effects in different directions; dominance interactive 
effect only; covariate and dominance interactive effects. 
Figure 7.7 illustrates the GxE effect in a single dataset simulated under the fourth 
model (i. e. fourth row of Table 7.3). The plot is a conditioning plot - the relationship 
between genotype and trait is plotted for six different, overlapping intervals of the 
moderator variable. Note how the magnitude and direction of effect, as represented 
by the loess function line, changes with respect to the moderator. This matches the 
pattern shown in Figure 7.8, which plots the expected and estimated genotypic means 
as a function of the moderator, averaged over all replicates. 
Table 7.3 shows the average likelihood ratio test statistics for four different tests: 
of additive main effect'(--alt f --null 0) labelled a=0; of a covariate-like effect 
only (--alt fc --null f) labelled ßM = 0; of an additive interaction between QTL 
and moderator (--alt fcg --null fc) labelled PA = 0; of additive and dominance 
interactions between QTL and moderator (--alt fFcgG --null fFc) labelled #A = 
aD=0. 
The results are fundamentally similar for both singletons and pairs; additionally, 
the pattern of results is similar for both full and selected samples, although selected 
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Figure 7.7: Conditioning plot of genotype on trait conditional on the moderator variable, 
with loess function superimposed. Corresponds to a single data set simulated under condi- 
tions specified in the fourth row of Table 7.3. Note how the direction of effect switches just 
below the covariate mean, as Figure 7.8 shows (fourth row). 
samples show an attenuation in the test statistic when an effect is present. For the 
first test of a main effect of the QTL, a=0, the average test statistic is equivalent 
across different conditions. Table 7.4 gives the power of the tests, in this case a1 
degree of freedom test with a=0.05. In full samples the power is around 90%, in 
selected samples the power is around 70% (60% for pairs). 
None of the specific tests of a covariate effect, ßM = 0, show large test statistics, 
however, due to the nature of the conditioning on trait values approach, as suggested 
above. This fact is not particularly important, though. As shown in Figure 7.8, the 
estimates are unbiased, and the models recover the average covariate effect well. A 
test for a main effect of a covariate on the trait could be performed prior to the 
association analysis. Additionally, the association analysis could be performed on 
residuals after the effects of the covariate have been partialled out. 
The specific tests of additive GxE, ßA = 0, show good power and specificity. 
For conditions when additive GxE is present (i. e. rows 3,4 and 5) the average test 
statistic is of the same order of magnitude as for a=0. As mentioned, there is an 
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a=0 Qm=O PA=0 ßA=ßn=0 
ßM PA OD Full Sel Full Sel Full Sel Full Sel 
Singletons 
0 0 0 11.23 7.44 1.00 0.90 1.13 1.19 2.42 2.72 
0.2 0 0 10.68 7.19 1.35 1.01 1.24 1.35 2.42 2.91 
0 0.2 0 10.83 7.34 1.02 0.98 10.65 7.29 11.80 8.74 
0.2 0.2 0 10.51 7.08 1.46 1.24 10.61 6.21 11.70 7.56 
0.2 -0.2 0 10.98 7.17 1.36 1.16 10.60 6.36 11.65 7.65 
0 0 0.2 11.13 7.47 1.06 1.06 1.11 1.30 7.22 5.63 
-0.2 0 0.2 11.30 7.77 1.33 0.97 1.10 1.06 7.63 5.70 
Pairs 
0 0 0 11.25 5.56 0.98 0.98 1.13 1.23 2.34 2.56 
0.2 0 0 10.77 5.06 1.54 1.06 1.08 1.27 2.40 2.88 
0 0.2 0 10.78 5.38 1.03 1.11 11.54 6.15 12.43 7.43 
0.2 0.2 0 11.16 5.56 1.50 1.16 11.81 5.79 12.79 6.90 
0.2 -0.2 0 10.87 5.18 1.48 1.24 12.73 6.47 13.81 7.69 
0 0 0.2 11.41 5.53 0.94 1.02 1.15 1.22 8.42 5.90 
-0.2 0 0.2 11.12 5.42 1.43 1.04 1.13 1.30 8.27 5.77 
Table 7.3: Average test statistics for a test of GxE within the QTL association model. See 
text for further details. 
issue regarding the appropriate number of degrees of freedom for this test. Table 7.5 
gives the power for the two GxE tests assuming an extra degree of freedom (i. e. 
making the tests have 2 and 3 degrees of freedom respectively). Contrasting results, 
it seems that the true degrees of freedom is somewhere in between, and is probably a 
complex function of the true parameter values. There is some suggestion that treating 
the GxE tests as 1 degree of freedom tests (or 2 degrees of freedom if dominance 
interactions are also tested) is slightly anti-conservative. In practice, it is probably 
best to treat the tests as two degree of freedom tests, i. e. by specifying --alt fcG 
--null f (or, for dominance, as a3 degree of freedom test by specifying --alt fFcgG 
--null f F) so that ßM is fixed under the null. 
The power of the tests, even with the extra degree of freedom, seems reasonable 
for the full sample cases, around 70-80%. Power for the selected samples is typically 
around 40-50% to detect GxE interaction. The extent to which different selection 
strategies and different types of interaction differentially influence power is uncertain, 
however. 
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0 0 0 0.91 0.72 0.04 0.04 0.08 0.06 0.08 0.08 
0.2 0 0 0.89 0.73 0.08 0.03 0.07 0.10 0.08 0.13 
0 0.2 0 0.87 0.68 0.04 0.05 0.85 0.68 0.78 0.61 
0.2 0.2 0 0.88 0.71 0.09 0.06 0.86 0.62 0.81 0.58 
0.2 -0.2 0 0.88 0.71 0.09 0.06 0.88 0.65 0.81 0.56 
0 0 0.2 0.89 0.74 0.05 0.07 0.06 0.08 0.52 0.40 
-0.2 0 0.2 0.89 0.70 0.08 0.04 0.07 0.07 0.55 0.40 
Pairs 
0 0 0 0.88 0.57 0.06 0.04 0.07 0.06 0.07 0.08 
0.2 0 0 0.88 0.51 0.11 0.06 0.06 0.07 0.09 0.11 
0 0.2 0 0.86 0.55 0.05 0.07 0.86 0.60 0.80 0.52 
0.2 0.2 0 0.90 0.57 0.11 0.05 0.90 0.59 0.84 0.51 
0.2 -0.2 0 0.89 0.54 0.10 0.09 0.93 0.62 0.87 0.56 
0 0 0.2 0.89 0.57 0.05 0.05 0.06 0.08 0.63 0.44 
-0.2 0 0.2 0.89 0.55 0.09 0.06 0.06 0.08 0.59 0.40 
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Table 7.4: Power of the main effects (a = 0), covariate (, BM = 0) and GxE tests, assuming 
1 degree of freedom for test of ßA, and 2 degrees of freedom for the test of ßA and ßD. See 
text for further details. 
QA=O QA=OD=O 
ßM ßA ßD Full Sel Full Sel 
Singletons 
0 0 0 0.02 0.02 0.04 0.04 
0.2 0 0 0.02 0.03 0.03 0.06 
0 0.2 0 0.73 0.51 0.68 0.49 
0.2 0.2 0 0.74 0.44 0.70 0.40 
0.2 -0.2 0 0.77 0.46 0.71 0.41 
0 0 0.2 0.02 0.03 0.36 0.27 
-0.2 0 0.2 0.02 0.02 0.42 0.27 
Pairs 
0 0 0 0.03 0.02 0.03 0.04 
0.2 0 0 0.01 0.02 0.02 0.06 
0 0.2 0 0.76 0.46 0.70 0.41 
0.2 0.2 0 0.78 0.40 0.73 0.35 
0.2 -0.2 0 0.83 0.44 0.79 0.42 
0 0 0.2 0.02 0.02 0.49 0.29 
-0.2 0 0.2 0.03 0.03 0.45 0.26 
Table 7.5: Power of the GXE test assuming 2 degrees of freedom for test of ßA, and 3 
degrees of freedom for the test of ßA and 6D. See text for further details. 
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Figure 7.8: Recovery of GxE interaction in QTL association model: see text for details. 
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Figure 7.8 shows the recovery of GxE interaction parameters for singletons only - 
similar results are observed in pairs. The left column contains the expected genotypic 
means plotted against for the moderator, i. e. the true simulated model, for the 7 
conditions, i. e. each row is one condition. The next two columns represent the 
average simulation results from the full and selected samples, respectively. That is, 
given values of a, d, ßM, , BA and OD it is easy to plot the expected genotypic scores as 
a function of the moderator M. In all cases the true structure is recaptured without 
any noticeable bias, although there is a slight hint of the effect sizes being attenuated 
in selected samples. 
7.4.3 Gene-environment correlation 
In the conditional approach, the QTL allele frequency can be a free parameter to 
be estimated from the data. As mentioned above, the assumption of independence, 
P(GIE) = P(G), was made between genotype and environment, implying no gene- 
environment correlation (rGE = 0). In the presence of rGE, then allele frequency 
would vary as a function of the environment, so P(GIE) ; P(G). Future directions 
for the development of this model include incorporating the ability to estimate and 
test for raE, as well as the impact of ignoring it. It would be possible to redefine 
allele frequency as a linear function of the moderator, e. g. p+ &M, although, being 
a frequency, a logistic function might be rather more appropriate. 
Some further issues arise when implementing this for family data, however. An 
intuitive view would suggest that to simply model each siblings' allele frequency as 
a function of their own moderator value would ignore the allelic dependence found 
within sibships. Several conceptual issues surrounding the notion of rGE (Plomin 
et al., 1977) come into play in this instance, however. Passive rGE implies that 
children born into certain environments are also more likely to have particular trait- 
influencing genes. Evocative and active rGE imply that the individual child's trait 








Passive Evocative, Active 
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Figure 7.9: Models of gene-environment correlation. The factors represent familial influence 
`F', an individual's genes `G', environment `E' and trait `T'. It is also possible that a path 
from E to T exists in both cases, i. e. a main effect of the environment on the trait. 
value influences exposure to particular environments. 
If one assumes that the rGE is passive, then one should probably employ obligatory 
shared moderator variables. That is, otherwise it would be unrealistic to assume that 
two siblings from the same family who are discordant for the moderator come from 
populations with drastically different allele frequencies, as they come from the same 
parents. That is, in passive rGE the source of environmental influence is via one's 
parents and siblings - these sources are clearly shared for siblings. However, if one 
assumes that the rGE is evocative or active, then it does make sense to use moderator 
variables that can be different for different siblings within a sibship. In this case, 
the causal arrow is reversed, such that the association between gene and environment 
is via the individuals trait, rather than via familial factors. Figure 7.9 represents 
these alternatives. Note that population stratification can accurately be described 
as passive rGE, if the environmental variable also has a main effect on the trait. A 
within-sibship analysis would not be able to detect passive rGE therefore, even if the 
environmental variable wasn't obligatorily shared between siblings. 
Roughly speaking, if obligatory shared moderators are employed (e. g. parental 
SES) any genotype-environment association would reflect passive rGE. Because this 
analysis is obviously not possible within-sibships, it would be hard to rule out pop- 
ulation stratification effects without further data (e. g. genomic control methods as 
discussed in Chapter 6). If a non-obligatorily shared moderator is used, it should 
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be only in a within-sibship context, to avoid dependencies in genotypes arising from 
the common parental genotype. In this case, any relationship between genotype and 
environment does not reflect different origins, but rather different consequences of 
different siblings within the same family having different trait values. This is likely 
to prove a difficult but fruitful area of future research in any case. 
7.5 Summary 
This Chapter has illustrated three ways in which potential measured environmental 
moderator variables can be incorporated into QTL analysis. For both linkage and 
association, interactions between a test locus and a measured environment can be 
incorporated; additionally, correctly modelling interactions between residual compo- 
nents of variance and a measured moderator can potentially increase power. 
Chapter 8 
Selection & epistasis 
This Chapter considers approaches to two-locus models incorporating epistasis in the 
context of variance components QTL linkage and association mapping, with particu- 
lar emphasis upon performance in phenotypically selected samples. The first method 
is an extension of Haseman-Elston linkage analysis to the two-locus case, based on 
a reformulation of the original Haseman-Elston method. The second method incor- 
porates a second locus as a moderator variable in the association model described in 
Chapter 3. 
8.1 Two-locus linkage analysis 
As demonstrated in Chapter 5, standard variance components linkage analysis on 
unselected samples has very little power to detect epistatic effects formally although 
epistatic effects may actually contribute to the additive QTL component of variance. 
Chapter 2 illustrated the impact of sample selection on the efficiency of the standard 
linkage test - what effect, if any, sample selection has on the ability to detect epistasis 
is addressed in this Chapter. 
This section presents two approaches to two-locus linkage analysis: one based on 
variance components methodology and one based on the Haseman-Elston regression 
320 
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(Haseman and Elston, 1972). Simulation results are only presented for the latter 
method, however - as explained below, the variance components approach to two- 
locus linkage analysis proved to be computationally unwieldy. 
8.1.1 Variance components model of two-locus linkage 
The conditioning-on-trait-values approach for single-locus linkage (Sham et al., 2000a) 
can in theory be extended to the two-locus case, to provide a two-locus linkage test 
applicable to selected samples. For the additive, single-locus case, the expected sibling 
covariance matrix has elements for sibs i and j 
V Z=j 
rV+QA(7r -E(7r)) i0j 
where V is fixed to the population variance, r is fixed to the population sibling 
correlation and QÄ is the additive QTL variance and single free parameter. The IBD 
variable, 7r, is the proportion of alleles shared IBD between sibs, i. e. 0,0.5 or 1. 
The two-locus case is a simple extension of this model: if only additive main and 




rV +U 7r1 -E 7r1)) +U 7f2 -E 7f2 +v 7f17i2 -E ? flif2)) 
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although dominance effects (and higher order epistatic terms) can simply be included 
in the covariance term, e. g. dominance x dominance interaction can be modelled by 
including QDD(zlz2 - E(zlz2)) in E when i :Aj. 
For the single-locus case, the standard likelihood is a weighted sum of 3 likelihoods, 
corresponding to the 3 possible IBD values for a sibling pair, where the weights are 
based on the posterior probabilities of IBD sharing conditional on the observed marker 
data. The conditional likelihood has similar terms for the numerator and denominator, 
CHAPTER 8. SELECTION & EPISTASIS 322 
except that the weights in the numerator are determined by the observed marker data, 
whereas the weights in the denominator are the prior probabilities of that IBD value. 
The conditional weighted likelihood is constructed in an analogous manner for the 
two-locus case, except there are now 9 possible IBD configurations. For unlinked loci 
the prior probabilities can be written as the matrix 
111 




16 8 16 
as shown in Chapter 5. Based on the observed marker data, the posterior IBD prob- 
abilities for any one sibling pair for the two loci (say `A' and `B') are 
qö qö B 9ö qB Qö 4B 
Q- 9i4ä 9'i4'ß AqB 
q2A 92A4B 1 4igB 
where, for example, qo is the posterior probability of IBD 0 for locus A. The 8 
IBD sharing variables described in Chapter 5 can be easily calculated from these 
probabilities: e. g. 7rA = 0.5gi + q2 , etc. 
Each of the 9 possible IBD configurations (indexed ij where i and j take the 
values 0,1 and 2) implies a particular sibling covariance matrix, Eij, and therefore a 
particular likelihood, given the vector of trait scores y, for any one sibling pair (where 
the trait scores are mean-centred using the population mean) of 
1nL=j =-2 [1n, EÜl +y'EÜIy] 
The two-locus weighted conditional likelihood for each sibling pair is is therefore of 






and the log-likelihood can be summed over all sibling pairs. 
The implementation of this approach was fraught with numerical difficulties in op- 
timisation, however. In particular, preliminary work suggested that this approach was 
extremely sensitive to starting values when the full 8 parameter model was specified, 
so much so as to preclude the method's usefulness. This approach was abandoned in 
favour of the hopefully more robust two-locus regression-based method, described in 
the next section. 
8.1.2 An extended two-locus Haseman-Elston linkage method 
This section considers an extension to the two-locus case of the recently reformulated 
Haseman-Elston regression method (Sham et al., 2002b; Sham and Purcell, 2001). 
In comparison to the original method (Haseman and Elston, 1972), the reformula- 
tion features two important changes: 1) rather than simply the squared difference 
between siblings, the trait variable is now a weighted composite of squared-sums 
and squared-differences between siblings, which can be shown to be approximately 
equivalent to variance components in power, 2) the regression equation is reversed 
to become the regression of IBD on trait, to ensure that the test is robust in se- 
lected samples. Although other authors have demonstrated multi-locus extensions 
to the original Haseman-Elston method (e. g. Tiwari and Elston, 1997b, reviewed in 
Chapter 5), this avenue has not been explored within the context of the reformulated 
Haseman-Elston. 
The regression involves a composite of squared-sums and squared-differences weighted 
by the population sibling correlation, and eight IBD sharing variables, corresponding 
to the eight components of genetic variance for two QTL: additive effects {irA and 
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irB), dominance effects (zA and ZB), additive x additive epistasis (7rA7rB), additive x 
dominance epistasis (7rAZB and zA7rB) and dominance x dominance epistasis (ZAZB). 
Trait and IBD variables are standardised to allow the regression coefficients to 
be directly interpreted as variance components and to enable the analysis of selected 
samples. Each pair's trait score (the weighted sum of squared-sum and squared- 
difference) is adjusted according to the theoretical mean and variance, which depends 
upon the sibling correlation. The sibling correlation can either be estimated from 
the sample, or fixed to its population value if known. Similarly, for each sibling 
pair, each IBD sharing variable is mean-centred and standardised. The population 
mean and variance of the IBD sharing variables are given by basic genetic theory. 
The standardisation procedures are more involved than normal standardisation: the 
aim is to ensure that the regression coefficients directly estimate the components of 
variance. The details of these procedures are given below. 
Method 
The basic model is a multivariate regression of two-locus IBD sharing variables on 
a composite measure of squared trait difference and squared trait sum for siblings. 
When IBD sharing variables are the predictor variables, the substantial covariation 
between them is implicitly taken into account, such that their regression coefficients 
will represent the components of variance associated with the eight sources of genetic 
variance. However, in the present case, the multivariate regression of IBD sharing 
variables on the composite trait score does not yield regression coefficients that cor- 
respond to variance components, as this covariation is not addressed. Even if there 
were only additive effects at the first locus, nonzero regression coefficients would still 
be expected for the z1, ir1ir2i 7riz2, z172 and z1z2 variables as well as 7rl, for these 
five variables are all strongly correlated with -7rl. However, a transformation creates 
8 new variables that are linear combinations of the 8 standardised IBD sharing vari- 
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ables: the regression coefficients for these new variables directly estimate the variance 
components. The standardisation and transformation procedures are described below. 
Typically, the covariance matrix of the standardised and transformed IBD sharing 
variables, which is used in calculating the solution, would be estimated from the 
sample. In selected samples, this may produce biased results, however. To allow 
for the analysis of selected samples, this covariance matrix is fixed to the population 
values based on basic genetic theory, outlined in Chapter 5. The calculation of this 
matrix (which also depends on the sibling trait correlation) is detailed below. As the 
trait is the predictor variable, the procedure should be robust in selected samples. 
Creating the composite score 
The rationale behind the composite measure and its optimal performance is described 
in Sham and Purcell (2001). Basically, for a sibling pair with standardised trait scores 
Ti and T2, the composite trait index is defined 
(7'1 + 7'2)2 (T1-T 
x= 2)2 
(1 + r)2 (1 - r)2 
Assuming that the trait is multivariate normal, it can be shown that the expected 
value of the composite is 
whilst its variance is 
E(X) - -4r 1-r2 
Var(X) = 
16(1 + r2) 
(1 - r2)2 
and the covariance with the IBD sharing variable fr is 
4Q(1 + r2)Var(Ir) 
(1 - r2)2 
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as derived in Appendix C of Sham and Purcell (2001). As ßx* = Cov(X, *)/Var(ir), 
then the regression coefficient will equal 
4(1 + r2) 
(1 - r2)2 
Dividing X by the first part of this factor will ensure that the regression coefficient 
is exactly Q, therefore the composite is `standardised' X' as follows: 
X' = [X - E(X)] / 
4i1 
rr2) [(- 2)21 




Standardisation of IBD sharing variables 
As well as standardising the composite trait index, it is also necessary to standardise 
the IBD sharing variables. For the two-locus case allowing for all orders of epistatic 
interaction, the vector 
n= 
[f, 
il *2 22 *1*2 *122 zlj*2 2122] 




`f, =f1313555 15 
1 
fl 9 16 8 16 64 64 64 256 J 
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respectively. Each element is then standardised by the appropriate mean and variance 
to give the vector lic of standardised allele-sharing variables. 
Adjustment for putting allele-sharing variables as the dependent 
As the regression coefficient of X' on [III]; is 
Q _- 
cov([ncl1, X') 
_Q X'[ncli Var([IIc]i) 
it follows that the regression coefficient of [ftc]i on X' is 
o[nclix' = QVar(X') 
and so it is necessary to make a further adjustment to the IBD variables, IIc, multi- 
plying each element by the variance of the composite index 
Var(X') = Var 
X_1 (16(1 + r2)1 
4 ltr2 
(1-r) 






in order to account for the reversing dependent and independent variables. The 
combined standardisation can be represented by the matrix operations 
nc = S- (111 - Efi) 
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Transforming the IBD variables 
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As mentioned above, the regression of nc on X would fail to account for the substan- 
tial covariation between IBD sharing variables. A transformation is proposed which 
creates 8 linear combinations of the IBD sharing variables, which estimate the eight 
components of variance in a two-locus epistatic scenario directly, i. e. additive and 
dominance variance components for each locus, and four epistatic variance compo- 
nents representing additive x additive, additive x dominance, dominance x additive 
and dominance x dominance interaction. 
Let En be the covariance matrix for the `standardised' IBD variables. Then the 
transformation matrix T is defined 
T=En1D 
where D is an 8x8 diagonal matrix containing the variances of the IBD variables. 
In this case, the vector Y of transformed IBD variables is 
Y=TIIc 
The rationale for this transformation is as follows. If [T]; is the ith row of the trans- 
formation matrix T, then it is required that the regression of 
[T]ES-1(II - En) 
on X to have regression coefficient Qt, i. e. to directly estimate the component of 
variance. That is, 
Cov ([T]s_1(ý - En), X') Q` 
V ar (X') 
= [T]iD-1Eitx, 
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In matrix terms, the vector of regression coefficients ß which directly represent the 
variance components is 
p= TD-lEnx,. 




where I is an 8x8 identity matrix. Rearranging gives T= Enl D. 
Fixing the IBD covariance matrix to population value 
The covariance matrix of the 8 original IBD variables, En, is given by basic genetic 
theory as described in Chapter 5. The covariance matrix of the standardised and 
transformed IBD variables is calculated 
EY = TS-'EnS-'T' 
where S and T are defined above. 
Solving the regression equation 
When Ey is known, as in the present case, the solution to the regression equation is 






with covariance matrix N 
Vß =E XiEy'Xi 
i=1 
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Reduced model 
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As well as the full two-locus model, containing all four epistatic terms, a reduced 
5-parameter model was also fitted to the data. The reduced model contains 4 main 
effect terms, but only a single epistatic parameter, representing additive x additive 
epistatic interaction. The matrices S, T and therefore EY are all recalculated on 
the basis of only these 5 terms. The reduced model allows a1 degree of freedom 
test of any epistatic effect, as opposed to a4 degree of freedom test for all epistatic 
effects. As will be seen, this formulation is preferable in most circumstances, although 
the model misspecification (i. e. if the higher-order epistatic terms contribute to the 
variance strongly) can lead to biased parameter estimates. 
Testing linear hypotheses 
For the linear hypothesis H# =h the test statistic is 
TH = (HQ - h)'(HVßH')-1(Hß - h) 
which has an approximate X2 distribution in large samples (Crowder and Hand, 1990). 
If there are p terms in the full model and p-r terms in the restricted model, then 
H is arxq matrix and h is arx1 vector. All elements of h are set equal to zero 
(i. e. to test the hypothesis that the restricted terms equal 0). If the first restricted 
term is i in the full model is restricted in the submodel, then the element (1, i) is set 
to 1, etc. For example, to test the linear hypothesis that there are no epistatic effects 
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and h= 
[o 
0 o]'. This test statistic is distributed as X3. 
8.2 Simulations 
8.2.1 Overview 
Samples of sibling pairs were simulated under a variety of epistatic models. In all 
cases, a bivariate normal trait was simulated for the sibling pair, along with perfect 
information IBD values for two unlinked loci. Epistatic models were specified in 
terms of a matrix of 9 genotypic means and two allele frequencies, as described in 
Chapter 5. In all cases an unselected sample size of 5000 sibling pairs and a selected 
sample size of 500 sibling pairs was used, i. e. 10% selection. Samples were selected 
using the method described in Chapter 2. In all cases, the two loci jointly accounted 
for 40% of the trait variance. The residual sibling correlation was varied, by either 
simulating residual shared and nonshared effects to account for either 20% and 40% 
of the total variance respectively, or 40% and 20%. For each model, the expected 
sibling correlation was calculated, as described in Chapter 5- in analysis, the sibling 
correlation was fixed to this value. Each condition was replicated 2000 times. 
Two different models were applied to the data: a full model with 8 parameters 
(i. e. including the higher order epistatic terms featuring dominance) and a reduced 
5 parameter model (including additive and dominance main effects but only additive 
x additive epistasis). 
For the full model, three tests were conducted: 1) an 8 degree of freedom test of no 
QTL effects (all parameters equal zero) 2) a4 degree of freedom test of no epistatic 
effects (the four regression coefficients corresponding to the four epistatic variance 
components equated to zero) and 3) a3 degree of freedom test of no higher-order 
epistatic effects (the three regression coefficients corresponding to the three higher- 
order epistatic variance components). For the reduced 5 parameter model, two tests 
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were conducted: 1) a5 degree of freedom test of no QTL effects and 2) a1 degree of 
freedom test of no epistatic effect. 
The four different epistatic models investigated in these analyses were: 
0 0.5 1 000 000 001 
M1= 0 0.5 1 M4 000 M8 011 M12 0 0.5 0 
0 0.5 1 001 011 100 
although model M4 was simulated using three different allele frequencies (0.1,0.5 
and 0.9) for the first alleles (i. e. making the double-homozygote (with the mean of 1) 
either quite common, fairly rare or very rare, respectively, labelled M4A, M4B and 
M4C). That is, the frequency of the double increaser homozygote would be around 
65%, 6% or 0.1%. In this last extreme case, although the QTL are simulated so as 
to account for a constant proportion of variance (and therefore, the actual effects 
would be very large when the frequency is so low), one would expect this scenario 
to highlight the difference between theoretical expectation and the analysis of finite 
samples. 
8.2.2 Results 
The regression analyses were also performed on the untransformed IBD variables 
as well as the transformed ones: as expected, the untransformed analyses failed to 
distinguish between epistatic and non-epistatic effects. In contrast, Tables 8.1 and 
8.2 illustrate the results for the transformed analysis (displaying the average test 
statistics and power at a=0.05 respectively), which clearly differentiates between 
epistatic and non-epistatic effects. The tests of any QTL effect ('All') are largely all 
highly significant, which is to be expected as the QTL were simulated to account for 
almost half the trait variance. The average test statistic for any QTL effect varies 
considerably from model to model, however. This is largely due to differences in the 
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sibling correlation implied by the different models, which is known to influence the 
power of the linkage test. However, model M4c shows a distinctly different pattern, 
with the test statistics at their expected values under the null. This is undoubtedly 
because the double homozygote would be very unlikely to occur even in samples of 
5000 sibling pairs, because it is so rare. Therefore, in the majority of the samples, 
there would not be any variation in the trait due to either QTL. This extreme example 
perhaps just makes the more general point, that considering the expected variance 
components alone is not enough to accurately predict performance (although with a 
much larger number of replicates, results should converge to their expected values). 
A similar, but less extreme, trend can also be seen between models M4A and M4B, 
where M4A is more powerful as the double increaser homozygote will occur more 
frequently in this scenario. 
Comparing the test statistics in full and selected samples, in most cases approx- 
imately 60% of the information for linkage is retained by 10% of the sibling sample. 
Model M4B shows a distinctly different pattern, however, with all the information 
being retained in the selected sample. In general, selection is likely to be more efficient 
when the same amount of variation is characterised in terms of rare but large effects 
as opposed to small but common effects. This is the case in model M4B - all of the 
small number of sibships containing at least one individual with the double increaser 
homozygote genotype are going to be informative, whereas all other sibships will not 
be. This is represented in the lower full sample test statistic also. Epistasis, in and of 
itself, does not guarantee any particular pattern with respect to this effect size / effect 
frequency continuum. Model M12, the `most epistatic' of the models considered here 
does not show this pattern, and consequently selection is less efficient. 
Looking at the results for the specific tests of epistasis in both Tables reveals an 
equally ambiguous pattern of results. Additive model M1 does not have any epistatic 
QTL effects, and, as established above, model M4C barely has any QTL effects, so 
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Full 8 parameter model 
- - 
Reduced 5 parameter model 
18 df) Epi (4 df) pi ( 3 ify 1 5 pi 1d 
F SF6 F S F 
Ml 166.77 107.16 4.14 4.31 3.05 3.18 163.72 103.98 1.09 1.13 
Ml 316.22 193.50 4.31 4.40 3.09 3.16 313.12 190.34 1.21 1.24 
M4A 79.27 47.58 4.06 4.06 2.95 3.02 76.32 44.56 1.11 1.05 
Mop 138.52 76.15 4.46 4.36 3.04 3.08 135.49 73.08 1.42 1.29 
M4B 50.47 51.27 8.89 8.86 3.78 3.76 46.69 47.51 5.11 5.10 
M4B 57.11 55.37 8.95 8.69 3.37 3.32 53.74 52.05 5.58 5.36 
M4c 7.83 7.78 3.88 4.05 2.94 3.02 4.89 4.76 0.94 1.03 
M4c 7.98 8.06 3.97 4.04 3.09 3.07 4.89 4.99 0.89 0.97 
M8 78.35 42.23 4.19 4.05 2.95 2.98 75.41 39.24 1.25 1.06 
M8 134.80 63.82 4.35 3.79 2.88 2.69 131.92 61.13 1.47 1.10 
M12 61.40 36.83 23.27 14.69 7.45 5.20 53.95 31.63 15.83 9.49 
M12 90.60 42.57 33.03 18.37 10.15 6.04 80.45 36.54 22.88 12.33 
Table 8.1: Transformed test statistics for two-loc us Haseman-Elston method: for full and 
selected samples (F and S). '1bp of each pair of rows: lower sibling correlations; b ottom of 
each pair: higher sibling correlation. See text for further details. 
performance of the epistasis tests is near the expectation under the null in both cases. 
Arguably the tests are a little anti-conservative - the Type I error rates for M1 which 
should have no epistasis are a little high. Otherwise, whether or not a given model will 
show detectable epistatic effects or not is largely due to the associated components of 
variance, as established in Chapter 5. 
Figure 8.1 illustrates the expected variance components under the true model (the 
left column, with each row corresponding to models M1 - M12 going from top to 
bottom). Results are given for both full and selected samples, under high and low 
residual sibling correlations (H and L). As can be seen, models M4A and M8 are 
actually largely additive in terms of the magnitudes of the components of variance. 
In contrast, M4B and M12 show much stronger epistatic variance components. As 
shown in the Tables, epistasis is detectable in these latter two conditions, but not in 
the first two. For the factors mentioned in Chapter 5, power to detect these effects is 
still relatively low, however. 
The middle and right columns of Figure 8.1 represent the average estimated vari- 
ance components under the full 8 parameter and reduced 5 parameter model respec- 
tively. With the exception of M4c, the variance components are unbiased estimate in 
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Figure 8.1: Average estimated variance components from sibling pair linkage. Rows from 
top to bottom represent models Ml, M4A, M4B, M4p, M8 and M12. The left column 
represents the expected variance components; the middle column represents the components 
estimated under the full model; the right column represents the components under the 
reduced model. In each plot, the 
four lines represent the four combinations of full and 
selected samples 
/ high and low sibling correlation. 
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Full 8 parameter model Reduced 5 parameter model 
All (8 df) pi (4 df) Epi (3 dfT- All (5 df) pi (1 df) 
F S FS F S F S F S 
Ml 1.00 1.00 0.06 0.08 0.05 0.07 1.00 1.00 0.06 0.07 
Ml 1.00 1.00 0.09 0.09 0.07 0.07 1.00 1.00 0.07 0.08 
M4A 1.00 1.00 0.05 0.06 0.05 0.06 1.00 1.00 0.07 0.06 
M4A 1.00 1.00 0.07 0.07 0.05 0.06 1.00 1.00 0.10 0.09 
M4B 1.00 1.00 0.39 0.39 0.09 0.09 1.00 1.00 0.53 0.52 
M4B 1.00 1.00 0.39 0.36 0.07 0.08 1.00 1.00 0.58 0.55 
M40 0.03 0.05 0.03 0.05 0.03 0.06 0.02 0.05 0.10 0.04 
M40 0.03 0.05 0.02 0.05 0.03 0.05 0.02 0.05 0.12 0.05 
M8 1.00 1.00 0.07 0.05 0.05 0.06 1.00 1.00 0.09 0.06 
M8 1.00 1.00 0.06 0.04 0.04 0.04 1.00 1.00 0.10 0.06 
M12 1.00 1.00 0.96 0.77 0.41 0.20 1.00 1.00 0.97 0.81 
M12 1.00 1.00 1.00 0.93 0.63 0.27 1.00 1.00 0.99 0.92 
Table 8.2: Power for transformed two-locus Haseman-Elston method: for ful l and selected 
samples (F and S). Top of each pair of rows: l ower sibling correlations; bottom of each pair: 
higher sibling correlation. See text for further details. 
all cases under the 8 parameter model. As explored in Chapter 5, the reduced 5 pa- 
rameter model (representing, in some cases, a misspecification of the true model) can 
lead to parameter estimates that are biased (e. g. the negative estimates of additive 
variance components for M12). Another point of interest is that for the additive-only 
M1 model, sample selection tends to bias the estimate of the dominance variance 
component to be negative. 
Finally, note that despite the very high epistatic variance associated with model 
M4c, the estimated variance components are all near zero, for reasons mentioned 
above. In general, for this level of selection, it appears that the properties of selected 
samples with respect to the detection of epistasis are very similar to those of unselected 
samples. 
8.3 Epistasis in QTL association analysis 
As shown in Chapter 7, it is possible to incorporate a moderator variable into the 
variance components association model described in Chapter 3. In this section, a 
second locus rather than an environmental measure is introduced as a moderator of 
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the QTL effect. Such a procedure allows for tests of gene x gene interaction in selected 
sibship samples. 
To perform a full analysis of two loci within the conditional framework, it would be 
necessary to consider all possible genotypic configurations, GC, as two-locus sibship 
genotypes and inheritance vectors. That is, for two loci Gl and G2, 
L(Gi, GZI X) = 
L(X I G1, G2)L(G1, G2) 
Ecu EG2 L(X I G1, G2)L(Gi, G2) 
Considering every possible two-locus genotypic configuration in the denominator may 
well become computationally prohibitive, however, especially with larger sibships. An 
alternative strategy, used here, is to regard the second locus as a modifier variable, in 
the same way as GxE analysis. The likelihood is therefore 
L(ci IX, GZ) = 
L(X I Gi, G2)L(G1I G2) 
Ecu L(X I Gi, G2)L(GlI G2) 
which, assuming Gl and G2 are in linkage equilibrium and unlinked, equals 
L(G, IX, Gs) = 
L(X I G G2)L(Gi) 
Ecu L(X I Gi, G2)L(G1) 
If the loci were linked or in linkage disequilibrium, L(G1 JG2) would have to be properly 
specified - this section restricts attention to the simpler case when the two loci are 
unlinked and in linkage equilibrium. 
This analysis is essentially of a single locus, the effects of which might be modified 
by alleles at a second locus. As a consequence, analogous to the inability to estimate 
the main effect of a covariate in the conditional approach, any main effects of the 
modifier locus will not be detected. Given this `asymmetry' (i. e. one locus must 
be 
chosen as the dependent, one as the modifier), the locus with the strongest main effect 
in standard analysis should be made the dependent test locus. 
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Assuming the second locus is diallelic, two dummy moderator variables are cre- 
ated, AM and DM, coded 1,0 and -1 and 0,1,0 for additive and dominance effects 
respectively, according to genotype. These variables must be standardised using the 
population mean and variance, i. e. the population allele frequency must be known. 
The coding is then represented as Al, AO and A_1, and Do, Dl, Do. The sibling 
correlation for Am and DM must also be specified: these are simply 0.5 and 0.25 for 
full sibling pairs. 
The parameters for the first covariate, Am, are aM, aA and aD. The parameters 
for the second covariate, DM, are 8M, JA and JD. For example, aA represents an 
additive x additive interaction effect; 8A represents the dominance component of 
the modifier locus interacting with the additive effect of the test locus - an additive 
effects at the test locus x dominance effects at the modifier locus interaction. These 
six parameters, along with the main effects at the test locus a and d, combine to form 
the eight effects listed in Chapter 5. Reconstructing the 3x3 table of genotypic 
means has to take account of the standardisation of AM and DM, however. For test 
locus A and modifier locus M, the 9 genotypic means are 
PAA/MM =a+ aMAl + SMDo + aAAl + SADo 
/-SAA/Mm =a+ aMAo + SMDl + aAA0 + SAD1 
PAA/mm =a+ aMA-1 + SMDO + aAA-1 + (ADO 
/Aa/MM =d+ aMAl + SMDO + aDA1 + SDDo 
PAa/Mm =d+ aMAo + SMDI + aDAo + SDDI 
iAa/mm =d+ aMA-1 + SMDo + aDA-1 + SDDo 
%Paa/MM = -a + aMA1 + SMDO - aAA1 - SADO 
µaa/Mm _ -a + aMAo + SMDI - aAAo - SADI 
/1,, a/mm = -a + aMA-1 + SMDo - aAA-1 - SADo. 
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The above method, implemented in the cafe program, is applied to eight two-locus 
models, as illustrated in Figure 8.2. The first four models (reading across columns, 
then down rows) are from the previous epistatic linkage simulations: models Ml, M4, 
M8 and M12. In all cases, both loci are diallelic with equifrequent alleles. The remain- 
ing four epistatic models represent specific orders of epistasis, against the background 
of an additive main effect at the test locus: that is, additive x additive, additive x 
dominance, dominance x additive and dominance x dominance. 
The full sample size is 1000 individuals, or 500 sibling pairs; selected samples 
contain 200 individuals, or 100 sibling pairs. The two loci account for 30% of the trait 
variance in all cases. For each condition, the results represent only a single replicate 
- more extensive simulations are planned for the future. 
Table 8.3 presents the likelihood ratio test statistic for each condition. Although it 
is unwise to generalise from single replicates, the results look promising. For a4 degree 
of freedom test, the LRT are small under model 1, for which there are no epistatic 
effects, but much higher under all other models, for which there are epistatic effects. 
There appears to be no consistent differences between conditional and unconditional 
approaches in terms of the LRTs; singletons appear to have larger LRTs than pairs. 
The main purpose of presenting these preliminary results is to demonstrate some 
problems with the model, however. There is no result for the model 4 conditional test 
with selected singletons. This is because it so happened that not all 9 genotypes were 
represented in this selected sample. 
Just as a model including a dominance effect 
would not be identified if only the two homozygotes were observed in a sample, the 
full epistatic model is not identified in this case. This problem is likely to arise often in 
selected samples, especially when allele 
frequencies are rare. Data should be carefully 
inspected before fitting the full epistatic model in all cases. 
Figures 8.3 and 8.4 show the estimated 9 genotype means for the two-locus model, 
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NC C NC C 
3.24 6.53 4.77 3.95 
73.29 93.03 46.12 45.67 
71.17 46.45 28.41 17.43 
228.47 124.37 117.92 
71.47 78.49 29.96 26.49 
24.47 21.42 12.42 10.25 
62.82 46.50 35.69 26.89 
25.03 22.54 26.05 20.08 
Table 8.3: Test statistics (4 degree of freedom test of epistasis) for two-locus association 
model: for full and selected samples, singletons 
(s = 1) and sibling pairs (s = 2). 













Figure 8.3: Estimated genotypic means from association analysis: conditioning. Each row 
represents a model as described 
in Figure 8.2. 
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Figure 8.4: Estimated genotypic means from association analysis: not conditioning. Each 
row represents a model as described in Figure 8.2. 
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based on the conditional and unconditional tests respectively. In general, both meth- 
ods do a good job of recovering the two-locus effects. However, certain models (e. g. 
the second model) show signs of biased estimates in the unconditional approach. This 
is in fact a further problem of identification. Conditional on the moderator (i. e. the 
second locus), when there is no main effect of the first locus, then , ßM and SM cannot 
be properly identified. As a consequence, just the relative differences in first locus 
genotypes are correct. This issue never arose in the GxE analyses presented in 
the previous Chapter because the moderator was continuous (even though at certain 
values of the moderator there was no main effect of the first locus). Although this 
should not bias the LRT values, it does mean that care must be taken in interpreting 
the expected two-locus means model from the conditional analysis. Further research 
is required in order to make this approach generally applicable. 
8.4 Summary 
This Chapter has presented two-locus linkage and association models that are robust 
in selected samples. For the scenarios simulated in this Chapter, the differences 
between full and selected samples have not been particularly marked. For linkage, 
this will probably hold for a wide range of models - as demonstrated in Chapter 5, 
additive and epistatic effects are, in any case, blurred in QTL linkage analysis. For 
association studies, epistatic interaction effects will probably be harder to detect in 
selected samples, especially when more extreme selection strategies are employed and 
allele frequencies are rarer. That is, although additive effects can be estimated from 
extreme-scoring high and low homozygotes alone, to detect epistasis it is necessary 
to sample the majority of the 9 two-locus genotypes - selecting on trait cannot esure 
this. 
Chapter 9 
Selection & population 
stratification 
This Chapter considers the potential impact of population stratification on quan- 
titative trait locus (QTL) association tests using phenotypically selected samples of 
unrelated individuals. As well as a standard regression-based test of QTL association, 
a novel maximum likelihood method is developed that should be robust in selected 
samples. Simulation results are used to evaluate both methods and to explore some 
novel problems arising when dealing with stratification in selected samples. Overall, 
both methods perform well: although the regression method is often marginally more 
powerful, the maximum likelihood method provides valid estimates of QTL effect size 
and is more robust in samples selected from non-normal distributions. 
9.1 Background 
As discussed in Chapter 6, it is possible to detect stratification within a sample by 
analysing a number of unlinked markers for signs of linkage disequilibrium, reflecting 
stratification effects. Furthermore, it is possible to assign individuals probabilistically 
to each of the K classes, or strata, considered in the best-fitting solution. The second 
344 
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issue, how to correct for the detected population substructure, is explored in this 
Chapter. In particular, issues arising when using phenotypically selected samples are 
considered. 
The assumed experimental design is as follows: (i) phenotype a large number of 
unrelated individuals at random, (ii) select phenotypically extreme individuals (e. g. 
top and bottom 10%), (iii) genotype selected individuals at a number of marker loci 
(which include both the test loci and the `null' markers to feature in stratification anal- 
ysis - these may overlap, partially or completely), (iv) perform stratification analysis, 
(v) perform association analysis, potentially conditional on stratum membership as 
determined in stage (iv). 
In many of the simulations below, stage (iv) is skipped and perfect knowledge of 
stratum membership is assumed. That is, rather than estimating posterior probabil- 
ities of class membership from unlinked marker data, the `posterior probabilities' are 
actually binary 0/1 variables corresponding to whether an individual was simulated as 
belonging to that class or not. This strategy is adopted for a number of reasons, not 
least the practical reason of speeding up the simulations considerably. However, as 
shown in Chapter 6, if enough marker loci are employed, classification can be (near) 
perfect in any case. Furthermore, perfect classification represents a `worst case sce- 
nario' so far as certain phenomena observed in selected samples are concerned, as will 
be illustrated below. 
As well as the ML method, a standard regression-based approach is described. The 
implementation of the ML method in the computer package L-ASSOC is also covered. 
The remainder of the Chapter reports the simulation studies used to evaluate both 
methods under a number of conditions, with particular emphasis on performance in 
selected samples when modelling population stratification effects. The various con- 
ditions investigated include: additive and dominance QTL effects; alternate selective 
sampling schemes; testing 
for mean differences between strata only; testing for QTL x 
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strata interaction; testing for allele frequency differences between strata only; the im- 
pact of unequal class size; the impact of population outliers; the impact of correcting 
for the stratum-specific means; the impact of imperfect classification. 
As mentioned, for many of the simulations outlined above, stage (iv) is skipped 
and the posterior probabilities are directly specified during sample simulation. The 
simulations looking at the impact of imperfect classification go some way to mimicking 
how an under-powered stratification analysis might influence results. 
A final section considers the potential implications of performing the stage (iv) 
stratification analysis in a selected sample. In particular, it is shown that selecting 
the extremes of a polygenic trait before performing the stratification and association 
analyses can lead to a considerable reduction in power. 
9.2 Testing for association in selected samples 
Typically in tests of association, the trait is the dependent variable whilst the predictor 
variables are some function of genotype. A simple linear regression approach might 
model an association between a quantitative trait and a diallelic locus 
7'i=lu+ßAAi+QDDi+ei 
where individual i's trait score T; is a function of additive effects A; coded 1,0 and 
-1 to represent alleles 
AIA1, A1A2 and A2A2; dominance effects are coded by D= as 
0,1 and 0; µ is the intercept and e; is the residual error. Likewise, standard variance 
components models of association (e. g. Fulker et al., 1999) model the likelihood of 
observing the trait given the individual's genotype, L(TIG). 
However, such approaches are not necessarily valid for the analysis of phenotyp- 
ically selected samples. In general, for any two variables X and Y, if Y is modelled 
as dependent on X, then it 
is acceptable to select a sample on X only, but not on Y. 
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That is, when Y is the dependent it is modelled conditional on X, i. e. E(YIX) in the 
regression framework, or L(YIX) in the variance components framework. Therefore, 
selecting on X will not basis the estimates, although it may lead to a reduction in 
power. 
Genetic studies will typically select samples on the basis of individuals' trait scores, 
not their genotypes. In order to obtain valid estimates of the QTL variance, a test 
of association in selected samples should therefore have genotype as its dependent 
variable. For example, 
A; =p+ ßßT; + e; 
However, within the straightforward regression framework, it is not clear how to 
include both additive and dominance effects on the left hand side of the equation, 
and the residuals will not be normally distributed. For this reason, an alternative 
maximum likelihood approach, such as the one described below, may be preferable. 
9.2.1 Maximum likelihood model 
A full likelihood model of both trait and genotype involves their joint probability, 
P(T UG), which can be re-expressed as either P(TIG)P(G) or P(GIT)P(T). As men- 
tioned above, for selected samples it is preferable to avoid the first formulation, which 
involves modelling the trait conditional on genotype, P(TIG). The current approach 
therefore evaluates the likelihood of observing an individual's genotype conditional on 
trait score - the second formulation P(GIT)P(T). This `conditioning-on-trait values' 
approach has been previously adopted in the context of complex segregation analysis 
(Ewens and Shute, 1986) and variance component linkage (Sham et al., 2000a). The 
P(T) component can be ignored when formulating the likelihood - as the data have 
been selected, P(T) will also reflect the ascertainment process, which it might not be 
possible to model easily, and, 
in any case, it would cancel in any likelihood ratio test. 
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To allow for stratification effects, association is modelled conditional on belonging 
to class j of K discrete classes. For each individual, the probabilities of belonging to 
each class will be the posterior probabilities produced by a program such as L-POP from 
genetic background information. Alternatively, these `probabilities' could be binary 
variables coded 0/1 based on some other classification scheme, such as self-reported 
ethnicity. The posterior probabilities are denoted P(CIG). The class-conditional 
likelihood will be based on P(GIT, C). The overall likelihood will be the weighted 
sum Ej P(GIT, C, )P(C, IG) therefore. 
A QTL may differ in allele frequency between classes; additionally, a QTL may 
have different effects in different classes, i. e. a QTL x class interaction. These 
possibilities are incorporated in the model described below. It is also possible for 
there to be differences in trait means between classes - indeed, there has to be both 
trait differences and allele frequency differences for stratification to occur. However, 
within the current framework, it is not possible to specifically estimate such class- 
specific effects on the trait, as these are confounded with QTL frequency and effect. 
That is, for two classes, a mean class difference with no QTL effect could produce the 
same pattern of results as a QTL with an additive effect and an allele frequency of 
0 in one class, 1 in the other class. Class means can be estimated from the data or 
calculated from the other class-specific parameters in the model. 
The model is parameterised in terms of class-specific additive genetic values (aj), 
dominance deviations (dj) and allele frequencies (p3). Mean-centred class-specific 
genotypic means are calculated 
µiiij = aj-(a, (p3-q, )+2P3q, di) 
µisjj = d, -(ai(Pp-qi)+2pjgjdi) 
Nn[j = -ai - (a, (Pj - qj) + 2pjgidi) 
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and class-specific genotype frequencies P(G11IC), P(G12IC) and P(G221C) are calcu- 
lated pJ2,2p3q, and qI. The trait must be standardised prior to analysis using the 
population mean and variance, which must either be estimated from the unselected 
sample or obtained from other sources. The residual trait variance is 
or =1-> P(Cj) (P(Gii I CI + P(Gi2I Ci)14iz1i + P(G221 Ci), 21i) 
i 
where P(C, ) is the prior probability of belonging to class j, calculated by summing 
posterior probabilities over all N individuals in the sample, Es P(C, I G)/N. 
Applying Bayes Theorem to P(GIT, C), the likelihood of observing genotype Gi is 
the mixture of likelihoods summed over all possible classes weighted by the posterior 
class probabilities 
L(G, IT, ) _ 
P(TilGi, Ci)P(GilCi) 
p(C. ilGi) EF P(T I GFv Cj)P(GFI ci) 
where the sum F is over all genotypes. For individual i, the probability of observ- 
ing the trait score conditional on genotype and class is given by the normal density 
function 
P(. lGi, Ci) -1 
2ýv2 
exp 
(Ti - Pc, li)Z 
- 2c2 ý/ RR 
where Gi is the individual's genotype 11,12 or 22. The sample log-likelihood is 
calculated E; In L(G; IT). By either fixing or equating parameters, likelihood ratio 
test statistics can then be constructed between null and alternate models as minus 
twice the difference in log-likelihood. 
It is possible to calculate the class-specific trait means prior to analysis, and to 
adjust the trait scores accordingly. 
This is similar to the standard covariate approach 
advocated in Chapter 6. However, it seems possible that this could cause problems 
in selected samples (a later section addresses this issue by simulation). 
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9.2.2 Regression model 
As a comparison for the ML method, a standard regression approach is also used in the 
simulations, with the trait as the dependent variable. As mentioned above, this will 
not allow correct estimation of the QTL variance, but as regression is typically very 
robust, it was of interest to investigate further. This procedure is also technically not 
correct for a further reason: the ML method correctly adopts a weighted mixture of 
likelihoods to reflect the fact the an individual's class has not necessarily been perfectly 
measured. That is, the predictor variables are not measured variables but dummy 
variables that should reflect the uncertainty of class assignment. Although most of 
the simulations below assume perfect assignment (i. e. all posterior probabilities are 0 
or 1) a specific section addresses this issue: the impact of imperfect classification. 
For two classes, the additive effects regression model is 
Ti =µ+ ßAA: + QciCi1 + ßxAiCii +, -i 
where Tt is the trait (mean-centred using the population mean) and A, and C1, index 
additive genetic effect (1,0,1) and class `1' membership (in most cases, either 0 or 1) 
for individual i. Fixing the #A coefficient to zero tests for an overall additive effect at 
the test locus. Fixing ßßl to zero tests for a main effect of class. Fixing Ox to zero tests 
for a QTL x class interaction. In general, for K classes, K-1 `posterior probabilities' 
are entered. For example, for three classes the regression equation becomes 
Ti =p+ ßAAi + ßcl C1i + Qc2C2i + QX1AiC1i + QX2AiC2i + ei 
The full list of regression models used in the simulations below are enumerated 
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here: 
(1) Ti =µ+ ßAAi + Qcl Cli + ßX1 AiC1i + Ei 
(2) Ti=µ+ßAAi+ßcC1i+ei 
(3) Ti=µ+ßclCli+ei 
(4) Ti = 1u + QAAi + Ei 
(5) Ti =p+ Ei 
Several tests can be constructed by comparing the scaled deviance between pairs of 
regression models. Comparing models (4) and (5) provides a standard test of any 
QTL effect: this test is susceptible to false positives from population stratification 
effects. Comparing models (2) and (3) provides a test of association robust to the 
stratification effects indexed by C. Comparing (1) and (3) also allows for QTL x 
class interaction. Comparing (1) and (2) specifically tests such an interaction. 
The ML method and the regression method therefore handle stratification effects 
in a slightly different way. The ML method allows allele frequencies to differ between 
classes whereas the regression method estimates a main effect of class. This reflects 
the different formulations: as the ML method models genotype conditional on trait, 
there is no parameter for a strata's main effect on the trait. Conversely, as the 
regression method models trait conditional on genotype, there is no parameter for 
allele frequency. 
9.2.3 Implementation 
The software L-ASSOC was developed to implement the ML method. Null and al- 
ternate models are specified in terms of the parameters allele frequency p, additive 
genetic value a and dominance 
deviation d. Each parameter can be equated across 
groups (by specifying a 
lower case letter) or estimated independently within group (by 
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specifying an upper case letter). Additive genetic values and dominance deviations 
can be fixed to zero, to provide tests of QTL effect. The data for L-ASSOC are the trait 
score, genotype coded (1,0 and -1) and posterior probabilities of class membership. 
The program returns the maximum likelihood parameter estimates and calculates the 
corresponding components of variance, as well as a likelihood ratio test statistic com- 
paring null and alternate models. The downhill-simplex optimisation method (Neider 
and Mead, 1965) was used because of its robustness and simplicity. Very occasionally 
the algorithm may report a local minimum, but repeating the analysis with different 
starting values usually resolves this problem. 
A test of association (additive and dominance effects) controlling for potential sub- 
structure is specified lassoc --alt Pad --null P whilst the standard test, ignoring 
substructure is lassoc --alt pad --null p. Allowing different magnitudes of QTL 
effect between class is specified lassoc --alt PAD --null P. To test only additive 
effect, lassoc --alt PA --null P. To test only for differences in allele frequency 
between classes, lassoc --alt P --null p. To test specifically for homogeneity of 
effects between classes, lassoc --alt PA --null Pa. The trait can be adjusted for 
class-specific mean effects prior to model estimation using the -m option. 
The regression approach was implemented using the statistical package R (a free- 
ware version of S-Plus) lm() linear model function. For the standard regression test 
with only a single independent variable the Wald test was used to calculate a X2 test 
statistic, as (ß/SEß)2. For model comparisons involving more than one parameter, 
the scaled deviance was used. For normal models, this is (DN - DA)/Q2 N XdfN-dfA 
where DN and DA are the 
deviances for the null and alternate model, respectively. 
The error variance o2 is estimated from the residual standard error of the alternate 
model. 
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Scheme A Scheme B Scheme C 
100 lowest 50 lowest 75 lowest 
100 highest 150 highest 75 highest 
50 random 
Table 9.1: Selection schemes: in all cases, 200 individuals were selected from the entire 
sample of 1000. 
9.3 Simulations: stratified and non-stratified sam- 
pies 
In all of the simulations below, unselected samples of 1000 unrelated individuals mea- 
sured on a single diallelic test marker and a normally-distributed quantitative trait are 
randomly generated. Three different extreme sampling schemes are applied to each 
unselected sample; all selected samples contain 200 individuals. Scheme A selects an 
equal numbers of individuals from the high and low ends of the trait distribution. 
Scheme B over-samples individuals at the high end of the distribution, with a smaller 
group from the low end. Scheme C samples individuals from both ends of the distri- 
bution equally, but also includes a number of randomly selected individuals. Table 
9.1 summarises these schemes. 
All other things being equal, scheme A is likely to be the most efficient selection 
scheme for the majority of genetic models for the QTL. All schemes are expected to 
be more efficient than a random sample, however. That is, all schemes select 20% of 
the sample, but should provide substantially more than 20% of the information for 
association. Therefore, the informativeness-per-genotype rate is higher, representing 
a more efficient design. 
However, in the presence of stratification, it is possible that selected samples do not 
retain their desirable characteristics, especially scheme 
A, which should be the most 
efficient scheme. Figure 9.1 
illustrates trait distributions for two population strata in 
both unselected and selected samples. A mean difference in trait score between the 
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Selected Selected 








Figure 9.1: Population stratification in unselected and selected samples. See text for details. 
two strata is visible in the Figure: in addition, assume a difference in the test locus 
allele frequency between strata. Two potential problems. which might be expected to 
hit selection scheme A in particular, can be illustrated with reference to this Figure: 
(1) enhancing the apparent magnitude of association when stratum membership is 
unknown and therefore not controlled for, and (2) reducing power to detect the true 
QTL when stratum membership is known and is controlled for. 
That is, in the first instance. where stratum membership is unknown, the top 
and bottom figures would he merged together into a single, undifferentiated group in 
analysis. Comparing the unselected sample case with scheme A, the latter essentially 
amplifies the mean difference between strata. Although this should not increase the 
probability of detecting a spurious association (as, if there is no true QTL effect 
at the trait locus. then the stratum allele frequencies will he the same between the 
unselected and selected samples) it should have the effect of increasing the apparent 
variance attributable to a true QTL. 
More seriously. if. as in the second scenario, stratum membership is known and 
therefore the association iti modelled conditional on stratum membership, then one 
might expect a reduction in power to detect. a true QTL. This is because the withiii- 
class variation has l)ec', draniaticallY reduced, and controlling for strata effects is 
essentially focusing the analysis on within-straf uin variation only. 
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In both scenarios mentioned here, selection scheme C should perform better, as 
it represents a compromise between an unselected sample and scheme A. That is, 
any mean differences between strata should not be amplified to such an extent as in 
scheme A, and a larger degree of within-class variation is retained also. Therefore, 
a comparison of the unselected sample scenario and selection schemes A and C is of 
particular interest. 
Selection scheme B is likely to act either more like scheme A or more like scheme C 
depending on the genetic architecture of the test marker, particularly allele frequency. 
The main focus of the simulations will be only scheme A, however, as well as the 
comparison between schemes A and C. 
Although the Figure represents a very extreme consequence of selection for scheme 
A (i. e. no strata 1 individuals are in the high group, no strata 2 individuals are in 
the low group) the effects described above would still be expected to operate in a 
quantitative fashion with less extreme consequences of selection, e. g. the high group 
is enriched for individuals from strata 1. 
Finally, note that in all cases the test locus is the QTL itself. In other words, 
the simulations represent candidate gene approaches, rather than mapping strategies 
which rely on linkage disequilibrium between the test marker and QTL. 
9.3.1 Homogeneous samples 
The first set of simulations do not generate any between-strata differences - indeed, 
stratum membership is not even included as a covariate in the analyses. Rather, the 
aim of these initial homogeneous sample simulations is to assess the performance of 
the ML and regression methods under the null and the alternate in both unselected 
and selected samples. The ML method utilises the basic --alt pa --null p test; 
the regression method contrasts regression models (4) and (5). 
Two thousand replicates were simulated under each of 15 conditions: the first three 
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LRT Type I error rate 
p a d ML Reg ML Reg 
0.5 0 0 0.99 0.99 0.048 0.048 
0.1 0 0 0.98 0.98 0.044 0.044 
0.9 0 0 0.99 0.99 0.043 0.043 
Table 9.2: Homogeneous samples simulated under the null: full samples analysed. Additive 
genetic effect a and dominance deviation d set to zero, i. e. no QTL effect. 
represent the null of no QTL effect, the remaining conditions either an additive-only or 
additive-and-dominance QTL effect, varying allele frequency and effect size. Results 
for the full sample under the null are presented in Table 9.2. The allele frequency p 
is varied but the additive genetic value a and dominance deviation d are always 0. In 
all cases, results for the ML and the regression method are virtually identical. Over 
all three conditions, with a nominal type I error rate of 0.05, the average empirical 
type I error rates were 0.045 for the both ML and regression methods. For the first 
p=0.5 condition, the empirical type I error rates were very close to 5%, although 
both methods are possibly slightly conservative with rarer genotypes, i. e. p=0.1 and 
p=0.9. The expected test statistic is 1 in all cases (i. e. this is a1 degree of freedom 
test). Table 9.3 shows the results under the null for selected samples. The average 
X2 test statistics are close to 1 for both ML and regression methods. The average 
empirical type I error rates are also close to 5% for the ML and regression methods 
respectively. 
For the remaining 12 homogeneous conditions simulated under the alternate hy- 
pothesis (i. e. with a QTL effect), Table 9.4 gives the expected additive (QÄ) and 
dominance (Cri) variance components. As can be seen, the final two conditions (rep- 
resenting a common allele with a dominant effect) are unlikely to be detectable (i. e. 
equivalently, this represent a rare recessive effect). Otherwise, the QTL typically 
accounts for between 1% and 10% of the trait variance. 
Table 9.5 shows results under the alternate models for the basic test of association 
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p a d 
LRT 
ML Reg 
Type I error rate 
ML Reg 
Scheme A 
0.5 0 0 1.00 1.01 0.051 0.052 
0.1 0 0 1.02 1.01 0.052 0.051 
0.9 0 0 0.99 0.98 0.046 0.046 
Scheme B 
0.5 0 0 0.99 0.99 0.051 0.052 
0.1 0 0 1.02 1.02 0.057 0.055 
0.9 0 0 1.02 1.01 0.049 0.050 
Scheme C 
0.5 0 0 1.05 1.06 0.053 0.055 
0.1 0 0 1.04 1.03 0.058 0.058 
0.9 0 0 1.04 1.04 0.056 0.054 
Table 9.3: Homogeneous samples simulated under the null: selected samples analysed. 
not controlling for stratification. In all but the last two conditions, the X2 test statistics 
are highly significant (all are 1 degree of freedom tests). In every case, the regression 
approach has slightly larger test statistic values than the ML method, although this 
difference is barely noticeable for test statistics of small to moderate size. 
The values tabulated for the three selected sampling schemes represent the average 
test statistic for the selected sample as a proportion of the average test statistic for 
the entire sample. The sampling schemes typically retain around 65%, 55% and 60% 
of the information, for schemes A, B and C respectively, for both ML and regression 
methods. That is, despite only retaining 20% of the sample, considerably more of the 
information for association is retained. Selection scheme A is confirmed as the most 
efficient design. The ML and regression approaches appear to 
have roughly similar 
profiles with respect to their behaviour 
in selected samples. One minor difference 
appears to be for the asymmetrical scheme 
B when p=0.1 - the ML approach 
retains relatively more of the 
full sample information in these cases (and in most 
cases, the absolute value of test statistics 
is higher too). 
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p a d a vD 
Additive 0.5 0.25 0 0.03 0.00 
0.5 0.5 0 0.11 0.00 
0.1 0.25 0 0.01 0.00 
0.1 0.5 0 0.04 0.00 
0.9 0.25 0 0.01 0.00 
0.9 0.5 0 0.04 0.00 
With dominance 0.5 0.25 0.25 0.03 0.01 
0.5 0.5 0.5 0.11 0.05 
0.1 0.25 0.25 0.04 0.00 
0.1 0.5 0.5 0.13 0.01 
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0.9 0.25 0.25 0.00 0.00 
0.9 0.5 0.5 0.00 0.01 
Table 9.4: Parameters and expected additive and dominance variance components used to 
simulate homogeneous samples under the alternate hypothesis of a QTL effect. 
Full Sample Scheme A Scheme B Scheme C 
p a d ML Reg ML' Reg' ML Reg' ML' Reg 
0.5 0.25 0 31.48 31.98 0.65 0.68 0.54 0.55 0.60 0.62 
0.5 0.5 0 118.69 126.03 0.62 0.72 0.50 0.57 0.56 0.63 
0.1 0.25 0 12.40 12.47 0.68 0.67 0.54 0.47 0.59 0.59 
0.1 0.5 0 45.09 46.17 0.62 0.62 0.45 0.37 0.57 0.56 
0.9 0.25 0 11.85 11.92 0.67 0.66 0.60 0.69 0.63 0.62 
0.9 0.5 0 45.26 46.37 0.62 0.61 0.59 0.75 0.57 0.57 
0.5 0.25 0.25 31.35 31.85 0.64 0.68 0.59 0.65 0.58 0.61 
0.5 0.5 0.5 111.20 117.64 0.63 0.73 0.60 0.76 0.56 0.64 
0.1 0.25 0.25 36.09 36.76 0.64 0.65 0.48 0.40 0.59 0.60 
0.1 0.5 0.5 135.30 145.87 0.57 0.64 0.40 0.32 0.53 0.59 
0.9 0.25 0.25 1.45 1.45 0.90 0.87 0.95 0.99 0.94 0.92 
0.9 0.5 0.5 2.97 2.98 0.84 0.77 0.98 1.03 0.80 0.75 
Table 9.5: Homogeneous samples simulated with a QTL effect: a comparison of ML and 
regression approaches, 
in full and selected samples. For the full sample the actual X2 test 
statistics are shown. 
For the selected samples, ML' and Regl represent the proportion of 
the full sample test statistic obtained. 
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Figure 9.2: A comparison of the ML (LRT) and regression approaches: test statistics from 
the standard additive models, in full samples. At higher values, the regression approach 
gains a greater advantage over the ML approach. 
From the additive-only simulations, Figure 9.2 plots the test statistics of the ML 
method against those of the regression method, over all 15 conditions. In general, both 
methods are roughly equivalent. For very large values (> 100) the regression approach 
becomes more powerful - there is a slight upwards curve in the band of points. For 
realistic effect sizes, both methods are likely to be comparable, however. In terms 
of statistical power, rather than test statistic value, power will reach a plateau near 
100% for such large test statistic values for both ML and regression methods. 
To summarise the results of the homogeneous (no-stratification) conditions: both 
ML and regression methods appear to perform well under the null and under the al- 
ternative in both selected and unselected samples. If anything, the regression method 
appears to be more powerful. 
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9.3.2 Heterogeneous samples 
The main emphasis of this Chapter is to look at the properties of selected samples 
when stratification is present. In these circumstances, stratification effects may or 
may not be explicitly modelled in analysis. The simulations below look at the impact 
of modelled and unmodelled stratification in unselected and selected samples on ML 
and regression approaches to QTL association. 
In all cases, only two strata are simulated. Unless otherwise specified, the strata 
represent an even 50: 50 split of the entire sample. Furthermore, unless otherwise 
specified it is assumed that stratum membership is perfectly measured. That is, all 
`posterior probabilities' are either 0 or 1. Table 9.6 gives an overview of the conditions 
simulated in this section. The numbers `1' to `5' indicate the presence or absence of 
between strata differences in trait mean and/or allele frequency. 
Only under conditions `4' and `5' would one expect spurious association results 
when stratum membership is not controlled for. Furthermore, only condition `4' would 
be expected to reduce power to detect a true QTL effect if stratum membership is 
not controlled for - this is referred to as `masking' stratification, where the true QTL 
increaser allele is less frequent in the class with the higher mean. Conversely, condition 
15' would amplify the test statistic associated with a true QTL. For conditions with 
no allele frequency differences ('1' and `3') the QTL allele frequency is 0.5 in both 
strata. For the other conditions, the QTL frequency is 0.4 in one stratum, 0.6 in the 
other. This corresponds to a `Delta' value of 0.2, as used in many of the simulations 
in Chapter 6. 
The letters `a' to `e' represent the model used to simulate the actual QTL. Additive 
effects were set with an additive genetic value a=0.5; if there is also dominance then 
a=d=0.5. Models `b' and 
`d' represent QTL x class interactions, for which the 
presence of the QTL effect 
depends upon stratum membership. 
In addition, a residual component of variation (with a variance of 1) was added 
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Set Description 
1 No class differences 
2 QTL allele frequency differences only 
3 Mean differences only 
4 Masking stratification (increaser allele less frequent in class with higher mean) 
5 Normal stratification (increaser allele more frequent in class with higher mean) 
a No QTL effects 
b Additive effects in one class only 
c Additive effects in both classes 
d Additive and dominance effects in one class only 
e Additive and dominance effects in both classes 
Table 9.6: Heterogeneous simulations: summary of conditions. 
to the trait. The exact proportion of variance attributable to the QTL will, however, 
depend on other factors. For example, a mean difference between the two strata, if 
unmodelled, effectively increases the residual variance and so decreases the proportion 
of variance explained by the QTL. That is, one is not necessarily comparing like with 
like when looking across the different conditions. These incidental effects have no 
major impact on the results however - we are more interested in comparing across 
table columns, i. e. methods and samples, than table rows, i. e. conditions. 
Combining the five `stratification models' with the five `QTL models' gives 25 
conditions. Initially, we shall only consider the additive models, `a' to `c', giving 15 
conditions. Table 9.7 presents the results for these conditions: for the full sample and 
samples selected under scheme A, the average test statistics from 500 replicates are 
presented for ML and regression approaches. 
Table 9.7 is the most important table in this Chapter, illustrating several prop- 
erties of the methods as applied to selected samples under stratification. Each row 
indicates the results for one of the 15 additive-only conditions, as indicated in the first 
column. The next four columns give the results 
for the full sample: comparing ML 
and regression test statistics when stratum membership 
is not modelled (columns 2 
and 3) and then comparing the 
two methods when stratum membership is modelled 
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Full sample 
No covariate Covariate 
or interaction & interaction 
ML Reg ML Reg 
1a 1.05 1.10 1.93 2.15 
2a 1.03 1.06 2.05 2.13 
3a 1.00 1.06 2.08 1.78 
4a 40.31 42.79 2.14 2.10 
5a 40.85 41.69 2.00 1.87 
Scheme A 
No covariate Covariate 
or interaction & interaction 
ML Reg ML Reg 
1.09 1.20 2.04 2.31 
1.05 1.02 2.01 1.94 
1.01 1.17 2.23 2.00 
15.96 17.02 2.19 2.12 
16.15 16.65 2.24 1.84 
lb 31.75 31.57 61.70 65.02 21.31 20.47 40.08 40.44 
2b 28.32 28.77 59.15 62.64 18.99 20.13 38.13 39.98 
3b 16.08 16.47 60.80 64.26 13.74 14.98 7.87 9.75 
4b 7.19 7.11 57.75 62.23 1.06 1.09 7.45 8.38 
5b 100.67 106.55 57.88 60.94 53.80 62.22 8.48 9.89 
1c 119.59 126.43 120.35 127.39 73.51 91.90 74.27 92.16 
2c 106.04 113.21 116.04 124.98 68.05 81.57 72.06 88.64 
3c 62.09 62.24 118.42 126.98 52.61 57.93 12.54 13.80 
4c 2.19 2.10 113.13 121.47 10.76 11.86 12.43 12.46 
5c 191.35 211.25 111.43 121.36 112.34 152.37 12.28 15.77 
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Table 9.7: Heterogeneous simulations: main results for full sample and scheme A, applying 
ML and regression approaches to additive-only models. 
(columns 4 and 5). The next four columns provide similar figures, but for samples 
selected under scheme A rather than the full unselected sample. 
The "No covariate, no interaction" ML model is specified --alt pa --null p as 
before; alternatively comparing regression models (4) and (5) provides a conceptually 
equivalent test. This test has 1 degree of freedom, so the expected test statistic under 
the null is also 1. The "Covariate and interaction" ML model is specified --alt PA 
--null P; comparing regression models 
(1) and (3) provides a conceptually equivalent 
test. For two strata, this test has 2 degrees of freedom, so the expected test statistic 
under the null is 2. 
The 15 conditions are ordered in 5 groups of 3: the three QTL conditions are `a' 
no QTL effect, `b' an additive-only 
QTL effect in one class or `c' an additive-only QTL 
effect in both classes. In general, the regression method appears to perform better 
than the ML method - both under the null and the alternate hypothesis, as seen 
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in the previous simulations. Unless otherwise mentioned, however, the discussion of 
results below applies equally to ML and regression approaches. 
Full sample results from 9.7 
The first five rows of Table 9.7 represent conditions where no QTL effect was simu- 
lated. For the full sample, the results clearly show that spurious association occurs 
under conditions 4a and 5a when stratum membership is not modelled. If there are 
only allele frequency differences (2a) or trait mean differences (3a) between strata, 
then spurious association does not result (i. e. the test statistics are near their expected 
value of 1 even when stratum membership is not modelled). However, when stratum 
membership is modelled, the test statistics return to near their expected value under 
the null for 4a and 5a. 
When a QTL effect is present, the `masking' and `amplifying' effects of unmodelled 
stratification can be seen in the full sample results for 4b and 4c (masking) and 5b 
and 5c (amplifying). When stratification is modelled in the full sample, however, the 
masking and amplifying effects disappear, as expected. 
As mentioned above, whether or not a mean trait difference is simulated has an 
impact on the effective proportion of variance the QTL explains. This is reflected in 
the test statistics: for example, for the ML method, the average test statistic for 3c is 
62.09 compared to 119.59 for lc - this reduction is solely due to the smaller effective 
QTL effect rather than any `masking' effect, however. As expected, when stratum 
membership is modelled, this attenuation 
disappears (conditional on stratum, the 
effective QTL variance is now the same 
in condition `3' as `1') and the test statistics 
are 118.42 and 120.35 respectively. 
For the full sample when strata membership is modelled, the test statistics for the 
two stratification conditions `4' and `5' are similar to those for the conditions `1' to 
'3'. That is, controlling for the stratification when it is present doesn't drastically 
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Figure 9.3: Boxplots of the estimated additive genetic values. 
reduce the power to detect a true QTL effect. (Actually, there is a slight reduction, 
e. g. for the `c' conditions, the ML statistics for `4' and `5' are around 112 whereas for 
`1' to `3' they are around 118. ) 
Figure 9.3 plots the estimated additive genetic values for the 15 conditions from 
the ML method applied to the full sample not controlling for stratification - the 
impact of masking and amplifying effects are clearly visible. 
Scheme A results from Table 9.7 
Considering now the results for samples selected under scheme A: the simulations 
under the null of no QTL effect, condition `a', in the selected sample results are 
similar to the full sample results. 
As expected, there is less evidence for spurious 
association in conditions `4' and 
`5' than for unselected samples, due to the smaller 
sample size (i. e. around 16 as opposed to 
40). 
There are similar masking and amplifying effects in the presence of unmodelled 
stratification on the power to 
detect a true QTL. However, a major difference between 
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the unselected sample results and scheme A results arises when looking at cases where 
a stratification effect is modelled. For conditions '4' and `5', but also for `3' as well, 
there is a marked attenuation in the test statistics when there is a true QTL effect 
('b' and `c' conditions) when stratification effects are modelled. For example, consider 
the 1c condition where there is no real stratification. Contrasting the ML results for 
the tests that model potential strata effects in the unselected and selected samples 
we can see that sample selection at a 20% level retains 74.27/120.35 = 62% of the 
information for association. However, for a condition where there is stratification, 
such as 5c, sample selection at the 20% level retains only 12.28/111.43 = 11% of the 
information for association. Selected samples typically represent more efficient designs 
because the proportion of the sample selected will be smaller than the proportion of 
the information retained - this is not the case when one attempts to control for strata 
effects in a selected sample, however. Note that this effect occurs even if there is 
only a mean difference between strata (i. e. condition 3). This occurs for the reasons 
outlined above - the reduction in within-stratum trait variation that can arise from 
selecting extremes from a heterogeneous sample. Similar results are obtained from 
the regression statistics also. 
As suggested earlier, it is possible that sample selection might artificially inflate the 
estimated variance attributable to a QTL under stratification. Table 9.8 provides some 
weak support for this phenomena, showing the average estimated variance component 
under the basic pa model. The QTL variance does appear to be greater in the selected 
samples for conditions `3b' and `3c' (where there is a mean difference only between 
strata) although the results are not clear for the stratification conditions `4' and `5'. 
None of the differences are particularly striking, however, although this may change 
for different selection, stratification and/or QTL conditions. 
In summary, the results of Table 9.7 indicate the following: (1) for both ML 
and regression methods, unmodelled stratification can 
induce spurious association 
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Estimated proportion 
of trait variance 
Full Scheme A 
la 0.001 0.001 
2a 0.001 0.001 
3a 0.001 0.001 
4a 0.038 0.028 
5a 0.038 0.027 
lb 0.031 0.032 
2b 0.026 0.029 
3b 0.016 0.023 
4b 0.007 0.002 
5b 0.094 0.090 
1c 0.110 0.111 
2c 0.096 0.102 
3c 0.059 0.085 
4c 0.002 0.020 
5c 0.170 0.180 
Table 9.8: Heterogeneous simulations: estimated proportion of variance explained by the 
QTL under the basic pa model. 
as well as masking or amplifying the effects of a true QTL, in both unselected and 
selected samples (2) these phenomena can be can controlled for, within both the ML 
and regression approaches, by explicitly modelling the strata effects (3) in general 
the regression approach slightly out-performs the ML approach (4) modelling strata 
effects in selected samples can lead to a serious attenuation in power to detect true 
QTL. 
9.3.3 Modelling dominance 
The following simulations confirm that dominance effects can be modelled correctly 
using the ML method (the regression method could also model 
dominance, by coding 
a further independent variable as mentioned at the 
beginning of this Chapter). For 
homogeneous samples, the correct type I error rates are obtained under the null with 
the test --alt pad --null p. The average test statistic is 2.033 (expected value of 
2) and the average empirical type 
I error rate is 0.055 (expected 0.05). 





la 2.07 0.486 2.12 0.481 
2a 2.01 0.505 2.11 0.492 
3a 2.22 0.485 1.92 0.505 
4a 2.11 0.484 1.91 0.510 
5a 2.07 0.505 1.94 0.512 
Ib 1.91 0.502 1.95 0.501 
2b 1.91 0.512 1.91 0.509 
3b 2.70 0.418 2.23 0.473 
4b 2.28 0.464 2.07 0.489 
5b 2.56 0.425 2.06 0.485 
lc 2.03 0.498 2.04 0.506 
2c 2.10 0.485 2.04 0.498 
Sc 2.88 0.394 2.26 0.486 
4c 2.67 0.423 2.33 0.457 
5c 2.82 0.418 2.24 0.458 
Id 32.01 0.000 17.30 0.011 
2d 29.41 0.001 15.25 0.021 
3d 15.78 0.019 6.73 0.150 
4d 16.70 0.011 5.91 0.171 
5d 12.70 0.040 7.01 0.148 
le 61.70 0.000 29.79 0.000 
2e 56.24 0.000 27.64 0.001 
3e 39.74 0.000 17.97 0.008 
4e 38.85 0.000 19.07 0.006 
5e 36.14 0.000 16.09 0.012 
Table 9.9: Modelling dominance effects: heterogeneous samples. The likelihood ratio test 
compares model PAD against PA which is, for 2 classes, a2 degree of freedom test. 
Table 9.9 gives results for specific tests of dominance effects over and above pure 
additive effects, in heterogeneous samples when stratification effects may be present. 
Only QTL models `d' and `e' have dominance effects. The test is specified as --alt 
PAD --null PA which is a2 degree of freedom test (i. e. it allows for different effects 
between groups). For the full sample, the average p-value is below the critical value of 
0.05 in all `d' and `e' cases, although power to detect specific dominance effects is lower 
when stratification effects are present 
(e. g. 5d). In selected samples, all `e' models 
show significant specific dominance effects 
(i. e. where both strata have dominance 
CHAPTER 9. SELECTION & STRATIFICATION 368 
Scheme B 
No covariate Covariate 
or interaction & interaction 
ML Reg ML Reg 
Scheme C 
No covariate Covariate 
or interaction & interaction 
ML Reg ML Reg 
la 1.06 1.20 1.96 2.49 1.15 1.10 2.24 1.95 
2a 1.07 1.01 2.03 1.92 1.12 1.08 2.17 2.13 
3a 1.01 1.19 2.26 2.68 0.85 0.89 2.11 2.01 
4a 11.92 12.57 2.32 2.43 13.97 15.03 2.31 2.09 
5a 12.04 12.33 2.37 2.62 14.05 14.66 2.03 1.94 
lb 18.14 16.69 33.35 34.76 19.27 18.75 36.36 36.67 
2b 16.36 17.12 30.74 31.51 17.28 16.83 35.47 34.99 
3b 9.05 9.98 7.30 6.21 12.52 12.64 13.99 15.46 
4b 1.24 1.39 7.76 6.39 1.09 1.12 13.61 15.38 
5b 38.12 44.25 7.28 5.58 48.09 54.31 13.85 16.23 
1c 59.44 72.57 60.43 73.29 66.44 78.56 67.25 78.97 
2c 54.68 65.04 58.34 71.15 60.36 71.17 64.54 76.86 
Sc 43.37 47.32 15.46 28.22 46.07 52.20 25.41 28.27 
4c 10.70 11.10 14.96 23.88 10.64 11.41 24.35 26.36 
5c 90.22 117.23 15.30 32.31 99.52 128.42 24.44 28.62 
Table 9.10: Heterogeneous simulations: main results for alternative selected sampling 
schemes B and C. 
effects); for `d' models, mean differences between strata appear to interfere (3d - 5d). 
9.3.4 Alternate selected sampling schemes 
As mentioned above, it might be expected that selection scheme A is particularly 
vulnerable to the reduction in power effect observed in the presence of stratification. 
This section considers the scheme B and C results for the heterogeneous additive-only 
models (Table 9.10). 
As expected, scheme B shows a marginally smaller impact of unmodelled stratifi- 
cation (4a and 5a) compared to schemes A and C, reflecting the fact that it is, under 
most circumstances, a less efficient design (i. e. a design with less power to detect true 
association will also be less affected 
by spurious association). Scheme C is affected to 
roughly the same extent as scheme 
A. 
For scheme B, the test statistics under the null (condition `a') when modelling 
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stratification appear to be slightly too high, particularly for the regression method. 
The expected value is 2, whilst the ML average over the 5 stratification conditions 
is 2.188, the regression average is 2.428. For scheme C, the results are closer to the 
expected value (2.172 and 2.024 for ML and regression methods respectively). 
Focusing on the results for the `c' conditions (an additive QTL operating in both 
strata), for which the results are clearest and most pronounced, some interesting 
differences emerge. Firstly, as predicted, scheme C does not show the same reduction 
in power as scheme A when modelling stratification effects. For example, taking 5c, 
scheme C retains 24.44/111.43 = 22% of the information for association using the 
ML method (scheme A retained only 11%). Performance is equivalent to a randomly 
selected subsample of 20% therefore, but no worse. This ratio is similar for the 
regression method. 
Scheme B shows a differential reduction in power between ML and regression 
approaches - the regression approach is less affected (retaining 32.31/121.36 = 27%) 
than the ML approach (15.30/111.43 =14% ). To what extent this result generalises 
is not immediately clear. For example, for the `b' conditions, this pattern is not seen 
(in fact, the ML method is marginally better). 
In general, however, these results support the idea that a sampling scheme such 
as C would perform better in the presence of modelled stratification whilst still being 
almost as efficient as scheme A under homogeneous conditions. 
It is also worth noting that in all cases the selected samples constitute quite a large 
proportion of the entire sample (20%). Presumably, the reduction in power would 
grow worse with more extreme sampling schemes. 
Of course, ideally a correction for 
stratum membership would be made prior to sample selection. This may not always 
be possible, however, especially if stratum membership is estimated via a genetic 
background approach. 









la 1.05 1.10 1.10 1.19 1.05 1.19 1.14 1.11 
2a 1.01 1.10 0.98 1.02 1.01 0.99 1.07 1.06 
3a 1.01 0.95 1.07 0.94 1.05 0.93 1.09 0.96 
4a 1.11 1.14 1.18 0.98 1.10 0.98 1.13 1.14 
5a 0.90 0.94 1.02 0.87 1.08 0.78 0.80 0.97 
lb 31.72 31.56 21.27 20.47 18.55 17.01 19.25 18.65 
2b 30.38 30.99 19.78 21.43 16.25 17.17 18.27 18.10 
35 31.16 31.49 4.56 4.66 3.55 3.65 6.99 7.64 
4b 29.82 28.89 4.47 4.04 4.47 3.71 7.39 7.53 
5b 29.57 29.40 4.90 4.23 3.63 3.26 6.92 7.35 
1c 119.40 126.32 73.29 91.63 59.40 72.26 66.37 78.25 
2c 114.93 124.04 70.95 88.04 57.26 70.04 63.59 76.37 
Sc 117.41 125.69 11.58 12.10 14.41 14.78 24.48 27.13 
4c 112.16 120.55 11.56 11.06 13.96 13.63 23.26 25.24 
5c 110.75 120.44 11.19 13.57 14.21 16.25 23.33 27.25 
Table 9.11: Controlling for main effects of stratification only. The ML tests compares models 
Pa and P. The regression test compares models (2) and (3). 
9.3.5 Modelling class-specific means only 
Previously, all of the models that have taken class structure into account have allowed 
for interactions between genetic effects and class. That is, they have allowed for an 
effect being present in only one of two classes (i. e. the `b' condition). Of course, 
it is possible to constrain the models such that any additive genetic (or dominance) 
effect is constant across all strata. The ML method still allows allele frequency to 
vary between strata; the regression approach still includes a term to estimate any 
stratum-specific mean effects. The ML model is specified as --alt Pa --null P. 
The regression test is formed by comparing regression models (2) and (3). Table 9.11 
shows the results for the additive-only models. 
The basic result is that, as expected, the statistics for `a' and `c' conditions remain 
unchanged (i. e. there was no 
QTL x class interaction in those cases). The `b' condition 
results are greatly attenuated relative 
to the previous tests that allowed for QTL x 
class interaction. 
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ML Reg 
Full AB C Full AB C 
5a 1.10 1.23 1.29 1.23 0.93 0.97 1.83 0.97 
5b 28.16 3.59 3.65 6.93 30.66 5.52 2.31 8.55 
5c 0.90 1.14 1.02 1.11 0.93 2.11 14.58 1.33 
Table 9.12: QTL x class interaction: ML versus regression approaches. 
9.3.6 Specific tests of QTL x class interaction 
As well as testing only for a main effect of strata, it is possible to perform a specific 
test of QTL x strata interaction, in the presence of any main strata effects. That 
is, the ML model is specified --alt PA --null Pa. The regression test compares 
equations (1) and (2). This test has an expected X2 of 1 under the null. 
Table 9.12 shows some of the results for conditions 5a, 5b and 5c. The results 
for stratification conditions `1' - `4' were largely as expected, with the `b' conditions 
showing significant test results, the `a' and `c' conditions not doing so. In the pres- 
ence of stratification, as in `5', the ML approach behaves as expected, both under 
unselected and selected samples. The regression approach shows some problems in 
selected samples. For example, for 5c the scheme B statistic is grossly inflated at 
14.58. 
9.3.7 Specific tests of allele frequency differences 
A test for allele frequency differences between classes can be constructed within the 
ML framework by specifying the alternate model as --alt P and the null model as 
--null p. Table 9.13 shows the results, ordered 
by stratification condition rather 
than QTL condition: `1' no strata effects, `2' allele frequency difference only, `3' mean 
difference only, `/' masking stratification, `5' normal stratification. When there are 
no strata differences at all, the test statistics are near their expected value in 
both 
unselected and selected samples. 
When there are allele frequency differences, the test 
statistics are much 
larger (around 80 in unselected samples, 16 in selected samples). 
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Full sample Scheme A 
la 1.09 1.10 
lb 0.96 0.98 
Ic 0.98 1.08 
2a 82.04 17.31 
2b 82.71 15.33 
2c 81.71 14.12 
3a 1.08 0.99 
36 1.04 11.15 
3c 1.26 43.18 
4a 81.04 17.19 
. fib 82.43 1.62 
4c 82.97 6.22 
5a 83.75 17.36 
5b 80.48 50.07 
5c 82.51 100.80 
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Table 9.13: Likelihood ratio test statistics for specific tests of allele frequency differences 
between classes. 
However, when there is a mean difference (but no allele frequency difference) between 
strata, the presence of a QTL effect in selected samples is interpreted as an allele 
frequency difference. In this case, it might be desirable to specify the test as --alt 
Pa --null pa. 
9.3.8 Unequal subpopulations sizes 
All previous simulations have had two classes occurring at equal frequencies in the 
unselected sample - 500 individuals in each class. This section looks at the effect of 
unequal strata frequencies - in this case, a 1: 9 split. 
Repeating the heterogeneous simulations with unequal strata sizes, Table 9.14 
shows a subset of results (only for no QTL effects or additive QTL effects in both 
strata, i. e. `a' or `c'). Unsurprisingly, the impact of stratification is now not as severe 
under these conditions compared to the 50: 50. 
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Full sample 
No covariate Covariate 
or interaction & interaction 
Scheme A 
No covariate Covariate 
or interaction & interaction 
ML Reg ML Reg 
1a 0.94 0.93 2.01 1.98 0.87 0.86 1.91 1.93 
2a 0.92 0.92 2.03 2.01 0.93 0.94 2.03 2.07 
$a 1.00 1.00 2.02 2.00 1.00 0.99 1.53 2.18 
4a 9.10 9.16 1.94 1.92 8.09 8.00 1.49 1.97 
5a 8.86 8.92 1.95 1.94 8.01 7.96 1.72 2.29 
1c 119.17 126.58 120.19 127.41 90.73 73.61 90.74 74.57 
2c 110.43 116.78 115.28 121.99 82.79 69.16 85.68 71.61 
Sc 89.26 93.16 120.14 127.69 59.70 51.77 82.81 54.83 
4c 39.95 40.51 113.44 120.15 20.72 20.05 70.40 50.05 
5c 144.66 156.56 115.94 123.13 115.29 90.86 85.92 54.33 
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Table 9.14: Heterogeneous simulations with unequal simulated class sizes: ML versus re- 
gression approaches. 
The spurious association due to unmodelled stratification is less in this case (e. g. 
8.86 compared for 40.85 for 5a in unselected samples). Likewise, the reduction in 
power due to modelling stratification effects in selected samples is less when strata 
sizes are unequal. In general, choosing a 50: 50 mixing proportion represents a `worst 
case scenario' of stratification. 
Whether or not there was a 100: 900 or a 900: 100 mixture did not effect the results 
under these conditions. Of course, this might not always be the case, e. g. if the QTL 
has unequal allele frequencies and there is a mean difference between strata, possibly. 
9.3.9 Impact of sample outliers 
As the ML approach models the genotype conditional on trait values, it should be 
more robust to outlying trait values than the regression method which has the trait as 
the dependent variable. A cubic transformation was applied to the trait distribution 
before standardising it, which has the effect of producing extreme population outliers. 
As Table 9.15 shows, under these circumstances the ML approach does indeed often 
perform marginally better than the regression approach. Otherwise, all the familiar 
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Full sample 
No covariate Covariate 
or interaction & interaction 
ML Reg ML Reg 
Scheme A 
No covariate Covariate 
or interaction & interaction 
ML Reg ML Reg 
la 0.95 0.94 2.02 1.99 0.94 0.94 2.02 1.99 
2a 0.95 0.95 2.01 1.99 0.99 0.96 2.02 2.01 
3a 0.96 0.96 2.10 2.08 0.94 0.94 2.01 1.95 
4a 17.69 17.37 1.97 1.93 11.58 11.48 2.20 2.11 
5a 17.92 17.59 1.91 1.89 11.69 11.66 2.07 2.00 
lb 21.25 20.24 41.10 40.40 17.39 16.88 33.03 31.33 
2b 18.69 17.90 39.17 39.13 16.01 15.12 31.49 30.05 
3b 15.97 15.61 39.26 39.73 12.92 13.09 6.30 6.20 
4b 1.04 1.04 38.44 41.78 1.02 1.03 6.12 6.21 
5b 62.21 59.13 37.51 34.74 44.51 45.06 6.05 5.70 
1c 77.03 68.21 78.71 69.42 59.86 59.03 61.47 59.77 
2c 67.21 60.84 75.99 67.86 55.01 53.37 59.20 58.37 
Sc 56.89 54.01 74.70 69.69 47.08 49.79 10.03 9.05 
4c 10.83 10.67 74.09 75.14 13.41 14.10 9.97 9.53 
5c 134.73 124.05 73.55 62.90 99.68 106.26 10.09 8.61 
Table 9.15: Impact of population outliers on ML and regression approaches. 
signs of stratification can be observed. 
9.3.10 Correcting for subpopulation mean effects 
As mentioned, although it is not possible to estimate strata means in the ML approach, 
it is possible to calculate them from the sample and adjust the scores accordingly. This 
option is specified by the -m option, which appropriately weights the scores by the 
posterior class probabilities when calculating the class means. Table 9.16 shows the 
results from the basic --alt pa --null p model after applying the mean-correction 
for both unselected and selected samples A, B and C. 
This approach ensures valid test statistics under the null even in the presence of 
stratification - that is, 4a and 5a do not show inflated values, even in selected samples. 
This approach also largely removes the masking/amplifying effects of unmodelled 
stratification in the full sample. However, the reduction in power in selected samples 
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Full A B C 
la 1.05 0.95 0.94 1.13 
2a 0.92 0.95 0.89 0.91 
3a 0.93 1.13 1.13 0.97 
4a 0.93 0.91 0.84 0.96 
5a 0.89 0.85 0.87 0.91 
Ib 31.64 21.32 18.03 21.26 
Ab 26.69 18.35 15.00 19.44 
3b 30.87 3.97 3.54 6.96 
4b 26.51 4.19 4.11 6.83 
5b 26.18 2.80 2.43 5.61 
1c 119.09 73.42 59.40 73.87 
2c 104.42 67.28 54.45 66.40 
3c 115.58 8.33 11.26 23.70 
4c 99.47 11.31 13.97 26.33 
5c 99.69 4.91 8.50 17.79 
Table 9.16: Results for standard ML test after correcting for class-specific mean effects; for 
the full sample and the three selected sampling schemes. 
appears even worse using this approach. For example, comparing scheme A with the 
full sample for 5c, only 5% (4.91/99.69) of the information is retained by 20% of the 
sample (compared to 11% when the full pa/p model was applied). 
It is not immediately clear what causes this pattern of results: the approach of 
mean-correcting is analogous to the way in which the regression approach models the 
main effects (i. e. which is equivalent to performing the regression analysis on the trait 
residual after the effect of strata has been partialled out). 
9.3.11 Imperfect classification 
For the initial heterogenous simulations we assume that stratum membership is per- 
fectly measured. That is, individuals' posterior probabilities are only ever 0 or 1. In 
practice, of course, this will not always be the case, especially if genetic background 
methods are used to estimate stratum membership. Although it might be possible 
to achieve near-perfect classification, if, for example, enough markers are used in the 
genetic background procedure and the population substructure is clear, one might 
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expect less than perfect classification in many instances. This section examines the 
impact of different types of imperfect stratum membership assignment. 
For data simulated under the heterogeneous conditions, the posterior probabilities 
for each individual are changed in one of three ways. The first condition introduces 
uncertainty by changing all 1 values to 0.8 and all 0 values to 0.2. That is, [1,0] 
becomes [0.8,0.2] and [0,1] becomes [0.2,0.8]. The second condition introduces mis- 
classification, such that a random 20% of individuals have their posterior probabilities 
switched, where [1,0] becomes [0,1] and [0,1] becomes [1,0]. In this way, the overall 
mixing proportions of the two classes will remain constant, i. e. 50: 50, for both the 
first and second conditions. The third condition mimics a more realistic pattern of 
classification. The probabilities are sampled from N(0.2,0.1) and N(0.8,0.1) distribu- 
tions, bounded at 0 and 1. Figure 9.4 illustrates a typical distribution of probabilities. 
The two modes represent the two strata - whilst there is clear separation of these two 
peaks, not all individuals can be unambiguously classified. One might expect such a 
distribution of posterior probabilities if the genetic background analysis is somewhat 
under-powered. 
For models `1' - `3' (i. e. no stratification) there is little or no impact from imperfect 
classification. This is obvious, as the class structure will have no relevance to the test of 
association in any case. An exception to this is when there are only mean differences 
between classes (i. e condition `3'). In this case, for unselected samples, there is a 
reduction in LRT under the misclassification condition. For selected samples (scheme 
A) the impact of stratification under condition `3' seems less consistent, presumably 
reflecting variation in subpopulation means after selection. 
Table 9.17 gives only the main results for conditions 4 and 5 (i. e. true stratifi- 
cation) when either there is no QTL effect (`a') or when there is an additive QTL 
effect in both classes (`c'). Results are similar when dominance effects and/or QTL x 
class interactions are simulated. The first two columns labelled "None" represent the 
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Figure 9.4: Imperfect classification of strata: example distribution of P(C = 11 G) from the 












4a 39.92 40.79 2.08 2.07 2.89 2.07 21.68 22.03 3.84 2.77 
4c 2.58 2.59 114.32 123.19 89.22 123.19 16.66 16.83 77.39 93.09 
5a 39.51 40.38 2.14 2.12 2.81 2.12 21.67 22.04 3.78 2.66 
5c 194.39 216.14 113.28 121.94 117.94 121.94 166.36 183.17 123.60 130.45 
Scheme A 
4a 15.46 16.02 2.23 1.95 2.72 1.95 11.01 11.27 3.74 2.81 
4c 11.50 12.26 13.00 13.17 13.38 13.17 10.51 10.97 11.46 11.01 
5a 15.97 16.60 2.20 1.99 2.59 1.99 11.62 11.89 3.76 2.73 
5c 113.91 154.56 12.54 15.17 31.64 15.17 78.90 103.63 34.33 27.48 
Table 9.17: The impact of imperfect classification on ML and regression approaches. 
test of association that ignores strata and so is not robust. The "Perfect" columns 
represent the robust test using the true stratum membership values. The next set 
of columns "Imperfectl" to "Imperfect3" represent the results using the robust tests 
but with the `imperfect' posterior probabilities, i. e. the three conditions as described 
above. 
Taking first the ML results, the "None" and "Perfect" conditions show similar 
patterns of results as before. "Imperfectl" introduces an increase in the average X2 
test statistic from 2 to around 2.8. The effects of misclassification, i. e. "Imperfect2", 
0.0 02 0.4 06 0.8 10 
P(C-1(G) 
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are even more dramatic - the overall test statistics are very liberal when there is no 
QTL effect (4a and 5a). Of course, "Imperfect2" is really quite extreme - 20% of 
individuals are misclassified with complete `certainty' which is unlikely to happen in 
practice. The impact of the "Imperfect3" is more similar to "Imperfectl". The test 
statistics are still almost doubled under the null however. 
A similar pattern of results is seen for the regression method. In general, the 
regression method still seems to be more powerful under the alternate hypothesis and 
more robust under the null. Note that there is no difference between "Perfect" and 
"Imperfectl" for the regression method. Although this pattern of posterior proba- 
bilities is very unlikely to occur in practice (i. e. all individuals either have posterior 
probabilities of exactly 0.8 or 0.2) this reflects the earlier observation that, techni- 
cally, the use of standard regression is inappropriate here. That is, there is no way 
the basic regression approach can take account of the uncertainty in stratum mem- 
bership. Rather, the difference between [0,1] and [0.2,0.8] becomes only one of scaling 
rather than of information. A more appropriate method might involve using mixtures 
of regressions. However, at least in the current circumstances, the basic regression 
method seems to perform very well, both in unselected and selected samples. 
9.4 Polygenic selection effect: `spurious stratifica- 
tion' 
The genetic background approach of using unlinked markers to detect and correct 
for population stratification, considered in Chapter 6, was designed in the context 
of an unselected sample. This section explores the possible impact of a specific bias 
that might operate when applying such methods to samples selected for extreme 
trait values. As samples are typically selected for extreme trait values prior to any 
genotyping is performed (i. e. in order to minimise costs and maximise efficiency) then 
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selection will always tend to precede stratification analysis. 
Consider a polygenic trait in a homogeneous population, for which all contributing 
trait loci are both unlinked and in linkage equilibrium. In an unselected sample, these 
trait loci could be safely included amongst the background marker loci in the strat- 
ification analysis. Indeed, the researcher would typically be ignorant as to whether 
or not any one marker locus used in the stratification analysis were a trait loci or 
not. In many practical scenarios, e. g. using a set of genome scan markers or a panel 
of candidate loci, it is quite feasible that some of the markers in the stratification 
analysis will show an association with the trait. 
Consider now that the sample has first been selected on the basis of extreme trait 
values prior to stratification and association analysis. The selection procedure will 
induce heterogeneity within the sample, in that the high "group" will have higher 
allele frequencies for trait-increasing alleles at all trait loci. In this way, the trait 
loci will be correlated within the entire selected sample. That is, increaser alleles at 
the different loci are more likely to cluster together (i. e. in the selected high scoring 
individuals) and decreaser alleles will cluster together (i. e. in the selected low scoring 
individuals). This could potentially be detected as a signature of stratification (i. e. 
unlinked loci showing linkage disequilibrium) and may therefore generate evidence for 
population substructure within the homogeneous sample. Furthermore, the detected 
substructure will be associated with the trait. If the association analysis is conducted 
conditional on this substructure, one would expect a drop in power, therefore. 
The following simulations explore this possibility and attempt to quantify any 
reduction in power. A diallelic test QTL LT is simulated with a=0.5, d=0 and 
p=0.5. In addition, either 2,5 or 10 other polygenes, LP, are simulated such that 
they jointly accounted for 5%, 25%, 50% or 75% of the total trait variance. The allele 
frequency of Lp is either set at PP = 0.5 or Pp = 0.1. The number of polygenes is 
denoted Np, the additive genetic effect of the polygenes is denoted ap. The remaining 
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Np Pp 4/4 ap QR LRT aL/4 
2 0.5 0.050 0.5500 5.5725 21.10 0.021 
2 0.5 0.250 1.2250 4.3744 19.83 0.020 
2 0.5 0.500 1.7325 2.8734 21.94 0.022 
2 0.5 0.750 2.1220 1.3721 21.96 0.022 
2 0.1 0.050 0.9100 5.5769 20.58 0.020 
2 0.1 0.250 2.0400 4.3768 20.25 0.020 
2 0.1 0.500 2.8860 2.8766 23.02 0.023 
2 0.1 0.750 3.5350 1.3764 22.51 0.022 
5 0.5 0.050 0.3450 5.5774 20.85 0.021 
5 0.5 0.250 0.7750 4.3734 21.72 0.021 
5 0.5 0.500 1.0950 2.8774 24.08 0.024 
5 0.5 0.750 1.3420 1.3726 21.84 0.022 
5 0.1 0.050 0.5800 5.5722 20.83 0.021 
5 0.1 0.250 1.2900 4.3773 23.36 0.023 
5 0.1 0.500 1.8250 2.8774 20.88 0.021 
5 0.1 0.750 2.2360 1.3753 21.54 0.021 
10 0.5 0.050 0.2450 5.5749 23.17 0.023 
10 0.5 0.250 0.5475 4.3762 21.13 0.021 
10 0.5 0.500 0.7745 2.8757 22.52 0.022 
10 0.5 0.750 0.9485 1.3767 24.77 0.024 
10 0.1 0.050 0.4100 5.5724 20.88 0.021 
10 0.1 0.250 0.9125 4.3762 21.85 0.022 
10 0.1 0.500 1.2910 2.8750 24.73 0.024 
10 0.1 0.750 1.5815 1.3729 24.16 0.024 
Table 9.18: Polygenic selection effect: values of ap and used to simulate the data; also, a 
the entire unselected sample test statistic and proportion of variance attributable to the 
QTL. 
residual variance is set in such a way that LT always accounted for a fixed proportion 
of trait variance (QT 0.021). Fifty null marker loci, LN, are also generated, with 
p=0.5 and a=d=0. The three selection schemes, A, B and C are used to select 
200 individuals from the initial 1000. The stratification analyses, performed on the 
selected samples, use the marker set Lp + LN. The solution to the stratification 
analysis is then used in a test of association with LT. 
Table 9.18 shows the parameter values of ap and QR used to simulate the marker 
loci and trait scores under the different conditions, such that LT explains a constant 
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proportion of variance. Also shown is the ML test likelihood ratio test statistic for 
the full unselected sample - around 22 in all cases, which is highly significant. No 
stratification is modelled in this case - the stratification analysis occurs after sample 
selection. 
Table 9.19 shows the average AIC difference between a one- and two-class solution 
from L-POP on Lp + LN in the selected samples. A negative difference favours the 
one-class solution; a positive difference favours a two-class solution. In parentheses 
the proportion of times the two-class solution was favoured is given. For scheme A, 
Lp must account for at least 50% of the sample variance before a two class solution 
is favoured (unless NP =2 and the allele frequency is rare, 0.1). In these cases, a 
two-class solution is favoured almost 100% of the time. The results for schemes B and 
C are similar. 
Figure 9.5 illustrates this effect, plotting the posterior probability of belonging to 
class 1 against the trait score. In this case, Np = 5, Pp = 0.5 and QP/vT = 0.5, 
and the selection scheme is A. The majority of individuals in the low tail are unlikely 
to belong to class 1; in contrast, most of the high scorers are likely to belong to 
class 1. The sample was simulated as a homogeneous sample, however, without any 
stratification effects at all. 
Table 9.20 gives the main results of this section. For the full sample and the 
selected samples the statistical power of the test of association is given. Two tests are 
reported for each selected sample scheme: either not controlling (pa/p) or controlling 
(PA/P) for strata differences. In this case, the "strata" will actually be spurious, 
induced by the combination of sample selection and including polygenes for the trait 
in the stratification analysis. 
Comparing the power of the full sample against pa/p for the selected samples shows 
the reduction in power arising from analysing only 20% of the sample. Comparing 
against the PA/P model for the selected sample shows the further deterioration in 
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AICI - AIC2 
Np Pp QP/QT Scheme A Scheme B Scheme C 
2 0.5 0.050 -11.25 (0.08) -8.93 (0.14) -11.30 (0.06) 
2 0.5 0.250 -4.53 (0.20) -7.67 (0.22) -7.91 (0.20) 
2 0.5 0.500 45.02 (1.00) 19.58 (0.80) 22.31 (0.90) 
2 0.5 0.750 176.38 (1.00) 129.20 (1.00) 107.30 (1.00) 
2 0.1 0.050 -11.15 (0.10) -11.48 (0.10) -11.96 (0.14) 
2 0.1 0.250 -6.05 (0.32) -9.62 (0.10) -8.61 (0.12) 
2 0.1 0.500 -9.60 (0.12) -11.40 (0.04) -5.73 (0.28) 
2 0.1 0.750 -8.56 (0.18) -9.80 (0.10) -6.14 (0.28) 
5 0.5 0.050 -8.65 (0.26) -11.80 (0.08) -9.78 (0.18) 
5 0.5 0.250 -2.53 (0.34) -6.94 (0.24) -8.32 (0.22) 
5 0.5 0.500 37.08 (1.00) 16.47 (0.84) 23.32 (0.86) 
5 0.5 0.750 162.53 (1.00) 110.55 (1.00) 94.90 (1.00) 
5 0.1 0.050 -10.39 (0.16) -9.61 (0.14) -13.49 (0.04) 
5 0.1 0.250 -9.04 (0.18) -10.90 (0.10) -8.94 (0.20) 
5 0.1 0.500 9.15 (0.60) -10.06 (0.16) -0.43 (0.48) 
5 0.1 0.750 74.26 (0.98) -11.48 (0.06) 32.12 (0.92) 
10 0.5 0.050 -10.01 (0.12) -9.85 (0.14) -10.72 (0.14) 
10 0.5 0.250 -5.27 (0.26) -7.74 (0.18) -8.73 (0.32) 
10 0.5 0.500 42.04 (0.96) 14.94 (0.74) 20.20 (0.90) 
10 0.5 0.750 144.53 (1.00) 97.22 (1.00) 81.93 (1.00) 
10 0.1 0.050 -10.94 (0.16) -11.62 (0.14) -12.77 (0.10) 
10 0.1 0.250 -6.37 (0.18) -11.71 (0.12) -7.12 (0.16) 
10 0.1 0.500 27.13 (0.90) -8.02 (0.26) 4.55 (0.48) 
10 0.1 0.750 136.62 (1.00) 13.25 (0.47) 75.97 (1.00) 
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Table 9.19: L-POP results on the selected samples: difference in AIC between aK=1 and 
aK=2 solution, in parentheses the proportion of times aK=2 solution is favoured. 
power due to modelling the spurious stratification. As expected, the cases when there 
is a further deterioration due to spurious stratification are largely the same cases as 
when L-POP consistently extracts a two-class solution - roughly speaking when the 
polygenes account for at least 50% of the trait variance. For example, if Np = 5, 
Pp = 0.5 and op/a4 = 0.5 then power drops from 97% in the full sample to 86% 
in the selected sample A when stratification is not modelled. When stratification is 
modelled, power drops further to 72%. When the polygenes account for 75% of the 
trait variance, power can drop to as low as 50% in selected samples. The results are 
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Figure 9.5: Population stratification in selected samples: a plot of the posterior class prob- 
abilities by trait score, where sample selection has induced a `spurious stratification'. 
based on all replicates - i. e. not just those where L-POP extracted a two-class solution. 
However, the pattern of results stays much the same when stratified by whether or 
not a one- or a two-class solution was favoured. 
In summary, this section has demonstrated the possibility of a spurious stratifica- 
tion effect arising from performing genetic background analyses on polygenic traits in 
selected samples. Whether this phenomenon is likely to occur in practice is another 
issue. Selecting specific markers for stratification analysis (that are both most likely 
to be functionless and show the greatest frequency differences between ethnic groups) 
is likely to be the best course of action. 
Of course, it is not desirable to remove from the stratification analysis marker 
set all markers that show an association with the trait. To do so would render the 
stratification analysis useless, as it precisely relies on multiple markers that will show 
an association with the trait if there is a mean difference between strata. 
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Full Scheme A Scheme B Scheme C 
Np PP oP/QT pa/p pa/p PA/P pa/p PA/P pa/p PA/P 
2 0.5 0.050 0.98 0.92 0.90 0.85 0.82 0.88 0.90 
2 0.5 0.250 0.99 0.93 0.89 0.89 0.87 0.87 0.89 
2 0.5 0.500 0.95 0.91 0.74 0.82 0.73 0.86 0.83 
2 0.5 0.750 0.98 0.93 0.53 0.91 0.59 0.87 0.80 
2 0.1 0.050 0.96 0.89 0.87 0.82 0.79 0.90 0.92 
2 0.1 0.250 0.98 0.91 0.90 0.89 0.88 0.85 0.87 
2 0.1 0.500 0.97 0.90 0.87 0.86 0.83 0.90 0.92 
2 0.1 0.750 0.97 0.96 0.95 0.94 0.93 0.95 0.95 
5 0.5 0.050 0.97 0.85 0.82 0.76 0.74 0.86 0.88 
5 0.5 0.250 0.96 0.91 0.88 0.84 0.81 0.91 0.92 
5 0.5 0.500 0.97 0.86 0.72 0.78 0.67 0.88 0.83 
5 0.5 0.750 0.98 0.85 0.52 0.80 0.53 0.85 0.69 
5 0.1 0.050 0.97 0.87 0.84 0.80 0.80 0.82 0.85 
5 0.1 0.250 0.96 0.86 0.83 0.84 0.81 0.86 0.88 
5 0.1 0.500 0.96 0.92 0.79 0.85 0.85 0.88 0.89 
5 0.1 0.750 0.97 0.93 0.53 0.91 0.89 0.90 0.79 
10 0.5 0.050 0.96 0.89 0.88 0.83 0.82 0.83 0.86 
10 0.5 0.250 0.97 0.90 0.88 0.82 0.79 0.83 0.86 
10 0.5 0.500 0.97 0.91 0.78 0.85 0.78 0.87 0.85 
10 0.5 0.750 0.97 0.87 0.56 0.80 0.46 0.81 0.78 
10 0.1 0.050 0.98 0.88 0.88 0.87 0.85 0.86 0.88 
10 0.1 0.250 0.96 0.89 0.87 0.80 0.79 0.87 0.87 
10 0.1 0.500 0.98 0.90 0.82 0.86 0.86 0.87 0.88 
10 0.1 0.750 0.97 0.93 0.61 0.90 0.79 0.89 0.85 
Table 9.20: Polygenic selection effects: power of the pa/p and PA/P ML association tests. 
9.5 Summary 
The simulation studies in the Chapter have illustrated two methods of testing for as- 
sociation in selected samples which can correct for effects of populations stratification. 
The standard regression method performed marginally better than the ML method 
in most circumstances. An exception to this is when the data are from non-normal 
distributions (whether or not the sample is a selected one). In this case, modelling 
genotype conditional on trait score gives a test with greater power. To relate these 
results to Chapter 3, the present regression test is only robust because it is for total 
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aooo 
booo Figure 9.6: Discrepancies between true and estimated population substructure. 
association in unrelated individuals. As demonstrated in that Chapter, if the test were 
for the robust within-family component of association, then the standard regression 
approach would not be valid. 
Two particular scenarios were highlighted in which the benefit of using selected 
samples is reduced: first, that controlling for stratification effects can lead to a re- 
duction in power to detect true QTL in selected samples. Second, that performing 
stratification on selected samples can induce a `spurious stratification' if polygenes for 
the trait are included in the `null' marker set. 
With imperfect classification the robustness of both ML and regression methods 
deteriorates. Furthermore, it is conceivable that the pattern of population substruc- 
ture detected by the stratification analysis may only partially overlap with the strata 
effects concerning the test locus. For example, Figure 9.6 illustrates two scenarios in 
which the wrong solution has been selected by stratification analysis (i. e. aK=2 
solution instead of aK=3 solution). In reality, there are three subpopulations (white 
circles): a "H" represents a high trait mean and a high allele frequency at the test 
locus. Likewise, a "L" represents a low trait mean and a low allele frequency. Oth- 
erwise, the three subpopulations may or may not be particularly genetically distinct: 
in both scenarios, aK=2 solution has been selected (estimated classes represented 
by the gray ovals). There is no true association between trait and the test locus. 
If two subpopulations are not particularly distinct they may well be pooled into 
the same estimated class in stratification analysis. In the first case, a), this would 
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not present a problem for the association analysis - if one were to control for the 
two estimated classes, the nature of the stratification at the test locus would still be 
captured. If, however, scenario b) were true, then even if one controlled for estimated 
class structure, there could still be false positives due to population stratification 
effects within estimated class. It seems possible that two subpopulations could be 
genetically very similar across most of the genome but differ markedly for a particular 
trait and particular test locus. 
In this sense, genetic background methods do not provide the `logical' protection 
from population stratification that family-based methods do. Is there any utility in 
the genetic background approach to population stratification then? If enough markers 
with the right properties are used for the stratification analyses, such that one could 
assume all the significant substructure in the sample has been captured, then there 
do seem to be advantages to this approach. "Enough markers" appears to be at 
least 100, based on simulation results reported in Chapter 6, although this figure can 
be dramatically reduced if the "right" markers are chosen: preferably multi-allelic 
markers that are known to show large allele frequency differences between ethnic 
groups. In this case, the advantages are a more efficient design that is easier to 
collect (i. e. unrelated individuals versus families) and, secondly, the ability to allow 
for stratum-specific QTL effects. Allowing for such effects should increase power to 
detect QTL; also, such findings would be of considerable interest in themselves. Such 




This thesis has examined several areas of quantitative trait locus analysis, with an 
emphasis on the utility of selected samples and the complex nature of multifacto- 
rial human traits. A strategy for the selection of sibships for linkage and association 
analyses was presented in Chapters 2 and 3, as well as methods to analyse selected 
samples. The complex effects of gene-environment interaction, epistasis and popula- 
tion stratification were examined, in various contexts, in Chapters 4,5 and 6. The 
final three Chapters re-examined these three complex effects with a special emphasis 
on selected samples. 
In these concluding remarks, I would like to briefly consider the utility of unelected 
samples. Broadly speaking, sample selection offers a substantial gain in efficiency for 
the detection of simple, main effects. However, unselected samples potentially afford 
a number of other advantages. Firstly, it is important to remember that selecting on 
the basis of trait scores is only beneficial when the relative cost of phenotyping versus 
genotyping is low. If the phenotype is based on a self-report postal questionnaire, 
this may be the case; if it is based on an MRI scan, this would not be so (although it 
would of course be possible to select on related phenotypes prior to the MRI scan). 
There are a number of potential problems related to the use of selected samples. 
For example, the use of discordant sib pairs will enrich a sample for instances of non- 
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paternity, as half-siblings will be genotypically and phenotypically more dissimilar 
than full siblings. Given the already high non-paternity rates in most populations, 
this could potentially be a significant problem. Although, in the context of a genome 
scan, it is relatively easy to detect half-siblings and analyse them appropriately, half- 
siblings, even if phenotypically discordant, are likely to offer less information than a 
randomly-selected full sibling pair. 
There are also issues with how `extreme' extreme selection should be. As Lan- 
der and Botstein (1989) noted, individuals in the extreme tails of a distribution are 
perhaps more likely to represent instances of measurement error or other artefactual 
cases. Allison et al. (1998) indicate another situation in which more extreme sampling 
does not necessarily result in more powerful samples. By use of simulation, they show 
that `extremely extreme' sampling can reduce power for both linkage and association 
under certain (equally extreme) oligogenic models. Essentially, Allison et al. (1998) 
note that the presence of a major, non-additive effect at a second locus can induce 
non-normality in the residual, within-genotype distributions of the first locus. This, 
they argue, can lead to a reduction in power (although the conditioning-on-trait ap- 
proach described in this thesis should not be so susceptible to such effects). However, 
the conditions they simulate involve particularly extreme genetic models: for exam- 
ple, a second locus with a rare allele that has a displacement effect of 4 standard 
deviations. Figure 10.1 schematically illustrates the effect of a second major effect 
(dominant locus B) on the power to detect the additive QTL A. In the left panel, 
without locus B, sampling individuals above the threshold (the vertical line) would 
enrich for the a allele, and (within the context of a complete sampling strategy, e. g. 
also sampling low individuals) this would increase power. In the right panel, the effect 
of locus B effectively masks that of locus A- in this case, we would expect to observe 
only the population frequencies for locus A in the selected sample. 
In the kind of scenario considered by Allison et al. (1998), the major locus needed 
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Figure 10.1: Extreme sample selection under oligogenic models. In the left figure, extreme 
sample selection, i. e. selecting individuals above the threshold (vertical line) would result in 
greater power to detect locus A. In the right panel, which also includes a major dominant 
effect of locus B, power to detect locus A would not increase as a consequence of selection. 
to induce this kind of effect would presumably be easily detectable by standard an- 
alytic methods. Any subsequent analysis (and selection) could be performed condi- 
tional on this locus. More generally, however, this points to the need to adjust for as 
many relevant factors as possible prior to selection. If, for example, there is a marked 
sex difference for a quantitative trait, then selecting high and low groups may sim- 
ply be enriching the selected groups for males and females respectively, rather than 
particular trait-influencing alleles. 
Selecting on extremes might also mean that genes controlling normal variation will 
go undetected, and only genes for extreme phenotypes will be found. Allison et al. 
(1998) give the example of height: extreme sample selection might find rare genes 
for Marfan syndrome or achondroplastic dwarfism, but not the common variants that 
control height in the normal population. An unselected sample would potentially 
allow the investigator to test whether a given QTL operates systematically across 
the entire trait or only at extremes. These issues underscore the important value of 
appropriate phenotypic definitions. For example, whether or not the extreme values of 
a continuum represent a qualitatively different subtype or not is a phenotypic question 
that would ideally be answered prior to selecting for linkage and association studies. 
Twin and family studies can be useful in addressing such questions, (e. g. DeFries- 
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Fulker extremes analysis: DeFries and Fulker, 1985,1988; Purcell and Sham, 2002). 
Of course, even in unselected samples, extreme individuals will be more influential in 
analysis, and so these issues apply to both unselected and selected designs. 
As mentioned in Chapter 3, there are also further considerations relating to the 
effects of sample selection on linkage disequilibrium mapping (Abecasis et al., 2001a). 
That is, allele frequencies at both the marker and the QTL have implications for the 
power of LD mapping, and sample selection can potentially impact on these. Using 
balanced, symmetrical designs should minimise any such effects, however. 
The above issues relate to the detection of univariate, additive QTL effects. Fur- 
ther issues with selected samples arise when considering multivariate applications. In 
large studies, there will most likely be more than one phenotype of interest. Adopt- 
ing a selected sample approach typically forces the investigator to look at only a 
single phenotype, or a cluster of strongly-related measures. Other measures could 
potentially be included as dependent variables in separate analyses, combined in mul- 
tivariate analyses, or used as modifier variables in interaction analyses. Obviously, if 
the other measures are not highly correlated with the trait used to select the sample, 
then attempts to map QTL for these other measures will not benefit from increased 
efficiency due to the selection. Indeed, the selection on one variable might even select 
for atypical cases on the second variable, e. g. the population of individuals who are 
depressed and heavy drinkers may not be representative of the population of those 
who are just heavy drinkers. Alternatively, if the other measures are correlated with 
the main trait, the potential to look for interaction effects in selected samples might be 
severely limited. That is, the required variation in the potential moderator variables 
might have vanished in the selected sample, e. g. as height and sex are associated, 
there may be no very tall women or very short men in a sample selected for extreme 
height, which would not help height x sex interaction analyses. 
It is of course wrong to advocate any single experimental design as `optimal'. 
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Studies which solely aim to detect QTL will be better served by different designs 
than studies that attempt to more comprehensively `dissect the genetic architecture' 
of complex traits. Although the majority of research areas are still at the first stage, 
the next decade will undoubtedly see studies moving towards the second goal, of piec- 
ing together individual genetic and environmental risk factors into coherent models 
for human traits and diseases. One particularly promising direction of research is 
embodied in the UK's BioBank project, which aims specifically to detect genetic and 
environmental interactions for a multitude of complex diseases: the study design is 
based on sampling 500,000 unselected individuals. With complete phenotypic and 
genotypic data on this number of individuals, many of the hard statistical issues we 
currently face (e. g. dealing with ascertainment, developing optimally powerful tests) 
may be of lesser importance. In the mean time, methods are still needed to fully 
exploit the moderately-sized, incomplete samples that exist today. 
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