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We consider the nonlinear oscillating equation P +f(x) h(i) zt +g(x) k(i) = 0 
without the common conditions (A)f(x)>O, for all x E R, (B) xg(x) > 0, for all 
x # 0, and give a set of necessary and sufficient conditions for the boundedness of 
all solutions of this equation and their derivatives. c 1992 Academic Press. Inc. 
1. INTRODUCTION 
In this paper the boundedness of the solutions of the nonlinear 
oscillating equation 
2 +f(x) h(i) R +g(x) k(i) = 0 
or the equivalent system 
i=y 
3=S(x)h(Y)Y-dx)k(Y) 
(1.1) 
are discussed. Wherefand g are continuous on R, h and k are positive and 
continuous on R, and they satisfy the existence and uniqueness conditions 
of the solution for the initial value problem of (1.1). 
Let (x(t), v(t)) be the solution passing through an arbitrary point 
(x,, yO) at t = to. We write 
F(x) = So’f(4 dx, G(x) = j; g(x) dx, MY) = j; b/k(y)) dy. 
* This project was supported by the National Science Foundation of China. 
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The boundedness problems of the solutions have been discussed by many 
authors (for example, see [l-6]). Most of these authors used the following 
common conditions: f is nonnegative and g is the Signum, that is 
(A) f(x) 2 0 for all x E R 
(B) xg(x)>O for all x#O. 
For instance, in 1970, J. W. Heidel [l] gave a sufficient condition for the 
boundedness of all solutions of (1.1): 
THEOREM A. Suppose that assumptions (A) and (B) hold and 
(Cl liqxl + m [G(x) + F’(x)1 I= ~0 
PI limiyl + m K(Y) = UJ 
then all solutions of (1.1) are bounded. 
In 1970, T. A. Burton [2] gave a necessary and sufficient condition for 
the special case k(y) = 1: 
THEOREM B. Suppose that k(y) = 1 for all y E R, and assumptions (A) 
and (B) hold, then all solutions of ( 1.1) are bounded if and only if assumption 
(C) holds. 
In 1987, J. Sugie [3] replaced assumption (B) with the conditions: there 
exist constants M > 0 and G, > 0 such that 
(B,) G(x) > -G, for all XE R 
(B,) G(x) < lim sup, _ m G(u) for all x 3 M 
(B3) G(x)<limsup,,_, G(u) for all x< -M. 
He introduced the following necessary and sufficient conditions: 
THEOREM C. Suppose that assumptions (A), (B,), (B2), (B,), and (D) 
hold; then all solutions of (1.1) are bounded if and only if there exist sequen- 
ces {x” > tending to co and {Z,, > tending to - 00 such that 
(C,) P(x,) -+ co or G(x,) + cc as n -+ co, and F(x,) --) --oo or 
G(%,) + co as n -+ CO. 
To date this result is the best. 
In order to obtain these results, they use 
I/(x, Y) = G(x)+ NY) 
and 
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and the fact that PC1 .zj(x, y) d 0 which follows from (A), to deduce the 
boundedness of v(t) first, then use this result to discuss the boundedness 
of x(t). 
It is clear that the boundedness of y(t) cannot be proved by this method 
if assumption (A) is relaxed to 
(A,) for some M> 0, f(x) 3 0 if 1x1 > M 
since Pit, .*)(x, y) is a Signum now. 
Therefore, we may ask the following questions: Can the boundedness of 
y(t) and x(t) be true when conditions (A) and (B) are relaxed to (A,) and 
(B,) (or (B,)-(B3)) respectively? If they can be true, how can we prove 
them? Furthermore, must one prove the boundedness of y(t) before one 
proves the boundedness of x(t)? Are they any internal relationships 
between them? 
In this paper we give an affirmative answer to these questions under 
some assumptions. That is, we give a method [7] which is entirely different 
from the one we mentioned above. By this method we obtain some 
necessary and sufficient conditions for the boundedness of all solutions of 
( 1.1) under conditions (A,) and (B, ), and clarify the internal relationship 
between boundedness of x(t) with y(t). 
II. THE BOUNDEDNESS 
We first discuss the internal relations between the boundedness of x(t) 
with y(t). 
LEMMA 1. Suppose that assumptions (A,), (B,), and (C,) hold; then 
limSupx(t)=co*limSupy(t)=cc (2.1) 
1-m t-00 
liminfx(t)= -co*liminfy(t)= -co. (2.2) 
I--rcc t-00 
That is, the right equality follows from the left equality in (2.1) and (2.2), 
respectively. 
Proof: Let us prove (2.1). Suppose that 
lim sup y(t) < 00; 
Ihcr;l 
then there is a constant N > 0 such that 
At) d N for all t 2 t,. 
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By the first equation of (1.1 ), x(t) increases only when y > 0. Therefore, 
when lim sup, _ m x(t) = cc, we may suppose that x(to) = M y(t,) = y, > 0. 
Let L be the trajectory (x(t), y(t)). When t > t,, the trajectory L either does 
not contact with the positive x-axis and keeps in the upper half-plane y > 0, 
or, after crossing over the positive x-axis and entering the fourth quadrant, 
intersects the line x = M below the x-axis, then goes into the upper half- 
plane again and intersects the line x = A4 on the point above (M, yO), and 
continues this way. By (B i ), (A, ), and 
W,) -+ KJ or W.4 ---t 00 as n-co, 
for either cases and arbitrary small positive E < N, there exists such a 
segmental arc of the trajectory L 
tit,)=M 
x(t) 2 M, E <y(t) < N as t,<t,Qt<t,+,, 
where x( t, + i ) is so large that 
af’(x(t,+,))+G(x(tn+, 1) > aF(W + G(M) + j” Y ~YMY), (2.3) 
E 
where a > 0 and satisfy that 
(Q)/~(Y)) Y Z a forall &<y<N. 
On the other hand, in the upper half-plane, (1.1) is equivalent to 
Y 4 - = -f(x) E 
k(y) 
y dx-g(x) dx. 
Integrating the above equality from t, to t, + , , we obtain 
s 
y(‘n+l) y dy _ _ 
5 
-ef.+l) 
~(1,) k(y) 
f(x) 
M 
$$ydx-J:(in+“g(x)dx 
,< -a 
s 
::"+'~f(x)~x-~::b"~g(X)~X 
= -aCF(x(t,+l))-F(M)I-G(x(t,+,))+G(M) 
(2.4) 
<- -. I 
N Y dv 
i: k(y) 
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This means that 
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This is impossible. Thus, (2.1) holds. In the same way, if 
F(f,) -+ -02 or G&J -+ co as n+cc 
is satisfied than (2.2) holds. The proof of Lemma 1 is complete now. 
Remark 1. This lemma shows that if y(t) is bounded, x(t) must be 
bounded also. But conditions (A) and (D) guarantee the boundedness of 
y(t); in fact, by p< 0, V(x(t), y(t)) < V(x(t,), y( to)) = c for all t > t,. That 
is, G(x(t)) + K(y(t)) <c, for all t> to. From (B) and (D), y(t) must be 
bounded, Thus we have 
COROLLARY 1. If conditions (A), (D), (B,), and (C,) are satisfied, then 
all solutions of ( 1.1) are bounded. 
Remark 2. From the proof of Lemma 1, we can know that (B,) need 
not be satisfied if 
G&J -+ ~0, G(Z-,) -+ cc as n+oo. 
This corollary generalizes Theorems A and B, avoids condition (B), and 
relaxes conditions (C) to (C, ). The corollary also generalizes Theorem C 
(sufficiency) proved by a very complicated lemma [3, p, 84, Lemma 3.21, 
and avoids its conditions (B,) and (B,) 
LEMMA 2. Suppose that (A,), (B,) hold and 
(1) l0*a $-)= *cc 
(2) for large positive N, there is a constant /l> 0 such that 
k(y)/&) C P for all IA 2 N; 
then 
lim sup y(t) = co * lim sup x(t) = co, 
t-m t-m 
liminfx(t)= -cc 
I-CC 
(2.5) 
(2.6) 
(2.7) 
409.‘164:1-2 
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and 
lim inf y( t) = - co * lim sup x(t) = co, 
r+m ,-Co 
liminfx(t)= -co. 
t-co (2.8) 
Proof: For obtaining (2.7), we first prove that there do not exist a > 0 
and b>O such that 
-adx(t)<b for all t > to. 
Suppose not. From lim sup, _ 3. y(t)= co, (2.5), and (2.6), we can assume 
y, = N and know that there exists such a segmental arc of the trajectory L 
and 
Y(L)=N 
Y(l) 2 N as t,6t,dt<t,+l 
I 
Y(G,+I) dy 
N h(L’)’ --a 
lb If(x)1 dx+ if I&)1 dx. 
a 
On the other hand, from (1.1) we have 
4 -= 
h(y) 
-f(x) dx -g(x) $$ dx. 
(2.9) 
(2.10) 
Integrating both sides of (2.10) from t, to t, + i, by (2.6), we have 
s 
Y(~.+I) dy -= - 
N h(y) s 
i::;-‘)(x) dx - i:‘I;“’ g(x) s dx 
< I”, I f(x)1 dx + ;j; I&)1 dx. 
u 
This conflicts with (2.9). Thus the first conclusion is proved. Next, we 
prove that there does not exist a positive number a such that 
-a<x(t) forall tat,. 
If not, by the first step of the proof and lim supl _ oo y(t) = 00, we know 
that for a and M there exists a real number N’ > N such that 
-a<x(t)<M, NQy(t)QN for all tE [t,, t,+i] 
x(t) 2 M, y(t)>N for all f~ Cfn+l, t,+,l 
lim ~(r,+~) = cc. 
“-cO 
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Integrating both sides of (2.4) from 1, to t, + 2, we have 
s -“(h+2) ydy = _I x(br+d Y(h) KY)X(fn) /(x)~ydx- jX(‘“+‘)g(x)dx .dr,) 
=- I M x(r,) f(x)gydx- jX(f.‘2)f(x)$$ydx M 
s 
M 
d N’p If(x)1 dx-G,+G 
-0 
where G= Max-,.,.,,, (3x1 
S’ 2 NYMY) forall N6y6N’. 
That is, 
s ~(t.+z) y & s M --<N/Y Y(h) KY) mu If(x)1 dx-Go+G. 
Since condition (D) is satisfied under conditions (2.5) and (2.6), when 
~(t,+ 2) + co, the left side of the inequality above tends to co, but the right 
side is a constant. This is a contradiction. Hence the second conclusion is 
proved. Similarly, we can prove that there does not exist constant b > 0 
such that 
x(t) 6 b forall t3to. 
Thus, (2.7) holds. Equation (2.8) may be proved similarly. The proof of 
Lemma 2 is completed. 
By Lemmas 1 and 2, It is easy to obtain the following conclusion: 
COROLLARY 2. If the conditions of Lemmas 1 and 2 are satisfied, all 
unbounded solutions of (1.1) must oscillate, that is, there exists an infinite 
sequence {t,,} tending to co such that 
-4th) = 0, At*n + I) = 0. 
Remark 3. By the conclusions and the proofs of Lemmas 1 and 2, it is 
clear that for any real number a > 0 and b > 0, every unbounded trajectory 
will intersect the line x = -a and x = b. 
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Therefore, it is clear that by Lemmas 1 and 2, the boundedness of x(t) 
and y(t) are related closely. The boundedness of either of them will result 
in the boundedness of the other. 
Now, we prove the boundedness of x(t) first, and then that of y(t). This 
order of proof differs from the previous works (for example [l-3]). 
LEMMA 3. Suppose that assumptions (A,), (B,), (C,), (2.5), and (2.6) 
hold, and there exist constants a > M, b > M such that 
F(b)-F(-a)>O; (2.11) 
then all solutions of ( 1.1) are bounded. 
Proof For simplicity, we denote the Cartesian coordinate of point A, 
bY (Xi, Yi). 
Now we prove that x(t) is bounded above. If 
limsupx(t)=oo, 
1-E 
then, by Corollary 2 and Remark 3, there exists a segmental arc of the 
trajectory L: (x(t), y(t)) such as in Fig. 1: A,A2A3A4A5, where yP(yP > N), 
the ordinate of the lowest point p in are A,A,, is so large that 
B b 
‘i’ ’ F(b) -F(a) I --(1 Ig(x)l dx 
and the ordinate the highest point in arc A,A, is less than -N. 
(2.12) 
FIGURE 1 
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Now, integrating (2.10) along arc A,A=,, by inequality (2.12), we have 
6F(-o)-F(b)+;~b /g(x)1 dx<O. 
-u 
Then, 0 < y, < y,. Thus, we have 
my,) - K(Y,) < 0. (2.13) 
Similarly, y, < y3 < 0, and 
MY,)-mYz)<o. (2.14) 
Besides, by (A,), we have ~C,.Ij(x,y)60 in the arc A,A, and A,A~; 
therefore 
K(Y,)-&Y,)~ G(x,) - G(x,)=O (2.15) 
K(Y,) - K(Y,) 6 (7x3) - C(x,) = 0. (2.16) 
Summing up (2.13)-(2.16), we obtain 
WY,) - K(Y, I< 0. 
Thus, the point A 5 is situated below the point A,. This means that L is 
bounded. This is a contradiction. Therefore x(t) is bounded above. By a 
similar method, we can prove that x(t) is bounded below. By Lemma 2 we 
know that y(t) is also bounded. Lemma 3 is proved. 
LEMMA 4. Suppose that assumptions (A,), (B, ), and (D) hold; further- 
more. 
or 
sup F(x) < co and sup G(x) < cc (2.17) 
r>O X20 
inf F(x) > - cc and Sup G(x) < co. (2.18) 
.x < 0 T<O 
Then Eq. ( 1.1) has an unbounded solution. 
Proof Suppose that assumption (2.17) holds. Then there exists a 
positive G* such that 
G(x) < G* for all x 3 0. 
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By (D) there exists a constant N> 1 such that 
I 
N Y dy - > 2(G* + G,). 
1 WY) 
(2.19) 
Hence, there exists a constant I > 0 such that 
0 < h(y) < i 
k(y)’ * 
for all 1 <ydN. 
Besides, by (2.17) there exists a constant x0 > M such that 
I X;f(x)dx<T. 
Now let x(t,) = x0, y(t,) = N; then when t increases lightly from t,, we 
have 
Now, we prove that the inequality above holds also for all t > to. Sup- 
pose t, is the first time when the inequality does not holds: y( ti ) = 1, and 
Integrating both sides of (2.4) from t, to t,, and writing x(tb) = xb, we have 
s ‘ydy= 5 
-eo 1 
N k(Y) ~G, 
f(x) $$ y dx - j^‘“’ g(x) dx 
% 
s 
X(lI) 
>-IN f(x) dx- GV’(t,)) + W4 
6 
> -)jV =$ L I -G*-Go= -2(G*+GJ. 
This contradicts (2.19). Thus, i = y(t) > 1 for all t > t,, and x(t) is 
unbounded. Similarly, we can prove that (1.1) has an unbounded solution 
under condition (2.18). 
By Lemmas 3 and 4, we can obtain 
THEOREM 1. Suppose that assumptions (A,), (B,), (D), (2.1 l), (2.5), and 
(2.6) hold; then all solutions of ( 1.1) are bounded if and only if the condition 
(C,) is satisfied. 
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By Corollary 1 and Lemma 4, we obtain 
THEOREM 2. Suppose that assumptions (A), (B,), and (D) hold; then all 
solutions of ( 1.1) are bounded tf and only tf the condition (C, ) is satisfied. 
For the system 
i=y 
i= -fb)Y-g(Y), (2.20) 
Sugie [3] gave a sufficient condition: 
THEOREM D. Suppose that assumptions (A), (B,), (B3), and (C,) hold; 
then all solutions of (2.20) are bounded. 
Here, by Theorems 2 and 1, we can give a sufficent and necessary condi- 
tion for this system and generalize Theorem D: 
THEOREM 3. Suppose that 
(i) f(x)20 for all XER 
(ii) there exists a positive G, such that 
G(x) 3 -G, for all x E R. 
Then all solutions of (2.20) are bounded of and only if condition (C,) is 
satisfied. 
THEOREM 4. Suppose that 
(i) f(x)>0 ifIx aMfor some M>O 
(ii) there exists a positive G, such that 
G(x)2 -Go for all XE R 
(iii) there exist constants a > M and b > A4 such that 
F(b)-F(-a)>O. 
Then all solutions of (2.20) are bounded if and only if condition (C 1 ) is 
satisfied. 
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