This paper is concerned with second-order linear difference equations with complex coefficients which are formally J-symmetric. Both J-self-adjoint subspace extensions and J-self-adjoint operator extensions of the corresponding minimal subspace are completely characterized in terms of boundary conditions. MSC: Primary 39A70; secondary 47A06
Introduction
In this paper, we consider the following second-order linear difference equation with complex coefficients:
τ (x)(t) := -∇ p(t) x(t) + q(t)x(t) = λw(t)x(t), t ∈ I, (.)
where I is the integer set {t} b t=a , a is a finite integer or -∞, and b is a finite integer or +∞ with b -a ≥ ; and ∇ are the forward and backward difference operators, respectively, i.e.,
x(t) = x(t + ) -x(t) and ∇x(t) = x(t) -x(t -); p(t) and q(t) are complex with p(t) =  for t ∈ I, p(a -) =  if a is finite and p(b + ) =  if b is finite; w(t) >  for t ∈ I;
and λ is a spectral parameter. Equation (.) is formally symmetric if and only if both p(t) and q(t) are real numbers. Therefore, if p(t) or q(t) are complex, then Eq. (.) is formally nonsymmetric. To study nonsymmetric operators, Glazman introduced the concept of J-symmetric operators in [] where J is a conjugation operator (see Definition .). The minimal operators generated by Sturm-Liouville and some higher-order differential and difference expressions with complex coefficients are J-symmetric operators in the related Hilbert spaces (e.g., [-] ). Here, we remark that a bounded J-symmetric operator is also called a complex symmetric operator (cf. [, ] ). The operators generated by singular differential and difference expressions are not bounded in general.
It is well known that the study of spectra of symmetric (J-symmetric) differential expressions is to consider the spectra of self-adjoint (J-self-adjoint) operators generated by such expressions. In general, under a certain definiteness condition, a formally differential expression can generate a minimal operator in a related Hilbert space and its adjoint http://www.advancesindifferenceequations.com/content/2013/1/3 is the corresponding maximal operator (see, e.g., [, ] ). Generally, the self-adjoint (Jself-adjoint) operators are generated by extending the minimal operators. In addition, the eigenvalues of every self-adjoint (J-self-adjoint) extension of the corresponding minimal operator are different although the essential spectra of them are the same. Therefore, the characterization of self-adjoint (J-self-adjoint) extensions of a differential expression is a primary task in the study of its spectral problems; and the classical von Neumann selfadjoint extension theory and the Glazman-Krein-Naimark (GKN) theory for symmetric operators were established [, ]. The related J-self-adjoint extension theory was also established (cf. [, ] ). By using them, characterizations of self-adjoint (J-self-adjoint) extensions for differential expressions in terms of boundary conditions have been given (cf.
[, , , ]). For other results for formally symmetric (J-symmetric) differential expressions, the reader is referred to [-] and the references therein.
It has been found out that the minimal operators generated by some differential expressions may be non-densely defined and the maximal operators may be multi-valued (e.g., see [, Example .]). In particular, the maximal operator corresponding to Eq. (.) is multi-valued, and the minimal operator is non-densely defined in the related Hilbert space (cf.
[]). Therefore, the self-adjoint extension theory for symmetric operators is not applicable in these cases. Coddington [] extended the von Neumann self-adjoint extension theory for symmetric operators to Hermitian subspaces in . Recently, Shi [] extended the GKN theory for symmetric operators to Hermitian subspaces. Using GKN theory given in [], Shi [] first studied the self-adjoint extensions of (.) with real coefficients in the framework of subspaces in a product space. For J-symmetric case, in order to study the J-self-adjoint extensions of J-symmetric differential and difference expressions for which the minimal operators are non-densely defined or the maximal operators are multi-valued, the theory for a J-Hermitian subspace was given in [] which includes the GKN theorem for a J-Hermitian subspace. For the results for difference expressions, the reader is referred to [-].
The limit types of (.) which are directly related to how many boundary conditions should be added to get a J-self-adjoint extension have been investigated in [, ] . In the present paper, the J-self-adjoint subspace extensions and J-self-adjoint operator extensions of the minimal subspace corresponding to Eq. (.) with complex coefficients are studied. A complete characterization of them in terms of boundary conditions is given. These characterizations are basic in the study of spectral theory for Eq. (.).
The rest of this present paper is organized as follows. In Section , some basic concepts and fundamental results about subspaces and Eq. (.) are introduced. In Section , the maximal, pre-minimal, and minimal subspaces in the whole interval and the left-hand and right-hand half-intervals are introduced and their properties are studied. The relationship among the defect indices of the minimal subspaces in the whole interval and the left-hand and right-hand half-intervals is studied in Section . In Section , we pay our attention to J-self-adjoint subspace extensions of the minimal subspace in the whole interval. Finally, a complete characterization of J-self-adjoint operator extensions of the minimal operator in the whole interval is given in Section . Three examples are given in Section .
Preliminaries
In this section, we introduce some basic concepts and give some fundamental results about subspaces in a product space and present two results about Eq. (.). http://www.advancesindifferenceequations.com/content/2013/1/3 By C denote the set of complex numbers, and byz denote the complex conjugate of z ∈ C. Let X be a complex Hilbert space with the inner product ·, · . The norm · is defined by f = f , f / for f ∈ X. Let X  be the product space X × X with the following induced inner product, denoted by ·, · without any confusion:
Let T be a linear subspace in X  . For briefness, a linear subspace is only called a subspace.
For a subspace T in X  , denote
Clearly, T() = {} if and only if T can determine a unique linear operator from D(T) into X whose graph is T. Therefore, T is said to be an operator if T() = {}.
Definition . []
Let T be a subspace in X  .
() Its adjoint, T * , is defined by
() T is said to be a Hermitian subspace if T ⊂ T * .
[
The following result which can be regarded as the GKN theorem for a J-Hermitian subspace was established in [] . Finally, we present two results for τ or Eq. (.). For briefness, introduce the conventions: for any given integer k, a + k = -∞ when a = -∞, and b + k = +∞ when b = +∞. Further, denote
In the case of a = -∞, if lim t→a (x, y)(t) exists and is finite, then denote the limit by (x, y)(-∞); and in the other case of b = +∞, if lim t→b (x, y)(t) exists and is finite, then denote the limit by (x, y)(∞). We remark that the notation (x, y)(t) is also used in [] where it is given by (x, y)(
. So, the expression of (x, y)(t) in the present paper is different from that in [] .
It can be easily verified that the following result holds.
Lemma . For any x = {x(t)} b+ t=a- , y = {y(t)} b+ t=a- ⊂ C, and for any m, n ∈ I with m ≤ n,
The following result is a direct consequence of Lemma ..
Lemma . For each λ ∈ C, let y and z be any solutions of (.). Then, for any given a - ≤ t  ≤ b,
Maximal and minimal subspaces
In this section, we introduce the corresponding maximal, pre-minimal, and minimal subspaces to τ in the whole interval and the left-hand and right-hand half-intervals and study their properties. First, introduce the following space: The formally adjoint operator of τ is
Now, introduce the maximal subspace H(τ ) and the pre-minimal subspace
such that x(t) =  for t ≤t  and t ≥ t  .
(.)
The subspace H  (τ ) :=H  (τ ) is called the minimal subspace corresponding to τ . The endpoints a and b may be finite or infinite. In order to characterize the J-SSEs of H  (τ ) in a unified form, we introduce the left and right maximal and minimal subspaces. 
In the rest of the present paper, let J be the complex conjugate x →x, i.e., Jx =x. Then J is a conjugation operator on l 
The rest of this section is divided into three parts.
Properties of minimal subspaces and their adjoint and J-adjoint subspaces
In this subsection, we study the properties of minimal subspaces
and their adjoint and J-adjoint subspaces. First, we have the following result.
, and
Proof Since H a, (τ ) and H b, (τ ) are two special cases of H  (τ ), we only prove the results corresponding to H  (τ ). For any given (x, f ) ∈ H *  (τ ), we have
On the other hand, by using y ∈ D(H  (τ )), it can be verified that
which, together with (.) and y(a) = y(b) =  when a and b are finite, implies that
So, by Lemma . we get
. So, the first relation of (.) holds. In addition, the first relation of (.) directly yields that H(τ + ) ⊂ H *  (τ ). This completes the proof. 
Theorem . The subspaces H  (τ ), H a, (τ ), and H b,
J follows from (.) and the first relation of (.) in the special case that a = -∞ and b = +∞. Now, we introduce the boundary forms on l Proof We only prove the result for H  (τ ) since H a, (τ ) and H b, (τ ) can be regarded as two special cases of H  (τ ).
Since H  (τ ) is a J-Hermitian subspace by Theorem . and
In order to show f = , the discussion is divided into three cases. Case . The endpoints a and b are finite. For all (x, f ) ∈ (H  (τ )) * J with x(t) =  for all t ∈ I, we get by Theorem . and (.) that Proof Fix any (x, f ) ∈ H  (τ ). Then we have
One can get that x(b) =  when b is finite similarly. This completes the proof. 
Theorem . The subspace H  (τ ) is a densely defined J-Hermitian operator in l

Characterizations of the three subspaces H 0 (τ ), H a,0 (τ ), and H b,0 (τ )
In this section, we introduce three subspaces H  (τ ), H a, (τ ), and H b, (τ ), and discuss their characterizations, which will play an important role in the study of J-SSEs of 
Using Lemma . and with a similar argument to [, Theorem .], we have the other characterizations of three subspaces H  (τ ), H a, (τ ), and H b, (τ ).
Characterizations of the left and right maximal subspaces
In this section, we characterize H a (τ ) and H b (τ ). 
Proof Since the proofs are similar, we only prove
(.) Next, we prove that 
Note that (z  , h  ) and (z  , h  ) are linearly independent (modulo H b, (τ )) and
Then 
for some λ  ∈ C, then the same is true for all λ ∈ C.
Proof The first result is [, Lemma .]. Now, we prove the assertion (). Clearly, this result holds if b is finite. So, we prove the case where b = +∞. By setting
Eq. (.) can be rewritten as the following discrete Hamiltonian system:
where
I × is the  ×  unit matrix, and W (t) = diag(w(t + ), , , ). It is evident that the assumptions (A  ) and (A  ) of [, Section ] hold for (.). Let Using a similar argument to Theorem ., we can get the following result. http://www.advancesindifferenceequations.com/content/2013/1/3
Then the following results hold:
() In the case of d a = , for any given
, and for any given
(  .   )
Defect indices of H 0 (τ )
The following is the main result of this section.
Theorem . Let d, d a , and d b be the defect indices of H  (τ ), H a, (τ ), and H b, (τ ), respectively. Then d
It is evident that Theorem . holds in the case that at least one of a and b is finite. So, it is only needed to consider the case that a = -∞ and b = +∞. Before proving Theorem ., we prove three lemmas in this case.
Proof It can be easily verified that (H  (τ ))
The other two relations are proved similarly. This completes the proof.
Then we have the following result.
Lemma . Let H  (τ ) be the restriction of H  (τ ) defined by
Proof It can be easily verified by Theorem . that
Then it can be verified that
* a, (τ ) and
Relation (.) follows from (.) and Lemma .. This completes the proof.
Lemma . Letd be the defect index of H  (τ ). Thend
Proof It can be easily verified that H  (τ ) is a closed J-Hermitian operator in l 
In fact, for each given (x, f ) ∈ H  (τ ), the algebraic system
has a unique solution (c  ,c  )
can be uniquely expressed as a linear combination of some element of H  (τ ), (y  , g  ), and (y  , g  ). Therefore, (.) holds. Similarly, (.) can be proved. Furthermore, there exists (
, t = c  , 
where r(t) := p(t) + p(t -) + q(t). Suppose that there exists
c j ∈ C such that  j= c j (x j , f j ) ∈ H(τ ). Then we get from w(t) =  for t ∈ I that  j= c j x j (c  -) =  j= c j x j (c  ) = , (.) which implies that  j= c j x j (t) = , a - ≤ t ≤ b + . Therefore,  j= c j f j (c  -) =  j= c j f j (c  ) = . (.) / H  (τ ) =   dim H  (τ ) * J /H(τ ) + dim H(τ )/ H  (τ ) + dim H  (τ )/ H  (τ ) =  + d,
The general case
The discussion is divided into three cases: 
by Theorem . and b = +∞ in this case. First, consider the sufficiency.
We claim that β / ∈ H  (τ ). Suppose on the contrary that β ∈ H  (τ ). Then β ∈ H  (τ ). Again
by Remark ., there exists (y j , g j ) ∈ H(τ ), j = , , such that
So, we get from Lemma . and β ∈ H  (τ ) that Then, by Theorem . and Corollary ., the set
is a J-SSE of H  (τ ). On the other hand, for any F = (x, f ) ∈ H(τ ), by Lemma . one has
which implies that H  = H  . The sufficiency is shown. Next, consider the necessity. Suppose that H  is a J-SSE of H  (τ ). By Theorem ., Corollary ., and d = , there exists some element β = (y, g) ∈ H(τ ) such that β / ∈ H  (τ ), 
It follows from (.), (.), (.), and Theorem . that
So, H  determined by (.) can be expressed as (.). The necessity is proved. The entire proof is complete.
With a similar argument to Theorem ., one can show the following result. 
Theorem . In the case of d = , let φ  and φ  be any two linearly independent solutions of (.). Then H  is a J-SSE of H  (τ ) (i.e., H  (τ )) if and only if there exist two matrices M, N ∈ C × such that
where is defined by (.). Step . Consider the sufficiency. Let M = (m jk ), N = (n jk ), and
Proof
It is evident thatũ j , u j ∈ H(τ ), j = , . Choose any integers a  and b  with a < a  +  < c  <
By Theorem ., rank = , and rank(M, N) = , it can be verified that β  and β  are linearly independent (modulo H  (τ )). Furthermore, by Lemmas . and ., (.), and (.), we have
Therefore, by Theorem . and Corollary ., it can be concluded that
Lemma . and (.) yield that H  = H  . The sufficiency is proved.
Step . Consider the necessity. 
The special cases
In this subsection, we characterize the J-SSEs of H  (τ ) in the special cases that one of the two endpoints a and b is finite and that both a and b are finite. First, consider the case that a is finite and b = +∞. By Lemma ., d a =  in this case. Let φ  and φ  be two linearly independent solutions of (.) satisfying . It can be obtained from (.) that
Then the following result can be directly derived from Theorem .. 
Furthermore, the following result is a direct consequence of (.), = -Ĵ, and Theorem .. 
Proof 
.
Then P is invertible and hence rank(M  , N  ) = rank(M, N). It can be verified that
. Remark . Let p and q be real-valued. Then H  (τ ) is not only J-symmetric but also symmetric. However, the set of all the J-SSEs is not equal to the set of all the SSEs (SSE is an abbreviation of self-adjoint subspace extension) in general, except for the case that d = . For example, let a be finite, b = +∞, and d = , and set
Then H  is a J-SSE of H  (τ ) by Theorem .. However, by Lemma ., it can be verified that H  is not a SSE of H  (τ ).
J-self-adjoint operator extensions of H 0 (τ )
In this section, we discuss the characterization of all the J-self-adjoint operator extensions of H  (τ ) (i.e., H  (τ )).
It is evident that each J-self-adjoint operator extension (briefly, J-SOE) of H  (τ ) must be its J-SSE. So, the J-SSEs of H  (τ ) characterized in Section  contain all the J-SOEs of H  (τ ). With similar arguments to [, Section ], we can get the results for three different cases that a = -∞ and b = +∞, a is finite and b = +∞, and both a and b are finite. 
Examples for J-self-adjoint subspace extensions
In this section, we give three examples for J-self-adjoint subspace extensions. Let T be a subspace in X  . The set
is called to be the regularity field of T. First, we give a result for the regularity field of (H  (τ )).
Lemma . Assume that a is finite. If for some λ  , (.) has two linearly independent solutions in L
 w (I), then λ  ∈ (H  (τ )), and consequently (H  (τ )) = C.
Proof By Lemma ., let y  and y  be two linearly independent solutions of (.) such that
Further, it can be concluded that 
