Abstract-A key problem in salient object detection is how to effectively model the semantic properties of salient objects in a data-driven manner. In this paper, we propose a multi-task deep saliency model based on a fully convolutional neural network with global input (whole raw images) and global output (whole saliency maps). In principle, the proposed saliency model takes a data-driven strategy for encoding the underlying saliency prior information, and then sets up a multi-task learning scheme for exploring the intrinsic correlations between saliency detection and semantic image segmentation. Through collaborative feature learning from such two correlated tasks, the shared fully convolutional layers produce effective features for object perception. Moreover, it is capable of capturing the semantic information on salient objects across different levels using the fully convolutional layers, which investigate the feature-sharing properties of salient object detection with a great reduction of feature redundancy. Finally, we present a graph Laplacian regularized nonlinear regression model for saliency refinement. Experimental results demonstrate the effectiveness of our approach in comparison with the state-of-the-art approaches.
range of applications such as object tracking and recognition, image compression, image and video retrieval, photo collage, video event detection, and so on. The focus of salient object detection is on designing various computational models to measure image saliency, which is useful for segmentation.
From the perspective of human perception, the semantic properties of an image are typically characterized by the objects and their contexts within the same scene. In principle, each object can be represented on three different levels (i.e., low-level, mid-level, and high-level). The low-level visual cues [9] , [10] are concerned with primitive image features such as color, edge, and texture. The mid-level features [11] , [12] typically correspond to the object information on contour, shape, and spatial context. In comparison, the high-level information is associated with the object recognition, segmentation as well as the intrinsic semantic interactions among objects along with background [13] [14] [15] [16] . In essence, the task of salient object detection is related to these three levels at the same time. Therefore, how to effectively model all the above factors in a unified learning framework is a key and challenging issue to solve in salient object detection. Most existing methods use various prior knowledge to detect salient objects, such as background priors [17] [18] [19] , center priors [20] and contrast priors [21] . However, these models have to be carefully tailored for adapting to different types of image data with a wide variety of objects and their contextual interactions, thereby making them less applicable to a wide range of problems in practice. For example, salient objects often appear at the image boundary (far away from the image center), and thus the center prior is less useful. Moreover, as parts of salient objects may be similar to some background regions, it is difficult to detect them only based on the contrast information.
Motivated by these observations, we construct an adaptive model to effectively capture the intrinsic semantic properties of salient objects and their essential differences from the background in a pure data-driven framework. Meanwhile, the model is supposed to encode the saliency information across different levels (from low-level to high-level), as shown in Figure 1 . To address these problems, a number of deep learning approaches [22] [23] [24] [25] have emerged as a powerful tool of data-driven multi-granularity image understanding. Therefore, how to design an effective deep learning model for saliency detection is the focus of this work.
In this paper, we propose a multi-task deep saliency model based on a fully convolutional neural network (FCNN) with FCNN captures the saliency properties across different levels (i.e., low-level (image edge information), mid-level (coarse-grained shape), and high-level (semantic object information)).
global input (whole raw images) and global output (whole saliency maps). In principle, the deep saliency model takes a data-driven learning pipeline for capturing the underlying saliency prior knowledge, and subsequently builds a multitask learning scheme for exploring the intrinsic correlations between the tasks of saliency detection and semantic image segmentation, which share the fully convolutional layers in the learning process of FCNN. Through collaborative feature learning from such two correlated tasks, discriminative features are extracted to effectively encode the object perception information. Moreover, the deep saliency model has the capability of capturing the semantic information on salient objects across different levels using FCNN, which explores the feature-sharing properties of salient objects. In addition, we further develop a graph Laplacian regularized nonlinear regression scheme for saliency refinement to generate a finegrained boundary-preserving saliency map.
The main contributions of this work are summarized as follows:
1) We propose a multi-task FCNN based approach to model the intrinsic semantic properties of salient objects in a totally data-driven manner. The proposed approach performs collaborative feature learning for the two correlated tasks (i.e., saliency detection and semantic image segmentation), which generally leads to the performance improvement of saliency detection in object perception. Moreover, it effectively enhances the feature-sharing capability of salient object detection by using the fully convolutional layers, resulting in a significant reduction of feature redundancy.
2) We present a fine-grained super-pixel driven saliency refinement model based on graph Laplacian regularized nonlinear regression with the output of the proposed FCNN model. The presented model admits a closed-form solution, and is able to accurately preserve object boundary information for saliency detection.
II. RELATED WORK

A. Saliency Detection Approaches
Saliency models have been built for visual attention modeling [9] , [26] [27] [28] and salient object detection [17] , [29] , [30] . The former task aims to predict human fixation locations on natural images, while the proposed method aims to compute the pixel-wise saliency values for capturing the regions of the salient objects. A more detailed survey about saliency models can be found in [31] .
Early approaches in this field typically formulate salient object detection as the problem of image contrast analysis in a center-surround or object-background manner. These Fig. 2 . Illustration of our approach for salient object detection. First, a fully convolutional neural network takes the whole image as input and predicts the saliency map by capturing the semantic information on salient objects across different levels. Second, a Laplacian regularized nonlinear regression scheme based on the super-pixel graph is used to produce a fine-grained boundarypreserving saliency map.
approaches detect the salient objects by computing the local center-surround differences [9] , [21] , [32] , or evaluating the region uniqueness and rarity in the scene [33] [34] [35] . Furthermore, a number of approaches heuristically enforce some predefined priors on the process of saliency detection such as image center priors, large-sized closed regions [20] , and semantic object priors [13] . In addition, several approaches [12] , [17] [18] [19] attempt to utilize the background prior information to perform the label propagation procedure in a spatially structural graph. Instead of manually assuming these priors in advance, we automatically learn the prior knowledge in a totally data-driven manner.
B. Deep Saliency Networks
At present, deep neural networks have been applied to detect salient objects [14] , [30] , [36] . These data-driven saliency models, including [37] , aim to directly capture the semantic properties of salient objects in terms of supervised learning from a collection of training data with pixel-wise saliency annotations. By independently modeling all local image patches (treated as training samples for classification or regression), these approaches are often incapable of effectively capturing the feature-sharing properties of salient objects, leading to a high feature redundancy as well as an expensive computational cost. Furthermore, they mainly focus on learning a saliency prediction function to model the relative information between the objects regardless of what they are, thus lacking the capability of effectively modeling the object perception properties of saliency detection (i.e., objectness). In practice, such object perception properties are very helpful to discovering salient objects.
C. Multi-Task Neural Networks
Designing deep architectures for joint tasks is popular and effective, which has been used for several vision tasks [38] [39] [40] [41] . The networks in [38] are trained separately for depth prediction, surface normal estimation, and semantic labeling tasks. The configurations of these three networks are similar, but the learned parameters are totally different. All of the methods in [39] [40] [41] solve a common problem with Fig. 3 . Architecture of the proposed fully convolutional neural network for training. The FCNN scheme carries out the task of saliency detection in conjunction with the task of object class segmentation, which share a convolution part with 15 layers. The segmentation task seeks for the intrinsic object semantic information of the image, while the saliency task aims to find the salient objects. For the saliency detection task, we only use the saliency-related network for testing.
two objective terms, such as generating object segmentation proposals with segmenting and scoring [39] . In contrast, we use two networks performing the segmentation and saliency detection tasks by sharing features, which forms a treestructured network architecture. To our knowledge, it is novel to introduce the semantic segmentation task into the deep nets to learn a better saliency model.
III. PROPOSED APPROACH
A. Overview
The proposed salient object detection approach mainly consists of two components: 1) multi-task fully convolutional neural network (FCNN); and 2) nonlinear regression for saliency refinement. For 1), we perform the task of learning a FCNN saliency model in conjunction with the task of pixel-wise object class segmentation. These two tasks share a set of fully convolutional layers for extracting the features of a given image on multiple levels, and meanwhile have different deconvolutional layers that are tailored for different applications, including saliency detection and object class segmentation. Such a multi-task learning scheme enables saliency detection to have a better object perception capability. For 2), based on the output saliency results from FCNN, we further refine the saliency map by graph Laplacian regularized nonlinear regression, thereby generating fine-grained boundary-preserving saliency results.
Given an image, we first use the FCNN to compute a coarsegrained saliency map as foreground information. Meanwhile, boundary super-pixels of the image are treated as background seed samples [12] , [17] [18] [19] , and then another coarse-grained saliency map can be computed by the non-linear regression based propagation. After that, the coarse-grained foreground and background saliency maps are combined and finally refined based on graph Laplacian regularized nonlinear regression. Figure 2 shows the main steps of the proposed salient object detection approach. We will detail the descriptions of multi-task FCNN, Laplacian regularized regression and the inference process in the following subsections. Figure 3 , our FCNN scheme carries out the task of saliency detection in conjunction with the task of object class segmentation.
B. Multi-Task FCNN 1) Network Architecture: As illustrated in
More specifically, the convolutional layers of our FCNN between the object segmentation and saliency detection tasks are shared.
The shared convolution part aims to extract a collection of features for the input image across different semantic levels. This part processes the input RGB image by a sequence of convolutional operations across 15 convolutional layers, each of which is equipped with a Rectified Linear Unit(ReLU) [42] . In addition, some layers are followed by the max pooling operations, as shown in Figure 3 . In practice, the first 13 layers are initialized from the VGG nets [23] (pre-trained over the ImageNet dataset [43] with a large number of semantic object classes), resulting in the discriminative power of our shared convolution part for semantic object classification. To further model the spatial correlations of the whole image, we only use the fully convolutional learning architecture (without any fully connected layers). That is because the fully convolutional operations have the capability of sharing the convolutional features across the entire image, leading to the reduction of feature redundancy. Therefore, the fully convolutional learning architecture is simple and efficient with global input and global output.
2) Object Segmentation Task:
In the segmentation task, features extracted from the shared convolution part are fed into the semantic segmentation task, which seeks for the intrinsic object semantic information for the image. We first apply one layer with 1×1 sized convolution to compute the segmentation score map. To make the output map have the same size as the input image, we need a deconvolution layer, which is also used in the FCN net [25] . The parameters in the deconvolution layer are updated during training to learn an up-sampling function. The up-sampled outputs are then cropped to the same size of the input image. Thus, the network takes the whole image as input and produces the corresponding pixel-wise dense prediction results with the same size, and thereby preserves the global information of the image. The segmentation task finally outputs C probability maps for C object classes (including the background), and can be trained with a pixel-wise softmax loss against the ground-truth segmentation map.
3) Saliency Detection Task:
In the saliency task, our network aims to find the interesting objects from an image. Specifically, we use one convolution layer and one deconvolution layer to generate the saliency map (normalized to [0, 1] by the sigmoid function). Finally, the saliency network ends up with a squared Euclidean loss layer for saliency regression, which learns the saliency properties from data.
4) Multi-Task Learning:
We perform FCNN learning by taking into account the saliency detection task in conjunction with the segmentation task.
i=1 denote a collection of training images (with the width and height of each image being respectively P and Q), {Y i j k |Y i j k ∈ {1, 2, . . . , C}} N 1 ×P×Q denote their corresponding pixel-wise ground truth segmentation maps; and
i=1 denote a set of training images with the corresponding ground-truth binary map of salient objects being
. Furthermore, we denote all the parameters in the shared convolution part as θ s ; the parameters in the segmentation task as θ h ; and the parameters in the saliency task as θ f . Our FCNN is trained by minimizing the following cost functions:
where 1 is the indicator function; h is a semantic segmentation function returning C probabilistic segmentation maps and h cj k is the ( j, k)-th element of the c-th probabilistic segmentation map; and f is the saliency map output function. Clearly, the first one is associated with the cross-entropy loss term for the segmentation task, while the second cost function corresponds to the squared Euclidean loss term for the saliency task. Subsequently, we train the network by the stochastic gradient descent (SGD) method to minimize the above cost functions with regularization on all the training samples. In practice, we carry out the segmentation task and the saliency task in an alternating manner. Namely, we first learn the parameters θ s and θ h for the segmentation task, and then learn the parameters θ f as well as update the parameters θ s for the saliency task. The above procedure is iteratively repeated as training proceeds.
We present some intuitive examples to show that our network captures the underlying saliency properties in Figure 4 . Specifically, the saliency value of the red flower in Figure 4 (a) is higher than the yellow one, which is consistent with human perception (paying more attention to the objects with red bright colors [13] , [44] ). Given an image with only the background (e.g., the lawn shown in Figure 4 (b)), people often put their eyes at the center of the image [33] . As shown in Figure 4 (c), our network is able to detect objects with a high contrast to the surroundings [21] (i.e., the salient orange slice is distinct from the surrounding oranges in shape and texture). With the help from the semantic segmentation learning task, our network is able to detect the semantic objects in the scene, as shown in Figure 4 (d).
C. Regularized Regression for Refinement
As shown in Figure 4 , the saliency maps generated from the fully convolutional neural network are usually with fuzzy Some intuitive examples of the saliency properties learned in our network, which are consistent with human perception. Given an image, people tend to pay their attention to red objects [13] , [44] (a), the image center [33] (b), regions with high contrast in texture and shape [21] (c), and semantic objects [2] (d).
object boundaries. In order to well preserve the object boundaries for the saliency maps, we make use of internally homogeneous and boundary-preserving super-pixels (obtained by over-segmentation using SLIC [45] ) as basic representation units, and then construct a super-pixel level adjacency graph to model the topological relationships among super-pixels in both spatial and feature dimensions. More specifically, a given image is first over-segmented into a set of super-pixels {x i } N i=1 , each of which is represented by a Lab color vector (obtained by averaging the pixel-wise color features within the superpixel). Therefore, the super-pixel level graph with the affinity matrix W = (w i j ) N×N is constructed as follows: 
where K (x i , x j ) stands for the RBF kernel evaluating the feature similarity (such that
2 )). Let y = (y 1 , . . . , y N ) denote the pre-specified saliency score vector (ranging from [-1,1]) corresponding to the super-pixels
. In terms of graph-based semi-supervised regression, some super-pixels are treated as seed samples with prespecified saliency scores (such as boundary super-pixels), and the saliency states for the remaining super-pixels are temporarily undetermined (initialized to be 0) until they are reached by propagation. Without loss of generality, we assume the first l super-pixels have the initial saliency information while the last u super-pixels are null (such that N = l + u). Hence, our task is to learn a nonlinear regression function for saliency prediction over a given super-pixel x (such that x j ) ) within the following optimization framework:
where g K denotes the norm of g in the RKHS [46] induced by the kernel function K ; g = (g(x 1 ), . . . , g(x N )) ; L stands for the graph Laplacian matrix for the affinity matrix W ; and γ A as well as γ I are two trade-off control factors (γ A = 10 −6 and γ I = 1 in the experiments). Clearly, the first term in the above optimization problem corresponds to the squared regression loss, and the third term ensures the spatial smoothness of the final saliency map. The above optimization problem can be equivalently transformed to:
where
, and K = (K (x i , x j ) ) N×N is the kernel Gram matrix. The optimal solution to the above optimization problem is formulated as:
where I is the identity matrix. As a result, we have the nonlinear regression function g(
i being the i -th element of α * . Based on g(x), we can compute the saliency score for any given super-pixel x within an image.
D. Generating Saliency Map
Given an image, the saliency map is computed in four stages: 1) object perception by FCNN; 2) image boundary information propagation within the super-pixel graph; 3) coarse-grained saliency information fusion; and 4) finegrained saliency map generation by nonlinear regression-based propagation, as illustrated in Figure 5 .
For 1), the trained FCNN is used to adaptively capture the semantic structural information on object perception, resulting in a pixel-wise objectness probability map (ranging from 0 and 1), which we refer as a DeepMap. This stage focuses on modeling the underlying object properties from the perspective of foreground discovery using FCNN.
In contrast, the stage 2) aims to explore the influence of the image boundary information in saliency detection from the viewpoint of background propagation. Namely, we use the learned regression function (defined in Eq. 4) based on a Laplacian graph to estimate the saliency values on the super-pixel level where the ones on the image boundary are initialized -1 and others as 0. After the propagation process, we have a saliency map denoted as BoundaryMap (normalized to [0, 1]). 
where β is a trade-off control factor and • is the elementwise product operator. In stage 4), the normalized CgMap (s.t. [−1, 1]) is fed into Eq. 4 for saliency refinement over the super-pixel graph, resulting in the final fine-grained saliency map. As shown in Figure 5 , based on graph Laplacian regularized nonlinear regression, our saliency detection approach is able to obtain more accurate saliency detection results with fine-grained object boundaries.
IV. EXPERIMENTAL RESULTS
A. Experimental Setup 1) Datasets:
In order to evaluate the performance of the proposed approach, we conduct a set of qualitative and quantitative experiments on eight benchmark datasets annotated with pixel-wise ground-truth labeling, including the ASD [29] , DUT-OMRON [17] , ECSSD [20] , PASCAL-S [47] , THUR [48] , THUS [35] , SED2 [49] , and SOD [50] datasets. Specifically, the first six datasets are composed of objectcentric images distributed in relatively simple scenes (e.g., high object contrast and clean background). In contrast, the last two datasets are more challenging with multiple salient objects and background clutters in images. For descriptive convenience, Table 1 shows the basic information of these eight datasets. More specifically, ASD is a commonly used dataset in salient object detection. For each image in ASD, there is usually one dominant salient object with simple backgrounds. Compared with ASD, THUS has a larger dataset size, and covers more saliency cases. It is noted that ASD is a subset of THUS. Moreover, THUR is generated by crawling from Flick, and consists of the images with 5 object classes, including "butterfly", "coffee mug", "dog jump", "giraffe", and "plane". Among these images, there are 6232 images that have pixel-wise saliency annotation maps used for saliency detection. Aiming at overcoming the drawbacks of ASD (i.e., limited objects and simple background), DUT-OMRON is manually selected from more than 140,000 natural images, each of which has one or more salient objects and relatively complex backgrounds. As an extension of the Complex Scene Saliency Dataset(CSSD) [20] , ECSSD is obtained by aggregating the images from the two publicly available datasets (i.e., BSD [51] and PASCAL VOC [52] ) and the internet. PASCAL-S is generated from the PASCAL VOC dataset [52] with 20 object categories and complex scenes. SED2 is a multi-saliency-object dataset that usually includes two salient objects in each image. SOD is composed of the images (based on the BSD dataset [51] ) with one or more objects and complex backgrounds. A few images in SOD are also part of ECSSD.
2) Implementation Details: In the experiments, our algorithm is implemented in MATLAB on a desktop computer with an Intel E5-2609 CPU(2.4 GHz) and 8 GB RAM. During the saliency regression process, the super-pixel oversegmentation is carried out by the SLIC method [45] with the super-pixel number N being 200. The scaling factor ρ in the RBF kernel is set to 0.1.
The fully convolutional neural network (FCNN) is implemented on the basis of the Caffe [53] toolbox. More specifically, we initialize the first 13 convolutional layers of FCNN with those of the pretrained VGG 16-layer net [23] and transfer the learned representations by fine-tuning [54] to the semantic segmentation task and the saliency detection task. We construct the deconvolution layers by upsampling, whose parameters are initialized as simple bilinear interpolation parameters and iteratively updated during training. We resize all the images and ground-truth maps to 500 × 500 pixels for training, the momentum parameter is chosen as 0.99, the learning rate is set to 10 −10 , and the weight decay is 0.0005. The SGD learning procedure is accelerated using a NVIDIA Tesla K40C GPU device, and takes around 3 days in 80, 000 iterations.
In the experiments, the segmentation task and the saliency detection task in the FCNN are optimized in an alternating manner, since none of the existing datasets contain both segmentation and saliency annotations. We will show that our method can transfer the segmentation knowledge into the saliency detection for learning a better feature representation, without recollecting the needed training data. Note that our method is flexible and can be trained jointly if such datasets are available. During the training process, both two task-related networks share the parameters θ s of the shared convolution part. Namely, we firstly perform the segmentation task using the object class segmentation dataset (i.e., PASCAL VOC 2007 with the number of object classes C = 21) to obtain θ s and the segmentation-related network parameters θ h . More specifically, the detailed training procedure is carried out as follows:
1) Initialize the parameters θ 7) Repeat the above steps (3)-(6) until obtaining the final parameters θ s , θ h and θ f . In practice, the alternating training procedure is repeated for three times in the experiments, often leading to a relatively stable performance. We note that the above experimental configurations are fixed throughout all the experiments.
B. Evaluation Metrics
In the experiments, we utilize four metrics for quantitative performance evaluations following [55] , including Precision and Recall (PR) curve, F-measure, mean absolute error (MAE), ROC curve and area under ROC curve (AUC). Specifically, the PR curve reflects the object retrieval performance in precision and recall by binarizing the final saliency map using different thresholds (usually ranging from 0 to 255). The F-measure characterizes the balance degree of object retrieval between precision and recall such that
, where η 2 is typically set to 0.3 like the most existing literature work, The Precision and Recall rates correspond to the object retrieval performance after binarization using a particular threshold.
Typically, maximum F-measure (maxF) is associated with the maximum F-measure value computed from the PR curve (as suggested in [51] ), while average F-measure (aveF) uses the adaptive threshold (i.e., twice the average value of the final saliency map [29] ) for binarization. In addition, MAE refers to the average pixel-wise error between the saliency map and ground truth. The ROC curves are plotted w.r.t. false positive rate (FPR) and true positive rate (TPR), which are defined as F P R =
M∩Ḡ G
, T P R = M∩G G , where M denotes the binary mask of the saliency map with a particular binarization threshold, G denotes the ground-truth binary map, andḠ denotes the opposite of G. In the experiments, the ROC curves are generated by varying the binarization thresholds from 0 to 255 over the final saliency maps.
Finally, AUC evaluates the object detection performance, and computes the area under the standard ROC curve (w.r.t. false positive rate and true positive rate).
C. State-of-the-Art Performance Comparison
We qualitatively and quantitatively compare the proposed approach with several state-of-the-art methods including DeepMC [30] , DRFI [37] , Wco [18] , GC [4] , GMR [17] , FT [29] , MC [3] , HS [20] , SVO [2] , DSR [56] , LEGS [36] , BL15 [57] and BSCA [19] . Among these methods, DeepMC (deep learning), LEGS (deep learning) and DRFI (random forest regressor) are also learning-based methods; MC and DSR (background prior), SVO (objectness + visual saliency), HS (global contrast), Wco, GMR and MC (boundary prior), BL15 (center and color priors + bootstrap learning) are state-of-the-art salient object detection models which are designed with different assumptions; the classic methods FT are included as a baseline. Most of the saliency maps associated with the competing approaches can be obtained by running their publicly available source code Fig. 6 . Precision-recall curves of different saliency detection methods on 8 benchmark datasets. Overall, the proposed approach performs well with higher precision in the case of a fixed recall. Fig. 7 . ROC curves on the eight benchmark datasets. Clearly, our approach performs best in most cases. using the default experimental configurations. For the LEGS, BL15 and BSCA methods, we use the results reported in the literature. Figure 6 shows the corresponding PR curve performance of all the competing approaches on the eight benchmark datasets. We show the ROC curves in Figure 7 . From Figure 7 , we observe that the proposed approach achieves a better performance than the other ones in most cases.
1) Quantitative Performance Comparison:
More specifically, Table II reports their quantitative saliency detection performance w.r.t. the four evaluation metrics (i.e., aveF, maxF, AUC, and MAE) on the eight benchmark datasets. From Figure 6 and Table II , it is clearly seen that our approach performs favorably against the state-of-the-art methods in most cases.
2) Qualitative Performance Comparison: For an intuitive illustration, we provide the saliency detection results of our approach over several challenging sample images against the other state-of-the-art approaches. Figure 8 shows that our approach is able to obtain favorable saliency detection results than the other methods. For example, as shown in the third and eighth rows, our approach still works well in the cases of background clutter and low foreground-background contrast.
D. Analysis of Proposed Approach 1) Training Strategies of FCNN:
We present the details on how to generate the training data for FCNN in our saliency detection algorithm. Here, we take three different approaches to generate training data. One is the leave-one-out strategy, the second is the baseline-reference strategy, and the third is the small-training-set stratergy, which are respectively referred to as OurLO, OurBR and OurST. Specifically, as for OurLO, when we test the performance for a given dataset, the saliency training data for this dataset are derived from the images (including the annotated saliency maps) from the other datasets. As for OurBR, we just select the largest and most representative dataset (i.e., THUS) as the baseline-reference training data, and the other 7 datasets are used for testing. As for OurST, evaluate the quantitative performance of the proposed approach using a relatively small training set, which is exactly the same as that of the DRFI approach [37] . Namely, the training set is generated by selecting 2500 images from the MSRA5000 [33] (also called MSRA-B) dataset. We note that some datasets are partly overlapped with the others, e.g., ASD and THUS, ECSSD and SOD. Therefore, we make sure that the test data are disjoint from the training data (by removing the overlapping images).
The third and fourth columns of Table II show the corresponding quantitative saliency detection results of OurLO and OurBR, respectively. Clearly, such two strategies achieve comparable saliency detection results. That is, both approaches perform similarly. The performance of OurLO is slightly better than that of OurBR as more training data are used. Table III shows the quantitative results of OurLO, OurBR, OurST and DRFI on datasets which are not overlapped with the training set. We also report the results of OurST and DRFI on the MSRA5000 dataset (using the same testing list as that of DRFI with 2000 images), as shown in Figure 9 . From the above results, we observe that OurST still obtains comparable results with OurLO and OurBR using more training data, and also performs better than DRFI in most cases. For consistency, our approach always refers to OurLO in the following.
2) Evaluation on Multi-Task Learning:
We evaluate the performance differences of the proposed approach with and without multi-task learning. Namely, the proposed approach without multi-task learning is associated with that of only using the saliency-related network, resulting in the singletask version. By taking the same baseline-reference strategy in the paper, we directly train the model on the THUS dataset (excluding the overlapped part). Table IV shows the comparison results on the seven datasets (except THUS). Clearly, multi-task learning helps to learn a better model for saliency detection in most cases, because performing semantic segmentation task improves the performance of saliency detection in object perception.
Semantic segmentation methods [25] , [58] , [59] aim to segment pre-defined classes of objects in an image, no matter whether they are salient or not. For this reason, a state-ofthe-art segmentation model [59] cannot be used for salient object detection, demonstrated by the experimental results in Table V . For the segmentation part in our method, the saliency information can help detect and segment the salient objects to a certain extent in an image. Since the saliency region sizes are usually much smaller than those of the non- salient regions, the supervised learning information induced by salient object detection has a relatively small influence on the semantic segmentation task. The experimental results generated from the proposed network demonstrate the above observations that the segmentations change trivially with and without joint training.
3) Evaluation on Regression-Based Propagation:
We quantitatively compare our approach with and without nonlinear regression-based propagation on the eight benchmark datasets. Table VI shows that our approach with propagation will lead to a better saliency detection performance in most cases compared with that without propagation. This can be attributed to the fact that nonlinear regression-based propagation can capture more topological information (among super-pixels) that is helpful to the boundary preservation of salient objects. Since Conditional Random Fields (CRF) have been broadly used in recent semantic segmentation methods [58] , [59] , we also conduct experiments to compare the proposed refinement process with the one based on CRF. For the CRF one, the probability maps of the foreground class are taken as the saliency results. For the proposed method, we solve a regression problem to propagate the given information over the image, thus obtain refined maps. Same metrics are used for evaluating the resulted maps. We use the publicly available code of [58] and [60] to implement the algorithm. Table VII shows that the performances of these two methods are comparable, while our method outperforms the CRF one on three datasets, including the largest dataset THUS. Both two methods can be used for refinement by solving an optimization problem given a graph on the image, and the proposed method is very simple and efficient as a closed-form solution exists. Furthermore, the gradient w.r.t the network output can be easily computed based on Eq. 5 for back-propagation, and then an end-to-end learning architecture with refinement, like [59] , is also possible for future research.
4) Effect of β:
To analyze the relative effect of nonlinear saliency regression using deep saliency learning and image boundary propagation, we perform quantitative experiments (on the ASD dataset) to evaluate the saliency detection performance w.r.t. different configurations of the trade-off control factors β such that β ∈ {0.0, 0.1, 0.2, 0.3, 0.5}, as shown in Table VIII . The results show that the setting of β = 0.2 leads to a better performance in most cases. Moreover, the performance of our approach keeps relatively stable w.r.t. different choices of β. When β = 0, only the saliency information from FCNN is used. With the increase of β, our saliency performance gradually improves until β = 0.2. After that, the performance keeps relatively stable. Therefore, our deep saliency learning part plays a crucial role in capturing the semantic object properties, while image boundary propagation can result in a slight improvement due to introducing more spatially structural information. The trade-off control factors β for coarse-grained saliency fusion is set to 0.2 in all the experiments.
V. CONCLUSION
In this paper, we propose a simple yet effective multitask deep saliency approach for salient object detection based on the fully convolutional neural network with global input (whole raw images) and global output (whole saliency maps). The proposed saliency approach models the intrinsic semantic properties of salient objects in a totally data-driven manner, and performs collaborative feature learning for the two correlated tasks (i.e., saliency detection and semantic image segmentation), which generally leads to the saliency performance improvement in object perception. Moreover, it is capable of accomplishing the feature-sharing task by using a sequence of fully convolutional layers, resulting in a significant reduction of feature redundancy. In order to obtain more fine-grained saliency detection results, we present a saliency refinement method based on graph Laplacian regularized nonlinear regression with a closed-form solution, which aims to propagate the saliency information over the spatially-adjacent super-pixel graph for further saliency performance enhancement. Experimental results on the eight benchmark datasets demonstrate the proposed approach performs favorably in different evaluation metrics against the state-of-the-art methods.
