2. An actual continued fraction algorithm derived from the "continued fraction-like" algorithm of Schur. The continued fraction which we shall consider is as follows: 8 .
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• -ai + âiz -«2 + ' ' * > in which the a p axe complex constants with moduli not exceeding unity, and z is a complex variable. It will be convenient to suppose that if for some p, \a p \ =1, then the continued fraction terminates with the first identically vanishing partial numerator. The pth approximant of (2.1) will be denoted by These may be readily derived from the recursion formulas.
We shall now establish the following theorem:
THEOREM A. A function f (z) is analytic and has modulus not greater than unity for \ z\ <1 if and only if it is equal to a terminating continued fraction of the f or m (2.1), or is the limit f or \z\ <1 of the sequence of even approximants of a nonterminating continued fraction of the form (2.1).
PROOF. Except in the case where \a 0 \ =1, so that the continued fraction is equal to the constant a 0 , the moduli of the even approximants are all less than 1 for |s| <1. In fact, consider the linear fractional transformation 
It is clear that |c 0 | 2*1, being the value of P(0), and that if |c 0 | =1, then P(2)sc 0 . In either case, we put a 0 = c 0 . If we suppose that I Co I <1, then, from the character of the above transformation and from Schwarz's lemma, it follows that Pi(z) is analytic and has modulus not exceeding unity for \z\ <1. Take ai=Pi(0). If |«i| =1, then Pi(3)2=0:1. If, however, |ai| <1, we write la!-PiOO
The function P2O3) is analytic and has modulus not greater than unity for \z\ <1. If |a 2 | = 1, then P%(z)^a^ while if |OJ 2 | <1, the process may be continued. In this way we obtain a finite or infinite sequence of functions
satisfying the relations
From these we derive immediately a formal terminating or nonterminating continued fraction expansion (2.1) for P(z). In the terminating case, the expansion is obviously valid, being in fact an identity. In the nonterminating case we have, for arbitrary k, the identity
so that, by (2.3),
»»-!**
PW-

P 2 *-2(S) ^2A;(Z) [P*(«)Pl»-l(«) -^2fc~2(2;) ]
From this it readily follows that the power series for A2k-2(z)/B2k-2(z) agrees term by term with P(z) for more and more terms as k is increased, and consequently (2.7) holds. This completes the proof of Theorem A. This proof is the same as that of Schur [6] , except that we have used the formulas and notation of continued fractions. It should be observed that the constants a p are uniquely determined by means of the given function P(z), either as an infinite sequence in the one case or as a finite sequence in the other. We shall now obtain a continued fraction expansion for k(z).
Let j3o = l> and determine ft, ft, • • • by the relations
where the a p are the numbers appearing in the continued fraction (2.1) for the function P(z) determined by (3.1). The numbers P P have moduli equal to 1, and form an infinite sequence or a finite sequence according as the sequence {a p } is infinite or finite, respectively. Instead of the functions (2.9) we now introduce functions h p (z) by
By means of (2.9) and (3.2) we then find that It is readily seen that, conversely, if the a p are given, then the function k(z) given by (3.6) or (3.7) has the stated properties. We therefore have the following theorem : Hausdorff [3] showed that \c p } is totally monotone if and only if there exists a bounded nondecreasing function <j>(u) such that When these values are substituted in (4.4) , that series may be written as the integral of a geometric series. On summing the latter, we obtain (4.3). The essential uniqueness of the function a(t) follows from the fact that an arbitrary continuous function can be approximated uniformly by a trigonometric polynomial [5, pp. 38-39] .
Conversely, if a(t) is any bounded nondecreasing function such that ÛJ(0) =0, a(2ir) = 1, then one may verify at once that the function k(z) defined by (4.3) has the required properties.
We now make in (4.3) the change of variable w=sin 2 (t/2), and that formula becomes where 0 occurs n -1 times between a p and a p +i. We observe that the effect of replacing a p -i by -a p^i is to replace g p by 1-g p ; and that the effect of replacing ce p _i by 0 is to replace g p by 1/2. These facts together with the preceding relations enable us to obtain a number of transformations of the continued fraction in (5.1). Let us denote the right member of (5. 
