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Abstract
The approximative calculation of iterated nested expectations is a recurring challenging
problem in applications. Nested expectations appear, for example, in the numerical approxi-
mation of solutions of backward stochastic differential equations (BSDEs), in the numerical
approximation of solutions of semilinear parabolic partial differential equations (PDEs), in
statistical physics, in optimal stopping problems such as the approximative pricing of Ameri-
can or Bermudan options, in risk measure estimation in mathematical finance, or in decision-
making under uncertainty. Nested expectations which arise in the above named applications
often consist of a large number of nestings. However, the computational effort of standard
nested Monte Carlo approximations for iterated nested expectations grows exponentially in
the number of nestings and it remained an open question whether it is possible to approxi-
mately calculate multiply iterated high-dimensional nested expectations in polynomial time.
In this article we tackle this problem by proposing and studying a new class of full-history
recursive multilevel Picard (MLP) approximation schemes for iterated nested expectations.
In particular, we prove under suitable assumptions that these MLP approximation schemes
can approximately calculate multiply iterated nested expectations with a computational ef-
fort growing at most polynomially in the number of nestings K P N “ t1, 2, 3, . . .u, in the
problem dimension d P N, and in the reciprocal 1{ε of the desired approximation accuracy
ε P p0,8q.
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1 Introduction
The approximative calculation of iterated nested expectations is a recurring challenging problem in
applications. Iterated nested expectations can, for instance, arise in the numerical approximation
of solutions of backward stochastic differential equations (BSDEs) (see, e.g., [7, 9, 28, 43]), in the
numerical approximation of solutons of semilinear parabolic partial differential equations (PDEs)
(see, e.g., [21, 44]), in statistical physics (see, e.g., [17, 33, 46, 47]), in optimal stopping problems
such as the approximative pricing of American or Bermudan options (see, e.g., [2, 6, 8, 14, 16,
20, 31, 41, 48, 49]), in risk measure estimation in mathematical finance (see, e.g., [12, 13, 26,
27, 32, 40, 45]), or in decision-making under uncertainty (see, e.g., [1, 10, 11, 42]). In general,
explicit solutions in closed form are not available for iterated nested expectations in the above
mentioned problems and this entails a high demand for numerical approximation methods for the
approximative calculation of iterated nested expectations. In the scientific literature we refer to
[15, 22, 23, 24, 29, 30, 34] for results on the numerical approximation of two nested expectations.
Nested expectations which appear in the numerical approximation of solutions of BSDEs, in the
numerical approximation of semilinear PDEs, or in the approximative pricing of American or
Bermudan options usually do not only consist of two nested expectations but do instead consist
of a large number of nestings. However, the computational effort of standard nested Monte Carlo
approximations for iterated nested expectations grows exponentially in the number of nestings and
it remained an open question whether it is possible to approximately calculate multiply iterated
high-dimensional nested expectations in polynomial time.
It is the subject of this article to attack this problem by proposing and studying a new class of
full-history recursive multilevel Picard approximation schemes for iterated nested expectations (in
the following we abbreviate full-history recursive multilevel Picard by MLP). MLP approximation
schemes were introduced in [18, 36] for the numerical approximation of solutions of semilinear
PDEs and have been shown in [3, 4, 36, 37] to overcome the curse of dimensionality in the
numerical approximation of certain semilinear PDEs (cf. also [5, 19, 25, 35, 38] for numerical
simulations and further mathematical results for MLP approximation schemes). In this article we
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propose a new class of time-discrete MLP approximation schemes and we prove under suitable
assumptions that these MLP approximation schemes can approximately calculate multiply iterated
nested expectations with a computational effort growing at most polynomially in the number of
nestings K P N “ t1, 2, 3, . . .u, in the problem dimension d P N, and in the reciprocal 1{ε of the
desired approximation accuracy ε P p0,8q. To illustrate this article’s main result, Theorem 4.1 in
Subsection 4.1 below, we now present in Theorem 1.1 a special case of Theorem 4.1.
Theorem 1.1. Let L, T, δ P p0,8q, Θ “ ŤkPNZk, f P CpR,Rq satisfy for all a, b P R that
|fpaq ´ fpbq| ď L|a ´ b|, let pΩ,F ,Pq be a probability space, let Rθ : Ω Ñ p0, 1q, θ P Θ, be
i.i.d. random variables, assume for all t P p0, 1q that PpR0 ď tq “ t, let W d,θ : r0, T s ˆ Ω Ñ Rd,
d P N, θ P Θ, be i.i.d. standard Brownian motions, assume that pRθqθPΘ and pW d,θqpd,θqPNˆΘ
are independent, let vd,Kk P CpRd,Rq, k P t0, 1, . . . , Ku, d,K P N, satisfy for all d,K P N,
k P t1, 2, . . . , Ku, x P Rd that |vd,K
0
pxq| ď L and
v
d,K
k pxq “ E
“
v
d,K
k´1px`W d,0T {Kq ` TK f
`
v
d,K
k´1px`W d,0T {Kq
˘‰
, (1)
let V d,K,θk,n,M : R
dˆΩ Ñ R, θ P Θ, k P t0, 1, . . . , Ku, n P N0, d,K,M P N, satisfy1 for all d,K,M P N,
n P N0, k P t0, 1, . . . , Ku, θ P Θ, x P Rd that
V
d,K,θ
k,n,Mpxq “
1Npnq
Mn
Mnÿ
m“1
”
v
d,K
0
px`W d,pθ,0,´mq
kT {K q ` kTK fp0q
ı
`
n´1ÿ
j“1
kT
KMn´j
Mn´jÿ
m“1
„
f
`
V
d,K,pθ,j,mq
tkRpθ,j,mqu,j,M
px`W d,pθ,j,mq
kT {K ´W d,pθ,j,mqtkRpθ,j,mquT {Kq
˘
´ f`V d,K,pθ,j,´mq
tkRpθ,j,mqu,j´1,M
px`W d,pθ,j,mq
kT {K ´W d,pθ,j,mqtkRpθ,j,mquT {Kq
˘
, (2)
and for every d,K,M P N, n P N0 let Cd,KM,n P N0 be the number of realizations of scalar standard
normal random variables which are used to compute one realization of V d,K,0K,n,Mp0q : Ω Ñ R (cf.
(188) for a precise definition). Then there exist N “ pNεqεPp0,1s : p0, 1s Ñ N and c P R such that
for all ε P p0, 1s, d,K P N it holds that Cd,KNε,Nε ď cdε´p2`δq and
`
Er|V d,K,0K,Nε,Nεp0q ´ vd,KK p0q|2s
1˘{2 ď ε.
Theorem 1.1 is an immediate consequence of Corollary 4.4 in Subsection 4.2 below. Corol-
lary 4.4, in turn, follows from Theorem 4.1, the main result of this article. Roughly speaking,
Theorem 1.1 shows for every arbitrarily small real number δ P p0,8q that MLP approximations
can approximately calculate the function values vd,KK p0q, d,K P N, which are given recursively
by the iterated nested expectations in (1) above with the root mean square error bounded by
ε P p0,8q and the computational cost bounded by a multiple of the product of d P N and ε´p2`δq.
The real number T P p0,8q and the function f P CpR,Rq in Theorem 1.1 above describe the time
horizon and the nonlinearity in the nested expectations in (1) in Theorem 1.1. The nonlinearity
f in Theorem 1.1 is assumed to be Lipschitz continuous with the Lipschitz constant bounded by
L P p0,8q. The real number L P p0,8q is also used to express a uniform boundedness assumption
for the functions vd,K
0
: Rd Ñ R, d,K P N, in Theorem 1.1. The functions vd,KK : Rd Ñ R, d,K P N,
are calculated approximately by means of the MLP approximation scheme in (2) in Theorem 1.1.
The computational effort for evaluating the MLP approximations in (2) is measured by means
of the natural numbers Cd,KM,n P N, d,K,M P N, n P N0, in Theorem 1.1 above. The specific
recursion of the iterated nested expectations in (1) in Theorem 1.1 above describes just one class
of examples which can be calculated approximately by the MLP approximations proposed in this
1
Note that for all t P R it holds that ttu “ maxpp´8, ts X Zq.
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paper and we refer to Theorem 4.1 in Subsection 4.1 below for our more general approximation
result for iterated nested expectations.
The remainder of this article is organized as follows. In Section 2 we introduce in Subsection 2.1
MLP approximation schemes for the approximation of iterated nested expectations (see (4) in
Setting 2.1 in Subsection 2.1) and we establish in Subsections 2.2, 2.4, and 2.5 basic measurability,
integrability, and distribution properties for the proposed MLP approximations. In Section 3 we
establish in Subsection 3.2 bias and variance estimates for MLP approximations and we provide in
Subsection 3.4 a full error analysis for the proposed MLP approximation schemes. In Section 4 we
combine the error analysis for the proposed MLP approximation schemes in Subsection 3.4 with a
computational cost analysis for the proposed MLP approximation schemes to obtain a complexity
analysis for the proposed MLP approximation schemes.
2 Full-history recursive multilevel Picard (MLP) approxima-
tions for iterated nested expectations
In this section we introduce in Setting 2.1 in Subsection 2.1 below MLP approximations for iterated
nested expectations, we establish in Lemma 2.3 in Subsection 2.2 basic measurability properties
for MLP approximations, we establish in Proposition 2.9 and Corollary 2.10 in Subsection 2.4 basic
distribution properties for MLP approximations, and we establish in Lemma 2.11 in Subsection 2.5
below basic integrability properties for MLP approximations. Our proofs of Proposition 2.9,
Corollary 2.10, and Lemma 2.11 are based on some general and essentially well-known distribution
properties for random fields which we establish in Lemma 2.4, Lemma 2.5, Lemma 2.6, and
Corollary 2.7 in Subsection 2.3 below (cf., e.g., also Hutzenthaler et al. [36, Subsection 2.2] and
Hutzenthaler et al. [37, Subsection 3.3]). The MLP approximations for iterated nested expectations
introduced in Subsection 2.1 below are inspired by the MLP approximations for semilinear PDEs
introduced in Hutzenthaler et al. [36, Section 3].
2.1 MLP approximation schemes for nested expectations
Setting 2.1. Let d,K,M P N, Θ “ ŤnPNZn, O P BpRdqztHu, let fk : O ˆ R Ñ R, k P
t0, 1, . . . , Ku, be BpO ˆ Rq/BpRq-measurable, let g : O Ñ R be BpOq/BpRq-measurable, let pS,Sq
be a measurable space, let φk : OˆS Ñ O, k P t0, 1, . . . , Ku, be pBpOq bSq/BpOq-measurable, let
pΩ,F ,Pq be a probability space, let W θk : Ω Ñ S, θ P Θ, k P t0, 1, . . . , Ku, be independent random
variables, assume for every k P t0, 1, . . . , Ku that W θk : Ω Ñ S, θ P Θ, are identically distributed,
let Rθ “ pRθkqkPt0,1,...,Ku : t0, 1, . . . , Ku ˆ Ω Ñ N0, θ P Θ, be i.i.d. stochastic processes, assume
for every k P t1, 2, . . . , Ku that Rθk ď k ´ 1, let pk,l P p0,8q, k P t1, 2, . . . , Ku, l P N0, satisfy
for all k P t1, 2, . . . , Ku, l P N0 that pk,lPpR0k “ lq “ |PpR0k “ lq|2, assume that pRθqθPΘ and
pW θk qpθ,kqPΘˆt0,1,...,Ku are independent, let Xθ,k “ pXθ,k,xl qpl,xqPt0,1,...,kuˆO : t0, 1, . . . , kuˆOˆΩ Ñ O,
k P t0, 1, . . . , Ku, θ P Θ, satisfy for all θ P Θ, k P t0, 1, . . . , Ku, l P t0, 1, . . . , ku, x P O that
X
θ,k,x
l “
#
x : l “ k
φlpXθ,k,xl`1 ,W θl q : l ă k,
(3)
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and let V θk,n : Oˆ Ω Ñ R, n P N0, k P t0, 1, . . . , Ku, θ P Θ, satisfy for all θ P Θ, k P t0, 1, . . . , Ku,
n P N0, x P O that
V θk,npxq “
1Npnq
Mn
Mnÿ
m“1
«
gpXpθ,0,´mq,k,x0 q `
k´1ÿ
l“0
flpXpθ,0,mq,k,xl , 0q
ff
`
n´1ÿ
j“1
1
Mn´j
Mn´jÿ
m“1
1Npkq
p
k,R
pθ,j,mq
k
¨
„´
f
R
pθ,j,mq
k
`
X
pθ,j,mq,k,x
R
pθ,j,mq
k
, V
pθ,j,mq
R
pθ,j,mq
k
,j
pXpθ,j,mq,k,x
R
pθ,j,mq
k
q˘´ V pθ,j,mq
R
pθ,j,mq
k
,j
pXpθ,j,mq,k,x
R
pθ,j,mq
k
q
¯
´
´
f
R
pθ,j,mq
k
`
X
pθ,j,mq,k,x
R
pθ,j,mq
k
, V
pθ,j,´mq
R
pθ,j,mq
k
,j´1
pXpθ,j,mq,k,x
R
pθ,j,mq
k
q˘´ V pθ,j,´mq
R
pθ,j,mq
k
,j´1
pXpθ,j,mq,k,x
R
pθ,j,mq
k
q
¯
.
(4)
2.2 Measurability properties for MLP approximations
Lemma 2.2. Let d,K P N, O P BpRdqztHu, let pS,Sq be a measurable space, let φk : OˆS Ñ O,
k P t0, 1, . . . , Ku, be pBpOq b Sq/BpOq-measurable, let pΩ,F ,Pq be a probability space, let A Ď F
be a sigma-algebra on Ω, let Wk : Ω Ñ S, k P t0, 1, . . . , Ku, be random variables, and let Xk “
pXk,xl qpl,xqPt0,1,...,kuˆO : t0, 1, . . . , kuˆOˆΩ Ñ O, k P t0, 1, . . . , Ku, satisfy for all k P t0, 1, . . . , Ku,
l P t0, 1, . . . , ku, x P O that
X
k,x
l “
#
x : l “ k
φlpXk,xl`1,Wlq : l ă k.
(5)
Then
(i) it holds for all k, l P N0 with l ď k ď K that O ˆ Ω Q px, ωq ÞÑ Xk,xl pωq P O is pBpOq b
σppWmqmPrl,kqXN0qq/BpOq-measurable and
(ii) it holds for all k, l P N0 with l ď k ď K that O ˆ Ω Q px, ωq ÞÑ pXk,xl pωq, ωq P O ˆ Ω is
pBpOq b σpσppWmqmPrl,kqXN0q YAqq/pBpOq bAq-measurable.
Proof of Lemma 2.2. Throughout this proof let Ak Ď N0, k P t0, 1, . . . , Ku, satisfy for all k P
t0, 1, . . . , Ku that
Ak “
 
l P t0, 1, . . . , ku : r@A P BpOq : pXkl q´1pAq P pBpOq b σppWmqmPrl,kqXN0qqs
(
. (6)
Observe that the fact that for all k P t0, 1, . . . , K ´ 1u it holds that Wk : Ω Ñ S is σpWkq/S-
measurable implies that for all k, l P t0, 1, . . . , Ku with l ` 1 P Ak it holds that O ˆ Ω Q px, ωq ÞÑ
pXk,xl`1pωq,Wlpωqq P O ˆ S is pBpOq b σppWmqmPrl,kqXN0qq/pBpOq b Sq-measurable. The fact that
for all k P t0, 1, . . . , K ´ 1u it holds that φk : O ˆ S Ñ O is pBpOq b Sq/BpOq-measurable and
(5) therefore ensure that for all k, l P t0, 1, . . . , Ku with l ` 1 P Ak it holds that Xkl : O ˆ Ω Ñ O
is pBpOq b σppWmqmPrl,kqXN0qq/BpOq-measurable. Hence, we obtain that for all k, l P t0, 1, . . . , Ku
with l ` 1 P Ak it holds that l P Ak. Moreover, observe that (5) ensures for all k P t0, 1, . . . , Ku
that k P Ak. Induction and the fact that for all k, l P t0, 1, . . . , Ku with l ` 1 P Ak it holds that
l P Ak therefore yield that for all k P t0, 1, . . . , Ku it holds that Ak “ t0, 1, . . . , ku. This establishes
item (i). Next note that item (i) ensures that for all k, l P N0, B P BpOq with l ď k ď K it holds
that  px, ωq P O ˆ Ω: Xk,xl pωq P B( P pBpOq b σppWmqmPrl,kqXN0qq
Ď pBpOq b σpσppWmqmPrl,kqXN0q YAqq.
(7)
Furthermore, observe that for all k, l P N0, A P A with l ď k ď K it holds that
tpx, ωq P O ˆ Ω: ω P Au “ pO ˆ Aq P pBpOq bAq Ď pBpOq b σpσppWmqmPrl,kqXN0q YAqq. (8)
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This and (7) imply that for all k, l P N0, B P BpOq, A P A with l ď k ď K it holds that px, ωq P O ˆ Ω: pXk,xl pωq, ωq P B ˆ A(
“ ` px, ωq P O ˆ Ω: Xk,xl pωq P B(X pO ˆ Aq˘ P `BpOq b σpσppWmqmPrl,kqXN0q YAq˘. (9)
This establishes item (ii). This completes the proof of Lemma 2.2.
Lemma 2.3. Assume Setting 2.1. Then
(i) it holds for all θ P Θ, n P N0 that t0, 1, . . . , Ku ˆ O ˆ Ω Q pk, x, ωq ÞÑ V θk,npx, ωq P R
is p2t0,1,...,Ku2t0,1,...,Ku b BpOq b σppRpθ,ϑqs qps,ϑqPt1,2,...,KuˆΘ, pW pθ,ϑqs qps,ϑqPt0,1,...,K´1uˆΘqq/BpRq-
measurable and
(ii) it holds for all θ, ϑ P Θ, j P N, k P t1, 2, . . . , Ku that
O ˆ Ω Q px, ωq ÞÑ
«
f
Rθ
k
pωq
pXθ,k,x
Rθ
k
pωq
pωq,V ϑ
Rθ
k
pωq,j
pXθ,k,x
Rθ
k
pωq
pωq,ωqq´V ϑ
Rθ
k
pωq,j
pXθ,k,x
Rθ
k
pωq
pωq,ωq
p
k,Rθ
k
pωq
ff
P R (10)
is pBpOqbσppRθsqsPt1,2,...,Ku, pRpϑ,ηqs qps,ηqPt1,2,...,KuˆΘ, pW θs qsPt0,1,...,K´1u, pW pϑ,ηqs qps,ηqPt0,1,...,K´1uˆΘqq
/BpRq-measurable.
Proof of Lemma 2.3. Throughout this proof let A Ď N satisfy
A “
#
n P N :
„
@ θ P Θ, k P t0, 1, . . . , Ku, j P t0, 1, . . . , n´ 1u, A P BpRq :
pV θk,jq´1pAq P pBpOq b σppRpθ,ϑqs qps,ϑqPt1,2,...,KuˆΘ, pW pθ,ϑqs qps,ϑqPt0,1,...,K´1uˆΘqq
+
. (11)
Observe that the assumption that for all θ P Θ, k P t0, 1, . . . , Ku, x P O it holds that V θk,0pxq “ 0
implies that 1 P A. In the next step we note that item (ii) of Lemma 2.2 ensures that for all n P A,
θ, ϑ P Θ, j P t0, 1, . . . , n´ 1u, k,m P t0, 1, . . . , Ku, l P t0, 1, . . . , ku it holds that
O ˆ Ω Q px, ωq ÞÑ V ϑm,jpXθ,k,xl pωq, ωq P R (12)
is pBpOqbσppW θs qsPt0,1,...,K´1u, pRpϑ,ηqs qps,ηqPt1,2,...,KuˆΘ, pW pϑ,ηqs qps,ηqPt0,1,...,K´1uˆΘqq/BpRq-measurable.
The fact that BpOqbBpRq “ BpOˆRq and item (i) of Lemma 2.2 hence ensure that for all n P A,
θ, ϑ P Θ, j P t0, 1, . . . , n´ 1u, k,m P t0, 1, . . . , Ku, l P t0, 1, . . . , ku it holds that
O ˆ Ω Q px, ωq ÞÑ pXθ,k,xl pωq, V ϑm,jpXθ,k,xl pωq, ωqq P O ˆ R (13)
is pBpOqbσppW θs qsPt0,1,...,K´1u, pRpϑ,ηqs qps,ηqPt1,2,...,KuˆΘ, pW pϑ,ηqs qps,ηqPt0,1,...,K´1uˆΘqq/pBpOˆRqq-mea-
surable. Combining this with the assumption that for all k P t0, 1, . . . , K ´ 1u it holds that
fk : OˆRÑ R is BpO ˆRq/BpRq-measurable and the fact that for all k, j P N0, θ, ϑ P Θ, x P O,
ω P Ω with 1 ď k ď K it holds that
fRθ
k
pωq
`
X
θ,k,x
Rθ
k
pωq
pωq, V ϑ
Rθ
k
pωq,j
pXθ,k,x
Rθ
k
pωq
pωqq˘
pk,Rθ
k
pωq
“
k´1ÿ
l“0
1tRθ
k
“lupωq
«
fl
`
X
θ,k,x
l pωq, V ϑl,jpXθ,k,xl pωqq
˘
pk,l
ff
(14)
ensures that for all n P A, θ, ϑ P Θ, k P t0, 1, . . . , Ku, j P t0, 1, . . . , n´ 1u it holds that
O ˆ Ω Q px, ωq ÞÑ fRθ
k
pωqpXθ,k,xRθ
k
pωq
pωq, V ϑ
Rθ
k
pωq,jpXθ,k,xRθ
k
pωq
pωqqq P R (15)
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is pBpOq b σppRθsqsPt1,2,...,Kuq, pW θs qsPt0,1,...,K´1u, pRpϑ,ηqs qps,ηqPt1,2,...,KuˆΘ, pW pϑ,ηqs qps,ηqPt0,1,...,K´1uˆΘqq/
BpRq-measurable. The assumption that for all k P t0, 1, . . . , K´1u it holds that fk : OˆR Ñ R is
BpOˆRq/BpRq-measurable, the assumption that g : O Ñ R is BpOq/BpRq-measurable, (4), (12),
(13), and item (i) of Lemma 2.2 therefore guarantee that for all n P A, θ P Θ, k P t0, 1, . . . , Ku it
holds that V θk,n : O ˆΩ Ñ R is pBpOq b σppRpθ,ϑqs qps,ϑqPt1,2,...,KuˆΘ, pW θ,ϑs qps,ϑqPt0,1,...,K´1uˆΘqq/BpRq-
measurable. Hence, we obtain that for all n P A it holds that n ` 1 P A. Induction and the fact
that 1 P A therefore demonstrate that A “ N. This establishes item (i). In the next step we note
that item (i) and (15) establish item (ii). This completes the proof of Lemma 2.3.
2.3 Distribution properties for general random fields
Lemma 2.4. Let pΩ,Fq be a measurable space, let G Ď F and A Ď F be sigma-algebras on Ω,
let pE, Eq, pS,Sq, and pT, T q be measurable spaces, let U : S ˆ Ω Ñ T be pS b Gq/T -measurable,
and let Y : E ˆ Ω Ñ S be pE b Aq/S-measurable. Then it holds that UpY q “ pE ˆ Ω Q pe, ωq ÞÑ
UpY pe, ωq, ωq P T q is pE b Fq/T -measurable.
Proof of Lemma 2.4. First, note that the assumption that A Ď F and the assumption that Y
is pE b Aq/S-measurable ensures that Y : E ˆ Ω Ñ S is pE b Fq/S-measurable. This and the
assumption that G Ď F imply that E ˆ Ω Q pe, ωq ÞÑ pY pe, ωq, ωq P S ˆ Ω is pE b Fq/pS b Gq-
measurable. The assumption that U is pS b Gq/T -measurable hence demonstrates that E ˆ Ω Q
pe, ωq ÞÑ UpY pe, ωq, ωq P T is pEbFq/T -measurable. This completes the proof of Lemma 2.4.
Lemma 2.5. Let pΩ,F ,Pq be a probability space, let Gi Ď F , i P t1, 2u, and Ai Ď F , i P t1, 2u,
be sigma-algebras on Ω, let pE, Eq, pS,Sq, and pT, T q be measurable spaces, let Ui : S ˆ Ω Ñ T ,
i P t1, 2u, be identically distributed random fields, let Yi : E ˆ Ω Ñ S, i P t1, 2u, be identically
distributed random fields, assume for all i P t1, 2u that Ui is pS b Giq/T -measurable, assume for
all i P t1, 2u that Yi is pE b Aiq/S-measurable, and assume for all i P t1, 2u that Gi and Ai are
independent. Then
(i) it holds for all i P t1, 2u that UipYiq “ pE ˆ Ω Q pe, ωq ÞÑ UipYipe, ωq, ωq P T q is pE b Fq/T -
measurable and
(ii) it holds that U1pY1q and U2pY2q are identically distributed random fields.
Proof of Lemma 2.5. First, observe that Lemma 2.4 establishes item (i). Next we prove item (ii).
For this let n P N, e1, e2, . . . , en P E, B1, B2, . . . , Bn P T , let Ui : Sn ˆ Ω Ñ T n, i P t1, 2u, satisfy
for all i P t1, 2u, s “ ps1, s2, . . . , snq P Sn, ω P Ω that
Uips, ωq “ pUips1, ωq, Uips2, ωq, . . . , Uipsn, ωqq, (16)
let Yi : Ω Ñ Sn, i P t1, 2u, satisfy for all i P t1, 2u, ω P Ω that
Yipωq “ pYipe1, ωq, Yipe2, ωq, . . . , Yipen, ωqq, (17)
and let I : T n Ñ r0,8q satisfy for all t “ pt1, t2, . . . , tnq P T n that
Iptq “ 1B1ˆB2ˆ...ˆBnpt1, t2, . . . , tnq. (18)
Note that the assumption that for all i P t1, 2u it holds that Yi is pE bAiq/S-measurable ensures
that for all i P t1, 2u, j P t1, 2, . . . , nu it holds that Ω Q ω ÞÑ Yipej , ωq P S is Ai/S-measurable.
This implies that for all i P t1, 2u it holds that Yi is Ai/Sbn-measurable. Moreover, observe
that the assumption that for all i P t1, 2u it holds that Ui is pS b Giq/T -measurable guarantees
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that for all i P t1, 2u, j P t1, 2, . . . , nu it holds that Sn ˆ Ω Q ps1, s2, . . . , sn, ωq ÞÑ Uipsj , ωq P T
is pSbn b Giq/T -measurable. Therefore, we obtain for all i P t1, 2u that Ui is pSbn b Giq/T bn-
measurable. The fact that I is T bn/Bpr0,8qq-measurable hence implies that for all i P t1, 2u it
holds that I˝Ui is pSbnbGiq/Bpr0,8qq-measurable. Combining this, the fact that for all i P t1, 2u
it holds that Yi is Ai/S
bn-measurable, the hypothesis that for every i P t1, 2u it holds that Gi and
Ai are independent, and Hutzenthaler et al. [36, Lemma 2.2] (applied with pΩ,F ,Pq ð pΩ,F ,Pq,
G ð Gi, pS,Sq ð pSn,Sbnq, U ð I ˝ Ui, Y ð Yi for i P t1, 2u in the notation of Hutzenthaler et
al. [36, Lemma 2.2]) assure that for all i P t1, 2u it holds that
P
`
UipYipe1qq P B1, UipYipe2qq P B2, . . . , UipYipenqq P Bn
˘
“ Er1B1ˆB2ˆ...ˆBnpUipYipe1qq, UipYipe2qq, . . . , UipYipenqqqs “ ErIpUipYiqqs
“ ErpI ˝ UiqpYiqs “
ż
Sn
ErpI ˝Uiqps1, s2, . . . , snqs pYipPqqSbnpdps1, s2, . . . , snqq.
(19)
Moreover, note that the hypothesis that U1 and U2 are identically distributed yields that for all
s1, s2, . . . , sn P S it holds that
ErpI ˝ U1qps1, s2, . . . , snqs “ PpU1ps1q P B1, U1ps2q P B2, . . . , U1psnq P Bnq
“ PpU2ps1q P B1, U2ps2q P B2, . . . , U2psnq P Bnq “ ErpI ˝U2qps1, s2, . . . , snqs. (20)
In addition, observe that the hypothesis that Y1 and Y2 are identically distributed ensures that
pY1pPqqSbn “ pY2pPqqSbn. This, (20), and (19) ensure that
PpU1pY1pe1qq P B1, U1pY1pe2qq P B2, . . . , U1pY1penqq P Bnq
“
ż
Sn
ErpI ˝U1qps1, s2, . . . , snqs pY1pPqqSbnpdps1, s2, . . . , snqq
“
ż
Sn
ErpI ˝U2qps1, s2, . . . , snqs pY2pPqqSbnpdps1, s2, . . . , snqq
“ PpU2pY2pe1qq P B1, U2pY2pe2qq P B2, . . . , U2pY2penqq P Bnq.
(21)
Hence, we obtain that U1pY1q and U2pY2q are identically distributed random fields. This establishes
item (ii). This completes the proof of Lemma 2.5.
Lemma 2.6. Let N P N, let pΩ,F ,Pq be a probability space, let pE, Eq and pS,Sq be measurable
spaces, let Gi Ď F , i P t1, 2, . . . , Nu, be independent sigma-algebras on Ω, let Ai Ď F , i P
t1, 2, . . . , Nu, be independent sigma-algebras on Ω, let Ui : SˆΩ Ñ E, i P t1, 2, . . . , Nu, satisfy for
all i P t1, 2, . . . , Nu that Ui is pS b Giq/E-measurable, let Vi : S ˆΩ Ñ E, i P t1, 2, . . . , Nu, satisfy
for all i P t1, 2, . . . , Nu that Vi is pS b Aiq/E-measurable, and assume for all i P t1, 2, . . . , Nu
that Ui and Vi are identically distributed random fields. Then it holds that pU1, U2, . . . , UN q “
pS ˆ Ω Q ps, ωq ÞÑ pU1ps, ωq, U2ps, ωq, . . . , UNps, ωqq P ENq and pV1, V2, . . . , VNq “ pS ˆ Ω Q
ps, ωq ÞÑ pV1ps, ωq, V2ps, ωq, . . . , VNps, ωqq P ENq are identically distributed random fields.
Proof of Lemma 2.6. Throughout this proof let n P N, s1, s2, . . . , sn P S, let Bi,j P E , i P
t1, 2, . . . , Nu, j P t1, 2, . . . , nu, and let U : SˆΩ Ñ EN and V : SˆΩÑ EN satisfy for all s P S, ω P
Ω that Ups, ωq “ pU1ps, ωq, U2ps, ωq, . . . , UNps, ωqq and Vps, ωq “ pV1ps, ωq, V2ps, ωq, . . . , VNps, ωqq.
Observe that the assumption that for all i P t1, 2, . . . , Nu it holds that Ui : S ˆ Ω Ñ E is
pS b Giq/E-measurable implies that for all i P t1, 2, . . . , Nu, j P t1, 2, . . . , nu it holds that
Ω Q ω ÞÑ Uipsj , ωq P E is Gi/E-measurable. This implies that for all i P t1, 2, . . . , Nu it holds that`Şn
j“1tUipsjq P Bi,ju
˘ P Gi. The fact that Gi, i P t1, 2, . . . , Nu, are independent sigma-algebras on
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Ω therefore ensures that
P
˜
Ups1q P
«
Ną
i“1
Bi,1
ff
,Ups2q P
«
Ną
i“1
Bi,2
ff
, . . . ,Upsnq P
«
Ną
i“1
Bi,n
ff¸
“ P
˜
Nč
i“1
nč
j“1
tUipsjq P Bi,ju
¸
“
Nź
i“1
P
˜
nč
j“1
tUipsjq P Bi,ju
¸
.
(22)
The assumption that for all i P t1, 2, . . . , Nu it holds that Ui and Vi are identically distributed
hence ensures that
P
˜
Ups1q P
«
Ną
i“1
Bi,1
ff
,Ups2q P
«
Ną
i“1
Bi,2
ff
, . . . ,Upsnq P
«
Ną
i“1
Bi,n
ff¸
“
Nź
i“1
P
˜
nč
j“1
tVipsjq P Bi,ju
¸
.
(23)
Combining this with the fact that for all i P t1, 2, . . . , Nu it holds that `Şnj“1tVipsjq P Bi,ju˘ P Ai
and the assumption that Ai, i P t1, 2, . . . , Nu, are independent sigma-algebras on Ω yields that
P
˜
Ups1q P
«
Ną
i“1
Bi,1
ff
,Ups2q P
«
Ną
i“1
Bi,2
ff
, . . . ,Upsnq P
«
Ną
i“1
Bi,n
ff¸
“ P
˜
Nč
i“1
nč
j“1
tVipsjq P Bi,ju
¸
“ P
˜
Vps1q P
«
Ną
i“1
Bi,1
ff
,Vps2q P
«
Ną
i“1
Bi,2
ff
, . . . ,Vpsnq P
«
Ną
i“1
Bi,n
ff¸
.
(24)
Klenke [39, Lemma 1.42] hence ensures that U and V are identically distributed random fields.
This completes the proof of Lemma 2.6.
Corollary 2.7. Let K,N P N, let pΩ,F ,Pq be a probability space, let pS,Sq be a measurable space,
let Gi Ď F , i P t1, 2, . . . , Nu, be independent sigma-algebras on Ω, let Ai Ď F , i P t1, 2, . . . , Nu,
be independent sigma-algebras on Ω, let Ui : S ˆ Ω Ñ RK, i P t1, 2, . . . , Nu, satisfy for all i P
t1, 2, . . . , Nu that Ui is pS bGiq/BpRKq-measurable, let Vi : S ˆΩ Ñ RK, i P t1, 2, . . . , Nu, satisfy
for all i P t1, 2, . . . , Nu that Vi is pSbAiq/BpRKq-measurable, and assume for all i P t1, 2, . . . , Nu
that Ui and Vi are identically distributed random fields. Then it holds that S ˆ Ω Q ps, ωq ÞÑřN
i“1 Uips, ωq P RK and S ˆ Ω Q ps, ωq ÞÑ
řN
i“1 Vips, ωq P RK are identically distributed random
fields.
Proof of Corollary 2.7. Observe that Lemma 2.6 (applied with pE, Eq ð pRK ,BpRKqq in the
notation of Lemma 2.6) proves that pU1, U2, . . . , UNq : S ˆ Ω Ñ pRKqN and pV1, V2, . . . , VNq : S ˆ
Ω Ñ pRKqN are identically distributed random fields. Item (ii) of Lemma 2.5 hence implies that
S ˆ Ω Q ps, ωq ÞÑ řNi“1 Uips, ωq P RK and S ˆ Ω Q ps, ωq ÞÑ řNi“1 Vips, ωq P RK are identically
distributed random fields. This completes the proof of Corollary 2.7.
2.4 Distribution properties for MLP approximations
Lemma 2.8. Assume Setting 2.1. Then
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(i) it holds for all θ P Θ that tpm,nq P N0ˆN0 : n ď m ď KuˆOˆΩ Q pk, l, x, ωq ÞÑ Xθ,k,xl pωq P
O and tpm,nq P N0ˆN0 : n ď m ď KuˆOˆΩ Q pk, l, x, ωq ÞÑ X0,k,xl pωq P O are identically
distributed random fields and
(ii) it holds for all θ, ϑ P Θ, k, l,m P N0 with m ď l ď k ď K that O ˆ Ω Q px, ωq ÞÑ
X
ϑ,l,X
θ,k,x
l
pωq
m pωq P O and O ˆ Ω Q px, ωq ÞÑ X0,k,xm pωq P O are identically distributed random
fields.
Proof of Lemma 2.8. Throughout this proof let F kl : S
K ˆO Ñ O, l P t0, 1, . . . , ku, k P t0, 1, . . . ,
Ku, satisfy for all k P t0, 1, . . . , Ku, l P t0, 1, . . . , ku, s “ ps1, s2, . . . , sKq P SK , x P O that
F kl ps, xq “
#
x : l “ k
φlpF kl`1ps, xq, sl`1q : l ă k.
(25)
Observe that induction shows that for all k P t0, 1, . . . , Ku, l P t0, 1, . . . , ku it holds that F kl : SKˆ
O Ñ O is pSbK b BpOqq/BpOq-measurable. Moreover, note that induction, (25), and (3) ensure
that for all k P t0, 1, . . . , Ku, l P t0, 1, . . . , ku, θ P Θ, x P O it holds that
X
θ,k,x
l “ F kl pW θ0 , . . . ,W θK´1, xq. (26)
Next observe that the assumption that W θk : Ω Ñ S, θ P Θ, k P t0, 1, . . . , K ´ 1u, are independent
random variables and the assumption that for all k P t0, 1, . . . , K ´ 1u it holds that W θk : Ω Ñ S,
θ P Θ, are identically distributed implies that for all θ P Θ it holds that pW θl qlPt0,1,...,K´1u and
pW 0l qlPt0,1,...,K´1u are identically distributed. This and (26) establish item (i). Next we prove
item (ii). Note that for all θ, ϑ P Θ, k, l,m P N0 withm ď l ď k ď K it holds that σppW ϑs qsPrm,lqXN0q
and σppW θs qsPrl,kqXN0q are independent. This, item (i), item (i) of Lemma 2.2, and item (ii) of
Lemma 2.5 demonstrate that for all θ, ϑ P Θ, k, l,m P N0 with m ď l ď k ď K it holds that
O ˆ Ω Q px, ωq ÞÑ Xϑ,l,X
θ,k,x
l
pωq
m pωq P O and O ˆ Ω Q px, ωq ÞÑ X0,l,X
0,k,x
l
pωq
m pωq P O (27)
are identically distributed random fields. Furthermore, observe that (3) and induction imply that
for all k, l,m P N0, x P O, ω P Ω with m ď l ď k ď K it holds that
X
0,l,X
0,k,x
l
pωq
m pωq “ X0,k,xm pωq. (28)
Combining this with (27) establishes item (ii). This completes the proof of Lemma 2.8.
Proposition 2.9. Assume Setting 2.1. Then
(i) it holds for all n P N0, θ P Θ that t0, 1, . . . , Ku ˆ O ˆ Ω Q pk, x, ωq ÞÑ V θk,npx, ωq P R and
t0, 1, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ V 0k,npx, ωq P R are identically distributed random fields,
(ii) it holds for all n P N, θ, ϑ P Θ with tpθ, ηq P Θ: η P Θu X tpϑ, ηq P Θ: η P Θu “ H that
t0, 1, . . . , KuˆOˆΩ Q pk, x, ωq ÞÑ pV θk,npx, ωq, V ϑk,n´1px, ωqq P R2 and t0, 1, . . . , KuˆOˆΩ Q
pk, x, ωq ÞÑ pV 0k,npx, ωq, V 1k,n´1px, ωqq P R2 are identically distributed random fields, and
(iii) it holds for all n P N, θ, ϑ P Θ with tpθ, ηq P Θ: η P Θu X tpϑ, ηq P Θ: η P Θu “ H that
t1, 2, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ
1
pk,Rθ
k
pωq
”
fRθ
k
pωqpXθ,k,xRθ
k
pωq
pωq, V θ
Rθ
k
pωq,npXθ,k,xRθ
k
pωq
pωq, ωqq ´ V θ
Rθ
k
pωq,npXθ,k,xRθ
k
pωq
pωq, ωq
´ fRθ
k
pωqpXθ,k,xRθ
k
pωq
pωq, V ϑ
Rθ
k
pωq,n´1pXθ,k,xRθ
k
pωq
pωq, ωqq ` V ϑ
Rθ
k
pωq,n´1pXθ,k,xRθ
k
pωq
pωq, ωq
ı
P R (29)
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and
t1, 2, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ
1
pk,R0
k
pωq
”
fR0
k
pωqpX0,k,xR0
k
pωq
pωq, V 0
R0
k
pωq,npX0,k,xR0
k
pωq
pωq, ωqq ´ V 0
R0
k
pωq,npX0,k,xR0
k
pωq
pωq, ωq
´ fR0
k
pωqpX0,k,xR0
k
pωq
pωq, V 1
R0
k
pωq,n´1pX0,k,xR0
k
pωq
pωq, ωqq ` V 1
R0
k
pωq,n´1pXk,0R0
k
pωq
px, ωq, ωq
ı
P R (30)
are identically distributed random fields.
Proof of Proposition 2.9. Throughout this proof let hk : OˆR Ñ R, k P t0, 1, . . . , K ´ 1u, satisfy
for all k P t0, 1, . . . , K ´ 1u, x P O, a P R that hkpx, aq “ fkpx, aq ´ a, let AIJ Ď F , I, J P 2Θ,
satisfy for all I, J P 2Θ that AIJ “ σppRθsqps,θqPt1,2,...,KuˆI , pW θs qps,θqPt0,1,...,K´1uˆJq, let X Ď N0 satisfy
that
X “
$’’&
’%n P N0 :
¨
˚˝˚ It holds for all θ P Θ thatt0, 1, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ V θk,npx, ωq P R and
t0, 1, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ V 0k,npx, ωq P R
are identically distributed random fields.
˛
‹‹‚
,//.
/-, (31)
let Y Ď N satisfy that
Y “
$’’’’’&
’’’’’%
n P N :
¨
˚˚˚
˚˚˚
˝
It holds for all θ, ϑ P Θ with
tpθ, ηq P Θ: η P Θu X tpϑ, ηq P Θ: η P Θu “ H
that t0, 1, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ
pV θk,npx, ωq, V ϑk,n´1px, ωqq P R2 and
t0, 1, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ pV 0k,npx, ωq, V 1k,n´1px, ωqq P R2
are identically distributed random fields.
˛
‹‹‹‹‹‹‚
,/////.
/////-
, (32)
and let Z Ď N satisfy that
Z “
$’’’’’’’’’’’’’&
’’’’’’’’’’’’’%
n P N :
¨
˚˚˚
˚˚˚
˚˚˚
˚˚˚
˚˚˚
˝
It holds for all θ, ϑ P Θ with
tpθ, ηq P Θ: η P Θu X tpϑ, ηq P Θ: η P Θu “ H
that t1, 2, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ
1
p
k,Rθ
k
pωq
“
hRθ
k
pωqpXθ,k,xRθ
k
pωq
pωq, V θ
Rθ
k
pωq,n
pXθ,k,x
Rθ
k
pωq
pωq, ωqq
´hRθ
k
pωqpXθ,k,xRθ
k
pωq
pωq, V ϑ
Rθ
k
pωq,n´1
pXθ,k,x
Rθ
k
pωq
pωq, ωqq‰ P R
and t0, 1, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ
1
p
k,R0
k
pωq
“
hR0
k
pωqpX0,k,xR0
k
pωq
pωq, V 0
R0
k
pωq,n
pX0,k,x
R0
k
pωq
pωq, ωqq
´hR0
k
pωqpX0,k,xR0
k
pωq
pωq, V 1
R0
k
pωq,n´1
pX0,k,x
R0
k
pωq
pωq, ωqq P R
are identically distributed random fields.
˛
‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
,/////////////.
/////////////-
. (33)
Observe that the assumption that for all θ P Θ, k P t0, 1, . . . , Ku, x P O it holds that V θk,0pxq “ 0
ensures that 0 P X . Next we prove that 1 P X . For this note that (4) yields that for all θ P Θ,
k P t0, 1, . . . , Ku, x P O it holds that
V θk,1pxq “
1
M
Mÿ
m“1
«
gpXpθ,0,´mq,k,x0 q `
K´1ÿ
l“0
1r0,kqplqflpXpθ,0,mq,k,xl , 0q
ff
. (34)
Moreover, observe that item (i) of Lemma 2.8 ensures that
(I) it holds for all θ P Θ, m P N that t0, 1, . . . , KuˆOˆΩ Q pk, x, ωq ÞÑ gpXpθ,0,´mq,k,x0 pωqq P R
and t0, 1, . . . , Ku ˆ O ˆ Ω Q pk, x, ωq ÞÑ gpXp0,0,´mq,k,x0 pωqq P R are identically distributed
random fields and
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(II) it holds for all θ P Θ,m P N that t1, 2, . . . , KuˆOˆΩ Q pk, x, ωq ÞÑ 1r0,k´1splqflpXpθ,0,mq,k,xl pωq,
0q P R and t1, 2, . . . , Ku ˆOˆΩ Q pk, x, ωq ÞÑ 1r0,k´1splqflpXp0,0,mq,k,xl pωq, 0q P R are identi-
cally distributed random fields.
Item (i) of Lemma 2.2, Corollary 2.7, and the fact that σppW ϑs qsPt0,1,...,K´1uq, ϑ P Θ, are independent
sigma-algebras on Ω therefore prove that for all θ P Θ, m P N it holds that
t1, 2, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ gpXpθ,0,´mq,k,x
0
pωqq
`
K´1ÿ
l“0
1r0,k´1splqflpXpθ,0,mq,k,xl pωq, 0q P R (35)
and
t1, 2, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ gpXp0,0,´mq,k,x
0
pωqq
`
K´1ÿ
l“0
1r0,k´1splqflpXp0,0,mq,k,xl pωq, 0q P R (36)
are identically distributed random fields. Item (i) of Lemma 2.2, (34), Corollary 2.7, and the fact
that σppW ϑs qsPt0,1,...,K´1uq, ϑ P Θ, are independent sigma-algebras on Ω hence ensure that for all
θ P Θ it holds that t0, 1, . . . , Ku ˆOˆΩ Q pk, x, ωq ÞÑ V θk,1px, ωq P R and t0, 1, . . . , Ku ˆOˆΩ Q
pk, x, ωq ÞÑ V 0k,1px, ωq P R are identically distributed random fields. Therefore, we obtain that
1 P X . Next we prove that tn P X : n ´ 1 P X u Ď Y . Note that item (i) of Lemma 2.3
ensures that for all n P N0, θ P Θ it holds that t0, 1, . . . , Ku ˆ O ˆ Ω Q pk, x, ωq ÞÑ V θk,npx, ωq P
R is p2t0,1,...,Ku b BpOq b Atpθ,ηqPΘ: ηPΘutpθ,ηqPΘ: ηPΘuq/BpRq-measurable. The fact that for all θ, ϑ P Θ with
tpθ, ηq : η P Θu X tpϑ, ηq : η P Θu “ H it holds that Atpθ,ηq : ηPΘutpθ,ηq : ηPΘu and Atpϑ,ηq : ηPΘutpϑ,ηq : ηPΘu are independent
and Lemma 2.6 hence demonstrate that for all n P X , θ, ϑ P Θ with tpθ, ηq P Θ: η P Θu X
tpϑ, ηq P Θ: η P Θu “ H and n ´ 1 P X it holds that t0, 1, . . . , Ku ˆ O ˆ Ω Q pk, x, ωq ÞÑ
pV θk,npx, ωq, V ϑk,n´1px, ωqq P R2 and t0, 1, . . . , KuˆOˆΩ Q pk, x, ωq ÞÑ pV 0k,npx, ωq, V 1k,n´1px, ωqq P R2
are identically distributed random fields. Therefore, we obtain that tn P X : n ´ 1 P X u Ď Y .
Combining this with the fact that t0, 1u Ď X ensures that 1 P Y . Next we prove that Y Ď Z.
For this note that item (i) of Lemma 2.8 and Lemma 2.5 prove that for all θ P Θ it holds that
t1, 2, . . . , KuˆOˆΩ Q pk, x, ωq ÞÑ pRθkpωq, Xθ,k,xRθ
k
pωq
pωqq P t0, 1, . . . , K´ 1uˆO and t1, 2, . . . , Kuˆ
OˆΩ Q pk, x, ωq ÞÑ pR0kpωq, X0,k,xR0
k
pωq
pωqq P t0, 1, . . . , K´ 1uˆO are identically distributed random
fields. Item (i) of Lemma 2.2, item (i) of Lemma 2.3, Lemma 2.5, and the fact that for all
θ, ϑ P Θ with θ R tpϑ, ηq P Θ: η P Θu it holds that σppRθsqsPt1,2,...,Ku, pW θs qsPt0,1,...,K´1uq and
σppRpϑ,ηqs qps,ηqPt1,2,...,KuˆΘ, pW pϑ,ηqs qps,ηqPt0,1,...,K´1uˆΘq are independent therefore demonstrate that for
all n P Y , θ, ϑ P Θ with tpθ, ηq P Θ: η P Θu X tpϑ, ηq P Θ: η P Θu “ H it holds that
t1, 2, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ 1
pk,Rθ
k
pωq
”
hRθ
k
pωqpXθ,k,xRθ
k
pωq
pωq, V θ
Rθ
k
pωq,npXθ,k,xRθ
k
pωq
pωq, ωqq
´ hRθ
k
pωqpXθ,k,xRθ
k
pωq
pωq, V ϑ
Rθ
k
pωq,n´1pXθ,k,xRθ
k
pωq
pωq, ωqq
ı
P R (37)
and
t1, 2, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ 1
pk,R0
k
pωq
”
hR0
k
pωqpX0,k,xR0
k
pωq
pωq, V 0
R0
k
pωq,npX0,k,xR0
k
pωq
pωq, ωqq
´ hR0
k
pωqpX0,k,xR0
k
pωq
pωq, V 1
Rθ
k
pωq,n´1pX0,k,xR0
k
pωq
pωq, ωqq
ı
P R (38)
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are identically distributed random fields. Hence, we obtain that Y Ď Z. Combining this with the
fact that 1 P Y demonstrates that 1 P Z. Next we prove that tn P NX r2,8q : t1, 2, . . . , n´ 1u Ď
Zu Ď X . Note that item (ii) of Lemma 2.3 demonstrates that for all n P N, θ, ϑ P Θ it holds that
t1, 2, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ 1
pk,Rθ
k
pωq
”
hRθ
k
pωqpXθ,k,xRθ
k
pωq
pωq, V θ
Rθ
k
pωq,npXθ,k,xRθ
k
pωq
pωq, ωqq
´hRθ
k
pωqpXθ,k,xRθ
k
pωq
pωq, V ϑ
Rθ
k
pωq,n´1pXθ,k,xRθ
k
pωq
pωq, ωqq
ı
P R
(39)
is pp2t0,1,...,Ku b BpOqq b AYηPΘtθ,pθ,ηq,pϑ,ηquYηPΘtθ,pθ,ηq,pϑ,ηquq/BpRq-measurable. Combining this and the fact that
for all θ P Θ, j P N it holds that AYηPΘtpθ,j,mq,pθ,j,m,ηq,pθ,j,´m,ηquYηPΘtpθ,j,mq,pθ,j,m,ηq,pθ,j,´m,ηqu, m P N, are independent sigma-
algebras on Ω with Corollary 2.7 proves that for all n P tk P r2,8q X N : t1, 2, . . . , k ´ 1u Ď Zu,
j P t1, 2, . . . , n´ 1u, θ P Θ it holds that
t1, 2, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ
Mn´jÿ
m“1
1
p
k,R
pθ,j,mq
k
pωq
„
h
R
pθ,j,mq
k
pωq
pXpθ,j,mq,k,x
R
pθ,j,mq
k
pωq
pωq, V pθ,j,mq
R
pθ,j,mq
k
pωq,j
pXpθ,j,mq,k,x
R
pθ,j,mq
k
pωq
pωq, ωqq
´ h
R
pθ,j,mq
k
pωq
pXpθ,j,mq,k,x
R
pθ,j,mq
k
pωq
pωq, V pθ,j,´mq
R
pθ,j,mq
k
pωq,j´1
pXpθ,j,mq,k,x
R
pθ,j,mq
k
pωq
pωq, ωqq

P R (40)
and
t1, 2, . . . , Ku ˆO ˆ Ω Q pk, x, ωq ÞÑ
Mn´jÿ
m“1
1
p
k,R
p0,j,mq
k
pωq
„
h
R
p0,j,mq
k
pωq
pXp0,j,mq,k,x
R
p0,j,mq
k
pωq
pωq, V p0,j,mq
R
p0,j,mq
k
pωq,j
pXp0,j,mq,k,x
R
p0,j,mq
k
pωq
pωq, ωqq
´ h
R
p0,j,mq
k
pωq
pXp0,j,mq,k,x
R
p0,j,mq
k
pωq
pωq, V p0,j,´mq
R
p0,j,mq
k
pωq,j´1
pXp0,j,mq,k,x
R
p0,j,mq
k
pωq
pωq, ωqq

P R (41)
are identically distributed random fields. This, (4), the fact that for all n P N, θ P Θ it holds that
t0, 1, . . . , Ku ˆ O ˆ Ω Q pk, x, ωq ÞÑ 1
Mn
řMn
m“1rgpXpθ,0,´mq,k,x0 pωqq `
řk´1
l“0 flpXpθ,0,mq,k,xl pωq, 0qs P R
and t0, 1, . . . , KuˆOˆΩ Q pk, x, ωq ÞÑ 1
Mn
řMn
m“1rgpXp0,0,´mq,k,xpωqq`
řk´1
l“0 flpXp0,0,mq,k,xpωq, 0qs P
R are identically distributed random fields, item (i) of Lemma 2.2, item (i) of Lemma 2.3, and
Corollary 2.7 demonstrate that for all n P tk P r2,8q X N : t1, . . . , k ´ 1u Ď Zu, θ P Θ it
holds that t0, 1, . . . , Ku ˆ O ˆ Ω Q pk, x, ωq ÞÑ V θk,npx, ωq P R and t0, 1, . . . , Ku ˆ O ˆ Ω Q
pk, x, ωq ÞÑ V 0k,npx, ωq P R are identically distributed random fields. Hence, we obtain that tn P
r2,8qXN : t1, 2, . . . , n´1u Ď Zu Ď X . This, the fact that t0, 1u Ď X , the fact that tn P X : n´1 P
X u Ď Y , the fact that Y Ď Z, and induction prove that X “ N0, Y “ N, and Z “ N. Note that
the fact that X “ N0 establishes item (i). Moreover, observe that the fact that Y “ N establishes
item (ii). Furthermore, note that the fact that Z “ N establishes item (iii). This completes the
proof of Proposition 2.9.
Corollary 2.10. Assume Setting 2.1. Then it holds for all k, l, n P N0, θ, ϑ P Θ with l ď k ď K
and θ R tpϑ, ηq P Θ: η P Θu that O ˆ Ω Q px, ωq ÞÑ pXθ,k,xl pωq, V ϑl,npXθ,k,xl pωq, ωqq P O ˆ R and
O ˆ Ω Q px, ωq ÞÑ pX0,k,xl pωq, V 0l,npX0,k,xl pωq, ωqq P O ˆ R are identically distributed random fields.
Proof of Corollary 2.10. First, observe that item (i) of Proposition 2.9 demonstrates that for all
n P N0, l P t0, 1, . . . , Ku, ϑ P Θ it holds that O ˆ Ω Q py, ωq ÞÑ py, V ϑl,npy, ωqq P O ˆ R and
O ˆ Ω Q py, ωq ÞÑ py, V 0l,npy, ωqq P O ˆ R are identically distributed random fields. Moreover,
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note that item (i) of Lemma 2.8 ensures that for all k, l P N0, θ P Θ with l ď k ď K it holds
that O ˆ Ω Q px, ωq ÞÑ Xθ,k,xl pωq P O and O ˆ Ω Q px, ωq ÞÑ X0,k,xl pωq P O are identically
distributed random fields. Combining the fact that for all n P N0, l P t0, 1, . . . , Ku, ϑ P Θ it holds
that O ˆ Ω Q py, ωq ÞÑ py, V ϑl,npy, ωqq P O ˆ R and O ˆ Ω Q py, ωq ÞÑ py, V 0l,npy, ωqq P O ˆ R are
identically distributed random fields, item (i) of Lemma 2.2, item (i) of Lemma 2.3, and Lemma 2.5
with the fact that for all θ, ϑ P Θ with θ R tpϑ, ηq P Θ: η P Θu it holds that σppW θs qsPt0,1,...,K´1uq
and σppRpϑ,ηqs qps,ηqPt1,2,...,KuˆΘ, pW pϑ,ηqs qps,ηqPt0,1,...,K´1uˆΘq are independent hence proves that for all
k, l, n P N0, θ, ϑ P Θ with l ď k ď K and θ R tpϑ, ηq P Θ: η P Θu it holds that O ˆ Ω Q px, ωq ÞÑ
pXθ,k,xl pωq, V ϑl,npXθ,k,xl pωq, ωqq P OˆR and OˆΩ Q px, ωq ÞÑ pX0,k,xl pωq, V 0l,npX0,k,xl pωq, ωqq P OˆR
are identically distributed random fields. This completes the proof of Corollary 2.10.
2.5 Integrability properties for MLP approximations
Lemma 2.11 (Integrability properties). Assume Setting 2.1, assume for all k P t0, 1, . . . , Ku,
x P O that Er|gpX0,k,x0 q|2 `
řk´1
l“0 |flpX0,k,xl q|2s ă 8, and let L0, L1, . . . , LK P R satisfy for all
k P t0, 1, . . . , K ´ 1u, x P O, a, b P R that |pfkpx, aq ´ aq ´ pfkpx, bq ´ bq| ď Lk|a ´ b|. Then it
holds for all k, l, n P N0, θ, ϑ P Θ, x P O with l ď k ď K and ϑ R tpθ, ηq P Θ: η P Θu that
Er|V θl,npXϑ,k,xl q|2s ă 8.
Proof of Lemma 2.11. Throughout this proof let A Ď N satisfy that
A “
$&
%n P N :
¨
˝ It holds for all j, k, l P N0, θ, ϑ P Θ, x P O with0 ď l ď k ď K, ϑ R tpθ, ηq P Θ: η P Θu, and 0 ď j ď n ´ 1
that Er|V θl,jpXϑ,k,xl q|2s ă 8.
˛
‚
,.
-. (42)
Note that the assumption that for all k P t0, 1, . . . , Ku, θ P Θ, x P O it holds that V θk,0pxq “ 0
yields that 1 P A. Next observe that (4) ensures that for all k, l, n P N, θ, ϑ P Θ, x P O with
l ď k ď K it holds that
V θl,npXϑ,k,xl q
“ 1
Mn
Mnÿ
m“1
«
g
`
X
pθ,0,´mq,l,Xϑ,k,x
l
0
˘` l´1ÿ
s“0
fs
`
X
pθ,0,mq,l,Xϑ,k,x
l
s , 0
˘ff` n´1ÿ
j“1
1
Mn´j
Mn´jÿ
m“1
1
p
l,R
pθ,j,mq
l
¨
«ˆ
f
R
pθ,j,mq
l
´
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
, V
pθ,j,mq
R
pθ,j,mq
l
,j
`
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
˘¯´ V pθ,j,mq
R
pθ,j,mq
l
,j
`
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
˘˙
´
ˆ
f
R
pθ,j,mq
l
´
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
, V
pθ,j,´mq
R
pθ,j,mq
l
,j´1
`
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
˘¯´ V pθ,j,´mq
R
pθ,j,mq
l
,j´1
`
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
˘˙ff
.
(43)
The assumption that for all k P t0, 1, . . . , K ´ 1u, x P O, a, b P R it holds that |pfkpx, aq ´ aq ´
pfkpx, bq ´ bq| ď Lk|a ´ b| hence implies that for all k, l, n P N, θ, ϑ P Θ, x P O with l ď k ď K it
holds that
ˇˇ
V θl,npXϑ,k,xl q
ˇˇ ď 1
Mn
Mnÿ
m“1
«ˇˇˇ
g
`
X
pθ,0,´mq,l,Xϑ,k,x
l
0
˘ˇˇˇ` l´1ÿ
s“0
ˇˇˇ
fs
`
X
pθ,0,mq,l,Xϑ,k,x
l
s , 0
˘ˇˇˇff
`
n´1ÿ
j“1
1
Mn´j
Mn´jÿ
m“1
L
R
pθ,j,mq
l
p
l,R
pθ,j,mq
l
ˇˇˇ
V
pθ,j,mq
R
pθ,j,mq
l
,j
`
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
˘´ V pθ,j,´mq
R
pθ,j,mq
l
,j´1
`
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
˘ˇˇˇ
.
(44)
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This shows that for all k, l, n P N, θ, ϑ P Θ, x P Rd with l ď k ď K it holds thatˇˇ
V θl,npXϑ,k,xl q
ˇˇ
2
ď 3
«
1
Mn
Mnÿ
m“1
ˇˇˇ
g
`
X
pθ,0,´mq,l,Xϑ,k,x
l
0
˘ˇˇˇff2 ` 3
«
1
Mn
Mnÿ
m“1
l´1ÿ
s“0
ˇˇˇ
fs
`
X
pθ,0,mq,l,Xϑ,k,x
l
s , 0
˘ˇˇˇff2
` 3
«
n´1ÿ
j“1
1
Mn´j
Mn´jÿ
m“1
L
R
pθ,j,mq
l
p
l,R
pθ,j,mq
l
ˇˇˇ
V
pθ,j,mq
R
pθ,j,mq
l
,j
`
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
˘´ V pθ,j,´mq
R
pθ,j,mq
l
,j´1
`
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
˘ˇˇˇff2
.
(45)
Jensen’s inequality therefore ensures that for all k, l, n P N, θ, ϑ P Θ, x P O with l ď k ď K it
holds that
E
”ˇˇ
V θl,npXϑ,k,xl q
ˇˇ
2
ı
ď 3
Mn
Mnÿ
m“1
E
„ˇˇˇ
g
`
X
pθ,0,´mq,l,Xϑ,k,x
l
0
˘ˇˇˇ2` 3l
Mn
Mnÿ
m“1
l´1ÿ
s“0
E
„ˇˇˇ
fs
`
X
pθ,0,mq,l,Xϑ,k,x
l
s , 0
˘ˇˇˇ2
`
n´1ÿ
j“1
3n
Mn´j
Mn´jÿ
m“1
E
« |L
R
pθ,j,mq
l
|2
|p
l,R
pθ,j,mq
l
|2
ˇˇˇ
ˇV pθ,j,mqRpθ,j,mq
l
,j
`
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
˘´ V pθ,j,´mq
R
pθ,j,mq
l
,j´1
`
X
pθ,j,mq,l,Xϑ,k,x
l
R
pθ,j,mq
l
˘ˇˇˇˇ
2
ff
.
(46)
Item (ii) of Lemma 2.8 hence assures that for all k, l, n P N, θ, ϑ P Θ, x P O with l ď k ď K it
holds that
E
”ˇˇ
V θl,npXϑ,k,xl q
ˇˇ
2
ı
ď 3E
”ˇˇ
gpX0,k,x0 q
ˇˇ
2
ı
` 3l
l´1ÿ
s“0
E
”ˇˇ
fspX0,k,xs , 0q
ˇˇ
2
ı
`
n´1ÿ
j“1
l´1ÿ
s“0
3n
Mn´j
Mn´jÿ
m“1
E
„ |Ls|2
|pl,s|2
ˇˇˇ
V
pθ,j,mq
s,j
`
X
pθ,j,mq,l,Xϑ,k,x
l
s
˘´ V pθ,j,´mqs,j´1 `Xpθ,j,mq,l,Xϑ,k,xls ˘ˇˇˇ2

ď 3E
”ˇˇ
gpX0,k,x
0
qˇˇ2ı` 3l l´1ÿ
s“0
E
”ˇˇ
fspX0,k,xs , 0q
ˇˇ
2
ı
`
n´1ÿ
j“1
l´1ÿ
s“0
6n|Ls|2
Mn´j |pl,s|2
Mn´jÿ
m“1
E
„ˇˇˇ
V
pθ,j,mq
s,j
`
X
pθ,j,mq,l,Xϑ,k,x
l
s
˘ˇˇˇ2 ` ˇˇˇV pθ,j,´mqs,j´1 `Xpθ,j,mq,l,Xϑ,k,xls ˘ˇˇˇ2

.
(47)
Next note that item (i) of Lemma 2.2, item (i) of Lemma 2.3, item (i) of Lemma 2.8, item (i) of
Proposition 2.9, and item (ii) of Lemma 2.5 imply that for all k, l,m, n P N0, θ, ϑ, ξ P Θ, x P O
with m ď l ď k ď K and ξ, ϑ R tpθ, ηq P Θ: η P Θu it holds that
O ˆ Ω Q px, ωq ÞÑ V θm,npXξ,l,X
ϑ,k,x
l
pωq
m pωq, ωq P R (48)
and
O ˆ Ω Q px, ωq ÞÑ V 0m,npX0,k,xm pωq, ωq P R (49)
are identically distributed random fields. This and (47) imply that for all k, l, n P N, θ, ϑ P Θ,
x P O with l ď k ď K and ϑ R tpθ, ηq P Θ: η P Θu it holds that
E
”ˇˇ
V θl,npXϑ,k,xl q
ˇˇ
2
ı
ď 3E
”ˇˇ
gpX0,k,x
0
qˇˇ2ı` 3l l´1ÿ
s“0
E
”ˇˇ
fspX0,k,xs , 0q
ˇˇ
2
ı
`
n´1ÿ
j“1
l´1ÿ
s“0
12n|Ls|2
Mn´j |pl,s|2
Mn´jÿ
m“1
E
”ˇˇ
V 0s,jpX0,k,xs q
ˇˇ
2
ı
.
(50)
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The fact that for all k P t0, 1, . . . , Ku, x P O it holds that Er|gpX0,k,x0 q|2s`
řk´1
s“0 Er|fspX0,k,xs , 0q|2s ă
8 therefore demonstrates that for all n P A it holds that n ` 1 P A. The fact that 1 P A and
induction hence imply that A “ N. Therefore, we obtain that for all k, l, n P N0, θ, ϑ P Θ, x P O
with l ď k ď K and ϑ R tpθ, ηq P Θ: η P Θu it holds that Er|V θl,npXϑ,k,xl q|2s ă 8. This completes
the proof of Lemma 2.11.
3 Error analysis for MLP approximations for iterated nested
expectations
In this section we provide in Proposition 3.13 in Subsection 3.4 below a full error analysis for
MLP approximations for iterated nested expectations. Our proof of Proposition 3.13 is inspired
by Hutzenthaler et al. [36] and is based on the idea to combine the recursive error estimate in
Lemma 3.10 in Subsection 3.3, the elementary integration by parts type result in Lemma 3.11 in
Subsection 3.4, the elementary Gronwall type inequality in Lemma 3.12 in Subsection 3.4, and the
elementary a priori bounds for iterated nested expectations in Lemma 3.6 in Subsection 3.1. Our
proof of the recursive error estimate in Lemma 3.10 in Subsection 3.3 is, roughly speaking, based on
bias-variance decompositions for the approximation errors of the proposed MLP approximation
schemes, the bias estimates for MLP approximations in Lemma 3.8 in Subsection 3.2, and the
variance estimates for MLP approximations in Lemma 3.9 in Subsection 3.2.
3.1 A priori estimates for nested expectations
Lemma 3.1. Let d,K P N, L P R, O P BpRdqztHu, let f : O ˆ R Ñ R be BpO ˆ Rq/BpRq-
measurable, assume for all x P O, a, b P R that |fpx, aq ´ fpx, bq| ď L|a ´ b|, let pS,Sq be
a measurable space, let φk : O ˆ S Ñ O, k P t0, 1, . . . , Ku, be pBpOq b Sq/BpOq-measurable,
let pΩ,F ,Pq be a probability space, let Wk : Ω Ñ S, k P t0, 1, . . . , Ku, be independent random
variables, for every k P t0, 1, . . . , Ku let Xk “ pXk,xl qpl,xqPt0,1,...,kuˆO : t0, 1, . . . , ku ˆ O ˆ Ω Ñ O
satisfy for all l P t0, 1, . . . , ku, x P O that
X
k,x
l “
#
x : l “ k
φlpXk,xl`1,Wlq : l ă k,
(51)
let v : O Ñ R be BpOq/BpRq-measurable, and assume for all x P O that řKk“0 Er|fpXk,x0 , 0q|2 `
|vpXk,x
0
q|2s ă 8. Then there exists a BpOq/BpRq-measurable u : O Ñ R such that for all x P O it
holds that
řK
k“1 Er|upXk,x1 q|2 ` |fpX1,x0 , vpX1,x0 qq|2s ă 8 and upxq “ ErfpX1,x0 , vpX1,x0 qqs.
Proof of Lemma 3.1. First, observe that the assumption that for all x P O, a, b P R it holds that
|fpx, aq ´ fpx, bq| ď L|a´ b| and the assumption that for all k P t0, 1, . . . , Ku, x P O it holds that
Er|fpXk,x
0
, 0q|2 ` |vpXk,x
0
q|2s ă 8 ensure that for all k P t0, 1, . . . , Ku, x P O it holds that
E
“|fpXk,x0 , vpXk,x0 qq|2‰ ď E“p|fpXk,x0 , 0q| ` L|vpXk,x0 q|q2‰
ď 2E“|fpXk,x
0
, 0q|2‰` 2L2 E“|vpXk,x
0
q|2‰ ă 8. (52)
Jensen’s inequality hence proves that there exists u : O Ñ R which satisfies that for all x P O it
holds that Er|fpX1,x0 , vpX1,x0 qq|s ď pEr|fpX1,x0 , vpX1,x0 qq|2sq1{2 ă 8 and
upxq “ ErfpX1,x
0
, vpX1,x
0
qqs. (53)
Next note that Klenke [39, Theorem 14.16] and (53) establish that u is BpOq/BpRq-measurable.
Moreover, observe that item (i) of Lemma 2.2 yields that for all k P t1, 2, . . . , Ku, x P O it
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holds that Xk,x1 : Ω Ñ O is σppWrqrPr1,k´1sXN0q/BpOq-measurable. Combining (51), (53), Jensen’s
inequality, the assumption that Wk, k P t0, 1, . . . , K ´ 1u, are independent random variables,
item (i) of Lemma 2.2, and Hutzenthaler et al. [36, Lemma 2.2] hence guarantees that for all
k P t1, 2, . . . , Ku, x P O it holds that
E
“|upXk,x1 q|2‰ “
ż
O
|upyq|2 `Xk,x1 pPq˘pdyq ď
ż
O
E
“|fpX1,y0 , vpX1,y0 qq|2‰ `Xk,x1 pPq˘pdyq
“ E
„ˇˇˇ
f
`
X
1,X
k,x
1
0
, vpX1,X
k,x
1
0
q˘ˇˇˇ2 “ E“|fpXk,x
0
, vpXk,x
0
q|2‰ ă 8. (54)
Combining this, (52), (53), and the fact that u is BpOq/BpRq-measurable completes the proof of
Lemma 3.1.
Lemma 3.2. Let d,K P N, L P R, O P BpRdqztHu, let fk : O ˆ R Ñ R, k P t0, 1, . . . , Ku,
be BpO ˆ Rq/BpRq-measurable, let g : O Ñ R be BpOq/BpRq-measurable, assume for all k P
t0, 1, . . . , Ku, x P O, a, b P R that |fkpx, aq ´ fkpx, bq| ď L|a ´ b|, let pS,Sq be a measurable
space, let φk : O ˆ S Ñ O, k P t0, 1, . . . , Ku, be pBpOq b Sq/BpOq-measurable, let pΩ,F ,Pq
be a probability space, let Wk : Ω Ñ S, k P t0, 1, . . . , Ku, be independent random variables, for
every k P t0, 1, . . . , Ku let Xk “ pXk,xl qpl,xqPt0,1,...,kuˆO : t0, 1, . . . , ku ˆ O ˆ Ω Ñ O satisfy for all
l P t0, 1, . . . , ku, x P O that
X
k,x
l “
#
x : l “ k
φlpXk,xl`1,Wlq : l ă k,
(55)
and assume for all k P t0, 1, . . . , Ku, x P O that Er|gpXk,x0 q|2`
řk´1
l“0 |flpXk,xl , 0q|2s ă 8. Then there
exist BpOq/BpRq-measurable vk : O Ñ R, k P t0, 1, . . . , Ku, such that for all k P t1, 2, . . . , Ku,
x P O it holds that Er|fk´1pXk,xk´1, vk´1pXk,xk´1qq| `
řk
l“1 |vlpXk,xl q|2s ă 8, v0pxq “ gpxq, and vkpxq “
Erfk´1pXk,xk´1, vk´1pXk,xk´1qqs.
Proof of Lemma 3.2. Throughout this proof let A Ď t0, 1, . . . , Ku satisfy that
A “
$’’’&
’’’’%
k P t0, 1, . . . , Ku :
¨
˚˚˚
˚˝
There exist BpOq/BpRq-measurable
vl : O Ñ R, l P t0, 1, . . . , ku, such that
for all l P t1, 2, . . . , ku, x P O it holds that
Er|fl´1pX l,xl´1, vl´1pX l,xl´1qq| `
řK
m“l |vlpXm,xl q|2s ă 8,
v0pxq “ gpxq, and vlpxq “ Erfl´1pX l,xl´1, vl´1pX l,xl´1qqs.
˛
‹‹‹‹‚
,///.
////-
. (56)
Note that the assumption that g is BpOq/BpRq-measurable ensures that 0 P A. Moreover,
observe that Lemma 3.1 (applied with d ð d, K ð K ´ k, L ð L, O ð O, f ð fk,
pS,Sq ð pS,Sq, pφlqlPt0,1,...,K´1u ð pφk`sqsPt0,1,...,K´k´1u, pΩ,F ,Pq ð pΩ,F ,Pq, pWlqlPt0,1,...,K´1u ð
pWk`sqsPt0,1,...,K´k´1u, v ð vk for k P t0, 1, . . . , K ´ 1u XA in the notation of Lemma 3.1) and the
assumption that for all k P t0, 1, . . . , Ku, x P O it holds that Er|gpXk,x0 q|2s ă 8 ensure that for all
k P t0, 1, . . . , K ´ 1u X A there exists vk`1 : O Ñ R which satisfies that
(I) it holds that vk`1 is BpOq/BpRq-measurable,
(II) it holds for all m P tk ` 1, . . . , Ku, x P O that Er|vk`1pXm,xk`1q|2s ă 8, and
(III) it holds for all x P O that Er|fkpXk`1,xk , vkpXk`1,xk qq|s ă 8 and
vk`1pxq “ ErfkpXk`1,xk , vkpXk`1,xk qqs. (57)
This demonstrates for all k P t0, 1, . . . , K ´ 1u X A that k ` 1 P A. Induction and the fact that
0 P A therefore establish that A “ t0, 1, . . . , Ku. This completes the proof of Lemma 3.2.
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Corollary 3.3. Let d,K P N, L, T P R, let tk P R, k P t0, 1, . . . , Ku, satisfy 0 “ t0 ă t1 ă
. . . ă tK “ T , let fk : Rd ˆ R Ñ R, k P t0, 1, . . . , Ku, be BpRd ˆ Rq/BpRq-measurable, let
g : Rd Ñ R be BpRdq/BpRq-measurable, assume for all k P t0, 1, . . . , Ku, x P Rd, a, b P R that
|fkpx, aq ´ fkpx, bq| ď L|a ´ b|, let pΩ,F ,Pq be a probability space, let W : r0, T s ˆ Ω Ñ Rd be
a standard Brownian motion, and assume for all x P O that Er|gpx ` WT q|2 `
řK´1
l“0 |flpx `
WT´tl , 0q|2s ă 8. Then there exist BpRdq/BpRq-measurable vk : Rd Ñ R, k P t0, 1, . . . , Ku, such
that for all k P t1, 2, . . . , Ku, x P O it holds that Er|fk´1px ` Wtk´tk´1 , vk´1px ` Wtk´tk´1qq| `řk
l“1 |vlpx`Wtk´Wtlq|2s ă 8, v0pxq “ gpxq, and vkpxq “ Erfk´1px`Wtk´tk´1, vk´1px`Wtk´tk´1qqs.
Proof of Corollary 3.3. First, observe that the assumption that W is a Brownian motion and the
assumption that for all x P Rd it holds that Er|gpx`WT q|2s ă 8 show that for all k P t1, 2, . . . , Ku
it holds that
E
“|gpx`Wtkq|2‰ “ r2πtks´d{2
ż
Rd
|gpx` zq|2 exp
´
´ }z}2
2tk
¯
dz
ď r2πtks´d{2
ż
Rd
|gpx` zq|2 exp
´
´ }z}2
2T
¯
dz “
”
T
tk
ıd{2
E
“|gpx`WT q|2‰ ă 8. (58)
Furthermore, note that the assumption thatW is a standard Brownian motion and the assumption
that ErřK´1k“0 |flpx`WT´tl , 0q|2s ă 8 show that for all k, l P t0, 1, . . . , Ku with k ě l it holds that
Er|flpx`Wtk´tl, 0q|2s ă 8. This, (58), and the assumption thatW is a standard Brownian motion
prove that for all k P t1, 2, . . . , Ku, x P Rd it holds that Er|gpx `Wtkq|2 `
řk´1
l“0 |flpx `Wtk ´
Wtl , 0q|2s ă 8. Lemma 3.2 (applied with d ð d, K ð K, L ð L, O ð Rd, pfkqkPt0,1,...,K´1u ð
pfkqkPt0,1,...,K´1u, g ð g, pS,Sq ð pRd,BpRdqq, pφkqkPt0,1,...,K´1u ð ppRd ˆ Rd Q px, wq ÞÑ x `
w P RdqqkPt0,1,...,K´1u, pΩ,F ,Pq ð pΩ,F ,Pq, pWkqkPt0,1,...,K´1u ð pWtk`1 ´WtkqkPt0,1,...,K´1u in the
notation of Lemma 3.2) and the assumption that W is a standard Brownian motion therefore
establish the claim. This completes the proof of Corollary 3.3.
Lemma 3.4. Let d,K P N, L P R, O P BpRdqztHu, let fk : O ˆ R Ñ R, k P t0, 1, . . . , Ku,
be BpO ˆ Rq/BpRq-measurable, let g : O Ñ R be BpOq/BpRq-measurable, assume for all k P
t0, 1, . . . , Ku, x P O, a, b P R that |fkpx, aq ´ fkpx, bq| ď L|a ´ b|, let pS,Sq be a measurable
space, let φk : O ˆ S Ñ O, k P t0, 1, . . . , Ku, be pBpOq b Sq/BpOq-measurable, let pΩ,F ,Pq
be a probability space, let Wk : Ω Ñ S, k P t0, 1, . . . , Ku, be independent random variables, for
every k P t0, 1, . . . , Ku let Xk “ pXk,xl qpl,xqPt0,1,...,kuˆO : t0, 1, . . . , ku ˆ O ˆ Ω Ñ O satisfy for all
l P t0, 1, . . . , ku, x P O that
X
k,x
l “
#
x : l “ k
φlpXk,xl`1,Wlq : l ă k,
(59)
assume for all k P t0, 1, . . . , Ku, x P O that Er|gpXk,x
0
q|2 ` řk´1l“0 |flpXk,xl , 0q|2s ă 8, and let
vk : O Ñ R, k P t0, 1, . . . , Ku, be BpOq/BpRq-measurable functions which satisfy for all k P
t1, 2, . . . , Ku, x P O that v0pxq “ gpxq and
vkpxq “ E
“
fk´1pXk,xk´1, vk´1pXk,xk´1qq
‰
(60)
(cf. Lemma 3.2). Then it holds for all k, l P t0, 1, . . . , Ku, x P O with k ě l that Er|vlpXk,xl q|s `řk´1
s“l E
“|fspXk,xs , vspXk,xs qq ´ vspXk,xs q|‰ ă 8 and
vkpxq “ E
“
vlpXk,xl q
‰` k´1ÿ
s“l
E
“
fspXk,xs , vspXk,xs qq ´ vspXk,xs q
‰
. (61)
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Proof of Lemma 3.4. Throughout this proof let k P t1, 2, . . . , Ku. Observe that Jensen’s inequality
and Lemma 3.2 prove that for all l P t0, 1, . . . , ku, x P O it holds that
Er|vlpXk,xl q|s ď
`
E
“|vlpXk,xl q|2‰ 1˘{2 ă 8. (62)
Combining the assumption that for all l P t0, . . . , k ´ 1u, x P O, a, b P R it holds that |flpx, aq ´
flpx, bq| ď L|a ´ b| and Er|flpXk,xl , 0q|2s ă 8 with Jensen’s inequality and Minkowski’s inequality
hence implies that for all l P t1, 2, . . . , ku, x P O it holds that
E
“|fl´1pXk,xl´1, vl´1pXk,xl´1qq|‰ ď ´E“|fl´1pXk,xl´1, vl´1pXk,xl´1qq|2‰ 1¯{2
ď
´
E
“|fl´1pXk,xl´1, 0q|2‰ 1¯{2 ` L´E“|vl´1pXk,xl´1q|2‰ 1¯{2 ă 8.
(63)
This and (62) establish that for all l P t0, 1, . . . , ku, x P O it holds that
E
«
|vlpXk,xl q| `
k´1ÿ
s“l
|fspXk,xs , vspXk,xs qq ´ vspXk,xs q|
ff
ă 8. (64)
In the next step we prove that for all l P t0, 1, . . . , ku, x P O it holds that
vkpxq “ E
“
vlpXk,xl q
‰` k´1ÿ
s“l
E
“
fspXk,xs , vspXk,xs qq ´ vspXk,xs q
‰
. (65)
For this we observe that item (i) of Lemma 2.2 ensures that
(I) for all l P t1, 2, . . . , ku it holds that OˆΩ Q px, ωq ÞÑ X l,xl´1pωq P O is pBpOqbσpWl´1q/BpOq-
measurable and
(II) for all l P t0, 1, . . . , ku, x P O it holds that Ω Q ω ÞÑ Xk,xl pωq P O is σppWmqmPrl,kqXN0q/BpOq-
measurable.
This, the assumption that Wm : Ω Ñ S, m P t0, 1, . . . , K ´ 1u, are independent random variables,
and Hutzenthaler et al. [36, Lemma 2.2] ensure that for all l P t1, 2, . . . , ku, x P O it holds thatż
O
E
”
|fl´1pX l,yl´1, vl´1pX l,yl´1qq|2
ı `
X
k,x
l pPq
˘pdyq “ E„ˇˇˇfl´1`X l,Xk,xll´1 , vl´1pX l,Xk,xll´1 q˘ˇˇˇ2

. (66)
Combining this with (59) ensures that for all l P t1, 2, . . . , ku, x P O it holds thatż
O
E
”
|fl´1pX l,yl´1, vl´1pX l,yl´1q|2
ı `
X
k,x
l pPq
˘pdyq “ E”|fl´1pXk,xl´1, vl´1pXk,xl´1qq|2ı. (67)
Jensen’s inequality and (63) hence guarantee that for all l P t1, 2, . . . , ku, x P O it holds thatż
O
E
”ˇˇ
fl´1pX l,yl´1, vl´1pX l,yl´1qq
ˇˇı `
X
k,x
l pPq
˘pdyq
ď
„ż
O
´
E
”ˇˇ
fl´1pX l,yl´1, vl´1pX l,yl´1qq
ˇˇı 2¯ `
X
k,x
l pPq
˘pdyq1{2
ď
„ż
O
E
”ˇˇ
fl´1pX l,yl´1, vl´1pX l,yl´1qq
ˇˇ
2
ı `
X
k,x
l pPq
˘pdyq1{2
“
´
E
”ˇˇ
fl´1pXk,xl´1, vl´1pXk,xl´1qq
ˇˇ
2
ı¯1{2
ă 8.
(68)
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The assumption that Wm : Ω Ñ S, m P t0, 1, . . . , K ´ 1u, are independent random variables,
item (I), item (II), and Hutzenthaler et al. [36, Lemma 2.2] therefore ensure that for all l P
t1, 2, . . . , ku, x P O it holds that
E
„
fl´1
`
X
l,X
k,x
l
l´1 , vl´1pX l,X
k,x
l
l´1 q
˘
“ E
„
max
"
fl´1
`
X
l,X
k,x
l
l´1 , vl´1pX l,X
k,x
l
l´1 q
˘
, 0
*
´ E
„
max
"
´fl´1
`
X
l,X
k,x
l
l´1 , vl´1pX l,X
k,x
l
l´1 q
˘
, 0
*
“
ż
O
E
”
max
!
fl´1pX l,yl´1, vl´1pX l,yl´1qq, 0
)ı `
X
k,x
l pPq
˘pdyq
´
ż
O
E
”
max
!
´fl´1pX l,yl´1, vl´1pX l,yl´1qq, 0
)ı `
X
k,x
l pPq
˘pdyq
“
ż
O
E
”
fl´1pX l,yl´1, vl´1pX l,yl´1qq
ı `
X
k,x
l pPq
˘pdyq.
(69)
Combining this with (59) yields for all l P t1, 2, . . . , ku, x P O that
E
”
fl´1pXk,xl´1, vl´1pXk,xl´1qq
ı
“
ż
O
E
”
fl´1pX l,yl´1, vl´1pX l,yl´1qq
ı `
X
k,x
l pPq
˘pdyq. (70)
Note that (60) hence implies for all l P t1, 2, . . . , ku, x P O that
E
”
fl´1pXk,xl´1, vl´1pXk,xl´1qq
ı
“
ż
Rd
vlpyq
`
Xkl pxqpPq
˘pdyq “ E“vlpXkl pxqq‰. (71)
This, (62), and (68) ensure that for all l P t1, 2, . . . , ku, x P O it holds that Er|vl´1pXk,xl´1q| `
|fl´1pXk,xl´1, vl´1pXk,xl´1qq ´ vl´1pXk,xl´1q|s ă 8 and
E
“
vlpXk,xl q
‰ “ E“vl´1pXk,xl´1q‰` E“fl´1pXk,xl´1, vl´1pXk,xl´1qq ´ vl´1pXk,xl´1q‰. (72)
The fact that for all x P O it holds that vkpxq “ ErvkpXk,xk qs and induction hence establish (61).
This completes the proof of Lemma 3.4.
Lemma 3.5 (A Gronwall lemma). Let α P r0,8q, K P N, and let L0, L1, . . . , LK´1 P r0,8q,
A0, A1, . . . , AK P r0,8q satisfy for all k P t0, 1, . . . , Ku that
Ak ď α`
k´1ÿ
l“0
LlAl. (73)
Then it holds for all k P t0, 1, . . . , Ku that
Ak ď α
k´1ź
l“0
p1` Llq ď α exp
˜
k´1ÿ
l“0
Ll
¸
. (74)
Proof of Lemma 3.5. Throughout this proof let A Ď t0, 1, . . . , Ku satisfy
A “
"
k P t0, 1, . . . , Ku :
ˆ
For all s P t0, 1, . . . , ku it holds that
As ď α
śs´1
l“0 p1` Lsq
˙*
. (75)
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Note that the fact that A0 ď α “ α
ś´1
l“0p1` Llq assures that 0 P A. Next observe that (73) and
the fact that for all l P t0, 1, . . . , Ku it holds thatśls“0p1`Lsq´śl´1s“0p1`Lsq “ Llśl´1s“0p1`Lsq
ensure that for all k P t0, 1, . . . , K ´ 1u X A it holds that
Ak`1 ď α `
kÿ
s“0
Ls α
s´1ź
l“0
p1` Lsq “ α ` α
kÿ
s“0
«
sź
l“0
p1` Llq ´
s´1ź
l“0
p1` Llq
ff
“ α ` α
«˜
kź
l“0
p1` Llq
¸
´ 1
ff
“ α
kź
l“0
p1` Llq.
(76)
This demonstrates that for all k P t0, 1, . . . , K ´ 1u X A it holds that k ` 1 P A. Induction and
the fact that 0 P A hence demonstrate that for all k P t0, 1, . . . , Ku it holds that
Ak ď α
k´1ź
l“0
p1` Llq. (77)
Combining this with the fact that for all t P R it holds that 1 ` t ď et establishes (74). This
completes the proof of Lemma 3.5.
Lemma 3.6. Let d,K P N, L0, L1, . . . , LK P R, O P BpRdqztHu, let fk : O ˆ R Ñ R, k P
t0, 1, . . . , Ku, be BpO ˆ Rq/BpRq-measurable, let g : O Ñ R be BpOq/BpRq-measurable, assume
for all k P t0, 1, . . . , Ku, x P O, a, b P R that |pfkpx, aq ´ aq ´ pfkpx, bq ´ bq| ď Lk|a´ b|, let pS,Sq
be a measurable space, let φk : O ˆ S Ñ O, k P t0, 1, . . . , Ku, be pBpOq b Sq/BpOq-measurable,
let pΩ,F ,Pq be a probability space, let Wk : Ω Ñ S, k P t0, 1, . . . , Ku, be independent random
variables, for every k P t0, 1, . . . , Ku let Xk “ pXk,xl qpl,xqPt0,1,...,kuˆO : t0, 1, . . . , ku ˆ O ˆ Ω Ñ O
satisfy for all l P t0, 1, . . . , ku, x P O that
X
k,x
l “
#
x : l “ k
φlpXk,xl`1,Wlq : l ă k,
(78)
assume for all k P t0, 1, . . . , Ku, x P O that Er|gpXk,x0 q|2 `
řk´1
l“0 |flpXk,xl , 0q|2s ă 8, and let
v0, v1, . . . , vK : O Ñ R be BpOq/BpRq-measurable functions which satisfy for all k P t1, 2, . . . , Ku,
x P O that v0pxq “ gpxq and
vkpxq “ Erfk´1pXk,xk´1, vk´1pXk,xk´1qqs (79)
(cf. Lemma 3.2). Then it holds for all k P t0, 1, . . . , Ku, x P O that
´
E
“|vkpXK,xk q|2‰ 1¯{2 ď exp
˜
K´1ÿ
l“0
Ll
¸«´
E
“|gpXK,x0 q|2‰ 1¯{2 ` K´1ÿ
l“0
´
E
“|flpXK,xl , 0q|2‰ 1¯{2
ff
. (80)
Proof of Lemma 3.6. First, observe that Lemma 3.2 ensures that for all k P t0, 1, . . . , Ku, x P O
it holds that
E
“|vkpXK,xk q|2‰ ă 8. (81)
Moreover, note that Lemma 3.4 yields that for all k P t0, 1, . . . , Ku, x P O it holds that
vkpxq “ E
“
gpXk,x
0
q‰` k´1ÿ
l“0
E
“
flpXk,xl , vlpXk,xl qq ´ vlpXk,xl q
‰
. (82)
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Minkowski’s inequality therefore guarantees for all k P t0, 1, . . . , Ku, x P O that
´
E
“|vkpXK,xk q|2‰ 1¯{2 “
„ż
O
|vkpyq|2
`
X
K,x
k pPq
˘pdyq1{2
ď
„ż
O
ˇˇ
ErgpXk,y0 qs
ˇˇ
2 `
X
K,x
k pPq
˘pdyq1{2
`
k´1ÿ
l“0
„ż
O
ˇˇ
E
“
flpXk,yl pyq, vlpXk,yl qq ´ vlpXk,yl q
‰ˇˇ2 `
X
K,x
k pPq
˘pdyq1{2 .
(83)
Jensen’s inequality hence yields for all k P t0, 1, . . . , Ku, x P O that
´
E
“|vkpXK,xk q|2‰ 1¯{2 ď
„ż
O
E
“|gpXk,y
0
q|2‰`XK,xk pPq˘pdyq
1{2
`
k´1ÿ
l“0
„ż
O
E
”ˇˇ
flpXk,yl , vlpXk,yl qq ´ vlpXk,yl q
ˇˇ
2
ı`
X
K,x
k pPq
˘pdyq1{2 . (84)
Next observe that item (i) of Lemma 2.2 yields that for all k P t0, 1, . . . , Ku, x P O it holds that
X
K,x
k : Ω Ñ O is σppWmqmPrk,KqXN0q/BpOq-measurable. This, the fact that for all k P t0, 1, . . . , Ku
it holds that O ˆ Ω Q px, ωq ÞÑ gpXk,x
0
pωqq P R is pBpOq b σppWmqmPr0,kqXN0qq/BpRq-measurable,
the assumption that Wl : Ω Ñ S, l P t0, 1, . . . , K ´ 1u, are independent random variables, and
Hutzenthaler et al. [36, Lemma 2.2] therefore demonstrate that for all k P t0, 1, . . . , Ku, x P O it
holds that ż
O
E
“|gpXk,y
0
q|2‰`XK,xk pPq˘pdyq “ E
„ˇˇˇ
g
`
X
k,X
K,x
k
0
˘ˇˇˇ2
. (85)
Moreover, note that the fact that for all k, l P N0, x P O with l ď k ď K it holds that Xk,xl : Ω Ñ O
is σppWmqmPrl,kqXN0q/BpOq-measurable (cf. item (i) of Lemma 2.2), the assumption that Wl : Ω Ñ
S, l P t0, 1, . . . , K ´ 1u, are independent random variables, and Hutzenthaler et al. [36, Lemma
2.2] demonstrate that for all k P t0, 1, . . . , Ku, l P t0, 1, . . . , k ´ 1u, x P O it holds that
k´1ÿ
l“0
ż
O
E
“|flpXk,yl , vlpXk,yl qq ´ vlpXk,yl q|2‰`XK,xk pPq˘pdyq
“
k´1ÿ
l“0
E
„ˇˇˇ
flpXk,X
K,x
k
l , vlpXk,X
K,x
k
l qq ´ vlpXk,X
K,x
k
l q
ˇˇˇ
2

.
(86)
This, (78), (84), and (85) ensure for all k P t0, 1, . . . , Ku, x P O that
´
E
“|vkpXK,xk q|2‰ 1¯{2
ď
ˆ
E
„ˇˇˇ
g
`
X
k,X
K,x
k
0
˘ˇˇˇ2 1˙{2 ` k´1ÿ
l“0
ˆ
E
„ˇˇˇ
fl
`
X
k,X
K,x
k
l q, vlpXk,X
K,x
k
l q
˘´ vlpXk,XK,xkl qˇˇˇ2
 1˙{2
“
´
E
“|gpXK,x0 q|2‰ 1¯{2 ` k´1ÿ
l“0
´
E
“|flpXK,xl , vlpXK,xl qq ´ vlpXK,xl q|2‰ 1¯{2 .
(87)
Minkowski’s inequality and the assumption that for all k P t0, 1, . . . , K ´ 1u, a, b P R, x P O it
holds that |pfkpx, aq´aq´pfkpx, bq´ bq| ď Lk|a´ b| hence guarantee that for all k P t0, 1, . . . , Ku,
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x P O it holds that´
E
“|vkpXK,xk q|2‰ 1¯{2
ď
´
E
“|gpXK,x0 q|2‰ 1¯{2 ` k´1ÿ
l“0
„´
E
“|flpXK,xl , 0q|2‰ 1¯{2 ` Ll ´E“|vlpXK,xl q|2‰ 1¯{2

“
«´
E
“|gpXK,x0 q|2‰ 1¯{2 ` K´1ÿ
l“0
´
E
“|flpXK,xl , 0q|2‰ 1¯{2
ff
`
k´1ÿ
l“0
Ll
´
E
“|vlpXK,xl q|2‰ 1¯{2 .
(88)
Lemma 3.5 and (81) hence ensure for all k P t0, 1, . . . , Ku, x P O that
´
E
“|vkpXK,xk q|2‰ 1¯{2 ď exp
˜
k´1ÿ
l“0
Ll
¸«´
E
“|gpXK,x0 q|2‰ 1¯{2 ` K´1ÿ
l“0
´
E
“|flpXK,xl , 0q|2‰ 1¯{2
ff
. (89)
This establishes (80). This completes the proof of Lemma 3.6.
3.2 Bias and variance estimates for MLP approximations
Lemma 3.7. Assume Setting 2.1, let c, L0, L1, . . . , LK P r0,8q satisfy for all k P t0, 1, . . . , Ku,
x P O, a, b P R that |pfkpx, aq ´ aq ´ pfkpx, bq ´ bq| ď Lk|a ´ b|, assume for all k, l P N0 with
l ă k ď K that Ll ď cPpR0k “ lq, and assume for all k P t0, 1, . . . , Ku, x P O that Er|gpX0,k,x0 q|2`řk´1
l“0 |flpX0,k,xl , 0q|2s ă 8. Then it holds for all k P t1, 2, . . . , Ku, n P N, x P O that Er|gpX0,k,x0 q|s`řk´1
l“0 Er|flpX0,k,xl , V 0l,n´1pX0,k,xl qq ´ V 0l,n´1pX0,k,xl q|s ă 8 and
E
“
V 0k,npxq
‰ “ E“gpX0,k,x
0
q‰` k´1ÿ
l“0
E
“
flpX0,k,xl , V 0l,n´1pX0,k,xl qq ´ V 0l,n´1pX0,k,xl q
‰
. (90)
Proof of Lemma 3.7. First, observe that Lemma 2.11 guarantees that for all k, l, n P N0, x P O
with l ď k ď K it holds that Er|V 0l,npX0,k,xl q|2s ă 8. This, the assumption that for all k P
t0, 1, . . . , K ´ 1u, x P O, a, b P R it holds that |pfkpx, aq ´ aq ´ pfkpx, bq ´ bq| ď Lk|a ´ b|, the
assumption that for all k P t0, 1, . . . , Ku, x P O it holds that Er|gpX0,k,x0 q|2`
řk´1
l“0 |flpX0,k,xl , 0q|2s ă
8, and (4) ensure that for all k P t1, 2, . . . , Ku, n P N, x P O it holds that Er|gpX0,k,x0 q| `řk´1
l“0 |flpX0,k,xl , V 0l,n´1pX0,k,xl qq ´ V 0l,n´1pX0,k,xl q|s ă 8 and
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“
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.
(91)
Next note that the fact that for all θ P Θ, k P t1, 2, . . . , Ku it holds that PpRθk P t0, 1, . . . , k´1uq “
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1 ensures that for all n,m P N, k P t1, 2, . . . , Ku, j P t1, 2, . . . , n´ 1u, x P O it holds that
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(92)
Item (i) of Lemma 2.2, item (i) of Lemma 2.3, and the fact that for all n,m P N, j P t1, 2, . . . , n´
1u it holds that σppRp0,j,mqs qsPt1,2,...,Kuq and σppRp0,j,m,ϑqs qps,ϑqPt1,2,...,KuˆΘ, pRp0,´j,m,ϑqs qps,ϑqPt1,2,...,KuˆΘ,
pW p0,j,m,ϑqs qps,ϑqPt0,1,...,K´1uˆΘ, pW p0,j,´m,ϑqs qps,ϑqPt0,1,...,K´1uˆΘ, pW p0,j,mqs qsPt0,1,...,K´1uq are independent
therefore ensure that for all n,m P N, k P t1, 2, . . . , Ku, j P t1, 2, . . . , n´ 1u, x P O it holds that
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(93)
The fact that for all θ P Θ, k P t1, 2, . . . , Ku, l P t0, 1, . . . , k ´ 1u with PpRθk “ lq ą 0 it holds
that PpRθk “ lq “ pk,l and the fact that for all θ P Θ, k P t1, 2, . . . , Ku, l P t0, 1, . . . , k ´ 1u
with PpRθk “ lq “ 0 it holds that Ll “ 0 hence yield that for all n,m P N, k P t1, 2, . . . , Ku,
j P t1, 2, . . . , n´ 1u, x P O it holds that
E
«
1
p
k,R
p0,j,mq
k
´
f
R
p0,j,mq
k
`
X
p0,j,mq,k,x
R
p0,j,mq
k
, V
p0,j,mq
R
p0,j,mq
k
,j
pXp0,j,mq,k,x
R
p0,j,mq
k
q˘´ V p0,j,mq
R
p0,j,mq
k
,j
pXp0,j,mq,k,x
R
p0,j,mq
k
q
¯ff
´ E
«
1
p
k,R
p0,j,mq
k
´
f
R
p0,j,mq
k
`
X
p0,j,mq,k,x
R
p0,j,mq
k
, V
p0,j,´mq
R
p0,j,mq
k
,j´1
pXp0,j,mq,k,x
R
p0,j,mq
k
q˘´ V p0,j,´mq
R
p0,j,mq
k
,j´1
pXp0,j,mq,k,x
R
p0,j,mq
k
q
¯ff
“
k´1ÿ
l“0
«
E
”
flpXp0,j,mq,k,xl , V p0,j,mql,j pXp0,j,mq,k,xl qq ´ V p0,j,mql,j pXp0,j,mq,k,xl q
ı
´ E
”
flpXp0,j,mq,k,xl , V p0,j,´mql,j´1 pXp0,j,mq,k,xl qq ´ V p0,j,´mql,j´1 pXp0,j,mq,k,xl q
ı ff
.
(94)
This and Corollary 2.10 assure that for all n,m P N, k P t1, 2, . . . , Ku, j P t0, 1, . . . , n´ 1u, x P O
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it holds that
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This, (91), and item (i) of Lemma 2.8 imply that for all k P t1, 2, . . . , Ku, n P N, x P O it holds
that
E
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The fact that for all k P t0, 1, . . . , Ku, x P O it holds that V 0k,0pxq “ 0 therefore implies that for
all k P t1, 2, . . . , Ku, n P N, x P O it holds that
E
“
V 0k,npxq
‰ “ E”gpX0,k,x
0
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This establishes (90). This completes the proof of Lemma 3.7.
Lemma 3.8 (Bias estimate). Assume Setting 2.1, let c, L0, L1, . . . , LK P r0,8q satisfy for all
k P t0, 1, . . . , Ku, x P O, a, b P R that |pfkpx, aq ´ aq ´ pfkpx, bq ´ bq| ď Lk|a ´ b|, assume for
all k, l P N0 with l ă k ď K that Ll ď cPpR0k “ lq, assume for all k P t0, 1, . . . , Ku, x P O that
Er|gpX0,k,x
0
q|2 `řk´1l“0 |flpX0,k,xl , 0q|2s ă 8, and let vk : O Ñ R, k P t0, 1, . . . , Ku, be BpOq/BpRq-
measurable functions which satisfy for all k P t1, 2, . . . , Ku, x P O that v0pxq “ gpxq and
vkpxq “ E
“
fk´1pX0,k,xk´1 , vk´1pX0,k,xk´1 qq
‰
(98)
(cf. Lemma 3.2). Then it tholds for all k P t1, 2, . . . , Ku, n P N, x P O that
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2
ı¸
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Proof of Lemma 3.8. First, observe that Lemma 3.4 ensures for all k P t1, 2, . . . , Ku, x P O that
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Moreover, note that Lemma 3.7 proves that for all k P t1, 2, . . . , Ku, n P N, x P O it holds that
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This and (100) ensure that for all k P t1, 2, . . . , Ku, n P N, x P O it holds that
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The assumption that for all k P t0, 1, . . . , K ´ 1u, a, b P R, x P O it holds that |pfkpx, aq ´ aq ´
pfkpx, bq ´ bq| ď Lk|a ´ b| hence yields that for all k P t1, 2, . . . , Ku, n P N, x P O it holds that
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The Cauchy-Schwarz inequality therefore shows that for all k P t0, 1, . . . , Ku, n P N, x P O it
holds that
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(104)
This establishes (99). This completes the proof of Lemma 3.8.
Lemma 3.9 (Variance estimate). Assume Setting 2.1, let L0, L1, . . . , LK P r0,8q satisfy for all
k P t0, 1, . . . , Ku, x P O, a, b P R that |pfkpx, aq ´ aq ´ pfkpx, bq ´ bq| ď Lk|a ´ b|, and assume for
all k P t0, 1, . . . , Ku, x P O that Er|gpX0,k,x0 q|2 `
řk´1
l“0 |flpX0,k,xl , 0q|2s ă 8. Then it holds for all
k P t1, 2, . . . , Ku, n P N, x P O that
Var
“
V 0k,npxq
‰ ď 1
Mn
E
”
|gpX0,k,x0 q|2 `
ˇˇ řk´1
l“0 flpX0,k,xl , 0q
ˇˇ
2
ı
`
n´1ÿ
j“1
1
Mn´j
„
max
lPt0,1,...,k´1u
Ll
pk,l
˜k´1ÿ
l“0
Ll E
”ˇˇ
V 0l,jpX0,k,xl q ´ V 1l,j´1pX0,k,xl q
ˇˇ
2
ı¸
.
(105)
Proof of Lemma 3.9. First, observe that item (i) of Lemma 2.2, item (ii) of Lemma 2.3, and the
fact that for all k P t1, 2, . . . , Ku it holds that tW θs ,Rθk : θ P Θ, s P t0, 1, . . . , K ´ 1uu is a family of
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independent random variables ensure that for all k P t1, 2, . . . , Ku, n P N, x P O it holds that
Var
“
V 0k,npxq
‰ “ Mnÿ
m“1
Var
«
gpXp0,0,´mq,k,x
0
q
Mn
ff
`
Mnÿ
m“1
Var
«řk´1
l“0 flpXp0,0,mq,k,xl , 0q
Mn
ff
`
n´1ÿ
j“1
Mn´jÿ
m“1
Var
«ˆf
R
p0,j,mq
k
pXp0,j,mq,k,x
R
p0,j,mq
k
, V
p0,j,mq
R
p0,j,mq
k
,j
pXp0,j,mq,k,x
R
p0,j,mq
k
qq ´ V p0,j,mq
R
p0,j,mq
k
,j
pXp0,j,mq,k,x
R
p0,j,mq
k
q
Mn´j
´
f
R
p0,j,mq
k
pXp0,j,mq,k,x
R
p0,j,mq
k
, V
p0,j,´mq
R
p0,j,mq
k
,j´1
pXp0,j,mq,k,x
R
p0,j,mq
k
qq ´ V p0,j,´mq
R
p0,j,mq
k
,j´1
pXp0,j,mq,k,x
R
p0,j,mq
k
q
Mn´j
˙
¨ 1
p
k,R
p0,j,mq
k
ff
.
(106)
Item (i) of Lemma 2.8 and item (iii) of Proposition 2.9 therefore ensure that for all k P t1, 2, . . . , Ku,
n P N, x P O it holds that
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Combining this with the fact that for every random variable X : Ω Ñ R with Er|X |s ă 8 it holds
that VarrX s ď Er|X |2s P r0,8s and Lemma 2.11 yields that for all k P t0, 1, . . . , Ku, n P N, x P O
it holds that
Var
“
V 0k,npxq
‰ ď 1
Mn
E
„
|gpX0,k,x0 q|2 `
ˇˇˇřk´1
l“0 flpX0,k,xl , 0q
ˇˇˇ
2

`
n´1ÿ
j“1
1
Mn´j
E
„ˇˇˇ
1
pk,R0
k
`
fR0
k
pX0,k,x
R0
k
, V 0
R0
k
,jpX0,k,xR0
k
qq ´ V 0
R0
k
,jpX0,k,xR0
k
q˘
´ `fR0
k
pX0,k,x
R0
k
, V 1
R0
k
,j´1pX0,k,xR0
k
qq ´ V 1
R0
k
,j´1pX0,k,xR0
k
q˘ˇˇˇ2.
(108)
Moreover, note that item (ii) of Lemma 2.2, item (i) of Lemma 2.3, the fact that σppR0sqsPt1,2,...,Kuq
and σppRp0,ηqs qps,ηqPt1,2,...,KuˆΘ, pW p0,ηqs qps,ηqPt0,1,...,K´1uˆΘ, pW 0s qsPt0,1,...,K´1uq are independent sigma-
algebras, and the fact that σppR0sqsPt1,2,...,Kuq and σppRp1,ηqs qps,ηqPt1,2,...,KuˆΘ, pW p1,ηqs qps,ηqPt0,1,...,K´1uˆΘ,
pW 0s qsPt0,1,...,K´1uq are independent sigma-algebras on Ω ensure that for all k P t1, 2, . . . , Ku, n P N,
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j P t1, 2, . . . , n´ 1u, x P O it holds that
E
„ˇˇˇ
1
pk,R0
k
`
fR0
k
pX0,k,x
R0
k
, V 0
R0
k
,jpX0,k,xR0
k
qq ´ V 0
R0
k
,jpX0,k,xR0
k
q˘
´ `fR0
k
pX0,k,x
R0
k
, V 1
R0
k
,j´1pX0,k,xR0
k
qq ´ V 1
R0
k
,j´1pX0,k,xR0
k
q˘ˇˇˇ2
“
k´1ÿ
l“0
E
„
1tR0
k
“lu
|pk,l|2
ˇˇ`
fl
`
X
0,k,x
l , V
0
l,jpX0,k,xl q
˘´ V 0l,jpX0,k,xl q˘
´ `flpX0,k,xl , V 1l,j´1pX0,k,xl qq ´ V 1l,j´1pX0,k,xl q˘ˇˇ2

“
k´1ÿ
l“0
1
pk,l
E
”ˇˇ`
flpX0,k,xl , V 0l,jpX0,k,xl qq ´ V 0l,jpX0,k,xl q
˘
´ `flpX0,k,xl , V 1l,j´1pX0,k,xl qq ´ V 1l,j´1pX0,k,xl q˘ˇˇ2ı.
(109)
This and (108) yield that for all k P t1, 2, . . . , Ku, n P N, x P O it holds that
Var
“
V 0k,npxq
‰ ď 1
Mn
E
”
|gpX0,k,x0 q|2 `
ˇˇ řk´1
l“0 flpX0,k,xl , 0q
ˇˇ
2
ı
`
n´1ÿ
j“1
1
Mn´j
k´1ÿ
l“0
1
pk,l
E
”ˇˇ`
flpX0,k,xl , V 0l,jpX0,k,xl qq ´ V 0l,jpX0,k,xl q
˘
´ `flpX0,k,xl , V 1l,j´1pX0,k,xl qq ´ V 1l,j´1pX0,k,xl q˘ˇˇ2ı.
(110)
The assumption that for all k P t0, 1, . . . , K ´ 1u, a, b P R, x P O it holds that |pfkpx, aq ´ aq ´
pfkpx, bq´ bq| ď Lk|a´ b| therefore implies that for all k P t1, 2, . . . , Ku, n P N, x P O it holds that
Var
“
V 0k,npxq
‰ ď 1
Mn
E
”
|gpX0,k,x
0
q|2 ` ˇˇ řk´1l“0 flpX0,k,xl , 0qˇˇ2ı
`
n´1ÿ
j“1
1
Mn´j
k´1ÿ
l“0
L2l
pk,l
E
”ˇˇ
V 0l,jpX0,k,xl q ´ V 1l,j´1pX0,k,xl q
ˇˇ
2
ı
.
(111)
Hölder’s inequality hence ensures for all k P t1, 2, . . . , Ku, n P N, x P O that
Var
“
V 0k,npxq
‰ ď 1
Mn
E
”
|gpX0,k,x0 q|2 `
ˇˇ řk´1
l“0 flpX0,k,xl , 0q
ˇˇ
2
ı
`
n´1ÿ
j“1
1
Mn´j
„
max
lPr0,kqXN0
Ll
pk,l
˜k´1ÿ
l“0
Ll E
”ˇˇ
V 0l,jpX0,k,xl q ´ V 1l,j´1pX0,k,xl q
ˇˇ
2
ı¸
.
(112)
This establishes (105). This completes the proof of Lemma 3.9.
3.3 Recursive error estimates for MLP approximations
Lemma 3.10. Assume Setting 2.1, let c P r0,8q, let αk, βk, Lk P r0,8q, k P t0, 1, . . . , Ku,
assume for all k P t0, 1, . . . , Ku, x P O that Er|gpX0,k,x0 q|2 `
řk´1
l“0 |flpX0,k,xl , 0q|2s ă 8, assume
for all k P t0, 1, . . . , K ´ 1u, x P O, a, b P R that |pfkpx, aq ´ aq ´ pfkpx, bq ´ bq| ď Lk|a ´ b|,
assume for all k, l P N0 with l ă k ď K that Ll ď cPpR0k “ lq, assume for all l P t0, 1, . . . , K ´ 1u
28
that Ll
řK
k“l`1 αk ď βl
řK´1
j“0 Lj, and let vk : O Ñ R, k P t0, 1, . . . , Ku, be BpOq/BpRq-measurable
functions which satisfy for all k P t1, 2, . . . , Ku, x P O that v0pxq “ gpxq and
vkpxq “ E
“
fk´1pX0,k,xk´1 , vk´1pX0,k,xk´1 qq
‰
(113)
(cf. Lemma 3.2). Then it holds for all n P N, x P O that˜
Kÿ
k“0
αk E
”ˇˇ
V 0k,npX0,K,xk q ´ vkpX0,K,xk q
ˇˇ
2
ı 1¸{2
ď 1?
Mn
«
Kÿ
k“0
αk
ff1{2 «´
E
”ˇˇ
gpX0,K,x0 q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
` 2
„
max
k,lPr0,KsXN0,kąl
ˆ
Ll
pk,l
˙»–n´1ÿ
j“0
1?
Mn´j´1
˜
K´1ÿ
k“0
βk E
”ˇˇ
V 0k,jpX0,K,xk q ´ vkpX0,K,xk q
ˇˇ
2
ı 1¸{2fifl.
(114)
Proof of Lemma 3.10. First, note that Minkowski’s inequality guarantees that for all n P N0,
x P O it holds that˜
Kÿ
k“0
αk E
”ˇˇ
V 0k,n ´ vk
ˇˇ
2pX0,K,xk q
ı 1¸{2
ď
˜
Kÿ
k“0
αk E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı
1¸{2
`
˜
Kÿ
k“0
αk E
”ˇˇ
E
“
V 0k,n
‰´ vk ˇˇ2pX0,K,xk qı
1¸{2
.
(115)
Moreover, note that Lemma 3.8 ensures that for all k P t1, 2, . . . , Ku, n P N, x P O it holds that
ˇˇ
E
“
V 0k,npxq
‰´ vkpxqˇˇ2 ď
˜
k´1ÿ
l“0
Ll
¸˜
k´1ÿ
l“0
Ll E
”ˇˇ
V 0l,n´1pX0,k,xl q ´ vlpX0,k,xl q
ˇˇ
2
ı¸
. (116)
In addition, observe that item (ii) of Lemma 2.2 and item (i) of Lemma 2.3 ensure that for all
k, l, n P N0 with l ď k ď K it holds that O ˆ Ω Q px, ωq ÞÑ V 0l,npX0,k,xl pωq, ωq P R is pBpOq b
σppRp0,ϑqs qps,ϑqPt1,2,...,KuˆΘ, pW p0,ϑqs qps,ϑqPt0,1,...,K´1uˆΘ, pW 0s qsPrl,kqXN0qq/BpRq-measurable. Combining
this and the fact that for all k, l P N0 with l ď k ď K it holds that σppW 0s qsPrk,K´1sXN0q and
σppRp0,ϑqs qps,ϑqPt1,2,...,KuˆΘ, pW 0s qsPrl,kqXN0, pW p0,ϑqs qps,ϑqPt0,1,...,K´1uˆΘq are independent sigma-algebras
on Ω with Lemma 3.8 and Hutzenthaler et al. [36, Lemma 2.2] ensures that for all k P t1, 2, . . . , Ku,
n P N, x P O it holds that
E
”ˇˇ
E
“
V 0k,n
‰´ vk ˇˇ2pX0,K,xk ˘ı “
ż
O
ˇˇ
E
“
V 0k,npyq
‰´ vkpyqˇˇ2 ”`X0,K,xk pPq˘pdyqı
ď
ż
O
˜
k´1ÿ
l“0
Ll
¸˜
k´1ÿ
l“0
Ll E
”ˇˇ
V 0l,n´1pX0,k,yl q ´ vlpX0,k,yl q
ˇˇ
2
ı¸”`
X
0,K,x
k pPq
˘pdyqı
“
˜
k´1ÿ
l“0
Ll
¸˜
k´1ÿ
l“0
Ll
ż
O
E
”ˇˇ
V 0l,n´1pX0,k,yl q ´ vlpX0,k,yl q
ˇˇ
2
ı”`
X
0,K,x
k pPq
˘pdyqı
¸
“
˜
k´1ÿ
l“0
Ll
¸˜
k´1ÿ
l“0
Ll E
„ˇˇˇ
V 0l,n´1
`
X
0,k,X
0,K,x
k
l
˘´ vl`X0,k,X0,K,xkl ˘ˇˇˇ2
¸
“
˜
k´1ÿ
l“0
Ll
¸˜
k´1ÿ
l“0
Ll E
”
|V 0l,n´1pX0,K,xl q ´ vlpX0,K,xl q
ˇˇ
2
ı¸
.
(117)
29
This and the fact that for all n P N, x P O it holds that V 0
0,npxq “ gpxq demonstrate that for all
n P N, x P O it holds that
Kÿ
k“0
αk E
”ˇˇ
E
“
V 0k,n
‰´ vk ˇˇ2pX0,K,xk qı
ď
Kÿ
k“1
αk
˜
k´1ÿ
l“0
Ll
¸˜
k´1ÿ
l“0
Ll E
”ˇˇ
V 0l,n´1pX0,K,xl q ´ vlpX0,K,xl q
ˇˇ
2
ı¸
“
K´1ÿ
l“0
Kÿ
k“l`1
αk
˜
k´1ÿ
j“0
Lj
¸
Ll E
”ˇˇ
V 0l,n´1pX0,K,xl q ´ vlpX0,K,xl q
ˇˇ
2
ı
ď
˜
K´1ÿ
j“0
Lj
¸
K´1ÿ
l“0
Ll
˜
Kÿ
k“l`1
αk
¸
E
”ˇˇ
V 0l,n´1pX0,K,xl q ´ vlpX0,K,xl q
ˇˇ
2
ı
.
(118)
Next note that the fact that for all l P t0, 1, . . . , K ´ 1u with PpR0K “ lq ą 0 it holds that
PpR0K “ lq “ pK,l, the fact that for all l P t0, 1, . . . , K ´ 1u with PpR0K “ lq “ 0 it holds that
Ll “ 0, and the fact that
řK´1
l“0 PpR0K “ lq “ 1 ensure that
K´1ÿ
l“0
Ll “
K´1ÿ
l“0
Ll 1p0,8qpPpR0K “ lqq
“
K´1ÿ
l“0
Ll
pK,l
pK,l 1p0,8qpPpR0K “ lqq “
K´1ÿ
l“0
Ll
pK,l
PpR0K “ lq1p0,8qpPpR0K “ lqq
ď
„
max
lPt0,1,...,K´1u
Ll
pK,l
«K´1ÿ
l“0
PpR0K “ lq1p0,8qpPpR0K “ lqq
ff
“
„
max
lPt0,1,...,K´1u
Ll
pK,l
«K´1ÿ
l“0
PpR0K “ lq
ff
“
„
max
lPt0,1,...,K´1u
Ll
pK,l

.
(119)
The assumption that for all l P t0, 1, . . . , K´1u it holds that Ll
řK
k“l`1 αk ď βl
řK´1
j“0 Lj and (118)
therefore ensure that for all n P N, x P O it holds that
Kÿ
k“0
αk E
”ˇˇ
E
“
V 0k,n
‰´ vk ˇˇ2pX0,K,xk qı
ď
«
K´1ÿ
j“0
Lj
ff2˜K´1ÿ
l“0
βl E
”ˇˇ
V 0l,n´1pX0,K,xl q ´ vlpX0,K,xl q
ˇˇ
2
ı¸
ď
„
max
jPr0,KqXN0
Lj
pK,j
2˜K´1ÿ
l“0
βl E
”ˇˇ
V 0l,n´1pX0,K,xl q ´ vlpX0,K,xl q
ˇˇ
2
ı¸
.
(120)
In the next step we note that item (i) of Lemma 2.3 ensures that for all n P N0, k P t0, 1, . . . , Ku
it holds that
O ˆ Ω Q px, ωq ÞÑ
ˇˇˇ
ˇV 0k,npx, ωq ´
ż
Ω
V 0k,npx, ξqPpdξq
ˇˇˇ
ˇ
2
P R (121)
is pBpOq b σppRp0,ϑqs qps,ϑqPt1,2,...,KuˆΘ, pW p0,ϑqs qps,ϑqPt0,1,...,K´1uˆΘqq/BpRq-measurable. The fact that
σppRp0,ϑqs qps,ϑqPt1,2,...,KuˆΘ, pW p0,ϑqs qps,ϑqPt0,1,...,K´1uˆΘq and σppW 0s qsPt0,1,...,K´1uq are independent, item
30
(i) of Lemma 2.2, and Hutzenthaler et al. [36, Lemma 2.2] hence show that for all k P t0, 1, . . . , Ku,
n P N, x P O it holds that
E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı “
ż
O
E
”ˇˇ
V 0k,npyq ´ E
“
V 0k,npyq
‰ˇˇ2ı `
X
0,K,x
k pPq
˘pdyq. (122)
Lemma 3.9 hence guarantees for all k P t1, 2, . . . , Ku, n P N, x P O that
E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı
ď
ż
O
1
Mn
E
„ˇˇ
gpX0,k,y0 q
ˇˇ
2 `
ˇˇˇÿk´1
l“0
flpX0,k,yl , 0q
ˇˇˇ
2

pX0,K,xk pPq
˘pdyq
`
ż
O
n´1ÿ
j“1
maxlPt0,1,...,k´1up Llpk,l q
Mn´j
˜
k´1ÿ
l“0
Ll E
”ˇˇ
V 0l,jpX0,k,yl q ´ V 1l,j´1pX0,k,yl q
ˇˇ
2
ı¸ `
X
0,K,x
k pPq
˘pdyq.
(123)
Combining this with item (i) of Lemma 2.2 and Hutzenthaler et al. [36, Lemma 2.2] yields that
for all k P t1, 2, . . . , Ku, n P N, x P O it holds that
E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı
ď 1
Mn
E
„ˇˇˇ
g
`
X
0,k,X
0,K,x
k
0
˘ˇˇˇ2 ` ˇˇˇÿk´1
l“0
fl
`
X
0,k,X
0,K,x
k
l , 0
˘ˇˇˇ2
`
ż
O
n´1ÿ
j“1
maxlPt0,1,...,k´1up Llpk,l q
Mn´j
˜
k´1ÿ
l“0
Ll E
”ˇˇ
V 0l,jpX0,k,yl q ´ V 1l,j´1pX0,k,yl q
ˇˇ
2
ı¸ `
X
0,K,x
k pPq
˘pdyq.
(124)
Next observe that item (ii) of Lemma 2.2 and item (i) of Lemma 2.3 show that for all k, l P N0, n P
N with l ď k ď K it holds that OˆΩ Q px, ωq ÞÑ |V 0l,npX0,k,xl pωq, ωq´V 1l,n´1pX0,k,xl pωq, ωq|2 P r0,8q
is pBpOqbσppRp0,ηqs qps,ηqPt1,2,...,KuˆΘ, pRp1,ηqs qps,ηqPt1,2,...,KuˆΘ, pW p0,ηqs qps,ηqPt0,1,...,K´1uˆΘ, pW 0s qsPrl,kqXN0,
pW p1,ηqs qps,ηqPt0,1,...,K´1uˆΘqq/Bpr0,8qq-measurable. This, the fact that for all k, l P N0 with l ď k ď
K it holds that σppW 0s qsPrk,KqXN0q and σppRp0,ηqs qps,ηqPt1,2,...,KuˆΘ, pRp1,ηqs qps,ηqPt1,2,...,KuˆΘ, pW 0s qsPrl,kqXN0,
pW p0,ηqs qps,ηqPt0,1,...,K´1uˆΘ, pW p1,ηqs qps,ηqPt0,1,...,K´1uˆΘq are independent, and Hutzenthaler et al. [36,
Lemma 2.2] demonstrate that for all k P t1, 2, . . . , Ku, n P N, x P O it holds that
E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı
ď 1
Mn
E
„ˇˇˇ
g
`
X
0,k,X
0,K,x
k
0
˘ˇˇˇ2 ` ˇˇˇÿk´1
l“0
fl
`
X
0,k,X
0,K,x
k
l , 0
˘ˇˇˇ2
`
n´1ÿ
j“1
1
Mn´j
„
max
lPt0,1,...,k´1u
Ll
pk,l
˜k´1ÿ
l“0
Ll E
„ˇˇˇ
V 0l,j
`
X
0,k,X
0,K,x
k
l q ´ V 1l,j´1pX0,k,X
0,K,x
k
l
˘ˇˇˇ2¸
.
(125)
This and (3) ensure for all k P t1, 2, . . . , Ku, n P N, x P O that
E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı ď 1MnE
„ˇˇ
gpX0,K,x
0
qˇˇ2 ` ˇˇˇÿk´1
l“0
flpX0,K,xl , 0q
ˇˇˇ
2

`
n´1ÿ
j“1
1
Mn´j
„
max
lPt0,1,...,k´1u
Ll
pk,l
˜k´1ÿ
l“0
Ll E
”ˇˇ
V 0l,jpX0,K,xl q ´ V 1l,j´1pX0,K,xl q
ˇˇ
2
ı¸
.
(126)
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The fact that for all n P N, x P O it holds that V 0
0,npxq “ gpxq hence guarantees that for all n P N,
x P O it holds that
Kÿ
k“0
αk E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı
ď 1
Mn
«
Kÿ
k“0
αk
ff
E
„ˇˇ
gpX0,K,x0 q
ˇˇ
2 `
´ÿK´1
l“0
|flpX0,K,xl , 0q|
2¯

`
Kÿ
k“1
n´1ÿ
j“1
αk
Mn´j
„
max
lPt0,1,...,k´1u
Ll
pk,l
˜k´1ÿ
l“0
Ll E
”ˇˇ
V 0l,jpX0,K,xl q ´ V 1l,j´1pX0,K,xl q
ˇˇ
2
ı¸
.
(127)
This yields for all n P N, x P O that
Kÿ
k“0
αk E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı
ď 1
Mn
«
Kÿ
k“0
αk
ff
E
„ˇˇ
gpX0,K,x0 q
ˇˇ
2 `
´ÿK´1
l“0
|flpX0,K,xl , 0q|
2¯

`
„
max
k,lPr0,KsXN0,kąl
Ll
pk,l
 n´1ÿ
j“1
1
Mn´j
K´1ÿ
l“0
«
Ll
˜
Kÿ
k“l`1
αk
¸ff
E
”ˇˇ
V 0l,jpX0,K,xl q ´ V 1l,j´1pX0,K,xl q
ˇˇ
2
ı
.
(128)
The assumption that for all l P t0, 1, . . . , K´ 1u it holds that Ll
řK
k“l`1 αk ď βl
řK´1
j“0 Lj therefore
demonstrates that for all n P N, x P O it holds that
Kÿ
k“0
αk E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı
ď 1
Mn
«
Kÿ
k“0
αk
ff
E
„ˇˇ
gpX0,K,x0 q
ˇˇ
2 `
´ÿK´1
l“0
|flpX0,K,xl , 0q|
2¯

`
„
max
k,lPr0,KsXN0,kąl
Ll
pk,l
«K´1ÿ
l“0
Ll
ff«
n´1ÿ
j“1
1
Mn´j
˜
K´1ÿ
l“0
βl E
”ˇˇ
V 0l,jpX0,K,xl q ´ V 1l,j´1pX0,K,xl q
ˇˇ
2
ı¸ff
.
(129)
This and (119) ensure that for all n P N, x P O it holds that
Kÿ
k“0
αk E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı
ď 1
Mn
«
Kÿ
k“0
αk
ff
E
„
|gpX0,K,x
0
q|2 `
´ÿK´1
l“0
|flpX0,K,xl , 0q|
2¯

`
„
max
k,lPr0,KsXN0,kąl
ˆ
Ll
pk,l
˙2 «n´1ÿ
j“1
1
Mn´j
˜
K´1ÿ
l“0
βl E
”ˇˇ
V 0l,jpX0,K,xl q ´ V 1l,j´1pX0,K,xl q
ˇˇ
2
ı¸ff
.
(130)
The fact that for all m P N, a1, a2, . . . , am P r0,8q it holds that
ařm
i“1 ai ď
řm
i“1
?
ai, and
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Minkowski’s inequality therefore prove that for all n P N, x P O it holds that
˜
Kÿ
k“0
αk E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı
1¸{2
ď 1?
Mn
«
Kÿ
k“0
αk
ff1{2 «´
E
”ˇˇ
gpX0,K,x
0
qˇˇ2ı 1¯{2 ` K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
`
„
max
k,lPr0,KsXN0,kąl
ˆ
Ll
pk,l
˙»–n´1ÿ
j“1
1?
Mn´j
˜
K´1ÿ
l“0
βl E
”ˇˇ
V 0l,jpX0,K,xl q ´ vlpX0,K,xl q
ˇˇ
2
ı 1¸{2fifl
`
„
max
k,lPr0,KsXN0,kąl
ˆ
Ll
pk,l
˙»–n´1ÿ
j“1
1?
Mn´j
˜
K´1ÿ
l“0
βl E
”ˇˇ
V 1l,j´1pX0,K,xl q ´ vlpX0,K,xl q
ˇˇ
2
ı 1¸{2fifl.
(131)
Item (i) of Lemma 2.2, item (i) of Lemma 2.3, the assumption that σppW p1,ηqs qps,ηqPt0,1,...,K´1uˆΘ,
pRp1,ηqs qps,ηqPt1,2,...,KuˆΘq and σppW 0s qsPt0,1,...,K´1uq are independent, item (i) of Lemma 2.8, item (i)
of Proposition 2.9, the assumption that σppW p0,ηqs qps,ηqPt0,1,...,K´1uˆΘ, pRp0,ηqs qps,ηqPt1,2,...,KuˆΘq and
σppW 0s qsPt0,1,...,K´1uq are independent, and Hutzenthaler et al. [36, Lemma 2.2] hence yield that for
all n P N, x P O it holds that
˜
Kÿ
k“0
αk E
”ˇˇ
V 0k,n ´ E
“
V 0k,n
‰ˇˇ2pX0,K,xk qı
1¸{2
ď 1?
Mn
«
Kÿ
k“0
αk
ff1{2 «´
E
”ˇˇ
gpX0,K,x0 q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
`
„
max
k,lPr0,KsXN0,kąl
ˆ
Ll
pk,l
˙»–n´1ÿ
j“1
1?
Mn´j
˜
K´1ÿ
l“0
βl E
”ˇˇ
V 0l,jpX0,K,xl q ´ vlpX0,K,xl q
ˇˇ
2
ı 1¸{2fifl
`
„
max
k,lPr0,KsXN0,kąl
ˆ
Ll
pk,l
˙»–n´1ÿ
j“1
1?
Mn´j
˜
K´1ÿ
l“0
βl E
”ˇˇ
V 0l,j´1pX0,K,xl q ´ vlpX0,K,xl q
ˇˇ
2
ı 1¸{2fifl.
(132)
This, (115), and (120) therefore demonstrate that for all n P N, x P O it holds that
˜
Kÿ
k“0
αk E
”ˇˇ
V 0k,n ´ vk
ˇˇ
2pX0,K,xk q
ı 1¸{2
ď 1?
Mn
«
Kÿ
k“0
αk
ff1{2 «´
E
”ˇˇ
gpX0,K,x0 q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
` 2
„
max
k,lPr0,KsXN0,kąl
ˆ
Ll
pk,l
˙»–n´1ÿ
j“0
1?
Mn´j´1
˜
K´1ÿ
l“0
βl E
”ˇˇ
V 0l,jpX0,K,xl q ´ vlpX0,K,xl q
ˇˇ
2
ı 1¸{2fifl.
(133)
This establishes (114). This completes the proof of Lemma 3.10.
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3.4 Full error analysis for MLP approximations
Lemma 3.11. Let K P N, L0, L1, . . . , LK´1 P r0,8q satisfy
řK´1
j“0 Lj ą 0, let αpqqk P r0,8q, q P N0,
k P t0, 1, . . . , Ku, and assume for all k P t0, 1, . . . , K ´ 1u, q P N that
α
p0q
K “ 1, αp0qk “ 0, and αpqqk “
”řK´1
j“k Lj
ıq
´
”řK´1
j“k`1Lj
ıq
q!
”řK´1
j“0 Lj
ıq . (134)
Then it holds for all k P t0, 1, . . . , K ´ 1u, q P N0 that αpq`1qk
řK´1
j“0 Lj ě Lk
řK
j“k`1 α
pqq
j .
Proof of Lemma 3.11. First, note that for all k P t0, 1, . . . , K ´ 1u it holds that řKi“k`1 αp0qi “ 1.
This and (134) ensure for all k P t0, 1, . . . , K ´ 1u that
Lk
”řK
i“k`1 α
p0q
i
ı
“ Lk “
”řK´1
j“k Lj
ı
´
”řK´1
j“k`1Lj
ı
“ αp1qk
”řK´1
j“0 Lj
ı
. (135)
In the next step we observe that the fact that for all q P N0, a, b P R it holds that aq`1 ´ bq`1 “
pa ´ bqřqi“0 aibq´i implies that for all q P N0, a, b P R with a ě b it holds that
aq`1 ´ bq`1 “ pa´ bq
qÿ
i“0
aibq´i ě pa ´ bq
qÿ
i“0
bq “ pq ` 1qpa´ bqbq. (136)
This and (134) ensure that for all k P t0, 1, . . . , K ´ 1u, q P N it holds that
pq ` 1q!Lk
”řK
j“k`1 α
pqq
j
ı”řK´1
j“0 Lj
ıq`1
“ pq ` 1qLk
”řK´1
j“k`1
´”řK´1
l“j Ll
ıq
´
”řK´1
l“j`1Ll
ıq¯ı”řK´1
j“0 Lj
ı
“ pq ` 1qLk
”řK´1
j“k`1Lj
ıq ”řK´1
j“0 Lj
ı
ď
ˆ”řK´1
j“k Lj
ıq`1
´
”řK´1
j“k`1Lj
ıq`1˙”řK´1
j“0 Lj
ı
“ pq ` 1q!αpq`1qk
”řK´1
j“0 Lj
ıq`2
.
(137)
This and (135) establish that for all k P t0, 1, . . . , K ´ 1u, q P N0 it holds that αpq`1qk
řK´1
j“0 Lj ě
Lk
řK
j“k`1 α
pqq
j . This completes the proof of Lemma 3.11.
Lemma 3.12. Let M P N, N P N0, α, β, κ P r0,8q, let en,q P r0,8q, n, q P N0, satisfy for all
n P t0, 1, . . . , Nu, q P N0 that
en,q ď α
?
κq?
q!Mn
` β
n´1ÿ
l“0
el,q`1?
Mn´1´l
. (138)
Then it holds that
eN,0 ď
α exppκM
2
q
MN{2
p1` βqN . (139)
Proof of Lemma 3.12. Throughout this proof assume w.l.o.g. that N P N and let εn P r0,8q,
n P t0, 1, . . . , Nu, satisfy for all n P t0, 1, . . . , Nu that
εn “ sup
"
en,q?
Mk
: k, q P N0, n ` k ` q “ N
*
. (140)
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Observe that (138) ensures that for all n, k, q P N0 with n ` k ` q “ N it holds that
en,q?
Mk
ď α
?
κqa
q!Mn`k
` β
n´1ÿ
l“0
el,q`1?
Mn´1´l`k
“ α
?
κqa
q!MN´q
` β
n´1ÿ
l“0
el,q`1?
MN´pq`1q´l
ď α
?
κqa
q!MN´q
` β
n´1ÿ
l“0
εl.
(141)
The fact that for all q P N0 it holds that κqMqq! ď eκM hence implies that for all n, k, q P N0 with
n ` k ` q “ N it holds that
en,q?
Mk
ď α expp
κM
2
q
MN{2
` β
n´1ÿ
l“0
εl. (142)
This and (140) yield for all n P t0, 1, . . . , Nu that
εn “ sup
"
en,q?
Mk
: k, q P N0, n` k ` q “ N
*
ď α expp
κM
2
q
MN{2
` β
n´1ÿ
l“0
εl. (143)
Lemma 3.5 hence ensures for all n P t0, 1, . . . , Nu that
εn ď
α exppκM
2
q
MN{2
p1` βqn. (144)
This establishes (139). This completes the proof of Lemma 3.12.
Proposition 3.13. Let d,K,M P N, Θ “ ŤnPNZn, O P BpRdqztHu, c, L0, L1, . . . , LK P R, let
fk : O ˆ R Ñ R, k P t0, 1, . . . , Ku, be BpO ˆ Rq/BpRq-measurable, let g : O Ñ R be BpOq/BpRq-
measurable, assume for all k P t0, 1, . . . , Ku, x P O, a, b P R that |pfkpx, aq ´ aq ´ pfkpx, bq ´ bq| ď
Lk|a ´ b|, let pS,Sq be a measurable space, let φk : O ˆ S Ñ O, k P t0, 1, . . . , Ku, be pBpOq b
Sq/BpOq-measurable, let pΩ,F ,Pq be a probability space, let W θ “ pW θk qkPt0,1,...,Ku : t0, 1, . . . , Kuˆ
Ω Ñ S, θ P Θ, be i.i.d. stochastic processes, assume for all θ P Θ that W θ
0
,W θ
1
, . . . ,W θK´1 are
independent, let Rθ “ pRθkqkPt0,1,...,Ku : t0, 1, . . . , KuˆΩÑ N0, θ P Θ, be i.i.d. stochastic processes,
assume for every k P t1, 2, . . . , Ku that Rθk ď k ´ 1, let pk,l P p0,8q, k P t1, 2, . . . , Ku, l P N0,
satisfy for all k P t1, 2, . . . , Ku, l P N0 that pk,lPpR0k “ lq “ |PpR0k “ lq|2, assume for all
k, l P N0 with l ă k ď K that Ll ď cPpR0k “ lq, assume that pRθqθPΘ and pW θk qpθ,kqPΘˆt0,1,...,Ku
are independent, let Xθ,k “ pXθ,k,xl qpl,xqPt0,1,...,kuˆO : t0, 1, . . . , ku ˆ O ˆ Ω Ñ O, k P t0, 1, . . . , Ku,
θ P Θ, satisfy for all θ P Θ, k P t0, 1, . . . , Ku, l P t0, 1, . . . , ku, x P O that
X
θ,k,x
l “
#
x : l “ k
φlpXθ,k,xl`1 ,W θl q : l ă k,
(145)
assume for all k P t0, 1, . . . , Ku, x P O that Er|gpX0,k,x0 q|2`
řk´1
l“0 |flpX0,k,xl , 0q|2s ă 8, let V θk,n : Oˆ
Ω Ñ R, n P N0, k P t0, 1, . . . , Ku, θ P Θ, satisfy for all θ P Θ, k P t0, 1, . . . , Ku, n P N0, x P O
that
V θk,npxq “
1Npnq
Mn
Mnÿ
m“1
«
gpXpθ,0,´mq,k,x
0
q `
k´1ÿ
l“0
flpXpθ,0,mq,k,xl , 0q
ff
`
n´1ÿ
j“1
1
Mn´j
Mn´jÿ
m“1
1Npkq
p
k,R
pθ,j,mq
k
¨
„´
f
R
pθ,j,mq
k
`
X
pθ,j,mq,k,x
R
pθ,j,mq
k
, V
pθ,j,mq
R
pθ,j,mq
k
,j
pXpθ,j,mq,k,x
R
pθ,j,mq
k
q˘´ V pθ,j,mq
R
pθ,j,mq
k
,j
pXpθ,j,mq,k,x
R
pθ,j,mq
k
q
¯
´
´
f
R
pθ,j,mq
k
`
X
pθ,j,mq,k,x
R
pθ,j,mq
k
, V
pθ,j,´mq
R
pθ,j,mq
k
,j´1
pXpθ,j,mq,k,x
R
pθ,j,mq
k
q˘´ V pθ,j,´mq
R
pθ,j,mq
k
,j´1
pXpθ,j,mq,k,x
R
pθ,j,mq
k
q
¯
,
(146)
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and let v0, v1, . . . , vK : O Ñ R be BpOq/BpRq-measurable functions which satisfy for all k P
t1, 2, . . . , Ku, x P O that v0pxq “ gpxq and
vkpxq “ E
“
fk´1pX0,k,xk´1 , vk´1pX0,k,xk´1 qq
‰ “ E“fk´1pφk´1px,W 0k´1q, vk´1pφk´1px,W 0k´1qqq‰ (147)
(cf. Lemma 3.2). Then it holds for all N P N0, x P O that
`
E
“|V 0K,Npxq ´ vKpxq|2‰ 1˘{2 ď exppM2 `
řK´1
j“0 Ljq
MN{2
„
1` 2 max
k,lPN0,lăkďK
ˆ
Ll
pk,l
˙N
¨
«´
E
”ˇˇ
gpX0,K,x
0
qˇˇ2ı 1¯{2 ` K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
.
(148)
Proof of Proposition 3.13. We first prove (148) in the case that
řK´1
k“0 Lk ą 0. For this let x P O,
N P N0, let en,q P r0,8q, n, q P N0, let αpqqk P r0,8q, q P N0, k P t0, 1, . . . , Ku, satisfy for all
k P t0, 1, . . . , K ´ 1u, q P N that
α
p0q
K “ 1, αp0qk “ 0 “ αpqqK , and αpqqk “
”řK´1
j“k Lj
ıq
´
”řK´1
j“k`1Lj
ıq
q!
”řK´1
j“0 Lj
ıq , (149)
and assume for all n, q P N0 that
e2n,q “
Kÿ
k“0
α
pqq
k E
”ˇˇ
V 0k,npX0,K,xk q ´ vkpX0,K,xk q
ˇˇ
2
ı
. (150)
Observe that (149), (150), Lemma 3.10, and Lemma 3.11 ensure that for all n P N, q P N0 it holds
that
en,q ď 1?
Mn
«
Kÿ
k“0
α
pqq
k
ff1{2 «´
E
”ˇˇ
gpX0,K,x
0
qˇˇ2ı 1¯{2 ` K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
` 2
„
max
k,lPN0,lăkďK
ˆ
Ll
pk,l
˙ n´1ÿ
j“0
1?
Mn´j´1
˜
K´1ÿ
k“0
α
pq`1q
k E
”ˇˇ
V 0k,jpX0,K,xk q ´ vkpX0,K,xk q
ˇˇ
2
ı 1¸{2
.
(151)
The fact that for all q P N0 it holds that
řK
k“0 α
pqq
k “ 1q! and (150) therefore ensure that for all
n P N, q P N0 it holds that
en,q ď 1?
q!Mn
«´
E
”ˇˇ
gpX0,K,x
0
qˇˇ2ı 1¯{2 ` K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
` 2
„
max
k,lPN0,lăkďK
ˆ
Ll
pk,l
˙ n´1ÿ
j“0
ej,q`1?
Mn´j´1
.
(152)
Moreover, note that Lemma 3.6 ensures that
sup
kPt0,1,...,Ku
´
E
”ˇˇ
vkpX0,K,xk q
ˇˇ
2
ı 1¯{2
ď exp
˜
K´1ÿ
j“0
Lj
¸«´
E
”ˇˇ
gpX0,K,x0 q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
.
(153)
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This, the fact that for all q P N0 it holds that
řK
k“0 α
pqq
k “ 1q! , and (150) ensure that for all q P N0
it holds that
e0,q “
«
Kÿ
k“0
α
pqq
k E
”ˇˇ
vkpX0,K,xk q
ˇˇ
2
ıff1{2
ď
«
Kÿ
k“0
α
pqq
k
ff1{2 «
sup
kPt0,1,...,Ku
´
E
”ˇˇ
vkpX0,K,xk q
ˇˇ
2
ı 1¯{2ff
ď 1?
q!
exp
˜
K´1ÿ
j“0
Lj
¸«´
E
”ˇˇ
gpX0,K,x0 q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
.
(154)
Combining this with (152) proves that for all n, q P N0 it holds that
en,q ď
exp
`řK´1
j“0 Lj
˘
?
q!Mn
«´
E
”ˇˇ
gpX0,K,x
0
qˇˇ2ı 1¯{2 ` K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
` 2
„
max
k,lPN0,lăkďK
ˆ
Ll
pk,l
˙ n´1ÿ
j“0
ej,q`1?
Mn´j´1
.
(155)
Lemma 3.12, (149), and (150) hence demonstrate that
`
E
“|V 0K,Npxq ´ vKpxq|2‰ 1˘{2 “ eN,0 ď
„
1` 2 max
k,lPN0,lăkďK
ˆ
Ll
pk,l
˙N
¨ exp
˜
K´1ÿ
j“0
Lj
¸«´
E
”ˇˇ
gpX0,K,x0 q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff eM{2
MN{2
.
(156)
This establishes (148) in the case that
řK´1
k“0 Lk ą 0. Next we prove (148) in the case thatřK´1
k“0 Lk ě 0. For this, we note that (148) in the case that
řK´1
k“0 Lk ą 0 ensures that for all
N P N0, x P O, η P p0,8q it holds that
`
E
“|V 0K,Npxq ´ vKpxq|2‰ 1˘{2 ď exp
˜
Kη `
K´1ÿ
j“0
Lj
¸
e
M{2
MN{2
„
1` 2 max
k,lPN0,lăkďK
ˆ
Ll ` η
pk,l
˙N
¨
«´
E
”ˇˇ
gpX0,K,x0 q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
´
E
”ˇˇ
flpX0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
.
(157)
Taking the infimum over η P p0,8q hence establishes (148). This completes the proof of Proposi-
tion 3.13.
Corollary 3.14. Let d,K,M P N, Θ “ ŤkPNZk, L, T, t0, t1, . . . , tK P R satisfy 0 “ t0 ă
t1 ă . . . ă tK “ T , let f P Cpr0, T s ˆ Rd ˆ R,Rq, let vk : Rd Ñ R, k P t0, 1, . . . , Ku, be
BpRdq/BpRq-measurable, let pΩ,F ,Pq be a probability space, let W θ : r0, T s ˆ Ω Ñ Rd, θ P Θ, be
i.i.d. standard Brownian motions, let Rθ : Ω Ñ p0, 1q, θ P Θ, be i.i.d. random variables, assume
for all r P p0, 1q that PpR0 ď rq “ r, assume that pRθqθPΘ and pW θqθPΘ are independent, let
Rθ “ pRθkqkPt0,1,...,Ku : t0, 1, . . . , Ku ˆ Ω Ñ N0, θ P Θ, satisfy for all θ P Θ, k P t0, 1, . . . , Ku that
Rθk “ maxtn P N0 : tn ď tkRθu, assume for all k P t1, 2, . . . , Ku, t P r0, T s, x P Rd, a, b P R that
|fpt, x, aq ´ fpt, x, bq| ď L|a ´ b|, Er|v0px`W 0T q|2 `
řK´1
l“0 |fptl, x`W 0T´tl, 0q|2s ă 8, and
vkpxq “ E
“
vk´1px`W 0tk´tk´1q ` ptk ´ tk´1qfptk´1, x`W 0tk´tk´1 , vk´1px`W 0tk´tk´1qq
‰
(158)
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(cf. Corollary 3.3), and let V θk,n : R
d ˆ Ω Ñ R, n P N0, k P t0, 1, . . . , Ku, θ P Θ, satisfy for all
θ P Θ, k P t0, 1, . . . , Ku, n P N0, x P Rd that
V θk,npxq “
1Npnq
Mn
Mnÿ
m“1
«
v0px`W pθ,0,´mqtk q `
k´1ÿ
l“0
ptl`1 ´ tlqfptl, x`W pθ,0,mqtk ´W pθ,0,mqtl , 0q
ff
`
n´1ÿ
j“1
tk
Mn´j
Mn´jÿ
m“1
„
f
`
t
R
pθ,j,mq
k
, x`W pθ,j,mqtk ´W pθ,j,mqt
R
pθ,j,mq
k
, V
pθ,j,mq
R
pθ,j,mq
k
,j
px`W pθ,j,mqtk ´W pθ,j,mqt
R
pθ,j,mq
k
q˘
´ f`t
R
pθ,j,mq
k
, x`W pθ,j,mqtk ´W pθ,j,mqt
R
pθ,j,mq
k
, V
pθ,j,´mq
R
pθ,j,mq
k
,j´1
px`W pθ,j,mqtk ´W pθ,j,mqt
R
pθ,j,mq
k
q˘.
(159)
Then it holds for all N P N0, x P Rd that´
E
”ˇˇ
V 0K,Npxq ´ vKpxq
ˇˇ
2
ı¯1{2
ď exppLT `
M
2
qr1` 2LT sN
MN{2
¨
«´
E
”ˇˇ
v0px`W 0T q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
ptl`1 ´ tlq
´
E
”ˇˇ
fptl, x`W 0T´tl, 0q
ˇˇ
2
ı 1¯{2ff
. (160)
Proof of Corollary 3.14. Throughout this proof let }¨} : Rd Ñ r0,8q be the standard norm on Rd
and let pk,l P r0,8q, k P t1, 2, . . . , Ku, l P N0, satisfy for all k P t1, 2, . . . , Ku that
pk,l “
#
tl`1´tl
tk
: l ă k
1 : l ě k. (161)
Observe that the assumption thatW 0 is a Brownian motion and the assumption that for all x P Rd
it holds that Er|v0px`W 0T q|2`
řK´1
l“0 |fptl, x`W 0T´tl , 0q|2s ă 8 show that for all k P t0, 1, . . . , Ku,
x P Rd it holds that Er|v0px`W 0tkq|2`
řk´1
l“0 |fptl, x`W 0tk ´W 0tl, 0q|2s ă 8. In addition, note that
(158) and the fact that W 0 : r0, T s ˆ Ω Ñ Rd is a standard Brownian motion ensure that for all
k P t1, 2, . . . , Ku, x P Rd it holds that
vkpxq “ Ervk´1px`W 0tk ´W 0tk´1q
` ptk ´ tk´1q fptk´1, x`W 0tk ´W 0tk´1 , vk´1px`W 0tk ´W 0tk´1qqs. (162)
Moreover, note that Proposition 3.13 (applied with d ð d, K ð K, M ð M , Θ ð Θ, O ð Rd,
pfkqkPt0,1,...,Ku ð ppRd ˆ R Q px, aq ÞÑ a ` ptmintk`1,Ku ´ tkqfptk, x, aq P RqqkPt0,1,...,Ku, g ð v0, c ð
LT , pLkqkPt0,1,...,Ku ð pptmintk`1,Ku´ tkqLqkPt0,1,...,Ku, pS,Sq ð pRd,BpRdqq, pφkqkPt0,1,...,Ku ð pRdˆ
Rd Q px, wq ÞÑ x` w P RdqkPt0,1,...,Ku, pΩ,F ,Pq ð pΩ,F ,Pq, pW θk qpθ,kqPΘˆt0,1,...,Ku ð pW θtmintk`1,Ku ´
W θtkqpθ,kqPΘˆt0,1,...,Ku, pRθqθPΘ ð pRθqθPΘ, ppk,lqpk,lqPt1,2,...,KuˆN0 ð ppk,lqpk,lqPt1,2,...,KuˆN0 in the nota-
tion of Proposition 3.13) and the fact that W 0 is a standard Brownian motion therefore demon-
strate that for all N P N0, x P Rd it holds that´
E
”ˇˇ
V 0K,Npxq ´ vKpxq
ˇˇ
2
ı 1¯{2
ď e
M{2
MN{2
exp
˜
K´1ÿ
l“0
ptl`1 ´ tlqL
¸„
1` 2 max
k,lPt0,1,...,Ku,kąl
ptl`1 ´ tlqL
pk,l
N
¨
«´
E
”ˇˇ
v0px`W 0T q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
´
E
”ˇˇptl`1 ´ tlqfptl, x`W 0T ´W 0tl , 0qˇˇ2ı 1¯{2
ff
(163)
“ e
M{2eLT r1` 2LT sN
MN{2
«´
E
”ˇˇ
v0px`W 0T q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
ptl`1 ´ tlq
´
E
”ˇˇ
fptl, x`W 0T´tl , 0q
ˇˇ
2
ı 1¯{2ff
.
This establishes (160). This completes the proof of Corollary 3.14.
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Corollary 3.15. Let d,K,M P N, Θ “ ŤnPNZn, L, T P r0,8q, f P CpR,Rq satisfy for all a, b P R
that |pfpaq´aq´pfpbq´bq| ď L|a´b|, let pΩ,F ,Pq be a probability space, let W θ : r0, T sˆΩÑ Rd,
θ P Θ, be i.i.d. standard Brownian motions, let Rθ : Ω Ñ p0, 1q, θ P Θ, be i.i.d. random variables,
assume for all r P p0, 1q that PpR0 ď rq “ r, assume that pRθqθPΘ and pW θqθPΘ are independent,
let Rθk : Ω Ñ t0, 1, . . . , Ku, θ P Θ, k P t0, 1, . . . , Ku, satisfy for all θ P Θ, k P t0, 1, . . . , Ku that
Rθk “ maxtn P N0 : n ď kRθu, let vk : Rd Ñ R, k P t0, 1, . . . , Ku, satisfy for all k P t1, 2, . . . , Ku,
x P Rd that v0 P CpRd,Rq, Er|v0px`W 0T q|2s ă 8, and
vkpxq “ E
“
fpvk´1px`W 0T{Kqq
‰
(164)
(cf. Corollary 3.3), and let V θk,n : R
d ˆ Ω Ñ R, n P N0, k P t0, 1, . . . , Ku, θ P Θ, satisfy for all
θ P Θ, k P t0, 1, . . . , Ku, n P N0, x P Rd that
V θk,npxq “
1Npnq
Mn
Mnÿ
m“1
”
v0px`W pθ,0,´mqkT{K q ` kfp0q
ı
`
n´1ÿ
j“1
k
Mn´j
(165)
¨
Mn´jÿ
m“1
„´
f
`
V
pθ,j,mq
R
pθ,j,mq
k
,j
px`W pθ,j,mqkT{K ´W pθ,j,mqRpθ,j,mq
k
T{K
q˘´ V pθ,j,mq
R
pθ,j,mq
k
,j
px`W pθ,j,mqkT{K ´W pθ,j,mqRpθ,j,mq
k
T{K
q
¯
´
´
f
`
V
pθ,j,´mq
R
pθ,j,mq
k
,j´1
px`W pθ,j,mqkT{K ´W pθ,j,mqRpθ,j,mq
k
T{K
q˘´ V pθ,j,´mq
R
pθ,j,mq
k
,j´1
px`W pθ,j,mqkT{K ´W pθ,j,mqRpθ,j,mq
k
T{K
q
¯
.
Then it holds for all N P N0, x P Rd that
´
E
”ˇˇ
V 0K,Npxq ´ vKpxq
ˇˇ
2
ı 1¯{2
ď e
M{2`KL r1` 2KLsN
MN{2
”`
E
“|v0px`W 0T q|2‰ 1˘{2 `K|fp0q|ı. (166)
Proof of Corollary 3.15. Observe that Corollary 3.14 (applied with d ð d, K ð K, M ð M ,
L ð KL
T
, T ð T , Θ ð Θ, ptkqkPt0,1,...,Ku ð pkTK qkPt0,1,...,Ku, f ð pr0, T s ˆ Rd ˆ R Q pt, x, aq ÞÑ
K
T
pfpaq ´ aq P Rq, pvkqkPt0,1,...,Ku ð pvkqkPt0,1,...,Ku, pΩ,F ,Pq ð pΩ,F ,Pq, pW θqθPΘ ð pW θqθPΘ,
pRθqθPΘ ð pRθqθPΘ in the notation of Corollary 3.14) ensures that for all N P N0, x P Rd it holds
that
`
E
“|V 0K,Npxq ´ vKpxq|2‰ 1˘{2 ď eM{2MN{2 “1` 2pKLT qT ‰N
¨ eKLT T
«´
E
”ˇˇ
v0px`W 0T q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
T
K
´
E
”ˇˇ
K
T
pfp0q ´ 0qˇˇ2ı 1¯{2
ff
“ e
M{2
MN{2
eKLp1` 2KLqN
”`
E
“|v0px`W 0T q|2‰ 1˘{2 `K|fp0q|ı.
(167)
This establishes (166). This completes the proof of Corollary 3.15.
4 Complexity analysis for MLP approximations for iterated
nested expectations
In this section we combine the error analysis for the proposed MLP approximation schemes in
Proposition 3.13 in Subsection 3.4 with a computational cost analysis for the proposed MLP
approximation schemes to obtain in Theorem 4.1 in Subsection 4.1 below a complexity analysis
for the proposed MLP approximation schemes. In Corollary 4.4 in Subsection 4.2 below we
illustrate Theorem 4.1 by means of a sample application to exponential Euler approximations.
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4.1 Complexity analysis for MLP approximations
Theorem 4.1. Let α, γ, c, κ, p P r0,8q, Θ “ ŤnPNZn, let ξd P Rd, d P N, let Ld,Kk P R, k P
t0, 1, . . . , Ku, d,K P N, and f d,Kk P CpRdˆR,Rq, k P t0, 1, . . . , Ku, d,K P N, satisfy for all d,K P
N, k P t0, 1, . . . , Ku, x P Rd, a, b P R that |pf d,Kk px, aq´aq´pf d,Kk px, bq´bq| ď Ld,Kk |a´b|, for every
d,K P N, k P t0, 1, . . . , Ku let φd,Kk : RdˆRd Ñ Rd be pBpRdˆRdqq/BpRdq-measurable, let pΩ,F ,Pq
be a probability space, for every d,K P N let W d,K,θ “ pW d,K,θk qkPt0,1,...,Ku : t0, 1, . . . , KuˆΩ Ñ Rd,
θ P Θ, be i.i.d. stochastic processes, assume for all d,K P N, θ P Θ that W d,K,θ0 ,W d,K,θ1 , . . . ,W d,K,θK´1
are independent, for every d,K P N let Rd,K,θ “ pRd,K,θk qkPt0,1,...,Ku : t0, 1, . . . , Ku ˆ Ω Ñ N0,
θ P Θ, be i.i.d. stochastic processes, let pd,Kk,l P p0,8q, l P N0, k P t1, 2, . . . , Ku, d,K P N, assume
for all d,K P N, k P t1, 2, . . . , Ku, l P t0, 1, . . . , k ´ 1u that Rd,K,θk ď k ´ 1, pd,Kk,l PpRd,K,0k “
lq “ |PpRd,K,0k “ lq|2, and Ld,Kl ď cPpRd,K,0k “ lq, assume for all d,K P N that pRd,K,θqθPΘ
and pW d,K,θqθPΘ are independent, for every d,K P N, k P t0, 1, . . . , Ku, θ P Θ let Xd,K,θ,k “
pXd,K,θ,k,xl qpl,xqPt0,1,...,kuˆRd : t0, 1, . . . , ku ˆ Rd ˆ Ω Ñ Rd satisfy for all l P t0, 1, . . . , ku, x P Rd that
X
d,K,θ,k,x
l “
#
x : l “ k
φ
d,K
l pXd,K,θ,k,xl`1 ,W d,K,θl q : l ă k,
(168)
for every d,K P N let vd,Kk : Rd Ñ R, k P t0, 1, . . . , Ku, be BpRdq/BpRq-measurable, assume for
all d,K P N, k P t1, 2, . . . , Ku, x P Rd that Er|vd,K0 pXd,K,0,k,x0 q|2 `
řk´1
l“0 |f d,Kl pXd,K,0,k,xl , 0q|2s ă 8,
pEr|vd,K
0
pXd,K,0,K,ξd
0
q|2sq1{2 `řK´1l“0 pEr|f d,Kl pXd,K,0,K,ξdl , 0q|2sq1{2 ď κ, and
v
d,K
k pxq “ E
“
f
d,K
k´1pXd,K,0,k,xk´1 , vd,Kk´1pXd,K,0,k,xk´1 qq
‰
(169)
(cf. Lemma 3.2), let V d,K,θk,n,M : R
d ˆ Ω Ñ R, θ P Θ, k P t0, 1, . . . , Ku, n P N0, d,K,M P N, satisfy
for all d,K,M P N, n P N0, θ P Θ, k P t0, 1, . . . , Ku, x P Rd that
V
d,K,θ
k,n,Mpxq (170)
“ 1Npnq
Mn
Mnÿ
m“1
«
v
d,K
0
pXd,K,pθ,0,´mq,k,x
0
q `
k´1ÿ
l“0
f
d,K
l pXd,K,pθ,0,mq,k,xl , 0q
ff
`
n´1ÿ
j“1
1
Mn´j
Mn´jÿ
m“1
1Npkq
p
d,K
k,R
d,K,pθ,j,mq
k
¨
„
f
d,K
R
d,K,pθ,j,mq
k
`
X
d,K,pθ,j,mq,k,x
R
d,K,pθ,j,mq
k
, V
d,K,pθ,j,mq
R
d,K,pθ,j,mq
k
,j,M
pXd,K,pθ,j,mq,k,x
R
d,K,pθ,j,mq
k
q˘´ V d,K,pθ,j,mq
R
d,K,pθ,j,mq
k
,j,M
pXd,K,pθ,j,mq,k,x
R
d,K,pθ,j,mq
k
q
´ f d,K
R
d,K,pθ,j,mq
k
`
X
d,K,pθ,j,mq,k,x
R
d,K,pθ,j,mq
k
, V
d,K,pθ,j,´mq
R
d,K,pθ,j,mq
k
,j´1,M
pXd,K,pθ,j,mq,k,x
R
d,K,pθ,j,mq
k
q˘` V d,K,pθ,j,´mq
R
d,K,pθ,j,mq
k
,j´1,M
pXd,K,pθ,j,mq,k,x
R
d,K,pθ,j,mq
k
q

,
and let Cd,KM,n P R, d,K,M, n P N0, satisfy for all d,K,M P N, n P N0 that
C
d,K
M,n ď γKαdpMn `
n´1ÿ
j“1
Mn´jp1` γKαdp ` Cd,KM,j ` Cd,KM,j´1q. (171)
Then
(i) it holds for all d,K,M P N, N P N0 that´
E
“|V d,K,0K,N,Mpξdq ´ vd,KK pξdq|2‰ 1¯{2 ď κp1` 2cqNM´N{2 exppM{2` cq (172)
and
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(ii) there exist N “ pNεqεPp0,1s : p0, 1s Ñ N and c “ pcδqδPp0,1s : p0, 1s Ñ r0,8q such that for all
d,K P N, δ, ε P p0, 1s it holds that Cd,KNε,Nε ď cδKαdpε´p2`δq and´
E
“|V d,K,0K,Nε,Nεpξdq ´ vd,KK pξdq|2‰ 1¯{2 ď ε. (173)
Proof of Theorem 4.1. First, observe that Proposition 3.13 (applied with d ð d, K ð K, M ð
M , Θ ð Θ, O ð Rd, pfkqkPt0,1,...,Ku ð pf d,Kk qkPt0,1,...,Ku, g ð vd,K0 , c ð c, pLkqkPt0,1,...,Ku ð
pLd,Kk qkPt0,1,...,Ku, pφkqkPt0,1,...,Ku ð pφd,Kk qkPt0,1,...,Ku, pRθqθPΘ ð pRd,K,θqθPΘ, pS,Sq ð pRd,BpRdqq,
pΩ,F ,Pq ð pΩ,F ,Pq, ppk,lqpk,lqPt1,2,...,KuˆN0 ð ppd,Kk,l qpk,lqPt1,2,...,KuˆN0, pW θqθPΘ ð pW d,K,θqθPΘ for
d,K,M P N in the notation of Proposition 3.13) ensures that for all d,K,M P N, N P N0, x P Rd
it holds that ´
E
”ˇˇ
V
d,K,0
K,N,Mpxq ´ vd,KK pxq
ˇˇ
2
ı 1¯{2
ď e
M{2
MN{2
exp
˜
K´1ÿ
j“0
L
d,K
j
¸«
1` 2 max
k,jPr0,KsXN0,kąj
˜
L
d,K
j
p
d,K
k,j
¸ffN
¨
«´
E
”ˇˇ
v
d,K
0 pXd,K,0,K,x0 q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
´
E
”ˇˇ
f
d,K
l pXd,K,0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
.
(174)
The fact that for all d,K P N, k P t1, 2, . . . , Ku, l P t0, 1, . . . , k ´ 1u it holds that Ld,Kl ď
cPpRd,K,0k “ lq ď cpd,Kk,l hence implies that for all d,K,M P N, N P N0, x P Rd it holds that´
E
”ˇˇ
V
d,K,0
K,N,Mpxq ´ vd,KK pxq
ˇˇ
2
ı 1¯{2
ď e
M{2
MN{2
ecp1` 2cqN
«´
E
”ˇˇ
v
d,K
0 pXd,K,0,K,x0 q
ˇˇ
2
ı 1¯{2
`
K´1ÿ
l“0
´
E
”ˇˇ
f
d,K
l pXd,K,0,K,xl , 0q
ˇˇ
2
ı 1¯{2ff
.
(175)
Combining this with the assumption that for all d,K P N it holds that pEr|vd,K
0
pXd,K,0,K,ξd
0
q|2sq1{2`řK´1
l“0 pEr|f d,Kl pXd,K,0,K,ξdl , 0q|2sq1{2 ď κ shows that for all d,K,M P N, N P N0 it holds that´
E
”ˇˇ
V
d,K,0
K,N,Mpξdq ´ vd,KK pξdq
ˇˇ
2
ı 1¯{2
ď e
M{2
MN{2
ecp1` 2cqNκ. (176)
This establishes item (i). Next we prove item (ii). Observe that [3, Lemma 3.14] (applied with
α ð γKαdp, β ð 1 ` γKαdp, M ð M , pCnqnPN0 ð pmaxtCd,KM,n, 0uqnPN0 for d,K,M P N in the
notation of [3, Lemma 3.14]) and (171) show that for all d,K,M, n P N it holds that
C
d,K
M,n ď
2γKαdp ` p1` γKαdpq
2
p3Mqn ď
„
1` 3γ
2

dpKαp3Mqn. (177)
In addition, note that [4, Lemma 4.2] (applied with α ð 3, β ð 2, c ð κ ` 1, κ ð ?e, ρ ð 1,
K ð 0, pγnqnPN ð pp3nqnqnPN, pǫn,rqnPN,rPrρ,8q ð pκecr
?
ep1 ` 2cqsnn´n{2qnPN,rPr1,8q, L ð pp0,8q Q
r ÞÑ c P r0,8qq, ̺ ð pN Q n ÞÑ n P p0,8qq in the notation of [4, Lemma 4.2]) ensures that there
exist N “ pNεqεPp0,1s : p0, 1s Ñ N and c “ pcδqδPp0,1s : p0, 1s Ñ r0,8q which satisfy for all δ, ε P p0, 1s
that
p3NεqNε ď cδε´p2`δq and κecr
?
ep1` 2cqsNεN´Nε{2ε ď ε. (178)
This, (176), and (177) imply that for all δ P p0,8q, ε P p0, 1s, d,K P N it holds that
C
d,K
Nε,Nε
ď cδ
„
1` 3γ
2

dpKαε´p2`δq and
´
E
“|V d,K,0K,Nε,Nεpξdq ´ vd,KK pξdq|2‰ 1¯{2 ď ε. (179)
This establishes item (ii). This completes the proof of Theorem 4.1.
41
4.2 Exponential Euler approximations for semilinear heat equations
Lemma 4.2. Let d P N, p P p0, 2q, r, T P r0,8q, let ‖¨‖ : Rd Ñ r0,8q be the standard norm on
Rd, let pΩ,F ,Pq be a probability space, let W : r0, T s ˆ Ω Ñ Rd be a standard Brownian motion,
and let h P CpRd,Rq satisfy that Er|hpWT q|2s ă 8. Then supxPRd,}x}ďr Er|hpx`WT q|ps ă 8.
Proof of Lemma 4.2. Throughout this proof assume without loss of generality that mintr, T u ą 0,
let α P p0, 1q satisfy that p1´αq2 ą p
2
, and let R “ r
α
. Note that the assumption that h P CpRd,Rq
and the fact that tz P Rd : }z} ď ru is compact ensure that
sup
xPRd,}x}ďr
E
“
1t}WT }ď2Ru|hpx`WT q|p
‰ ă 8. (180)
Next note that the triangle inequality proves that for all x, z P Rd with }x} ď r and }z ´ x} ě 2R
it holds
(i) that }z} ě 2R ´ }x} ě 2R ´ r “ 2R ´ αR ą R,
(ii) that }x} ď r “ αR ď α }z}, and
(iii) that }z ´ x} ě }z} ´ }x} ě p1´ αq }z}.
Observe that item (iii) implies that for all x P Rd with }x} ď r it holds that
E
“
1t}WT }ą2Ru|hpx`WT q|p
‰
“ p2πT q´d{2
ż
Rd
1tzPRd : }z}ą2Rupyq |hpx` yq|p expp´ }y}
2
2T
q dy
“ p2πT q´d{2
ż
Rd
1tzPRd : }z}ą2Rupy ´ xq |hpyq|p expp´ }y´x}
2
2T
q dy
ď p2πT q´d{2
ż
Rd
|hpyq|p expp´p1´ αq2 }y}2
2T
q dy.
(181)
The fact that p1´αq2 ą p
2
and Hölder’s inequality therefore show that for all x P Rd with }x} ď r
it holds that
E
“
1t}WT }ą2Ru|hpx`WT q|p
‰
ď p2πT q´d{2
ż
Rd
”
|hpyq|2 expp´ }y}2
2T
q
ıp{2
expp´pp1´ αq2 ´ p
2
q }y}2
2T
q dy
ď p2πT q´d{2 `E“|hpWT q|2‰ p˘{2
„ż
Rd
expp´ p1´αq2´p{2
1´p{2
}y}2
2T
q dy
1´p{2
.
(182)
Hence, we obtain that supxPRd,}x}ďr Er1t}WT }ě2Ru|hpx `WT q|ps ă 8. Combining this with (180)
shows that supxPRd,}x}ďr Er|hpx`WT q|ps ă 8. This completes the proof of Lemma 4.2.
Lemma 4.3. Let d P N, f P CpRd ˆ R,Rq, g P CpRd,Rq, L, T P r0,8q, let pΩ,F ,Pq be a
probability space, let W : r0, T s ˆ Ω Ñ Rd be a standard Brownian motion, assume for all x P Rd,
a, b P R that |fpx, aq ´ fpx, bq| ď L|a ´ b| and Er|fpx `WT , 0q|2 ` |gpx `WT q|2s ă 8, and let
u : Rd Ñ R satisfy for all x P Rd that upxq “ Erfpx `WT , gpx `WT qqs (cf. Lemma 3.1). Then
u P CpRd,Rq.
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Proof of Lemma 4.3. Throughout this proof let ‖¨‖ : Rd Ñ r0,8q be the standard norm on Rd
and let xn P Rd, n P N0, satisfy lim supnÑ8 }xn ´ x0} “ 0. The assumption that f P CpRd ˆ R,Rq
and the assumption that g P CpRd,Rq ensure that for all ω P Ω it holds that
lim sup
nÑ8
|fpxn `WT pωq, gpxn `WT pωqqq ´ fpx0 `WT pωq, gpx0 `WT pωqqq| “ 0. (183)
Moreover, note that the assumption that for all x P Rd, a, b P R it holds that |fpx, aq ´ fpx, bq| ď
L|a´ b| and the assumption that for all x P Rd it holds that Er|fpx`WT , 0q|2`|gpx`WT q|2s ă 8
imply that
E
“|fpx`WT , gpx`WT qq|2‰ ď 2E“|fpx`WT , 0q|2‰` 2E“|gpx`WT q|2‰ ă 8. (184)
Lemma 4.2 hence ensures that for all p P p1, 2q it holds that supnPN Er|fpxn`WT , gpxn`WT qq|ps ă
8. Vitali’s convergence theorem (see, e.g., Klenke [39, Theorem 6.25]), the de la Vallée Poussin
theorem (see, e.g., Klenke [39, Theorem 6.19]), and (183) therefore demonstrate that
lim sup
nÑ8
E
“|fpxn `WT , gpxn `WT qq ´ fpx0 `WT , gpx0 `WT qq|‰ “ 0. (185)
This completes the proof of Lemma 4.3.
Corollary 4.4. Let L, T P R, Θ “ ŤkPNZk, f P CpR,Rq satisfy for all a, b P R that |fpaq´fpbq| ď
L|a ´ b|, let ξd P Rd, d P N, for every K P N let tK0 , tK1 , . . . , tKK P R satisfy 0 “ tK0 ă tK1 ă . . . ă
tKK “ T , let pΩ,F ,Pq be a probability space, let Rθ : Ω Ñ p0, 1q, θ P Θ, be i.i.d. random variables,
assume for all r P p0, 1q that PpR0 ď rq “ r, let W d,θ : r0, T s ˆ Ω Ñ Rd, d P N, θ P Θ, be
i.i.d. standard Brownian motions, assume that pRθqθPΘ and pW d,θqpd,θqPNˆΘ are independent, let
v
d,K
k P CpRd,Rq, k P t0, 1, . . . , Ku, d,K P N, satisfy for all d,K P N, k P t1, 2, . . . , Ku, x P Rd
that Er|vd,K0 pξd `W d,0T q|2s ď L, Er|vd,K0 px`W d,0T q|2s ă 8, and
v
d,K
k pxq “ E
”
v
d,K
k´1px`W d,0tK
k
´tK
k´1
q ` ptKk ´ tKk´1qf
`
v
d,K
k´1px`W d,0tK
k
´tK
k´1
q˘ı (186)
(cf. Lemma 4.3), let RK,θ “ pRK,θk qkPt0,1,...,Ku : t0, 1, . . . , KuˆΩ Ñ N0, K P N, θ P Θ, satisfy for all
K P N, θ P Θ, k P t0, 1, . . . , Ku that RK,θk “ maxtn P N0 : tKn ď tKk Rθu, let V d,K,θk,n,M : Rd ˆ Ω Ñ R,
θ P Θ, k P t0, 1, . . . , Ku, n P N0, d,K,M P N, satisfy for all θ P Θ, d,K,M P N, n P N0,
k P t0, 1, . . . , Ku, x P Rd that
V
d,K,θ
k,n,Mpxq “
1Npnq
Mn
Mnÿ
m“1
”
v
d,K
0
px`W d,pθ,0,´mq
tK
k
q ` tKk fp0q
ı
`
n´1ÿ
j“1
tKk
Mn´j
Mn´jÿ
m“1
„
f
`
V
d,K,pθ,j,mq
R
K,pθ,j,mq
k
,j,M
px`W d,pθ,j,mq
tK
k
´W d,pθ,j,mq
tK
R
K,pθ,j,mq
k
q˘
´ f`V d,K,pθ,j,´mq
R
K,pθ,j,mq
k
,j´1,M
px`W d,pθ,j,mq
tK
k
´W d,pθ,j,mq
tK
R
K,pθ,j,mq
k
q˘, (187)
and let Cd,KM,n P R, d,K,M, n P N0, satisfy for all d,K,M P N, n P N0 that
C
d,K
M,n ď dMn `
n´1ÿ
j“1
Mn´jpd` 1` Cd,KM,j ` Cd,KM,j´1q. (188)
Then there exist N “ pNεqεPp0,1s : p0, 1s Ñ N and c “ pcδqδPp0,1s : p0, 1s Ñ R such that for all
δ, ε P p0, 1s, d,K P N it holds that Cd,KNε,Nε ď cδdε´p2`δq and
`
Er|V d,K,0K,Nε,Nεpξdq ´ vd,KK pξdq|2s
1˘{2 ď ε.
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Proof of Corollary 4.4. Throughout this proof let pKk,l P p0,8q, k P t1, 2, . . . , Ku, l P N0, K P N,
satisfy for all K P N, k P t1, 2, . . . , Ku, l P N0 that
pKk,l “
$&
%
tK
l`1´t
K
l
tK
k
: l ă k
1 : l ě k.
(189)
Observe that item (ii) of Theorem 4.1 (applied with α ð 0, γ ð 1, c ð LT , κ ð L`T |fp0q|, p ð
1, Θ ð Θ, ξd ð ξd, pLd,Kk qkPt0,1,...,Ku ð pLptKmintk`1,Ku ´ tKk qqkPt0,1,...,Ku, pf d,Kk qkPt0,1,...,Ku ð ppRd ˆ
R Q px, aq ÞÑ a ` ptK
mintk`1,Ku ´ tKk qfpaq P RqqkPt0,1,...,Ku, pφd,Kk qkPt0,1,...,Ku ð pRd ˆ Rd Q px, wq ÞÑ
x ` w P RdqkPt0,1,...,Ku, pΩ,F ,Pq ð pΩ,F ,Pq, pCd,KM,nqpM,nqPNˆN0 ð pCd,KM,nqpM,nqPNˆN0 , pRd,K,θqθPΘ ð
pRK,θqθPΘ, pW d,K,θk qpk,θqPt0,1,...,KuˆΘ ð pW d,θtK
mintk`1,Ku
´W d,θ
tK
k
qpk,θqPt0,1,...,KuˆΘ, ppd,Kk,l qpk,lqPt1,2,...,KuˆN0 ð
ppKk,lqpk,lqPt1,2,...,KuˆN0, pvd,Kk qkPt0,1,...,Ku ð pvd,Kk qkPt0,1,...,Ku for d,K P N in the notation of Theo-
rem 4.1) ensures that there exist N “ pNεqεPp0,1s : p0, 1s Ñ N and c “ pcδq : p0, 1s Ñ r0,8q such
that for all δ, ε P p0, 1s, d,K P N it holds that Cd,KNε,Nε ď cδdε´p2`δq and´
E
”ˇˇ
V
d,K,0
K,Nε,Nε
pξdq ´ vd,KK pξdq
ˇˇ
2
ı 1¯{2
ď ε. (190)
This completes the proof of Corollary 4.4.
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