Nomenclature {#nom0005}
============

*i*

:   counter, dimensionless

*j*

:   counter, dimensionless

*k*

:   reaction coefficient, m^3^ mol^−1^ ^−1^

*M~i~*

:   measurement I, dep.

N

:   normal distribution, dimensionless

*p~i~*

:   calculated time series, point I, dep.

*P*()

:   probability, dimensionless

*t*

:   time, s

Δ*t*

:   sample interval, s

*X~i~*

:   error on the experimental value, measured at time *t~i~*, dep.
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*μ*

:   average, dep.

*ρ*

:   binary correlation coefficient, dimensionless

*σ*^2^

:   variance, dep.

τ

:   correlation time, s
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0

:   inlet, initial, saturation

*i*

:   compound i, reaction i, time step i
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DG

:   diglyceride

Ei

:   esters of fatty acids, (*E~i~* = R~i~COOCH~3~, and *i* = 1, 2 and 3)

GL

:   glycerol

ISD

:   in-silico data

*M*

:   mol L^−1^

MeOH

:   methanol

MG

:   monoglyceride

TG

:   triglyceride
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\^

:   and

\|

:   given that

**Specifications Table**TableSubject area*Chemistry, engineering*More specific subject area*Simulation and parameter estimation*Type of data*Excel® file, figures*How data was acquired*Simulation of data via Excel®*Data format*Raw*Experimental factors--Experimental features*Transesterification reaction data*Data source location--Data accessibility*Data is within this article.*

**Value of the data**•The procedure to superpose normally distributed experimental error onto calculated time series is described. The required equations are given and a specific example is elaborated.•Datasheets and algorithms arisen from this application were explicitly exposed and procedures explained.•A reusable Excel® data sheet is given within this paper to create so-called 'in-silico data'.•The described procedure can be followed, with a minimal effort, by other users requiring artificial experimental time series with the usual purpose of testing novel procedures to interpret experimental time series.•High applicability and very easy practicability for users in every research field!

1. Data {#s0005}
-------

A set of time series was generated via the numerical integration of a system of differential equations with given initial conditions, as explained in [@bib1], on which normally distributed error was superposed.

This work gives a specific outline for the creation of this superposed experimental error in the generation of so-called 'in-silico data'.

A full data set, as used in Ref. [@bib1], is given in this paper in [Fig. 1](#f0005){ref-type="fig"}, [Fig. 2](#f0010){ref-type="fig"}, [Fig. 3](#f0015){ref-type="fig"}, [Fig. 4](#f0020){ref-type="fig"}, [Fig. 5](#f0025){ref-type="fig"}, [Fig. 6](#f0030){ref-type="fig"}, [Fig. 7](#f0035){ref-type="fig"}, [Fig. 8](#f0040){ref-type="fig"}. Final results of the parameter calculation procedure in Ref. [@bib1] are mentioned in [Table 1](#t0005){ref-type="table"}, [Table 2](#t0010){ref-type="table"}, [Table 3](#t0015){ref-type="table"} as data supplement.Fig. 1Triglyceride (TG) response versus time for residence times 200, 500, 1000 and 2000 s. Full lines are calculated responses; points are the in-silico data, acquired via the presented method. Details can be found in [Section 2.2](#s0020){ref-type="sec"} and Ref. [@bib1].Fig. 1Fig. 2Diglyceride (DG) response versus time for residence times 200, 500, 1000 and 2000 s. Full lines are calculated responses; points are the in-silico data, acquired via the presented method. Details can be found in [Section 2.2](#s0020){ref-type="sec"} and Ref. [@bib1].Fig. 2Fig. 3Monoglyceride (MG) response versus time for residence times 200, 500, 1000 and 2000 s. Full lines are calculated responses; points are the in-silico data, acquired via the presented method. Details can be found in [Section 2.2](#s0020){ref-type="sec"} and Ref. [@bib1].Fig. 3Fig. 4Glycerol (GL) response versus time for residence times 200, 500, 1000 and 2000 s. Full lines are calculated responses; points are the in-silico data, acquired via the presented method. Details can be found in [Section 2.2](#s0020){ref-type="sec"} and Ref. [@bib1].Fig. 4Fig. 5Methanol (MeOH) response versus time for residence times 200, 500, 1000 and 2000 s. Full lines are calculated responses; points are the in-silico data, acquired via the presented method. Details can be found in [Section 2.2](#s0020){ref-type="sec"} and Ref. [@bib1].Fig. 5Fig. 6Ester (E1) response versus time for residence times 200, 500, 1000 and 2000 s. Full lines are calculated responses; points are the in-silico data, acquired via the presented method. Details can be found in [Section 2.2](#s0020){ref-type="sec"} and Ref. [@bib1].Fig. 6Fig. 7Ester (E2) response versus time for residence times 200, 500, 1000 and 2000 s. Full lines are calculated responses; points are the in-silico data, acquired via the presented method. Details can be found in [Section 2.2](#s0020){ref-type="sec"} and Ref. [@bib1].Fig. 7Fig. 8Ester (E3) response versus time for residence times 200, 500, 1000 and 2000 s. Full lines are calculated responses; points are the in-silico data, acquired via the presented method. Details can be found in [Section 2.2](#s0020){ref-type="sec"} and Ref. [@bib1].Fig. 8Table 1Parameter values obtained for different error values at the given temperatures and *C*~MeOH,0~ = 0.023 M [@bib1].Table 1Error*kT* = 30 °C*T* = 50 °C*T* = 70 °C*T* = 90 °C0%10.01280.04940.16300.470920.03930.10910.26860.598830.02750.21141.28136.367340.26971.21294.577414.92351.24482.40694.30977.237260.02590.06940.16570.35941%10.0130 ± 0.00060.0506 ± 0.00270.1646 ± 0.00950.4667 ± 0.039420.0389 ± 0.00480.1079 ± 0.01050.2631 ± 0.02490.5836 ± 0.057230.0284 ± 0.00100.2174 ± 0.00961.2996 ± 0.07506.2387 ± 0.827740.2713 ± 0.18681.1901 ± 0.17584.5051 ± 0.363914.218 ± 2.170551.2709 ± 0.04422.4288 ± 0.08484.3533 ± 0.16127.2525 ± 0.322960.0240 ± 0.00890.0688 ± 0.00830.1620 ± 0.01310.3524 ± 0.02392.5%10.0134 ± 0.00100.0509 ± 0.00430.1659 ± 0.01970.4746 ± 0.077220.0367 ± 0.00750.1040 ± 0.01710.2478 ± 0.04260.5642 ± 0.124530.0288 ± 0.00160.2237 ± 0.01611.3351 ± 0.14065.7971 ± 1.644240.3204 ± 0.25791.1548 ± 0.33674.3600 ± 0.760413.005 ± 4.432251.2909 ± 0.06982.4803 ± 0.12764.4136 ± 0.29027.3570 ± 0.668260.0218 ± 0.01520.0657 ± 0.01560.1552± 0.2390.2417 ± 0.5415%10.0137 ± 0.00130.0520 ± 0.00730.1626 ± 0.03090.4428 ± 0.125720.0369 ± 0.01370.0979 ± 0.03120.2337 ± 0.07750.5110 ± 0.200930.0298 ± 0.00290.2305 ± 0.02671.3499 ± 0.24764.9555 ± 1.881140.2977 ± 0.31451.0559 ± 0.53414.0291 ± 1.33819.5520 ± 4.939751.3375 ± 0.11472.5548 ± 0.21614.5803± 0.50107.5796 ± 1.068860.0219 ± 0.02360.0607 ± 0.02550.1500 ± 0.03770.3162 ± 0.08257.5%10.0142 ± 0.00210.0532 ± 0.00990.1662 ± 0.04470.4262 ± 0.130420.0322 ± 0.01750.0937 ± 0.04010.2115 ± 0.08510.3616 ± 0.213130.0312 ± 0.00340.2371 ± 0.03401.3103 ± 0.34244.6452 ± 2.271940.3782 ± 0.44481.0214 ± 0.61093.7394 ± 1.78147.6503 ± 6.127551.4083 ± 0.13682.6790 ± 0.31524.8133 ± 0.72907.4302 ± 1.559960.0159 ± 0.02250.0554 ± 0.03460.1457 ± 0.05640.3212 ± 0.108910%10.0145 ± 0.00260.0533 ± 0.01160.1543 ± 0.05040.3719 ± 0.204620.0323 ± 0.02150.0860 ± 0.04990.2147 ± 0.11880.3234 ± 0.263330.0327 ± 0.00530.2461 ± 0.04761.3132 ± 0.36884.1023 ± 2.022640.4765 ± 0.57730.8971 ± 0.89123.3111 ± 1.87366.9751 ± 5.358151.4787 ± 0.18882.8394 ± 0.44654.8284 ± 0.92557.8183 ± 1.982460.0228 ± 0.02540.0540 ± 0.03580.1334 ± 0.07130.2654 ± 0.1429Table 2Parameter values obtained for different error values at the given temperatures and *C*~MeOH,0~ = 0.068 M [@bib1]. Parameters for 0% error can be found in [Table 1](#t0005){ref-type="table"}.Table 2Error*kT* = 30 °C*T* = 50 °C*T* = 70 °C*T* = 90 °C1%10.0131 ± 0.00070.0498 ± 0.00280.1625 ± 0.01490.4565 ± 0.060720.0388 ± 0.00400.1075 ± 0.00920.2590 ± 0.02880.5579 ± 0.080430.0283 ± 0.00110.2178 ± 0.00861.2815 ± 0.13375.8813 ± 1.474940.2668 ± 0.10031.2057 ± 0.09784.4211 ± 0.532112.900 ± 3.050351.2691 ± 0.04552.4381 ± 0.09554.2761 ± 0.29247.1339 ±0.0611760.0251 ± 0.00290.0682 ± 0.00450.1621 ± 0.01250.3512 ± 0.03392.5%10.0134 ± 0.00120.0501 ± 0.00500.1608 ± 0.03190.4437 ± 0.123320.0373 ± 0.00620.1034 ± 0.01760.2382 ± 0.06340.5162 ± 0.181230.0291 ± 0.00170.2207 ± 0.01501.2038 ± 0.26724.9639 ± 2.198540.2664 ± 0.15361.1941 ± 0.18254.0155 ± 1.07219.8110 ± 4.996851.2825 ± 0.07022.4806 ± 0.15494.2678 ± 0.69237.0422 ± 1.416260.0250 ± 0.00470.0662 ± 0.00810.1557 ± 0.03220.3302 ± 0.06825%10.0140 ± 0.00250.0499 ± 0.00770.1509 ± 0.05070.3819 ± 0.161720.0321 ± 0.01250.0965 ± 0.02520.2144 ± 0.09690.4022 ± 0.245530.0302 ± 0.00270.2298 ± 0.02821.1087 ± 0.38703.1829 ± 1.871440.2429 ± 0.21011.1468 ± 0.35163.5065 ± 1.76775.8569 ± 4.146451.3549 ± 0.11092.5407± 0.2964.1563 ± 0.98696.3080 ± 1.508060. 226 ± 0.00860.0647 ± 0.01500.1407 ± 0.05750.2757 ± 0.12347.5%10.0140 ± 0.00250.0489 ± 0.01080.1395 ± 0.05480.3040 ± 0.187120.0321± 0.01250.0833± 0.03640.1550 ± 0.11410.2875 ± 0.246030.0319 ± 0.00420.2356 ± 0.04121.0982 ± 0.59862.4016 ± 1.715940.2096 ± 0.24751.0634 ± 0.42632.5746 ± 1.50394.0709 ± 2.755551.4013 ± 0.15622.6430 ± 0.39493.9119 ± 1.45687.2743 ± 3.599460.0224 ± 0.01050.0624 ± 0.02190.1072 ± 0.06000.2191 ± 0.106510%10.0138 ± 0.00300.0509 ± 0.01510.1201 ± 0.06430.2643 ± 0.143820.0303 ± 0.01650.0812 ± 0.04060.1686 ± 0.12530.2574 ± 0.182330.0329 ± 0.00450.2429 ± 0.05000.8768 ± 0.44812.1862 ± 1.413140.2337 ± 0.34741.0090 ± 0.52342.4285 ± 1.50163.0049 ± 3.142251.4310 ± 0.21812.6895 ± 0.51254.3885 ± 2.25735.3426 ± 2.474460.0194 ± 0.01140.0569 ± 0.02380.1114 ± 0.06230.2033 ± 0.0932Table 3Parameter values obtained for different error values at the given temperatures and *C*~MeOH,0~ = 0.124 M [@bib1]. Parameters for 0% error can be found in [Table 1](#t0005){ref-type="table"}.Table 3Error*kT* = 30 °C*T* = 50 °C*T* = 70 °C*T* = 90 °C1%10.0131 ± 0.00070.0500 ± 0.00340.1606 ± 0.01270.4422 ± 0.072720.0391 ± 0.00310.1079 ± 0.00880.2580 ± 0.02820.5658 ± 0.117630.0284 ± 0.00120.2161 ± 0.00931.2690 ± 0.13255.0248 ± 1.813440.2624 ± 0.07061.2125 ± 0.09414.3661 ± 0.479211.474 ± 3.872951.2627 ± 0.05132.4282 ± 0.10544.2610 ± 0.29757.0053 ± 0.872860.0254 ± 0.00210.0688 ± 0.00480.1625 ± 0.01470.3464 ± 0.05602.5%10.0130 ± 0.00150.0502 ± 0.00680.1580 ± 0.02980.4104 ± 0.123120.0376 ± 0.00630.1031 ± 0.01900.2418 ± 0.06170.4650 ± 0.203930.0288 ± 0.00210.2203 ± 0.01811.2167 ± 0.26153.3714 ± 1.910940.2450 ± 0.11891.1680 ± 0.18704.1125 ± 1.06097.5803 ± 4.441951.2865 ± 0.07662.4522 ± 0.20844.2599 ± 0.66866.3786 ± 1.819860.0247 ± 0.00380.0671 ± 0.00920.1491 ± 0.02950.2984 ± 0.08635%10.0136 ± 0.00210.0508 ± 0.00990.1541 ± 0.05130.2549 ± 0.142920.0357 ± 0.01020.0949 ± 0.03270.2117 ± 0.10020.3201 ± 0.220530.0300 ± 0.00280.2222 ± 0.03061.0759 ± 0.35612.2185 ± 1.287740.2275 ± 0.17491.1507 ± 0.28163.3575 ± 1.52314.0342 ± 3.119551.3334 ± 0.14102.5085 ± 0.34174.2568 ± 1.18825.6018 ± 2.404660.0239 ± 0.00550.0628 ± 0.01600.1379 ± 0.04600.2325 ± 0.10357.5%10.0137 ± 0.00300.0489 ± 0.01440.1410 ± 0.06910.2786 ± 0.177320.0315 ± 0.01140.0847 ± 0.04290.1712 ± 0.11020.2324 ± 0.164930.0312 ± 0.00430.2296 ± 0.03881.0368 ± 0.46512.2045 ± 1.379240.2014 ± 0.19181.0414 ± 0.37242.9939 ± 1.84273.1193 ± 2.815551.3949 ± 0.18402.5865 ± 0.52953.8883 ± 1.55964.3064 ± 3.111460.0234 ± 0.00740.0609 ± 0.02060.1193 ± 0.05770.1906 ± 0.137310%10.0138 ± 0.00330.0470 ± 0.01670.1229 ± 0.06180.2060 ± 0.110920.0317 ± 0.01710.0722 ± 0.05150.1335 ± 0.11040.1384 ± 0.126430.0326 ± 0.00470.2366 ± 0.05740.9367 ± 0.49901.0960 ± 0.729340.2457 ± 0.23450.9624 ± 0.48792.2892 ± 1.43112.0960 ± 1.530751.4370 ± 0.19112.5772 ± 0.59833.9285 ± 1.35333.5051 ± 2.175760.0206 ± 0.00870.0542 ± 0.02630.1042 ± 0.06940.1424 ± 0.1051

2. Experimental design, materials and methods {#s0010}
---------------------------------------------

[Section 2.1](#s0015){ref-type="sec"} gives the detailed mathematical background and [Section 2.2](#s0020){ref-type="sec"} gives some examples of this directly-implementable theory. The interested reader can find another application in Roelant et al. [@bib2], [@bib3].

### 2.1. Theoretical background {#s0015}

Experimental time series consist of measurements *M~i~* of the same quantity at equispaced points in time *t~i~*= *t*~0~ + (i − 1)Δ*t*. Like any measurement the *M~i~* are subject to an experimental error:$$M_{i} = p_{i} + X_{i}$$

The errors *X~i~* are here assumed to be of the Gauss-Markov type. This means that the errors have a normal distribution with zero mean, and are correlated with binary correlation coefficients via Eq. [(2)](#eq0010){ref-type="disp-formula"}:$$\rho\left( {X_{i},X_{j}} \right) = \exp\left( {- \frac{t_{j} - t_{i}}{\tau}} \right)$$

The level of correlation between any two measurements decays exponentially as a function of the time elapsed between them, giving the error a 'memory'. If one measurement has a positive error, for example, there is a high chance the next measurement also has a positive error. Gauss-Markov errors frequently occur in experimental time series, as they have been identified, e.g., by Roelant et al. [@bib3]. Long correlation times $\tau$ have a negative impact on the quality of the time series. In other words, correlation times on the time scale of the actual trends to be observed can cause random excursions which are mistaken for actual trends in the measured quantity.

As part of the development of novel procedures to interpret experimental time series, such procedures are sometimes tested on artificial data, i.e., model calculated time series with an artificial error superposed. Producing artificial errors of the Gauss-Markov type offers the possibility to account for a realistic error memory. In this data article the authors show how artificial Gauss-Markov errors can be generated.

A Gauss distribution for a random variable *X*, with average *μX* and variance $\sigma_{X}^{2}$, is given by Eq. [(3)](#eq0015){ref-type="disp-formula"}:$$P\left( {X = x} \right) = \frac{1}{\sqrt{2\pi}\sigma_{X}} \cdot \exp\left\lbrack {- \frac{\left( {x - \mu_{X}} \right)^{2}}{2\sigma_{X}^{2}}} \right\rbrack dx$$

Consider a measurement error *X*~0~ with normal distribution with mean zero and variance $\sigma_{0}^{2}$. The probability that *X*~0~ = *x*~0~ is given by Eq. [(4)](#eq0020){ref-type="disp-formula"}, which is the well-known Gauss distribution, see Eq. [(3)](#eq0015){ref-type="disp-formula"}, with zero mean and variance $\sigma_{0}^{2}$ [@bib4]:$$P\left( {X_{0} = x_{0}} \right) = \frac{1}{\sqrt{2\pi}\sigma_{0}}\exp\left\lbrack {- \frac{x_{0}^{2}}{2\sigma_{0}^{2}}} \right\rbrack dx_{0}$$

Now consider the error *X*~1~ on the next measurement in time, with normal distribution with mean zero and variance $\sigma_{1}^{2}$. If *X*~0~ and *X*~1~ are correlated with binary correlation coefficient, ρ, the probability that *X*~0~ = *x*~0~ and *X*~1~ = x~1~ is given by Eq. [(5)](#eq0025){ref-type="disp-formula"}:$$\begin{array}{l}
{P\left( {X_{0} = x_{0} \land X_{1} = x_{1}} \right) = \frac{1}{2\pi\sigma_{0}\sigma_{1}\sqrt{1 - \rho^{2}}} \cdot \exp\left\lbrack {- \frac{1}{2\left( {1 - \rho^{2}} \right)}\left( {\frac{x_{0}^{2}}{\sigma_{0}^{2}} + \frac{x_{1}^{2}}{\sigma_{1}^{2}} - 2\rho\frac{x_{0}x_{1}}{\sigma_{0}\sigma_{1}}} \right)} \right\rbrack dx_{0}dx_{1}} \\
\end{array}$$

Eq. [(5)](#eq0025){ref-type="disp-formula"} is the application of the so-called 'multivariate normal distribution' or 'multivariate Gaussian distribution', typically used in probability theory and statistics [@bib5]. This is a generalization of the one-dimensional (univariate) normal distribution, see Eq. [(3)](#eq0015){ref-type="disp-formula"}, to multiple dimensions. In the two-dimensional case, the probability density of the random pair (*X*, *Y*) is given by Eq. [(6)](#eq0030){ref-type="disp-formula"}, where ρ is the correlation between *X* and *Y* [@bib5]:$$\begin{array}{l}
{P\left( {X = x \land Y = y} \right) = \frac{1}{2\pi\sigma_{X}\sigma_{Y}\sqrt{1 - \rho^{2}}} \cdot \exp\left\lbrack {- \frac{1}{2\left( {1 - \rho^{2}} \right)}\left( {\frac{\left( {x - \mu_{X}} \right)^{2}}{\sigma_{X}^{2}} + \frac{\left( {y - \mu_{Y}} \right)^{2}}{\sigma_{Y}^{2}} - 2\rho\frac{\left( {x - \mu_{X}} \right)\left( {y - \mu_{Y}} \right)}{\sigma_{X}\sigma_{Y}}} \right)} \right\rbrack dx_{0}dx_{1}} \\
\end{array}$$

In the given case, i.e., for errors with a normal distribution with zero mean, Eq. [(6)](#eq0030){ref-type="disp-formula"} simplifies to Eq. [(5)](#eq0025){ref-type="disp-formula"}.

The conditional probability that *X*~1~ = *x*~1~ if it is already known that *X*~0~ = *x*~0~ can then be calculated as the so-called 'conditional probability' via Eq. [(7)](#eq0035){ref-type="disp-formula"}:$$P\left( {X_{1} = x_{1}|X_{0} = x_{0}} \right) = \frac{P\left( {X_{0} = x_{0} \land X_{1} = x_{1}} \right)}{P\left( {X_{0} = x_{0}} \right)}$$

In probability theory, this conditional probability of an event, say *B*, is the probability that this event will occur given the knowledge that another event, say A, has already occurred by assumption, presumption, assertion or evidence. This probability is written as *P*(*B*\|*A*). If events *A* and *B* are not independent, or 'correlated', then the probability of the both of *A* and *B* occurring is defined by *P*(*A \^* *B*) = *P*(*A*)\**P*(*B*\|*A*), explaining the origin and meaning of Eq. [(7)](#eq0035){ref-type="disp-formula"}.

Finally, substitution of Eqs. [(4)](#eq0020){ref-type="disp-formula"}, [(5)](#eq0025){ref-type="disp-formula"} into Eq. [(7)](#eq0035){ref-type="disp-formula"} gives expression [(8)](#eq0040){ref-type="disp-formula"}:$$\begin{array}{l}
{P\left( {X_{1} = x_{1}|X_{0} = x_{0}} \right) = \frac{1}{\sqrt{2\pi}\sigma_{1}\sqrt{1 - \rho^{2}}} \cdot \exp\left\lbrack {- \frac{1}{2\left( {1 - \rho^{2}} \right)\sigma_{1}^{2}}\left( {x_{1} - \frac{\rho\sigma_{1}x_{0}}{\sigma_{0}}} \right)^{2}} \right\rbrack dx_{1}} \\
\end{array}$$

*X*~1~ can be observed to obey a normal distribution with mean $\rho\frac{\sigma_{1}}{\sigma_{0}}x_{0}$ and variance $\left( {1 - \rho^{2}} \right)\sigma_{1}^{2}$, when Eq. [(8)](#eq0040){ref-type="disp-formula"} is compared to Eq. [(3)](#eq0015){ref-type="disp-formula"}.

### 2.2. Specific procedure {#s0020}

The procedure of calculating the artificial error on a time series, as explained in [Section 2.1](#s0015){ref-type="sec"}, goes according to the indicated steps, based on the theory in [Section 2.1](#s0015){ref-type="sec"}:1.Calculate the ideal time series p~i~ with a model.2.Postulate how the variance on each error Xi depends on the ideal value pi:$$\sigma_{i}^{2} = \sigma^{2}\left( p_{i} \right).$$*σ* can be constant, but in the frequently observed case that the magnitude of the error is proportional to the ideal value, *σ* should be a non-decreasing monotonic function.3.The artificial error *x*~0~ in the first artificial measurement *m*~0~ = *p*~0~ + *x*~0~ is calculated as a pseudorandom number with mean zero and variance $\sigma_{0}^{2} = \sigma^{2}\left( p_{0} \right)$.4.The artificial error *x~i~* in the subsequent measurements *m~i~* = *p~i~* + *x~i~* is calculated as a pseudorandom number with mean $\rho\frac{\sigma\left( p_{i} \right)}{\sigma\left( p_{i - 1} \right)}x_{i - 1}$ and variance $\left( {1 - \rho^{2}} \right)\sigma^{2}\left( p_{i} \right)$. The correlation coefficient $\rho$ depends on the correlation time $\tau$ and the sampling interval Δt$:$$$\rho = \exp\left( {- \frac{\Delta t}{\tau}} \right)$$

### 2.3. Esterification data {#s0025}

The time series for the transesterification data and the calculation of the ideal data are given in [Excel® file transesterification_ISD.xlsx](#s0045){ref-type="sec"}. The governing chemical equilibrium reactions for the transesterification of the triglyceride (TG) with methanol (MeOH) are given by Eqs. [(11)](#eq0055){ref-type="disp-formula"}, [(12)](#eq0060){ref-type="disp-formula"}, [(13)](#eq0065){ref-type="disp-formula"}, with the intermediate products diglyceride (DG) and monoglyceride (MG):$$\left. TG + CH_{3}OH\quad\rightleftarrows\quad DG + R_{1}COOCH_{3}\quad k_{1},k_{2} \right.$$$$\left. DG + CH_{3}OH\quad\rightleftarrows\quad MG + R_{2}COOCH_{3}\quad k_{3},k_{4} \right.$$$$\left. MG + CH_{3}OH\quad\rightleftarrows\quad GL + R_{3}COOCH_{3}\quad k_{5},k_{6} \right.$$

Parameter values (m^3^ mol^−1^ s^−1^) are *k*~1~ = 0.049, *k*~2~ = 0.109, *k*~3~ = 0.211, *k*~4~ = 1.213, *k*~5~ = 2.407 and *k*~6~ = 0.069. Initial conditions are *C*~TG,0~ = 1 M and *C*~MeOH,0~ = 0.023 M. The reactor is operated in semi-batch in which the MeOH enters; an equal flow rate is entering and exiting, expressed via residence time values. Four residence times are applied, namely 200 s (experiment (4), 500 s (experiment 3), 1000 s (experiment 2) and 2000 s (experiment 1). Results are depicted in [Fig. 1](#f0005){ref-type="fig"}, [Fig. 2](#f0010){ref-type="fig"}, [Fig. 3](#f0015){ref-type="fig"}, [Fig. 4](#f0020){ref-type="fig"}, [Fig. 5](#f0025){ref-type="fig"}, [Fig. 6](#f0030){ref-type="fig"}, [Fig. 7](#f0035){ref-type="fig"}, [Fig. 8](#f0040){ref-type="fig"}. A sampling interval of Δ*t* = 30 s was assumed and the correlation time, *τ* is taken 30 s. Full details on the calculation of the ideal data, the choice for parameter values and reactor model are given in reference [@bib1]. In this work, a relative error is used: 1, 2.5, 5, 7.5 and 10%, compared to the calculated transesterification reaction responses.
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