In this study, the possibilities for quantification of vessel diameters of peripheral arteries in gadolinium contrast-enhanced magnetic resonance angiography (Gd CE MRA) were evaluated. Absolute vessel diameter measurements were assessed objectively and semiautomatically in maximum intensity projections (MIPs) of contrast-enhanced T 1 -weighted 3D spoiled gradient-echo datasets, studied with digital subtraction techniques. In vivo, the complete peripheral arterial bed of six patients was studied, from the aorto-iliac bifurcation down to the distal run-off. By measuring the signal intensity (SI) over the lumen of a vessel in the MIP, an SI-plot was obtained. Next, the vessel boundaries were determined using a threshold algorithm; from these boundary points individual diameter values could be obtained along the trajectory of the vessel. In an in vitro study, an optimal threshold value of 30% of the range of SI-values between the background and the maximal SI in the vessel was obtained for accurate diameter measurement in Gd CE MRA (i.e., full-width 30%-maximum). Furthermore, the relationship between the accuracy of these measurements and the scan resolution was investigated. Accuracy was found to be acceptable (i.e., less than 10% over/underestimation) for vessel sizes covering at least 3 pixels. In six patients, diameters were measured in MIPs of the total datasets (i.e., D T ) as well as in selective MIPs of the clipped datasets (i.e., D S ) (n ϭ 209). D T and D S were statistically significantly correlated (p Ͻ 0.01) with a Pearson correlation coefficient r P ϭ 0.98. Measurements in the total MIPs yielded statistically significant (p Ͻ 0.01) smaller diameter values compared with measurements in selective MIPs, with a mean difference of 0.15 mm. Diameter values from the selective MIPs of the aorto-iliac arteries were also compared with diameter values measured at corresponding anatomic positions in X-ray angiograms of these patients (i.e., D X ) (n ϭ 70). D X and D S were statistically significantly correlated (p Ͻ 0.01) with a Pearson correlation coefficient r P ϭ 0.92. Diameters measured in the selective MIPs were smaller than those measured in the X-ray angiograms (mean difference 0.49 mm) and this difference was statistically significant (p Ͻ 0.01). In conclusion, diameter values can be evaluated accurately in MIPs of vessels with at least 3 pixels in diameter, using the full-width 30%-maximum criterion.
Introduction
Gadolinium (Gd) contrast-enhanced (CE) magnetic resonance angiography (MRA) [1] has shown potential value in abdominal [2] [3] [4] and peripheral [5] [6] [7] angiography. Ho et al. [8] introduced an infusion tracking method with a moving table to visualize the complete peripheral arterial bed using one bolus of 39 mL gadopentetate dimeglumine. In a previous study [9] , we presented a similar scanning method for visualizing the complete arterial bed, using widely available hardware and software. The complete arterial bed was imaged in three consecutive overlapping stations using less than 60 mL of a Gd contrast agent administered in multiple bolus injections. This amount is still relatively high and consequently raises the costs of the MRA examination. Therefore, the next step in optimizing our scanning protocol was to decrease the total amount of contrast agent to a maximum of 45 mL of Gd.
Several studies have addressed the advantages and limitations of Gd CE MRA in clinical practice by comparing the diagnostic value of MRA with conventional X-ray angiography [7] [8] [9] [10] [11] [12] [13] . In general, stenoses were graded visually and classified by several observers on both the MR angiograms and the X-ray angiograms. As of yet, no study has reported an in vivo quantification in Gd CE MRA. In our previous work mentioned above, we have proposed a stenosis quantification approach in an in vitro study. Five observers quantified the degree of stenosis in five stenotic flow phantoms using a digital caliper. Overall good correlations between the observers and with the X-ray determined values were found.
Hoogeveen et al. presented an accurate, observer-independent and semi-automated method for measuring vessel diameters both in Phase-Contrast (PC) and Time-Of-Flight (TOF) MRA, based on the transluminal signal intensity (SI) [14] . The purpose of our current study was to quantify the vessel diameters of peripheral arteries in Gd CE MR angiograms and to compare these to the diameters measured in X-ray angiograms. For this, the method as presented by Hoogeveen et al. was implemented and first evaluated in our settings for Gd CE MRA in an in vitro study. Next, peripheral arteries of six patients were imaged with an optimized MRA scanning protocol and vessel diameters were measured in maximum intensity projections (MIPs) of the threedimensional (3D) datasets. Also, selective MIPs were constructed using a vessel tracking technique and by clipping the 3D dataset outside a volume of interest before projection in order to minimize background contributions [15, 16] . Vessel diameters were measured at several positions along the arterial bed in both the MIP of the total dataset (i.e., the total MIP) as well as in the selective MIPs. Diameters were compared to values quantitatively determined in X-ray angiograms.
Materials and methods

MRA
In a previous study, we described a multi-station imaging technique for visualizing the complete arterial bed of both legs using multiple bolus injections [9] . The protocol was developed on a Philips Gyroscan NT15 MR scanner (Philips Medical Systems, Best, The Netherlands), operating at 1.5 T and using standard hardware and software. A T 1 -weighted spoiled gradient-echo technique was used, requiring 66 s for the acquisition of a 3D dataset. Some studies [3, 4] have demonstrated artifacts in images of the proximal station (i.e., the aorto-iliac arteries) related to peristaltic motion and motion due to breathing. Using a faster scanning technique with breath-hold options for this first, proximal station can minimize these artifacts. Magnevist ® (Schering, Berlin, Germany), a gadopentetate dimeglumine-solution (0.5 M, relaxivity R ϭ 4.5 s Ϫ1 mmol Ϫ1 l) was used as a contrast agent; in the former protocol, less than 60 mL was administered to each patient. To decrease the costs of the MRA study, the total amount of Gd in this new, optimized protocol was now limited to 45 mL.
Patients were positioned supine with feet first in the MR scanner. The feet were strapped in a foam cushion to minimize motion artifacts. A Spectris MR Injector TM (Medrad, Beek, The Netherlands) was used to inject Gd through an 18-gauge Venflon ® -2 i.v. catheter (Ohmeda, Helsingborg, Sweden) in a forearm vein. The arms of the patient were placed on the chest, out of the imaging plane to minimize wrap-around effects [3] . The injector was filled with 45 mL Gd and 60 mL saline. After each Gd injection, an 8 -10 mL saline flush was administered at the same infusion rate as the Gd bolus, which was sufficient to flush the Gd through the supplying tube.
First, the center of the central station was positioned with the light visor 600 mm upwards from the feet, above the knees. This marked the center of the total imaging volume. Next, this central station was imaged with scout views. Then the patient was moved 400 mm cranially to image the distal station with identical scout views, while the last scout views (i.e., of the proximal station) were obtained after the patient was moved 800 mm caudally.
Visualization of the arterial bed was done by imaging this proximal station first, then the central station and finally, the distal station. A timing sequence was performed to determine the time of bolus arrival at the proximal station. A two-dimensional (2D) section positioned perpendicularly to the aorta and just proximal to the iliac bifurcation was imaged dynamically during a period of 90 s, starting at the moment of infusion with a dynamic, 2D T 1 -weighted spoiled gradient-echo technique [9] . From a time-intensity diagram, the delay-time of signal enhancement (i.e., bolus arrival) in the aorta was determined from measuring the SI in a region of interest (ROI) placed in the cross-section of the aorta. Two milliliters of Gd was administered as a testbolus at an infusion rate of 1 mL/s.
Next, the arteries were imaged as dynamic 3D datasets. Of each station, a series of two datasets was acquired, one without Gd (i.e., the mask images) and one Gd CE dataset. Image analysis was performed after digital subtraction of these datasets. The proximal station was imaged using a breath-hold, T 1 -weigthed Turbo Field Echo (TFE) sequence, with 25 s imaging time (T 1 -TFE, TR/TE/␣ ϭ 4.1/ 1.3/50°, 3D volume consisted of 60 coronal oriented sections, 2.8 mm thick and 1.4 mm overlap-achieved by zero filled interpolation at the time of image reconstruction-1 NEX, FOV ϭ 450 mm, 81% rectangular, scan matrix 256 ϫ 126, 512 2 reconstruction matrix, 1 TFE shot with 1 echo, centric k-space acquisition, scan duration 25 s). For this station, 15 mL of Gd was injected with an infusion rate of 1 mL/s. Scan delay was chosen to be equal to the bolus arrival time [9] , determined with the timing sequence.
Delayed image reconstruction was used for all Gd CE MRA datasets, so that imaging of the next station could be performed immediately after the previous station. The patient was moved to the central position and two dynamic T 1 -weighted 3D spoiled gradient-echo sequences were performed (T 1 -FFE, TR/TE/␣ ϭ 10/4.8/40°, 3D volume consisted of 65 coronal oriented sections, 2.6 mm thick and 1.3 mm overlap-achieved by zero filled interpolation at the time of image reconstruction-1 NEX, FOV ϭ 450 mm, 80% rectangular, scan matrix 256 ϫ 182, 256 2 reconstruction matrix, linear k-space acquisition, scan duration 60 s), one acquired without contrast agent and one using a bolus of 12 mL of Gd at an infusing rate of 0.3 mL/s. No additional timing was performed for acquisition of the central and distal stations. Taking into account the slower infusion rate and the extra trajectory for the bolus to cover and reach the particular stations, 5 s extra delay-time was added to the delay-time used for the proximal station. Finally, the patient was translated another 400 mm cranially and the distal station was imaged identically as the central station, but now with 16 mL of Gd, and again no testbolus. The same scan delay was chosen as used for the central station.
X-ray angiography
X-ray examinations were performed with an Integris 3000V X-ray System (Philips Medical Systems, Best, The Netherlands), with multiple aortic midstream injections of 300 mg/mL nonionic contrast agent (volume of each injection 15 mL, flow rate 10 mL/s). Images were acquired at a rate of 2 images/s with a 38 cm image intensifier and digitized at a 512 ϫ 512 matrix size. Contrast was injected through a 5F catheter (Cook, Son, The Netherlands) equipped with 6 radiopaque platinum marker bands at equidistant positions, 1 cm apart; these markers were used for calibration purposes in the image analysis.
Image analysis
Selective MIP construction
Total MIPs of the 3D MR datasets were constructed after subtraction of mask images and CE images. Anterior-posterior (AP) projections were used for image analysis, comparable to the projection of the X-ray images. Also, selective AP MIPs were constructed by clipping the 3D dataset. To this end, the 3D dataset was first resampled. The slice thickness was adjusted to the size of the pixels by trilinear interpolation resulting in cubical voxels. Next, a vessel tracking technique (Appendix A) constructed a skeleton of the vessel of interest. In Fig. 1 , an example is shown of the result of this tracking algorithm and selective MIP procedure. A total MIP of a proximal station is shown in Fig. 1a . Fig. 1b represents the resulting selective MIP of the clipped dataset. Fig. 1c represents the additional X-ray angiogram. These selective MIPs were constructed from the skeleton of the vessel by a dilation operation. For each tracking step, a cylinder with a particular number of voxels was constructed around each step of the track. Because of the difference in resolution between the proximal station and both the central and distal stations (i.e., 512 ϫ 512 matrix size as compared to the 256 ϫ 256 matrix size), a radius around the skeleton of 10 voxels was taken into account for the proximal station and 5 voxels for the central and distal stations. Of each clipped dataset, voxels with an SI-value less than 15% of the maximal SI of the total dataset, were first set to zero (i.e., threshold operation). Next, AP MIPs were constructed of the resulting datasets.
MRA vessel diameter measurement
Vessel diameters in the total and the selective MIPs were derived as follows. At the location of measurement, a human operator defined a measurement line perpendicularly to a vessel in the MIP by placing the two endpoints of this line with a cursor at either side of the vessel. The values of the SI in the image along this measurement line were assessed by taking samples every 0.5 mm along this line and were presented in an SI-plot (see Fig. 2 ). The same measurement lines were used for deriving the SI-plots over the lumina both in the total MIPs and the selective MIPs. For each patient, measurements were performed at several locations in all three stations and for both legs.
Next, the vessel diameter values were derived automatically from these SI-plots. First, the maximal value SI max in the particular SI-plot was determined. The mean of the four values in SI from sample points at either side of the lumen were considered to be representative of the SI of the background level. A threshold algorithm was applied to determine the vessel boundaries from the SI plot (schematically drawn in Fig. 2a) ; the optimal threshold value for Gd CE MRA (i.e., the percentage of the range in SI between the Figure  1A represents the total MIP of a 3D dataset. Figure 1B shows the resulting selective MIP of the clipped dataset, after dilation of the vessel track. Figure 1C shows the additional X-ray angiogram.
SI-value of the background and the maximal SI in the vessel) was determined from the in vitro study. Also, in Fig.  2 , an example of an SI-plot in vivo is given.
X-ray vessel diameter measurement
Vessel diameters were automatically and accurately assessed in X-ray angiograms using the QCA-CMS version 4.0 (MEDIS Medical Imaging Systems, Leiden, The Netherlands) analytical package with automated contour detection. The basic principles of the QCA-CMS and the results of validation studies have been described in detail elsewhere [18, 19] . Measurements were performed at corresponding anatomic positions as were indicated in the MR angiograms. Calibration in the X-ray angiograms was carried out by an automated technique, which detected the 6 markers on the catheter in an area indicated by an operator. 1 The distances in pixels between the estimated centers of the consecutive markers were determined in pixels. Comparing the maximal distance in pixels with the adjusted distance between the markers of 1 cm yielded the calibration factor.
Due to the fact that the marker catheter was used as the calibration device, calibration of the X-ray images was only possible in the proximal stations. These calibration factors could not be used for the central and distal stations, where the vessels would lie in imaging planes at different and unknown distances to the X-ray source and image intensifier. As a result, comparison between diameters assessed from MRA and X-ray could only be performed for this proximal station.
In vitro study
Hoogeveen et al. used objective diameter estimation criteria for measuring vessel diameters in axial source images (acquired perpendicularly to phantoms) of Phase-Contrast (PC) and Time-Of-Flight (TOF) data acquired in an in vitro study [14] . These criteria were empirically determined and yielded accurate diameters if the resolution was adequate (i.e., the diameter comprised at least 3 pixels) and saturation effects were minimal. Accurate diameter measurements were performed as described above from the SI measured over the lumen of a vessel (Fig. 2) .
In our study, MIP images were used from earlier performed in vitro studies, Gd CE MRA [9] as well as PC MRA [20] . Five stenotic phantoms, made out of flexible polyolefin heat shrink tube (Farnell, Maarssen, The Netherlands) were used. The morphology of these phantoms was accurately assessed prior to the MRA examinations by the determination of the reference and obstruction diameters in corresponding X-ray images acquired of these phantoms, again using the QCA-CMS analytical software package. Morphologic parameters are presented in Table 1 .
The phantoms were placed in a flow circuit and a stationary (i.e., non-pulsatile) pump (Verder, Vleuten, The Netherlands) applied a constant flow of water (flow rate of 200 mL/min). The phantoms were positioned in a water tank in the bore of the scanner. Gd CE MRA was performed for each phantom [9] similar to the acquisition of the central 1 van Assen HC, Vruuman HA, Egmont Petersen M, Bosch JG, Koning G, van der Linden EL, Goedhart B, Reiber JHC. Automated calibration in vascular X-ray images using the accurate localization of catheter marker bands, submitted for publication. Fig. 2 . Threshold algorithm. The vessel diameter is determined from a threshold in the SI-plot over the lumen, given in a percent value of the range in SI-values, schematically drawn in Fig. 2a. Fig. 2b shows an in vivo example of an artery with the measurement line drawn perpendicular to the vessel of interest, and Fig. 2c shows the additional SI-plot. and distal stations in vivo. The T 1 -value of the Gd contrast bolus passing the phantom was matched to the in vivo situation of a 15 mL Gd contrast bolus injection with an infusion rate of 0.3 mL/s in a patient with a cardiac output of 5 l/min (i.e., T 1 ϭ 112 ms) [9] .
After subtraction of the Gd CE MRA images, MIPs were constructed in two orthogonal views of each phantom (i.e., coronal and sagittal), and SI-plots of the lumina proximal to and at the site of the stenoses were acquired by the automated procedure as described above. By varying the threshold value in the SI-plots from 10% to 50% with 5% increments, and relating the acquired diameter values with the known reference diameters, an optimal value of the threshold was obtained. This optimal threshold value would later be used for diameter measurements in the in vivo Gd CE MRA images. Diameter measurements in the stenotic parts of the phantoms will give insight in the accuracy of this method at low resolution images (i.e., diameter comprising less than 3 pixels). The percent error in diameter measurement will be related to the scan resolution.
Three phantoms (with %D of 31%, 57%, and 71%, respectively) were also imaged with a 3D PC MRA sequence described in detail elsewhere [20] . Images were acquired with a Philips T5 II Gyroscan MR scanner (Philips Medical Systems, Best, The Netherlands) operating at 0.5 T, using the body coil for transmission and a flexible Body Wrap Around (BWA) surface receiver-coil, strapped around the water tank. The phantoms were placed inside the same stationary flow circuit as was used for the Gd CE MRA experiments, but now using a coppersulphate-solution in water (T 1 ϭ 777 ms) as the flowing fluid. Diameter values in the PC MRA images were determined similarly as for Gd CE MR images with varying threshold values in the SIplots.
In vivo study
Six patients (five female, one male, and age ranging between 41 and 84 years, mean age 66 years) were selected for this study. The patients all gave informed consent prior to the study. There were no additional selection criteria. The Medical Ethical Committee of our hospital approved all examinations performed.
Gd CE MRA was performed to visualize the complete peripheral arterial bed in all three stations and vessel diameters were measured at several locations in the total and selective AP MIPs. X-ray examinations were performed usually within 3 days after the MRA examination, but for one patient the intra-examination time was 7 days. Vessel diameters of the aorto-iliac arteries were determined in the X-ray angiograms (i.e., D X ) and in the MR angiograms in the total MIPs (i.e., D T ) and the selective MIPs (i.e., D S ), respectively. First, D S and D T were compared, correlation between both parameters was determined from the Pearson correlation coefficient, under the assumption that the parameters were normally distributed. This assumption was tested for each patient with a Kolmogorov-Smirnov test. The approach described by Bland and Altman [21] was followed to study the differences between both parameters. The mean differences were determined, and the statistical significance of these differences were tested by a paired-samples t-test. The 95%-confidence interval for the mean difference was determined. Also, D S and D X were compared in the same way, but with D X serving as the Gold Standard.
Results
In vitro study
Three phantoms were imaged with PC MRA. From the course of the SI-plots over the lumina, the reference diameters (i.e., the diameter of the non-stenotic parts of the phantoms) were determined twice for each phantom in the AP MIPs for various threshold values, ranging from 10% to 50% with 5% increments. For each threshold value, the mean values for the diameters with the corresponding standard deviations are presented in Fig. 3 . Five phantoms The morphology of the phantoms was accurately assessed prior to the MRA examinations by the determination of the reference and obstruction diameters and the length of the stenoses in X-ray images acquired of these phantoms. Fig. 3 . Mean diameter values with additional standard deviation (in mm) versus the threshold value in the SI-plot of the lumina of phantoms. Diameter measurements are performed in PC MRA MIPs as well as in Gd CE MRA MIPs. The dashed line represents the true diameter value (i.e., 6.8 mm). For PC MRA, the 10% threshold-value represents the true diameter and for Gd CE MRA, 30% is the optimal threshold value.
(the same three plus two additional phantoms) were also imaged with Gd CE MRA. For each threshold value, the reference diameters of each phantom were determined twice in each AP MIP and Left-Right (LR) MIPs. The mean values for the diameters with the additional standard deviations in these Gd CE MRA MIPs are also presented in Fig. 3 . The horizontal dashed line in Fig. 3 represents the true reference diameter for all phantoms (i.e., 6.8 mm). For PC MRA, the 10% threshold value reaches this true reference diameter the best. For Gd CE MRA, the 30% threshold value is the most optimal value in determining the vessel diameter from the SI-plot of the lumen in an MIP. As a result, this threshold value is subsequently used in the threshold algorithm (i.e., FW30%M: full-width 30% maximum) for measuring diameters in Gd CE MRA. Also, obstruction diameters were measured in the stenotic part of the phantoms. The percent error in diameter value was defined by the absolute difference between the measured diameter and the true diameter (determined with X-ray), divided by the true diameter. For these five phantoms, this percent error is presented on a log-scale in Fig. 4 for both PC MRA as well as Gd CE MRA. The percent error increases approximately exponentially with decreasing diameter for both MRA techniques, yielding a large overestimation of small diameters (with a few pixels per diameter in the scan matrix of the MRA acquisition). For a diameter value of 4.69 mm, the percent error reaches an acceptable value of 9% overestimation for PC MRA (with 2.5 pixels per one diameter), while at this diameter value, the percent error equals 26% for Gd CE MRA (with 2.7 pixels per one diameter). The percent error equals 4% for a diameter value of 5.58 mm for Gd CE MRA (with 3.2 pixels per one diameter).
In vivo study
Six patients were investigated by X-ray angiography and Gd CE MRA. Vessel diameters (n ϭ 209) were measured in selective MIPs of clipped datasets (i.e., D S ) and in MIPs of the total 3D datasets (i.e., D T ). The correspondences between D S and D T are presented in Fig. 5a . In the statistical analysis, also a selection is made for diameter values consisting of at least 3 pixels (i.e., diameter Ͼ 5.3 mm; right hand side from the vertical dashed lines in Figs. 5 and 6 ). In Fig. 5b , the differences between the corresponding diameter measurements in both MIPs divided by the mean diameter value (i.e., D S Ϫ D T /D mean(S,T) ) is presented conform the theory of Bland and Altman [21] . For each patient, the assumption of normally distributed D S and D T -values was valid, conform the Kolmogorov-Smirnov tests (p Ͻ 0.01). From Fig. 5b , it is clear that the overall diameter measure- Fig. 4 . The percent error in diameter measurement performed in Gd CE MRA as well as PC MRA, given on a log-scale, versus the true diameter values of several phantoms, determined with X-ray. The percent error increases approximately exponentially with decreasing diameter for both MRA techniques, yielding a large overestimation of small diameters (with a few pixels per diameter in the scan matrix of the MRA acquisition). For a diameter value of 4.69 mm, the percent error reaches an acceptable value of 9% overestimation for PC MRA (with 2.5 pixels per one diameter). The percent error equals 4% for a diameter value of 5.58 mm for Gd CE MRA (with 3.2 pixels per one diameter). (Fig. 5a) (n ϭ 209) . The vertical dashed line represents the accuracy limit: all data point at the right hand side are acquired with at least 3 pixels per diameter (n ϭ 65). The Pearson correlation coefficient was calculated for all data points, yielding a statistical significant correlation of r P ϭ 0.98 (p Ͻ 0.01). In Diameter measurements in selective MIPs were also compared to the diameter measurements determined in the X-ray angiograms (D X ) of the proximal station (i.e., the aorto-iliac arteries) (n ϭ 70). The results are presented in Figs. 6a and 6b . The values for D X were also normally distributed for each patient, conform the Kolmogorov-Smirnov tests (p Ͻ 0.01). Most diameter measurements in selective MIPs were found to be smaller than the X-ray values, and this finding was statistically significant (i.e., paired-samples t test: p Ͻ 0.01). The mean difference was Ϫ0.49 mm (horizontal dashed line in Fig. 6b) Table 2 .
Discussion
Due to the improvements in hardware and software, Gd CE MRA has become the method of choice in abdominal and peripheral MRA. Several recent studies reported high sensitivity and specificity for classification of stenoses in (Fig. 6a) (n ϭ 70). The vertical dashed line represents the accuracy limit: all data point at the right hand side are acquired with at least 3 pixels per diameter (n ϭ 34). The Pearson correlation coefficient was calculated for all data points, yielding a statistical significant correlation of r P ϭ 0.92 (p Ͻ 0.01). In Fig. 6b , the difference (D S Ϫ D X ) is shown versus the gold standard D X . The horizontal dashed line represents the mean value of this difference (i.e., Ϫ0.49 mm). This difference was statistically significant (p Ͻ 0.01). Also, dotted lines are plotted at the values of mean difference Ϯ 2⅐. The results of the statistical analysis in vivo. Correlations and differences between diameter measurements in the total MIPs (D T ) and the selective MIPs (D S ) are investigated as well as correlations and differences between diameter measurements in X-ray angiograms (D X ) and D S . Analysis is performed on the total datasets as well as on selections which were based on the limits of accuracy for vessel diameter measurements of at least three pixels (i.e., D Ͼ 5.3 mm).
peripheral arterial disease [10 -13] . Visual interpretations of stenotic lesions by several observers were compared with X-ray angiography, which served as the Gold Standard in these studies. As of yet, no study has reported on the quantification of vessel diameters of peripheral arteries in Gd CE MR angiograms.
In a previous study, we performed stenosis quantification in vitro with Gd CE MRA [9] . Five observers determined manually the diameter reduction in MIPs of Gd CE MR angiograms of five different stenotic phantoms. Although for four out of five observers, the percent diameter reduction (%D) determined with MRA correlated well (r P Ͼ 0.93) with the %D determined with X-ray and an overall good correlation between most observers was found, it was evident that an observer-independent method for the definition of the vessel boundaries was needed for a further reduction of the measurement variabilities. In this study, we presented such a method based on the SI-plot of the lumen. In an in vitro study, the vessel diameter was determined from this SI-plot by applying a threshold algorithm. Hoogeveen et al. [14] applied a similar method on source images in TOF and PC MRA. They found optimal threshold values for the detection of the vessel boundaries at a 50% increase in SI (i.e., FWHM) for TOF MRA and a 10% increase (i.e., FW10%M) for PC MRA. In our in vitro study, this 10% threshold value as an optimal criterion for PC MRA was confirmed for MIP images. We also evaluated this threshold algorithm for MIP images in Gd CE MRA and found an optimal threshold value of 30% increase in SI (FW30%M). A 10% standard deviation in measuring the diameter of a 6.8 mm phantom was found (Fig. 3) , which was considered acceptable; for PC MRA using the FW10%M criterion, this value for was lower (i.e., 5%).
Furthermore, with Gd CE MRA, small diameter values were evaluated by measuring the obstruction diameters of different stenotic phantoms. Resolution was kept constant (i.e., 1.75 mm), so that the number of pixels per diameter varied with varying diameter size. We found an acceptable percent error (i.e., 4%) for images with at least 3 pixels per diameter (Fig. 4) . Hoogeveen et al. [14] also prescribed this minimal value of pixels per diameter for accurate measurements in TOF and PC MRA.
In our study, diameter measurements were performed in MIPs of peripheral arteries and not in the individual source images of the 3D datasets. By performing an MIP algorithm, voxels at the vessel boundaries (i.e., with low SI values due intravoxel saturation and partial volume effects) may be obscured by the SI of background noise. Vessel diameters have the tendency to be underestimated in MIP images [15, 16] . On the other hand, Gd CE MRA of the complete arterial bed of both legs requires acquisition of large stretched volumes with the maximal FOV with source images oriented along the caudal-cranial axis of the patient due to scan time considerations. Therefore, we acquired source images oriented parallel to the legs and we used the MIP images of the 3D datasets for evaluation purposes. By clipping the 3D datasets with a vessel tracking technique combined with dilation for volume segmentation, the contribution of the background to the MIP images was minimized. We performed diameter measurements in these selective MIPs and compared these with diameter measurements in total MIPs. The expected underestimation of vessel diameters in total volume MIPs was confirmed (Fig. 5b) , with a mean underestimation of 0.15 mm.
This difference can be considered modest compared to the post processing efforts, but the underestimation is statistically significant, as was also expected from the literature. Furthermore, in our experiments, venous overlap or signal from stationary tissues due to Gd uptake was very small, and we refrained from performing diameter measurements at tortuous sites of the arteries where overlying arterial structures can obscure the vessel segment of interest. In these cases, a selective MIP procedure can be helpful and the post processing effort can be very advantageous.
In vivo, we also compared MRA diameter measurements of the proximal station with X-ray angiography, the Gold Standard. The mean difference in diameters measured with MRA and X-ray angiography amounted to 0.49 mm, comparable to the accuracy for diameter measurement in vivo (i.e., 10%), but this difference was not statistically significant.
We have to note that the diameter measurements in X-ray angiograms (i.e., the gold standard in our experiments) may be overestimated as well by errors inherent to the imaging method and the calibration method used [22] . Foreshortening of the catheter (i.e., when the catheter is not oriented parallel in the imaging plane) will lead to an overestimation of the calibration factor. For images with an angle between the imaging plane and the catheter of 25°, the overestimation of the calibration factor amounts to 10%. This problem could have been avoided by performing the calibration on the catheter diameter in stead of the distance between the markers [23] , but 5F catheters were used for X-ray angiography in this study, and catheter diameter calibration should not be performed on catheters smaller than 6F [24] .
Also, out-of-plane magnification occurs if the distance between the calibration object (i.e., the catheter) and the image intensifier is not equal to the distance between the vessel of interest and the image intensifier. The segment of the catheter with the markers is usually positioned in the aorta proximal to the iliac bifurcation. Diameter measurements on especially the iliac arteries are therefore not necessarily carried out in the same plane as the calibration. For a typical distance of 75 cm between the X-ray focus and the plane of interest and a typical difference of 6 cm between the plane of calibration and the plane of interest, an overestimation of 9% in calibration factor occurs [22] .
The value of these potential errors in the diameter measurements in X-ray angiograms is comparable to the percent error we found in the diameter measurements in MR images. Overall, measurements with MRA were underesti-mated compared to X-ray angiography, but the mean value of the difference is comparable to the value of the overestimation that may occur in diameter measurements in X-ray angiography due to the errors indicated above.
Conclusion
Gd CE MRA has potential to replace conventional X-ray MRA as diagnostic imaging modality for peripheral arterial examinations [7] [8] [9] [10] [11] [12] [13] . With MRA, 3D information about lesions can be obtained while with standard X-ray angiography, arteries can only be visualized in 2D projections. This may cause an observer to miss a stenosis on an X-ray angiogram [9] . Also, an artery with a proximal occlusion and distal pick-up of the vessel by collateral filling (a common appearance for peripheral arterial disease) can be better evaluated with CE MRA than with X-ray angiography [9] . And, of course, MRA in general is less invasive than X-ray angiography, requires a less nefrotoxic contrast agent, requires no X-ray radiation and the examinations can be performed on an out-patient basis.
Diameter measurement and thus quantification of stenoses in Gd CE MR angiograms is presently hampered by the low scan resolution. In this study, we showed that under certain conditions diameter measurements could be performed semi-automatically and objectively with a mean inaccuracy of 0.49 mm. We achieved a scan resolution of 1.75 mm. Meeting the requirement for accurate diameter measurements with more than 3 pixels yielded accurate diameter measurements for vessels Ͼ 5.3 mm.
The method presented in this study provides an observerindependent and semi-automated measuring tool for vessel diameter measurements in Gd CE MRA.
Appendix 1: Vessel Tracking Algorithm
A vessel tracking algorithm was used for selecting the volume of interest for the selective MIP procedure. This tracking technique was roughly based on the "homing cursor" algorithm described by Houtsmuller et al. [17] , which will be explained in this Appendix.
First, three orthogonal reformatted views of the 3D dataset are constructed, and the operator is free to choose starting point and tracking direction anywhere in the volume. Usually, the most distal position of a vessel in the dataset is chosen as a starting point (s), and a second point (d) defining the tracking direction is chosen near this starting point. The stepsize (h; i.e., the distance between the s and d) is chosen comparable to the vessel diameter. The next point along the track is determined by evaluating the gray values of 48 points near the point of direction d. The 48 evaluation points are positioned on rings rotated about the line connecting the points s and d, with distances from s equal to the stepsize h; the size of the rings are determined by the angles (Fig. 7A) . Three rings are constructed, with ϭ 0.0611 rad for the first ring, 0.3411 rad for the second ring and 0.6211 rad for the third ring, respectively. On the first ring, 12 points are defined at equidistant positions along the ring, on the second ring 16 points and on the third ring 20 points, respectively. The gray values at these nodes are calculated by trilinear interpolation of the nearest neighboring datapoints of the original dataset. The 48 nodes are considered to be candidates for the next point of the track; the decision for the optimal node is determined by weighting as will be explained in the next paragraph.
For each of the 48 nodes, a line is constructed from the starting point through the node with a length of 2.5 times the stepsize h (Fig. 7B) . On this line, 9 equidistant sample points are defined and the gray value of each of these points is calculated, again by trilinear interpolation. To simplify the calculations, the length of the line is normalized (i.e., the first sample point 1 (ϭstarting point s) corresponds to x ϭ (Fig. 7a) . Three rings with different values are constructed perpendicularly to the line through s and d. In Fig. 7a these rings are shown. On the first ring, 12 equidistant nodes are defined, on the second ring 16 nodes and on the third ring 20 nodes. In total, 48 nodes are positioned on the three rings, which are evaluated by weighting. Weighting for each node is performed by constructing a line of 2.5 times the stepsize and taking 9 equidistant sample points along this line (Fig. 7b) , an example of this line is also drawn in Fig. 7a. 0 and the last sample point 9 to x ϭ 1) and for each sample point a weighting factor w sample is calculated as follows:
These weighting factors are normalized by dividing w sample by the sum of all weights:
wЈ sample ϭ w sample / sample1 sample9 w sample .
The product of the normalized weighting factor and the gray value is determined for each sample point, yielding a Node Value NV for each node:
wЈ sample ⅐ gray value sample .
Finally, for each node a Decision Value (DV) is derived from the NV for that particular node and the node value calculated for the parent node (PV; i.e., the starting point):
The node with the highest DV is then selected to be the next point of the track, unless DV Ͻ 0.7 (in that case, the node was considered not to be part of the vessel, and the tracking procedure is stopped).
This whole procedure is repeated (the new starting point s becomes the previous d and the next d is determined from the direction between the previous s and d and stepsize h), until for some point d the value of DV of all nodes Ͻ 0.7. This concludes the creation of the track.
