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The transport and structural properties of Fe1+yTe1−xSx (x = 0, 0.05, and 0.10) crystals were
studied in pulsed magnetic fields up to 65 T. The application of high magnetic fields results in pos-
itive magnetoresistance effect with prominent hystereses in the antiferromagnetic state. Polarizing
microscope images obtained at high magnetic fields showed simultaneous occurrence of structural
transitions. These results indicate that magnetoelastic coupling is the origin of the bicollinear
magnetic order in iron chalcogenides.
PACS numbers: 74.70.-b, 75.30.Kz, 75.47.-m
In 2008, Kamihara et al. observed superconductivity
below 26 K by partially substituting F for O in the an-
tiferromagnetic metal LaFeAsO [1]. The occurrence of
moderately high temperature superconductivity in the
vicinity of magnetic order implies a possible magnetic ori-
gin for pairing and hence attracts considerable attention,
similar to the case of cuprate superconductors. Subse-
quent to the study of Kamihara et al., a large number
of studies have shown the existence of many related su-
perconductors with different crystal structures [2–6], and
opened a new era in the quest for novel high-temperature
superconductors.
As a common structural feature of this class of super-
conductors, Fe ions located at the centers of tetrahedra
of arsenic or chalcogen ions form a layered square lattice
network. The electronic states near the Fermi level are
characterized mainly by the 3d bands of these Fe ions.
Since early band calculation for LaFeAsO [7] has sug-
gested the presence of cylindrical Fermi surfaces at the
Γ and the M points, the Fermi surface nesting with the
wave vector (pi, pi) in the folded Brillouin zone (two Fe
ions in the unit cell) has been regarded as the origin of
the itinerant antiferromagnetism in these materials. The
shape of the Fermi surface experimentally observed by
angle-resolved photoemission spectroscopy (ARPES) [8]
and the antiferromagnetic structure determined by neu-
tron diffraction [Fig. 1(a)] [9] are consistent with this
scenario.
On the other hand, Fe chalcogenides pose an addi-
tional problem pertaining to our understanding of the
magnetism in the parent compounds of Fe-based super-
conductors. The Fe chalcogenides have been extensively
studied because of its simple crystal structure and the
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FIG. 1: (color online) Schematics of the in-plane spin order
in the antiferromagnetic states of (a) iron arsenides and (b)
iron tellurides. The arrows represent the spins of Fe ions.
Exchange interactions of J1a,b and J2a,b were defined as shown
in Fig. 1(b).
availability of large single crystals. The parent mate-
rial Fe1+yTe is an itinerant antiferromagnet with a Ne´el
temperature (TN) of about 70 K. Neutron experiments
performed with this material have shown the presence of
the bicollinear (pi,0) antiferromagnetic order [illustrated
in Fig. 1(b)] [10]. Since this spin structure is not consis-
tent with the scenario involving nesting between the Γ
and the M points, we have to consider an additional fac-
tor to explain this magnetic order. Han et al. proposed
that the nesting vector can change to (pi,0) when the
chemical potential is shifted by the excess Fe ions, which
is inevitable in Fe1+yTe [11]. The Fermi surface deter-
mined by an ARPES experiment [12], however, is rather
similar to those in iron arsenides than that predicted in
the theory of Han et al. Therefore, it is important to
clarify the origin of the magnetic order, which may play
a crucial role in the occurrence of high-temperature su-
perconductivity in Fe-based superconductors.
In this context, we studied the effect of magnetic fields
on the antiferromagnetic state of iron chalcogenides. Ap-
2FIG. 2: (color online) ac magnetoresistance of the x = 0.10
crystal for (a) H ||ab and (b) H ||c at various temperatures.
The data at T ≥ 30.0 K were vertically offset by 50 µΩcm for
clarity. (c) Temperature dependence of the in-plane resistivity
at µ0H = 0, 40, and 60 T. (d) The phase diagram for x = 0.10
in the H-T plane. Solid (open) circles and triangles represent
transition fields in the field increasing (decreasing) process for
H ||ab and H ||c, respectively.
plication of high magnetic fields is widely recognized as
a powerful method to investigate the basic properties of
magnetic materials. We studied the transport and struc-
tural properties of Fe1+yTe1−xSx in high magnetic fields
and found the occurrence of field-induced transitions in
the antiferromagnetic states.
Single crystals of Fe1+yTe1−xSx were grown by the
flux method [13, 14]. The nominal values of x were 0,
0.05, and 0.10, and these corresponded to actual xE val-
ues of 0, 0.03, and 0.048 in the electron-probe micro-
analyses performed on other sample pieces synthesized
in the same conditions [14]. Although we did not eval-
uate the amount of excess Fe ions, y, we chose growth
conditions that helped to obtain samples with small y
that show the commensurate antiferromagnetic and mon-
oclinic crystal structures below TN [15]. On these crys-
tals, we measured the dc and ac magnetoresistance in
high magnetic fields up to 65 T using non-destructive
pulse magnets installed at The Institute for Solid State
Physics. Structural changes in high magnetic fields were
studied by using the newly developed high-speed polar-
izing microscopy system and a small pulse magnet [16].
Figure 2(a) shows the longitudinal in-plane magne-
toresistance of the x = 0.10 crystal at various temper-
atures (T ), measured at a frequency of 50 kHz. This fig-
ure was plotted with vertical offsets for clarity. At zero
field, the in-plane resistivity (ρab) shows a steep decrease
upon cooling below 46 K, indicating the antiferromag-
netic transition at this temperature [Fig. 2(c)]. Below
TN, the application of a magnetic field (H) leads to a
FIG. 3: (color online) H-T phase diagram for (a) H ||ab and
(b) H ||c for x = 0, 0.05, and 0.10, determined from the ex-
periments on isothermal magnetoresistance.
gradual increase in ρab; the increase in ρab continues up
to a certain field marked by the solid triangle, and ρab
then saturates. The parameter ρab starts to decrease at
the field marked by the open triangle in the field decreas-
ing process and shows finite hysteresis. The transition
fields marked by these triangles monotonically increase
as the temperature decreases from TN. Similar magne-
toresistance behavior is observed for H ||c, as shown in
Fig. 2(b). We can identify the transition fields, marked
by the triangles, although their identification becomes
somewhat ambiguous because of the smaller signal-to-
noise ratio in this transverse configuration.
Figure 2(d) shows the phase diagram for the x = 0.10
crystal, obtained by using the magnetoresistance for
H ||ab (circles) and H ||c (triangles). The solid and open
symbols represent the transition fields in the field increas-
ing and field decreasing processes, respectively. For a
given T , the transition field for H ||ab is smaller than that
forH ||c. Although we could not reach the transition field
at low temperatures, the extrapolation of the phase dia-
gram indicates the transition field to be about 70 T for
H ||ab in the low temperature limit. As can be observed
in Fig. 2(c), the values of ρab in the high-field phase lie
along the semiconducting ρab-T curve above TN, suggest-
ing the disappearance of the antiferromagnetic order in
the high-field phase.
Similar first order transitions were observed in the x =
0 and 0.05 crystals in magnetoresistance measurements.
Figs. 3(a) and (b) show phase diagrams for H ||ab and
H ||c for x = 0, 0.05, and 0.10. Both TN and transition
field decrease as x increases. A common feature in the
three cases (x = 0, 0.05, and 0.10) is that the transition
fields for H ||c are higher that those for H ||ab.
Now, let us discuss this transition on the basis of the
localized spin model. Here, we consider the following
Hamiltonian:
H = Jz
∑
i,n
S
n
i · S
n+1
i +
∑
n
∑
〈i,j〉
JijS
n
i · S
n
j , (1)
where n is the layer index. The Jij ’s denote the in-plane
exchange interactions shown in Fig. 1(b). By using a sim-
ilar local spin model, Fang et al. explained the bicollinear
spin order shown in Fig. 1(b) by assuming the anisotropic
interaction to satisfy J2a ≥ J2b and J1a ≥ J1b [17]. In
3this model, the energy of the bicollinear antiferromag-
netic state per Fe ion is given by
Eb−AFM = −J1a − J2a + J1b + J2b − Jz . (2)
Here, we assume S = 1 for the Fe spins. On the other
hand, the energy in the ferromagnetic state is given by
EFM = J1a + J2a + J1b + J2b + Jz . (3)
From inelastic neutron experiments on Fe1.05Te [18], the
exchange constants were evaluated as J1a = −17.5 meV,
J1b = −51.0 meV, J2 = J2a = J2b = 21.7 meV,
and Jz = 1 meV [19]. Using these values, the energy
difference between the two states was estimated to be
10.4 meV. This energy difference is overcome by the Zee-
man energy at a field of 90 T for g = 2 and S = 1, which
roughly coincides with the transition fields we observed.
If we consider both J1a and J2a to be positive, as ex-
pected for realizing the bicollinear state in the local spin
model, then the transition field cannot be as small as
the field we observed. In this respect, our present results
are consistent with the neutron study that showed the
existence of competition between J1a and J2a.
The experimentally determined set of Jij ’s had an
isotropic J2, which cannot reproduce the bicollinear spin
order. According to a theoretical study [20], anisotropy
in the exchange constant is associated with the orbital
order. When the degeneracy of the dzx and dyz orbitals
is lifted by the Jahn-Teller effect, antiferromagnetic ex-
change interaction in the orbital direction promotes the
formation of antiferromagnetic chains. Interchain cou-
pling is thought to be caused by the ferromagnetic dou-
ble exchange interaction mediated by carriers introduced
by the excess Fe ions. In Ref. 20, the authors stated that
if the orbital order determines the spin order, structural
distortion can persist even if the antiferromagnetic or-
der is removed by external magnetic fields. To study the
structural properties, we performed high-speed polariz-
ing microscopy in pulsed high magnetic fields.
In Fig. 4, we show polarizing microscope images of
the cleaved ab-plane of the x = 0.05 crystal at various
temperatures in zero field. These images were captured
by a cooled charge-coupled-device camera. This sam-
ple shows a transition from a tetragonal to a monoclinic
structure upon cooling at TN = 56 K. This structural
change breaks the fourfold symmetry in the ab-plane and
results in twin domains that show up as stripe-like struc-
tures in polarizing microscope images [21]. To emphasize
the change caused by the structural transition, the back-
ground image taken at 57 K was subtracted from the
images in Fig. 4. Upon cooling, stripe-like structures ap-
peared at 55 K around the left-top corner of the visual
area in Fig. 4(b) (marked by an arrow). With a fur-
ther decrease in the temperature, this stripe-like feature
gradually spreads throughout the whole area of the sam-
ple [Figs. 4(c) and (d)]. The series of images can be seen
in the supplemental movie. This gradual change is not
likely to originate from chemical inhomogeneity since our
FIG. 4: (color online) (a)-(d) Differential polarizing micro-
scope images of the cleaved ab-plane surface of the x = 0.05
crystal at various temperatures in a cooling process. The ar-
rows in (a) represent the polarization directions of the incident
(Ein) and reflected (Eout) lights.
FIG. 5: (color online) Polarizing microscope images of the
x = 0.05 crystal at T = 50 K captured by using a high-speed
camera for pulsed magnetic fields up to about 31 T applied
normal to the surface. The series of images are shown in the
supplemental movie.
SEM-EDX analysis of this sample piece does not show
such features.
If the hysteretic change in magnetoresistance is cou-
pled with a structural transition, we will see the disap-
pearance of the stripe-like structures observed above in
magnetic fields. We obtained polarizing microscope im-
4ages in pulsed fields up to 31 T with a high-speed camera
at a rate of 6,000 frames per second. The resultant im-
ages at 50 K are shown in Figs. 5(a) to (f). The entire
set of images can be seen in the supplemental movie.
In this experiment, the relative angle between the po-
larization directions of the incident and reflected lights
was set to be far from 90◦ so as to achieve sufficient
brightness even for limited exposure time. Owing to this
limitation, the contrast of the stripe-like structure be-
came weaker than those resolved in Fig. 4. However, we
can identify the twin domains at zero field in the area
marked by the dotted rectangle in Fig. 5(a). The stripe-
like structure disappeared upon the application of a mag-
netic field along the c-axis, i.e., normal to the surface, as
shown in Figs. 5(b) and (c). In the field decreasing pro-
cess, this structure partially recovered, not at 20 T (d)
but at 9.4 T (e) (marked by an arrow). Such irreversible
changes, also seen in (a) and (f), are characteristic of the
first-order transition.
This transition cannot be ascribed to domain rota-
tion as reported for Ba(Fe1−xCox)2As2 [22], since we ob-
served the changes in H ||c. Despite the annihilation of
the twin domain sets below the transition field observed
in Fig. 3(b), it is not surprising that the local structural
change occurs at a field lower than that at where the
change in resistivity saturates. In addition, some readers
may be concerned about the Joule heating caused by the
eddy currents induced in pulsed fields. The Joule heat-
ing turns out to be negligible when determined through a
simple order estimation [23]. Therefore, we conclude that
the field-induced hysteretic change in magnetoresistance
is accompanied by a structural transition.
This result indicates that the monoclinic distortion,
or the orbital order, disappears when the antiferromag-
netic order is removed by an applied magnetic field in
Fe1+yTe1−xSx. In addition, the higher resistance in
the high-field phase [Fig. 2(c)] seems incompatible with
the double exchange mechanism proposed in the theory.
Therefore, we should introduce a mechanism other than
the orbital order scenario to understand the origin of the
unique magnetic order in this system.
Paul et al. pointed out the importance of magnetoelas-
tic coupling in the realization of the bicollinear antifer-
romagnetic order [24, 25]. According to their theory, the
spin order eventually changes from the (pi,pi)-type to the
(pi,0)-type as the magnetoelastic coupling increases. Our
present results show the presence of significant coupling
between the spin and lattice systems in Fe1+yTe1−xSx.
Our previous study showed the similar magnetotransport
properties in EuFe2As2 [26]. Further systematic studies
on the spin-lattice coupling in various classes of mate-
rials are essential to understand the origin of the mag-
netism behind the high-temperature superconductivity in
Fe pnictides.
In conclusion, we studied the transport and structural
properties of Fe1+yTe1−xSx in high magnetic fields. The
results indicate the occurrence of field-induced transi-
tions that can be ascribed to the collapse of the antifer-
romagnetic order and concomitant structural transitions
to the tetragonal phase. These findings point to the im-
portance of magnetoelastic coupling, which can be a key
factor in the realization of the unique magnetic order in
Fe chalcogenides.
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