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An important feature of strong correlated electron systems is the tunability between interesting ground states
such as unconventional superconductivity and exotic magnetism. Pressure is a clean, continuous and systematic
tuning parameter. However, due to the restricted accessibility introduced by high-pressure devices, compatible
magnetic field sensors with sufficient sensitivity are rare. This greatly limits the detections and detailed studies
of pressure-induced phenomena. Here, we utilize nitrogen vacancy (NV) centers in diamond as a powerful,
spatially-resolved vector field sensor for material research under pressure at cryogenic temperatures. Using
a single crystal of BaFe2(As0.59P0.41)2 as an example, we extract the superconducting transition temperature
(Tc), the local magnetic field profile in the Meissner state and the critical fields (Hc1 and Hc2). The method
developed in this work will become a unique tool for tuning, probing and understanding quantum many body
systems.
Strongly correlated electronic systems are rich playgrounds
to realize a wide variety of phases. Due to the large degrees
of freedom inherent in this class of materials, these phases are
naturally sensitive to external perturbations. Take supercon-
ductivity for example, Bardeen-Cooper-Schrieffer theory ex-
plicitly highlights the relevance of the superconducting tran-
sition temperature Tc to both the interaction strength and the
density of states at the Fermi level [1]. Moreover, supercon-
ductivity is frequently found to compete with other phases, in-
cluding magnetically, structurally, and electronically ordered
states (e.g. Refs. [2–5]). Therefore, the ability to subject the
material system to suitable tuning parameters is the major ex-
perimental tool for reaching novel phases.
One of the most successful tuning parameters is hydrostatic
pressure, which changes the electronic structure and the inter-
action strength without introducing additional chemical inho-
mogeneity to the sample. Moreover, for many systems, pres-
sure is the only way to reach certain quantum states. Pres-
sure has played an influential role on stabilizing supercon-
ductivity by suppressing the competing phases. For example,
in the heavy fermion intermetallic CePd2Si2, pressure sup-
presses the antiferromagnetic state and induces a supercon-
ducting phase with a Tc that peaks at ∼ 28 kbar [2]. In iron-
based system BaFe2As2, superconductivity can similarly be
induced by pressure upon the suppression of the spin-density
wave state [6]. More recently, superconducting state with a
remarkably high Tc of 203 K has been reported in H3S pres-
surized to 155 GPa [7]. These results not only reinforce the
view that pressure is a powerful tuning parameter, but also call
for the need to study the microscopic details of the supercon-
ductivity under extremely high pressure.
To generate high pressure, the sample is enclosed in a pres-
sure cell that is orders-of-magnitude larger than the sample it-
self. Moreover, to ensure a stable pressure environment, elec-
trical accessibility to the sample volume is severely restricted.
Cryogenic conditions place further restrictions. Under these
demanding experimental conditions, very few detection meth-
ods can be applied. Especially, having a robust DC magnetic
field sensor in the immediate vicinity of the sample is a ma-
jor experimental challenge, which we overcome in this work
successfully.
Negatively charged NV center is a point defect in diamond
with a spin-1 ground state. Due to its spin dependent fluo-
rescence rate, electron spin resonance (ESR) spectrum can be
measured via optically detected magnetic resonance (ODMR)
method. From these spectra, we can derive the magnetic field
with sensitivity of µT Hz−1/2 [8–12], as well as electrical
field, temperature and mechanical strain [13–18] (see Sup-
plementary). Most importantly, NV centers can sense both
the magnitude and the direction of the field, and it can work
up to 70 GPa [15, 19]. Furthermore, due to its small size,
NV center naturally provides high spatial resolution, making
the microscopic study of quantum many body features pos-
sible. With these motivations in mind, we combine the field
sensing capability of nitrogen-vacancy centers and the opti-
cal accessibility of a Moissanite anvil cell to probe the lo-
cal magnetic field configuration around the sample at high
pressures. In this work, we demonstrate its potential by di-
rectly probing the Meissner effect in a type II superconductor
BaFe2(As0.59P0.41)2 under pressure.
The sample we use is a piece of single crystalline
BaFe2(As1−xPx)2 with x = 0.41, which comes from the ul-
traclean family BaFe2(As1−xPx)2 [20]. At x = 0.33, Tc is
maximized and displays a clear evidence of a quantum critical
point [21, 22]. Hence, BaFe2(As1−xPx)2 is an ideal platform
to explore the interplay between superconductivity and quan-
tum criticality.
Fig. 1(a) is a schematic illustration of the interior of our cell
setup, showing the relative positions of the sample and the ex-
citation microcoil as well as the direction of the laser beam.
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FIG. 1. Schematic illustration of experimental configurations and
detection concepts. (a) An illustration of our pressure cell design.
The sample (shown in blue) is located in the high pressure chamber
together with a collection of diamond particles (shown as red spots).
Each diamond particle is a sensitive local field sensor. The laser is
directed towards the high pressure chamber through the top moissan-
ite anvil. The microwave is provided by a miniature microcoil in the
close proximity of the sample, allowing an efficient transmission of
microwave power. The larger coil is added to serve as the modula-
tion coil for auxiliary AC susceptibility measurements [23, 24] (see
Supplementary). The metal part beneath the modulation coil is the
gasket. (b) (left) Photograph of the microcoil with sample on top
of the anvil, and (right), fluorescence image from the confocal scan
showing the microcoil and NV centers. The shape of the sample is
traced by the pentagon. The location of three particular diamond par-
ticles NVC, NVE, and NVF are marked. NVC is near the center of
the top surface, NVE is near the edge, and NVF is far away from
sample and serves as a control sensor. The fluorescence is collected
between 650 nm and 800 nm. (c, d) Magnetic field profile around the
sample under a weak applied magnetic field when T > Tc (c) and
T < Tc (d). The expulsion of the magnetic field when T < Tc is
the Meissner effect. The alteration of the field profile in the presence
of the superconductor provides an ideal platform to demonstrate the
performance of our sensor to probe the complete field vectors with
spatially resolution under pressure.
Figure 1B shows the photograph and the fluorescence image
in the immediate vicinity of the sample. The close proximity
of the microcoil and the sample ensures the efficient trans-
mission of the microwave power to the sample space, where
NV centers are located. Bright spots in fluorescence image
are from NV centers in diamond particles, which are spread
on the sample surface and mixed with pressure transmitting
fluid. The typical size of diamond particles (1µm) is chosen
to be smaller than the optical resolution for better sensitiv-
ity, but bigger than the vortex lattice constant aV (discussion
in Supplementary). In this work, three diamond particles are
chosen strategically: NVC is near the center of the sample,
NVE is off the side near the edge of the sample, and NVF is
far away from the sample.
Under a weak external magnetic field, for T > Tc, the sam-
ple is in the normal state and the magnetic field felt by NV
centers is the same as the external magnetic field (Fig. 1(c)).
However, for T < Tc, the expulsion of the magnetic field
from the sample (Meissner effect) alters the field profile near
the surface of the material, which can be felt by NV centers
on the sample surface: for NVC, the effective magnetic field
is greatly reduced; for NVE, the effective magnetic field is
greatly enhanced (Fig. 1(d)). Additionally, for a type-II su-
perconductor, when the applied field is higher than a thresh-
old value (Hc1), the field begins to thread through the sample,
resulting in a vortex state. The vortex state can be completely
destroyed at a higher threshold field (Hc2), at which the su-
perconductor returns to the normal state. All these in-field
behaviors can be profiled by the NV centers located right on
the sample surface.
The Meissner effect is measured with the pulse sequence
shown in Fig. 2(a). To avoid heating caused by microwaves
and laser irradiation, we devise a measurement protocol to
mitigate measurement-induced perturbations to the supercon-
ducting state (details in Supplementary). Fig. 2(b-d) displays
representative ODMR spectra at 8.3 kbar from these three di-
amond particles, when the sample temperature (∼7.7 K) is
much lower than Tc (∼ 20.4 K at 8.3 kbar, determined us-
ing AC susceptibility at zero field, see Supplementary). The
ODMR spectra show different splittings. Zeeman splitting
of NVC (∼64 MHz) is 10 times smaller than that of NVE
(∼658 MHz) when T < Tc while the difference is much
smaller when T > Tc. Fig. 2(e) shows the ODMR spec-
tra of NVC at different temperatures, from which the splitting
can be extracted and plotted in Figure 2F. Upon warming up,
the degree of splitting remains nearly constant initially, before
experiencing a drastic increase that sets in at around 17 K.
Above 21 K, the splitting levels off again. To demonstrate
the relevance of this feature to superconductivity, we addition-
ally collect the AC susceptibility data in the same experiment,
which is possible because of the additional modulation coil
added to our experimental configuration. Using the microcoil
as the pickup coil, a sharp drop in the AC susceptibility, sig-
nifying the superconducting transition [24, 25], is detected at
the same temperature (Figure 2F). Both methods agree well
on the measurement of Tc.
The change of the local magnetic field distribution can also
be seen in the temperature evolution of the splitting for NVE
and NVF, shown in Fig. 2(g). Contrary to the behavior of
NVC, the degree of splitting decreases for NVE upon warm-
ing up. As a reference, the splitting for NVF is nearly con-
stant in temperature, which can be understood because NVF
is far from the superconductor so that the total field does not
change. These observations agree nicely with the expectation
from the Meissner effect as explained earlier. There is no sig-
nificant change of linewidth or the overall contrast of the ESR
lines. This can be understood since the diamond particles are
much smaller in size compared with the magnetic field gra-
dient induced by Meissner effect. Here, due to the finite size
of the sample and the spacing between the diamond particles
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FIG. 2. The Meissner effect sensed by NV centers at 8.3 kbar. (a) Pulse sequence used for ODMR measurements. (b-d) ODMR spectra
of each diamond particle at 7.7 K. The Lorentzian fits for determining the Zeeman splitting are marked with grey lines. (e) ODMR spectra
of NV centers in NVC at different temperatures. (f) Comparison between the ODMR method (red) and AC susceptibility method (black) in
determining the transition temperature Tc. (g) The change of the Zeeman splitting for NV centers in NVC, NVE, and NVF as a function of
temperature. (h) The variation of the local magnetic field vectors felt by NV centers in NVC, NVE, and NVF across the superconducting
phase transition. The vertical direction is the c-axis of the sample. The ODMR measurements were conducted with a laser power of 10 µW
and a peak microwave power of 30 mW. An external B field of 68 G is applied along the z-axis, which is parallel to the c-axis of the sample.
and the sample, there is a residue magnetic field which causes
a Zeeman splitting of around 64 MHz for NVC at low tem-
peratures. There is also a difference in the Zeeman splitting
for three diamond particles when the sample is in the normal
state, because these diamond particles are randomly oriented
relative to the applied magnetic field.
Fig. 2(h) demonstrates the major advantage of our tech-
nique. As discussed above, both the transverse and longitu-
dinal components of the field relative to a given NV center
can be calculated from its ODMR spectrum. This provides
the means to reconstruct the field vector. When the sample
is in the normal state, the orientation of the NV center can be
calibrated against the applied field direction, which is directed
along the c-axis of the sample. This gives an effective mag-
netic field vector along the c-axis that can be tracked as a func-
tion of temperature (details in Supplementary). With these
considerations, we determine the effective magnetic field vec-
tor felt by NVC, NVE and NVF at 8.3 kbar. For NVC, the
field vector shortens and tilts away from the vertical direction
upon entering the superconducting state. This is consistent
with the fact that NVC is on the top of the sample, and that
the Meissner effect causes the field lines to bend around the
sample. However, for NVE, the field vector lengthens and it
does not tilt much in the superconducting state, again consis-
tent with the fact that NVE is located off to the side of the
sample, so that the field lines remain vertical but denser in the
Meissner state there. Finally, the field vector sensed by NVF
remains practically constant across the superconducting phase
transition, in stark contrast to the behavior of NVE and NVC.
The ability to collect the complete vectorial information with
spatial resolution under extreme conditions represents one of
the key advancements of our technique.
Next, we illustrate the performance of our setup under a
varying pressure. In a separate run, we have calibrated our
ODMR shift against the shift of the ruby fluorescence spec-
trum up to 60 kbar, thereby confirming our capability to sense
the pressure (see Supplementary) and to conduct ODMR ex-
periments at high pressures. It remains to show that our
setup does not lose sensitivity to the superconducting transi-
tion when pressure is varied. Figure 3A displays the temper-
ature dependence of the Zeeman splitting of NVC at 7 differ-
ent pressure points, from which the pressure dependence of
Tc can be detected. Additional supporting AC susceptibility
data can be found in Supplementary. The resultant T -p phase
diagram is displayed in Fig. 3(b), showing a suppression of
the superconducting state with pressure. This is consistent
with the fact that x = 0.41 is located at the overdoped side of
the superconducting dome [25]. To verify the reproducibility,
we also collect data on releasing pressure. The overall smooth
evolution of Tc against p shows that the system is in the elastic
regime. This series of experiments confirms the performance
of our technique.
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FIG. 3. Temperature-pressure phase diagram constructed using
NV centers. (a) The Meissner effect measured by the Zeeman split-
tings of NV centers under different pressures. The applied magnetic
field is (70 ± 5) G. (b) The change of Tc, measured with ODMR
method (green, diamond) and AC susceptibility (red, square), against
the applied pressure. “p1...p8” shows the sequence of the applied
pressures. The error bars are smaller than the symbol size.
The transition width for both methods in Fig. 2(f) exhibits
a noticeable difference. This is because, with the application
of a magnetic field, the vortex state can be stabilized in a type
II superconductor. The broadening of the ODMR splitting is
due to the fact that the NV center located in the close prox-
imity of the sample begins to sense the penetrating field in
the form of vortices (AC susceptibility, which probes the av-
erage response of the whole sample, are much less sensitive
to the vortex state). To probe the phase boundaries, we cal-
culate the magnetic field along the sample c-axis sensed by
NVC. Fig. 4(a) shows the temperature dependence of the re-
sultant field at 8.3 kbar. Below Tc1 and above Tc2, the c-axis
field is temperature independent. However, in between Tc1
and Tc2, a rapid rise of the c-axis field is detected. This is due
to the entry of the magnetic field lines in the form of vortices
at T > Tc1, and the full penetration of the applied magnetic
field for T > Tc2. Using the data at 30 K, which is in the
normal state, we can calibrate the value of the applied mag-
netic field. Thus, this magnetic field must be proportional to
Hc1 at Tc1, and equals to Hc2 at Tc2. Hence, our ODMR data
offer the exciting prospect of detecting the transition from the
Meissner state to the vortex state under pressure.
Repeating the measurements at different applied fields, we
can trace out αHc1(T ) and Hc2(T ) for x = 0.41 at 8.3 kbar
(see Fig. 4(b)), where Hc1(T ) is the boundary between the
Meissner state and the vortex state and α ∼ 0.5 is a numerical
constant that depends on the geometry of the sample. From
Hc1(T ), the temperature dependence of the London penetra-
tion depth can be deduced, allowing the discussion of the su-
perconducting gap function [27, 28]. Note that Hc1(T ) ap-
pears linear at low temperatures, and extrapolates to 384 G at
0 K. Both the linearity and the extrapolated Hc1(0) value are
in good agreement with previous Hc1 studies conducted for
this family of Fe-based superconductors via micro-Hall probe
array [27]. On the other hand, the initial slope |dHc2/dT |Tc is
proportional to the square of the quasiparticle effective mass
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FIG. 4. Measurement of the lower critical field (Hc1(T )) and the
upper critical field (Hc2(T )) (a) The magnetic field along the c-axis
measured for NVC. The applied field along the c-axis is 95 G, which
can be determined from the data at 30 K. The definitions of Tc1 and
Tc2 are shown. (b) Phase diagram showing αHc1(T ) (red open cir-
cles) and Hc2(T ) (red solid circles) at 8.3 kbar. Here, the geometry
factor α for a thin slab with lengths lc along the field and la perpen-
dicular to the field can be calculated by α = tanh
√
0.36(lc/la)
[26], where lc/la ∼ 0.8. Therefore, α is around 0.5. The dotted line
is a guide to the eyes. Additional αHc1(T ) for 15 kbar are added to
the phase diagram for comparison (green crosses). The error bars are
smaller than the symbol size.
relative to the free electron mass, the almost vertical Hc2(T )
is consistent with the strongly correlated nature of the material
system.
In summary, we successfully demonstrate the usage of NV
centers in diamond as a vector magnetic field sensor with su-
perior spatial resolution and field sensitivity in pressure cells
under cryogenic conditions. We demonstrate our sensing ca-
pability by studying superconductivity through Meissner ef-
fect. Using a piece of single-crystalline BaFe2(As0.59P0.41)2
as a model system, we construct the temperature-pressure
phase diagram, and determine both the lower critical field
and upper critical field. The spatial resolution of the proto-
col shown here can be pushed to sub-100 nm. This resolu-
tion will provide the unique opportunity to sense the dynam-
ics of magnetically related features such as magnetic domains,
vortices [29–32] and skyrmions in pressure cells. As a non-
invasive and contactless method, it can be used to study sys-
tems that are too small or too delicate for traditional macro-
scopic field sensors such as flakes of 2-D materials [33].
What is more, not limited to magnetic field sensing, NV cen-
ter is sensitive to other physical parameters such as local elec-
tric fields and mechanical strain too. Therefore, the method
demonstrated here can be used beyond magnetic field related
processes and becomes a powerful tool in studying quantum
physics in strongly correlated systems.
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