Abstract. Criteria for the simplicity of the Lyapunov spectra of linear cocycles have been found by Furstenberg, Guivarc'h-Raugi, Gol'dsheid-Margulis and, more recently, Bonatti-Viana and Avila-Viana. In all the cases, the authors consider cocycles over hyperbolic systems, such as shift maps or Axiom A diffeomorphisms.
Introduction
The theory of linear cocycles is a classical and rather developed field of Dynamical Systems and Ergodic Theory, whose origins go back to the works of Furstenberg, Kesten [13] , Furstenberg [11] and Oseledets [17] . The simplest examples are the derivative transformations of smooth dynamical systems but the notion of linear cocycle is a lot more general and flexible, and arises naturally in many other situations, e.g., the spectral theory of Schrödinger operators.
Among the outstanding issues is the problem of simplicity: when is it the case that the dimension of all Oseledets subspaces is equal to 1? This was first studied by Furstenberg [11] , Guivarc'h-Raugi [15] and Gol'dsheid-Margulis [14] , who obtained explicit simplicity criteria for random i.i.d. products of matrices. Bonatti-Viana [7] and Avila-Viana [3] have much extended the theory, to include a much broader class of (Hölder continuous) cocycles over hyperbolic maps.
Our purpose in this paper is to initiate the study of simplicity in the context of linear cocycles over partially hyperbolic maps. The study of partially hyperbolic systems was introduced in the works of Brin-Pesin [9] and Hirsch-Pugh-Shub [16] and has been at the heart of much recent progress in this area. While sharing many of the important features of uniformly hyperbolic systems, partially hyperbolic maps are a lot more flexible and encompass many new interesting phenomena.
As we are going to see, the study of linear cocycles over partially hyperbolic maps introduces a host of new issues. We will deal with these issues in the context when the partially hyperbolic map is a partially hyperbolic skew-productf :Σ × K → Σ × K (this and other notions mentioned in what follows are defined precisely in Section 2).
The case when the map is non-uniformly hyperbolic, that is, when all center Lyapunov exponents are non-zero, is better understood. Indeed, the case of 2-dimensional cocycles is covered by Viana [19] and for general d ≥ 2 it should be possible to combine a symbolic description as in Sarig [18] with the main result of Avila, Viana [3] , that deals with cocycles over countable shifts.
For this reason, we focus on the opposite case: namely, we take the skew-product to be mostly neutral along the center direction, meaning that its iterates have bounded derivatives along the verticals {x} × K.
Concerning the linear cocycle, we take it to admit strong-stable and strongunstable holonomies, in the sense of Bonatti-Gomez-Mont-Viana [6] and AvilaSantamaria-Viana [2] . The simplicity conditions in our main result, that we are going to state next, may be viewed as extensions of the pinching and twisting conditions in Bonatti-Viana [7] and Avila-Viana [3] to the present partially hyperbolic setting.
Firstly, we call the linear cocycle uniformly pinching if there exists some fixed (or periodic) vertical leaf ℓ = {p} × K such that the restriction to ℓ of every exterior power of the cocycle admits an invariant dominated decomposition
into 1-dimensional subbundles. In particular, this decomposition is continuous and the Lyapunov exponents along the factor subbundles E j are all distinct. Secondly, we say that the linear cocycle is uniformly twisting if, for any su-path γ connecting points (p, t) ∈ ℓ and (p, s) ∈ ℓ, the push-forward of the decomposition
at (p, t) under the concatenation of strong-stable and strong-unstable holonomies over γ is in general position with respect to the decomposition
at (p, s). By the latter, we mean that the image of any sum of k subspaces E 1,i (t) is transverse to the sum of any d − k subspaces E 1,j (s), for any 1 ≤ k ≤ d − 1. We say that the linear cocycle is uniformly simple if it is both uniformly pinching and uniformly twisting.
Theorem A. Every uniformly simple linear cocycle over a partially hyperbolic skew-product with mostly neutral center direction has simple Lyapunov spectrum relative to any invariant probability measure with local partial product structure.
The notion of local partial product structure will be recalled in Section 2, where we will also give a more precise version of the theorem. Indeed, as we will see, the conclusion holds under weaker (non-uniform) versions of the pinching and twisting conditions. Moreover, already in the form given in Theorem A, our simplicity criterion holds for a subset of Hölder continuous cocycles with non-empty interior. We will also discuss the issue of density of this subset in Section 2.
Definitions and statements
Now let us give the precise definitions of the notions involved, as well as a refined version of Theorem A. if n < 0.
Letμ be anf -invariant probability measure onM such that log Â ±1 are integrable. By Oseledets [17] , atμ-almost every pointx ∈M there exist real numbers λ 1 (x) > · · · > λ k (x) and a decomposition C d = E In this work we assume that the invariant measureμ is ergodic. Then the Lyapunov exponents and the dimensions of the subspaces E î x are constant almost everywhere. The Lyapunov spectrum of the cocycle is the set of all Lyapunov exponents. The following notion is central to the whole paper: the Lyapunov spectrum is simple if it contains exactly d distinct Lyapunov exponents or, equivalently, if every Lyapunov exponent has multiplicity equal to 1.
2.2.
Partially hyperbolic skew-products. Letσ :Σ →Σ be any two-sided finite or countable shift. By this we mean thatΣ is the set of two-sided sequences (x n ) n∈Z in some set X ⊂ N with #X > 1, and the mapσ is given bŷ σ (x n ) n∈Z = (x n+1 ) n∈Z .
Let distΣ :Σ ×Σ → R be the distance defined by (1) distΣ(x,ŷ) = ∞ k=−∞ 1 2 |k| α k wherex = (x k ) k∈Z ∈Σ,ŷ = (y k ) k∈Z ∈Σ and
ThenΣ is a metric space. Moreover,σ is a hyperbolic homeomorphism (in the sense of [19] ), as we are going to explain.
Given anyx ∈Σ, we define the local stable and unstable sets ofx with respect toσ by W s loc (ŷ) = {x : x k = y k for every k ≥ 0} and W u loc (ŷ) = {x : x k = y k for every k ≤ 0}. Observe that, taking λ = 1/2 and τ = 1/2, (i) dist(σ n (ŷ 1 ),σ n (ŷ 2 )) ≤ λ n dist(ŷ 1 ,ŷ 2 ) for anyŷ ∈Σ,ŷ 1 ,ŷ 2 ∈ W s loc (ŷ) and n ≥ 0; (ii) dist(σ −n (ŷ 1 ),σ −n (ŷ 2 )) ≤ λ n dist(ŷ 1 ,ŷ 2 ) for anyŷ ∈Σ,ŷ 1 ,ŷ 2 ∈ W u loc (ŷ) and n ≥ 0; (iii) if dist(x,ŷ) ≤ τ , then W s loc (x) and W u loc (ŷ) intersect in a unique point, which is denoted by [x, y] and depends continuously onx andŷ. By partially hyperbolic skew-product over the shift mapσ we mean a homeomorphismf :Σ × K →Σ × K of the form f (x, t) = σ(x),fx(t)
where K is a compact Riemann manifold and the mapsfx : K → K are diffeomorphisms satisfying (2) λ dfx(t) < 1 and λ df −1
x (t) < 1 for every (x, t) ∈Σ × K, where λ is a constant as in (i) -(ii). We also assume the following Hölder condition: there exist C > 0 and α > 0 such that the C 1 -distance betweenfx andfŷ is bounded by C dist(x,ŷ) α for everyx,ŷ ∈Σ. We say thatf has mostly neutral center direction if the family of mapsf 
have bounded derivatives, that is, if there exists C > 0 such that Df n x ≤ C for everyx ∈Σ and n ∈ Z. Remark 2.1. Clearly, this implies that the {f n x : j ∈ Z andx ∈Σ} is equicontinuous. When the mapsfŷ are C 1+ǫ , equi-continuity alone suffices for all our purposes (see Remark 3.2).
g whose Lyapunov spectrum is just a rescaling of the Lyapunov spectrum of F . In particular, simplicity may also be read out from the induced cocycle.
Moreover, although we choose to formulate our approach in a symbolic set-up, for skew-products over shifts, it is clear that it extends to other situations that are more geometric in nature. For example, take g : N → N to be a partially hyperbolic diffeomorphism on a compact 3-dimensional manifold N and assume that there exists an embedded closed curve γ ⊂ N such that g(γ) = γ and some connected component of W s loc (γ) ∩ W u loc (γ) \ γ is a closed curve. By [8] , g is conjugate up to finite covering to a skew-product over a linear Anosov diffeomorphism of the 2-torus. Thus, using a Markov partition for the Anosov map, one can semi-conjugate g to a partially hyperbolic skew-product over a sub-shift of finite type. In this way, the conclusions of this paper can be adapted to linear cocycles over such a diffeomorphism.
2.3. Stable and unstable holonomies. Property (2) is a condition of domination (or normal hyperbolicity, in the spirit of [16] ): it means that any expansion and contraction offx along the fibers {x} × K are dominated by the hyperbolicity of the base mapσ. For our purposes, its main relevance is that it ensures the existence of strong-stable and strong-unstable "foliations" forf , as we explain next.
Let the productM =Σ × K be endowed with the distance defined by
where distΣ denotes the distance (1) onΣ and dist K is the distance induced by the Riemannian metric on K.
We consider the stable holonomies
defined for everyx andŷ withx ∈ W s loc (ŷ), and unstable holonomies h
defined for everyx andŷ withx ∈ W u loc (ŷ). That these families of maps exist follows from the assumption (2), using arguments from [6] ; see for instance [5] which deals with a similar setting.
We define the local strong-stable set and the local strong-unstable set of each (x, t) ∈M to be
and analogously on strong-unstable sets for time n → −∞.
2.4.
Measures with partial product structure. Throughout, we takeμ to be anf -invariant measure with partial product structure, that is, a probability measure of the formμ =ρ µ s × µ u × µ c where:
•ρ :M → (0, +∞) is a continuous function bounded from zero and infinity;
• µ s is a probability measure supported on Σ − = X Z<0 ;
• µ u is a probability measure supported on
c is a probability measure on the manifold K.
For notational convenience, we write the boundedness as follows: there exists κ > 0 such that
Observe that whenΣ is a finite shift space this is an immediate consequence of compactness and the continuity ofρ. Now define, forx ∈M ,
In other words,μ ĉ x is the normalization ofρ(x, ·)µ c . Note that the family {μ ĉ x :x ∈ Σ} is a (continuous) disintegration ofμ along vertical fibers, that is, with respect to the partitionP = {{x} × K :x ∈Σ}.
The assumption thatμ is invariant underf , together with the fact thatμ ĉ x depends continuously onx, implies that
for everyx ∈Σ. We will also see in Section 5 that this disintegration is holonomy invariant :
Remark 2.2. In particular, ifp is a fixed point of the shift map thenμ ĉ p is invariant underfp. Clearly, it is equivalent to µ c . Moreover, ifẑ is a homoclinic point ofp, that is, a point in
2.5. Linear cocycles with holonomies. LetÂ :M → GL(d, C) be a α-Hölder continuous map for some α > 0. By this we mean that there exists C > 0 such that
The linear cocycle defined byÂ over the transformationf :M →M is the map
In what follows we take the cocycle to admit strong-stable holonomies and strongunstable holonomies, in the sense of [6, 2] . Let us explain this. By strong-stable holonomies we mean a family of linear transformations H ŝ p,q :
It was shown in [2] that strong-stable holonomies and strong-unstable holonomies do exist, in particular, when the cocycle is fiber bunched. By the latter we mean that there exist C > 0 and θ < 1 such that
where λ is a hyperbolicity constant forf as in conditions (i)-(ii) above.
) denote the space of measurable maps V from (some full µ c -measure subset of) K to the Grassmannian manifold of all l-dimensional subspaces of R d . For eachx ∈Σ, consider the following push-forward maps
(a) V → FxV given by
2.6. Pinching and twisting. Now we state our refined criterion for simplicity of the Lyapunov spectrum.
We call the cocycleF pinching if there exists some fixed (or periodic) vertical leaf ℓ = {p} × K such that the restriction to ℓ of every exterior power Λ kF has simple Lyapunov spectrum, relative to thefp-invariant measureμ ĉ p (Remark 2.2). In other words, the Lyapunov exponents
It is clear thatF is pinching if it is uniformly pinching. TakeF to be pinching and let E 1 (t) ⊕ · · · ⊕ E d (t) denote the Oseledets decomposition ofF restricted to ℓ. The maps t → E i (t) are defined on a fullμ ĉ p -measure set. Now letẑ be some homoclinic point ofp and ı ≥ 1, such that
Note that V i is also defined on a fullμ 
We call the cocycleF twisting if, some choice of the homoclinic pointẑ, all the algebraic minors m I,J (t) of B(t) decay sub-exponentially along the orbits offp, meaning that (9) lim n→∞ 1 n log |m I,J (f n p (t))| = 0 forμ ĉ p -almost every t ∈ K and every I, J ⊂ {1, . . . , d} with #I = #J.
It is clear that this holds ifF is uniformly twisting, because in this case the algebraic minors are uniformly bounded. More generally (see for instance [20, Corollary 3.11] ), the property (9) holds whenever the function log |m I,J | •fp − log |m I,J | isμ ĉ p -integrable.
2.7.
Main statements and outline of the proof. We say that the cocycleF is simple if it is both pinching and twisting, in the sense of the previous section. That is the case, in particular, ifF is uniformly pinching and uniformly twisting. Thus Theorem A is contained in the following result:
defines a topology in H α (M ) that we call α-Hölder topology. We are going to prove in Section 10 that the uniform pinching and uniform twisting conditions are open with respect to this topology. Thus Theorem A implies Theorem C. There is a non-empty open subset ofÂ ∈ H α (M ) such that the associated linear cocycleF overf has simple Lyapunov spectrum.
In many contexts of linear cocycles over hyperbolic systems, simplicity turns out to be a generic condition: it contains an open and dense subset of cocycles (precise statements can be found in Viana [20] ). This is related to the fact that, in the hyperbolic setting, the pinching and twisting conditions are just transversality conditions, they clearly hold on the complement of suitable submanifolds with positive codimension. At present, it is unclear how this can be extended to the partially hyperbolic setting. Uniform pinching is surely not a generic condition, in general, but it might be locally generic in some special situations, for instance whenfp is quasi-periodic.
We close this section by outlining the overall strategy of the proof of Theorem B. For every 1 ≤ ℓ < d, we want to find complementaryF −invariant measurable sections
such that the Lyapunov exponents ofF along ξ are strictly larger than those along η.
The starting point is to reduce the problem to the case when the mapsfx and the matricesÂ(x, t) depend onx only through its positive part x u . This we do in Section 4, using the stable holonomies to conjugate the original dynamics to others with these properties. Thenf :M →M projects to a transformation f : M → M on M = Σ + × K which is a skew-product over the one-sided shift σ : Σ + → Σ + and, similarly, the linear cocycleF :
over the transformationf . We also denote byF and F the actionŝ
induced by the two linear cocycles on the Grassmannian bundles. Still in Section 4, using very classical arguments, we relate the invariant measures off andF with those of f and F , respectively.
In Section 5 we study u-states, that isF -invariant probability measuresm whose Rokhling disintegrations {mx :x ∈Σ} are invariant under unstable holonomies, as well as the corresponding F -invariant probability measures m. Here we meet the first important new difficulty arising from the fact thatf is only partially hyperbolic.
Indeed, in the hyperbolic setting such measures m are known to admit continuous disintegrations {m x : x ∈ M } along the fibers {x} × Grass(l, d) and this fact plays a key part in the arguments of Bonatti-Viana [7] and Avila-Viana [3] .
In the partially hyperbolic setting, the situation is far more subtle: the disintegration {m x : x ∈ Σ} along the sets {x} × K × Grass(l, d) is still continuous, but there is no reason why this should extend to the disintegration
, which is what one really needs. The way we make up for this is by proving a kind of
. See Proposition 5.9 for the precise statement. This also leads to our formulating the arguments in terms of measurable sections K → Grass(l, d) of the Grassmannian bundle, which is perhaps another significant novelty in this paper. The properties of such sections are studied in Section 6. The key result (Proposition 6.1) is that, under pinching and twisting, the graph of every invariant Grassmannian section has zero m x -measure, for every x ∈ M and any u-statem.
These results build up to Section 7, where we prove that every u-statem has an atomic disintegration. More precisely (Theorem 7.1), there exists a measurable section ξ :M → Grass(l, d) such that, given any u-statem onM × Grass(l, d), we have
Thus we construct the invariant section ξ :M → Grass(l, d) in (10) .
To find the complementary invariant section η :M → Grass(d−l, d), in Section 8 we apply the same procedure to the adjoint cocycleF * , that is, the linear cocycle defined overf −1 :M →M by the function
We check (Proposition 8.4) that this cocycleF * is pinching and twisting if and only ifF is. So, the previous arguments yield aF
related to the u-states ofF * . Then we just take η = ξ * ⊥ .
Finally, in Section 9 we check that the eccentricity, or lack of conformality, of the iteratesÂ n goes to infinityμ-almost everywhere (see Proposition 9.1) and we use this fact to deduce that every Lyapunov exponent ofF along ξ is strictly larger than any of the Lyapunov exponents ofF along η. At this stage the arguments are again very classical. This concludes the proof of Theorem B.
Theorem C is proven in Section 10. The two appendices contain material that seems to be folklore, but for which we could not find explicit references. In Appendix A we show that continuous maps are dense in the corresponding L 1 space, whenever the target space is geodesically convex.
Disintegration along center leaves
Let us start by fixing some terminology, once and for all. We use id Y to denote the identity transformation in a set Y . Similarly, dist Y will always denote the distance in a metric space Y .
Recall thatΣ = Σ − × Σ + . Thus we write everyx ∈Σ as (x s , x u ) with x s ∈ Σ − and x u ∈ Σ + . For simplicity, we also write Σ = Σ + and x = x u . Let P :Σ → Σ be the canonical projection given by P (x) = x and let σ : Σ → Σ be the one-sided shift.
Given pointsx ∈Σ andq ∈M , denote
In what follows,p ∈M is a fixed point ofσ andẑ ∈M is a homoclinic point ofp. More precisely, we fixẑ and some ı ∈ N so that
. We also consider M = Σ × K and the projection µ = (P × id K ) * μ . In other words,
Similarly to (5), for each x ∈ M let
Note that {µ c x : x ∈ Σ} is a continuous disintegration of µ with respect to the partition P = {{x} × K : x ∈ Σ}.
In this section we derive some useful properties of these disintegrations (5) and (13) . For this, we assume that the base dynamics is such that eachfx : K → K along the center direction depends only on x = P (x). This is no restriction in our setting, as we will see in Section 4. Then there exists f :
3.1. Holonomy invariance. We call the extremal center Lyapunov exponents of f the limits
The Oseledets theorem [17] ensures that these numbers are well defined atμ-almost every point. In our situation:
Proof. A trivial consequence of the assumption that the mapsf n x have uniformly bounded derivatives.
Remark 3.2. When the mapsf n x are C 1+ǫ , equi-continuity alone suffices to get the conclusion of Lemma 3.1. This can be shown using Pesin theory, as follows.
Suppose that λ c+ > 0. Then we have a Pesin unstable manifold definedμ-almost everywhere. This implies that there existx ∈Σ and t = s ∈ K such that
x (s) → 0. Then, given points t and s in the unstable manifold and given any δ > 0, there exists n such that dist
This implies that the family is not equi-continuous. The proof for λ c− is analogous.
Let π 1 :M →Σ be the projection π 1 (x, t) =x, recall that we also assume thatf :M →M admits s-holonomies and u-holonomies andμ has partial product structure. That implies that (π 1 ) * μ has local product structure in the sense of [4] . x ∈M } is both u-invariant and s-invariant:
Proof. By Theorem D in [4] , there exists a disintegration {μ Proof. The assumption thatfx only depends on x = P (x) implies that h ŝ x,ŷ = id K for everyx andŷ in the same stable set. By the previous lemma, this implies that µ ĉ x =μ ĉ y wheneverx andŷ are in the same stable set. Then,
for anyx with P (x) = x.
We also have
Proof. We have that (fx) * μ 3.2. Jacobians. Denoteν = (π 1 ) * μ and ν = (π 1 ) * µ where π 1 denotes both canonical projectionsM →Σ and M → Σ. Recall the functions̺ and ̺ defined in (5) and (13) . Note that {̺(x)μ c :x ∈Σ} is a disintegration ofμ with respect to the partition {π −1 1 (x) :x ∈Σ} ofM and {̺(x)µ c : x ∈ Σ} is a disintegration of µ with respect to the partition {π −1 1 (x) : x ∈ Σ} ofM . Remark 3.6. Let Jf j x : K → R be the Jacobian of f j x with respect to µ c . Using the observation that {̺(x)µ c : x ∈ Σ} is a disintegration of the f -invariant measure µ, one easily gets that
.
In particular, these Jacobians are uniformly bounded from above and below. Analogously, the fact that {μ ĉ x :x ∈Σ} is invariant under s-holonomies and u-holonomies ensures that the Jacobians Jh * x,ŷ of those holonomies with respect to µ c are uniformly bounded from above and below.
where z(y) is the unique point in σ −k (y) ∩ I and we use the change of variables z = z(y). Using Lemma 3.5, it follows that
which concludes the proof.
Now we find the Jacobian of σ k :
are continuous and bounded from zero and infinity on every k-cylinder.
Proof. Given x ∈ Σ and n ≥ 1, let J n = [x 0 , . . . , x n ] be the n-cylinder that contains x. Then,
It follows that
This proves the first part of the conclusion. The second part is a consequence, since the local product structure implies that x → ν s x (I) is continuous for every cylinder I.
Convergence of conditional measures
Denote µ = (P × id K ) * μ and, given any Borel probability measurem onM × Grass(l, d),
We will be especially interested in the case whenm is af -invariant probability measure that projects down toμ under the canonical projection π :M ×Grass(l, d) →M on the first coordinate.
4.1.
Reduction to the one-sided case. Our first step is to show that, up to conjugating the cocycle in a suitable way, we may suppose that:
(A) the base dynamicsfx along the center direction depends only on x; (B) the matrixÂ(x, t) depend only on (x, t). Let us explain how such a conjugacy may be defined using the stable holonomies.
Let
Notice thatfŷ does depend only on y (because φ does). Assume that (A) is satisfied. Defineφ(ŷ, t) = (φ(ŷ), t) and then let
which only depends on (y, t). Clearly, this procedure does not affect the Lyapunov exponents.
From now on, we assume that both (A) and (B) are satisfied. Then, there exist
Consequently, the map
The following general fact will be used to characterize the F -invariant probability measures: Proposition 4.1. Let (N, B, η) be a Lebesgue probability space and g : N → N be a measurable map that preserves η. Let {η y : y ∈ N } be the disintegration of η with respect to the partition into pre-images
be a measurable skew-product over g and, given any probability measure m on N ×L that projects down to η, let {m x : x ∈ N } be its disintegration with respect to the partition into vertical fibers {x} × L, x ∈ N . Then m is invariant under G if and only if
Proof. Let us begin with some explanations concerning our notations. Let π : N → P be the canonical quotient map, assigning to each x ∈ N the element π(x) of P that contains x. By definition, the Rokhlin disintegration of η with respect to P is the (essentially unique) measurable family {η P : P ∈ P} of probability measures such that η P (P ) = 1 for each P ∈ P and
for any bounded measurable function φ : N → R. Let p : N → P be defined by p(y) = g −1 (y). Observe that p is a bijection; thus we simply write η p(y) = η y for each y ∈ N . Observe also that
Thus, (16) may be rewritten as
for any bounded measurable function φ : N → R.
for each x ∈ N . Next, consider any measurable set A ⊂ N × L. By the definition and the assumption that η is invariant under g,
By (17) , this means that
This proves that {m x : x ∈ N } is a disintegration of G * m with respect to the partition into vertical fibers. By the essential uniqueness of the disintegration, it follows that m = G * m if and only if m x =m x for η-almost every x.
As an immediate consequence, we get: 
Proof. Each η y must coincide with the Dirac mass at g −1 (y).
Lifting of measures.
The next proposition shows that everyF -invariant measurem that projects down tom may be recovered from the corresponding Finvariant measure m, defined by (15) . Recall that we write q n = (P × id K )(f −n (q)) for eachq ∈M and n ≥ 0. Proposition 4.3. Takem to beF -invariant. Then, forμ-almost everyq ∈M , the sequence (A n (q n ) * m qn ) n converges tomq in the weak * topology.
Proof. Let φ : Grass(l, d) → R be any continuous function. Define
Let C be the Borel σ-algebra of M and, for each n ≥ 0, consider the σ-algebra C n =f n ((P × id K ) −1 (C)) of subsets ofM . Note that the union ∪ n∈N C n generates the Borel σ-algebra ofM .
For each k ≥ 1, let {µ k q : q ∈ M } be the disintegration of µ with respect to the partition {f −k (q) : q ∈ M } of M into pre-images under f k . Since f k is countableto-one, we may express the disintegration explicitly in terms of the Jacobian:
for µ-almost every q ∈ M and every n ≥ 0. Proof. Since m is F -invariant, we may use Proposition 4.1 to get that
as claimed.
Lemma 4.5. The sequence (Î n , C n ) n is a martingale.
Proof. It is clear from the definition that every I n is C 0 -measurable. Hence,Î n is C n -measurable for every n ≥ 0. We are left to check that
for any C n -measurable functionψ :M → R and any n ≥ 0 and k ≥ 1. By definition, we may writeψ = ψ n • (P × id K ) •f −n for some C 0 -measurable functionψ n : M → R. Sinceμ isf -invariant and µ is its projection,
Combining these identities, one gets the property (19) .
So, we may use the martingale convergence theorem to conclude that, given any continuous function φ :
exists forμ-almost everyq ∈M . So, using the fact that the space C(Grass(l, d), R) of continuous functions is separable, one may find a setM 0 ⊂M with fullμ-measure such thatÎ φ (q) is defined for everyq ∈M 0 and φ ∈ C(Grass(l, d), R). Then, by Riesz-Markov, for eachq ∈M 0 there exists a probability measuremq on Grass(l, d) such that
for any g ∈ C(Grass(l, d), R). In other words, (A n (q n ) * m qn ) n converges tomq in the weak * topology. We are left to prove thatmq =mq forμ-almost everyq. Let n ≥ 0 and ψ :M → R be any C n -measurable function. Taking the limit as k → ∞ in (19), we get that
for every φ ∈ C(Grass(l, d), R). In other words,
Sinceμ isf -invariant andÂ(q) = A(q 0 ) for everyq ∈M , the right-hand side of the previous identity may be rewritten as
Finally, this last expression may be rewritten as
becausem isF -invariant. The last three identities prove that
This relation extends to any function onM × Grass(l, d) which is a linear combination of functionsψ × φ such thatψ is C n -measurable for some n ≥ 1 and φ is continuous. Since these linear combinations are dense in the set of all bounded measurable functions onM × Grass(l, d), it follows that (20) holds for every bounded measurable functions onM × Grass(l, d). This means that {mq :q ∈M } is a disintegration ofm. So, by essential uniqueness,mq =mq forμ-almost everŷ q.
Proposition 4.6. Forμ-almost everyq ∈M , any k ≥ 1 and any choice of points y n,k such that f k (y n,k ) = q n and {y n,k : n ≥ 0} is contained in some k-cylinder,
Proof. For every n ≥ 0 and k ≥ 1, define
Lemma 4.7. For every n ≥ 0 and k ≥ 1,
Proof. Using the definitions of µ k q andÎ n+k , together with the fact thatμ isfinvariant,
On the other hand, using Lemma 4.4,
The claim follows.
It follows from Lemma 4.7 that, for any s ≥ 0,
The right-hand side is uniformly bounded (by 2k sup |g| 2 ). It follows that
In view of (18) , this implies that
Finally, since the Jacobian is bounded from above on every k-cylinder (Lemma 3.8), we deduce that
converges to 0 as n → ∞, forμ-almost everyq ∈M . Then, using the fact that C(Grass(l, d), R) is separable, one can find a fullμ-measure set of values ofq such that the latter convergence holds for every φ ∈ C(Grass(l, d), R).
The argument extends immediately to the case when {y n,k : n ≥ 0} is contained in any finite union of k-cylinders.
Properties of u-states
A probability measurem onM × Grass(l, d) is called a u-state ofF if there exist a disintegration {mq :q ∈M } with respect to the partition {q} × Grass(l, d) :q ∈ M which is invariant under unstable holonomy:
whereM ⊂M is some full measure set. Let π :M × Grass(l, d) →M be the canonical projection.
Proposition 5.1. There is someF -invariant u-statem that projects down toμ under π. This is entirely analogous to Proposition 4.2 of [3] , and so we only outline the proof. The idea is to fix somex ∈Σ and define a homeomorphism between the measures in {x} × W s loc (x) × K that projects to µ s and the u-states. Using that this space in compact we have that the space of u-states measures is also compact andF * -invariant, so we have that any accumulation point of n −1 n−1 j=0F j * m is also a u-state.
In the remainder of this section,m denotes anyF -invariant u-state that projects down toμ under π, and {mq :q ∈M } is taken to be a disintegration as in (21). 5.1. Bounded distortion. Let π 1 :M →Σ be the canonical projection π 1 (x, t) = x and denoteν = π 1 * μ . Equivalently,
for any measurable set E ⊂Σ. For each x ∈ Σ, defineν x to be the normalization of
Then {ν x : x ∈ Σ} is a continuous disintegration ofν with respect to the partition into local stable sets W s loc (x). The measureν satisfies the properties of local product structure, boundedness and continuity in [3 
where {ν z u : z u ∈ Σ + } is the disintegration ofν with respect to the partition
Proof. Analogous to [3, Lemma 2.6].
Proof. Analogous to [3, Lemma 2.7].
As a direct consequence, for every cylinder
5.2. Estimating the Jacobians. For every x ∈ Σ let
and for everyx,ŷ ∈Σ in the same unstable set let
be defined by
Observe that for any ϕ :
becausem is a u-state and {μ ĉ x :x ∈Σ} is u-invariant. It is also easy to see that {mx :x ∈Σ} is a disintegration ofm with respect to the partition {x × K × Grass(l, d) :x ∈Σ}.
The main point with the next corollary is that the conclusion is stated for every x ∈ Σ.
Corollary 5.4. If {mx :x ∈Σ} is a disintegration of an invariant u-statem then
Proof. Sincem isF -invariant, the equality is true for all n ≥ 1 andν-almost all z ∈Σ or, equivalently, forν z -almost everyẑ ∈ W s loc (z) and ν-almost every z ∈ Σ. Consider an arbitrary point x ∈ Σ. Since ν is positive on open sets, x may be approximated by points z such that mσn (ẑ) = F n z * mẑ for every n ≥ 1 andμ z -almost everyẑ ∈ W s loc (z). Since the conditional probabilities ofm are invariant under unstable holonomies, it follows that
Since the measuresμ x andμ z are equivalent, this is the same as saying that the last equality holds forμ x -almost everyx ∈ W s loc (x), as claimed.
L
1 -continuity of conditional probabilities. Recall that
Let {m x : x ∈ Σ} and {m x,t : (x, t) ∈ M } be disintegrations of m with respect to the partitions {{x} × K × Grass(l, d), x ∈ Σ} and {{(x, t)} × Grass(l, d), (x, t) ∈ Σ × K}, respectively. Thus each m x is a probability measure on K × Grass(l, d) and each m x,t is a probability measure on Grass(l, d).
It is easy to check that x → m x may be chosen to be continuous with respect to the weak * topology, indeed, we will do that in a while. The corresponding statement for x → m x,t is false, in general. However, the main point of this section is to show that the family {m x,t : (x, t) ∈ M } does have some continuity property: Proposition 5.5. Let (x n ) n be a sequence in Σ converging to some x ∈ Σ. Then there exists a sub-sequence (x n k ) k such that m xn k ,t → m x,t as k → ∞ in the weak * topology, for µ c -almost every t ∈ K.
We will deduce this from a somewhat stronger L 1 -continuity result, whose precise statement will be given in Proposition 5.9. The key ingredient in the proofs is a result about maps on geodesically convex metric spaces that we are going to state in Lemma 5.7 and which will also be useful at latter stages of our arguments.
Geodesically convex metric spaces include convex subsets of a Banach space, path connected compact metric spaces and complete connected Riemannian manifolds, among other examples. The spaces of maps with values in a geodesically convex metric space are analyzed in Appendix A.
Lemma 5.7. Let L be a geodesically convex metric space and take (K, B K , µ K ) to be a probability space such that K is a normal topological space, B K is the Borel σ-algebra of K and µ K is a regular measure.
Let H j,t : L → L and h j : K → K, with j ∈ N and t ∈ K, be such that
uniformly in t ∈ K and x ∈ L and, moreover, the Jacobian Jh j (t) of each h j with respect to µ K is uniformly bounded. Then
Proof. Take j ∈ N to be sufficiently large that d L (H j,t (x), x) < ǫ/4 for every t and
Let C > 1 be a uniform bound for Jh j (t). By Proposition A.1, given ǫ > 0 there exists a continuous mapψ :
Then, by change of variables,
By the continuity ofψ, increasing j if necessary,
The conclusion follows from these inequalities.
Lemma 5.8. Let (x n ) n be a sequence in Σ converging to some x ∈ Σ and let (j n ) n be a sequence of integer numbers going to infinity. Assume that (f jn xn ) n converges uniformly to some g : K → K and (σ jn (x n )) n converges to some z ∈ Σ. Then g is absolutely continuous with respect to µ c and it has bounded Jacobian.
Proof. By Lemma 3.5 we have that ̺(x,t) is uniformly bounded.
Proposition 5.9. Let ϕ : Grass(l, d) → R be a continuous function, (x n ) n be a sequence in Σ converging to some x ∈ Σ and (j n ) n be a sequence of integer numbers such that (f jn xn ) n converges uniformly to some g :
Proof. Denote t n = f jn xn (t). Fix x s ∈ Σ − and let
So, applying Lemma 5.7 with L = M (the compact metric space of probability measures on Grass(l, d)), H j,t = H u j,x s ,t * , h j = h u j,x s (t j ) and ψ : K → M, ψ(t) =m x s ,x,g(t) , we get that the sequence ϕdm x s ,xn,f jn xn (t) converges to ϕdm y,x,g(t) in the space L 1 (µ c ). By the definition of disintegration,
and so
So, noting that the integrand goes to zero as n → ∞, for every x s ∈ Σ − , the dominated convergence theorem ensures that
as we wanted to prove.
This proposition implies that, given any (x n ) n → x and any continuous ϕ :
Moreover, since the space of continuous functions is separable, one can use a diagonal argument (see e.g. the proof of [21, Proposition 2.1.6]) to construct such a sub-sequence independent of ϕ. In other words, m xn k ,t → m x,t in the weak * -topology, for µ c − almost every t.
This proves Proposition 5.5.
Corollary 5.10. The disintegration {m x : x ∈ Σ} is continuous.
Proof. Let ϕ : K ×Grass(l, d) → R be a continuous function. Given any (x n ) n → x, we have that
By Proposition 5.5, up to restricting to a subsequence, we may suppose that (m xn,t ) n converges to m x,t in the weak * sense, for µ c -almost every t. Then
for µ c -almost every t. To get the conclusion it suffices to use this observation in the previous inequality, together with dominated convergence. Proof. The F -invariance of m gives that m x = (F k y ) * m y dµ k x (y) for ν-almost every x, the continuity of the disintegration implies that this extends to every x ∈ Σ.
Dual graphs of Grassmanian sections
Let w 1 , . . . , w l be a basis of a given subspace W ∈ Grass(l, d). The exterior product w 1 ∧ · · · ∧ w l depends on the choice of the basis, but its projective class does not. Thus we have a well-defined map
which can be checked to be an embedding: it is called the Plücker embedding of Grass(l, d). The image is the projectivization of the space of l-vectors
which we denote by PΛ In what follows, let H Sec denote the space of measurable sections V : K → Grass(d − l, d). We define the dual graph of each V ∈ H Sec to be
Letm be any u-state onM × Grass(l, d), m be its projection to M × Grass(l, d) and {m x : x ∈ Σ} be the Rokhlin disintegration of m along the fibers K ×Grass(l, d) (recall Section 5.3). The purpose of this section is to prove the following fact: Proposition 6.1. We have m x (graph HV) = 0 for any u-statem, any V ∈ H Sec and every x ∈ Σ. 6.1. Graphs have measure zero. Starting the proof of Proposition 6.1, recall that each m x is a probability measure on K × Grass(l, d), and
where each m x,t is a probability measure on Grass(l, d). Recall also that x → m x is continuous, by Corollary 5.10. Let x ∈ Σ be fixed for the time being, and consider the functions
Proof. Let P 1 ≺ P 2 ≺ · · · be an increasing sequence of finite partitions of Grass(d− l, d) such that P = ∨ i∈N P i is the partition into points (that such a sequence exists is clear, e.g., because the Grassmannian is compact). Write is a measurable function. It follows that G n is measurable for every n. Moreover, (G n ) n converges to G at every point. Thus, G is measurable. Analogously,
is measurable for every n, and (g n ) n converges pointwise to g. Thus g is measurable.
For each fixed t ∈ K, the function V → G(t, V ) is upper semicontinuous: if (V n ) n converges to V then HV n is contained in a small neighborhood of HV , for every large n, and then m t,x (HV n ) can not be much larger than m t,x (HV ). Since Grass(d − l, d) is compact, it follows that the set
is compact and non-empty (the supremum in the definition of g is attained) for every t ∈ K.
We borrow the following result from [10, Theorem III.30]:
Theorem 6.3. Let (X, B, µ) be a complete probability space and Y be a separable complete metric space. Denote by B(Y ) the Borel σ−algebra of Y . Let κ(Y ) be the space of compact subsets of Y , with the Hausdorff topology. The following are equivalent:
Moreover, any of these conditions implies that there exists a measurable map σ : X → Y such that σ(x) ∈ K x for every x ∈ X. Lemma 6.4. A given V ∈ H Sec realizes the supremum of m x (graph HV) : V ∈ H Sec if and only if V(t) ∈ Γ(t) for µ c -almost every t ∈ K. Moreover, there exists some V x ∈ H Sec that does realize this supremum.
Proof. By Lemma 6.2, the set
Compare the second condition in Theorem 6.3. Thus, from the last claim in the theorem, there exists some measurable map V x : K → Grass(d − l, d) such that V x (t) ∈ B t for every t ∈ K. In other words, m x,t (HV x (t)) = G t, V x (t) = g(t) = sup Z m x,t (HZ) for every t ∈ K. Given any V ∈ H Sec we have
Thus, V x does realize the supremum. Moreover, (24) is an equality if and only if G(x, V(t)) = g(t) for µ c -almost every t ∈ K.
So far, we kept x ∈ Σ fixed. The next proposition shows that the supremum in Lemma 6.4 is actually independent of x. Denote γ = sup{m x (graph HV) : V ∈ H Sec, x ∈ Σ}. Varyingx ∈ Σ andṼ ∈ H Sec, we can make the left-hand side arbitrarily close to γ. It follows that
The converse inequality is obvious. Thus, we have shown that the supremum over any cylinder [J] coincides with γ.
So, given any x ∈ Σ we may find a sequence (x n ) n → x such that the sequence (m xn (graph HV xn )) n converges to γ, where (cf. Lemma 6.4) each V xn realizes the supremum at x n . Moreover, by Proposition 5.5, up to restricting to a subsequence we may assume that (m xn,t ) n → m x,t for every t in some full µ c -measure set X ⊂ K. Then
For each fixed t ∈ X, consider a sub-sequence (x n k ) k along which the lim sup is realized. It is no restriction to suppose that (V xn k (t)) n converges to some V ∈ Grass(d − l, d) as k → ∞. For any ǫ > 0, let V ǫ be the closed ǫ-neighborhood of V . The fact that V xn k (t) ⊂ V ǫ for every large k implies that lim sup
(because V ǫ is closed). Thus, making ǫ → 0 on the right-hand side,
Replacing this in (25), we find that γ ≤ m x,t (HV x (t))̺(x, t) dµ c (t) as claimed.
Lemma 6.6. For any x ∈ Σ and V ∈ H Sec, we have m x (graph HV) = γ if and only if m y (graph HF −1
Proof. Since m is invariant under F , we have
for µ-almost every x ∈ Σ. Moreover, since the disintegration {m x : x ∈ Σ} is continuous, the identity extends to every x ∈ Σ. Then
Since the maximum is γ, it follows from these observations that m x (graph HV) = γ if and only if m y (graph HF −1 y V) = γ for every y ∈ σ −1 (x).
As introduced in Section 3.2, letν = (π 1 ) * μ and let {ν x : x ∈ Σ} be the disintegration ofν with respect to the partition
Observe that everyν x is equivalent to µ s .
Lemma 6.7. For any x ∈ Σ and any V ∈ H Sec we have that (y). So, using also Lemma 5.2,
By the previous inequality and Lemma 5.2, this is bounded below by
loc (x) = 1 − ε. In this way we have shown that
which contradicts the definition of γ. This contradiction proves the first part of the lemma. The second one is a direct consequence, using
The proof is complete.
6.2.
Sections over the periodic point. Recall (from Section 2.6) thatp is a fixed point ofσ andẑ is a homoclinic associated top. From now on, we denote p = P (p) and z = P (ẑ). Recall also that ı ∈ N is such thatσ ı (ẑ) ∈ W s loc (p). By the pinching hypothesis in Section 2.6, the Oseledets decomposition of F restricted to K has the form E 1 (t) ⊕ · · · ⊕ E d (t), at µ c -almost every t ∈ K, with dim E i (t) = 1 for every i. Fix a measurable family e 1 (t), . . . , e d (t) of bases of C d with e i (t) ∈ E i (t) for every i. The matrices of the iterates A j (p, t) relative to these bases are diagonal:
We are going to use the associated linear bases of
respectively. By Lemma 6.4 and Proposition 6.5, we may choose V 0 ∈ H Sec such that
we find that
Note that lim j (1/j) log |a i,j | = λ i , and so
Order the multi-indices
in such a way that the sums λ i1 + · · · + λ i d−l are in increasing order. LetĨ be the first multi-index, in this ordering, for which vĨ is not essentially zero. In what follows we assume that f p is ergodic for µ c . ThenĨ is the same for every t ∈ K in a full µ c -measure set. The non-ergodic case can be reduced to this one by ergodic decomposition. 
and so lim
for µ c -almost every t. We also have that m p,t V j (t) = sup V m p,t (V ), and then Lemma 6.4 implies that m p,t (EĨ (t)) = sup V m p,t (V ) for µ c -almost every t, as we claimed.
This means that, from the start, we may take V 0 (t) to coincide with one of the invariant sections EĨ t given by the Oseledets decomposition, for µ 
Sincem is a u-state, and h ,p) ) for each (x s , p) =p and j ≥ 1. In particular,
We are going to prove that for a large set of js the V ĵ p have no intersection.
Proposition 6.9. There exists N ≥ 1 such that for every M ∈ N and δ > 0 there exist
We can write it as
where J = {1, 2, . . . , l} \ I.
Then (31) can be written as
where
. This may be written as
. . .
. . . . . . . . .
So, in order to prove that the intersection is necessarily empty, it suffices to show that (32) has no non-zero solutions, in other words, that det B(t) = 0. We are going to use the following fact:
and n ∈ N, be measurable functions and suppose there exist χ 1 < χ 2 < · · · < χ d such that
Then for every M ∈ N and δ > 0 there exist n 1 < n 2 < · · · < n M andK ⊂ K with µ(K) > 1 − δ, such that for any choice of a set
has non-zero determinant for every t ∈K
In the proof we are going to use the following simple algebraic fact:
,j≤d be a square matrix with c 
1,n i (t) = 0 for n ≥ n 1 , t ∈ K 1 and i = 1, . . . , d. Let n 1 be fixed and define (compare (35))
for i = 2, . . . , d and n > n 1 .
From (34), and the observation that χ i > χ 1 , we get that
In particular, there exists n 2 > n 1 and
(t) = 0 and b 1,n i (t) = 0 for n ≥ n 2 , t ∈ K 2 and i = 2, . . . , d (the second condition follows immediately from (36) and the fact that n 2 > n 1 , but we mention it explicitly, for consistency with what follows).
Next, proceed by induction on l ≤ M : Suppose that we have defined an increasing sequence of numbers n 1 < · · · < n l , a decreasing sequence of sets K l ⊃ · · · ⊃ K 1 with µ(K l ) > 1 − lδ/M , and for every 1 ≤ j ≤ max{l, d} a family of measurable
for i = j +1, . . . , d, t ∈ K l and n ≥ n l . Then, arguing as in (38) and using induction on j,
Hence we can find n l+1 > n l and K l+1 ⊂ K l with
such that, for every 1 < j ≤ max{l + 1, d} and 1
(t). Then, in view of the recursive relations (40)-(41), we may apply Lemma 6.11 dtimes to C = B(t) to conclude that
This completes our argument.
The twisting condition (Section 2.6), implies that lim n 1 n log |v I (f n (t))| = 0 for µ c -almost every t ∈ K
The pinching condition ensures that these sums are all distinct. Then we may apply Lemma 6.10 to the functions
We get that there exist
Proof of Proposition 6.1. Let 2δ < γ and take C > 0 large enough that C(γ −2δ) > 1. Consider the sequence of integers I = {n 1 , n 2 , . . . , n CN } given by Proposition 6.9.
for every t ∈K and every
The property (43) means that the sets V n k i (t) are N -wise disjoint for every t ∈K. Then,
This is a contradiction because the measuremp is a probability. Now we treat the general case. By (30),m (x s ,p) (graph HV nj (x s ,p) ) = γ for every j and µ s -almost every (x s , p) ∈ W s loc (p). In particular, we may a sequence (x s k , p) k →p with that property. Moreover, let B k (t) be the matrix defined by a system of equations as in (33), with coefficients depending on V
. By Lemma 5.7 (together with the observation that L 1 convergence implies convergence almost everywhere over some subsequence), up to restricting to some subsequence of values of k we have
This proves that B k converges almost everywhere to B.
Recall that det B(t) = 0 for every t ∈K, by Lemma 6.10. Then, there exist L ⊂K with µ c (L) > 1 − 2δ and k 0 ≥ 1 such that det B k (t) = 0 for every t ∈L and k ≥ k 0 . Then, applying the previous argument with (x s , p) and B k instead of p and B, we get that
for every k ≥ k 0 . Thus, again we get a contradiction (becausem (x s k ,p) is a probability).
Convergence to Dirac measures
The goal of this section is to prove the following theorem: Theorem 7.1. There exists a measurable map ξ :M → Grass(l, d) such that, given any u-statem onM × Grass(l, d), we havê mx ,t = δ ξ(x,t) forμ-almost every (x, t) ∈M .
In particular, there exists a unique u-state.
7.1. Quasi-projective maps. We begin by recalling the notion of quasi-projective map, which was introduced by Furstenberg [12] and extended by Gol'dsheid, Margulis [14] . See also Section 2.3 of [3] for a related discussion.
Let v → [v] be the canonical projection from C d minus the origin to the projective space PC d . We call P # :
The space of projective maps has a natural compactification, the space of quasi-projective maps, defined as follows. The quasi-projective map Q # induced in PC d by a non-zero, possibly non-invertible, linear map Q :
Observe that Q # is well defined and continuous on the complement of the kernel
More generally, one calls
The space of quasi-projective maps inherits a topology from the space of nonzero linear maps, through the natural projection Q → Q # . Clearly, every quasiprojective map Q # is induced by some linear map Q such that Q = 1. It follows that the space of quasi-projective maps on any Grass(l, d) is compact for this topology.
The following two lemmas are borrowed from Section 2.3 of [3] :
Lemma 7.2. The kernel ker Q # of any quasi-projective map is contained in some hyperplane of Grass(l, d).
Lemma 7.3. If (P n ) n is a sequence of projective maps converging to some quasiprojective map Q of Grass(l, d), and (ν n ) n is a sequence of probability measures in Grass(l, d) converging weakly to some probability ν with ν(ker Q) = 0, then (P n ) * ν n converges weakly to Q * ν.
for every t ∈ K such that the Oseledets subspaces E i t are defined. We give ourselves the right to denote by E i1,...,i l (t) also the direct sum
Thus each E i1,...,i l is an element of Sec(K, Grass(l, d)). Letp ∈Σ be the fixed point ofσ andẑ ∈Σ be a homoclinic point ofp withẑ ∈ W u loc (p). Fix ı ∈ N such thatσ ı (ẑ) ∈ W s loc (p). For each k ≥ 0, denoteẑ k =σ −k (ẑ) and z k = P (ẑ k ). Observe thatfẑ k = f z k and, similarly,Â(p, t) = A(p, t). We take advantage of this fact to simplify the notations a bit in the arguments that follow.
with coefficients w 
in the projectivization of the exterior power is given by
The quotient of the norms converges to zero for any j > 1. Thus, we have that either
The latter case means that w is in the kernel of the limit. Thus, any limit quasi-projective transformation does map the complement of the kernel to E I1 h(t) , as claimed.
As an immediate consequence we get that for any t ∈ K 0 and every sub-sequence of
that converges, the limit is a quasi-projective transformation that maps every point outside the kernel to
By Remark 2.1, the family {f n z k : n, k ≥ 1} is equicontinuous. Using ArzelaAscoli, it follows that we can find a sub-sequence of (k j ) j along which the family (f k z k ) −1 converges to some g : K → K. Then, by Proposition 10.2, there exists a further subsequence (k ′ i ) i and a full µ c -measure set
for every t ∈ K 1 . By Proposition 6.1 and Lemma 5.8, there exists a full µ c -measure set K 2 ⊂ K such that m p,g(t) gives zero weight to every hyperplane of Grass(l, d) for every t ∈ K 2 . Then, by Lemma 7.3 and the previous observations,
along any sub-sequence such that A k (z k , t k ) converges. This yields the claim of the proposition.
Remark 7.5. The argument remains valid when one replaces the homoclinic point z by any other point in W u (p).
It follows from Proposition 4.3 that there is a full µ s × µ u -measure subset of pointsx ∈Σ such that
for µ c -almost every t ∈ K, x n = P σ −n (x) and tx n = (f n xn ) −1 (t). Since the shift is ergodic with respect to the projection ofμ onΣ, one may also require that
for some sub-sequence (n j ) j → ∞.
Fix anyx ∈Σ such that both conditions hold. Let k ≥ 1 be fixed, for the time being. Then (44) implies that
Note also that, by definition,
We use once more the fact that {f n x : n ∈ Z andx ∈Σ} is equi-continuous (Remark 3.2). Using Ascoli-Arzela, it follows that the exists a sequence (n j ) j → ∞ such that (f nj xn j ) −1 j converges to some g : K → K. Up to further restricting to a sub-sequence if necessary, Proposition 10.2 ensures that m x n j +k ,tx n j +k converges to m z k ,g(t)ẑ k for µ c -almost every t.
Fix any t ∈ K such that the previous claims are fulfilled. Let (n ′ i ) i be any subsequence of (n j ) j such that A 
If η(g(t)) / ∈ ker Q then, making k → ∞, we may use Lemma 7.3 and Proposition 7.4 to conclude thatm x,t = δ Q η (g(t) ) . This gives the conclusion of Theorem 7.1 under this assumption. Let us show that we can always reduce the proof to this case. Recall that ı ∈ Z was chosen such thatσ
. Note thatŷ depends on k and j andŵ that depends on k. We denote y = P (ŷ) and w = P (ŵ). Moreover, y n = P (σ −n (ŷ)) and w n = P (σ −n (ŵ)) for each n ≥ 0 Let m ∈ N be fixed, for the time being. We have that x i = y i with 0
, and sô
Therefore, by Propositions 4.3 and 4.6,
where m j = n j + k + ı + m. The last expression may be rewritten as A nj x nj , tx nj * A k+ı y nj +k+ı , tŷ y n j +k+ı * A m y mj , tŷ mj * m ym j ,tŷ m j .
Making j → ∞,
and, restricting to a sub-sequence if necessary,
for µ c -almost every t.
withh(s) = h û w,p (s). Then there exists a full µ c -measure setK ⊂ K and a sub-sequence (k j ) j such that for every t ∈K there exists a sub-sequence (n
converges to some quasi-projective transformationQ. Moreover,η (f
is not in kerQ if j is sufficiently large, depending on t.
Proof. As before denote h = h û z,p and h k = h û z k ,p . We begin by constructing the sub-sequence (k j ) j . Note that (f
uniformly to some φ. Since h k converges to the identity map, (f
also converges uniformly to φ. Note that φ is absolutely continuous with respect to µ c , by Lemma 5.8. Recall that
For each fixed t ∈ K ′ , fixing k sufficiently large and making m ′ i go to infinity (along the sub-sequence given by Lemma 7.6), we find that
Then, making m → ∞ and using Lemma 7.3 and Proposition 7.4,
. Thus we proved thatmx ,t is a Dirac measure forν-almost everyx ∈Σ andμ ĉ xalmost every t ∈ K. Note also that the setM ⊂M of points (x, t) ∈M such that m (x,t) is a Dirac measure is measurable, since the map (x, t) →m (x,t) is measurable and the set of Dirac measures is closed in the weak * topology is closed, thenM is measurable. Thus we have shown thatM has totalμ-measure, which completes the proof of Theorem 7.1.
We call most expanded l-subspace any ξ ∈ Grass(l, d) that realizes the supremum. These always exist, since the Grassmannian is compact and the expression depends continuously on ξ. These notions may be expressed in terms of the polar decomposition of L = K ′ DK with respect to any orthonormal basis: denoting by a 1 , . . . , a d the eigenvalues of the diagonal operator D, in non-increasing order, then E(l, L) = a l /a l+1 . The supremum is realized by any subspace ξ whose image under K is a sum of l-eigenspaces of D such that the product of the eigenvalues is a 1 · · · a l . It follows that E(l, L) ≥ 1, and the most expanded l-subspace is unique if and only if the eccentricity is strictly larger than 1. Proposition 8.1. For every 0 < c < 1, there exists a setM c ⊂M withμ(M c ) > c such that E l, A n (f −n (x, t)) → ∞, and the image of the most expanded subspace by
For the proof, let us recall the following proposition, whose proof can be found in [3] : Proposition 8.2. Let N be a weak * compact family of probabilities on Grass(l, d) such that all ν ∈ N give zero weight to every hyperplane. Let L n : C d → C d be linear isomorphisms such that (L n )ν n converges to a Dirac measure δ ξ as n → ∞, for some sequence ν n in N. Then the eccentricity E(l, L n ) goes to infinity and the image L n (ζ n ) of the most expanding l-subspace of L n converges to ξ.
Proof of Proposition 8.1. Given 0 < c < 1 take M c ⊂ M to be a compact set, with µ(M c ) > c and such that the restriction of the map (x, t) → m (x,t) to M c is continuous. This implies that N = {m (x,t) ; (x, t) ∈ M c } is a weak * compact subset of the space of probability measures of Grass(l, d), and every measure in N gives zero weight to every hyperplane. Moreover,
Then the claim follows from Proposition 8.2, with L n = A n (f −n (x, t)).
Adjoint cocycle. Fix a continuous Hermitian form
whereÂ * (x, t) is the adjointÂ(f −1 (x, t)) * of the matrixÂ(f −1 (x, t)) with respect to the Hermitian form. In other words,Â * (x, t) is characterized by
and (x, t) ∈M . We have that
It is also easy to see that
respectively, for any (x, t), (ŷ, s) in the samef −1 -unstable set and any (x, t), (ẑ, r) in the samef −1 -stable set. The following result is probably well-known but we include a proof since we could not find one in the literature: Proposition 8.3. The cocyclesF andF * have the same Lyapunov exponents. Moreover, if E j , j = 1, . . . , k are the Oseledets spaces ofF then the Oseledets spaces ofF * are, respectively,
Proof. (We restrict ourselves to the case when dim E j = 1 for every j, which is the only case we will actually use; the extension to the general case is rather straightforward.)
). This shows that the decomposition E 1 * ⊕· · ·⊕E k * is invariant underÂ * . Let e j * (x) ∈ E j * (x) and e j (x) ∈ E j (x) be unit vectors. Then
for k = j, and
So, by the Oseledets theorem, lim n→∞ 1 n log|cos(α j (f −n (x))| = 0.
On the other hand, (51) A n (f n (x))e j (f −n (x)), e j * (x) = A n (f n (x))e j (f −n (x)) cos(α j (x)).
Moreover, by the invariance of e j , A n (f n (x))e j (f −n (x)) A n (f n (x))e j (f −n (x)) = e j (x).
Thus − λ j = lim n→∞ 1 n log A −n (x)e j (x) (52) = lim n→∞ 1 n log e j (f −n (x)) A n (f n (x))e j (f −n (x)) = − lim n→∞ 1 n log A n (f n (x))e j (f −n (x)) .
Putting ( Proof. Applying Proposition 8.3 to the restriction ofF to the periodic leaf {p} × K we get that the cocycleÂ * is pinching, if and only if,Â is pinching. Moreover, the Oseledets decomposition E 1 * ⊕· · ·⊕E k * ofÂ * is given by the orthogonal complements of the Oseledets subspaces of A:
We are going to use this for proving the twisting property, as follows. Let φp ,ẑ = H t) ),(ẑ,h ŝ p,ẑ (t)) , Then, for any V ∈ Sec(K, Grass(l, d)), φp ,ẑ V (t) = H t V (h −1 (t) and φ * p,ẑ V (t) = H h(t) * (V (h(t)) .
Proof. Recall that the stable holonomies ofÂ are trivial. Thus, the unstable holonomies ofÂ * are trivial. So, the fact that ξ * is invariant under unstable holonomies means that it is constant on local stable sets off . Then the same is true about his orthogonal complement η(x, t) = ξ * (x, t) ⊥ , which means that it only depends on η(x, t) = η(x, t), where x = P (x). So the graph of η(x, ·) over K has zero m x -measure:
= µ c × µ s ({x, t : ξ(x, t) ∈ η(x, t)}) = 0 for ν-almost every x ∈ Σ. Henceμ ({x, t : ξ(x, t) ∈ η(x, t)}) = 0, which proves the lemma.
Proof of Theorem B
Let (x, t) ∈M , and denote by η(x, t) ∈ Grass (d − l, d) the orthogonal complement of ξ * (x, t). Recall that ξ * is invariant underÂ * , in the sense that A * (x, t)ξ * (x, t) = ξ * (f −1 (x, t)).
Hence, η is invariant under A. According to Lemma 8.6, we have that C d = ξ(x, t) ⊕ η(x, t) atμ-almost every point. We want to prove that the Lyapunov exponents of A along ξ are strictly bigger than those along η. For that, let ξ(x, t) = ξ 1 (x, t) ⊕ · · · ⊕ ξ u (x, t) and η(x, t) = η s (x, t) ⊕ · · · ⊕ η 1 (x, t) be the Oseledets decomposition of A restricted to the two invariant sub-bundles, where ξ u corresponds to the smallest Lyapunov exponent among ξ i and η s the largest among all η j . Denote d u = dim ξ u and d s = dim η s , and then let λ u and λ s be the Lyapunov exponents associated to these two sub-bundles, respectively. Define ∆ n (x, t) = det (A n (x, t), ξ u (x, t)) 1 du det (A n (x, t), W (x, t)) 1 du+ds , where W (x, t) = ξ u (x, t) ⊕ η s (x, t). By the Oseledets theorem
The proof of the following proposition is identical to the proof of Proposition 7.3 in [3]:
Proposition 9.1. For every 0 < c < 1 there exist a setM c ⊂M withμ(M c ) > c such that forμ-almost every (x, t) ∈M lim n→∞ ∆ n (x, t) = ∞ restricted to the sub-sequence of values n for whichf n (x, t) ∈M c .
So now fix some 0 < c < 1 andM c given by Proposition 9.1. Let g :M c →M c be the first return map:
g (x, t) =f r(x,t) (x, t) . When µ is a finite measure, the choice of0 ∈ N is irrelevant: different choices yield the same space L
is a distance in L : i ∈ N} covers N and, consequently,
, i ∈ N is a partition of N . Then A i = K 0 ∩ f −1 (B i ), i ∈ N is a partition of K 0 into measurable sets. Fix k ∈ N large enough that 
Thus dist L 1 µ (M,N ) (f, s) < ǫ, which proves the lemma. 
All the other values of x fall into some of the following cases:
(1) x ∈ A i ∩ B j \ K j for some i and j: then In either case, x belongs to the set
which, by construction, has µ-measure bounded by ǫ/(2τ L). So,
