Abstract-Recent advances in driver behavior analysis for Active Safety have led to the ability to reliably predict certain driver intentions. Specifically, researchers have developed Advanced Driver Assistance Systems that produce an estimate of a driver's intention to change lanes, make an intersection turn, or brake, several seconds before the act itself. One integral feature in these systems is the analysis of driver visual search prior to a maneuver, using head pose and eye gaze as a proxy to determine focus of attention. However it is not clear whether visual distractions during a goal-oriented visual search could change the driver's behavior and thereby cause a degradation in the performance of the behavior analysis systems. In this paper we aim to determine whether it is feasible to use computer vision to determine whether a driver's visual search was affected by an external stimulus. A holistic ethnographic driving dataset is used as a basis to generate a motion-based visual saliency map of the scene. This map is correlated with predetermined eye gaze data in situations where a driver intends to change lanes. Results demonstrate the capability of this methodology to improve driver attention and behavior estimation, as well as intent prediction.
I. INTRODUCTION
Advanced driver assistance systems should save many lives by aiding drivers to make prompt, safe decisions about driving maneuvers. To counter the effect of inattention, ADAS's could be designed to provide the driver ample warning time to impending dangerous situations, and even assist the driver in reacting appropriately. Successful design of these systems will rely heavily on getting the driver to accept the recommendations of the system, mainly by improving design to minimize false positives. The detection of driver intentions will become a crucial feature of future ADASs, therefore the focus of this paper is on improving the capabilities of driver intention inference systems.
In this paper we develop a framework to use computer vision systems to determine whether an external event potentially influenced a driver's gaze shift. Using ethnographic driving data, we collect video looking at the driver as well as an omnidirectional video looking around the vehicle. These data are processed using motion analysis to produce an estimate of whether there is a salient, or distracting, object in the area where the driver is looking. This information is then used to inform whether the gaze shift was due more to the salient object distracting the driver, as opposed to a taskoriented visual search. The intent of the driver could thus be more accurately inferred.
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A. Motivations
Recent research has supported the incorporation of sensors looking inside the vehicle to observe driver behavior and potentially infer driver intent [1] , [2] . Prior research has determined the more useful driver cues for distinguishing intent. Head motion has proved to be the most useful cue, whereas eye gaze tends to be noisier and less useful [3] . The head motion cue, along with data coming from the vehicle and from lane position information, can be used as inputs to a Bayesian learning algorithm which in turn is consistently able to predict the intention of a driver. Such a system has been trained on maneuvers including lane changes, intersection turns, and brake assistance systems [4] - [6] .
The assumption made in all of these systems has been that head motion or eye gaze is a proxy for visual attention. In other words we try to measure head motion given that the driver is likely paying attention to whatever they are looking at, in whichever direction they are looking. We then infer that because their attention is in a certain direction, they must have goals associated with that direction. For example, a driver may look left prior to changing lanes, as a direct result of their need to be attentive of vehicles in the adjacent lane.
A significant amount of research in psychology has examined whether such visual searches are guided by goals (such as the goal of changing lanes), or by external stimuli [7] - [11] . These stimuli may include visual distractions, which could pop up in a scene and thereby attract the attention of the observer. This research has concluded that for the most part any visual search is guided by some combination of a goal-driven and stimulus-driven approach, depending on the situation [12] .
In the particular context of driving, several studies have shown that gaze and attention are directed in areas associated with particular goals and tasks [8] , [13] . However it is also clear that distractions pose a significant risk to driving safety [14] , [15] , as there are important occasions when gaze and attention are directed due to external stimuli. In order to improve the performance of intent prediction systems, it would be useful to know whether a gaze shift is attributable more to irrelevant stimuli than to a specific goal. The intent prediction system could thereby acknowledge and potentially discard behavioral cues arising due to these distractions.
Additionally, the framework proposed here could lead to the first set of systematic examinations of the relationships between driver visual search and driver intentions. These 978-1-4244-3504-3/09/$25.00 ©2009 IEEEexperiments could answer questions such as how and why drivers change goals and behaviors in response to the environment surrounding them.
The remainder of the paper is organized as follows. Section II describes prior works in the field. In Section III we discuss the data processing steps, and Section IV includes the results. Finally we conclude and provide some future directions in Section V. Fig. 1 . Data flow architecture for the proposed system. The ultimate goal is to automatically achieve a determination of the cause for a driver's gaze shift.
II. PRIOR WORKS
A number of studies have focused on the question of determining what the driver is looking at. However, we are not as interested specifically in what the driver is looking at, but rather whether there is a distraction or unusual occurrence in the region where the driver is looking. To this end we review studies concerning determining driver gaze as well as scene saliency and dynamic environment analysis.
A. Gaze detection and Driving
To detect where the driver is looking, robust monocular in-vehicle head pose estimation systems have been developed [16] - [ 18] , though it may be argued that head pose is not a sufficient estimate of true gaze. More precise gaze estimates can be derived from eye gaze detectors [19] . NHTSA has most recently conducted studies of Driver Workload Metrics [14] , including eye gaze as a proxy for driver workload.
There have been a few studies that examine gaze behavior in the specific context of lane changes. According to Tijerina et al. [20] , there are specific eye glance patterns which take place in the period before a lane change. Prior to lane changes, there were between 50-80% probabilities of glancing at a mirror. Mourant and Donohue observed that lengthy blind spot checks occured only in conjunction with lane change maneuvers; in lane keeping situations no such checks were performed by the drivers [21] . The experiments of Land [13] obtain results in a real automotive setting.
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Several studies have shown that fatigue [14] , [22] , traffic [23] , and other cognitive and visual distractions [15] may have an effect on driver behavior. Cognitive distractions involve mental tasks that increase the workload of the driver without necessarily adding visual clutter, whereas visual distractions draw the driver's focus of attention away from the road. Recarte and Nunes [15] measured the number of glances to the mirror during a lane change, and found cognitive distractions decrease the glance durations from 3-4% to less than 1%, and visual distractions decrease the glance durations from 1.4% to 0.2-0.4%. This result is wellaligned with more recent results indicating the limitations of drivers' multi-tasking abilities [24] . These studies show that distractions do have a significant effect on the gaze patterns of drivers.
Huang et al. [25] did some work to identify the gaze position of the driver, and determine what objects are being observed. That study used a single omni-directional camera to observe the driver and the scene, and was limited by resolution and contrast issues. In the following study we use separate cameras for looking in and looking out of the vehicle.
B. Surround Analysis and Saliency
The analysis of gaze patterns can be aided by developing a robust saliency detector which can determine the relative attractiveness of objects in a scene. The potential structure of these saliency maps vary based on the motivation and context of the scene. A primitive saliency map could include features based on intensity, color, and orientation. Itti extended this saliency map by examining the eye glance patterns of human subjects on several scenes and building up a prior of that particular type of scene [7] . Recent studies, however, show that such "bottom-up" saliency maps can not explain the fixations of goal-oriented observers [10] , [11] . More recent versions of saliency maps have thus incorporated top-down goals [8] , [9] , however much of the development of all of these have been motivated by images with relatively static backgrounds.
Ultimately it is the interaction between an observer's goals, and the salient properties of the scene, that guide the observer's attention [12] , [26] . Itti found that motion cues are much stronger predictors of gaze changes than any other cue in complex scenes [27] . Therefore given that we are in the specific context of driving, with highly dynamic background scenes, we ultimately choose to use motionbased features to build up the saliency map, as detailed below. There have been similar motion-based approaches to scene analysis using omnidirectional cameras, in order to identify and track interesting objects in a scene [28] - [30] .
III. DATA COLLECTION AND ANALYSIS
The data flow overview developed here can be seen in Figure 1 . The driver view images are processed to produce an estimate of the gaze location, as described in Section III-A. In parallel, Section 111-B describes how the surround images are analyzed using optical flow and background motion is subtracted to produce a saliency map. The final fusion and decision process is detailed in Section III-C. The driver-facing monocular camera was mounted above the radio controls, looking at an angle toward the driver. This angle turned out to be too obtuse for monocular eye gaze estimators such as [31] to work reliably. Ideally, a properly designed stereo or monocular eye gaze system could provide robust data. Head pose estimators [16] could also be used to determine gaze direction, though not as precisely.
A. Gaze Estimation
In fact there have been real-world studies that relied on automatically detecting eye gaze as a proxy for fatigue, but their results were limited due to robustness issues, especially with regards to occlusions from sunglasses and harsh lighting conditions [32] - [35] . Several studies that achieved promising results using just head motion as a cue for behavior prediction [4] - [6] , [36] .
In order to approximate an ideal case and demonstrate the feasibility of the system, the gaze data was manually reduced. The procedure followed was similar to those followed in the NHTSA lane-change and workload experiments [14] , [37] , to produce output that a real-world eye gaze tracker would 889 output in an optimal setting. Nine different gaze locations were derived from the procedure described in [14] as relevant to the task at hand. Sample images from each of these cases can be seen in Figure 2 .
Once the gaze direction is determined, it becomes necessary to calibrate the gaze direction with a section of the environment in the outside camera. The approximate regions corresponding to each gaze direction can be seen in the bottom of Figure 2 . Fig. 3 . Omni-directional Camera-based Surround of vehicle. Superimposed is the "Background Motion Map": the optical flow map of the average background motion in the scene, captured using optical flow of several hundred frames sampled over the previous 10 seconds of data.
B. Surround Analysis
Visual saliency maps are produced by extracting useful and pertinent features of the surrounding environment that may attract the driver's attention. The development of several different kinds of such saliency maps has been detailed above, and here we extend that notion to work for arbitrary cameras in a moving vehicle using motion-based features.
As discussed above, there have been a number of methodologies introduced to develop saliency maps of visual fields. Given that we have the advantage of knowing the context has to do with driving, we can develop a saliency model that is more directly related to driving. Indeed, given that a driver is most often looking forward at the road, a visual distraction will most likely pop up in the peripheral vision of the driver. Specifically, the peripheral field is the region that subtends between 10 deg and 180 deg on either side of the human visual field. Research has shown that the peripheral visual field of human eyes is most sensitive to motion cues [38] . Therefore in this system we generate a saliency map of the scene based primarily on these motion cues.
In order to find interesting motion in a dynamic scene where nearly everything is moving, it is imperative find things that are moving in places where normally things move in another direction. In order to simplify the problem, here we deal only with highway driving, as city driving involving stops and drastic speed changes would introduce greater obstacles. Generally on highways there may be cars or other objects that are moving at the same speed and direction as the ego-vehicle, but most interesting motion would be of those objects which are moving with a different velocity than is "normal" in that area of the scene.
To detect motion, we use the Lucas-Kanade dense optical flow algorithm, comparing the previous frame with the current frame. The data is a 720x480 resolution Omnidirectional video at 30 frames per second, so at the relatively high highway speeds the inter-frame motion is on the order of several pixels.
To account for the "normal" motion in the scene, we build up a "background" motion map. The optical flow vectors for each pixel are accumulated over several hundred frames, sampled over the last ten seconds of data. The average of these detections becomes our "Background Motion Map". Figure 3 shows an example of the background motion vectors in the scene, superimposed on the scene itself.
Then in order to detect "foreground" motion that could be of interest to the driver, we can collect the most current motion vectors and subtract out the Background Motion Map. Examples of this foreground motion detection can be seen in Figures 5 and 6 . However the instantaneous motion tends to be noisy, so to be more robust we can average the motion vectors over the previous second of data, and then subtract the background motion to obtain our foreground motion map. Examples can be seen in Figure 4 .
The "saliency maps" on the bottom of Figure 4 are generated by taking the magnitude of the foreground motion map. These maps thereby display the more interesting scene elements as ones which have more motion as compared to the typical background motion.
c. Fusion and Decision
Given the location of the gaze direction, along with the saliency map, it is straightforward to determine whether there was a salient object in the driver's view. The right column of Figures 5 and 6 show this fusion step.
The decisions or conclusions to be drawn given this information can have significant implications. Given a particular gaze, if there is no salient object in the region, then it is much more likely that the driver's attention is motivated by a goal the driver had in mind.
For certain glances, there are indeed salient objects in the region. Figure 6 shows an example of this. For these cases the gaze changes may possibly be due to distractions caused by that salient object. The gaze shifts may also be due to driver's goals as above, but given that the driver saw the salient object, their goals may also change. Either way, if there is a salient object, the intent of the driver can not be as easily inferred as if there is no salient object.
IV. RESULTS
The output of the surround analysis step can be seen in Figure 4 . Results of the overall system can be seen in Figures 5 and 6 . These sequences demonstrate the potential improvements to driver behavior recognition and intent recognition that could arise from the system. 890 In the sequence of frames in Figure 5 below, the driver is clearly looking over their right shoulder, as the eye gaze analysis dictates. However there are no cars in that lane, nor are there any other salient objects in the scene. The saliency map produced from the surround analysis shows that there are only salient objects on the other side of the scene (on the driver's left). We may thereby conclude, that the gaze shift which occurred in that window of time was associated with a specific goal of the driver. In this case, a highway situation, that goal would most likely be a lane change, and so an intent prediction system could more confidently predict the upcoming lane change.
The next sequence in Figure 6 allows us to draw a different conclusion. Here the driver looks to his left, approximately toward his left mirror. In this case the driver could potentially be looking in the mirror to see if there are any cars in the left blind spot area. However we also note that the saliency map produces a salient object in the region of interest. This vehicle is traveling at a greater speed than the ego-vehicle, and so may attract some attention. Therefore we may hesitate to conclude that the driver's visual search is due to an intention to change lanes.
V. CONCLUDING REMARKS
We have proposed a system designed to fuse the computer vision-based detections of gaze patterns and environmental motion saliency maps. We are thus able to determine the effects of the surrounding environment on the attention of the driver. The implications could have significant effects on the design of driver behavior analysis and intent prediction systems.
Future work includes testing these results using an automatic eye gaze analysis system. Additionally, the saliency map could be compared with other types of saliency maps, including those based on feature detectors and object detectors. Improvements could be made to the saliency map to Using the surround analysis algorithm we determine the "foreground" motion vectors in the surrounding scene, and then produce a saliency map. Note the vehicle in the scene is detected in the saliency map, but is actually on the driver's left side. The final column superimposes the glance direction, and we discover that there are no salient objects which caught the driver's attention.
Driver View Surround View Motion Field Saliency Map Gaze Location Fig. 6 . Example sequence (2) . This time the driver is looking straight and then glances to his left. As seen in the surround camera, there is indeed a vehicle in this region of the environment. The saliency map detects that vehicle, allowing the system to conclude that in the last two frames, the attention of the driver may have been distracted by that vehicle.
work in more dense traffic situations and in urban environments.
Additionally, the framework proposed is general enough to be able to use other hardware setups. Potential commercially deployable systems may include a camera in the dashboard looking at the driver, and a camera in the rearview mirror looking out at the road in front. Future work may include further analysis of this framework in this and other relevant settings, as well as in more environments.
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