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Abstract
In this paper we study the Einstein-Boltzmann system with Bianchi I
symmetry. We show that for small initial data the corresponding solutions
of the Einstein-Boltzmann system are future geodesically complete and
that they isotropize and have a dust-like behaviour at late times. Detailed
information about the metric and the matter terms is obtained, and the
results show that the solutions tend asymptotically to the Einstein-de
Sitter solution.
1 Introduction
In theoretical cosmology one wants to understand the future and the past be-
haviour of different cosmological models. This is in general too ambitious: in-
stead, one looks at simplified models, such as the important class of homoge-
neous spacetimes. Before obtaining a global and detailed picture of the future
and past behaviour of a cosmological model, one hopes to obtain an under-
standing of the asymptotic behaviour, i.e., what happened close to the initial
singularity (the big bang) and what is the distant future of our Universe. Both
problems are still far from being trivial. Indeed, only very special models are
understood to date, and the predictions are very different from each other. In
this paper we will only deal with the future direction.
How do the asymptotics depend on the way the matter content of the Uni-
verse is described? It is standard to model the Universe with a perfect fluid,
but this is only one of the several options for the choice of the matter model
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that exist, and it is of interest to know if and how the dynamics change with a
different matter model. The most common ones apart from the perfect fluid are
elastic matter, field-theoretic models and kinetic models. We are interested in
kinetic models and will focus in the present paper on the case where no cosmo-
logical constant is present. It is mathematically more challenging and we plan
to investigate the cosmological constant case in the future. In the last years
there has been a lot of progress concerning the dynamics in the Einstein-Vlasov
case. For an overview of different results we refer to [3]. There the dynam-
ics of collisionless matter is analyzed for Bianchi spacetimes which are locally
rotationally symmetric (LRS). In absence of LRS symmetry, the asymptotic
behaviour in the case of homogeneous spacetimes has been studied for a large
class of solutions (cf. [18, 19]). On the other hand, not so much has been done
in the Einstein-Boltzmann case. One of the reasons is that the formulation of
the Einstein-Boltzmann system is not trivial in general relativity (cf. [2, 13]).
Instead, one often considers certain symmetries on the spacetime to simplify
the full system of equations, and can find several results [1, 11, 14, 15, 16, 17]
for Bianchi type I case. In the present paper we also consider the Bianchi type
I spacetime, and the objective of this paper is twofold. First, we study non-
diagonal Bianchi I spacetime. In the results mentioned above the authors only
deal with the diagonal case, for instance FLRW or LRS cases, but our result is
valid for spacetimes of Bianchi type I which are not necessarily diagonal. Sec-
ond, we obtain asymptotic behaviour of solutions at late times. For instance in
[15], the authors considered large initial data and only obtained global existence
of solutions, but in this paper we consider small solutions and obtain late time
behaviour.
This paper is organized as follows. In Section 2, we derive the Einstein-
Boltzmann system with Bianchi symmetry. We first review the Einstein-Vlasov
system with Bianchi symmetry, and then parametrize the mass shell with an
orthonormal frame to obtain the Einstein-Boltzmann system with Bianchi sym-
metry. In Section 3 we present the equations we will work with, namely the
Einstein-Boltzmann system with Bianchi I symmetry. In Section 4, we collect
several elementary lemmas, which are used to estimate the collision operator of
the Boltzmann equation. Global-in-time existence of solutions to the Einstein-
Boltzmann system will be proved by a standard iteration method. In Section
5, we assume that a distribution function is given, and then show that clas-
sical solutions to the Einstein equations exist globally in time. In Section 6,
we assume that a metric is given, and then show that classical solutions of the
Boltzmann equation exist globally in time. We combine the results of the pre-
vious sections to obtain the main results. Future geodesic completeness and
the asymptotic behaviour of solutions to the Einstein-Boltzmann system with
Bianchi I symmetry are obtained under suitable small data assumptions. De-
tails on the relativistic Boltzmann equation in the Minkowski case are collected
in the appendix.
2
2 The Einstein-Boltzmann system with Bianchi
symmetry
In this section we derive the Einstein-Boltzmann system with Bianchi symmetry.
We introduce the Einstein-Vlasov system in the first subsection. In the second
subsection we consider this system with Bianchi symmetry. Then parametrizing
the mass shell with an orthonormal frame we obtain the Boltzmann equation
with Bianchi symmetry in the third subsection. In the last subsection we present
two different parametrizations of the post-collision momenta which will be nec-
essary in the following.
2.1 The Einstein-Vlasov system
A cosmological model is described via a time-orientable Lorentzian metric gαβ
(we will use signature (−,+,+,+)) on a manifoldM, which means that at each
point ofM the two halves of the light cone can be labelled past and future in a
way which varies continuously from point to point. This enables to distinguish
between future-pointing and past-pointing timelike vectors. Using units such
that the gravitational constant and the speed of light in vacuum are equal to
one, the interaction between the geometry and the matter is described by the
Einstein field equations:
Gαβ = 8πTαβ ,
where Gαβ is the Einstein tensor and Tαβ is the energy-momentum tensor.
Indices are lowered and raised by the spacetime metric gαβ and its inverse g
αβ.
We use Greek indices for indices which run from 0 to 3 and Latin indices from
1 to 3. The energy-momentum tensor describes the matter content, and we will
use a kinetic theory to describe it. We refer to [4, 22] for an introduction to the
Einstein-Vlasov system.
Consider now a particle which moves only under the influence of the grav-
itational field. The worldline xα of a particle is a null or timelike geodesic
depending on whether it has zero or non-zero rest mass. The tangent vector to
this curve is the 4-velocity vα and pα is the 4-momentum of the particle. Let
TxM be the tangent space and T ∗xM the cotangent space at a point xα in the
spacetimeM. For particles of the same type and with the same (constant) rest
mass m, the mass shell relation is given by:
pαpβg
αβ +m2 = 0,
where the Einstein summation convention that repeated indices are to be summed
over is used. The component p0 can be expressed in terms of the other compo-
nents via this relation:
p0 =
1
g00
(
− pag0a ±
√
(pag0a)2 − g00(papbgab +m2)
)
.
We are interested in future pointing momenta, i.e.,
p0 = p0g
00 + pag
0a = +
√
(pag0a)2 − g00(papbgab +m2) > 0.
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Define the phase space Pm for particles of mass m:
Pm = {(xα, pα) : xα ∈ M, pα ∈ T ∗xM, pαpβgαβ +m2 = 0, p0 > 0},
which is a subset of the cotangent bundle T ∗M = {(xα, pα) : xα ∈ M, pα ∈
T ∗xM}. Usually the geodesic equations are expressed in terms of vα, but one
can do the same with vα. Using the convention that ∇EβEα = ΓγαβEγ , ∇ being
the covariant derivative and Γαβµ = gαδΓ
δ
βµ we have that
0 = ∇vαeα(vβeβ) =
(
vβvαΓγβα + v
α ∂v
γ
∂xα
)
eγ =
(
−vαvβΓβδα + vα ∂vδ
∂xα
)
eγg
γδ.
The geodesic equations are then:
dxα
dτ
= vα;
dvβ
dτ
= Γαβµv
αvµ,
where τ is an affine parameter. The components of the metric connection Γαβµ
can be expressed via the Koszul formula in the vector basis Eα with commuta-
tors [Eα, Eβ ] = γ
µ
αβEµ, where γ
µ
αβ are called commutation functions:
Γαβµ =
1
2
(
Eβ(gαµ) + Eµ(gβα)− Eα(gµβ) + γδµβgαδ + γδαµgβδ − γδβαgµδ
)
, (1)
Using the fact that we are summing over vαvµ the geodesic equation for vβ can
thus be expressed as
dxα
dτ
= vα;
dvβ
dτ
=
1
2
[
Eβ(gαµ) + 2γ
δ
µβgαδ
]
vαvµ,
The restriction of the Liouville operator to the mass shell is defined as:
L =
dxα
ds
∂
∂xα
+
dpb
ds
∂
∂pb
.
Using the geodesic equations it has the following form
L = vα
∂
∂xα
+mΓαbµv
αvµ
∂
∂pb
.
This operator is sometimes also called geodesic spray. The matter is described
by a nonnegative real valued distribution function f(xα, pα) on Pm. In the
Vlasov case we have that
L(f) = 0.
It remains to define the energy-momentum tensor Tαβ in terms of the distribu-
tion and the metric. Before that we need a Lorentz invariant volume element on
the mass shell. The cotangent space has the Lorentz invariant volume element
[− det g(4)]− 12 dp0dp1dp2dp3, where det g(4) is the determinant of the spacetime
metric. Now considering p0 as a dependent variable the induced Riemannian
volume of the mass shell considered as a hypersurface in the cotangent space at
that point is
̟ =
m
p0
[− det g(4)]− 12 dp∗,
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where dp∗ = dp1dp2dp3. Now we define the energy momentum tensor as follows:
Tαβ =
∫
f(xα, p∗)pαpβ̟.
One can show that Tαβ is divergence-free and thus it is compatible with the
Einstein equations. For kinetic matter all the energy conditions hold. In partic-
ular the dominant energy condition is equivalent to the statement that in any
orthonormal basis the energy density dominates the other components of Tαβ,
i.e., Tαβ ≤ T00 for each α, β. Using the mass shell relation one can see that this
holds for kinetic matter. The nonnegative sum pressures condition is in our case
equivalent to gabT
ab ≥ 0. Another important quantity is the particle current
density, which is defined as
Nα =
∫
f(xα, p∗)p
α̟.
It holds that
∇αNα = EαNα + ΓαµαNµ = 0,
which is an expression of the conservation of the number of particles. For
simplicity we will assume that our system of particles is made of a single species
of particles (no mixtures) and that all particles have unit mass, i.e., the units are
chosen such that m = 1, so that a distinction between velocities and momenta
is not necessary and the mass shell relation is
pαpβg
αβ = −m2 = −1. (2)
2.2 The 3+1 decomposition of the Einstein-Vlasov system
with Bianchi symmetry
A Bianchi spacetime is defined to be a spatially homogeneous spacetime whose
isometry group possesses a three-dimensional subgroup that acts simply tran-
sitively on the spacelike orbits. A Bianchi spacetime admits a Lie algebra of
Killing vector fields. These vector fields are tangent to the group orbits, which
are the surfaces of homogeneity. Using a left-invariant frame, the metric in-
duced on the spacelike hypersurfaces depends only on the time variable. If ωa
denote the one-forms dual to the spatial frame vectors, the metric of a Bianchi
spacetime in the left-invariant frame is written as
g(4) = −dt2 + g, g = gab(t)ωa(t)ωb(t). (3)
Due to the simple form of the metric in the Bianchi case, it is useful to do
the 3+1 decomposition of the Einstein equations in the left-invariant frame.
Using the sign conventions as in [21] we obtain with zero shift and the lapse
function equal to one (β = 0 and α = 1 in (2.29) and (2.34) of [21]) the following
evolution equations:
g˙ab = −2kab,
k˙ab = Rab + k kab − 2(gcdkbd)kac − 8πSab + 4πgab(S − ρ),
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where kab is the second fundamental form, k = kabg
ab its trace, Rab the Ricci
tensor of the spatial metric gab, S = g
abSab, and the dot denotes the derivative
with respect to time t. The constraint equations are given as ((2.26) and (2.27)
of [21])
R− kabkab + k2 = 16πρ,
∇akab = −8πT0b,
where R = Rabg
ab is the scalar curvature. Since we use a left-invariant frame the
distribution function f will not depend on xa. Moreover since g00 = g
00 = −1
and g0a = 0 we have that p0 = −p0 =
√
1 + papbgab. Defining ρ = T00,
Ja = −T0a and Sij = Tij the frame components of the energy-momentum
tensor and the particle current density are thus
ρ = (det g)−
1
2
∫
R3
f(t, p∗)
√
1 + papbgabdp∗,
Ji = (det g)
− 1
2
∫
R3
f(t, p∗)pidp∗,
Sij = (det g)
− 1
2
∫
R3
f(t, p∗)
pipj√
1 + papbgab
dp∗,
N0 = (det g)−
1
2
∫
R3
f(t, p∗)dp∗,
N i = (det g)−
1
2
∫
R3
f(t, p∗)
pi√
1 + papbgab
dp∗.
The conservation of the number of particles implies then
N˙0 + ΓαβαN
β = 0. (4)
We now consider the Vlasov equation. Since b is spacelike
Γαbµp
αpµ = γδµbgαδp
αpµ.
Consider now two different cases.
• In the metric approach, a basis of the frame vectors is chosen, such that
they are time-independent and the commutation functions are made
equal to the structure constants of the Lie algebra which are denoted by
Cijk. Only the spatial components remain and as a result we have
∂f
∂t
+
1
p0
Cdabp
apd
∂f
∂pb
= 0.
• In the orthonormal frame approach, gab = ηab. On the other hand the
commutation functions and the spacelike frame vectors depend on time.
However γ0αβ = 0 and γ
a
0b = kˆ
a
b , where we use a hat to indicate that we
are in the orthonormal frame. As a result
∂fˆ
∂t
+
(
kˆdb pˆd + (pˆ
0)−1γdabpˆdpˆ
a
) ∂fˆ
∂pˆb
= 0.
For more details for these approaches we refer to [27]. Now by coupling the
Vlasov equation to the Einstein equations through the energy-momentum ten-
sor, we obtain the Einstein-Vlasov system with Bianchi symmetry.
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2.3 The Boltzmann equation with Bianchi symmetry
We now have to introduce the collision operator. The idea is to use first the
orthonormal frame, because then the collision operator has the same form as
for the Minkowski case. Then, we have
∂fˆ
∂t
+
(
kˆdb pˆd + (pˆ
0)−1γdabpˆdpˆ
a
) ∂fˆ
∂pˆb
= Q(fˆ , fˆ),
where Q(fˆ , fˆ) is the collision operator as in the Minkowski case. If we make the
transformations from one frame to the other we arrive at
∂f
∂t
+
1
p0
Cdabp
apd
∂f
∂pb
= Q(f, f),
whereQ(f, f) is now the collision operator for the Bianchi case and f depends on
p∗. The details for the collision operator in the Minkowski case are presented
in the appendix. Let us introduce now some standard terminology. If two
particles with momenta pα and qα collide, due to the conservation of energy
and momentum the following relation holds between the momenta (pα, qα) and
the post-collision momenta (p′α, q′α):
p′α + q′α = pα + qα.
The post-collision momenta p′α will be parametrized in two ways with param-
eters ω, ξ ∈ S2. The relative momentum h and the total energy s are defined
by
h =
√
(pα − qα)(pα − qα), s = −(pα + qα)(pα + qα).
Using these variables the Møller velocity vM is defined as
vM =
h
√
s
4p0q0
.
For notational simplicity we also use
nα = pα + qα, uα = pα − qα,
and then we may also write h2 = uαu
α and s = −nαnα. Finally we denote by
σ = σ(h, θ) the scattering kernel, where θ is the scattering angle, which is the
angle between uα and u′α. For background on the relativistic kinetic theory and
intuition on the variables and expressions introduced, we refer to [4] and pages
94–116 of [5]. For a more general presentation of the non-relativistic Boltzmann
equation we refer to [26].
2.4 Two representations of the collision operator and the
post-collision momenta
We generalize the Boltzmann collision operator in the Minkowski case to the
Bianchi case. One way to do this is to use an orthonormal frame in the momen-
tum space [13]. Applying the usual Gram-Schmidt process, which also works
for pseudo-Riemannian metrics as mentioned in [13], we obtain an orthonormal
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frame {eµ} from a given frame {Eα} such that eµ = eαµEα or Eα = θµαeµ, where
θµα is the inverse of e
α
µ. It satisfies the following relations:
pα = eαµ pˆ
µ, pα = θ
µ
αpˆµ, gαβ = θ
µ
αθ
ν
βηµν , g
αβ = eαµe
β
νη
µν ,
where pα = gαβp
β and pˆµ = ηµν pˆ
ν . In the Bianchi case with the metric (3), we
may take e0 =
∂
∂t to obtain
e00 = θ
0
0 = 1, e
a
0 = e
0
a = θ
a
0 = θ
0
a = 0, a = 1, 2, 3.
Thus, p0 = pˆ0, p
0 = pˆ0, and
pa = θ
b
apˆb, p
a = eab pˆ
b, gab = θ
c
aθ
d
bηcd, g
ab = eace
b
dη
cd.
We can also compute the other components as follows:
eab =

 e1e2
e3

 =


1√
m1
0 0
−g12√
m1
√
m2
g11√
m1
√
m2
0
g12g23−g13g22√
m2
√
m3
−g11g23+g12g13√
m2
√
m3
g11g22−(g12)2√
m2
√
m3

 , (5)
and its inverse
θab =

 θ1θ2
θ3

 =


g11√
m1
0 0
g12√
m1
g11g22−(g12)2√
m1
√
m2
0
g13√
m1
g11g23−g12g13√
m1
√
m2
det g√
m2
√
m3

 , (6)
where m1, m2, and m3 are the principal minors of the matrix gab, i.e., the
quantities g11, g11g22 − (g12)2, and det g, respectively. In fact, the matrix θab
is uniquely determined, since gab is symmetric and positive definite, which is
known as the Cholesky factorization. Note that in order to estimate the quan-
tities eab and θ
a
b we need to estimate the lower bounds of the principal minors of
the matrix gab. The following two lemmas give the lower bounds of the principal
minors. Below, Mn denotes the set of all n× n matrices over R. For the proof
of the lemmas we refer to [9].
Lemma 1. (Hadamard’s inequality) Let A = (aij) ∈ Mn be positive definite.
Then,
detA ≤ a11 · · · ann
with equality if and only if A is diagonal.
Lemma 2. (Fischer’s inequality) Suppose that the partitioned symmetric matrix
H =
(
A B
BT C
)
∈Mp+q, A ∈Mp, C ∈Mq
is positive definite. Then,
detH ≤ (detA)(detC).
The following estimates are now easily obtained,
1
m1
≤ g22g33
det g
,
1
m2
≤ g33
det g
, (7)
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and we can conclude that the quantities eab and θ
a
b are bounded as long as
(det g)−1 and gab are bounded. The above inequalities are also used to estimate
the asymptotic behaviour of the components eab and θ
a
b .
In an orthonormal frame the representations of collision operator and post-
collision momentum become identical to the Minkowski case (see Appendix).
Hence, we have
Q(fˆ , fˆ) =
∫
R3
∫
S2
h
√
s
4pˆ0qˆ0
σ(h, θ)
(
fˆ(pˆ′)fˆ(qˆ′)− fˆ(pˆ)fˆ(qˆ)
)
dωdqˆ.
Here, h and s are understood as
h =
√
ηµν(pˆµ − qˆµ)(pˆν − qˆν), s = −ηµν(pˆµ + qˆµ)(pˆν + qˆν),
where pˆµ and qˆµ denote the components of momenta in the orthonormal frame.
The post-collision momentum is written by
(
pˆ′0
pˆ′k
)
=


pˆ0 + qˆ0
2
+
h
2
(nˆ · ω)√
s
pˆk + qˆk
2
+
h
2
(
ωk +
(
nˆ0√
s
− 1
)
(nˆ · ω)nˆk
|nˆ|2
)

 ,
where nˆµ = pˆµ + qˆµ. In Glassey-Strauss’s framework, the above quantities are
written as follows:
Q(fˆ , fˆ) =
∫
R3
∫
S2
hs(nˆ0)2σ(h, θ)
4pˆ0qˆ0((nˆ0)2 − (nˆ · ξ)2)3/2
(
fˆ(pˆ′)fˆ(qˆ′)− fˆ(pˆ)fˆ(qˆ)
)
dξdqˆ,
and
(
pˆ′0
pˆ′k
)
=


pˆ0 + qˆ0
2
+
h
2
(nˆ · ξ)√
(nˆ0)2 − (nˆ · ξ)2
pˆk + qˆk
2
+
h
2
nˆ0ξk√
(nˆ0)2 − (nˆ · ξ)2

 .
We now switch to the p∗ and q∗ variables through the transformations eαµ or
θµα, and then obtain representations of the collision operator and post-collision
momentum in the original frame. In the end what we obtain is the collision
operator Q in Strain’s framework,
Q(f, f) = (det g)−
1
2
∫
R3
∫
S2
vMσ(h, θ)
(
f(p′∗)f(q
′
∗)− f(p∗)f(q∗)
)
dωdq∗
with the parametrization of post-collision momenta
(
p′0
p′i
)
=


p0 + q0
2
+
h
2
nae
a
bω
b
√
s
pi + qi
2
+
h
2
(
giae
a
bω
b +
(
n0√
s
− 1
)
nae
a
bω
bni
gcdncnd
)

 ,
and in Glassey-Strauss’s framework,
Q(f, f) = (det g)−
1
2
∫
R3
∫
S2
vM
√
s(n0)2σ(h, θ)
((n0)2 − (naeabξb)2)3/2
(
f(p′∗)f(q
′
∗)− f(p∗)f(q∗)
)
dξdq∗
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with the parametrization of post-collision momenta
(
p′0
p′i
)
=


p0 + q0
2
+
h
2
nae
a
bξ
b√
(n0)2 − (ncecdξd)2
pi + qi
2
+
h
2
n0giae
a
bξ
b√
(n0)2 − (ncecdξd)2

 .
For simplicity we used upper indices for zeroth components since they only
differ in sign, i.e., p′0 = −p′0, and moreover we will regard p′0, as well as p0, as
a function of spatial components through the mass shell condition (2) as in the
Vlasov case. Note that the collision operator can be written as Q = Q+ − Q−
in both cases, which are called the gain and the loss terms, respectively.
3 The Einstein-Boltzmann system with Bianchi
I symmetry
The Einstein-Boltzmann system with Bianchi I symmetry is obtained by com-
bining the equations derived so far. At the end of the section we make assump-
tions on the scattering kernel and the Hubble variable. Several basic estimates
of the Hubble variable will also be given. Note that the Ricci tensor, the scalar
curvature and the coefficients of the metric connection with spacelike indices
vanish in the Bianchi I case. Now, the evolution equations of the Einstein
equations are
g˙ab = −2kab, (8)
k˙ab = (g
cdkcd)kab − 2(gcdkbd)kac − 8πSab + 4πgab(S − ρ), (9)
and the constraint equations are
− kabkab + k2 = 16πρ, (10)
0 = −8πT0b. (11)
The first expression of the Boltzmann equation is
∂f
∂t
= (det g)−
1
2
∫
R3
∫
S2
vMσ(h, θ)
(
f(p′∗)f(q
′
∗)− f(p∗)f(q∗)
)
dωdq∗, (12)
where
(
p′0
p′i
)
=


p0 + q0
2
+
h
2
nae
a
bω
b
√
s
pi + qi
2
+
h
2
(
giae
a
bω
b +
(
n0√
s
− 1
)
nae
a
bω
bni
gcdncnd
)

 , (13)
and the second expression is
∂f
∂t
= (det g)−
1
2
∫
R3
∫
S2
vM
√
s(n0)2σ(h, θ)
((n0)2 − (naeabξb)2)3/2
(
f(p′∗)f(q
′
∗)− f(p∗)f(q∗)
)
dξdq∗, (14)
where
(
p′0
p′i
)
=


p0 + q0
2
+
h
2
nae
a
bξ
b√
(n0)2 − (ncecdξd)2
pi + qi
2
+
h
2
n0giae
a
bξ
b√
(n0)2 − (ncecdξd)2

 . (15)
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They are coupled to each other through the energy-momentum tensor
ρ = (det g)−
1
2
∫
R3
f(t, p∗)(1 + g
cdpcpd)
1
2 dp∗, (16)
Sab = (det g)
− 1
2
∫
R3
f(t, p∗)papb(1 + g
cdpcpd)
− 1
2 dp∗. (17)
In this paper the Einstein-Boltzmann system with Bianchi I symmetry will refer
to the system of equations (8)–(17), and global-in-time existence and asymptotic
behaviour of solutions will be studied. We expect the spacetime to behave as
the Einstein-de Sitter model at late times. Hence, it will be useful to use the
following notation throughout the text for a scaled version of the spatial metric
and its inverse:
gab = t
4
3 g¯ab and g
ab = t−
4
3 g¯ab. (18)
Throughout the paper, eab and θ
a
b will denote the components of an orthonormal
frame and its inverse, respectively. Change of variables between p and pˆ will be
used frequently. Indices will be lowered by gab for p
a, i.e., pa = gabp
b, but will
be lowered by ηab in the orthonormal frame case, i.e., pˆa = ηabpˆ
b.
In the rest of the section we make two assumptions on the Einstein-Boltzmann
system. The first one is on the scattering kernel of the Boltzmann equation, and
the second one is on the Hubble variable which will be defined below. Several
basic estimates of the Hubble variable will also be given, and the estimates hold
for any classical solutions. Those estimates will be improved in later sections
by assuming smallness of initial data.
3.1 Assumption on the scattering kernel
The scattering kernel is a quantity which depends on the relative momentum h
and the scattering angle θ. The relative momentum h is defined as h2 = uαu
α,
and the scattering angle cos θ = uαu
′α/h2, where we used h2 = uαuα = u′αu
′α.
For a technical reason, in the present paper, we will assume that the scattering
kernel is given by σ = σ(p∗, q∗, ω). To be precise, we assume that the scattering
kernel, when written in an orthonormal frame, i.e.,
σ = σˆ(pˆ, qˆ, ω),
satisfies the following:
• It is non-negative and bounded.
• It is differentiable with respect to pˆ, and its derivatives are bounded.
• It is supported in
{
|uˆ|2 ≤ |uˆ′|2 + Ct− 43
}
for some positive number C.
The third assumption on the scattering kernel may not seem to be physically
well-motivated. However, we remark that for any covariant variables p∗ and
q∗ the support will eventually cover all ω ∈ S2. By the estimate (28) we have
|uˆ|2 − |uˆ′|2 ≤ h2(p0q0 − 1) and note that
p0 =
√
1 + gabpapb, h
2 = −(p0 − q0)2 + gab(pa − qa)(pb − qb).
In the present paper we will show that gab ∼ t− 43 . This implies that the non-
negative quantity h2(p0q0 − 1) decays to zero with a rate t− 83 . Hence, we can
see that the inequality |uˆ|2 ≤ |uˆ′|2 + Ct− 43 will eventually hold.
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3.2 Assumption on the Hubble variable and time origin
choice
Instead of the mean curvature, i.e., the trace of the second fundamental form
k = gabkab, in cosmology often the Hubble variable is used:
H = −1
3
k.
In this paper we assume that the Hubble variable H is initially positive (the
trace of the second fundamental form is initially negative), i.e.,
H(t0) > 0,
which corresponds to an initially expanding universe. Then, the first constraint
equation implies that if the spacetime is neither Bianchi IX nor flat, then H > 0
for all time. The initial data set corresponds to the triple (g0ij , k
0
ij , f
0). Since
one can always add an arbitrary constant to the time origin, we choose our time
coordinate and time origin such that t0 = −2(k0)−1, which is just some positive
number. In other words we can set without loss of generality
H(t0) =
2
3t0
. (19)
3.3 Basic estimates of the Hubble variable
It is useful to express the second fundamental form in terms of its trace free
part σab and the Hubble variable:
kab = σab −Hgab. (20)
The evolution equation for the Hubble variable is
H˙ = −3H2 + 4π
3
(3ρ− S). (21)
Let us use the notation
F =
1
4H2
σabσ
ab
to denote the shear. If we substitute the energy density with the constraint
equation, then we obtain F = 32 (1− Ω) with Ω = 8piρ3H2 . The evolution equation
for H can then be expressed as
d(H−1)
dt
=
3
2
+ F +
4πS
3H2
. (22)
From (21) using the inequality ρ ≥ S and from (22) using the fact that both F
and S are positive we obtain:
3
2
≤ d(H
−1)
dt
≤ 3,
which integrating leads to
1
3t− 32 t0
≤ H ≤ 2
3
t−1, (23)
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where we used (19). We remark that the estimate (23) holds for any classical
solution, and this estimate will be improved by assuming smallness.
We collect several evolution equations which will be used to obtain detailed
asymptotic behaviour in later sections. The evolution equation for F is
F˙ = −3H
(
F
(
1− 2
3
F − 8πS
9H2
)
− 4π
3H3
Sabσ
ab
)
. (24)
For the Bianchi I case the conservation of the number of particles (4) is simply
N˙0 = −3HN0. (25)
Another useful relation concerns the determinant of the metric g ((2.30) of [21]):
d(log det g)
dt
= −2k = 6H. (26)
4 Estimates of the collision kernel
In this section we collect several elementary lemmas concerning estimates of
quantities related to the Boltzmann collision operator. The proofs are straight-
forward, and the lemmas will be used in later sections to estimate the distribu-
tion function of the Boltzmann equation.
Lemma 3. The following estimates hold:
s = 4 + h2, 2 ≤ √s, h ≤ √s ≤ 2
√
p0q0, (27)
h2 ≤ uaua ≤ p0q0h2, (28)
q0
p0
+
p0
q0
≤ s ≤ (n0)2 − (naeabξb)2. (29)
Proof. It is easy to compute that
s = 4 + h2,
which obviously gives us that
√
s ≥ h, √s ≥ 2.
For the inequalities in (27) and (28), we use
(1 ± gabpaqb)2 = 1± 2gabpaqb + (gabpaqb)2
≤ 1 + gabpapb + gabqaqb + (gabpapb)(gcdqcqd) = (p0)2(q0)2.
Then, the last inequality of (27) is verified as follows:
s = −(pα + qα)(pα + qα) = 2 + 2p0q0 − 2gabpaqb ≤ 4p0q0.
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Since h2 = −(u0)2 + uaua, the first inequality of (28) is clear, and the second
inequality is proved in a similar way:
h2 = 2p0q0 − 2(1 + gijpiqj)
= 2
(
(p0)2(q0)2 − (1 + gabpaqb)2
p0q0 + 1 + gcdpcqd
)
≥ (p
0)2(q0)2 − (1 + gabpaqb)2
p0q0
=
1 + gabp
apb + gabq
aqb + (gabp
apb)(gcdq
cqd)− 1− 2gabpaqb − (gabpaqb)2
p0q0
≥ gab(p
a − qa)(pb − qb)
p0q0
,
where we used the fact that g0b = 0.
For the estimate (29), we use the definition of s as follows:
s = (n0)2 − gabnanb
= (n0)2 − (gabnanb)(gcdeciξiedjξj) ≤ (n0)2 − (gabnaebcξc)2,
where we used gabe
a
ce
b
d = ηcd, and this gives the upper bound of s. The lower
bound for s in (29) is proved as
s = 2 + 2p0q0 − 2gabpaqb ≥ 2 + 2p0q0 − 2
√
gabpapb
√
gcdqcqd
= 2 + 2
(
(p0)2(q0)2 − gabpapbgcdqcqd
p0q0 +
√
gabpapb
√
gcdqcqd
)
≥ 2 + 1 + gabp
apb + gabq
aqb
p0q0
=
2p0q0 + (p0)2 + (q0)2 − 1
p0q0
≥ q
0
p0
+
p0
q0
,
and this completes the proof of the lemma.
Lemma 4. The following estimates hold:
∂pip
0 =
pi
p0
, (30)
∂pih =
q0
h
(
pi
p0
− q
i
q0
)
, (31)
∂pi
√
s =
q0√
s
(
pi
p0
− q
i
q0
)
, (32)
∂pi
√
(n0)2 − (naeabξb)2 =
1√
(n0)2 − (naeabξb)2
×
(
q0
(
pi
p0
− qae
a
bξ
beicξ
c
q0
)
+ p0
(
pi
p0
− pae
a
bξ
beicξ
c
p0
))
, (33)
∂pi
[
nae
a
bω
bnj
ncnc
]
=
eiaω
anj
nbnb
+
nae
a
bω
bδij
ncnc
− 2nae
a
bω
bnjg
icnc
(ndnd)2
. (34)
Proof. The results of this lemma are direct calculations. For instance, (30) is
obtained as follows:
∂pip
0 = ∂pi
√
1 + papa =
δiap
a√
1 + pbpb
=
pi
p0
,
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where δia is the Kronecker delta. The other identities are similarly obtained,
and we skip the proof.
Lemma 5. Let p∗ and q∗ be given. Suppose that p′∗ and q
′
∗ are post-collision
momenta with a parameter ω which satisfies the assumption on the scattering
kernel. Then, we have
g¯ab(papb + qaqb − p′ap′b − q′aq′b) ≤ C,
where g¯ab is defined by (18).
Proof. We first consider gab to take an orthonormal frame such that
gab(papb + qaqb − p′ap′b − q′aq′b) = |pˆ|2 + |qˆ|2 − |pˆ′|2 − |qˆ′|2.
Then, we use the energy conservation of particles to have
|pˆ|2 + |qˆ|2 − |pˆ′|2 − |qˆ′|2 = (pˆ0)2 + (qˆ0)2 − (pˆ′0)2 − (qˆ′0)2 = 2pˆ′0qˆ′0 − 2pˆ0qˆ0.
Since h is an invariant quantity in the collision process, we have
h2 = (pˆα − qˆα)(pˆα − qˆα) = (pˆ′α − qˆ′α)(pˆ′α − qˆ′α),
and then
h2 + (pˆ0 + qˆ0)2 = |uˆ|2 + 4pˆ0qˆ0 = |uˆ′|2 + 4pˆ′0qˆ′0.
By the assumption on the scattering kernel, we have
4pˆ′0qˆ′0 − 4pˆ0qˆ0 = |uˆ|2 − |uˆ′|2 ≤ Ct− 43 .
Since gab = t−
4
3 g¯ab, this concludes the lemma.
5 Existence of solutions of the Einstein equa-
tions
In this section we study the Einstein equations for prescribed matter terms. We
will assume that a distribution function f is given, and the energy-momentum
tensor is derived from (16) and (17), and will show that classical solutions to the
Einstein equations (8)–(9) exist globally in time and have certain asymptotic
behaviours. In this section we assume that the distribution function satisfies in
an orthonormal frame the following estimate:
f(t, p∗) = fˆ(t, pˆ) ≤ Cf exp(−t 54 |pˆ|2), (35)
where Cf is a positive constant which will be determined later Below, and in
the rest of the paper, C will denote a universal constant which depends only on
initial data and may change from line to line, but the constants with subscripts,
such as Cf , will be understood as fixed ones.
15
5.1 Global existence of solutions
Global-in-time existence of solutions to the Einstein equations with a given
distribution function is easily proved by following the arguments of [20], where
the Einstein-Vlasov system has been studied for several different Bianchi type
symmetries. In the Vlasov case, it is usual to assume that the distribution
function f has a compact support, i.e., there exists a positive number P such
that if |pa| ≥ P , then f(t, p∗) = 0. In this case, we can estimate the matter
terms (16) and (17) as follows:
ρ ≤ AP 4, |Sab| ≤ AP 5,
where A is a positive constant depending on (det g)−1 and gab. Hence, as long
as (det g)−1 and gab are bounded, the matter terms are also bounded. Itera-
tion scheme then works well, and local-in-time existence follows. For detailed
arguments we refer to [20]. In the Boltzmann case, we do not assume that the
distribution function has a compact support, but instead assume that f decays
at infinity. If we assume (35), then the matter terms are estimated as follows:
ρ =
∫
R3
fˆ(t, pˆ)(1 + |pˆ|2) 12 dpˆ ≤ Cf
∫
R3
exp(−t 54 |pˆ|2)(1 + |pˆ|2) 12 dpˆ ≤ CCf t− 158 ,
where ρ is written in an orthonormal frame. On the other hand, we use pa =
gabe
b
cpˆ
c = ηcbθ
b
apˆ
c to estimate Sab as follows:
Sab = (det g)
− 1
2
∫
R3
f(t, p∗)papb(1 + g
cdpcpd)
− 1
2 dp∗ =
∫
R3
fˆ(t, pˆ)papb(1 + |pˆ|2)− 12 dpˆ
= θcaθ
d
b
∫
R3
fˆ(t, pˆ)pˆcpˆd(1 + |pˆ|2)− 12 dpˆ = θcaθdb Sˆcd,
where pˆc = ηacpˆ
a, and Sˆcd is easily estimated:
|Sˆcd| ≤
∫
R3
fˆ(t, pˆ)|pˆc||pˆd|(1+|pˆ|2)− 12 dpˆ ≤ Cf
∫
R3
exp(−tα|pˆ|2)|pˆ|2dpˆ ≤ CCf t− 258 .
(36)
By the estimates (7), the quantities θab are also bounded as long as (det g)
−1 and
gab are bounded, and we conclude that the matter terms are bounded. Applying
the same iteration as in [20], we obtain local-in-time existence of solutions gab
and kab to the Einstein equations. Now, we can extend the local existence to
global existence by the arguments exactly as in [20], and obtain the following
global-in-time existence:
Lemma 6. Suppose that fˆ = fˆ(t, pˆ) is given such that it is C1 and satisfies
(35). If gab(t0) and kab(t0) are initial data of the Einstein equations (8)–(9)
satisfying the constraints (10)–(11), then there exist unique classical solutions
gab and kab on [t0,∞).
In the above lemma the constant Cf is not assumed to be small. In the
next section we will show that certain asymptotic behaviours are obtained by
assuming smallness.
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5.2 Bootstrap argument
The argument which will lead us to our main conclusions is of a bootstrap type.
One has a solution of an evolution equation and assumes that an appropriate
norm of the solution decays in a certain rate. In our case the relevant function
is F . Let [t0, T ) with T < ∞ be the maximal interval on which the solution
has the prescribed time decay rate. One improves the decay rate such that the
assumption would lead to a contradiction, and concludes that the solution has
the desired decay rate globally in time.
5.2.1 Bootstrap assumption
The bootstrap assumption is motivated by the fact that due to [11, 12, 18] we
expect the solutions to behave as solutions to the Einstein-Vlasov system. We
will assume that the shear F satisfies on an interval [t0, T )
F ≤ CF (1 + t)− 32 , (37)
where CF is a positive constant which will be determined later.
5.2.2 Estimate for the Hubble variable H
Since we are assuming (35), we have from (36) that
S ≤ CCf t− 258 , (38)
where S = gabSab = η
abSˆab. Then, we use the estimate (23) for H to get
4πS
3H2
≤ CCf t− 98 . (39)
Integrating (22), we have
H =
1
3
2 t+ I
=
2
3
t−1
1
1 + 23 t
−1I
,
where
I =
∫ t
t0
(
F +
4πS
3H2
)
(s)ds.
On the other hand, using the bootstrap assumption on F and the estimate (39),
we obtain
I ≤ C(CF + Cf ),
where C is a positive constant depending only on the time origin t0. Thus, we
have
H ≥ 2
3
t−1
1
1 + C(CF + Cf )t−1
, (40)
which implies that we obtain a better estimate for H , namely:
H =
2
3
t−1
(
1 +O
(
(CF + Cf )t
−1
))
.
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5.2.3 Estimate of the shear F
Our goal is to obtain an improved decay rate
F (t) ≤ CF (1 + t)−2+δ (41)
on the interval [t0, T ) where F satisfies (37). More precisely, we will show that
if F satisfies (37), then there exists a small number 0 < δ < 15 satisfying (41),
where the small number δ does not depend on T . This implies that F satisfies
(41) globally in time, and completes the bootstrap argument.
We now show that F satisfies (41). If this is the case, there is nothing more
to do. Let us suppose the opposite, namely that for any 0 < δ < 15 , there exist
t1 and t2 such that t0 ≤ t1 < t2 ≤ T and
F (t) ≤ CF (1 + t)−2+δ, t ∈ [t0, t1],
F (t) ≥ CF (1 + t)−2+δ, t ∈ [t1, t2). (42)
We consider the second time interval [t1, t2). The evolution equation (24) is
written as
F˙ = −3H
(
1− 2
3
F − 8πS
9H2
− 4π
3H3
Sabσ
ab
F
)
F,
and the quantities on the left side are estimated as follows:
2
3
F ≤ 2
3
CF (1 + t)
− 3
2 ≤ CCF ,
8πS
9H2
≤ CCf t− 98 ≤ CCf ,
4π
3H3
Sabσ
ab
F
≤ 4π
3
√
SabSab
H2
√
σabσab
HF
≤ C S
H2
F−
1
2 ≤ CCf t− 98C−
1
2
F (1 + t)
1− δ
2 ≤ CCfC−
1
2
F ,
where in the last inequality we have used (42) and the Cauchy-Schwarz inequal-
ity. We now assume that the constants CF and Cf are small. Note that in the
last inequality although C
− 1
2
F might be a big quantity, we have Cf as a factor as
well which is independent and can be chosen such that the last quantity CfC
− 1
2
F
is small enough. As a consequence we can find a small positive number δ1 such
that the following differential inequality holds:
F˙ ≤ −2t−1 1
1 + C(CF + Cf )
(
1− C
(
CF + Cf + CfC
− 1
2
F
))
F
≤ (−2 + δ1)t−1F.
Integrating the above differential inequality on [t1, t] with t ∈ [t1, t2), we obtain
F (t) ≤ CF (1 + t1)−2+δ
(
t
t1
)−2+δ1
,
which holds on [t1, t2). Here, we have used F (t1) ≤ CF (1+ t1)−2+δ. Since δ has
been chosen arbitrarily and δ1 does not depend on δ, t1, and t2, we may assume
that δ has been chosen as δ = δ1. Hence, we obtain
F (t) ≤ CF (1 + t)−2+δ1 ,
which holds on [t1, t2), and this contradicts to (42). Consequently, we have
shown that there exists a small number 0 < δ < 15 such that the shear F
satisfies (41) globally in time.
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5.2.4 Optimal estimate of F
We want to improve the estimate of F . For this reason we need an inequality
in the other direction. From (24) we have
F˙ ≥ −3HF + 4π
H2
Sabσ
ab.
Implementing now the estimates of F and f coming from the results of the
bootstrap argument, we estimate the last term as
4π
H2
Sabσ
ab ≤ 8π
H
SF
1
2
≤ 8π
(
2
3
t−1
1
1 + C(CF + Cf )
)−1
CCf t
− 25
8 C
1
2
F (1 + t)
−1+ δ
2
≤ CCfC
1
2
F (1 + CF + Cf )t
− 17
8 (1 + t)−1+
δ
2
≤ CCfC
1
2
F t
− 25
8
+ δ
2 ,
where we used (40), (38), (41), and the fact that the constants CF and Cf are
small. We obtain
F˙ ≥ −3HF − CCfC
1
2
F t
− 25
8
+ δ
2 ,
and together with the upper bound H ≤ 23 t−1,
F˙ ≥ −2t−1F − CCfC
1
2
F t
− 25
8
+ δ
2 ,
from which we obtain
t2F (t) ≥ t20F (t0)− CCfC
1
2
F
∫ t
t0
s−
9
8
+ δ
2 ds,
and since δ < 15 ,
F (t) ≥
(
t20F (t0)− CCfC
1
2
F
)
t−2.
Here, F (t0) should not be zero, and we take Cf small enough such that
F (t) ≥ 1
2
t20F (t0)t
−2. (43)
With this lower bound of F , we come back to the evolution equation (24) and
estimate it again as follows:
2
3
F ≤ CCF (1 + t)−2+δ ≤ CCF t−2+δ,
8πS
9H2
≤ CCf t− 98 ,
4π
3H3
Sabσ
ab
F
≤ C S
H2
F−
1
2 ≤ CCfF (t0)− 12 t− 18 ,
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where we used (41), (39), and (43). We now obtain
F˙ ≤ −2t−1 1
1 + C(CF + Cf )t−1
(
1− C
(
CF + Cf + CfF (t0)
− 1
2
)
t−
1
8
)
F
≤ −2t−1
(
1− C
(
CF + Cf + CfF (t0)
− 1
2
)
t−
1
8
)
F,
where we used the first inequality of (40), and consequently obtain an improved
estimate:
F (t) ≤ CF (t0)t−2.
Let us summarize the results obtained in the bootstrap argument part:
Lemma 7. Suppose that F (t0) 6= 0 is sufficiently small. There exists a small
positive constant Cf such that if f is C
1 and satisfies (35), then there exists a
small positive constant ε such that the following estimates hold:
H(t) =
2
3
t−1(1 +O(εt−1)),
F (t) = O(εt−2),
where the constant ε depends on F (t0) and Cf .
Proof. If the initial data F (t0) is small, then by continuity there must be an
interval on which F satisfies F (t) ≤ CF (1 + t)− 32 for some CF . Let [t0, T ) be
the maximal interval, where T may be infinite. Suppose that T < ∞. Since
F (t0) is small, the constant CF can be chosen small, and we have shown in this
section that in fact F (t) ≤ CF (1 + t)−2+δ < CF (1 + t)− 32 on [t0, T ). Now, by
continuity F (t) remains less than CF (1+t)
− 3
2 for a short time after T , but this is
a contradiction. Thus, T =∞, and the estimates obtained hold globally in time.
The estimate of H and the improvement of F follow using these estimates.
5.3 Estimate of the metric
In this part we estimate the metric gab to obtain its asymptotic behaviour. In
the previous lemma we only have asymptotic behaviours of the Hubble variable
and the shear, but this is not enough to study the Boltzmann equation in the
next section. To obtain global-in-time existence of solutions to the Boltzmann
equation, we need an asymptotic behaviour of the metric at late times. We first
estimate the metric gab and g
ab, and then show that the scaled version g¯ab is
almost constant in the sense of quadratic forms.
5.3.1 Estimate of the metric
From the definitions (18) and (20) we have that
˙¯gab = 2
(
H − 2
3
t−1
)
g¯ab − 2t− 43σab.
Using the usual matrix norm we obtain that
‖g¯ab(t)‖ ≤ ‖g¯ab(t0)‖+ C
∫ t
t0
(∣∣∣H(s)− 2
3
s−1
∣∣∣+ (σcdσcd(s)) 12
)
‖g¯ab(s)‖ds,
20
and with Gronwall’s inequality we obtain
‖g¯ab(t)‖ ≤ ‖g¯ab(t0)‖ exp
(∫ t
t0
∣∣∣H(s)− 2
3
s−1
∣∣∣+ (σcdσcd(s)) 12 ds
)
≤ C‖g¯ab(t0)‖,
where we used Lemma 7 as follows:
∣∣∣H(s)− 2
3
s−1
∣∣∣ ≤ Cεs−2,
(σabσ
ab(s))
1
2 = 2HF
1
2 ≤ C√εs−2.
Therefore, g¯ab is bounded for all t ≥ t0, and we have
|t− 43 gab| ≤ C,
where we can choose the constant C as a constant which is independent of ε.
Note that ‖σab‖ ≤ (σcdσcd) 12 ‖gab‖ by [20]. Then, we can conclude that
‖σab‖ ≤ C
√
εt−
2
3 , σab = O(
√
εt−
2
3 ).
Looking again at the derivative of g¯ab and putting the facts which have been
obtained together, we see that
˙¯gab = O(
√
εt−2).
This is enough to conclude that there exists a constant matrix Gab defined by
Gab = g¯ab(t0) +
∫ ∞
t0
2
(
H(s)− 2
3
s−1
)
g¯ab(s)− 2s− 43 σab(s)ds.
Note that
|Gab − g¯ab(t)| ≤ C
√
ε
∫ ∞
t
s−2ds ≤ C√εt−1,
and in this sense we obtain
gab = t
+ 4
3
(
Gab +O(
√
εt−1)
)
.
We take the opportunity to note that in [18] there is a mistake, where instead
of O(t−1) there is a wrong O(t−2) in (61) and (62). By similar computations
we can see that there exists a constant matrix Gab such that the inverse gab is
estimated as follows:
gab = t−
4
3
(
Gab +O(√εt−1)
)
.
We may choose a small number ε again, if necessary, and combine the above
results with Lemma 7 to obtain the following proposition:
Proposition 1. Suppose that F (t0) 6= 0 is sufficiently small. There exists a
small positive constant Cf such that if f is C
1 and satisfies (35), then there
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exist a small positive constant ε and constant matrices Gab and Gab such that
the following estimates hold:
H(t) =
2
3
t−1(1 +O(εt−1)),
F (t) = O(εt−2),
gab(t) = t
+ 4
3
(
Gab +O(εt−1)
)
,
gab(t) = t−
4
3
(
Gab +O(εt−1)
)
,
where the constant ε depends on F (t0) and Cf .
5.3.2 Estimate of the scaled metric
In this part we estimate the scaled metric g¯ab defined by gab = t−
4
3 g¯ab. From
algebra we know that in the sense of quadratic forms σab ≤ (σcdσcd) 12 gab, i.e.,
for any p∗ the following holds:
σabpapb ≤ (σcdσcd) 12 gabpapb. (44)
Introduce now for technical reasons ε1 and consider the following expression
where we use the fact that g˙ab = 2kab = 2(σab −Hgab):
d
dt
(t−ε1 g¯ab) =
(
− ε1t−1 + 4
3
t−1 − 2H
)
t−ε1 g¯ab + 2t−ε1+
4
3 σab.
Using expression (44) we obtain
d
dt
(t−ε1 g¯abpapb) =
(
− ε1t−1 + 4
3
t−1 − 2H
)
t−ε1 g¯abpapb + 2t
−ε1+ 43σabpapb
≤ (−ε1t−1 + Cεt−2)t−ε1 g¯abpapb + 4t−ε1HF 12 g¯abpapb.
Using the results of Proposition 1, we have
d
dt
(t−ε1 g¯abpapb) ≤
(
C
√
εt−2 − ε1t−1
)
(t−ε1 g¯abpapb).
We can choose a positive number ε1 appropriately such that the following in-
equality holds:
d
dt
(t−ε1 g¯abpapb) ≤ 0, (45)
where the constant ε1 depends on the constant ε of Proposition 1, which in turn
depends on F (t0) and Cf . Note that ε1 can be chosen small, since the constant
ε is small and t−2 < t−1 at late times. This estimate can also be stated as
d(t−ε1 g¯ab)/dt ≤ 0 in the sense of quadratic forms, and will be used to estimate
the distribution function of the Boltzmann equation.
5.3.3 Estimate of the determinant
We apply (26) to the results of Proposition 1. Integrating (26), we get
det g(t) = det g(t0) exp
(
6
∫ t
t0
H(s)ds
)
,
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and applying it to Proposition 1,
det g(t0)e
−Cε
(
t
t0
)4
≤ det g(t) ≤ det g(t0)eCε
(
t
t0
)4
.
Since ε is a small number, we may simply write
1
2
(
t
t0
)4
≤ det g(t)
det g(t0)
≤ 2
(
t
t0
)4
. (46)
Applying this to the estimates (7), we obtain
1
g11
≤ Ct− 43 , 1
g11g22 − (g12)2 ≤ Ct
− 8
3 .
From the explicit expressions of eab and θ
a
b in (5) and (6), we derive
|eab | ≤ Ct−
2
3 , |θab | ≤ Ct
2
3 , (47)
where the constants C depend only on initial data.
6 Existence of solutions of the Boltzmann equa-
tion
In this section we study the Boltzmann equation. We will assume that a space-
time is given and will show that classical solutions to the Boltzmann equation
exist globally in time. The spacetime will be assumed to satisfy the properties
of Proposition 1 at late times. To be precise, we assume that the metric satisfies
the following estimates.
(A) Assumption on the spatial metric. There exists a positive constant
C such that the metric gab and its inverse g
ab satisfy |g¯ab| ≤ C and |g¯ab| ≤ C
for gab = t
4
3 g¯ab and g
ab = t−
4
3 g¯ab. In an orthonormal frame, the metric can
be written as gabe
a
ce
b
d = ηcd or gab = θ
c
aθ
d
bηcd, and they satisfy |eab | ≤ Ct−
2
3
and |θab | ≤ Ct
2
3 . Moreover, there exists a small number 0 < ε1 <
1
12 such that
d(t−ε1 g¯ab)/dt ≤ 0 in the sense of quadratic forms.
Under the assumption (A) on the metric, we will prove global-in-time ex-
istence of solutions to the Boltzmann equation. The following inequalities are
direct consequences of Lemma 4.
Lemma 8. Suppose that the metric satisfies (A). Then, the following estimates
hold:
|∂pip0| ≤ Ct−
2
3 , |∂pih| ≤
Cq0t−
2
3
h
, |∂pi
√
s| ≤ Cq
0t−
2
3√
s
, (48)
|∂pih| ≤ C(p0)
1
2 (q0)
3
2 t−
2
3 , |∂pi
√
s| ≤ C(p0) 12 (q0) 32 t− 23 , (49)∣∣∣∣∂pi
√
(n0)2 − (naeabξb)2
∣∣∣∣ ≤ Cn
0t−
2
3√
(n0)2 − (naeabξb)2
, (50)
∣∣∣∣∂pi
[
nae
a
bω
bnj
ncnc
]∣∣∣∣ ≤ C√nana , (51)
where the constants C do not depend on the metric.
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Proof. The quantity in (30) can be written as
∂pip
0 =
pi
p0
=
eiapˆ
a√
1 + |pˆ|2 ,
and then the assumption (A) gives the first inequality. The other inequalities of
(48) are similarly proved. For the first inequality of (49), we have
∣∣∣∣ p
i
p0
− q
i
q0
∣∣∣∣ =
∣∣∣∣ e
i
apˆ
a√
1 + |pˆ|2 −
eiaqˆ
a√
1 + |qˆ|2
∣∣∣∣ ≤ Ct− 23 |pˆ− qˆ|
= Ct−
2
3
√
(pa − qa)(pa − qa) ≤ Ct− 23h
√
p0q0,
where we used (28) in the last inequality, and then from (31) we obtain
|∂pih| =
q0
h
∣∣∣∣ p
i
p0
− q
i
q0
∣∣∣∣ ≤ C(p0) 12 (q0) 32 t− 23 .
The second estimate of (49) is similarly obtained, since h ≤ √s, and the in-
equalities (50) and (51) are also similarly proved from Lemma 4.
Lemma 9. Consider a momentum p′i in (15). The following estimate holds:
|∂pkp′i| ≤ Cp0(q0)4,
where the constant C does not depend on the metric.
Proof. Recall that p′i is written in the representation (15) as
p′i =
pi + qi
2
+
h
2
n0giae
a
bξ
b√
(n0)2 − (ncecdξd)2
,
and then ∂pkp
′
i is given by
∂pkp
′
i =
δki
2
+
∂pkh
2
n0giae
a
bξ
b√
(n0)2 − (ncecdξd)2
+
h
2
(∂pkp
0)giae
a
bξ
b√
(n0)2 − (ncecdξd)2
− h
2
n0giae
a
bξ
b
(n0)2 − (ncecdξd)2
∂pk
√
(n0)2 − (ncecdξd)2.
We now estimate each term separately. The first term is clearly bounded by
1/2. For the second term, we use (49) and (29) to obtain
∣∣∣∣ (∂pkh)n
0giae
a
bξ
b
2
√
(n0)2 − (ncecdξd)2
∣∣∣∣ ≤ Ct− 23 (p
0)
1
2 (q0)
3
2 (p0 + q0)|giaeabξb|
√
q0√
p0
≤ C
(
p0(q0)2 + (q0)3
)
,
where we used (A). For the third term, we use (27), (48), and (29) to get
∣∣∣∣h2
(∂pkp
0)giae
a
bξ
b√
(n0)2 − (ncecdξd)2
∣∣∣∣ ≤ Ct− 23
√
p0q0|giaeabξb|
√
q0√
p0
≤ Cq0.
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For the fourth term, we use (27), (29), and (50) to get
∣∣∣∣h2
n0giae
a
bξ
b
(n0)2 − (ncecdξd)2
∂pk
√
(n0)2 − (ncecdξd)2
∣∣∣∣
≤ Ct− 23
√
p0q0(p0 + q0)|giaeabξb|q0(p0 + q0)
√
q0
p0
√
p0
≤ C(q0)2
(
p0 + q0 +
(q0)2
p0
)
.
We combine the above estimates to obtain
|∂pkp′i| ≤ Cp0(q0)4,
where we used the fact that p0 ≥ 1 and q0 ≥ 1, and this completes the proof.
Lemma 10. Consider a momentum p′i in (13). The following estimate holds:
|∂pkp′i| ≤ C
(
1 +
p0
|uˆ| +
p0
|nˆ| +
(p0)2
|uˆ|2
)
(q0)3,
where the constant C does not depend on the metric.
Proof. Recall that p′i is written in (13) as
p′i =
pi + qi
2
+
h
2
(
giae
a
bω
b +
(
n0√
s
− 1
)
nae
a
bω
bni
gcdncnd
)
,
and directly differentiate this with respect to pk to obtain
∂pkp
′
i =
δki
2
+
(∂pkh)
2
(
giae
a
bω
b +
(
n0√
s
− 1
)
nae
a
bω
bni
gcdncnd
)
+
h
2
(
∂pk
[
n0√
s
− 1
]
nae
a
bω
bni
gcdncnd
+
(
n0√
s
− 1
)
∂pk
[
nae
a
bω
bni
gcdncnd
])
.
Note that in an orthonormal frame,
∣∣∣∣nae
a
bω
bni
gcdncnd
∣∣∣∣ = |nˆbω
bθci nˆc|
|nˆ|2 ≤ Ct
2
3 .
We now estimate the above quantities separately. The first term is bounded by
1/2, and for the second and the third terms we use (48) and (28) to get
∣∣∣∣(∂pkh)2 giaeabωb
∣∣∣∣ ≤ Cq
0
h
,
and ∣∣∣∣(∂pkh)2
(
n0√
s
− 1
)
nae
a
bω
bni
gcdncnd
∣∣∣∣ ≤ Ct− 23 q
0n0
h
√
s
∣∣∣∣nae
a
bω
bni
gcdncnd
∣∣∣∣ ≤ Cq
0n0
h2
.
For the fourth term, we note that
∂pk
[
n0√
s
− 1
]
=
∂pkp
0
√
s
− n
0
s
∂pk
√
s,
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and then we can use (48). Then, we have
∣∣∣∣h2 ∂pk
[
n0√
s
− 1
]
nae
a
bω
bni
gcdncnd
∣∣∣∣ ≤ Ch
(
1√
s
+
n0q0
s
√
s
)
≤ C
(
1 +
n0q0
s
)
.
For the fifth term, we use (27) and (51) to get
∣∣∣∣h2
(
n0√
s
− 1
)
∂pk
[
nae
a
bω
bni
gcdncnd
]∣∣∣∣ ≤ Cn
0
√
nana
.
We combine the above estimates and apply n0 ≤ 2p0q0 and (28) to get
|∂pkp′i| ≤ C
(
1 +
p0
|uˆ| +
(p0)2
|uˆ|2 +
p0
|nˆ|
)
(q0)3,
and this completes the proof.
Now we are in position to construct classical solutions to the Boltzmann
equation. We choose the weight function as
exp(t−ε1 g¯abpapb) = exp(t
−ε1+ 43 |pˆ|2),
and define
‖f(t)‖ = sup
k=1,2,3
n=0,1
{
| exp(τ−ε1 g¯abpapb)∂npkf(τ, p∗)| : 0 ≤ τ ≤ t, p∗ ∈ R3
}
,
where ε1 is the constant given in the assumption (A).
Lemma 11. Suppose that a spacetime is given and the metric satisfies the
assumption (A). If f is a solution of the Boltzmann equation, then f satisfies
the following estimate:
exp(t−ε1 g¯abpapb)f(t, p∗) ≤ ‖f(t0)‖ + C‖f(t)‖2.
Proof. To the equation in the form of (12) we multiply the weight function to
obtain
∂t
[
exp(t−ε1 g¯abpapb)f(t, p∗)
]
=
d
dt
(t−ε1 g¯abpapb) exp(t
−ε1 g¯cdpcpd)f(t, p∗) + exp(t
−ε1 g¯abpapb)Q(f, f)(t, p∗)
≤ (det g)− 12
∫∫
vMσ(p∗, q∗, ω)f(p
′
∗)f(q
′
∗) exp(t
−ε1 g¯abpapb)dωdq∗,
where we ignored the loss term Q− and used the assumption (A) such that
d(t−ε1 g¯abpapb)/dt ≤ 0. We now use Lemma 5 as follows:
f(p′∗)f(q
′
∗) exp(t
−ε1 g¯abpapb)
=
(
exp(t−ε1 g¯abp′ap
′
b)f(p
′
∗)
)(
exp(t−ε1 g¯abq′aq
′
b)f(q
′
∗)
)
× exp(t−ε1 g¯ab(papb + qaqb − p′ap′b − q′aq′b)) exp(−t−ε1 g¯abqaqb)
≤ C
(
exp(t−ε1 g¯abp′ap
′
b)f(p
′
∗)
)(
exp(t−ε1 g¯abq′aq
′
b)f(q
′
∗)
)
exp(−t−ε1 g¯abqaqb)
≤ C‖f(t)‖2 exp(−t−ε1 g¯abqaqb).
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Since vM and σ(p∗, q∗, ω) are bounded, we have
(det g)−
1
2
∫∫
vMσ(p∗, q∗, ω)f(p
′
∗)f(q
′
∗) exp(t
−ε1 g¯abpapb)dωdq∗
≤ C(det g)− 12 ‖f(t)‖2
∫
exp(−t−ε1 g¯abqaqb)dq∗
= C‖f(t)‖2
∫
exp(−t−ε1+ 43 |qˆ|2)dqˆ ≤ C‖f(t)‖2t−2+ 32 ε1 .
Since 0 ≤ ε1 < 112 is small, the quantity t−2+
3
2
ε1 is integrable, and we obtain
that:
exp(t−ε1 g¯abpapb)f(t, p∗) ≤ ‖f(t0)‖ + C‖f(t)‖2,
and this completes the proof.
Lemma 12. Suppose that a spacetime is given and the metric satisfies the
assumption (A). If f is a solution of the Boltzmann equation, then f satisfies
the following estimate:
| exp(t−ε1 g¯abpapb)∂pkQ(f, f)| ≤ C‖f(t)‖2t−2+
3
2
ε1 .
Proof. In the proof of this lemma we need to consider the second expression of
the Boltzmann equation (14). We first consider (12) and take derivative to it
with respect to pk. Multiplying the weight function, we obtain the following
quantities:
exp(t−ε1 g¯abpapb)∂pkQ(f, f)
= (det g)−
1
2
∫∫
∂pk
[
vMσ(p∗, q∗, ω)
](
f(p′∗)f(q
′
∗)− f(p∗)f(q∗)
)
exp(t−ε1 g¯abpapb)dωdq∗
+ (det g)−
1
2
∫∫
vMσ(p∗, q∗, ω)∂pk
[
f(p′∗)f(q
′
∗)
]
exp(t−ε1 g¯abpapb)dωdq∗
− (det g)− 12
∫∫
vMσ(p∗, q∗, ω)∂pkf(p∗)f(q∗) exp(t
−ε1 g¯abpapb)dωdq∗ =: J1 + J2 + J3.
The estimate of J3 is easily obtained and is
|J3| ≤ C‖f(t)‖2t−2+ 32 ε1 .
For J1, we note that the scattering kernel is bounded and
|∂pkvM | ≤
√
s
p0q0
|∂pkh|+
h
p0q0
|∂pk
√
s|+ h
√
s
(p0)2q0
|∂pkp0| ≤ Cq0t−
2
3 ≤ Cq0,
where (27) and (49) has been used for the first and the second quantities, and
(27) and (48) for the third quantity. Following the same calculation as in Lemma
11, we can see that J1 is estimated as
|J1| ≤ C(det g)− 12 ‖f(t)‖2
∫
q0 exp(−t−ε1 g¯abqaqb)dq∗
= C‖f(t)‖2
∫ √
1 + |qˆ|2 exp(−t−ε1+ 43 |qˆ|2)dqˆ
= C‖f(t)‖2t−2+ 32 ε1
∫ √
1 + t−
4
3
+ε1 |z|2 exp(−|z|2)dz ≤ C‖f(t)‖2t−2+ 32 ε1 ,
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where C may depend on initial data.
We now estimate J2. Since the derivative term is expanded as
∂pk
[
f(p′∗)f(q
′
∗)
]
= (∂pif)(p
′
∗)(∂pkp
′
i)f(q
′
∗) + f(p
′
∗)(∂pif)(q
′
∗)(∂pkq
′
i),
the quantity J2 is separated into two integrals. The calculations are exactly
same, and we only consider the first case, i.e., J2 = J21 + J22, where
J21 = (det g)
− 1
2
∫∫
vMσ(p∗, q∗, ω)(∂pif)(p
′
∗)(∂pkp
′
i)f(q
′
∗) exp(t
−ε1 g¯abpapb)dωdq∗.
Note that the integral J21 can be written as
J21 = (det g)
− 1
2
∫
R3
vMK exp(t
−ε1 g¯abpapb)dq∗,
where
K =
∫
S2
σ(p∗, q∗, ω)(∂pif)(p
′
∗)(∂pkp
′
i)f(q
′
∗)dω. (52)
The second form of the Boltzmann equation (14) is applied to the quantity K.
By the transformation ω 7→ ξ with the Jacobian (59), we obtain
K =
∫
S2
σ(p∗, q∗, ξ)(∂pif)(p
′
∗)(∂pkp
′
i)f(q
′
∗)
√
s(n0)2dξ
((n0)2 − (naeabξb)2)3/2
, (53)
where p′∗ and q
′
∗ are now understood as (15). The estimates of J21 are separated
into three cases as follows: (a) |pˆ|2 ≤ 1, (b) |pˆ|2 ≥ 1 and |pˆ|2 ≤ 4|qˆ|2, (c) |pˆ|2 ≥ 1
and |pˆ|2 ≥ 4|qˆ|2.
(a) In the first case, p0 is bounded, and we can use (53) with the estimate of
Lemma 9:
p0 =
√
1 + |pˆ|2 ≤
√
2, |∂pkp′i| ≤ Cp0(q0)4 ≤ C(q0)4.
Together with (27) and (29), the integral K in (53) is estimated as follows:
|K| ≤ C
∫
S2
σ(p∗, q∗, ξ)|∂pif(p′∗)|(q0)6f(q′∗)dξ.
The integral J21 is now estimated by the same argument as in the previous
lemma:
|J21| ≤ C‖f(t)‖2t−2+ 32 ε1 .
(b) In the second case, we use again the second form of K in (53). Then, we
have
p0 =
√
1 + |pˆ|2 ≤
√
1 + 4|qˆ|2 ≤ 2q0, |∂pkp′i| ≤ Cp0(q0)4 ≤ C(q0)5.
Together with (27) and (29), we have
|K| ≤ C
∫
S2
σ(p∗, q∗, ξ)|∂pif(p′∗)|(q0)7f(q′∗)dξ,
and therefore again
|J21| ≤ C‖f(t)‖2t−2+ 32 ε1 .
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(c) In the third case, we use (52) with the estimate of Lemma 10. Note that
p0 =
√
1 + |pˆ|2 ≤
√
2|pˆ|, |pˆ± qˆ| ≥ |pˆ| − |qˆ| ≥ 1
2
|pˆ|.
Hence, Lemma 10 implies that
|∂pkp′i| ≤ C(q0)3.
The quantity K in (52) is estimated as
|K| ≤ C
∫
S2
σ(p∗, q∗, ω)|∂pif(p′∗)|(q0)3f(q′∗)dω,
and by the similar calculations we obtain
|J21| ≤ C‖f(t)‖2t−2+ 32 ε1 .
We combine the above estimates to get
| exp(t−ε1 g¯abpapb)∂pkQ(f, f)| ≤ C‖f(t)‖2t−2+
3
2
ε1 ,
which completes the proof.
Lemma 13. Suppose that a spacetime is given and the metric satisfies the
assumption (A). If f is a solution of the Boltzmann equation, then f satisfies
the following estimate:
| exp(t−ε1 g¯abpapb)∂pkf(t, p∗)| ≤ ‖f(t0)‖+ C‖f(t)‖2.
Proof. For simplicity, let us write
w = t−ε1 g¯abpapb, φ = e
w∂pkf, M = e
w∂pkQ(f, f).
Then, the Boltzmann equation can be rewritten as
∂tφ = (∂tw)φ +M.
Note that w is nonnegative and decreasing by (45). Multiplying e−w to the
above ODE and integrating it from t0 to t, we have
e−w(t)φ(t) = e−w(t0)φ(t0) +
∫ t
t0
e−w(s)M(s)ds,
and then
|φ(t)| ≤ |φ(t0)|+
∫ t
t0
|M(s)|ds.
Applying Lemma 12, we conclude
| exp(t−ε1 g¯abpapb)∂pkf(t, p∗)| ≤ ‖f(t0)‖+ C‖f(t)‖2,
which completes the proof.
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It is now easy to prove the global-in-time existence of classical solutions to
the Boltzmann equation. We combine Lemma 11 and 13 to obtain
‖f(t)‖ ≤ ‖f(t0)‖ + C‖f(t)‖2,
and by the well-known arguments as in [5, 6, 8, 10, 11, 24], we obtain the
global-in-time existence of classical solutions for small initial data.
Proposition 2. Suppose that a spacetime is given and the metric satisfies the
assumption (A). There exists a small positive constant ε0 such that if f(t0)
is C1 and satisfies ‖f(t0)‖ < ε0, then there exists a unique classical solution
to the Boltzmann equation corresponding to the initial data f(t0) satisfying
‖f(t)‖ ≤ C‖f(t0)‖ on [t0,∞). The solution f is nonnegative and satisfies in an
orthonormal frame
fˆ(t, pˆ) ≤ C‖f(t0)‖ exp(−t−ε1+ 43 |pˆ|2),
where ε1 is the constant given in the assumption (A).
7 Main results
We are now ready to prove global-in-time existence of classical solutions to
the Einstein-Boltzmann system (8)–(17). The existence is proved by a stan-
dard iteration method. Suppose that initial data gab(t0), kab(t0), and f(t0) are
given such that F (t0) 6= 0 is sufficiently small, and define an iteration for {gn},
{kn}, and {fn} as follows. Let (g0)ab(t) = t 43 g¯ab(t0) and (k0)ab(t) = kab(t0).
Then, there exists (θ0)
a
b satisfying (g0)ab = (θ0)
c
a(θ0)
d
bηcd, which is given by
(θ0)
a
b (t) = t
2
3 θ¯ab (t0), and let (e0)
a
b be the inverse of (θ0)
a
b . Here, θ¯
a
b (t0) is uniquely
determined by (g¯0)ab(t0) = (θ¯0)
c
a(t0)(θ¯0)
d
b (t0)ηcd. Note that (g¯0)ab(t) = g¯ab(t0),
i.e., (g¯0)ab is a constant matrix, hence clearly we have d(t
−ε1(g¯0)ab)/dt ≤ 0.
In other words, g0 satisfies the assumption (A) of Section 6. Then, by Propo-
sition 2, there exists a small positive constant ε0 such that if ‖f(t0)‖ < ε0,
then there exists a unique classical solution f0, which is the solution of the
Boltzmann equation in a given spacetime with metric g0 and satisfies ‖f0(t)‖ ≤
C‖f(t0)‖. Now, suppose that fn is given such that ‖fn(t)‖ ≤ C‖f(t0)‖ with
‖f(t0)‖ < ε0. Note that, since ε1 < 112 , we have in an orthonormal frame,
fˆn(t, pˆ) ≤ C‖f(t0)‖ exp(−t 54 ‖pˆ|2). We now apply Proposition 1. Since we have
assumed that ‖F (t0)‖ 6= 0 is sufficiently small, there exists a small positive
constant Cf such that if fn satisfies (35), then gn+1 and kn+1 exist globally in
time, which are the solutions of ODEs, which result when g and k of (8)–(9)
are replaced by gn+1 and kn+1, respectively, and ρ and Sab are constructed by
fn via (16) and (17), respectively. Taking ε0 smaller, if necessary, we can con-
clude that if fn is given such that ‖fn(t)‖ ≤ C‖f(t0)‖ with ‖f(t0)‖ < ε0, then
gn+1 and kn+1 are constructed such that they satisfy the assumption (A). Now,
Proposition 2 again applies, we obtain fn+1, and this completes the iteration.
We have obtained iteration functions {gn}, {kn}, and {fn}. The estimates
of Section 5 show that the following quantities are uniformly bounded:
∣∣∣t2Hn(t)−2
3
t
∣∣∣, |t2Fn(t)|, |(g¯n)ab(t)|, |(g¯n)ab(t)|, |t2( ˙¯gn)ab(t)|, |t2( ˙¯gn)ab(t)|,
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where Hn and Fn are understood as the Hubble variable and the shear con-
structed by gn and kn. Using the evolution equations (8)–(9), we can see that
the following quantities are also bounded:
|t− 13 (kn)ab(t)|, |t 23 (k˙n)ab(t)|.
The estimates of Section 6 show that the following expressions are bounded:
exp(t−ε1(g¯n)
abpapb)fn(t, p∗), | exp(t−ε1(g¯n)abpapb)∂pkfn(t, p∗)|.
Taking limit, up to a subsequence, we find continuous functions g, k, and f . Us-
ing the equations (8)–(9) again, it turns out that g and k are classical solutions
of (8)–(9). Similarly, we can show that f is a classical solution of the Boltz-
mann equation with additional estimates. Uniqueness is also easily proved by a
standard argument, and asymptotic behaviours are obtained by the arguments
of Section 5 and 6. The following is the main theorem.
Theorem 1. Consider the Einstein-Boltzmann system with Bianchi I symme-
try (8)–(17). Suppose that the assumption on the scattering kernel holds and
the Hubble variable is initially positive, and set the time origin as in (19). Let
gab(t0), kab(t0), and f(t0) be initial data of the Einstein-Boltzmann system sat-
isfying the constraints (10)–(11) such that f(t0) is C
1 and F (t0) 6= 0 is suf-
ficiently small. Then, there exist small positive constants ε0 and ε1 such that
if ‖f(t0)‖ < ε0, then there exist unique classical solutions gab, kab, and f to
the Einstein-Boltzmann system corresponding to the initial data. The solutions
exist globally in time, and the distribution function f is nonnegative. Moreover,
there exist a small positive constant ε and constant matrices Gab and Gab such
that the following estimates hold:
H(t) =
2
3
t−1(1 +O(εt−1)),
F (t) = O(εt−2),
gab(t) = t
+ 4
3
(
Gab +O(εt−1)
)
,
gab(t) = t−
4
3
(
Gab +O(εt−1)
)
.
The distribution function f is bounded as ‖f(t)‖ ≤ C‖f(t0)‖, and in particular
it satisfies
fˆ(t, pˆ) ≤ C‖f(t0)‖ exp(−t−ε1+ 43 |pˆ|2)
in an orthonormal frame.
With the results of the theorem, we are able to show that the spacetime
behaves as dust at late times. We show that Sρ tends to zero which means
that the “pressure” tends to zero in comparison with the energy density. In an
orthonormal frame the estimates of S and ρ are as follows:
ρ =
∫
R3
fˆ(t, pˆ)(1 + |pˆ|2) 12 dpˆ ≤ C
∫
R3
exp(−t−ε1+ 43 |pˆ|2)(1 + |pˆ|2) 12 dpˆ ≤ Ct−2+ 32 ε1 ,
|Sˆab| ≤
∫
R3
fˆ(t, pˆ)|pˆa||pˆb|(1 + |pˆ|2)− 12 dpˆ ≤ C
∫
R3
exp(−t−ε1+ 43 |pˆ|2)|pˆ|2dpˆ ≤ Ct− 103 + 52 ε1 .
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Since S = ηabSˆab, we obtain that S = O(t
− 10
3
+ 5
2
ε1) and ρ = O(t−2+
3
2
ε1). For
S
ρ , we need an estimate of ρ in the other direction. We can use the fact that
ρ ≥ N0. Using the upper bound of H in (23) and the differential equation (25),
we have
N˙0 = −3HN0 ≥ −2t−1N0,
which can be integrated to obtain
ρ(t) ≥ N0(t) ≥ N0(t0)
(
t
t0
)−2
.
We obtain the following corollary.
Corollary 1. Consider the solutions of the Einstein-Boltzmann system given
in Theorem 1. There exists a small positive constant ε such that the matter
terms have the following asymptotic behaviour at late times:
ρ = O(t−2+ε),
S = O(t−
10
3
+ε),
S
ρ
= O(t−
4
3
+ε).
Another consequence of the theorem is the following:
Corollary 2. Consider the solutions of the Einstein-Boltzmann system given
in Theorem 1. The spacetime in consideration is future geodesically complete.
In order to prove this, the main point is to consider the relation between
the time variable t and the affine parameter τ along any future directed causal
geodesic which is:
dτ
dt
=
1
p0
=
1√
1 + gijpipj
> C.
The last inequality is obtained by realizing that the pi are constant along the
characteristics for Bianchi I spacetimes and that the inverse of the metric decays.
Integrating the inequality we see that τ goes to infinity as t does.
8 Outlook
We have shown under small data assumptions and an assumption on the scat-
tering kernel, that solutions to the Einstein-Boltzmann system with Bianchi
I symmetry are future geodesically complete, that they isotropize and have a
dust-like behaviour at late times. Spacetimes of Bianchi type I are the sim-
plest case of the Bianchi class A. It would be thus of interest to consider other
Bianchi types. Here we have treated massive particles and a natural general-
ization would be to consider massless particles or to consider a collection of
particles with different masses. Our assumption on the scattering kernel is a
technical assumption and we plan to remove or at least improve this assumption
in the future. In the present paper we were dealing in a homogeneous setting. It
is a simplifying assumption which should be removed as well, since conclusions
do not have to prevail in an inhomogeneous setting as showed in [23].
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Appendix
In this part we study the Boltzmann collision operator and parametrization of
post-collision momenta in relativistic cases. We first consider the Minkowski
case, in which case two different representations of the collision operator are
known, which are given by Glassey and Strauss [7] and Strain [25]. We use the
argument given in [7] to derive a similar form of the collision operator, and it
will be shown that this form of the collision operator can also be derived in a
direct way. To extend these representations to the Bianchi type I case we apply
the orthonormal frame approach. An explicit expression of orthonormal frame
will be given, and then the representations for the Bianchi type I case will be
obtained.
Collision operator in the Minkowski case
Let us consider the collision operator of the Boltzmann equation in the special
relativistic case. In its original form we have
Q(f, f) =
1
p0
∫∫∫
R9
W (p, q|p′, q′)
(
f(p′)f(q′)− f(p)f(q)
)dp′
p′0
dq′
q′0
dq
q0
,
where the quantity W is called the transition rate [25], and it is given by
W (p, q|p′, q′) = s
2
σ(h, θ)δ(4)(pµ + qµ − p′µ − q′µ),
where δ(4) is the four-dimensional Dirac delta function which expresses the con-
servation of energy and momentum. It is known in [25] that the nine dimensional
integration above is reduced to
Q(f, f) =
∫
R3
∫
S2
h
√
s
4p0q0
σ(h, θ)
(
f(p′)f(q′)− f(p)f(q)
)
dωdq, (54)
and the post-collision momentum is parametrized as follows:
(
p′0
p′k
)
=


p0 + q0
2
+
h
2
(n · ω)√
s
pk + qk
2
+
h
2
(
ωk +
(
n0√
s
− 1
)
(n · ω)nk
|n|2
)

 , (55)
where ω ∈ S2. To obtain the above representations, a suitable Lorentzian
transformation should be considered.
On the other hand, the nine dimensional integration can be reduced in a
different way without using Lorentz transformations so that a different form of
the collision operator is derived. The post-collision momentum may be assumed
to have the form of p′ = p+ rξ as in [7], but we replace this by
p′ =
p+ q
2
+ rξ, ξ ∈ S2, (56)
and then follow the calculations of [7]. We first consider the integration over R6
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with respect to p′ and q′:
∫∫
R6
σ(h, θ)δ(4)(pµ + qµ − p′µ − q′µ)
(
f(p′)f(q′)− f(p)f(q)
)dp′
p′0
dq′
q′0
=
∫
R3
σ(h, θ)δ(p0 + q0 − p′0 − q′0)
(
f(p′)f(q′)− f(p)f(q)
) dp′
p′0q′0
=
∫ ∞
0
∫
S2
σ(h, θ)δ(p0 + q0 − p′0 − q′0)
(
f(p′)f(q′)− f(p)f(q)
)r2dξdr
p′0q′0
,
where q′ = p + q − p′ in the first identity, and we assume (56) in the second
identity. For the Dirac delta function we use the property δ(x) = |a|δ(ax) to
obtain
δ(p0 + q0 − p′0 − q′0)
= (p0 + q0 + p′0 + q′0)δ
(
(p0 + q0)2 − (p′0 + q′0)2
)
= 2(p0 + q0)δ
(
(p0 + q0)2 − (p′0 + q′0)2
)
.
Similar arguments give the following calculations:
2(p0 + q0)δ
(
(p′0 + q′0)2 − (p0 + q0)2
)
= 2(p0 + q0)δ
(
2p′0q′0 − (p0 + q0)2 + (p′0)2 + (q′0)2
)
= 8(p0 + q0)p′0q′0δ
(
4(p′0)2(q′0)2 − ((p0 + q0)2 − (p′0)2 − (q′0)2)2
)
,
and let p = p(r) denote the quantity contained in the Dirac delta function.
Then, it is rewritten as follows:
p(r) = 4(p′0)2(q′0)2 − (p0 + q0)4 + 2(p0 + q0)2((p′0)2 + (q′0)2)− ((p′0)2 + (q′0)2)2
= −(p0 + q0)4 − ((p′0)2 − (q′0)2)2 + 2(p0 + q0)2((p′0)2 + (q′0)2).
Note that
((p′0)2 − (q′0)2)2 = (|p′|2 − |q′|2)2 =
(∣∣∣∣p+ q2 + rξ
∣∣∣∣
2
−
∣∣∣∣p+ q2 − rξ
∣∣∣∣
2)2
= (2(p+ q) · rξ)2 = 4(n · ξ)2r2,
and
(p′0)2 + (q′0)2 = 2 +
∣∣∣∣p+ q2 + rξ
∣∣∣∣
2
+
∣∣∣∣p+ q2 − rξ
∣∣∣∣
2
= 2+
|n|2
2
+ 2r2,
where n = p+ q and n0 = p0 + q0. Therefore, the quantity p(r) is written as
p(r) = −(n0)4 − ((p′0)2 − (q′0)2)2 + 2(n0)2((p′0)2 + (q′0)2)
= −(n0)4 − 4(n · ξ)2r2 + 2(n0)2
(
2 +
|n|2
2
+ 2r2
)
= r2(4(n0)2 − 4(n · ξ)2)− (n0)2((n0)2 − |n|2 − 4).
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We may write (n0)2 − (n · ξ)2 = tαtα for tα = (n · ξ, n0ξ) to obtain
p(r) = 4(tαt
α)r2 − h2(n0)2,
where we used (n0)2 − |n|2 − 4 = s − 4 = h2. We plug this to the above
calculation:∫ ∞
0
∫
S2
σ(h, θ)δ(p0 + q0 − p′0 − q′0)
(
f(p′)f(q′)− f(p)f(q)
)r2dξdr
p′0q′0
= 8
∫ ∞
0
∫
S2
σ(h, θ)(p0 + q0)p′0q′0δ(p(r))
(
f(p′)f(q′)− f(p)f(q)
)r2dξdr
p′0q′0
= 8
∫ ∞
0
∫
S2
σ(h, θ)n0δ
(
4(tαt
α)r2 − h2(n0)2
)(
f(p′)f(q′)− f(p)f(q)
)
r2dξdr
= 8
∫ ∞
0
∫
S2
σ(h, θ)
n0
4tαtα
δ
(
r2 − h
2(n0)2
4tαtα
)(
f(p′)f(q′)− f(p)f(q)
)
r2dξdr
= 8
∫ ∞
0
∫
S2
σ(h, θ)
n0
4tαtα
1
2r
δ
(
r − hn
0
2
√
tαtα
)(
f(p′)f(q′)− f(p)f(q)
)
r2dξdr
=
∫ ∞
0
∫
S2
σ(h, θ)
n0
tαtα
δ
(
r − hn
0
2
√
tαtα
)(
f(p′)f(q′)− f(p)f(q)
)
rdξdr
=
∫
S2
σ(h, θ)
n0
tαtα
hn0
2
√
tαtα
(
f(p′)f(q′)− f(p)f(q)
)
dξ
=
1
2
∫
S2
σ(h, θ)
h(n0)2
(tαtα)3/2
(
f(p′)f(q′)− f(p)f(q)
)
dξ.
Since tαt
α = (n0)2 − (n · ξ)2, we combine the other quantities to get
Q(f, f) =
∫
R3
∫
S2
hs(n0)2σ(h, θ)
4p0q0((n0)2 − (n · ξ)2)3/2
(
f(p′)f(q′)− f(p)f(q)
)
dξdq. (57)
From the above calculations we find r = hn
0
2
√
tαtα
to write the post-collision
momentum as
(
p′0
p′k
)
=


p0 + q0
2
+
h
2
(n · ξ)√
(n0)2 − (n · ξ)2
pk + qk
2
+
h
2
n0ξk√
(n0)2 − (n · ξ)2

 , (58)
where ξ ∈ S2.
We may now compare (54) and (57) to see that the two parameters ω and ξ
have the following relation:
dω =
√
s(n0)2
((n0)2 − (n · ξ)2)3/2 dξ, (59)
and this can be proved by direct calculations. Suppose that a post-collision
momentum p′α is given. It has two different representations (55) and (58), and
we have the following identities:
n · ω√
s
=
n · ξ√
(n0)2 − (n · ξ)2 ,
ωk +
(
n0√
s
− 1
)
(n · ω)nk
|n|2 =
n0ξk√
(n0)2 − (n · ξ)2 .
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Taking coordinates satisfying n = (0, 0, |n|), we write ω = ω(α, β) and ξ =
ξ(φ, θ) as follows:
ω = (sinα cosβ, sinα sinβ, cosα),
ξ = (sinφ cos θ, sinφ sin θ, cosφ),
and then the second identity reduces to
(
sinα cosβ, sinα sinβ,
n0√
s
cosα
)
=
n0(sinφ cos θ, sinφ sin θ, cosφ)√
(n0)2 − |n|2 cos2 φ ,
where α, φ ∈ [0, π] and β, θ ∈ [0, 2π]. This quantity describes a certain two-
dimensional surface in R3, and the above identity shows that the surface is
parametrized in two different ways. This implies the surface element can be
computed in two different ways. Let X denote the surface. Then, we have
dS = |∂αX × ∂βX |dαdβ = |∂φX × ∂θX |dφdθ.
By direct calculations, we have
∂αX =
(
cosα cosβ, cosα sinβ,− n
0
√
s
sinα
)
,
∂βX =
(
− sinα sinβ, sinα cosβ, 0
)
,
and
∂αX × ∂βX =
( n0√
s
sin2 α cosβ,
n0√
s
sin2 α sinβ, sinα cosα
)
.
Hence, we have
|∂αX × ∂βX |2 = (n
0)2
s
sin4 α+ sin2 α cos2 α =
sin2 α
s
(
(n0)2 sin2 α+ s cos2 α
)
=
sin2 α
s
(
(n0)2 − |n|2 cos2 α
)
=
sin2 α
s
(
(n0)2 − (n · ω)2
)
,
and therefore we obtain
|∂αX × ∂βX |dαdβ =
√
(n0)2 − (n · ω)2√
s
dω, (60)
where we used dω = sinαdαdβ. We now consider the second case X = X(φ, θ).
By direct calculations again, we have
∂φX = ∂φ
[
n0√
(n0)2 − |n|2 cos2 φ
]
(sinφ cos θ, sinφ sin θ, cosφ)
+
n0√
(n0)2 − |n|2 cos2 φ (cosφ cos θ, cosφ sin θ,− sinφ)
=
−n0|n|2 sinφ cosφ
((n0)2 − |n|2 cos2 φ)3/2 (sinφ cos θ, sinφ sin θ, cosφ)
+
n0√
(n0)2 − |n|2 cos2 φ (cosφ cos θ, cosφ sin θ,− sinφ),
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and
∂θX =
n0√
(n0)2 − |n|2 cos2 φ (− sinφ sin θ, sinφ cos θ, 0).
Note that |∂φX×∂θX |2 = |∂φX |2|∂θX |2, where the quantities are calculated as
|∂φX |2 = (n
0)2|n|4 sin2 φ cos2 φ
((n0)2 − |n|2 cos2 φ)3 +
(n0)2
(n0)2 − |n|2 cos2 φ,
and
|∂θX |2 = (n
0)2 sin2 φ
(n0)2 − |n|2 cos2 φ.
Hence, we have
|∂φX × ∂θX |2
=
(n0)4 sin2 φ
((n0)2 − |n|2 cos2 φ)4
(
|n|4 sin2 φ cos2 φ+ ((n0)2 − |n|2 cos2 φ)2
)
=
(n0)4 sin2 φ
((n0)2 − |n|2 cos2 φ)4
(
|n|4 cos2 φ+ (n0)4 − 2(n0)2|n|2 cos2 φ
)
=
(n0)4 sin2 φ
((n0)2 − (n · ξ)2)4
(
|n|2(n · ξ)2 + (n0)4 − 2(n0)2(n · ξ)2
)
=
(n0)4 sin2 φ
((n0)2 − (n · ξ)2)4
(
(n0)4 − (n0)2(n · ξ)2 − s(n · ξ)2
)
=
(n0)4 sin2 φ
((n0)2 − (n · ξ)2)3
(
(n0)2 − s(n · ξ)
2
(n0)2 − (n · ξ)2
)
.
On the other hand, we can use the first relation between ξ and ω to the last
quantity as follows:
(n0)2 − s(n · ξ)
2
(n0)2 − (n · ξ)2 = (n
0)2 − (n · ω)2.
Then, we obtain
|∂φX × ∂θX |dφdθ = (n
0)2
√
(n0)2 − (n · ω)2
((n0)2 − (n · ξ)2)3/2 dξ, (61)
where dξ = sinφdφdθ. Finally, we know from calculus that the surface element
does not depend on the way in which the surface is parametrized, and therefore
we compare (60) and (61) to get the desired result:
dω =
√
s(n0)2
((n0)2 − (n · ξ)2)3/2 dξ,
which we have already observed in (59).
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