Retinal image quality from flood illumination adaptive optics (AO) ophthalmoscopes is adversely affected by out-of-focus light scatter due to the lack of confocality. This effect is more pronounced in small eyes, such as that of rodents, because the requisite high optical power confers a large dioptric thickness to the retina. A recently-developed structured illumination microscopy (SIM) technique called HiLo imaging has been shown to reduce the effect of out-of-focus light scatter in flood illumination microscopes and produce pseudo-confocal images with significantly improved image quality. In this work, we adopted the HiLo technique to a flood AO ophthalmoscope and performed AO imaging in both (physical) model and live rat eyes. The improvement in image quality from HiLo imaging is shown both qualitatively and quantitatively by using spatial spectral analysis. 
statistical power. However with the advent of non-invasive adaptive optics (AO) retinal imaging it is possible to study microscopic retinal structures in the same animal over time. Obtaining high quality AO images in rodent eyes is challenging due to their high optical power leading to a dioptrically thick retina compared to human eyes [10] . Image quality may be substantially improved in rodent eyes using adaptive optics scanning laser ophthalmoscopy (AOSLO) [11] [12] [13] . By virtue of the confocality of AOSLO, light scattered from planes other than the plane of interest is rejected, making it possible to perform axial sectioning and return higher contrast retinal images [14] . Adaptive optics optical coherence tomography (AO-OCT) also produces images with higher axial resolution that are far less affected by scatter [15, 16] , and has recently been used for rodent eye imaging [17] .
In comparison to the above approaches, flood-illumination AO ophthalmoscopes currently lack the ability to physically reject out-of-focus light and so are more affected by deleterious intra-ocular scatter. One important advantage of flood-illumination methods is that areal imaging frame rates can be an order of magnitude faster compared to scanning modalities (e.g. the AOSLO typically ranges from 30 to 60 Hz [18, 19] ), owing to the development of sCMOS technology that can acquire en-face images at up to 1000 Hz or more depending on the field-of-view required [20] [21] [22] . This gives flood AO much promise in the study of the dynamics of microscopic structures in the living rodent eye.
In an effort to overcome the effects of light scattered from out-of-focus layers in widefield (flood-based) fluorescence microscopy, an imaging technique dubbed "HiLo" microscopy has recently been developed. The details of HiLo microscopy have been described elsewhere [23] [24] [25] and an open source ImageJ [26] implementation of the algorithm is available online [27] , which was first mentioned in Ford et al. (2012) [28] . In brief, two images of the same region of interest (ROI) are acquired either in parallel or in rapid succession, one with uniform illumination (I u ) which mainly contributes high-frequency information to the final image (hence the "Hi" in HiLo), the other with structured illumination (I s ) (e.g. random laser speckle) which mainly contributes low-frequency information to the final image (hence the "Lo" in HiLo). These images are then post-processed to obtain a HiLo image, as described in the Methods.
In this work, we adapted the HiLo technique to a flood AO ophthalmoscope specifically constructed for rodent eyes. We first show HiLo AO images in two model eyes, followed by analysis of AO images acquired from rat eyes. Although comparisons with published data show that image quality from scanning systems is still superior, the pseudo-confocality of HiLo imaging nonetheless significantly improved image quality in our flood AO system. Spatial spectral analysis is used to quantify improvement in image quality. Representations of optical components are for illustrative purposes only. Two illumination arms are built in: the "wide-field illumination arm" and the "AO illumination arm". The two arms can be switched by using the three flip mirrors marked with an asterisk (*FM). DPSS: diode-pumped solid-state laser. SPR: spatial phase randomizer. M: flat mirrors. BS: plate beam splitter. FM: flip mirrors. CM: curved mirrors. P: pupil planes conjugate to the wavefront sensor and deformable mirror. DM: Mirao 52d deformable mirror. WFS: wavefront sensor. Note that SPR1 (coupled to imaging light) was switched on and off for HiLo imaging (see description below), and SPR2 (coupled to wavefront sensing light) was left on throughout the experiment. Scale bar: 100 mm.
Methods

Flood illumination adaptive optics ophthalmoscope
The principle of flood based AO ophthalmoscopy has been described in detail elsewhere [29] . Our system was designed and optimized using the optical design software ZEMAX (Zemax Development Corporation). In order to reduce light loss due to back reflection from lenses and reduce system astigmatism in the pupil and retinal planes, we adopted a non-planar design using mainly spherical mirrors in an off-axis arrangement [30] . Figure 1 shows the scaled layout of the system, flattened for visualization. An achromatic lens with antireflection coating was inserted immediately in front of the eye to increase system field-ofview and reduce chromatic aberration, a similar design to the mouse system described by Geng et al. (2012) [11] .
The wavefront sensing and imaging light sources are diode-pumped solid-state (DPSS) lasers (Altechna, Vilnius, Lithuania) with nominal centre wavelengths of 670 and 532 nm, respectively. We used 532 nm light since this is strongly absorbed by haemoglobin and so gives good contrast when imaging blood vessels [31] (Ideally the same wavelength should be used for sensing and imaging, as our previous modeling work predicted that image quality can be improved further [10] . Unfortunately, another 532 nm laser was not available for wavefront sensing at the time of the experiment, a separate source being required so that they can be modulated in counter-phase to avoid imaging light being coupled into the wavefront sensor and vice versa). The deformable mirror is a Mirao-52d (Imagine Eyes, Orsay, France) with 52 actuators and 15 mm diameter, corresponding to 3.75 mm in the pupil plane, which is approximately the maximally dilated pupil size for a rat. Wavefront sensing is achieved using a Shack-Hartmann with lenslets of 0.4 mm pitch and 24 mm focal length (Adaptive Optics Associates, Cambridge, MA), attached to a charge-coupled device (CCD) camera (Pike, Allied Vision Technologies, Stadtroda, Germany). The magnification of the eye's pupil at the wavefront sensor is x2 and ~293 lenslets are used for wavefront sensing over a 3.75 mm pupil. In order to align the eye, a wide-field retinal and a pupil camera (A102f, Basler AG, Ahrensburg, Germany) were added to the system. Flip mirrors were used to allow switching between the wide-field and AO illumination arms.
Wavefront sensing in rodent eyes is challenging, as Geng et al. (2011) showed that large dioptric thickness of the mouse retina causes doubling of the WFS spots towards the pupil edge when a small diameter sensing beam is used [32] . To alleviate this problem and avoid back reflection from the cornea, we adopted their solution of using a large diameter annular sensing beam in order to reduce its depth of focus, with an outer and inner diameter of 4 mm and 1 mm respectively at the eye's pupil [32] . The focus of the beacon was optimized subjectively prior to AO imaging, by inserting trial lenses in the light delivery path while observing the sharpness of the spots on the WFS camera.
Adaptive optics correction is controlled by custom-built software in Matlab (Mathworks, Natick, MA) which operates at 20 Hz prior to and during imaging. Imaging light is manually triggered at 15 Hz (actual exposure time = 3 ms to minimize blur due to eye and wholeanimal movement) when the root-mean-square (RMS) wavefront error is sufficiently low (usually 0.02-0.03 µm for the model eye, and 0.06-0.10 µm for the rat eye, measured over a 3.75 mm pupil using normalized Zernike coefficients), and frames conjugate to the retinal image are collected by a CCD camera (Megaplus 4020C, Princeton Instruments, Trenton, NJ). Each pixel on the camera corresponds to ~0.2 µm in the rat eye, assuming an equivalent focal length for the eye of 3.3 mm [33] .
Since DPSS lasers are moderately coherent, measures are usually taken to reduce the resultant speckle when these are used for imaging. In our experiment we used spatial phase randomisers (SPRs) (Md Lasers & Instruments, Inc, Pleasanton, CA) to modulate the timeaverage coherence, and hence speckle, in our images. The SPR consists of a diffuser plate which is rotated rapidly by a small motor at selectable speeds. The instantaneous spatial phase of the laser light is integrated across the relatively long exposure time of the CCD camera used (3 ms), producing a speckle-free image. In our system, an SPR (SPR2 in Fig. 1 ) was positioned in the wavefront sensing light path and was always left on. Another SPR (SPR1 in Fig. 1 ) was positioned in front of the imaging light and was modulated as needed to produce either a "Uniform" image (SPR on) or a "Speckle" image (SPR off). These images were then post-processed to generate the final HiLo image as described below.
The imaging light is additionally passed through 2 meters of multimode optical fibre (BFL37-200, 0.37 NA, 200 µm core, Thorlabs, Newton, NJ), and the fibre tip is then nominally imaged onto the retina. The beam diameter at the pupil is ~4 mm.
HiLo imaging
The HiLo algorithm requires that the Uniform and Speckle images be exactly registered before being processed. Therefore movement artifacts in the raw images can be a potential problem. In our case, even though animals were anaesthetized, because the Uniform and Speckle images were obtained in sequence they potentially suffered from lateral eye movement artifact. To overcome this, the images were registered and the area of common illumination extracted using custom Matlab code. The registered images were then used to obtain the HiLo images. Thus an area of common illumination was extracted from the raw images, so that the region available for HiLo processing was reduced in size (see Results).
Once the two raw images had been registered, they were processed using the HiLo implementation for ImageJ [26] as mentioned above. We verified its operation by confirming that the raw images published in Lim et al. (2011) produce an output indistinguishable from that shown in their paper. In order to maximise the signal-to-noise ratio, multiple frames of both raw images were used to generate the HiLo sequence, which was then averaged to produce a HiLo image.
The principle behind the HiLo software to selectively filter out-of-focus scattered light has been fully explained elsewhere [24] . Briefly, the final HiLo image is composed of differing spatial frequency contributions from the Uniform (I u ) and Speckle images (I s ). In particular, since image features with high spatial frequency are inherently in-focus, they can be readily extracted by using a high-pass filter HP on I u , resulting in an intermediate image that contains the high spatial frequency features of the focal plane, described by Eq. (1):
On the other hand, the extraction of in-focus low spatial frequency features is more complicated. This involves evaluating the local contrast C δ from the difference image I δ = W(I s -I u ), where W is a user-defined filter that can be adjusted to tune the sectioning strength of the final HiLo image. C δ may be interpreted as a weighting function that peaks when the object is in-focus and decays to zero when it is out-of-focus. A multiplication of this local contrast with I u , and a low-pass filter LP complementary to HP produces an intermediate image that contains in-focus low spatial frequency features, described by Eq. (2):
Lastly, the high ("Hi") and low-resolution ("Lo") images are combined to produce a full resolution (or "HiLo") image that is axially sectioned around the best-focus plane, described by Eq. (3) hilo lp hp
where η is a scaling function that can be inferred experimentally or estimated based on the illumination and detection point spread functions to ensure smooth fusion of I hp and I lp . It should also be noted that the choice of HP and LP depends on the user-defined filter W [24] , which can be altered by changing the "Depth of field multiplier" (DOF) in the software. This parameter can be adjusted to alter the axial resolution of the final HiLo image. Changing the DOF value affects the axial sectioning of the low-resolution (Lo) image only, since contrast generated by random speckle provides information on how in-focus the imaged feature is [24] . This approach to section an image is reliable since the statistical nature of speckle makes it insensitive to light scatter and aberration in the illumination path [24] .
Model eye imaging
In order to test the HiLo technique in a more controlled environment, we first obtained raw images from two model eyes, which had equivalent powers of 60 D and 220 D. Each model eye was constructed in a cage-mounting system using an aspherical plano-convex lens with an artificial retina placed at its back focal plane. An artificial pupil was inserted just anterior to the lens. The artificial retina for the 60 D model eye was a small piece of photocopier/printer paper with printed ink patterns; while the retina for the 220 D model eye was a small semi-transparent piece of lint-free lens cleaning tissue (MC-5 Lens Tissues, Thorlabs, Newton, NJ) ~45 µm thick.
For the 60 D model eye, the artificial retina contained information in what is effectively a single plane. In order to test the ability of the HiLo technique to reject out-of-focus scatter, intraocular scatter was introduced by inserting a "scattering medium" -constructed from a piece of slightly diffuse plastic cut from a CD case -between the retina and the lens. After the Uniform and Speckle images were acquired, the scattering medium was physically removed to obtain a "target" image with uniform illumination, in which the best possible image quality (called the "Ideal" image below) was defined for comparison to the HiLo image.
On the other hand, the artificial retina for the 220 D model eye contained information across a ~2.0 D range from anterior to posterior. Individual fibre strands were visible due to the loose structure of the tissue. No introduced scattering medium was required in this case since light from the out-of-focus fibre strands served as unwanted sources of defocussed scattered light in our images.
Rat eye imaging
Normal adult Long Evans rats (n = 2) from 2 to 6 months of age were imaged and allowed to recover afterwards. All animal handling was performed according to the ARVO statement for the Use of Animals in Ophthalmic and Vision Research. Ethics approval was obtained from the University of Melbourne Animal Ethics Committee. Rats were placed under general anaesthesia via intramuscular injection of ketamine (60 mg/kg) and xylazine (5 mg/kg) and placed on a custom-made small animal stage for imaging. Topical eye drops of a local anaesthetic (0.5% proxymetacaine hydrochloride, Alcaine, 5 mg/mL; Alcon Laboratories, Frenchs Forest, New South Wales, Australia) and a mydriatic (0.5% tropicamide, Mydriacyl, 5mg/mL; Alcon Laboratories) were instilled in both eyes to eliminate the corneal reflex and dilate the pupils. Custom-made rigid contact lenses (Contact Lens Australia, Clayton, Australia) with base curves of 3.0-3.2 mm and powers of ~ + 10 D were carefully placed on the eye being imaged to provide a clear optical surface and to reduce refractive error, decreasing the demands for low-order AO correction by the DM. The range of appropriate contact lens power was determined by retinoscopy and wavefront sensing, and agrees with the range given by Geng et al. (2009) of 0 to + 20 D [12] . The fellow eye was lubricated with an ophthalmic eye gel to prevent desiccation of the cornea.
The animal was initially positioned and aligned using the pupil camera. Once the desired retinal location was identified, multiple AO images were obtained as described for the model eyes. The intensities of the sensing and imaging beam were 360 µW and 12.5 µW, respectively. The imaging light pulse was driven by the Megaplus camera with single pulse durations of 3 ms at 15 Hz. At these levels and pulse frequency, the intensities were within the maximum permissible exposure (MPE) for 60 seconds of repetitive pulse exposure [34]. Fig. 2 . In vivo image of a human eye using our rat AO system. Image is located approximately 2° superior from fixation, averaged over 30 frames and linearly stretched to fill the colormap for display purposes. Cones are clearly visible at the centre of the image. The fovea is towards the bottom. Scale bar = 30 µm.
Results from HiLo imaging
Result from human eye imaging
In order to verify the ability of our AO system to perform high resolution in vivo imaging, we obtained AO images from a dilated human eye using a 670 nm imaging light. Figure 2 shows an AO image of the human fovea about 2° superior from fixation, averaged over 30 frames and linearly stretched to fill the colormap for visualization. Despite the limited effective pupil size of 3.75 mm in the pupil plane, retinal cones are clearly visible at this location. RMS wavefront error was ~0.04 µm for the human eye, indicating diffraction-limited imaging. Figure 3 shows sample AO images from the 60 D model eye, all of which were averaged over 50 frames and linearly stretched to fill the colormap for visualization. As described in Methods, the Uniform and Speckle images were obtained with a scattering medium in front of the model retina, whereas the Ideal image was obtained with the scattering medium physically removed. All images were diffraction-limited, indicating best possible image quality for this pupil size (RMS wavefront error ~0.02-0.03 μm over a 3.75 mm pupil).
Result from 60 D model eye
When comparing Uniform and HiLo images visually, HiLo images showed higher contrast and better resolution that more closely approaches the Ideal image. In addition, since HiLo images were obtained from post hoc analysis, it was possible to vary the DOF multiplier to control empirically the degree to which out-of-plane light is rejected, i.e. the thickness of the axial sectioning [24] . Different DOF values were used for processing the HiLo images, and images from two of the DOF values (x4 and x8) are shown in Fig. 3(c) and 3(d) . The circled areas show that, in this example, DOFx4 gave better resolution and contrast for high spatial frequency details, while DOFx8 gave better resolution and contrast for lower spatial frequency details. Both HiLo images showed enhanced contrast for higher spatial frequencies compared to the Uniform image. Figure 4 shows the relationship between the power spectra of the HiLo DOFx4, x8, Ideal, and Uniform images. A two-dimensional fast Fourier transform (FFT) was performed on each image, and the radially averaged energy of the power spectrum obtained. Due to the difference in mean intensity between the images, each FFT power spectrum was normalized to unit volume. The resultant FFT power spectra of all images were then divided by that of the Uniform image to generate the ratio data shown.
It is apparent from Fig. 4 that the lower spatial frequency information of the HiLo and Ideal images contribute less to the total image energy than in the Uniform image, which is a result of the low frequency "veiling glare" introduced by the scatterer. This glare is mostly compensated for by the HiLo approach, and physically removed under the "Ideal" comparison. Compensation/removal of this low-frequency glare means that the relative energy fraction occupied by the higher frequencies becomes increased (rightmost plot), in this case by ~20% and 30% for the HiLo and Ideal images respectively. This indicates the relatively improved modulation of high spatial frequency information afforded by the HiLo approach. The similarity of the power spectra between DOFx8 and the Ideal image at lower frequencies, and between DOFx4 and the Ideal image at higher frequencies, show the use of selecting different DOF values to enhance desired features in the HiLo image. Figure 5 further demonstrates the optical sectioning capabilities of HiLo, on a more highly powered model eye (220 D). The lens cleaning tissue has an optical thickness of ~2 D (cf. rodent retina with optical thickness ranging from 10 -50 D [10, 35] ). Through-focus image sequences from the anterior to posterior layer of the sheet were obtained with both uniform and speckle illumination. It should be noted that no scattering medium was used in this set of images, instead light was scattered (although to a lesser extent compared to the 60 D model eye with scatterer) from out-of-focus layers. DOFx2 was chosen empirically, as it was judged to return the best HiLo image quality in this case. AO images were averaged over 50 frames and colormaps were linearly stretched for display purposes. In all cases, the RMS wavefront error of the images was from 0.02 to 0.03 µm, indicating diffraction-limited imaging. Images (a) and (c) show the anterior layer before and after HiLo; the dark material adhering to the fibres are laser toner particles. It can be seen that in the HiLo image, the infocus features appear more distinct while the background scatter appears to be greatly reduced. Similarly when the focus is shifted to the posterior layer in (b) and (d), scatter from the anterior layers is also reduced in the HiLo image. The spatial power spectra analysis (not shown) returned similar results to the 60 D eye.
Result from 220 D model eye
Result from rat eyes
An example of our optimized [32] WFS spots from the rat eye prior to AO correction is shown in Fig. 6 . It can be seen that the central spots are well focussed, and becoming gradually blurry towards the periphery. The RMS wavefront error obtained from wavefront data simultaneously collected with the fundus images shown below was from 0.06 to 0.10 µm, indicating that diffraction-limited imaging was not achieved (λ = 532 nm). This occurred possibly due to a combination of poor Shack-Hartmann spot quality towards the pupil periphery in the rat, and the presence of breathing artefacts under general anesthesia, especially when the beacon falls on the edge of a large blood vessel. As with the images in Fig. 3 , Uniform and Speckle images from the rat eye were acquired with uniform and speckle laser illumination, respectively. HiLo image stacks were obtained from Uniform and Speckle image stacks, then averaged to produce the HiLo image. We believe that the poor image quality of the Uniform image results partially from uncorrected ocular aberrations, but predominantly from intra-retinal light scatter within the rat eye. Confocal scanning methods used by others in the field appear far more resilient to such scatter, which probably explains differences in rodent image quality between our flood system and other recently published work [11] [12] [13] . Due to this inherent scatter the rodent eye provides a suitable real-world test of the ability of HiLo to provide pseudo-confocality and reduce the effects of out-of-plane scatter. As such, no artificial scattering medium was introduced. The high optical thickness of the rat retina in vivo (~10D) ensures various features in the retina are distributed greatly in terms of their optical vergence, providing further opportunity for the pseudo-confocality of HiLo to improve image quality (in general, the further from the plane of interest the undesired information is, the easier it is to remove with HiLo [23, 24, 36] ).
It should be noted that no "Ideal" image was available for comparison since no ex vivo analysis was performed at the time of experiment. However the contrast at high spatial frequencies following HiLo can still be compared with that for the Uniform image. This is best shown in the HiLo images generated using DOFx1 and x4, as shown in Fig. 7 . Note that for DOFx8 and x12, the image quality approaches that of the Uniform image due to the progressive loss of axial sectioning at higher DOF values. As noted above for the model eye results, altering the DOF parameter of the HiLo analysis enhances various features of the image at the expense of others. This is shown quantitatively by spectral power analysis in Fig. 8 . For example, for DOFx1 the higher frequency features from about 200 cycles/mm became more distinct at the expense of detail in the lower frequency band (below about 120 cycles/mm). The impact of this on the images is evident by visual comparison of the DOFx1 and DOFx4 images, where the reflection from the blood vessel wall and a large dark stripe in the upper right corner of the image are more distinct in the latter. Overall this setting (DOFx4) was considered the most useful to enhance visualization of retinal features at this location.
To demonstrate the robustness of the HiLo approach, Fig. 9 shows further images of blood vessels obtained from a different Long Evans rat near a bifurcation. The data was analysed and presented in the same way as Fig. 7 . Fourier analysis results (not shown) are similar to the results shown in Fig. 8 , in which DOFx1 is seen to be superior at higher frequencies beyond about 250 cycles/mm (4 µm in size), while DOFx4 was superior at lower frequencies. DOFx8 and 12 are also shown for comparison. 
Discussion
The results above demonstrate the benefits of speckle illumination HiLo imaging in selectively rejecting out-of-focus scattered light and improving the resolution and contrast of images obtained from a flood-illumination AO ophthalmoscope. Although originally developed for fluorescence microscopy, we have shown that HiLo imaging can also be used in reflectance to reject low frequency veiling glare and enhance the proportional contribution of higher frequency information. This pseudo-confocal effect has been shown in microscopy to potentially approach the true confocality offered by scanning systems which use a physical pinhole to reject out-of-focus light [24] . From the above applications, it can also be seen that the HiLo method is an empirical one, where algorithm parameters may be tuned as appropriate to enhance desired image features. However, it is important to note that no spurious image features are introduced from HiLo imaging. On the other hand, there is potential for the relative intensity of structures to be altered in the HiLo image when comparing to the raw uniform image. Nevertheless, in theory, relative comparisons of the same retinal structure could still be made over time (e.g. HiLo images acquired at different time points) or over wavelength (e.g. oxymetry with HiLo images acquired at different wavelengths), with the same HiLo filter applied. However, this remains to be validated empirically. In summary, there are several advantages and disadvantages of the HiLo approach.
Advantages of HiLo flood-illumination
The imaging frame rate using a flood ophthalmoscope can be more than an order of magnitude higher than in areal scanning modalities, thanks to the recent improvements in sCMOS camera technology. For example, AOSLO images from the human eye are typically acquired at 30 fps over an approximately 1° field [14, 18, 30, 37] , although frame rates of up to 60 fps has been reported over a 1.5° field [19] . On the other hand, flood illumination AO ophthalmoscopy with sCMOS detectors can partially sacrifice vertical field-of-view extent to achieve much higher frame rates; with similar field size and pixel sampling density we have previously reported results acquired at 400 fps, and with more restricted field size have imaged at 1000 fps to study cone photoreceptor bleaching dynamics [22] . This makes it possible to capture fast cellular dynamics including the direct tracking of individual blood cells and of rapid optical changes in the photoreceptors. The frame rate can be further increased in both scanning and flood-sCMOS modalities by reducing the extent of the imaged field in one dimension, however the proportional advantage of sCMOS detection is retained. Therefore HiLo microscopy has the potential to offer improved image quality in applications that require high frame rate, while offering some of the benefits of confocality that would not be available with typical flood-illumination methods. This is especially relevant to the rodent eyes as we have shown here, which appear to suffer significant amounts of scatter. Another advantage of HiLo imaging is that the degree of pseudo-confocality required can be tuned post hoc, by varying the depth-of-field parameter, to allow the visualization of particular structures of interest to be maximized. Thus the same 3D tissue structure can be viewed in multiple ways from the same set of data [24] .
In addition to the above, other appealing factors of HiLo imaging are its low cost and greater simplicity which are also, speaking generally, advantages of flood AO systems compared to their scanning counterparts. Moreover, integrating HiLo imaging into a flood system requires only an additional de-speckler (in our case, a Spatial Phase Randomizer), capable of rapid modulation, placed immediately in front of a coherent illumination laser (in our case, a 532 nm DPSS laser). These potentially make HiLo imaging more accessible in situations where cost and alteration of existing setup are of concern.
Disadvantages of HiLo flood-illumination
The principal disadvantage of HiLo imaging is that the improvement in image quality attained by pseudo-confocality can approach but not equal those gained by the selection of an appropriately sized pinhole in a scanning system. Nonetheless, impressive gains may still be made as shown here. Although we do not have confocal AOSLO data from the same eyes with which to make comparisons, other work has shown that image quality between floodHiLo and confocal scanning modalities has the potential to be quite similar under certain conditions [24] , with resolution reaching 0.5 µm with HiLo in microscopy applications [36] .
A second disadvantage of HiLo imaging is that currently analysis must be performed offline, making it more difficult to optimize the parameters of the imaging system and position the specimen (in this case the eye) to provide optimal image quality. Of course, this can be done to some extent by optimizing the quality of the real-time Uniform (speckle-free) image, but this is prone to increased error in images suffering from large amounts of scatter.
Since HiLo imaging rejects out-of-focus-plane scattered light during post-processing, the cameras must have a higher dynamic range than that used in confocal systems, which rejects background light using a physical pinhole. In addition, the background shot noise rejection in HiLo is imperfect, since only a bias from the shot noise can be corrected [24] . It is therefore important to have good knowledge of the specifications of the imaging and illumination setup to produce the optimal HiLo image.
Our current, preliminary, method of obtaining HiLo images has further limitations that prevent the realization of the high frame rates described above. The Uniform images in each sequence were obtained as a group, before the SPR was manually switched off to generate a coherent source for speckle imaging. This sequential acquisition approach together with the relatively slow switching of the spatial phase randomizer do not lend themselves to rapid frame rates. A viable alternative would be to use a fast-switching optical bypass circuit or even two illumination channels of sufficiently different wavelength such that a dichroic filter could be used to efficiently separate and recombine them, with one channel consisting of uniform, and the other of speckle, illumination. This would allow rapid multiplexed or even simultaneous acquisition of Uniform and Speckle images so that high speed HiLo data could then be constructed post hoc. The mismatch between wavelengths would need to be corrected in terms of only the magnification difference induced by chromatic aberration; it is not necessary for the wavelengths to otherwise be matched as would be necessary if the technique involved, for example, solution of the transport of intensity equation. There are also issues with our current approach in terms of eye movements and drifts in aberration over time that would be solved using this twin illumination channel approach.
Other limitations of the current study
Although we have shown improvement of flood AO images with HiLo imaging, and the image quality is the best that can be achieved by a flood AO system so far, rodent eye image quality from our flood system is still inferior to that from scanning systems, such as the nerve fibre bundle shown in reflectance by Geng et al. (2012) in the mouse eye [11] . Evidently, the rodent eye is less well corrected by our deformable mirror, with a measured residual RMS wavefront error of 0.06-0.10 µm. While it is possible that this could be ameliorated by using the latest generation deformable mirror technology (e.g. Alpao, Montbonnot St. Martin, France), the image quality (before HiLo) seen in the rodent is much worse than would be expected for even 0.10 µm RMS wavefront error. In other words, any residual wavefront error reported by the sensor is not the limiting factor for image quality.
There are other potential methods to improve image quality of rodent eye from flood systems. We can use the same wavelength for sensing and imaging, as this will reduce the residual aberration due to difference in sensing and imaging wavelengths in a high powered eye [10] . There is also the promise of sensorless AO methods, which can bypass the challenging wavefront sensing step and has been used in a human AOSLO [38] and a mouse AO-OCT system [39] . Regardless of the technique chosen, some degree of confocality is needed to image the rodent eye -and HiLo can provide that to a certain degree, when physical confocality is not possible or not desired.
Conclusion
We have shown that HiLo imaging can reject out-of-focus scatter, and improve resolution of images obtained from a flood AO ophthalmoscope. HiLo imaging has the advantage of being easily implemented within existing flood illumination systems, using relatively minimal hardware and software changes. Given the substantially improved image quality, the increased post-acquisition image processing time is largely acceptable, though a dual illumination channel setup will be required to achieve the gains in frame rate made possible by flood illumination.
