This paper studies common linear frequency direction pilotsymbol aided channel estimation algorithms for orthogonal frequency division multiplexing in a UTRA long term evolution context. Three deterministic algorithms are analyzed: the maximum likelihood (ML) approach, the noise reduction algorithm (NRA) and the robust Wiener (RW) filter. A closed form mean squared error is provided for these three algorithms. Analytical and simulation results show that, in the presence of virtual subcarriers, the ML can suffer large performance degradation due to ill-conditioned matrix issues. A solution to this problem is to use the Tikhonov regularization method giving the NRA. The equivalence between the NRA and the RW is proved analytically. A practical implementation of the NRA and RW is proposed based on partial-input partial-output FFT, leading to 6 to 8 times lower complexity than the reference implementation.
I. INTRODUCTION
Over the last years Orthogonal Frequency Division Multiplexing (OFDM) has been adopted in high data-rates communication systems. By using a Cyclic Prefix (CP) the subcarrier orthogonality is preserved over the dispersive multipath channel. OFDM is used in upcoming standards such as IEEE 802.16 and UTRA Long Term Evolution (LTE) [1] . Both standards use coherent detection through Pilot-symbol Aided Channel Estimation (PACE) with virtual subcarriers.
Peter Hoeher showed in [2] that the two dimensional interpolation problem of PACE could be solved by using 2 cascaded orthogonal 1-D filters, giving virtually no performance loss compared to the 2-D filter. The latency requirements of standards such as LTE or IEEE 802.16e limit the pilot span available for channel estimation in time direction to a low amount of samples. This increases the importance of the frequency direction interpolation which is the focus of this paper.
Much attention has been given to this topic showing that the performance tradeoff of the algorithms depends on the relationship between the Power Delay Profile (PDP) length and the frequency domain pilot spacing. Deterministic approaches can be separated into time and frequency domain solutions. Deterministic time domain solutions are: the Time Domain Least Squares (TDLS) [3] and [4] , The Maximum Likelihood approach (ML) [5] , [6] and The Noise Reduction Algorithm (NRA) [7] . Deterministic frequency domain methods are Spline, Gaussian or Lagrange interpolation, and require higher pilot overhead to achieve an acceptable performance [8] . Bayesian approaches such as the Minimum Mean Squared Error (MMSE) in time domain or frequency domain have been proposed in [2] , [3] , with complexity reduction by Singular Value Decomposition (SVD) suggested in [9] . However, Bayesian approaches cannot directly be used as they need large channel dependent matrix inversions and require accurate knowledge of channel correlation properties. To reduce their complexity, different solutions have been proposed by, for example assuming a uniform PDP [9] , [10] .
We propose to study three algorithms: ML, NRA and RW. When introducing virtual subcarriers in the OFDM symbol, unequal MSE distribution at different carriers appears, in particular, MSE increases at band edges [6] . This MSE increase at the band-edges is analyzed, and solutions to alleviate the problem are suggested. The ML approach shows not to be suitable when introducing too many virtual subcarriers, or having channel profiles with large delays. A more convenient approach is to use the NRA by introducing a diagonal matrix in the calculation of the pseudo-inverse of the ML, known as the Tikhonov regularization. The authors prove that the NRA is equivalent to the Robust Wiener (RW) approach when assuming identical channel statistics knowledge at the receiver and a sample spaced PDP. Performance is then evaluated for LTE parameters, and implementation strategies are analyzed focusing on the computational complexity.
The remainder of this paper is structured as follows: the OFDM baseband received signal model is given in section II. An algorithm study is presented in section III, followed by a performance analysis in section IV. The complexity study and implementation strategy are then given in section V. Finally section VI concludes the work.
II. OFDM BASEBAND RECEIVED SIGNAL

A. Notations
The notations used throughout this paper are: 
B. Received Signal
In the following an analytical model is derived with the purpose of studying some specific frequency direction channel estimation algorithms. In order to simplify the mathematical expressions of this model, we will assume that the maximum excess delay of the channel is shorter than the CP and accordingly, assume no Inter-Symbol Interference (ISI) between consecutive OFDM symbols. The channel variations are considered negligible over the duration of 1 OFDM symbol giving Inter-Carrier Interference (ICI) free signal reception. Furthermore, we will consider that the receiver is ideally synchronized with the arrival of the first physical path of the channel. Depending on the initial assumptions different matrix vector models can be derived. Starting with a very general case with all subcarriers used for data transmission, the received signal before channel equalization is:
N fft .
When virtual subcarriers are introduced, data and pilot symbols are only partially using the bandwidth. It is then possible to reorder the rows of y to have a clear notation that separates virtual subcarriers from the used subcarriers. The perceived CIR is assumed to have a finite length and to be sample spaced. The received vector may be written as: 
where X p is a diagonal subset matrix of X u and F ps is a subset matrix of F us where only the elements affecting the pilot subcarriers are considered.
III. ALGORITHM STUDY
Different classical algorithms are presented in this section. However they are studied in the case of OFDM containing virtual subcarriers which will affect their notation and performance. They are all based on an initial least-squares estimate at the pilot positions. It is noted that the pilots are all transmitted with a M-PSK constellation leading to a constant pilot power. Without loss of generality we assume that this power is set to unity. The initial least-squares estimate at the pilots is given by:
A. Maximum Likelihood
Assuming that the maximum CIR length is known at the receiver, the ML estimate of the channel response is expressed as [5] :
However, when virtual subcarriers are present, the matrix:
can become ill-conditioned, leading to high MSE, as it will be shown in Section IV.
B. Noise Reduction Algorithm
A simple solution to alleviate the ill-conditioning problem is to add a small value γ to the diagonal of the matrix T, also known as the Tikhonov regularization method. This is suggested in [7] , giving the NRA algorithm:
Assuming that F ps = U∆V H by SVD, with λ i being the i th singular value of F ps , (7) can be rewritten as:
where
C. Wiener and Robust Wiener
In his work, Hoeher showed that the optimum linear estimator, in the MSE sense, in PACE OFDM is the Wiener filter, which is given by [2] :
where R hhp is the cross-correlation matrix of h and h p , R hphp is the autocorrelation matrix of h p and σ 2 w is the power of the gaussian noise. Generally, the frequency correlation properties are not known at the receiver, and furthermore they can vary over time. For this reason, a robust design based on the assumption of a uniform PDP with sample-spaced equally-powered taps and the same length of the CIR is proposed. The resulting constant correlation matrices can be then expressed as:
and
Using this formulation, (9) can be rewritten as:
We refer to this estimator as RW.
D. Equivalence Between NRA and RW
Comparing (7) and (12), a strong similarity can be observed. By using the SVD of the matrix F ps , the RW estimator can be expressed as:
From inspection of (8) and (13), it is straightforward to see that h nra = h rw when γ = N s σ 2 w . Moreover, it can be shown that this value minimizes the MSE of the estimator when no virtual subcarriers are present and regularly-spaced pilots are used, and it will be assumed for the NRA algorithm in the reminder of this paper. Therefore the full equivalence between the time-domain NRA algorithm and the frequency domain RW algorithm has been proven, assuming the same a priori knowledge available at the receiver.
E. MSE of the Estimators
The different proposed practical solutions are all covered by (7). It is therefore possible to study their respective performance by using one single closed form MSE expression. The MSE is calculated as:
Using (7), the MSE for the n th subcarrier becomes:
In the previous equation, A = (T + γI) −1 T, where T is defined in (6) , and R gsgs is the autocorrelation matrix of g s . The average MSE of the estimator can consequently be defined as:
Note that the MSE of the ML estimator is obtained by setting γ = 0 and the MSE of the RW estimator is obtained by setting γ = N s σ 2 w .
IV. PERFORMANCE ANALYSIS
In the following, the performance of the estimators discussed in section III will be studied. A single input single output OFDM system with the physical layer parameters proposed for the downlink of UTRA LTE will be used [1] . The system is based on a constant subcarrier spacing of 15 KHz, with different bandwidth configurations ranging from 1,25 to 20 MHz, as shown in Table 1 . The CP is assumed to be always longer than the maximum delay of the channel, and QPSK modulation is used for both pilot and data symbols. Evenly spaced pilot symbols with a spacing of 6 subcarriers are transmitted in every OFDM block. In Fig. 1 , the MSE of the ML estimator depending on the maximum delay of the channel is analyzed using (17), where a sample-spaced uniform PDP and an OFDM system with an FFT size of 2048 and different number of used subcarriers have been used. The Signal-to-Noise Ratio (SNR) is set to 15 dB and the sampling rate is the one corresponding to the LTE 20 MHz configuration. When all the subcarriers are used, the error of the estimate grows linearly with the channel length. When virtual subcarriers are used, however, the matrix T to be inverted becomes ill-conditioned after a certain channel length, yielding a large degradation of the MSE that makes the estimator unusable. The maximum channel length before the estimator becomes unstable decreases as the number of used subcarriers is reduced. Fig. 2 depicts the same analysis for the different LTE configurations shown in Table 1 , which all have the same ratio between used and virtual subcarriers. The results show that the larger the bandwidth, the smaller is the maximum length of the channel that can be estimated without suffering from the illconditioning effect. In the extreme case of 20 MHz bandwidth, only channels with a maximum delay lower than 800 ns can be estimated accurately, showing that ML is not a good option for systems with large FFT sizes and virtual subcarriers.
By adding a diagonal of small values to the matrix T, the ill-conditioning of the matrix to be inverted is avoided . This is illustrated in Fig. 3 , where the MSE corresponding to each subcarrier has been represented for the ML and the NRA estimators in a LTE 2,5 MHz configuration. Only half of the bandwidth has been represented, where subcarrier 0 indicates the central subcarrier. The channel profile used is a sample spaced modified ITU Pedestrian B profile, which has a maximum excess delay of 3.7 µs, and the SNR has been set to 15 dB. As can be seen, ML suffers severe degradation in the edge of the bandwidth, due to the use of virtual subcarriers. NRA significantly alleviates this problem and also achieves a better performance Finally, the Symbol Error Rate (SER) performance of ML and NRA is shown in Fig. 4 , where again a sample spaced modified Pedestrian B channel profile has been used. The curves for 20 and 2.5 MHz configurations are depicted. The results for ML show an acceptable performance for the 2.5 MHz settings, with a degradation of around 3.5 dB at 1% SER with respect to perfect channel estimation. For 20 MHz, however, ML is unable to estimate the channel, as the estimator becomes numerically unstable due to the matrix inversion. NRA, on the other hand, performs better than ML in both scenarios, with a distance of 1.5 dB to the known channel curve. Furthermore, 
V. COMPLEXITY AND IMPLEMENTATION STRATEGY
The optimal linear Wiener filter is discarded as it requires computation of a matrix inverse that depends on the channel statistics and is therefore computationally prohibitive for large bandwidths. Due to the high MSE's experienced by the ML algorithm, only different approaches of computing the RW or NRA algorithm are studied. Three main implementation proposals are considered and discussed for different parameter settings. They are given as follows: I) A precalculated RW filter, where the filter coefficients are calculated in advance and pre-stored in memory.
II) SVD of RW where the coefficients are also pre-stored in memory.
III) FFT based NRA, where F us is computed by a partial input partial output FFT, as suggested in [11] . It is noted that a general analytical expression of the complexity is nontrivial in this case. For this reason the complexity of a full FFT is considered as an upper bound. 
The orders of complexity of the different proposals are given in Table II . Practical Complex Multiply Accumulate (CMAC) operations per estimated CTF are used as complexity unit. Parameters are chosen according to the LTE settings given in Table I for the 2,5MHz and the 20MHz bandwidths. The complexity results are then shown in Fig. 5 . The main complexity factor is the FFT size allowing an increased data rate. However, for the chosen solutions, the length of the CIR is critical in determining the solution with lowest complexity. When considering a small FFT size of 256, the SVD of RW has the lowest complexity if the CIR length is below 3,5 µs. On the other hand, for an FFT size of 2048, the FFT based solution has the lowest complexity for CIR lengths above 1,7 µs. As the interest of complexity reduction lies in the worst case scenarios, the most promising algorithm implementation would be the one based on partial-input, partial-output FFT, where III is an upper complexity bound. As the input is of size N u and the output of size N s the complexity of III could be further reduced by an approximate factor of 1,5 to 2. From Fig. 5 solution III is up to 4 times less complex than solution I and II, and with an optimized implementation [11] this could be further enhanced leading to a factor 6 to 8 times lower complexity.
VI. CONCLUSION
Frequency direction PACE is studied for OFDM in an LTE context. In this paper we show that when virtual subcarriers are introduced, the ML time domain algorithm suffers from high MSE due to ill-conditioned matrices. The FFT size and the number of used subcarriers will determine the length of supported CIR for an ML with acceptable performance. A solution to this problem is to introduce a small value to the diagonal of the matrix to be inverted giving the NRA. We prove that there is a full equivalence between the time domain NRA and the frequency domain RW algorithm. This proof helps us to define a low complex FFT based implementation of the RW solution. Complexity evaluations show that this solution has significantly lower complexity than the classical implementations by SVD in the case of large FFT sizes. 
