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Resumen
La plataforma CAVI-ART para la verificacio´n automa´tica de programas
ofrece numerosas herramientas para el ana´lisis de los mismos entre las que encon-
tramos dos generadores de casos de prueba. Ninguno de ellos permite la generacio´n
de estos automa´ticamente, teniendo que interactuar manualmente para obtenerlos.
El objetivo de este trabajo es mejorar las herramientas anteriores, auto-
matizando este proceso gracias al uso de la API de Z3, Z3Py, que es la que nos
permitira´ poder interactuar con los casos obtenidos. Adema´s, otro de los objetivos
establecidos sera´ ampliar estas herramientas, an˜adiendo una adicional que sera´ la
encargada de validar los programas a partir de los casos de prueba generados con
las anteriores.
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The CAVI-ART platform for assisted program validation offers a set of
tools for analyzing them, including two test case generators. None of them allow the
generation of these cases automatically, having to interact manually to get them.
The aim of this work is to improve the previous tool, automating this
process thanks to te use of the Z3 API, Z3Py, which is what will allow us to interact
with the obtained cases. In addition, another stablished objective is to expand these
tools, adding an additional one for validating the programs, based on the test cases
generated with the previous ones.
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Una vez terminada la creacio´n de un determinado programa, nos falta la
tarea de probar este. A esta tarea se le denomina testing y consiste en comprobar
si el programa se comporta tal y como se espera, mediante su ejecucio´n con unos
casos de prueba y la verificacio´n de los resultados devueltos en cada ejecucio´n. El
testing es necesario, pero muy costoso: hay que idear esos casos de prueba, escri-
birlos, ejecutarlos y decidir si los resultados devueltos por el programa bajo prueba
son o no correctos. Todo ello, implica un gran esfuerzo humano y muchas posibilida-
des de cometer errores, como por ejemplo, probar el programa con casos demasiado
sencillos, dar por buenos casos fallidos, o peor au´n, dar por fallidos casos ejecu-
tados correctamente. Adema´s, esta tarea puede llegar a complicarse au´n ma´s si el
programa exige precondiciones complejas para sus para´metros como, por ejemplo,
que ha de recibir listas o arrays ordenados, a´rboles equilibrados, etc. Ello exigir´ıa
escribir co´digo auxiliar para generar dichas estructuras. Debido a todo esto, es por
lo que el resultado que se obtiene en la pra´ctica es que se hace menos testing del
que ser´ıa necesario. Por ello, el objetivo que nos planteamos en este trabajo puede
resumirse en: realizar muchas pruebas y hacerlo sin intervencio´n humana alguna, es
decir, automa´ticamente.
Tradicionalmente, las estrategias de pruebas se clasifican en dos grandes
grupos: de caja negra y de caja blanca [1]. La primera de estas se encarga de generar
casos de prueba teniendo en cuenta u´nicamente la precondicio´n del programa y de
validar con la postcondicio´n los resultados obtenidos de ejecutar el programa con
cada uno de estos casos. Es decir, con esta estrateg´ıa no se tendra´ en cuenta el co´digo
de nuestro programa, simplemente la especificacio´n. Por el contrario, la segunda de
estas, adema´s de tener en cuenta la precondicio´n para generar estos casos, tendra´ en
cuenta los diferentes caminos que el programa puede presentar, es decir, tendra´ en
cuenta el co´digo de este. De igual manera, contara´ con la postcondicio´n para validar
los resultados obtenidos de la ejecucio´n del programa con los casos generados.
Para alcanzar nuestro objetivo, partiremos del trabajo previo realizado en
el marco del proyecto CAVI-ART, el cua´l se ha desarrollado en los u´ltimos an˜os en el
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Departamento de Sistemas Informa´ticos y Computacio´n de la UCM [8,9], ademas de
tener en cuenta una serie de propiedades: Los programas de esta plataforma, vienen
provistos de una precondicio´n y una postcondicio´n formal. La razo´n es que el objetivo
principal de dicha plataforma es la verificacio´n formal de programas. Adema´s, dentro
de este proyecto, se han desarrollado herramientas que convierten asertos formales
en restricciones para ser tratadas por resolutores SMT [2] (del ingle´s, Satisfiability
Modulo Theories). Dichos resolutores adema´s de admitir la definicio´n de funciones
simples, tambie´n admiten la definicio´n de funciones recursivas tales como la altura
de un a´rbol, el taman˜o de una lista o el predicado isBST que nos dice si un a´rbol
binario es o no de bu´squeda. Estos a su vez, son capaces de proporcionar modelos
para dichas restricciones. Definiremos un modelo como la interpretacio´n que se le
da a las variables para que hagan ciertas todas esas restricciones. Por ejemplo, si
establecemos la restriccio´n altura(t) ≤ 3 ∧ isBST(t), el resolutor nos dice que dicha
restriccio´n es satisfactible y adema´s de esto, proporciona una interpretacio´n para la
variable t que resulta ser un a´rbol binario de bu´squeda de altura menor o igual que 3.
Otras herramientas que encontramos dentro del proyecto CAVI-ART son capaces de
calcular todos los caminos de ejecucio´n posibles de un programa y, adema´s recolectar
para cada camino, las condiciones booleanas que se cumplen en el mismo.
Este trabajo, pretende completar dichas herramientas y construir un siste-
ma integrado donde el usuario solo tenga que proporcionar el co´digo y la especifica-
cio´n formal de la unidad a probar, y a partir de esto, el resto del proceso se realice
automa´ticamente. Ma´s concretamente nos plantearemos 2 objetivos:
• Realizar pruebas exhaustivas de tipo caja blanca. El usuario especificara´ la
profundidad que desea para sus caminos y el rango de los valores que los
elementos de las estructuras de datos pueden tomar. El sistema sintetizara´ y
ejecutara´ un caso de prueba para cada camino. La profundidad de un camino se
definira´ en adelante pero, en esencia, se refiere al nu´mero ma´ximo de iteraciones
de los bucles y al nu´mero ma´ximo de desplegados de las funciones recursivas.
• Realizar pruebas exhaustivas de tipo caja negra. El usuario especificara´ los ta-
man˜os ma´ximos que desea para las estructuras de datos, adema´s del rango
para los valores de los elementos de estas, y el sistema sintetizara´ y ejecutara´
todos los casos de prueba que satisfacen la precondicio´n y no exceden dichos
taman˜os. Por ejemplo, si la unidad a probar es una funcio´n insertArray que
inserta un valor entero x en un array ordenado a, el usuario decide que los
arrays sera´n de taman˜o ma´ximo 3 y que los enteros a usar estara´n en el ran-
go 1 − 4, el sistema sintetizara´ todas las combinaciones de enteros y arrays
ordenados dentro de esos l´ımites y luego ejecutara´ dichos casos.
Otro aspecto relevante del testing es la validacio´n de los resultados. Como
describ´ıamos al comienzo, este proceso de hacerse manualmente puede llegar a ser
muy tedioso y propenso a cometer errores. Dado que, en el contexto de CAVI-ART,
disponemos de la postcondicio´n, nos planteamos como u´ltimo objetivo la validacio´n
automa´tica de los casos de prueba. Usaremos el resolutor SMT para comprobar
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3que los valores devueltos por la unidad bajo prueba satisfacen efectivamente la
postcondicio´n, previa conversio´n de esta a un conjunto de restricciones para el SMT.
Estructuraremos el trabajo en los siguientes cap´ıtulos: en el primero en-
contramos la presentacio´n del resolutor SMT que utilizaremos, en este caso Z3 [7],
y de su API para Python, Z3Py, junto con sus caracter´ısticas y funciones ma´s des-
tacables en este trabajo. Adema´s, en ese primer cap´ıtulo, se describira´n algunas de
las herramientas ya desarrolladas dentro del proyecto CAVI-ART que utilizaremos
para conseguir los objetivos planteados. En los cap´ıtulos 3 y 4, se explicara´ en de-
talle las estrategias seguidas para la obtencio´n de los casos de caja negra y de caja
blanca respectivamente. En el cap´ıtulo 5, se desarrollara´ la te´cnica empleada para
probar automa´ticamente nuestro programa con los casos ya generados. Por u´ltimo,
dedicaremos el cap´ıtulo 6 a mostrar resultados de ejecucio´n del sistema completo
para diferentes programas y co´mo es capaz nuestro sistema de detectar errores en
estos.
Trabajo Fin de Grado
4 CAPI´TULO 1. INTRODUCCIO´N
Ingle´s
Once the creation of a certain program is finished, it remains the task of
testing it. This task is called testing and consists of verifying whether the program
behaves as we expected by it execution with some test cases and checking the results
returned in each execution. Testing is necessary, but it is very expensive: you have to
think about those test cases, write them, run them and decide whether the results
returned by the program under test are correct or not. All this involves a great
deal of human effort and many possibilities of making mistakes, such as testing the
program with too simple cases, accepting failed cases, or worse, assuming correctly
executed cases which failed. Moreover, this task can be very complicated if the
program requires complex preconditions for its parameters, such as sorted lists or
arrays, balanced trees, etc. This would require writing auxiliary code to generate
such structures. Due to this, the result that we obtained in practice that less testing
is done than it would be necessary. For that, the objective that we set in this work
can be established as: carrying out many tests and doing it without any human
intervention, that is, automatically.
Traditionally, testing strategies are classified in two big groups: black box
and white box ones [1]. The first one generates test cases taking care only of the
program precondition and validating with the postcondition the results obtained by
running the program with each one of these cases. That is, with this strategy, the
code of our program will not be taken care of our program, only the specification. In
contrast to this, the second one, as well as taking care of the precondition to generate
these cases, it will take care of the differents paths that the program can follow, in
other words, it will take care of its code. Likewise, it will have the postcondition to
validate the obtained results from running the program with the generated cases.
To get our objective, we will start from the previous work carried out in the
framework of the CAVI-ART project, which has been developed in the last few years
in the Software Systems and Computation Department of UCM [8, 9] and we will
consider a set of properties: The programs of this platform have formal precondition
and postcondition. The reason for that is that the main objective of this platform
is the formal verification of programs. As well as, inside this project, we find tools
which convert formal assertions into constraints to be treated by SMT [2] solvers
(Satisfiability Modulo Theories). These solvers, besides supporting the definition of
simple functions, also supporting the definition of recursive functions such as the
height of a tree, the size of a list or the isBST predicate which tells us if a binary
tree is a search tree or not. They are able to provide models for these constraints.
We will define a model as the interpretation given to the variables to make all these
constraints true. For example, if we set the constraint height(t) ≤ 3 ∧ isBST (t), the
solver tells us that this constraint is satisfactory and in addition to this, it provides
an interpretation for the variable t which turns out being a search binary tree of
height less than or equal to 3. Other tools which we finde inside CAVI-ART project,
are able to computing all the possible execution paths of a program and, as well as
collecting for each path, the Boolean conditions defining it.
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where the user has only to provide the code and the formal specification of the unit
to be tested, and from that point, the rest of the process is carried out automatically.
More specifically we will consider two objectives:
• Do exhaustive white box tests. The user will specify the depth which he wants
for their paths and the range of values that elements of data structures can
take. The system will synthesize and run a test case for each path. The depth of
a path will be defined later, but in essence it refers to the maximum number of
iterations of the loops and the maximum number of unfoldings of the recursive
functions.
• Do exhaustive black box tests. The user will specify the maximum sizes which
he wants for the data structures, as well as the range for the values of the
elements of these, and the system will synthesize and execute all the test cases
which satisfy the precondition and do not exceed those sizes. For example, if
the unit to test is a function insertArray which inserts an integer value x in an
sorted array a, the user decides that the arrays will have 3 as maximum size
and the integers to use will be in the range 1−4, the system will synthesize all
the combinations of integers and sorted arrays within those limits and then it
will execute these cases.
Another relevant aspect of testing is the validation of the results. As we
described at the beginning, this process of carrying out manually can be very tedious
and error prone. Since, in the context of CAVI-ART, we have the postcondition, we
aim, as the ultimate goal, the automatic validation of test cases. We will use the
SMT solver to verify that the returned values by the unit under test effectively
satisfies the postcondition, after converting it to a set of constraints for the SMT.
We will structure the work in the following chapters: in the first one we
find the presentation of the SMT solver which we will use, in this case Z3 [7], and
its API for Python, Z3Py, with its most notable features and functions used in this
work. Also, in the first one chapter, some of the tools already developed in the CAVI-
ART project that we will use to achieve the stated objectives will be described. In
Chapters 3 and 4, the strategies followed to obtain the black box and white box
cases, respectively, will be explained in detail. In Chapter 5, the technique used to
automatically test our program with the cases already generated will be developed.
Lastly, we will dedicate the Chapter 6 to show results of the complete system for
different programs and how our system is able to detect errors.
Trabajo Fin de Grado




2.1. El proyecto CAVI-ART
La plataforma CAVI-ART (del ingle´s, Computer Assisted Validation by
Analysis, Transformation and Proofs) [8, 9] (figura 2.1) es un proyecto orientado
a la validacio´n automa´tica de programas. Uno de sus aspectos clave es lo que se
denomina Representacio´n Intermedia (IR por sus siglas del ingle´s, Intermediate Re-
presentation).
Partiendo de un programa escrito en cualquier lenguaje de programacio´n
como puede ser Java, C, C++, Haskell, SML o Erlang, este se transforma en una
representacio´n equivalente en la, anteriormente mencionada, IR. Esto se hara´ para
obtener una representacio´n abstracta del lenguaje de programacio´n que se este´ uti-
lizando, lo cual nos permitira´ trabajar de manera independiente a este. En la figura
2.2 puede verse su sintaxis abstracta. Como puede apreciarse, se trata de un lenguaje
funcional mı´nimo, donde la expresio´n letfun permite definir un conjunto de funcio-
nes mutuamente recursivas. Adema´s, la IR cuenta con una representacio´n textual de
dicha sintaxis abstracta a la cua´l denominaremos CLIR (del ingle´s, Common Lisp
IR). Cabe destacar que la IR no tiene solo co´digo, sino tambie´n las especificaciones
formales, debido a que la herramienta CAVI-ART pretende verificar formalmente
los programas.
As´ı mismo, la plataforma CAVI-ART cuenta con numerosas herramientas
que se pueden aplicar una vez que el programa se ha transformado, las cuales aportan
pruebas de terminacio´n, s´ıntesis de invariantes, pruebas de condiciones de verifica-
cio´n, generacio´n de condiciones de verificacio´n y generacio´n de casos de prueba, entre
otras.
Sera´ en esta u´ltima parte en la que centraremos este trabajo para generar
casos de prueba que satisfagan las especificaciones formales de un programa, y as´ı
probar este con estos casos de prueba. Para ello, en el caso de la generacio´n de caja
negra los casos se generara´n a partir de la precondicio´n del programa, y en el caso
de la generacio´n de caja blanca, a partir de la precondicio´n junto a las restricciones
de un camino. Una vez generados estos casos, pasaremos a ejecutar el programa con
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Figura 2.1: Plataforma CAVI-ART
estos, obteniendo unos resultados, que posteriormente se comprobara´ si son o no los
esperados. Con esta herramienta, podremos detectar si el programa dado presenta
errores o si, por el contrario, no se ha encontrado ninguno para los casos probados.
2.2. El resolutor Z3 y la API de Python
El resolutor Z3
Los problemas de satisfactibilidad mo´dulo teor´ıas (SMT por sus siglas del
ingle´s, Satisfiability Module Theories) son problemas de decisio´n para diferentes
teor´ıas, que se expresaran como fo´rmulas lo´gicas de primer orden. Algunas de estas
teor´ıas comu´nmente utilizadas en el mundo de la computacio´n son: la aritme´tica
lineal con nu´meros enteros, la aritme´tica lineal con nu´meros reales, la teor´ıa de
tipos algebraicos y la teor´ıa de arrays (entre otras).
Un problema SMT consiste en determinar si una formula lo´gica de primer
o´rden es satisfactible, es decir, si existen valores para las variables que hagan que
esa fo´rmula lo´gica se cumpla. Por ejemplo, dada la fo´rmula lo´gica a > b (con a y
b enteros), se aplicar´ıan las teor´ıas de la aritme´tica l´ıneal para nu´meros enteros, y
si la fo´rmula es satisfactible (que en este caso lo es), entonces podemos obtener un
modelo para las variables que haga cierta la fo´rmula, como podr´ıa ser a = 1 y b = 0.
Es por ello por lo que surgen los resolutores SMT, los cuales sera´n los
encargados de decidir la satisfactibilidad de dichas fo´rmulas lo´gicas (como la antes
comentada). Dentro de todos ellos, elegiremos el resolutor Z3 [7]. Se trata de un
resolutor SMT creado por Microsoft y que se encuentra entre los ma´s avanzados y
eficientes.
Podemos encontrar dos funcionalidades principales dentro de este resolu-
tor. La primera sera´ la mas utilizada en este trabajo, y consistira´ en, dadas una
serie de declaraciones de variables y/o funciones y una serie de restricciones que se
aplicara´n a las declaraciones anteriores, determinar su satisfactibilidad, es decir, si
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a -> -- atom
c -- constant
| x -- variable
ae -> -- atomic expression
a -- atom
| f a1 ... an -- primitive operator/function application
| C a1 ... an -- constructor application
e -> -- structured expression
ae -- atomic expression
| let p = ae in e -- sequential let
| letfun fd1 ... fdn in e -- function definition block
| case a of alt1 ... altn -- algebraic type or primitive type case
[ -> e] -- optional default clause
alt -> -- case alternative
C x1 ... xr -> e -- algebraic type alternative
c -> e -- primitive type alternative
p -> -- pattern
x -- variable pattern
| (x1,...,xn) -- tuple pattern
fd -> f x1 ... xn = e -- function definition. The name f is global
Figura 2.2: Sinta´xis abstracta de la IR
existe alguna asignacio´n para esas declaraciones, tal que se cumplan las restricciones
que se les ha asignado. En el caso de que si lo sea, podremos obtener un modelo, que
consistira´ en obtener el valor que se le han asignado a estas. En numerosos casos,
podemos encontrar que hay muchos modelos posibles que satisfacen el problema,
pero Z3 solo nos devolvera´ uno de ellos. Si queremos obtener todos los posibles, la
te´cnica que proponemos en este trabajo sera´ ir negando todos los modelos que vaya
devolviendo para as´ı asegurar que no devuelva el mismo. Esta te´cnica se desarro-
llara´ en la generacio´n de casos de caja negra que se comentara´ en el cap´ıtulo 3. Su
segunda funcionalidad sera´ comprobar si una formula lo´gica es una tautolog´ıa, es
decir, si es cierta para cualquier interpretacio´n de las variables. El problema es el
mencionado anteriormente, y es que solo podemos obtener un modelo para estas,
por lo que habr´ıa que probar si todas las posibles interpretaciones son satisfactibles,
opcio´n que no es eficiente si la fo´rmula que estamos tratando es demasiado com-
pleja. Por ello, el procedimiento que utilizaremos sera´ negar nuestra fo´rmula lo´gica
y comprobar su satisfactibilidad. Si obtenemos como resultado que la negacio´n de
esa fo´rmula es insatisfactible, podemos asegurar que es una tautolog´ıa, ya que no
existe ninguna interpretacio´n de las variables que hagan cierta esa fo´rmula, o visto
de otra manera, que cualquier interpretacio´n de las variables har´ıa cierta la fo´rmula
original. Por el contrario, si obtenemos que es satisfactible, podemos afirmar que no
es una tautolog´ıa, ya que existe alguna asignacio´n para las variables la cua´l hace
que la fo´rmula negada sea satisfactible, es decir, que esa misma asignacio´n har´ıa
insatisfactible la fo´rmula original.
El lenguaje aceptado por Z3 es una implementacio´n del esta´ndar SMT-
LIB1. Este cuenta con una pila interna que sera´ donde se ira´n almacenando las
restricciones que vayamos declarando y que, posteriormente, se valorara´ su satis-
factibilidad obteniendo como posibles resultado: satisfiable, unsatisfiable o unknown
(valor que devuelve cuando este no puede determinar si una fo´rmula es satisfactible
1http://smtlib.cs.uiowa.edu/
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( dec la re=const a Bool )
( dec la re=const b Bool )
( a s s e r t ( and a b ) )




( de f ine=fun a ( ) Bool )
t rue )
( de f ine=fun a ( ) Bool )
t rue )
)
Figura 2.3: Ejemplo de lo´gica proposicional junto con su modelo
o no). Las declaraciones de este lenguaje que ma´s utilizaremos sera´n:
• declare-const: declaracio´n de una variable o constante junto a su tipo.
• declare-fun: declaracio´n de una funcio´n.
• declare-fun-rec: declaracio´n de una funcio´n recursiva.
• assert: an˜adir una restriccio´n a la pila interna de Z3.
• check-sat: obtener la satisfactibilidad de las restricciones almacenadas en la
pila.
• get-model: devuelve el modelo en el caso de que la comprobacio´n anterior
devuelva sat.
As´ı mismo, como describ´ıamos anteriormente, Z3 permite trabajar con una
serie de teor´ıas tales como:
• Teor´ıa de la lo´gica proposicional: el tipo predefinido Bool es el tipo de
todas las expresiones proposicionales. Las variables de este tipo se declaran
mediante los comandos declare-const() o declare-fun() si estas se tra-
tan de funciones. Las fo´rmulas pueden contener los operadores booleanos ma´s
comunes como and, or, xor, not, ⇒ (implicacio´n), ite (if-then-else), etc. En
cuanto a la interpretacio´n, consistira´ en asignar a las constantes los valores
true o false. En la figura 2.3 se muestra un ejemplo de programa que utiliza
esta teor´ıa junto con el resultado obtenido.
• Teor´ıa de la aritme´tica lineal con enteros y reales: las variables de
estos tipos se declaran, al igual que los anteriores, mediante los comandos
declare-const() o declare-fun(). Las fo´rmulas pueden contener los opera-
dores aritme´ticos y relacionales tales como: +, −, ∗, <, ≤, >, ≥ (entre otros)
y constantes. La interpretacio´n, consistira´ en asignar a cada variable un valor
entero o real, segu´n el tipo. En la figura 2.4 se muestra un ejemplo en el que se
aplica esta teor´ıa para los nu´meros enteros junto con el modelo que se obtiene
para este.
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( dec la re=const a Int )
( dec la re=const b Int )
( a s s e r t (> a 0) )
( a s s e r t (< b 5) )
( a s s e r t (> a b ) )




( de f ine=fun b ( ) Int )
0 ,
( de f ine=fun a ( ) Int )
1
)
Figura 2.4: Ejemplo de nu´meros enteros junto a su modelo
( dec la re=const a ( Array Int Int ) )
( a s s e r t (= ( s e l e c t a 1) 3 ) )
( a s s e r t (= ( s e l e c t a 2) 4 ) )




( de f ine=fun a ( ) ( Array Int Int )
( s t o r e ( ( as const
( Array Int Int ) ) 4) 1 3 ) )
)
Figura 2.5: Ejemplo de array junto a su modelo
• Teor´ıa de Arrays: las variables de este tipo se declaran, mediante el comando
declare-const(). La representacio´n interna de estas variables sera´ en forma
de una funcio´n no interpretada que tendra´ en cuenta los ı´ndices y los valores.
Cabe destacar dos funciones principales para estos:
 store a i v: devuelve un array ide´ntico a a, pero en la posicio´n i se
encuentra el valor v
 select a i: devuelve el valor almacenado en la posicio´n i del array a.
Z3 usa la constructora ( as-array f) para dar la interpretacio´n de estos. De
manera que si el modelo del array a es igual a ( as-array f), entonces para
todo ı´ndice i, la funcio´n (select a i) es igual que aplicar la funcio´n (f i).
En el ejemplo de la figura 2.5, Z3 crea una funcio´n auxiliar a para asignar una
interpretacio´n del array a. De manera que el valor de todas las posiciones es 4,
menos en la posicio´n 1 que encontramos un 3 introducido mediante la funcio´n
store.
• Teor´ıa de tipos algebraicos: se declaran con el comando declare-datatyp
es(). Pueden ser utilizados para especificar listas finitas, a´rboles y otras es-
tructuras recursivas que usaremos en este trabajo. Adema´s, dentro de estos
tipos, encontramos las tuplas binarias como un caso espec´ıfico de estos, defi-
nie´ndose con la palabra reservada Pair, seguida de los tipos de los valores de
la tupla.
• Teor´ıa de cuantificadores: Z3 acepta y puede trabajar con fo´rmulas que
usen cuantificadores, tales como ∀ o ∃. Es llegado a este punto cuando el
resultado de ejecutar el comando check-sat pueda ser unknown. Por ejemplo,
si tenemos un array a y decimos que para todas las posiciones de este, su valor
es distinto de 2, segu´n la representacio´n de estos que ya hemos comentado,
al tratarse de una funcio´n no interpretada, tendr´ıa infinitas posiciones y el
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resolutor al comprobar su satisfactibilidad, fallar´ıa, obteniendo como resultado
unknown.
La API Z3Py
Por otro lado, Z3 distribuye diferentes APIs2 para diferentes lenguajes
como por ejemplo: C, .Net y Python entre otras. Este trabajo lo centraremos en
Z3Py 3, que se corresponde con la API de Z3 para Python.
Su funcionamiento, al tratarse de una API, es el mismo que el de Z3, pero
en este caso, la sintaxis var´ıa con respecto a la de este, ya que se aprecia mayor
parecido con la de Python. Algunas de las funciones que ma´s usaremos en este
trabajo sera´n:
• solver(): crear un nuevo resolutor, que sera´ en el que se almacenara´n todas
las restricciones que vayamos declarando como si fuera una pila.
• push(): establece un punto de guardado de la pila. Con esto, podremos volver
al estado del resolutor que hemos guardado cuando ejecutemos la funcio´n pop.
• pop(): elimina restricciones de la pila desde la cima hasta el u´ltimo punto de
guardado (realizado con la funcio´n push).
• check(): se corresponde con el check-sat de Z3. Resuelve las restricciones
insertadas en la pila. Este devolvera´ como resultado sat si se ha encontrado
una solucio´n, unsat si no existe ninguna solucio´n o unknown si el resolutor
falla al resolver el sistema de restricciones.
• model(): se corresponde con el get-model de Z3. Devuelve una interpretacio´n
que cumple todas las restriccio´n insertadas.
• decls(): permite acceder a la lista de todas las variables o funciones del
modelo que se les ha asignado un valor, es decir, aquellas a las que se les
ha aplicado una o mas restricciones.
• from string(): analiza sinta´cticamente las declaraciones y restricciones de
Z3 dadas en una cadena de texto en formato SMT-LIB y permite cargar estas
dentro del resolutor.
• add(): an˜ade una restriccio´n en la cima de la pila del resolutor.
• set(): establece el temporizador del resolutor. El tiempo que se establezca es
el tiempo que el resolutor puede tardar como ma´ximos en resolver un sistema
de restricciones. Cuando este expira, si no ha resuelto dicho sistema, devolvera´
unknown. Por ello es importante ajustar el temporizador a un tiempo no muy
2Del ingle´s, Application Programmer Interface, es el conjunto de funciones y procedimientos
que cumplen una o muchas funciones con el fin de ser utilizadas por otro software
3https://ericpony.github.io/z3py-tutorial/guide-examples.htm
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a = Bool ( ’ a ’ )
b = Bool ( ’b ’ )
s = So lve r ( )
s . add (And(a , b ) )
check = s . check ( )
i f ( str ( check ) == ” sat ” ) :
m = s . model ( )
print m
Figura 2.6: Ejemplo de lo´gica proposicional en Z3Py
a = Int ( ’ a ’ )
b = Int ( ’b ’ )
s = So lve r ( )
s . add ( a > 0)
s . add (b < 5)
s . add ( a > b)
check = s . check ( )
i f ( str ( check ) == ” sat ” ) :
m = s . model ( )
print m
Figura 2.7: Ejemplo de nu´meros enteros en Z3Py
alto, para evitar largas esperas, pero tampoco a uno bajo, ya que este podr´ıa
expirar en la mayor´ıa de las veces.
As´ı mismo, la sintaxis de las teor´ıas tambie´n cambia. Esta vendra´ definida
de la siguiente manera:
• Teor´ıa de la lo´gica proposicional: Las variables de este tipo se declaran
mediante la asignacio´n p = Bool(’x’), siendo x el nombre que se le asignara´
dentro del resolutor a la variable p. En la figura 2.6 se desarrolla el mismo
ejemplo que el de la figura 2.3 pero con la sintaxis de Z3Py, obteniendo como
resultado:
[a = True, b = True]
• Teor´ıa de aritme´tica lineal para enteros y reales: Las variables de estos
tipos se declaran mediante la asignacio´n x = Int(’x’) para los enteros o bien
y = Real(’y’) para los reales. En la figura 2.7 se presenta el mismo ejemplo
que el de la figura 2.4 pero con la sintaxis de Z3Py. El resultado obtenido sera´:
[b = 0, a = 1]
• Teor´ıa de Arrays: La forma en la que estas variables se declaran sera´: p =
Array(’A’, IntSort(), IntSort()) en el que A sera´ el nombre que se le
asociara´ a la variable dentro del resolutor y lo siguiente denotara´ un array de
entero a entero. Encontramos las funciones select y store, pero en este caso, la
funcio´n Select(a, i) se puede simplificar con a[i].
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a = Array ( ’ a ’ , In tSo r t ( ) , In tSo r t ( ) )
s = So lve r ( )
s . add ( a [ 1 ] == 3)
s . add ( a [ 2 ] == 4)
check = s . check ( )
i f ( str ( check ) == ” sat ” ) :
m = s . model ( )
print m
Figura 2.8: Ejemplo de arrays en Z3Py
L i s t = Datatype ( ’ L i s t ’ )
L i s t . d e c l a r e ( ’ cons ’ , ( ’ car ’ , In tSo r t ( ) ) , ( ’ cdr ’ , L i s t ) )
L i s t . d e c l a r e ( ’ n i l ’ )
L i s t = L i s t . c r e a t e ( )
Figura 2.9: Ejemplo de tipo de datos en Z3Py
Z3Py en este caso, usa la constructora K(s, v) para establecer los arrays cons-
tantes, la cual devuelve un array en el que todas las posiciones del array v
toman el valor s. Sin embargo, si no se cumple lo anterior como pasa en el
ejemplo de la figura 2.8, obtendremos como resultado:
[a = Store(K(Int, 4), 1, 3)]
en el cual tendremos un array constante en el que todas sus posiciones son 4,
menos en la posicio´n 1 que se le introduce un 3 mediante la funcio´n store.
• Teor´ıa de tipos algebraicos: La forma en la que se declarara´n sera´: p =
Datatype(’x’) siendo x el nombre que tomara´ el tipo internamente en el
resolutor. Para declarar las constructoras, se usara´ la funcio´n declare(), como
se muestra en el ejemplo de la figura 2.9 en el cual se crea un tipo de datos
Lista que esta formado por dos constructoras. La primera denominada cons
tendra´ un primer para´metro de tipo entero y el segundo para´metro sera´ de tipo
Lista. La segunda constructora denominada nil sera´ una constructora vac´ıa.
Finalmente, una vez que tenemos declaradas las constructoras, usaremos la
funcio´n create() para crear el tipo de datos definido.
• Teor´ıa de cuantificadores: Al igual que Z3, los cuantificadores que acepta
Z3Py sera´n (entre otros) ∀ y ∃. Estos pueden ser utilizados en problemas
aritme´ticos, booleanos, de arrays o incluso estructuras de datos complejas.
Al igual que en Z3, al usar estos cuantificadores en las fo´rmulas podemos
encontrar que al comprobar la satisfactibilidad de un sistema de restricciones
nos devuelva unknown porque el resolutor falle.
Como se describ´ıa al comienzo de este apartado, con la funcio´n model()
obtenemos el modelo para todas las variables y funciones a las que se le aplica alguna
de las restricciones insertadas. Por ello, para obtener el valor de cada variable en
el modelo se realizara´ el me´todo que se muestra en la figura 2.10. En primer lugar,
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check = s . check ( )
i f ( str ( check ) == ” sat ” ) :
m = s . model ( )
for var in m. de c l s ( ) :
print ( var . name ( ) , m[ var ] )
Figura 2.10: Obtencio´n del modelo de cada variable
comprobaremos la satisfactibilidad de nuestras restricciones, y en caso de devolver
sat pediremos un modelo que se almacenara´ en la variable m. Acto seguido nos
recorreremos cada variable del modelo, y mediante la expresio´n m[var] obtendremos
el valor asociado a la variable var dentro del modelo m.
En cuanto a la compatibilidad de la sintaxis de Z3 y Z3Py, mediante la
funcio´n from file() y from string() se puede introducir al resolutor declarado
en Z3Py todas las definiciones de funciones, declaracio´n de variables y restricciones
en el formato textual SMT-LIB. Pero, ¿cua´l es la diferencia entre estas?. La diferencia
es que la primera carga directamente en el resolutor el contenido del archivo (el
cual su nombre se le pasa por para´metro a la funcio´n). Por otro lado, la segunda
funcio´n, carga el contenido de una variable (cuyo contenido sera´ un string) dentro
del resolutor. Cabe destacar que la declaracio´n de tipos, funciones y variables no
se almacenan en el resolutor, u´nicamente las restricciones, pero para que se puedan
introducir estas, cada una de ella tiene que ser introducida con sus declaraciones
apropiadas.
2.3. La herramienta IR2Haskell
Dentro de todas las herramientas que pertenecen a la plataforma CAVI-
ART, una de las que mas utilizaremos en este trabajo sera´ la herramienta IR2Haskell,
desarrollada en [6].
Una de las funcionalidades de esta herramienta es que a partir de la CLIR,
producira´ un a´rbol de sintaxis abstracta para el programa (AST por sus siglas del
ingle´s, Abstract Syntax Tree) que representa la estructura de este y sus predicados
(tanto la precondicio´n como la postcondicio´n).
La otra parte de la herramienta, transformara´ la CLIR en funciones Has-
kell ejecutables. La razo´n de utilizarla es que la CLIR no es ejecutable, mientras
que Haskell si. Estas funciones se corresponden con las del programa que estamos
evaluando. Estas se ejecutara´n junto a diferentes casos de prueba, como pueden ser
los generados de tipo caja negra o de tipo caja blanca. Posteriormente a su ejecu-
cio´n, comprobaremos si el resultado es el esperado o por el contrario, estas funciones
presentan un error.
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2.4. La herramienta Precd2Z3
Otra herramienta que utilizaremos sera´ Precd2Z3, desarrollada en [3]. Su
objetivo principal sera´ transformar la precondicio´n, que vendra´ dada en el formato
de la CLIR, a un conjunto de restricciones de Z3, de manera que si estas resultaran
satisfactibles, proporcionemos a partir de la API de Z3 para Python modelos que
servira´n como casos de caja negra. Adema´s, nos proporcionara´ todos los tipos y
predicados auxiliares (que puedan aparecer en las restricciones) en el formato textual
SMT-LIB. Esta traduccio´n de la precondicio´n en asertos de Z3 se hara´ a trave´s de
un programa Haskell que producira´ como resultado un fichero .smt con todas estas
restricciones generadas. El lenguaje de especificacio´n utiliza numerosas funciones
recursivas que se definen en Z3 y que en este trabajo modificaremos y an˜adiremos
algunas adicionales como se explica en posteriores cap´ıtulos.
2.5. La herramienta AST2Z3
Por u´ltimo, otra herramienta que utilizaremos sera´ AST2Z3, desarrollada
en [4]. Ya que en ocasiones las pruebas de caja negra no cubren todos los posibles
casos que se pueden dar en un programa, aparecen las pruebas de caja blanca. Estas
tienen en cuenta el flujo del programa para detectar los posibles caminos de este,
adema´s de su precondicio´n. Para ello, buscara´ una estructura similar a un grafo
que permitira´ representar el flujo del programa (dado en la CLIR) sobre la que se
definira´n los caminos. Con ello, esta herramienta se encarga de generar restricciones
para representar los caminos hasta un nivel de profundidad (nu´mero de iteraciones
de los bucles o de llamas recursivas) dado. Es decir, transformara´ estos caminos en
asertos de Z3 que en este trabajo analizaremos junto a la precondicio´n generada por
la herramienta Precd2Z3 para generar estos casos de prueba de caja blanca.
Estas dos u´ltimas herramientas fueron un primer prototipo para generar
casos de prueba basados en asertos. Su trabajo termina generando un fichero .smt
en formato SMT-LIB. El resto del proceso es manual interaccionando con Z3.
Alejandro Cilleros Garrudo
Cap´ıtulo 3
Generacio´n de casos de caja negra
Como ya hemos mencionado anteriormente, uno de los objetivos principales
de este trabajo es generar casos de prueba de caja negra, los cuales son casos que
se ajustan a la precondicio´n del programa que se desea probar. Por ello, en primer
lugar transformaremos estas precondiciones en asertos de Z3 y en el primer apartado
comentaremos la estructura del fichero .smt que se genera.
Una vez que tenemos lo anterior, proponemos la funcionalidad auxiliar co-
mentada en el segundo apartado, que consistira´ en acotar los valores que se les puede
asignar a las llamadas variables de intere´s. Estas variables sera´n las que se le pasara´
como argumentos al programa y en las que se devolvera´ el resultado obtenido. En
esta primera parte solo nos interesaremos de las variables de entrada que sera´n las
que deben cumplir la precondicio´n. Por consiguiente, comentaremos la estrategia
seguida para la generacio´n exhaustiva de estos casos de prueba. Finalmente, aplica-
remos una serie de transformaciones a los resultados obtenidos para convertirlos en
te´rminos Haskell.
3.1. Conversio´n de la precondicio´n en asertos Z3
Como ya se ha introducido en 2.4, la herramienta Precd2Z3 genera un fiche-
ro .smt que contiene la precondicio´n en forma de aserto de Z3. Usaremos precd.smt
para referirnos a este. La estructura de la que constaba este fichero en un primer
momento era:
1. Declaracio´n de los tipos de datos y funciones :
1.1. Tipos de datos : se declaran al comienzo del fichero y estos son: array,
LLRB, lista, BST, mont´ıculo, AVL, set y multiset.
1.2. Funciones : en esta seccio´n se declaran, en formato SMT-LIB, todas las
funciones auxiliares complementarias para los tipos de datos anteriormen-
te mencionados. Un ejemplo de funcio´n sera´ sortedArr para determinar
si un determinado segmento del array esta ordenado ascendentemente.
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( de f ine=fun=r e c
sortedArr ( ( a (Arr Int ) ) ( b1 Int ) ( b2 Int ) ) Bool
(
i t e (>= b1 b2 )
t rue
( and (<= ( s e l e c t ( f i r s t a ) b1 )
( s e l e c t ( f i r s t a ) (+ b1 1 ) ) )
( sortedArr a (+ b1 1) b2 ) )
)
)
Figura 3.1: Definicio´n de la funcio´n sortedArr
La definicio´n de esta la podemos encontrar en la figura 3.1. La estructu-
ra que presentara´ nuestro tipo de datos array (Arr) sera´ un par (Array
a, Int), donde el primer valor se corresponde con un array de Z3 y el
segundo valor hace referencia al taman˜o de este.
2. Declaracio´n de las variables de intere´s : en este punto es cuando se declaran
las variables de entrada del programa.
3. Declaracio´n de la precondicio´n: es aqu´ı donde se halla traducida la precondi-
cio´n dada en el lenguaje de la IR en forma de aserto de Z3.
4. Check-sat : para comprobar la satisfactibilidad de las restricciones anterior-
mente declaradas.
5. Get-model : en caso de ser factible, proporcionar un modelo que cumpla esas
restricciones.
Para este trabajo se ha decidido modificar la estructura del fichero anterior.
La causa de esto se comentara´ en detalle en el cap´ıtulo 4. Actualmente, contaremos
con un fichero auxiliar y el fichero precd.smt. El primero se denominara´ funciones.smt
y la estructura que le sigue sera´:
1. Declaracio´n de los tipos de datos y funciones :
1.1. Tipos de datos : se mantendra´n los mismos a excepcio´n de set debido a
que Z3 ya cuenta con una definicio´n ana´loga. Adema´s el nombre de las
constructoras se modifica, lo cua´l se explicara´ ma´s en detalle en la seccio´n
3.4.
1.2. Funciones : adema´s de mantener todas las anteriores, se introducen fun-
ciones auxiliares nuevas cuya funcionalidad se explica en 3.2.
Y por otro lado, la estructura del fichero precd.smt sera´ la que sigue:
1. Nombre del programa: se corresponde con el programa que se esta´ evaluando.
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;ALTURA AVL
( de f ine=fun=r e c
altA ( ( t (AVL Int ) ) ) Int
(
i t e (= t LeafA )
0
(+ 1 (max ( altA ( i zq t ) ) ( altA ( der t ) ) ) )
)
)
Figura 3.2: Definicio´n de la funcio´n altA
2. Nombre de las variables de intere´s : vendra´n declaradas en diferentes l´ıneas de
la forma ;x siendo x el nombre de una de las variables. Esta seccio´n terminara´
cuando se encuentre la l´ınea ******. Los ”; ” son ignorados por Z3 pero esas
declaraciones sera´n de gran utilidad para nuestro programa Python.
3. Declaracio´n de las variables de intere´s.
4. Restricciones para limitar el valor de las estructuras y variables.
5. Declaracio´n de la precondicio´n.
3.2. Limitando el taman˜o y el contenido de las
estructuras de datos
Para la generacio´n de casos de caja negra se tendra´n en cuenta una serie
de restricciones adicionales. El objetivo de estas es acotar el nu´mero de modelos
que se pueden obtener para un conjunto de restricciones. Lo que ocurrir´ıa si no
inserta´ramos restricciones de este tipo, es que habr´ıa infinitos casos de caja negra
dadas unas restricciones. Para evitar esto, las que proponemos en este trabajo sera´n:
• Restricciones de taman˜o en estructuras : afectan (como su propio nombre in-
dica) al taman˜o de las estructuras de datos que pueden aparecer. Para crear
estas restricciones podemos usar algunas funciones auxiliares como altA (fi-
gura 3.2), long y heigthL. Con la primera funcio´n podemos obtener la altura
de un AVL dado por para´metro, de esta forma se podr´ıa limitar la altura de
un AVL t con altura 4 con la restriccio´n (assert(= (altA t) 4)). Con la
segunda funcio´n, podemos obtener la longitud de una lista que se pasa por
para´metro, y de la misma manera que antes, podr´ıamos limitar el taman˜o de
una lista l con taman˜o 4 con la restriccio´n (assert(= (long l) 4)). Con
la u´ltima funcio´n podr´ıamos obtener la altura de un LLRB (una variante del
a´rbol roji-negro) y mediante el procedimiento anterior, limitar el taman˜o de
dicha estructura.
• Restricciones para los valores de los elementos de las estructuras de datos : con
las anteriores restricciones podr´ıamos seguir teniendo infinitos casos, ya que
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( dec la re=const a (Arr Int ) )
( a s s e r t ( l imi tArray a 1 3) )
( a s s e r t ( sortedArr a 0 2) )
a = mk=pa i r ( Store ( Store (K( Int , 1 ) , 2 , 3 ) , 1 , 2 ) , 3)
Figura 3.3: Ejemplo de la funcio´n limitArray
( de f ine=fun=r e c
l im i t ( ( a (Arr Int ) ) (minArr Int ) (maxArr Int ) ( i Int ) ) Bool
(
i t e (= i ( second a ) )
t rue
( and (<= minArr ( s e l e c t ( f i r s t a ) i ) )
(<= ( s e l e c t ( f i r s t a ) i ) maxArr )
( l im i t a minArr maxArr (+ i 1 ) ) )
)
)
( de f ine=fun=r e c
l imi tArray ( ( a (Arr Int ) ) (minArr Int ) (maxArr Int ) ) Bool
(
l im i t a minArr maxArr 0
)
)
Figura 3.4: Definicio´n de la funcio´n limitArray
si por ejemplo tenemos un a´rbol t que cumple la restriccio´n en estructura:
isAVl, y adema´s cumple la restriccio´n de taman˜o en estructuras: (assert(=
(altA t) 2)) para indicar que ese AVL tiene que tener altura 2, seguir´ıamos
teniendo infinitas representaciones de estos, ya que los valores internos de la
estructura (valores de los nodos y las hojas) al no estar delimitados podr´ıan
tomar cualquier nu´mero entero. Es por ello que proponemos estas restricciones
para delimitar estos valores entre un rango. Para ello, las funciones que se
proponen sera´n:
 limitArray a min max: sera´ la encargada de establecer el rango que
pueden tomar los valores pertenecientes al array a. Este rango vendra´
definido por los para´metro min y max. En el ejemplo de la figura 3.3, se
puede ver que tenemos un array a declarado, al que se le aplica una de
las restricciones anteriores (sortedArr) para establecer una propiedad a
los valores del array y la nueva funcio´n que estamos describiendo, para
limitar estos valores entre 1 y 3. El resultado obtenido en efecto es un
array que esta´ ordenado y que sus valores se encuentran dentro del rango
establecido. En la figura 3.4 encontramos la definicio´n de esta.
 limitAVL t min max: En este caso, la funcio´n se encargara´ de establecer
el rango que pueden tomar las hojas y los nodos del AVL t. Al igual que
antes, dicho rango vendra´ definido por los para´metros min y max. En el
ejemplo de la figura 3.5 encontramos un AVL t definido, al que se le aplica
la funcio´n isAVL (antes mencionada) y la funcio´n que estamos definiendo
para limitar los valores entre 1 y 3. Como resultado obtenemos que t
cumple efectivamente la propiedad de ser AVL y que los valores de este
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( dec la re=const t (AVL Int ) )
( a s s e r t ( limitAVL t 1 3) )
( a s s e r t ( isAVL t ) )
t = NodeA(2 , 2 , LeafA , NodeA(3 , 1 , LeafA , LeafA ) )
Figura 3.5: Ejemplo de la funcio´n limitAVL
( de f ine=fun=r e c
limitAVL ( ( t (AVL Int ) ) (minAVL Int ) (maxAVL Int ) ) Bool
(
i t e (= t LeafA )
t rue
( and (<= minAVL ( va l t ) ) (>= maxAVL ( va l t ) )
( limitAVL ( i zq t ) minAVL maxAVL) ( limitAVL ( der t ) minAVL maxAVL) )
)
)
Figura 3.6: Definicio´n de la funcio´n limitAVL
esta´n delimitados por el rango establecido. En la figura 3.6 encontramos
la definicio´n de esta funcio´n.
 limitTree t min max: Utilizada para limitar el rango que pueden to-
mar las hojas y nodos de t, el cua´l podra´ ser o bien un BST o bien un
mont´ıculo. Seguira´ el mismo proceso para ello que los anteriores.
 limitLLRB t min max: Encargada de limitar esta vez el rango de los
valores que pueden tomar los nodos y hojas de t, que en este caso sera´
un LLRB.
 limitLST l min max: Siendo l una lista, esta funcio´n limitara´ el valor de
los elementos que esta puede contener. Al igual que todas las anteriores,
el rango de estos vendra´ determinado por los para´metros min y max. En
la figura 3.7 se puede ver un ejemplo en el cu´al declaramos una lista l
a la cua´l se le aplica la funcio´n que estamos definiendo y, efectivamente,
el resultado es el esperado, ya que todos los elementos de la lista, se
encuentran entre el rango 1 y 3. En la figura 3.8 encontramos la definicio´n
de esta.
Con estas restricciones ya definidas, el usuario podra´ generar casos de caja
negra ma´s precisos y podremos asegurar que no existira´n infinitos casos para un
conjunto de restricciones dado.
3.3. Generacio´n exhaustiva de modelos
Una vez que tenemos definidos cua´les va´n a ser los ficheros que usaremos
para este apartado y cua´l sera´ la estructura de estos, podemos comenzar a describir
la estrategia que hemos elegido para generar casos de prueba de caja negra.
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( dec la re=const l ( Lst Int ) )
( a s s e r t ( l imitLST l 0 3) )
l = Cons (1 , (Cons (2 , (Cons (3 , (Cons (2 , Ni l ) ) ) ) ) ) )
Figura 3.7: Ejemplo de la funcio´n limitLST
( de f ine=fun=r e c
limitLST ( ( l ( Lst Int ) ) (minLST Int ) (maxLST Int ) ) Bool
(
i t e (= l Ni l )
t rue
( and (<= minLST (hd l ) ) (>= maxLST (hd l ) )
( l imitLST ( t l l ) minLST maxLST) )
)
)
Figura 3.8: Definicio´n de la funcio´n limitLST
En primer lugar, vamos a describir co´mo leeremos desde Z3Py las declara-
ciones, funciones auxiliares y asertos que se encuentran en los ficheros .smt mencio-
nados en la seccio´n 3.1. Como se expon´ıa el problema en la seccio´n 2.2, el resolutor
no almacena los tipos de datos ni las declaraciones de variables. Es por ello, que
cada vez que se introduce una restriccio´n necesita ir acompan˜ada de la declara-
cio´n de variables que esta usa, y por lo tanto, si alguna de estas es un tipo de
datos, a su vez necesita que se introduzca la definicio´n de este junto con la de-
claracio´n. Por ejemplo, si tenemos el aserto (assert(isAVL t)) para definir que
t cumple la propiedad de ser un AVL, entonces esa variable ha de ir introducida
en el resolutor junto a su declaracio´n, es decir, (declare-const t (AVL Int)).
De esta forma, al decir que t es un AVL, tambie´n necesita ser introducido jun-
to a su definicio´n, que ser´ıa (declare-datatypes (T) ((AVL leafA (nodeA (val
T) (alt Int) (izq AVL) (der AVL))))). Para cargar el contenido de un fichero
.smt ten´ıamos dos posibilidades como comenta´bamos en 2.2. Teniendo en cuenta
estas posibilidades y la caracter´ıstica anterior, parece evidente que me´todo tenemos
que utilizar.
Si utiliza´ramos el me´todo from file(), el cua´l recibe como argumento el
fichero .smt que queremos cargar en el resolutor, al cargar el archivo funciones.smt
no habr´ıa ningu´n problema, pero al cargar el fichero precd.smt, por la primera ca-
racter´ıstica comentada, esto dar´ıa error ya que no tendr´ıa las declaraciones de las
funciones y de los tipos de datos. Por ello, el me´todo que se usara´ sera´ from -
string(). La estrategia que usaremos para ello, sera´ abrir y volcar en dos variables
distintas el contenido de los dos ficheros .smt. Una vez que los tenemos volcados
en las variables, supongamos fun y prog, el siguiente paso ser´ıa invocar el me´todo
from string() el cua´l recibira´ por para´metro la concatenacio´n de las dos variables
anteriores, es decir, fun + prog. Una vez realizamos esto, tendr´ıamos en el resolutor
cargadas todas las restricciones necesarias para generar los casos de caja negra.
La siguiente fase consistira´ en conocer cua´les son las variables de intere´s,
como defin´ıamos en el cap´ıtulo 3. Es decir, sera´n las variables de entrada del pro-
grama. Esto lo necesitaremos ya que como utilizaremos funciones auxiliares (como
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Figura 3.9: Ejemplo de negacio´n del modelo
isAVL), cuando pedimos un modelo, en este aparecen todas las funciones utilizadas
durante la resolucio´n de las restricciones, adema´s de posibles variables temporales
(como se comentara´ mas adelante). Es por ello que al comienzo del archivo precd.smt,
aparece el nombre de estas variables de intere´s (como se explica en la seccio´n 3.1) en
orden segu´n la funcio´n espera esos para´metros de entrada. Estos nombres se leera´n
l´ınea a l´ınea hasta que se encuentra la l´ınea ******, en ese momento, terminamos
esta fase y esos nombres quedan almacenados en un array.
Una vez que tenemos cua´les son las variables de intere´s y tenemos todas
las restricciones almacenadas en el resolutor, podemos empezar a generar casos de
caja negra. La estrategia que se propone es obtener y guardar el modelo obtenido
(se explicara´ en la siguiente seccio´n) e ir nega´ndolo hasta que, o bien se hayan
generado todos los posibles y el resolutor devuelva unsat, o bien llegue un punto en
el que el resolutor falle, lo que devolvera´ unknown. Para esta te´cnica, u´nicamente
nos interesara´ guardar y negar el modelo de las variables de intere´s, que son las que
el programa necesitara´. Gracias a la fase anterior, podemos conocer cua´les son estas.
La negacio´n de un modelo consistira´ en la disyuncio´n de la negacio´n del
modelo de cada variable de intere´s, es decir, como se expresa en la figura 3.9. Una
vez que hemos terminado de negar el modelo de todas, introduciremos en el resolutor
la disyuncio´n de esas negaciones con la funcio´n add(Or(block)), suponiendo que
en block tenemos todas estas negaciones.
Para cada modelo que nos genere el resolutor, supondremos que este se
almacenara´ en la variable m, y es en esta donde encontramos todas las variables y
funciones utilizadas junto con su respectivo modelo. Como se menciona en la seccio´n
2.2, con la funcio´n decls() podemos obtener el nombre de todas estas variables y
funciones del modelo, y por lo tanto mediante la estrategia que se propone en la figura
Trabajo Fin de Grado
24 CAPI´TULO 3. GENERACIO´N DE CASOS DE CAJA NEGRA
( dec la re=const t (AVL Int ) )
( dec la re=const x Int )
( a s s e r t (> x 0) )
( a s s e r t ( limitAVL t 1 5) )
( a s s e r t ( isAVL t ) )
t = NodeA(2 , 2 , LeafA , NodeA(4 , 1 , LeafA , LeafA ) )
x = 1
Figura 3.10: Ejemplo de modelo para un AVL y un entero
2.10 podremos obtener el modelo de estas. Si var es una variable de intere´s, entonces
procederemos a almacenar su modelo y acto seguido negarlo como se mencionaba
anteriormente. El problema surge con el tipo de var ya que la te´cnica para negar el
modelo sera´ distinta si esta es un array o si es cualquier otra estructura de datos.
En primer lugar, describiremos la te´cnica usada para todos los tipos base y
estructuras de datos menos los arrays. Como se describ´ıa en la seccio´n 2.2, mediante
la funcio´n m[var] podemos obtener el valor asociado a la variable var en el modelo
m. Por lo tanto, para negar un modelo de una variable de este estilo ser´ıa tan
sencillo como an˜adir a Z3 la restriccio´n var() != m[var]. Con esto, si tenemos algo
como en el ejemplo de la figura 3.10 en el que t es de tipo AVL y se le aplican las
restricciones isAVL y limitAVL; x es un entero al que se le aplica la restriccio´n x >
0, un modelo que se obtiene sera´ t = NodeA(2, 2, LeafA, NodeA(4, 1, LeafA,
LeafA)) y x = 1 por lo tanto, la negacio´n del modelo que an˜adir´ıamos al array
block ser´ıa t != NodeA(2, 2, LeafA, NodeA(4, 1, LeafA, LeafA)) y x != 1.
De tal manera, que cuando an˜adamos ese bloque al resolutor mediante la estrateg´ıa
comentada anteriormente la restriccio´n que an˜adiremos a este sera´ t != NodeA(2,
2, LeafA, NodeA(4, 1, LeafA, LeafA)) or x != 1.
Para los casos anteriores, se puede utilizar dicha te´cnica ya que los tipos
base y tipos de datos que utilizamos son estructuras finitas y bien definidas. El
problema, es que los arrays de Z3 no cuentan con esa caracter´ıstica. Como se especi-
ficaba en la seccio´n 2.2, su representacio´n interna sera´ como funcio´n no interpretada
la cua´l tendra´ un rango infinito de los ı´ndices y valores. Por ello, si obtenemos un
modelo para un array como el que se muestra en la figura 3.3, lo que nos dice es
que en la posicio´n 2 hay almacenado un 3, en la posicio´n 1 un 2 y en cualquier otra
posicio´n un 1. Es decir, si preguntamos por el valor que hay en la posicio´n −245 nos
dira´ que es el mismo que hay almacenado en la posicio´n 354 por ejemplo, ya que
al tratarse de una funcio´n, no existe la definicio´n de taman˜o del array ni tampoco
cuenta con la caracter´ıstica de que sus ı´ndices han de ser positivos. Es por esto que
si negamos este modelo de la primera forma comentada, al darse las caracter´ısticas
anteriores, si intentamos obtener un nuevo modelo con la restriccio´n anterior, el
resolutor no es capaz de generar un modelo (ya que como la funcio´n puede tomar
infinitos ı´ndices, no puede asegurar que cada uno de ellos, tenga un valor distinto al
anterior) devolviendo unknown.
Es por ello, que se requiere otra te´cnica ma´s sofisticada. Para ello tenemos
que tener en cuenta cua´l es la estructura de los arrays, la cua´l vendra´ representada
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f s t = var ( ) . s o r t ( ) . a c c e s s o r (0 , 0 )
S e l e c t ( f s t ( var ( ) ) , i )
Figura 3.11: Me´todo para referenciar a la posicio´n i-e´sima de un array
en la figura 3.12. Nuestro tipo de datos array, como ya se ha comentado, sera´ un
par formado por un array (de Z3) y un entero que hace referencia a su taman˜o. La
estrategia que proponemos consistira´ en negar los valores que se encuentren entre las
posiciones desde la 0 hasta la del taman˜o de nuestra estructura (sin incluir). Para
esto, como se ve en la figura 3.12, si queremos acceder a la primera componente
del par (que en este caso sera´ el array de Z3) utilizaremos first, de tal manera que
first(a) nos devolvera´ una referencia al array de Z3 en ese modelo. Por otro lado
si utilizamos second accederemos al segundo valor del par, es decir, con second(a)
obtendr´ıamos una referencia al taman˜o de la estructura en ese modelo.
Pero en Z3Py, no es tan sencillo como poner lo anterior. Dentro de la va-
riable var, tendremos que buscar estos accesores. Con la funcio´n sort() accedemos
a la constructora de var, y mediante la funcio´n accesor() podemos encontrar lo
que esta´bamos buscando. De manera, que con var().sort().accessor(0,0) ob-
tendr´ıamos el accesor first y de igual manera, con var().sort().accessor(0,1)
el accesor second.
Una vez que ya podemos acceder al array del modelo con los accesores,
veremos co´mo acceder a las n posiciones de este y co´mo obtener el valor asociado a
estas. Como comenta´bamos anteriormente, gracias a la funcio´n select(a,i) pode-
mos referirnos a la posicio´n i-e´sima del array a, de esta manera, como se muestra en
la figura 3.11, haremos referencia a la componente a[i].
Ahora necesitamos el valor asociado a la posicio´n i-e´sima antes mencionado.
Para ello, describiremos a la funcio´n m.eval(t), la cua´l dada una expresio´n t es
capaz de evaluarla en el modelo m actual. Esa expresio´n t sera´ select(a,i), con a
el modelo devuelto para el array de Z3. Para acceder a este lo haremos de la siguiente
manera: m[var].arg(0) y de igual manera, para acceder al taman˜o utilizar´ıamos
m[var].arg(1). Es por ello, que combinando todo lo anterior de la siguiente manera:
m.eval(Select(modelo[var].arg(0), i))
obtendr´ıamos esta funcionalidad.
Con esta informacio´n ya podr´ıamos negar el modelo de un array, ya que
tenemos la forma de acceder a la variable y a su valor. Por lo que, en vez de la
negacio´n del modelo de la figura 3.3 ser a != mk-pair(Store(Store(K(Int, 1),
2, 3), 1, 2), 3) sera´ a[0] != 1 or a[1] != 2 or a[2] != 3 or second(a)
!= 3.
En este punto, queda definida cua´l sera´ la estrategia que se seguira´ para
negar modelos y obtener todos los posibles para un determinado programa partiendo
de una serie de restricciones iniciales.
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( dec la re=datatypes (T1 T2) ( ( Pair (mk=pa i r ( f i r s t T1) ( second T2 ) ) ) ) )
( de f ine=s o r t Arr (T) ( Pair ( Array Int T) Int ) )
Figura 3.12: Declaracio´n del tipo de datos array en Z3
3.4. Convirtiendo modelos Z3 en te´rminos Has-
kell
Una vez hemos descrito los puntos anteriores, falta saber co´mo se guardan
esos modelos, y que´ serie de transformaciones se les aplica.
El objetivo de transformar estos modelos Z3 en te´rminos Haskell sera´ para
probar el programa. Como se describe en la seccio´n 2.3, este sera´ un programa Haskell
y se ejecutara´ con estos casos que hemos generado. Es por ello, que necesitamos que
estos casos presenten el modelo que este programa espera, es decir, en formato
Haskell.
Estos modelos se almacenara´n en un fichero .txt y cada uno de estos, ira´
en una l´ınea del fichero. La forma en la que se guardara´ cada modelo sera´ en una
tupla n-aria de tantas componentes como variables de intere´s tenga el programa.
Es decir, si tenemos 3 variables de intere´s: x, t y l, lo que encontraremos en cada
l´ınea del fichero sera´ algo del estilo (mod(x), mod(t), mod(l)), siendo por ejemplo
mod(x) el modelo para la variable x. Estos modelos deben de cumplir unas ciertas
condiciones:
Los modelos de las variables de la tupla n-aria deben preservar el orden de
los para´metros del programa, es decir, segu´n el ejemplo anterior, el primer para´metro
ser´ıa x, seguido de t y por u´ltimo l. Esto lo conseguiremos gracias a que al leer las
variables de intere´s del fichero precd.smt, estas vienen en ese orden esperado, y por lo
tanto, almacenaremos el nombre de estas en ese orden. En cuanto a los valores de las
variables de intere´s, estos se almacenen en un diccionario (para mejorar la eficiencia
a la hora de acceder a estos valores), de manera que cada variable tiene asociado en
este su valor. Por ello, una vez que se han inspeccionado todas las variables y se ha
almacenado en el diccionario sus respectivos valores, se recorre la estructura donde
tenemos almacenados los nombre de estas en orden y se almacena su resultado en
el fichero.
La otra condicio´n que se ha de cumplir, es que estos modelos presenten la
sintaxis que Haskell espera. Para ello, en primer lugar debemos mencionar las clases
Read y Show. La clase Show lo que nos permite es obtener co´mo es la representa-
cio´n para una instancia de un tipo de datos definido en Haskell en una cadena de
string. Por otro lado, la clase Read hace todo los contrario, es decir, nos propor-
ciona operaciones para analizar cadenas de strings y obtener los valores que estos
representan.
Gracias a estas clases, podemos detectar co´mo es el formato que Haskell
espera. La sintaxis que este presenta para la definicio´n de constructoras y tipos de
datos es que estos tienen que empezar por mayu´scula, y es por ello que el fichero
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Figura 3.13: Ejemplo de cambio en el fichero funciones.smt
def imprimeArray (tam , modelo , var ) :
f i n a l = ” ( f romList [ ”
for i in range ( tam ) :
f i n a l += ” ( ”+ str ( i ) +” , ”+
str ( ( modelo . eval ( S e l e c t (modelo [ var ] . arg ( 0 ) , i ) ) ) )
+” ) ”
i f ( i != tam = 1 ) :
f i n a l += ” , ”
f i n a l += ” ] , ” + str ( tam) + ” ) ”
return f i n a l
Figura 3.14: Funcio´n para transformar un Array de Z3py en un Array de Haskell
funciones.smt ha sido modificado cambiando el nombre de todas las constructoras
que utilizara´ Haskell para que empiecen por mayu´scula como se muestra en la fi-
gura 3.13. Una vez que tenemos esto y teniendo en cuenta las clases Read y Show,
definiremos como espera Haskell cada valor de las variables:
• Arrays : vendra´n definidos por un par, en el que el primer elemento del array
es un Map que usara´ la constructora fromList, esto es debido a que en Haskell
no hay arrays como tales, es por ello que en la herramienta IR2Haskell se
simulan con Map Int a, es decir, como un diccionario de enteros en valores.
El segundo elemento sera´ el taman˜o del array. De esta manera, si tenemos el
array [5,8,10], el formato que emplear´ıa la clase Show y Read para arrays
ser´ıa de la forma (fromList[(0,5),(1,8),(2,10)], 3), cuya interpretacio´n
para (a,b) sera´ que en la posicio´n a se encuentra almacenado el valor b. Esta
transformacio´n se llevara´ a cabo con la funcio´n de la figura 3.14, la cual recibe
como para´metros el taman˜o del array, el modelo generado por el resolutor y el
nombre de la variable.
• Tipos base y resto de tipos de datos : los tipos base segu´n se muestran en el
modelo de Z3Py es como los esperan las clases Show y Read de Haskell. Los
tipos de datos, si la constructora no tiene argumentos (es un a´tomo), al igual
que en los tipos base, segu´n se muestran en el modelo de Z3Py es como los
esperan estas clases. Pero si estas constructoras tienen para´metros, de la forma
en la que estas clases esperan estos sera´ que vayan separados por espacios,
en lugar de por ”, ” como muestra el modelo Z3Py. Adema´s, si se trata de
una constructora de este tipo, su representacio´n tendra´ que venir dada entre
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def t extoRecurs ivo ( e s t ru c tu ra ) :
f i n a l = ””
i f ( e s t ru c tu r a . num args ( ) == 0 ) :
return f i n a l + ( ” ( ” + str ( e s t ru c tu r a ) + ” ) ” )
else :
f i n a l += ( ” ( ” + str ( e s t ru c tu r a . de c l ( ) ) + ” ” )
for i in range ( e s t ru c tu r a . num args ( ) ) :
f i n a l += textoRecurs ivo ( e s t ru c tu ra . arg ( i ) )
f i n a l += ” ) ”
return f i n a l






( dec la re=const x Int )
( dec la re=const v (Arr Int ) )
( a s s e r t ( and (<= 0 x) (<= x 10 ) ) )
( a s s e r t ( l imi tArray v 0 10))
( a s s e r t (<= ( second v ) 4) )
( a s s e r t ( sortedArr v 0 ( second v ) ) )
Figura 3.16: Fichero .smt de la funcio´n binSearch para la generacio´n de caja negra
pare´ntesis. Es por ello, que tanto los tipos base, como las constructoras con
argumentos y sin argumentos, se imprimira´n entre pare´ntesis.
Es decir, suponiendo que tenemos el siguiente ejemplo: NodeA(2, 2, LeafA,
NodeA(4, 1, LeafA, LeafA)) la transformacio´n a Haskell quedar´ıa: (NodeA
(2) (2) (LeafA) (NodeA (4) (1) (LeafA) (LeafA))). De esto se encar-
gara´ la funcio´n que se presenta en la figura 3.15 la cua´l recibe por para´metro
el modelo de la variable.
En este punto, ya hemos definido co´mo se generan los casos de caja negra
para un determinado programa, as´ı como la manera en la que este imprime los
resultados para ser procesados en las siguientes fases de este trabajo.
Por u´ltimo, veremos co´mo se comporta esta herramienta con la funcio´n
binSearch, la cua´l hace referencia a la bu´squeda binaria en un array ordenado. Para
esta funcio´n, el taman˜o de los valores de las variables vendra´ limitado por el rango
0− 10, ambos incluidos. Adema´s, el taman˜o de la estructura se limitara´ a ser ≤ 4.
Con estas restricciones, el fichero precd.smt tiene el formato que se ilustra en la fi-
gura 3.16. En este podemos encontrar definido al comienzo del fichero el nombre del
programa, seguido de las variables de intere´s, la declaracio´n de estas y las restriccio-
nes de taman˜o y valores (antes comentadas) seguido por u´ltimo de la precondicio´n
(sortedArr).
Una vez que ejecutamos nuestra herramienta con el fichero anterior, ge-
neramos todos los casos de prueba que cumplen las restricciones impuestas en la
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figura 3.16. Algunos de estos son los que se muestra en la figura 3.17 y, como se
puede comprobar, presentan la sintaxis que se describ´ıa en esta seccio´n.
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( ( 0 ) , ( f romList [ ] , 0 ) )
( ( 1 ) , ( f romList [ ] , 0 ) )
( ( 0 ) , ( f romList [ ( 0 , 0 ) ] , 1 ) )
( ( 1 ) , ( f romList [ ( 0 , 9 ) ] , 1 ) )
( ( 1 ) , ( f romList [ ( 0 , 6 ) ] , 1 ) )
( ( 1 ) , ( f romList [ ( 0 , 1 ) ] , 1 ) )
( ( 2 ) , ( f romList [ ( 0 , 0 ) ] , 1 ) )
( ( 3 ) , ( f romList [ ( 0 , 0 ) ] , 1 ) )
( ( 4 ) , ( f romList [ ( 0 , 0 ) ] , 1 ) )
( ( 5 ) , ( f romList [ ( 0 , 0 ) ] , 1 ) )
( ( 6 ) , ( f romList [ ( 0 , 0 ) ] , 1 ) )
( ( 7 ) , ( f romList [ ( 0 , 0 ) ] , 1 ) )
( ( 5 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 1 ) ] , 2 ) )
( ( 5 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 2 ) ] , 2 ) )
( ( 5 ) , ( f romList [ ( 0 , 0 ) , ( 1 , 1 0 ) ] , 2 ) )
( ( 1 ) , ( f romList [ ( 0 , 0 ) , ( 1 , 1 0 ) ] , 2 ) )
( ( 2 ) , ( f romList [ ( 0 , 0 ) , ( 1 , 1 0 ) ] , 2 ) )
( ( 6 ) , ( f romList [ ( 0 , 0 ) , ( 1 , 1 0 ) ] , 2 ) )
( ( 7 ) , ( f romList [ ( 0 , 0 ) , ( 1 , 1 0 ) ] , 2 ) )
( ( 10 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 6 ) ] , 2 ) )
( ( 10 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 9 ) ] , 2 ) )
( ( 10 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 1 0 ) ] , 2 ) )
( ( 9 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 5 ) ] , 2 ) )
( ( 8 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 5 ) ] , 2 ) )
( ( 7 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 5 ) ] , 2 ) )
( ( 6 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 5 ) ] , 2 ) )
( ( 6 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 1 0 ) ] , 2 ) )
( ( 7 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 1 0 ) ] , 2 ) )
( ( 8 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 1 0 ) ] , 2 ) )
( ( 9 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 1 0 ) ] , 2 ) )
( ( 9 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 6 ) ] , 2 ) )
( ( 9 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 7 ) ] , 2 ) )
( ( 9 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 9 ) ] , 2 ) )
( ( 7 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 6 ) ] , 2 ) )
( ( 6 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 6 ) ] , 2 ) )
( ( 6 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 7 ) ] , 2 ) )
( ( 6 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 9 ) ] , 2 ) )
( ( 6 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 1 ) ] , 2 ) )
( ( 6 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 2 ) ] , 2 ) )
( ( 6 ) , ( f romList [ ( 0 , 1 ) , ( 1 , 3 ) ] , 2 ) )
( ( 10 ) , ( f romList [ ( 0 , 8 ) , ( 1 , 1 0 ) , ( 2 , 1 0 ) ] , 3 ) )
( ( 9 ) , ( f romList [ ( 0 , 1 0 ) , ( 1 , 1 0 ) , ( 2 , 1 0 ) ] , 3 ) )
( ( 8 ) , ( f romList [ ( 0 , 1 0 ) , ( 1 , 1 0 ) , ( 2 , 1 0 ) ] , 3 ) )
( ( 8 ) , ( f romList [ ( 0 , 8 ) , ( 1 , 1 0 ) , ( 2 , 1 0 ) ] , 3 ) )
( ( 8 ) , ( f romList [ ( 0 , 9 ) , ( 1 , 1 0 ) , ( 2 , 1 0 ) ] , 3 ) )
( ( 3 ) , ( f romList [ ( 0 , 1 0 ) , ( 1 , 1 0 ) , ( 2 , 1 0 ) ] , 3 ) )
( ( 0 ) , ( f romList [ ( 0 , 1 0 ) , ( 1 , 1 0 ) , ( 2 , 1 0 ) ] , 3 ) )
( ( 5 ) , ( f romList [ ( 0 , 1 0 ) , ( 1 , 1 0 ) , ( 2 , 1 0 ) ] , 3 ) )
( ( 1 ) , ( f romList [ ( 0 , 1 0 ) , ( 1 , 1 0 ) , ( 2 , 1 0 ) ] , 3 ) )
( ( 4 ) , ( f romList [ ( 0 , 1 0 ) , ( 1 , 1 0 ) , ( 2 , 1 0 ) ] , 3 ) )
( ( 3 ) , ( f romList [ ( 0 , 8 ) , ( 1 , 1 0 ) , ( 2 , 1 0 ) ] , 3 ) )
. . .




Generacio´n de casos de caja blanca
Otro de los objetivos de este trabajo sera´ la generacio´n de casos de prueba
de caja blanca. La finalidad de estos sera´ complementar la generacio´n de casos de
caja negra, ya que, aunque en nuestros programas de prueba los casos de caja negra
generan todos los posibles casos dadas unas limitaciones, en programas ma´s com-
plejos que cuenten con numerosos condicionales (muchas sentencias if-then-else),
lo ma´s seguro es que los casos de caja negra no contemplen todos estos casos, y es
ah´ı cuando los casos de caja blanca cubrir´ıan esta carencia. Como se describ´ıa en
la seccio´n 2.5, lo que se persigue a partir de la herramienta AST2Z3 es teniendo en
cuenta el flujo del programa, generar casos que comprueben hasta una profundidad
dada, todos los posibles caminos del programa. Estos caminos, se plasmara´n en el
formato textual SMT-LIB en forma de asertos Z3. Cada camino declara las variables
intermedias que aparecen en los let y los case y adema´s, contiene asertos para los
puntos de bifurcacio´n del programa que son las ramas del case. Sera´ a partir de
estos, cuando en este trabajo, los interpretemos y obtengamos la satisfactibilidad de
cada uno de ellos, y en el caso de estar ante un camino va´lido, generar un modelo
para este. Este modelo, nos da el valor que tendr´ıan que tomar los para´metros de
entrada para as´ı seguir el flujo de ese camino.
En la primera seccio´n, se describira´ el formato del fichero en el que se al-
macenan estos caminos en forma de aserto de Z3 y el me´todo que usaremos para
leer estos caminos. Una vez que tengamos definido lo anterior pasaremos a comentar
por que´, de esos caminos, podemos encontrar que nu´merosos de ellos sean insatis-
factibles, es decir, que se tratan de caminos imposibles de ejecutar. Por u´ltimo, una
vez tenemos definido todo lo necesario para la generacio´n de estos, se desarrollara´ la
te´cnica empleada as´ı como el formato en el que estos resultados se devuelven para
siguientes procesamientos.
4.1. Lectura de los caminos en formato SMT-LIB
Como describ´ıamos en el apartado anterior, gracias a la herramienta AST2Z3,
podemos obtener los caminos de un programa hasta una cierta profundidad siguien-
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do el flujo de este. Estos caminos vendra´n representados en forma de aserto de Z3.
En un primer momento, la estructura del programa era:
1. Declaracio´n de tipos de datos.
2. Declaracio´n de las funciones auxiliares.
3. Declaracio´n de las variables de entrada.
4. Restricciones para las variables de intere´s.
5. Para cada camino:






Teniendo en cuenta que tenemos que ir procesando camino a camino para
obtener el modelo de las variables para cada uno, este modelo de fichero puede llegar
a presentar problemas. La estrategia consistira´ en ir leyendo cada l´ınea del camino
y cuando hemos terminado de leer un camino entero entonces pasamos a comprobar
la satisfactibilidad de este. Cabe recordar como se dijo en la seccio´n 2.2 que cada
vez que insertamos en el resolutor una restriccio´n, las funciones y variables a las que
se haga referencia en esta deben de ser introducidas junto a su declaracio´n, y en el
caso de las u´ltimas ser un tipo de datos, tambie´n junto a su definicio´n.
Si tenemos en cuenta lo anterior y la estructura descrita, para comprobar la
satisfactibilidad del primer camino tendr´ıamos que leer l´ınea a l´ınea toda la declara-
cio´n de tipos, seguida de la declaracio´n de funciones y variables y de las restricciones.
Una vez le´ıdo esto comenzar´ıamos a leer el primer camino, y cuando tuvie´ramos esto,
probar´ıamos su satisfactibilidad. Una vez en este punto, tendr´ıamos que procesar
el segundo camino y as´ı sucesivamente. El problema es que en leer l´ınea a l´ınea
toda la seccio´n previa a los caminos se desperdician muchos recursos y se reduce la
eficiencia. Por ello, la opcio´n mas viable es cambiar la estructura del fichero.
En un primer momento, una estructura que se barajo´ ser´ıa similar a la
anterior, pero cada camino en vez de ir uno seguido de otro en el fichero, cada
uno de estos ir´ıa en un fichero separado junto a la parte previa a estos igual que
anteriormente (declaraciones de funciones y restricciones de las variables de intere´s).
A la hora de leer cada camino ser´ıa inmediato, ya que tendr´ıamos que volcar el fichero
entero en el resolutor con la funcio´n from file() sin necesidad de ir leyendo l´ınea
a l´ınea y ser´ıa lo mas ra´pido y eficiente. El problema es que si un programa genera
10000 caminos como es el caso de la funcio´n insertAVL con profundidad 2, crear´ıamos
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10000 ficheros y eso puede llegar a ser un problema de espacio en caso de valores
mas grandes.
Es por ello, que el fichero que genera AST2Z3 quedara´ de la siguiente
manera:
1. Para cada camino.
1.1. Nu´mero del camino.
1.2. Restricciones del camino.
En la figura 4.1 se muestra un ejemplo de este. En cuanto a las declara-
ciones de tipos y funciones, estas se encontrara´n en el fichero funciones.smt como
se explica en la seccio´n 2.4. Por otro lado, la precondicio´n y la declaracio´n de las
variables de entrada se encuentran en el fichero que la herramienta Precd2Z3 genera
el cua´l tendra´ la estructura que se define en la seccio´n 2.4. En u´ltimo lugar, las
funciones check-sat, get-model, pop y push de cada camino desaparecen, ya que
estas funcionalidades se establecera´n dentro de la herramienta Z3Py.
Con esta estructura, aunque tengamos que seguir leyendo los caminos l´ınea
a l´ınea, la seccio´n de declaracio´n de variables y funciones se puede volcar directamen-
te, factor que mejora la eficiencia de esta herramienta y, adema´s, todos los caminos
se encuentran en el mismo archivo, solventando uno de los problemas comentados
anteriormente. Es por ello que, para leer un camino completo, tendremos que leer
las restricciones del camino, el fichero funciones.smt y el fichero precd.smt generado
por la herramienta Precd2Z3.
4.2. Caminos insatisfactibles
Como hemos visto en la anterior seccio´n, en esta parte del trabajo nos
centraremos en generar casos de caja blanca, a partir de unos caminos que vendra´n
dados en formato de aserto. Al procesar un camino completo y comprobar su sa-
tisfactibilidad para la obtencio´n de un modelo, podemos obtener 3 resultados: sat,
unsat y unknown. El resultado que podr´ıamos esperar es que siempre los caminos
que se generen sean satisfactibles, pero veremos la explicacio´n de por que´ podemos
encontrar unsat y unknown. En primer lugar, para explicar el primer caso hay que
definir lo que llamaremos camino esta´tico. Estos caminos se definen a trave´s de un
conjunto de funciones recursivas definidas en la UUT (del ingle´s, Unit Under Test)
como un camino de ejecucio´n en potencia, comenzando desde la funcio´n del nivel su-
perior y terminando cuando esta funcio´n produce un resultado. Pero no todas estos
caminos esta´ticos se corresponden con caminos de ejecucio´n reales, ya que algunos
de estos caminos esta´ticos pueden no ser factibles. Estos caminos se generan hasta
una profundidad dada, la cua´l se definira´ como el nu´mero ma´ximo de despliegues
que una funcio´n recursiva puede realizar en un camino. La herramienta AST2Z3 que
usamos para generar los caminos, utiliza este tipo de caminos y este concepto de
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profundidad. Es por ello, que dado un programa y una profundidad, genera todos
los posibles caminos esta´ticos para esa profundidad, pudiendo ser muchos de ellos
insatisfactibles.
Tambie´n podemos encontrar caminos esta´ticos que sean satisfactibles, pero
debido a la restriccio´n de taman˜o que podemos establecer a las variables del progra-
ma y estructuras puede ser que esto les convierta en insatisfactibles. Por ejemplo,
la funcio´n insertBST (inserta un valor dentro de un a´rbol binario de bu´squeda)
con profundidad 1, generar´ıa dos caminos como se muestra en la figura 4.1. En el
primer camino, el a´rbol de entrada estar´ıa vac´ıo y la funcio´n terminar´ıa insertando
ese valor en un nodo, estableciendo la altura de este en 1. En el segundo caso, el
valor que se intenta insertar, estar´ıa en la ra´ız del a´rbol, y la funcio´n terminar´ıa
sin insertar. Es decir, se tratar´ıan de los casos base del programa. Esto dos cami-
nos son completamente satisfactibles, pero si an˜adimos como restriccio´n que todas
las estructuras tengan taman˜o 0 como ma´ximo, entonces el segundo camino, que
tendr´ıa altura 1 (el taman˜o de un BST vendra´ definido por la altura), no podr´ıa
ser satisfactible, ya que no cumplir´ıa esa u´ltima restriccio´n. Esto quiere decir que
para caminos de la misma profundidad, dependiendo de las restricciones adicionales
a los valores de las variables y estructuras podemos obtener que un mismo camino
en ocasiones sea satisfactible y en otras ocasiones no, dependiendo u´nicamente de
los valores anteriores.
Otro resultado que podemos obtener es unknown. Este resultado podemos
encontrarlo incluso si el conjunto de restricciones de un camino son satisfactibles.
Esto puede presentarse en programas que evalu´an condiciones complejas y el reso-
lutor no puede encontrar un modelo. Es decir, no podremos generar modelos para
caminos cuya satisfactibilidad sea unknown.
4.3. Generacio´n de casos
Teniendo ya definida la estructura del fichero donde se almacenan los ca-
minos en forma de restricciones, que´ partes componen un camino completo y que´
clase de caminos nos podemos encontrar en este fichero como describ´ıamos en la
seccio´n anterior, estamos preparados para definir co´mo se generan estos casos de
caja blanca.
Al igual que hac´ıamos en el cap´ıtulo 3, lo primero sera´ detectar cua´les
sera´n los nombres de las variables de intere´s. Para ello, gracias a que en el archivo
precd.smt tenemos el nombre de estas, con la misma te´cnica comentada en la seccio´n
3.3 conseguiremos saber el nombre de estas. Esta funcionalidad cobra ma´s impor-
tancia en este punto, ya que a la hora de consultar un modelo para las restricciones
insertadas, al declararse muchas variables auxiliares por cada camino, necesitamos
poder distinguir sin problema estas variables con las variables de intere´s.
Seguido de esto, el conjunto de restricciones de cada camino tendra´ que ser
insertado en el resolutor junto con el contenido del fichero funciones.smt que con-
tendra´ todas las declaraciones de tipos y funciones necesarias y el fichero precd.smt
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; path 1
( dec la re=const f 1 ! 1 ! x Int )
( dec la re=const f 1 ! 1 ! t ( Tree Int ) )
( a s s e r t (= x f1 ! 1 ! x ) )
( a s s e r t (= t f1 ! 1 ! t ) )
( dec la re=const f 1 ! 1 ! r e s ( Tree Int ) )
( dec la re=const r e s ( Tree Int ) )
( a s s e r t (= r e s f 1 ! 1 ! r e s ) )
( a s s e r t (= f1 ! 1 ! t Leaf ) )
( dec la re=const f 1 ! 1 ! empty leaf ( Tree Int ) )
( a s s e r t (= f1 ! 1 ! empty leaf Leaf ) )
( a s s e r t (= f1 ! 1 ! r e s (Node f1 ! 1 ! x f 1 ! 1 ! empty leaf f 1 ! 1 ! empty leaf ) ) )
; path 2
( dec la re=const f 1 ! 1 ! x Int )
( dec la re=const f 1 ! 1 ! t ( Tree Int ) )
( a s s e r t (= x f1 ! 1 ! x ) )
( a s s e r t (= t f1 ! 1 ! t ) )
( dec la re=const f 1 ! 1 ! r e s ( Tree Int ) )
( dec la re=const r e s ( Tree Int ) )
( a s s e r t (= r e s f 1 ! 1 ! r e s ) )
( dec la re=const f 1 ! 1 ! y Int )
( dec la re=const f 1 ! 1 ! l ( Tree Int ) )
( dec la re=const f 1 ! 1 ! r ( Tree Int ) )
( a s s e r t (= f1 ! 1 ! t (Node f1 ! 1 ! y f 1 ! 1 ! l f 1 ! 1 ! r ) ) )
( dec la re=const f 1 ! 1 ! b Bool )
( a s s e r t (= f1 ! 1 ! b (< f 1 ! 1 ! x f 1 ! 1 ! y ) ) )
( a s s e r t (= f1 ! 1 ! b f a l s e ) )
( dec la re=const f 1 ! 1 ! b1 Bool )
( a s s e r t (= f1 ! 1 ! b1 (> f 1 ! 1 ! x f 1 ! 1 ! y ) ) )
( a s s e r t (= f1 ! 1 ! b1 f a l s e ) )
( a s s e r t (= f1 ! 1 ! r e s f 1 ! 1 ! t ) )
Figura 4.1: Fichero de caminos insertBST
el cua´l contendra´ la declaracio´n de las variables de entrada y las restricciones para
limitar los valores y el taman˜o de las estructuras de estas, adema´s de la precondicio´n
del programa. Es decir, si suponemos que el fichero funciones.smt lo volcamos en
la variable func, el fichero precd.smt, en la variable prec y las restricciones de un
camino concreto las almacenamos (en forma de cadena de caracteres) en la variable
path. Mediante la funcio´n
s.from string(func + prec + path)
conseguiremos insertar todas las restricciones para un camino en el resolutor s. Para
cada camino, una vez que el resolutor tiene toda esa informacio´n podemos pasar
a comprobar su satisfactibilidad mediante la funcio´n s.check(), y en el caso de
que este conjunto de restricciones sea sat podemos obtener un modelo gracias a
la funcio´n s.model(). A partir del modelo obtenido, tendremos que recorrer sus
variables, queda´ndonos u´nicamente con las que sean de intere´s. Cuando detectemos
una, procederemos a almacenar su modelo correspondiente en un diccionario.
Al igual que en el cap´ıtulo 3, necesitamos que cada modelo tenga un formato
Haskell. En este momento es cuando por primera vez en esta herramienta tendremos
que volver a tener en cuenta la diferencia entre los arrays y el resto de estructuras
de datos y tipos base. En el caso de tratarse de los primeros, para ello utilizaremos
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la funcio´n descrita en la figura 3.14. Con esta, dado un array devuelto por el modelo
podemos acceder a todos los valores de este para los ı´ndices comprendidos entre 0 y
el taman˜o del array. Es por ello que teniendo eso, es solo cuestio´n de hacer un pretty
printing para crear un string que contenga dicha informacio´n en el formato que las
clases Show y Read de Haskell lo esperan. Como ejemplo de esta transformacio´n,
podemos tomar por referencia un array v, cuyo modelo sera´ mk-pair(Store (Store
(K (Int, 2), 2, 8), 1, 5), 3). La interpretacio´n que le daremos a este es que
v es un array de taman˜o 3, cuyos valores sera´n: a[0] = 2, a[1] = 5 y a[2] = 8. La
transformacio´n que sufrira´ para convertirlo en termino Haskell a partir de la funcio´n
que estamos describiendo producir´ıa como resultado:
(fromList[(0,2),(1,5),(2,8)], 3)
al igual que se describ´ıa en la seccio´n 3.4.
Sin embargo, si nos centramos en el resto de estructuras de datos y tipos
ba´sicos, el modelo que devuelve Z3Py, en el caso de los tipos ba´sicos, es el que espera
Haskell, y en cuanto a las estructuras de datos, como comenta´bamos en 3.4, habr´ıa
que cambiar las ”,” por espacios en blanco. De esta transformacio´n se encarga la
funcio´n que se describe en la figura 3.15. Mediante esta, lo que conseguiremos sera´
en el caso de los a´tomos imprimirlo tal cua´l entre pare´ntesis, es decir, si tenemos el
a´tomo Leaf, la transformacio´n devolvera´ (Leaf). Si por el contrario, no es un a´tomo,
tendremos que introducir entre pare´ntesis el resultado de recorrer los argumentos de
este recursivamente hasta llegar a un a´tomo. De esta manera, si obtenemos que para
un a´rbol AVL su modelo es NodeA(2, 2, LeafA, NodeA(3, 1, LeafA, LeafA), el
resultado que obtendremos tras aplicar la transformacio´n sera´:
(NodeA (2) (2) (LeafA) (NodeA (3) (1) (LeafA) (LeafA)))
Una vez que tenemos estos resultados almacenados en el formato Haskell
y se han recorrido todas las variables del resolutor, procedemos a imprimir estos
resultados en un fichero .txt. Estos resultados vendra´n representados en una l´ınea del
fichero, es decir, cada l´ınea del archivo sera´ un modelo para un camino satisfactible.
Al igual que se define en la seccio´n 3.4, para cada camino, los resultados de las
variables de intere´s se representara´n como una tupla n-a´ria, en el que los valores de
esta preservan el orden de los para´metros de la funcio´n. Adema´s contaremos con
un fichero auxiliar .txt en el que para cada camino, imprimiremos en una l´ınea el
nu´mero del camino que se trata y su satisfactibilidad. De tal manera que si para el
camino 4, el resolutor nos devuelve sat, en el fichero encontraremos escrito
Path : 4 = sat
Por u´ltimo, cuando hemos terminado de evaluar la satisfactibilidad de todos
los caminos, al final del fichero anterior se informara´ del ana´lisis obtenido para estos
caminos. El formato que tendra´ esta u´ltima parte vendra´ dado por:
1. Total de caminos evaluados
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( ( 0 ) , ( f romList [ ] , 0 ) )
( ( 1 ) , ( f romList [ ( 0 , 0 ) ] , 1 ) )
( ( 0 ) , ( f romList [ ( 0 , 0 ) ] , 1 ) )
Figura 4.2: Modelo para los caminos de la funcio´n binSearch
Path : 1 = sat
Path : 2 = sat
Path : 3 = sat
Total paths : 3
S a t i s f i a b l e : 3
Un s a t i s f i a b l e : 0
Unknown : 0
Figura 4.3: Ana´lisis del resultado obtenido para los caminos de la funcio´n binSearch
2. Total de caminos satisfactibles
3. Total de caminos insatisfactibles
4. Total de caminos unknowns
Una vez que hemos descrito como se realizara´ la evaluacio´n de los caminos,
y que ficheros devolveremos junto con su contenido, pasamos a ver, al igual que en la
seccio´n 3.4, como se comporta esta herramienta con la funcio´n binSearch al generar
casos de caja blanca. En primer lugar, en cuanto a los l´ımites de las variables, sera´n
los mismos que comenta´bamos entonces, es decir, el taman˜o de las estructuras sera´
≤ 4, y los valores que podra´n tomar todas estas variables estara´n en el rango 0−10.
Es por ello, que utilizaremos el mismo fichero que en la figura 3.16 para cargar estas
restricciones y la precondicio´n. En cuanto a los caminos, al ejecutar la herramienta
AST2Z3 con profundidad 2, genera 3 caminos como se muestra en la figura 4.4.
Una vez que evaluamos cada camino junto a las restricciones antes men-
cionadas, obtenemos dos ficheros. El primero contendra´ el modelo para aquellos
caminos que su evaluacio´n sea satisfactible, en este caso, los 3 caminos lo son y por
lo tanto encontramos 3 modelos como se muestra en la figura 4.2. El segundo fichero
contendra´ el ana´lisis de estos caminos. El formato que presenta es el de la figura 4.3
que se adapta al descrito anteriormente.
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; path 1
( dec la re=const a Int )
( a s s e r t (= a 0) )
( dec la re=const l Int )
( a s s e r t (= l ( second v ) ) )
( dec la re=const b Int )
( a s s e r t (= b (= l 1 ) ) )
( dec la re=const bin ! 1 ! a Int )
( dec la re=const bin ! 1 ! b Int )
( dec la re=const bin ! 1 ! x Int )
( dec la re=const bin ! 1 ! v (Arr Int ) )
( a s s e r t (= a bin ! 1 ! a ) )
( a s s e r t (= b bin ! 1 ! b ) )
( a s s e r t (= x bin ! 1 ! x ) )
( a s s e r t (= v bin ! 1 ! v ) )
( dec la re=const bin ! 1 ! p2 Int )
( dec la re=const p Int )
( a s s e r t (= p bin ! 1 ! p2 ) )
( dec la re=const bin ! 1 ! b1 Bool )
( a s s e r t (= bin ! 1 ! b1 (> bin ! 1 ! a bin ! 1 ! b ) ) )
( a s s e r t (= bin ! 1 ! b1 t rue ) )
( a s s e r t (= bin ! 1 ! p2 bin ! 1 ! a ) )
; path 2
( dec la re=const a Int )
( a s s e r t (= a 0) )
( dec la re=const l Int )
( a s s e r t (= l ( second v ) ) )
( dec la re=const b Int )
( a s s e r t (= b (= l 1 ) ) )
( dec la re=const bin ! 1 ! a Int )
( dec la re=const bin ! 1 ! b Int )
( dec la re=const bin ! 1 ! x Int )
( dec la re=const bin ! 1 ! v (Arr Int ) )
( a s s e r t (= a bin ! 1 ! a ) )
( a s s e r t (= b bin ! 1 ! b ) )
( a s s e r t (= x bin ! 1 ! x ) )
( a s s e r t (= v bin ! 1 ! v ) )
. . .




En este momento se trata de interpretar la CLIR como un programa y
correrlo sobre cada uno de los casos de prueba generados antes para comprobar s´ı
los resultados para cada uno de estos, verifican la postcondicio´n. Para ello, debido a
que, como ya se ha dicho, la CLIR no es ejecutable, se transforma esta a un programa
Haskell que s´ı es ejecutable, a partir de la herramienta IR2Haskell, que sera´ el que
finalmente se ejecutara´ con esos casos.
Para explicar el procedimiento que seguiremos para ello, en la primera sec-
cio´n trataremos la librer´ıa Template Haskell, gracias a esta podremos analizar en
tiempo de compilacio´n los tipos de los argumentos y resultados del programa a eva-
luar. En la segunda seccio´n, mostraremos co´mo sera´ la interaccio´n con la UUT desde
un programa en Haskell. La verificacio´n de los resultados a partir de la postcondicio´n
se hara´ al igual que en las secciones anteriores, con la herramienta Z3Py. Es por ello
que necesitamos en este caso una conversio´n a la inversa que la comentada en las
secciones 3.4 y 4.3, del formato Haskell, al formato textual SMT-LIB, es decir, a
asertos Z3. En la tercera seccio´n, se explicara´ la transformacio´n que estos resultados
sufren. En la u´ltima seccio´n, mostraremos un ejemplo de ejecucio´n de esta herra-
mienta tanto para un programa en el que no se detectan errores, como para uno en
el que s´ı se detectan.
5.1. La herramienta Template Haskell
Template Haskell (en adelante, TH) [10] es una API del compilador GHC1
[5] de Haskell para realizar metaprogramacio´n, con un estilo muy similar al de las
plantillas de C++. Esta herramienta, nos permite acceder en tiempo de compilacio´n
a mo´dulos previamente compilados y obtener informacio´n sobre ellos. Tambie´n per-
mite construir co´digo en tiempo de compilacio´n adaptado a la informacio´n obtenida,
el cua´l sera´ posteriormente compilado. Sin embargo, a diferencia de las anteriormen-
te mencionadas plantillas de C++, el lenguaje para programar con TH no es un
lenguaje distinto del lenguaje generado, sino que sera´ el propio Haskell.
1Glasgow Haskell Compiler
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Para este trabajo, utilizamos TH en el ejecutor de casos de prueba. Las
razones para ello son que esta herramienta ha de estar preparada para llamar a
la funcio´n principal de la UUT, y que estas funciones pueden presentar nombres,
nu´mero de para´metros y tipos de estos diferentes en cada caso.
A su vez, el ejecutor tambie´n tiene que leer los casos de prueba en un
formato que difiere segu´n el tipo de estos y ha de convertir los resultados devueltos
por la UUT a te´rminos y asertos Z3. De nuevo, el nombre y el tipo de dichos
resultados variara´ de una UUT a otra.
Para facilitar la tarea, hemos establecido los siguientes convenios:
• La versio´n Haskell de la UUT estara´ contenida en un u´nico mo´dulo Haskell lla-
mado UUT.hs, el cual sera´ importado desde el ejecutor de casos. La estructura
que presentara´ este fichero sera´ el descrito en la siguiente seccio´n.
• En dicho mo´dulo, estara´ definido el nombre exportado uutMethod de tipo
String cuyo valor sera´ el nombre de la funcio´n visible de la UUT, es decir, la
que se desea probar.
Con esa informacio´n, el ejecutor accede en tiempo de compilacio´n al tipo
de la funcio´n principal de la UUT e investiga el nu´mero y el tipo de sus para´metros
y resultados. Las funciones ma´s importantes usadas por el ejecutor son:
• uutTopName: devuelve el nombre de la funcio´n principal de la UUT.
• uutNargs: devuelve el nu´mero de argumentos de entrada de la funcio´n uutTopN
ame.
• uutNres: devuelve el nu´mero de resultados de la funcio´n uutTopName.
• uutType: devuelve una tupla n-aria que almacena los tipos de todos los argu-
mentos de entrada de la funcio´n uutTopName. Gracias a esta tupla, se leera´n
los casos de prueba utilizando la funcio´n read de la clase Read. Dicha funcio´n
analiza sinta´cticamente un texto dado acorde con el tipo tupla antes mencio-
nado.
• untuple: esta funcio´n recibe una tupla n-aria de valores de distintos tipos y
devuelve una lista del mismo taman˜o con la representacio´n en forma cadena
de caracteres de cada uno de ellos. Se utilizara´ para separar los valores de cada
caso de prueba y para separar los resultados devueltos por la UUT, cuando
estos son ma´s de uno, como se describe en la siguiente seccio´n.
A partir de la definicio´n de estas funciones, podemos pasar a describir en
detalle cua´l sera´ el proceso mediante el que interaccionaremos con la UUT.
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get array : :Array a => Int => a
get array a i = i f isNothing e
then throw ( IndexOutOfRange i ) else fromJust e
where e = M. lookup i ( f s t a )
Figura 5.1: Definicio´n funcio´n get array
5.2. Interfaz con la UUT
En primer lugar describiremos el formato de dicha interfaz, ya que como
hemos dicho, se tratara´ de un fichero Haskell. La estructura vendra´ dada por:
• import Arrays: con esto se importara´ el fichero Arrays.hs, el cua´l contiene la
declaracio´n del tipo de datos array y todas las funciones auxiliares necesarias
para estos en formato Haskell. Debido a que en Haskell no existen arrays como
tal, la estructura con la que se han definido en dicho mo´dulo es como una
tupla cuyo primer elemento es Map Int a y el segundo elemento es un entero
que simboliza el taman˜o. Algunos ejemplos de estas funciones ser´ıan: len para
obtener el taman˜o de un array, get array (cuya definicio´n se muestra en
la figura 5.1) para obtener el elemento de una posicio´n y set array para
actualizar un elemento de una posicio´n.
• import SupportedTypes: en este caso se importara´ el fichero SupportedTypes
.hs que contendra´ todas las declaraciones en formato Haskell de las estructuras
de datos que utilizaremos para este trabajo y que se muestran en la figura 5.2.
• constante uutMethod: esta constante devolvera´ el nombre de la funcio´n princi-
pal de la UUT a evaluar, es decir, si esta fuera insertAVL, esa funcio´n devolvera´
esa cadena de caracteres.
• Funcio´n principal del programa: esta sera´ la funcio´n que se desea probar, es
decir, la anteriormente mencionada uutTopName. El nombre de esta coincidira´
por lo tanto con la cadena de caracte´res que devuelve la anterior. Contendra´
el co´digo Haskell equivalente al co´digo de la CLIR de la cual procede.
Una vez conocida la estructura de este fichero, procedemos a describir co´mo
sera´ el ejecutor de casos. Constara´ de dos partes, una parte Haskell que interaccio-
nara´ con este fichero y un programa Python que interaccionara´ con Z3 a trave´s de
su API, Z3Py, para validar los resultados obtenidos. La funcio´n principal de la parte
Haskell recibira´ tres argumentos:
1. Fichero de la postcondicio´n: en este argumento encontramos la ruta exacta del
fichero poscd.smt, que contendra´ una estructura similar al fichero precd.smt,
descrito en la seccio´n 3.1. Como variables de intere´s, en este caso, tambie´n se
tiene en cuenta las variables de retorno. En lugar de la precondicio´n, aparece
la postcondicio´n y las restricciones de taman˜o y valores desaparecen. Para la
generacio´n de este fichero se ha modificado la herramienta AST2Z3 para que
adema´s de generar caminos, devuelva este fichero.
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data Color = Rojo | Negro
deriving (Read , Show)
data Lst a = Ni l
| Cons a ( Lst a )
deriving (Read , Show)
data Tree a = Leaf
| Node a ( Tree a ) ( Tree a )
deriving (Read , Show)
data LLRB a = LeafL
| NodeL a Color (LLRB a ) (LLRB a )
deriving (Read , Show)
data AVL a = LeafA
| NodeA a Int (AVL a ) (AVL a )
deriving (Read , Show)
Figura 5.2: Contenido del fichero SupportedTypes.hs
2. Fichero con los casos de prueba: la ruta exacta del fichero .txt donde se en-
cuentran todos los casos de prueba en el formato que las clases Show y Read
de Haskell lo esperan para convertirlos en valores Haskell del tipo apropiado.
3. Fichero para los resultados : contendra´ la ruta del fichero en la que se imprimira´
el resultado obtenido de ejecutar y validar el programa con los casos de prueba
anteriores.
Al obtener los casos de prueba con los que probaremos el programa, estos
casos se analizan sinta´cticamente teniendo en cuenta el tipo de los para´metros de la
funcio´n. Esto se conseguira´ gracias a la funcio´n uutType cuya definicio´n se describ´ıa
en la seccio´n 5.1 y que utilizara´ el nombre del programa. Cada caso de prueba dado
como una tupla n-aria en forma de cadena de caracteres, es analizado por la funcio´n
read segu´n el tipo del valor que se espera que la ocupe. De esta manera tendremos
almacenado todos los casos de prueba, analizados sinta´cticamente, en una lista de
tuplas n-arias tipadas.
El ejecutor necesita conocer cua´l es la funcio´n principal, que sera´ la que
deseamos probar con los casos anteriores. Para ello, leeremos el nombre y el tipo
de esta funcio´n desde un mo´dulo que importa la UUT que se supone ya compilada.
Crearemos una funcio´n f (x1,...,xn) en tiempo de compilacio´n la cual se com-
porta como la funcio´n de la UUT con la diferencia de que la nueva funcio´n creada
recibira´ los argumentos en una tupla. Es decir, si suponemos que tenemos una fun-
cio´n test que recibe 2 para´metros enteros de entrada la forma para invocar esta
funcio´n en la UUT ser´ıa:
test 2 3
y tra´s la creacio´n de la nueva funcio´n f quedar´ıa:
f (2, 3)
Generalizando, la transformacio´n que sufr´ıa la funcio´n uutTopName ser´ıa:
f (x1,...,xn) = uutTopName x1 ... xn
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Una vez que tenemos los casos de prueba analizados sinta´cticamente y la
funcio´n ya definida, podemos pasar a ejecutarla con esos casos. Para ello, aplicaremos
la funcio´n f a cada caso de prueba. Esto producira´ un resultado para cada uno de
estos, el cua´l se almacenara´ en una lista de tuplas n-arias. Llegados a este punto,
tendremos almacenados todos los casos que hemos probado y los resultados obtenidos
al aplicar la funcio´n f a cada uno de ellos.
Por u´ltimo, nos faltar´ıa validar cada uno de estos utilizando la postcon-
dicio´n. Este procedimiento se explicara´ en la seccio´n 5.4. La validacio´n de estos se
realizara´ en un programa auxiliar Python (llamado desde la parte Haskell) mediante
la interaccio´n con Z3 a trave´s de su API, Z3Py. Necesitaremos una traduccio´n in-
versa de los valores en Haskell a un formato de aserto de Z3. En la siguiente seccio´n
se explicara´ la te´cnica usada para esto.
5.3. Convirtiendo te´rminos Haskell en asertos Z3
Necesitamos transformar los valores en asertos de Z3. Esta transformacio´n
se desarrollara´ en Z3Py. La idea es que estos asertos se inserten en el resolutor como
cadenas de caracteres. En el caso de que el valor a transformar en aserto sea un
array, previo a esto habra´ que transformar el array al formato SMT-LIB. Para ello,
partiendo del array v, la idea sera´ an˜adir una instruccio´n de store en la nueva cadena
de caracteres por cada posicio´n del array, es decir, si tenemos un array de taman˜o
3, en nuestra transformacio´n aparecer´ıan 3 llamadas a store.
La sintaxis que seguira´ a cada store sera´ la ya descrita en la seccio´n 2.2.
Es por ello que recorreremos todas las posiciones del array, y si estamos en la po-
sicio´n 0 del array lo que an˜adiremos a nuestra cadena cad sera´ (store (first
v) 0 valor). Pero si por el contrario estamos en cualquier otra posicio´n entre
la 1 y el taman˜o del array (este u´ltimo sin incluir), habr´ıa que an˜adir (store
cad posicio´n valor) y as´ı sucesivamente. Por u´ltimo, cuando hemos recorrido
todas las posiciones, tan solo habr´ıa que crear una nueva cadena de caracteres
de la forma (mk-pair cad tama~no). De manera que si partimos del array v =
(fromList[(0,1),(1,4),(2,5)], 3) en formato Haskell, la transformacio´n al len-
guaje SMT-LIB quedar´ıa de la forma:
(mk-pair (store (store (store (first v) 0 1) 1 4) 2 5), 3)
Si por el contrario, nos encontramos ante un array vac´ıo (taman˜o 0), la transforma-
cio´n quedar´ıa de la forma:
(mk-pair (store (first v) -1 -1) 0)
Lo que nos querra´ decir es que en la posicio´n −1 almacenaremos un −1. Esto no
sera´ relevante a la hora de la validacio´n, pero si para poder tener una representacio´n
del array vac´ıo en el resolutor. Decimos que no sera´ relevante porque al consultar
los valores en la posiciones de este, de la forma que hac´ıamos en los cap´ıtulos 3 y
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4, comprobar´ıamos desde la posicio´n 0 hasta la del taman˜o sin incluir, es decir, no
acceder´ıamos a ninguna posicio´n en este caso.
Si, por el contrario, el valor es un tipo base o un a´tomo, el valor tal cual
lo genera Haskell, es co´mo se utilizara´ para crear el aserto. De otra manera, si se
trata de cualquier otra constructora con argumentos, la transformacio´n consistira´
en an˜adir el valor entre pare´ntesis, es decir, si tenemos el valor en formato Haskell
NodeA 1 2 LeafA LeafA la transformacio´n quedar´ıa de la forma:
(NodeA 1 2 LeafA LeafA)
Una vez que hemos descrito que´ transformaciones van a sufrir todos los
posibles valores, solo nos quedar´ıa crear el aserto con el nombre de la variable y el
valor transformado.
Para ello, al igual que hac´ıamos en los cap´ıtulos 3 y 4, detectaremos cua´les
son el nombre de estas variables de intere´s. En este caso, las encontraremos al co-
mienzo de fichero poscd.smt. De manera que una vez que tenemos el nombre de la
variable y el valor de esta, tan solo nos quedar´ıa asignarle a esta variable ese valor
que hemos obtenido. Para conseguir esto bastar´ıa con introducir el aserto:
(assert(= nombre valor))
5.4. Validacio´n y refutacio´n del caso de prueba
Una vez explicado co´mo conseguimos interactuar con la UUT, y la serie de
transformaciones que sufren estos valores en formato Haskell para ser convertidos
en asertos de Z3, podemos pasar a ver co´mo se comporta esta herramienta con cada
caso de prueba.
Partiendo de donde nos quedamos en la seccio´n 5.2, una vez que tenemos
los resultados y los casos de prueba almacenados, pasamos a evaluarlos uno a uno.
De esto se encargara´ el programa Python que se describ´ıa en la seccio´n 5.3. Para
cada caso, se invoca a este desde el programa Haskell con una serie de para´metros
de entrada:
• Ruta del fichero .smt que contiene la postcondicio´n: que lo obtendremos por
para´metro cuando se ejecuta este programa Haskell.
• Caso de prueba: segu´n la estructura que hemos descrito para estos, el formato
en el que los encontraremos sera´ como una tupla n-aria tipada. Para facilitar
el manejo de estos valores, haremos uso de la funcio´n untuple, descrita en
la seccio´n 5.1. De esta manera, tendremos todos los para´metros del programa
como cadena de caracteres en una lista.
• Resultado: al igual que los anteriores, se le aplicara´ al resultado obtenido la
funcio´n untuple para transformar esa tupla n-aria en una lista del mismo ta-
man˜o que almacenara´ el contenido de esta en formato de cadena de caracteres.
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Es decir, si suponemos que estamos evaluando la funcio´n binSearch y, por
lo tanto, su postcondicio´n se encuentra en el fichero binSearchPoscd.smt ; la instancia
de la clase Show, para el caso de prueba, es de la forma (3, (fromList[(0,1)],
1)) el cua´l tras aplicarle la funcio´n untuple producira´ como resultado: ["3",
"(fromList[(0,1)], 1)"]; y la instancia de la clase Show para el resultado es
1, el cua´l tras aplicarle la misma transformacio´n producir´ıa como resultado: ["1"],
la lista de para´metros que recibira´ nuestro programa Python sera´:
[binSearchPoscd.smt, 3, (fromList[(0,1)], 1), 1]
En este momento, en nuestro programa Python tenemos casi todo lo ne-
cesario para validar este caso de prueba. U´nicamente nos faltar´ıa saber cua´l es el
nombre de las variables de intere´s y que valor, de los que hemos pasado por para´me-
tro, le corresponde a cada una de estas. Para averiguar esto, utilizaremos el fichero
binSearchPoscd.smt en este caso. Como ya hemos comentado, al comienzo de este
fichero vendra´n declaradas estas variables, tanto las de entrada como las de salida.
La forma de obtener esta informacio´n del fichero se hara´ de la misma manera que
se explicaba en la seccio´n 3.3.
Una vez que tenemos cua´les son las variables, faltar´ıa por u´ltimo saber
que´ valor de los que recibimos por para´metro se le asigna a que variable. Esta
asignacio´n sera´ inmediata, puesto que los valores que se reciben por para´metro
esta´n en el mismo orden que la declaracio´n de las variables. Es decir, si partimos
del fichero de la imagen 5.3, a la variable x le corresponder´ıa el valor 3, a la variable
v el valor (fromList[(0,1)], 1) y a la variable p el valor 1. De esta manera,
una vez que sabemos que´ valor le corresponde a que´ variable, podemos proceder a
transformar cada una de estas igualdades a un formato de aserto de Z3, siguiendo
el procedimiento descrito en la seccio´n 5.3. De esta manera, los asertos resultantes
quedar´ıan de la forma:
(assert(= x 3))
(assert(= v (mk-pair((store (first v) 0 1) 1))))
(assert(= p 1))
Ya introducidos estos asertos en el resolutor, pasamos a comprobar su
satisfactibilidad para devolver este dato al programa Haskell principal. Es en este
punto donde, si el resultado devuelto por el programa Python es “sat”, diremos
que ese caso ha pasado la prueba satisfactoriamente y daremos paso al siguiente
caso. Si, por el contrario, el resultado devuelto es “unsat”, significa que nuestro caso
no ha pasado la prueba, es decir, que hemos encontrado un error en el programa
a evaluar debido a que el resultado obtenido no cumple la postcondicio´n de este.
En este caso, anotaremos cua´les eran los para´metros de entrada, y cua´l ha sido el
resultado obtenido. De igual manera, proceder´ıamos a evaluar el siguiente caso.
Este procedimiento, se realizara´ para cada caso de prueba. Una vez que
hemos terminado de evaluar todos, el programa Haskell devolvera´ un fichero .txt
cuyo formato sera´:
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( dec la re=const x Int )
( dec la re=const v (Arr Int ) )
( dec la re=const p Int )
( a s s e r t ( and (<= 0 p) ( and (<= p ( second v ) ) ( and
( f o r a l l ( ( j Int ) ) (=> (<= 0 j ) (=> (< j p )
(< ( get array v j ) x ) ) ) ) ( f o r a l l ( ( j Int ) )
(=> (<= p j ) (=> (< j ( second v ) )
(<= x ( get array v j ) ) ) ) ) ) ) ) )
Figura 5.3: Contenido del fichero binSearchPoscd.smt
Total examples : 1500
Total s u c c e s s f u l : 1500
Total e r r o r s : 0
Al l t e s t ca s e s were s u c c e s s f u l !
Figura 5.4: Resultado obtenido tras la prueba exitosa de la funcio´n binSearch
1. Total de casos probados
2. Total de casos que pasaron la prueba con e´xito
3. Total de casos que fallaron al pasar la prueba
Seguido de esto, si no ha fallado ningu´n caso aparecera´ un mensaje de e´xito, pero
si, por el contrario, al menos uno de los casos ha fallado la prueba, se imprimira´
para cada uno de estos, que´ para´metros presentaba ese caso y que´ resultado se ha
obtenido de ejecutar la funcio´n con esos para´metros.
A continuacio´n ilustramos co´mo se comporta esta herramienta con la fun-
cio´n binSearch. Los casos con los que se probara´ esta funcio´n sera´n de caja negra,
generados como se describe en el cap´ıtulo 3. Algunos de estos sera´n los que se mues-
tran en la figura 3.17. El fichero que contendra´ la postcondicio´n para esta funcio´n
sera´ el mismo que se muestra en la figura 5.3. El resultado de ejecutar esta herra-
mienta con esa informacio´n producira´ como resultado el que se muestra en la figura
5.4. Como se puede apreciar, los 1500 casos han pasado la prueba satisfactoriamente,
por lo que se imprime un mensaje de e´xito.
Sin embargo, ahora probaremos co´mo se comporta esta herramienta ante
esta misma funcio´n pero introduciendo en el co´digo algunos errores. Como se puede
ver en la figura 5.5, de los 1500 casos probados, hemos encontrado que 446 fallan al
pasar esta prueba y, por lo tanto, la funcio´n que estamos probando contiene errores.
Como muestra de esto, encontramos en esa misma figura algunos de estos casos que
han fallado. Con la funcio´n binSearch lo que se obtiene como resultado es un valor
p en el que a la izquierda de este, todos son menores que el elemento buscado x, y
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Total examples : 1500
Total s u c c e s s f u l : 1054
Total e r r o r s : 446
ERRORS FOUND:
”Args : ( 9 , ( f romList [ ( 0 , 4 ) , ( 1 , 8 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 7 ) , ( 1 , 8 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 2 ) , ( 1 , 3 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 3 ) , ( 1 , 3 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 2 ) , ( 1 , 2 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 0 ) , ( 1 , 0 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 0 ) , ( 1 , 1 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 0 ) , ( 1 , 2 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 0 ) , ( 1 , 3 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 0 ) , ( 1 , 4 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 0 ) , ( 1 , 7 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 0 ) , ( 1 , 8 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
”Args : ( 9 , ( f romList [ ( 0 , 0 ) , ( 1 , 9 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 2”
”Args : ( 9 , ( f romList [ ( 0 , 0 ) , ( 1 , 6 ) , ( 2 , 9 ) ] , 3 ) ) , Result : 3”
. . .
Figura 5.5: Resultado obtenido tras la prueba de la funcio´n erro´nea binSearch
desde p hasta el taman˜o del array sera´n ≥ x. Es decir, si aparece x, su aparicio´n
ma´s a la izquierda (en el caso que salga repetido) sera´ p, y si no aparece, p es la
posicio´n donde habr´ıa que insertarlo.
Ya con la definicio´n de la funcio´n, si nos fijamos en el caso:
Args: (9,(fromList [(0,4),(1,8),(2,9)],3)), Result: 3
Podemos comprobar que lo que deber´ıa devolver la funcio´n es 2 ya que es en la
posicio´n donde se encuentra el valor que estamos buscando, en este caso 9, pero en
su lugar devuelve un 3.
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Una vez descritas las herramientas principales del sistema que hemos imple-
mentado en este trabajo, pasaremos a describir en la primera seccio´n de este cap´ıtulo
cua´l es la estructura completa de este, adema´s de co´mo el usuario interacciona con
e´l. En la segunda seccio´n, mostraremos una serie de experimentos realizados para un
conjunto de funciones con diferentes restricciones en sus estructuras de entrada. Por
u´ltimo, mostraremos casos reales en los que algunas de las funciones que probamos
presentan errores y, co´mo el sistema es capaz de detectarlo e informar de ello.
6.1. Estructura del sistema completo
En esta seccio´n, describiremos cua´l es la estructura de nuestro sistema,
as´ı como la manera en la que el usuario interacciona con este. La estructura del
sistema se muestra en la figura 6.1. En primer lugar, el usuario interacciona con la
herramienta caminos. Esta se corresponde con las herramientas AST2Z3 y Precd2Z3,
ya comentadas en las seccio´nes 2.5 y 2.4 respectivamente. En este trabajo, se ha
decidido combinar estas dos en una, que llamamos caminos. Con ella, el usuario
establece una serie de restricciones: el taman˜o ma´ximo de las estructuras, el rango
de los valores contenidos en las estructuras y la profundidad ma´xima a la hora de
generar caminos. Esta leera´ el programa descrito en el lenguaje de la CLIR, uut.clir
y junto a las restricciones anteriores generara´ los archivos: precd.smt, paths.smt y
poscd.smt.
Por otro lado, gracias a la herramienta IR2Haskell, descrita en la seccio´n
2.3, podremos convertir dicho programa, dado en el lenguaje de la CLIR, a un con-
junto de funciones Haskell ejecutables, obteniendo como resultado el fichero Haskell
UUT.hs. Este fichero generado se almacenera´ junto a lo que se denomina “fuentes del
ejecutor”, que corresponden a los ficheros que constituyen el ejecutor ma´s algunos
ficheros auxiliares que son importados por UUT.hs.
Retomando los ficheros devueltos por caminos, el ejecutable cajaNegra ge-
nerara´ a partir del fichero precd.smt y la interaccio´n con Z3, los casos de caja negra
que cumplen las restricciones que se especifican en ese fichero, produciendo como
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resultado el fichero blackBox.txt que contendra´ los casos obtenidos. De igual manera,
el ejecutable cajaBlanca, generara´ a partir del fichero precd.smt, paths.smt y la in-
teraccio´n con Z3, los casos de prueba de caja blanca. Esto producira´ como resultado
dos ficheros: whiteBox.txt y SAT.txt donde encontraremos los casos generados y el
ana´lisis obtenido de los caminos, respectivamente.
En este punto, procedemos a probar el programa con la herramienta eje-
cutor, que primero habra´ de ser compilada junto con UUT.hs. Esta recibira´ por un
lado el programa en formato Haskell junto con las fuentes del ejecutor, el fichero
con los casos que se desea probar nuestro programa, en este caso, blackBox.txt o
whiteBox.txt, y el fichero postcd.smt. De esta manera, la herramienta interaccionara´
con Z3 a trave´s de la API, Z3Py, para probar el programa con estos casos. Por u´lti-
mo, devolvera´ un fichero blackBoxRes.txt en el que encontramos el resultado de esta
prueba para los casos de caja negra, y de igual manera, un fichero whiteBoxRes.txt
que contendra´ el resultado de esta prueba pero para los casos de caja blanca. Con
este u´ltimo fichero, el usuario comprobara´ si se han encontrado o no fallos en el pro-
grama con los casos que se han probado, y en el caso de que estos existan, notificarle
cua´les han sido.
Para facilitar al usuario el uso de este sistema, se ha desarrollado una
pequen˜a GUI para automatizar el proceso anterior. La forma que esta presenta es
el mostrado en la figura 6.2 y las distintas opciones que ofrece son:
• Opcio´n 1 : en este desplegable aparecera´n todas las CLIR localizadas en las
carpetas del sistema.
• Opcio´n 2 : con esta opcio´n, dada una CLIR podremos generar los ficheros
precd.smt, paths.smt y poscd.smt para dicha CLIR con las restricciones de ta-
man˜o que se requieran, las cuales se establecen en los cuadros de texto que
aparecen. El primer cuadro se correspondera´ con el taman˜o ma´ximo de las
estructuras, el segundo y el tercero con el valor mı´nimo y ma´ximo, respecti-
vamente, para el contenido de estas, y el cuarto con la profundidad ma´xima
para generar los caminos.
• Opcio´n 3 : genera el fichero Haskell ejecutable, UUT.hs, a partir de la CLIR
seleccionada.
• Opcio´n 4 : genera los casos de caja negra teniendo en cuenta las restricciones
almacenadas en el fichero precd.smt, el cual tendra´ que haber sido generado
previamente con la opcio´n 2.
• Opcio´n 5 : genera los casos de caja blanca teniendo en cuenta las restricciones
almacenadas en los fichero precd.smt y paths.smt, que previamente deben de
haber sido generados con la opcio´n 2.
• Opcio´n 6 : prueba el programa Haskell obtenido por la opcio´n 3 con los casos
de prueba de caja negra, los cua´les deben haber sido generados por la opcio´n
4.
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Figura 6.1: Plataforma CAVI-TEST
• Opcio´n 7 : prueba el programa Haskell obtenido por la opcio´n 3 con los casos
de prueba de caja blanca, que previamente deben haber sido generados por la
opcio´n 5.
De esta manera, si el usuario desea generar los casos de caja negra para
la CLIR insertAVL con: taman˜o ma´ximo de las estructuras = 2, valor mı´nimo = 1,
valor ma´ximo = 3 y profundidad ma´xima para los caminos = 2, entonces debera´
seleccionar la CLIR en la opcio´n 1, seguido de esto, marcar la funcio´n 2 y estable-
cer los para´metros descritos anteriormente y, por u´ltimo, la opcio´n 4 para generar
estos. Si adema´s se quiere validar esa CLIR con los casos de caja negra, habr´ıa que
seleccionar la opcio´n 3 para transformar esa CLIR a un formato Haskell ejecutable
y la opcio´n 6 para realizar esa validacio´n.
6.2. Ejemplos probados
En esta seccio´n iremos mostrando resultados obtenidos de nuestro sistema
al ejecutarlo con diferentes CLIRS. Las que utilizaremos sera´n:
• insertList x l: inserta el elemento x en la lista ordenada l.
• deleteList x l: elimina el elemento x de la lista ordenada l.
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Figura 6.2: Formato de la GUI para la herramienta CAVI-TEST
• searchLLRB x t: busca el elemento x en el a´rbol LLRB (del ingle´s, Left-
Leaning Red-Black) t.
• insertLeftist x t: inserta el elemento x en el mont´ıculo zurdo t.
• unionLeftist t1 t2: realiza la unio´n entre dos mont´ıculos zurdos t1 y t2.
• insertBST x t: inserta el elemento x en el a´rbol BST (del ingle´s, Binary
Search Tree) t.
• searchBST x t: busca el elemento x en el a´rbol BST t.
• insertAVL x t: inserta el elemento x en el a´rbol AVL t.
• searchAVL x t: busca el elemento x en el a´rbol AVL t.
• binSearch x v: busca el elemento x, mediante el me´todo de la bu´squeda bi-
naria, en el array v.
• dutchNationalFlag v: resuelve el problema Dutch national flag para el array
ordenado v. Este problema consiste en, dados unos valores que representan los
colores de la bandera Holandesa (rojo, blanco y azul), organizar estos valores
de forma que todos los que sean iguales este´n juntos formando un grupo y, que
cada uno de estos, este en el orden correcto.
• fill x v: inserta el elemento x en todas las posiciones del array v.
• insertArray x v: inserta el elemento x en el array v ordenado ascendente-
mente.
• linearSearch x v: busca el elemento x, mediante el me´todo de la bu´squeda
lineal, en el array v.
• qSortMod v: devuelve el array v, ordenado ascendentemente, mediante el me´to-
do del quick sort.
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• selSort: devuelve el array v, ordenado ascendentemente, mediante el me´todo
del select sort.
• insSort: devuelve el array v, ordenado ascendentemente, mediante el me´todo
del insertion sort.
En este momento, pasamos a ejecutar el sistema completo para todas las
funciones anteriores con las restricciones de taman˜o: taman˜o ma´ximo de las estructu-
ras = 2, valores mı´nimo y ma´ximo = 1 y 3 respectivamente, y profundidad ma´xima
de los caminos = 1. El resultado obtenido es el que se muestra en la figura 6.3.
En esta tabla podremos encontrar, para cada funcio´n, el nu´mero de casos de caja
negra generados, blackBox ; la evaluacio´n obtenida para los caminos, whiteBox, que
contendra´ los casos de caja blanca generados en el valor “sat”; el resultado de probar
la funcio´n con los casos de caja negra en blackBoxResul y, por u´ltimo, el resultado
de probarla con los casos de caja blanca en whiteBoxResul.
Lo primero que se puede observar es que, si establecemos la profundidad
ma´xima de los caminos a 1, en la funcio´n que ma´s caminos se generan es en deleteList,
que generara´ 3. De igual manera, a excepcio´n de la funcio´n unionLeftist, obtenemos
en general muy pocos casos de caja negra, cuyo motivo sera´ el rango tan pequen˜o que
hemos establecido para los taman˜os. Otro factor importante que se puede apreciar,
es que si nos fijamos en la funcio´n insertLeftist, al probar esta funcio´n con los casos
de caja negra, obtenemos que 19 de los 40 generados, no han pasado la prueba
satisfactoriamente, es decir, hemos encontrado un error en la funcio´n. Sin embargo,
si hubie´ramos probado esta misma funcio´n con el caso de caja blanca, habr´ıamos
obtenido que este habr´ıa pasado la prueba sin problemas. Con este ejemplo, se
refuerza ma´s la idea de que los casos de caja blanca y caja negra se complementan
entre s´ı.
En segundo lugar, pasamos a ver co´mo se comporta el sistema si ampliamos
el rango del valor mı´nimo y ma´ximo a 1 y 5, respectivamente. Adema´s, tambie´n se
aumenta el taman˜o ma´ximo de la profundidad de los caminos a 2. Esto produce el
resultado que se muestra en la figura 6.4. Como se puede apreciar, al aumentar el
taman˜o ma´ximo de la profundidad de los caminos, la herramienta AST2Z3 puede
producir ma´s de estos. Au´n as´ı, la cantidad que se genera de estos es muy similar a
la cantidad descrita anteriormente, a excepcio´n de la funcio´n insertAVL que genera
10306 caminos, de los cua´les, tan solo 1 de estos es satisfactible. Si por el contrario,
nos fijamos en los casos generados de caja negra, en la mayor´ıa de funciones, estos
aumentan considerablemente respecto a los anteriores. Esto hace que en este caso la
diferencia entre los casos generados de caja negra y caja blanca crezca considerable-
mente respecto al caso anterior. Si nos volvemos a fijar en la funcio´n unionLeftist,
de los 6 casos de caja blanca, todos pasan la prueba sin problema, pero sin embargo,
de los 1500 casos de caja negra, 552 casos presentan problemas en la funcio´n.
La u´ltima prueba consistira´ en aumentar todos los rangos, incluidos esta
vez, el taman˜o ma´ximo de las estructuras. Los nuevos taman˜os que asignaremos a
nuestro sistema sera´n: taman˜o ma´ximo de las estructuras = 3, valores mı´nimo y
ma´ximo = 1 y 8 respectivamente, y profundidad ma´xima de los caminos = 3. Los
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Figura 6.3: Resultados obtenidos con taman˜os 2, 1, 3 y profundidad 1.
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Figura 6.4: Resultados obtenidos con taman˜os 2, 1, 5 y profundidad 2.
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resultados obtenido se pueden ver en la figura 6.5. Como era de esperar, al aumentar
el rango de todos los taman˜os, obtenemos ma´s casos de prueba para cada una. Los
casos de caja blanca, crecen respecto al anterior pero sin gran diferencia a excepcio´n
de las funciones insertLeftist y unionLeftist que generan 20202 caminos cada una,
aunque de estos, tan solo 4 y 3 son satisfactibles, respectivamente. En cuanto a los
casos de caja negra, la mayor´ıa de estas funciones generan 1500. Esto es debido al
taman˜o ma´ximo fijado para estas pruebas, por lo que realmente, se podr´ıan generar
ma´s de estos. Por u´ltimo, si hacemos referencia a la funcio´n insertAVL, podemos
comprobar que nuestro sistema no ha sido capaz de generar casos de caja blanca,
ni por lo tanto, probar el programa con estos. Esto es debido a que la herramienta
AST2Z3 falla a la hora de generar caminos con profundidad 3 por la complejidad
que estos presentan.
Por u´ltimo, otro resultado que hemos obtenido gracias a este sistema es
el problema del uso de cuantificadores en las fo´rmulas. En un comienzo, la mayor´ıa
de las precondiciones de las funciones, como por ejemplo insertArray, hac´ıan uso de
los cuantificadores. Esto provocaba que la generacio´n de caja negra devolviera como
resultado 1 o ningu´n caso de prueba en este caso, ya que el resolutor fallaba al com-
probar estas restricciones. Es por ello que se decidio´ transformar estas definiciones
a funciones recursivas que sustituyeran el uso de los cuantificadores por la recursi-
vidad. De esta manera, se consigue pasar de generar estos casos, a los mostrados en
las figuras 6.3, 6.4 y 6.5.
6.3. Capacidad del sistema para la deteccio´n de
errores
Como hemos podido observar en la seccio´n anterior, el sistema es capaz
de detectar errores bien en el co´digo, o bien en su especificacio´n formal. En las
figuras 6.3, 6.4 y 6.5 podemos comprobar esto para las funciones insertList, in-
sertLeftist, unionLeftist, binSearch y selSort. Estas CLIRS fueron realizadas en un
primer momento a mano por lo que simular´ıan perfectamente un caso real de prueba
del sistema. Adema´s, la capacidad del sistema para informar sobre cua´les son los
casos que han fallado, son los que nos permitieron averiguar do´nde se encontraban
los fallos de estas. Las funciones binSearch y selSort presentaban problemas en su
co´digo. Las funciones unionLeftist y insertLeftist presentaba problemas en su es-
pecificacio´n al definir incorrectamente el predicado isHeap para establecer que un
a´rbol es un mont´ıculo. Por u´ltimo, la funcio´n insertList presentaba problemas al de-
finir el predicado sortedList para indicar que la lista se trata de una lista ordenada
ascendentemente. Esto provocaba que la funcio´n deleteList generara menos casos
de caja negra de los que deber´ıa generar, ya que su precondicio´n hace uso de este
predicado. Tras solucionar estos errores, se decide ejecutar de nuevo nuestro sistema
para validar estos cambios. Los taman˜os con los que se ejecutan sera´n los mismos
que los de la figura 6.4, y los resultados obtenidos se muestran en la figura 6.6.
En este caso, no se han encontrado errores en las funciones para los casos
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probados, pero debido a que este sistema es una herramienta de testing, que no
hayamos encontrado errores para las funciones dados estos, no quiere decir que esta
no los presente. Esto lo encontramos en algunos de los casos de caja blanca mostrados
anteriormente, que no presentan errores, pero con los de caja negra detectamos que
si los hay.
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Figura 6.5: Resultados obtenidos con taman˜os 3, 1, 8 y profundidad 3.
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Figura 6.6: Resultados obtenidos tras la correccio´n de las funciones.
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Llegados a este punto, podemos dar por concluido nuestro trabajo y afirmar
que los objetivos que se marcaron al comienzo de este, en el cap´ıtulo 1, han sido
cumplidos.
Como primer objetivo, nos planteamos automatizar la generacio´n de casos
de caja negra a partir de la precondicio´n dada como un aserto en el lenguaje SMT-
LIB. Con un programa Python y la interaccio´n con el resolutor SMT, Z3, podemos
a partir de la precondicio´n del programa y el rango de los valores de los elementos
que las estructuras de datos pueden tomar establecidos por el usuario, en forma de
aserto, generar todos los posibles casos que cumplan estas restricciones hasta llegar a
un punto en el que se hayan generado todos los posibles o, simplemente, el resolutor
falle debido a la complejidad de estas. Adema´s, podemos transformar estos casos
generados a un formato Haskell que sera´ el esperado por sus clases Show y Read
para posteriormente probar el programa con estos.
En el segundo objetivo, nos planteamos automatizar la generacio´n de ca-
sos de caja blanca. Con un programa Python y la interaccio´n con Z3, conseguimos
a partir de los caminos del programa, la precondicio´n y las ya mencionadas res-
tricciones de taman˜o impuestas por el usuario, todo ello dado en forma de aserto
en el lenguaje SMT-LIB, generar estos casos. Adema´s, podemos transformar cada
uno de estos al formato que las clases Read y Show de Haskell los esperan para
interaccionar con estos. Por u´ltimo, obtenemos un ana´lisis de todos los caminos
que hemos probado, obteniendo como resultado cuantos de ellos eran satisfactibles,
cuantos insatisfactibles, y cuantos no ha sido capaz el resolutor de determinar su
satisfactibilidad.
Como u´ltimo objetivo, nos planteamos automatizar la ejecucio´n y prueba
del programa a partir de cualquiera de los casos de prueba anteriormente menciona-
dos. A partir de un programa Haskell, y un programa Python que interacciona con
Z3, conseguimos a trave´s del primero, leer los casos de prueba, analizarlos sinta´cti-
camente y ejecutar el programa, definido como una funcio´n Haskell ejecutable, con
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los casos de prueba. Con esto, obtendremos unos resultados que se le pasara´n al
programa Python junto a la postcondicio´n del programa y, sera´ este, el encargado
de evaluar estos resultados con la postcondicion. Finalmente, esta herramienta, de-
volvera´ el ana´lisis obtenido de estos, mostrando al usuario si el programa ha pasado
la prueba para todos los casos, y en caso contrario, informara´ de cua´les han fallado
y que´ resultado se ha obtenido.
En resumen, hemos conseguido, tal como dec´ıamos en el cap´ıtulo de in-
troduccio´n, un sistema integrado de testing con el que los usuarios pueden realizar
cientos de casos de prueba de forma totalmente automa´tica. La clave de este resul-
tado es que los programas a probar vienen provistos de una especificacio´n formal.
Adema´s, gracias a este trabajo, hemos podido comprobar algunos de los limites que





Reached this point, we can conclude our work and affirm that the objetives
which were set at the beggining, in chapter 1, have been accomplished.
As a first objective, we plan to automate the generation of black box ca-
ses based on the precondition given as an assert in the SMTLIB language. With a
Python program and the interacction with SMT solver, Z3, we can from, the pre-
condition of the program and the range of the values of the elements which the
data structures can taken as an assert by the user, generating all the possible cases
which accomplish the previous asserts, until reaching a point at which all possible
cases have been generated or simply the resolver fails due to the complexity of these.
As well as, thanks to this program we can transform these generated cases into a
Haskell format which will be the one expected by the Show y Read classes, to later
testing the program with them.
In the second objective, we plan to automate the generation of white box
cases. With a Python program and the interaction with Z3, we get from the program
paths, the precondition and the size restrictions established by the user, all of this
given as assert in the SMTLIB language, to generate these cases. Moreover, we
can transform each of these into the format that Haskell’s Read and Show classes
expected to interact with. Finally, we obtain an analysis of all the paths which we
have tried, determining how many of them were satisfiable, how many unsatisfiable,
and how many the solver was not able to evaluate.
The last objective, we plan to automate the execution and testing of the
program from any of the previous test cases. Starting from a Haskell program, and
a Python program which interacts with Z3, thanks to the first one, we can read the
test cases, analize them syntactically and run the program defined as an executable
Haskell function with test cases. Thanks to this, we will obtain some results which
will be passed to the Python program with the program’s postcondition and it
will evaluate these results with the postcondition. Finally, this tool, will return the
analysis obtained from these, showing to the user if the program has passed the test
for all cases, and on the contrary case, it will report which ones have failed and what
result has been obtained.
To sum up, we have achieved, as we said in the introduction chapter, an
integrated testing system with which users can carry out hundreds of test cases
automatically. The key to this result is that the programs to be tested come with a
formal specification. Besides thanks to this work, we have been able to check some
of the limits that the Z3 solver presents, as for example, the use of the universal
quantifier ∀ in complex constraints.
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En esta seccio´n se muestran algunos de los co´digos CLIR a los cua´les se




:sources "(((:lang :unknown) (:module :unknown)))"
:uses "(:ir)"
:documentation "Binary Search")
(define binSearch ((x Int) (v (Array Int))) ((p Int))
(declare (assertion
(precd (@ sortedArr v (the Int 0) (@ len v))
)
(postcd
(and (@ <= (the Int 0) p)
(@ <= p (@ len v))
(forall ((j Int))
(-> (@ <= (the Int 0) j)
(@ < j p)
(@ < (@ get_array v j) x)) )
(forall ((j Int))
(-> (@ <= p j)
(@ < j (@ len v))
(@ <= x (@ get_array v j))) )
))))
(letfun (
(bin ((a Int) (b Int) (x Int) (v (Array Int))) ((p2 Int))




(let ((m Int)) (@ + a b)
(let ((n Int)) (@ div m (the Int 2))
(let ((y Int)) (@ get_array v n)
(let ((b2 Bool)) (@ > x y)
(case b2 (
((@@ True)
(let ((m2 Int)) (@ + n (the Int 1))
(@ bin m2 b x v) ))
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((@@ False)
(let ((m3 Int)) (@ - n (the Int 1))
(@ bin a m3 x v))))))))))))))
)
(let ((a Int)) (the Int 0)
(let ((l Int)) (@ len v)
(let ((b Int)) (@ - l (the Int 1))
(@ bin a b x v))))))
A.1.2. insertArray.clir
(verification-unit "insert"
:sources "(((:lang :erlang) (:module /insert.erl)))"
:uses "(:ir)"
:documentation "Insert in a sorted array")
(define insertArray ((x Int) (m Int) (a (Array Int))) ((res (Array Int)))
(declare (assertion
(precd (and (@ <= (the Int 0) m) (@ < m (@ len a))
(@ sortedArr a (the Int 0) (@ - m (the Int 1))))
)




(f2 ((x Int) (m Int) (i Int) (a (Array Int))) ((res2 (Array Int)))
(let ((b1 Bool)) (@ >= i (the Int 0))
(case b1 (
((@@ False)
(@ f4 x m i a))
((@@ True)
(let ((e Int)) (@ get_array a i)
(let ((b2 Bool)) (@ < x e)
(case b2 (
((@@ True)
(let ((u Int)) (@ get_array a i)
(let ((i2 Int)) (@ + i (the Int 1))
(let ((ap (Array Int))) (@ set_array a i2 u)
(let ((i3 Int)) (@ - i (the Int 1))
(@ f2 x m i3 ap))))))
((@@ False)
(@ f4 x m i a)))))))))))
(f4 ((x Int) (m Int) (i Int) (a (Array Int))) ((res4 (Array Int)))
(let ((i2 Int)) (@ + i (the Int 1))
(let ((ap (Array Int))) (@ set_array a i2 x)
ap)))
)
(let ((i Int)) (@ - m (the Int 1))
(@ f2 x m i a))))
A.1.3. linearSearch.clir
(verification-unit "LinearSearch"
:sources "(((:lang :handmade-clir) (:module :self)))"
:uses "(:ir)"
:documentation "Linear search")







(and (forall ((j Int))
(-> (@ <= (the Int 0) j)
(@ < j res)
(not (@ = (@ get_array v j) e))))
(-> (@ < res (@ len v))(@ = (@ get_array v res) e))) )
))
(letfun (
(f ((i Int) (e Int) (v (Array Int))) ((res1 Int))
(let ((l Int)) (@ len v)





(let ((vi Int)) (@ get_array v i)





(let ((i1 Int)) (@ + i (the Int 1))
(@ f i1 e v)))))))))))))
)
(let ((i Int)) (the Int 0)
(@ f i e v))))
A.1.4. selSort.clir
(verification-unit "selSort"
:sources "(((:lang :unknown) (:module :unknown)))"
:uses "(:ir)"
:documentation "Selection Sort")





(@ sortedArr vres0 (the Int 0) (let ((l1 Int)) (@ len v) (@ - l1 (the Int 1)))))))
(letfun (
(selSort_wh1 ((i Int) (n Int) (v (Array Int))) ((vres1 Int) (vres2 (Array Int)))
(let ((v_3_25 Int)) (@ - n (the Int 1))
(let ((v_4_26 bool)) (@ < i v_3_25)
(case v_4_26 (
((@@ True)
(let ((min_27 Int)) i
(let ((j_28 Int)) (@ + i (the Int 1))
(let ((j_29 Int) (min_30 Int) (v_31 (Array Int))) (@ selSort_wh1_wh1 n j_28 v min_27)
(let ((tmp_32 Int)) (@ get_array v_31 i)
(let ((v_8_33 Int)) (@ get_array v_31 min_30)
(let ((v_34 (Array Int))) (@ set_array v_31 i v_8_33)
(let ((v_35 (Array Int))) (@ set_array v_34 min_30 tmp_32)
(let ((i_36 Int)) (@ + i (the Int 1))
(@ selSort_wh1 i_36 n v_35))))))))))
((@@ False)
(tuple i v)))))))
(selSort_wh1_wh1 ((n Int) (j Int) (v (Array Int)) (min Int)) ((vres3 Int)
(vres1 Int) (vres2 (Array Int)))
(let ((v_13_37 bool)) (@ < j n)
(case v_13_37 (
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((@@ True)
(let ((v_14_38 Int)) (@ get_array v j)
(let ((v_15_39 Int)) (@ get_array v min)
(let ((v_16_40 bool)) (@ < v_14_38 v_15_39)
(let ((min_41 Int)) (@ selSort_wh1_wh1_if1 v_16_40 j min)
(let ((j_42 Int)) (@ + j (the Int 1))
(@ selSort_wh1_wh1 n j_42 v min_41)))))))
((@@ False)
(tuple j min v))))))
(selSort_wh1_wh1_if1 ((v_16 bool) (j Int) (min Int)) ((vres4 Int))
(case v_16 (
((@@ True)




(let ((n_21 Int)) (@ len v)
(let ((i_22 Int)) (the Int 0)





:sources "(((:lang :clir) (:module :self)))"
:uses "(:ir)"
:documentation "Insertion on an AVL")





(and (@ isAVL res)
(@ = (@ setA res)
(let ((s1 (Set Int))) (@ setA t)
(let ((s2 (Set Int))) (@ unit x)
(@ union s1 s2))))))))
(letfun (
(ins ((x Int) (t (AVL Int))) ((res (AVL Int)))
(case t (
((@@ LeafA)
(@@ NodeA x (the Int 1) t t))
((@@ NodeA y h l r)
(let ((b1 Bool)) (@ < x y)
(case b1 (
((@@ True)
(let ((ia (AVL Int))) (@ ins x l)
(@ equil ia y r)))
((@@ False)
(let ((b2 Bool)) (@ > x y)
(case b2 (
((@@ True)
(let ((ia (AVL Int))) (@ ins x r)





(equil ((l (AVL Int)) (x Int) (r (AVL Int))) ((res (AVL Int)))
(let ((hl Int)) (@ height l)
(let ((hr Int)) (@ height r)
(let ((hr2 Int)) (@ + hr (the Int 2))
(let ((b Bool)) (@ == hl hr2)
(case b (
((@@ True)
(@ leftBalance l x r))
((@@ False)
(let ((hl2 Int)) (@ + hl (the Int 2))
(let ((b2 Bool)) (@ == hr hl2)
(case b2 (
((@@ True)
(@ rightBalance l x r))
((@@ False)
(@ compose l x r))))))))))))))
(compose ((l (AVL Int)) (x Int) (r (AVL Int))) ((res (AVL Int)))
(let ((hl Int)) (@ height l)
(let ((hr Int)) (@ height r)
(let ((mx Int)) (@ max hl hr)
(let ((h Int)) (@ + (the Int 1) mx)
(@@ NodeA x h l r))))))




((@@ NodeA x h l r)
h))))
(leftBalance ((l (AVL Int)) (x Int) (r (AVL Int))) ((res (AVL Int)))
(case l (
((@@ NodeA lx lh ll lr)
(let ((llh Int)) (@ height ll)
(let ((lrh Int)) (@ height lr)
(let ((b Bool)) (@ >= llh lrh)
(case b (
((@@ True)
(let ((tx (AVL Int))) (@ compose lr x r)
(@ compose ll lx tx)))
((@@ False)
(case lr (
((@@ NodeA lrx lrh2 lrl lrr)
(let ((cp1 (AVL Int))) (@ compose ll lx lrl)
(let ((cp2 (AVL Int))) (@ compose lrr x r)
(@ compose cp1 lrx cp2))))))))))))))))
(rightBalance ((l (AVL Int)) (x Int) (r (AVL Int))) ((res (AVL Int)))
(case r (
((@@ NodeA rx rh rl rr)
(let ((rlh Int)) (@ height rl)
(let ((rrh Int)) (@ height rr)
(let ((b Bool)) (@ >= rrh rlh)
(case b (
((@@ True)
(let ((tx (AVL Int))) (@ compose l x rl)
(@ compose tx rx rr)))
((@@ False)
(case rl (
((@@ NodeA rlx rlh2 rll rlr)
(let ((cp1 (AVL Int))) (@ compose l x rll)
(let ((cp2 (AVL Int))) (@ compose rlr rx rr)
(@ compose cp1 rlx cp2))))))))))))))))
)
(@ ins x t)))
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:sources "(((:lang :clir) (:module :self)))"
:uses "(:ir)"
:documentation "Insert on an BST")





(and (@ isBST res)
(@ = (@ set res)
(let ((s1 (Set Int))) (@ set t)
(let ((s2 (Set Int))) (@ unit x)
(@ union s1 s2))))))))
(letfun (
(f1 ((x Int) (t (Tree Int))) ((res (Tree Int)))
(case t (
((@@ Leaf)
(let ((empty_leaf (Tree Int))) (@@ Leaf)
(@@ Node x empty_leaf empty_leaf)))
((@@ Node y l r)
(let ((b Bool)) (@ < x y)
(case b (
((@@ True)
(let ((z (Tree Int))) (@ f1 x l)
(@@ Node y z r)))
((@@ False)
(let ((b1 Bool)) (@ > x y)
(case b1 (
((@@ True)
(let ((z (Tree Int))) (@ f1 x r)








:sources "(((:lang :clir) (:module :self)))"
:uses "(:ir)"
:documentation "Insertion in a sorted List")





(and (@ sortedList res)
(@ = (@ multiset res)
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(let ((m2 (Multiset Int))) (@ multiset l)
(let ((m3 (Multiset Int))) (@ unitMs x)
(@ mset-union m2 m3))))))))
(letfun (
(f1 ((y Int) (ys (Lst Int))) ((ls (Lst Int)))
(case ys (
((@@ Nil)
(let ((vacia (Lst Int))) (@@ Nil)
(@@ Cons y vacia)))
((@@ Cons z zs)
(let ((b Bool)) (@ <= y z)
(case b (
((@@ True)
(@@ Cons y ys))
((@@ False)
(let ((zz (Lst Int))) (@ f1 y zs)
(@@ Cons z zz))))))))))
) (@ f1 x l)))
A.4.2. deleteList.clir
(verification-unit "deleteList"
:sources "(((:lang :clir) (:module :self)))"
:uses "(:ir)"
:documentation "Deletion in a sorted List")





(@ = (@ multiset res) (let ((xs (Multiset Int))) (@ unitMs x)
(let ((ls (Multiset Int))) (@ multiset l)
(@ mset-diff ls xs))))
)))
(letfun (
(delete ((x Int) (l (Lst Int))) ((res2 (Lst Int)))
(case l (
((@@ Nil) (@@ Nil))
((@@ Cons y ys)





(let ((b2 Bool)) (@ > x y)
(case b2 (
((@@ True)
(let ((lp (Lst Int))) (@ delete x ys)
(@@ Cons y lp)))
((@@ False) ys))))))))))))
)
(@ delete x l)))
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:sources "(((:lang :clir) (:module :self)))"
:uses "(:ir)"
:documentation "Search on an LLRB")





(@ = res (let ((s (Set Int))) (@ setL t)
(let ((b Bool)) (@ belongs x s) b)))
)))
(letfun (




((@@ NodeL y c l r)
(let ((b1 Bool)) (@ < x y)
(case b1 (
((@@ True) (@ search x l))
((@@ False) (let ((b2 Bool)) (@ > x y)
(case b2 (
((@@ True) (@ search x r))
((@@ False) (the Bool True)))))))))))))
)




:sources "(((:lang :clir) (:module :self)))"
:uses "(:ir)"
:documentation "Insertion on a leftist heap")
(define insertLeftist ((x Int) (t (Tree Int))) ((res (Tree Int)))
(declare (assertion
(precd
(and (@ isLeftist t)
(@ isHeap t)))
(postcd
(and (@ isLeftist res)
(@ isHeap res)
(@ = (@ msetT res)
(let ((m1 (Multiset Int))) (@ msetT t)
(let ((m2 (Multiset Int))) (@ unitMs x)




(unionLeftist ((t1 (Tree Int)) (t2 (Tree Int))) ((res (Tree Int)))
(@ f1 t1 t2))








((@@ Node x2 l2 r2)
(let ((b Bool)) (@ <= x1 x2)
(case b (
((@@ True)
(let ((ul (Tree Int))) (@ f1 r1 t2)
(@ equil x1 l1 ul)))
((@@ False)
(let ((ul (Tree Int))) (@ f1 t1 r2)
(@ equil x2 l2 ul)))))))))))))
(equil ((x Int) (l (Tree Int)) (r (Tree Int))) ((res (Tree Int)))
(let ((hl Int)) (@ hmin l)
(let ((hr Int)) (@ hmin r)
(let ((b Bool)) (@ >= hl hr)
(case b (
((@@ True)
(@@ Node x l r))
((@@ False)
(@@ Node x r l))))))))




((@@ Node x l r)
(let ((hl Int)) (@ hmin l)
(let ((hr Int)) (@ hmin r)
(let ((m Int)) (@ min hl hr)
(@ + (the Int 1) m))))))))
) (let ((h1 (Tree Int))) (@@ Leaf)
(let ((h2 (Tree Int))) (@@ Leaf)
(let ((h3 (Tree Int))) (@@ Node x h1 h2)
(@ unionLeftist h3 t))))))
A.6.2. unionLeftist.clir
(verification-unit "unionLeftist"
:sources "(((:lang :clir) (:module :self)))"
:uses "(:ir)"
:documentation "Union of leftist heaps")
(define unionLeftist ((t1 (Tree Int)) (t2 (Tree Int))) ((res (Tree Int)))
(declare (assertion
(precd





(and (@ isLeftist res)
(@ isHeap res)
(@ = (@ msetT res)
(let ((m1 (Multiset Int))) (@ msetT t1)
(let ((m2 (Multiset Int))) (@ msetT t2)
(@ mset-union m1 m2))))))))
(letfun (
(f1 ((t1 (Tree Int)) (t2 (Tree Int))) ((res (Tree Int)))
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((@@ Node x2 l2 r2)
(let ((b Bool)) (@ <= x1 x2)
(case b (
((@@ True)
(let ((ul (Tree Int))) (@ f1 r1 t2)
(@ equil x1 l1 ul)))
((@@ False)
(let ((ul (Tree Int))) (@ f1 t1 r2)
(@ equil x2 l2 ul)))))))))))))
(equil ((x Int) (l (Tree Int)) (r (Tree Int))) ((res (Tree Int)))
(let ((hl Int)) (@ hmin l)
(let ((hr Int)) (@ hmin r)
(let ((b Bool)) (@ >= hl hr)
(case b (
((@@ True)
(@@ Node x l r))
((@@ False)
(@@ Node x r l))))))))




((@@ Node x l r)
(let ((hl Int)) (@ hmin l)
(let ((hr Int)) (@ hmin r)
(let ((m Int)) (@ min hl hr)
(@ + (the Int 1) m))))))))
) (@ f1 t1 t2)))
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