Abstract: A Markov chain approach to identification of the Wiener, Hammerstein, and nonlinear ARX (NARX) systems is presented. The motivation of this approach comes from the fact that these classes of nonlinear systems are connected with Markov chains, and hence their asymptotical properties, such as ergodicity, stationarity, and invariant probability distribution, can be derived from the corresponding chains. The estimates are given by the stochastic approximation algorithms with expanding truncations (SAAWET). All estimates proposed in the paper are strongly consistent. Numerical examples support the validity of this approach.
INTRODUCTION

Problem of Identification for Wiener, Hammerstein, and NARX Systems
Consider the single-input single-output (SISO) nonlinear ARX (NARX) system, Hammerstein system, and Wiener system expressed by equations (1), (2), and (3), respectively, y k+1 = f (y k , · · · , y k+1−p , u k , · · · , u k+1−q ) + ε k+1 , (1) y k+1 = a 1 y k + · · · + a p y k+1−p + h(u k ) + b 1 h(u k−1 ) + · · · + b q−1 h(u k+1−q ) + ε k+1 , (2)
where u k ∈ R and y k ∈ R are the system input and output, respectively, ε k ∈ R is the system noise, v k is the unknown intermediate signal of the Wiener system and f (·), h(·), and g(·) are nonlinear functions.
If the first order derivative of f (·) is available, then we may construct a local linear model, i.e., f (x) ≈ f (x * ) + ▽f (x * ) T (x − x * ), if x − x * < ε (6)
where ▽f (·) denotes the gradient of f (·). Clearly, the local linear model (6) approximates the nonlinear function f (·) more accurately than the local constant model given by (4).
The paper intends to give a unified framework of solutions to the above-mentioned problems for the Wiener, Hammerstein, and NARX systems.
The motivation comes from the method proposed in Zhao, Chen & Zheng (2010) , where the NARX system (1) is rewritten as
It is shown that the vector sequence {V k } k≥0 is a Markov chain valued in (R p+q , B p+q ) where B p+q denotes the Borel σ-algebra on R p+q .
Set
). Then the Hammerstein system (2) can be regarded as a special case of NARX system (1).
We now show that Wiener system (3) can also be connected with a Markov chain. By denoting s max{p, q},
the linear subsystem of (3) can be rewritten as follows:
From (9) we can see that the vector sequence {V k } k≥0 is also a Markov chain valued in (R 2s , B 2s ).
This motivates us to connect identification of (1), (2), and (3) with their Markov properties: First, the ergodicity and stationary probability distribution of (1), (2), and (3) can follow from their corresponding chains; Then, estimates for the nonlinear functions can be derived based on the stationary probability distribution of these systems. As far as the identification algorithm is concerned, here we extend the kernel function-based SAAWET proposed in Zhao, Chen & Zheng (2010) and Hu & Chen (2005) . The extension is nontrivial, since only the values of the nonlinear functions at given points are estimated in Zhao, Chen & Zheng (2010) and Hu & Chen (2005) . Here, the values of nonlinear functions together with their first order derivatives at given points are estimated. Besides, some technical assumptions imposed in Zhao, Chen & Zheng (2010) and Hu & Chen (2005) have been weakened.
Organization and Notations
Since the Hammerstein system (2) is a special case of the NARX system (1), in the following we will mainly consider identification of the NARX system (1) and the Wiener system (3). The Markov chain-based stationary and ergodic analysis of (1) and (3) is given in Section 2. Identification algorithms and their strong consistency are presented in Section 3. Section 4 presents a few numerical examples. Some concluding remarks are given in Section 5.
Notations. For a Markov chain
m . The invariant probability measure of {X k }, if it exists, is denoted by P IV (·). The total variation norm of a signed measure ν(·) is denoted by ν var .
PROPERTIES OF MARKOV CHAINS CONNECTED WITH SYSTEMS
Chain Properties for NARX Systems
For the NARX system (1), we impose the following assumptions:
A0) The input {u k } is selected to be a sequence of independent and identically distributed (iid) random variables with Eu k = 0, Eu 2 k < ∞ and with a probability density function f u (·) which is positive and continuous on R; A1) {ε k } k≥1 is iid with Eε k = 0, Eε 2 k < ∞, and with a density function f ε (·) which is positive and uniformly continuous on R; A2) {ε k } k≥1 and {u k } k≥1 are mutually independent; A3) f (·) is with gradient ▽f (·) which is continuous on R p+q . There exists a vector norm · v on R p and constants 0 < λ < 1, c 1 > 0, c 2 > 0, and l > 0 such that
T is the initial value.
Under A0)-A2), it is clear that {V k } defined by (8) is a time-homogeneous Markov chain valued in (R p+q , B p+q ). Theorem 1. (Zhao, Chen & Zheng (2010) , Zhao (2010) ) Assume A0)-A4) hold. Then (i) {V k } k≥0 is geometrically ergodic, i.e., there exists an invariant probability measure P IV (·) on (R p+q , B p+q ) and some constants M 1 > 0 and 0 < ρ 1 < 1 such that
(10) (ii) P IV (·) is with a density function, denoted by f IV (·), which is positive on R p+q . (iii) {V k } k≥0 is an α-mixing with mixing coefficients, denoted by {α(k)} k≥0 , satisfying α(k) ≤ M 2 ρ k 2 for some M 2 > 0 and 0 < ρ 2 < 1. Remark 1. Assumption A3) is a structure condition to guarantee stability and ergodicity of {V k }. It can be shown that A3) includes the stable ARX system, Hammerstein system etc as its special cases. Theorem 1 can be proved by using the drift criterion for Markov chains.
Chain Properties for Wiener Systems
For Wiener system (3), we take the input {u k } to be iid and u k ∈ N (0, 1).
We make the following assumptions:
is iid with Eε k = 0 and Eε 2 k < ∞; {ε k } and {u k } are mutually independent and ε k = 0,
Theorem 2. Assume B1)-B4) hold. Then the chain {V k } defined by (9) is geometrically ergodic and is an α-mixing with mixing coefficients converging to zero exponentially fast. Remark 2. Existence of the invariant probability measure guarantees that the NARX/Wiener systems are asymptotically stationary while the mixing property implies the asymptotical independence of V k and V k+m (V k and V k+m ) as m tends to infinity.
IDENTIFICATION ALGORITHMS AND STRONG CONSISTENCY OF ESTIMATES
Identification of NARX System
For NARX system (1), the identification task consists in estimating the value of f (·) as well as its gradient, denoted by ▽f (·), at any fixed ϕ
We first define the kernel function:
Then with a positive sequence {M k } k≥0 increasingly diverging to infinity, we recursively define the following sequences estimating f (ϕ * ):
and
where σ 0 = σ 0 = 0.
Next we introduce the algorithms for estimating ▽f (·) at ϕ * :
and (14)- (15) for f IV (ϕ * ). The vector sequence {β k (ϕ * )} defined by (16)- (17) is an estimate for
, where f IV (·) is the invariant probability density of the chain {V k } defined by (8).
We further impose the following assumption on f IV (·). A5) f IV (·) is with gradient ▽f IV (·), which is continuous on R p+q ; both f IV (·) and ▽f IV (·) are bounded on R p+q .
Theorem 3. Assume A1)-A5) hold. Then
and hence
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Proof. The proof can be obtained by applying the general convergence theorem of SAAWET (Chen (2002) ). Here the detailed proof is omitted due to paper length limitation.
Identification of Wiener System
Identification of Wiener system includes identification of g(·) as well as the coefficients of linear subsystem. We first write the linear subsystem of (3) in the state space form.
By setting
Denote h j HA j B, j ≥ 0 and σ
By the well-known Bussgang's theorem for Gaussian variables (Hagenblad (2008) , Hu & Chen (2005) ), the following equation takes place lim
where
We further impose the following condition.
Multiplying u k−j to both sides of the linear subsystem (3) and taking expectation lead to
where d 0 1 and p ∧ (q − 1) min{p, q − 1} and
where p ∨ (q − 1) max{p, q − 1}.
Define the Hankel matrix
Then from (32) and (33) we have the following equality:
So, if Γ is nonsingular, the strongly consistent estimates for h i , i ≥ 0 will imply the strongly consistent estimates for c i and d j .
Since v k is unavailable, we define the identification algorithms consisting of three parts.
1) Identification of the linear subsystem.
Let {M k } k≥0 be a sequence of positive numbers increasingly diverging to infinity. With arbitrary initial values α 0 (i), i = 0, · · · , (p ∨ (q − 1)) + p and ∆ 0 (i) = 0, estimates α k (i) are recursively generated:
. (37) Remark 4. It can be shown that {α k (i)} k≥1 converges almost surely to h i ρ. −1) )+p serve as the estimates for h i provided that α k (0) = 0. Replacing h i in (30)- (35) with its estimate h i,k , we obtain the estimates for c i and d j , denoted by c i,k and d j,k , respectively.
2) Estimation of the intermediate signal v k .
Define matrices
The estimate v k for v k is then calculated as follows:
with x 0 = 0.
3) Identification of the nonlinear function g(·).
The estimates for g(·) and g (1) (·) can be obtained similarly to (11)-(19). We list them in details for ease of reading.
Define the kernel function
where b k = 1 k α for some 0 < α < 1 10 . With arbitrary initial values the estimate for g(v * ) is given by 
with λ 0 = λ 0 = 0.
With arbitrary initial values the estimate for g (1) (v * ) is given as follows:
with γ 0 = γ 0 = 0. Lemma 1. Assume B1) and B2) hold. Then the Hankel matrix Γ defined by (34) is nonsingular. Theorem 4. Assume B1)-B6) hold. Then
for any ̟ ∈ 0,
SIMULATIONS
Example 1. Consider the following Wiener system
, where c 1 = 0, c 2 = 0.64, d 1 = 2, {u k } and {ε k } are iid and they are mutually independent, u k ∈ N (0, 1), Figure 1 shows the recursive estimates for c 1 , c 2 and d 1 while Figure 2 shows the estimates for g(·) and g (1) (·) at k = 6000.
Example 2. Consider the following system which simulates the glucose metabolism in cell dynamics (Roll et al (2005) 
where u and y are the system input and output, respectively. The sampled input and output data {u k , y k } T , k = 1, · · · , 175. First, the data {u k , y k } 100 k=1 are applied to algorithms (11)-(15) with δ = 0.7. The corresponding estimate for the nonlinear function is denoted by f (·, ·). Then the estimates for y k+1 are calculated by y k+1 = f (y k , u k ), k = 1, · · · , 175. The simulation result is shown in Figure 3 . 
CONCLUDING REMARKS
A Markov chain approach to identification of the Wiener, Hammerstein, and nonlinear ARX systems is demonstrated. With the help of the invariant probability distributions derived from Markov chains the strongly consistent estimates are obtained. Thus, identification of the Wiener, Hammerstein, and NARX systems is solved in a unified framework.
There are several issues left for further study. For example, the conditions on the excitation of these systems (white input for NARX system and normal distribution for Wiener system) and a prior knowledge on the nonlinearities (continuity, differentiability and structural assumption given by A3)) are restrictive. It is of interest to relax these conditions and also of interest to consider the closed-loop identification and to find distribution-free and density-free algorithms for identification of these systems.
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