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RÉSUMÉ 
De nos jours, le maintien à domicile des personnes éprouvant des troubles cognitifs est un réel 
défi. En effet, les centres spécialisés pour ces personnes ne sont pas suffisants et manquent 
parfois de ressources. C'est là que l'assistance à domicile intervient pour permettre à ces 
personnes de conserver un certain niveau d'autonomie avec le moins d'intrusion possible dans 
leur vie quotidienne. Pour répondre à cette demande, le laboratoire DOMUS s'est équipé d'un 
appartement intelligent pilote muni des Nouvelles Technologies de l'Information et de 
Communication (NTIC). L'infrastructure du laboratoire est composée entre autres de capteurs 
infrarouges, de capteurs de pression, d'écrans tactiles et de microphones qui ont pour but de 
rendre compte des activités de la vie quotidienne (A VQ) réalisées par la personne au sein de 
l'habitat. La présente étude rapporte les résultats d'une partie du système d'assistance à 
domicile permettant l'identification des AVQ par une personne au sein d'un appartement 
intelligent, à l'aide d'un unique microphone par pièce. Dès lors, on s'intéresse à la détection et 
la reconnaissance des événements sonores générés par la réalisation des AVQ de l'habitant. 
Les événements sonores testés correspondent aux activités qui ont lieu dans une cuisine, telle 
que des bruits de cuisson, d'écoulement d'eau, d'ustensile, de casserole, de vaisselle et de 
claquements de porte. 
Mots-clés : troubles cognitifs, assistance à domicile, appartement intelligent, identification des 
A VQ, microphone, signal sonore 
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CHAPITRE 1. INTRODUCTION 
1.1 Contexte 
Ce projet de recherche s'intéresse à l'assistance à domicile des personnes souffrant de troubles 
cognitifs. Le but de cette étude est de retarder le placement en institutions spécialisées des 
personnes atteintes. On définit alors la cognition comme la faculté du cerveau de penser, de 
traiter et d'emmagasiner de l'information afin de résoudre certains problèmes. En effet, les 
personnes concernées par ces systèmes de vigilance sont principalement les patients atteints de 
troubles cognitifs liés à l'âge, mais aussi à la démence de type Alzheimer, à la schizophrénie, à 
un traumatisme crânien ou à des déficiences intellectuelles. Ces patients éprouvent en général 
des problèmes de planification et de décision dans la réalisation des Activités de la Vie 
Quotidienne que nous désignerons sous l'acronyme A VQ. On comprend dans les activités de la 
vie quotidienne la mobilité au lit, le déplacement dans les pièces de l'habitat, l'habillement, 
l'alimentation, l'utilisation des toilettes, l'hygiène personnelle, le bain et la douche [18]. On 
désire alors compenser par l'environnement les troubles cognitifs impliquant une 
incompétence de la personne dans la réalisation de ces AVQ. Pour arriver au but décrit 
précédemment, on dispose d'un habitat intelligent, aussi appelé habitat communicant que l'on 
définit comme un habitat classique qui intègre les Nouvelles Techniques de l'Informatique et 
des Communications (NTIC). Ainsi, il est possible de modéliser l'environnement de 
l'appartement à l'aide de différents types de capteurs tels que des capteurs d'identification 
radiofréquences, des débits-mètres, des capteurs infrarouges, des capteurs de pression pour le 
sol ou encore des microphones [4, 10, 19, 27]. La Figure 1-1 présente un plan de l'habitat 
intelligent pilote, ainsi que la configuration spatiale des différents capteurs dont nous 
disposons au sein du laboratoire de DOMotique de l'Université de Sherbrooke (DOMUS) pour 
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Figure 1-1 : Plan de l'appartement intelligent DOMUS avec la nature et la localisation des différents capteurs 
L'infrastructure de l'appartement présenté à la Figure 1-1 permet de détecter et d'identifier les 
AVQ effectuées par une personne au sein de l'habitat. En jugeant de l'environnement de 
l'habitant, on peut détecter les situations à risque. Par exemple, le système devra être en 
mesure de prévenir la personne si elle oublie une casserole sur la gazinière ou bien de faire sa 
toilette. Il devra alors prévenir le cas échéant un intervenant extérieur si la personne est en état 
de crise. En identifiant ces situations-ci, il sera alors possible d'apporter une assistance 
2 
adaptée au contexte tout en prenant en compte le profil du patient. Ainsi, on pourra compenser 
les troubles cognitifs des personnes ciblées afin de leur permettre de conserver un certain 
niveau d'autonomie à domicile tout en étant le moins intrusif possible. 
1.2 Problématique 
Il existe déjà plusieurs systèmes de vigilance à domicile. Néanmoins, ces systèmes-là 
n'investiguent pas, ou de façon très succincte l'analyse continue des données sonores pour 
l'assistance des personnes à domicile [4, 10, 19, 27]. Dans le contexte de la surveillance à 
domicile, il paraît alors important de préciser que l'utilisation de capteurs sonores pourra 
s'avérer beaucoup moins dispendieuse et intrusive que de capteurs comme des accéléromètres 
ou encore des assistants personnels numériques qui doivent être portés en permanence par le 
patient. C'est pourquoi l'étude proposée se concentre exclusivement sur le traitement des 
données sonores afin de répondre à la problématique de la reconnaissance des A VQ au sein 
d'un habitat intelligent. Ainsi, les informations récupérées par les microphones viendront 
compléter celles des autres capteurs de l'appartement pour rendre plus robustes la 
reconnaissance d'AVQ et la localisation de la personne. La Figure 1-2 présente le schéma de 
principe de la reconnaissance des AVQ dans l'habitat intelligent du laboratoire DOMUS. 
Microphone 1 , 
Microphone 2 -
Microphone 3 




débits-mètres, détecteurs de 
pression, etc..) 
Figure 1-2 : Schéma de principe de la reconnaissance des activités de la vie quotidienne 
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1.3 Définition du projet de recherche 
La partie du système à développer s'intéresse donc à la reconnaissance d'AVQ et se base sur 
l'analyse seule des signaux sonores. À l'aide des capteurs sonores placés à l'intérieur du 
laboratoire DOMUS à la Figure 1-1, on pourra identifier de quelle pièce provient tel ou tel 
événement sonore. Ceci permet de savoir dans quelle pièce se situe l'activité réalisée par le 
patient. Ceci apporte une première information qui peut s'avérer utile pour l'identification de 
l'action réalisée. À partir de là, est-il possible d'identifier l'action réalisée correspondant aux 
événements sonores détectés? Par exemple, asseyez-vous dans une cuisine et fermez les yeux. 
Seriez-vous capable en vous servant uniquement de votre ouïe, de reconnaître les actions 
réalisées par une personne dans cette pièce? Ainsi, le système à concevoir devra être capable 
de répondre à la question suivante : « Comment est-il possible de détecter et par la suite de 
reconnaître les activités de la vie quotidienne réalisées par une personne au sein d'un habitat 
intelligent à l'aide d'un simple microphone par pièce? » 
On en profite pour introduire les notions d'action simple et ai1 AVQ. Ainsi, on sait qu'une 
activité de la vie quotidienne telle que faire du café se compose d'un enchaînement temporel 
d'actions simples. Pour la réalisation de Y AVQ de faire du café, on sait qu'il est nécessaire de 
faire couler de l'eau dans une casserole, de la faire bouillir, puis de sortir le café, une cuillère 
et une tasse des rangements. L'enchaînement de ces actions simples peut varier selon les 
scénarios possibles. Néanmoins, chacune de ces actions simples peut être identifiée à l'aide 
des événements sonores qu'elles génèrent. Puisqu'il paraît assez complexe d'identifier une 
activité de la vie quotidienne d'un seul coup ce qui impliquerait de créer des modèles pour 
chaque activité de la vie quotidienne, on décompose une activité de la vie quotidienne en 
plusieurs actions simples sur lesquelles on va se concentrer au cours de l'étude. 
À une échelle macroscopique, on fait correspondre l'identification d'activité de la vie 
quotidienne à la réalisation de faire du café. Tandis qu'à une échelle microscopique, on définit 
la reconnaissance d'un événement sonore comme la détection et la reconnaissance d'une 
action simple réalisée comme faire couler de l'eau ou claquer une porte. Il sera alors 
nécessaire d'associer chacun de ces événements sonores à une action simple, afin de pouvoir 
par la suite faire correspondre un enchaînement d'actions simples avec une activité de la vie 
4 
quotidienne réalisée par l'habitant. La Figure 1-3 illustre ce principe en reprenant l'exemple de 
la réalisation d'une activité de la vie quotidienne comme faire du café. 
Actions simples 
Figure 1-3 : Schéma de principe de la reconnaissance d'une AVQ à l'aide du son 
AVQ 
1.4 Objectif du projet de recherche 
Le système à réaliser devra permettre de détecter et capter les événements sonores, puis 
d'analyser ces signaux sonores en fonction de différents paramètres, et enfin de les classifier 
pour les faire correspondre à une action simple. La Figure 1-4 présente la méthodologie 
employée pour la reconnaissance des AVQ et plus particulièrement l'analyse des données 
sonores utilisée à cet effet. 
Microphone 1 
Microphone 2 — 
Microphone 3 — 






Analyse du son 
Parametre2 
Paramètre N 
Classification Act ion 
correspondante 
Figure 1-4 : Schéma de principe de la reconnaissance des activités de la vie quotidienne basée sur l'analyse sonore 
On observe alors que le système de reconnaissance des A VQ se décompose en 3 étapes : 
1- D'une part, il devra détecter et capturer les différents événements sonores qui ont lieu 
dans chaque pièce de l'habitat, en adaptant sa détection à l'environnement sonore de 
l'habitat. 
2- D'autre part, il permettra de discriminer les actions simples réalisées à l'aide de 
l'analyse des événements sonores, aussi appelés objets sonores. C'est-à-dire que le 
système sera capable d'associer un objet sonore à une action simple faisant partie de sa 
base de données. C'est la première étape de classification. 
3- Enfin, à partir de la reconnaissance et de l'enchaînement des différentes actions 
simples, ainsi que des informations provenant d'autres capteurs, le système conçu 
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pourra reconnaître les AVQ réalisées par l'habitant. C'est la seconde étape de la 
classification. 
L'objectif principal du système à concevoir est de faire la preuve de concept qu'à l'aide d'un 
unique microphone par pièce, il est possible d'identifier les A VQ réalisées dans un habitat. 
Pour cela, une validation expérimentale devra valider la faisabilité d'une telle infrastructure, et 
ce, pour quelques événements sonores, principalement ciblés dans la cuisine. En plus de cet 
objectif, la détection des événements sonores engendrés par une activité de la personne 
permettra de déterminer dans quelle pièce la personne se trouve au sein de l'habitat. 
1.5 Configuration de l'environnement de recherche 
On se focalise dans notre étude sur les données sonores générées par des activités effectuées 
dans la cuisine. On retrouve dans la cuisine différents rangements : placards et tiroirs, ainsi 
qu'un four, un lave-vaisselle, un robinet, des ustensiles, des casseroles et des verres. Chacun 
de ces objets génère du bruit lorsque l'habitant interagit avec eux, et c'est sur ces informations 
sonores que l'on va travailler. On place un microphone « USB Dekstop Microphone1 » au 
plafond de la cuisine à l'emplacement décrit à la Figure 1-5. Son utilisation vise à capter tous 
les bruits provenant de cette pièce. Il permettra l'enregistrement continu de l'environnement 
sonore de la cuisine. Cet enregistrement continu des données sonores est effectué à une 
fréquence d'échantillonnage Fs de 16 kHz. La fréquence de réponse du microphone est 
comprise entre 100 Hz et 16 kHz et sa sensibilité est de -47 dBVolt/Pa à ±4 dB. Il est aussi 
possible d'appliquer un gain ou une atténuation du signal sonore reçu de façon logiciel. Ceci 
permettra d'utiliser au mieux la plage dynamique du microphone en fonction de l'éloignement 
de la source sonore. Par la suite, on étudie ces signaux à l'aide d'une analyse acoustique hors 
ligne à l'aide du logiciel Matlab qui simule le système à concevoir. La Figure 1-5 présente 
l'architecture de la cuisine. 
1




Figure 1-5 : Photo de l'architecture de la cuisine 
Il est à noter que toutes les études menées au sein du laboratoire DOMUS considèrent qu'une 
seule personne est présente dans l'appartement. De plus, les expérimentations menées pour ce 
projet considèrent un environnement peu bruité et ne s'intéressent pas à la séparation de 
sources sonores. C'est-à-dire que les activités sonores sont considérées comme ayant lieu les 
unes après l'autre et non simultanément. Le système ne considérera donc pas le cas d'une 
activité qui aurait lieu en même temps qu'une autre. Par exemple, un écoulement d'eau qui se 
produirait simultanément à un claquement de porte. 
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1.6 Plan du mémoire 
Le présent document se décompose en 4 parties. Dans un premier temps, nous avons présenté 
le contexte et la problématique du projet de recherche proposé. Dans un second temps, nous 
étudierons la revue de la littérature des systèmes de détection et de reconnaissance des 
événements sonores existants. Puis nous présenterons les méthodes d'analyse de nos signaux 
sonores afin d'identifier leurs utilités dans le contexte recherche. Enfin, nous exposerons et 
discuterons des résultats fournis par notre système de détection et de reconnaissance des A VQ. 
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CHAPITRE 2. ÉTAT DE L'ART 
Plusieurs travaux ont déjà été effectués sur le traitement et l'analyse des données sonores pour 
des applications de surveillance. Ces travaux portent aussi bien sur la détection que sur la 
reconnaissance des événements sonores. La revue de littérature effectuée présente les outils 
d'analyse des données sonores et quelques méthodes de détection des événements sonores, 
ainsi que les différentes techniques de classification de ces mêmes événements. 
2.1 Détection des événements sonores 
On présente ici des méthodes qui permettent d'identifier la présence ou non d'un événement 
sonore. Celles-ci se basent sur une analyse du signal effectuée soit dans le domaine temporel, 
soit fréquentiel, soit dans les deux. 
2.1.1 Méthodes d'analyse temporelle 
Certaines méthodes de détection d'activité sonore se basent sur le calcul de l'énergie 
temporelle à court terme [7]. C'est une mesure du niveau sonore en temps réel. Cependant, ce 
paramètre est très variable. Ceci est dû en partie à des conditions d'enregistrement différentes. 
En effet, une simple variation de la distance entre la source et le microphone suffit pour être 
un élément de perturbation du calcul de l'énergie. Pour s'affranchir de ce problème, une 
méthode d'adaptation de l'énergie à l'environnement sonore a été proposée. Des études 
proposent de calculer la moyenne de l'énergie sur plusieurs fenêtres d'étude de durée fixe, 
avec un recouvrement temporel. À partir du calcul de ces valeurs, un seuil a été fixé de façon 
empirique afin d'être comparé aux valeurs d'énergie calculées pour chaque trame courante. Si 
celles-ci sont supérieures au seuil, on considère alors qu'il y a eu une activité sonore, dans le 
cas contraire, on considère qu'il n'y en a pas eu [14, 33]. On peut remarquer que cette 
méthode s'adapte aux changements de l'environnement sonore puisque que la valeur seuil est 
mise à jour en temps réel. Néanmoins, ce principe de détection des événements sonores est 
très sensible aux nombres et à la durée des fenêtres d'analyse que l'on choisit pour le calcul du 
seuil. En effet, suivant ces paramètres, le seuil calculé, et par conséquent le nombre 
d'événements sonores détectés, seront très différents. Il est aussi possible de se baser sur le 
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taux de passage par zéro à court terme du signal pour la détection des événements sonores. Ce 
paramètre mesure le taux de changement de signe du signal sonore dans une fenêtre d'étude. 
Cela correspond au passage de l'amplitude du signal par zéro, d'une valeur positive à négative 
et vice-versa. L'avantage de cette méthode est qu'elle ne sera pas perturbée par une variation 
de distance entre la source sonore et le microphone. Il est aussi possible de moyenner la valeur 
de ce paramètre sur plusieurs fenêtres d'étude puis de calculer un seuil variable de la même 
façon que pour l'énergie temporelle [33]. 
Le tracé d'un signal sonoresdans le domaine temporel présente les variations d'une forme 
d'onde au cours du temps. L'analyse fréquentielle permet de dire quelle proportion du signal 
appartient à telle ou telle bande de fréquence. On s'intéresse dès lors à l'étude de nos signaux, 
dans le domaine fréquentiel, dans le cadre de la détection d'événements sonores. 
2.1.2 Décomposition de Fourier 
L'idée de base de la transformée de Fourier est que toute forme d'onde peut être décomposée 
en une somme de sinusoïdes, éventuellement une infinité. Le résultat de cette transformée est 
appelé spectre en fréquences. On utilise une version échantillonnée de celle-ci pour l'analyse 
des signaux sonores numériques non périodiques, c'est-à-dire la Transformée de Fourier des 
Signaux Discrets, la TFSD [13, 24]. Cette analyse est effectuée sur une partie du signal 
segmenté à l'aide d'une fenêtre glissante avec un recouvrement temporel. Cette méthode est 
connue sous le nom de Transformée de Fourier discrète à fenêtre glissante ou à court terme. 
Elle permet d'obtenir un renseignement sur l'évolution fréquentielle du signal au cours du 
temps. 
Dans la littérature, on rencontre souvent la Densité Spectrale de Puissance, la DSP qui est une 
représentation de l'énergie du spectre en fonction de la fréquence. Cette densité spectrale de 
puissance peut-être sous-échantillonnée en fonction d'un nombre prédéfini de bandes 
fréquentielles [9, 11, 34]. On assigne alors à chaque bande fréquentielle une valeur d'énergie. 
On peut alors définir l'échelle des fréquences de différentes façons, soit en Hertz, soit en Mel. 
En l'occurrence, les bandes critiques de Mel ont prouvé leur utilité pour l'extraction des 
paramètres sonores puisqu'elles permettent de se rapprocher au plus près de la perception 
humaine des sons [32, 36]. 
10 
2.1.3 Décomposition en ondelettes 
La décomposition en paquets d'ondelettes est aussi utilisée pour la détection des événements 
sonores [5, 17, 23, 24]. C'est une forme étendue de la transformée en ondelettes discrètes qui 
est elle-même une forme numérisée de la transformée en ondelettes. L'idée de base de la 
décomposition en ondelettes est que toute forme d'onde peut être décomposée suivant une 
famille d'ondelettes dilatées et translatées. Le système auditif ne réalise pas une analyse de 
Fourier, mais une analyse de type ondelette. En effet, la transformée de Fourier fait ressortir 
certaines caractéristiques spectrales qui ne sont pas importantes pour le système auditif. Le 
système auditif n'est pas un excellent estimateur spectral, il est un excellent estimateur des 
changements qui apparaissent dans l'estimation du spectre. Tout comme l'analyse spectrale, la 
transformée en ondelettes peut aussi extraire des caractéristiques non intéressantes. Cependant, 
contrairement à l'analyse de Fourier, on peut définir les bases d'ondelettes et les choisir de 
telles sortes que l'analyse soit plus proche de ce qui se passe dans l'audition. La décomposition 
en ondelettes pourra permettre une meilleure analyse des signaux présentant des discontinuités 
ou des phénomènes locaux. Ceci est un avantage pour notre système de détection des 
événements sonores qui s'intéresse à la mise en évidence des transitoires. 
2.1.4 Méthodes de détection des événements sonores 
À partir des informations apportées par l'analyse fréquentielle, des techniques d'analyse 
permettent de détecter les événements sonores qui se basent sur l'étude du spectre à court 
terme. Par exemple, l'indice de stationnante mesure les variations d'énergie sur l'ensemble 
des composantes spectrales normalisées entre 2 fenêtres d'étude successives [24]. On 
remarque que cette méthode ne prend pas en compte l'environnement sonore sur une période 
plus longue que 2 trames sonores. 
Pour s'adapter à l'environnement sonore de l'habitat, une solution possible est d'intégrer le 
spectre au cours du temps. On applique alors notre spectre en entrée d'un circuit intégrateur du 
premier ordre, et ce, de façon récursive pour chacune de nos fenêtres d'étude. Le coefficient 
de lissage est un paramètre qui permet de pondérer le spectre de la fenêtre d'étude courante 
par rapport au spectre intégré [13]. L'utilité d'une telle technique est d'adapter les variations 
de nos paramètres en fonction de l'environnement sonore en temps réel. Il est à noter qu'une 
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méthode semblable prenant d'autres types de paramètres en entrée du circuit intégrateur 
pourrait présenter des résultats intéressants pour la détection des événements sonores. À partir 
du spectre intégré et du spectre courant, la détection d'activité sonore se base sur l'estimation 
de différents critères. D'une part, on peut mesurer si l'environnement sonore considéré 
possède de fortes accroches ou coupures. Ce critère est obtenu grâce à un simple calcul large 
bande de la différence du spectre intégré pour 2 fenêtres d'analyse successives [13]. D'autre 
part, on peut s'intéresser à la détection d'événements sonores contenus dans de faibles bandes 
de fréquences [13]. Cette mesure compare simplement le pic maximum de la différence du 
spectre intégré à sa variance pour 2 fenêtres d'analyse successives. La détection des 
événements sonores peut aussi se baser sur l'énergie des coefficients du spectre regroupés en 
bandes fréquentielles. Un seuil est alors fixé, au-dessous duquel aucun événement sonore n'est 
détecté [12, 34]. 
2.2 Reconnaissance des activités sonores 
On applique alors les événements sonores détectés en entrée de notre système de 
reconnaissance sonore. Les événements sonores détectés sont représentatifs des activités de la 
vie quotidienne réalisée par la personne au sein de l'habitat. On applique par la suite une 
analyse sur les événements sonores afin d'identifier l'action correspondante effectuée. Ceci 
permettra donc un gain de mémoire et de temps de calcul. 
2.2.1 Méthodes de paramétrage temporel 
Les études effectuées dans le domaine de la télésurveillance utilisent assez peu les paramètres 
temporels pour ce qui est de l'identification des activités sonores. Cependant, des descripteurs 
tels que le taux de voisement, le taux de passage par zéro et l'énergie temporelle à court terme 
sont parfois utilisés pour une classification grossière des événements sonores. 
Par exemple, à partir de l'énergie temporelle à court terme, il est possible de définir deux 
seuils, l'un haut et l'autre bas, respectivement Tj et T2. Si l'énergie calculée sur une durée 
prédéterminée est inférieure à T], on considère qu'il n'y a pas d'activité sonore, si l'énergie se 
situe entre les 2 seuils, on considère qu'une activité normale s'est produite. Enfin, si l'énergie 
est supérieure à T2, on dit qu'un événement anormal s'est produit, par exemple, faire tomber 
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une chaise, un pot métallique ou encore pousser un cri. De la même manière, une absence 
d'activités sonores durant une longue période peut être révélatrice d'une situation 
problématique [4]. Une autre façon d'utiliser l'énergie temporelle à court terme est d'établir 
des modèles énergétiques à long terme pour chacune des activités considérées [13]. En 
fonction de ces modèles représentatifs de l'enveloppe temporelle de nos objets sonores, il sera 
alors possible de classer les sons environnementaux selon qu'ils soient simples, répétés, 
continus ou du bruit. Le taux de passage par zéro aide à la distinction d'événements répétitifs 
par rapport aux événements simples [3]. Par exemple, à l'aide de ce paramètre, il serait 
possible de discriminer des bruits de pas de marche et de course. De plus, un paramètre tel que 
le taux de voisement permet de séparer une activité sonore correspondante à de la parole, des 
autres activités. Le taux de voisement qui correspond au calcul de la corrélation croisée 
normalisée permet de déterminer la fréquence fondamentale, aussi appelé « pitch », pour un 
signal de parole [13, 34, 36]. On définit alors un seuil de voisement grâce à une valeur de 
corrélation normalisée. Au-dessous de ce seuil, les trames sont considérées non voisées, c'est-
à-dire qu'elles ne contiennent pas d'information vis-à-vis de la fréquence glottale. Au-dessus 
de ce seuil, on considérera que le signal correspond à de la parole. 
2.2.2 Méthodes de paramétrage fréquentiel 
Dans le domaine spectral, on peut caractériser les événements sonores de différentes façons. 
Tout d'abord, il est possible de caractériser les événements sonores grâce à leur spectre ou leur 
densité spectrale de puissance en bandes critiques en fonction du temps [8, 9, 20, 21, 22, 25, 
26, 32]. On s'intéresse aussi à paramétrer le spectre de chaque fenêtre d'étude à l'aide de 
différents descripteurs. On se réfère ici au centre de masse spectral, la largeur de bande 
spectrale, la fréquence de coupure spectrale. On rappelle que le centre de masse et la largeur 
de bande spectrale peuvent être vus respectivement comme étant les moments d'ordre 1 et 2 
du spectre. Le centre de masse spectral permet de dire si le spectre est plutôt basse ou haute 
fréquence, tandis que la largeur de bande spectrale nous renseigne si le graphe en fréquence 
est étalé ou concentré autour du centre de masse [7, 13, 21, 22, 25]. La fréquence de coupure 
spectrale caractérise la décroissance de l'énergie spectrale dans les hautes fréquences. Ces 
paramètres permettent de caractériser le spectre en fonction de son contenu fréquentiel, basse 
ou haute fréquence, ainsi que la distribution du spectre. La transformée en ondelettes propose 
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une autre décomposition du signal sonore en fréquence qui permet de discriminer les objets 
sonores [8, 32]. Le domaine cepstral est souvent utilisé pour la classification des événements 
sonores. Il permet de séparer les composantes basses et hautes fréquences en appliquant une 
transformée de Fourier au logarithme du spectre [1, 3, 8, 22, 25, 26,28, 32, 36]. 
2.2.3 Création des dictionnaires : l'algorithme des k-moyennes 
La classification de nos événements sonore s'effectue à partir d'un dictionnaire de références 
que l'on va créer. On présente ici l'algorithme des k-moyennes qui est un algorithme de 
quantification vectorielle [12, 13, 26, 35]. Son principe est le suivant. 
On dispose de vecteurs de dimension connue dans l'espace des observations que l'on souhaite 
rassembler en classes. À priori, on n'a pas de connaissance sur les propriétés de ces classes, 
seul leur nombre est connu. Logiquement, ce nombre de classes correspondra aux nombres 
d'activités sonores que l'on désire identifier. Pour cette technique, on dit que l'apprentissage 
est non supervisé, c'est-à-dire que cette méthode ne nécessite aucune information sur les 
données. À noter que plus le nombre d'enregistrements choisi pour l'élaboration du 
dictionnaire sera grand, et plus la classification des données d'observation sera robuste. Il sera 
aussi intéressant d'établir plusieurs modèles pour un même type d'événement sonore. 
2.2.4 Classification des événements sonores 
Une fois le dictionnaire des références créé, la classification des événements sonores consiste 
en une simple minimisation d'une distance choisie entre les vecteurs de l'espace d'observation 
et les vecteurs de référence qui composent nos dictionnaires. L'une des méthodes les plus 
utilisées est l'algorithme de recherche des plus proches voisins, «Nearest Neighbor », NN, en 
anglais [1, 13, 26, 32]. Cette méthode se base le plus souvent sur une minimisation de la 
distance euclidienne entre les vecteurs de l'espace d'observation et ceux du dictionnaire. 
Une autre technique connue est l'algorithme de programmation dynamique, « Dynamic Time 
Warping », DTW, en anglais [8, 13, 35, 36]. Elle mesure la ressemblance entre 2 séquences de 
durée et de vitesse différentes. L'un de ces domaines d'application les plus répandus est la 
reconnaissance de la parole afin d'éliminer le problème des différents débits de parole, mais il 
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est aussi utilisé dans le cadre de la reconnaissance d'activités. Le processus de reconnaissance 
consiste à évaluer la distance d'une observation à chacune des références du dictionnaire. 
Toute la difficulté du décodage réside dans cette mesure d'un degré de similarité entre des 
formes acoustiques variables à la fois au niveau spectral (vitesse) et temporel (durée). 
L'algorithme de programmation dynamique réalise cet alignement en recherchant, parmi tous 
les alignements possibles, celui qui minimise une fonction de coût intégrant l'écart spectral 
des données alignées et un coût de distorsion temporelle. La distance retenue est celle 
correspondant à l'alignement de coûts minimaux. Par conséquent, le mot reconnu sera celui 
dont la référence est la plus proche de l'observation, soit le principe du plus proche voisin. 
Cette technique possède d'autres inconvénients importants qui limitent son champ 
d'application. D'une part, cette méthode est très sensible à la modélisation des références, 
néanmoins, ce problème peut être contourné en créant plusieurs références pour la même 
activité dans notre dictionnaire. 
Les travaux déjà effectués et présentés dans la revue de la littérature ne s'appliquent pas au 
domaine de l'assistance à domicile. En effet, les actions identifiées ne correspondent pas à des 
activités domestiques. Dans notre étude, on se concentrera sur la détection des événements 
sonores relatifs aux activités domestiques au sein de l'habitat. Puis, à partir de 
l'enregistrement sonore de ces activités, on élaborera un système de classification capable de 
discriminer les différentes activités domestiques réalisées par la personne. 
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CHAPITRE 3. CONCEPTION 
3.1 Présentation des signaux étudiés 
On présente à la Figure 3-1 l'allure temporelle de différents signaux sonores enregistrés dans 
la cuisine. Ces formes d'onde correspondent à des actions simples telles que la manipulation 
d'ustensiles, de casseroles, un claquement de porte de placard et un écoulement d'eau du 
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Figure 3-1 ; Allure temporelle des signaux de manipulation d'ustensile (a), de casserole (b), de claquement de porte de placard (c) et 
d'un écoulement d'eau du robinet (d) 
On remarque que ces signaux présentent les formes d'onde différentes selon les actions 
effectuées. Pour ce qui est du son de l'écoulement d'eau du robinet, le signal est très 
stationnaire. Il présente une accroche et une chute sonore assez nettes. On observe aussi que 
l'amplitude de la forme d'onde est assez faible, entre ±0.06 dBV. Le bruit de claquement de 
porte correspond à un signal impulsif de courte durée. L'accroche sonore est très marquée, elle 
possède une amplitude de ±0.4 dBV. La chute sonore correspond à une décroissance 
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exponentielle. Les formes d'onde de manipulation d'ustensiles et de casserole possèdent de 
multiples accroches et chutes sonores. Elles sont constituées d'un enchaînement de bruits 
impulsifs. On définit ces signaux comme fluctuants. L'amplitude de ces signaux varie entre 
±0.1 et ±0.5 dBV. Néanmoins, l'accroche et la chute sonore des événements sonores peuvent 
varier selon la physique même des objets avec lesquels la personne interagit. Par exemple, si 
la personne ouvre et ferme une porte de placard, le signal sonore résultant sera différent que si 
la personne ouvre et ferme une porte de chambre. Il en est de même pour les casseroles et les 
ustensiles. Enfin, l'amplitude de la forme d'onde de ces signaux dépend de l'éloignement du 
microphone vis-à-vis de l'action effectuée. 
Ainsi, le système de détection et de reconnaissance des événements sonores à concevoir devra 
capturer avec précision ces différents types de signaux : stationnaires, impulsifs et fluctuants. 
De plus, il devra adapter sa détection aux signaux d'énergie différente et ainsi faire abstraction 
de l'éloignement de l'événement sonore vis-à-vis du microphone. 
3.2 Segmentation du signal sonore 
Dans notre étude, on utilise un fenêtrage de l'enregistrement sonore continu afin de 
sélectionner un signal de longueur finie. En effet, les calculs nécessaires à la détection des 
événements sonores de notre enregistrement sonore continu ne peuvent se faire que sur un 
nombre fini de points. Pour observer le signal sur une durée finie, on le multiplie alors par une 
fenêtre d'observation. La longueur de la fenêtre d'analyse Nt a été fixée égale à 512 points, ce 
qui correspond à une durée de 32 ms pour une fréquence d'échantillonnage du signal Fs de 16 
kHz. Cette taille de fenêtre d'analyse de 32 ms permet d'assurer la quasi-stationnarité du signal 
sonore [7, 13]. Cette segmentation du signal est indispensable pour appliquer la transformée 
de Fourier. On définit alors 2 fenêtres d'analyse suivant le cas où l'on se place dans le 
domaine d'étude temporel, ou fréquentiel. 
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3.2.1 Fenêtrage du signal sonore 
Dans le cas où l'on se place dans le domaine d'étude temporel des signaux, on choisit une 
fenêtre rectangulaire notée winj : 
wirix = 1 
Pour, 1 < t < Nt 
Dans ce cas, la fenêtre d'analyse wi permet uniquement de définir une partie du signal s de 
durée finie pour effectuer le calcul des paramètres temporels. 
Dans le cas où l'on se place dans le domaine d'étude fréquentiel des signaux, on choisit une 
fenêtre de « Hamming » notée ww; [1, 8, 21, 36] : 
win2 = 0,54 * 0,46 * cos(2nt/Nt) 
Pour, l<t<Nt 
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Figure 3-2 : Allure temporelle de la fenêtre de « Hamming » 
On justifie alors l'utilisation d'une telle fenêtre dans le domaine d'étude fréquentiel par le fait 
qu'une multiplication dans le domaine temporel correspond à une convolution dans le 
domaine fréquentiel. Ainsi, pour ne pas biaiser le spectre du signal, il faudrait que l'allure de 
la fenêtre dans le domaine spectral corresponde à une fonction de Dirac, puisque son allure 
dans le domaine temporel est un signal constant infini. Malheureusement, ceci est impossible 
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en pratique. Pour s'en rapprocher le plus possible, on opte pour une fenêtre spectrale ayant un 
lobe principal qui soit le plus étroit possible» avec des lobes secondaires qui soient les plus 
atténués possible. Néanmoins, plus le lobe principal d'une fenêtre est étroit et plus les lobes 
secondaires seront importants. Il y a donc un compromis à faire entre ces 2 paramètres suivant 
les objectifs de l'analyse fréquentielle et c'est ce que fait en partie la fenêtre de « Hamming ». 
3.2.2 Chevauchement temporel 
On applique un chevauchement temporel de 50% au fenêtrage du signal sonore, « temporal 
overlap » en anglais [1, 7]. La valeur de chevauchement correspond à un nombre de points 
égal à 256 points, soit N/2=16 ms. Ainsi, au lieu de fenêtrer notre signal sonore tous les 512 
points, celui-ci sera fenêtre de manière itérative tous les 256 points. La Figure 3-3 présente 3 
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Figure 3-3 : Principe du chevauchement temporel 
Cette durée de chevauchement de 16 ms correspond donc à la précision temporelle avec 
laquelle il nous sera possible de détecter l'accroche et la chute sonore d'un événement. Ainsi, 
un chevauchement temporel de 50% permet de diviser par 2 la résolution temporelle. Si l'on 
diminue la durée de chevauchement, alors on obtiendra une meilleure précision temporelle. 
Néanmoins, ceci augmenterait considérablement le nombre de fenêtres d'étude et par 
conséquent le temps de calcul des paramètres fréquentiels. 
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3.2.3 Définition d'une trame sonore 
On définit deux trames sonores successives xi et xi+j avec n un instant donné et / un entier 
correspondant à l'indice du segment : 
Xi[n] = s[ln: In + Nt] * win l j2[l: Nt] 
xl+1[n] = s[ln + Nt/2 : In + Nt/2 + Nt] * win1/2[l: Nt] 
On utilisera l'appellation segment, trame ou fenêtre sonore tout au long du présent document 
pour désigner x/. 
3.3 Méthodes utiles à la caractérisation des signaux sonores 
3.3.1 L'énergie temporelle 
L'énergie temporelle est définie pour un segment / donné, comme étant la moyenne 
quadratique de l'amplitude des échantillons du segment sonore [7, 33]. C'est donc une mesure 
du niveau sonore. Cette énergie est alors normalisée par la longueur de la fenêtre d'étude. On 
applique un logarithme de base 10 au calcul de l'énergie afin de l'adapter à l'audition humaine 
puisque l'oreille est un récepteur logarithmique. L'énergie logarithmique est quantifiée en dB. 
La formule permettant le calcul de l'énergie temporelle logarithmique à court terme Et(l) d'un 
segment sonore xi est la suivante : 
( n=Nt \ 
La Figure 3-4 présente les variations de l'énergie temporelle des formes d'ondes des signaux 
































Figure 3-4 : Tracé de l'énergie temporelle des signaux de manipulation d'ustensile (a), de casserole (b), de claquement de porte de 
placard (c) et d'un écoulement d'eau du robinet (d) 
Les valeurs d'énergie calculées à la Figure 3-4 sont négatives puisque la valeur des 
échantillons de nos signaux est comprise entre ±1 dBV, et que l'énergie est normalisée par 
rapport à la longueur de la fenêtre d'étude. 
On observe que les variations d'énergie correspondent grossièrement aux changements 
d'enveloppe temporelle de nos signaux à la Figure 3-1. Pour un son correspondant à un 
écoulement d'eau, la valeur maximale se situe aux alentours de -40 dB, alors qu'elle est de -20 
dB pour un claquement de porte. Cette valeur maximale oscille entre -30 dB et -20 dB pour des 
bruits de manipulation d'ustensile et de casserole. Ces valeurs d'énergie diffèrent selon les 
formes d'ondes. Ceci est dû aux contenus énergétiques différents selon les types 
d'événements, mais aussi à des conditions d'enregistrement différentes. 
3.3.2 Le taux de passage par zéro 
Le taux de passage par zéro, appelé en anglais « ZCR : Zero-crossing rate », mesure pour un 
segment sonore donné, le nombre de fois que l'amplitude du signal passe par zéro d'une 
valeur positive à négative et vice versa [3, 33]. Ce paramètre est aussi normalisé par rapport à 
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la longueur de la fenêtre d'analyse Nt. Le calcul du taux de passage par zéro ZCR(l) pour une 
trame sonore / est défini par la formule suivante : 
Nt 
ZCR(l) = —^\sgn{Xl[n + 1]} - sgn{Xl[n]}\ 
f n = l 
Avec, sgn l'opérateur signe qui renvoie 1 si le scalaire est positif et 0 s'il est négatif. La Figure 
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Figure 3-5 : Tracé du taux de passage par zéro des signaux de manipulation d'nstensile (a), de casserole (b), de claquement de porte 
de placard (c) et d'un écoulement d'eau du robinet (d) 
La Figure 3-5 montre que les variations du taux de passage par zéro correspondent à l'inverse 
des changements d'enveloppe temporelle de nos signaux. Lors d'une accroche sonore, sa 
valeur diminuera de façon significative et elle augmentera de nouveau lors d'une chute sonore. 
On voit aussi que les valeurs du taux de passage par zéro varient selon les événements sonores 
considérés. Ainsi, le taux de passage par zéro pour un claquement de porte atteindra une 
valeur minimale de 0.9, alors qu'il oscille autour de 0.5 pour un écoulement d'eau. Pour un 
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bruit de manipulation d'ustensile et de casserole, il atteint respectivement 0.6 et 0.7. On fait 
alors remarquer qu'un bruit d'écoulement d'eau est constitué d'une infinité de bruits de goutte 
d'eau, ce qui explique l'évolution de la valeur du taux de passage par zéro qui présente une 
valeur faible pour des bruits très répétitifs. De même, le bruit d'une manipulation d'ustensile 
est constitué d'un ensemble d'ustensiles qui s'entrechoquent, ainsi la valeur du taux de 
passage par zéro est plus faible que celle correspondant à une manipulation de casserole. Pour 
un bruit impulsif tel qu'un claquement de porte, la valeur du taux de passage par zéro reste très 
élevée. Ainsi, cet outil peut aider à la distinction d'événements excités par rapport aux 
événements normaux. On fait aussi remarquer que la valeur du taux de passage par zéro est 
indépendante des conditions d'enregistrement. Cependant, elle dépend de la nature du signal 
sonore, stationnaire, fluctuant ou impulsif. 
Les paramètres temporels présentés ci-dessus ne permettent pas à eux seuls l'élaboration d'un 
système de détection d'événements sonores robuste et intégrant une large famille 
d'événements sonores en entrée. Néanmoins, l'énergie temporelle à court terme pourra être 
utilisée pour fixer un seuil absolu de détection en dessous duquel on considère qu'aucun 
événement sonore n'est révélateur d'une action de l'habitant. On s'intéresse alors aux 
méthodes de paramétrage fréquentiel de signaux. 
3.3.3 La transformée de Fourier 
La Transformée de Fourier noté TF est une application de la théorie des séries de Fourier à des 
fonctions non périodiques, ceci afin de leur associer un spectre. Le principe de cette 
transformée est d'obtenir l'expression d'une fonction f(t) comme une somme infinie, sous 
forme d'intégrale, de fonctions trigonométriques e'x21^1 de toutes les fréquences/qui forment 




Cependant, cette transformée s'applique aux signaux analogiques alors que dans notre étude 
nous travaillons exclusivement avec des signaux sonores numérisés. On va donc définir une 
version échantillonnée de cette transformée. 
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3.3.4 La transformée de Fourier discrète 
On utilise alors une version échantillonnée de la TF appelée Transformée de Fourier Discrète 
noté TFD. On retrouve dans la littérature l'appellation TFD à court terme (en anglais « Short 
Discret Fourier Transform » connu sous l'acronyme TFSD) ou TFD à fenêtre glissante pour 
désigner les TF utilisées pour déterminer la fréquence sinusoïdale et la phase d'une section 
locale d'un signal numérisé, c'est-à-dire d'un segment sonore x [8, 12, 13, 20, 21, 25, 27]. On 
définit alors le spectre X[k] pour une valeur numérisée de fréquence k, d'une trame sonore xi à 
l'aide de la formule suivante : 
Nt 
Z -2ink-£-Xl[n].e "f 
71=1 
Pour : 0<k<Nf 
On en profite pour introduire le théorème de Nyquist-Shannon. Celui-ci énonce que la 
fréquence d'échantillonnage Fs du signal doit être égale ou supérieure au double de la 
fréquence maximale contenue dans le signal afin de le convertir d'une forme analogique à une 
forme numérique. Ainsi, le spectre Xi issu de la TFSD d'une trame xi donnera un spectre dont 
les fréquences seront comprises entre k=-F/2 et k=Fj2. On introduit alors la fréquence de 
Nyquist notée F„ égale à FJ2 soit 8 kHz. 
On remarque, d'après la formule de la TFSD, que le spectre XjfkJ sera de longueur Nf. Dès 
lors, on sait que la longueur de la TFSD a une influence directe sur la résolution fréquentielle 
du spectre. Ainsi, plus la longueur de la transformée de Fourier est grande et plus il y aura de 
points qui décriront son spectre. Dans notre cas, on a opté pour une taille de spectre Nf égale à 
512 points, ce qui correspond donc à une résolution fréquentielle de F/512 soit FJ256 égale à 
31,25 Hz. 
On introduit ici une propriété essentielle de la TF et de la TFSD par extension. Si x est une 
fonction réelle, alors : 
X[-k] =X'[k] 
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On en déduit que : 
\X[-k]\ = \X*[k]\ = \X[k]\ 
On peut alors déduire de ces 2 équations que la TFSD est symétrique par rapport à l'axe 
vertical de fréquence k=0. On peut donc conclure que seul le demi-spectre de XfkJ compris 
entre k=0 et k=N/2-l nous renseigne sur les fréquences sinusoïdales. Puisqu'on se 
désintéresse de l'information de phase, après troncature du demi-spectre des fréquences 
négatives, on se retrouve avec un spectre de taille N/2 soit 256 points, qui contient 
l'information spectrale d'une trame sonore. 
3.3.5 La densité spectrale de puissance 
À partir de la TFSD énoncée précédemment, il est possible de calculer la Densité Spectrale de 
Puissance notée DSP [9, 22, 25, 26, 34]. Elle peut être calculée de différentes façons. Elle 
correspond soit au module au carré de la TFSD, soit au produit de celle-ci et de son conjugué. 
La DSP permet de représenter l'énergie des différentes composantes spectrales d'un segment 
sonore. On définit alors la DSPi pour une trame xi avec k les fréquences : 
DSPt(k) = 
Nf/2 
Z -2ink£-xt[n].e Nf 
r t= l 
DSPl(k)=Xl[k]*Xl*[k] 
Pour : 0 < k < Nf/2 
On expose à la Figure 3-6 les images des densités spectrales de puissance en fonction du 
temps pour les formes d'onde de la Figure 3-1. Le système de représentation graphique utilisé 
est un codage par niveaux de gris. Les composantes spectrales de plus forte énergie tendront 
vers le blanc, alors que les plus faibles tendront vers le noir. Les images spectrales présentées 
à la Figure 3-6 sont toutes normalisées par rapport aux pixels de plus haute et de plus faible 







Figure 3-6 : Images de la densité spectrale de puissance des signaux de manipulation d'ustensile (a), de casserole (b), de claquement 
de porte de placard (c) et d'un écoulement d'eau du robinet (d) 
Les images spectrales mettent en évidence de façon significative les accroches et les chutes 
sonores des événements considérés. Pour les bruits de manipulation de casserole et d'ustensile, 
on observe alors des fluctuations de la DSP. L'image spectrale de l'écoulement d'eau du 
robinet montre une répartition de l'énergie de la DSP uniforme et constante au cours du temps 
sur toute la gamme des fréquences. Ceci est caractéristique d'un événement sonore 
stationnaire. De même pour le bruit de claquement de porte, on remarque des harmoniques 
fréquentielles qui font suite à l'accroche sonore, celles-ci sont représentatives de la résonnance 
du placard. Ainsi, chacun des événements sonores considérés possède des accroches 
fréquentielles large bande, c'est-à-dire visibles sur toute la plage fréquentielle de la DSP. Par 
contre, la chute sonore n'est pas toujours représentée par une décroissance uniforme de 
l'énergie sur toutes les fréquences, elle peut être parfois en bande étroite. 
Les images spectrales DSP prennent un espace mémoire important. Dans notre cas, cet espace 
de stockage doit contenir les 256 points de notre spectre multipliés par le nombre de trames 
sonore dont est constitué l'événement. Par conséquent, le temps de traitement de ces données 
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est important. Néanmoins, à la vue des images spectrales, une précision fréquentielle de 31,25 
Hz n'est pas nécessaire à la détection des accroches et chutes sonores. C'est pour cela que l'on 
introduira au paragraphe 3.3.10 une version quantifiée de la DSP selon des bandes de 
fréquence. Pour l'instant, on se concentre sur les différentes méthodes de description de la 
DSP qui vont permettre de la caractériser. 
3.3.6 L'énergie spectrale 
L'énergie spectrale à court terme de la DSP correspond à la somme des échantillons spectraux 
de \aDSP [22, 25]. De même que pour l'énergie temporelle, l'énergie spectrale est normalisée 
par la demi-longueur de la fenêtre d'étude, soit N/2, puisque l'on s'intéresse uniquement au 
demi-spectre. On lui applique un logarithme de base 10 et on l'exprime en dB. Son équation 
est la suivante : 
EDSP = 10 * i o g i
°U e s D s n k ) ) 
Ce paramètre rend compte de l'énergie fréquentielle contenue dans une trame sonore. Mais, il 
ne permet pas de dire si l'énergie se situe dans les basses ou hautes fréquences. On présente à 
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Figure 3-7 : Tracé de l'énergie spectrale de la DSP des signaux de manipulation d'ustensile (a), de casserole (b), de claquement de 
porte de placard (c) et d'un écoulement d'eau du robinet (d) 
Les changements d'énergie globale de la DSP sont en phase avec les variations temporelles 
des formes d'onde des événements sonores considérés. À la Figure 3-7, on identifie les 
principales accroches sonores des différents événements sonores à l'aide de flèches. Ces 
accroches sonores se traduisent par des changements de la valeur de l'énergie spectrale de la 
DSP. La valeur de l'énergie globale de la DSP atteint 10 dB pour un claquement de porte et -
15 dB pour un écoulement d'eau. Pour ce qui est de la manipulation d'ustensiles et de 
casseroles, les valeurs de l'énergie spectrale de la DSP des accroches sonores oscillent entre 
±10 dB. L'énergie spectrale est donc dépendante des types d'événements considérés ainsi que 
des conditions d'enregistrement tout comme l'énergie temporelle. Ainsi, une variation de la 
distance entre la source sonore et le microphone perturbera le calcul de l'énergie spectrale. 
Cependant, les valeurs d'énergie de la Figure 3-4 diffèrent légèrement de celles de la Figure 
3-7. En effet, les composantes spectrales de la DSP n'ont pas une amplitude strictement 
comprise entre ±1 contrairement à l'amplitude des signaux sonores. 
Il n'est donc pas envisageable de détecter les événements sonores à partir de ce seul 
paramètre. De la même façon que pour l'énergie temporelle, on pourra utiliser ce paramètre 
pour effectuer un seuillage absolu. 
i 
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3.3.7 Le centre de masse spectrale 
Le centre de masse spectral de la DSP noté CDSP est aussi appelé centroïde spectral [7, 13, 21, 
22, 25]. Il correspond au moment d'ordre 1 de la DSP. C'est la moyenne pondérée des 
amplitudes de la DSP normalisée par les fréquences. On obtient alors la formule suivante : 
2jfc=0 DSPnorm(k) * k 
CDSP — 
2jfc=o DbPnorm(k) 
Avec, DSPnorm = DSP/maxk(DSP) 
La valeur du centroïde spectral correspond à un indice. Afin d'obtenir des résultats exprimés 
en Hertz, on utilise la formule suivante : 
Cu7 — Ci DSP &/Nf) 
Ce calcul sera appliqué pour d'autres paramètres spectraux tels que la largeur de bande et la 
fréquence de coupure spectrale présentés par la suite. Le centroïde spectral s'exprime donc en 
Hertz et est compris entre 0 et F„=8 kHz. On appelle parfois cet indicateur « spectral 
brigthness » en anglais. Il permet de dire si la DSP présente des caractéristiques plutôt basses 















Figure 3-8 : Tracé du centre de masse de la DSP en Hertz des signaux de manipulation d'ustensile (a), de casserole (b), de claquement 
de porte de placard (c) et d'un écoulement d'eau du robinet (d) 
La Figure 3-8 montre que les changements des formes d'ondes des événements considérés 
correspondent aux variations du centre de masse de la DSP. Sa valeur maximale est proche de 
3 kHz pour de bruits d'ustensile et de 2,2 kHz pour des bruits de casseroles qui sont des sons 
métalliques. Elle atteint 1 kHz pour un claquement de porte qui est un son plus lourd. Pour un 
écoulement d'eau, cette valeur est située autour de 4 kHz. Il est alors intéressant de faire 
remarquer que l'évolution temporelle de la valeur du centre de masse pour un écoulement 
d'eau rejoint nos commentaires faits au sujet de sa DSP. Étant donné la fréquence 
d'échantillonnage Fs égale à 16 kHz, on sait que notre spectre va nous renseigner sur l'énergie 
de la DSP pour des fréquences entre 0 et F„=8 kHz. Puisque notre bruit d'écoulement d'eau se 
rapproche d'un bruit blanc, son énergie sera répartie suivant toute la gamme des fréquences de 
la DSP. Il est donc normal que le centre de masse de cet événement sonore se situe aux 
alentours de 4 kHz. 
Le centre de masse spectral de la DSP présente des valeurs différentes selon les types 
d'événements considérés. On ne peut donc pas s'en servir à des fins de détection 
d'événements sonores. Mais ce paramètre aura son utilité pour ce qui est de la caractérisation 
de nos objets sonores puisqu'il est indépendant des conditions d'enregistrement tout comme la 
largeur de bande et la fréquence de coupure spectrale puisque la DSP est normalisée. 
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3.3.8 La largeur de bande spectrale 
La largeur de bande spectrale de la DSP notée BDSP peut être vue comme le moment d'ordre 2 
de la DSP normalisée [7, 13, 21, 22, 25]. Sa formule mathématique est la suivante : 
BDSP — 
Y.Z0'1DSPnorm(k) * (k - cDSPy 
4 •^fc=o DSPnorm(k) 
Avec, CDSP le centroïde spectral et BDSp la largeur de bande spectrale de la DSP. La valeur de 
ce descripteur du son se mesure en indice, mais elle peut être transformée en Hertz. Sa valeur 
est aussi comprise entre 0 et F„=8 kHz. Il permet de dire si la forme de la DSP est plutôt 
concentrée ou étalée autour de son centre de masse. La Figure 3-9 présente l'évolution de la 
















Figure 3-9 : Tracé de la largeur de bande de la DSP en Hertz des signaux de manipulation d'ustensile (a), de casserole (b), de 
claquement de porte de placard (c) et d'un écoulement d'eau du robinet (d) 
En observant la Figure 3-9, on voit que la largeur de bande des sons d'ustensile oscille autour 
de 2 kHz et que celle des sons de casserole avoisine les 1,5 kHz. Les bruits d'ustensile 
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présentent donc un étalement des composantes spectrales de leurs DSP plus étalées autour du 
centre de masse que les bruits de casserole. Ceci peut se vérifier en se référant aux images 
spectrales présentées à la Figure 3-6. Pour ce qui est du bruit d'écoulement d'eau, la largeur de 
bande spectrale varie autour de 2 kHz. Il est aussi intéressant de faire remarquer que le bruit de 
claquement de porte engendre des harmoniques dus à la résonnance du placard qui ont une 
largeur de bande spectrale égale à 1,6 kHz. Cette valeur est plus élevée que celle de l'accroche 
sonore qui est égale à 1 kHz. Ce paramètre sera utilisé dans le même but que le centre de 
masse spectral, c'est-à-dire pour caractériser nos événements sonores en vue de les classer. 
3.3.9 La fréquence de coupure spectrale 
La fréquence de coupure spectrale de la DSP notée FCDSP est définie telle que 95% de 
l'énergie de la DSP normalisée soit concentrée en dessous de celle-ci [25] : 
F
cDSP = ar3k 
Nf/2-l 
^ DSPnorm(k) = 0,95 ^ DSPnorm(k) 
k=Q k=0 
La valeur de ce descripteur correspond à un indice que l'on transforme en Hertz. La fréquence 
de coupure spectrale est fonction de la décroissance de la DSP dans ces fréquences 
supérieures. Un son riche en hautes fréquences présentera une décroissance plus abrupte qu'un 
son concentré dans les zones fréquentielles plus basses. La fréquence de coupure spectrale sera 
donc plus élevée dans le premier cas que dans le second. La Figure 3-10 présente l'évolution 
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Figure 3-10 : Tracé de la fréquence de coupure spectrale de la DSP en Hertz des signaux de manipulation d'ustensile (a), de casserole 
(b), de claquement de porte de placard (c) et d'un écoulement d'eau du robinet (d) 
On peut faire les mêmes observations à la Figure 3-10 que pour la Figure 3-9. En effet, on voit 
que les formes d'ondes correspondant à des manipulations d'ustensile et de casserole 
possèdent une énergie fréquentielle plus importante dans les hautes fréquences qu'un bruit de 
claquement de porte. Pour un bruit de claquement de porte, la fréquence de coupure spectrale 
atteint 3 kHz pour l'accroche sonore. Cependant, la résonnance du claquement de porte a un 
contenu énergétique important dans les hautes fréquences, la fréquence de coupure spectrale 
avoisine alors 5,8 kHz. La fréquence de coupure maximale d'un bruit d'ustensile se situe 
autour de 6,8 kHz, ce qui est inférieur à celle d'un bruit de casserole qui avoisine 5 kHz. 
L'écoulement d'eau du robinet présente une fréquence de coupure spectrale légèrement 
inférieure à 7 kHz, car toutes les composantes fréquentielles sont présentes dans sa DSP. 
Ainsi, la fréquence de coupure spectrale servira tout comme le centre de masse et la largeur de 
bande spectrale à discriminer les événements sonores les uns des autres. 
3.3.10 La densité spectrale d'énergie en bande critique 
On dispose grâce à la DSP d'informations sur l'énergie de chaque composante spectrale de 
notre signal, chacune espacée de 31,5 Hz. Au regard des DSP affichées à la Figure 3-6, on se 
rend compte qu'une précision fréquentielle de 31,5 Hz n'est pas utile. On s'intéresse alors plus 
particulièrement à l'énergie assignée à différentes bandes fréquentielles comprises entre 0 et 
FJ2, afin de visualiser avec plus de facilité les zones fréquentielles à fort contenu énergétique 
de celles à plus faible contenu [9, 12, 21, 22, 32, 34]. À cet effet, on introduit la DSP en 
bandes critiques, ainsi que l'échelle de Mel. On présente par la suite l'échelle de Mel qui 
permet d'adapter l'échelle des fréquences à l'audition humaine. Cette méthode vise à 
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quantifier l'énergie de la DSP en bandes fréquentielles appelées aussi bandes critiques. On 
formule alors la DSP décomposée en bandes critiques de la façon suivante : 
DSPl(bi)= £ DSPt(k) 
k=kt 
Avec, k, l'indice correspondant à la première fréquence de la bande critique / et k,+i l'indice 
correspondant à la première fréquence de la bande critique i+1. Le calcul de la DSP en bandes 
critiques a pour but d'assigner une seule valeur d'énergie par bande fréquentielle. Le but 
implicite étant de décimer l'information contenue sur les 256 points du spectre en seulement 
un certain nombre de valeurs d'énergie correspondant à la quantité d'énergie de la DSP 
comprise dans chaque bande fréquentielle. Ceci permettra de diminuer considérablement 
l'espace de stockage de nos données et le temps de calcul nécessaire à la capture de nos 
événements sonores. Il est aussi possible déjouer sur la résolution fréquentielle en augmentant 
ou en diminuant le nombre de bandes fréquentielles. Il y a donc un compromis à faire entre le 
temps de calcul, l'espace de stockage et la résolution fréquentielle de la DSP en bandes 
critiques. 
L'échelle de Mel est une échelle de mesure des fréquences basée sur la perception humaine [8, 
22, 26, 28, 32, 36]. Elle se mesure en Mel. Elle a été conçue de telle façon que 1000 Hz 
correspondent à 1000 Mel, et qu'une variation constante dans le domaine des Mel soit perçue 
comme une variation constante de la hauteur tonale par l'auditeur. En effet, au-delà de 500 Hz, 
l'oreille humaine ne perçoit plus le changement d'octave comme un doublement de la 
fréquence. Par contre, si l'on se place sur une échelle de Mel, un changement d'octave sera 
effectivement perçu comme un doublement de la fréquence. La formule qui effectue la 
conversion des Hertzfyz en MelfMei est la suivante : 
fMel = 2595 log10(l + fHz /700) 
La Figure 3-11 présente le graphique de correspondance entre l'échelle de Mel et celle des 
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Figure 3-11 : Graphique de la loi de correspondance entre Mel et Hertz 
On voit à la Figure 3-11 que la courbe de correspondance entre Mel et Hertz. C'est une courbe 
logarithmique qui peut être approximée par une droite en bas de 1000 Hz. Cette échelle a 
prouvé son utilité pour l'analyse fréquentielle des signaux sonores, puisqu'elle permet de se 
rapprocher au plus près de la perception humaine des sons. Dès lors, on peut décomposer 
l'échelle fréquentielle en bandes critiques suivant l'échelle de Mel. Dans notre étude on choisit 
de décomposer l'échelle fréquentielle en 20 bandes critique de Mel [32, 36]. À titre de 
comparaison, on décompose aussi l'échelle hertzienne en 20 bandes fréquentielles. 
La Figure 3-12 et la Figure 3-13 présentent les images spectrales de la DSP découpées en 
bandes fréquentielles, que ce soit avec l'échelle des Hertz ou de Mel. 
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Figure 3-12 : Images de la DSP en 20 bandes hertziennes des signaux de manipulation d'ustensile (a), de casserole (b), de claquement 
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Figure 3-13 : Images de la DSP en 20 bandes critiques de Mel des signaux de manipulation d'ustensile (a), de casserole (b), de 
claquement de porte de placard (c) et d'un écoulement d'eau du robinet (d) 
La Figure 3-12 et la Figure 3-13 présentent une allure globale assez proche de la Figure 3-6. 
La discrétisation fréquentielle opérée par le découpage en bandes permet de visualiser plus 
facilement les changements d'énergie fréquentielle dans une bande de fréquence au cours du 
temps. Tout comme à la Figure 3-6, les images spectrales ont été normalisées. 
37 
À la Figure 3-13, on observe l'influence de l'utilisation de l'échelle de Mel pour le découpage 
des bandes critiques de la DSP. Ainsi, pour tous les événements sonores considérés, l'énergie 
de la DSP se déplace vers les bandes critiques de plus haute valeur compte tenu des propriétés 
de l'échelle de Mel. Par conséquent, les accroches sonores visualisables sur les images 
spectrales de la Figure 3-13 sont d'une plus grande largeur de bande fréquentielle que celles 
de la Figure 3-12. Il est alors possible à partir de la DSP découpée en bandes de discerner les 
accroches et chutes sonores de nos événements qu'ils soient de bande fréquentielle large ou 
étroite. 
3.3.11 La transformée en ondelettes 
La transformée en ondelettes permet une analyse temps-fréquence qui réalise un compromis 
entre les deux domaines d'étude temporel et fréquentiel. Ceci n'est pas permis pas d'autres 
transformées par exemple la transformée de Fourier. Elle décompose le signal en fonctions 
sinusoïdales, périodiques et à support infini. Ainsi, la résolution fréquentielle est très précise, 
une impulsion de Dirac pour chaque fréquence. Par contre, cette représentation spectrale fait 
abstraction complète du temps, il n'est donc pas possible d'identifier les micros changements 
au sein d'un spectre au cours du temps. Néanmoins, la TFSD règle en partie le problème de 
stationnante du signal sous la fenêtre d'analyse, ce qui a été expliqué au paragraphe 3.3.4. 
La transformée en ondelettes décompose le signal suivant une famille d'ondelettes translatées 
et dilatées. Elle permet une bonne analyse des fonctions présentant des discontinuités ou des 
phénomènes locaux. En effet, les fonctions de base utilisées pour cette transformée sont à 
support fini et à largeur de bande parfois très grande ou périodiques lorsqu'elles sont 
exprimées au niveau spectral. Le choix de l'ondelette va déterminer les caractéristiques de la 
représentation de la transformée du signal, faisant ainsi ressortir certaines spécificités du 
signal. Ceci est un avantage puisque l'on s'intéresse tout particulièrement à l'analyse des 
transitoires dans le contexte de la détection des événements sonores. 
3.3.12 Transformée en ondelettes continues 
La transformée en ondelettes continues se présente comme la projection du signal sur une base 
d'ondelettes déterminée. Les coefficients en ondelettes de la fonction f(t) sont notés C et 




J — 00 
Où, * désigne le conjugué, a le facteur de dilatation, b le facteur de translation et ya,b(t) une 
base orthogonale obtenue par contraction ou dilatation d'une ondelette mère ¥ de la façon 
suivante : 
1 (t - b\ 
raj>(t)=-=V — -Va V a ) 
Le paramètre b caractérise l'emplacement sur l'axe des temps de la fonction sur laquelle on 
projette le signal à analyser, c'est un décalage temporel. Le paramètre a caractérise l'échelle 
du temps. Le paramètre a est appelé facteur de dilatation et va servir à préciser le type de 
variation du signal que l'on veut observer. Une valeur de a<l va permettre d'analyser des 
variations rapides sur une courte durée, alors qu'une valeur de a>l va permettre d'analyser 
des phénomènes à variation lente sur une longue durée. 
3.3.13 Transformée en ondelettes discrètes 
Étant donné que l'on travaille sur des signaux numérisés, on utilise la transformée en 
ondelettes discrètes [5, 8, 17, 23, 24, 30, 32]. On choisit alors de fixer le facteur de 
dilatation a — a}0 avec y le niveau de décomposition, et le facteur de translation b-kb0 avec k 
un entier relatif. Par la suite, on se place dans le cas d'une décomposition en ondelettes 
dyadique avec ao-2 et bo=l. On définit alors l'énergie des coefficients de la transformée en 
ondelettes discrètes wJyi de niveauy du segment sonore x/ tel que : 
Nt/j+l 
wM(k) = 2'"2 £ \Xl(n).ip(2-Jn-k)\2 
n=l 
La décomposition en ondelettes dyadiques proposé par Mallat [29] peut être vue comme une 
batterie de filtres passe-bande en cascade qui découpe le signal en bandes de fréquences [23, 
30]. Cette transformée correspond alors à un double filtrage passe-bas et passe-haut avec des 
bandes passantes complémentaires, puis un sous-échantillonnage par 2 du signal. Le signal 
filtré passe-bas va fournir une approximation du signal : ap alors que le filtrage passe-haut 
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donne le détail du signal : df, avec j le niveau de décomposition. On applique ce traitement à 
l'approximation a du signal de façon itérative jusqu'au niveau de décomposition voulu. Le 
signal est donc filtré par une cascade de filtres passe-bas L et passe-haut H. La fréquence de 
coupure est donc divisée par 2 à chaque niveau de décomposition. On obtient donc une bonne 
résolution fréquentielle en basse fréquence et une bonne résolution temporelle en haute 
fréquence. Ce procédé est effectué pour chacune des fenêtres d'observation de notre signal. La 
Figure 3-14 illustre le principe de la décomposition en ondelettes discrètes du signal par un 
















Figure 3-14 : Principe de la décomposition en ondelettes par une batterie de filtres selon l'algorithme de Mallat. 
La Figure 3-15 présente sous forme d'image l'énergie des coefficients en ondelettes pour 
chaque niveau de décomposition en fonction du temps. On a choisi un niveau de 
décomposition Nw=3, et une ondelette mère de Daubechies 3 [5, 8, 23]. On obtient alors les 
coefficients a$ à la bande 1, ds à la bande 2, <£ à la bande 3 et di à la bande 4 en reprenant les 
notations de la Figure 3-14. Les images sont normalisées comme précédemment. 
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Figure 3-15 : Images de la décomposition en ondelettes dyadiques des signaux de manipulation d'ustensile (a), de casserole (b), de 
claquement de porte de placard (c) et d'un écoulement d'eau du robinet (d) 
On observe à la Figure 3-15 les images normalisées de l'énergie des coefficients issus de la 
décomposition en ondelettes. On observe, à l'aide des flèches, que les accroches et chutes 
sonores des différents événements sonores sont parfaitement identifiables. On distingue 
respectivement 3 et 4 accroches sonores pour les signaux de bruits d'ustensile et de casserole. 
De même, on observe l'accroche sonore des sons de claquement de porte et d'écoulement 
d'eau du robinet. La décomposition en ondelettes permet donc la mise en évidence des 
accroches sonores de façon significative. Ce paramètre paraît être d'une forte utilité pour 
l'analyse des transitoires dans le contexte de la détection des événements sonores. Par la suite, 
on prouvera aussi son efficacité pour ce qui est de la caractérisation des événements sonores. 
3.3.14 Energie globale des coefficients en ondelettes discrètes 
Tout comme pour la DSP, on calcule l'énergie globale normalisée de la transformée en 
coefficients d'ondelettes. On lui applique un logarithme de base 10 et on l'exprime aussi en 




La Figure 3-16 présente l'énergie globale des coefficients en ondelettes pour les événements 
considérés à la Figure 3-1. Les paramètres utilisés pour la décomposition en ondelette sont les 
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Figure 3-16 : Tracé de l'énergie globale des coefficients en ondelettes des signaux de manipulation d'ustensile (a), de casserole (b), de 
claquement de porte de placard (c) et d'un écoulement d'eau du robinet (d) 
En observant la Figure 3-16, on voit que l'évolution de l'énergie globale des coefficients en 
ondelettes est fortement corrélée avec les changements d'allure des formes d'ondes des 
signaux de la Figure 3-1. La valeur maximale de l'énergie globale des coefficients en 
ondelette se situe entre -13 et -20 dB pour des événements sonores comme la manipulation 
d'ustensiles et de casseroles. Pour un claquement de porte, cette valeur est égale à -15 dB, 
alors qu'elle est de -24 dB pour un écoulement d'eau. On s'aperçoit alors que les images de la 
Figure 3-16 sont similaires à celles de la Figure 3-7 et la Figure 3-4. De la même façon que les 
valeurs de l'énergie temporelle qui différaient de l'énergie globale de la DSP, la valeur de 
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l'énergie globale de la décomposition en ondelettes est différente aussi. En effet, les 
coefficients en ondelettes ont une précision fréquentielle plus élevée pour ce qui est des basses 
fréquences. La valeur de ce paramètre diffère selon les événements considérés ce qui limite 
son utilisation à un seuillage absolu de détection des événements sonores. 
3.4 Méthodes utiles à la détection des accroches sonores 
À partir de certaines méthodes de caractérisation de nos signaux comme la DSP et la 
décomposition en paquets d'ondelettes, il est possible d'extraire une information utile à la 
détection des accroches sonores des signaux. À cet effet, on utilise des méthodes permettant de 
mettre en évidence les transitoires de nos signaux sonores. 
3.4.1 Flux 
Le flux permet de détecter les changements d'énergie entre 2 fenêtres d'analyse consécutives 
[13, 24, 31]. On applique cette méthode à chaque bande critique de Mel de la DSP, ou bien à 
chaque niveau de décomposition de l'énergie des coefficients en ondelettes. Cette méthode 
permet de rendre compte des changements d'énergie locaux qui ont lieu pour une bande 
critique ou pour les coefficients d'un niveau de la décomposition en ondelettes. La formule de 
calcul du flux est la suivante : 
Fluxparam(ï) = y/(parami+1 - paranii)2 
Avec param le paramètre d'étude auquel on applique le flux. La Figure 3-17 et la Figure 3-18 
présentent respectivement les images du flux spectral résultant de l'étude de la DSP en bandes 
critiques de Mel, et l'énergie des coefficients de la décomposition en ondelettes pour les 
événements sonores de la Figure 3-1. Les paramètres choisis pour le calcul de la DSP et de 
l'énergie des coefficients de la décomposition en ondelettes sont les mêmes que 
précédemment. On fait aussi remarquer que les images ne sont plus normalisées dans ce cas. Il 
est alors possible de comparer la mise en évidence des accroches sonores pour les différents 
types d'événements sonores considérés. 
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Figure 3-17 : Images du flux de la DSP en bandes critiques de Mel des signaux de manipulation d'ustensile (a), de casserole (b), de 
claquement de porte de placard (c) et d'un écoulement d'eau du robinet (d) 
Sur les images de la Figure 3-17, il est possible de discerner les accroches sonores des signaux 
considérés. Ainsi, pour les bruits d'ustensile et de casserole, on distingue, à l'aide de flèches, 
respectivement 3 et 4 accroches successives. Ces accroches sonores correspondent à des 
changements d'énergie sur une gamme de fréquences plus ou moins étalée. Par exemple, pour 
le bruit d'ustensile, ces accroches sont globalement visibles entre la 5eme et la 19eme bande 
critique. Tandis que pour un bruit de casserole, la lere la 3eme et la 4eme accroche sont 
globalement visibles entre la 3eme et la 19e1"6 bande critique. Ce sont des accroches sonores 
large bande. Cependant, la 2eme accroche sonore est visible seulement entre la 6ème et la 8eme 
bande, c'est une accroche à bande étroite. Cela s'explique par le fait que les signaux sonores 
générés par une casserole qui s'entrechoque avec une autre casserole ou avec un rangement 
sont différents au niveau de leur contenu fréquentiel. Un bruit de claquement de porte possède 
une accroche sonore large bande située entre la lrme et la 19e1"0 bande critique. On remarque 
aussi qu'il n'est pas possible de discerner de façon visuelle les accroches et les chutes sonores 
d'un écoulement d'eau à la Figure 3-17 
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Figure 3-18 : Image du flux de l'énergie des coefficients en ondelettes des signaux de manipulation d'ustensile (a), de casserole (b), de 
claquement de porte de placard (c) et d'un écoulement d'eau du robinet (d) 
À l'œil nu, les images de la Figure 3-18 mettent en évidence les mêmes transitoires que la 
Figure 3-17. Cependant, on visualise aisément les accroches et chutes sonores d'un signal 
d'écoulement d'eau. 
3.4.2 L'opérateur « Teager-Kaiser » 
L'opérateur « Teager-Kaiser » noté tg est un opérateur mathématique non linéaire qui permet 
d'amplifier les changements d'allure d'un signal [30]. Cet opérateur est appliqué à la DSP en 
bandes critiques de Mel et à l'énergie des coefficients issus de la décomposition en ondelettes. 
Pour une valeur de paramètre param calculée pour une trame /, l'opérateur « Teager-Kaiser » 
noté tgpamm(l) se calcule de la manière suivante : 
tgparam(l) = param(l)2 — param(l — 1) * param(l) 
On présente respectivement à la Figure 3-19 et à la Figure 3-20 l'influence de l'opérateur tg 
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Figure 3-19 : Images de la DSP en bandes critiques de Mel à laquelle on a appliqué l'opérateur tg des signaux de manipulation 
d'ustensile (a), de casserole (b), de claquement de porte de placard (c) et d'un écoulement d'eau du robinet (d) 
À la Figure 3-19, on distingue que les accroches sonores des différents événements sonores se 
situent dans les mêmes bandes fréquentielles qu'à la Figure 3-17. Cependant, les accroches 
sonores sont mises en relief de façon plus significative avec l'opérateur « Teager-Kaiser ». 









Figure 3-20 : Images de l'énergie des coefficients en ondelettes à laquelle on a appliqué l'opérateur tg des signaux de manipulation 
d'ustensile (a), de casserole (b), de claquement de porte de placard (c) et d'un écoulement d'eau du robinet (d) 
À la Figure 3-20, les images présentées permettent la détection des accroches sonores de façon 
visuelle. À l'aide des flèches, on retrouve les 3 accroches sonores d'un bruit de manipulation 
d'ustensile, les 4 accroches de la manipulation de casserole et 1 accroche pour un claquement 
de porte. Pour ce qui est de l'écoulement d'eau, on distingue la lère accroche sonore à l'aide de 
l'énergie des coefficients de a3. 
L'identification visuelle des accroches sonores est donc plus aisée si l'on caractérise nos 
signaux à l'aide de l'énergie des coefficients de la décomposition en ondelettes plutôt qu'avec 
la DSP en bandes critiques de Mel. De plus, l'opérateur « Teager-Kaiser » paraît mieux adapté 
que le flux pour la mise en évidence des accroches sonores. 
À partir des informations apportées par les méthodes de détection des transitoires, il faut 
maintenant être en mesure d'extraire, de l'enregistrement continu, les événements sonores 
correspondant à une action de l'habitant. On met donc en œuvre une technique de seuillage qui 
va permettre de discriminer les événements sonores du silence, tout en prenant en 
considération l'environnement sonore de l'habitat. 
3.4.3 Calcul du seuil de détection via un circuit intégrateur 
La technique de seuillage utilisée pour la détection des événements sonores est un circuit 
intégrateur du 1er ordre [13]. Cette technique prend en compte l'évolution temporelle de 
l'environnement sonore dans lequel on effectue notre enregistrement sonore. On applique en 
entrée de ce circuit intégrateur la valeur de paramètre de détection de nos transitoires. La 
formule mathématique appliquée est la suivante : 
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PARAMQ.) = (1 - y). \param(l)\2 + y. PARAM (jl - 1) 
Avec param la valeur du paramètre de la trame courante, PARAM la valeur du paramètre 
intégré, et y le coefficient de lissage temporel. Il est alors important de souligner que le 
paramètre y permet de contrôler la pondération de la valeur du paramètre de la trame courante 
par rapport au paramètre intégré. Ceci permet donc de fixer un seuil de détection variable en 
fonction du différentiel d'amplitude des transitoires, et de l'environnement sonore. En ajustant 
le coefficient de lissage temporel y et en choisissant un paramètre param adapté, on crée une 
fonction de seuillage pour la détection des accroches sonores. L'efficacité de cette méthode de 
seuillage sera testée et illustrée aux paragraphes 5.2 et 5.3. Il est important de faire remarquer 
que le calcul d'un seuil de détection via un circuit intégrateur nécessite un délai d'initialisation 
avant que celui-ci puisse calculer un seuil représentatif de notre environnement sonore. 
À partir de là, il sera possible d'extraire les événements sonores de notre enregistrement 
sonore continu, puis de caractériser ces objets sonores à l'aide des paramètres spectraux et 
temporels pour enfin pouvoir les classer. 
3.5 Méthodes utiles à la reconnaissance des événements sonores 
La reconnaissance des événements sonores se base sur un ensemble de paramètres temporels 
et fréquentiels calculés à partir des objets sonores extraits. L'objectif de cette partie est de 
discriminer les différentes classes d'événements. Dans notre étude, on considère des 
événements sonores tels qu'un écoulement d'eau du robinet, une manipulation de casserole, 
d'ustensiles et d'assiette ainsi qu'un claquement de porte. C'est-à-dire que l'on souhaite créer 
5 classes d'objets sonores différentiables les unes des autres. 
Le système de reconnaissance des objets sonores se décompose alors en 2 étapes. Tout 
d'abord, on crée des dictionnaires de références pour chacun des paramètres, et ce pour chaque 
événement sonore considéré. À noter qu'un dictionnaire est constitué d'un nombre fixe de 
références. Ces dictionnaires de références sont conçus à partir d'une partie des 
enregistrements de notre base de données, c'est la base d'apprentissage de notre système de 
reconnaissance. Par la suite, l'étape de classification associe chaque objet sonore à une 
référence de l'un des dictionnaires. La classification des événements sonore se fait à partir 
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d'une partie des enregistrements de notre base de donnée différente de celle utilisée pour 
l'apprentissage de notre système de reconnaissance, on l'appelle la base d'évaluation. 
3.5.1 Création des références via 1 ' algorithme des k-moyennes 
On s'intéresse dans un premier temps à la façon dont on crée le dictionnaire des références. 
Cette étape est répétée pour chaque paramètre d'étude et chaque classe d'événements sonores. 
L'un des algorithmes les plus utilisés à cet effet est l'algorithme des k-moyennes connu aussi 
sous le nom d'algorithme de Lloyd généralisé [11]. On explique alors les différentes étapes de 
cet algorithme : 
1- On choisit aléatoirement k vecteurs de centre de masse initiaux ci,... Ck avec k le 
nombre de références. 
2- On affecte chacun des vecteurs param au groupe i dont le vecteur de centre de masse 
Ck est le plus proche, c* sera alors une approximation du vecteur param, on le note 
paràm. 
3- On calcule ensuite la distorsion, notée d„, entre tous les vecteurs param et leur vecteur 
de centre de masse associé paràm : 
L L 
dn = - y d(param t, paràm j) = - y (param t — paràm {)2 
i=i i=i 
Avec, d(,) l'opérateur qui représente l'erreur quadratique et n l'itération en cours. 
4- Si la distorsion est telle que: (dn--i — dn)/dn < e , alors C = {cx,... , ck } est le 
dictionnaire souhaité et on stoppe. 
5- Sinon, on calcule, pour tous les groupes /, les nouveaux centres c, qui sont la moyenne 
des éléments du groupe /. 
6- Revenir à l'étape 2. 
La Figure 3-21 représente le schéma de principe de l'algorithme des k-moyennes et reprend 
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Figure 3-21 : Schéma de principe de la création des dictionnaires par l'algorithme des k-moyennes 
Au regard de l'algorithme k-moyennes de création des dictionnaires, on se rend bien compte 
que les vecteurs de paramètre doivent être de taille égale. Cependant, la taille de ces vecteurs 
dépend directement de celle des objets sonores détectés. Or, on sait qu'un bruit d'écoulement 
d'eau aura une durée supérieure à un bruit de claquement de porte. Pour contourner ce 
problème, on choisit de ré-échantillonner nos vecteurs param en fonction d'un facteur de ré-
échantillonnage pour qu'ils aient tous la même taille. Ainsi, selon les objets sonores, les 
vecteurs de paramètres seront soit sous-échantillonnés, soit sur-échantillonnés afin qu'ils aient 
tous la même taille, rendant ainsi possible la quantification vectorielle. 
3.5.2 Classification des événements sonores 
Une fois les dictionnaires de références créés, on passe à la phase d'évaluation de notre 
système de reconnaissance. On va alors tester les dictionnaires des références construits 
précédemment. Pour cette étape de classification, on utilise l'algorithme des plus proches 
voisins pour encoder nos vecteurs param de l'espace des observations. Cette méthode est 
connue sous le nom de «Nearest Neighbor », NN, en anglais [1, 13, 26, 32]. Le principe de 
cet algorithme se base sur la minimisation d'une distance, dans notre cas l'erreur quadratique 
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moyenne. Cette distance est calculée entre chaque paramètre de référence de nos dictionnaires 
et les vecteurs de paramètre d'entrée param des objets sonores extraits de la base de données 
d'évaluation. Ensuite, on remplace nos vecteurs d'entrées par la référence qui minimise la 
distance calculée, c'est-à-dire la référence la plus proche de nos vecteurs de paramètre. De 
cette manière, il est possible d'étiqueter chacun des objets sonores à l'aide des dictionnaires de 
références créés pour chaque type d'événement sonore. 
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CHAPITRE 4. RÉALISATION 
Tout d'abord, on précise que le système de détection et de reconnaissance des objets sonores a 
été implémenté en Matlab et on effectue une analyse hors ligne de notre enregistrement sonore 
continu. C'est-à-dire que l'on a dans un premier temps effectué les enregistrements sonores 
puis on a appliqué ces enregistrements en entrée du système de détection et de reconnaissance 
des objets sonores. On précise alors que les enregistrements utilisés pour l'apprentissage de 
notre système de reconnaissance des objets sonores sont différents de ceux utilisés pour la 
phase d'évaluation. Pour tester le système de détection des événements sonores, l'intégralité 
des enregistrements est utilisée puisque le système ne nécessite pas d'entraînement. 
4.1 Système de détection des objets sonores 
Le système de détection des objets sonores a été réalisé à l'aide de 2 fonctions de seuillage. 
D'une part, on calcule une fonction de seuillage pour la détection des accroches sonores. 
D'autre part, on calcule une fonction de seuillage absolu qui permet la détection des chutes 
sonores. Ce seuillage permet aussi d'éliminer les événements sonores de faible puissance qui 
ne sont pas indicateurs d'une action de l'habitant. 
4.1.1 Fonction de seuillage absolu 
Pour effectuer un seuillage absolu des événements sonores, on a choisi des paramètres qui 
rendent compte de l'évolution de l'énergie des signaux sonores. On opte alors pour des 
paramètres tels que l'énergie globale de la DSP notée EDSp, et l'énergie globale des 
coefficients de la décomposition en ondelettes notée Ey,. 
Ainsi, pour une trame sonore donnée, si la valeur de paramètre absolu noté paramabs est 
inférieure à la valeur seuil constante notée seuilabs, alors aucun événement sonore ne pourra 
être détecté. Dans le cas contraire, un événement sonore sera détecté s'il respecte la condition 
de détection des accroches sonores. Les valeurs des seuils absolus de détection ont été fixées 
de façon empirique après visualisation des simulations effectuées. Ces valeurs sont les 
suivantes : 
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seuilabs [E(w) ] = —52 dB 
seuilabs [E(DSP) ] = -22 dB 
4.1.2 Fonction de seuillage des accroches sonores 
Les paramètres utilisés pour la détection de seuillage des accroches sonores sont la DSP en 20 
bandes de Mel, et l'énergie des coefficients de la décomposition en ondelettes de niveau 3 
avec une ondellette de Daubechies 3. Ces paramètres nous renseignent sur le contenu 
fréquentiel et l'évolution temporelle du signal sonore. Afin de faire ressortir davantage les 
changements brusques d'allure de nos paramètres, on leur applique l'opérateur « Teager-
Kaiser ». On obtient alors un nouveau paramètre noté param] qui servira à la détection des 
accroches sonores. On applique alors ce paramètre en entrée d'un circuit intégrateur du 1er 
ordre pour obtenir une fonction de seuillage des accroches sonores notée seuilj. La valeur de 
coefficient de lissage temporel yi est fixée à 0.9. 
On considère alors une valeur param j pour un segment sonore donné. Si celle-ci est supérieure 
à la valeur seuil] et que la condition de seuillage absolue est respectée, on considère que la 
trame contient une accroche sonore, et l'on commencera la capture de l'événement sonore. 
On présente à la Figure 4-1 le schéma de principe du calcul des paramètres et des fonctions de 
seuillage de notre système de détection des transitoires. On a identifié sur le dessin les données 
que l'on va passer en entrée de notre algorithme de détection. On dessine les seuils de 
détection calculés en traits pointillés, et en traits pleins les paramètres de détection que l'on va 
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Figure 4-1 : Schéma de principe du calcul des fonctions de seuillage du système de détection des objets sonores 
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Par la suite, on explique plus en détail le procédé mis en place par l'algorithme de détection 
des objets sonores qui se base sur la fusion des paramètres et de seuils de détection paramabs, 
seuilabs, param j , seuil]. 
4.1.3 Algorithme de détection des objets sonores 
L'algorithme de détection des objets sonores se décompose en 2 parties. Dans un premier 
temps, il va détecter si une trame contient une accroche sonore ou non. La capture de l'objet 
sonore commence, si et seulement si, le seuil absolu est dépassé et si la condition de détection 
des accroches sonores est remplie. Dans le cas contraire, il va rechercher dans les trames 
suivantes si c'est le cas. Une fois la détection d'une accroche sonore effectuée, l'algorithme 
vérifie dans toutes les trames suivantes si une chute sonore est présente, c'est-à-dire si la 
valeur du paramètre absolu est inférieure au seuil de détection absolu. Dans ce cas, 
l'enregistrement de l'objet sonore est stoppé. Ce procédé est effectué continuellement sur 
l'ensemble des trames de l'enregistrement sonore continu. 
La Figure 4-2 et la Figure 4-3 reprennent le principe de l'algorithme de détection des 
événements sonores, en illustrant respectivement la détection des accroches et chutes des 
objets sonores. 
Début de la capture de l'objet sonore 
Figure 4-2 : Schéma de principe de détection des accroches sonores 
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Suivi de capture de l'objet sonore Fin capture de l'objet sonore 
Figure 4-3 : Schéma de principe de détection des chutes sonores 
4.2 Système de reconnaissance des objets sonores 
Le système de reconnaissance des objets sonores se base sur les résultats du système de 
détection des événements sonores. Ainsi, on lui applique en entrée les objets sonores extraits 
de l'enregistrement continu de l'environnement sonore de l'habitat. L'élaboration du système 
de reconnaissance des objets sonores se décompose en 2 parties. D'une part l'apprentissage, et 
d'autre part l'évaluation du système. 
4.2.1 Calcul des paramètres de classification 
Les paramètres testés pour la classification des objets sonores sont : l'énergie des coefficients 
en ondelettes pour une décomposition de niveau 3 avec une ondelette de Daubechies 3, la DSP 
en 20 bandes critiques de Mel, ainsi que le centre de masse, la largeur de bande et la fréquence 
de coupure spectrale de la DSP. Ces paramètres sont calculés à partir d'un ensemble d'objets 
sonores constituant la base d'apprentissage de notre système. La Figure 4-4 présente le schéma 
de principe du calcul des paramètres utiles à la classification des objets sonores. On note 
l'ensemble de ces paramètres parâmes. 
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Figure 4-4 : Schéma de principe du calcul des paramètres de classification 
Il est indiqué à la Figure 4-4 que l'on prétraite nos objets sonores en entrée du système de 
reconnaissance. Chacune des formes d'onde est alors normalisée par rapport à son maximum, 
et on s'arrange aussi pour que la moyenne des amplitudes soit nulle. De la même façon, on 
applique un post-traitement aux paramètres calculés pour chacun des objets sonores. On a 
spécifié, au paragraphe 2.2.3, que les vecteurs des paramètres de classification doivent être de 
même taille. Étant donné que chaque objet sonore est de taille différente, on a choisi de fixer 
une taille égale à 50 trames pour chacun de nos paramètres de classification calculés. Cette 
valeur correspond à une durée d'événement sonore de 1,6 s. Pour l'image spectrale de la DSP 
en bandes critiques de Mel, ce ré-échantillonnage se fait pour chacune des bandes critiques, 
paramdass sera donc un vecteur de taille : 20*50=1000. Pour l'image de l'énergie des 
coefficients en ondelettes, le vecteur paramdass aura une taille de : 8*50=400. Les vecteurs 
paramdass représentatifs du centre de masse, de la largeur de bande et de la fréquence de 
coupure spectrale auront une taille égale à 50. De plus, il est important de préciser que les 
images de la DSP et de l'énergie des coefficients en ondelettes sont normalisées entre 0 et 1. 
Tous les paramètres sont en effet normalisés ce qui les rend cohérents d'un vecteur à l'autre. La 
pondération de chaque élément au sein d'un vecteur est la même, c'est-à-dire qu'ils ont tous le 
même poids dans la décision. Cette étape est indispensable afin de rendre cohérente la 
classification de nos objets sonores. Par exemple, on considère 2 objets sonores ayant des 
énergies fréquentielles très différentes, mais réparties de la même façon. Si l'on omet la 
normalisation de nos données, ces objets sonores seraient classés dans 2 classes différentes. 
Les classes crées par l'algorithme des k moyennes seraient uniquement fonction de l'énergie 
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fréquentielle sans prendre en compte la répartition en fréquence de celle-ci. Pour ce qui est du 
centre de masse, de la largeur de bande et de la fréquence de coupure spectrale, ils sont déjà 
tous normalisés entre 0 et FJ2=8kHz. 
4.2.2 Création des dictionnaires de références 
C'est la phase d'apprentissage de notre système de reconnaissance des objets sonores. On 
considère alors 5 types d'événement sonore : un bruit de manipulation de casserole, 
d'ustensile, d'assiette, d'écoulement d'eau et de claquement de porte. On a choisi ces 
événements sonores car ils sont représentatifs des actions les plus fréquentes réalisées par une 
personne au sein de la cuisine. On attribue alors un dictionnaire de références à chacun des 
objets sonores. Les références des dictionnaires sont créées grâce à l'algorithme des k-
moyennes dont le principe a été expliqué au paragraphe 2.2.3. On obtient alors 5 dictionnaires 
constitués d'un nombre fixe de références. Dans notre étude, on décide d'attribuer 4 références 
à chacun des dictionnaires. Ceci pour prendre en compte les différentes formes d'onde 
associées à un même type d'événement. Ainsi, on aura 4 références qui constitueront le 
dictionnaire associé à un bruit de manipulation d'ustensile, et ceci pour chacun des objets 
sonores considérés dans l'étude. 
4.2.3 Classification des objets sonores 
C'est la phase d'évaluation de notre système de reconnaissance des objets sonores. La 
classification se fait à partir des paramètres de classification calculés pour chaque objet 
sonore. Ces paramètres sont alors comparés avec les dictionnaires des références. On attribue 
à chaque objet sonore une action sonore qui correspondra à l'étiquette du dictionnaire dont la 
référence sera la plus proche de notre observation. La classification se base sur la 
minimisation de l'erreur quadratique expliquée au paragraphe 2.2.3. La Figure 4-5 décrit les 
différentes étapes de la classification d'un objet sonore. 
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références de paramdass Classification 
Action sonore 
Figure 4-5 : Schéma de principe de la classification des objets sonores 
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CHAPITRE 5. TEST ET ANALYSE 
5.1 Test du système de détection des objets sonores 
Afin de vérifier la robustesse de notre algorithme de détection des objets sonores, on applique 
en entrée de notre système un enregistrement d'une durée totale de 4 minutes et 45 secondes 
résultant de la concaténation des événements sonores enregistrés dans la cuisine. Celui-ci est 
successivement constitué de bruits de manipulation de casserole, d'assiette, de cuisson 
d'aliment, de manipulation d'ustensile, d'écoulement d'eau du robinet et de claquement de 
porte. On fait remarquer que l'enregistrement test comprend des bruits de cuisson d'aliment 
qui sont pris en compte uniquement par le système de détection des événements sonores. Le 
système de reconnaissance ne traitera pas ce type d'événement sonore. La Figure 5-1 présente 
l'enregistrement de test. 
Dans un premier temps, on utilise l'énergie des coefficients en ondelettes pour une 
décomposition en ondelettes de niveau 3 avec une ondelette de Daubechies 3. Par souci 
d'homogénéité, le paramètre absolu est l'énergie globale des coefficients en ondelettes. Pour 
le calcul du seuil de détection des accroches sonores, on prend une valeur de coefficient de 
lissage temporel y égale à 0,9. Les résultats sont donnés à la Figure 5-2. 
Dans un second temps, on reprend la même expérimentation, mais cette fois on choisit comme 
paramètre la DSP découpée en 20 bandes critiques de Mel. Du même coup, le paramètre de 
détection absolu est alors l'énergie globale de la DSP. La valeur du coefficient de lissage 
temporel est la même que précédemment. Les résultats sont présentés à la Figure 5-3. 
Enfin, on a appliqué notre algorithme de détection à l'enregistrement sonore résultant d'une 
pré-expérimentation menée au sein du laboratoire. Une personne a suivi un scénario dans 
lequel elle devait effectuer un repas. La partie de l'enregistrement sonore étudié dure 6 
minutes. Le paramètre de détection choisi est l'énergie des coefficients en ondelettes pour une 
décomposition en ondelettes de niveau 3 avec une ondelette de Daubechies 3. Les résultats 
sont présentés à l'Annexe A. L'enregistrement continu est tracé en gris et les objets sonores 
capturés en noir. 
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Amplitude [dBV] 
Figure 5-1 : Enregistrement test 
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Figure 5-2 : Résultats de la 1 simulation de capture des objets sonores sur l'enregistrement test 
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Figure 5-3 : Résultats de la 2 simulation de capture des objets sonores sur l'enregistrement test 
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Au regard des 2 simulations de la Figure 5-2 et de la Figure 5-3, l'algorithme de détection des 
événements sonores donne des résultats globalement semblables quelque soit le paramètre de 
détection utilisé. On remarque que le système de détection des objets sonores permet 
d'effectuer une capture efficace des objets sonores de différentes natures. D'une part, le 
système détecte aussi bien les événements sonores de faible que de forte amplitude. Ainsi, les 
bruits de faible amplitude tels que la manipulation d'ustensile, d'écoulement d'eau et de 
cuisson sont aussi bien détectés que les bruits de manipulation de casserole, d'assiette et de 
claquement de porte qui ont une plus forte amplitude. D'autre part, le système de détection 
s'adapte aux différentes caractéristiques fréquentielles des événements sonores considérés. 
Ainsi, les bruits de type stationnaire comme la cuisson d'aliment et l'écoulement d'eau sont 
détectés de la même manière que des bruits fluctuants de manipulation de casserole et 
d'ustensile tout comme les bruits impulsifs de claquement de porte. 
Aux paragraphes 5.2 et 5.3, on discutera plus en détail des résultats des 2 simulations 
effectuées afin de faire ressortir les avantages et les inconvénients de chacun des paramètres 
de détection utilisés. Ceci afin de dresser un comparatif entre l'utilisation de la DSP en bandes 
critiques de Mel et l'énergie des coefficients en ondelettes dans le contexte de la détection des 
événements sonores. 
5.2 Résultats de la lere simulation 
On présente 3 différents types d'objets sonores capturés par le système. On considère alors un 
son fluctuant de manipulation d'ustensiles, un son stationnaire d'écoulement d'eau du robinet, 
et un son impulsif de claquement de porte. Puis, on étudie le paramètre absolu de détection et 
le paramètre de détection des accroches pour chacun de ces sons, ainsi que leurs seuils 
correspondants. Aux Figures 5-4 (c), 5-5 (c) et 5-6 (c), on prend comme objet d'étude 
l'énergie des coefficients en ondelettes de niveau 3 à l'aide d'une ondelette de Daubechies 3, 
c'est-à-dire ûk si l'on se réfère à la Figure 3-14. 
La Figure 5-4 représente la capture d'un bruit correspondant à une manipulation d'assiette 
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Figure 5-4 : Capture d'une manipulation d'assiette (a) en fonction deparamat„seutlai,„ (b)parami, seuil, (c) pour la lere simulation 
Le système a extrait 2 objets sonores de cette partie de l'enregistrement. Ces sons 
correspondent à des formes d'onde fluctuantes. On définit un signal fluctuant comme une 
forme d'onde présentant plusieurs accroches sonores rapprochées, par exemple des assiettes 
qui s'entrechoquent entre elles. Il est possible de discerner les 2 accroches sur le tracé du 
paramètre et de la fonction de seuillage de détection des accroches sonores. Celles-ci 
permettent de commencer l'enregistrement de l'objet sonore puisque les 2 seuils de détection 
sont dépassés. Les chutes sonores du 1er et du 2eme objet sonore sont détectées par la fonction 
de seuillage absolu. 
La Figure 5-5 illustre la capture d'un écoulement d'eau du robinet et les paramètres et seuils 
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Figure 5-5 : Capture d'un écoulement d'eau (a) en fonction de parant^,,, seuil,u,„ (b)parami, seuil] (c) et (d) pour la Ie™ simulation 
Le système extrait de cet enregistrement 4 objets sonores. Le 1er objet correspond à un 
écoulement d'eau stationnaire, et les 3 objets suivants à l'évacuation du drain de l'évier qui 
sont des bruits de nature impulsive. La Figure 5-5 (d) présente l'énergie des coefficients en 
ondelettes de niveau 4 c'est-à-dire d3 qui permet la détection de l'accroche du 4eme objet 
sonore. Ces bruits ne sont pas révélateurs d'une action de l'habitant, mais ils sont tout de 
même détectés par notre système. Pour le 1er objet, on remarque que l'accroche de début du 
signal sonore d'écoulement d'eau est détectée de façon nette, tout comme sa chute. Les chutes 
sonores de ces événements sont reconnues grâce à la fonction de seuillage absolue. On fait 
remarquer que l'écoulement d'eau possède une multitude d'accrochés. 
La Figure 5-6 illustre la capture d'un événement correspondant à un claquement de porte et les 
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Figure 5-6 : Capture d'un claquement de porte (a) en fonction déparante, seuils, (b)param,, seuil] (c) pour la Ie™simulation 
On voit alors que pour un bruit impulsif de courte durée, la détection des accroches et chutes 
sonore est facilement mise en évidence par les paramètres et seuils de détection. Néanmoins, 
le début de la capture de l'événement sonore se situe environ 10 ms avant le début réel du 
claquement de porte. Ce phénomène n'a pu être visualisé sur les précédents enregistrements, 
mais c'est un problème qui se pose pour tous les événements sonores détectés. C'est une 
conséquence de la longueur de trame d'analyse Nt et de le chevauchement choisis qui 
conditionnent la précision temporelle de la capture de nos événements. Or, la précision 
temporelle de notre système de détection est de 16ms. Dans ce cas, le segment sonore qui 
déclenche le début de l'enregistrement de l'objet est constitué de 10ms de silence et de 
seulement 6ms de bruit correspondant à l'accroche sonore. 
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5.3 Résultats de la 2 simulation 
De la même façon que pour la lere simulation, on présente les résultats du système de détection 
pour les différents types d'objets sonores aux Figures 5-7, 5-8 et 5-9. Pour cette 2nd simulation, 
on a utilisé en entrée de notre système de détection la DSP en 20 bandes critiques de Mel, le 
paramètre de détection présenté aux Figures 5-7 (c), 5-8 (c) et 5-9 (c) correspond à la 3ème 
bande critique de la DSP entre 284 et 426 Mel, soit 201 et 322 Hz. 
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Figure 5-9 : Capture d'un claquement de porte (a) en fonction déparant^,,seuils, (b)param,, seuil, (c) pour la 2™esimulation 
Au vue des Figures 5-7, 5-8 et 5-9 de la 2nd simulation, on remarque que les résultats sont 
similaires à ceux de la lere simulation présentée au paragraphe 5.2. Seul l'un des bruits 
impulsifs d'évacuation d'eau n'a pas été détecté pour la 2nd simulation. De plus, la détection 
de l'accroche du bruit d'écoulement d'eau du robinet n'est pas possible à l'aide de 
l'information apportée par la 3eme bande critique de la DSP à la Figure 5-8 (c). En revanche 
cette accroche sonore est détectée grâce à l'information contenue dans la 19eme bande critique 
à la Figure 5-8 (d). 
5.4 Analyse des résultats des simulations 
De manière générale, on observe que les paramètres de détection absolue des événements 
sonores ont des allures et des valeurs très semblables pour les 2 cas d'étude. Les paramètres de 
détection des accroches sonores ont des formes similaires, en revanche leur plage dynamique 
est totalement différente pour les 2 simulations présentées. Ceci s'explique par une différence 
d'implémentation des paramètres de détection pour ces 2 simulations, mais l'allure de ces 
paramètres reste la même puisqu'elle est le reflet du contenu fréquentiel des objets sonores qui 
est indépendant des méthodes d'analyse utilisées. De plus, les valeurs de ces paramètres 
diffèrent selon les types d'événements considérés. 
Ainsi, pour la lère simulation les valeurs des paramètres de détection ont des valeurs situées 
aux alentours de ±10'9 dB2 pour un écoulement d'eau, ±10'6 dB2 pour un bruit d'assiette et de 
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contenu fréquentiel du signal entre F/4 et FJ2, soit 2 et 4 kHz. Il est alors normal que le 
paramètre de détection des accroches sonores soit le plus élevé pour un bruit de claquement de 
porte, puisque ce signal possède une forte énergie dans les basses fréquences bien que son 
accroche sonore soit pleine bande. Le signal sonore d'un écoulement d'eau du robinet possède 
une accroche pleine bande, mais de faible énergie. C'est pour cela que son paramètre de 
détection des accroches présente la plus faible valeur. Pour ce qui est du signal sonore de 
manipulation d'assiette, c'est un bruit qui possède aussi une accroche pleine bande, mais dont 
l'énergie basse fréquence est plus faible que pour un bruit de porte de placard. 
Si l'on considère la 2nd simulation, les valeurs du paramètre de détection des accroches sont de 
plus fortes valeurs de manière générale. Elles se situent entre ±10 dB2 et ±50 dB2 pour un bruit 
de casserole, entre ±3 dB2 pour un écoulement d'eau et de 106dB2 pour un bruit de claquement 
de porte. Ces différences des valeurs du paramètre d'accroché sonore s'expliquent de la même 
façon que pour la lère simulation. 
Il est aussi évident que la DSP en 20 bandes critiques de Mel fait ressortir certaines 
caractéristiques spectrales qui sont bien plus fines que la décomposition en ondelettes de 
niveau 3. Ainsi, l'énergie des coefficients en ondelettes de niveau 3 correspondant à a$ a une 
précision fréquentielle de / kHz alors que la 3eme bande critique a une précision fréquentielle 
de 121 Hz. Par exemple, il est impossible de détecter l'accroche sonore d'un écoulement d'eau 
du robinet à l'aide de l'information apportée par la 3eme bande critique de Mel de la DSP. 
De manière plus générale, on observe que le nombre d'accrochés sonores présent dans un 
objet sonore est dépendant de la nature de l'événement sonore. Ainsi, pour un bruit impulsif 
tel qu'un claquement de port on détecte une unique accroche, tandis que pour un signal de 
type fluctuant comme la manipulation d'assiette, on distingue 3 et 7 accroches pour les 2 
objets sonores détectés. Enfin, pour un bruit d'écoulement d'eau de type stationnaire, le 
nombre d'accrochés sonores est très élevé, supérieur à la centaine. Il serait aisé de calculer le 
nombre d'accrochés sonores à l'aide du taux de passage par zéro présenté au paragraphe 3.3.2. 
Puisque les résultats des simulations présentés sont semblables, il serait alors intéressant 
d'étendre notre étude à l'évaluation de la complexité des méthodes de détection des 
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événements sonores afin de permettre une implémentation en temps réel du système de 
détection des objets sonores. 
5.5 Résultats du système de reconnaissance des objets sonores 
Dans cette partie, on expose les résultats du système de reconnaissance des objets sonores. Les 
Tableaux 5-1, 5-2, 5-3, 5-4 et 5-5 montrent les résultats des taux obtenus par notre système de 
reconnaissance des objets sonores suivant le paramètre de classification utilisé. On précise que 
la reconnaissance des événements sonore est effectuée à partir de la base d'évaluation de notre 
système, qui est différente de la base d'apprentissage utilisée pour la création des 
dictionnaires. On précise que les dictionnaires des références ont été créés à partir de 15 objets 
sonores pour les bruits de claquement de porte, de manipulation d'ustensile, de casserole et 
d'assiette et de 10 objets sonores pour les bruits d'écoulement d'eau du robinet. De plus, les 
objets sonores utilisés pour le système de reconnaissance ont tous une taille supérieure ou 
égale à 0,256 s, soit 7 fenêtres d'étude. En effet, cette hypothèse est obligatoire afin que le ré-
échantillonnage des paramètres de classification des objets sonores ne soit pas incohérent, ce 
qui est les cas pour des événements sonores de plus petite taille. 





































































Tableau 5-2 : Résultats du système de reconnaissance des objets sonores à l'aide de la DSP en bandes critiques 
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Les résultats obtenus aux Tableau 5-1 et 5-2 montrent que les objets sonores tels qu'un bruit 
de claquement de porte et un écoulement d'eau du robinet sont reconnus de façon assez fiable, 
en se basant sur l'étude de l'énergie des coefficients en ondelettes ou la DSP en 20 bandes 
critiques de Mel. Les taux de reconnaissance pour ces objets sonores de types impulsif et 
stationnaire sont situés entre 90 et 100%. Néanmoins, pour ces mêmes méthodes, il existe une 
forte confusion entre les bruits de casserole, d'ustensile et d'assiette; leurs taux de 
reconnaissance sont entre 60 et 85%. La répartition de l'énergie fréquentielle au cours du 
temps est différente d'un événement sonore à l'autre pour ces types de signaux sonores. En 
effet, les formes d'onde de ces objets sonores sont assez variables d'un événement à l'autre 
pour une même classe d'objets sonores. Ces objets sonores sont parfois confondus avec des 
bruits impulsifs de claquement de porte. En effet, si l'on pose une assiette ou une casserole sur 
un plan de travail, une table ou une cuisinière; la forme d'onde résultante correspondra à un 
bruit de type impulsif. De façon générale, le système n'arrive pas à discriminer les objets 
sonores de type fluctuant entre eux. Les événements sonores fluctuants correspondent aux 
manipulations d'assiettes, d'ustensiles et de casseroles qui possèdent plusieurs accroches 
sonores dépendamment de comment on les manipule. On imagine alors que si l'on ajoute 
d'autres événements sonores de types stationnaires et impulsifs, ceux-ci seraient alors 
probablement confondus avec les objets sonores tels que des claquements de porte et des 
écoulements d'eau. 
Aux Tableaux 5-1, 5-2, 5-3, 5-4 et 5-5, on observe que le taux de reconnaissance obtenu pour 
l'objet sonore stationnaire d'écoulement d'eau est toujours égal à 100%. Pour ce qui est d'un 
bruit de claquement de porte, le taux de reconnaissance est entre 80 et 90%. Pour ce qui est 
des bruits de type fluctuants, les résultats restent semblables à ceux des Tableau 5-1 et Tableau 
5-2 pour les mêmes raisons énoncées précédemment. Il est à noter que les bruits d'ustensile 
ont un taux de reconnaissance légèrement supérieur qui est dû aux caractéristiques hautes 
fréquences de ces objets sonores. 
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CHAPITRE 6. CONCLUSION 
L'étude menée portant sur la détection des événements sonores s'est limitée à des signaux 
sonores correspondant à des actions simples réalisées dans la cuisine telles qu'une 
manipulation d'assiette, d'ustensile, de casserole, un écoulement d'eau ou encore la cuisson 
d'aliments dans un environnement non bruité. Ces sons ont été sélectionnés car ils sont 
représentatifs de la majorité des actions réalisées par une personne au sein de la cuisine. En 
effet, une A VQ comme faire un repas ou du café nécessite de récupérer du café, des casseroles 
et des ustensiles dans des placards et de faire cuire des aliments ou bouillir de l'eau. 
L'ensemble de ces événements sonores engendrés par ces actions simples ont été considéré 
dans notre étude. Cependant, il serait possible, par extension, d'appliquer notre système de 
détection des événements sonores à tout type de son ayant lieu dans n'importe quelle pièce de 
l'habitat. 
En effet, la preuve de concept de la faisabilité d'un système de détection des événements 
sonores dans un environnement non bruité à l'aide d'un unique microphone par pièce a été 
faite. Le système de détection des objets sonores se basant sur l'énergie des coefficients en 
ondelettes ou la DSP en bandes critiques de Mel permet une capture des objets sonores avec 
une bonne précision temporelle. Pour juger des limites du système de détection des objets 
sonores, il serait alors souhaitable d'identifier les omissions dans la détection des événements 
sonores, ou encore de discerner les vraies détections des fausses détections, c'est-à-dire si 
l'objet sonore correspond à une action réelle de la personne [7]. De plus, l'algorithme de 
détection des objets sonores nécessite seulement le calcul de 2 fonctions de seuillage. Une 
fonction de seuillage des accroches sonores et une fonction de seuillage absolu pour les chutes 
sonores. Il serait également pertinent d'étudier la faisabilité de l'implémentation d'un tel 
système en temps réel. À partir de là, un déploiement d'un réseau de microphone à l'intérieur 
de l'habitat pourrait permettre de tester le système de détection des événements sonores dans 
un environnement sonore réel et dans un appartement au complet. Néanmoins, l'algorithme de 
détection des événements sonores réagit de façon correcte vis-à-vis d'un environnement 
sonore réel comme le montre les résultats présentés à l'Annexe A. 
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Le système de reconnaissance des événements sonores utilise la distribution des énergies 
fréquentielles des événements sonores au cours du temps : l'énergie des coefficients en 
ondelettes, la DSP en bandes critiques et le centre de masse, la largeur de bande ou la 
fréquence de coupure spectrale. À noter que le système de reconnaissance des objets sonores 
se base et est dépendant de la détection de ces mêmes objets sonores. Ce système a prouvé son 
efficacité pour la reconnaissance des événements sonores répétitifs tels que les bruits de 
claquement de porte ou d'écoulement d'eau. Ces événements sonores sont détectés et 
reconnus de façon fiable par notre système car les formes d'onde de ces sons varient peu d'une 
fois à l'autre. La création de modèles pour l'étude de ces 2 types de signaux, stationnaire et 
impulsif, peut paraître être une bonne méthode. Par contre, les résultats obtenus par cette 
méthode ne permettent pas la discrimination des objets sonores de type fluctuant tels que la 
manipulation d'assiette, de casserole et d'ustensile. Par exemple, sortir une casserole d'un 
meuble en l'entrechoquant avec les rangements ou bien avec d'autres casseroles, prendre une 
seule fourchette ou plusieurs fourchettes dans le tiroir, saisir une assiette d'une pile, ou bien 
poser une assiette sur une table, sont autant de scénarios possibles et différents que les formes 
d'ondes qu'ils vont générer. On ne peut donc pas créer autant de dictionnaires de références 
que de scénarios possibles. Il serait alors intéressant d'adapter notre classification des objets 
sonores non pas sur l'objet qui a généré un bruit, mais sur le type de bruit qui est généré. Par 
exemple décider si un bruit est de type impulsif, fluctuant ou stationnaire. À partir de là, une 
approche hiérarchique visant à avoir plus de détail sur la nature de l'action réalisée par 
l'habitant pourrait donner de meilleurs résultats [3, 26]. De plus, cette approche pourrait 
prendre en compte la séparation des sources sonores. Ainsi, si une personne fait la cuisine en 
faisant fonctionner la hotte, il serait utile de séparer les événements sonores de différents types 
[20, 34]. En effet, lors de la préparation d'un repas, l'habitant peut effectuer plusieurs actions 
qui généreront des bruits qui s'ajouteront à celui du fonctionnement de la hotte. 
Afin d'améliorer aussi bien la détection que la reconnaissance des événements sonores, il 
serait judicieux d'investiguer plus en profondeur les méthodes de caractérisation du son. Par 
exemple, les paramètres psycho-acoustiques qui sont des grandeurs physiques du son qui 
représente la sensation auditive que provoque un son [15, 16, 35]. Les informations utilisées 
par le système de détection et de reconnaissance des sons sont des images spectrales. De la 
même façon, l'utilisation de techniques de traitement de l'image se basant sur la perception 
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visuelle des images pourrait permettre d'obtenir de meilleurs résultats pour ce qui est de la 
détection et de la reconnaissance des objets sonores [5, 10, 31]. 
Si l'on se replace dans le contexte de l'identification des AVQ, le système réalisé répond en 
partie à la problématique posée. Certes, à l'aide des objets sonores extraits, il est seulement 
possible de reconnaître certaines actions réalisées par une personne au sein d'un habitat. En 
revanche, on est capable, grâce au système de détection des objets sonores de savoir combien 
d'événements sonores ont été provoqués par l'habitant, et de quelle pièce ils proviennent. Il 
serait donc envisageable de déterminer un taux d'activité de la personne dans chacune des 
pièces de l'habitat. En corrélant ces informations avec les périodes de la journée, on pourrait 
déterminer un certain nombre d'AVQ réalisé par l'habitant. Par exemple, un fort taux 
d'activité de la personne dans la cuisine sur l'heure du midi serait fortement représentatif de 
Y AVQ correspondant à la réalisation d'un repas. De plus, il ne faut pas oublier que 
l'identification d'AVQ au sein du laboratoire DOMUS ne se concentre pas uniquement sur les 
informations sonores provenant des microphones, mais sur les informations apportées par 
l'ensemble des capteurs dont est équipé l'appartement-témoin. Par conséquent, des 
informations provenant des autres capteurs seront fusionnées avec celle de notre système afin 
de renforcer l'identification des A VQ. De cette façon, si le taux d'activité de la personne révèle 
une situation de risque ou de crise pour l'habitant, il sera possible de prévenir un intervenant 
extérieur [4, 15, 27]. 
Pour finir, la présente étude témoigne de la nécessité de l'analyse continue des données 
sonores dans un contexte de surveillance à domicile. Plus particulièrement, le système conçu 
fait la preuve de concept de l'efficacité de l'utilisation des signaux sonores dans le but 
d'identifier les AVQ réalisées par l'habitant. La contribution principale du document réside 
dans la réalisation d'un système de détection des événements sonores qui nous renseigne à une 
échelle macroscopique des A VQ réalisées par la personne au sein de l'habitat. 
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ANNEXE A - RÉSULTATS D'EXPÉRIMENTATION 
Les résultats de l'expérimentation présentés à la Figure A-l démontrent que le système de 
détection des événements sonores est efficace, cependant certains événements de faibles 
amplitudes ne sont pas détectés. Ceci est compréhensible puisque l'enregistrement a été 
effectué à l'aide du microphone dans la cuisine et que les événements qui se sont produits dans 
la salle à manger, par exemple, n'ont pu être détectés. Si l'on avait effectué un enregistrement 
à l'aide d'un réseau de microphones distribués dans l'appartement tel que décrit à la Figure 
1-1, ce problème serait aisément résolu. Ainsi, les microphones de chacune des pièces 
reconnaîtraient les événements sonores qui ont lieu dans leurs pièces respectives. On remarque 
aussi que le système n'est pas capable de détecter des événements sonores simultanés. On voit 
alors qu'à la 50ème seconde de l'enregistrement sonore, des événements sonores impulsifs et 
stationnaires se chevauchent. L'événement sonore impulsif est alors parfaitement détecté alors 















Figure A-l : Résultats de la capture des objets sonores sur l'enregistrement expérimental 
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