Sample splitting is widely used in statistical applications, including classically in classification and more recently for inference post model selection. Motivating by problems in the study of diet, physical activity, and health, we consider a new application of sample splitting. Physical activity researchers wanted to create a scoring system to quickly assess physical activity levels. A score is created using a large cohort study. Then, using the same data, this score serves as a covariate in a model for the risk of disease or mortality. Since the data are used twice in this way, standard errors and confidence intervals from fitting the second model are not valid. To allow for proper inference, sample splitting can be used. One builds the score with a random half of the data and then uses the score when fitting a model to the other half of the data. We derive the limiting distribution of the estimators. An obvious question is what happens if multiple sample splits are performed. We show that as the number of sample splits increases, the combination of multiple sample splits is effectively equivalent to solving a set of estimating equations.
Introduction
In many applications it is useful to think of performing a statistical procedure in two stages: model building and validation. When building a classification model, it is commonplace to reserve a portion of the data set for testing predictive accuracy. Similarly, many nonparametric regression methods depend on an unknown regularization parameter, λ, which may be chosen using cross-validation. Here, model fit is determined using data which was not used to build the model. In both examples, reusing data for model fitting and validation without withholding a portion will result in over-fitting. The Healthy Eating Index was later validated and confirmed to accurately measure diet and predict risk of disease with a 24-hour food recall study (Guenther et al., 2008) .
In Section 2, we introduce a scenario of building a composite score and providing risk estimates without a second independent population. We split the data set, D, into two pieces, D in and D out . The partition, D in , serves as a "training" data set for model fitting while D out serves as a "validation" data set for checking model fit and performing hypothesis tests. In this way we can mimic building and validation with two independent populations.
It is natural to extend this process: If one split is good, many splits should be better.
A single split has variability; a fortuitous split may give parameter estimates very close to their true value while another split may yield poor estimates. We follow the ideas of Meinshausen et al. (2009) , though in a different context than in their variable selection paper. These authors create B copies of the data and partition the bth copy into D out . We explore multiple splitting for parametric models in Section 3. We fit a model with parameter θ to D (b) in and then fit a model with parameter β 0 to D (b) out using a function of θ as a predictor. Using sample splitting, Kravitz et al. (2019) developed an exact test of H 0 : β 0 = 0. Exact confidence intervals for β 0 are not available, but, instead, we develop a large-sample confidence interval. We find the surprising result that as the number of splits and the sample size approach ∞, the split-sample estimators become equivalent to fitting both models simultaneously using stacked estimating equations (Carroll et al., 2006, Appendix A.6.6 ).
Our method is similar to divide-and-conquer algorithms (Battey et al., 2015; Li et al., 2013) , particularly the average mixture algorithm (Chang et al., 2017; Zhang et al., 2012) .
These algorithms reduce the computational cost of statistical inference on large datasets by dividing the dataset into many smaller subsets which can be quickly analyzed with traditional software (R, SAS, etc). The results from these subsets are then combined together, often with the sample mean. None of this work, to our knowledge, incorporates a dependent parameter and fits a second model to estimate this parameter. This paper is organized as follows: In Section 2, we introduce a motivating example.
In Section 3 we describe sample splitting using estimating equations and M-estimators. Section 4 shows theoretical results for a single split, a finite number of splits, and when the number of splits approach infinity. Section 5 has simulations that investigate finite-sample behavior. Section 6 uses sample splitting to develop a physical activity index. Section 7 has a discussion. All technical details are collected in an Appendix.
Motivating Example: Physical Activity and Survival
This work is partly motivated by the creation and analysis of a physical behavior score to predict mortality. Researchers may be concerned about using data to create a score and then using the same date to validate the score as a predictor of risk. We have found sample splitting appealing to practitioners because the relative risks are estimated with a different dataset than that which builds the score.
We build the physical behavior score using the NIH-AARP Study of Diet (Schatzkin et al., 2001 ). Participants self-reported physical behaviors which are then characterized into 8 discrete components. A priori, we specify the expected relationships. e.g., concave increasing, between these aerobic activity and survival to be consistent with the kinesiology literature.
Using the training data D in for a single sample split, we fit a binary regression model to survival that satisfies these relationships. The 8 components and their marginal models are listed in Table 1 . The expected relationships are justified in Section 6. We rescale the fitted from this model so people with high levels of beneficial activity are assigned a score near 100 and people with low levels of beneficial activity are assigned a score close to 0. We denote the rescaled fitted values as f (X; θ)
We now ask: Is our composite score predictive of mortality? If so, how strong is the effect? We use f (X; θ) as a predictor in a logistic regression, along with covariates, Z. In the test data D out , we the model the probability of mortality as
where H(·) is the logistic distribution function. Our primary interest is in β 0 , which describes the relative risk of survival as a function of the composite score.
Two-stage modeling is convenient and therefore appealing to practitioners. In our application, model f (X, θ) was complex and required that imposition of shape constraint to be consistent with the kinesiology literature, so it was essential that we could fit that model first without needing to fit (1) simultaneously. Also, with θ fixed, (1) is a logistic model and can be fit with standard software.
Sample Splitting Methodology
Denote the total number of sample splits as B. We consider two cases: a single sample split (B = 1) and many splits (1 < B < ∞). We describe the algorithm for sample splitting using estimating equations. In Section 4, we provide an asymptotic theory for both of these cases, as well when B → ∞.
Basic Formulation
In what follows, we use the term estimating equation to also include a M-estimator equation. We observe two types of responses (W i , Y i ) that are independent and identically distributed and two types of covariates, (X i , Z i ). There are two parameters, θ and β. The relationship between W and (X, Z, θ) is described by a model which has an estimating function Ψ(W, X, Z, θ). The relationship between Y and (X, Z, β, θ) is described by a model that has an estimating function K(Y, X, Z, β, θ). We define θ and β as the solutions to E{Ψ(W, X, Z, θ)} = 0 and E{K(Y, X, Z, β, θ)} = 0 respectively.
For a single data set, consistent estimation of (β, θ) can be done routinely by solving the stacked estimating equation
It is assumed that
, θ is fixed and the solution is in β. Asymptotic theory for such estimators is well-known (Huber, 1964 (Huber, , 1967 Stefanski and Boos, 2002 ).
In the physical activity problem of Section 2, K(·) does not depend directly on θ but rather on a function of θ and X, denoted with f (X; θ). That is,
Stacked estimating equations and the methods in this paper apply to this situation, but to simplify notation we do not include f (X; θ) when writing K(·). The proofs in the Appendix consider this case and make explicit the dependence of K(·) on f (X; θ), rather than just θ.
A Single Split
In our experience, there is concern among practitioners that solving (2) on the complete data is somehow "cheating," because all of the data are used to build the score while simultaneously estimating risk. The concern is that risk estimators in such a scenario will overstate the usefulness of the score. One way to alleviate this concern is to split the data into two disjoint groups, D in and D out , and use these to estimate θ and β respectively. Let (δ 1 , . . . , δ n ) be independent and identically distributed Bernoulli(π) random variables. In our applications we set π = 1/2 so that the splits are approximately equal size. We denote the first partition, D in , by δ = 1, which estimates θ by solving
In the second partition, D out , denoted by δ = 0, we estimate β by solving
Since the two groups are independent, solving (3)- (4) alleviates concerns about overfitting.
This is an analogue to the variable selection procedure of Wasserman and Roeder (2009) , who also propose a single split, with variable selection conditioned on the data with δ = 1.
Many Splits
Section 3.2 give a β that depend on the particular random sample split. Meinshausen et al. in . Then solve
to estimate θ b . The subscript denotes the dependence on the parameter estimate of the b th sample split.
out . We then estimate β b by solving
This process gives B estimates of θ and β. We combine them with the sample mean to get θ = B 
Asymptotic Theory
In this section, we provide asymptotic theory for three cases of sample splitting: B = 1, 1 < B < ∞, and B → ∞. We provide asymptotic expansions from which asymptotic normality and the asymptotic covariance matrix can be derived. Hypothesis tests can be performed using Wald test statistics and Normal-based confidence intervals. However, for testing we recommend the exact tests in Kravitz et al. (2019) .
Single Split Asymptotics
Suppose there is only a single split, so B = 1 and in what follows b = 1. Define
Using standard M-estimation theory (Stefanski and Boos, 2002) , and suppressing the dependence of {Ω nb (θ), Λ nb (β, θ), ∆ nb (β, θ)} on (β, θ), we find that
Define
and define A ib as A ib with all unknown quantities replaced with their empirical estimates.
Then the joint asymptotic covariance matrix of ( θ b , β b ) can be estimated by n −1 S( A ib ), where S(·) is the sample covariance.
Multiple Split Asymptotics
Fix a finite number of splits, 1 < B < ∞. The final estimates of θ and β are the average of the single split estimates from Section 4.1. Thus, the expansions of θ b and β b in (5) and (6) can be replaced with their averages over B
.
A ib , where A ib is the same as in Section 4.1.
A ib . The joint asymptotic covariance matrix of ( θ, β) can be estimated consistently by n −1 S( A i ).
Increasing Number of Splits Asymptotics
We assume that B increases at a slower rate than n, B = B n = o P (n 1/2−a ) for any a > 0.
Since the user chooses B, this is not a restrictive assumption. Since the δ ib are independent of the rest of the data, B
The asymptotic expansions for θ and β simplify to
The asymptotic expansions in (7) and (8) are also the expansion of β and θ using stacked estimating equations with all the entire sample. This is justified in Appendix A.4. This shows that when π = 1/2, the estimates from sample splitting become asymptotically equivalent to estimates from the entire data set and not using sample splitting.
Simulations
We simulate from two configurations. We consider a single split (B = 1) and B = 25 sample splits and set π = 1/2, so each D out are approximately the same size. We express both configurations as regression models to simplify interpretation but they can be expressed as estimating equations.
Both simulations are related to the problem of estimating the ratio of two normal random variables (Fieller, 1932 (Fieller, , 1954 ; see Wang et al. (2015) for a recent review and some alternative methods. It is known that there is no confidence interval with guaranteed coverage that has finite length with probability one. It is also known that asymptotic standard errors based on estimating equations and the delta method generally have somewhat less than nominal coverage probabilities except for larger sample sizes. We will see the Fieller phenomenon (under coverage) occur in our simulations.
The first configuration is a set of two linear regression models,
We set θ = c(1, 1, 1)/ √ 3, β 0 = 1/ √ 3, ǫ i ∼ N(0, 0.5), and vary n = 25, 50, 100, 250, 500.
Results are in Table 2 . Confidence intervals have approximately 95% coverage for n > 250.
The second configuration is two binary regression models, given as
where
The specific f (X, θ) is set to mimic the case study introduced in Section 2 and analyzed in Section 6. This transformation also rescales the fitted values, although not to the same 0 to 100 range, and contains a nonlinear transformation of the parameters and data. The new scale is arbitrary;
we choose the values 2 and 1.5, so there are a reasonable number of both 0's and 1's in Y .
Again we set θ = (1, 1, 1) T / √ 3 and β 0 = 1/ √ 3 and vary n = 50, 100, 250, 500. Results for B = 1 and B = 25 are in Table 3 , and are much the same as in Table 2 , with the Fieller phenomenon being observed. Logistic regression naturally requires larger samples than linear regression to achieve nominal coverage.
Data Analysis
Participants in the NIH AARP Study of Diet and Health were ask to complete a questionnaire to measure physical behaviors, medical history, and risk factors for disease. Around a fifth of the total participants (N = 163,106) responded and met criteria for inclusion. Survey responses were translated to time or energy spent in five aerobic activities, two types of sitting activities, and sleep.
We model each of the physical activity components to be consistent with the existing kinesiology literature. The dose-response relationship between aerobic activity and survival has been established as somewhat concave and non-decreasing (Arem et al., 2015) , with benefits for overall health which level off with increasing activity. Sedentary time is known to have a negative effect on overall health (Grøntved and Hu, 2011; Prince et al., 2014) . Sleep is known to be beneficial in reasonable doses but too much or too little sleep is indicative of poor health (Yin et al., 2017) , suggesting a concave, parabolic relationship with overall health. Table 1 lists the expected relationships and the marginal models we use to model these relationships. One might consider constraining the parameters to satisfy these relationships, but this was not necessary as unconstrained maximum likelihood estimates already satisfy them.
Step 1: Developing the Score
On each D in we fit the model
where W i = 1 indicates survival until the end of the study, X i is a vector containing the 8 physical activity levels of the i th person in the order listed in Table 1 , Z i is a vector of covariates including sex, race, education status, and an intercept, and H(·) is the logistic distribution function.
The first row of Figure 1 , shows the fitted marginal models for three types of activity: moderate physical activity, sleep, and television sitting. The curves match their intended functional form: moderate physical activity is concave and increasing, sleep is concave, and television sitting is decreasing.
Step 2: Rescaling the Score
The fitted values from (11) are the logits of the effects of the physical activities on survival.
We want to rescale the logits from the physical activity covariates so that their sum is between 0 and 100 with 0 being highest risk and 100 being lowest risk. While we fit model (11) with the additional covariates Z to prevent confounding due to demographic information, we do not include the fitted values Z T i θ in the score. To rescale the logits, we first force all the physical activity marginal models to be positive by adding the absolute value of the minimum fitted value. For example, in the top row of Figure 1 we see that the marginal model for non-TV sitting is negative for any amount of non-TV sitting greater than 0. The function has a minimum of −0.25 at around 12 hours per day of non-TV sitting. By adding −0.25 to the fitted values, we can force this function to always be positive.
Next, we sum the maximum value obtained by each of the, now positive, marginal models and denote this with T . We transform the fitted values with
which puts the fitted values from physical activity on a scale from 0 to 100. We refer to the rescaled marginal models as the contributions to the total score. Three examples of these rescaled marginal models are shown in the bottom row of Figure 1 . The contribution to the total score is given on the y-axis. Moderate activity, for example, accounts for up to 15 points of the total score of 100. Table 4 has an example of the physical activity score using the results from (12) on one particular split of the data. Table 4 lists the 8 physical behaviors with their relative contribution to a score of 100 and the criteria for receiving a perfect score in each criteria.
Step 3: Risk Prediction Based on the Score
We denote the physical activity score created in the previous section with f (X, θ). We then estimate the relationship between the physical behavior score and mortality using a Logistic
where Y i = 1 denotes mortality at any point during the study.
A plot of the estimates can be seen in Figure 2 . There is variability when using a small number of number of splits. This is visible in Figure 2 for small values of B. Despite this, β 0 changes little. The difference between the estimates of β 0 when B = 1 and B = 50 is only 0.004 and the confidence intervals are almost entirely overlapping.
Discussion
We explored sample splitting to valid a fitted model when a second dataset is unavailable and validation is done with the same data used for model fitting. This scenario is of interest to practitioners who want a formal distinction between the data used for model building and data used for validation (e.g., hypothesis testing).
In practice, there are two ways to evaluate a marginal score. One may treat the newly created score as a fixed quantity used as a predictor in a regression model. This ignores the variability due to estimating this score and underestimates uncertainty. Instead, we consider the score as a function of unknown parameters which are estimated with error.
This results in consistent parameter estimate which have higher variability than had the score been considered fixed.
We provided asymptotic expansions for a fixed sample split and a mean-aggregated multiple split which can be used for hypothesis testing and asymptotic confidence intervals. In particular we are able to provide confidence intervals for a single split of the data.
As mention in Section 1, Kravitz et al. (2019) used sample splitting to obtain an exact test of β 0 = 0. Since a primary question is whether the index has predictive power, this is an important result. It is likely that researchers will also want a confidence interval for β 0 , since the size of the effect is of considerable interest. To the best of our knowledge, no exact confidence interval is available. We developed a confidence interval based on the theory of estimating equations, which is asymptotically correct and close to nominal coverage probability when n ≥ 250 (Table 3) . In our application, n is much larger than this.
We find that as the sample size (n) and number of splits (B) approach infinity, the sample splitting estimator converges in probability to the stacked estimating equations estimator.
This interesting result implies that confidence intervals do not require sample splitting, but instead could be applied when the entire dataset is used both to develop the index and to test for an effect of the index. However, we recommend that sample splitting and the exact test in Kravitz et al. (2019) be used to test whether β 0 is zero.
Supplementary Material
The R programs used in the simulations of Section 5 and the data analysis of Section 6 are available by request or on Github at https://github.com/kravitzel/Sample Splitting We do not have permission to distribute the actual data involved in Section 6: such data can be obtained via a data transfer agreement with the National Cancer Institute, see https://epi.grants.cancer.gov/Consortia/cohort projects.html. 
Appendix: Sketch of Technical Arguments

A.1 Assumptions
Suppose θ is the solution to
where Ψ(·) is a known influence function that does not depend on i and is continuous and twice differentiable with respect to θ and β. Suppose β is the solution to
where K(·), as in (A.1), is a known function which does not depend on i, K(·) twice differentiable with respect to β, and differentiable with respect to f (X, θ). Assume f (X, θ) is differentiable with respect to θ. We assume the estimators from different splits are exchangeable and unbiased. That is, E( θ k ) = E( θ ℓ ) = θ and E( β k ) = E( β ℓ ) = β for all k, ℓ.
A.2 Taylor Expansions from Sections 4.1 and 4.2
For notational simplicity, in what follows, the covariate vectors X i and Z i and not included in Ψ(W i , X i , Z i , θ). Since θ b and β b are asymptotically linear they have expansions
Taking a Taylor expansion of (A.3) around θ we have
Taking a Taylor expansion from (A.4) and plugging (A.2) in place of n 1/2 ( θ b − θ) we get
The asymptotic expansion of θ = B 
A.3 Theory for Infinite Splits from Section 4.3
We note of two technical details. First
Also, as in Carroll et al. (1996) , the o P (1) terms in the expansion in (A.2) and (A.3) are O P (n −1/2+a ) for any a > 0. Combining these, we have,
Since the δ ib are independent of the data, B −1 B b=1 δ ib = π + o P (1), and since B = B n = o P (n 1/2−a ) by assumption, the expansion in (A.4) and (A.5) become
A.4 Asymptotic Equivalence to Stacked Estimating Equations
Both θ and β can be estimated by the stacked estimating equations instead of the sample splitting of the previous sections. The stacked estimating equations are given by,
Then it follows that the stacked estimating equations estimator of β has influence function
Since Φ 22 = (1 − π) −1 Λ, Φ 11 = π −1 Ω and Φ 21 = (1 − π) −1 ∆, then (A.7) simplifies to (A.6). Therefore as B, n → ∞ and when π = 1/2, the sample splitting estimator becomes equivalent to the estimator from stacked estimating equations. Table 4 : Example physical activity score developed using half of the data. We fit the binary regression model from Section 2 and rescale the fitted values of the physical behaviors to be between 0 and 100. The middle column gives the proportion of the total score of 100 that each component can contribute. The third column gives the criteria for receiving the maximum score for each component. MET = metabolic equivalent. shows the marginal models in the original scale and the second rows shows them in a 0-to-100 scale. Moderate activity is modeled to be concave and increase, sleep is modeled to be concave, and television sitting is modeled to be decreasing. To put the marginal models on a 0-to-100 scale, first make them positive by adding the absolute value of the minimum of each function. Then we rescale the functions so the maximum value of each of the function jointly sum to 100. The solid blue line denotes the estimate of β, the odds ratio of the physical activity score, as the number of sample splits increases. A 95% confidence interval is shown with the red dash-dotted lines. The final estimate of β, averaged over all 50 splits, is shown with a dashed black line at −0.026. The confidence intervals and parameter estimates are plotted using a smoothing spline.
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