Nonabelian Gauge Theories: The Causal Approach by Hurth, Tobias
ar
X
iv
:h
ep
-th
/9
41
10
80
v4
  2
 M
ay
 1
99
6
Zu¨rich-University-Preprint ZU-TH-36/94
hep-th/9411080
(published in Annals of Physics 244 (1995) 340-425)
Nonabelian Gauge Theories
The Causal Approach
Tobias Hurth∗
Institut fu¨r Theoretische Physik der Universita¨t Zu¨rich
Winterthurerstr. 190, CH-8057 Zu¨rich, Switzerland
Abstract. - We present the causal construction of perturbative Yang-Mills theories in four(3+1)-
dimensional space-time.
We work with free quantum fields throughout. The inductive causal method by Epstein and
Glaser leads directly to a finite perturbation series and does not rely on an intermediary regu-
larization of the theory. The causal method naturally separates the physical infrared problem
of massless theories from ultraviolet-sensitive features like normalizability by regarding the dis-
tributional character of the S-matrix.
We prove the normalizability of the Yang-Mills theory with fermionic matter fields and study
the discrete symmetry transformations in the causal formalism. We introduce a definition of
nonabelian gauge invariance which only involves the free asymptotic field operators and give
mathematically rigorous and conceptually simple proofs of nonabelian gauge invariance and of
the physical unitarity of the S-matrix in all orders of perturbation theory.
PACS. 11.10 - Field theory, 12.35C-General properties of quantum chromodynamics.
∗) Emailaddress: hurth@physik.unizh.ch or hurth@insti.physics.sunysb.edu
Contents
1. Introduction 3
2. Nonabelian Gauge Invariance in the Causal Approach 5
a) Definition of Nonabelian Gauge Invariance
b) General Proof of Nonabelian Gauge Invariance Apart from Splitting
3. Gauge Invariance in Second Order Perturbation Theory 11
a) Loop Terms
b) Tree Terms
4. Normalizability of Nonabelian Gauge Theories 19
5. Discrete Symmetries 22
(a) Abelian Case
(b) Nonabelian Case
6. Proof of Nonabelian C-Number Gauge Invariance 31
(a) General Inductive Step
(b) Distribution Splitting
7. Proof of the Unitarity in Nonabelian Gauge Theories 45
(a) Preliminaries
(b) Pseudo-Unitarity of S(g)
(c) Definition of the Physical Subspace
(d) Proof of Physical Unitarity
Appendix A SU(N)-Group Theory 53
Appendix B Derivation of the Cg-Identities 56
Appendix C The Causal Approach to QFT 66
References
2
1. Introduction
The main concern of elementary particle physics is to understand the basic dynamical structures
of matter. Up to now three out of four of the fundamental interactions known today can be
described as quantized gauge field theories. The local gauge principle thus now appears as the
most important structure of the dynamics of matter. The latest precision measurements in the
electro-weak sector have confirmed the predictions of the standard model with a high degree of
accuracy.
This phenomenological success of today’s particle physics is contrasted by the fact that our
knowledge of local quantum field theory is quite limited. Up to now the main problem, namely
the question whether the principles of relativistic local quantum field theory are consistent with
a nontrivial exact S-matrix in four(3+1)-dimensional space-time, is not completely solved [1].
The only real example of the axioms of relativistic local quantum field theory in four(3+1)-
dimensional space-time is the theory of free fields in which the S-matrix is just the identity.
Nevertheless, there are considerable advances in constructive quantum field theory [2] (see in
particular Balaban’s work [3]).
Besides the lattice approach [4], perturbation theory is the only systematic method to make
quantitative predictions for scattering processes. The naive application of the standard Feyn-
man technique above the classical tree level leads to divergent integrals. In the standard renor-
malization program one separates the divergences by introducing an intermediate regularization
and absorbs them by a redefinition of the physical parameters.
The main idea of the standard renormalization procedure seems to be simple, the technical
details, however, are somewhat more complicated, in particular due to the problem of disentan-
gling the overlapping divergences. (In fact the original proof of the renormalizability of QED,
given by Ward and Dyson, breaks down at the 14th order of perturbation theory due to these
overlapping divergences, as shown by Yang and Mills [5].)
Therefore, the traditional proof of the renormalizability of nonabelian gauge theories given by
’t Hooft and Veltman [6] is quite involved due to ultraviolet and also infrared problems. Detailed
graphical and combinatorial arguments are needed.
The proof given by Becchi, Rouet and Stora [7] (see also [8,9]) uses the quantum action principle
and is more elegant. But one has to prove at first by a detailed analysis that the chosen
renormalization and regularization scheme preserves the validity of this principle. This was
done for the dimensional regularization by Breitenlohner and Maison [10]. There is the well-
known troublesome γ5-problem in this scheme. In the BPHZ-scheme a revisited analysis of the
quantum action prinicple - using the forest-formula - was recently given [11].
We are going to present an alternative approach to perturbative nonabelian gauge theories
using methods of Epstein and Glaser [13,12]. This approach is governed by the fundamental
concept of causality. In an exemplary mode, we explicitly construct the SU(N)-Yang-Mills
theory with fermionic matter fields in four (3+1) space-time dimensions by the causal method.
We prove the most important properties as normalizability, gauge invariance and unitarity.
We show that a straightforward construction of the (finite) perturbation theory without any
intermediate modifications is possible, even in the nonabelian gauge theory.
The ultraviolet and infrared problems are fully under control: the former by careful splitting
of causal distributions and the latter by regarding the distributional character of the S-matrix.
We directly construct the S-matrix in the Fock space of free field operators.
In contrast to the usual approaches, the whole analysis is carried out in configuration space
which is more suitable for general considerations.
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By using the causal method, one simplifies the analysis of normalizability, gauge invariance and
unitarity in the nonabelian gauge theory:
We introduce a definition of nonabelian gauge invariance as a simple commutator condition at
every order of perturbation theory separately. This condition only involves the free asymptotic
field operators. Therefore, we only need the concept of the linear (abelian) BRS transformations
of the free field operators. It is nontrivial that such a condition expresses the full content of
nonabelian gauge symmetry of the theory. Now conceptually simple inductive proofs of this
operator gauge invariance and of the unitarity of the S-matrix in the physical subspace can be
given.
In the causal formalism, the physical infrared problem is naturally separated by adiabatic
switching of the S-matrix S(g) with a test function g. Thus the analysis concerning gauge
invariance and unitarity is well-defined, even in a massless theory. Of course it remains to
study the physical infrared problem by taking the limit g −→ 1 in the right physical quantities
(see [14], [15], [16]). This limit of course is related to the confinement problem.
Our proof of perturbative normalizability of the Yang-Mills theory with fermionic matter fields
is simply based on rigorous power counting arguments and does not require any analysis of
combinatorial or topological properties of Feynman graphs.
The causal approach leads to a perturbative series ordered in powers of the coupling constant.
So it is not directly suitable to treat the Higgs mechanism that is usually developed in a loop-
ordered approach.
The causal method still stands in the context of perturbation theory at this point. Perturbative
results are limited to statements about formal power series. Relativistic quantum field theory
is only completely understood if one can also assign a well-defined meaning to the S-matrix in
a nonperturbative sense. This is still an open question.
In recent years other approaches have been developed in order to improve the mathematical and
conceptual status of perturbative quantum field theory. These approaches are quite different
from the causal method and still use regularizations at intermediate stages. They include
Polchinski’s method of the continuous renormalization group [17] and the Gallavotti-Nicolo
tree formalism [18]. Using these methods, several studies deal with the abelian gauge theory
([19], [20], [21]). Quite recently Bonini et al. have presented also an analysis of the Slavnov-
Taylor identities of a pure SU(2)-Yang-Mills theory, at least at one-loop level [22]. Moreover,
there are some studies about the asymptotic completeness in the abelian theory avoiding the
usual infrared regularizations [23].
The paper is organized as follows: In Chapter 2 we give our definition of nonabelian gauge
invariance and inductively prove this operator gauge invariance apart from distribution splitting.
In Chapter 3 we explicitly study gauge invariance in the second order of perturbation theory. In
Chapter 4 we prove the normalizability of the Yang-Mills theory with fermionic matter fields.
This proof contains the abelian case as a by-product. In Chapter 5 we study the discrete
symmetry transformations in the causal formalism. In Appendix B we express the full content
of gauge invariance by relations between C-number distributions and prove them in Chapter
6. Finally, in Chapter 7 we prove the most important property of the nonabelian theory,
namely the unitarity of the S-matrix in the physical subspace. In Appendix A we analyze the
numerically invariant tensors which transform according to the r-fold tensor product of the
adjoint representation of SU(N). In Appendix C we give a brief introduction to the Epstein-
Glaser method, present a solution to the crucial problem of distribution splitting and state
some results which are decisive especially for the causal construction of massless theories.
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2. Nonabelian Gauge Invariance in the Causal Approach
We introduce the concept of nonabelian gauge invariance in the causal construction. We are
able to establish the gauge invariance condition as a commutator relation on the Fock space
of asymptotic free fields in every order of perturbation theory (Subchapter (a)). This operator
condition is sufficient to prove the unitarity of the nonabelian gauge theory, as shown in Chapter
7. We give a general proof of this operator condition by induction on the order n, except for
the distribution splitting (Subchapter (b)). The latter problem is treated in Chapter 6.
(a) Definition of Nonabelian Gauge Invariance
In the causal approach, as described in Appendix C, the S-matrix is directly constructed in the
Fock space of the free asymptotic fields in the form of a formal power series
S(g) = 1 +
∞∑
n=1
1
n!
∫
d4x1...d
4xn Tn(x1, ..., xn)g(x1)...g(xn), (2.1)
where g(x) is a tempered test function which switches the interaction. The central objects are
the n-point distributions Tn which may be viewed as mathematically well-defined time-ordered
products. The defining equations of the theory in the causal formalism are (i) the fundamental
(anti-)commutation relations of the free field operators, (ii) their dynamical equations and
(iii) the specific coupling of the theory Tn=1. The n-point distributions Tn in (2.1) are then
constructed inductively from the given first order Tn=1. We want to consider a nonabelian
theory. In an exemplary mode, we choose the Yang-Mills theory with fermionic matter fields
in four space-time dimensions. The corresponding specific coupling in the Feynman gauge is
T1 = igfabc(
1
2
: AµaAνbF
νµ
c : − : Aµaub∂µu˜c :)+
+i
g
2
: ψ¯α(λa)αβγ
µψβ : Aµa. (2.2)
All field operators herein are well-defined free fields and these are the only quantities appearing
in the whole theory. The double dots denote their normal ordering. The second term in T1 is
needed for the implementation of the gauge invariance in the first order of perturbation theory
(see below (2.11)). The specific coupling Tn=1(x) of the theory does not contain a quadrilinear
term proportional to g2, the four-gluon-vertex. We will explicitly show (Chapter 3b) how this
term is automatically generated in second order by our gauge invariance condition (see below
(2.12)). This mechanism is essential in order to introduce such a condition of gauge invariance
as commutator relation (2.12) in every order n of perturbation theory separately.
Aµa(x) are the (free) gauge potentials satisfying the commutation relations (Feynman gauge)
[A(−)µa (x), A
(+)ν
b (y)] = iδabg
µνD
(+)
0 (x− y), (2.3)
where A(±) are the emission and absorption parts of A and D
(±)
0 the (mass zero) Pauli-Jordan
distributions. ua(x) and u˜a(x) are the free massless fermionic ghost fields fulfilling the anti-
commutation relations
{u(±)a (x), u˜(∓)b (y)} = −iδabD(∓)0 (x− y). (2.4a)
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The gauge fields are minimally coupled to spinor fields ψα, ψ¯β . The latter satisfy the anti-
commutation relation
{ψ(−)α (x), ψ¯(+)β (y)} = δαβ
1
i
S(+)(x− y) (2.4b)
where S(+) = (iγµ∂
µ +m) = D+m. fabc denotes the usual antisymmetric structure constants of
the gauge group, say SU(N); (−i/2)λa are the generators of the fundamental representation
of the Lie algebra of the gauge group. The time-dependence of A, u and u˜, ψ and ψ¯ is given by
the wave equation
Aµa(x) = 0, ua(x) = 0, u˜a(x) = 0, (2.5)
respectively by the free Dirac equation
iγµ∂
µψα(x) =Mαβψβ(x) (2.6)
with a real and diagonal mass matrix Mαβ which satisfies λaM = Mλa. For a simple gauge
group like SU(N) Mαβ is a multiple of the unit matrix (2.4b) - according to Schur’s lemma. In
the following we omit colour indices for the spinor fields in order to simplify the notation. We
define
Fµνa
def
= ∂µAνa − ∂νAµa . (2.7)
jµa =: ψ¯γ
µλaψ : . (2.8)
According to (2.6), jµa is a conserved current: ∂µj
µ
a = 0
Besides unitarity, nonabelian gauge invariance is the most important property to the S-matrix.
In the causal formalism, the starting point of the analysis are the linear (abelian !) BRS
transformations of the free asymptotic field operators.
The generator of the abelian operator transformations is the charge
Q
def
=
∫
d3x (∂νA
ν
a
↔
∂ 0ua), Q
2 = 0, (2.9)
with the (anti-)commutation relations
[Q,Aaµ]− = i∂µua, {Q, u˜a}+ = −i∂νAνa, {Q, ua}+ = 0,
[Q,ψ]− = 0, [Q, ψ¯]− = 0, [Q,F
a
µν ]− = 0. (2.10)
Now nonabelian gauge invariance means that the commutator of the specific coupling (2.2) with
the charge Q is a divergence (in the sense of vector analysis):
[Q, Tn=1] = i∂ν [igfabc(: A
a
νubF
νµ
c : − 12 : uaub∂ν u˜c :) + igjνaua] def= i∂νT ν1/1 (2.11)
The second term in (2.2) (the gluon-ghost-coupling) is essential that [Q, Tn=1] can be written
as a divergence. Note the different compensation of terms in the invariance equation (2.11)
compared with the invariance of the Yang-Mills Lagrangean under the full BRS-transformations
of the interacting fields in the conventional formalism.
Having defined gauge invariance in the first order of perturbation theory by this relation, we
can similarly express the condition of nonabelian operator gauge invariance in every order of
perturbation theory separately by a simple commutator relation of the n-point distributions Tn
with the charge Q, the generator of the free operator gauge transformations (2.9):
[Q, Tn(x1, ..., xn)] = i
n∑
l=1
∂xlµ T
µ
n/l(x1, ..., xn), (2.12)
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where T νn/l(x1, . . . , xn) are n-point distributions of an extended theory which contains, in ad-
dition to the usual Yang-Mills couplings Tn=1(x) (2.2), the so-called Q-vertex T
ν
1/1(x) which
already occurs in (2.11) as a divergence-representation of [Q, T1]. The first order S-matrix of
the extended theory is equal to
S1(g0, g1)
def
=
∫
d4x [T1(x)g0(x) + T
ν
1/1(x)g1ν(x)]. (2.13)
Since T ν1/1 contains odd numbers of fermionic ghost operators, g1 = (g1ν)ν=0,1,2,3 ∈ (S(R4 ))4
must be an anti-commuting C-number field. The higher orders are determined by the usual
inductive construction up to local normalization terms (see Appendix C). The T µn/l are the
n-point distributions of the extended theory with one Q-vertex at xl, all other n − 1 vertices
are ordinary Yang-Mills vertices (2.2).
The simple operator condition (2.12) involving only well-defined asymptotic field operators
expresses the full content of the nonabelian gauge structure of the quantized theory and can
be proved by induction on the order n of perturbation theory following the causal construction
of Tn and T
ν
n/l (see Subchapter (b)).The nonabelian character is implemented in the theory by
the specific couplings (2.2), especially by the structure constants fabc.
Thus, the concept of abelian gauge transformations of the free field operators is sufficient in
order to derive all consequences of nonabelian gauge invariance in perturbative quantum field
theory, in particular the most important one, namely the unitarity of the S-matrix in the
physical subspace (i.e. the decoupling of the unphysical degrees of freedom in the theory) - as
shown in Chapter 7 of the present study.
Further Comments:
• The representation of [Q, Tn=1] (2.11) and also of [Q, Tn] (2.12) as a divergence is in general
not unique. The most general Q-vertex T˜ ν1/1 with the same mass dimension and ghost number
(see below (2.20)) as T ν1/1 in (2.11) is the following:
[Q, T1] = i∂ν [T
ν
1/1 + αB
ν
1/1]
def
= i∂ν T˜
ν
1/1
with Bν1/1 = igfabc∂µ(: uaA
µ
bA
ν
c :), ∂νB
ν
1/1 = 0, α ∈ C free. (2.14)
Below we choose α = 0, if not otherwise mentioned. This choice has just practical reasons and
has no physical consequences. Note that when α is fixed in (2.14) the representation of [Q, Tn]
as a divergence, T νn/l (2.12), is also uniquely determined up to local normalization terms.
• So far, we have chosen a specific T1 (2.2) (Faddeev-Popov) and the field operators are fixed
in the Feynman gauge (2.3). The generalisations of our procedure to other covariant gauges are
straightforward. Furthermore, one can easily derive the most general gauge invariant (in the
sense of (2.11)) specific coupling T1 (see [24]).
• Analogously to the charge Q (2.9) we can define an anti-charge Q¯
Q¯
def
=
∫
d3x(∂νA
ν
a
↔
∂ 0 u˜a) with Q¯
2 = 0. (2.15)
It generates the following operator transformations:
[Q¯, Aaµ]− = i∂µu˜a, {Q¯, ua}+ = +i∂νAνa, {Q¯, u˜a}+ = 0,
[Q¯, ψ]− = 0, [Q¯, ψ¯]− = 0, [Q¯, F
a
µν ]− = 0 (2.16)
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Anti-gauge invariance means, analogously to (2.11):
[Q¯, Tn=1]− = i∂ν [igfabc(: u˜aA
b
κF
κν
c : − : Aaν∂κAκb u˜c : + : u˜a∂νubu˜c :
− 1
2
∂ν(: u˜aubu˜c :) + igj
ν
a u˜a] + β i∂ν[igfabc∂µ(: A
ν
au˜bA
µ
c :)]
def
= i∂ν [T¯
ν
1/1 + βB¯
ν
1/1]. (2.17)
Again we arrive at the general condition in every order n of perturbation theory
[Q¯, Tn(x1, ..., xn)] = i
n∑
l=1
∂xlµ T¯
µ
n/l(x1, ..., xn), (2.18)
In the present study we focus on the operator gauge invariance (2.12) corresponding to the
charge Q only. It is sufficient to prove the crucial property of physical unitarity (see Chapter
7).
• Some brief remarks on the algebraic structure of (2.12):
In addition to the charge Q (2.9), we define the ghost charge
Qc := i
∫
d3x : (u˜
↔
∂ 0 u) : (2.19)
In the algebra, generated by the fundamental field operators, we introduce a gradation by the
ghost number G(Aˆ) which is given on the homogenous elements by
[Qc, Aˆ] = −G(Aˆ) · Aˆ. (2.20)
Now we can define an anti-derivation dQ in the graded algebra by
dQAˆ := QAˆ− (eiπQcAˆe−iπQc)Q (2.21)
The anti-derivation dQ is obviously homogenous of degree (-1) and satisfies d
2
Q = 0. Note
G(Tn) = 0, G(T
ν
n,l) = (−1). For further details and consequences see [24].
• For the purposes of illustration, we analyze the condition of operator gauge invariance (2.12)
in the abelian case (QED): The corresponding charge Q is similar to (2.9)
Q
def
=
∫
d3x (∂µA
µ
↔
∂ 0u) (2.22)
where u is a bosonic ghost field operator
[u(x)∓, u(x)±]− = (−i)D±(x− y) (2.23)
Since
[Q,Aµ] = i∂µu (2.24)
and Q commutes with ψ and ψ, we obtain
[Q, T1] = ie[Q, : ψγ
νψ : Aν ] = −e : ψγνψ : ∂νu =
= ∂ν(−e : ψγνψ : u) def= i∂νT ν1/1. (2.25)
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Due to the fact that there is only one ghost operator, the distributions with one Q-vertex have
the form
T µn/l(x1, ..., xn) = τ
µ
l (x1, ..., xn)u(xl), (2.26)
where τµl has the external field operators A,ψ and ψ but no u. For a fixed xl we consider from
Tn all terms with the external field operator Aµ(xl)
Tn(x1, ..., xn) =: t
µ
l (x1, ..., xn)Aµ(xl) : +... (2.27)
(The dots stand for the terms without Aµ(xl).). It follows from (2.25) that the difference
between the Q-vertex xl and an ordinary external vertex consists of the replacement of the
external field operator Aµ(xl) by u(xl), hence
τµl = t
µ
l . (2.28)
Now we pick out from (2.12) all terms containing u(xl)
itµl (x1, ..., xn)∂µu(xl) = i∂
xl
µ [τ
µ
l (x1, ..., xn)u(xl)].
Writing this as
∂lµ[t
µ
l u(xl)]− (∂lµtµl )u(xl) = ∂lµ[τµl u(xl)]
and using (2.28), we get
∂lµt
µ
l (x1, ..., xn) = 0. (2.29)
This is the usual gauge invariance condition of refs. [12,25,26]. We see that in QED, each term
∼ [Q,A(xl)] on the left hand side of (2.12) corresponds to the precisely one term ∂xl in the
divergence on the right hand side with Q-vertex ∼ u(xl). In Yang-Mills theories this is not
true: Divergences with regard to inner or other external vertices appear in (2.12). This stems
from the fact that ua in the charge (2.9) is an operator field which interacts with the gluons.
It is the nonabelian character of the gauge group which makes gauge invariance much more
complicated.
(b) General Proof of Nonabelian Gauge Invariance apart from Distribution Split-
ting
In order to prove the gauge invariance condition in the causal approach
dQTn = [Q, Tn] = i
n∑
l=1
∂lµT
µ
µ/l (2.30)
we have to prove another relation simultaneously [27].
In the inductive construction of Tn, Tn/l the n-point distributions T˜n′ , T˜n′/l of S
−1 for n′ < n
appear (see Appendix C). Therefore our inductive proof of (2.30) only works if we prove in
addition
dQT˜n(x1, . . . , xn) = [Q, T˜n(x1, ..., xn)] = i
n∑
l=1
∂xlµ T˜
µ
n/l(x1, ..., xn). (2.31)
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Note that T˜n, T˜n/l are directly given in terms of the Tn′ , Tn′/l for n
′ ≤ n. Due to T˜1 =
−T1, T˜1/1 = −T1/1, the case n = 1 is completely covered by (2.11). We turn to the step from
n− 1 to n. A′n is constructed from the Tk, T˜k, 1 ≤ k ≤ n− 1, by means of
A′n(x1, ...;xn) =
∑
X,Y
T˜k(X)Tn−k(Y, xn), (2.32)
whereX
def
= {xi1 , ..., xik}, Y def= {xik+1 , ..., xin−1} and X∪Y = {x1, ..., xn−1} is a partition with
1 ≤ k ≡| X |≤ n− 1. Moreover, we set xin def= xn. Assuming that (2.31) and (2.30) hold in all
lower orders ≤ n− 1, we obtain
dQA
′
n(x1, . . . , xn) = [Q,A
′
n(x1, ...;xn)] = i
∑
X,Y
{
k∑
l=1
∂
xil
ν [T˜
ν
k/l(X)Tn−k(Y, xn)]+
+
n∑
l=k+1
∂
xil
ν [T˜k(X)T
ν
n−k/l−k(Y, xn)]} def= i
∑
X,Y
n∑
l=1
∂
xil
ν [T˜k(X)Tn−k(Y, xn)]
ν
l . (2.33)
The lower index l means that we have exactly one Q-vertex at the l-th argument in (X,Y, xn) =
(xi1 , ..., xin), which is xil . Exchanging the two sums, (2.33) becomes
dQA
′
n(x1, . . . , xn) = i
n∑
l=1
∂xlν
∑
X,Y
[T˜k(X)Tn−k(Y, xn)]
ν
l′ , (2.34)
with l′ being the position where xl appears in (X,Y, xn) = (xi1 , ..., xin). Drawing on the
analogous formula to (2.32) for A′n/l, we see that
dQA
′
n(x1, . . . , xn) = i
n∑
l=1
∂xlν A
′ν
n/l(x1, ...;xn). (2.35)
One proves (2.30) for (R′n, R
′
n/l) in the same way. Altogether we conclude for the D = R
′ −A′
distributions that
dQDn(x1, . . . , xn) = [Q,Dn(x1, ...;xn)] = i
n∑
l=1
∂xlν D
ν
n/l(x1, ...;xn). (2.36)
Next we want to split both sides of (2.36). On the l.h.s. this is done in the usual manner by
normal ordering of Dn using Wick’s theorem, splitting the numerical distributions and then
calculating the commutator with Q. On the r.h.s. we split Dνn/l in the usual manner and then
take the distributional derivative of the retarded part Rνn/l. Since Rn = Dn, Rn/l = Dn/l on
Γ+ \ {(xn, ..., xn)} and Rn = 0, Rn/l = 0 on (Γ+)c, gauge invariance can be violated in this
process only in the single point (xn, ..., xn), i.e. by local terms. It is exactly this point where
the R-distributions are not completely determined, they have some normalization freedom here.
One has to show that
dQRn(x1, ..., xn) = [Q,Rn(x1, ...;xn)] = i
n∑
l=1
∂xlν R
ν
n/l(x1, ...;xn) (2.37)
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can be achieved, if the R-distributions are normalized in a suitable way, respecting all desired
properties, in particular Lorentz covariance. Then, the T ′ = R − R′ distributions fulfill (1.8)
and it is easy to see that this gauge invariance equation survives the symmetrizations
Tn(x1, ..., xn) =
∑
π
1
n!
T ′n(xπ1, ..., xπn)
Tn/l(x1, ..., xn) =
∑
π
1
n!
T ′n/π−1l(xπ1, ..., xπn). (2.38)
This finishes the inductive step for Tn. T˜n may be written as a sum of products of Tk
′s,
1 ≤ k ≤ n (C.9), for which (2.30) is proven. Using these facts, one can prove (2.31) with a
calculation similar to (2.33). q.e.d.
Note that this inductive proof is independent of the special choice of the divergence-representation
T˜ ν1/1 (2.14).
Summing up, we have proven nonabelian gauge invariance (2.12,2.30) by induction on the
order n of perturbation theory, except for the distribution splitting. It remains to be proven
that nonabelian gauge invariance is preserved under this operation.
There are essentially two ways to show that (2.12) can be preserved after distribution splitting.
• The first one is to prove directly the operator gauge invariance (2.12) by purely algebraic
methods. This will be discussed in a forthcoming paper [24]. One should keep in mind that
the operator condition (2.12) is sufficient to show the unitarity in the physical subspace (see
Chapter 7).
• In Chapter 6 of the present study we proceed in another way: We express the operator gauge
invariance by a set of identities between C-number distributions analogous to the Slavnov-
Taylor identities. In this way we develop the full content of nonabelian gauge invariance. These
C-number identities for gauge invariance (Cg-identities) are sufficient for the operator condition
(2.12). In Appendix B, we explicitly derive all types of Cg-identities and isolate those types
which require nontrivial proofs. These few nontrivial identities are proven in Chapter 6 by
suitable normalization. Here all symmetries of the theory, in particular the global SU(N)-
symmetry (Appendix A) and charge conjugation invariance (Chapter 5b), are needed .
3. Gauge Invariance in Second Order
We prove gauge invariance in the sense of (2.12) up to the second order of perturbation theory
in order to illustrate several points by explicit calculations. In Subchapter (a) we first consider
the one-loop terms. We give the explicit expressions by using the splitting method for massless
distributions introduced in Appendix C. In Subchapter (b) we study the gauge invariance of
the tree terms. We prove that the tree part of T2(x, y) with appropriate normalization is gauge
invariant [27]. The specific coupling T1(x) - defining the theory - contains the three-gluon vertex
in addition to the gluon-ghost and gluon-matter coupling. One may wonder why the first-order
T1(x) does not contain a quadrilinear term proportional to g
2, the four-gluon vertex. As we shall
see, this term is automatically generated in second order by gauge invariance. This mechanism
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is essential if one wants to introduce the condition of gauge invariance as commutator relation
(2.12) separately in every order of perturbation theory.
(a) Loop Terms in Second Order
• We calculate the causal d-distributions. By normally ordering the direct product
R′2(x; y) = −T1(y)T1(x), (3.1)
we select all terms with two contractions:
R′2(x; y) = r
′νµ
AA(x− y) : Aν(x)Aµ(y) : +r′νµκAF (x − y) : Aν(x)Fµκ(y) : + (3.2)
+r′µκνFA (x− y) : Fµκ(x)Aν(y) : +r′µκντFF (x− y) : Fµκ(x)Fντ (y) : +
+r′µuu˜(x− y) : u(x)∂µu˜(y) : +r′µu˜u(x − y) : ∂µu˜(x)u(y) : +... tree terms
where the two free field operators have the same colour index and there is a sum over this index.
r′AA has three contributions: the gluon-loop term r
′1
AA containing two times the gluon vertex
: AAF : of T1, the ghost-loop term r
′2
AA containing two times the ghost vertex : Au∂u˜ :.
and the matter-loop term r′3AA containing two times the gluon-matter vertex : jA :. For the
matter-loop term we can use the result of the corresponding term in the abelian theory (see
chapter 3.6 in [12]) with some minimal modifications concerning the colour structure. Note
that all propagators are massive in this term.
r′1 νµAA (x − y) = g2N [2(∂ν∂µD−0 )(x− y)D−0 (x − y)
−3(∂νD−0 )(x− y)(∂µD−0 )(x− y)],
r′2 νµAA (x − y) = g2N(∂νD−0 )(x − y)(∂µD−0 )(x − y),
r′3 νµAA (x − y) = 2g2[2(∂µD−m)(x − y)(∂νD−m)(x− y)
−(∂κD−m)(x− y)(∂κD−m)(x − y)gνµ
+m2D−m(x− y)D−m(x− y)gνµ]
r′νµκAF (x − y) =
g2
2
N [gνκ(∂µD−0 )(x − y)D−0 (x− y)
−gνµ(∂κD−0 )(x − y)D−0 (x− y)],
r′µκντFF (x − y) = −
g2
2
NgµνgκτD−0 (x− y)D−0 (x− y),
r′µuu˜(x − y) = r′µu˜u(x − y) = g2N∂µD−0 (x− y)D−0 (x − y),
(3.3)
The corresponding numerical distributions of A′2(x; y) = −T1(x)T1(y) are obtained (in this
special case) by replacing D−0 by D
+
0 .
This leads to the causal numerical distributions of
D2(x, y)
∣∣∣∣ loops = R′2(x, y)−A′2(x, y) (3.4)
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Remark: It may seem surprising why the products ∂aD−0 ∂
bD−0 , | a |, | b |= 0, 1, 2, appearing
in (3.3) exist. The reason is that in the Fourier transformed expression
1
(2π)2
∫
d4q (−i(p− q))aDˆ−0 (p− q)(−iq)bDˆ−0 (q) (3.5)
the intersection of the supports of the two Dˆ−0 is a compact set. This is a general feature of
perturbative quantum field theory:
As is well-known, L. Schwartz’s famous theorem [28] states that there is no multiplication of all
tempered distributions that is associative, commutative and which generalizes the multiplication
of ordinary continuous functions.
But a general concept of multiplication is not at all necessary. In quantum field theoretical
constructions, only products of Fourier transforms of advanced (resp. retarded) tempered
distributions appear in addition to well-defined tensor products - a fact which can be verified
explicitly in equations (3.3).
It is possible, however, to define a natural, associative and commutative multiplication on the
set of Fourier transforms of advanced (resp. retarded) distributions so that the product of these
distributions is the Fourier transform of some advanced (resp. retarded) distribution.
In this context one should keep in mind the classical theorem that the Fourier transforms
F [d(p)](x) = d(x) of advanced (resp. retarded) distributions d(p), supp d(p) ∈ V + (resp.
∈ V −), are boundary values of functions d+(z) (resp. d−(z)) analytic in the tube Rm + iV +
(resp. Rm − iV +)) [29].
• In order to calculate the Fourier transformation of the causal numerical distributions of
D2 = R
′
2 − A′2, we insert the explicit expression of Dˆ−0 in (3.5). We see that we have to deal
with the integrals
I±...(p)
def
=
∫
d4qδ((p− q)2)δ(q2)θ(±(p0 − q0))θ(±q0){1, qν , qνqµ}. (3.6)
Starting from (3.3) and the corresponding a′-distributions, one can easily express the dˆ-distributions
in terms of the integrals (3.6):
dˆ1νµAA (p) = −
g2N
(2π)4
[2(I+νµ(p)− I−νµ(p))− 3(pνI+µ(p)
−I+νµ(p)− pνI−νµ(p) + I−νµ(p))],
dˆ2νµAA (p) = −
2g2N
(2π)4
[pνI+µ(p)− I+νµ(p)− pνI−µ(p) + I−νµ(p)],
dˆ3νµAA (p) = −
g2π
3(2π)4
[pµpν − p2gµν ](1 + 2m
2
p2
)(1 − 4m
2
p2
)
1
2 θ(p2 − 4m2) sgn p0,
dˆνµκAF (p) =
ig2N
2(2π)4
[gνµ(I+κ − I−κ)− gνκ(I+µ − I−µ)],
dˆµκντFF (p) = −
g2N
2(2π)4
[I+ − I−]gµνgκτ ,
dˆµuu˜(p) = −
ig2N
(2π)4
[I+µ − I−µ]. (3.7)
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• It remains to compute the integrals (3.6). Due to the two δθ factors they vanish, except for
p2 > 0 and p0 > 0 for I+...(p) rsp. p
0 < 0 for I−...(p). Therefore, we may choose a special Lorentz
frame with p = (p0,~0). Especially for the scalar integral I+ we obtain (assuming p0 > 0)
I+(p) =
∫
d4q δ(p20 − 2p0q0)θ(p0 − q0)
1
2|~q|δ(q0 − |~q|) =
=
∫
dΩd|~q| |~q|2 1
2p0
δ(|~q| − p0
2
)
1
2|~q|θ(p0 − |~q|) =
π
2
. (3.8)
I− can be calculated analogously and the result is in an arbitrary Lorentz frame
I±(p) =
π
2
θ(p2)θ(±p0). (3.9)
Computing the vector integral I+ν for p = (p
0,~0), p0 > 0, we have a nonvanishing contribution
for ν = 0 only. By comparing it with (3.8), we obtain for I+0 an additional factor q0 in the
integrand which is set equal to p02 . This leads us to
I±ν (p) =
π
4
pνθ(p
2)θ(±p0) (3.10)
in an arbitrary Lorentz frame.
The covariant decomposition of the tensor integral I±νµ is
I±νµ(p) = A
±(p2)pνpµ +B
±(p2)gνµ. (3.11)
A glance at (3.6) shows I±νν = 0. This implies
B±(p2) = −p
2
4
A±(p2). (3.12)
Calculating I±νµ(p)p
νpµ for p = (p0,~0), p0 > 0, an additional factor (p0q0)
2 appears in the
integrand of (3.8). Therefore, we obtain (in an arbitrary Lorentz frame)
I±νµ(p)p
νpµ =
π
8
p4θ(p2)θ(±p0). (3.13)
Taking (3.11),(3.12) into consideration, we finally arrive at
I±νµ(p) = [pνpµ −
p2
4
gνµ]
π
6
θ(p2)θ(±p0). (3.14)
• We obtain the causal numerical distributions:
dˆ1 νµAA (p) = −
g2Nπ
(2π)424
[2pνpµ − 5p2gνµ]θ(p2) sgn p0, (3.15)
dˆ2 νµAA (p) = −
g2Nπ
(2π)424
[2pνpµ + p2gνµ]θ(p2) sgn p0,
dˆ3 νµAA (p) = −
g2π
(2π)43
[pνpµ − p2gνµ](1 + 2m
2
p2
)(1− 4m
2
p2
)
1
2 θ(p2 − 4m2) sgn p0,
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dˆνµκAF (p) = −dˆµκνFA (p) = −
g2Nπi
(2π)48
[gνκpµ − gνµpκ]θ(p2) sgn p0,
dˆµκντFF (p) = −
g2Nπ
(2π)44
gµνgκτθ(p2) sgn p0,
dˆµuu˜(p) = dˆ
µ
u˜u(p) = −
g2Nπi
(2π)44
pµθ(p2) sgn p0.
Note the transversality relations
pν(dˆ
1 νµ
AA (p) + dˆ
2 νµ
AA (p)) = 0, dˆ
µ
uu˜(p) = p
µdˆuu˜(p), (3.16)
pν dˆ
νµκ
AF (p) = 0, pν
(
dˆ3 νµAA (p)
)
= 0.
The first one would be violated without the ghost term dˆ2AA.
• Now we apply the splitting method for massless distributions introduced in Appendix C to
the causal d-distributions (3.15). They all have the form
dˆ(p) = P (p)dˆ1(p) with dˆ1(p)
def
= θ(p2) sgn p0 (3.17)
and P (p) is a covariant polynomial in p. It suffices to find a covariant retarded part rˆ1(p) of
dˆ1(p). Then
rˆ(p)
def
= P (p)rˆ1(p) (3.18)
is a splitting solution of dˆ(p) (3.16).
Inserting (C.41),(3.17) in (C.46) and taking ω(dˆ1) = 0 into consideration, we obtain for
p ∈ V +, q → 0 in such a way that p− q ∈ V +, q2 < 0
rˆ1(p) = lim
q→0
{
i
2π
∫
dt
(t− i0)(1− t+ i0)θ((tp+ q)
2) sgn (tp0 + q0) + Pq(p)
}
, (3.19)
where the polynomial Pq(p) is constant (in p). The zeros of (tp+ q)
2 are
t1,2 =
1
p2
(−pq ±
√
N) with N
def
= (pq)2 − p2q2 > (pq)2. (3.20)
Remember p2 > 0, q2 < 0. Note t1 > 0, t2 < 0. The integral in (3.19) may be simplified to{−i
2π
∫ t2
−∞
dt+
i
2π
∫ ∞
t1
dt
}{
1
t
− P 1
t− 1 − iπδ(t− 1)
}
=
=
i
2π
(−log | t2 | +log | t2 − 1 | −log | t1 | +log | t1 − 1 | −iπ). (3.21)
Since t1,2 → 0 for q → 0, the logarithms log | t1,2− 1 | vanish in this limit and there remains in
(3.21)
− i
2π
(log | t1t2 | +iπ) = i
2π
(
log
p2
|q2| − iπ
)
. (3.22)
Adding the polynomial Pq(p) =
i
2π log
|q2|
M2 in (3.19), whereM > 0 is an arbitrary scale parameter
which has the dimension of a mass, we obtain a (covariant) splitting solution of d1
rˆ1(p) =
i
2π
(
log
p2
M2
− iπ
)
. (3.23)
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So far this holds for limq→0(p− q) = p ∈ V +. By analytic continuation in R4+ iV +, we obtain
for p ∈ R4
rˆ1(p) =
i
2π
log
−(p2 + ip00)
M2
. (3.24)
Note that scale invariance is violated after distribution splitting. This is also a general feature
of the causal construction.
• The transversality relations (3.15) are also fulfilled by the corresponding retarded distribu-
tions:
pν(rˆ
1 νµ
AA (p) + rˆ
2 νµ
AA (p)) = 0, rˆ
µ
uu˜(p) = p
µrˆuu˜(p), (3.25)
pν rˆ
νµκ
AF (p) = 0, pν
(
rˆ3 νµAA (p)
)
= 0.
The first one would be violated without the ghost term dˆ2AA. Their validity is determined
exclusively by the covariant polynomial P (p) of (3.17). But the covariant structure is not
changed in the splitting process (see 3.18). One can easily make out that the transversality
relations of the numerical distributions (3.25) are sufficient for the operator gauge invariance
of R2(x, y) |loops:
[Q,R2(x, y) |loops] = div (3.26)
Since R′2(x, y) |loops in (3.2) is trivially gauge invariant, we arrive at a gauge invariant two-point
distribution T2 = R2 −R′2 :
[Q, T2(x, y) |loops] = div (3.27)
(b) Tree terms in Second Order
We now consider the tree terms D2(x, y) |trees where we are able to study gauge invariance in
an indirect but effective way:
•We are interested in the commutator [Q,D2]. The commutation does not affect the numerical
distributions in D2, it only changes the field operators without disturbing normal ordering.
Consequently, in the splitting of [Q, D2] we have to split only those numerical distributions
which also appear in D2. With the same convention of normalization in the splitting of these
numerical distributions, we can calculate [Q,R2] directly by splitting [Q,D2]. This procedure
has the advantage that it preserves the divergence structure and shows immediately where
gauge invariance may break down. We start from
[Q, D2(x, y)] = [Q, [T1(x), T1(y)]] = i∂
x
ν ([T
ν
1/1(x), T1(y)]) + i∂
y
ν ([T1(x), T
ν
1/1(y)]). (3.28)
The first term is a divergence with regard to x and the second with regard to y. In fact, the
second term is obtained from the first by interchanging x and y and multiplying it by (-1).
The question is whether the same (divergence form) is true for the commutator [Q, R2(x, y)]
obtained by causal splitting of (3.28).
Since this commutator agrees with (3.28) on {(x− y)2 ≥ 0, x0 − y0 > 0}, gauge invariance can
only be spoiled by local terms with support x = y. But such terms do arise in the process of
distribution splitting of (3.28). First we must normally order the commutator (3.28). In this
process we get tree and loop graphs (which we have already considered in the last subchapter)
due to the relation
[: ABC :, : DEF :] =: [ABC, DEF ] : +loops, (3.29)
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which is true in our situation.
•We only have to examine the first term on the right of (3.28). Substituting (2.11), but leaving
out the terms including the gluon-matter vertex Tmatter1 , we get a first contribution
K1(x, y) = −ifabcfa′b′c′∂xν : [Aµaub∂νAµc , Aµ′a′Aν′b′∂ν
′
Aµ
′
c′ ] :
def
= ∂xνK
ν
1 , (3.30)
where, after calculating the commutator,
Kν1 = fabcub(x) : Aµa(x){fcb′c′∂νxD(x− y)Aν′b′∂ν
′
y A
µ
c′ (3.31a)
+fa′cc′∂
ν
xD(x− y)Aµ′a′∂µAµ
′
c′ (3.31b)
+fa′b′c∂
ν
x∂
ν′
y D(x− y)Aµa′Aν′b′} : (3.31c)
+fabcub(x) : {fa′b′a∂ν′y D(x− y)Aµa′Aν′b′ + . . .}∂νAµc (x) : . (3.31d)
The splitting of (3.30) must be performed as follows: We carry out the derivative ∂xν and then
we split the causal D-distributions in each term
D(x− y) = Dret(x− y)−Dav(x− y). (3.32)
We examine whether the resulting retarded distribution R1 is again a divergence, that means,
whether the derivative ∂xν can again be taken out after the splitting. This is not the case because
∂ν∂
νDret(x− y) = δ(x− y) (3.33)
in contrast to D(x− y) = 0. Here is the origin of local terms:
R1(x, y) = ∂
x
ν
{
fabcub(x) : Aµa(x)fcb′c′∂
ν
xD
ret(x− y)Aν′b′∂ν′x Aµc′ + . . .
}
+
−fabcub(x) : Aµa(x)
{
fcb′c′δ(x− y)Aν′b′∂ν′Aµc′+
+fa′cc′δ(x − y)Aµ′a′∂µyAµ
′
c′ + fa′b′c∂
ν′
y δ(x− y)Aµa′Aν′b′
}
: . (3.34)
The local terms compensate those coming from the divergence, if ∂xν operates on ∂
ν
xD
ret; (3.31d)
does not give rise to such terms.
For gauge invariance these local terms must drop out. In the splitting of the second commutator
in (3.28) with x and y interchanged, the retarded part contains the advanced Pauli-Jordan
distributions (3.32) −Dav(y−x). These give rise to local terms with the same sign as in (3.34),
so that there is no compensation. But the local terms coming from the vertex x cancel out
separately. We write (3.34) as follows:
R1(x, y) = ∂
x
νR
ν
1 + fabcfa′b′cub(x) :
{
∂ν
′
x A
µ
a(x)δ(x − y)Aµa′(y)Aν′b′(y)+
+Aµa(x)∂
ν′
x δ(x − y)Aµa′(y)Aν′b′(y)
}
:,
by means of the Jacobi identity for the fabc, or
R1(x, y) = ∂
x
νR
ν
1 + fabcfa′b′c :
{
∂xν
(
ubA
µ
aδ(x− y)Aµa′Aνb′
)
(3.35)
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−∂xνubAµaδ(x− y)Aµa′Aνb′
}
: . (3.35a)
• The second commutator K2 contributing to (3.28) on the tree level
K2(x, y) = ifabcfa′b′c′∂
x
ν : [Aµaub∂
µAνc , Aµ′a′Aν′b′∂
ν′Aµ
′
c′ ] :
does not lead to a local term because there is no second derivative ∂νx . But the third commutator
K3(x, y) = ifabcfa′b′c′∂
x
ν : [Aµaub∂
ν
xA
µ
c , Aµ′a′ub′∂
µ′
y u˜c′ ] :
def
= ∂xνK
ν
3 (3.36)
has such a derivative and produces a δ-term:
Kν3 = fabc :
{
fcb′c′ubAµa∂
ν
xD(x− y)∂µu˜c′ub′+
+fab′c′ub∂
νAµcD(x− y)∂yµu˜c′ub′ − fa′b′bAµ′a′ub′∂µ
′
y D(x− y)Aµa∂νAµc
}
:, (3.37)
namely
R3 = ∂
x
νR
ν
3 − fabcfcb′c′ : ubAµaδ(x− y)∂µu˜c′ub′ : . (3.38)
The last local term is again transformed by means of the Jacobi identity
L3
def
= fabcfcb′c′ : ubub′Aµa∂
µu˜c′ : δ(x− y) (3.39)
= −fb′acfcbc′ : ubub′Aµa∂µu˜c′ : δ − fbb′cfcac′ . . . (3.39a)
Interchanging b↔ b′ in the first term, it agrees with (3.39) up to the minus sign. Hence,
L3 = −1
2
fbb′cfcac′ : ubub′Aµa∂
µu˜c′ : δ(x − y). (3.40)
• The commutator
K4 = −ifabcfa′b′c′∂xν : [Aµaub∂µAνc , Aµ′a′ub′∂µ
′
u˜c′ ] : (3.41)
does not lead to a local term, one further commutator (K5) vanishes, but the final one
K6(x, y) = − i
2
fabcfa′b′c′∂
x
ν : [uaub∂
ν u˜c, Aµ′a′ub′∂
µ′ u˜c′ ] :
def
= ∂xνK
ν
6 (3.42)
Kν6 = −
i
2
fabcfa′b′c′ :
{
uaub{∂ν u˜c, ub′}∂µ′ u˜c′
−uaub′{ub, ∂µ
′
u˜c′}∂ν u˜c − ub′{ua, ∂µ
′
u˜c′}ub∂ν u˜c
}
: Aµ′a′ =
=
1
2
fabcfa′cc′ : uaub∂
ν
xD(x− y)∂µ
′
u˜c′ : Aµ′a′ + . . . ,
produces another local term
R6 = ∂
x
νR
ν
6 −
1
2
fabcfa′cc′ : uaubAµa′∂
µu˜c′ : δ(x− y).
Changing a′ → a, a→ b′, this cancels against L3 (3.40).
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• Summing up, the only breakdown of gauge invariance so far, is the local term (3.35a). This
term is just the commutator of the usual four-gluon interaction with Q up to a minus sign.
There is one tree graph with ω = 0 in D2|trees, namely
D2(x, y) = −fabcfa′b′c′ : [AµaAνb∂νAµc , Aµ′a′Aν′b′∂ν
′
Aµ
′
c′ ] : (3.43)
= −ifabcfa′b′c : AµaAνb∂νx∂ν
′
y D(x− y)Aµa′Aν′b′ : + . . .
Therefore the general splitting solution contains exactly one undetermined normalization term
L1 = −iCfabcfa′b′c : AµaAνbδ(x − y)Aµa′Aνb′ : . (3.44)
Its commutator with Q
[Q, L1] = 4Cfabcfa′b′c : ∂µuaAνbδ(x− y)Aµa′Aνb′ : (3.45)
has the same form as (3.35a). Consequently, choosing C = 1
2
, the unwanted local term in (3.35)
and the corresponding one from the second term in (3.28) drop out.
The terms including Tmatter1 , T
matter
1/1 have to be separately gauge invariant which is shown
analogously. Note that there is no additional normalization term. Summing up, with the
normalization C = 1
2
the tree terms R2(x, y) |trees are gauge invariant. We see that gauge
invariance fixes the normalization of T2(x, y) |trees uniquely.
4. Normalizability of Nonabelian Gauge Theories
In the causal approach the question of the normalizability of a quantum field theory does not
involve the proof of its finiteness. Divergences do not appear at all in our approach.
The problem of normalizability, however, means above all that we have to show that the number
of the (of course finite) constants Ca in (C.37) to be fixed by physical conditions stays the same
in all orders n of perturbation theory. This means that finitely many normalization conditions
are sufficient to determine the S-matrix completely.
If the number of the constants (still to be fixed) increases with the order n of perturbation
theory, one usually talks of a nonnormalizable theory. Such a theory is of course well-defined
and can be constructed inductively but it has less predictive power.
It should be stressed that in the causal approach the question of the normalizability is separated
from other conceptual questions such as gauge invariance and unitarity.
In this chapter we prove that the Yang-Mills theory with fermionic matter fields is normalizable.
The concept of the singular order of distributions introduced in Appendix C (Definition C.3) is a
rigorous definition of the usual power-counting degree. It allows a simple proof of normalizability
which contains the abelian case (QED) as a by-product.
Normalizability is equivalent to the fact that the singular order of a distribution with fixed
external field operators is independent of the order n of perturbation theory.
The singular order ω depends on the external field operators only so that there are only finitely
many cases with nonnegative ω, i.e. with free normalization terms. Therefore, the following
theorem establishes the normalizability of the Yang-Mills theory.
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Theorem 4.1. In the SU(N)-theory the singular order ω of a distribution with b external
gluon, gu external ghost operators, gu˜ anti-ghost operators u˜, d derivatives on these external
operators and f quark or anti-quark pairs, is given by the following simple expression:
ω ≤ 4− b− gu − gu˜ − d− 3f (4.1)
This expression is obviously independent of the order n of perturbation theory.
Proof: In the inductive construction of Tn from the Tm,m ≤ n− 1, one must consider tensor
products of two distributions
T 1r (x1, . . . xr)T
2
v (y1, . . . yv) (4.2)
with singular orders, say, ω1 and ω2 which fulfill (4.1) the induction hypothesis. This product
is normally ordered.
• Case 1: We assume that l contractions between gluons or ghosts arise in this process. Then,
taking translation invariance into account, the numerical part of the contracted expression is
of the form
t1(x1 − xr, . . . xr−1 − xr)
l∏
j=1
∂ajD+0 (xrj − yvj )t2(y1 − yv, . . . yv−1 − yv) (4.3)
def
= t(ξ1, . . . ξr−1, η1, . . . , ηv−1, η),
where aj ∈ N40 , | aj |= 0, 1, 2. Here, {xrj}, is a subset of {x1, . . . xr} and {yvj} is a subset of
{y1, . . . yv}. We have introduced relative coordinates
ξ = xj − xr , ηj = yj − yv, η = xr − yv.
The contraction function is given by
D+0 (x) =
i
(2π)3
∫
d4pδ(1)(p2)Θ(p0)e−ipx, (4.4)
where δ(n) denotes the n-dimensional δ-distribution. We compute the Fourier transform (omit-
ting powers of i and 2π)
tˆ(p1, . . . pr−1, q1, . . . qv−1, q) =
∫
t(ξ, η)eipξ+iqηd4r−4ξd4vη. (4.5)
Since products go over into convolutions, we get
tˆ(. . .) =
∫ l∏
j′=1
dκj , δ
(4)
(
q −
l∑
h=1
κh
)
xtˆ1(. . . pri − κi . . .)
l∏
j=1
κ
aj
j D
+
0 (κj)tˆ2(. . . qvi + κi . . .). (4.6)
Here, κi does not appear in the argument of tˆ1 (rsp. tˆ2) if ri = r (rsp. if vi = v). If e.g.
k = ri = rs we have tˆ1(. . . pk − κi − κs . . .). Applying tˆ to a test function ϕ ∈ S(R4 (r+v−1 )),
we obviously have
〈tˆ, ϕ〉 =
∫
d4r−4p′d4v−4q′tˆ1(p
′)t2(q
′)ψ(p′, q′),
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with
ψ =
∫
d4q
∏
j′
dκj′δ
(4)
(
q −
∑
h
κh
)
ϕ(. . . p′ri + κi . . . , . . . q
′
vi − κi . . . q)
×
l∏
j=1
κ
aj
j Dˆ
+
0 (κj). (4.7)
In order to determine the singular order of tˆ in p-space, we have to consider the scaled distri-
bution 〈
tˆ
(p
δ
)
, ϕ
〉
= δm〈tˆ(p), ϕ(δp)〉 = δm
∫
d4r−4p′d4v−4q′tˆ1(p
′)tˆ2(q
′)ψδ(p
′, q′) (4.8)
where
ψδ(p
′, q′) =
∫
d4q
∏
j′
dκj′δ
(4)
(
q −
∑
h
κh
)
ϕ(. . . δ(p′ri + κi) . . . , . . . δ(q
′
vi − κi) . . . δq)
∏
j
κ
aj
j Dˆ
+
0 (κj) (4.9)
and m = 4(r + v − 1). We introduce scaled variables κ˜j = δκj , q˜ = δq and note that
Dˆ+0
( κ˜
δ
)
= δ(1)
( κ˜2
δ2
)
Θ
( κ˜0
δ
)
= δ2D+0 (κ˜),
l∑
j=1
| aj |= a (4.10)
This implies
ψδ(p
′, q′) =
δ2l−a
δ4l
∫
d4q˜
∏
j′
dκ˜j′ δ
(4)
(
q˜ −
∑
h
κ˜h
)
×ϕ(. . . δp′ri + κ˜i . . . , . . . δq′vi − κ˜i . . . , q˜)
∏
j
κ˜
aj
j D
+
0 (κ˜j) (4.11)
=
1
δ2l+a
ψ(δp′, δq′).
Using again scaled variables δp′ = p˜, δq′ = q˜, we find
〈
tˆ
(p
δ
)
, ϕ
〉
=
δ4
δ2l+a
∫
d4r−4p˜d4v−4q˜t1
( p˜
δ
)
t2
( q˜
δ
)
ψ(p˜, q˜). (4.12)
According to the induction hypothesis, tˆ1 and tˆ2 have singular orders ω1, ω2 with power counting
functions ρ1(δ), ρ2(δ) , respectively. Then the following limit exists:
lim
δ→0
δ2l+a−4ρ1(δ)ρ2(δ)
〈
tˆ
(p
δ
)
, ϕ
〉
= 〈tˆ0(p), ϕ〉. (4.13)
Hence, the singular order of tˆ(p) is
ω ≤ ω1 + ω2 + 2l+ a− 4 (4.14)
It remains to check that this result satisfies (4.1) Substituting
ωj ≤ 4− bj − guj − gu˜j − dj − fj, j = 1, 2, (4.15)
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we find
ω ≤ 4− (b1 + b2 − 2lb)− (gu1 + gu2 − lg)− (gu˜1 + gu˜2 − lg)− (d1 + d2 − a)− 3(f1 + f2)
where lb (resp. lg) is the number of gluon-contractions (ghost-contractions) and the l = lb + lg
contractions have totally a derivatives. Since the first bracket is just the number of gluon
operators after the lb gluon-contractions and the second bracket is the number of ghost operators
u after the lg ghost-contrations etc., (4.1.) is proven for the r
′, a′ and d distributions in this
case.
• Case 2: Now we assume that lf = l contractions between quark and anti-quark operators
arise in (4.2). The proof is identical as in case 1 with a few modifications: In (4.3) we have to
substitute
l∏
j=1
∂ajD+0 −→
l∏
j=1
Sˆ(+) (4.17)
The contraction function S+(x) = (iγµ∂
µ +m)D+m(x) (see (4.4)) has ω = −1. Thus, we get a
factor δ3l instead of δ2l+a in (4.11). The singular order of tˆ(p) is (see (4.14))
ω ≤ ω1 + ω2 + 3l− 4 (4.18)
Inserting for ω1 and ω2 the induction assumption (4.15), we arrive at
ω ≤ 4− (b1 + b2)− (gu1 + gu2)− (gu˜1 + gu˜2)− (d1 + d2)− 3(f1 + f2 − lf ). (4.19)
This is (4.1) after lf quark contractions. Thus (4.1) is also proven for the r
′, a′ and d distribu-
tions in case 2.
The final step of the inductive construction is the splitting of the causal distribution into a re-
tarded and advanced part. In this process the singular order is not changed (see (C.32)). Hence,
(4.1.) is true in general. This implies that there are only finitely many cases with nonnegative
ω normalization. This implies the normalizability of Yang-Mills theories with fermionic matter
fields. q.e.d.
• Our analysis of normalizability of the Yang-Mills theory also contains the abelian case (QED)
as a by-product. One can take over the proof by setting gu˜ = gu = d = 0; b is then the number
of photons, f the number of electron-positron pairs.
5. Discrete Symmetries
In the present chapter we study the discrete symmetry transformations in the causal formalism .
For this purpose we have to state unitary or anti-unitary transformations of the field operators
in the Fock space so that the defining equations of the theory in the causal formalism are
invariant. The equations are:
• the fundamental (anti-)commutations relations of the free field operators,
• their dynamical equations and
• the specific coupling of the theory Tn=1.
On the basis of the invariance of Tn=1, we can carry out an inductive proof of the invariance of
the n-point distributions Tn which formally implies the invariance of the S-matrix S(g).
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The implications of the invariance postulates are decisive for the gauge invariance proof in
both the abelian and the nonabelian case (see [26] and Chapter 6). In Subchapter (a) we
present the (anti-)unitary representations in the abelian theory, in Subchapter (b) we give these
representations in the nonabelian theory. From charge conjugation invariance (equivalently
also from time reversal invariance) we derive restrictions for the SU(N)-tensor structure of the
theory (SU(N)-Furry theorem). In conclusion we list the consequences of the famous CPT -
theorem in the causal formulation. Proofs are only carried out in an exemplary mode, except
for the crucial inductive proofs.
(a) Abelian Theory
•We look for unitary (anti-unitary) representations Ui of the discrete symmetry transformations
in the Fock space so that
UCS(g)U
−1
C = S(g) ( Invariance under Charge Conjugation) (5.1)
UTS(g)U
−1
T = S
−1(gT ) ( Invariance under Time Reversal) (5.2)
UPS(g)U
−1
P = S(gP ) ( Invariance under Parity) (5.3)
with gp(x) := g(Λ
−1
P x), gT (x) := g(Λ
−1
T x), (g ∈ S). Perturbatively, this means for the operator-
valued n-point distribution (Notation: xT = ΛTx, xP = Λpx):
UCTn(x)U
−1
C = Tn(x), UTTn(x)U
−1
T = T˜n(xT ), UPTn(x)U
−1
P = Tn(xP ). (5.4)
The following well-known transformations fulfill the requirements, above all, they leave the
defining equations of the theory invariant [1]:
UPA(ϕ)U
−1
P = A(ϕ
P ), ϕPµ (x) = ϕ
µ(Λ−1p x), UP unitary (5.5a)
UTA(ϕ)U
−1
T = A(ϕ
T ), ϕTµ (x) = ϕ
µ(Λ−1T x), UT anti-unitary
UCA(ϕ)U
−1
C = A(ϕ
C), ϕCµ (x) = −ϕµ(x), UC unitary
with A(ϕ) =
∫
d4x ϕµ(x)A
µ(x), ϕµ(x) ∈ S(R4 )
(Note: Generally the integral has a purely symbolic meaning.) This translates into:
UPAµ(x)U
−1
P = A
µ(xP ), UTAµ(x)U
−1
T = A
µ(xT ), UCAµ(x)U
−1
C = −Aµ(x). (5.5b)
We define the transformations in the fermionic sector of the Fock space through
UTψ(f)U
−1
T = ηTψ(fT ), fT (x) = −γ5C−1f(Λ−1T x), UT anti-unitary, | ηT |= 1 (5.6a)
UPψ(f)U
−1
P = ηPψ(fP ), fP (x) = γ0f(Λ
−1
P x), UP unitary, | ηP |= 1
UCψ(f)U
−1
C = ηCψ
+(fC); fC(x) = Cγ
0f∗(x), UC unitary, | ηC |= 1, C = iγ2γ0
with ψ(f) =
∫
d4xf+(x)ψ(x), ψ+(f) =
∫
d4xψ+(x)f(x), f ∈ S(R4 )4
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(We use the Weyl-representation of the Clifford algebra over the four-dimensional (complex)
Minkowski space.)
This implies for the operator-valued distributions ψ and ψ¯:
UTψ(x)U
−1
T = ηT γ
5C−1ψ(xT ), UT ψ¯(x)U
−1
T = η¯T ψ¯(xT )γ
5C, (5.6b)
UPψ(x)U
−1
P = ηPγ0ψ(xP ), UP ψ¯(x)U
−1
P = η¯P ψ¯(xP )γ
0
UCψ(x)U
−1
C = ηC(ψ¯(x)C
T )T , UCψ¯(x)U
−1
C = η¯C(C
−1ψ(x))T
Comment : One shows that the (anti-)unitary operators in Fock space are uniquely given
up to the free observable phases ηi. Furthermore, one can show that UC commute with UT
and UP if and only if ηP is purely imaginary and (ηCηT ) is real ([1],8.128). In fact, any special
choice of the free phases fulfilling
η2P = −1, η2Cη2T = 1 (5.7)
leads to the following relations:
U2C = 1, U
2
T = U
2
P = U
v (5.8a)
UCUP = UPUC , UCUT = UTUC (5.8b)
UTUP = U
vUPUT (5.8c)
with the unitary operator Uv in Fock space called valency operator which is defined by U
vf =
−f if the number of spinor fields involved in the vector f ∈ F is odd and by Uvf = f if this
number is even. On the spinor sector of F we have Uv = U(0,−1) with −1 ∈ SL(2, C). Note
that UvTn(x)U
v = Tn(x) because the n-point distributions Tn are bilinear in the spinor fields.
In the following we set ηP = i, ηC = ηT = 1. This choice fulfills (5.7).
The transformations leave the constitutive equations of the theory invariant:
• Invariance of the fundamental commutator relations: The parity transformation of the photon
field (5.5) leads to
UP
(
[Aµ(x), Aν (y)]
)
U−1P = UP
(
gµνiD0(x − y)
)
U−1p = gµν iD0(xp − yp) (5.9)
Of particular interest is the case of time reversal. In this case the invariance postulate of the
fundamental commutator relations already necessitates the anti-unitary implementation of the
symmetry in the Fock space. An unitary implementation leads to a contradiction. For UT being
anti-unitary, however, we have
[
Aµ(xT ), A
ν(yT )
]
−
= UT
[
Aµ(x), Aν(y)
]
U−1T (5.10)
= UT igµνD0(x− y)U−1T = (−i)gµνD∗0(x− y) = igµνD0(xT − yT )
The invariance of {ψ(x), ψ¯(y)} = 1i (iγµ∂µ +m)D(x) is shown analogously.
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• In the causal approach we have to show the invariance of the dynamical equations of the free
field operators only, which is obvious.
Aµ(x) = 0, (iγ
µ∂µ −m)ψ(x) = 0 (5.11)
• The invariance of the specific coupling under P, C and T can also easily be verified.
Tn=1 = ieA
µ : ψ¯(x)γµψ(x) : . (5.12)
Now we can prove the invariance of the n-point distributions Tn inductively (5.4).
This formally leads to the respective invariance of the S-matrix S(g) (5.1) - (5.3). Note that in
perturbation theory the S-matrix is constructed as a formal power series.
Proof of C-Invariance
T1 and also T˜1 = −T1 are obviously C-invariant (5.12) Now all m-point distributions are assumed
to be invariant with m < n:
UCTm(x)U
−1
C = Tm(x), UC T˜m(x)U
−1
C = T˜m(x) m < n (5.13)
Thus we arrive at the invariance of all tensor products of these distributions including R′n, A
′
n
and Dn:
UCA
′
n(x)U
−1
C = UC
∑
P2
T˜n1(x)Tn−n1(Y, xn)U
−1
C = A
′
n(x) (5.14)
UCR
′
n(x)U
−1
C = UC
∑
P2
Tn−n1(Y, xn)T˜ (x)U
−1
C = R
′
n(x)
UCDn(x)U
−1
C = UC(R
′
n(x)−A′n(x))U−1C = Dn(x)
Now let Rn be a given splitting solution of Dn. Then UCRnU
−1
C is also one.
R˜n :=
1
2
[Rn + UCRnU
−1
C ] (5.15)
is obviously an invariant splitting solution of Dn, UCR˜nU
−1
C = Rn, because of (5.8a). From
this follows that T ′ = R˜−R′ is invariant and one can easily see that this property survives the
final symmetrization of T ′:
Tn(x1, . . . , xn) =
∑
π
1
n!
T ′n(xπ1 , . . . , xπn) (5.16)
T˜n can be described as the sum of tensor products of T
′
ns shown to be invariant and is thus
also invariant. q.e.d
Proof of P-Invariance
The statement is obviously valid for n = 1 (5.12). If
UPTm(x)U
−1
P = Tm(xP ) ∧ UP T˜m(x)U−1P = T˜m(xP ) for m < n (5.17)
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then we have
UPDn(x)U
−1
P = Dn(xP ).
By symmetrization of any given splitting solution Rn we arrive at an invariant splitting solution:
R˜n(x) :=
1
2
[Rn(x) + UPRn(xp)U
−1
P ]
.
UP R˜n(x)U
−1
P = UP
1
2
[
Rn(x) + UPRn(xp)U
−1
P
]
U−1P = R˜n(xp) (5.18)
due to (5.8a). With T ′n = R˜n −R′n the symmetrized n-point distributions Tn and T˜n are again
also invariant. q.e.d.
It is obvious that the proof is completely analogous to the proof of C-invariance. The inner
P-transformation x 7−→ xp also leaves the time coordinate unchanged which is crucial for
the support properties of the distribution. We now move on to the inductive proof of the
T-Invariance
Proof of T-Invariance
We first go back to the result of pseudo-unitarity of the S-matrix. We have
T kn = T˜n or (R
k
n = −Rn) ∀n (⇐⇒ S−1(g) = Sk(g)), (5.19)
with k signifying the conjugation with regard to the sesquilinear form in Fock space
< · | η · >: F × F −→ C with the metric tensor η = (−1)NA0 . NA0 is the number operator of
the time-like photons and
< · | · >: F × F 7−→ C+
signifies the (positive definite) scalar product with the usual adjunction + in the Fock-Hilbert
space. We have Akµ = Aµ. As is well-known, the unitarity
T+n = T˜n ∀n
(⇐⇒ S−1(g) = S+(g)) (5.20)
is only valid in the physical subspace of transversal photons.
Now we can show the T-invariance (5.4) (see [30]). This statement is valid for n = 1 (5.12).
We assume that
UTTm(x)U
−1
T = T˜m(xT ) = T
k
m(xT ), m < n (5.21)
This leads to
UTR
′
n(x1, . . . , xn)U
−1
T =
∑
P2
T kn−n1(ΛTY,ΛTxn)Tn1(ΛTX) = A
′k
n (ΛTx1, . . . ,ΛTxn) (5.22)
Analogously we have
UT (A
′
n(x1, . . . , xn))U
−1
T = R
′k
n (ΛTx1, . . . ,ΛTxn) (5.23)
Then we arrive at
UT (Dn(x1, . . . , xn))U
−1
T = −Dkn(ΛTx1, . . . ,ΛTxn) (5.24)
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Let Rn − An = Dn be a decomposition of Dn after retarded or advanced support with regard
to the variable xn:
UTDn(x1, . . . , xn)U
−1
T = UTRn(x1, . . . , xn)U
−1
T︸ ︷︷ ︸
cΓ+(xn)
−UT (An(x1, . . . , xn)U−1T︸ ︷︷ ︸
cΓ−(xn)
= (5.25)
= −Dkn(ΛTx1, . . . ,ΛTxn) = −Rkn(ΛTx1, . . . ,ΛTxn)︸ ︷︷ ︸
cΓ−(xn)
+Akn(ΛTx1, . . . ,ΛTxn)︸ ︷︷ ︸
cΓ+(xn)
Rkn(xT ) has retarded support with regard to xn, A
k
n(xT ) advanced support respectively xn.
Note that the conjugation k does not affect the support properties. We can carry out the
following identifications up to local terms:
UTRn(x)U
−1
T = A
k
n(xT ) + local terms, UTAn(x)U
−1
T = R
k
n(xT ) + local terms (5.26)
Taking (5.8a) into account, the symmetrized splitting solution
R˜n(x) :=
1
2
[
Rn(x) + UTA
k
n(xT )U
−1
T
]
, A˜n(x) :=
1
2
[
An(x) + UTR
k
n(xT )U
−1
T
]
(5.27)
fulfills UT R˜n(x)U
−1
T = A˜
k
n(xT ), UT A˜n(x)U
−1
T = R˜
k
n(xT ). (5.28)
With (5.22) and (5.23) follows
UTTn(x)U
−1
T = UT
(
R˜n(x)−R′n(x)
)
U−1T = A˜
k
n(xT )−A′kn (xT ) = T kn (xT ) = T˜n(xT ). (5.29)
q.e.d.
• The invariance postulates under discrete symmetry transformations imply additional condi-
tions on the local distributions not yet fixed in the splitting process by causality and trans-
lational invariance. These conditions are decisive for the proof of abelian gauge invariance
(see[26]).
•We now have to settle the question of the compatibility of the individual invariance conditions.
But one can see at once that the crucial symmetrizations (5.15), (5.18), (5.27) can be carried
out consecutively without destroying the symmetry previously reached because of (5.8 b,c).
With this statement we finish the presentation of the abelian case and move on to the nonabelian
case where we only have to deal with the most essential points. The inductive proofs are to be
taken over without any changes.
(b) Nonabelian Case
Again we look for (anti-)unitary representations of the discrete symmetry transformations in
Fock space which leave the fundamental equations invariant (see (5.1), (5.2), (5.3))
The Solution for Parity:
The following unitary transformations in Fock space fulfill the requirements:
UPA
a
µ(x)U
−1
p = A
µ
a(xp), UPua(x)U
−1
p = ua(xp), UP u˜a(x)U
−1
p = u˜a(xp) (5.30)
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We take the transformations of the fermionic matter field operators directly from the abelian
case (5.6).
Upψα(x)U
−1
p = iγ
0ψα(xp), Upψ¯α(x)U
−1
p = (−i)ψ¯α(xp)γ0 (ηp = i) (5.31)
The P-invariance of the fundamental (anti-)commutation relations (2.3),(2.4), the dynamical
equations (2.5) and the specific coupling T1 (2.2) can be verified without any difficulties.
From UPT1(x)U
−1
P = T1(xp) one again proves via induction:
UPTn(x)U
−1
P = Tn(xp) ∀n
(⇐⇒ UpS(g)U−1p = S(gp)) (5.32)
The proof of the abelian case can be taken over without any changes.
The Solution for Time Reversal:
Preliminaries:
1) As in the abelian case, the invariance postulate of the fundamental (anti-)commutation
relations necessitates the anti-unitary implementation of this symmetry in the Fock space.
2) (Again) one can introduce a sesquilinear form in the Fock-Hilbert space in addition to the
canonical positive definite scalar product. We describe the corresponding conjugation through
its action on the field operators. (We give a precise definition in Chapter 7.)
Akµ = Aµ, ψ
+ = ψk, uka = ua, u˜
k
a = u˜a(−1) (5.33)
Then we have T k1 = T˜1.
In Chapter 7 b we prove the so-called pseudo-unitarity via induction:
T kn (x) = T˜n(x) ∀n
(⇐⇒ Sk(g) = S−1(g)) (5.34)
Now we are prepared to construct the anti-unitary representation of the time reversal transfor-
mation in the Fock space. The transformation has to leave the specific coupling T1 invariant
(T1 = T
A
1 + T
v
1 + T
matter
1 ), (2.2)) :
UTT1(x)U
−1
r = T˜ (xT ) = T
k
1 (xT ) (5.35)
First we look at the gauge boson-matter vertex Tmatter1 =: i
g
2 j
a
µA
µ
a with j
a
µ =: ψ¯αλ
a
αβγ
µψβ : .
We draw on the T-transformations of the spinors from the abelian case (5.6):
UTψα(x)U
−1
T = γ
5C−1ψ(xT ), UT ψ¯α(x)U
−1
T = ψ¯(xT )γ
5C (ηT = 1) (5.36)
Because UT is anti-unitary it follows
UT j
a
µ(x)U
−1
T = −Uabjµb (xT ) with λ′a := Uabλb = −λ∗a. (5.37)
(5.37) and the postulate (5.35) lead to the required transformation of the gluon field operator
UTA
a
µ(x)U
−1
T = −UabAµb (xT ) (5.38)
From this follows for the gauge boson vertex
UTT
A
1 (x)U
−1
T = (T
A
1 )
k(xT ) (5.39)
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because of Uaa′Ubb′Ucc′fa′b′c′ = fabc (see Appendix A). We also set
UTua(x)U
−1
T = −Uabub(xT ), UT u˜a(x)U−1T = −Uabu˜b(xT ) (5.40)
then we get
UTT
v
1 (x)U
−1
T = (T
v
1 )
k(xT ) (5.41)
and arrive at the required result (5.28). Via induction this leads to
UTTn(x)U
−1
T = T
k
n (xT ) = T˜n(xT ) ∀n
(⇐⇒ UTS(g)U−1T = S−1(gT ) = Sk(gT )) (5.42)
Once again the corresponding inductive proof of the abelian case is to be taken over without
any changes.
The Solution for Charge Conjugation
We define the unitary transformations
UcA
µ
a(x)U
−1
c = UabA
µ
b (x), Ucua(x)U
−1
c = Uabub(x) Ucu˜a(x)U
−1
c = Uabu˜b(x) (5.43)
with λ′a = Uabλb = −λ∗a. Because of f ′ = f (see Appendix A), we have
Uc(T
A
1 + T
v
1 )U
−1
c = T
A
1 + T
v
1 (5.44)
The postulate
UcT
matter
1 (x)U
−1
c = T
matter
1 (x) (5.45)
leads with (5.43) to the following required transformation behaviour for the matter current:
Ucj
µ
aU
−1
c = Uabj
µ
b (5.46)
The C-transformations of the spinors introduced in the abelian theory (5.8)
UCψα(x)U
−1
C = Cψ¯
T
α (x), UC ψ˜
T
α (x)U
−1
C = (C
−1ψα(x))
T (ηc = 1) (5.47)
fulfill the requirement (5.46 ) (since (−C)(γµ)TC−1 = γµ in the Weyl-representation):
Ucj
µ
aU
−1
c = Uc(: ψ¯
i
αλ
a
αβγ
µ
ijψ
j
β :)U
−1
C =: (C
−1ψα)
iλaαβγ
µ
ij
(
ψ¯β(−C)
)j
:
=:
(
ψ¯β(−C)
)j
(λaT )βα(γ
µT )ji(C
−1ψα)
i : (−1) =: ψ¯jβλbβαγµjiψiα : Uab = Uabjµb
The unitary transformation UC thus leaves the specific coupling of the theory T1 invariant as
well as the fundamental (anti-)commutation relations and the dynamical equations, as one can
easily verify. Via the same inductive proof given in the abelian case we get
UCTnU
−1
C = Tn ∀n
(⇐⇒ UCS(g)U−1C = S(g)) (5.48)
Comments:
• The invariance postulates under discrete symmetry transformations yield conditions for the
free local normalization terms. Their compatibility again results from the explicit constructions
in the inductive proofs (see abelian case).
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• Moreover, from the C-invariance (5.48), we can deduce general statements about the tensor
structure of the n-point distributions with regard to SU(N). We normal order Tn and make a
covariant expansion of Tn with regard to SU(N):
Tn =
∑
k,a
CSU(N)a tk : Ω
k
a : (5.49)
where C
SU(N)
a are the numerically invariants of SU(N) (see Appendix A) and tk : Ω
k
a : the usual
separation between the normal ordered operator and the numerical distribution tk. Because of
(5.48), we can exclude several terms in the sum. The invariance (5.48) has to be valid for every
independent covariant structure C
SU(N)
a and for every independent operator part Ωka separately:
For two-leg-distributions there exists only one independent numerically invariant ”δab”. Because
of
δ′ = δ [Uaa′Ubb′δa′b′ = δab], (5.50)
there is no restriction in this case.
For three-leg distributions there are already two independent numerically invariants, namely
dabc and fabc. We have
d′ = −d [Uaa′Ubb′Ucc′da′b′c′ = −dabc], f ′ = f [Uaa′Ubb′Ucc′fa′b′c′ = fabc] (5.51)
from which follows (with 5.48) that we can exclude distributions with SU(N)-structure dabc,
while the terms with tensor-structure fabc are compatible with (5.48). In general, every numer-
ically invariant SU(N)-tensor can be represented as a product of the fundamental tensors δ, f
and d.
C =
n1∏
i=1
δ(i)
n2∏
j=1
f (j)
n3∏
l=1
d(l) (5.52)
Because of f ′ = f, d′ = −d, δ′ = δ, we can infer the following general statement (For a complete
proof see [31].):
SU(N)-Furry theorem In a theory (without γ5) which is invariant under charge
conjugation - UCTnU
−1
C = Tn, ∀n - all distributions with an odd number of d-tensors (n3 odd
in (5.52)) in the covariant expansion with regard to SU(N) disappear.
• In conclusion, we take down the anti-unitary CPT-symmetry transformations:
UCPTA
a
µ(x)U
−1
CPT = −Aaµ(−x), UCPTua(x)U−1CPT = −ua(−x), UCPT u˜a(x)U−1CPT = −u˜a(−x)
UCPTψα(x)U
−1
CPT = (−i)(ψ¯α(−x)γ0γ5)T , UCPT ψ¯α(x)U−1CPT = (γ5γ0ψα(−x))T (−i) (5.53)
From (5.48) (5.35) (5.32) we get
UCPTTn(x)U
−1
CPT = T˜n(−x),
(⇐⇒ S(g) = S−1(gCPT ), gCPT (x) = g(−x) ) (5.54)
According to the famous CPT-theorem (see [1]), a local quantum field theory, which is L↑+-
invariant and whose specific coupling T1 is pseudo-hermitian, is automatically CPT-invariant.
With the help of the Klein transformation, the CPT theorem can also be established for theories
with anomalous commutation relations. In the causal approach, the CPT-theorem yields the
following trivial conclusions:
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• The CPT-invariance postulate does not result in a condition for the free local normalization
terms.
• The conditions which are derivable for instance from the C-invariance postulate also have to
result from the PT-invariance postulates.
6. Proof of Nonabelian C-Number Gauge Invariance
The proof is carried out in two steps: We express the operator gauge invariance (2.12) by a
set of identities between C-number distributions analogous to the Slavnov-Taylor identities.
The latter are usually written less explicitly as operator identities and involve interacting fields
and not the asymptotic free fields. In order to avoid missunderstandings, we shall use the
notation ”C-number identities for gauge invariance” or ”Cg-identities”. We see that the set of
Cg-identities explicitly derived in Appendix B, are sufficient for the operator gauge invariance.
In order to prove these Cg-identities, the inductive step needs some modifications (Subchapter
(a)). We show in great detail that C-number gauge invariance can be preserved in the process
of distribution by suitable normalization (Subchapter (b)) [32].
(a) General Inductive Step
The Cg-identities are based upon the fact that operator gauge invariance
[Q, Tn(x1, . . . xn)] = i
n∑
l=1
∂lµT
µ
n/l(x1, . . . xn) (6.1)
must hold for every combination of normally ordered external field operators separately. How-
ever, there is the following subtlety. Consider the l = 1 term on the r.h.s. of (6.1)
∂1µT
µ
n/1 = (∂
1
µt
µ1ν
uA )u(x1)Aν(x2) + t
µ1ν
uA ∂
1
µu(x1)Aν(x2) + . . . (6.2)
If tµ1νuA contains a contribution with a factor δ(x1 − x3), then the terms with different field
operators may compensate, due to the identity
[u(x1)− u(x3)]∂1µδ(x1 − x3) + δ(x1 − x3)∂1µu(x1) = 0. (6.3)
(Note that the contribution with u(x3) comes from the l = 3 term in (6.1).) This gives rise
to a certain ambiguity in the definitions of the numerical distributions in (6.1). In order to
eliminate this, we choose the convention of only applying Wick’s theorem to the products
T˜n(X)Tn−k(Y, xn) in A
′
n (doing nothing else), and similarly for R
′
n.
Because of the ambiguities in translating the operator equation (2.12) resp.(6.1) into the Cg-
identities, we need some more input for the inductive step. Instead of proving (6.1), we prove
the Cg-identities that imply (6.1).
The proof of the Cg-identities is now straightforward. As induction hypothesis we assume the
Cg-identities for the (t, tl)-distributions of (Tk, Tk/l) (l ≤ k) and for the (t˜, t˜l)-distributions of
(T˜k, T˜k/l) (l ≤ k) in all lower orders 1 ≤ k < n of perturbation theory. The induction hypothesis
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can be expressed in the following form: Writing Tk, T˜k, Tk/l and T˜k/l in normally ordered form,
and applying [Q, . . .], resp.
∑
l ∂l, we have
[Q, Tk] =
∑
j
tQkj : Ωj :, [Q, T˜k] =
∑
j
t˜Qkj : Ωj :, (6.4)
∑
l
∂lTk/l =
∑
j
τkj : Ωj :,
∑
l
∂lT˜k/l =
∑
j
τ˜kj : Ωj :, (6.5)
with the Cg-identities
tQkj = τkj , t˜
Q
kj = τ˜kj (6.6)
being true for all 1 ≤ k < n and for all all combinations of field operators Ωj .
We insert (6.4) into
[Q, A′n(X,Y ;xn)] =
∑
X,Y
{[Q, T˜k(X)]Tn−k(Y, xn) + T˜k(X)[Q, Tn−k(Y, xn)]}, (6.7)
and (6.5) into ∑
l
∂lA
′
n/l(X,Y ;xn) =
∑
X,Y
( ∑
l,xl∈X
∂lT˜k/l(X)
)
Tn−k(Y, xn)
+
∑
X,Y
T˜k(X)
( ∑
l,xl∈{Y,xn}
∂lTn−k/l(Y, xn)
)
, (6.8)
Applying Wick’s theorem to (6.7) and (6.8), we obtain the identical operator decomposition for
[Q,A′n] and for
∑
l ∂lA
′
n/l. This is correct because the two following operations of A
′
n commute:
the application of Wick’s theorem to A′n and the differentiation of An. Thus the operator
decomposition of
∑
l ∂lA
′
n/l is independent of the order of these two operations.
Analogously, the operator decomposition of [Q,A′n] is the same, if we first apply Wick’s theorem
and commute A′n with the charge Q or if we do the two operations in the reversed order.
Because of (6.6) the numerical distributions in [Q,A′n] and in
∑
l ∂lA
′
n/l agree. Hence, the Cg-
identities hold for k = n. In the same way one proves the Cg-identities for the r′-distributions of
R′, R′n/l. Therefore, they hold for the d = r
′−a′ distributions, too. After distribution splitting
the Cg-identities hold for the r and, therefore, for the t′ = r−r′ distributions up to local terms.
In the symmetrization of T ′n (resp. T
′
n/l), t
′ (resp. t′l) is replaced by t (resp. tl), which is a
linear combination of the various t′ (resp. t′l) distributions where the splitting vertex xn can
be an external or internal vertex. Since these different types of (t′, t′l)-distributions separately
satisfy the Cg-identities up to local terms, it follows that the (t, tl)-distributions may violate
the Cg-identities by local terms only.
In order to complete the inductive step, one has to prove the Cg-identities for the (t˜, t˜l)-
distributions corresponding to (T˜n, T˜n/l). With the definition
R′′n(x1, . . . xn) =
∑
X,Y
Tk(X)T˜n−k(Y, xn), (6.9)
T˜n is given by the symmetrization of
T˜ ′n = −Rn −R′′n, (6.10)
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and similarly for R′′n/l, T˜
′
n/l and T˜n/l. This leads us to the following procedure: We define new
retarded distributions by
r∗
def
= t+ r′, r∗l
def
= tl + r′l. (6.11)
Here we can make use of the correctly normalized t resp. tl. The retarded distributions (6.11)
are splitting solutions of (d, dl) and satisfy the Cg-identities because (t, tl) and (r′, r′l) fulfill
them. The Cg-identites for the (r′′, r′′l)-distributions of (R′′n, R
′′
n/l) can be proven in the same
way as above for the a′-distribution. Following (6.10), we now define
t˜′
def
= − r∗ − r′′, t˜′l def= − r∗l − r′′l, (6.12)
which satisfy the Cg-identities. As above, this property remains true after symmetrization.
This finishes the inductive step apart from distribution splitting.
(b) Distribution Splitting
It remains to prove that the Cg-identities are preserved under the operation of distribution
splitting. In Appendix B, we explicitly derived all types of Cg-identities and isolated those
few Cg-identities which require nontrivial proofs; these Cg-identities have κ ≥ −1, where κ is
defined by
κ = 4− b− gu − gu˜ − d− 3f. (6.13)
b, gu, gu˜, d, f are determined by the field operator combination Ω which belongs to the considered
Cg-identity as in (4.1).
The idea of the proof is quite straightforward: In the process of distribution splitting, gauge
invariance can only be violated by local terms (anomalies). We show that one can remove
these local terms by choosing a suitable normalization. Here all symmetries of the theory, in
particular the SU(N)-symmetry (Appendix A) and charge conjugation invariance (Chapter
5b), are needed to restrict the possible anomalies.
Our explicit procedure is the following:
• First we determine the general form of the anomaly a, i.e. the possible violation of the
Cg-identity. In momentum space aˆ is a Lorentz covariant polynomial in p of degree κ + 1
and SU(N)-covariant (Appendix A). Moreover, the polynomial is invariant with regard to
permutations of the inner vertices and must have the same permutation symmetries as the
corresponding external operator Ω because it is multiplied by the latter.
•In the next step we further restrict the general ansatz of the anomaly by using additional
symmetry properties of the t-distributions in the considered Cg-identity. These additional
symmetries are introduced by inserting other Cg-identities as discussed in Appendix B. In this
step we draw on the assumption that the divergences with regard to inner vertices vanish in
the following limit:
n∑
l=r+1
plαtˆ
αl...
Ω (p1, p2, . . . pn−1)→ 0 (6.14)
for (p1 + p2 + . . .+ pr)→ 0, pr+1 → 0, . . . pn−1 → 0,
pn
def
= − (p1 + p2 + . . .+ pn−1).
where we consider r-leg distributions in the n-th order of perturbation theory in momentum
space.
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In configuration space the limit (6.14) means that the inner coordinates are integrated with
g(x) = 1 , which corresponds to the adiabatic limit in regard to the inner coordinates. However,
since tˆαlΩ is a distribution and not a continuous function, the assumption needs the following
specification: We always approach the limit pl = 0 from totally space-like points. In this region
rˆ′Ω, aˆ
′
Ω, dΩ vanish and, consequently, tˆΩ = rˆΩ is analytic (see [13]). Therefore, the limit (6.14)
can be understood in the sense of functions.
If the external momenta p1, . . . pr−1, pr = −(p1 + . . . pr−1), approach the mass shell
p21 = 0, l = 1, . . . r, infrared divergences appear [16]. In order to avoid them, we always assume
| p2l |≥ ε > 0, ∀l = 1, . . . r. This is sufficient for the proof because we only have to investigate a
polynomial, namely the anomaly aˆ.
In order to shorten the notation, we simply set p1 + p2 + . . .+ pr = 0, pr+1 = 0, . . . pn−1 = 0,
signifying the limit (6.14) in momentum space.
•In the last step we remove the thus restricted anomaly a by finite renormalizations of the t-
distributions in the Cg-identity. These renormalization terms must be covariant local distribu-
tions with the same singular order and the same (permutation) symmetry as the corresponding
t-distributions. If a certain distribution t appears in several Cg-identities, the different normali-
zations must be compatible.
Now we prove the few nontrivial Cg-identities, isolated in Appendix B, by this procedure:
• Proof of 2-Leg Cg-Identities
For the Cg-identities (B.17), (B.18) we define the possible anomalies
aν1
def
= ∂1αt
αν
AA +
1
2
∂2α[t
α2ν
uA − tν2αuA ] +
n∑
l=3
∂lαt
αlν
uA , (6.15)
aµν2
def
= ∂1αt
αµν
AF +
1
2
[∂µ2 t
ν
uu˜ − ∂ν2 tµuu˜] +
1
4
[tµ2νuA − tν2µuA ] +
n∑
l=3
∂lαt
αlµν
uF . (6.16)
Taking covariance and the singular order of the distributions on the right side into account, we
conclude that a1, a2 have the form
aν1(x1, ..., xn) = [
n∑
i,j,k=1
Cijk∂
γ
i ∂jγ∂
ν
k +
n∑
k=1
Dk∂
ν
k ]δ(x1 − xn, ..., xn−1 − xn), (6.17)
aµν2 (x1, ..., xn) = [
n∑
i,j=1
Kij∂
µ
i ∂
ν
j + Lg
µν]δ(x1 − xn, ..., xn−1 − xn). (6.18)
The constants Cijk, Dk,Kij and L are further restricted by the permutation symmetry of the
t’s in their inner vertices and the antisymmetry in µν of (6.16). Using additionally
n∑
k=1
∂νkδ(x1 − xn, ..., xn−1 − xn) = 0, (6.19)
(6.17),(6.18) can be simplified to
aν1(x1, ..., xn) = [C
′
111 1∂
ν
1 + C
′
122∂
γ
1 ∂2γ∂
ν
2 + C
′
221 2∂
ν
1 + C
′
121∂
γ
1 ∂2γ∂
ν
1+
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+C′112 1∂
ν
2 + C
′
222 2∂
ν
2 + C1
n∑
i=3
i∂
ν
1 + C2
n∑
i=3
i∂
ν
2 + C3
n∑
i=3
∂γ1 ∂iγ∂
ν
i +
+C4
n∑
i=3
∂γ2 ∂iγ∂
ν
i + C5
n∑
i=3
i∂
ν
i +D
′
1∂
ν
1 +D
n∑
i=3
∂νi ]δ(x1 − xn, ..., xn−1 − xn), (6.20)
aµν2 (x1, ..., xn) = K(∂
µ
1 ∂
ν
2 − ∂µ2 ∂ν1 )δ(x1 − xn, ..., xn−1 − xn). (6.21)
Due to (6.19), these expressions for the anomalies can be written in different form. Performing
the finite renormalizations
tανAA → tανAA − [D′1gαν + C′122(∂α2 ∂ν2 + ∂α1 ∂ν1 ) + (C′221 − C′222)( 1 + 2)gαν+
+C′211∂
α
2 ∂
ν
1 + (C
′
112 − C′111 + C′122 + C′221 − C′222)∂α1 ∂ν2 ]δ(4(n−1)),
tαlνuA → tαlνuA − [Dgαν − C′222 2gαν − (C′111 − C′122 − C′221 + C′222) 1gαν+
+C1∂
α
l ∂
ν
1 + C2∂
α
l ∂
ν
2 + C3∂
α
1 ∂
ν
l + C4∂
α
2 ∂
ν
l + C5∂
α
l ∂
ν
l ]δ
(4(n−1)), l ≥ 3,
tαµνAF → tαµνAF −K(gαµ∂ν2 − gαν∂µ2 )δ(4(n−1)),
tνuu˜ → tνuu˜,
tαlµνuF → tαlµνuF , l ≥ 3,
tα2νuA →
1
2
[tα2νuA − tν2αuA ], (6.22)
the anomalies (6.16),(6.15) disappear. We stress that the distributions with one Q-vertex have
for ω ≥ 0 their own normalization freedom which is, as long as we do not care about gauge
invariance, independent of the normalization of the distributions of in the main theory.
Obviously, the renormalizations (6.22) preserve covariance, the permutation symmetry in the in-
ner vertices and all other symmetry properties of t-distributions, in particular tµνAA(x1, x2, x3, . . .) =
tνµAA(x2, x1, x3, . . .). Note that (6.22) are not the only renormalizations leading to symmetrical,
covariant t, tl-distributions which fulfill the Cg-identities (B.17), (B.18). The normalization of
the t-distributions is not uniquely determined by the Cg-identities.
• Proof of the 3-Leg Cg-Identities
Now we consider the 3-leg Cg-Indentities: There is no possible anomaly a for the Cg-identity
(B.22), fulfilling all symmmetry requirements.
We remove the anomaly of (B.21)
aµνλ =
3∑
j=1
Bj [g
µνi∂λj − gµλi∂νj ]δ(4(n−1)) (6.23)
by means of the renormalization
tαµνλAAF → tαµνλAAF − i(B1 −B3)[gµνgαλ − gαλgαν ]δ(4(n−1)),
tα2µνλuAF → tα2µνλuAF − i(B2 −B3)[gµνgαλ − gµλgαν ]δ(4(n−1)),
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tαlµνλuAF → tαlµνλuAF + iB3[gµνgαλ − gµλgαν ]δ(4(n−1)), ∀l = 4, . . . n. (6.24)
Note that these renormalization are admissible, i.e. they do not destroy the permutation symme-
tries of tAAF , t
2
uAF , t
l
uAF , and all other Cg-identities are maintained, if the first renormalization
(6.24) is performed in t1uAF , too.
The possible anomaly of (B.19) must be invariant under the transposition of x1 and x2, hence
aµ = i[A1(∂
µ
1 + ∂
µ
2 ) +A2∂
µ
3 ]δ
(4(n−1)). (6.25)
Performing the renormalizations
tα3µuuu˜ → tα3µuuu˜ − i(A2 −A1)gαµδ(4(n−1)),
tαlµuuu˜ → tαlµuuu˜ − iA1gαµδ(4(n−1)) (6.26)
the anomaly (6.23) vanishes. These renormalizations do not affect any other Cg-identity.
It remains the Cg-identidy (B.20). For the possible anomaly aµν we now have
aµν = [K1(∂
ν
1 ∂
µ
3 − ∂µ1 ∂ν2 ) +K2(∂ν1∂µ2 − pµ1pν3)
+K3(∂
µ
3 ∂
ν
3 − ∂ν2∂µ2 ) +K4gµν(∂1∂3 − ∂1∂2) +K5gµν(∂23 − ∂22)]δ(4(n−1)), (6.27)
by taking the antisymmetry under simultaneous exchange of x2 ↔ x3 and µ↔ ν into account.
In order to remove (6.27), the following normalization terms of tAAA, t
3
uAA, and t
l
uAA, (l =
4, . . . n) are avaiable
NαµνAAA = i[G
(
gµν(∂α2 − ∂α3 ) + gαν(∂µ3 − ∂µ1 ) + gαµ(∂ν1 − ∂ν2 )
)
]δ(4(n−1))
Nα3µνAAA = i[D1(∂
α
1 g
µν − ∂ν1 gµα) +D2(∂α2 gµν − ∂ν2 gµα) +D3(∂α3 gµν − ∂ν3 gµα)]δ(4(n−1))
NαlµνuAA = i[C1g
µν(∂α2 − ∂α3 ) + C2(∂µ1 gαν − ∂ν1 gαµ) + C3(∂µ2 gαν − ∂ν3 gαµ)+
+C4(∂
µ
3 g
αν − ∂ν2 gαµ) + C5(∂µl gαν − ∂νl gαµ)]δ(4(n−1)), l = 4, . . . n. (6.28)
In order to eliminate the anomaly (6.27), we must find constants G,D1, D2, D3, C1, . . . C5, so
that
∂1αN
αµν
AAA − ∂2αNα3νµuAA + ∂3αNα3µνuAA +
n∑
l=4
∂lαN
αlµν
uAA = −aµν (6.29)
holds for arbitrarily given K1, . . .K5. (6.29) is equivalent to the linear system
K1 = i(G+ C2 − C4 −D1),
K2 = i(C2 − C3),
K3 = i(C3 − C4 −D3),
K4 = i(−G+D1 + C1),
K5 = i(C1 +D3), (6.30)
But this system has only a solution, if
K1 +K4 −K2 −K3 −K5 = 0, (6.31)
36
that means the anomaly (6.27) must be further restricted.
Supposing (6.31) to be proven, then a solution of (6.30) is given by
C3 = −iK2 + C2, D1 = iK4 − C1
D3 = iK5 − C1, C4 = −i(K2 +K3 +K5) + C1 + C2, (6.32)
where D2, C1, C2 and C5 can be chosen arbitrarily
In order to prove (6.31), we start from
aµν(x1, x2, x3, x4, . . .) = ∂1αt
αµν
AAA(x1, x2, x3, x4, . . .)+
−1
2
∂2α[t
α3µν
uAA (x1, x3, x2, x4, . . .)− (α↔ µ)]
+
1
2
∂3α[t
α3µν
uAA (x1, x2, x3, x4, . . .)− (α↔ ν)] +
n∑
l=4
∂lαt
αlµν
uAA(x1, x2, x3, x4, . . .)
+g[δ(x1 − x2)− δ(x1 − x3)]tµνAA(x2, x3, x4, . . .)
−g
2
δ(x2 − x3)[tµ2νuA (x1, x2, x4, . . .)− (µ↔ ν)]. (6.33)
Differentiating with ∂2µ∂3ν and taking the limit (6.14), we obtain
∂2µ∂3νa
µν(x1, x2, x3) = ∂1α∂2µ∂3νt
αµν
AAA(x1, x2, x3). (6.34)
Remember that the limit (6.14) means in configuration space that the inner coordinates are
integrated with g(x) = 1. The right side has an additional symmetry: It is antisymmetric with
regard to x1 ↔ x2 (and x1 ↔ x3). Inserting (6.27) into the left side, we get
−∂2µ∂3νaµν(x1, x2, x3) = [(K1 +K4)∂2∂3(∂1∂2 − ∂1∂3)
+K2((∂1∂2)∂
2
3 − (∂1∂3)∂22 ) + (K3 +K5)∂2∂3(∂22 − ∂23)]δ8 (6.35)
Because of (6.34), the right side must be antisymmetrical with regard to x1 ↔ x2. It is to verify
that this is equivalent to the condition (6.31). The additional symmetry (6.34) is precisely the
information we need in order to complete the proof of the last 3-leg Cg-identity (B.20).
• Proof of the 4-Leg Cg-Identities
Only the Cg-identities (B 23), (B 24) and (B 25) need a proof.
We start by defining a suitable basis for colour tensors of rank 4 (see Appendix A)
Cabcd = fahefbeffcfgfdgh
= δabδcd + δadδbc +
N
4
(dabrdcdr − dacrddbr + dadrdbcr). (6.36)
Note the relation
Cabcd = Cdabc, Cabcd = Cadcb. (6.37)
There are three linarly independent permutations of Cabcd, which we call
C1abcd = Cabcd, C
2
abcd = Cacdb, C
3
abcd = Cadbc. (6.38)
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Using
fabrfcdr =
2
N
(C2abcd − C1abdc), (6.39)
it is obvious (by drawing all possible diagrams) that, in 4-th order perturbation theory (n=4),
all 4-leg distributions are in the linear span [C1, C2, C3]. That means: Additionally to the
Furry theorem (see Chapter 5), the colour space is reduced in this case from 6 dimensions for
SU(N), N ≥ 4, or 5 dimensions for SU(3), respectively, to 3 dimensions.
But the colour space for SU(N), n ≥ 6, is at least five-dimensional.
A symmetrical basis is given by
C1, C2, C3, D1, D2, (6.40)
where
D1abcd = dabrdcdr − dadrdbcr, D2abcd = dacrdbdr − dabrdcdr. (6.41)
In order to cover the different possibilities with a single proof, we proceed in the following way:
We shall give the proof for dimension 5 of the colour space (SU(3), n ≥ 6), by working with the
basis (6.40). There will be a complete separation of the two sectors [C1, C2, C3] and [D1, D2].
The proof therefore holds in each sector separately. Especially it holds in [C1, C2, C3]. This
is the proof for SU(N), N ≥ 3 in order n = 4. By setting dabc = 0 in C1abcd = Cabcd, i.e. by
replacing Ck by Gk(k = 1, 2, 3),
G1abcd = δabδcd + δadδbc, G
2 = C2 |d=0, G3 = C3 |d=0, (6.42)
we obtain the proof for SU(2) in arbitrary order n ≥ 4. In fact G1, G2, G3 have the same
properties under permutations of a, b, c, d as C1, C2, C3. Moreover, note that equation (6.39)
is essentially not changed in the SU(2) case because
εabrεcdr = G
2
abcd −G1abcd. (6.43)
There remains the case of dimension 6 (SU(N) with N ≥ 4 in order n ≥ 6). Here we define:
E1abcd = dabrdcdr − dacrdbdr + dadrdbcr
E2abcd = dacrdbdr − dadrdbcr + dabrdcdr (6.44)
E3abcd = dadrdbcr − dabrdcdr + dacrdbdr,
i.e. E1, E2, E3 are obtained by setting δ = 0 in C1, C2, C3 and omitting a factorN/4. Therefore,
E1, E2, E3 have the same behaviour under permutations of a, b, c, as C1, C2, C3. It is easy to
verify that
C1, C2, C3, E1, E2, E3 (6.45)
are linearly independent, therefore, we may take (6.45) as a basis. The 6-dimensional proof is
then a doubling of the 3-dimensional proof: The reasoning given for the sector [C1, C2, C3] can
be repeated in the sector [E1, E2, E3] in exactly the same way, but with new constants in the
ansatz for the anomaly and the normalization polynomials. The only difference is that there
are no degenerate terms in [E1, E2, E3], in contrast to the sector [C1, C2, C3].
The identity (B.24) corresponds to external field operators: Ω :=: ua(1)ub(2)∂µu˜
c(3)Adν(4) :.
The possible anomaly with the same permutation symmetry (antisymmetric in a, b), is
aµν = gµν
[
B(δacδbd − δadδbc) + E(dacrdbdr − dadrdbcr)
]
(6.46)
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with arbitrary constants B,E. Due to the relations
δacδbd − δadδbc =
(
C2 − C1 − N
2
(D1 +D2)
)
abcd
(6.47)
dacrdbdr − dadrdbcr = (D1 +D2)abcd (6.48)
the anomaly (6.46) is an element of the 5-dimensional colour space. The nondegenerate terms
in (B.24) have singular order ω = −1 and, therefore, no freedom of normalization. The gauge
invariant renormalizations of the 3-leg distributions in the δ-degenerate terms drop out. Con-
sequently, we have no possibility to remove (6.46) by renormalization! Therefore, we must use
other properties of the theory.
Let us consider the limit (6.14) of the equation (B.24) = (6.46) in configuration space. Then,
∂3 = −(∂1 + ∂2 + ∂4) and
∑n
l=5 ∂lαt
αlµν
uuu˜A vanishes, due to our assumption (6.14). Moreover,
differentiating the equation (B.24) with ∂4ν , t
4
uuu˜A drops out. It remains, using the Jacobi
identity,
−[tµ1abcd(x1, x2, x3, x4)− ((a, x1)↔ (b, x2))]+ i∂µ3 ∂4νt3νuuu˜Aabcd(x1, x2, x3, x4)+
+g
[
fadrfbcr
{
i∂4ν [t
νµ
Auu˜(x1, x2, x3)δ(x1 − x4) + tνµAuu˜(x4, x1, x3)δ(x2 − x3)]+
−[i∂4νtνµAuu˜(x4, x1, x3)δ(x1 − x2) + i∂µ4 t3uuu˜(x1, x2, x3)δ(x3 − x4)]
}
+
−fbdrfacr{x1 ↔ x2}
]
=
= i∂µ4
{
B(δacδbd − δadδbc) + E(dacrdbdr − dadrdbcr
}
δ12, (6.49)
where
tµ1abcd(x1, x2, x3, x4)
def
= i∂2α∂4νt
αµν
uAu˜Aabcd(x1, x2, x3, x4) (6.50)
Note the symmetry relation
tµ1abcd(x1, x2, x3, x4) = t
µ
1adcb(x1, x4, x3, x2) (6.51)
Subtracting from (6.49) the equations (6.49) with once (x1, a) ↔ (x4, d) exchanged and once
(x2, b) ↔ (x4, d) exchanged, the t1-terms cancel by means of (6.51). Using again the Jacobi
identity, we obtain
−(∂1 + ∂2 + ∂4)µt2abcd(x1, x2, x3, x4)+
+g
[
fadrfbcr
{
tµ3 (x1, x2, x3)δ(x1 − x4)− tµ3 (x1, x4, x3)δ(x1 − x2) + tµ3 (x1, x4, x3)δ(x2 − x3)+
−tµ3 (x1, x2, x3)δ(x3 − x4)− i∂µ4 [tuuu˜(x1, x2, x3)δ(x3 − x4)] + i∂µ2 [tuuu˜(x1, x4, x3)δ(x3 − x2)]
}
+
−fbdrfacr{x1 ↔ x2}
]
= i∂µ4 δ
12
{
B(δacδbd − δadδbc) + E(dacrdbdr − dadrdbcr)
}
−i∂µ1 δ12
{
B(δdcδba − δdaδbc) + E(ddcrdbar − ddardbcr)
}
−i∂µ2 δ12
{
B(δacδdb − δabδdc) + E(dacrddbr − dabrddcr)
}
(6.52)
where
t2abcd(x1, x2, x3, x4)
def
=
i∂4νt
3ν
uuu˜Aabcd(x1, x2, x3, x4)−i∂1νt3νuuu˜Adbca(x4, x2, x3, x1)−i∂2νt3νuuu˜Aadcb(x1, x4, x3, x2), (6.53)
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tµ3 (x1, x2, x3)
def
= i∂ν1 t
νµ
Auu˜(x1, x2, x3) + i∂
ν
2 t
νµ
Auu˜(x2, x1, x3) (6.54)
Due to our assumption (6.14), the 3-leg Cg-identity (B.19) takes in the limit (6.14) the simple
form
tµ3 (x1, x2, x3)[= t
µ
3 (x2, x1, x3)] = i(∂1 + ∂2)
µt
3
uuu˜(x1, x2, x3)+
−ig[tµuu˜(x1, x3)δ(x1 − x2)− tµuu˜(x2, x3)δ(x1 − x3)− tµuu˜(x1, x3)δ(x2 − x3)]. (6.55)
Inserting this in (6.52), the left side gets a differential operator (∂1 + ∂2 + ∂4)
µ and the 2-leg
distributions tuu˜ cancel
(∂1 + ∂2 + ∂4)
µt4abcd(x1, x2, x3, x4) = ∂
µ
4 {. . .} − ∂µ1 {. . .} − ∂µ2 {. . .} (6.56)
where
t4abcd(x1, x2, x3, x4)
def
= it2abcd(x1, x2, x3, x4)+
g
[
fadrfbcr
{
t
3
uuu˜(x1, x2, x3)δ(x1 − x4)− t3uuu˜(x1, x4, x3)δ(x1 − x2)+
+t
3
uuu˜(x1, x4, x3)δ(x3 − x2)− t3uuu˜(x1, x2, x3)δ(x4 − x3)
}− fbdrfadr{x1 ↔ x2}] (6.57)
Now we switch over to momentum space and choose a fixed point (p¯1, p¯2, p¯4) ∈ R12 such that
p¯1, p¯2, p¯4 ∈ R4 are linearly independent and that (6.56) holds pointwise (i.e. in the sense of
functions) at (p¯1, p¯2, p¯4). Then, there exist g1, g2 ∈ R4 with
g1p¯1 6= 0, g2p¯2 6= 0, gip¯j = 0 ∀i 6= j, i ∈ {1, 2}, j ∈ {1, 2, 3}. (6.58)
Contracting (6.56) in momentum space first with g1µ and afterwards with g2ν , we obtain
(g1p¯1)tˆ4abcd(p¯1, p¯2, p¯4) = −(g1p¯1)
{
B(δabδcd − δadδbc) + E(dabrdcdr − dadrdbcr)
}
(6.59)
(g2p¯2)tˆ4abcd(p¯1, p¯2, p¯4) = −(g2p¯2)
{
B(δacδbd − δabδcd) + E(dacrdbdr − dabrdcdr)
}
(6.60)
These two equations imply
B = 0, E = 0, (6.61)
i.e. there is no anomaly for (B.24).
The possible anomaly of (B.25) has exactly the same form as the general normalization term of
tκ2λµνuAAA =
1
2
[tκ2λµνuAAA − (κ↔ λ)], (6.62)
namely
Nκ2λµνuAAAabcd = (g
κµgλν − gκνgλµ)
×[N(C2 − C1)abcd +K(D1 +D2)abcd]δ(4(n−1)), N,K = const. (6.63)
Let us remember that the other nondegenerate terms in (B.25) have no freedom of normaliza-
tion. Therefore, we remove a possible anomaly by a renormalization (6.63) of t2uAAA. This fixes
the normalization of t2uAAA.
We now turn to (B.23). The possible anomaly a is a covariant local distribution of degree
κ + 1 = 1 which must be invariant under all permutations of {(b, ν, x2), (c, κ, x3), (d, λ, x4)}.
After a lengthy calculation one obtains
aνκλ = i[ M1[C
1gνλ∂κ1 + C
2gνκ∂λ1 + C
3gλκ∂ν1 ]
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+M2[C
1∂κ3 g
νλ + . . .] +M3[C
1(∂2 + ∂4)
κgνλ + . . .]
+L1[C
1(gνκ∂λ1 + g
λκ∂ν1 ) + . . .] + L2[C
1(gνκ∂λ3 + g
λκ∂ν3 ) + . . .]
+L3[C
1(gνκ∂λ2 + g
λκ∂ν4 ) + . . .] + L4[C
1(gλκ∂ν2 + g
νκ∂λ4 ) + . . .]
+F1[D
1(∂ν1 g
κλ + ∂κ1 g
λν − 2∂λ1 gνκ) +D2(−∂ν1 gκλ + 2∂κ1 gνλ − ∂λ1 gνκ)]
+F2[D
1(∂ν2 g
κλ + ∂κ3 g
λν − 2∂λ4 gνκ) +D2(−∂ν2 gκλ − ∂κ4 gνκ + 2∂κ3 gνκ)]
+F3[D
1(∂ν3 g
κλ − ∂κ4 gλν − 2∂λ4 gνλ + ∂κ2 gνλ)
+D2(∂ν3 g
κλ − ∂λ2 gνκ − ∂ν4 gνλ + ∂λ3 gνκ)]
+F4[D
1(∂κ4 g
νλ − p∂2λgκν + ∂ν4 gλκ − ∂λ3 gνλ)
+D2(∂κ4 g
νλ − ∂ν3 gκλ − ∂λ3 gνκ + ∂κ2 gνλ)] ]δ(4(n−1)), (6.64)
where we have not written the colour indices of C1, C2, C3, D1, D2, and all M ’s, L’s and F ’s
are constants. The dots stand for 2 terms, obtained from the written one by cyclic permutation
(C1, κ, x3)→ (C2, λ, x4)→ (C3, ν, x2)→ (C1, κ, x3). (6.65)
In 4-th order perturbation theory we only have three independent variables and the colour space
[C1, C2, C3]. There are only M2,M3, L2, L3, L4, 6= 0
We now turn to the normalization terms. For the nondegenerate terms they are
NανκλAAAA = [ A1[C
1gακgνλ + . . .]
+A2[C
1(gαλgνκ + gανgκλ + . . .]
+U [D1(gανgκλ + gακgνλ − 2gαλgνκ)
+D2(2gακgνλ + gαλgνκ − gανgκλ)] ]δ(4(n−1)) (6.66)
NαlνκλuAAA = [ B1[C
1gακgνλ + . . .]
+B2[C
1(gαλgνκ + gανgκλ) + . . .]
+V [D1(gανgκλ + gακgνλ − 2gαλgνκ)
D2(2gακgνλ − gαλgνκ − gανgκλ)] ]δ(4(n−1)). (6.67)
Here, l ≥ 5 and A1, . . . V are constants. Again, the dots in (6.66) and (6.67) stand for two
terms, obtained by cyclic permutation (6.65). The normalization of t2uAAA is already fixed by
(6.63). Inserting (6.67)(6.66) into the Cg-identity (B.23), we arrive at
∂1αN
ανκλ
AAAA +
n∑
l=5
∂lαN
αlνκλ
uAAA =
= [A1[C
1∂κ1 g
νλ + . . .] +A1[C
1(∂λ1 g
νκ + ∂ν1 g
κλ) + . . .]
−B1[C1(∂1 + ∂2 + ∂3 + ∂4)κgνλ + . . .]
−B2[C1(∂1 + ∂2 + ∂3 + ∂4)λgνκ + (∂1 + ∂2 + ∂3 + ∂4)νgκλ + . . .]
+U [D1(pν1g
κλ + ∂κ1 g
λν − 2∂λ1 gνκ)
+D2(−∂ν1 gκλ + 2∂κ1 gνλ − ∂λ1 gνκ]
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−V [D1((∂1 + ∂2 + ∂3 + ∂4)νgκλ + (∂1 + ∂2 + ∂3 + ∂4)κgνλ
−2(∂1 + ∂2 + ∂3 + ∂4)λgνκ)
+D2(2(∂1 + ∂2 + ∂3 + ∂4)
κgνλ − (∂1 + ∂2 + ∂3 + ∂4)λgνκ
−(∂1 + ∂2 + ∂3 + ∂4)νgκλ)]]δ(4(n−1)) (6.68)
In order n = 4, N luAAA(l ≥ 5) and [D1, D2] are absent, moreover ∂1 = −(∂2 + ∂3 + ∂4).
Therefore we have to set B1 = B2 = U = V = 0 to obtain the n = 4 case.
No independent additional freedom of normalization in (B.23) comes from the δ-degenerate
terms. Thus, only (6.68) is at our disposal to remove the anomaly (6.64), and it is obvious that
we do not succeed. Therefore, the ansatz of the anomaly must be further restricted.
In fact, one proves after a lengthy calculation, inserting in (B.23) the 3-leg Cg-identities (B.19),
(B.20), (B.21) and the 4-leg Cg-identities (B.24), (B.25) in the limit (6.14), the following addi-
tional symmetry:
∂3κ∂4λa
νκλ
abcd(x1, x2, x3, x4)−
(
(x1, a)↔ (x3, c)
)
= 0. (6.69)
Substituting the ansatz (6.64) for the anomaly in the symmetry condition (6.69), we obtain by
a straightforward calculation, that (6.69) is equivalent to
L2 = L3 = L4
def
= : L, M2 =M3
def
= :M, F2 = F3
def
= : F, F4 = F2 + F3 = 2F. (6.70)
Now we perform renormalization (6.66),(6.67) with the following choice of the constants
A1 =M −M1, A2 = L− L1, U = F − F1,
B1 =M, B2 = L, V = F, (6.71)
Then the anomaly (6.64) (with restriction (6.69)) vanishes. In 4-th order perturbation theory
the restrictions (6.69) are obtained in the same way, but the assumption (6.14) is not needed,
because the anomaly is removed by choosing
A1 =M, A2 = L. (6.72)
• Proof of the 5-Leg Cg-Identities
There is only one operator combination with five external legs and |κ| ≥ −1, namely
: Ω :=: Aaµu
bAcνA
d
λAp : . (6.73)
The anomaly is a Lorentz and SU(N) invariant constant so that its numerical part is of the
following form
aµνλρabcde =
22∑
j=1
3∑
i=1
CijL
µνλp
i K
j
abcd δ
(4(n−1)), Cij = const. (6.74)
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Here the Li’s are defined by
Lµνλρ1 = g
µνgλρ, Lµνλρ2 = g
µλgνρ, Lµνλρ3 = g
µρgνλ, (6.75)
and the Kj, j = 1, . . . 22 are the basic (A.20) of the invariant 5th rank SU(N)-tensors (N ≥ 4)
in the even sector, derived in the Appendix B. The index b plays a distinct role in (A.20), this
is the reason why the ghost field has this colour index (6.73). The odd sector is excluded in
case of 5 external legs, because of the Furry theorem in Fock space (see Chapter 5, 5.52). The
16-dimensional basic for SU(3) and the 10-dimensional basic for SU(2) are contained in the
22-dimensional basis, we are using. Then it is easy to see that our proof holds for these special
cases, too.
The anomaly is further restricted: It must be invariant under all permutations π ∈ S4 of
(a, µ), (c, ν), (d, λ), (e, ρ) (6.76)
We are going to prove that this forces the anomaly to vanish due to the one f -tensors of the
basic (A.20). In order to do this, we show that
aµνλρabcde =
∑
i,j
Cij
1
4!
∑
π∈S4
L
π(µ)π(ν)π(λ)π(ρ)
i K
j
bπ(a)π(c)π(d)π(e)δ
(4(n−1)) (6.77)
the terms compensate in pairs (or in pairs of pairs) for every fixed (i, j), if the sum over π ∈ S4
is carried out. This relies on the fact that K1, . . .K22 is odd under certain permutations.
However, the Lorentz indices are also permuted. Since
Lµνλρk = L
νµρλ
k = L
λρµν
k = L
ρλνµ
k , k = 1, 2, 3, (6.78)
this does not seriously complicate the proof.
We prove that ∑
π∈S4
L
π(µ)π(ν)π(λ)π(p)
i K
j
bπ(a)π(c)π(d)π(e) (6.79)
Considering the 22 values of j, we have to distinguish the following 4 cases, depending on the
position of the nonpermuted index b.
Case1 : Kjb . . . = δ..fb..(j = 2, 3, 4, 8, 9, 10) in (A.20). Here we have
δdefbacL
µνλρ
i + δedfbcaL
νµρλ
i = 0 (6.80)
where the second term is obtained from the first one by exchanging (a, µ)↔ (c, ν) and
(d, λ)↔ (e, ρ).
Case2 : Kjb . . . = δ..fb..(j = 1, 5, 6, 7) in (A.20). Here we have the following compensations
δbefacdL
µνλp
1 + δebfcadL
νµλp
1 = 0 (6.81)
δbefacdL
µνλp
2 + δebfdcaL
λνµp
2 = 0 (6.82)
δbefacdL
µνλp
3 + δbefadcL
µλνp
3 = 0 (6.83)
The second terms in (6.81-83) are generated by the permutations (a, µ)↔ (c, ν), (a, µ)↔ (d, λ)
or (c, ν)↔ (d, λ), respectively.
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Case3 : Kjb . . . = d..rd.rsfbs.(j = 14, 15, 16, 20, 21, 22) in. We take the following terms together:
[dacrddsrfbseL
µνλρ
k + dcardersfbsdL
νµρλ
k ] + [(a, µ)↔ (e, ρ), (c, ν)↔ (d, λ)]. (6.84)
Using the identity
ddrsfbse = dersfbds + dedsfbrs,
This is equal to
= dacrdedsfbrsL
µνλρ
k + [(a, µ)↔ (e, ρ), (c, ν)↔ (d, λ)]. (6.85)
Case4 : Kjb . . . = db.rd.rsf.s.(j = 11, 12, 13, 17, 18, 19) in (A.20). In the expression
dbardcrsfdseL
µνλρ
k , we use the identity
dbardcrs = dbsrdcar − fbcrfsar + 2
N
(δbsδca − δbaδcs). (6.86)
The two δ-terms give contributions that have already been considered in case 1 and 2. The first
dd-term cancels out in the following combinations:
dcardbrsfdseL
µνλρ
k + [(a, µ)↔ (c, ν), (d, λ)↔ (e, ρ)] = 0 (6.87)
Concerning the ff -term, we consider
[fbcrfarsfdseL
µνλρ
k + fbarfcrsfesdL
λρµν
k ]+
+[(a, µ)↔ (d, λ), (c, ν)↔ (e, ρ)]. (6.88)
Using now the Jacobi identity
fbcrfars = facrfrsb + fcrsfbar,
this is equal to
= facrfrsbfdseL
µνλρ
k + [(a, µ)↔ (d, λ), (c, ν)↔ (e, ρ)] = 0. (6.89)
This completes the proof of the 5-Leg Cg-Identities
• Proof of the Identities with External Fermion Pairs
There remain the cases with an external fermion pair to be considered. Similar to the abelian
theory, gauge invariance here relies on C-invariance (see Chapter 5b)
UCTnU
−1
C = Tn, UCTn/lU
−1
C = Tn/l, l ≤ n (6.90)
The Cg-identities with external fermions (B.29) (B.30) correspond to field operators
: Ω :=: ψ¯α(xi)ψ
β(xj) : u
a(xn) and : ψ¯
α(xi)ψ
β(xj) : u
a(xn)A
b
ν(xm). The proof of these identities
follows the corresponding one used in the abelian case ([26], case III and case IV). Now we have
to use the nonabelian version of C-invariance in order to restrict the anomaly. One only has to
make some modifications concerning the colour structure and the additional assumption (6.14).
The identities (B.29) and (B.30) are only proven between Dirac spinors in this way. But note
that operator gauge invariance is sufficient for the unitarity.
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7. Proof of the Unitarity in Nonabelian Gauge Theories
The proof of the operator gauge invariance now puts us in a position to show the unitarity of the
S-matrix S(g) in the physical subspace of the Fock space. This is the most important and most
subtle property of the S-matrix. The subtlety comes from the well-known fact that, because of
the gauge structure, the gauge boson sector of the Fock space contains more elements than are
physically distinguishable.
We proceed in four steps: In Subchapter (a) we introduce a representation of the varions
field operators in a positive definite Fock-Hilbert space. We avoid the usual treatment in a
Pseudo-Hilbert space with an indefinite metric. In Subchapter (b) we prove inductively the
pseudo-hermiticity of the n-point distribution Tn with regard to a sesquilinear form in the Fock
space. This guarantees the pseudo-unitarity of the S-matrix. In Subchapter (c) we give a
definition of the physical subspace, using the methods introduced by Kugo and Ojima [33]. In
Subchapter (d) we finally prove inductively the perturbative unitarity in the physical subspace
with the help of the operator gauge invariance in the causal construction.
Note that in the causal approach all examinations concerning the unitarity of the S-matrix S(g)
are mathematically well-defined, even in a massless theory because in the causal formulation
the physical infrared problem is naturally separated by adiabatic switching of the S-matrix S(g)
with a test function g ∈ S and also absent before the limit g −→ 1 is taken.
(a) Preliminaries
In this subchapter we introduce a concrete representation of the various field operators in a
positive definite Fock-Hilbert space. We avoid working in a vector space with an indefinite
metric. As is well-known, the realization of the gauge boson field on a positive definite Hilbert
space F is not possible in a manifestly Lorentz covariant way: The zeroth component of the
gauge boson field must be skew-hermitean, in contrast to the hermitean spatial components:
A0(x) = (2π)−
3
2
∫
d3k√
2w
(
a0(
⇀
k )e
−ikx − a0(⇀k )+e+ikx
)
(7.1)
Aj(x) = (2π)−
3
2
∫
d3k√
2w
(
aj(
⇀
k )e
−ikx + aj(
⇀
k )
+eikx
)
(7.2)
where w =|⇀k | and the a(
⇀
k ), a(
⇀
k )+ are the absorption and emission operators satisfying the
usual bosonic commutation relations:
[
a0(
⇀
p ), a0+(
⇀
p )
]
−
= δ(
⇀
p − ⇀p
′
) (7.3)
[
aj(
⇀
p ), ai+(
⇀
p )
]
−
= δijδ(
⇀
p − ⇀p
′
) (7.4)
We have omitted the colour indices which are irrelevant in this section. In addition to the
(positive definite) scalar product
< · | · >: F × F −→ C+ (7.5)
we now introduce a sesquilinear form in F (initially only in the gauge boson sector of F )
< · | ηA· >: F × F −→ C (7.6)
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with the metric tensor η+A = η
−1
A = ηA which is in the one-particle Hilbert space H
A
1 in F given
by
ηA
∣∣∣∣ =HA1


−1000
0100
0010
0001

 . (7.7)
This means
ηAa0ηA = −ao, ηAajηA = aj (7.8)
The corresponding expansion on the whole gauge boson sector of F is given by
ηA = (−1)NA0 (7.9)
where NA0 is the particle number operator of the scalar gauge bosons. The corresponding
conjugation k for any operator Oˆ is given by
Oˆk = ηOˆ+η (7.10)
with ”+” describing the hermitean adjunction with regard to the Hilbert scalar product. One
finds that the gauge boson field is at least pseudo-hermitean
Akµ = Aµ (7.11)
Furthermore, we have
Aµ(x) = (2π)
− 3
2
∫
d3k√
2w
(
aµ(
⇀
k )e
−ikx + aµ(
⇀
k )
keikx
)
with
[
aµ(
⇀
k ), aν(
⇀
k′)k
]
= gµνδ(
⇀
k −
⇀
k
′
), akµ = ηa
+
µ η (7.12)
One possible representation of the ghost field is
u(x) = (2π)−
3
2
∫
d3p√
2w
(
c2(
⇀
p )e−ipx + c+1 (
⇀
p )eipx
)
(7.13)
u˜(x) = (2π)−
3
2
∫
d3p√
2w
(− c1(⇀p )e−ipx + c+2 (⇀p )eipx) (7.14)
Here ω =|⇀p |= p0 and the creation and annihilation operators satisfy the (anomalous) anti-
commutation relations. {
ci(
⇀
p ), cj(
⇀
q )+
}
+
= δijδ(
⇀
p − ⇀q ) (7.15)
and all other anti-commutators vanish. This implies the equations{
u±a (x), u˜b
∓(y)
}
+
= (−i)δabD∓(x− y) (7.16)
We define a sesquilinear form also in the ghost sector of F by giving the metric tensor in the
one-particle subspace:
ηG
∣∣∣∣ =HG1

 0 1
1 0

 , (7.17)
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that means
ηGc2ηG = c1 ∧ ηGc1ηG = c2 (7.18)
The corresponding conjugation is then given by
ck2 := ηGc
+
2 ηG = c
+
1 , c
k
1 := ηGc
+
1 ηG = c
+
2 (7.19)
which implies
uk = u ∧ u˜k = −u˜. (7.20)
The ghost fields take the symmetric form
u(x) = (2π)−
3
2
∫
d3p√
2ω
(
c2(
⇀
p )e−ipx + c2(
⇀
p )keipx
)
(7.21)
u˜(x) = (2π)−
3
2
∫
d3p√
2ω
(− c1(⇀p )e−ipx + ck1(p)eipx) (7.22)
(b) Pseudo-Unitarity of S(g)
The 1-point distribution is skew-conjugate with regard to the sesquilinear form defined in Sub-
chapter (a).
T k1 = −T1 = T˜1 (7.23)
This holds for all n-point distributions Tn(x) by induction:
Theorem 7.1.
T kn (x) = T˜n(x) ∀n (Pseudo-Hermiticity of Tn) (7.24)(⇐⇒ Sk(g) = S−1(g) (Pseudo-Unitarity of S(g)) (7.25)
Note that (7.25) is a statement about a formal power series.
Proof: The proof method is analogous to the one used in Chapter 5 for the discrete symmetries:
The statement (7.24) is valid for n = 1. Let us assume that (7.24) holds for all m ≤ n− 1.
Now let Rn be a splitting solution of Dn. Taking (C.10a,b) into account, this total retarded
distribution
Rn(x1, . . . xn) =
∑
P 0
2
Tn−n1(Y, xn)T˜n1(X) = R
′
n + Tn (7.26)
can also be written as follows
Rn = −
∑
P 0
2
Tn1(X)T˜n−n1(Y, xn) = −(R′n)k − T˜n. (7.27)
Analogously, one derives An = A
′
n − Tn = −(A′n)k − T˜n. It directly follows
Dkn = −Dn. (7.28)
Now Rsn given by
Rsn :=
1
2
[Rn −Rkn] (7.29)
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is a splitting solution with
(Rsn)
k = −Rsn (7.30)
Taking (7.27) and (7.30) into consideration, we get
T sn = R
s
n −R′n, T˜ sn = (−R′n)k −Rsn (7.31)
and finally
(T˜ sn)
k = −R′n − (Rsn)k = −R′n +Rsn = +T sn (7.32)
This proves the induction assumption (7.24) for m = n and completes the proof of pseudo-
unitarity. q.e.d.
Comments:
•Again we are confronted with the question of the compatibility of the various normalization
conditions on the n-point distribution Tn. In Chapter 6 we ended up with a Tn which is L
↑
+-
covariant, C-,P- and T-invariant (Chapter 5) and in particular gauge invariant. Obviously,
the discrete symmetry properties survive in the symmetrization in (7.29), if the (anti-)unitary
discrete symmetry operators commute or anticommute with the operator η which defines the
sesquilinear form in F . In an exemplary mode, we show [UC , η] = 0 in the gauge boson sector
of F :
An explicit unitary representation of UC in the gluon sector of F is the following:
UC =
N2−1∏
a=1
θ
1
2
− 1
2
τa
a
with θa = (−1)Na , Nais the particle number operator of the gauge bosons with colour a. τ is
given by Uaa′ = −τaδaa′ (see A.9). Now (5.43) holds: UCAaUC = Uaa′Aa′ .
Remember that on the gauge boson sector η is given by ηA = (−1)NA0 (7.9) with the particle
number operator NA0 of the scalar gauge bosons. Using these explicit representations of the
operators, it is obvious that UC commute with ηA.
Furthermore, all necessary (re-)normalizations - in order to arrive at a gauge invariant splitting
solution in Chapter 6 - do not violate pseudo-unitarity nor any discrete symmetry.
•The following equation is a direct consequence of pseudo-unitarity:
ReTn =
1
2
(Tn + T
k
n ) =
1
2
[
R˜n −R′n + R˜kn − (R′n)k
]
=
1
2
(−R′n −R′kn ) (7.33)
The pseudo-unitarity, R˜k = R˜(−1), confines the normalization freedom to the imaginary part
ImTn. This fact is the starting point of the well-known Cutkosky rules in pertubative QFT.
(c) Definition of the Physical Subspace
We want to arrive at the explicit form of the charge operator Q. Therefore, we first compute
∂µA
µ(x) = −i(2π)−3/2
∫
d3k
√
ω
2
[
(a0 + a‖)e
−ikx + (a0+ − a+‖ )eikx
]
(7.34)
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Here we have introduced creation and annihilation operators for longitudinal bosons
a‖(
⇀
k ) =
kj
ω
aj(
⇀
k ), (7.35)
which also fulfill the ordinary commutation relations
[a‖(
⇀
k ), a
+
‖ (
⇀
k
′
)] = δ(
⇀
k −
⇀
k
′
). (7.36)
This enables us to express the charge operator
Q =
∫
d3x(∂νA
ν∂0u− ∂0∂νAνu) (7.37)
in momentum space
Q =
∫
d3k ω(
⇀
k )[(a‖(
⇀
k )
+ − a0+(⇀k ))c2(
⇀
k ) + c
+
1 (
⇀
k )(a‖(
⇀
k ) + a
0(
⇀
k ))]. (7.38)
Note that Q is pseudo-hermitesch
Qk = Q (7.39)
Let us introduce the combinations
b1(
⇀
k ) =
1√
2
(a‖(
⇀
k ) + a0(
⇀
k )), b2(
⇀
k ) =
1√
2
(a‖(
⇀
k )− a0(
⇀
k )) (7.40)
Since
[bi(
⇀
k ), b
+
j (
⇀
k )]− = δijδ(
⇀
k −
⇀
k
′
) (7.41)
they describe different degrees of freedom and we have
Q =
√
2
∫
d3k ω(
⇀
k )
[
b+2 (
⇀
k )c2(
⇀
k ) + c
+
1 (
⇀
k )b1(
⇀
k )
]
=
√
2
∫
d3k ω(
⇀
k )
[
bk1c2 + c
k
2b1
]
(7.42)
In order to find the operation of Q, it is therefore sufficient to consider the sector of unphysical
particles generated by the creation operators b+1 , b
+
2 , c
+
1 and c
+
2 . Now let
N =
∫
d3k
[
b+1 (
⇀
k )b1(
⇀
k ) + b
+
2 (
⇀
k )b2(
⇀
k ) + c
+
1 (
⇀
k )c1(
⇀
k ) + c
+
2 (
⇀
k )c2(
⇀
k )
]
(7.43)
be the particle number operator of the unphysical particles. N is a positive self-adjoint operator
with discrete spectrum n = 0, 1, 2, 3,.. . Q manifestly does not change the number of unphysical
particles. This means that N commutes with Q. Hence the eigenspaces of the operator N for
fixed n are invariant under Q and Q commutes with the corresponding projection operators.
The nullspace KerN contains no unphysical particles (scalar or longitudinal vector bosons or
ghosts).
This is the physical subspace of transversal gauge bosons F⊥. It follows from (7.42) that F⊥ is
a subspace of KerQ. We state the definitions:
KerQ := {α ∈ F | Qα = 0} (7.44)
F⊥ := {α ∈ F | Qα = 0 ∧Nα = 0} (7.45)
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F0 := KerQ ∩⊕n>0Eig(N,n) (7.46)
(n ∈ N; Eig(N,n) is the eigenspace of the operator N corresponding to the eigenvalue n)
We have
KerQ = F⊥ ⊕ F0 (7.47)
We call the corresponding projection operators P, P⊥ and P0. We prove some properties of
these subspaces:
Proposition 7.1.
F0 = QF = RangeQ (7.48)
Proof: We introduce the operator
Q1 =
∫
d3k√
2ω(
⇀
k )
[
b+1 (
⇀
k )c1(
⇀
k ) + c
+
2 (
⇀
k )b2(
⇀
k )
]
(7.49)
It has a simple anti-commutator with Q
{Q,Q1} = N (7.50)
This can easily be verified by means of the identity
{AB,C} = A{B,C} − [A,C]B = {C,AB} (7.51)
Since in F0 = P0F the null space of N is projected out, N has a bounded inverse N
−1 on F0.
P0 = NN
−1P0 = (QQ1 +Q1Q)N
−1P0 (7.52)
where (7.51) has been used. In the second term Q can be commuted with N−1 and is zero
when applied to P0. Hence
P0f = QQ1N
−1P0f
def
= Qg ∈ RangeQ (7.53)
is in the range of Q for all f ∈ F . Actually QF = F0 because RangeQ ⊂ KerQ = PF (since
Q2 = 0) and because RangeQ is orthogonal to P⊥F = F⊥:
< P⊥g,Qf >=< g, P⊥Qf >=< g,QP⊥f >= 0 (7.54)
q.e.d.
Proposition 7.2.
Let A be a gauge invariant operator in F : [Q,A] = 0. Then we have
(α) A(KerQ) ⊂ KerQ (7.55)
(β) A(F0) ⊂ F0 (7.56)
but A(F⊥) 6⊂ F⊥ in general (7.57)
Proof: (α) Let f ∈ KerQ, then Q(AF ) = AQf = 0.
(β) Let f ∈ Fo. ∃ g ∈ F with Qg = f because F0 ⊂ QF . If follows: Af = AQg =
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QAg := Qh with h ∈ F Because of QF ⊂ Fo, we have Af ∈ F0. q.e.d.
Note: The operator gauge invariance states [Q, Tn] = div 6= 0, ∀n (2.12). Therefore we are
able to show the invariance of Ker Q and F0 under Tn modulo a divergence (in the sense of
vector analysis). But this is sufficient to prove unitarity in the physical subspace F⊥ because a
divergence formally (infrared problem) vanishes in the adiabatic limit g −→ 1.
(d) Proof of Physical Unitarity
In order to prove the physical unitarity, one has to consider the following two propositions. They
state that the unphysical degrees of freedom compensate each other in intermediate states up
to a divergence:
Proposition 7.3. For arbitrary n-point distributions Tn(X) we have
Tn(X)P = PTn(X)P + div. (7.58)
where div denotes terms of divergence form as they occur in the condition of gauge invariance.
Proof: For arbitrary f ∈ F we investigate the vectors
TnPf = g. (7.59)
Operating with Q on (7.59) and using gauge invariance, we get
QTnPf = TnQPf + div1. (7.60)
This implies
Qg = div1, (7.61)
because Pf is in the kernel of Q. This is a linear inhomogeneous equation for g and we know
that it has a solution (7.59). This solution must be of the following form:
g = Ph+ div2. (7.62)
Here Ph is a solution of the homogeneous equation and the solution of the inhomogeneous
equation must also have divergence form. Operating with P on (7.62), we get
Pg = Ph+ div3, (7.63)
which enables us to write g in the form
g = Pg + div2 − div3. (7.64)
This completes the proof of Prop. (7.3). q.e.d.
Proposition 7.4. Let P⊥ be the projection operator on F⊥ then
P⊥Tn(X)P⊥ = P⊥Tn(X)P + div1 (7.65)
where P projects on Ker Q.
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Proof: Let be f ∈ F . Pf has a unique decomposition because of KerQ = F0 ⊕ F+:
Pf = P0f + P⊥f = f0 + f⊥. (7.66)
We have to prove that Tnf0 = h+ div with h ∈ F0. Because of F0 = QF , there is a g ∈ F with
Qg = f0. With the help of gauge invariance, we then arrive at
Tnf0 = TnQg = QTng + div = h+ div, with h ∈ F0 q.e.d. (7.67)
The proof of physical unitarity is now quite simple. According to (7.24), we have pseudo-
unitarity
T kn (x) = T˜n(x) ∀n,
(⇐⇒ S(g)k = S(g)−1)
We want to prove a similar perturbative relation for the restriction of the S-matrix to the
physical subspace,
P⊥S(g)P⊥ = S⊥(g) (7.68)
Its inverse is given by
(
P⊥S(g)P⊥
)−1
=
∑
n
1
n!
∫
d4x1 . . .
∫
d4xn T˜
P⊥
n (x1, . . . , xn)g(x1) . . . g(xn) (7.69)
where the n-point distributions are equal to the following sum over subsets of X = {x1, . . . , xn}
T˜P⊥n (X) =
n∑
r=1
(−)r
∑
Pr
P⊥Tn1(X1)P⊥ . . . P⊥Tnr(Xr)P⊥. (7.70)
Theorem 7.2. (Physical Unitarity)
T˜P⊥n = P⊥T
+
n P⊥ + div ∀n (7.71a)
(⇐⇒ (S⊥)(g)−1 = S+⊥(g) + div(g) where S⊥ = P⊥SP⊥) (7.71b)
Note that (7.71b) is a statement about a formal power series.
Proof:
T˜P⊥n (X) =
n∑
r=1
(−1)
∑
Pr
P⊥Tn1(X1)P⊥ . . . P⊥Tnr(Xr)P⊥ (7.72)
Using Proposition 7.4., all internal projection operators P⊥ can be changed into P
T˜P⊥n (X) =
n∑
r=1
(−1)r
∑
Pr
P⊥Tn1(X1)P . . . PTnr(Xr)P⊥ + div1. (7.73)
With the help of Proposition 7.3. they can be transformed away:
T˜P⊥n (X) =
n∑
r=1
(−1)
∑
Pr
P⊥Tn1(x1) . . . Tnr(xr)P⊥ + div2 (7.74)
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= P⊥T˜n(x)P⊥ + div2
By means of pseudo-unitarity (7.24), we finally arrive at the desired perturbative unitarity
T˜P⊥n (X) = P⊥Tn(X)
kP⊥ + div2 = P⊥Tn(X)
+P⊥ + div2 (7.75)
In the last step we have used the fact that the conjugation ”k” agrees with the adjoint ”+” on
F⊥. q.e.d.
Appendix A SU(N) - Group Theory
For the purposes of completeness, we quote the most important group theoretical facts, in par-
ticular we list the linearly independent, numerically invariant tensors which transform according
to the r-times tensor product of the adjoint representation. We prove their independence.
• Let Ta(a = 1, . . . , N2 − 1) be the SU(N)-generators which close a Lie algebra:
[Ta, Tb] = ifabcTc, Tr[Ta] = 0, (A.1)
fabc being real and totally antisymmetric, normalized in such a way that
fabcfdbc = Nδad (A.2)
The adjoint representation is given by
(Ta)bc = −ifabc (A.3)
The fundamental (lowest-dimensional cogradient) representation is given by
Ta =
λa
2
(A.4)
where λa are hermitian, traceless NxN-matrices generalizing the well-known Gell-Mann matrices
of SU(3) and satisfying
[λa, λb]− = i2fabcλc, {λa, λb}+ = 4
N
δab1+ 2dabcλc (A.5)
We choose (λa)
N2−1
a=1 so that
fabc ∈ R, dabc ∈ R ∀a,b,c, (A.6)
• We define an equivalent representation by
λ′ = Uλ, λ′a = −λ∗a = Uabλb, U = U−1 = UT . (A.7)
(A.5) leads to
f ′ = f, fa′b′c′ = Ua′aUb′bUc′cfabc (A.8)
d′ = −d, (−da′b′c′) = Ua′aUb′bUc′cdabc
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we find λ∗a = (λ
T
a )
+ = (λ+a )
T = λTa = ±λa, therefore Uab = ±δab. (A.9)
• Suppose that D(α)ij...k
(
1 ≤ α ≤ β(r)) are β(r) numerically invariant tensors of rank r, that
is, they are tensors which transform according to the r-times tensor product of the adjoint
representation of SU(N), i.e.
ifpitD
(α)
tj...k + ifpjtD
(α)
it...k + . . .+ ifpktD
α
ij...t + . . . = 0 (A.10)
and they are also just sets of numbers which are the same in all SU(N) frames. The number
β(r) of linearly independent, numerically invariant tensors of rank r equals the multiplicity
of the one-dimensional representation in the Clebsch-Gordon decomposition of the following
tensor representations
r⊗
j=1
Adj(SU(N)). (A.11)
and can be evaluated by actually performing the reduction of this representation by the method
of Yang tableaux, but note that there might be additional dependences between these tensors;
in fact, there are not any as long as N > r [34].
(A.12)
N > 4: β(0)= 1 N = 4: β(0)=1 N = 3: β(0)= 1 N = 2: β(0)= 1
β(1)= 0 β(1)=0 β(1)= 0 β(1)= 0
β(2)= 1 β(2)=1 β(2)= 1 β(2)= 1
β(3)= 2 β(3)=2 β(3)= 2 β(3)= 1
β(4)= 9 β(4)=9 β(4)= 8 β(4)= 3
β(5)= 44 β(5)=43 β(5)= 32 β(5)= 10
We only found β(5) = 43 invariant tensors for N = 4 and r = 5 because there is an additional
linear dependence for N = 4 as it is assured by an explicit calculation of the corresponding
determinant (see (A.23)).
• In order to prove the independence of a given set of tensors D(α)ij...k, we define
Qαβ = Qβα =
N2−1∑
ij...k=1
D
(α)
ij...kD
(β)
ij...k. (A.13)
It is obvious that the β(r) tensors D
(α)
ij...k are linearly independent if and only if detQ 6= 0. The
case r=2 is trival: There is only one numerically invariant tensor δab.
In the case r=3 , there are two numerically invariant tensors for N ≥ 3:
D1abc = fabc, D
2
abc = dabc (A.14)
The equations of invariance (A.10) leads in the case of these two tensors to well-known relations,
in particular to the Jakobi identity:
fijpfkep + fiepfjkp + fikpfejp = 0, fijpdkep + fiepdjkp + fikpdejp = 0 (A.15)
We can calculate
detQ = (N2 − 1)2(N2 − 4) 6= 0 for N ≥ 3 (A.16)
54
For N = 2 dabc = 0, therefore β(2) = 1. In case r=4 , we know that there are β(4) = 9
independent linear tensors for N ≥ 4 (A.12). We consider the following set which consists of
some of the simplest tensors we can build:
D
(α)
abcd = {δabδcd, δadδbc, δacδbd, (A.17)
dabedcde, dadedcbe, daceddbe,
dabefcde, dadefbce, dacefdbe}
For the determinant of the corresponding matrix Q (A.13) we get:
detQ = (
N4
4
)(N2 − 1)9(N2 − 4)6(N2 − 9) (A.18)
Therefore (A.17) is a basis for N ≥ 4. The case N = 3 needs an extra consideration. The 9
tensors (A.17) are linearly dependent due to the well-known relation
δijδkl + δikδjl + δilδjk = 3(dijmdkem + dikmdjlm + dilmdjkm) (A.19)
Hence one gets a 8-dimensional basis for N = 3, if one of the 3 dd-tensors in (A.17) is left out.
For N = 2 dabc = 0 that means β(4) = 3. We see from (A.18) that N = 2 and 3 are the only
exceptional cases.
Case r=5 : For the fifth rank tensors the procedure is in principle exactly the same, but much
more involved. Because of (A.8), there is no nontrivial relation between the invariant tensors
with an even number of d’s and the invariant tensors with an odd number of d’s. Therefore we
have two types of fifth rank tensors we can independently deal with.
Generalizing the method of Dittner [35] to the general SU(N), we get an ansatz for the in-
dependent set of fifth rank invariant tensors by manipulating Jacobi relations like (A.15) (in
case N = 3 also (A.19)). It is not sure that these relations represent the only dependences
between fifth rank tensors. Therefore we compute the corresponding determinants again [36].
Our ansatz in the even sector is the following:
D
(α)(+)
abcde = {δabfcde, δacfbde, δadfbce, δaefbcd, δbcfade, (A.20)
δbdface, δbefacd, δcdfabe, δcefabd, δdefabc,
dabmdcmkfdke, dabmddmkfcke, dabmdemkfdkc,
ddemdcmkfakb, dcemddmkfakb, ddcmdemkfakb,
dcbmdamkfdke, dcbmddmkfake, dcbmdemkfdka,
daemdcmkfdkb, daemddmkfckb, dacmdemkfdkb}
The corresponding determinant shows that we have an independent set in the even sector for
N ≥ 4:
detQ(+) = (
N20
128
)(N2 − 1)22(N2 − 4)16(N2 − 9)4 (A.21)
For N = 3 we have to leave out the 16., 18., 19., 20., 21. and 22. tensor in (A.20) in order to
arrive at an independent set. For N = 2, we only have the first 10 tensors in (A.20) because
d = 0. They are obviously independent.
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Now we consider the tensors with an odd number of d’s. Analogously to the even sector, we
get the ansatz:
D
(α)(−)
abcde = {δabdcde, δacdbde, δaddbce, δaedbcd, δbcdade, (A.22)
δbddace, δbedacd, δcddabe, δcedabd, δdedabc,
dabmdcmkddke, dabmddmkdcke, dabmdemkddkc,
fabmdcmkfdke, fabmddmkfcke, fabmdemkfdkc,
dcbmdamkddke, dcbmddmkdake, ddbmdemkdakc,
fcbmdamkfdke, fcbmddmkfake, fdbmdemkfakc}
In order to prove the linear independence of these 22 tensors for N > 4, we calculate the
determinant Q (A.13):
detQ(−) = (
N8
256
)(N2 − 1)22(N2 − 4)22(N2 − 9)5(N2 − 16) (A.23)
The factor (N2 − 16) indicates an additional dependence between the 22 tensors for N = 4
(see(A.12)). We have to leave out the 19.tensor in (A.22) in order to arrive at an independent
set. For N = 3 we have to leave out the 13., 17., 19., 20.,21. and 22. tensor in (A.22).
Appendix B Derivation of the Cg-Identities
We derive all types of the C-number identities which express gauge invariance of the nonabelian
theory analogously to the Slavnov-Taylor identities. These numerical Cg-identities are sufficient
for the operator gauge invariance (2.12) with the choice α = 0 (2.14). We isolate those few
Cg-identities which require nontrivial proofs. (This analysis was already carried out in great
detail in reference [37].) From this large set of identities we can derive 5 summed identities
which can directly compared with the Slavnov-Taylor identities. We explicitly show at one-loop
level that our Cg-identities imply the well-known relations between the Z-factors.
• Lorentz-structure of some distributions with one Q-vertex
Our convention of denoting operator-valued distributions is the following
tα2AB...ab...(x1, x2, . . .) : A
a(x1)B
b(x2) . . . : (B.1)
means a distribution with external field operators (legs) Aa and Bb, a and b are colour indices.
The subscripts α2 show that this term belongs to Tαn/2(x1, x2, . . .) with Q-vertex at the second
argument of the numerical distribution t. An immediate consequence of this notation is the
relation
tα1AB...ab...(x1, x2, · · ·) = ±tα2BA...ba...(x2, x1, · · ·), (B.2)
where we have a minus sign, if A,B are both Fermi operators and a plus sign in all other cases.
The Lorentz structure is preserved in the process of distribution splitting. For example, if the
d-distribution dµν ∼ gµν , the retarded distribution must also be rµν ∼ gµν , or if dµν = −dνµ,
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we antisymmetrize a (covariant) splitting solution so that rµν = −rνµ. As a consequence, the
Lorentz structure of Tα1/1 goes over to T
α
n/l. If the Q-vertex is
T uα1/1(x1) ∼: u(x1)u(x1)∂αu˜(x1) :, (B.3)
the terms with ∂αu˜(x1) not contracted have the following form:
Tαn/1(x1, . . . , xn) = t
α1µ
u˜uu...(x1, x2, x3, . . .) : ∂µu˜(x1)u(x2)u(x3) . . . : + . . .
where
tα1µu˜uu... = g
αµt¯1u˜uu...
Next we assume that the Q-vertex is of the following type
TAα1/1(x2) ∼: Aµ(x2)u(x2)Fαµ(x2) : . (B.4)
Considering the terms with Fαµ(x2) or Aµ(x2) not contracted, respectively,
Tn/1(x1, . . . , xn) = t
α2νµ
uF...(x1, x2, . . .) : u(x1)Fνµ(x2) . . . :
+tα2µuA... : u(x1)Aµ(x2) . . . : + . . . (B.5)
we obtain by Fαµ = −Fµα
tα2νµuF... = −gαν t¯2µuF... + gαµt¯2νuF ..., tα2µuA... = −tµ2αuA.... (B.6)
• Degenerate Diagrams
The distributions Dn, Dn/l, Rn, Rn/l, An, An/l contain connected diagrams only, due to their
causal supports. The disconnected diagrams appear in R′n, R
′
n/l, A
′
n, A
′
n/l and are, therefore,
automatically gauge invariant due to gauge invariance in lower orders.
For 2-leg diagrams the external legs must be attached to different vertices. This is not the
case, if we consider diagrams with 3 or more legs. We call a connected diagram degenerate,
if it has at least one vertex with two external legs; otherwise the connected diagram is called
nondegenerate. Let x be the degenerate vertex with two external fields, say B1, B2. Then, due
to its causal support, the Dn-distribution is given by
Dn(x, y, z, . . . ;xn) =: B
a
1 (x)B
b
2(x)B
c
3(z) . . . : fabd
[△ ret(x− y)rdc...n−1(y − xn, z − xn, . . .)−△ av(x− y)adc...n−1(y − xn, z − xn, . . .)] + . . . (B.7)
where △ ret/av = Dret/av, ∂Dret/av, or (B.9) below, and rn−1, an−1 are the retarded and ad-
vanced distributions of the subdiagram of order n− 1, which contain the vertices y, z, . . . xn.
Following the inductive construction, it is easy to prove that
[Q, Dn] =
n∑
l=1
∂lαD
α
n/l, (B.8)
by using gauge invariance in lower orders. Collecting all terms in (B.8) with a certain field
operator combination : Ω :, degenerate (: Ω :=: B1(x)B2(x)B3(z) . . . :) and nondegenerate
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diagrams (: Ω := B1(x)B2(y)B3(z) . . . :) cannot get mixed up, except the degenerate diagram
contains a factor δ(x − y). Terms with derivatives of δ(x − y) do not appear (see above). If
there is such a factor δ(x − y) in a degenerate term, we call it δ-degenerate, and if there is no
such δ(x−y), we call it truly degenerate. A δ-degenerate term in [Q, Dn] must be δ-degenerate
already in Dn. The δ(x−y) originates from the 4-gluon interaction, i.e. the normalization term
− 1
2
gµνδ(x− y) of the propagator:
△ ret/av(x − y) = ∂µ∂νDret/av(x− y)− 12gµνδ(x− y). (B.9)
This normalization, which is fixed in second order by gauge invariance (see Chapter 3(b)), goes
over to tree-like diagrams in higher orders (see also Sect.4b of [38]). A δ-degenerate term in∑
l ∂
l
αD
α
n/l is either δ-degenerate already in D
α
n/l, due to the 4-gluon interaction (second term
in (B.9)), or the δ-distribution is generated by the divergence ∂lα
dαl(x, y, . . .) ∼ ∂αDret/av(x− y)→
{
∂xαd
αl(x, y . . .) ∼ δ(x− y) + . . . (B.10a)
∂yαd
αl(x, y . . .) ∼ −δ(x− y) + . . . (B.10b)
In (B.10a) the Q-vertex is xl = x and in (B.10b) it is xl = y. Terms with ∂
µδ(x − y) are
produced in
∑
l ∂
l
αD
α
n/l in two different ways (let xl = x)
dαlµ(x, y, . . .) ∼ ∂µ∂αDret/av(x − y)→ ∂xαdαlµ ∼ ∂µδ(x− y) + . . . (B.11)
dαlµ(x, y, . . .) ∼ gµαδ(x− y) (4-gluon interaction) → ∂xαdαl ∼ ∂µδ(x − y). (B.12)
One can easily show that these two types of ∂δ-terms cancel.
Moreover, one can show, by means of the Cg-identites for tn−1(y − xn, z − xn, . . .) or
rn−1(y− xn, z− xn, . . .), respectively that the truly degenerate terms also cancel out (see [37]).
The δ-degenerate terms, however, do not cancel. Therefore, the latter have to be included in
the nondegenerate Cg-identities. This must be done in the following symmetric way:
: B1(x)B2(x)B3(z) . . . : δ(x − y) = 12 : B1(x)B2(y)B3(z) . . . : δ(x − y) . . .
+ 1
2
: B1(y)B2(x)B3(z) . . . : δ(x− y) . . . (B.13)
Otherwise, we would get a contradiction between the Cg-identites corresponding to : Ω : = :
B1(x)B2(y)B3(z) . . . : and : Ω :=: B1(y)B2(x)B3(z) . . . :. These two identites must be identical,
up to exchange of x and y.
• The different types of Cg-identities
In the various diagrams contributing to Tn and T
α
n/l, we have the basic external field operators
A,F, u and ∂u˜. Going over to [Q, Tn], we get one external field operator ∂u or ∂F in each
nonvanishing diagram. In
∑
∂lαT
α
n/l, the derivative may act on the numerical distribution or on
an external field operator. In the first case all external field operators are basic ones appearing
also in the specific coupling T1 i.e. A,F, u or ∂u˜. In the second case the term contains one of
the following nonbasic external field operators: ∂u, ∂∂u˜, ∂F or ∂A = 12F + (∂A)s
After the operator decomposition of
[Q, Tn] = i
n∑
l=1
∂lαT
α
n/l, (B.14)
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according to our convention, (6.7),(6.8) , we collect all terms with a particular combination of
field operators : Ω. Then we get the following types of Cg-identities:
Type I: Ω contains one nonbasic field operator (i.e. ∂u, ∂F, ∂∂u˜ or (∂A)s). Then the derivative
in (B.14) must act on a field operator.
Type II: Ω consists of basic field operators only. Then the derivative in (B.14) acts on the
numerical distribution, with the following exception: If Ω contains an operator F (xi), then the
terms with 1
2
Fαµ(xi) in (B.14) must also be included.
In proving gauge invariance (B.14), the nontrivial step is to show that the Cg-identities can
be preserved in the process of distribution splitting. In this operation they can be spoiled by
terms with local support only.
The Cg-identities of type I are either identifications of numerical distributions of the theory with
one Q-vertex with numerical distributions of the physical theory, and can easily be preserved
in the process of distribution splitting because we are free to normalize the extended theory
properly; or they concern the Lorentz structure only. In the latter case they hold true if the
Lorentz structure is preserved in the process of distribution splitting, which is always assumed.
Therefore the Cg-identities of type II are the only ones which require nontrivial proofs. We
consider a certain Cg-identity of type II which belongs to a certain combination of external field
operators. Let
κ
def
= 4− b− gu˜ − gu − d− 3f (B.15)
where b, gu, gu˜, d, f are determined by the field operator combination as in (4.1). The divergence
derivative ∂lµ in (B.14) operates on the numerical distribution in this case (type II) with the
trivial, above mentioned exception. Thus, the derivated numerical distribution has a singular
order ω ≤ κ+1. We conclude that the anomaly, i.e. the possible violation of the considered Cg-
identity, is a polynomial of degree at most κ+1 in the partial derivatives of δn−1(x). Therefore,
only Cg-identities of type II which belong to field operator combinations with
κ ≥ −1 (B.16)
need a nontrivial proof. Hence, Cg-identities with more than 5-legs, all 5-leg identities except
one and even some 4-leg-Cg-identities are automatically fulfilled.
In the following we list all 2-, 3-, 4-leg-cg-identities of type II. The trivially fulfilled identities
of type I are identifications of numerical distributions of the theory with one Q-vertex with
numerical distributions of the physical theory or they concern the Lorentz structure of certain
distributions. We insert these trivial type I-identities in the below listed type II-identities in
order to eliminate the distributions with one Q-vertex as far as possible.
• The Cg-identities for 2-leg distributions
All 2-leg distributions contain the colour tensor δab (see Appendix A). Therefore we define
the numerical distributions without this factor δab. We list all nontrivial 2-leg-Cg-identities
according to the above analysis:
For : Ω := δab : ua(x1)A
b
ν(x2) : with κ = 2 ≥ −1 we obtain
∂1αt
αν
AA +
1
2
∂2α[t
α2ν
uA − tν2αuA ] +
n∑
l=3
∂lαt
αlν
uA = 0, (B.17)
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For : Ω := δab : ua(x1)F
b
µν (x2) : with κ = 1 ≥ (−1)
∂1αt
αµν
AF +
1
2
[∂µ2 t
ν
uu˜ − ∂ν2 tµuu˜] +
1
4
[tµ2νuA − tν2µuA ] +
n∑
l=3
∂lαt
αlµν
uF = 0. (B.18)
• The Cg-identities for 3-leg distributions
Since all 3-leg distributions contain the colour tensor fabc, the numerical distribution are defined
without this factor fabc.
For : Ω := fabc : u
a(x1)u
b(x2)∂µu˜
c(x3) : with κ = 0 ≥ −1, we obtain
0 = ∂x1α t
αµ
Auu˜(x1, x2, x3, . . .) + ∂
x2
α t
αµ
Auu˜(x2, x1, x3, . . .) + ∂
µ
x3 t¯
3
uuu˜(x1, x2, x3, . . .)
+
n∑
l=4
∂xlα t
αlµ
uuu˜(x1, x2, x3, . . .) + gδ(x1 − x2)tµuu˜(x2, x3, . . .)
−gδ(x1 − x3)tµuu˜(x2, x3, . . .)− gδ(x2 − x3)tµuu˜(x1, x3, . . .). (B.19)
For : Ω := fabc : u
a(x1)A
b
µ(x2)A
c
ν(x3) : with κ = 1, we get
0 = ∂x1α t
αµν
AAA(x1, x2, x3, x4, . . .)−
1
2
∂x2α
[
tα3νµuAA (x1, x3, x2, x4, . . .)− (α↔ µ)
]
+
1
2
∂x3α
[
tα3µνuAA (x1, x2, x3, x4, . . .)− (α↔ ν)
]
+
n∑
l=4
∂xlα t
αlµν
uAA(x1, x2, x3, x4, . . .)
+g[δ(x1 − x2)− δ(x1 − x3)]tµνAA(x2, x3, x4, . . .)
−gδ(x2 − x3)1
2
[
tµ2νuA (x1, x2, x4, . . .)− (µ↔ ν)
]
. (B.20)
For : Ω := fabc : u
a(x1)A
b
µ(x2)F
c
νλ(x3) :, with κ = 0, we obtain
0 =
1
4
[
tν3µλuAA (x1, x2, x3, . . .)− (ν ↔ λ)
]
+∂x1α t
αµνλ
AAF (x1, x2, x3, . . .) +
1
2
∂x2α
[
tα2µνλuAF (x1, x2, x3, . . .)− (α↔ µ)
]
+
1
2
[
∂νx3t
λµ
uu˜A(x1, x3, x2, . . .)− (ν ↔ λ)
]
+
n∑
l=4
∂xlα t
αlµνλ
uAF (x1, x2, x3, . . .)
+g[δ(x1 − x2)− δ(x1 − x3)]tµνλAF (x2, x3, x4, . . .)
+
g
2
[
gµνδ(x2 − x3)tλuu˜(x1, x3, x4, . . .)− (ν ↔ λ)
]
. (B.21)
For : Ω := fabc : u
a(x1)F
b
µτ (x2)F
c
νλ(x3) : with κ = −1, we obtain
0 =
1
4
[
tµ2τνλuAF (x1, x2, x3 . . .)− (µ↔ τ)
]
−1
4
[
tν2λµτuAF (x1, x3, x2 . . .)− (ν ↔ λ)
]
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+∂x1α t
αµτνλ
AFF (x1, x2, x3, . . .) +
1
2
[
∂τx2t
µνλ
uu˜F (x1, x2, x3 . . .)− (µ↔ τ)
]
−1
2
[
∂λx3t
νµτ
uu˜F (x1, x3, x2 . . .)− (λ↔ ν)
]
+
n∑
l=4
∂xlα t
αlµτνλ
uFF (x1, x2, x3 . . .)
+g[δ(x1 − x2)− δ(x1 − x3)]tµτνλFF (x2, x3, x4 . . .). (B.22)
• The Cg-identities for 4-leg distributions
We now write down all types-II Cg-identities for 4-leg distributions.
We obtain for : Ω :=: ua(x1)A
b
ν(x2)A
c
κ(x3) A
d
λ(x4) : with κ = 0 using the abbreviation l for xl
in the arguments:
0 = ∂x1α t
ανκλ
AAAAabcd(1, 2, 3, 4, 5, . . .) +
1
2
∂x2α [t
α2νκλ
uAAAabcd(1, 2, 3, 4, 5, . . .)− (α↔ ν)]
+ 1
2
∂x3α [t
α2κνλ
uAAAacbd(1, 3, 2, 4, 5, . . .)− (α↔ κ)] + 12∂x4α [tα2λνκuAAAadbc(1, 4, 2, 3, 5, . . .)− (α↔ λ)]
+
n∑
l=5
∂xlα t
αlνκλ
uAAAabcd(1, 2, 3, 4, 5, . . .)+
+
{
gfabrfcdr
[
δ(1 − 2)tνκλAAA(2, 3, 4, 5, . . .) + δ(3− 4) 12 [tκ2λνuAA (1, 3, 2, 5, . . .)− (κ↔ λ)]
]}
+
{
(b, ν, x2)→ (c, κ, x3)→ (d, λ, x4)→ (b, ν, x2)
}
, (B.23)
The invariance of : Ω : under permutations of {(b, ν, x2), (c, κ, x3), (d, λ, x4)} is manifestly real-
ized in (B.23).
For : Ω :=: ua(x1)u
b(x2)∂µu˜
c(x3)A
d
ν(x4) : with κ = −1, we obtain the following Cg-identity:
0 = −
[
∂x2α t
αµν
uAu˜Aabcd(1, 2, 3, 4, 5, . . .)−
(
(a, x1)←→ (b, x2)
)]
+∂µx3 t¯
3ν
uuu˜Aabcd(1, 2, 3, 4, 5, . . .) + ∂
x4
α
1
2
[
tα4µνuuu˜Aabcd(1, 2, 3, 4, 5, . . .)− (α↔ ν)
]
+
n∑
l=5
∂xlα t
αlµν
uuu˜Aabcd(1, 2, 3, 4, 5, . . .)
+g{fadrfbcr[δ(1− 4)tνµAuu˜(4, 2, 3, 5 . . .)
+δ(2− 3)tνµAuu˜(4, 1, 3, 5 . . .)]} − g{(a, x1)←→ (b, x2)}
+gfabrfcdr[δ(1− 2)tνµAuu˜(4, 2, 3, 5 . . .)
+δ(3− 4)gνµ t¯3uuu˜(1, 2, 4, 5 . . .)], (B.24)
For : Ω :=: ua(x1)F
b
κλ(x2)A
c
µ(x3)A
d
ν(x4) : with κ = −1, we obtain the following Cg-identity:
0 = ∂x1α t
ακλµν
AFAAabcd(1, 2, 3, 4, 5, . . .) +
1
2
[∂λx2t
κµν
uu˜AAabcd(1, 2, 3, 4, 5, . . .)− (λ←→ κ)]
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+ 1
2
∂x3α [t
α3κλµν
uFAAabcd(1, 2, 3, 4, 5, . . .)− (α←→ µ)]
+ 1
2
∂x4α [t
α3κλνµ
uFAAabdc(1, 2, 4, 3, 5, . . .)− (α↔ ν)] +
n∑
l=5
∂xlα t
αlκλµν
uFAAabcd(1, 2, 3, 4, 5, . . .)
+ 1
4
[tκ2λµνuAAAabcd(1, 2, 3, 4, 5, . . .)− (κ↔ λ)]
+gfabrfcdrδ(3 − 4) 12 [tµ2νκλuAF (1, 3, 2, 5 . . .)− (µ←→ ν)]
+
g
2
{fadrfbcrδ(2− 3)[gµκtλνuu˜A(1, 3, 4, 5 . . .)− (κ←→ λ)]} +
g
2
{(c, µ, 3)←→ (d, ν, 4)}
+g[facrfdbrδ(1− 3)− fadrfcbrδ(1− 4)]tµνκλAAF (3, 4, 2, 5 . . .)
+gfabrfcdrδ(1 − 2)tµνκλAAF (3, 4, 2, 5 . . .)], (B.25)
For : Ω :=: ua(x1)A
b
µ(x2)F
c
κλ(x3)F
d
στ (x4) : with κ = −2 < −1(!), we obtain the following
Cg-identity:
0 = ∂x1α t
αµκλστ
AAFFabcd(1, 2, 3, 4, 5, . . .) +
1
2
∂x2α [t
α2µκλστ
uAFFabcd(1, 2, 3, 4, 5, . . .)− (α←→ µ)]
+ 1
2
{∂λx3tµκτρuAu˜Fabcd(1, 2, 3, 4, 5, . . .)− (κ←→ λ)]}
+ 1
2
{(c, κ, λ, x3)←→ (d, σ, τ, x4)} +
n∑
l=5
∂xlα t
αlµκλστ
uAFFabcd(1, 2, 3, 4, 5, . . .)
+ 1
4
[tκ3µλστuAAFabcd(1, 2, 3, 4, 5, . . .)− (κ↔ λ)] + 14 [(c, κ, λ, x3)←→ (d, σ, τ, x4)]
+g{fabrfcdrδ(1− 2)tµκλστAAF (2, 3, 4, 5 . . .)
−g
2
{fadrfbcrδ(2− 3)[gµκtλστuu˜F (1, 3, 4, 5 . . .)− (κ←→ λ)]}
−g
2
{(c, κ, λ, x3)←→ (d, σ, τ, x4)}
+g[fadrfbcrδ(1− 4)− facrfbdrδ(1− 3)]tµκλστAFF (2, 3, 4, 5 . . .), (B.26)
For : Ω :=: ua(x1)F
b
µν (x2)F
c
κλ(x3)F
d
στ (x4) : with κ = −3 < −1(!), we obtain the following
Cg-identity:
0 = ∂x1α t
αµνκλστ
AFFFabcd(1, 2, 3, 4, 5, . . .) +
1
2
[∂νx2t
µκλστ
uu˜FFabcd(1, 2, 3, 4, 5, . . .)− (µ←→ ν)]
+ 1
2
[∂λx3t
κµνστ
uu˜FFacbd(1, 3, 2, 4, 5, . . .)− (κ←→ λ)]
+ 1
2
[∂τx4t
σµνκλ
uu˜FFadbc(1, 4, 2, 3, 5, . . .)− (σ ↔ τ)] +
n∑
l=5
∂xlα t
αlµνκλστ
uFFFabcd(1, 2, 3, 4, 5, . . .)
+ 1
4
[tµ2νκλστuAFFabcd(1, 2, 3, 4, 5, . . .)− (µ↔ ν)] + 14 [tκ2λµνστuAFFacbd(1, 3, 2, 4, 5, . . .)− (κ↔ λ)]
+ 1
4
[tσ2τµνκλuAFFadbc(1, 4, 2, 3, 5, . . .)− (σ ↔ τ)]
−g[facrfbdrδ(1− 3) + fadrfcbrδ(1− 4) + fabrfdcrδ(1− 2)]tµνκλστFFF (2, 3, 4, 5 . . .), (B.27)
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For : Ω :=: ua(x1)u
b(x2)∂µu˜
c(x3)F
d
λκ(x4) : with κ = −2 < −1(!), we obtain the following
Cg-identity:
0 =
[
∂x1α t
αµλκ
Auu˜Fabcd(1, 2, 3, 4, 5, . . .)−
(
(a, x1)←→ (b, x2)
)]
+∂µx3 t¯
3λκ
uuu˜Fabcd(1, 2, 3, 4, 5, . . .) +
1
2
[
∂κx4t
µλ
uuu˜u˜abcd(1, 2, 3, 4, 5, . . .)− (κ↔ λ)
]
+
n∑
l=5
∂xlα t
αlµλκ
uuu˜Fabcd(1, 2, 3, 4, 5, . . .)
+ 1
4
[tλ4µκuuu˜Aabcd(1, 2, 3, 4, 5, . . .)− (λ↔ κ)]
+gfabrfcdrδ(1− 2)tµλκuu˜F (2, 3, 4, 5 . . .)
−g[facrfbdrδ(1− 3)tµλκuu˜F (2, 3, 4, 5 . . .)− ((a, x1)←→ (b, x2))]
+g[fadrfbcrδ(1 − 4)tµλκuu˜F (2, 3, 4, 5 . . .)− ((a, x1)←→ (b, x2))], (B.28)
• Summing up,
besides the one nontrivial (κ ≤ −1) 5-leg-Cg-identity corresponding to the operator : Ω := :
uaA
b
δA
c
µA
d
κA
e
λ :, we have isolated two 2-leg-Cg-identities (B.17), (B.18), four 3-leg Cg-identities
(B19), (B20), (B21), (B22) and three 4-leg Cg-identities, (B23), (B24), (B25) which need a
nontrivial proof. Their proof is given in Chapter 6. The last three 4-leg Cg-identities on our
list (B26),(B27),(B28) have κ < −1 and are therefore automatically fulfilled.
Furthermore, there are two identities with external fermionic matter fields with κ ≥ (−1),
analogously to the abelian theory (see [26], case III and case IV) :
For : Ω :=: ψα(xi)ψβ(xj) : u
a(xn) with κ = 0, we obtain
∑
1≤i,j≤n−1;i6=j
: ψα(xi)
[ n∑
l=1
∂lνt
νlαβa
ψψu
(xi, xj , . . . , xn) + im t
1αβa
ψψu
(xi, xj , . . . , xn)
−im t2αβa
ψψu
(xi, xj , . . . , xn) + degenerate terms
]
ψβ(xj) : = 0. (B.29)
For : Ω :=: ψα(xi)ψβ(xj) : A
a
µ(xn−1)u
b(xn) with κ = −1, we obtain
∑
1≤i,j≤n−2;i6=j
: ψα(xi)
[ n∑
l=1
∂lνt
νlµαβab
ψψAu
(xi, xj , . . . , xn−1, xn)+ im t
1µαβab
ψψAu
(xi, xj , . . . , xn−1, xn)
−im t2µαβab
ψψAu
(xi, xj , . . . , xn−1, xn) + degenerate terms
]
ψβ(xj) : = 0. (B.30)
The notation t is defined by the following equations:
t1ν = γνt
1
, t2ν = t
2
γν (B.31
These equations hold because the terms in (B.29) and (B.30) multiplied by a mass correspond
to the vertex Tmatter1/1 (see (2.11)).
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• The summed Cg-identities
The derived Cg-identities are sufficient for the operator gauge invariance with the choice α = 0
in (2.14). α = 0 corresponds to a special choice of the Q-vertex. One can eliminate all distri-
butions with one Q-vertex besides the divergences in regard to the inner variables. One arrives
at relations which almost only involve distributions of the orginal theory: In order to get the
summed 2-leg identity, one has to insert (B.18) into (B.17). Besides the 3-leg identity (B.19)
one attends another summed (3-leg) identity by inserting (B.22) into (B.21), then (B.21) into
(B.20). The 4-leg identities are treated analogously: Inserting (B.28) into (B.24), we get the
first summed 4-leg identity and inserting (B.27) into (B.26), then (B.26) into (B.25) and finally
(B.25) into (B.23), we arrive at the second summed 4-leg identity (see [24]).
These 5 (summed) identities can be directly compared with the Slavnov-Taylor identities. This
will be done in detail in a forthcoming paper [41].
However, one can immediately derive for example the well-known relation between the Z-factors
of the gluon vertex, the gluon propagator, the ghost vertex and the ghost propagator at one-
loop level from these summed Cg-identities:
• In the first step we define the following summed 2-leg and 3-leg distributions (The dots (. . .)
stand for the coordinates (x3, . . . , xn−1) in the first two definitions and for the coordinates
(x4, . . . , xn) in all the other definitions):
ΠκνAA(x1, x2, . . .) := t
κν
AA(x1, x2, . . .)+
−2∂x2λ tκλνAF (x1, x2, . . .)− 2∂x1λ tλκνFA (x1, x2, . . .) + 4∂x1λ ∂x2τ tλκτνFF (x1, x2, . . .)
ΠκlνuA (x1, x2, . . .) := t
κlν
uA (x1, x2, . . .)− 2∂x2λ tκlλνuF (x1, x2, . . .)
ΠµνuuA(x1, x2, x3, . . .) := t
µν
uuA(x1, x2, x3, . . .)− 2∂x3κ tµκνuuF (x1, x2, x3, . . .)
ΠαµνAAA(x1, x2, x3, . . .) := t
αµν
AAA(x1, x2, x3, . . .)+
+2δ(x1 − x2)tναµAF (x3, x2, . . .)− 2δ(x1 − x3)tµανAF (x2, x3, . . .) + 2δ(x2 − x3)tαµνAF (x1, x2, . . .)+
−2∂x1κ [tκαµνFAA (x1, x2, x3, . . .) + 2δ(x2 − x3)tµνκαFF (x3, x1, . . .)]+
−2∂x2κ [tακµνAFA (x1, x2, x3, . . .)− 2δ(x1 − x3)tανκµFF (x3, x2, . . .)]+
−2∂x3κ [tαµκνAAF (x1, x2, x3, . . .) + 2δ(x1 − x2)tκναµFF (x3, x2, . . .)]+
+4∂x2κ ∂
x3
λ t
ακµλν
AFF (x1, x2, x3, . . .)+4∂
x1
κ ∂
x2
λ t
καλµν
FFA (x1, x2, x3, . . .)−8∂x1κ ∂x2λ ∂x3σ tκαλµσνFFF (x1, x2, x3, ...)
ΠαlµνuAA(x1, x2, x3, . . .) := t
αlµν
uAA(x1, x2, x3, . . .)+
−2∂x3κ tαlµκνuAF (x1, x2, x3, . . .)− 2∂x2κ tαlκµνuFA (x1, x2, x3, . . .) + 4∂x2κ ∂x3λ tαlκµλνuFF (x1, x2, x3, . . .)+
+2δ(x2 − x3)tα(l−1)µνuF (x1, x2, . . .), l > 3
These definitions are natural, because the defined distributions represent in each case the sum
of all distributions contributing to the same operator in the adiabatic limit where partial inte-
grating is formally possible. (Note that also the four-gluon terms ( proportional to δ, see (B.9))
contribute to the operator where all external legs are attached to different vertices; for further
details see [41])
• Inserting (B.18) into (B.17) and inserting (B.22) and (B.21) into (B.20) and using the new
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definitions, we already arrive at 2 of the 5 summed identities of gauge invariance:
∂x1κ Π
κν
AA(x1, x2, x3, . . . , xn−1)− ∂αx2 [∂αx2tνuu(x1, x2, x3, . . . , xn−1)− (α↔ ν)]+
+
n∑
l=3
∂xlκ Π
κlν
uA (x1, x2, x3, . . . , xn−1) = 0 (B.32)
∂x1α Π
αµν
AAA(x1, x2, x3, x4, . . . , xn)+
+[
(
∂x2α [∂
α
x2Π
µν
uuA(x1, x2, x3, x4, . . . , xn)− (α↔ µ)]
)−((x2, ν)←→ (x3, µ))]+
+g[δ(x1 − x2)− δ(x1 − x3)]ΠµνAA(x2, x3, x4, . . . , xn)+
+g[
(
∂x2α [δ(x2 − x3)gαµtνuu(x1, x2, x4, . . . , xn)− (α↔ ν)]
)−((x2, ν)←→ (x3, µ))]+
+
n∑
l=4
∂lαΠ
αlµν
uAA(x1, x2, x3, x4, . . . , xn) = 0 (B.33)
• One easily checks that the following (local) renormalisations of the self energy distributions
are compatible with the first summed identity of gauge invariance (B.32) (and also with Lorentz
invariance, all the discrete symmetries and pseudo-unitarity) in the nth step of the inductive
construction. Because we are interested in the comparison with the Slavnov-Taylor identities,
we state only the relevant local normalisation terms which survive in the adiabatic limit in
regard to the inner coordinates (see (6.14)):
ΠµνAA + C
n−1
AA [∂
µ
x1∂
ν
x1 − gµν∂x1∂x1 ]δn−2
tνuu + C
n−1
uu ∂
ν
x2δ
n−2
•The possible renormalisations of the two vertices (compatible with Lorentz invariance, the
discrete symmetries and pseudo-unitarity) are the following:
ΠαµνAAA + C
n
AAA[g
αµ(∂νx1 − ∂νx2) + gαν(∂µx3 − ∂µx1) + gµν(∂αx2 − ∂αx3)]δn−1
ΠµνuuA + C
n
uuAδ
n−1gµν
The second summed identity (B.33) implies the following relation between these four normali-
sation constants in the nth step of the inductive construction:
gCn−1AA + C
n
uuA − gCn−1uu − CnAAA = 0
Because of Zi := 1 + Ci (Note our conventions in the ghost sector.), we directly get the well-
known relation between the Z-factors at one-loop level:
ZAA
ZAAA
=
Zuu
ZuuA
The interpretation of this relation is slightly different in the causal approach: It represents the
restrictions by gauge invariance on finite normalisation terms only. Of course we do not need
any infinite part in the Z-factors to absorb divergences in the causal approach.
Using the two summed 4-leg identities or the identities with external fermion pairs (B.29) and
(B.30), we can analogously deduce the corresponding relation of the Z-factor of the four-gluon
vertex or of the matter vertex.
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Appendix C The Causal Approach to QFT
For the purposes of completeness, we give a brief introduction to the Epstein-Glaser method
in quantum field theory (for details see [13,12]). We present a solution to the crucial problem
of distribution splitting following a recently given formulation of this question (see [42]). We
state some results which are decisive especially for the causal construction of massless theories
(see [27]).
••The Method of Epstein and Glaser: In the traditional Lagrangean approach to quantum
field theory, the basic objects are the quantized interacting fields. The Greens functions and
the time-ordered products constructed by the famous Feynman rules are not mathematically
well-defined since they contain the product of operator-valued distributions with discontinuous
step functions. This leads to the well-known ultraviolet divergences in perturbation theory.
They have to be corrected by subsequent renormalization. In order to manipulate divergent
integrals in the renormalization program, one has to introduce an intermediate regularization.
Epstein and Glaser followed the Bogoliubov’s formalism in order to keep apart the different
difficulties encountered in perturbative quantum field theory and to show that the standard
renormalization procedure, especially the intermediate regularization, is neither essential nor
constitutive for the physical theory at all [13,12]. There is a related approach to perturbative
quantum field theory given by Steinmann [39].
In contrast to the usual Lagrangean approach, Epstein and Glaser construct the perturbative
scattering matrix S(g) directly in the well-defined Fock space of free fields F . They introduce
the S-matrix without reference to Lagrangean formalism and do not use the problematic concept
of a quantized interacting field.
S(g) ∈ B(F ), g ∈ S(R4 ) (C.1)
In order to obtain the explicit form of the S-matrix, they use certain physical conditions. Here
the condition of causality plays the most important role:
• If the support of g1ǫS in Minkowski space is earlier than the support of g2ǫS in some Lorentz
frame (suppg1 < suppg2), then the S-matrix fulfills the following functional equation:
S(g1 + g2) = S(g2) · S(g1) [Causality (I)] (C.2)
• U(a,Λ) shall be the usual representation of the Poincare´ group P ↑+ in the Fock space F .
The condition of Poincare´ invariance of the S-matrix can be expressed as follows:
U(a,1)S (g)U (a,1)−1 = S (ga) ∀aǫR4
where ga(x) = g(x− a). [Translational invariance (II)] (C.3)
U(0,Λ)S(g)U(0,Λ)−1 = S(gΛ), ∀Λ ∈ L↑+
where gΛ(x) = g(Λ
−1x). [Lorentz Invariance (III)] (C.4)
• Epstein and Glaser search for a solution of the functional equation for the S-matrix of the
following form (formal power series in gǫS)
S(g) = 1+
∞∑
n=1
1
n!
∫
d4 x1 . . . d
4 xnTn(x1 , . . . xn)g(x1 ) . . . g(xn)
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def
= 1+ T . [Perturbative Ansatz (IV)] (C.5)
The Tn are operator-valued n-point distributions.
• The specific coupling of the theory Tn=1 (V ) is given.
Examples:
U(1) - gauge theory :
T1 = ieAν : Ψγ
νΨ : (C.6)
SU(N)-gauge theory :
T1 =
i
2
gfabc : (A
a
νA
b
νF
νµ
c +A
a
µvb∂
µv˜c) : (C.7)
Note that all fields in Tn=1 are unterstood to be free fields!
Epstein and Glaser show that the whole perturbative S-matrix in the sense of a formal power
series (IV) is already determined by the conditions of causality (I), translational invariance (II)
and the specific coupling of the theory (V) except for a number of finite (!) free constants which
have to be fixed by further physical conditions. Epstein and Glaser are able to work out the
whole of perturbation theory by an explicit inductive construction in a mathematically rigorous
way. The condition of Lorentz invariance (III) is optional because causal perturbative theory
can be worked out without requiring (III). The main steps are the following:
• Analogously to (C.5), Epstein and Glaser express the inverse S-matrix also by a formal power
series:
S(g)−1 = 1 +
∞∑
n=1
1
n!
∫
d4x1 . . . d
4xnT˜n(x1, . . . xn)g(x1) . . . g(xn)
= (1+ T )−1 = 1+
∞∑
n=1
(−T )r . (C.8)
Since by definition T˜ (x1, . . . , xn) and also Tn(x1, . . . , xn) are symmetric in x1, . . . , xn, it is con-
venient to use a set-theoretical notation X = x1, . . . , xn. The distributions T˜ can be computed
by formal inversion of (C.5):
T˜n(X) =
n∑
r=1
(−)r
∑
Pr
Tn1(X1) . . . Tnr(Xr), (C.9)
where the second sum runs over all partitions Pr of X into r disjoint subsets
X = X1 ∪ . . . ∪Xr, Xj 6= ∅, | Xj |= nj . (C.10)
Besides (C.9), one can deduce further relations between the n-point distrubutions:
∑
P 0
2
Tn1(x)T˜n−n1(Z\X) = 0 (C.10a)
for all Z with | Z |= n ≥ 1, | X |= n1;∑
P 0
2
Tn−n2(Z\Y )T˜n2(Y ) = 0 (C.10b)
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for all Z with | Z |= n ≥ 1, | Y |= n2. We stress the fact that all products of distributions are
well-defined because the arguments are disjoint sets of points so that the products are tensor
products of distributions.
• Epstein and Glaser translate the conditions imposed on S(g) into conditions on the n-point
distributions Tn(x1, . . . , xn) and T˜n(x1, . . . , xn) nǫN, according to the Bogoliubov’s ap-
proach:
(I) Causality
Tn(x1, . . . , xn) = Tm(x1, . . . xm) · Tn−m(xm+1, . . . xn), (C.11)
if {xm+1, . . . xn} < {x1, . . . xm}
T˜n(x1, . . . , xn) = T˜m(x1, . . . xm)T˜n−m(xm+1, . . . xn),
if {x1, . . . xm} < {xm+1, . . . xn}
(II) Translational Invariance
U(a,1)Tn(x1 , . . . , xn)U (a,1)
−1 = Tn(x1 + a, . . . , xn + a) ∀aǫR4 (C.12)
(III) Lorentz Invariance
U(0,Λ)Tn(x1, . . . , xn)U(0,Λ)
−1 = Tn(Λx1, . . . ,Λxn) ∀ΛǫL↑+ (C.13)
• Now Epstein and Glaser introduce the retarded and the advanced n-point distributions:
Rn(x1, . . . , xn) = Tn(x1, . . . , xn) +R
′
n where R
′
n =
∑
P2
Tn−n1(Y, xn)T˜n1(X) (C.14)
An(x1, . . . , xn) = Tn(x1, . . . , xn) +A
′
n where A
′
n =
∑
P2
T˜n1(X)Tn−n1(Y, xn). (C.15)
The sum runs over all partitions P2 : {x1, . . . xn−1} = X ∪Y, X 6= ∅ into disjoint subsets with
| X |= n1 ≥ 1, | Y |≤ n− 2.
Both sums, R′n and A
′
n, contain Tj’s with j ≤ n− 1 only and are therefore known quantities in
the inductive step from n− 1 to n - in contrast to Tn.
Note that the last argument xn is marked as the reference point for the support of Rn and An.
The following proposition is a consequence of the causality condition (I):
Proposition C.1
suppRm(x1, . . . , xm) ⊆ Γ+m−1(xm), m < n (C.16)
where Γ+m−1 is in the (m-1)-dimensional closed forward cone
Γ+m−1(xm) = {(x1, . . . , xm−1) | (xj − xm)2 ≥ 0, x0j ≥ x0n, ∀j}.
In the difference
Dn(x1, . . . , xn)
def
= Rn −An = R′n −A′n (C.17)
the unknown n-point distribution Tn cancels. Hence this quantity is also known in the inductive
step. It should be added that Dn has a causal support.
Proposition C.2
suppDn ⊆ Γ+n−1(xn) ∪ Γ−n−1(xn) (C.18)
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This crucial support property is preserved in the inductive step. It directly results from causal-
ity.
• Given the aforegoing facts, the following inductive construction of the n-point distribution Tn
becomes possible:
Starting off with the known Tm(x1, . . . , xn),m ≤ n−1, one computes A′n, R′n andDn = R′n−A′n.
With regard to the supports, one can decompose Dn in the following way:
Dn(x1, . . . , xn) = Rn(x1, . . . , xn)−An(x1, . . . , xn) (C.19)
suppRn ⊆ Γ+n−1(xn), suppAn ⊆ Γ−n−1(xn)
Then T ′n is given by
T ′n = Rn −R′n = An −A′n (C.20)
One can verify that the T ′n satisfy the conditions (C.11),(C.12) and (C.13) [13].
Because of the marked xn-variable, we finally symmetrize:
Tn(x1, . . . xn) =
∑
π
1
n!
T ′n(xπ1, . . . xπn) (C.21)
The only nontrivial step in the construction is the splitting of the operator-valued distribution
Dn with support in Γ
+ ∪ Γ− into a distribution Rn with support in Γ+ and a distribution
An with support in Γ
−. In causal perturbation theory the usual renormalization program is
reduced to this conceptually simple and mathematically well-defined problem.
In fact this problem of distribution splitting was already solved in a general framework by
the mathematician Malgrange in 1960 [40]. Epstein and Glaser used his general result for the
special case of quantum field theory [13]. We follow a new formulation of the splitting problem
given by Scharf [42].
•• The Theory of Distribution Splitting: Let there be an operator-valued tempered dis-
tribution with causal support:
DǫS ′(R4n), suppD ⊂ Γ+(xn) ∪ Γ−(xn) (C.22)
The question is whether it is possible to find a pair (R, A) of tempered distributions on R4n
with the following characteristics:
• R,AǫS ′(R4n) (A)
• R ⊂ Γ+(xn), A ⊂ Γ−(xn) (B) (C.23)
• R−A = D (C)
After normal ordering of the causal operator-valued distribution
D =
∑
k
: Θˆk : dk (C.24)
the numerical distributions dk remain to be split into a pair (rk, ak) respectively:
dk = rk − ak, supprk ⊆ Γ+n−1(xn), suppak ⊆ Γ−n−1(xn) (C.25)
Without normal ordering this procedure is not well-defined.
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From the translational invariance of Dn
U(a,1)Dn(x )U
−1 (a,1) = D(x + a) (C.26)
it follows
dk(x) = dk(x + a) ∀k (C.27)
We may set xn = 0 and look at the splitting problem for distributions
d(x) = dk(x1, ..., xn−1, 0)ǫS ′(R4n−1 ) (C.28)
Because of Γ+n−1(0)∩Γ−n−1(0) = {0}, the behaviour of the distribution at x = 0 is crucial for the
splitting problem. We therefore classify the singularities of distributions in this region. This
can be a carried out with the help of the singular order of distributions which is a rigorous
definition of the usual power-counting degree :
We assume d(x) to be a tempered distribution ǫS ′(Rm),m = 4 (n − 1 ).
Definition C.1 The distribution d(x)ǫS ′(Rm) has quasi-asymptotics d0(x) at x = 0, with
regard to a positive continuous function ρ(δ), δ > 0 if the limit
lim
δ→0
ρ(δ)δmd(δx) = d0(x) 6= 0 (C.29)
exists in S′(Rm).
We present the equivalent definition in momentum space:
Definition C.2 The distribution d(p) ∈ S ′(Rm) has quasi-asymptotics dˆ0(p) at p = ∞, with
regard to a positive continuous function ρ(δ), δ > 0 if the limit
lim
δ→0
ρ(δ)
〈
dˆ
(p
δ
)
, ϕˇ(p)
〉
= 〈dˆ0, ϕˇ〉 6= 0 (C.30)
exists for all ϕˇ ∈ S(Rm).
By scaling transformation it follows that
lim
δ→0
ρ(aδ)
ρ(δ)
= aω (C.31)
with some real ω. ρ is called power-counting function.
Definition C.3 The distribution dˆ(p) (resp. d(x)) ∈ S ′(Rm) is called singular of order ω at
p = ∞ (resp. x = 0), if it has a quasi-asymptotics dˆ(p) (d0(x)) at p = ∞ (x = 0) with
power-counting function ρ(δ) satisfying (C.31).
Note that this definition differs from the one introduced by Epstein and Glaser [13]. The latter
definition is hampered by the fact that the corresponding definitions in the x-space and p-space
are not completely equivalent. Our definition does not have this defect.
We specifiy the splitting problem by requiring
• ω(r) ≤ ω(d) ∧ ω(a) ≤ ω(d). (D) (C.32)
• Now we are in a position to construct explicit splitting solutions. One has to distinguish two
cases:
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1. Case:
ω(d) < 0, d ∈ S ′(Rm)
In this case we can construct a well-defined solution of the splitting problem by multiplying d
by a discontinuous Θ-step-function: Let v = (v1, · · · , vn−1) ∈ Γ+, i.e. all four-vectors vj are
time-like, vj ∈ ∨+. All products vj · xj are either ≥ 0 for x ∈ Γ+ or ≤ 0 for x ∈ Γ−. Using a
continuous C∞− function χ0 over R1 with
χ0(t) =


0 for t ≤ 0
< 1 for 0 < t < 1
1 for t ≥ 1
one demonstrates [42] that the following limit exists (This limit defines (!) the multiplication
of d(x) by a Θ-step-function.):
lim
δ→0
χ0
(vx
δ
)
d(x)
def
= Θ(vx)d(x)
def
= r(x), a(x) = r(x) − d(x) (C.33)
2. Case
ω(d) ≥ 0, d ∈ S ′
In this case the trivial splitting as in case 1 is possible only if one replace the general testfunction
ϕ by
(Wϕ)(x)
def
= ϕ(x) − w(x)
ω∑
|a|=0
xa
a!
(Daϕ)(0) (C.34)
(where w(x) ∈ S(Rm) with w(0) = 1, Daw(0) = 0, 1 ≤| a |≤ ω) (see [42] On this way we
arrive at a well-defined splitting solution r :
〈r(x), ϕ〉 def= 〈d(x),Θ(v · x)Wϕ〉, a(x) = r(x) − d(x), ϕ ∈ S (C.35)
r(x) defines a tempered distribution with suppr ⊆ Γ+(0). It should be stressed that r(x) ∈ S ′
is only a well-defined tempered distribution, provided that one sums up the additional terms
in (C.34). In the case of ω(d) ≥ 0, formal trivial splitting leads to the well-known ultraviolet
divergences in field theory.
• We still have to ask whether the splitting solution is unique:
Let r1 ∈ S ′ and r2 ∈ S ′ be two splitting solutions of a given distribution d ∈ S ′. After
construction r1 and r2 have their support in Γ
+ and agree with d on Γ+ \ {0}, from which
follows that (r1 − r2) is a tempered distribution with point support and with singular order
ω ≤ ω(d) :
supp(r1 − r2) ⊂ {0}, ω(r1 − r2) = ω(d), (r1 − r2) ∈ S ′ (C.36)
According to a well-known theorem in the theory of distributions, we have
r1 − r2 =
ω0∑
|a|=0
CaD
aδ(x). (C.37)
In case 1, ω(d) < 0, the splitting solution is thus unique, in particular it is independent of the
vector v in (C.33). In case 2, ω(d) ≥ 0, the splitting solution is only determined up to a local
distribution with a fixed maximal singular degree ω0 ≤ ω(d). The demands of causality (C.2)
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and translational invariance (C.3) leave the constants Ca in (C.37) undetermined. They have
to be fixed by additional physical normalization conditions such as Lorentz covariance or gauge
invariance.
• In the causal approach the question of the normalizability of a quantum field theory does
not involve the proof of its finiteness. Infinities do not appear at all in our formulation. The
problem of normalizability, however, consists above all in the proof of the statement that the
number of the (of course finite) constants Ca to be fixed by physical conditions stays the same
in all orders n of perturbation theory. This means that finitely many normalization conditions
are sufficient to determine the S-matrix completely (see Chapter 4).
•• Explicit Splitting Solutions in Massless Theories: We present some splitting formulae
in momentum space :
Let rˆ0(p) ∈ S ′(Rm) be a splitting solution of dˆ(p) ∈ S ′(Rm). We arrive at the general solution
in momentum space by adding a polynomial in p of degree ω = ω(d) with undetermined
coefficients Ca (see (C.37)).
rˆ(p) = rˆ0(p) +
ω(d)∑
|a|=0
Cap
a (C.38)
Let the derivatives Dbrˆ(q) exist in the usual sense of functions for all | b |≤ ω. To put it more
precisely, we require the following conditions:
(1) dˆ(p) ist ω-times continuously differentiable in a neighbourhood of p = q.
(2) The derivatives (Dadˆ)(p) are Ho¨lder - continuous at p = q ∀ | a |= ω.
Under these conditions there exists a integral representation for rˆq
rˆq(p) := rˆ(p)−
ω∑
|b|=0
(p)b
b!
Dbrˆ(0) (C.39)
This is the splitting solution of dˆ(p) which is uniquely determined by the normalization condi-
tions
Dbrˆq(q) = 0 | b |≤ ω (C.40)
For p − q ∈ Γ˜n−1+ (0) one deduces the following explicit representation of rˆq as a dispersion
integral.
rˆq(p) =
i
2π
∞∫
−∞
dt
(t− i0)ω+1
dˆ(tp+ (1− t)q)
(1− t+ i0) ∀p− q ∈ Γ˜
n−1
+ (0) ω(dˆ) ≥ 0 (C.41)
A formula for other p′s can be derived by analytical continuation.
The unique splitting solutions in case (1) ω(d) < 0 can be presented analogously as a disper-
sion integral
rˆ(p) =
i
2π
∞∫
−∞
dt
dˆ(tp)
(1− t+ i0) ∀p ∈ Γ˜
n−1
+ (0) w(dˆ) < 0 (C.42)
In both formulae (C.41,C.42) the t-integral is understood in the sense of distributions, i.e. one
first has to smear out the integrand by a test function ϕ ∈ S and then the t-integration is to
be carried out in order to arrive at < r(p), ϕˆ(p) >.
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• The splitting solution rq=0 with the special choice q = 0 is called the central or symmetrical
splitting solution which contains all relevant symmetrical characteristics. This solution is in
particular L↑+-covariant and also gauge invariant in case of gauge theories [25]. In theories with
only massive fields the central splitting solution exists. But already for an abelian gauge theory
with a massless gauge boson and massive matter fields there still is no complete proof of the
existence of the central solution. For the proof of gauge invariance in this theory with the help
of explicit splitting solutions one therefore has to pursue some additional consideration [25]. In
[26] we have given a new proof of gauge invariance for the abelian theory which does not draw
on explicit splitting solutions, is also valid for the case of massless matter fields, and thus yields
important methodological suggestions for the nonabelian gauge theory.
• The splitting solution rˆq (C.41) with normalization point q, however, q ∈ R4l\{0} , also
exists in the massless case under the above mentioned conditions. But considering the following
equation
rΛq(Λx) = D(Λ)rq(x), Λ ∈ L↑+, (C.43)
it is obvious that rq is in general not covariant because the subtraction point q is transformed
with Λ. In order to obtain a covariant splitting solution, one has to perform a finite renormal-
ization. Therefore, in applying (C.41), it is not necessary to compute precisely the q-depending
terms which make the normalization (C.40): We define for an arbitrary retarded part r(x) of
d(x):
rq(x)
def
= r(x)eiqx. (C.44)
It is easy to see that rq is a splitting solution of dq defined by dq
def
= eiqxd(x). We assume q to
be totally space-like. Then there is the central solution rq=0q of dq and
Pq(p)
def
= rˆq(p)− rˆq=0q (p) (C.45)
is a q-depending polynomial of degree ω in p. rˆ(p) can be obtained from rˆq(p) by taking the
limit
rˆ(p) = lim
q→0
[rˆq=0q (p) + Pq(p)]. (C.46)
We must add a q-depending polynomial Pq in such a way that the limit exists. Thus we obtain
a splitting solution rˆ of d.
In Chapter 3 (a) this splitting method is used for the analysis of the gauge boson self-energy.
•• Lorentz Covariant Splitting and Cohomology: In order to prove the nonabelian gauge
invariance, we need the statement of the existence of a L↑+-covariant splitting solution also in
the case m = 0. Epstein and Glaser give a sketch proof of this statement by integrating over
a maximal compact subgroup of the complex Lorentz group [13,6.3]. In [27] it is explicitly
shown that the existence of a L↑+-covariant splitting solution is a direct consequence of a trivial
cohomology of the Lorentz group.
•• The Causal Construction in Case of Fermionic Vertices: Our formulation of gauge
invariance (see Chapter 2) also requires the inductive construction in case of fermionic vertices
Tn=1. Therefore, we have to generalize the bosonic case treated by Epstein and Glaser (For a
detailed analysis see [37]):
We start off with the theory given by
S1(g) =
∫
d4x{T 10 (x)g0(x) + T 11 (x)g1(x)} where g := (g0, g1). (C.47)
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Let T 10 be a bosonic coupling and T
1
1 a fermionic one. Thus, T
1
1 anti-commute for space-like
separated points:
{T 11 (x), T 11 (y)} = 0 for (x− y)2 < 0 (C.48)
However, the causality of the S-matrix (C.2) implies
[S1(g), S1(g˜)] = 0 (C.49)
for space-like separation of the supports of g = (g0, g1) and g˜ = (g˜0, g˜1).
Inserting (C.47) and (C.48) in (C.49), we see that g1(x) and g˜1(y) must be anti-commuting
Grassmann variables.
For the S-matrix in n-th order, we make the ansatz
Sn(g) =
1
n!
∑
i1,...,in=0,1
∫
dx1 . . . dxn T
(n)
i1...in
(x1, . . . , xn) gi1(x1) . . . gin(xn) (C.50)
where ie = 0 refers to a bosonic vertex and ie = 1 to a fermionic vertex. Since the test function
gi1(x1) . . . gin(xn) in (C.50) has a mixed symmetry, we may assume T
(n)
i1...in
(x1, . . . , x1) to have
the same symmetry
Tipi1 ...ipin (xπ1 , . . . xπn) = (−1)Q(π) T
(n)
i1...in
(x1, . . . , xn). (C.51)
Here, Q(π) is the number of transpositions of fermionic vertices which are contained in π.
Note that Q(π) is not uniquely determined but (−1)Q(π) is. Because of (C.51), the set X =
{(x1, i1), (x2, i2), . . . , (xn, in)} of pairs (xe, ie) must be ordered in the fermionic vertices ie = 1.
Following the inductive construction of the T (n)’s in the pure bosonic case, it is now evident
which modifications must be carried out for our mixed fermionic-bosonic case: Every term
must be multiplied with (−1)Q(π), where π is the permutation, which puts (x1, i1), . . . , (xn, in)
in that order in which they are in the considered term. Note that the central step in the inductive
construction, the distribution splitting, is not affected by these additional factors (−1)Q(π). The
final symmetrization of T (n)’s turns partially into an antisymmetrization according to (C.51).
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