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The representation theory of finite sets and
correspondences
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Abstract. We investigate correspondence functors, namely the functors from
the category of finite sets and correspondences to the category of k-modules,
where k is a commutative ring. They have various specific properties which
do not hold for other types of functors. In particular, if k is a field and if
F is a correspondence functor, then F is finitely generated if and only if the
dimension of F (X) grows exponentially in terms of the cardinality of the finite
set X. In such a case, F has finite length. Also, if k is noetherian, then any
subfunctor of a finitely generated functor is finitely generated. When k is a
field, we give a description of all the simple functors and we determine the
dimension of their evaluations at any finite set.
A main tool is the construction of a functor associated to any finite lat-
tice T . We prove for instance that this functor is projective if and only if
the lattice T is distributive. Moreover, it has quotients which play a crucial
role in the analysis of simple functors. The special case of total orders yields
some more specific results. Several other properties are also discussed, such as
projectivity, duality, and symmetry. In an appendix, all the lattices associated
to a given poset are described.
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1. Introduction
Representations of categories have been used by many authors in different con-
texts. The purpose of the present memoir is to develop the theory in the case of
the category of finite sets, when morphisms are all correspondences between finite
sets. For representing the category of finite sets, there are several possible choices.
Pirashvili [Pi] treats the case of pointed sets and maps, while Church, Ellenberg
and Farb [CEF] consider the case where the morphisms are all injective maps.
Putman and Sam [PS] use all k-linear splittable injections between finite-rank free
k-modules (where k is a commutative ring). Here, we move away from such choices
by using all correspondences as morphisms. The cited papers are concerned with
applications to cohomological stability, while we develop our theory without any
specific application in mind. The main motivation is provided by the fact that fi-
nite sets are basic objects in mathematics. Moreover, the theory turns out to have
many quite surprising results, which justify the development presented here.
Let C be the category of finite sets and correspondences. A correspondence
functor over a commutative ring k is a functor from C to the category k-Mod
of all k-modules. As much as possible, we develop the theory for an arbitrary
commutative ring k. Let us start however with the case when k is a field. If
F is a correspondence functor over a field k, then we prove that F is finitely
generated if and only if the dimension of F (X) grows exponentially in terms of
the cardinality of the finite set X (Theorem 8.4). In such a case, we also obtain
that F has finite length (Theorem 8.6). This result was obtained independently
by Gitlin [Gi], using a criterion proved by Wiltshire-Gordon [WG]. Moreover, for
finitely generated correspondence functors, we show that the Krull-Remak-Schmidt
theorem holds (Proposition 6.6) and that projective functors coincide with injective
functors (Theorem 9.6).
Suppose that k is a field. By well-known results about representations of cat-
egories, simple correspondence functors can be easily classified. In our case, they
are parametrized by triples (E,R, V ), where E is a finite set, R is a partial order
relation on E, and V is a simple kAut(E,R)-module (Theorem 3.12). This is the
first indication of the importance of posets in our work. However, if SE,R,V is
a simple functor parametrized by (E,R, V ), then it is quite hard to describe the
evaluation SE,R,V (X) at a finite set X . We achieve this in Section 17 by giving a
closed formula for its dimension (Theorem 17.19).
Simple functors have precursors depending only on a poset (E,R). There is a
correspondence functor SE,R, which we call a fundamental correspondence functor
(Definition 4.7), from which we recover in a straightforward fashion every simple
correspondence functor SE,R,V by means of a suitable tensor product with V . Ac-
tually, SE,R can be defined over any commutative ring k and a large part of our
work is concerned with proving properties of the fundamental correspondence func-
tors SE,R. In particular, we prove in Section 17 that the evaluation SE,R(X) at
a finite set X is a free k-module, by describing a k-basis of SE,R(X) and giving a
closed formula for its rank (Corollary 17.17). This is the key which is used, when
k is a field, to obtain the formula for the dimension of SE,R,V (X), for any simple
kAut(E,R)-module V .
A natural question when dealing with a commutative ring k is to obtain specific
results when k is noetherian. We follow this track in Section 10 and show for
instance that any subfunctor of a finitely generated correspondence functor is again
finitely generated (Corollary 10.5). Also, we obtain stabilization results for Hom
and Ext between correspondence functors evaluated at large enough finite sets
(Theorem 10.10).
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In Section 19, we also introduce a natural tensor structure on the category of
correspondence functors, and show that there is an adjoint internal hom construc-
tion.
A main tool in this work is the construction of a correspondence functor FT
associated to a finite lattice T (Section 11). This is the second indication of the
importance of posets and lattices in our work. Part 2 of this memoir describes
the interplay between lattices and functors. For instance, one of our first results
asserts that the functor FT is projective if and only if the lattice T is distributive
(Theorem 11.11).
The fundamental functors can be analyzed by using lattices: if (E,R) is the
subposet of irreducible elements in a lattice T , then the functor FT has a funda-
mental functor as a quotient, which turns out to be SE,Rop where Rop denotes the
opposite order relation (Theorem 13.1). We show that there is a duality between
FT and FT op over any commutative ring k (Theorem 14.9) and the fundamental
functor SE,R also appears as a subfunctor of FT op (Theorem 14.16). The special
case of a totally ordered lattice T yields some specific results (Section 15), con-
nected to the fact that FT and its associated fundamental functor are projective
functors.
A surprising byproduct of our work is concerned with the theory of finite lat-
tices. In any lattice T , we define some operations r∞ and s∞, as well as some
special elements which we call bulbs (Section 16). Also, a canonical forest (disjoint
union of trees) can be constructed in T , from which some idempotents can be de-
fined in FT (T ) (Theorem 17.7 and Theorem 17.9). All this plays a crucial role in
the description of a k-basis of SE,R(X) in Section 17.
Some specific results about lattices have been postponed to two appendices
(Section 21 and Section 22) because they are not used directly in our analysis of
correspondence functors.
There are a few basic results in Section 2 which have been imported from else-
where, but this memoir is almost self-contained. The main exception is the algebra
EE of essential relations on a finite set E. This algebra has been analyzed in [BT]
and all its simple modules have been classified there. This uses the fundamental
module PEfR and there is an explicit description of the action of relations on PEfR.
All the necessary background on this algebra EE of essential relations is recalled in
Section 3. Note that the fundamental module PEfR is a main ingredient for the
definition of the fundamental functor SE,R.

Part 1
CORRESPONDENCE
FUNCTORS
2. The representation theory of categories
Before introducing the category C of finite sets and correspondences, we first recall
some standard facts from the representation theory of categories. Let D be a
category and let X and Y be two objects of D. We adopt a slightly unusual
notation by writing D(Y,X) for the set of all morphisms from X to Y . We reverse
the order of X and Y in view of having later a left action of morphisms behaving
nicely under composition.
We assume that D is small (or more generally that a skeleton of D is small).
This allows us to talk about the set of natural transformations between two functors
starting from D.
Throughout this paper, k denotes a commutative ring. It will sometimes be
noetherian and sometimes a field, but we shall always emphasize when we make
additional assumptions.
2.1. Definition. The k-linearization of a category D, where k is any commutative
ring, is defined as follows :
• The objects of kD are the objects of D.
• For any two objects X and Y , the set of morphisms from X to Y is the
free k-module kD(Y,X) with basis D(Y,X).
• The composition of morphisms in kD is the k-bilinear extension
kD(Z, Y )× kD(Y,X) −→ kD(Z,X)
of the composition in D.
2.2. Definition. Let D be a category and k a commutative ring. A k-representation
of the category D is a k-linear functor from kD to the category k-Mod of k-modules.
We could have defined a k-representation of D as a functor from D to k-Mod,
but it is convenient to linearize first the category D (just as for group representa-
tions, where one can first introduce the group algebra).
If F : kD → k-Mod is a k-representation of D and if X is an object of D, then
F (X) will be called the evaluation of F at X . Morphisms in kD act on the left
on the evaluations of F by setting, for every m ∈ F (X) and for every morphism
α ∈ kD(Y,X),
α ·m := F (α)(m) ∈ F (Y ) .
We often use a dot for this action of morphisms on evaluation of functors. With
our choice of notation, if β ∈ kD(Z, Y ), then
(βα) ·m = β · (α ·m) .
The category F(kD, k-Mod) of all k-representations of D is an abelian category.
(We need to restrict to a small skeleton of D in order to have sets of natural
transformations, which are morphisms in F(kD, k-Mod), but we will avoid this
technical discussion). A sequence of functors
0 −→ F1 −→ F2 −→ F3 −→ 0
is exact if and only if, for every object X , the evaluation sequence
0 −→ F1(X) −→ F2(X) −→ F3(X) −→ 0
is exact. Also, a k-representation of D is called simple if it is nonzero and has no
proper nonzero subfunctor.
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For any object X of D, consider the representable functor kD(−, X) (which
is a projective functor). Its evaluation at an object Y is the k-module kD(Y,X),
which has a natural structure of a (kD(Y, Y ), kD(X,X))-bimodule by composition.
For any kD(X,X)-module W , we define, as in [Bo1], the functor
LX,W = kD(−, X)⊗kD(X,X) W ,
which satisfies the following adjunction property.
2.3. Lemma. Let F = F(kD, k-Mod) be the category of all k-representations
of D and let X be an object of D.
(a) The functor
kD(X,X)−Mod −→ F , W 7→ LX,W
is left adjoint of the evaluation functor
F −→ kD(X,X)−Mod , F 7→ F (X) .
In other words, for any k-representation F : kD → k-Mod and any
kD(X,X)-module W , there is a natural isomorphism
HomF (LX,W , F ) ∼= HomkD(X,X)(W,F (X)) .
Moreover LX,W (X) ∼=W as kD(X,X)-modules.
(b) This functor kD(X,X)−Mod −→ F is right exact. It maps projective
modules to projective functors, and indecomposable projective modules to
indecomposable projective functors.
Proof : Part (a) is straightforward and is proved in Section 2 of [Bo1]. Part (b)
follows because this functor is left adjoint of an exact functor.
Our next result is a slight extension of the first lemma of [Bo1].
2.4. Lemma. Let X be an object of D and let W be a kD(X,X)-module. For
any object Y of D, let
JX,W (Y ) =
{∑
i
φi ⊗ wi ∈ LX,W (Y ) | ∀ψ ∈ kD(X,Y ),
∑
i
(ψφi) · wi = 0
}
.
(a) JX,W is the unique subfunctor of LX,W which is maximal with respect to
the condition that it vanishes at X.
(b) If W is a simple module, then JX,W is the unique maximal subfunctor of
LX,W and LX,W /JX,W is a simple functor.
Proof : The proof is sketched in Lemma 2.3 of [BST] in the special case of biset
functors for finite groups, but it extends without change to representations of an
arbitrary category D.
2.5. Notation. Let X be an object of D and let W be a kD(X,X)-module. We
define
SX,W = LX,W /JX,W .
If W is a simple kD(X,X)-module, then SX,W is a simple functor.
We emphasize that LX,W and SX,W are defined for any kD(X,X)-module W
and any commutative ring k. Note that we always have JX,W (X) = {0} because if
a =
∑
i
φi ⊗ wi ∈ JX,W (X), then a = idX ⊗(
∑
i
φi · wi) = 0.
Therefore, we have isomorphisms of kD(X,X)-modules
LX,W (X) ∼= SX,W (X) ∼=
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2.6. Proposition. Let S be a simple k-representation of D and let Y be an object
of D such that S(Y ) 6= 0.
(a) S is generated by S(Y ), that is, S(X) = kD(X,Y )S(Y ) for all objects X.
More precisely, if 0 6= u ∈ S(Y ), then S(X) = kD(X,Y ) · u.
(b) S(Y ) is a simple kD(Y, Y )-module.
(c) S ∼= SY,S(Y ).
Proof : (a) Given 0 6= u ∈ S(Y ), let S′(X) = kD(X,Y ) · u for all objects X . This
clearly defines a nonzero subfunctor S′ of S, so S′ = S by simplicity of S.
(b) This follows from (a).
(c) By the adjunction of Lemma 2.3, the identity id : S(Y ) → S(Y ) corre-
sponds to a non-zero morphism θ : LY,S(Y ) → S. Since S is simple, θ must be
surjective. But SY,S(Y ) is the unique simple quotient of LY,S(Y ), by Lemma 2.4 and
Notation 2.5, so S ∼= SY,S(Y ).
It should be noted that S has many realizations S ∼= SY,W as above, where
W = S(Y ) 6= 0. However, if there is a notion of unique minimal object, then
one can parametrize simple functors S by setting S ∼= SY,W , where Y is the unique
minimal object such that S(Y ) 6= 0 (see Theorem 3.7 for the case of correspondence
functors).
Our next proposition is Proposition 3.5 in [BST] in the case of biset functors,
but it holds more generally and we just recall the proof of [BST].
2.7. Proposition. Let S be a simple k-representation of D and let Y be an object
of D such that S(Y ) 6= 0. Let F be any k-representation of D. Then the following
are equivalent:
(a) S is isomorphic to a subquotient of F .
(b) The simple kD(Y, Y )-module S(Y ) is isomorphic to a subquotient of the
kD(Y, Y )-module F (Y ).
Proof : It is clear that (a) implies (b). Suppose that (b) holds and let W1, W2 be
submodules of F (Y ) such that W2 ⊂W1 andW1/W2 ∼= S(Y ). For i ∈ {1, 2}, let Fi
be the subfunctor of F generated byWi. Explicitly, for any object X of D, Fi(X) =
kD(X,Y ) ·Wi ⊆ F (X). Then Fi(Y ) = Wi and (F1/F2)(Y ) = W1/W2 ∼= S(Y ).
The isomorphism S(Y )→ (F1/F2)(Y ) induces, by the adjunction of Lemma 2.3, a
nonzero morphism θ : LY,S(Y ) → F1/F2. Since S(Y ) is simple, LY,S(Y ) has a unique
maximal subfunctor JY,S(Y ), by Lemma 2.4, and LY,S(Y )/JY,S(Y ) ∼= SY,S(Y ) ∼= S,
by Proposition 2.6. Let F ′1 = θ(LY,S(Y )) and F
′
2 = θ(JY,S(Y )). Since θ 6= 0, we
obtain
F ′1/F
′
2
∼= LY,S(Y )/JY,S(Y ) ∼= SY,S(Y ) ∼= S ,
showing that S is isomorphic to a subquotient of F .
3. Correspondence functors
Leaving the general case, we now prepare the ground for the category C we are
going to work with.
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3.1. Definition. Let X and Y be sets.
(a) A correspondence from X to Y is a subset of the cartesian product Y ×X.
Note that we have reversed the order of X and Y for the reasons mentioned
at the beginning of Section 2.
(b) A correspondence is often called a relation but we use this terminology only
when X = Y , in which case we say that a subset of X ×X is a relation
on X.
(c) If σ is a permutation of X, then there is a corresponding relation on X
which we write
∆σ = {(σ(x), x) ∈ X ×X | x ∈ X} .
In particular, when σ = id, we also write
∆id = ∆X = {(x, x) ∈ X ×X | x ∈ X} .
3.2. Definition. Let C denote the following category :
• The objects of C are the finite sets.
• For any two finite sets X and Y , the set C(Y,X) is the set of all corre-
spondences from X to Y .
• The composition of correspondences is as follows. If R ⊆ Z × Y and
S ⊆ Y ×X, then RS is defined by
RS = { (z, x) ∈ Z ×X | ∃ y ∈ Y such that (z, y) ∈ R and (y, x) ∈ S } .
The identity morphism idX is the diagonal subset ∆X ⊆ X×X (in other words
the equality relation on X).
3.3. Definition. Let kC be the linearization of the category C, where k is any
commutative ring.
(a) A correspondence functor (over k) is a k-representation of the category C,
that is, a k-linear functor from kC to the category k-Mod of k-modules.
(b) We let Fk = F(kC, k-Mod) be the category of all such correspondence
functors (an abelian category).
In part (b), we need to restrict to a small skeleton of C in order to have sets of
natural transformations, which are morphisms in Fk, but we avoid this technical
discussion. It is clear that C has a small skeleton, for instance by taking the full
subcategory having one object for each cardinality.
3.4. Proposition. Let X and Y be finite sets. If R ⊆ Y ×X, let Rop denote the
opposite correspondence, defined by
Rop = {(x, y) ∈ X × Y | (y, x) ∈ R} ⊆ X × Y .
Then the assignment R 7→ Rop induces an isomorphism from C to the opposite
category Cop, which extends to an isomorphism from kC to kCop.
Proof : One checks easily that if X , Y , Z are finite sets, if R ⊆ Y × X and
S ⊆ Z × Y , then (SR)op = RopSop.
We use opposite correspondences to define dual functors. The notion will be
used in Section 9 and Section 14.
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3.5. Definition. Let F be a correspondence functor over k. The dual F ♮ of F is
the correspondence functor defined on a finite set X by
F ♮(X) = Homk
(
F (X), k
)
.
If Y is a finite set and R ⊆ Y ×X, then the map F ♮(R) : F ♮(X)→ F ♮(Y ) is defined
by
∀α ∈ F ♮(X), F ♮(R)(α) = α ◦ F (Rop) .
In order to study simple modules or simple functors, it suffices to work over
a field k, by standard commutative algebra. If we assume that k is a field, then
the evaluation at a finite set X of a representable functor or of a simple functor is
always a finite-dimensional k-vector space.
3.6. Definition. A minimal set for a correspondence functor F is a finite set X
of minimal cardinality such that F (X) 6= 0.
Clearly, for a nonzero functor, such a minimal set always exists and is unique
up to bijection.
Our next task is to describe the parametrization of simple correspondence func-
tors, assuming that k is a field. This uses the finite-dimensional algebra
RX := kC(X,X)
of all relations on X , which was studied in [BT]. A relation R on X is called
essential if it does not factor through a set of cardinality strictly smaller than |X |.
The k-submodule generated by set of inessential relations is a two-sided ideal
IX =
∑
|Y |<|X|
kC(X,Y )kC(Y,X)
and the quotient
EX := kC(X,X)/IX
is called the essential algebra. A large part of its structure has been elucidated
in [BT].
The following parametrization theorem is similar to Proposition 2 in [Bo1] or
Theorem 4.3.10 in [Bo2]. The context here is different, but the proof is essentially
the same.
3.7. Theorem. Assume that k is a field.
(a) Let S be a simple correspondence functor, let E be a minimal set for S,
and let W = S(E). Then W is a simple module for the essential algebra
EE (with IE acting by zero) and S ∼= SE,W .
(b) Let E be a finite set and let W be a simple module for the essential algebra
EE, viewed as a module for the algebra RE by making IE act by zero
on W . Then E is a minimal set for SE,W . Moreover, SE,W (E) ∼=W (as
EE-modules).
(c) The set of isomorphism classes of simple correspondence functors is par-
ametrized by the set of isomorphism classes of pairs (E,W ) where E is a
finite set and W is a simple EE-module.
Proof : (a) Since S(Y ) = {0} if |Y | < |E|, we have
IE · S(E) =
∑
|Y |<|E|
kC(E, Y )kC(Y,E) · S(E) ⊆
∑
|Y |<|E|
kC(E, Y ) · S(Y ) = {0} ,
so S(E) is a module for the essential algebra EE . Now the identity of S(E) corre-
sponds by adjunction to a nonzero homomorphism LE,W → S, where W = S(E)
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(see Lemma 2.3). This homomorphism is surjective since S is simple. But LE,W
has a unique simple quotient, namely SE,W , hence S ∼= SE,W .
(b) Suppose that SE,W (Y ) 6= {0}. Then LE,W (Y ) 6= JE,W (Y ), so there exists a
correspondence φ ∈ C(Y,E) and v ∈W such that φ⊗ v ∈ LE,W (Y )−JE,W (Y ). By
definition of JE,W , this means that there exists a correspondence ψ ∈ C(E, Y ) such
that ψφ · v 6= 0. Since W is a module for the essential algebra EE = kC(E,E)/IE ,
we have ψφ /∈ IE . But ψφ factorizes through Y , so we must have |Y | ≥ |E|. Thus
E is a minimal set for SE,W . The isomorphism SE,W (E) ∼= W is a general fact
mentioned before.
(c) This follows from (a) and (b).
Theorem 3.7 reduces the classification of simple correspondence functors to the
question of classifying all simple modules for the essential algebra EE . Fortunately,
this has been achieved in [BT]. The simple EE-modules are actually modules for a
quotient PE = EE/N where N is a nilpotent ideal defined in [BT]. We call PE the
algebra of permuted orders, because it has a k-basis consisting of all relations on E of
the form ∆σR, where σ runs through the symmetric group ΣE of all permutations
of E, and R is an order on E. By an order, we always mean a partial order relation.
We let O be the set of all orders on E and Aut(E,R) the stabilizer of the order
R in the symmetric group ΣE . For the description of simple EE-modules, we need
the following new basis of PE (see Theorem 6.2 in [BT] for details).
3.8. Lemma.
(a) There is a set {fR | R ∈ O} of orthogonal idempotents whose sum is 1,
such that PE has a k-basis consisting of all elements of the form ∆σfR,
where σ ∈ ΣE and R ∈ O.
(b) For any σ ∈ ΣE, we have σfR = f σR, where
σx = ∆σx∆σ−1 for any
x ∈ PE. In particular, ∆σfR∆σ−1 = fR if σ ∈ Aut(E,R).
(c) For any order Q on E, we have :
QfR 6= 0 ⇐⇒ QfR = fR ⇐⇒ Q ⊆ R .
For the description of simple EE-modules and then simple correspondence func-
tors, we will make use of the left EE-module PEfR. This module is actually defined
without assuming that k is a field.
3.9. Definition. Let E be a finite set and R an order on E. We call PEfR the
fundamental module for the algebra EE, associated with the poset (E,R).
We now describe its structure.
3.10. Proposition. Let E be a finite set and R an order on E.
(a) The fundamental module PEfR is a left module for the algebra PE, hence
also a left module for the essential algebra EE and for the algebra of rela-
tions RE .
(b) PEfR is a (PE , kAut(E,R))-bimodule and the right action of kAut(E,R)
is free.
(c) PEfR is a free k-module with a k-basis consisting of the elements ∆σfR,
where σ runs through the group ΣE of all permutations of E.
(d) The action of the algebra of relations RE on the module PEfR is given as
follows. For any relation Q ∈ C(E,E),
Q ·∆σfR =
{
∆τσfR if ∃τ ∈ ΣE such that ∆E ⊆ ∆τ−1Q ⊆
σR,
0 otherwise ,
where ∆E is the diagonal of E ×E, and σR =
{(
σ(e), σ(f)
)
| (e, f) ∈ R
}
(recall that τ is unique in the first case).
14
Proof : See Corollary 7.3 and Proposition 8.5 in [BT].
The description of all simple EE-modules is as follows (see Theorem 8.1 in [BT]
for details).
3.11. Theorem. Assume that k is a field.
(a) Let R be an order on E and let PEfR be the corresponding fundamental
module. If V is a simple kAut(E,R)-module, then
TR,V := PEfR ⊗kAut(E,R) V
is a simple PE-module (hence also a simple EE-module).
(b) Every simple EE-module is isomorphic to a module TR,V as in (a).
(c) For any permutation σ ∈ ΣE, we have T σR, σV ∼= TR,V , where σR =
∆σR∆σ−1 is the conjugate order and
σV is the conjugate module.
(d) The set of isomorphism classes of simple EE-modules is parametrized by
the set of conjugacy classes of pairs (R, V ) where R is an order on E and
V is a simple kAut(E,R)-module.
Putting together Theorem 3.7 and Theorem 3.11, we finally obtain the following
parametrization, which is essential for our purposes.
3.12. Theorem. Assume that k is a field. The set of isomorphism classes of
simple correspondence functors is parametrized by the set of isomorphism classes
of triples (E,R, V ) where E is a finite set, R is an order on E, and V is a simple
kAut(E,R)-module.
3.13. Notation. Let E be a finite set and R an order on E.
(a) If V is a simple kAut(E,R)-module, we denote by SE,R,V the simple cor-
respondence functor parametrized by the triple (E,R, V ).
(b) More generally, for any commutative ring k and any kAut(E,R)-module V ,
we define
SE,R,V =
(
LE,PEfR/JE,PEfR
)
⊗kAut(E,R) V ,
by which we mean that SE,R,V (X) =
(
LE,PEfR/JE,PEfR
)
(X)⊗kAut(E,R)V
for any finite set X.
We end this section with a a basic result concerning the correspondence functors
SE,R,V , where k is any commutative ring and V is any kAut(E,R)-module.
3.14. Lemma. Let E be a finite set, let R be an order on E, and let V be any
kAut(E,R)-module.
(a) E is a minimal set for SE,R,V .
(b) SE,R,V (E) ∼= PEfR ⊗kAut(E,R) V .
Proof : Both PEfR and PEfR ⊗kAut(E,R) V are left modules for the essential
algebra EE . Therefore, the argument given in part (b) of Theorem 3.7 shows again
that E is a minimal set for SE,R,V . Moreover, since JE,PEfR vanishes on evaluation
at E, we have
SE,R,V (E) = LE,PEfR(E)⊗kAut(E,R) V = PEfR ⊗kAut(E,R) V ,
as required.
When k is a field and V is simple, we obtain SE,R,V (E) = TR,V , so we recover
the module TR,V of Theorem 3.11.
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4. Some basic examples and results
In this section we present a few important examples of correspondence functors and
prove some of their basic properties.
For any finite set E, the representable functor kC(−, E) (sometimes called
Yoneda functor) is the very first example of a correspondence functor. By definition,
it is actually isomorphic to the functor LE,kC(E,E). If W is a kC(E,E)-module
generated by a single element w (for instance a simple module), then the functor
LE,W is isomorphic to a quotient of kC(−, E) via the surjective homomorphism
kC(−, E) −→ LE,W = kC(−, E)⊗kC(E,E) W , φ 7→ φ⊗ w .
The representable functor kC(−, E) is projective (by Yoneda’s lemma).
The next result is basic. It has several important corollaries which are often
used.
4.1. Lemma. Let E and F be finite sets with |E| ≤ |F |. There exist correspon-
dences i∗ ∈ C(F,E) and i∗ ∈ C(E,F ) such that i∗i∗ = idE.
Proof : Since |E| ≤ |F |, there exists an injective map i : E →֒ F . Let i∗ ⊆ (F ×E)
denote the correspondence
i∗ =
{(
i(e), e
)
| e ∈ E
}
,
and i∗ ⊆ (E × F ) denote the opposite correspondence
i∗ =
{(
e, i(e)
)
| e ∈ E
}
.
As i is injective, one checks easily that i∗i∗ = ∆E , that is, i
∗i∗ = idE .
In other words, this lemma says that the object E of C is a direct summand of
the object F whenever |E| ≤ |F |.
4.2. Corollary. Let E and F be finite sets with |E| ≤ |F |. The representable
functor kC(−, E) is isomorphic to a direct summand of the representable func-
tor kC(−, F ).
Proof : Right multiplication by i∗ defines a homomorphism of correspondence
functors
kC(−, E) −→ kC(−, F ) ,
and right multiplication by i∗ defines a homomorphism of correspondence functors
kC(−, F ) −→ kC(−, E) .
Their composite is the identity of kC(−, E), because i∗i∗ = idE .
4.3. Corollary. Let E and F be finite sets with |E| ≤ |F |. The left C(F, F )-
module C(F,E) is projective.
Proof : By Corollary 4.2, kC(F,E) is isomorphic to a direct summand of kC(F, F ),
which is free.
4.4. Corollary. Let E and F be finite sets with |E| ≤ |F |. Let M be a correspon-
dence functor. If M(F ) = 0, then M(E) = 0.
Proof : For anym ∈M(E), we havem = i∗i∗ ·m. But i∗ ·m ∈M(F ), so i∗ ·m = 0.
Therefore m = 0.
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4.5. Corollary. Let E and F be finite sets with |E| ≤ |F |. For every finite set X,
composition in the category kC
µ : kC(X,F )⊗RF kC(F,E) −→ kC(X,E)
is an isomorphism.
Proof : The inverse of µ is given by
φ : kC(X,E) −→ kC(X,F )⊗RF kC(F,E) , φ(α) = αi
∗ ⊗ i∗ .
Composing with µ, we obtain µφ(α) = µ(αi∗ ⊗ i∗) = αi∗i∗ = α, so µφ = id. On
the other hand, if β ∈ kC(X,F ) and γ ∈ kC(F,E), then γi∗ belongs to RF and
therefore
φµ(β ⊗ γ) = φ(βγ) = βγi∗ ⊗ i∗ = β ⊗ γi
∗i∗ = β ⊗ γ ,
showing that φµ = id.
Now we move to direct summands of representable functors, given by some
idempotent. If R is an idempotent in kC(E,E), then kC(−, E)R is a direct sum-
mand of kC(−, E), hence projective again. In particular, if R is a preorder on E,
that is, a relation which is reflexive and transitive, then R is idempotent (because
R ⊆ R2 by reflexivity and R2 ⊆ R by transitivity). There is an equivalence rela-
tion ∼ associated with R, defined by
x ∼ y ⇐⇒ (x, y) ∈ R and (y, x) ∈ R .
Then R induces an order relation R on the quotient set E = E/ ∼ such that
(x, y) ∈ R ⇐⇒ (x, y) ∈ R ,
where x denotes the equivalence class of x under ∼.
4.6. Lemma. Let E be a finite set and let R be a preorder on E. Let R be
the corresponding order on the quotient set E = E/ ∼ and write e 7→ e for the
quotient map E → E. The correspondence functors kC(−, E)R and kC(−, E)R are
isomorphic via the isomorphism
kC(−, E)R −→ kC(−, E)R , S 7→ S ,
where for any correspondence S ⊆ X×E, the correspondence S ⊆ X×E is defined
by
(x, e) ∈ S ⇐⇒ (x, e) ∈ S .
Proof : It is straightforward to check that S is well-defined. If S ∈ C(X,E)R, then
S = SR and it follows that S = S R. Surjectivity is easy and injectivity follows
from the definition of S.
This shows that it is relevant to consider the functors kC(−, E)R where R is an
order on E. We will see later that they turn out to be connected with the simple
functors parametrized by Rop.
We now introduce the fundamental functors SE,R which will play a crucial role
in the sequel.
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4.7. Definition. If E is a finite set and R is an order on E, we denote by SE,R
the correspondence functor
SE,R = LE,PEfR/JE,PEfR ,
where PEfR is the fundamental module associated with the poset (E,R) (see Propo-
sition 3.10). We call it the fundamental correspondence functor associated with the
poset (E,R). In other words SE,R ∼= SE,R,kAut(E,R) .
By Lemma 3.14, E is a minimal set for SE,R and SE,R(E) = PEfR.
4.8. Remark. Since PEfR has a bimodule structure (see Proposition 3.10), we
can tensor on the right with a kAut(E,R)-module V . Then we recover the functor
SE,R,V = SE,R ⊗kAut(E,R) V .
This is because SE,R is a quotient of the functor LE,PEfR and there is a compatible
right kAut(E,R)-module structure on each of its evaluations
LE,PEfR(X) = kC(X,E)⊗kC(E,E) PEfR .
Whenever k is a field and V is a simple kAut(E,R)-module, then we recover in
this way the simple functor SE,R,V .
Evaluations of functors are not easy to control. One of our main tasks will
be to show that the evaluations of the fundamental correspondence functors SE,R
are free k-modules and to find their rank. This will be completely achieved in
Corollary 17.17. We start here by giving a first result in this direction. It holds
over an arbitrary commutative ring k.
4.9. Lemma. Let (E,R) be a finite poset.
(a) There is a unique morphism of correspondence functors
ωE,R : kC(−, E) −→ SE,R
such that ωE,R(∆E) = fR ∈ PEfR = SE,R(E).
(b) The morphism ωE,R is surjective. For any finite set X, the kernel of the
map
ωE,R,X : kC(X,E) −→ SE,R(X)
consists of the set of linear combinations
∑
S⊆X×E
λSS with coefficients λS
in k, such that
∀U ⊆ E ×X,
∑
∆⊆US⊆R
λS = 0 ,
where ∆ = ∆E for simplicity.
(c) The morphism ωE,R factorises as
kC(−, E) // // kC(−, E)R
ωE,R // // SE,R ,
where the morphism on the left hand side is right multiplication by R.
For any finite set X, the kernel of ωE,R,X is equal to the set of linear
combinations
∑
S∈C(X,E)R
λSS such that
∀U ∈ RC(E,X),
∑
US=R
λS = 0 .
(d) Both ωE,R and ωE,R are homomorphisms of right kAut(E,R)-modules.
18
Proof : (a) This is just an application of Yoneda’s lemma.
(b) The morphism ωE,R is surjective, because fR generates SE,R. Let u =∑
S∈C(X,E)
λSS be an element of kC(X,E), where λS ∈ k. Then ωE,R,X(u) = 0 if
and only if the image in SE,R(X) of the element∑
S∈C(X,E)
λSS ⊗ fR ∈ LE,PEfR(X)
is equal to 0. In other words, this means that
∑
S∈C(X,E)
λSS ⊗ fR belongs to
JE,PEfR(X). By definition, this is equivalent to saying that
(4.10) ∀U ∈ C(E,X),
∑
S∈C(X,E)
λS(US) · fR = 0 in PEfR .
Now the action of correspondences on PEfR is described in Proposition 3.10. We
obtain (US) · fR = 0, unless there exists τ ∈ ΣE such that
∆ ⊆ ∆τ−1US ⊆ R .
In this case τ is unique, and (US) · fR = ∆τfR. Thus Condition 4.10 is equivalent
to
∀U ⊆ E ×X,
∑
τ∈ΣE
( ∑
∆⊆∆τ−1US⊆R
λS
)
∆τfR = 0 in PEfR .
Equivalently,
∀U ⊆ E ×X, ∀τ ∈ ΣE ,
∑
∆⊆∆τ−1US⊆R
λS = 0 .
Changing U to ∆τU , this amounts to requiring that
∀U ⊆ E ×X,
∑
∆⊆US⊆R
λS = 0 .
(c) We know that RfR = fR, by Lemma 3.8. Then clearly S−SR ∈ KerωE,R,X ,
for any finite setX and any S ∈ C(X,E). Hence ωE,R factorizes through kC(−, E)R.
Replacing S by SR, we can assume that S = SR. Then the condition ∆ ⊆ US ⊆ R
yields R ⊆ USR ⊆ R2 ⊆ R, that is, US = R. The equation
∑
US=R
λS = 0 for any
given U is the same as the equation for RU , so we can assume that U ∈ RC(E,X).
The description of KerωE,R,X follows.
(d) The action of kAut(E,R) on both kC(X,E) and SE,R(X) is induced by
right multiplication of correspondences S 7→ S∆σ, for every S ∈ C(X,E) and
σ ∈ Aut(E,R). We clearly have
ωE,R,X(S∆σ) = S∆σfR = SfR∆σ = ωE,R,X(S)∆σ .
because ∆σ commutes with fR whenever σ ∈ Aut(E,R) (Lemma 3.8).
We end this section with the description of two small examples.
4.11. Example. Let E = ∅ be the empty set and consider the representable
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functor kC(−, ∅). Then kC(X, ∅) = {∅} is a singleton for any finite set X , so
kC(X, ∅) ∼= k. Moreover, any correspondence S ∈ C(Y,X) is sent to the identity
map from kC(X, ∅) ∼= k to kC(Y, ∅) ∼= k. This functor deserves to be called the
constant functor. We will denote it by k.
Assume that k is a field. The algebra kC(∅, ∅) ∼= k has a unique simple module k.
It is then easy to check that L∅,k = kC(−, ∅) and J∅,k = {0}. Therefore
kC(−, ∅) = S∅,∅,k
the simple functor indexed by (∅, ∅, k). Here the second ∅ denotes the only rela-
tion on the empty set, while k is the only simple module for the group algebra
kAut(E,R) = kΣ∅ ∼= k, where Σ∅ = {id} is the symmetric group of the empty set.
Note that S∅,∅,k is projective, because it is a representable functor.
4.12. Example. Let E = {1} be a set with one element and consider the rep-
resentable functor C(−, {1}). Then C(X, {1}) is in bijection with the set B(X) of
all subsets of X , because X × {1} ∼= X . It is easy to see that a correspondence
S ∈ C(Y,X) is sent to the map
B(X) −→ B(Y ) , A 7→ SA ,
where SA = {y ∈ Y | ∃ a ∈ A such that (y, a) ∈ S}. Thus kB ∼= kC(−, {1}) is a
correspondence functor such that kB(X) is a free k-module with basis B(X) and
rank 2|X| for every finite set X .
The functor kB has a subfunctor isomorphic to the constant functor S∅,∅,k,
because B(X) contains the element ∅ which is mapped to ∅ by any correspondence.
We claim that, if k is a field, the quotient kB/S∅,∅,k is a simple functor.
Assume that k is a field. The algebra kC({1}, {1}) has dimension 2, actually
isomorphic to k×k with two primitive idempotents ∅ and {(1, 1)}−∅. The essential
algebra E{1} is a one-dimensional quotient and its unique simple module W is one-
dimensional and corresponds to the pair (R, k), where R is the only order relation
on {1} and k is the only simple module for the group algebra kAut(E,R) = kΣ{1} ∼=
k, with Σ{1} = {id} the symmetric group of {1}. Thus there is a simple functor
S{1},W = S{1},R,k.
The kernel of the quotient map
kB ∼= kC(−, {1}) −→ kC(−, {1})⊗kC({1},{1}) W = L{1},W
is the constant subfunctor S∅,∅,k mentioned above, because ∅ ∈ C(X, {1}) can be
written ∅ · ∅, with the second empty set belonging to C({1}, {1}), thus acting by
zero on W . Now we know that L{1},W /J{1},W = S{1},W and we are going to show
that J{1},W = {0}. It then follows that L{1},W = S{1},W is simple and isomorphic
to kB/S∅,∅,k, proving the claim above.
In order to prove that J{1},W = {0}, we let u ∈ L{1},W (X), which can be
written
u =
∑
A∈B(X)
λA(A× {1})⊗ w ,
where w is a generator of W and λA ∈ k for all A. Since the empty set acts by zero
on w, the sum actually runs over nonempty subsets A ∈ B(A). Then u ∈ J{1},W (X)
if and only if, for all ({1} ×B) ∈ C({1}, X), we have∑
A∈B(X)
λA ({1} ×B)(A × {1}) · w = 0 .
Since ∅ acts by zero and {1} acts as the identity, we obtain
({1} ×B)(A × {1}) · w =
{
0 if B ∩ A = ∅ ,
w if B ∩ A 6= ∅ .
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This yields the condition∑
A∩B 6=∅
λA = 0 , for every nonempty B ∈ B(X) .
We prove by induction that λC = 0 for every nonempty C ∈ B(X). Subtracting
the condition for B = X and for B = X − C, we obtain
0 =
∑
A 6=∅
λA −
∑
A 6⊆C
λA =
∑
∅6=A⊆C
λA .
If C = {c} is a singleton, we obtain λ{c} = 0 and this starts the induction. In the
general case, we obtain by induction λA = 0 for ∅ 6= A 6= C, so we are left with
λC = 0. Therefore u = 0 and so J{1},W = {0}.
There is a special feature of this small example, namely that the exact sequence
0 −→ S∅,∅,k −→ kB −→ S{1},R,k −→ 0
splits. This is because there is a retraction kB → S∅,∅,k defined by
kB(X) −→ k , A 7→ 1 ,
which is easily checked to be a homomorphism of functors. Since kB is projective
(because it is a representable functor), its direct summand S{1},R,k is projective.
4.13. Remark. In both Example 4.11 and Example 4.12, there is a unique order
relation R on E, which is a total order. Actually, these examples are special cases
of the general situation of a total order, which is studied in Section 15.
5. Posets and lattices
Finite posets and lattices play an essential role in this paper. Indeed we already
know that pairs (E,R), where R is an order relation on E (that is, a finite poset),
appear in the parametrization of simple correspondence functors (Theorem 3.12)
and in the definition of the fundamental functor SE,R (Definition 4.7). Moreover,
lattices will play a central role in Part 2 (see Section 11).
This section is an interlude, in which we give some definitions, fix some notation,
and prove some basic lemmas, which will be used throughout.
5.1. Notation and definitions. Let (E,R) be a finite poset (or more generally
a preorder).
(a) We write ≤R for the order relation, so that (a, b) ∈ R if and only if a ≤R b.
Moreover a <R b means that a ≤R b and a 6= b.
(b) If a, b ∈ E with a ≤R b, we define intervals
[a, b]E = {x ∈ E | a ≤R x ≤R b} , ]a, b[E= {x ∈ E | a <R x <R b} ,
[a, b[E = {x ∈ E | a ≤R x <R b} , ]a, b]E = {x ∈ E | A <R x ≤R b} ,
[a, ·[E = {x ∈ E | a ≤R x} , ]·, b]E = {x ∈ E | x ≤R b} .
When the context is clear, we write [a, b] instead of [a, b]E.
(c) A subset A of E is a lower R-ideal, or simply a lower ideal, if, whenever
a ∈ A and x ≤R a, we have x ∈ A. Similarly, a subset A of E is an upper
R-ideal, or simply an upper ideal, if, whenever a ∈ A and a ≤R x, we
have x ∈ A.
(d) A principal lower ideal, or simply principal ideal, is a subset of the form
]·, a]E, where a ∈ E. A principal upper ideal is defined similarly.
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5.2. Notation and definitions. Let T be a finite lattice.
(a) We write ≤T , or sometimes simply ≤, for the order relation, ∨ for the
join (least upper bound), ∧ for the meet (greatest lower bound), 0ˆ for the
least element and 1ˆ for the greatest element.
(b) An element e ∈ T is called join-irreducible, or simply irreducible, if, when-
ever e =
∨
a∈A
a for some subset A of T , then e ∈ A. In case A = ∅, the
join is 0ˆ and it follows that 0ˆ is not irreducible. If e 6= 0ˆ is irreducible and
e = s∨ t with s, t ∈ T , then either e = s or e = t. In other words, if e 6= 0ˆ,
then e is irreducible if and only if [0ˆ, e[ has a unique maximal element.
(c) Let E be a subposet of T . We say that E is a full subposet of T if for all
e, f ∈ E we have :
e ≤R f ⇐⇒ e ≤T f .
(d) We write Irr(T ) for the set of irreducible elements in T , viewed as a full
subposet of T .
5.3. Notation. Let (E,R) be a finite poset (or more generally a preorder).
(a) Let I↓(E,R) denote the set of lower R-ideals of E. Then I↓(E,R), ordered
by inclusion of subsets, is a lattice : the join operation is union of subsets,
and the meet operation is intersection.
(b) Similarly, I↑(E,R) denotes the set of upper R-ideals of E, which is also
a lattice. If Rop is the relation opposite to R, then clearly I↑(E,R) =
I↓(E,R
op).
5.4. Lemma. Let R be a preorder on a finite set E. As in Lemma 4.6, let R be
the corresponding order on the quotient set E = E/ ∼. The quotient map E → E
induces an isomorphism of lattices I↓(E,R) ∼= I↓(E,R).
Proof : The proof is straightforward and is left to the reader.
Lemma 5.4, as well as Lemma 4.6, imply that it is enough to consider orders
rather than preorders. In the rest of this paper, we shall work with orders, without
loss of generality.
5.5. Lemma. Let (E,R) be a finite poset.
(a) The irreducible elements in the lattice I↓(E,R) are the principal ideals
]·, e]E, where e ∈ E. Thus the poset E is isomorphic to the poset of all
irreducible elements in I↓(E,R) by mapping e ∈ E to the principal ideal
]·, e]E.
(b) I↓(E,R) is a distributive lattice.
(c) If T is a distributive lattice and (E,R) is its subposet of irreducible ele-
ments, then T is isomorphic to I↓(E,R).
Proof : This is not difficult and well-known. For details, see Theorem 3.4.1 and
Proposition 3.4.2 in [St].
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5.6. Convention. In the situation of Lemma 5.5, we shall identify E with its
image via the map
E −→ I↓(E,R) , e 7→ ]·, e]E .
Thus we view E as a full subposet of I↓(E,R). This abusive convention is a con-
ceptual simplification and has many advantages for the rest of this paper.
Lattices having a given poset (E,R) as poset of irreducible elements will be
described in an appendix (Section 21). They are all quotients of I↓(E,R), and
I↓(E,R) is the only one which is distributive, up to isomorphism (by part c) of
Lemma 5.5).
Note that if (E,R) is the poset of irreducible elements in a finite lattice T ,
then T is generated by E in the sense that any element x ∈ T is a join of elements
of E. To see this, define the height of t ∈ T to be the maximal length of a chain in
[0ˆ, t]T . If x is not irreducible and x 6= 0ˆ, then x = t1 ∨ t2 with t1 and t2 of smaller
height than x. By induction on the height, both t1 and t2 are joins of elements
of E. Therefore x = t1 ∨ t2 is also a join of elements of E.
Given a poset (E,R), the map
E −→ I↑(E,R) , e 7→ [e, ·[E
is order-reversing, so it is in fact (E,Rop) which is identified with the poset of
irreducible elements in I↑(E,R). Since I↑(E,R) = I↓(E,R
op), this is actually just
Convention 5.6 applied to Rop.
We now introduce a notation which will play an important role in the rest of
the paper.
5.7. Notation. Let T be a finite lattice and let (E,R) be the full subposet of its
irreducible elements. For any finite set X and any map ϕ : X → T , we associate
the correspondence
Γϕ = {(x, e) ∈ X × E | e ≤T ϕ(x)} ⊆ X × E .
In the special case where T = I↓(E,R) and in view of Convention 5.6, we obtain
Γϕ = {(x, e) ∈ X × E | e ∈ ϕ(x)} .
5.8. Lemma. Let T be a finite lattice and let (E,R) be the full subposet of its
irreducible elements.
(a) For any map ϕ : X → T , we have ΓϕRop = Γϕ.
(b) If T = I↓(E,R), then a correspondence S ⊆ X × E has the form S = Γϕ
for some map ϕ : X → I↓(E,R) if and only if SRop = S.
(c) If T = I↑(E,R), then a correspondence S ⊆ X × E has the form S = Γϕ
for some map ϕ : X → I↑(E,R) if and only if SR = S.
Proof : (a) Since ∆E ⊆ R
op, we always have Γϕ = Γϕ∆E ⊆ ΓϕR
op. Conversely,
if (x, f) ∈ ΓϕRop, then there exists e ∈ E such that (x, e) ∈ Γϕ and (e, f) ∈ Rop,
that is, e ≤T ϕ(x) and f ≤R e. But f ≤R e if and only if f ≤T e (because (E,R)
is a full subposet of T ). It follows that f ≤T ϕ(x), that is, (x, f) ∈ Γϕ. Thus
ΓϕR
op ⊆ Γϕ and equality follows.
(b) This follows from (c) applied to Rop, because of the equality I↓(E,R) =
I↑(E,Rop).
(c) One direction follows from (a). For the other direction, let S ∈ C(X,E)
such that SR = S, or equivalently S ∈ C(X,E)R. Then the set
ψ(x) =
{
e ∈ E | (x, e) ∈ S
}
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is an upper R-ideal in E, thus ψ is a function X → I↑(E,R). Clearly Γψ = S.
6. Finite generation
In this section, we analyze the property of finite generation for correspondence
functors.
6.1. Definition. Let {Ei | i ∈ I} be a family of finite sets indexed by a set I
and, for every i ∈ I, let mi ∈ M(Ei). A correspondence functor M is said to
be generated by the set {mi | i ∈ I} if for every finite set X and every element
m ∈M(X), there exists a finite subset J ⊆ I such that
m =
∑
j∈J
αjmj , for some αj ∈ kC(X,Ej) (j ∈ J) .
In the case where I is finite, then M is said to be finitely generated.
We remark that, in the sum above, each αj decomposes as a finite k-linear
combination αj =
∑
S∈C(X,Ej)
λS S where λS ∈ k. Therefore, every m ∈ M(X)
decomposes further as a (finite) k-linear combination
m =
∑
j∈J
S∈C(X,Ej)
λS Smj .
6.2. Example. If E is a finite set, the representable functor kC(−, E) is finitely
generated. It is actually generated by a single element, namely ∆E ∈ kC(E,E).
6.3. Lemma. Let M be a finitely generated correspondence functor over k. Then,
for every finite set X, the evaluation M(X) is a finitely generated k-module. In
particular, if k is a field, then M(X) is finite-dimensional.
Proof : Let {mi | i = 1, . . . , n} be a finite set of generators ofM , withmi ∈M(Ei).
Let BX = {Smi | S ∈ C(X,Ei), i = 1, . . . , n}. By definition and by the remark
above, every element of M(X) is a k-linear combination of elements of BX . But
BX is a finite set, so M(X) is finitely generated. If k is a field, this means that
M(X) is finite-dimensional.
It follows that, in order to understand finitely generated correspondence func-
tors, we could assume that all their evaluations are finitely generated k-modules.
But we do not need this for our next characterizations.
6.4. Proposition. Let M be a correspondence functor over k. The following
conditions are equivalent :
(a) M is finitely generated.
(b) M is isomorphic to a quotient of a functor of the form
n⊕
i=1
kC(−, Ei) for
some finite sets Ei (i = 1, . . . , n).
(c) M is isomorphic to a quotient of a functor of the form
⊕
i∈I
kC(−, E) for
some finite set E and some finite index set I.
(d) There exists a finite set E and a finite subset B of M(E) such that M is
generated by B.
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Proof : (a) ⇒ (b). Suppose that M is generated by the set {mi | i = 1, . . . , n},
where mi ∈M(Ei). It follows from Yoneda’s lemma that there is a morphism
ψi : kC(−, Ei)→M
mapping ∆Ei ∈ C(Ei, Ei) to the element mi ∈M(Ei), hence mapping β ∈ C(X,Ei)
to βmi ∈M(X). Their sum yields a morphism
ψ :
n⊕
i=1
kC(−, Ei)→M .
For any X and any m ∈ M(X), we have m =
n∑
i=1
αimi for some αi ∈ kC(X,Ei),
hence m = ψ(α1, . . . , αn), proving the surjectivity of ψ.
(b)⇒ (c). Suppose that M is isomorphic to a quotient of a functor of the form
n⊕
i=1
kC(−, Ei). Let F be the largest of the sets Ei. By Corollary 4.2, each kC(−, Ei)
is a direct summand of kC(−, F ). Therefore, M is also isomorphic to a quotient of
the functor
n⊕
i=1
kC(−, F ).
(c) ⇒ (d). By Example 6.2, kC(−, E) is generated by ∆E ∈ kC(E,E). Let
bi ∈
⊕
i∈I
kC(E,E) having zero components everywhere, except the i-th equal to ∆E .
Since M is a quotient of
⊕
i∈I
kC(−, E), it is generated by the images of the ele-
ments bi. This is a finite set because I is finite by assumption.
(d) ⇒ (a). Since M is generated by B, it is finitely generated.
We apply this to the functors LE,V and SE,V defined in Lemma 2.3 and Nota-
tion 2.5.
6.5. Corollary. Let V be a finitely generated RE-module, where E is a finite set
and RE is the algebra of relations on E. Then LE,V and SE,V are finitely generated
correspondence functors.
Proof : Let {vi | i ∈ I} be a finite set of generators of V as an RE -module.
There is a morphism πi : kC(−, E) → LE,V mapping ∆E to vi ∈ LE,V (E) = V .
Therefore, we obtain a surjective morphism∑
i∈I
πi :
⊕
i∈I
kC(−, E) −→ LE,V ,
showing that LE,V is finitely generated. Now SE,V is a quotient of LE,V , so it is
also finitely generated.
6.6. Proposition. Let k be a noetherian ring.
(a) For any finitely generated correspondence functor M over k, the algebra
EndFk(M) is a finitely generated k-module.
(b) For any two finitely generated correspondence functors M and N , the k-
module HomFk(M,N) is finitely generated.
(c) If k is a field, the Krull-Remak-Schmidt theorem holds for finitely generated
correspondence functors over k.
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Proof : (a) Since M is finitely generated, there exists a finite set E and a sur-
jective morphism π :
⊕
i∈I
kC(−, E) → M for some finite set I (Proposition 6.4).
Denote by A the subalgebra of EndFk
(⊕
i∈I
kC(−, E)
)
consisting of endomorphisms
ϕ such that ϕ(Ker π) ⊆ Kerπ. The algebra A is isomorphic to a k-submodule of
EndFk
(⊕
i∈I
kC(−, E)
)
, which is isomorphic to a matrix algebra of size |I| over the
k-algebra kC(E,E) (because EndFk
(
kC(−, E)
)
∼= kC(E,E) by Yoneda’s lemma).
This matrix algebra is free of finite rank as a k-module. As k is noetherian, it
follows that A is a finitely generated k-module.
Now by definition, any ϕ ∈ A induces an endomorphism ϕ of M such that
ϕπ = πϕ. This yields an algebra homomorphism A → EndFk(M), which is surjec-
tive, since the functor kC(−, E) is projective. It follows that EndFk(M) is also a
finitely generated k-module.
(b) The functor M ⊕ N is finitely generated, hence V = EndFk(M ⊕ N) is a
finitely generated k-module, by (a). Since HomFk(M,N) embeds in V , it is also a
finitely generated k-module.
(c) If moreover k is a field, then EndFk(M) is a finite dimensional k-vector
space, by (a). Finding decompositions ofM as a direct sum of subfunctors amounts
to splitting the identity of EndFk(M) as a sum of orthogonal idempotents. Since
EndFk(M) is a finite dimensional algebra over the field k, the standard theorems
on decomposition of the identity as a sum of primitive idempotents apply. Thus M
can be split as a direct sum of indecomposable functors, and such a decomposition
is unique up to isomorphism.
After the Krull-Remak-Schmidt theorem, we treat the case of projective covers.
Recall (see 2.5.14 in [AF] for categories of modules) that in an abelian category A,
a subobject N of an object P is called superfluous if for any subobject X of P , the
equality X +N = P implies X = P . Similarly, an epimorphism f : P →M in A is
called superfluous if Ker f is superfluous in P , or equivalently, if for any morphism
g : L → P in A, the composition f ◦ g is an epimorphism if and only if g is an
epimorphism. A projective cover of an object M of A is defined as a pair (P, p),
where P is projective and p is a superfluous epimorphism from P to M .
6.7. Proposition. Let M be a finitely generated correspondence functor over a
commutative ring k.
(a) Suppose that M is generated by M(E) where E is a finite. If (P, p) is a
projective cover of M(E) in kC(E,E)-Mod, then (LE,P , p˜) is a projective
cover of M in Fk, where p˜ : LE,P → M is obtained from p : P → M(E)
by the adjunction of Lemma 2.3.
(b) If k is a field, then M admits a projective cover.
(c) In particular, when k is a field, let E be a finite set, let R be an order
relation on E, and let V be a simple kAut(E,R)-module. Let moreover
(P, p) be a projective cover of PfR ⊗kAut(E,R) V in kC(E,E)-Mod. Then
(LE,P , p˜) is a projective cover of the simple correspondence functor SE,R,V .
Proof : (a) (This was already proved in Lemme 2 of [Bo1].) By Lemma 2.3,
the functor Q 7→ LE,Q maps projectives to projectives. So the functor LE,P is
projective. Since M is generated by M(E), and since the evaluation at E of the
morphism p˜ : LE,P → M is equal to p : P → M(E), it follows that p˜ is surjective.
If N is any subfunctor of LE,P such that p˜(N) =M , then in particular N(E) ⊆ P
26
and p
(
N(E)
)
= M(E). Since p is superfluous, it follows that N(E) = P , hence
N = LE,P since LE,P is generated by its evaluation P at E.
(b) The algebra kC(E,E) is a finite dimensional algebra over the field k. Hence
any finite dimensional kC(E,E)-module admits a projective cover. Therefore (b)
follows from (a).
(c) The evaluation of the simple functor SE,R,V at E is the simple kC(E,E)-
module PfR ⊗kAut(E,R) V . Hence (c) follows from (a) and (b).
7. Bounded type
In this section, we analyze a notion which is more general than finite generation.
7.1. Definition. Let k be a commutative ring and let M be a correspondence
functor over k.
(a) We say that M has bounded type if there exists a finite set E such that
M is generated by M(E).
(b) We say that M has a bounded presentation if there are projective cor-
respondence functors P and Q of bounded type and an exact sequence of
functors
Q→ P →M → 0 .
Such a sequence is called a bounded presentation of M .
Suppose that M has bounded type and let E be a finite set such that M is
generated by M(E). It is elementary to see that M is finitely generated if and only
if M(E) is a finitely generated RE -module (using Example 6.2 and Lemma 6.3).
Thus an infinite direct sum of copies of a simple functor SE,R,V has bounded type
(because it generated by its evaluation at E) but is not finitely generated. Also, a
typical example of a correspondence functor which does not have bounded type is
a direct sum of simple functors
∞⊕
n=0
SEn,Rn,Vn , where |En| = n for each n. This is
because SEn,Rn,Vn cannot be generated by a set of cardinality < n.
7.2. Lemma. Let k be a commutative ring and let M be a correspondence functor
over k. Suppose that M has bounded type and let E be a finite set such that M is
generated by M(E). For any finite set F with |F | ≥ |E|, the functor M is generated
by M(F ).
Proof : Let i∗ ∈ C(F,E) and i∗ ∈ C(E,F ) be as in Lemma 4.1, so that i∗i∗ = idE .
Saying that M is generated by M(E) amounts to saying that M(X) is equal to
kC(X,E)M(E), for any finite set X . It follows that
M(X) = kC(X,E)M(E)
= kC(X,E)i∗i∗M(E)
⊆ kC(X,F )i∗M(E)
⊆ kC(X,F )M(F ) ⊆M(X) ,
hence M(X) = kC(X,F )M(F ), i.e. M is generated by M(F ).
We are going to prove that any correspondence functor having a bounded pre-
sentation is isomorphic to some functor LE,V . We first deal with the case of pro-
jective functors.
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7.3. Lemma. Suppose that a correspondence functor M has bounded type and let
E be a finite set such that M is generated by M(E). If M is projective, then for
any finite set F with |F | ≥ |E|, the RF -module M(F ) is projective, and the counit
morphism LF,M(F ) →M is an isomorphism.
Proof : By Lemma 7.2, M is generated by M(F ). Choosing a set B of generators
ofM(F ) as an RF -module (e.g. B =M(F )), we see thatM is also generated by B.
As in the beginning of the proof of Proposition 6.4, we can apply Yoneda’s lemma
and obtain a surjective morphism
⊕
b∈B
kC(−, F ) → M . Since M is projective, this
morphism splits, and its evaluation at F also splits as a map ofRF -modules. Hence
M(F ) is isomorphic to a direct summand of a free RF -module, that is, a projective
RF -module.
By adjunction (Lemma 2.3), there is a morphism θ : LF,M(F ) → M which,
evaluated at F , gives the identity map of M(F ). As M is generated by M(F ), it
follows that θ is surjective, hence split since M is projective. Let η :M → LF,M(F )
be a section of θ. Since, on evaluation at F , we have θF = idM(F ), the equation
θη = idM implies that, on evaluation at F , we get ηF = idM(F ). Therefore ηF θF =
idM(F ). Now ηθ : LF,M(F ) → LF,M(F ) corresponds by adjunction to
idM(F ) = ηF θF :M(F ) −→ LF,M(F )(F ) =M(F ) .
Therefore ηθ must be the identity. It follows that η and θ are mutual inverses.
Thus M ∼= LF,M(F ).
We now prove that any functor with a bounded presentation is an LE,V , and
conversely. In the case of a noetherian base ring k, this result will be improved in
Section 10.
7.4. Theorem.
(a) Suppose that a correspondence functor M has a bounded presentation
Q→ P →M → 0 .
Let E be a finite set such that P is generated by P (E) and Q is generated
by Q(E). Then for any finite set F with |F | ≥ |E|, the counit morphism
ηM,F : LF,M(F ) →M
is an isomorphism.
(b) If E is a finite set and V is an RE-module, then the functor LE,V has a
bounded presentation. More precisely, if
W1 → W0 → V → 0
is a projective resolution of V as an RE-module, then
LE,W1 → LE,W0 → LE,V → 0
is a bounded presentation of LE,V .
Proof : (a) Consider the commutative diagram
LF,Q(F )
ηQ,F

// LF,P (F )
ηP,F

// LF,M(F )
ηM,F

// 0
Q // P // M // 0
where the vertical maps are obtained by the adjunction of Lemma 2.3. This lemma
also asserts that the first row is exact. By Lemma 7.3, for any finite set F with
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|F | ≥ |E|, the vertical morphisms ηQ,F and ηP,F are isomorphisms. Since the rows
of this diagram are exact, it follows that ηM,F is also an isomorphism.
(b) We use the adjunction of Lemma 2.3. Applying the right exact functor
U 7→ LE,U to the exact sequence W1 →W0 → V → 0 gives the exact sequence
LE,W1 → LE,W0 → LE,V → 0 .
By Lemma 2.3, LE,W1 and LE,W0 are projective functors, since W1 and W0 are
projective RE -modules. They all have bounded type since they are generated by
their evaluation at E.
Given a finite set E and an RE-module V , we define an induction procedure
as follows. For any finite set F , we define the RF -module
V ↑FE := kC(F,E)⊗RE V .
Notice that, by the definition of LE,V , we have LE,V (F ) = V ↑FE. To end this
section, we mention the behavior of the functors LE,V under induction.
7.5. Proposition. Let E be a finite set and V be an RE-module. If F is a
finite set with |F | ≥ |E|, the equality LE,V (F ) = V ↑
F
E induces an isomorphism of
correspondence functors
LF,V↑FE
∼= LE,V .
Proof : LetM = LE,V . Then by Theorem 7.4, there exists a bounded presentation
Q→ P →M → 0
where Q = LE,W1 is generated by Q(E) and P = LE,W0 is generated by P (E).
Hence by Theorem 7.4, for any finite set F with |F | ≥ |E|, the counit morphism
ηM,F : LF,M(F ) →M
is an isomorphism. In other words ηM,F : LF,V↑FE → LE,V is an isomorphism.
8. Exponential behavior and finite length
One of our purposes in this section is to show that, if our base ring k is a field,
then every finitely generated correspondence functor has finite length. This is based
on a lower bound estimate for the dimension of the evaluations of a simple functor
SE,R,V , which is proved to behave exponentially. We also prove that the exponential
behavior is equivalent to finite generation.
We first need a well-known combinatorial lemma.
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8.1. Lemma. Let E be a finite set and let G be a finite set containing E.
(a) For any finite set X, the number s(X,E) of surjective maps ϕ : X → E
is equal to
s(X,E) =
|E|∑
i=0
(−1)|E|−i
(
|E|
i
)
i|X| ,
or equivalently
s(X,E) =
|E|∑
j=0
(−1)j
(
|E|
j
)
(|E| − j)|X| .
(b) More generally, for any finite set X, the number ss(X,E,G) of all maps
ϕ : X → G such that E ⊆ ϕ(X) ⊆ G is equal to
ss(X,E,G) =
|E|∑
i=0
(−1)i
(
|E|
i
)
(|G| − i)|X| .
Proof : (a) Up to multiplication by |E|!, the number s(X,E) is known as a Stirling
number of the second kind. Either by Formula (24a) in Section 1.4 of [St], or by
a direct application of Mo¨bius inversion (i.e. inclusion-exclusion principle in the
present case), we have
s(X,E) =
∑
B⊆E
(−1)|E−B||B||X| .
Setting |B| = i, the first formula in (a) follows.
(b) Applying (a) to each subset A such that E ⊆ A ⊆ G, we obtain
ss(X,E,G) =
∑
E⊆A⊆G
s(X,A)
=
∑
E⊆A⊆G
∑
B⊆A
(−1)|A−B||B||X|
=
∑
B⊆G
( ∑
E∪B⊆A⊆G
(−1)|A−B|
)
|B||X|
But the inner sum is zero unless E ∪B = G. Therefore
ss(X,E,G) =
∑
B⊆G
E∪B=G
(−1)|G−B||B||X|
=
∑
C⊆E
(−1)|C|
(
|G− C|
)|X|
,
where the last equality follows by setting C = G−B. This proves part (b).
Now we prove our main lower bound estimate for the dimensions of the evalu-
ations of a simple functor.
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8.2. Theorem. Suppose that k is a field and let SE,R,V be a simple correspondence
functor, where E is a finite set, R is an order on E, and V is a simple kAut(E,R)-
module. There exists a positive integer N and a positive real number c such that,
for any finite set X of cardinality at least N , we have
c|E||X| ≤ dim
(
SE,R,V (X)
)
≤
(
2|E|
)|X|
.
Proof : Let X be a finite set. We first prove the upper bound. This is easy and
holds for all X . Since SE,R,V is a quotient of the representable functor kC(−, E),
we have
dim
(
SE,R,V (X)
)
≤ dim
(
kC(X,E)
)
= 2|X×E| =
(
2|E|
)|X|
.
Now we want to find first a lower bound for the dimension of the evaluation of the
fundamental correspondence functor SE,R. By Lemma 4.9,
SE,R(X) ∼= kC(X,E)R/Ker(ωE,R) ,
where ωE,R : kC(−, E)R −→ SE,R is the natural morphism. We consider the set
A = {Γϕ | ϕ ∈ Φ} ⊆ C(X,E)R ,
using Notation 5.7, where Φ is the set of all maps ϕ : X → I↑(E,R) such that
Im(ϕ) = E. We use here Convention 5.6 which identifies (E,Rop) with the poset
of irreducible elements of I↑(E,R), so that I↑(E,R) contains E as a subset. Note
that A is a subset of C(X,E)R because Γϕ belongs to C(X,E)R by Lemma 5.8.
We want to prove that the image of A in kC(X,E)R/Ker(ωE,R) is linearly
independent, from which we will deduce that |A| ≤ dim
(
SE,R(X)
)
. Suppose that∑
ϕ∈Φ
λϕΓϕ is zero in SE,R(X), where λϕ ∈ k for every ϕ ∈ Φ. In other words,∑
ϕ∈Φ
λϕΓϕ is in the kernel of ωE,R and, by Lemma 4.9, we obtain
∀U ∈ RC(E,X),
∑
UΓϕ=R
λϕ = 0 .
Consider the set Ψ of all maps ψ : X → I↓(E,R) such that Im(ψ) = E and choose
U = Γopψ ∈ C(E,X). Since Γψ = ΓψR
op by Lemma 5.8, we get Γopψ = RΓ
op
ψ , that is,
Γopψ ∈ RC(E,X). Therefore we have
∀ψ ∈ Ψ,
∑
Γopψ Γϕ=R
λϕ = 0 .
Define the matrix M indexed by Ψ× Φ by
Mψ,ϕ =
{
1 if Γopψ Γϕ = R ,
0 otherwise .
Note that M is a square matrix because both Ψ and Φ are in bijection with the
set of all surjective maps X → E. The previous relations yield Mλ = 0, where λ
is the column vector with entries λϕ, for ϕ ∈ Φ. We are going to prove that M is
invertible.
Suppose Mψ,ϕ = 1. Then, for any given x ∈ X , we can choose e = ψ(x) and
f = ϕ(x) and we obtain (e, x) ∈ Γopψ and (x, f) ∈ Γϕ, hence (e, f) ∈ Γ
op
ψ Γϕ = R.
In other words e ≤R f , that is, ψ(x) ≤R ϕ(x). This holds for every x ∈ X and we
obtain ψ ≤ ϕ (in the sense that ψ(x) ≤R ϕ(x) for all x ∈ X). Therefore
Mψ,ϕ = 1 =⇒ ψ ≤ ϕ .
This relation ≤ is clearly a partial order relation on the set of all surjective maps
X → E and it follows that the matrix M is unitriangular (with an ordering of rows
8. EXPONENTIAL BEHAVIOR AND FINITE LENGTH 31
and columns compatible with this partial order). Thus M is invertible (as a square
matrix with integer coefficients). Since Mλ = 0, it follows that the column vector
λ is zero. In other words, λϕ = 0 for every ϕ ∈ Φ, proving the linear independence
of the image of A in kC(X,E)R/Ker(ωE,R). Therefore |A| ≤ dim
(
SE,R(X)
)
.
Now we need to estimate |A| and, for simplicity, we write e = |E| and x = |X |.
By Lemma 8.1, we have
|A| =
e∑
i=0
(−1)e−i
(
e
i
)
ix = ex +
e−1∑
i=0
(−1)e−i
(
e
i
)
ix .
Note that the second sum is negative because the number |A| of surjective maps
X → E is smaller than the number ex of all maps X → E. Therefore
|A| = ex
(
1 +
e−1∑
i=0
(−1)e−i
(
e
i
) ( i
e
)x)
.
Since ie ≤
e−1
e < 1, the sum can be made as small as we want, provided x is large
enough. Therefore there exists a positive integer N and a positive real number a
such that a ex ≤ |A| whenever x ≥ N . In other words, for any finite set X of
cardinality at least N , we have
(8.3) a |E||X| ≤ |A| ≤ dim
(
SE,R(X)
)
,
giving a lower bound in the case of the fundamental correspondence functor SE,R.
Now we consider the right action of kAut(E,R) on each evaluation SE,R(X),
in order to estimate the dimension
dim
(
SE,R,V (X)
)
= dim
(
SE,R(X)⊗kAut(E,R) V
)
.
By Lemma 5.8, ωE,R : kC(X,E)R→ SE,R(X) is a homomorphism of kAut(E,R)-
modules. We claim that the k-subspace kA generated by A = {Γϕ | ϕ ∈ Φ} is a
free right kAut(E,R)-submodule of kC(X,E)R. Let σ ∈ Aut(E,R). Since
Γϕ = {(x, e) ∈ X × E | e ≤R φ(x)} and ∆σ = {(σ(f), f) | f ∈ E} ,
we obtain
Γϕ∆σ = {(x, f) ∈ X × E | σ(f) ≤R φ(x)} = {(x, f) ∈ X × E | f ≤R σ−1φ(x)}
= Γσ−1◦ϕ ,
using the fact that σ ∈ Aut(E,R) preserves the order relation R. But σ−1 ◦ ϕ 6= ϕ
if σ 6= id, because ϕ is surjective onto E. Therefore the right action of Aut(E,R)
on A is free, proving the claim.
If we denote by A′ the image of A in SE,R(X), we have seen in the first part
of the proof that A′ is linearly independent, so that ωE,R maps kA isomorphically
onto kA′ and kA′ is free. Now kA′ is an injective kAut(E,R)-module (because the
group algebra kAut(E,R) is symmetric, so that projective and injective modules
coincide). Therefore
SE,R(X) = kA′ ⊕Q
for some right kAut(E,R)-submodule Q. It follows that
dim
(
SE,R,V (X)
)
= dim
(
SE,R(X)⊗kAut(E,R) V
)
= dim(kA′ ⊗kAut(E,R) V ) + dim(Q⊗kAut(E,R) V ) .
But since kA′ is a free kAut(E,R)-module, we obtain
dim(kA′ ⊗kAut(E,R) V ) = dim(kA
′)
dim(V )
dim(kAut(E,R))
= |A| b ,
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where we put b := dim(V )|Aut(E,R)| for simplicity. Therefore, from the inequality 8.3, we
deduce that
ab |E||X| ≤ |A| b = dim(kA′ ⊗kAut(E,R) V ) ≤ dim
(
SE,R,V (X)
)
.
This produces the required lower bound for dim
(
SE,R,V (X)
)
We can now characterize finite generation in terms of exponential behavior.
8.4. Theorem. Let M be a correspondence functor over a field k. The following
are equivalent :
(a) M is finitely generated.
(b) There exists positive real numbers a, b, r such that dim(M(X)) ≤ a b|X| for
every finite set X with |X | ≥ r.
Proof : (a) ⇒ (b). Let M be a quotient of
⊕
i∈I
kC(−, E) for some finite set E and
some finite index set I. For every finite set X , we have
dim(M(X)) ≤ |I| dim(kC(X,E)) = |I| 2|X×E| = |I|
(
2|E|
)|X|
.
(b) ⇒ (a). Let P and Q be subfunctors of M such that Q ⊆ P ⊆ M and
P/Q simple, hence P/Q ∼= SE,R,V for some triple (E,R, V ). We claim that |E| is
bounded above. Indeed, for |X | large enough, we have
c|E||X| ≤ dim(SE,R,V (X))
for some c > 0, by Theorem 8.2, and
dim(SE,R,V (X)) ≤ dim(M(X)) ≤ a b
|X|
by assumption. Therefore, whenever |X | ≥ N for some N , we have
c|E||X| ≤ a b|X| that is, c ≤ a
( b
|E|
)|X|
.
Since c > 0, this forces
b
|E|
≥ 1 otherwise a
( b
|E|
)|X|
is as small as we want. This
shows the bound |E| ≤ b, proving the claim.
For each set E with |E| ≤ b, we choose a basis {mi | 1 ≤ i ≤ nE} of M(E) and
we use Yoneda’s lemma to construct a morphism ψEi : kC(−, E) → M such that,
on evaluation at E, we have ψEi,E(∆E) = mi. Starting from the direct sum of nE
copies of kC(−, E), we obtain a morphism
ψE : kC(−, E)nE →M ,
such that, on evaluation at E, the morphism ψEE : kC(E,E)
nE → M(E) is surjec-
tive, because the basis ofM(E) is in the image. Now the sum of all such morphisms
ψE yields a morphism
ψ :
⊕
|E|≤b
kC(−, E)nE −→M
which is surjective on evaluation at every set E with |E| ≤ b.
Let N = Im(ψ) and suppose ab absurdo that N 6=M . Let F be a minimal set
such that M(F )/N(F ) 6= {0}. Since ψ is surjective on evaluation at every set E
with |E| ≤ b, we must have |F | > b. Now M(F )/N(F ) is a module for the finite-
dimensional algebra RF = kC(F, F ) and, by minimality of F , inessential relations
act by zero on M(F )/N(F ). Let W be a simple submodule of M(F )/N(F ) as a
module for the essential algebra EF . Associated with W , consider the simple func-
tor SF,W . (Actually, W is parametrized by a pair (R, V ) and SF,W = SF,R,V (see
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Theorem 3.11), but we do not need this.) Now the module W = SF,W (F ) is iso-
morphic to a subquotient of M(F )/N(F ). By Proposition 2.7, SF,W is isomorphic
to a subquotient of M/N . By the claim proved above, we obtain |F | ≤ b. This
contradiction shows that N = M , that is, ψ is surjective. Therefore M is isomor-
phic, via ψ, to a quotient of
⊕
|E|≤b
kC(−, E)nE . By Proposition 6.4, M is finitely
generated.
In order to prove that, over a field k, any finitely generated correspondence
functor has finite length, we need a lemma.
8.5. Lemma. Let k be a field and let M be a finitely generated correspondence
functor over k.
(a) M has a maximal subfunctor.
(b) Any subfunctor of M is finitely generated.
Proof : (a) Since M is finitely generated, M is generated by M(E) for some finite
set E (Proposition 6.4). Let N be a maximal submodule of M(E) as a kC(E,E)-
module. Note that N exists because M(E) is finite-dimensional by Lemma 6.3.
Then M(E)/N is a simple kC(E,E)-module. By Proposition 2.7, there exist two
subfunctors F ⊆ G ⊆M such that G/F is simple, G(E) =M(E), and F (E) = N .
Since M is generated by M(E) and G(E) =M(E), we have G =M . Therefore, F
is a maximal subfunctor of M .
(b) Let N be a subfunctor of M . Since M is finitely generated, there exist
positive numbers a, b such that, for every large enough finite set X , we have
dim(N(X)) ≤ dim(M(X)) ≤ a b|X| ,
by Theorem 8.4. The same theorem then implies that N is finitely generated.
Lemma 8.5 fails for other categories of functors. For instance, in the category
of biset functors, the Burnside functor is finitely generated and has a maximal
subfunctor which is not finitely generated (see [Bo1] or [Bo2]). Similarly, the
following theorem is a specific property of the category of correspondence functors.
8.6. Theorem. Let k be a field and let M be a finitely generated correspondence
functor over k. Then M has finite length (that is, M has a finite composition
series).
Proof : By Lemma 8.5, M has a maximal subfunctor F1 and F1 is again finitely
generated. Then F1 has a maximal subfunctor F2 and F2 is again finitely generated.
We construct in this way a sequence of subfunctors
(8.7) M = F0 ⊃ F1 ⊃ F2 ⊃ . . .
such that Fi/Fi+1 is simple whenever Fi 6= 0. We claim that the sequence is finite,
that is, Fm = 0 for some m.
Let Fi/Fi+1 be one simple subquotient, hence Fi/Fi+1 ∼= SE,R,V for some
triple (E,R, V ). By Theorem 8.4, since M is finitely generated, there exist positive
numbers a, b such that, for every large enough finite set X , we have
dim(M(X)) ≤ a b|X| .
Therefore dim(SE,R,V (X)) ≤ a b
|X|. By Theorem 8.2, there exists some constant
c > 0 such that c |E||X| ≤ dim(SE,R,V (X)) for |X | large enough. So we obtain
c |E||X| ≤ a b|X| for |X | large enough, hence |E| < b. This implies that the simple
functor Fi/Fi+1 ∼= SE,R,V belongs to a finite set of isomorphism classes of simple
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functors, because there are finitely many sets |E| with |E| < b and, for any of them,
finitely many order relations R on E, and then in turn finitely many kAut(E,R)-
simple modules V (up to isomorphism).
Therefore, if the series (8.7) of subfunctors Fi was infinite, then some simple
functor SE,R,V would occur infinitely many times (up to isomorphism). But then,
on evaluation at E, the simple kC(E,E)-module SE,R,V (E) would occur infinitely
many times in M(E). This is impossible because M(E) is finite-dimensional by
Lemma 6.3.
Theorem 8.6 was obtained independently by Gitlin [Gi], using a criterion for
finite length proved recently by Wiltshire-Gordon [WG].
9. Projective functors and duality
This section is devoted to projective correspondence functors, mainly in the case
where k is a field. We use duality, which will again appear in Section 14.
Recall that, by Lemma 7.3, if a projective correspondence functor M is gen-
erated by M(E), then M(X) is a projective RX -module, for every set X with
|X | ≥ |E|. Recall also that, by Lemma 7.3 again, a projective correspondence func-
tor M is isomorphic to LE,M(E) whenever M is generated by M(E). Thus if we
work with functors having bounded type, we can assume that projective functors
have the form LE,V for some RE-module V . In such a case, we can also enlarge E
because LE,V ∼= LF,V↑FE whenever |F | ≥ |E| (see Proposition 7.5).
9.1. Lemma. Let k be a commutative ring and consider the correspondence
functor LE,V for some finite set E and some RE-module V .
(a) LE,V is projective if and only if V is a projective RE-module.
(b) LE,V is finitely generated projective if and only if V is a finitely generated
projective RE-module.
(c) LE,V is indecomposable projective if and only if V is an indecomposable
projective RE-module.
Proof : (a) If LE,V is projective, then V is projective by Lemma 7.3. Conversely,
if V is projective, then LE,V is projective by Lemma 2.3.
(b) If V is a finitely generated RE-module, then LE,V is finitely generated by
Corollary 6.5. If LE,V is finitely generated, then its evaluation LE,V (E) = V is
finitely generated by Lemma 6.3.
(c) By the adjunction property of Lemma 2.3, EndFk(LE,V )
∼= EndRE (V ), so
LE,V is indecomposable if and only if V is indecomposable.
Our main duality result has two aspects, which we both include in the following
theorem. The notion of symmetric algebra is standard over a field and can be
defined over any commutative ring as in [Br].
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9.2. Theorem. Let E be a finite set.
(a) The representable functor kC(−, E) is isomorphic to its dual.
(b) Let RE = kC(E,E) be the k-algebra of relations on E. Then RE is a
symmetric algebra. More precisely, let t : RE → k be the k-linear form
defined, for all basis elements S ∈ C(X,E), by the formula
t(S) =
{
1 if R ∩∆E = ∅ ,
0 otherwise .
Then t is a symmetrizing form on RE, in the sense that the associated
bilinear form (a, b) 7→ t(ab) is symmetric and induces an isomorphism of
(RE ,RE)-bimodules between RE and its dual Homk(RE , k).
Proof : (a) For every finite set X , consider the symmetric bilinear form〈
−,−
〉
X
: kC(X,E)× kC(X,E) −→ k
defined, for all basis elements R,S ∈ C(X,E), by the formula〈
R,S
〉
=
{
1 if R ∩ S = ∅ ,
0 otherwise.
Then, whenever U ∈ C(Y,X), R ∈ C(Y,E), and S ∈ C(X,E), we have
R ∩ US = ∅ ⇐⇒
(
(y, x) ∈ U, (x, e) ∈ S ⇒ (y, e) /∈ R
)
⇐⇒
(
(x, y) ∈ Uop, (y, e) ∈ R⇒ (x, e) /∈ S
)
⇐⇒ UopR ∩ S = ∅ .
It follows that
〈
UopR,S
〉
X
=
〈
R,US
〉
Y
. In view of the definition of dual functors
(Definition 3.5), this implies that the associated family of linear maps
αX : kC(X,E) −→ kC(X,E)
♮
defines a morphism of correspondence functors α : kC(−, E) −→ kC(−, E)♮.
To prove that α is an isomorphism, we fix X and we use the complement
cR = (X × E)− R, for any R ∈ C(X,E). Notice that the matrix of αX relative to
the canonical basis C(X,E) and its dual is the product of two matrices C and A,
where CR,S = 1 if S =
cR and 0 otherwise, while A is the adjacency matrix of the
order relation ⊆. This is because R ∩ S = ∅ if and only if R ⊆ cS. Clearly C is
invertible (it has order 2) and A is unitriangular, hence invertible. Therefore αX is
an isomorphism.
(b) LetR,S ∈ C(E,E). Then t(RS) is equal to 1 if RS∩∆E = ∅, and t(RS) = 0
otherwise. Now
RS ∩∆E = ∅ ⇐⇒ ∀(e, f) ∈ E × E, (e, f) ∈ R implies (f, e) /∈ S
⇐⇒ R ∩ Sop = ∅
where Sop is the opposite relation to S. Therefore t(RS) =
〈
R,Sop
〉
, where
〈
−,−
〉
E
is the bilinear form on kC(E,E) defined in (a). Since this bilinear form induces an
isomorphism with the dual and since the map S 7→ Sop is an isomorphism (it has
order 2), the bilinear form associated with t induces also an isomorphism with the
dual.
Since (R ∩ Sop)op = S ∩ Rop and ∅op = ∅, we have t(RS) = t(SR) for any
relations R and S on E, hence the bilinear form (a, b) 7→ t(ab) is symmetric. It
is clear that the associated k-linear map RE → Homk(RE , k) is a morphism of
(RE ,RE)-bimodules.
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9.3. Corollary. If k is a field, then the correspondence functor kC(−, E) is both
projective and injective.
Proof : Since passing to the dual reverses arrows and since kC(−, E) is projective,
its dual is injective. But kC(−, E) is isomorphic to its dual, so it is both projective
and injective.
9.4. Remark. Corollary 9.3 holds more generally when k is a self-injective ring
(see Corollary 14.11).
9.5. Remark. If R is an order relation on E, then there is a direct sum decom-
position
kC(−, E) = kC(−, E)R⊕ kC(−, E)(1−R) .
With respect to the bilinear forms defined in the proof of Theorem 9.2, we have(
kC(−, E)R
)⊥
= kC(−, E)(1−Rop)
because
U ∈
(
kC(X,E)R
)⊥
⇐⇒
〈
U, V R
〉
X
= 0 ∀V ∈ kC(X,E)
⇐⇒
〈
URop, V
〉
X
= 0 ∀V ∈ kC(X,E)
⇐⇒ URop = 0
⇐⇒ U(1−Rop) = U
⇐⇒ U ∈ kC(X,E)(1−Rop) .
It follows that
kC(−, E)/
(
kC(−, E)R
)⊥
= kC(−, E)/kC(−, E)(1−Rop) ∼= kC(−, E)Rop
and therefore the bilinear forms
〈
−,−
〉
X
induce perfect pairings
kC(−, E)R× kC(−, E)Rop −→ k .
Thus
(
kC(−, E)R
)♮ ∼= kC(−, E)Rop.
By the Krull-Remak-Schmidt theorem (which holds when k is a field by Propo-
sition 6.6), it is no harm to assume that our functors are indecomposable.
9.6. Theorem. Let k be a field and M be a finitely generated correspondence
functor over k. The following conditions are equivalent:
(a) The functor M is projective and indecomposable.
(b) The functor M is projective and admits a unique maximal (proper) sub-
functor.
(c) The functor M is projective and admits a unique minimal (nonzero) sub-
functor.
(d) The functor M is injective and indecomposable.
(e) The functor M is injective and admits a unique maximal (proper) sub-
functor.
(f) The functor M is injective and admits a unique minimal (nonzero) sub-
functor.
Proof : (a) ⇒ (b). Suppose first that M is projective and indecomposable. Then
M ∼= LE,V for some finite set E and some indecomposable projective kC(E,E)-
module V (Lemma 7.3). Since kC(E,E) is a finite dimensional algebra over k,
the module V has a unique maximal submodule W . If N is a subfunctor of M ,
then N(E) is a submodule of V , so there are two cases: either N(E) = V
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then N = M , because M is generated by M(E) = V , or N(E) ⊆ W , and then
N(X) ⊆ JW (X) for any finite set X , where
JW (X) =
{∑
i
ϕi⊗vi ∈ kC(X,E)⊗kC(E,E)V | ∀ψ ∈ C(E,X),
∑
i
(ψϕi) ·vi ∈W
}
.
One ckecks easily that the assignment X 7→ JW (X) is a subfunctor of LE,V , such
that JW (E) =W after the identification LE,V (E) ∼= V . (This subfunctor is similar
to the one introduced in Lemma 2.4.) In particular JW is a proper subfunctor
of LE,V . It follows that JW is the unique maximal proper subfunctor of LE,V , as
it contains any proper subfunctor N of LE,V .
(b) ⇒ (a). Suppose that M admits a unique maximal subfunctor N . If M
splits as a direct sum M1 ⊕M2 of two nonzero subfunctors M1 and M2, then M1
and M2 are finitely generated. Let N1 be a maximal subfunctor of M1, and N2 be
a maximal subfunctor ofM2. Such subfunctors exist by Lemma 8.5. Then M1⊕N2
and N1 ⊕M2 are maximal subfunctors of M . This contradiction proves that M is
indecomposable.
(a) ⇒ (d). If M is a finitely generated projective functor, then there exists
a finite set E such that M is isomorphic to a quotient, hence a direct summand,
of
⊕
i∈I
kC(−, E) for some finite set I (Proposition 6.4). Since k is a field, kC(−, E)
is an injective functor (Corollary 9.3), hence so is the direct sum and its direct
summand M .
(d) ⇒ (a). If M is a finitely generated injective functor, then its dual M ♮ is
projective, hence injective, and therefore M ∼= (M ♮)♮ is projective.
(a) ⇒ (c). For a finitely generated functor M , the duality between M and
M ♮ induces an order reversing bijection between the subfunctors of M and the
subfunctors of M ♮. If M is projective and indecomposable, then so is M ♮, that is,
(a) holds for M ♮. Thus (b) holds for M ♮ and the functor M ♮ has a unique maximal
subfunctor. Hence M has a unique minimal subfunctor.
(c) ⇒ (a). If M is projective and admits a unique minimal subfunctor, then
M is also injective, and its dual M ♮ is projective and admits a unique maximal
subfunctor. Hence M ♮ is indecomposable, so M is indecomposable.
It is now clear that (e) and (f) are both equivalent to (a), (b), (c) and (d).
Finally, we prove that the well-known property of indecomposable projective
modules over a symmetric algebra also holds for correspondence functors.
9.7. Theorem. Let k be a field.
(a) Let M be a finitely generated projective correspondence functor over k.
Then M/Rad(M) ∼= Soc(M).
(b) Let M and N be finitely generated correspondence functors over k. If M
is projective, then dimk HomFk(M,N) = dimk HomFk(N,M) < +∞.
Proof : (a) By Proposition 6.6, we can assume that M is indecomposable. In
this case, by Theorem 9.6, both M/Rad(M) and Soc(M) are simple functors. By
Proposition 6.4, there is a finite set E such that M is a quotient, hence a direct
summand, of F =
⊕
i∈I
kC(−, E) for some finite set I. Since kC(−, E)♮ ∼= kC(−, E),
the dual M ♮ is a direct summand of F ♮ ∼= F , and both M and M ♮ are generated by
their evaluations at E. Thus M ∼= LE,M(E) and M
♮ ∼= LE,M♮(E), by Lemma 7.3.
As M is a direct summand of F and M is indecomposable, M is a direct summand
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of kC(−, E), by the Krull-Remak-Schmidt Theorem (Proposition 6.6). So there is a
primitive idempotent e of kC(E,E) ∼= EndFk
(
kC(−, E)
)
such that M ∼= kC(−, E)e,
and we can assume that M = kC(−, E)e.
If V is a finite dimensional k-vector space, and W is a subspace of V , set
W⊥ = {ϕ ∈ Homk(V, k) | ϕ(W ) = 0} .
If N is a subfunctor of M , the assignment sending a finite set X to N(X)⊥ defines
a subfunctor N⊥ of M ♮, and moreover N 7→ N⊥ is an order reversing bijection
between the set of subfunctors ofM and the set of subfunctors ofM ♮. In particular
Soc(M)⊥ = Rad(M ♮). Hence Soc(M)⊥(E) =
(
Soc(M)(E)
)⊥
= Rad(M ♮)(E).
Now M ♮ 6= Rad(M ♮), and M ♮ is generated by M ♮(E). Hence Rad(M ♮)(E) 6=
M ♮(E). It follows that Soc(M)(E) 6= 0. Then Soc(M)(E) ⊆ kC(E,E)e, and
Soc(M)(E) is a left ideal of kC(E,E). It follows that Soc(M)(E) is not contained
in the kernel of the map t defined in Theorem 9.2, that is t
(
Soc(M)(E)
)
6= 0.
Hence
0 6= t
(
Soc(M)(E)
)
= t
(
Soc(M)(E)e
)
= t
(
e Soc(M)(E)
)
,
and in particular e Soc(M)(E) 6= 0. Since
e Soc(M)(E) ∼= HomFk
(
kC(−, E)e, Soc(M)
)
,
there is a nonzero morphism from M = kC(−, E)e to Soc(M), hence a nonzero
morphism fromM/Rad(M) to Soc(M). SinceM/Rad(M) and Soc(M) are simple,
it is an isomorphism.
(b) First, by Proposition 6.6, both HomFk(M,N) and HomFk(N,M) are finite
dimensional k-vectors spaces.
Now we can again assume thatM is an indecomposable projective and injective
functor. For a finitely generated functor N , set α(N) = dimk HomFk(M,N) and
β(N) = dimk HomFk(N,M). If 0 → N1 → N2 → N3 → 0 is a short exact
sequence of finitely generated functors, then α(N2) = α(N1) + α(N3) because M
is projective, and β(N2) = β(N1) + β(N3) because M is injective. So, in order
to prove (b), as N has finite length, it is enough to assume that N is simple. In
that case α(N) = dimk EndFk(N) if M/Rad(M)
∼= N , and α(N) = 0 otherwise.
Similarly β(N) = dimk EndFk(N) if Soc(M)
∼= N , and β(N) = 0 otherwise. Hence
(b) follows from (a).
10. The noetherian case
In this section, we shall assume that the ground ring k is noetherian, in which
case we obtain more results about subfunctors. For instance, we shall prove that
any subfunctor of a finitely generated functor is finitely generated. It would be
interesting to see if the methods developed recently by Sam and Snowden [SS] for
showing noetherian properties of representations of categories can be applied for
proving the results of this section.
Our first results hold without any assumption on k.
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10.1. Notation. Let k be a commutative ring, let E be a finite set, and let M be
a correspondence functor over k. We set
M(E) =M(E)/
∑
E′⊂E
kC(E,E′)M(E′) ,
where the sum runs over proper subsets E′ of E.
Note that if F is any set of cardinality smaller than |E|, then there exists
a bijection σ : E′ → F , where E′ is a proper subset of E. It follows that
kC(E,F )M(F ) = kC(E,F )RσM(E
′) ⊆
∑
E′⊂E
kC(E,E′)M(E′), where Rσ ⊆ F ×E
′
is the graph of σ.
Note also that M(E) is a left module for the essential algebra EE , because the
ideal IE =
∑
|Y |<|E|
kC(E, Y )kC(Y,E) of the algebra RE = kC(E,E) acts by zero
on M(E).
10.2. Lemma. Let k be a commutative ring, and let E be a finite set. Let M
be a correspondence functor over k. If p is a prime ideal of k, denote by Mp the
localization of M at p, defined by Mp(E) =M(E)p for every finite set E.
(a) Mp is a correspondence functor over the localization kp.
(b) If M is finitely generated over k, then Mp is finitely generated over kp.
(c) For each finite set E, there is an isomorphism of kpC(E,E)-modules
M(E)p ∼=Mp(E) .
Proof : (a) This is straightforward.
(b) If E is a finite set, then clearly kC(−, E)p ∼= kpC(−, E), because this the
localization of a free module (on every evaluation). If M is finitely generated, then
there is a finite set F such thatM is a quotient of
⊕
i∈I
kC(−, F ) for some finite set I.
Then Mp is a quotient of the functor
⊕
i∈I
kC(−, F )p ∼=
⊕
i∈I
kpC(−, F ), hence it is a
finitely generated functor over kp.
(c) Since localization is an exact functor, the exact sequence of k-modules⊕
E′⊂E
kC(E,E′)M(E′)→M(E)→M(E)→ 0
gives the exact sequence of kp-modules⊕
E′⊂E
(
kC(E,E′)M(E′)
)
p
→M(E)p →M(E)p → 0 .
Now clearly
(
kC(E,E′)M(E′)
)
p
= kpC(E,E′)M(E′)p = kpC(E,E′)Mp(E′) for
each E′ ⊂ E. Hence we get an exact sequence⊕
E′⊂E
kpC(E,E
′)Mp(E
′)→Mp(E)→M(E)p → 0 ,
and it follows that M(E)p ∼=Mp(E).
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10.3. Proposition. Let k be a commutative ring, let E be a finite set, and let M
be a correspondence functor such that M(E) 6= 0.
(a) There exists a prime ideal p of k such that Mp(E) 6= 0.
(b) If moreover M(E) is a finitely generated k-module, then there exist sub-
functors A and B of Mp such that pMp ⊆ A ⊂ B, and a simple module V
for the essential algebra EE of E over k(p) such that B/A ∼= SE,V , where
k(p) = kp/pkp.
(c) In this case, there exist positive numbers c and d such that
c |E||X| ≤ dimk(p)(Mp/pMp)(X)
whenever X is a finite set such that |X | ≥ d.
Proof : (a) This follows from the well-known fact that the localization map
M(E) −→
∏
p∈Spec(k)
M(E)p is injective, and from the isomorphismM(E)p ∼=Mp(E)
of Lemma 10.2.
(b) Set N =Mp/pMp where p is the prime ideal obtained in (a). Then N is a
correspondence functor over k(p). Suppose that N(E) = 0. Then
Mp(E) = pMp(E) +
∑
E′⊂E
kpC(E,E
′)Mp(E
′) .
Since M(E) is a finitely generated k-module, Mp(E) is a finitely generated kp-
module, and Nakayama’s lemma implies that
Mp(E) =
∑
E′⊂E
kpC(E,E
′)Mp(E
′) ,
that is, Mp(E) = 0. This contradicts (a) and shows that N(E) 6= 0.
Now N(E) is a nonzero module for the essential algebra EE of E over k(p),
and it is finite dimensional over k(p) (because Mp(E) is a finitely generated kp-
module). Hence it admits a simple quotient V as EE-module. Then V can be
viewed as a simple k(p)RE-module by inflation, and it is also a quotient of N(E).
By Proposition 2.7, there exist subfunctors A/pMp ⊂ B/pMp of N such that B/A
is isomorphic to the simple functor SE,V , proving (b).
(c) By (b) and Theorem 8.2, there exist positive numbers c and d such that
c |E||X| ≤ dimk(p)(B/A)(X)
whenever X is a finite set such that |X | ≥ d. Assertion (c) follows.
Now we assume that k is noetherian and we can state the critical result.
10.4. Theorem. Let k be a commutative noetherian ring. Let N be a subfunctor
of a correspondence functor M over k. If E and Y are finite sets such that M is
generated by M(E) and N(Y ) 6= 0, then |Y | ≤ 2|E|.
Proof : Since M is generated by M(E), choosing a set I of generators of M(E)
yields a surjection Φ : P =
⊕
i∈I
kC(−, E)→ M . Let L = Φ−1(N). Since Φ induces
a surjection L(Y ) → N(Y ), and since P is generated by P (E), we can replace M
by P and N by L. Hence we now assume that N is a subfunctor of
⊕
i∈I
kC(−, E).
Since N(Y ) 6= 0, there exists
m ∈ N(Y )−
∑
Y ′⊂Y
kC(Y, Y ′)N(Y ′) .
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Let N ′ be the subfunctor of N generated by m. Then clearly N ′(Y ) 6= 0, because
m ∈ N ′(Y )−
∑
Y ′⊂Y
kC(Y, Y ′)N ′(Y ′) .
Moreover N ′(Y ) = kC(Y, Y )m is a finitely generated k-module, and there is a finite
subset S of I such that m ∈
⊕
i∈S
kC(Y,E). Therefore N ′ ⊆
⊕
i∈S
kC(−, E). Replacing
N by N ′, we can assume moreover that the set I is finite. In other words, there
exists an integer s ∈ N such that N ⊆ kC(−, E)⊕s.
Now by Proposition 10.3, there exists a prime ideal p of k such that Np(Y ) 6= 0.
Moreover N(Y ) is a submodule of kC(Y,E)⊕s, which is a finitely generated (free)
k-module. Since k is noetherian, it follows that N(Y ) is a finitely generated k-
module.
By Proposition 10.3, there exist subfunctors A ⊂ B of Np such that B/A is
isomorphic to a simple functor of the form SY,V , where V is a simple module for the
essential algebra of Y over k(p). In particular Y is minimal such that (B/A)(Y ) 6= 0,
thus (B/A)(Y ) ∼= (B/A)(Y ) ∼= V .
It follows that B(Y ) 6= 0, and B is a subfunctor of kpC(−, E)
⊕s. In other words,
replacing k by kp and N by B, we can assume that k is a noetherian local ring,
that p is the unique maximal ideal of k, and that N has a subfunctor A such that
N/A is isomorphic to SY,V , where V is a simple module for the essential algebra EY
over k/p.
We claim that there exists an integer n ∈ N such that
N(Y ) 6= A(Y ) +
(
p
nC(Y,E)⊕s ∩N(Y )
)
.
Indeed N(Y ) is a submodule of the finitely generated k-module kC(Y,E)⊕s. By the
Artin-Rees lemma (see Theorem 8.5 in [Ma]), there exists an integer l ∈ N such
that for any n ≥ l
p
nC(Y,E)⊕s ∩N(Y ) = pn−l
(
p
lC(Y,E)⊕s ∩N(Y )
)
.
Let m1, . . . ,mr be generators of N(Y ) as a k-module. Suppose that n > l and that
N(Y ) = A(Y ) +
(
pnC(Y,E)⊕s ∩N(Y )
)
. Then
N(Y ) = A(Y ) + pn−l
(
p
lC(Y,E)⊕s ∩N(Y )
)
.
It follows that for each i ∈ {1, . . . , r}, there exist ai ∈ A(Y ) and scalars λi,j ∈ pn−l,
for 1 ≤ j ≤ r, such that
mi = ai +
r∑
j=1
λi,jmj .
In other words the sequence (ai)i=1,...,r is the image of the sequence (mi)i=1,...,r
under the matrix J = idr−Λ, where Λ is the matrix of coefficients λi,j , and idr is
the identity matrix of size r. Since Λ has coefficients in pn−l ⊆ p, the determinant
of J is congruent to 1 modulo p, hence J is invertible. It follows that the mi’s
are linear combinations of the aj ’s with coefficients in k. Hence mi ∈ A(Y ) for
1 ≤ i ≤ r, thus N(Y ) = A(Y ). This is a contradiction since (N/A)(Y ) ∼= V 6= 0.
This proves our claim.
We have obtained that N 6= A +
(
pnC(−, E)⊕s ∩N
)
. Since N/A is simple, it
follows that pnC(−, E)⊕s ∩N = pnC(−, E)⊕s ∩ A.
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Now we reduce modulo pn and we let respectively Aˆ and Nˆ denote the images
of A and N in the reduction (k/pn)C(−, E)⊕s. Then
Nˆ/Aˆ =
((
N + pnC(−, E)⊕s
)
/pnC(−, E)⊕s
)/((
A+ pnC(−, E)⊕s
)
/pnC(−, E)⊕s
)
∼=
(
N/
(
p
nC(−, E)⊕s ∩N
))/(
A/
(
p
nC(−, E)⊕s ∩ A
))
∼= N/A ,
and this is isomorphic to the simple functor SY,V over the field k/p. Hence for
any finite set X , the module Nˆ(X)/Aˆ(X) is a (k/p)-vector space. Moreover, by
Proposition 10.3, there exist positive numbers c and d such that the dimension of
this vector space is larger than c |Y ||X| whenever |X | ≥ d.
Now for any finite set X , the module (k/pn)C(X,E)⊕s is filtered by the sub-
modules Γj = (p
j/pn)C(X,E)⊕s, for j = 1, . . . , n− 1, and the quotient Γj/Γj+1 is
a vector space over k/p, of dimension sdj 2
|X||E|, where dj = dimk/p(p
j/pj+1). It
follows that, for |X | ≥ d,
c |Y ||X| ≤ dimk/p
(
Nˆ(X)/Aˆ(X)
)
≤ s
( n−1∑
j=0
dj
)
2|X||E| .
As |X | tends to infinity, this forces |Y | ≤ 2|E|, completing the proof of Theo-
rem 10.4.
10.5. Corollary. Let k be a commutative noetherian ring and let N be a subfunc-
tor of a correspondence functor M over k.
(a) If E is a finite set such that M is generated by M(E) and if F is a finite
set with |F | ≥ 2|E|, then N is generated by N(F ).
(b) If M has bounded type, then N has bounded type. In particular, over k,
any correspondence functor of bounded type has a bounded presentation.
(c) If M is finitely generated, then N is finitely generated. In particular,
over k, any finitely generated correspondence functor is finitely presented.
Proof : (a) Let E be a finite set such that M is generated by M(E). If X is
a finite set such that N(X) 6= 0, then |X | ≤ 2|E|, by Theorem 10.4. For each
integer e ≤ 2|E|, let [e] = {1, . . . , e} and choose a subset Se of N([e]) which maps
to a generating set of N([e]) as a k-module. Each i ∈ Se yields a morphism
ψi : kC(−, [e])→ N . Let
Q =
⊕
e≤2|E|
⊕
i∈Se
kC(−, [e]) and Ψ =
∑
e≤2|E|
i∈Se
ψi : Q→ N .
Then by construction the induced map
ΨX : Q(X)→ N(X)
is surjective, for any finite set X , because either N(X) = 0 or |X | = e ≤ 2|E|.
Suppose that Ψ : Q→ N is not surjective and let A be a set of minimal cardinality
such that ΨA : Q(A) → N(A) is not surjective. Let l ∈ N(A) − ImΨA. Since the
map ΨA is surjective, there is an element q ∈ Q(A) and elements le ∈ N([e]) and
Re ∈ C(A, [e]), for e < |A|, such that
l = ΨA(q) +
∑
e<|A|
Rele .
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The minimality of A implies that the map Ψ[e] : Q([e]) → N([e]) is surjective for
each e < |A|, so there are elements qe ∈ Q([e]), for e < |A|, such that Ψ[e](qe) = le.
It follows that l = ΨA
(
q +
∑
e<|A|
Reqe
)
, thus l ∈ ImΨA. This contradiction proves
that the morphism Ψ : Q→ N is surjective.
Now let F be a set with |F | ≥ 2|E|. For each e ≤ 2|E|, the representable functor
kC(−, [e]) is generated by its evaluation at [e], hence also by its evaluation at F ,
because kC(−, [e]) is a direct summand of kC(−, F ) by Corollary 4.2. Therefore Q
is generated by Q(F ). Since Ψ : Q→ N is surjective, it follows that N is generated
by N(F ).
(b) This follows clearly from (a).
(c) If now M is finitely generated, then the same argument applies, but we can
assume moreover that all the set Se appearing in the proof of (a) are finite, since
for any finite set X , the module N(X) is finitely generated, being a submodule of
the finitely generated module M(X). It follows that the functor Q of the proof
of (a) is finitely generated and this proves (c).
It follows from (b) and Theorem 7.4 that, whenever k is noetherian, any corre-
spondence functor of bounded type is isomorphic to LF,V for some F and V . We
shall return to this in Theorem 10.9 below.
10.6. Notation. We denote by Fbk the full subcategory of Fk consisting of cor-
respondence functors having bounded type and by Ffk the full subcategory of Fk
consisting of finitely generated functors.
10.7. Corollary. Let k be a commutative noetherian ring. Then the categories
Fbk and F
f
k are abelian full subcategories of Fk.
Proof : Any quotient of a functor of bounded type has bounded type and any
quotient of a finitely generated functor is finitely generated. When k is noetherian,
any subfunctor of a functor of bounded type has bounded type and any subfunctor
of a finitely generated functor is finitely generated, by Corollary 10.5.
Recall from Lemma 2.4 that for any finite set E and any RE-module V , we
have defined a subfunctor JE,V of LE,V by setting
JE,V (X) =
{∑
i
Ri ⊗
RE
vi | Ri ∈ C(X,E), vi ∈ V, ∀S ∈ C(E,X),
∑
i
(SRi)vi = 0
}
.
Moreover JE,V (E) = 0 and SE,V = LE,V /JE,V .
We have seen in Proposition 7.5 that LF,V↑FE
∼= LE,V whenever |F | ≥ |E|. The
subfunctor JF,V↑FE vanishes at F , hence also at E, so that JF,V↑FE ⊂ JE,V . When k
is noetherian, we show that this decreasing sequence reaches zero.
10.8. Theorem. Let k be a commutative noetherian ring, let E be a finite set,
and let V be an RE-module. For any finite set F such that |F | ≥ 2|E|, we have
JF,V↑FE = 0.
Proof : Let F be a finite set. By Proposition 7.5, there is an isomorphism LF,V↑FE
∼=
LE,V . Thus JF,V↑FE is isomorphic to a subfunctor of LE,V . Since JF,V↑FE (F ) = 0, it
follows from Corollary 4.4 that JF,V↑FE (X) = 0 for any finite set X with |X | ≤ |F |.
We now assume that JF,V↑FE 6= 0 and we prove that |F | < 2
|E|. Let Y be a
set of minimal cardinality such that JF,V↑FE (Y ) 6= 0. Then |Y | > |F |. Moreover
JF,V↑FE (Y )
∼= JF,V↑FE (Y ) 6= 0, hence |Y | ≤ 2
|E| by Theorem 10.4, because JF,V↑FE
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is (isomorphic to) a subfunctor of LE,V , which is generated by LE,V (E) = V . It
follows that |F | < |Y | ≤ 2|E|.
We now show that, over a noetherian ring, any correspondence functor of
bounded type is isomorphic to LF,V for some F and V , or also isomorphic to
SG,W for some G and W (where the symbol SG,W refers to Notation 2.5).
10.9. Theorem. Let k be a commutative noetherian ring. Let M be a correspon-
dence functor over k generated by M(E), for some finite set E.
(a) For any finite set F such that |F | ≥ 2|E|, the counit morphism ηM,F :
LF,M(F ) →M is an isomorphism.
(b) For any finite set G such that |G| ≥ 22
|E|
, we have M ∼= LG,M(G) and
JG,M(G) = 0, hence M ∼= SG,M(G).
Proof : (a) If M is generated by M(E), then there is a set I and a surjective
morphism P =
⊕
i∈I
kC(−, E) → M . If F is a finite set with |F | ≥ 2|E|, then by
Corollary 10.5 the kernel K of this morphism is generated by K(F ). Then K is in
turn covered by a projective functor Q and we have a bounded presentation
Q→ P →M → 0
with both Q and P generated by their evaluation at F . By Theorem 7.4, the counit
morphism ηM,F : LF,M(F ) →M is an isomorphism.
(b) For any finite set F such that |F | ≥ 2|E|, we haveM ∼= LF,M(F ) by (a). For
any finite set G such that |G| ≥ 2|F |, that is, |G| ≥ 22
|E|
, we obtain JG,M(F )↑GF = 0
by Theorem 10.8. It follows that
M ∼= LF,M(F ) ∼= LG,M(F )↑GF = SG,M(F )↑GF .
Finally, notice that, by the definition of LF,M(F ), we have M(G) ∼= LF,M(F )(G) =
M(F )↑GF , so we obtain M
∼= LG,M(G) = SG,M(G).
Other kinds of stabilizations also occur, as the next theorems show.
10.10. Theorem. Let k be a commutative noetherian ring, let M and N be
correspondence functors over k, and let E and F be finite sets.
(a) If M is generated by M(E), then for |F | ≥ 2|E|, the evaluation map at F
HomFk(M,N)→ HomRF
(
M(F ), N(F )
)
is an isomorphism.
(b) IfM has bounded type, then for any integer i ∈ N, there exists an integer ni
such that the evaluation map
ExtiFk(M,N)→ Ext
i
RF
(
M(F ), N(F )
)
is an isomorphism whenever |F | ≥ ni.
Proof : (a) By Theorem 10.9, we have an isomorphismM ∼= LF,M(F ) for |F | ≥ 2
|E|.
Hence
HomFk(M,N)
∼= HomFk
(
LF,M(F ), N
)
∼= HomRF
(
M(F ), N(F )
)
,
where the last isomorphism comes from the adjunction of Lemma 2.3, and is given
by evaluation at F .
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(b) This assertion will follow from (a) by de´calage and induction on i. If M is
generated by M(E), then there is an exact sequence of correspondence functors
0→ L→ P →M → 0
where P is projective and generated by P (E). This gives an exact sequence
0→ HomFk(M,N)→ HomFk(P,N)→ HomFk(L,N)→ Ext
1
Fk(M,N)→ 0 ,
and isomorphisms ExtiFk(M,N)
∼= Exti−1Fk (L,N) for i ≥ 2.
Now L has bounded type by Corollary 10.5, and P (F ) is a projective RF -
module by Lemma 7.3, whenever |F | is large enough. It follows that there is also
an exact sequence
0→HomRF
(
M(F ), N(F )
)
→ HomRF
(
P (F ), N(F )
)
→
HomRF
(
L(F ), N(F )
)
→Ext1RF
(
M(F ), N(F )
)
→0
and isomorphisms ExtiRF
(
M(F ), N(F )
)
∼= Exti−1RF
(
L(F ), N(F )
)
for i ≥ 2, when-
ever F is large enough.
Now by (a), the exact sequences
0→ HomFk(M,N)→ HomFk(P,N)→ HomFk(L,N)
and
0→ HomRF
(
M(F ), N(F )
)
→ HomRF
(
P (F ), N(F )
)
→ HomRF
(
L(F ), N(F )
)
are isomorphic for F large enough. It follows that
Ext1Fk(M,N)
∼= Ext1RF
(
M(F ), N(F )
)
.
Similarly, for each i ≥ 2, when F is large enough (depending on i), there are
isomorphisms ExtiFk(M,N)
∼= ExtiRF
(
M(F ), N(F )
)
.
There is also a stabilization result involving the Tor groups.
10.11. Theorem. Let k be a commutative noetherian ring, and E be a finite
set. If F is a finite set with |F | ≥ 22
|E|
, then for any finite set X and any left
RE-module V , we have
TorRF1
(
kC(X,F ), V ↑FE
)
= 0 .
Proof : Let V be a left RE -module and s : Q → V be a surjective morphism
of RE-modules, where Q is projective. Let K denote the kernel of the surjective
morphism
LE,s : LE,Q → LE,V .
Since LE,Q is generated by LE,Q(E) ∼= Q, it follows from Corollary 10.5 that
K is generated by K(G) whenever G is a finite set with |G| ≥ 2|E|. Now by
Theorem 10.9, the counit LF,K(F ) → K is an isomorphism whenever F is a finite set
with |F | ≥ 2|G|. Hence if |F | ≥ 22
|E|
, we have an exact sequence of correspondence
functors
(10.12) 0→ LF,WF → LE,Q → LE,V → 0 ,
where WF = K(F ), and where the middle term LE,Q is projective. Evaluating
this sequence at F , we get the exact sequence of RF -modules
0→WF → kC(F,E) ⊗RE Q→ kC(F,E)⊗RE V → 0 ,
where the middle term is projective.
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Let X be a finite set. Applying the functor kC(X,F )⊗RF (−) to this sequence
yields the exact sequence
0→ TorRF1
(
kC(X,F ), V ↑FE
)
→
kC(X,F )⊗RF WF → kC(X,E)⊗RE Q→ kC(X,E)⊗RE V → 0 ,
because kC(X,F )⊗RF kC(F,E) ∼= kC(X,E) by Corollary 4.5, as |F | ≥ |E|. On the
other hand, evaluating at X the exact sequence 10.12 gives the exact sequence
0→ kC(X,F )⊗RF WF → kC(X,E)⊗RE Q→ kC(X,E)⊗RE V → 0 .
In both latter exact sequences, the maps are exactly the same. It follows that
TorRF1
(
kC(X,F ), V ↑FE
)
= 0 ,
as was to be shown.
As a final approach to stabilization, we introduce the following definition.
10.13. Definition. Let Gk denote the following category:
• The objects of Gk are pairs (E,U) consisting of a finite set E and a left
RE-module U .
• A morphism ϕ : (E,U) → (F, V ) in Gk is a morphism of RE-modules
U → kC(E,F )⊗RF V .
• The composition of morphisms ϕ : (E,U) → (F, V ) and ψ : (F, V ) →
(G,W ) is the morphism obtained by composition
U
ϕ
→ kC(E,F )⊗RF V
id⊗ψ
−→ kC(E,F )⊗RF kC(F,G)⊗RG W
µ⊗id
−→ kC(E,G)⊗RG W ,
where µ : kC(E,F ) ⊗RF kC(F,G) → kC(E,G) is the composition in the
category kC.
• The identity morphism of (E,U) is the canonical isomorphism
U → kC(E,E)⊗RE U
resulting from the definition RE = kC(E,E).
One can check easily that Gk is a k-linear category.
10.14. Theorem. Let k be a commutative ring. Let L : Gk → Fbk be the
assignment sending (E,U) to LE,U , and ϕ : (E,U) → (F, V ) to the morphism
LE,U → LF,V associated by adjunction to ϕ : U → LF,V (E).
(a) L is a fully faithful k-linear functor.
(b) L is an equivalence of categories if k is noetherian.
(c) Gk is an abelian category if k is noetherian.
Proof : It is straightforward to check that L is a k-linear functor. It is moreover
fully faithful, since
HomFbk(LE,U , LF,V )
∼= HomRE
(
U, kC(E,F )⊗F V
)
∼= HomGk
(
(E,U), (F, V )
)
.
Finally, if k is noetherian, then any correspondence functor M of bounded type is
isomorphic to a functor of the form LE,U , by Theorem 10.9, for E large enough and
U = M(E). Hence L is essentially surjective, so it is an equivalence of categories.
In particular, Gk is abelian by Corollary 10.7.
Part 2
FUNCTORS AND LATTICES
11. Functors associated to lattices
A fundamental construction associates a correspondence functor FT to any finite
lattice T . This is one of our main tools for the analysis of correspondence functors.
Throughout this section, k is an arbitrary commutative ring.
11.1. Definition. Let T be a finite lattice. For a finite set X, we define FT (X)
to be the free k-module with basis the set TX of all functions from X to T :
FT (X) = k(T
X) .
For two finite sets X and Y and a correspondence R ⊆ Y × X, we define a map
FT (R) : FT (X) → FT (Y ) as follows : to a function ϕ : X → T , we associate the
function FT (R)(ϕ) : Y → T , also simply denoted by Rϕ, defined by
(Rϕ)(y) =
∨
(y,x)∈R
ϕ(x) ,
with the usual rule that a join over the empty set is equal to 0ˆ. The map
FT (R) : FT (X)→ FT (Y )
is the unique k-linear extension of this construction. More generally, if α =∑
R∈C(Y,X)
αRR is any element of kC(Y,X), where αR ∈ k, we set
FT (α) =
∑
R∈C(Y,X)
αRFT (R) .
11.2. Proposition. The assignment sending a finite set X to FT (X) and α ∈
kC(Y,X) to FT (α) : FT (X)→ FT (Y ) is a correspondence functor.
Proof : First it is clear that if X is a finite set and ∆X ∈ C(X,X) is the identity
correspondence, then for any ϕ : X → T and any y ∈ X
(∆Xϕ)(y) =
∨
(y,x)∈∆X
ϕ(x) = ϕ(y) ,
hence ∆Xϕ = ϕ and FT (∆X) is the identity map of FT (X).
Now if X , Y , and Z are finite sets, if R ∈ C(Y,X) and S ∈ C(Z, Y ), then for
any ϕ : X → T and any z ∈ Z(
S(Rϕ)
)
(z) =
∨
(z,y)∈S
(Rϕ)(y)
=
∨
(z,y)∈S
∨
(y,x)∈R
ϕ(x)
=
∨
(z,x)∈SR
ϕ(x)
= (SRϕ)(z) .
By linearity, it follows that FT (β) ◦ FT (α) = FT (β α), for any β ∈ kC(Z, Y ) and
any α ∈ kC(Y,X).
We now establish the link between the action of correspondences on functions
ϕ : X → T (as in Definition 11.1 above) and the correspondences Γϕ defined in
Notation 5.7.
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11.3. Lemma. Let T be a finite lattice, let E = Irr(T ), and assume that T is
distributive. Then, for any finite sets X, Y , any correspondence S ∈ C(Y,X), and
any function ϕ : X → T , we have ΓSϕ = SΓϕ, where Γϕ is defined in Notation 5.7.
Proof : Let y ∈ Y and e ∈ E. Then
(y, e) ∈ ΓSϕ ⇐⇒ e ≤T (Sϕ)(y) ⇐⇒ e ≤T
∨
(y,x)∈S
ϕ(x)
⇐⇒ e = e ∧
( ∨
(y,x)∈S
ϕ(x)
)
.
But, since T is distributive, the latter equality is equivalent to e =
∨
(y,x)∈S
(
e∧ϕ(x)
)
.
Now, since e is irreducible, this is in turn equivalent to
∃x ∈ X , (y, x) ∈ S and e ∧ ϕ(x) = e ⇐⇒ ∃x ∈ X , (y, x) ∈ S and e ≤T ϕ(x)
⇐⇒ ∃x ∈ X , (y, x) ∈ S and (x, e) ∈ Γϕ ⇐⇒ (y, e) ∈ SΓϕ .
This completes the proof.
11.4. Proposition. Let (E,R) be a finite poset.
(a) For any finite set X{
Γϕ | ϕ : X → I
↑(E,R)
}
=
{
S ∈ C(X,E) | SR = S
}
= C(X,E)R .
(b) The correspondence functor FI↑(E,R) is isomorphic to kC(−, E)R. In par-
ticular FI↑(E,R) is a projective object of Fk.
(c) The correspondence functor FI↓(E,R) is isomorphic to kC(−, E)R
op. In
particular FI↓(E,R) is a projective object of Fk.
Proof : (a) This is a restatement of Lemma 5.8.
(b) The map
FI↑(E,R)(X) −→ kC(X,E)R , ϕ 7→ Γϕ
is an isomorphism of correspondence functors, by (a) and Lemma 11.3.
(c) follows from (b) and the obvious equality I↓(E,R) = I
↑(E,Rop).
We now introduce a suitable category L of lattices, as well as its k-linearization
kL (see Definition 2.1), such that the assignment T 7→ FT becomes a k-linear
functor from kL to Fk.
11.5. Definition. Let L denote the following category :
• The objects of L are the finite lattices.
• For any two lattices T and T ′, the set L(T ′, T ) is the set of all maps
f : T → T ′ which commute with joins, i.e. such that
f(
∨
a∈A
a) =
∨
a∈A
f(a) ,
for any subset A of T .
• The composition of morphisms in L is the composition of maps.
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11.6. Remark. Morphisms in L preserve the order relation, but they are generally
not morphisms of lattices in the sense that they need not commute with the meet
operation. On the other hand, the case A = ∅ in Definition 11.5 shows that a
morphism f : T → T ′ in L always maps 0ˆ ∈ T to 0ˆ ∈ T ′.
Conversely, if f : T → T ′ satisfies f(0ˆ) = 0ˆ and f(a ∨ b) = f(a) ∨ f(b) for all
a, b ∈ T , then f is a morphism in L.
Let f : T → T ′ be a morphism in the category L. For a finite set X , let
Ff,X : FT (X) → FT ′(X) be the k-linear map sending the function ϕ : X → T to
the function f ◦ ϕ : X → T ′.
11.7. Theorem.
(a) Let f : T → T ′ be a morphism in the category L. Then the collection
of maps Ff,X : FT (X) → FT ′ (X), for all finite sets X, yields a natural
transformation Ff : FT → FT ′ of correspondence functors.
(b) The assignment sending a lattice T to FT , and a morphism f : T → T ′
in L to Ff : FT → FT ′ , yields a functor L → Fk. This functor extends
uniquely to a k-linear functor
F? : kL → Fk .
(c) The functor F? is fully faithful.
Proof : (a) Let X and Y be finite sets, let ϕ : X → T be a function, and let R ∈
C(Y,X) be a correspondence. Then FT ′(R)
(
Ff,X(ϕ)
)
= FT ′(R)(f ◦ ϕ) = R(f ◦ ϕ)
and Ff,Y
(
FT (R)(ϕ)
)
= Ff,Y (Rϕ) = f ◦ Rϕ. We show that they are equal by
evaluating at any y ∈ Y :
R(f ◦ ϕ)(y) =
∨
(y,x)∈R
(f ◦ ϕ)(x)
=
∨
(y,x)∈R
f
(
ϕ(x)
)
= f
( ∨
(y,x)∈R
ϕ(x)
)
= (f ◦Rϕ)(y) ,
hence R(f ◦ ϕ) = f ◦Rϕ, which proves (a).
(b) It follows that the assignment T 7→ FT is a functor L → Fk. Since kL is the
k-linearization of L, this functor extends uniquely to a k-linear functor F? : kL →
Fk.
(c) Let S and T be finite lattices, and Φ : FS → FT be a morphism of functors.
Thus, for any finite set X , we have a morphism of k-modules ΦX : FS(X)→ FT (X)
such that for any finite set Y and any correspondence R ⊆ (Y ×X), the diagram
FS(X)
ΦX //
FS(R)

FT (X)
FT (R)

FS(Y )
ΦY // FT (Y )
is commutative. In other words, for any function α : X → S
(11.8) RΦX(α) = ΦY (Rα) .
11. FUNCTORS ASSOCIATED TO LATTICES 51
Taking X = S and α = idS in this relation, and setting
ϕ = ΦS(idS) =
∑
λ:S→T
uλλ ,
where uλ ∈ k, this gives
Rϕ = ΦY (R idS) ,
for any Y and any R ⊆ (Y × S).
Given a function β : Y → S and taking R = Ωβ := {
(
y, β(y)
)
| y ∈ Y }, one
can check easily that Ωβ idS = β. It follows that
(11.9) ΦY (β) = Ωβ ϕ .
Hence Φ is entirely determined by ϕ. Now Condition 11.8 is fulfilled if and only
if, for any finite sets X and Y , any correspondence R ⊆ (Y ×X), and any function
α : X → S, we have
RΩα(ϕ) = ΩRα(ϕ) .
In other words ∑
λ
uλRΩα(λ) =
∑
λ
uλΩRα(λ) .
Hence Condition 11.8 is satisfied if and only if, for any finite sets X and Y , any
correspondenceR ⊆ (Y ×X), any function α : X → S, and any function ψ : Y → T ,
we have
(11.10)
∑
RΩα(λ)=ψ
uλ =
∑
ΩRα(λ)=ψ
uλ .
But for y ∈ Y
RΩα(λ)(y) =
∨
(y,s)∈RΩα
λ(s)
=
∨
(y,x)∈R
λα(x) .
On the other hand
ΩRα(λ)(y) =
∨
(y,s)∈ΩRα
λ(s)
= λ
(
Rα(y)
)
= λ
( ∨
(y,x)∈R
α(x)
)
.
Now take X = S and α = idS in 11.10. Then let Y = B(S) be the set of subsets
of S and let R ⊆ (Y × S) be the set of pairs (A, s), where A ⊆ S and s ∈ A.
Then for a given map λ : S → T , let us define ψ : Y → T by ψ = ΩR idS (λ), in
other words
∀A ⊆ S, ψ(A) = λ(
∨
s∈A
s) .
Suppose that there exists λ′ : S → T such that ΩR idS (λ
′) = ψ. Then for A ⊆ S
ψ(A) = λ′(
∨
s∈A
s) .
Taking A = {s}, it follows that λ′ = λ. Hence in 11.10 with our specific choices,
the right hand side is simply equal to uλ.
On the other hand the left hand side is equal to the sum of uλ′ , for all λ
′ such
that Rλ′ = ψ, that is, satisfying
∀A ⊆ S, ψ(A) =
∨
s∈A
λ′(s) .
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Again, taking A = {s}, it follows that λ′ = λ. With our specific choices, the left
hand side of 11.10 is then equal to uλ if and only if Rλ = ΩR idS (λ), that is, for any
A ⊆ S, ∨
s∈A
λ(s) = λ(
∨
s∈A
s) .
If this condition is not satisfied, then the left hand side of 11.10 is zero (empty
sum). In other words uλ = 0 if λ is not a morphism in the category L. It follows
that ϕ =
∑
λ
uλλ is a morphism in kL, from S to T . We claim that the image of
this morphism via the functor F? is equal to Φ and this will prove that the functor
F? : kL → Fk is full. To prove the claim, notice that, for any function β : Y → S,
we have
Fϕ,Y (β) =
∑
λ
uλFλ,Y (β) =
∑
λ
uλ(λ ◦ β) =
∑
λ
uλΩβ λ = Ωβ ϕ = ΦY (β) ,
using the equation 11.9. This proves the claim and completes the proof that F? is
full.
It remains to show that the functor F? is faithful. So let ϕ and ψ be two
linear combinations of morphisms S → T in L, which induce the same morphism
θ = Fϕ = Fψ : FS → FT . Evaluating this morphism at the set S gives a map
θS : FS(S)→ FT (S), and moreover
θS(idS) = Fϕ,S(idS) = ϕ ◦ idS = ϕ ∈ FT (S) = k(T
S) .
For the same reason, θS(idS) = Fψ,S(idS) = ψ, hence ϕ = ψ. This completes the
proof of Theorem 11.7.
The connection between finite lattices and correspondence functors also has the
following rather remarkable feature.
11.11. Theorem. Let T be a finite lattice. The functor FT is projective in Fk if
and only if T is distributive.
Proof : Let B(T ) be the lattice of subsets of T . Let υ : B(T )→ T be the morphism
in the category L defined by
∀A ⊆ T, υ(A) =
∨
t∈A
t .
This morphism induces a morphism of functors Fυ : FB(T ) → FT , and Fυ is sur-
jective : indeed, if X is a finite set and α : X → T is a function, and if we define
αˆ : X → B(T ) by
∀x ∈ X, αˆ(x) = {α(x)} ,
then, for any x ∈ X
Fυ(αˆ)(x) = (υ ◦ αˆ)(x) =
∨
t∈αˆ(x)
t = α(x) ,
thus Fυ(αˆ) = α, so Fυ is surjective.
Now if FT is projective, then the morphism Fυ splits and there exists a mor-
phism Φ : FT → FB(T ) such that Fυ ◦ Φ is the identity morphism of FT . It follows
from Theorem 11.7 that Φ is of the form
∑
σ∈M
uσFσ, where M is a finite set of
morphisms σ : T → B(T ) in L, and uσ ∈ k. Moreover Fυ ◦ Φ is then equal to∑
σ∈M
uσFυ◦σ, hence there exists at least one such σ ∈M such that υ ◦ σ is equal to
the identity of T . This means that
∀t ∈ T, t =
∨
x∈σ(t)
x .
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In particular σ(t) ⊆ [0ˆ, t]T for any t ∈ T . Then for r, s ∈ T
[0ˆ, r ∧ s]T = [0ˆ, r]T ∩ [0ˆ, s]T ⊇ σ(r) ∩ σ(s) ⊇ σ(r ∧ s) ,
because σ is order-preserving. It follows that
r ∧ s ≥
∨
x∈σ(r)∩σ(s)
x ≥
∨
x∈σ(r∧s)
x = r ∧ s ,
hence
r ∧ s =
∨
x∈σ(r)∩σ(s)
x .
Now, since σ preserves joins, we obtain, for all r, s, t ∈ T ,
t ∧ (r ∨ s) =
∨
x∈σ(t)∩σ(r∨s)
x
=
∨
x∈σ(t)∩
(
σ(r)∪σ(s)
)x
=
∨
x∈
(
σ(t)∩σ(r)
)
∪
(
σ(t)∩σ(s)
) x
=
( ∨
x∈σ(t)∩σ(r)
x
)
∨
( ∨
x∈σ(t)∩σ(s)
x
)
= (t ∧ r) ∨ (t ∧ s) .
In other words the lattice T is distributive.
Conversely, by Theorem 3.4.1 in [St], any finite distributive lattice T is iso-
morphic to the lattice I↓(E,R) of lower ideals of a finite poset (E,R). By Proposi-
tion 11.4, the associated functor FT is projective in Fk. This completes the proof
of Theorem 11.11.
12. Quotients of functors associated to lattices
We now introduce, for any finite lattice T , a subfunctor of FT naturally associated
with the set of irreducible elements of T .
12.1. Notation. Let T be a finite lattice and let (E,R) be the full subposet of
its irreducible elements. For a finite set X, let HT (X) denote the k-submodule of
FT (X) = k(T
X) generated by all functions ϕ : X → T such that E * ϕ(X).
12.2. Proposition. Let T be a finite lattice and let (E,R) be the full subposet of
its irreducible elements.
(a) The assignment sending a finite set X to HT (X) ⊆ FT (X) is a subfunctor
HT of FT .
(b) The evaluation (FT /HT )(X) has a k-basis consisting of (the classes of)
all functions ϕ : X → T such that E ⊆ ϕ(X).
Proof : (a) Let X and Y be finite sets, let Q ∈ C(Y,X) be a correspondence, and
let ϕ : X → T be a function. Then
(12.3) (Qϕ)(Y ) ∩ E ⊆ ϕ(X) ∩ E .
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Indeed, if e ∈ E and e = (Qϕ)(y), for y ∈ Y , then
e =
∨
(y,x)∈Q
ϕ(x) .
As e is irreducible in T , there exists x ∈ X such that (y, x) ∈ Q and e = ϕ(x),
and 12.3 follows.
In particular, if ϕ(X)∩E is a proper subset of E, then (Qϕ)(Y )∩E is a proper
subset of E. Hence HT is a subfunctor of FT .
(b) This follows from the definitions of FT and HT .
The quotient functor FT /HT plays a important role in the rest of this paper,
in particular for the description of the fundamental functors SE,R in Section 17.
Note that the module (FT /HT )(X) = FT (X)/HT (X) has a k-basis consisting of
(the classes of) all maps ϕ : X → T such that ϕ(X) ⊇ E. We now give another
characterization of HT (X).
12.4. Proposition. Let T = I↑(E,R) for a finite poset (E,R) and let X be a
finite set.
(a) Under the isomorphism FT → kC(−, E)R of Proposition 11.4, HT (X)
is isomorphic to the k-submodule of kC(X,E)R generated by the corre-
spondences S which have no retraction, that is, for which there is no
U ∈ C(E,X) such that US = R.
(b) Under the isomorphism FT → kC(−, E)R of Proposition 11.4, the im-
age of FT (X)/HT (X) is a free k-module with basis consisting of all the
correspondences S ∈ C(X,E)R which have a retraction U ∈ C(E,X).
Proof : By Proposition 11.4, the functor FT is isomorphic to the functor kC(−, E)R
by sending, for a finite set X , a function ϕ : X → I↑(E,R) to the correspondence
Γϕ = {(x, e) ∈ X × E | e ∈ ϕ(x)}.
(a) The set E↑ of irreducible elements of the lattice I↑(E,R) is the set of
principal upper ideals
[e, ·[R=
{
f ∈ E | (e, f) ∈ R
}
,
for e ∈ E. Let ϕ : X → I↑(E,R) be such that ϕ /∈ HT (X), that is, ϕ(X) ⊇ E↑.
Then, for each e ∈ E, there exists xe ∈ X such that ϕ(xe) = [e, ·[R. Let U ∈
C(E,X) be defined by
U =
{
(e, xe) | e ∈ E
}
⊆ E ×X .
Then for any e ∈ E
(Uϕ)(e) =
⋃
(e,x)∈U
ϕ(x) = ϕ(xe) = [e, ·[R .
By Lemma 11.3, it follows that
UΓϕ = ΓUϕ =
{
(e, f) ∈ E × E | f ∈ [e, ·[R
}
= R ,
so Γϕ has a retraction.
Conversely, let S ∈ C(X,E)R be a correspondence such that there exists a
correspondence U ∈ C(X,E) with US = R. Then S = Γϕ, where ϕ : X → I↑(E,R)
is the function defined by ϕ(x) =
{
e ∈ E | (x, e) ∈ S
}
, for any x ∈ X . It follows
that US = ΓUϕ = R, or in other words
∀e, f ∈ E, (e, f) ∈ R ⇐⇒ ∃x ∈ X, (e, x) ∈ U, (x, e) ∈ S .
As ∆E ⊆ R, for any e ∈ E, there exists xe ∈ X such that (e, xe) ∈ U and
(xe, e) ∈ S. Moreover if (xe, f) ∈ S, then (e, f) ∈ R, and conversely, if (e, f) ∈ R,
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then (xe, f) ∈ SR = S. In other words, f ∈ ϕ(xe) if and only if (e, f) ∈ R. It
follows that ϕ(xe) = [e, ·[R, hence ϕ(X) ⊇ E↑. This proves that ϕ /∈ HT (X).
(b) This follows from (a).
12.5. Remark. In the special case when R = ∆E is the equality relation, then
C(X,E)R = C(X,E) and a retraction of S ∈ C(X,E) is a correspondence U ∈
C(E,X) such that US = idE (a retraction in the usual sense). Moreover, if S ∈
C(X,E) has a retraction, then S is a monomorphism in the category C. It can be
shown conversely that any monomorphism in the category C has a retraction. Thus
in this case, the evaluation FT (X)/HT (X) of the quotient functor FT /HT has a
k-basis consisting of all the monomorphisms in C(X,E).
In order to deal with quotients of the functor FT , we need information on
morphisms starting from FT . But we first need a lemma.
12.6. Lemma. Let T be a finite lattice, let (E,R) be the full subposet of its
irreducible elements, and let ι : E → T denote the inclusion map. If ϕ : X → T is
a function, then Γϕ ι = ϕ and ΓϕR
op = Γϕ, where Γϕ is defined in Notation 5.7.
Proof : By definition, the map Γϕ ι : X → T satisfies
∀x ∈ X, (Γϕ ι)(x) =
∨
(x,e)∈Γϕ
ι(e) =
∨
e≤Tϕ(x)
e = ϕ(x) ,
as any element t of T is equal to the join of the irreducible elements of T smaller
than t. Thus we have Γϕ ι = ϕ.
The equality ΓϕR
op = Γϕ was proved in Lemma 5.8.
12.7. Proposition. Let T be a finite lattice, let (E,R) be the full subposet of
its irreducible elements, and let ι : E → T denote the inclusion map. Let M be a
correspondence functor.
(a) The k-linear map
HomFk(FT ,M) −→M(E) , Φ 7→ ΦE(ι)
is injective. Its image is contained in the k-submodule
RopM(E) = {m ∈M(E) | Ropm = m} .
(b) If T is distributive, then the image of the above map is equal to RopM(E),
so that HomFk(FT ,M)
∼= RopM(E) as k-modules.
Proof : By Lemma 12.6, for any Φ ∈ HomFk(FT ,M) and any map ϕ : X → T ,
we have
ΦX(ϕ) = ΦX(Γϕ ι) = Γϕ ΦE(ι) .
This shows that Φ is entirely determined by ΦE(ι), proving the injectivity of the
map Φ 7→ ΦE(ι).
In the special case where ϕ = ι, we have
Γι = {(x, e) ∈ E × E | e ≤T ι(x)} = {(x, e) ∈ E × E | e ≤R x} = R
op .
Moreover Ropι = Γι ι = ι, so its image ΦE(ι) must also be invariant by R
op, proving
that the image of the map Φ 7→ ΦE(ι) is contained in R
opM(E).
(b) Since T is distributive, we have
ΓQϕ = QΓϕ
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by Lemma 11.3. Now given m ∈ RopM(E), we can define Φ : FT →M by setting
ΦX(ϕ) = Γϕm , ∀ϕ : X → T .
This is indeed a natural transformation of functors since
ΦY (Qϕ) = ΓQϕm = QΓϕm = QΦX(ϕ)
for any correspondence Q ⊆ Y ×X . Moreover,
ΦE(ι) = Γιm = R
opm = m ,
because m ∈ RopM(E) by assumption and Rop is idempotent. Thus m is indeed
in the image of the map Φ 7→ ΦE(ι).
When k is a field, we can now give some information on simple functors SF,Q,V
appearing as quotients of FT . As usual, we prove a more general result over an
arbitrary commutative ring k, involving the not necessarily simple functors SF,Q,V .
12.8. Theorem. Let T be a finite lattice and let (E,R) be the full subposet of
its irreducible elements. Let (F,Q) be a poset and let V be a kAut(F,Q)-module
generated by a single element (e.g. a simple module).
(a) If SF,Q,V is isomorphic to a quotient of FT , then |F | ≤ |E|.
(b) Assume that F = E. If SE,Q,V is isomorphic to a quotient of FT , then
there exists a permutation σ ∈ ΣE such that Rop ⊆ σQ.
(c) Assume that F = E and that T is distributive. Then SE,Q,V is isomorphic
to a quotient of FT if and only if there exists a permutation σ ∈ ΣE such
that Rop ⊆ σQ.
Proof : (a) If SF,Q,V is isomorphic to a quotient of FT , then HomFk(FT , SF,Q,V ) 6=
{0}, so we have SF,Q,V (E) 6= {0} by Proposition 12.7. But we know that F is a
minimal set for SF,Q,V , so |F | ≤ |E|.
(b) If SE,Q,V is isomorphic to a quotient of FT , there exists a nonzero morphism
Φ : FT → SE,Q,V . By Proposition 12.7, ΦE(ι) = m 6= 0 ∈ R
opSE,Q,V (E). Now
SE,Q,V (E) = PEfQ ⊗kAut(E,Q) V
and PEfQ is a free k-module with basis {∆σfQ | σ ∈ ΣE}, by Proposition 3.10.
Thus we can write
m =
∑
σ∈ΣE
λσ∆σfQ ⊗ v (λσ ∈ k) .
Since m ∈ RopSE,Q,V (E), we have Ropm = m and so there exists σ ∈ ΣE such that
Rop∆σfQ 6= 0. Hence Rop∆σfQ∆−1σ 6= 0, that is, R
op ⊆ σQ, by Lemma 3.8.
(c) One implication follows from (b). Assume now that there exists a permu-
tation σ ∈ ΣE such that Rop ⊆ σQ. We first note that SE,Q,V is generated by
fQ ⊗ v ∈ SE,Q,V (E) = PEfQ ⊗kAut(E,Q) V , where v is a generator of V . This
follows from the definition of SE,Q,V as a quotient of LE,PEfQ⊗V and the fact that
any functor LE,W is generated by LE,W (E) =W by definition.
Also SE,Q,V ∼= SE, σQ, σV for any σ ∈ ΣE , by construction. Since Rop is con-
tained in a conjugate of Q, we can assume that Rop ⊆ Q. This is equivalent to
RopfQ = fQ, by Lemma 3.8.
Thus m = fQ⊗v ∈ SE,Q,V (E) is invariant under left multiplication by R
op. By
Proposition 12.7 and the assumption that T is distributive, there exists a morphism
Φ : FT → SE,Q,V such that ΦE(ι) = fQ ⊗ v. Since this is nonzero and generates
SE,Q,V , this functor is isomorphic to a quotient of FT .
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13. The fundamental functor associated to a poset
The fundamental functor SE,R associated to a poset (E,R) was introduced in Def-
inition 4.7 and some description of its evaluations is given in Lemma 4.9. One of
our important goals is to give a more precise description of its evaluations, but this
will be fully achieved only in Section 17. We prepare the ground by proving several
main results on SE,R. By Lemma 3.14, we already know that E is a minimal set
for SE,R and that SE,R(E) is the fundamental module PEfR, which is described in
Proposition 3.10.
The following theorem establishes the link between the quotient functor FT /HT
and the fundamental correspondence functors.
13.1. Theorem. Let T be a finite lattice, let (E,R) be the full subposet of its
irreducible elements, and let ι : E → T denote the inclusion map.
(a) There is a unique homomorphism of kC(E,E)-module
θ : (FT /HT )(E)→ PEfRop
sending ι+HT (E) to fRop . Moreover θ is an isomorphism.
(b) There exists a unique surjective morphism of correspondence functors
ΘT : FT /HT → SE,Rop
such that θ is equal to the composition of ΘT,E : (FT /HT )(E)→ SE,Rop(E)
with the canonical isomorphism SE,Rop(E)
∼=
→ PEfRop .
(c) The functor FT is generated by ι ∈ FT (E) and SE,Rop is generated by
ΘT,E(ι) ∈ SE,Rop(E).
Proof : (a) The kC(E,E)-module (FT /HT )(E) has a k-basis consisting of the
classes of maps ϕ : E → T such that ϕ(E) ⊇ E, in other words the classes of
maps dσ = ισ
−1 : E → T , where σ ∈ ΣE (the reason for inverting σ here will
become clear below). By a small abuse, we view the elements dσ as basis elements
of (FT /HT )(E).
By Proposition 3.10, the kC(E,E)-module PEfRop has a k-basis {∆σfRop | σ ∈
ΣE}. We define
θ : (FT /HT )(E)→ PEfRop , θ(dσ) = ∆σfRop ,
extended k-linearly. We only have to check that θ is a homomorphism of kC(E,E)-
modules.
Let Q ∈ C(E,E). Then the map Qdσ is defined by
∀e ∈ E, (Qdσ)(e) =
∨
(e,f)∈Q
dσ(f) =
∨
(e,f)∈Q
σ−1(f) .
The image ofQdσ in (FT /HT )(E) is nonzero if and only if there exists a permutation
ρ ∈ ΣE such that (Qdσ)(e) = ρ−1(e), for any e ∈ E, i.e.
∀e ∈ E,
∨
(e,f)∈Q
σ−1(f) = ρ−1(e) .
Since ρ−1(e) is irreducible in T , this is equivalent to the following two conditions :{
∀e ∈ E, ∃fe ∈ E such that (e, fe) ∈ Q and σ−1(fe) = ρ−1(e) ,
(e, f) ∈ Q =⇒ σ−1(f) ≤T ρ−1(e) .
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The first of these conditions gives fe = σρ
−1(e), and
(
e, σρ−1(e)
)
∈ Q for any
e ∈ E. In other words ∆(σρ−1)−1 ⊆ Q, i.e. ∆ ⊆ ∆σρ−1Q. For the second condition,
note that we have equivalences
σ−1(f) ≤T ρ
−1(e) ⇐⇒ σ−1(f) ≤R ρ
−1(e) ⇐⇒
(
ρ−1(e), σ−1(f)
)
∈ Rop .
So the second condition is equivalent to Q ⊆ ∆ρRop∆σ−1 , that is, Q ⊆ ∆ρσ−1
σRop,
or equivalently ∆σρ−1Q ⊆
σRop.
Finally, the class of Qdσ in (FT /HT )(E) is zero, unless there exists a permu-
tation τ = ρσ−1 ∈ ΣE such that
∆ ⊆ ∆τ−1Q ⊆
σRop ,
and in that case Qdσ = dρ = dτσ, hence θ(Qdσ) = θ(dρ) = ∆ρfRop . On the
other hand, by Proposition 3.10, Qθ(dσ) = Q∆σfRop is zero, unless there exists a
permutation τ ∈ ΣE such that ∆ ⊆ ∆τ−1Q ⊆
σRop, in which case
Qθ(dσ) = Q∆σfRop = ∆τσfRop = ∆ρfRop = θ(Qdσ) .
It follows that the map θ : (FT /HT )(E)→ PEfRop is a homomorphism of kC(E,E)-
modules. It sends ι = did to ∆idfRop = fRop . Such a homomorphism is unique,
since (FT /HT )(E) is generated by ι as a kC(E,E)-module. Moreover θ is clearly
an isomorphism, which completes the proof of (a).
(b) Observe first that the functor FT is generated by ι ∈ FT (E) : indeed, if X
is a finite set and ϕ : X → T is any map, recall that Γϕ ι = ϕ, where Γϕ is the
correspondence defined in Lemma 12.6.
By Assertion (a), the map θ−1 : PEfRop → (FT /HT )(E) is an isomorphism of
kC(E,E)-modules, mapping fRop to ι. By Lemma 2.3, there is a unique morphism
of correspondence functors π : LE,PEfRop → FT /HT such that πE = θ
−1. Since πE
is surjective, and since FT /HT is generated by the image of ι in (FT /HT )(E), it
follows that π is surjective. Moreover, since LE,PEfRop (E)
∼= PEfRop , there exists a
unique morphism of correspondence functors λ : kC(−, E)→ LE,PEfRop such that
λE(∆E) = fRop in PEfRop . The morphism λ is surjective, because LE,PEfRop is
generated by fRop ∈ LE,PEfRop (E). So we have a diagram
kC(−, E)
λ

πλ
&& &&▲▲
▲▲▲
▲▲▲
▲▲
LE,PEfRop
π // //
Θ˜T && &&▲▲
▲▲▲
▲▲▲
▲▲
FT /HT
SE,Rop
where Θ˜T is the canonical surjection LE,PEfRop → SE,Rop,PEfRop = SE,Rop . More-
over, the composition Θ˜Tλ is equal to the morphism
ωE,Rop : kC(−E) −→ SE,R
given by Lemma 4.9. All we have to do is to show that Θ˜T factors through π, i.e.
that Kerπ ⊆ Ker Θ˜T . Equivalently, we have to show that Kerπλ ⊆ KerωE,Rop .
To see this, let X be a finite set, and let u =
∑
S∈C(X,E)
uSS be an element of
kC(X,E), where uS ∈ k. Since πXλX(S) = πX(S ⊗ fRop) = SπE(fRop) = Sι, we
obtain that u ∈ KerπXλX if and only if
(13.2) ∀ϕ : X → T, ϕ(X) ⊇ E =⇒
∑
S∈C(X,E)
Sι=ϕ
uS = 0 .
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On the other hand, by Lemma 4.9, the element u belongs to KerωE,Rop,X if and
only if for any V ∈ C(E,X), ∑
∆⊆V S⊆Rop
uS = 0 .
13.3. Claim. Let Q ∈ C(E,E). Then ∆ ⊆ Q ⊆ Rop if and only if Qι = ι.
Postponing the proof of this claim, we have u ∈ KerωE,Rop,X if and only if
∀V ∈ C(E,X),
∑
S∈C(X,E)
V Sι=ι
uS = 0 .
Equivalently
∀V ∈ C(E,X),
∑
ϕ:X→T
V ϕ=ι
∑
S∈C(X,E)
Sι=ϕ
uS = 0 .
Now if V ϕ = ι, then ϕ /∈ HT (X), otherwise we would have ι ∈ HT (E). Hence
ϕ(X) ⊇ E. Now Condition 13.2 shows that KerπXλX ⊆ KerωE,Rop,X .
It remains to prove Claim 13.3. Suppose first that ∆ ⊆ Q ⊆ Rop. Then for any
e ∈ E,
(Qι)(e) =
∨
(e,f)∈Q
ι(f) =
∨
(e,f)∈Q
f .
Since (e, e) ∈ Q, it follows that (Qι)(e) ≥T e. On the other hand since Q ⊆ Rop,
if (e, f) ∈ Q, then f ≤R e, hence f ≤T e. Thus (Qι)(e) ≤T e. It follows that
(Qι)(e) = e for any e ∈ E, i.e. Qι = ι.
Conversely, if Qι = ι, then
∀e ∈ E,
∨
(e,f)∈Q
f = e .
As e is irreducible, it follows that (e, e) ∈ Q for any e ∈ E, i.e. ∆ ⊆ Q. Moreover
if (e, f) ∈ Q, then f ≤T e, hence f ≤R e and so Q ⊆ R
op. This proves the claim
and completes the proof of (b).
(c) At the beginning of the proof of (b), we have already noticed that FT is
generated by ι ∈ FT (E). Since ΘT : FT /HT → SE,Rop is surjective, SE,Rop is
generated by ΘT,E(ι). This completes the proof of Theorem 13.1.
Whenever we need it, we shall view ΘT,X as a map FT (X)→ SE,Rop(X) having
HT (X) in its kernel. Thus we can evaluate ΘT,X on any element of FT (X), that
is, on any map ϕ : X → T . The following result will be our main tool for analyzing
evaluations of fundamental functors and simple functors (see Section 17).
13.4. Theorem. Let T be a finite lattice, let (E,R) be the full subposet of its
irreducible elements, and let X be a finite set. The kernel of the map
ΘT,X : FT (X)→ SE,Rop(X)
is equal to the set of linear combinations
∑
ϕ:X→T
λϕϕ, where λϕ ∈ k, such that for
any map ψ : X → I↑(E,R) ∑
ϕ
Γopψ Γϕ=R
op
λϕ = 0 .
Here Γϕ = {(x, e) ∈ X × E | e ∈ ϕ(x)} ⊆ C(X,E), as in Notation 5.7.
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Proof : As in the proof of Theorem 13.1 above, there is a sequence of surjective
morphisms of correspondence functors
kC(−, E)
λ // // LE,PEfRop
π // // FT /HT
ΘT // // SE,Rop
The generator ι ∈ (FT /HT )(E) is the image under πE of the element fRop ∈
PEfRop = LE,PEfRop (E). Therefore, any map ϕ : X → T , viewed as an element
of (FT /HT )(X), is the image under πX of the element Γϕ ⊗ fRop ∈ LE,PEfRop (X),
because
πX(Γϕ ⊗ fRop) = ΓϕπE(fRop) = Γϕ ι = ϕ ,
by Lemma 12.6. Then Γϕ ⊗ fRop is in turn the image under λX of Γϕ ∈ kC(X,E).
Recall that the composition ΘT ◦ π ◦ λ is equal to the morphism ωE,Rop of
Lemma 4.9. Therefore the image of ϕ : X → T under the map ΘT,X is equal to
ωE,Rop(Γϕ). It follows that the linear combination u =
∑
ϕ:X→T
λϕϕ lies in KerΘT,X
if and only if
∑
ϕ:X→T
λϕΓϕ belongs to KerωE,Rop . By Lemma 4.9
(13.5) ∀S ∈ C(E,X),
∑
∆⊆SΓϕ⊆Rop
λϕ = 0 .
But ΓϕR
op = Γϕ by Lemma 5.8. Multiplying on the right by R
op the inclusions
∆ ⊆ SΓϕ ⊆ Rop, we see that the sum runs over all ϕ satisfying SΓϕ = Rop. It
follows that Condition 13.5 is equivalent to
(13.6) ∀S ∈ C(E,X),
∑
SΓϕ=Rop
λϕ = 0 .
This holds for S if and only if it holds for RopS, so we can assume that RopS = S.
Now RopS = S if and only if SopR = Sop. By Lemma 5.8, there exists a map
ψ : X → I↑(E,R) such that Sop = Γψ, that is,
S = Γopψ =
{
(e, x) | e ∈ ψ(x)
}
.
Thus the condition SΓϕ = R
op becomes Γopψ Γϕ = R
op.
13.7. Corollary. Let X be a finite set. The kernel of the map
ωE,Rop,X : kC(X,E)R
op → SE,Rop(X)
is equal to the set of linear combinations
∑
ϕ:X→T
λϕΓϕ, where λϕ ∈ k, such that for
any map ψ : X → I↑(E,R) ∑
ϕ
Γopψ Γϕ=R
op
λϕ = 0 .
Proof : For the lattice T , we choose T = I↓(E,R), so that FT ∼= kC(−, E)Rop by
Proposition 11.4. Since RopfRop = fRop , the morphism λ : kC(−, E)→ LE,PEfRop
factorizes through λ : kC(−, E)Rop → LE,PEfRop . Moreover the composite
kC(−, E)Rop
λ // // LE,PEfRop
π // // FT /HT
ΘT // // SE,Rop
is equal to the morphism ωE,Rop of Lemma 4.9, and π◦λ maps Γϕ to ϕ for any map
ϕ : X → T (because again Γϕ ι = ϕ). It follows that
∑
ϕ:X→T
λϕϕ is in the kernel of
ΘT,X if and only if
∑
ϕ:X→T
λϕΓϕ is in the kernel of ωE,Rop,X . But by Lemma 5.8,
any element V ∈ C(X,E)Rop has the form V = Γϕ for some map ϕ : X → T . It
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follows that any element in kC(X,E)Rop can be written
∑
ϕ:X→T
λϕΓϕ and the result
follows from Theorem 13.4.
Now we want to characterize the condition Γopψ Γϕ = R
op which appears in both
Theorem 13.4 and Corollary 13.7. We use the following notation.
13.8. Notation. Let T be a finite lattice, let (E,R) be the full subposet of its
irreducible elements, let ψ : X → I↑(E,R) be any map, and let ϕ : X → T be any
map. We define the function ∧ψ : X → T by
∀x ∈ X, ∧ψ(x) =
∧
e∈ψ(x)
e ,
where
∧
is the meet in the lattice T .
Moreover, the notation ϕ ≤ ∧ψ means that ϕ(x) ≤T ∧ψ(x) for all x ∈ X.
13.9. Lemma. Let T be a finite lattice, let (E,R) be the full subposet of its
irreducible elements, and let X be a finite set. Let ϕ : X → T be a map and
let Γϕ = {(x, e) ∈ X × E | e ≤T ϕ(x)} be the associated correspondence. Let
ψ : X → I↑(E,R) be a map and let Γopψ =
{
(e, x) ∈ E × X | e ∈ ψ(x)
}
be the
associated correspondence. The following conditions are equivalent.
(a) Γopψ ϕ = ι.
(b) Γopψ Γϕι = ι.
(c) ∆ ⊆ Γopψ Γϕ ⊆ R
op.
(d) Γopψ Γϕ = R
op.
(e) ϕ ≤ ∧ψ and ∀e ∈ E, ∃x ∈ X such that ϕ(x) = e and ψ(x) = [e, ·[E.
(f) ∀t ∈ T, ψ
(
ϕ−1(t)
)
⊆ [t, ·[T∩E and ∀e ∈ E, ψ
(
ϕ−1(e)
)
= [e, ·[E.
Proof : (a) ⇔ (b). By Lemma 12.6, we have ϕ = Γϕι.
(b) ⇔ (c). This follows from Claim 13.3.
(c) ⇔ (d). If (c) holds, multiply on the right by Rop and use the equality
ΓϕR
op = Γϕ of Lemma 5.8 to obtain (d). On the other hand, it is clear that (d)
implies (c).
(d) ⇒ (e). Suppose that Γopψ Γϕ = R
op and let x ∈ X . Then for all f ≤T ϕ(x)
and for all e ∈ ψ(x), we have (e, x) ∈ Γopψ and (x, f) ∈ Γϕ, hence (e, f) ∈ R
op, that
is, f ≤R e, hence f ≤T e. Therefore ϕ(x) =
∨
f≤Tϕ(x)
f ≤T e, whenever e ∈ ψ(x).
Thus
∀x ∈ X, ϕ(x) ≤T
∧
e∈ψ(x)
e = ∧ψ(x) ,
that is, ϕ ≤ ∧ψ. This shows that the first property in (e) holds.
Since (e, e) ∈ Rop, there exists xe ∈ X such that e ≤T ϕ(xe) and e ∈ ψ(xe).
Then for all f ≤T ϕ(xe), we have (e, xe) ∈ Γ
op
ψ and (xe, f) ∈ Γϕ, hence (e, f) ∈ R
op,
that is, f ≤R e, or in other words f ≤T e. Thus again ϕ(xe) =
∨
f≤Tϕ(xe)
f ≤T e,
hence ϕ(xe) = e. Moreover, if g ∈ E with g ∈ ψ(xe), then (g, xe) ∈ Γ
op
ψ and
(xe, e) ∈ Γϕ, hence (g, e) ∈ R
op, that is, e ≤T g. Therefore ψ(xe) ⊆ [e, ·[E . But
we also have [e, ·[E⊆ ψ(xe), as e ∈ ψ(xe) and ψ(xe) is an upper ideal of E. Thus
ψ(xe) = [e, ·[E . This shows that the second property in (e) holds.
(e) ⇒ (d). For any e ∈ E, there exists xe ∈ X such that ϕ(xe) = e and
ψ(xe) = [e, ·[E . If now (f, e) ∈ Rop, then e ≤R f , hence f ∈ ψ(xe). Since we also
have e ≤R ϕ(xe), we obtain (f, xe) ∈ Γ
op
ψ and (xe, e) ∈ Γϕ. Thus R
op ⊆ Γopψ Γϕ.
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Moreover if (f, e) ∈ Γopψ Γϕ, then there exists x ∈ X such that f ∈ ψ(x) and
e ≤T ϕ(x). Since ϕ ≤ ∧ψ, we have ϕ(x) ≤T
∧
f∈ψ(x)
f . It follows that e ≤T f ,
hence e ≤R f , that is, (f, e) ∈ Rop. Thus Γ
op
ψ Γϕ ⊆ R
op. Therefore we obtain
Γopψ Γϕ = R
op.
(e) ⇔ (f). We are going to slightly abuse notation by setting, for any subset Y
of X , ψ(Y ) =
⋃
x∈Y
ψ(x). Taking t = ϕ(x), the first condition in (e) is equivalent to
∀t ∈ T, e ∈ ψ
(
ϕ−1(t)
)
=⇒ t ≤T e ,
which in turn is equivalent to
∀t ∈ T, ψ
(
ϕ−1(t)
)
⊆ [t, ·[T∩E .
In particular ψ
(
ϕ−1(e)
)
⊆ [e, ·[E for all e ∈ E because [e, ·[T∩E = [e, ·[E . But the
second condition in (e) says that emust belong to ψ
(
ϕ−1(e)
)
, so we get ψ
(
ϕ−1(e)
)
=
[e, ·[E . This shows that the second condition in (e) is equivalent to
∀e ∈ E, ψ
(
ϕ−1(e)
)
= [e, ·[E .
This completes the proof of Lemma 13.9.
Condition (d) will play an important role in the proof of Theorem 14.16, con-
dition (f) will be essential in the proof of Theorem 17.5, and condition (e) will be
a main tool used in the proof of Theorem 17.10.
14. Duality and opposite lattices
By Theorem 13.1, any fundamental functor SE,R is isomorphic to a quotient of
some functor associated to a lattice. One of our main purposes in this section is to
use duality to realize SE,R as a subfunctor of some functor associated to a lattice.
This requires to define a duality between FT and FT op .
Let F be a correspondence functor over k. Recall from Definition 3.5, that the
dual F ♮ of F is the correspondence functor defined on a finite set X by
F ♮(X) = Homk
(
F (X), k
)
.
If Y is a finite set and R ⊆ Y ×X , then the map F ♮(R) : F ♮(X)→ F ♮(Y ) is defined
by
∀α ∈ F ♮(X), F ♮(R)(α) = α ◦ F (Rop) .
Recall that L denotes the category of finite lattices (Definition 11.5), and kL
its k-linearization (Definition 2.1). For any finite lattice T = (T,∨,∧), denote by
T op = (T,∧,∨) the opposite lattice, i.e. the set T ordered with the opposite partial
order. For simplicity throughout this section, we write ≤ for ≤T and ≤op for ≤T op .
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14.1. Lemma. The assignment T 7→ T op extends to an isomorphism L → Lop,
and to a k-linear isomorphism kL → kLop.
Proof : Let f : T1 → T2 be a morphism in the category L. For any t ∈ T2, let
fop(t) denote the join in T1 of all the elements x such that f(x) ≤ t, i.e.
(14.2) fop(t) =
∨
f(x)≤t
x .
Then f
(
fop(t)
)
=
∨
f(x)≤t
f(x) ≤ t, so fop(t) is actually the greatest element of
f−1
(
[0ˆ, t]T2
)
, i.e. f−1
(
[0ˆ, t]T2
)
= [0ˆ, fop(t)]T1 . In other words,
(14.3) ∀t1 ∈ T1, ∀t2 ∈ T2, f(t1) ≤ t2 ⇐⇒ t1 ≤ f
op(t2) ,
that is, the pair (f, fop) is an adjoint pair of functors between the posets T1 and T2,
viewed as categories. In those terms, saying that f is a morphism in L is equivalent
to saying that f commutes with colimits in T1 and T2. Hence f
op commutes with
limits, that is, fop commutes with the meet operation, i.e. it is a morphism of
lattices T op2 → T
op
1 .
In more elementary terms, for any subset A ⊆ T2,
[0ˆ, fop
( ∧
t∈A
t
)
]T1 = f
−1
(
[0ˆ,
∧
t∈A
t]T2
)
= f−1
( ⋂
t∈A
[0ˆ, t]T2
)
=
⋂
t∈A
f−1
(
[0ˆ, t]T2
)
=
⋂
t∈A
[0ˆ, fop(t)]T1
= [0ˆ,
∧
t∈A
fop(t)]T1 .
It follows that fop
( ∧
t∈A
t
)
=
∧
t∈A
fop(t), i.e. fop is a morphism T op2 → T
op
1 in L.
Now denoting by ≤op the opposite order relations on both T1 and T2, Equa-
tion 14.3 reads
∀t2 ∈ T2, ∀t1 ∈ T1, f
op(t2) ≤
op t1 ⇐⇒ t2 ≤
op f(t1) ,
which shows that the same construction applied to the morphism fop : T op2 → T
op
1
yields (fop)op = f . This proves that the map f 7→ fop is a bijection from L(T2, T1)
to L(T op1 , T
op
2 ) (recall our notational convention of Section 2 on morphisms in a
category).
Now if f : T1 → T2 and g : T2 → T3 are morphisms in L, the adjunction 14.3
easily implies that (gf)op = fopgop. It is clear moreover that (idT )
op = idT op for
any finite lattice T . Hence the assignment T 7→ T op and f 7→ fop is an isomorphism
L → Lop, which extends linearly to an isomorphism kL → kLop.
14.4. Definition. Let T be a finite lattice and let X be a finite set. For two
functions ϕ : X → T and ψ : X → T op, set
(ϕ, ψ)X =
{
1 if ϕ ≤ ψ, i.e. if ϕ(x) ≤T ψ(x), ∀x ∈ X,
0 otherwise.
This definition extends uniquely to a k-bilinear form
(−,−)X : FT (X)× FT op(X)→ k .
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This bilinear form induces a k-linear map ΨT,X : FT op(X)→ (FT )♮(X) defined by
ΨT,X(ψ)(ϕ) = (ϕ, ψ)X .
We need some notation.
14.5. Notation. Let T be a finite lattice, X and Y finite sets, Q ⊆ Y × X a
correspondence, and ψ : X → T op a map. We denote by Q ⋆ ψ the action of the
correspondence Q on ψ. In other words, Q ⋆ ψ is the map FT op(Q)(ψ) : Y → T op.
Recall that it is defined by
∀y ∈ Y, (Q ⋆ ψ)(y) =
∧
(y,x)∈Q
ψ(x) ,
because the join in T op is the meet in T .
14.6. Lemma.
(a) With the notation 14.5, the family of bilinear forms in Definition 14.4
satisfy
(ϕ,Q ⋆ ψ)Y = (Q
opϕ, ψ)X .
(b) The family of maps ΨT,X : FT op(X) → (FT )♮(X) form a morphism of
correspondence functors ΨT : FT op → (FT )♮.
Proof : (a) We have
ϕ ≤ Q ⋆ ψ ⇐⇒ ∀y ∈ Y, ϕ(y) ≤T Q ⋆ ψ(y)
⇐⇒ ∀y ∈ Y, ϕ(y) ≤T
∧
(y,x)∈Q
ψ(x)
⇐⇒ ∀(y, x) ∈ Q, ϕ(y) ≤T ψ(x)
⇐⇒ ∀x ∈ X,
∨
(x,y)∈Qop
ϕ(y) ≤T ψ(x)
⇐⇒ Qopϕ ≤ ψ .
(b) The equation in part (a) also reads
ΨT,X(ψ)(Q
opϕ) = ΨT,Y (Q ⋆ ψ)(ϕ) ,
that is QΨT,X(ψ) = ΨT,Y (Q ⋆ ψ).
14.7. Remark. Let T = I↓(E,R
op) be the lattice corresponding to a poset
(E,Rop). Then T op = I↓(E,R
op)op is isomorphic, via complementation, to the
lattice I↓(E,R). Using the isomorphisms of Proposition 11.4
FT = FI↓(E,Rop)
∼= kC(−, E)R , FT op = FI↓(E,R)
∼= kC(−, E)Rop ,
we can transport the bilinear forms (−,−)X defined in 14.4 and obtain a pairing
kC(−, E)R× kC(−, E)Rop −→ k .
It is easy to check, using complementation, that this pairing coincides with the one
obtained in Remark 9.5.
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14.8. Notation. Let T be a finite lattice, X a finite set, and ϕ : X → T a map.
We denote by ϕ⋆ the element of FT op(X) defined by
ϕ⋆ =
∑
ρ:X→T
ρ≤ϕ
µ(ρ, ϕ)ρ◦ ,
where ρ◦ is the function ρ, viewed as a map X → T op, and where µ(ρ, ϕ) is the
Mo¨bius function of the poset of maps from X to T , in which ρ ≤ ϕ if and only if
ρ(x) ≤ ϕ(x) in T for any x ∈ X. Recall that µ(ρ, ϕ) can be computed as follows :
µ(ρ, ϕ) =
∏
x∈X
µT
(
ρ(x), ϕ(x)
)
,
where µT is the Mo¨bius function of the poset T .
14.9. Theorem. Let T be a finite lattice.
(a) Let X be a finite set. The bilinear form (14.4) is nondegenerate, in the
strong sense, namely it induces an isomorphism
ΨT,X : FT op(X)→ (FT )
♮(X) .
More precisely, {ϕ⋆ | ϕ : X → T } is the dual basis, in FT op(X), of the
k-basis of functions X → T , in FT (X).
(b) ΨT : FT op → (FT )♮ is an isomorphism of correspondence functors.
(c) The functor T 7→ FT op and the functor T 7→ (FT )♮ are naturally isomor-
phic functors from kL to Fopk . More precisely, the family of isomorphisms
ΨT , for finite lattices T , form a natural transformation Ψ between the
functor T 7→ FT op and the functor T 7→ (FT )♮.
Proof : (a) The set {ρ◦ | ρ◦ : X → T op} is a k-basis of the free k-module
FT op(X). It follows that {ϕ⋆ | ϕ : X → T } is also a k-basis of FT op(X), because
the integral matrix of Mo¨bius coefficients µ(ρ, φ) is unitriangular, hence invertible
over Z. Actually its inverse is the adjacency matrix of the order relation ρ ≤ ϕ on
the set of maps X → T .
Now, for any two functions ϕ, λ : X → T ,
(14.10) (λ, ϕ⋆)X =
∑
ρ:X→T
ρ≤ϕ
µ(ρ, ϕ)(λ, ρ◦)X =
∑
ρ:X→T
λ≤ρ≤ϕ
µ(ρ, ϕ) = δλ,ϕ ,
where δλ,ϕ is the Kronecker symbol (the last equality coming from the definition
of the Mo¨bius function). This shows that {ϕ⋆ | ϕ : X → T } is the dual basis, in
FT op(X), of the k-basis of functions X → T , in FT (X).
(b) This follows immediately from (a). Another way of seeing this is to build
an explicit inverse ΦT of ΨT . For each finite set X , we define a linear map ΦT,X :
(FT )
♮(X)→ FT op(X) by setting
∀α ∈ (FT )
♮(X), ΦT,X(α) =
∑
ϕ:X→T
α(ϕ)ϕ⋆ .
Then, for any function λ : X → T ,(
ΨT,XΦT,X(α)
)
(λ) =
(
λ,ΦT,X(α)
)
X
=
∑
ϕ:X→T
α(ϕ)(λ, ϕ⋆)X = α(λ) ,
so ΨT,XΦT,X is the identity map of (FT )
♮(X).
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On the other hand, ΨT,X is injective, because if ΨT,X(β) = 0, then we write
β =
∑
ϕ:X→T
aϕϕ
⋆, where aϕ ∈ k, and then for all λ : X → T , we get
0 = ΨT,X
( ∑
ϕ:X→T
aϕϕ
⋆
)
(λ) = (λ,
∑
ϕ:X→T
aϕϕ
⋆)X =
∑
ϕ:X→T
aϕ(λ, ϕ
⋆)X = aλ ,
so that β = 0. Therefore ΨT,X is an isomorphism and ΦT,X is its inverse.
(c) Let T ′ be another finite lattice, and let ΨT ′ : FT ′op → (FT ′ )♮ be the corre-
sponding morphism. Let moreover f : T → T ′ be a morphism in L. We claim that
for any finite set X , the square
FT op(X)
ΨT,X // (FT )♮(X)
FT ′op(X)
ΨT ′,X
//
Ffop
OO
(FT ′ )
♮(X)
(Ff )
♮
OO
is commutative: indeed, for any functions ψ : X → T ′op and ϕ : X → T ,(
(Ff )
♮ΨT ′,X(ψ)
)
(ϕ) = ΨT ′,X(ψ)(f ◦ ϕ) = (f ◦ ϕ, ψ)X ,
whereas (
ΨT,XFfop(ψ)
)
(ϕ) =
(
ϕ, Ffop(ψ)
)
X
= (ϕ, fop ◦ ψ)X .
Now by 14.3, we have that
f ◦ ϕ ≤ ψ ⇐⇒ ∀x ∈ X, f
(
ϕ(x)
)
≤ ψ(x)
⇐⇒ ∀x ∈ X, ϕ(x) ≤ fop
(
ψ(x)
)
⇐⇒ ϕ ≤ fop ◦ ψ ,
which proves our claim. This shows that the isomorphisms ΨT , for finite lattices T ,
form a natural transformation Ψ of the functor T 7→ FT op to the functor T 7→ (FT )♮
from kL to Fopk . This completes the proof of Theorem 14.9.
14.11. Corollary. Let k be a self-injective ring. Then for any distributive lat-
tice T , the functor FT is projective and injective in Fk.
Proof : Since T is distributive, the functor FT is projective by Theorem 11.11,
without further assumption on k.
If k is self-injective, the functor sending a k-module A to its k-dual Homk(A, k)
is exact. It follows that the functor M 7→M ♮ is an exact contravariant endofunctor
of the category Fk (where M ♮ denotes the dual correspondence functor defined
in 3.5). Let α : M → N be an injective morphism in Fk, and let λ : M → FT
be any morphism. Then α♮ : N ♮ → M ♮ is surjective, and we have the following
diagram with exact row in Fk
(FT )
♮
λ♮

N ♮
α♮ // M ♮ // 0
Now (FT )
♮ ∼= FT op by Theorem 14.9, and T op is distributive. Hence FT op is pro-
jective in Fk, and there exists a morphism β : (FT )♮ → N ♮ such that α♮ ◦ β = λ♮.
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Dualizing once again the previous diagram yields the commutative diagram
(FT )
♮♮ FT
ηFToo
N ♮♮
β♮
;;✇✇✇✇✇✇✇✇
M ♮♮
λ♮♮
OO
α♮♮
oo
N
ηN
OO
M
ηM
OO
α
oo
λ
II
where for any functorM , we denote by ηM the canonical morphism fromM toM
♮♮.
Now ηFT is an isomorphism, because for any finite set X , the module FT (X) is a
finitely generated free k-module. Let ε : N → FT be defined by ε = η
−1
FT
◦ β♮ ◦ ηN .
Then
ε ◦ α = η−1FT ◦ β
♮ ◦ ηN ◦ α = η
−1
FT
◦ λ♮♮ ◦ ηM = η
−1
FT
◦ ηFT ◦ λ = λ .
Thus for any injective morphism α : M → N and any morphism λ : M → FT ,
there exists a morphism ε : N → FT such that ε ◦ α = λ. Hence FT is injective
in Fk.
We now want to study the subfunctor generated by a specific element of FT op(E)
which will be defined below. We need some more notation.
14.12. Notation. Let T be a finite lattice. If t ∈ T , let r(t) denote the join of all
the elements of T strictly smaller than t, i.e.
r(t) =
∨
s<t
s
Thus r(t) = t if and only if t is not irreducible. If t is irreducible, then r(t) is
the unique maximal element of [0ˆ, t[.
14.13. Notation. Let T be a finite lattice and let (E,R) be the full subposet of
its irreducible elements. If A ⊆ E, let ηA : E → T be the map defined by
∀e ∈ E, ηA(e) =
{
r(e) if e ∈ A
e if e /∈ A
.
Moreover, let γT denote the element of FT op(E) defined by
γT =
∑
A⊆E
(−1)|A|η◦A ,
where η◦A denotes the function ηA, viewed as a map E → T
op.
We now show that this element γT has another characterization. Recall that we
use a star ⋆, as in Notation 14.5, for the action of a correspondence on evaluations
of FT op .
14.14. Lemma. Let T be a finite lattice, let (E,R) be the full subposet of its
irreducible elements, and let ι : E → T be the inclusion map.
(a) The element γT is equal to ι
∗ (using the notation defined in 14.8).
(b) R ⋆ γT = γT .
Proof : (a) By definition, ι⋆ =
∑
ρ≤ι
µ(ρ, ι)ρ◦, where ρ◦ is the function ρ, viewed as
a map X → T op, and where µ is the Mo¨bius function of the poset of functions from
X to T (see Notation 14.8). Furthermore
µ(ρ, ι) =
∏
e∈E
µT
(
ρ(e), ι(e)
)
,
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where µT is the Mo¨bius function of the poset T . Now µT
(
ρ(e), ι(e)
)
= µT
(
ρ(e), e
)
is equal to 0 if ρ(e) < r(e), because in that case the interval ]ρ(e), e[T has a greatest
element r(e). Moreover µT
(
ρ(e), e
)
is equal to -1 if ρ(e) = r(e), and to +1 if
ρ(e) = e. It follows that the only maps ρ appearing in the sum above are of the
form ρ = ηA for some subset A ⊆ E and µ(ηA, ι) = (−1)|A|. Therefore
ι⋆ =
∑
A⊆E
(−1)|A|η◦A = γT .
(b) For any A ⊆ E and any e ∈ E,
(R ∗ ηA)(e) =
∧
(e,e′)∈R
ηA(e
′) =
∧
e≤e′
ηA(e
′) = ηA(e) ,
since e < e′ implies ηA(e) ≤ e ≤ r(e′) ≤ ηA(e′). Therefore R ⋆ γT = γT .
Our aim is to show that the subfunctor 〈γT 〉 of FT op generated by γT is iso-
morphic to the fundamental correspondence functor SE,R. We first show that 〈γT 〉
is independent of the choice of T .
14.15. Lemma. Let f : T → T ′ be a morphism in L, let E = Irr(T ), and let
E′ = Irr(T ′). Suppose that the restriction of f to E is an isomorphism of posets
f| : E
∼=
−→ E′.
(a) The map f is surjective and fr(e) = rf(e) for any e ∈ E.
(b) The map fop : T ′
op → T op restricts to a bijection fop| : E
′
∼=
−→ E, which
is inverse to f|. Moreover f
opr(e′) = rfop(e′) for any e′ ∈ E′.
(c) fop : T ′
op → T op induces an injective morphism Ffop : FT ′op → FT op and
an isomorphism 〈γT ′ 〉 ∼= 〈γT 〉.
Proof : (a) Since any element of T ′ is a join of irreducible elements, which are in
the image of f , and since f commutes with joins, the map f is surjective.
Let e ∈ E. By assumption f(e) ∈ E′. The condition r(e) < e implies f
(
r(e)
)
≤
f(e). Moreover r(e) =
∨
e1∈E
e1<e
e1, hence fr(e) =
∨
e1∈E
e1<e
f(e1). Thus if fr(e) = f(e),
then there exists e1 < e such that f(e1) = f(e), contradicting the assumption on
f . It follows that fr(e) ≤ rf(e).
Now rf(e) =
∨
e′∈E′
e′<f(e)
e′, and each e′ ∈ E′ with e′ < f(e) can be written e′ =
f(e1), for e1 ∈ E with e1 < e. It follows that rf(e) ≤
∨
e1∈E
e1<e
f(e1) = fr(e). Thus
rf(e) = fr(e), as was to be shown.
(b) Recall from Equation 14.2 that fop is defined by fop(t′) =
∨
f(t)≤t′
t. Let
e′ ∈ E′. Then there exists e ∈ E such that f(e) = e′. Let t ∈ T be such that
f(t) ≤ e′ and write t =
∨
e1∈E
e1≤t
e1. For each e1 ∈ E with e1 ≤ t, we have f(e1) ≤
f(t) ≤ e′ = f(e), hence e1 ≤ e, and t ≤ e. It follows that f
op(e′) =
∨
f(t)≤e′
t = e, so
fop| is a bijection E
′ → E, inverse to f|. This proves the first statement in (b).
Now let e ∈ E, and set e′ = f(e) ∈ E′. First we have r(e′) ≤ e′, thus
fopr(e′) ≤ fop(e′) = e. If fopr(e′) = e, then
∨
f(t)≤r(e′)
t = e, hence
f(e) ≤ r(e′) < e′ = f(e) ,
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a contradiction. Thus fopr(e′) ≤ r(e) = rfop(e′). But we also have
rfop(e′) = r(e) =
∨
e1∈E
e1<e
e1 =
∨
e1∈E
f(e1)<f(e)
e1 ≤
∨
t∈T
f(t)≤rf(e)
t = foprf(e) = fopr(e′) ,
so fopr(e′) = rfop(e′), which proves the second statement in (b).
(c) Since f is surjective by (a), so is the morphism Ff : FT → FT ′ . By duality
and Theorem 14.9, the morphism Ffop : FT ′op → FT op can be identified with the
dual of Ff and is therefore injective. This proves the first statement in (c).
Now for any B ⊆ E′, consider the map η◦B : E
′ → T ′op. Then for any e′ ∈ E′
fopη◦B(e
′) =
{
fop(e′) if e′ /∈ B,
fopr(e′) = rfop(e′) if e′ ∈ B.
Hence fop ◦ η◦B = η
◦
fop
|
(B)
◦ fop| , and therefore f
op ◦ γT ′ = γT ◦ f
op
| . It follows that
Ffop(γT ′ ◦ f|) = f
op ◦ γT ′ ◦ f| = γT ◦ f
op
| ◦ f| = γT .
Therefore the injective morphism Ffop maps the subfunctor 〈 γT ′ ◦ f| 〉 isomor-
phically to the subfunctor 〈γT 〉. But since f| : E → E
′ is a bijection, the subfunctor
〈 γT ′◦f| 〉 of FT ′op is equal to the subfunctor 〈γT ′〉. This proves the second statement
in (c).
Recall that we use a star ⋆, as in Notation 14.5, for the action of a correspon-
dence on evaluations of FT op . We now come to our main result.
14.16. Theorem. Let T be a finite lattice and let (E,R) be the full subposet of
its irreducible elements.
(a) The subfunctor 〈γT 〉 of FT op generated by γT is isomorphic to SE,R.
(b) In other words, for any finite set X, the module SE,R(X) is isomorphic
to the k-submodule of FT op(X) generated by the elements S ⋆ γT , for
S ⊆ X × E.
Proof : In view of Lemma 14.15, it suffices to prove the result in the case when T
is the lattice I↓(E,R): indeed, for any other lattice T
′ with the same poset (E,R)
of irreducible elements, the inclusion E ⊆ T ′ extends to a unique map of lattices
f : T = I↓(E,R) → T ′ which induces the identity E = Irr(T )
=
−→ E = Irr(T ′).
This result is not difficult and will be proved later in an appendix (Proposition 21.4).
Then 〈γT ′〉 is isomorphic to 〈γT 〉 by Lemma 14.15, so we now assume that T =
I↓(E,R).
By Yoneda’s lemma, there is a unique morphism of correspondence functors
ξ : kC(−, E)→ FT op such that ξE(∆E) = γT , and the image of ξ is the subfunctor
〈γT 〉 of FT op generated by γT .
Then for any finite set X , the surjection ξX : kC(X,E) → 〈γT 〉(X) maps
the correspondence S ∈ C(X,E) to S ⋆ γT ∈ 〈γT 〉(X). Since R ⋆ γT = γT by
Lemma 14.14, the morphism ξ factorizes as
kC(−, E) // // kC(−, E)R
ξ // // 〈γT 〉 ,
where the left hand side morphism is right multiplication by R.
By Proposition 11.4, for a finite set X , the set C(X,E)R is the set of corre-
spondences of the form
Γψ = {(x, e) ∈ X × E | e ∈ ψ(x)} ,
where ψ is a map from X to I↑(E,R).
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We want to prove that, for any finite set X , the kernel of the surjection
ξX : kC(X,E)R→ 〈γT 〉(X)
is equal to the kernel of the surjection
ωE,R,X : kC(X,E)R→ SE,R(X) .
The kernel of the surjection ξX is the set of linear combinations
∑
ψ:X→I↑(E,R)
λψΓψ,
with λψ ∈ k, such that ∑
ψ:X→I↑(E,R)
λψΓψ ⋆ γT = 0 .
Equivalently,
∀ϕ : X → T, (ϕ,
∑
ψ
λψΓψ ⋆ γT )X =
∑
ψ
λψ(Γ
op
ψ ϕ, γT )X = 0 ,
where (−,−)X is the bilinear form of 14.4, using also Equation 14.6.
Now γT = ι
⋆ by Lemma 14.14 and we use ι⋆ instead. By Equation 14.10, we
have
(Γopψ ϕ, γT )X = (Γ
op
ψ ϕ, ι
⋆) = δΓopψ ϕ,ι
and therefore we obtain the condition
∀ϕ : X → T,
∑
ψ:X→I↑(E,R)
Γopψ ϕ=ι
λψ = 0 .
For ϕ : X → T and ψ : X → I↑(E,R), we know from Lemma 13.9 that the property
Γopψ ϕ = ι is equivalent to Γ
op
ψ Γϕ = R
op.
It follows that u =
∑
ψ:X→I↑(E,R)
λψΓψ is in the kernel of ξX if and only if
∀ϕ : X → I↓(E,R),
∑
ψ
Γopψ Γϕ=R
op
λψ = 0 .
But the condition Γopψ Γϕ = R
op is in turn is equivalent to Γopϕ Γψ = R, and moreover
I↓(E,R) = I
↑(E,Rop) and I↑(E,R) = I↓(E,R
op). This is where we use that the
lattice T is equal to I↓(E,R).
Therefore u =
∑
ψ:X→I↓(E,Rop)
λψΓψ is in the kernel of ξX if and only if
∀ϕ : X → I↑(E,Rop),
∑
ψ
Γopϕ Γψ=R
λψ = 0 .
By Corollary 13.7, this is equivalent to requiring that u ∈ KerωE,R,X . It fol-
lows that Ker ξX = KerωE,R,X . Consequently, the images of ξX and ωE,R,X are
isomorphic, that is, 〈γT 〉 ∼= SE,R. This completes the proof of Theorem 14.16.
Since we now know that the subfunctor 〈γT 〉 of FT op is isomorphic to SE,R, we
use again duality to obtain more.
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14.17. Theorem. Let T be a finite lattice and let (E,R) be the full subposet of
its irreducible elements. We consider orthogonal k-submodules with respect to the
family of k-bilinear forms (−,−)X defined in 14.4.
(a) 〈γT 〉⊥ = KerΘT (as subfunctors of FT ).
(b) FT /〈γT 〉⊥ ∼= SE,Rop .
(c) 〈γT 〉
⊥⊥ ∼= S♮E,Rop .
(d) There is a canonical injective morphism αE,R : SE,R −→ S♮E,Rop .
Proof : (a) Let
∑
ϕ:X→T
λϕϕ ∈ FT (X), where X is a finite set. Then∑
ϕ
λϕϕ ∈ 〈γT 〉(X)⊥ ⇐⇒
(∑
ϕ
λϕϕ,Q ⋆ γT
)
X
= 0 ∀Q ∈ C(X,E)
⇐⇒
(∑
ϕ
λϕϕ,Q ⋆ γT
)
X
= 0 ∀Q ∈ C(X,E)R (because R ⋆ γT = γT )
⇐⇒
∑
ϕ
λϕ
(
Qopϕ, γT
)
E
= 0 ∀Q ∈ C(X,E)R (by 14.6)
⇐⇒
∑
ϕ
Qopϕ=ι
λϕ = 0 ∀Q ∈ C(X,E)R (by 14.10 and Lemma 14.14)
⇐⇒
∑
ϕ
Γopψ ϕ=ι
λϕ = 0 ∀ψ : X → I↑(E,R) (by Proposition 11.4)
⇐⇒
∑
ϕ
Γopψ Γϕ=R
op
λϕ = 0 ∀ψ : X → I↑(E,R) (by Lemma 13.9)
⇐⇒
∑
ϕ:X→T
λϕϕ ∈ KerΘT,X (by Theorem 13.4)
Therefore 〈γT 〉(X)⊥ = KerΘT,X .
(b) This follows immediately from (a) and Theorem 13.1.
(c) This follows immediately from (b) and duality.
(d) There is an obvious inclusion 〈γT 〉 ⊆ 〈γT 〉⊥⊥. Now we have 〈γT 〉 ∼= SE,R by
Theorem 14.16 and 〈γT 〉
⊥⊥ ∼= S♮E,Rop by (c). Thus we obtain a canonical injective
morphism SE,R −→ S♮E,Rop .
14.18. Remark. We will prove later that αE,R : SE,R −→ S♮E,Rop is an isomor-
phism (see Theorem 18.1). This is easy to prove if k is a field, because the inclusion
〈γT 〉 ⊆ 〈γT 〉⊥⊥ must be an equality since the pairing 14.4 is nondegenerate, by
Theorem 14.9.
We end this section with a description of the dual of a simple functor. We
assume that k is a field and we let SE,R,V be a simple correspondence functor
over k. Part (e) of Theorem 14.17 suggests that the index R must become Rop
after applying duality. We now show that this is indeed the case.
14.19. Theorem. Let k be a field. The dual S♮E,R,V of the simple functor SE,R,V
is isomorphic to SE,Rop,V ♮ , where V
♮ denotes the ordinary dual of the kAut(E,R)-
module V .
Proof : We use Section 3 and consider the PE-simple module
TR,V = PEfR ⊗kAut(E,R) V ,
which is also a simple RE-module (see Theorem 3.11). Recall that PE is a quotient
algebra of the algebra RE = kC(E,E). Then we have SE,R,V = SE,TR,V . Clearly
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the dual S♮E,TR,V is again a simple functor and its minimal set is E again. Moreover,
by evaluation at E, we find that
S♮E,TR,V (E)
∼= SE,TR,V (E)
♮ ∼= T ♮R,V .
Here the action of a relation Q ∈ RE on a RE -module W ♮ is defined by
(Q · α)(w) = α(Qop · w) , ∀α ∈W ♮ , ∀w ∈W .
We are going to define a nondegenerate pairing
〈−,−〉 : TR,V × TRop,V ♮ −→ k ,
satisfying 〈Q ·x , y〉 = 〈x , Qop · y〉 for all x ∈ TR,V , y ∈ TRop,V ♮ , and Q ∈ RE . This
will induce an isomorphism of RE-modules
T ♮R,V
∼= TRop,V ♮ .
It will then follow that
S♮E,TR,V
∼= SE,T
Rop,V ♮
, that is , S♮E,R,V
∼= SE,Rop,V ♮ ,
as required.
By Proposition 3.10, PEfR has a k-basis {∆σfR | σ ∈ ΣE}, where ΣE is the
group of all permutations of E. Moreover, it is a free right kAut(E,R)-module and
it follows that we can write
TR,V = PEfR ⊗kAut(E,R) V =
⊕
σ∈[ΣE/Aut(E,R)]
∆σfR ⊗ V ,
where [ΣE/Aut(E,R)] denotes a set of representatives of the left cosets of Aut(E,R)
in ΣE . Noticing that Aut(E,R
op) = Aut(E,R), we have a similar decomposition
TRop,V ♮ = PEfRop ⊗kAut(E,R) V
♮ =
⊕
τ∈[ΣE/Aut(E,R)]
∆τfRop ⊗ V
♮ .
We define the pairing
〈−,−〉 : TR,V × TRop,V ♮ −→ k , 〈∆σfR ⊗ v , ∆τfRop ⊗ α〉 = δσ,τ α(v) ,
where σ, τ ∈ [ΣE/Aut(E,R)], v ∈ V , α ∈ V ♮.
By choosing dual bases of V and V ♮ respectively, we easily find dual bases of
TR,V and TRop,V ♮ respectively, and it follows that this pairing is nondegenerate.
We are left with the proof of the required property of this pairing. We consider
the action of a relation Q ∈ RE . For its action on PEfR, it suffices to consider its
image in the quotient algebra PE, so we can assume that Q is a permuted order,
and even an order relation, as the case where Q is a permutation is clear.
By Lemma 3.8, any order relation Q ∈ PE acts on PEfR via
Q ·∆σfR = Q ·
σfR∆σ = Q · f σR∆σ =
{
∆σfR if Q ⊆
σR ,
0 otherwise .
It follows that
〈Q ·∆σfR ⊗ v , ∆τfRop ⊗ α〉 =
{
α(v) if Q ⊆ σR and σ = τ ,
0 otherwise .
On the other hand
〈∆σfR ⊗ v , Q
op ·∆τfRop ⊗ α〉 =
{
α(v) if Qop ⊆ τRop and σ = τ ,
0 otherwise .
When σ = τ , the conditions Q ⊆ σR and Qop ⊆ τRop are equivalent. Therefore,
we obtain the required equality
〈Q ·∆σfR ⊗ v , ∆τfRop ⊗ α〉 = 〈∆σfR ⊗ v , Q
op ·∆τfRop ⊗ α〉 ,
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from which it follows that we have an isomorphism of RE -modules T
♮
R,V
∼= TRop,V ♮ .
This completes the proof.
15. The case of a total order
In this section, we consider in full detail the case of a totally ordered lattice. For a
(non negative) integer n ∈ N, we denote by n the set {0, 1, . . . , n}, linearly ordered
by 0 < 1 < . . . < n. Then n is a lattice, with least element 0 and greatest element n.
Moreover x ∨ y = sup(x, y) and x ∧ y = inf(x, y), for any x, y ∈ n. We denote by
[n] = {1, . . . , n} the set of irreducible elements of n, viewed as a full subposet of n.
If n = 0 (in which case [n] = ∅) and if n = 1 (in which case [n] = {1}), we recover
the cases already considered in Examples 4.11 and 4.12. The purpose of this section
is to treat the general case.
Let n ∈ N and let T be a finite lattice. By Definition 11.5 and Remark 11.6, a
map f : n→ T is a morphism in L if and only if f(0) = 0ˆ and f is order-preserving,
i.e. if f(i) ≤ f(j) for any (i, j) ∈ n with i ≤ j.
15.1. Notation. Let n ∈ N, let A ⊆ [n], and let l = |A|. We denote by sA : n→ l
the map defined by
∀j ∈ n, sA(j) =
∣∣]0, j] ∩ A∣∣ .
If moreover C ⊆ [l], and A = {a1, a2, . . . , al} in increasing order, let iA,C : l → n
denote the map defined by
∀j ∈ l, iA,C(j) =

0 if j = 0 ,
aj if j /∈ C ,
aj − 1 if j ∈ C .
Clearly all the functions sA and iA,C are order-preserving and map 0 to 0, so they
are morphisms in the category L. Set finally
iA =
∑
C⊆[l]
(−1)|C|iA,C ∈ kL(n, l) .
In view of Section 11, iA induces, for every finite set X , a k-linear map
FiA : Fl(X) −→ Fn(X) ,
where Fl and Fn are the correspondence functors associated to the lattices l and n.
15.2. Lemma. Let n ∈ N, let A ⊆ [n], and let l = |A|. Let X be a finite set, and
ϕ : X → l be any function. Then FiA(ϕ) = 0 unless ϕ(X) ⊇ [l].
Proof : We have
FiA(ϕ) =
∑
C⊆[l]
(−1)|C|iA,C ◦ ϕ
=
∑
ψ:X→n
( ∑
C⊆[l]
iA,C◦ϕ=ψ
(−1)|C|
)
ψ .
Moreover
∀x ∈ X, iA,C ◦ ϕ(x) =

0 if ϕ(x) = 0
aϕ(x) if ϕ(x) /∈ C
aϕ(x) − 1 if ϕ(x) ∈ C
.
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For a given function ψ : X → n, setting
Zψ = ψ
−1(0) ,
Uψ =
{
x ∈ X − Zψ | ψ(x) = aϕ(x) − 1
}
,
Vψ =
{
x ∈ X − Zψ | ψ(x) = aϕ(x)
}
,
we have iA,C ◦ ϕ = ψ if and only if the following three conditions hold :
X = Zψ⊔Uψ⊔Vψ ,
(
x ∈ Uψ ⇐⇒ ϕ(x) ∈ C
)
, and
(
x ∈ Vψ ⇐⇒ ϕ(x) /∈ {0}⊔C
)
.
In other words
ϕ(Uψ) ⊆ C ⊆ {1, . . . , l} − ϕ(Vψ) .
So if ψ : X → n appears in FiA(ϕ) with a nonzero coefficient, then
(15.3) ϕ(Uψ) ⊆ [l]− ϕ(Vψ) ,
i.e. ϕ(Uψ) ⊆ [l] and ϕ(Uψ) ∩ ϕ(Vψ) = ∅. But if the inclusion in (15.3) is proper,
then the coefficient of ψ in FiA(ϕ) is equal to∑
ϕ(Uψ)⊆C⊆[l]−ϕ(Vψ)
(−1)|C| = 0 .
Hence the coefficient of ψ in FiA(ϕ) is nonzero if and only if
(15.4) [l] = ϕ(Uψ) ⊔
(
ϕ(Vψ) ∩ [l]
)
.
In particular, if [l] * ϕ(X), there is no such ψ and FiA(ϕ) = 0.
15.5. Notation. Let n ∈ N and let A and B be subsets of [n] such that |A| = |B|.
We write fA,B = iAsB ∈ EndkL(n).
15.6. Lemma. Let n ∈ N, let A,B,C,D be subsets of [n] with l = |A| = |B| and
m = |C| = |D|. Then :
(a) If C * B, then sBiC = 0 in kL(l,m).
(b) In kL(n,m)
iAsBiC =
{
0 if B 6= C ,
iA if B = C .
(c) In EndkL(n)
fA,BfC,D =
{
0 if B 6= C ,
fA,D if B = C .
Proof : (a) By definition
sBiC =
∑
G⊆[m]
(−1)|G|sBiC,G
=
∑
ψ:m→l
( ∑
G⊆[m]
sBiC,G=ψ
(−1)|G|
)
ψ .
Write C = {c1, . . . , cm} in increasing order. For j ∈ l
sBiC,G(j) =

0 if j = 0 ,
|]0, cj] ∩B| if j /∈ G ,
|]0, cj − 1] ∩B| if j ∈ G .
Set
Uψ =
{
j ∈ [m] | ψ(j) = |]0, cj−1]∩B|
}
and Vψ =
{
j ∈ [m] | ψ(j) = |]0, cj ]∩B|
}
.
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Then sBiC,G = ψ if and only if G ⊆ Uψ and [m]−G ⊆ Vψ, i.e.
(15.7) [m]− Vψ ⊆ G ⊆ Uψ
Thus the coefficient of ψ in sBiC is equal to∑
[m]−Vψ⊆G⊆Uψ
(−1)|G| .
This is equal to zero if [m]−Vψ * Uψ or if [m]−Vψ is a proper subset of Uψ. Hence
if ψ appears in sBiC , then [m] = Uψ ⊔ Vψ , i.e.
[m] =
{
j ∈ [m] | ψ(j) = |]0, cj − 1] ∩B|
}
⊔
{
j ∈ [m] | ψ(j) = |]0, cj] ∩B|
}
,
and in this case, the coefficient of ψ in sBiC is equal to (−1)|Uψ|. In particular, for
any j ∈ [m], we have |]0, cj− 1]∩B| 6= |]0, cj]∩B|, hence cj ∈ B, and C ⊆ B. Thus
sBiC = 0 if C * B.
(b) In particular, if sBiC 6= 0, then C ⊆ B, and m ≤ l. Now sBiC is a k-linear
combination of morphisms ψ ∈ HomL(l,m). By Lemma 15.2, the product iAψ
(which is FiA(ψ) by definition) is equal to zero, unless the image of ψ contains [l].
In the latter case, ψ is surjective because ψ(0) = 0. Hence m ≥ l, thus l = m and
ψ is bijective. As ψ is order-preserving, it is the identity map.
Moreover B = C because C ⊆ B and l = m. Then, with the notation of
part (a), we have
|]0, cj ] ∩B| = |]0, cj ] ∩ C| = j = ψ(j) ,
for any j ∈ [m]. Therefore Uψ = ∅, hence (−1)
|Uψ| = 1 and the coefficient of ψ = id
in sBiC is equal to 1. It follows that iAsBiC = iA id = iA in this case.
(c) This follows from (a) and (b).
Our next result describes completely the structure of the k-algebra EndkL(n)
of all endomorphisms of the lattice n.
15.8. Theorem. Let n ∈ N. For l ∈ n, let M(nl)(k) denote the algebra of
square matrices indexed by the set of subsets of [n] of cardinality l, with coefficients
in k. For subsets A and B of [n] of cardinality l, let mA,B denote the matrix with
coefficient 1 in position (A,B), and 0 elsewhere.
(a) There is an isomorphism of k-algebras
I :
n⊕
l=0
M(nl)
(k) −→ EndkL(n)
sending mA,B ∈ M(nl)
(k) to fA,B, for any l ∈ n and any pair (A,B) of
subsets of [n] with |A| = |B| = l.
(b) In particular, if k is a field, then EndkL(n) is semi-simple.
Proof : Throughout this proof, Xn denotes the set of pairs (A,B) of subsets
of [n] such that |A| = |B|. The matrices mA,B, for (A,B) ∈ Xn, form a k-basis of
M =
n⊕
l=0
M(nl)
(k). They satisfy the relations
mA,BmC,D =
{
0 if B 6= C
mA,D if B = C
.
Indeed, if |B| 6= |C|, then mA,B and mC,D are not in the same block of M, so
their product is 0. And if |B| = |C| = l, then the corresponding relations are the
standard relations within the matrix algebra M(nl)
(k).
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By Lemma 15.6, it follows that I is an algebra homomorphism. Proving that I
is an isomorphism is equivalent to proving that the elements fA,B, for (A,B) ∈ Xn,
form a k-basis of EndkL(n). Let Bn denote the standard k-basis of the latter
algebra, i.e. the set of order-preserving functions n → n which map 0 to 0. For
such a function ϕ, let
Aϕ = ϕ(n) ∩ [n] and Bϕ =
{
j ∈ [n] | ϕ(j) 6= ϕ(j − 1)
}
.
Clearly |Aϕ| = |ϕ(n)| − 1 = |Bϕ|, thus (Aϕ, Bϕ) ∈ Xn. Conversely, if (A,B) ∈ Xn,
let ϕA,B denote the element iA,∅ sB of EndL(n). We claim that the maps
σ : ϕ 7→ (Aϕ, Bϕ) and τ : (A,B) 7→ ϕA,B
are inverse to each other, hence bijections between Bn and Xn.
To see this, let (A,B) ∈ Xn, and set ϕ = ϕA,B. Let A = {a1, . . . , ar} in
increasing order, and set moreover a0 = 0. Then by definition
∀j ∈ n, ϕ(j) = a|]0,j]∩B| .
In particular, for j ∈ [n], we have ϕ(j) 6= ϕ(j − 1) if and only if |]0, j] ∩ B| 6=
|]0, j − 1] ∩ B|, i.e. if and only if j ∈ B. In other words Bϕ = B. Moreover
ϕ(n) = {a0, a1, . . . , ar}, hence Aϕ = ϕ(n) ∩ [n] = {a1, . . . , ar} = A. This proves
that σ ◦ τ is the identity map of Xn. In particular τ is injective, and σ is surjective.
Conversely, let ϕ ∈ Bn, and set A = Aϕ and B = Bϕ. Let A = {a1, . . . , ar}
in increasing order, and set moreover a0 = 0. Similarly, let B = {b1, . . . , br} in
increasing order, and set moreover b0 = 0 and br+1 = n + 1. Then the intervals
[bi, . . . , bi+1 − 1], for i ∈ {0, . . . , r} form a partition of n, and ϕ is constant on
each of these intervals, and takes two distinct values on any two of these distinct
intervals, by definition of B. More precisely ϕ([bi, . . . , bi+1 − 1]) = {ai}, for any
i ∈ n. It follows that the map ϕ can be recovered from the knowledge of the pair
(A,B). Therefore σ is injective, hence bijective. Since σ ◦ τ ◦ σ = σ, it follows that
τ ◦ σ is the identity map of Bn, which completes the proof of the claim.
Now for (A,B) ∈ Xn
fA,B =
∑
C⊆[l]
(−1)|C| iA,C sB ,
and it is clear form the definition of iA,C that iA,C sB(j) ≤ iA,∅sB(j), for all j ∈ n.
It follows that fA,B is a linear combination of functions all smaller than ϕA,B, for
the standard ordering of functions n→ n. Moreover, the coefficient of ϕA,B in the
expansion of fA,B in the basis Bn is equal to 1. It follows that the transition matrix
from Bn to the elements fA,B is triangular, with ones on the diagonal. Hence the
elements fA,B, for (A,B) ∈ Xn, form a basis of EndkL(n), and this completes the
proof Theorem 15.8.
Theorem 15.8 is similar to the result proved in [FHH] about the planar rook
algebra. Over the field C of complex numbers, this algebra is actually isomorphic
to EndCL(n). However, the planar rook monoid is not isomorphic to the monoid
of endomorphisms of n in L. Only the corresponding monoid algebras become
isomorphic (over C).
Now we want to use the functor F? : kL → Fk to deduce information on
the correspondence functor Fn. By Theorem 11.11, we already know that Fn is
projective, because the total order n is a distributive lattice.
15.9. Notation. For n ∈ N, denote by εn the element i[n] of EndkL(n). In other
words
εn =
∑
C⊆[n]
(−1)|C|i[n],C ,
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where, as before, i[n],C ∈ EndL(n) is defined by i[n],C(j) = j − 1 if j ∈ C and
i[n],C(j) = j otherwise, for any j ∈ n.
15.10. Proposition.
(a) The element εn is a central idempotent of EndkL(n). Moreover
εn EndkL(n) = kεn .
(b) The kernel of the idempotent endomorphism Fεn of Fn is equal to the
subfunctor Hn, defined in Notation 12.1.
Proof : (a) If A = [n], then the map sA is the identity map of n. Thus εn = i[n] =
i[n]s[n] = f[n],[n], which is an idempotent by Lemma 15.6. Moreover the inverse
image of εn under the algebra isomorphism
M =
n⊕
l=0
M(nl)
(k) −→ EndkL(n)
of Theorem 15.8 is the matrix en = m[n],[n] of the component M(nn)
(k) = k of M.
But en is central in M and enM = ken.
(b) Let ϕ : X → n be any map. Then Fεn(ϕ) = i[n]ϕ = 0 by Lemma 15.2,
unless ϕ(X) contains [n]. It follows that Hn ⊆ Ker Fεn .
To show that Ker Fεn ⊆ Hn, let X be a finite set and denote by Zn(X) the set
of functions ϕ : X → n such that ϕ(X) ⊇ [n]. Then by definition
Fn(X) = Hn(X)⊕ kZn(X) .
Let π = πX denote the idempotent endomorphism of the k-module Fn(X) with
image kZn(X) and kernel Hn(X). For any ϕ : X → n, we have that
πFεn(ϕ) = π
( ∑
C⊆[n]
(−1)|C|(i[n],C ◦ ϕ)
)
.
But π(i[n],C ◦ ϕ) = 0, unless the image of i[n],C ◦ ϕ contains [n]. In particular
i[n],C(n) ⊇ [n], hence C = ∅ and i[n],C = idn. It follows that πFεn = π. Hence
KerFεn ⊆ Kerπ = Hn(X), and KerFεn = Hn. This completes the proof of
Proposition 15.10.
15.11. Lemma. Let n ∈ N, let A ⊆ [n], and let l = |A|. Then sAiA = εl in
EndkL(l).
Proof : By definition
sAiA =
∑
C⊆[l]
(−1)|C|sAiA,C .
Moreover, if A = {a1, . . . , al} in increasing order, then for j ∈ l
sAiA,C(j) =

0 if j = 0
|]0, aj ] ∩ A| if j /∈ C
|]0, aj − 1] ∩ A| if j ∈ C
.
But ]0, aj] ∩ A = {a1, . . . , aj} and ]0, aj − 1] ∩ A = {a1, . . . , aj−1}. It follows that
|]0, aj] ∩ A| = j, for any j ∈ l, and |]0, aj − 1] ∩ A| = j − 1. Hence sAiA,C = i[l],C .
Now Lemma 15.11 follows from Notation 15.9.
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15.12. Theorem. Let n ∈ N and let Sn denote the image of the idempotent
endomorphism Fεn of Fn.
(a) For an integer l with 0 ≤ l ≤ n, set
βl =
∑
A⊆[n]
|A|=l
fA,A .
Then the elements βl, for 0 ≤ l ≤ n, are orthogonal central idempotents
of EndkL(n), and their sum is equal to the identity.
(b) There are isomorphisms of correspondence functors
FβlFn
∼= S
⊕(nl)
l , for 0 ≤ l ≤ n ,
Fn ∼=
⊕
A⊆[n]
S|A| .
Proof : (a) For A ≤ [n] with |A| = l, the inverse image of fA,A under the algebra
isomorphism
I :M =
n⊕
l=0
M(nl)
(k) −→ EndkL(n)
of Theorem 15.8 is the matrix mA,A of the component indexed by l of M. The
coefficients of this matrix are all 0, except one coefficient equal to 1 on the diagonal,
at place indexed by the subset A of [n]. It follows that the inverse image of βl under
I is the identity element of the component indexed by l ofM. Assertion (a) follows.
(b) By Theorem 11.7, the functor F? induces an isomorphism of k-algebras
EndkL(n) ∼= EndFk(Fn) .
Now the idempotents fA,A of EndkL(n), for A ⊆ [n], are orthogonal, and their sum
is equal to the identity. It follows that the endomorphisms FfA,A of Fn are orthog-
onal idempotents, and their sum is the identity. Hence we obtain a decomposition
of correspondence functors
Fn =
⊕
A⊆[n]
FfA,A
(
Fn
)
.
Moreover for any A ⊆ [n] with |A| = l, we have sAfA,A = sAiAsA = εlsA by
Lemma 15.11. It follows that the morphism FsA : Fn → Fl restricts to a mor-
phism πA : FfA,A
(
Fn) → Fεl(Fl). Conversely, since fA,AiA = iAsAiA = iA by
Lemma 15.6, the morphism FiA : Fl → Fn restricts to ρA : Fεl(Fl) → FfA,A
(
Fn).
Since moreover iAsAfA,A = f
2
A,A = fA,A and sAiA = εl, the morphisms πA and
ρA are inverse to each other. They are therefore isomorphisms between FfA,A
(
Fn
)
and Fεl(Fl)
∼= Sl. It follows in particular that FβlFn ∼= S
⊕(nl)
l , which completes the
proof.
15.13. Corollary. Let m,n ∈ N. Then
HomFk(Sn, Sm) =
{
0 if n 6= m ,
k · idSn if n = m .
Proof : Since Sn = FεnFn, the case n = m follows from Assertion (a) of Proposi-
tion 15.10. Now for integers l,m ∈ {0, . . . , n}, we have that
HomFk(FβlFn, FβmFn)
∼= HomFk(Sl, Sm)
⊕(nl)(
n
m) .
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Since Fβl and Fβm are central idempotents of EndFk(Fn), and since they are or-
thogonal if l 6= m. It follows that HomFk(FβlFn, FβmFn) = 0 if l 6= m, hence
HomFk(Sl, Sm) = 0.
Now we prove that the functor Sn is actually isomorphic to a fundamental
functor and we compute the dimensions of all its evaluations.
15.14. Theorem. Let Sn denote the image of the idempotent endomorphism Fεn
of Fn.
(a) Sn ∼= Fn/Hn.
(b) Sn is isomorphic to the fundamental functor S[n],tot, where tot denotes the
total order on [n].
(c) For any finite set X, the k-module Sn(X) is free of rank
rank
(
Sn(X)
)
=
n∑
i=0
(−1)n−i
(
n
i
)
(i + 1)|X| .
Proof : (a) This follows from the second statement in Proposition 15.10.
(b) We are going to use the results of Section 14 applied to the lattice T = nop.
The set of its irreducible elements is
E = {0, 1, . . . , n−1} ,
with a total order R being the opposite of the usual order. Now we have
FT op = F(nop)op = Fn
and its evaluation at E contains an element
γT = γnop =
∑
A⊆E
(−1)|A|η◦A .
Recall from Notation 14.13 that η◦A : E → T
op = n denotes the same map as
η : E → T = nop and that η is defined by
∀e ∈ E, ηA(e) =
{
r(e) if e ∈ A ,
e if e /∈ A ,
that is, ηA(e) =
{
e+ 1 if e ∈ A ,
e if e /∈ A ,
because r(e) = e+ 1 in the lattice nop.
Now we define ω : E → n by ω(e) = e + 1. Then ω ∈ Fn(E) and when we
apply the idempotent Fεn we claim that we obtain
(15.15) Fεn(ω) = (−1)
nγnop .
The definition of εn yields
Fεn(ω) =
∑
C⊆[n]
(−1)|C|i[n],C ◦ ω
and we have
(i[n],C ◦ ω)(e) = i[n],C(e+ 1) =
{
e+ 1 if e+ 1 /∈ C
e if e+ 1 ∈ C
For each C ⊆ [n] = {1, . . . , n}, define A to be the complement of C − 1 in E =
{0, . . . , n− 1}, so that C is the complement of A+ 1 in [n]. In other words
j /∈ A ⇐⇒ j + 1 /∈ A+ 1 ⇐⇒ j + 1 ∈ C .
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Then we see that i[n],C ◦ ω = η
◦
A and it follows that
Fεn(ω) =
∑
C⊆[n]
(−1)|C|i[n],C ◦ ω
=
∑
A⊆E
(−1)n−|A|η◦A
= (−1)n
∑
A⊆E
(−1)|A|η◦A
= (−1)nγnop .
This proves Claim 15.15 above.
Now Fn is generated by ω ∈ Fn(E), because it is generated by ι ∈ Fn([n])
(where ι : [n] → n is the inclusion), hence also by any injection from a set E
of cardinality n to n (by composing with a bijection between E and [n]). Since
Fεn is an idempotent endomorphism of the correspondence functor Fn, we see that
FεnFn is generated by Fεn(ω). In other words, in view of Claim 15.15 above, Sn
is generated by γnop ∈ Fn(E). Now Theorem 14.16 asserts that the subfunctor
generated by γT = γnop is isomorphic to SE,R. But (E,R) ∼= ([n], tot) via the map
e 7→ n− e, so we obtain
Sn = FεnFn = 〈γnop〉 ∼= SE,R ∼= S[n],tot .
(c) The k-module Sn(X) is isomorphic to kZn(X), where Zn(X) is as in the
proof of Proposition 15.10 above, namely the set of all maps ϕ : X → n such that
[n] ⊆ ϕ(X) ⊆ n. Therefore Sn(X) is free of rank |Zn(X)|. Lemma 8.1 shows that
this rank is equal to
|Zn(X)| =
n∑
i=0
(−1)i
(
n
i
)
(n+ 1− i)|X| =
n∑
j=0
(−1)n−j
(
n
j
)
(j + 1)|X|
as required.
15.16. Remark. We shall see in Section 17 that a similar formula holds for the
rank of the evaluation of any fundamental functor, but the proof in the general case
is much more elaborate.
Also, Corollary 15.13 holds more generally for fundamental functors and the
general case will be proved in Section 18.
15.17. Corollary. Let k be a field.
(a) The functor Sn is simple, isomorphic to S[n],tot,k, where k is the trivial
module for the trivial group Aut([n], tot) = {id}.
(b) Sn is simple, projective, and injective in Fk.
Proof : (a) It is clear that Aut([n], tot) is the trivial group, with a single simple
module k. Since Sn ∼= S[n],tot by Theorem 15.14, we obtain (using Remark 4.8) the
simple functor
S[n],tot,k = S[n],tot ⊗k k ∼= S[n],tot ∼= Sn .
(b) Since n is a distributive lattice, Fn is projective and injective by Corol-
lary 14.11. Therefore so is its direct summand Sn. Hence Sn is simple, projective,
and injective.
Our last purpose in this section is to find, for any finite lattice T , direct sum-
mands of FT isomorphic to Sn. We start with a lemma, which is probably well
known.
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15.18. Lemma. Let n ∈ N, and T be a finite lattice. Let Un denote the set of
non decreasing sequences u0 ≤ u1 ≤ . . . ≤ un−1 ≤ un = 1ˆ of elements of T , and let
Vn be the subset of Un consisting of (strictly) increasing sequences.
For u ∈ Un, let uˇ : T → n be the map defined by
∀t ∈ T, uˇ(t) = Min{j ∈ n | t ≤ uj} .
Conversely, if ϕ is a map from T to n, let ϕˆ be the sequence of elements of T
defined by
∀j ∈ n, ϕˆj =
∨
t∈T
ϕ(t)≤j
t .
(a) The assigments u 7→ uˇ and ϕ 7→ ϕˆ are inverse bijections between Un and
HomL(T, n).
(b) Let u ∈ Un. The following assertions are equivalent:
(i) The map uˇ is surjective.
(ii) εnuˇ 6= 0.
(iii) u ∈ Vn.
Proof : (a) Let u ∈ Un. Then uˇ ∈ HomL(T, n): indeed for A ⊆ T
uˇ(
∨
t∈A
t) = Min{j ∈ n |
∨
t∈A
t ≤ uj}
= Min
( ⋂
t∈A
{j ∈ n | t ≤ uj}
)
= Max
t∈A
(
Min{j ∈ n | t ≤ uj}
)
= Max
t∈A
uˇ(t) =
∨
t∈A
uˇ(t) .
Conversely, if ϕ ∈ HomL(T, n), then the sequence ϕˆj =
∨
t∈T
ϕ(t)≤j
t, for j ∈ n, is a
nondecreasing sequence of elements of T , and ϕˆn = 1ˆ. Hence ϕˆ ∈ Un.
Now let u ∈ Un, and set ϕ = uˇ ∈ HomL(T, n). Then for j ∈ n and any t ∈ T
ϕˆj =
∨
t∈T
ϕ(t)≤j
t =
∨
t∈T
Min{l∈n|t≤ul}≤j
t =
∨
t∈T
t≤uj
t = uj ,
thus ϕˆ = u.
Conversely, let ϕ ∈ HomL(T, n), and set u = ϕˆ. Then for t ∈ T
uˇ(t) = Min{j ∈ n | t ≤ uj} = Min{j ∈ n | t ≤
∨
t′∈T
ϕ(t′)≤j
t′}
But if t ≤
∨
t′∈T
ϕ(t′)≤j
t′, then
ϕ(t) ≤ ϕ
( ∨
t′∈T
ϕ(t′)≤j
t′
)
= Max
t′∈T, ϕ(t′)≤j
ϕ(t′) ≤ j ,
so we obtain
uˇ(t) = Min{j ∈ n | t ≤
∨
t′∈T
ϕ(t′)≤j
t′} ≥ Min{j ∈ n | ϕ(t) ≤ j} = ϕ(t) .
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Now if l = ϕ(t), then in particular ϕ(t) ≤ l, thus
ul = ϕl =
∨
t′∈T
ϕ(t′)≤l
t′ ≥ t .
Hence ϕ(t) = l ≥ Min{j ∈ n | t ≤ uj} = uˇ(t). It follows that ϕ(t) = uˇ(t), i.e.
ϕ = uˇ, as was to be shown.
(b) Let u ∈ Un. Clearly, if uj = uj−1 for some j ∈ [n], then j /∈ Im(uˇ), so uˇ is
not surjective. Conversely, if u is strictly increasing, then uˇ(uj) = j for any j ∈ n,
so uˇ is surjective. This proves that (i) is equivalent to (iii).
Now it follows from Proposition 15.10 that εnuˇ 6= 0 if and only if uˇ /∈ Hn(T ),
i.e. the image of uˇ contains [n]. But this holds if and only if uˇ is surjective, since
uˇ(0ˆ) = 0. Hence (ii) is equivalent to (i).
15.19. Theorem. Let T be a finite lattice. For n ∈ N, and u ∈ Vn, let τu denote
the composition of morphisms
FT
Fuˇ // Fn
Fεn // Sn .
(a) The maps τu, for u ∈ Vn, form a k-basis of HomFk(FT , Sn).
(b) The map
τ =
⊕
n∈N
u∈Vn
τu : FT →
⊕
n∈N
u∈Vn
Sn
is split surjective.
Proof : (a) Since the functor kL → Fk defined by T 7→ FT is fully faithful by
Theorem 11.7, HomFk(FT , Fn) is isomorphic to HomkL(T, n). By Lemma 15.18,
this is a free k-module with basis the set of maps uˇ : T → n, for u ∈ Un. Therefore
HomFk(FT , Fn) is a free k-module with basis the set of maps Fuˇ : FT → Fn,
for u ∈ Un. Its submodule HomFk(FT , Sn) is the image under composition with
the idempotent Fεn . If u ∈ Un − Vn, then εnuˇ = 0 by Lemma 15.18. Therefore
τu = Fεnuˇ = 0 if u ∈ Un − Vn and it follows that the elements τu, for u ∈ Vn,
generate HomFk(FT , Sn). These elements are also linearly independent, since by
Proposition 15.10, the kernel of Fεn is equal to Hn, and since (the images of) the
maps uˇ, for u ∈ Vn, form part of the k-basis of (Fn/Hn)(T ).
(b) It suffices to show that the map τ is surjective. It will be split because the
functors Sn are projective in Fk.
We first claim that, if M and N are objects in an abelian category A, if M
is projective, and if HomA(M,N) = 0, then any subobject of M ⊕N which maps
onto both M and N is equal to M ⊕ N . Indeed for such an object L, there is
an isomorphism θ : M/(L ∩M)
∼=→ N/(L ∩ N) sending the class m + (L ∩M) for
m ∈M , to the class n+ (L ∩N), where n ∈ N is such that m+ n ∈ L. (This is a
special case of the Goursat lemma on subgroups in a direct product of groups). As
M is projective, this isomorphism can be lifted to a morphism ψ :M → N making
the following diagram commutative
M

//ψ // N

M/(L ∩M)
θ
∼=
// N/(L ∩N) ,
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where the vertical arrows are the canonical surjections. But ψ = 0 by assumption,
hence θ = 0, thus M = L ∩M and N = L ∩N , i.e. L =M ⊕N .
In order to prove the surjectivity of τ , it is enough to show that for any n ∈ N,
the map
τn =
⊕
u∈Vn
τu : FT →
⊕
u∈Vn
Sn
is surjective. This reduction follows from the claim above, using the fact that, for
n 6= m, we have HomFk(Sn, Sm) = 0 by Corollary 15.13.
We now fix an n ∈ N and show that the map τn is surjective. We consider
the special case where the ground ring is Z, and we use the notation F ZT , S
Z
n, τ
Z
n to
denote FT , Sn, and τn in this case. Let C be the cokernel of τZn . We have an exact
sequence
F ZT
τZn // ⊕
u∈Vn
SZn // C // 0 .
Tensoring this sequence with an arbitrary commutative ring k gives the top row of
the following commutative diagram with exact rows
k ⊗Z F ZT
∼=

k⊗Zτ
Z
n // ⊕
u∈Vn
k ⊗Z SZn
∼=

// k ⊗Z C // 0
FT
τn //
⊕
u∈Vn
Sn // k ⊗Z C // 0
Hence if we show that τn is surjective when k is a field, we get that k⊗Z C = 0 for
any field k. In particular, Fp ⊗Z C = 0 for any prime p, hence C = 0, and then τn
is surjective for any commutative ring k.
Thus we can assume that k is a field. In this case Sn is a simple functor by
Corollary 15.17 and EndFk(Sn) ∼= k by Corollary 15.13. By (a), we know that the
maps τu, for u ∈ Vn, form a k-basis of HomFk(FT , Sn). By a standard argument
of linear algebra, which we sketch below, it follows that the map τn is surjective,
which completes the proof of Theorem 15.19.
The linear algebra argument goes as follows. LetM =
⋂
u∈Vn
Ker τu ⊆ FT . Then
FT /M embeds via τn into the semi-simple functor
⊕
u∈Vn
Sn, hence it is semi-simple,
a direct sum of m copies of Sn for some m. Moreover m ≤ v, where v = |Vn|. The
matrix of the map τn : FT /M →
⊕
u∈Vn
Sn has coefficients in EndFk(Sn) ∼= k and has
v rows and m columns. Since the maps τu, for u ∈ Vn, are linearly independent
by (a), the rows of this matrix are linearly independent. Therefore the rank of the
matrix is v and this forces m ≥ v. Hence m = v and consequently the v columns
of the matrix generate the image. This means that τn is surjective.
16. On the structure of lattices
The purpose of this section is to define, in any finite lattice, two operations r∞ and
s∞, as well as some special elements which we call bulbs, lying at the bottom of a
totally ordered subset with strong properties. Such bulbs play a crucial role in the
description of the evaluation of fundamental functors and simple functors, which
will be carried out in Section 17.
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Let T be a finite lattice and let (E,R) be the full subposet of irreducible
elements in T . For simplicity, we write ≤ for ≤T and [t1, t2] for [t1, t2]T . Recall
that T is generated by E in the sense that any element x ∈ T is a join of elements
of E (see Section 5).
If t ∈ T , recall from Notation 14.12 that r(t) denotes the join of all elements
in [0ˆ, t[. If t /∈ E, then t can be written as the join of two smaller elements, so
r(t) = t. If e ∈ E, then r(e) is the unique maximal element of [0ˆ, e[. We put
rk(t) = r(rk−1(t)) and r∞(t) = rn(t) if n is such that rn(t) = rn+1(t). Note that
the map r : T → T is order-preserving.
16.1. Lemma. Let t ∈ T .
(a) r∞(t) /∈ E.
(b) r∞(t) = t if and only if t ∈ T − E.
(c) If e ∈ E, r∞(e) is the unique greatest element of T − E smaller than e.
(d) If t′ ∈ T with t ≤ t′, then r∞(t) ≤ r∞(t′).
Proof : The proof is a straightforward consequence of the definitions.
16.2. Lemma. Let e ∈ E.
(a) [0ˆ, e] = [0ˆ, r∞(e)] ⊔ ]r∞(e), e]
(b) ]r∞(e), e] is contained in E.
(c) [r∞(e), e] is totally ordered.
(d) More precisely, [r∞(e), e] = {rn(e), . . . , r1(e), e} if r∞(e) = rn(e).
(e) r∞(ri(e)) = r∞(e) for all 0 ≤ i ≤ n− 1.
Proof : (b) This is an immediate consequence of the definition of r∞(e).
(a) Let f ∈ [0ˆ, e]. Then f ∨ r∞(e) ∈ [r∞(e), e]. If f ∨ r∞(e) = r∞(e), then
f ∈ [0ˆ, r∞(e)]. Otherwise, f ∨r∞(e) ∈ ]r∞(e), e], hence f ∨r∞(e) ∈ E by (b), that
is, f ∨ r∞(e) is irreducible. It follows that f ∨ r∞(e) = f or f ∨ r∞(e) = r∞(e).
But the second case is impossible since r∞(e) /∈ E. Therefore f ∨ r∞(e) = f , that
is, f ∈ ]r∞(e), e].
(c) Let f, g ∈ [r∞(e), e]. We may suppose that they are not both equal to r∞(e).
Then f ∨ g ∈ ]r∞(e), e] and again f ∨ g is irreducible by (b). Thus f ∨ g is equal to
either f or g. Consequently g ≤ f or f ≤ g.
(d) This is an immediate consequence of (b) and (c).
(e) This follows from the definition of r∞(e).
We write ∧E for the subset of T consisting of all meets of elements of E, that
is, elements of the form
∧
i∈I
ei where I is a finite set of indices and ei ∈ E for every
i ∈ I. Note that we include the possibility that I be the empty set, in which case
one gets the unique greatest element 1ˆ.
16.3. Notation. If t ∈ T , define s(t) to be the meet of all the irreducible elements
which are strictly larger than t.
Notice that this definition of s is ‘dual’ to the definition of r, because r(t) is
the join of all the irreducible elements which are strictly smaller than t. It is clear
that the map s : T → T is order-preserving.
In order to describe the effect of s, note first that s(t) = t if t ∈ ∧E − E and
s(t) > t if t /∈ ∧E. Now if e ∈ E, there are 3 cases:
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(1) If ]e, 1ˆ] ∩ E has at least two minimal elements, then s(e) = e.
(2) If ]e, 1ˆ] ∩ E has a unique minimal element e+, then s(e) = e+.
(3) If ]e, 1ˆ] ∩ E is empty (that is, e is maximal in E), then s(e) = 1ˆ.
Note that the equality s(e) = e also occurs in the third case for e = 1ˆ, provided 1ˆ
is irreducible. We define inductively sk(t) = s(sk−1(t)) and s∞(t) = sn(t) where n
is such that sn(t) = sn+1(t).
16.4. Definition. An element t ∈ T is called a bulb if t /∈ ∧E and if there exists
e ∈ E such that t = r∞(e) and s(e) = e.
Since the poset ]r∞(e), e] is totally ordered and consists of elements of E, it
is clear that r∞(f) = r∞(e) for every f ∈ ]r∞(e), e] (see Lemma 16.2). Since it
may happen that s(f) = f for certain elements f ∈ ]r∞(e), e], the element e in
the definition above is not necessarily unique. The following lemma shows that
e becomes unique if it is chosen minimal among all elements f ∈ E such that
r∞(f) = t and s(f) = f .
16.5. Lemma. Let t ∈ T be a bulb and let e ∈ E be a minimal element such
that t = r∞(e) and s(e) = e. Let k ≥ 1 be the smallest positive integer such that
rk(e) = r∞(e), so that [t, e] = {rk(e), rk−1(e), . . . , r1(e), e}.
(a) si(t) = rk−i(e) for 1 ≤ i ≤ k and sk(t) = s∞(t) = e.
(b) [t, s∞(t)] = {rk(e), . . . , e} = {t, s(t), . . . , sk(t)}.
(c) e = s∞(t), in other words e is unique. Moreover, s∞(t) ∈ E.
(d) r∞(si(t)) = t for 1 ≤ i ≤ k.
Proof : By Lemma 16.2, r∞(ri(e)) = r∞(e) = t for all 0 ≤ i ≤ k − 1. If
1 ≤ i ≤ k − 1, then ri(e) ∈ E, r∞(ri(e)) = t and ri(e) < e. By minimality of e, it
follows that s(ri(e)) 6= ri(e), hence s(ri(e)) > ri(e). Moreover, s(ri(e)) ≤ ri−1(e)
by definition of s(ri(e)) and the fact that ri−1(e) ∈ E. Since [t, e] is totally ordered,
this forces the equality s(ri(e)) = ri−1(e). This equality also holds if i = k because
rk(e) = t and t /∈ ∧E, so s(t) > t, and again s(t) ≤ rk−1(e) so that s(t) = rk−1(e).
Then one obtains si(t) = rk−i(e) for 1 ≤ i ≤ k and in particular sk(t) =
s∞(t) = r0(e) = e. The first three statements follow. The fourth is a consequence
of Lemma 16.2.
16.6. Example. If T = n = {0, 1, . . . , n} is totally ordered, then E = Irr(T ) =
{1, . . . , n} and 0 is a bulb in T .
16.7. Notation. We let G1 = G1(T ) be the set of all bulbs in T and we define
G = ∧E ⊔ G1 .
We first show that G has another characterization.
16.8. Lemma. Let G be as above. Then
G = E ⊔G♯ ,
where G♯ = {a ∈ T | a = r∞s∞(a)}.
Proof : First observe that E ⊔ G♯ is a disjoint union because an element of the
form a = r∞s∞(a) satisfies r(a) = a, so it cannot belong to E.
In order to prove that G ⊆ E ⊔ G♯, let a ∈ G. If a ∈ E, then obviously
a ∈ E ⊔G♯. If a ∈ ∧E − E, then a = s(a), hence a = s∞(a). Moreover a = r∞(a)
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since a /∈ E. Hence a = r∞s∞(a), that is a ∈ G♯. Finally if a ∈ G1, then a /∈ E
and a = r∞s∞(a), by definition of a bulb. This proves that G ⊆ E ⊔G♯.
For the reverse inclusion, first note that E ⊆ G because E ⊆ ∧E. Now let
a ∈ G♯ and set b = s∞(a). If b /∈ E, then b = r∞(b), hence b = a and a = s(a).
It follows that a ∈ ∧E, hence a ∈ G. If now b ∈ E, there are two cases. Either
a ∈ ∧E, hence a ∈ G and we are done, or a /∈ ∧E. But then we have b = s(b) and
a = r∞(b), so a is a bulb by definition, so that a ∈ G. This proves the inclusion
E ⊔G♯ ⊆ G.
The following two propositions will be crucial for our results on evaluations of
fundamental functors in Section 17.
16.9. Proposition. Let a ∈ T − ∧E and suppose that s∞(a) ∈ E. Write
s∞(a) = sm(a) where m is such that sm−1(a) < sm(a). Let b := r∞(s∞(a)).
(a) There exists 0 ≤ r ≤ m− 1 such that sr(a) < b < sr+1(a).
(b) b ∈ G.
(c) ]sr(a), 1ˆ] ∩ E = [b, 1ˆ] ∩ E = [sr+1(a), 1ˆ] ∩E.
Proof : (a) Define ei = s
i(a) for all 0 ≤ i ≤ m. Note that e1, . . . , em−1 all belong
to E because they belong to ∧E (since they are in the image of the operator s) and
moreover s(ei) > ei. Also em = s
∞(a) ∈ E by assumption.
We have a ≤ r∞(s∞(a)) < s∞(a), because s∞(a) ∈ E by assumption. There-
fore, there is an integer r ≤ m − 1 such that b ≤ er+1 but b 6≤ er. The inequality
b < er+1 is strict because b /∈ E while er+1 ∈ E. (The case r = 0 occurs when
a ≤ b < e1.)
In particular b ≤ r∞(er+1) ≤ r∞(s∞(a)) = b, hence b = r∞(er+1). We want to
show that the element er∨b cannot be irreducible. Otherwise er∨b = b or er∨b = er.
The first case is impossible because b is not irreducible since b = r∞(er+1) /∈ E.
The second case is impossible because it would imply b ≤ er, contrary the the
definition of r. Therefore er ∨ b /∈ E and er ∨ b ≤ er+1. By definition of r
∞(er+1),
we obtain er ∨ b ≤ r∞(er+1) = b. It follows that er < b < er+1, as required.
(b) To prove that b ∈ G, we first note that if b ∈ ∧E, then b ∈ G. Otherwise,
b /∈ ∧E, b = r∞(s∞(a)) and s(s∞(a)) = s∞(a), proving that b is a bulb, that is,
b ∈ G1.
(c) By the definition of s(er), there is a unique minimal element in ]er, 1ˆ] ∩ E,
namely s(er) = er+1. Therefore, ]er, 1ˆ]∩E = [er+1, 1ˆ]∩E. In particular ]er, 1ˆ]∩E =
[b, 1ˆ] ∩E.
16.10. Notation. Let σ : G→ I↑(E,R) be the map defined by
σ(t) =
{
[t, 1ˆ] ∩ E if t ∈ E ,
]s∞(t), 1ˆ] ∩ E if t /∈ E .
For any B ∈ I↑(E,R), define ∧B = ∧
e∈B
e. By definition of s∞(t), we obtain
∧σ(t) =
{
t if t ∈ E ,
s∞(t) if t /∈ E .
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16.11. Proposition. Let t ∈ G and t′ ∈ T such that t′ ≤ ∧σ(t).
(a) s∞(t′) ≤ s∞(t) and r∞(t′) ≤ r∞(t).
(b) t′ ≤ t, except possibly if t is a bulb (i.e. t ∈ G1).
(c) If t′ 6≤ t, then t ∈ G1 and t = r∞(t′).
Proof : We have G = (∧E −E) ⊔ E ⊔ G1 and one considers the three cases for t
successively.
If t ∈ ∧E−E, then ∧σ(t) = s∞(t) = t, hence t′ ≤ t and consequently s∞(t′) ≤
s∞(t) and r∞(t′) ≤ r∞(t).
If t ∈ E, then ∧σ(t) = t, hence t′ ≤ t and consequently s∞(t′) ≤ s∞(t) and
r∞(t′) ≤ r∞(t).
Finally, if t ∈ G1, then ∧σ(t) = s∞(t), thus s∞(t′) ≤ s∞(t). Moreover, using
part (d) of Lemma 16.1 and part (d) of Lemma 16.5, we obtain
r∞(t′) ≤ r∞(∧σ(t)) = r∞(s∞(t)) = t = r∞(t) .
This proves (a), and also (b) because the relation t′ 6≤ t can appear only if t ∈ G1.
In that case case, by Lemma 16.5, we can write t = r∞(e) where e = s∞(t). Since
t′ ≤ s∞(t), we get t′ ∈ [0ˆ, t]⊔ ]t, s∞(t)] by Lemma 16.2, hence t′ ∈ ]t, s∞(t)]
because t′ 6≤ t. In other words, t′ ∈ {s(t), . . . , sk(t)} by Lemma 16.5. Therefore
t′ = si(t) for some i ≥ 1 and so r∞(t′) = t by Lemma 16.5. This proves (c) and
completes the proof.
17. Evaluations of fundamental functors and simple functors
As usual, E denotes a fixed finite set and R an order relation on E. Our purpose
is to prove that, for an arbitrary commutative ring k and for any finite set X ,
the evaluation SE,R(X) of the fundamental correspondence functor SE,R is a free
k-module, by finding an explicit k-basis. In case k is a field, we will then find the
dimension of SE,R,V (X), where SE,R,V is a simple correspondence functor.
Let T be any lattice such that (E,R) is the full subposet of irreducible elements
in T . Note that, by Theorem 21.16 in the first appendix, I↓(E,R) is the largest such
lattice and all the others are described as quotients of I↓(E,R). By Theorem 13.1,
the fundamental functor SE,Rop is isomorphic to a quotient of FT via a morphism
ΘT : FT → SE,Rop . For this reason, we work with SE,Rop rather than SE,R.
17.1. Notation. Let G = G(T ) be the subset defined in Notation 16.7 and let
X be a finite set. We define BX to be the set of all maps ϕ : X → T such that
E ⊆ ϕ(X) ⊆ G.
Our main purpose is to prove that the set ΘT,X(BX) is a k-basis of SE,Rop(X).
We shall first prove that ΘT,X(BX) generates k-linearly SE,Rop(X). Then, in the
second part of this section, we shall show that ΘT,X(BX) is k-linearly independent.
By Lemma 16.8, we have G = E ⊔ G♯ and we denote by Γ the complement of
G in T , namely
Γ = {a ∈ T | a /∈ E, a < r∞s∞(a)} ,
where r∞ and s∞ are defined as in Section 16.
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17.2. Lemma. Let a ∈ Γ, and let b = r∞s∞(a). There exists an integer r ≥ 0
such that
a < s(a) < . . . < sr(a) < b = r∞s∞(a) ≤ sr+1(a) ,
and sj(a) ∈ E for j ∈ {1, . . . , r}. Moreover b = r∞s∞
(
sj(a)
)
for j ∈ {1, . . . , r},
and b ∈ G♯.
Proof : We know that a = s0(a) /∈ E because a ∈ Γ. Suppose first that there exists
an integer r ≥ 0 such that c = sr+1(a) /∈ E. In this case, we choose r minimal with
this property, so that sj(a) ∈ E for 1 ≤ j ≤ r. We have c = s
(
sr(a)
)
∈ ∧E − E,
hence c = s(c) = s∞(c) = s∞(a). Moreover b = r∞(c) = c, because c /∈ E, and
b = r∞s∞(b), so b ∈ G♯.
Suppose now that sr(a) ∈ E for all r ∈ Z>0. Then Proposition 16.9 applies
and there exists an integer r ≥ 0 such that sr(a) < b < sr+1(a). Moreover b ∈ G
and b /∈ E, because b = r∞(b), so b ∈ G♯.
17.3. Definition. For a ∈ Γ, the sequence a < s(a) < . . . < sr(a) < b defined in
Lemma 17.2 is called the reduction sequence associated to a.
17.4. Notation. Let n ≥ 1 and let a = (a0, a1, . . . , an) be a sequence of distinct
elements of T . We denote by [a0, . . . , an] : T → T the map defined by
∀t ∈ T, [a0, . . . , an](t) =
{
aj+1 if t = aj , j ∈ {0, . . . , n− 1}
t otherwise.
We denote by κa the element of k(T
T ) = FT (T ) defined by
κa = [a0, a1]− [a0, a1, a2] + . . .+ (−1)
n−1[a0, a1, . . . , an] .
For a ∈ Γ, we set ua = κa, where a is the reduction sequence associated to a.
17.5. Theorem. Let T be a finite lattice, let (E,R) be the full subposet of its
irreducible elements, let Γ = {a ∈ T | a /∈ E, a < r∞s∞(a)}, and let X be a finite
set. Then
∀a ∈ Γ, ∀ϕ : X → T, ϕ− ua ◦ ϕ ∈ KerΘT,X ,
where ua ◦ϕ is defined by bilinearity from the composition of maps T T ×TX → TX.
Proof : The kernel of the map ΘT,X : FT (X) → SE,Rop(X) was given in Theo-
rem 13.4. Let
∑
ϕ:T→X
λϕϕ ∈ FT (X), where λϕ ∈ k. Then
∑
ϕ:T→X
λϕϕ ∈ KerΘT,X if
and only if the coefficients λϕ satisfy a system of linear equations indexed by maps
ψ : X → I↑(E,R). The equation (Eψ) indexed by such a map ψ is the following :
(Eψ) :
∑
ϕ ⊢
E,R
ψ
λϕ = 0 ,
where ϕ ⊢
E,R
ψ means that ϕ : X → T and ψ : X → I↑(E,R) satisfy the equivalent
conditions of Lemma 13.9. We shall use condition (f) of Lemma 13.9, namely
ϕ ⊢
E,R
ψ ⇐⇒
{
∀t ∈ T, ψ
(
ϕ−1(t)
)
⊆ [t, ·[T∩E ,
∀e ∈ E, ψ
(
ϕ−1(e)
)
= [e, ·[E .
Let a ∈ Γ, and let (a, e1, e2, . . . , er, b) be the associated reduction sequence. For
i ∈ {1, . . . , r}, set ϕi = [a, e1, . . . , ei] ◦ ϕ. Also define ϕr+1 = [a, e1, . . . , er, b] ◦ ϕ.
In particular, for any i ∈ {1, . . . , r + 1},
if ϕ(x) ∈ T − {a, e1, . . . , er} , then ϕi(x) = ϕ(x) .
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The other values of the maps ϕi are given in the following table:
(17.6)
x ∈ ϕ−1(a) ϕ−1(e1) ϕ−1(e2) . . . ϕ−1(er−1) ϕ−1(er)
ϕ(x) a e1 e2 . . . er−1 er
ϕ1(x) e1 e1 e2 . . . er−1 er
ϕ2(x) e1 e2 e2 . . . er−1 er
ϕ3(x) e1 e2 e3 . . . er−1 er
. . . . . . . . . . . . . . . . . . . . .
ϕr(x) e1 e2 e3 . . . er er
ϕr+1(x) e1 e2 e3 . . . er b
We want to prove that the element
ϕ− ua ◦ ϕ = ϕ− ϕ1 + ϕ2 − . . .+ (−1)
r−1ϕr+1
belongs to KerΘT,X . We must prove that it satisfies the equation (Eψ) for every ψ,
so we must find which of the functions ϕ, ϕ1, ϕ2, . . . , ϕr+1 are linked with ψ under
the relation ⊢
E,R
. We are going to prove that only two consecutive functions can be
linked with a given ψ, from which it follows that the corresponding equation (Eψ)
reduces to either 1 − 1 = 0, or −1 + 1 = 0. It follows from this that ϕ − ua ◦ ϕ
satisfies all equations (Eψ), hence belongs to KerΘT,X , as required.
The linking with ψ is controlled by the following conditions:
ϕ ⊢
E,R
ψ ⇐⇒

∀t ∈ U, ψ
(
ϕ−1(t)
)
⊆ [t, ·[T∩E
∀e ∈ V, ψ
(
ϕ−1(e)
)
= [e, ·[E
ψ
(
ϕ−1(a)
)
⊆ [a, ·[T∩E = [e1, ·[E
ψ
(
ϕ−1(ei)
)
= [ei, ·[E ∀i ∈ {1, . . . , r} .
Similarly, since ϕ−11 (e1) = ϕ
−1(a) ⊔ ϕ−1(e1),
ϕ1 ⊢
E,R
ψ ⇐⇒

∀t ∈ U, ψ
(
ϕ−1(t)
)
⊆ [t, ·[T∩E
∀e ∈ V, ψ
(
ϕ−1(e)
)
= [e, ·[E
ψ
(
ϕ−1(a) ⊔ ϕ−1(e1)
)
= [e1, ·[E
ψ
(
ϕ−1(ei)
)
= [ei, ·[E ∀i ∈ {2, . . . , r} .
Similarly,
ϕ2 ⊢
E,R
ψ ⇐⇒

∀t ∈ U, ψ
(
ϕ−1(t)
)
⊆ [t, ·[T∩E
∀e ∈ V, ψ
(
ϕ−1(e)
)
= [e, ·[E
ψ
(
ϕ−1(a)
)
= [e1, ·[E
ψ
(
ϕ−1(e1) ⊔ ϕ
−1(e2)
)
= [e2, ·[E
ψ
(
ϕ−1(ei)
)
= [ei, ·[E ∀i ∈ {3, . . . , r} .
ϕ3 ⊢
E,R
ψ ⇐⇒

∀t ∈ U, ψ
(
ϕ−1(t)
)
⊆ [t, ·[T∩E
∀e ∈ V, ψ
(
ϕ−1(e)
)
= [e, ·[E
ψ
(
ϕ−1(a)
)
= [e1, ·[E
ψ
(
ϕ−1(e1)
)
= [e2, ·[E
ψ
(
ϕ−1(e2) ⊔ ϕ−1(e3)
)
= [e3, ·[E
ψ
(
ϕ−1(ei)
)
= [ei, ·[E ∀i ∈ {4, . . . , r} .
. . .
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ϕr−1 ⊢
E,R
ψ ⇐⇒

∀t ∈ U, ψ
(
ϕ−1(t)
)
⊆ [t, ·[T∩E
∀e ∈ V, ψ
(
ϕ−1(e)
)
= [e, ·[E
ψ
(
ϕ−1(a)
)
= [e1, ·[E
ψ
(
ϕ−1(ei)
)
= [ei+1, ·[E ∀i ∈ {1, . . . r − 3}
ψ
(
ϕ−1(er−2) ⊔ ϕ−1(er−1)
)
= [er−1, ·[E
ψ
(
ϕ−1(er)
)
= [er, ·[E .
ϕr ⊢
E,R
ψ ⇐⇒

∀t ∈ U, ψ
(
ϕ−1(t)
)
⊆ [t, ·[T∩E
∀e ∈ V, ψ
(
ϕ−1(e)
)
= [e, ·[E
ψ
(
ϕ−1(a)
)
= [e1, ·[E
ψ
(
ϕ−1(ei)
)
= [ei+1, ·[E ∀i ∈ {1, . . . , r − 2}
ψ
(
ϕ−1(er−1) ⊔ ϕ−1(er)
)
= [er, ·[E .
ϕr+1 ⊢
E,R
ψ ⇐⇒

∀t ∈ U, ψ
(
ϕ−1(t)
)
⊆ [t, ·[T∩E
∀e ∈ V, ψ
(
ϕ−1(e)
)
= [e, ·[E
ψ
(
ϕ−1(a)
)
= [e1, ·[E
ψ
(
ϕ−1(ei)
)
= [ei+1, ·[E ∀i ∈ {1, . . . , r − 1}
ψ
(
ϕ−1(er)
)
⊆ [b, ·[T∩E .
In particular ϕ ⊢
E,R
ψ implies ϕ1 ⊢
E,R
ψ, and also ϕi 0
E,R
ψ for i ≥ 2, since ϕ ⊢
E,R
ψ
implies ψ
(
ϕ−1(e1)
)
= [e1, ·[E , but ϕi ⊢
E,R
ψ implies ψ
(
ϕ−1(e1)
)
⊆ [e2, ·[E when i ≥ 2.
Therefore only ϕ and ϕ1 are involved in this case.
Now if ϕ1 ⊢
E,R
ψ but ϕ 0
E,R
ψ, then ψ
(
ϕ−1(e1)
)
⊆]e1, ·[T∩E = [e2, ·[E (as e2 =
s(e1)) and ψ
(
ϕ−1(a)
)
= [e1, ·[E , hence in particular ϕ2 ⊢
E,R
ψ, since ϕ1 ⊢
E,R
ψ also
implies ψ
(
ϕ−1(ei)
)
= [ei, ·[E for i ∈ {2, . . . , n}. On the other hand ϕi 0
E,R
ψ, for
i ≥ 3, since ϕ1 ⊢
E,R
ψ implies ψ
(
ϕ−1(e2)
)
= [e2, ·[E , but if i ≥ 3, then ϕi ⊢
E,R
ψ
implies ψ
(
ϕ−1(e1)
)
⊆ [e3, ·[E . Therefore only ϕ1 and ϕ2 are involved in this case.
By induction, the same argument shows, for i ∈ {1, . . . , r−1}, that ϕi ⊢
E,R
ψ but
ϕi−1 0
E,R
ψ, then ϕi+1 ⊢
E,R
ψ. Therefore only ϕi and ϕi+1 are involved in this case.
If now ϕr ⊢
E,R
ψ but ϕr−1 0
E,R
ψ, then ψ
(
ϕ−1(er−1) ⊔ ϕ−1(er)
)
= [er, ·[E but
ψ
(
ϕ−1(er)
)
6= [er, ·[E . Hence ψ
(
ϕ−1(er)
)
⊆]er, ·[E⊆ [b, ·[T∩E, since s(er) ≥ b.
Moreover er ∈ ψ
(
ϕ−1(er−1) ⊔ ϕ−1(er)
)
and er /∈ ψ
(
ϕ−1(er)
)
. It follows that
er ∈ ψ
(
ϕ−1(er−1)
)
, hence ψ
(
ϕ−1(er−1)
)
= [er, ·[E , and ϕr+1 ⊢
E,R
ψ. Therefore only
ϕr and ϕr+1 are involved in this case.
Finally, if ϕr+1 ⊢
E,R
ψ, then ψ
(
ϕ−1(er−1)
)
= [er, ·[E and ψ
(
ϕ−1(er)
)
⊆ [b, ·[T∩E ⊆
[er, ·[E . Thus ψ
(
ϕ−1(er−1) ⊔ ϕ−1(er)
)
= [er, ·[E , and ϕr ⊢
E,R
ψ. Therefore we are
again in the case when only ϕr and ϕr+1 are involved.
Of course, if none of ϕ, ϕ1, ϕ2, . . . , ϕr+1 is linked with ψ, then the corresponding
equation (Eψ) is just 0 = 0. It follows that ϕ − ua ◦ ϕ satisfies the equation (Eψ)
for every ψ, as was to be shown.
We have now paved the way for finding generators of SE,Rop(X).
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17.7. Theorem. Let T be a finite lattice, let (E,R) be the full subposet of its
irreducible elements, and let Γ = {a ∈ T | a /∈ E, a < r∞s∞(a)}. For a ∈ Γ,
let ua be the element of k(T
T ) introduced in Notation 17.4, and let uT denote the
composition of all the elements ua, for a ∈ Γ, in any order (they actually commute,
see Theorem 17.9 below).
(a) Let X be a finite set. Then for any ϕ : X → T , the element uT ◦ ϕ is a
k-linear combination of functions f : X → T such that f(X) ⊆ G.
(b) Let BX be the set of all maps ϕ : X → T such that E ⊆ ϕ(X) ⊆ G. Then
the set ΘT,X(BX) generates SE,Rop(X) as a k-module.
Proof : (a) It follows from Table 17.6 that for any a ∈ Γ and any ϕ : X → T , the
element ua ◦ ϕ = ϕ1 − ϕ2 + . . .+ (−1)rϕr+1 is a k-linear combination of functions
ϕi such that ϕi(X) ∩ Γ ⊆
(
ϕ(X) ∩ Γ
)
− {a}. We now remove successively all such
elements a by applying successively all ua for a ∈ Γ. It follows that uT ◦ ϕ is a
k-linear combination of functions f : X → T such that f(X) ∩ Γ = ∅, that is,
f(X) ⊆ G.
(b) Since ΘT,X : FT (X)→ SE,Rop(X) is surjective, SE,Rop(X) is generated as a
k-module by the images of all maps ϕ : X → T . For any a ∈ Γ, ua ◦ϕ has the same
image as ϕ under ΘT,X , by Theorem 17.5. Therefore uT ◦ϕ has the same image as
ϕ under ΘT,X . Moreover uT ◦ ϕ is a k-linear combination of functions f : X → T
such that f(X) ⊆ G, by (a). Finally, if E * f(X), then f ∈ HT (X) ⊆ KerΘT,X .
So we are left with all maps ϕ : X → T such that E ⊆ ϕ(X) ⊆ G.
We now mention that much more can be said about the elements ua appearing
in Theorem 17.7.
17.8. Definition. Let T be a finite lattice. Recall that Γ denotes the complement
of G in T . We define an oriented graph structure G(T ) on T in the following way:
for x, y ∈ T , there is an edge x y// from x to y in G(T ) if there exists a ∈ Γ such
that (x, y) is a pair of consecutive elements in the reduction sequence associated
to a.
17.9. Theorem. Let T be a finite lattice, let (E,R) the full subposet of its
irreducible elements, let Γ = {a ∈ T | a /∈ E, a < r∞s∞(a)}, and let G(T ) be the
graph structure on T introduced in Definition 17.8. For a ∈ Γ, let ua be the element
of k(T T ) introduced in Notation 17.4, and let uT denote the composition of all the
elements ua, for a ∈ Γ.
(a) The graph G(T ) has no (oriented or unoriented) cycles, and each vertex
has at most one outgoing edge. Hence it is a forest.
(b) For a ∈ Γ, the element ua is an idempotent of k(T T ).
(c) ua ◦ ub = ub ◦ ua for any a, b ∈ Γ.
(d) The element uT is an idempotent of k(T
T ).
Theorem 17.9 has apparently no direct implication on the structure of corre-
spondence functors. Therefore, it will be proved in an appendix (Section 22), as a
special case of a general results on forests.
We now move to our second part.
17.10. Theorem. Let T be a finite lattice, let (E,R) be the full subposet of its
irreducible elements, and let X be a finite set. The set ΘT,X(BX) is a k-linearly
independent subset of SE,Rop(X).
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Proof : We consider again the kernel of the map ΘT,X : FT (X) → SE,Rop(X),
which was described in Theorem 13.4 by a system of linear equations. This can be
reformulated by introducing the k-linear map
ηE,R,X : FT (X) // FI↑(E,R)(X)
ϕ ✤ //
∑
ψ:X→I↑(E,R)
ϕ ⊢
E,R
ψ
ψ
where the notation ϕ ⊢
E,R
ψ means, as before, that ϕ : X → T and ψ : X → I↑(E,R)
satisfy the equivalent conditions of Lemma 13.9. Theorem 13.4 asserts that
Ker(ΘT,X) = Ker(ηE,R,X) .
For handling the condition ϕ ⊢
E,R
ψ, we shall use part (e) of Lemma 13.9, namely
(17.11)
ϕ ⊢
E,R
ψ ⇐⇒
{
ϕ ≤ ∧ψ ,
∀e ∈ E, ∃x ∈ X such that ϕ(x) = e and ψ(x) = [e, ·[E .
Let N = NE,R,X be the matrix of ηE,R,X with respect to the standard basis
of FT (X), consisting of maps ϕ : X → T , and the standard basis of FI↑(E,R)(X),
consisting of maps ψ : X → I↑(E,R). Explicitly,
(17.12) Nψ,ϕ =
{
1 if ϕ ⊢
E,R
ψ ,
0 otherwise.
Note that N is a square matrix in the special case when T = I↓(E,R), because
complementation yields a bijection between I↓(E,R) and I
↑(E,R). However, if T
is a proper quotient of I↓(E,R), then N has less columns.
In order to prove that the elements ΘT,X(ϕ), for ϕ ∈ BX , are k-linearly inde-
pendent, we shall prove that the elements ηE,R,X(ϕ), for ϕ ∈ BX , are k-linearly
independent. In other words, we have to show that the columns of N indexed
by ϕ ∈ BX are k-linearly independent. Now we consider only the lines indexed
by elements of the form ψ = σ ◦ ϕ′, where ϕ′ : X → G is any function, and
σ : G → I↑(E,R) is the map defined in (16.10). We then define the square ma-
trix M , indexed by BX × BX , by
∀ϕ, ϕ′ ∈ BX , Mϕ′,ϕ = Nσ◦ϕ′,ϕ .
We are going to prove that M is invertible and this will prove the required linear
independence.
The invertibility of M implies in particular that the map σ must be injective,
otherwise two lines ofM would be equal. ThereforeM turns out to be a submatrix
of N , but this cannot be seen directly from its definition (unless an independent
proof of the injectivity of σ is provided).
The characterization of the condition ϕ ⊢
E,R
ψ given in (17.11) implies that
Mϕ′,ϕ =
{
1 if ϕ ≤ ∧σϕ′ and ∀e ∈ E, ∃x ∈ X, ϕ(x) = e = ϕ′(x) ,
0 otherwise ,
because the equality σϕ′(x) = [e, ·[E is equivalent to ϕ′(x) = e, by definition of σ
(see Notation 16.10).
By Proposition 16.11, if t, t′ ∈ G are such that t ≤ ∧σ(t′), then r∞(t) ≤ r∞(t′)
and s∞(t) ≤ s∞(t′). Let  be the preorder on G defined by these conditions, i.e.
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for all t, t′ ∈ G,
t  t′ ⇐⇒ r∞(t) ≤ r∞(t′) and s∞(t) ≤ s∞(t′) .
We extend this preorder to BX by setting, for all ϕ′, ϕ ∈ BX ,
ϕ  ϕ′ ⇐⇒ ∀x ∈ X, ϕ(x)  ϕ′(x) ,
which makes sense because ϕ(x), ϕ′(x) ∈ G by definition of BX . We denote by 
the equivalence relation defined by this preorder.
Clearly the condition Mϕ′,ϕ 6= 0 implies ϕ ≤ ∧σϕ′, hence ϕ  ϕ′ by Propo-
sition 16.11 quoted above. In other words the matrix M is block triangular, the
blocks being indexed by the equivalence classes of the preorder  on BX . Showing
that M is invertible is equivalent to showing that all its diagonal blocks are invert-
ible. In other words, we must prove that, for each equivalence class C of BX for the
relation , the matrix MC = (Mϕ′,ϕ)ϕ′,ϕ∈C is invertible. Let C be such a fixed
equivalence class.
Recall that G = ∧E ⊔ G1, where G1 is the set of bulbs. If t ∈ G1, then
s∞(t) ∈ E by Lemma 16.5. By Lemma 16.2, all elements of [ t, s∞(t) ]T belong
to E except t itself. Moreover, if x ∈ [ t, s∞(t) ]T then r∞(x) = t by Lemma 16.5.
It follows that the sets Gt = [ t, s
∞(t) ]T , for t ∈ G1, are disjoint, and contained
in G. Let
G∗ = G−
⊔
t∈G1
Gt ,
so that we get a partition
G =
⊔
t∈{∗}⊔G1
Gt .
17.13. Lemma. Let ϕ′, ϕ ∈ BX . If ϕ′ϕ, then for all t ∈ {∗} ⊔G1,
ϕ′−1(Gt) = ϕ
−1(Gt) .
Proof : Let t ∈ G1 and x ∈ ϕ−1
(
[ t, s∞(t) ]T
)
. Then ϕ(x) ∈ [ t, s∞(t) ]T , hence
r∞ϕ(x) = t and s∞ϕ(x) = s∞(t), by Lemma 16.5. But the relation ϕ′ϕ implies
that r∞ϕ′(x) = r∞ϕ(x) and s∞ϕ′(x) = s∞ϕ(x). Therefore r∞ϕ′(x) = t and
s∞ϕ′(x) = s∞(t), from which it follows that ϕ′(x) ∈ [ t, s∞(t) ]T , that is, x ∈
ϕ′−1
(
[ t, s∞(t) ]T
)
. This shows that ϕ−1(Gt) ⊆ ϕ′−1(Gt). By exchanging the roles
of ϕ and ϕ′, we obtain ϕ′−1(Gt) = ϕ
−1(Gt).
Now G∗ is the complement of
⊔
t∈G1
Gt in G and the functions ϕ
′, ϕ have their
values in G (by definition of BX). So we must have also ϕ′−1(G∗) = ϕ−1(G∗).
For every t ∈ {∗} ⊔G1, we define
Xt = ϕ
−1
0 (Gt)
where ϕ0 is an arbitrary element of C. It follows from Lemma 17.13 that this
definition does not depend on the choice of ϕ0. Therefore, the equivalence class C
yields a partition
X =
⊔
t∈{∗}⊔G1
Xt ,
and every function ϕ ∈ C decomposes as the disjoint union of the functions ϕt,
where ϕt : Xt → Gt is the restriction of ϕ to Xt.
For t ∈ G1, define
Et =] t, s
∞(t) ]T .
94
By Lemma 16.2, this consists of elements of E, so Et = E ∩ Gt. Then we define
E∗ = E −
⊔
t∈G1
Et = E ∩G∗, so that we get a partition
E =
⊔
t∈{∗}⊔G1
Et .
For every t ∈ {∗} ⊔G1 and for every ϕ ∈ C, the function ϕt satisfies the condition
Et ⊆ ϕt(Xt) ⊆ Gt, by definition of BX . Moreover, if ϕ′, ϕ ∈ C, then
Mϕ′,ϕ = 1 ⇐⇒ ∀t ∈ {∗} ⊔G1,
{
∀x ∈ Xt, ϕ′t(x) ≤ ∧σϕt(x)
∀e ∈ Et, ∃x ∈ Xt, ϕ′(x) = e = ϕ(x) .
It follows that the matrix MC is a tensor product of square matrices MC,t, for
t ∈ {∗} ⊔ G1. The matrix MC,t is indexed by the functions ϕt : Xt → Gt whose
image contains Et and satisfies
(MC,t)ϕ′,ϕ = 1 ⇐⇒
{
∀x ∈ Xt, ϕ′t(x) ≤ ∧σϕt(x)
∀e ∈ Et, ∃x ∈ Xt, ϕ′(x) = e = ϕ(x) .
In order to show that MC is invertible, we shall prove that each matrix MC,t is
invertible.
If x ∈ X∗, then ϕ′(x) is not a bulb, by construction of X∗. Therefore, the
condition ϕ′∗(x) ≤ ∧σϕ∗(x) implies ϕ
′
∗(x) ≤ ϕ∗(x) by Proposition 16.11. It follows
that the matrix MC,∗ is unitriangular, hence invertible, as required.
We are left with the matricesMC,t for t ∈ G1 and we now discuss the special role
played by the set G1 of all bulbs. If t is a bulb, then Gt = [t, s
∞(t)]T is isomorphic
to the totally ordered lattice n, for some n ≥ 0, and the set of irreducible elements
Et =]t, s
∞(t)]T is isomorphic to [n] = {1, . . . , n} (or ∅ if n = 0). Composing the
maps ϕt : Xt → Gt with this isomorphism, we obtain maps Xt → n. Changing
notation for simplicity, we write X for Xt and ϕ for ϕt and we consider all such
maps ϕ : X → n lying in BX , i.e. satisfying the condition [n] ⊆ ϕ(X) ⊆ n. The
matrixMC,t, which we write M for simplicity, is now indexed by all such maps and
we have
Mϕ′,ϕ = 1 ⇐⇒
{
∀x ∈ X, ϕ′(x) ≤ ∧σϕ(x)
∀e ∈ [n], ∃x ∈ X, ϕ′(x) = e = ϕ(x) .
(Actually, the map σ : n → I↑([n], tot), defined in (16.10), is easily seen to be a
bijection (mapping 0 to ∅) and the matrix MC,t is equal to a square submatrix
of the matrix N[n],tot,X , analogous to the matrix NE,R,X of 17.12. Hence we are
actually dealing with a reduction to the case of a total order.)
For every a ∈ n we have r∞(a) = 0 and s∞(a) = n. Thus for ϕ ∈ BX and
x ∈ X , we have
∧ϕ(x) =
{
ϕ(x) if ϕ(x) 6= 0 ,
n if ϕ(x) = 0 .
Hence for ϕ, ϕ′ ∈ BX , we have ϕ′ ≤ ∧σϕ if and only if ϕ′(x) ≤ ϕ(x) for any
x ∈ X − ϕ−1(0).
Now the set BX consists of those functions ϕ : X → n such that ϕ(X) ⊇ [n].
For such a map ϕ, the sets Ai = ϕ
−1(i), for i ∈ [n], are nonempty disjoint subsets
of X . Conversely, if A = (A1, . . . , An) is a sequence of nonempty disjoint subsets
of X , setting A0 = X−
n
⊔
i=1
Ai, there is a unique map ϕA : X → n defined for x ∈ X
by ϕA(x) = i if x ∈ Ai. This gives a bijective correspondence
Pn(X) −→ BX , A 7→ ϕA
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where Pn(X) denotes the set of all sequences (A1, . . . , An) of nonempty disjoint
subsets of X .
For A,A′ ∈ Pn(X), we have MϕA′ ,ϕA = 1 if and only if the following two
conditions hold:
(1) If x ∈ X is such that ϕ′(x) = i and ϕ(x) 6= 0, then ϕ(x) ≥ i. In other
words A′i ⊆ A0 ⊔ Ai ⊔ Ai+1 ⊔ . . . ⊔ An, for any i ∈ [n]. Equivalently
A′i ∩ Aj = ∅ for 1 ≤ j < i ≤ n.
(2) For any i ∈ [n], there exists x ∈ X such that ϕA(x) = i = ϕA′(x). In
otherwords Ai ∩A′i 6= ∅ for any i ∈ [n].
We can now view M as a square matrix indexed by Pn(X). For all A,A′ ∈ Pn(X),
we have
MA′,A = 1 ⇐⇒
{
∀1 ≤ j < i ≤ n, A′i ∩ Aj = ∅ ,
∀i ∈ [n], A′i ∩ Ai 6= ∅ .
In order to show that the matrix M is invertible, we introduce a square matrix U
indexed by Pn(X), defined as follows. For all A,B ∈ Pn(X),
UA,B =
 (−1)
n∑
i=1
|Ai−Bi|
if ∀i ∈ [n], Ai ⊇ Bi ,
0 otherwise .
We now compute the product V = U ·M · tU . For A,A′ ∈ Pn(X), we have
VA′,A =
∑
B′
∑
B
UA′,B′ MB′,B UA,B =
∑
(B′,B)
(−1)
n∑
i=1
|A′i−B
′
i|+|Ai−Bi|
,
where (B′, B) runs through the set of pairs of elements of Pn(X) such that
∀1 ≤ i ≤ n , B′i ⊆ A
′
i and Bi ⊆ Ai ,
∀1 ≤ j < i ≤ n , B′i ∩Bj = ∅ ,
∀1 ≤ i ≤ n , Bi ∩B
′
i 6= ∅ .
We compute the above sum giving VA′,A by first choosing B ∈ Pn(X) such that
Bi ⊆ Ai for all i ∈ [n], and then computing
(−1)
n∑
i=1
(|Ai−Bi|+|A
′
i|)∑
B′
(−1)
n∑
i=1
|B′i|
,
where B′ runs through the set of elements of Pn(X) such that
(17.14)

∀1 ≤ i ≤ n , B′i ⊆ A
′
i ,
∀1 ≤ j < i ≤ n , B′i ∩Bj = ∅ ,
∀1 ≤ i ≤ n , B′i ∩Bi 6= ∅ .
For i ∈ [n], set Di = A′i −
i−1
⊔
j=1
Bj and Ei = A
′
i ∩ Bi, and observe that Ei ⊆ Di.
Conditions 17.14 hold if and only if, for every i ∈ [n],
(17.15) B′i ⊆ Di and B
′
i ∩ Ei 6= ∅ ,
and we have to compute∑
B′∈Pn(X)
s.t.(17.14)
(−1)
n∑
i=1
|B′i|
=
n∏
i=1
( ∑
B′i⊆X
s.t.(17.15)
(−1)|B
′
i|
)
.
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By Condition (17.15), B′i = E
′
i ⊔D
′
i, where E
′
i is a nonempty subset of Ei and D
′
i
is a subset of Di − Ei, and we have to sum over all such E′i and D
′
i. For a given
i ∈ [n], ∑
B′i⊆X
s.t.(17.15)
(−1)|B
′
i| =
∑
∅6=E′i⊆Ei
∑
D′i⊆Di−Ei
(−1)|E
′
i|+|D
′
i| ,
and the inner sum is zero unless Di −Ei = ∅, or equivalently A
′
i −
i−1
⊔
j=1
Bj ⊆ Bi. In
this case Ei = Di = A
′
i −
i−1
⊔
j=1
Bj and D
′
i = ∅ is the only choice. So we are left with
the sum ∑
∅6=E′i⊆Di
(−1)|E
′
i| ,
which is equal to −1 if Di 6= ∅, and to 0 if Di = ∅.
It follows that
∑
B′
(−1)
n∑
i=1
|B′i|
is equal to 0, unless B satisfies
(17.16) ∀i ∈ [n], ∅ 6= A′i −
i−1
⊔
j=1
Bj ⊆ Bi ⊆ Ai ,
in which case we obtain∑
B′
(−1)
n∑
i=1
|B′i|
=
n∏
i=1
(∑
B′i
(−1)|B
′
i|
)
= (−1)n .
Condition 17.16 imply that A′i ⊆
i
⊔
j=1
Bj ⊆
i
⊔
j=1
Aj , for any i ∈ [n], or equivalently
i
⊔
j=1
A′j ⊆
i
⊔
j=1
Aj , for every i ∈ [n]. Let  be the partial order relation on Pn(X)
defined, for all A′, A ∈ Pn(X), by the requirement
A′  A ⇐⇒ ∀i ∈ [n],
i
⊔
j=1
A′j ⊆
i
⊔
j=1
Aj .
The previous discussion shows that VA′,A = 0 unless A
′  A. Moreover if A′ = A,
we obtain
VA,A =
∑
B∈Pn(X)
Bi⊆Ai ∀i
(−1)
n∑
i=1
(|Ai−Bi|+|Ai|) ∑
B′∈Pn(X)
s.t.(17.14)
(−1)
n∑
i=1
|B′i|
=
∑
B∈Pn(X)
s.t.(17.16)
(−1)
n∑
i=1
|Bi|
(−1)n
= (−1)
n+
n∑
i=1
|Ai|
,
because, when A′ = A, Condition 17.16 is equivalent to Bi = Ai for every i ∈ [n],
so the sum over B reduces to a single term.
It follows now that for a total ordering of Pn(X) finer than , the matrix
V = U ·M · tU is triangular with diagonal coefficients equal to ±1, hence invertible.
Moreover UA,B 6= 0 implies that Ai ⊇ Bi for all i ∈ [n], and this is also a partial
order on Pn(X). As UA,A = 1 for any A ∈ Pn(X), the matrix U is unitriangular
for a suitable total order on Pn(X), hence it is also invertible. Therefore the matrix
M = U−1 · V · tU−1
is invertible, as was to be shown. This completes the proof of Theorem 17.10.
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We can finally prove one of our main results about fundamental correspondence
functors, which generalizes the formula obtained in Theorem 15.14 in the case of a
total order.
17.17. Corollary. Let (E,R) be a finite poset and let T be any lattice such that
(E,R) is the full subposet of irreducible elements in T .
(a) ΘT,X(BX) is a k-basis of SE,Rop(X).
(b) The k-module SE,Rop(X) is free of rank
rkk
(
SE,Rop(X)
)
=
|E|∑
i=0
(−1)i
(
|E|
i
)
(|G| − i)|X| .
In particular, |G| only depends on (E,R), and not on the choice of T .
Proof : (a) follows from Theorem 17.7 and Theorem 17.10.
(b) The formula follows immediately from (a) and Lemma 8.1. Moreover, it
implies that
rkk
(
SE,Rop(X)
)
∼ |G||X| as |X | → ∞ .
Since SE,Rop only depends on (E,R), it follows that |G| only depends on (E,R).
We shall now determine the dimension of any evaluation of a simple correspon-
dence functor. We first need a lemma.
17.18. Lemma. Let (E,R) be a poset.
(a) For any lattice T such that Irr(T ) ∼= (E,R), restriction induces an injective
group homomorphism Aut(T )→ Aut(E,R).
(b) There exists a lattice T such that Irr(T ) ∼= (E,R) and such that the re-
striction homomorphism Aut(T )→ Aut(E,R) is an isomorphism.
Proof : (a) For any lattice T such that Irr(T ) ∼= (E,R), any lattice automorphism
of T induces an automorphism of the poset (E,R). This gives a group homomor-
phism Aut(T )→ Aut(E,R), which is injective since any element t of T is equal to
the join of the irreducible elements e ≤T t.
(b) Requiring that Aut(T ) ∼= Aut(E,R) amounts to requiring that any auto-
morphism of (E,R) can be extended to an automorphism of T . This is clearly
possible if we choose T = I↓(E,R).
We can finally prove one of our main results about simple correspondence func-
tors.
17.19. Theorem. Let k be a field. Let (E,R) be a poset and let V be a simple
left kAut(E,R)-module. Let T be a lattice such that Irr(T ) ∼= (E,R) and such
that the restriction homomorphism Aut(T ) → Aut(E,R) is an isomorphism. Let
G = E ⊔ {t ∈ T | t = r∞s∞(t)} ⊆ T . Then for any finite set X, the dimension of
SE,R,V (X) is given by
dimk SE,R,V (X) =
dimk V
|Aut(E,R)|
|E|∑
i=0
(−1)i
(
|E|
i
)
(|G| − i)|X|
Proof : Observe first that for any poset (E,R), the subgroups Aut(E,R) and
Aut(E,Rop) of the group of permutations of E are actually equal. For any finite
set X , let BX be the set of all functions ϕ : X → T such that E ⊆ ϕ(X) ⊆ G. By
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Corollary 17.17, the image of BX under ΘT,X : FT (X) → SE,Rop(X) is a basis of
the k-module SE,Rop(X). The group Aut(T ) ∼= Aut(E,R) = Aut(E,Rop) acts on
the right on BX via ϕ · α = α−1 ◦ ϕ, for ϕ ∈ BX and α ∈ Aut(E,R). This action
is moreover free: indeed, if ϕ · α = ϕ, then α−1
(
ϕ(x)
)
= ϕ(x) for any x ∈ X , thus
α(e) = e for any e ∈ E, since E ⊆ ϕ(X), hence α = id.
It follows that SE,Rop(X) is isomorphic to a direct sum of copies of the free right
module kAut(E,R). Applying this to Rop instead of R, we obtain that SE,R(X)
is isomorphic to the direct sum of nX copies of the free right module kAut(E,R),
for some nX ∈ N. In particular
dimk SE,R(X) = nX |Aut(E,R)| .
Moreover, by Remark 4.8, the simple functor SE,R,V satisfies
SE,R,V ∼= SE,R ⊗kAut(E,R) V ,
so that
SE,R,V (X) = SE,R(X)⊗kAut(E,R) V ∼= nX
(
kAut(E,R)
)
⊗kAut(E,R) V ∼= nXV .
Hence dimk SE,R,V (X) = nX dimk V . Therefore
dimk SE,R,V (X) =
dimk V
|Aut(E,R)|
dimk SE,R(X) ,
and Theorem 17.19 now follows from Corollary 17.17.
18. Properties of fundamental functors
By using the results of the previous section, we can obtain more information on
fundamental functors, in particular about the dual of a fundamental functor, ho-
momorphisms between fundamental functors, and the description of the action of
correspondences on a fundamental functor.
At the beginning of the proof of Theorem 17.10, we considered the k-linear
map
ηE,R,X : FT (X) // FI↑(E,R)(X)
ϕ ✤ //
∑
ψ:X→I↑(E,R)
ϕ ⊢
E,R
ψ
ψ
where the notation ϕ ⊢
E,R
ψ means, as before, that ϕ : X → T and ψ : X → I↑(E,R)
satisfy the equivalent conditions of Lemma 13.9. Since ηE,R,X has the same ker-
nel as the surjective map ΘT,X : FT (X) → SE,Rop(X), we see that SE,Rop(X) is
isomorphic, as a k-module, to the image of ηE,R,X .
18.1. Proposition. Let N be the matrix of the k-linear map
ηE,R,X : FT (X) −→ FI↑(E,R)(X)
with respect to the canonical bases (see 17.12).
(a) Let k = Z and let
d = rkk
(
SE,Rop(X)
)
=
|E|∑
i=0
(−1)i
(
|E|
i
)
(|G| − i)|X| .
Then the first d elementary divisors of the matrix N are equal to 1, and
the next ones are equal to 0.
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(b) The image of the k-linear map ηE,R,X is a direct summand of FI↑(E,R)(X)
as a k-module.
Proof : (a) For any commutative ring k, let Ik be the image of ηE,R,X . It is
isomorphic to SE,R(X), hence it is a free k-module of rank d, independently of k,
by Corollary 17.17. Now for k = Z, we have two exact sequences of abelian groups
0 // KZ // FT (X)
ηE,R,X // IZ // 0
0 // IZ // FI↑(E,R)(X) // CZ // 0 ,
whereKZ and CZ are the kernel and cokernel of ηE,R,X , respectively. The first exact
sequence is actually split, because IZ is a free Z-module (either because it is a sub-
group of the finitely generated free Z-module FI↑(E,R)(X), or by Corollary 17.17).
Hence tensoring these exact sequences with k gives the exact sequences
0 // k ⊗Z KZ // k ⊗Z FT (X)
k⊗ZηE,R,X// k ⊗Z IZ // 0
0 // TorZ1 (k, CZ) // k ⊗Z IZ // k ⊗Z FI↑(E,R)(X) // k ⊗Z CZ // 0 .
The image of the middle map
k ⊗Z IZ −→ k ⊗Z FI↑(E,R)(X) = k
(
I↑(E,R)X
)
is precisely Ik. It follows that Ik ∼=
(
k⊗ZIZ
)
/TorZ1 (k, CZ), i.e. we have the following
exact sequence
0 // TorZ1 (k, CZ) // k ⊗Z IZ // Ik // 0 .
But k⊗Z IZ ∼= Ik as k-modules, because both are free k-modules of rank d. There-
fore, if k is a field, then TorZ1 (k, CZ) = 0. Taking k = Fp for some prime number p,
it follows that TorZ1 (Fp, CZ) = 0, and since p is an arbitrary prime, the group
CZ is torsion free, hence it is a free Z-module. Thus IZ is a pure submodule of
FI↑(E,R)(X), that is, the nonzero elementary divisors of the matrix N are all equal
to 1.
(b) The proof of part (a) shows that
0 // IZ // FI↑(E,R)(X) // CZ // 0
is an exact sequence of free Z-modules, hence split, and that k⊗ZCZ is isomorphic to
the cokernel of the k-linear map ηE,R,X . Therefore this cokernel is a free k-module
and so the image Ik is a direct summand of FI↑(E,R)(X) as a k-module.
We can now settle the question left open in Theorem 14.17 concerning the
structure of the dual of a fundamental functor.
18.2. Theorem. Let (E,R) be a poset and let T = I↓(E,R). Consider the
subfunctor 〈γT 〉 of FT op generated by γT (isomorphic to SE,R by Theorem 14.16).
(a) For every finite set X, the evaluation 〈γT 〉(X) is a direct summand of
FT op(X) as a k-module.
(b) The injective morphism αE,R : SE,R −→ S♮E,Rop (see Theorem 14.17) is
an isomorphism. Thus S♮E,R ∼= SE,Rop .
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Proof : (a) By Example 12.4, FI↓(E,Rop)
∼= kC(−, E)R. The proof of Theo-
rem 14.16 shows that there is a surjective morphism
ξ : FI↓(E,Rop)
∼= kC(−, E)R −→ 〈γT 〉 ⊆ FT op ∼= F
♮
T ,
where T = I↓(E,R). Moreover ξ induces the isomorphism SE,R ∼= 〈γT 〉. Consider
the canonical k-basis {ψ : X → I↓(E,Rop)} of FI↓(E,Rop)(X) and the k-basis
{ϕ⋆ | ϕ : X → I↓(E,R)}
of FI↓(E,R)op(X), where ϕ
⋆ is defined as in Notation 14.8. The matrix M of the
k-linear map
ξX : FI↓(E,Rop)(X) −→ FI↓(E,R)op(X)
with respect to these bases is easy to compute using the arguments of the proof of
Theorem 14.16. It is given by
Mϕ⋆,ψ =
{
1 if Γopψ Γϕ = R
op ,
0 otherwise ,
ϕ : X → I↓(E,R) , ψ : X → I↓(E,R
op) .
Since the condition Γopψ Γϕ = R
op is the same as the condition ϕ ⊢
E,R
ψ (see (17.11)
and Lemma 13.9) and since I↑(E,R) = I↓(E,R
op), we obtain
Mϕ⋆,ψ =
{
1 if ϕ ⊢
E,R
ψ ,
0 otherwise ,
ϕ : X → I↓(E,R) , ψ : X → I
↑(E,R) .
But this is the transpose of the matrix N of the k-linear map
ηE,R,X : FT (X) −→ FI↑(E,R)(X) .
By Proposition 18.1, the nonzero elementary divisors of N are all equal to 1. There-
fore, the same holds forM (because this property does not change by transposition).
Equivalently, the image of the map ξX : FI↓(E,Rop)(X) −→ FI↓(E,R)op(X) is a di-
rect summand of FI↓(E,R)op(X). In other words, 〈γT 〉(X) is a direct summand
of FT op(X) as a k-module.
(b) In the proof of Theorem 14.17, we obtained the injective morphism αE,R :
SE,R −→ S♮E,Rop from the inclusion 〈γT 〉 ⊆ 〈γT 〉
⊥⊥. Now by part (a), 〈γT 〉(X)
is a direct summand of FT op(X) as a k-module for every finite set X . Therefore
〈γT 〉⊥⊥(X) = 〈γT 〉(X) (as both are free k-modules with the same rank), that is,
the inclusion above is an equality. It follows that αE,R is an isomorphism.
Our next result on fundamental functors is similar to Schur’s lemma.
18.3. Theorem. Let (E,R) and (E′, R′) be two finite posets.
(a) If (E,R) 6∼= (E′, R′), then HomFk(SE,R, SE′,R′) = {0}.
(b) EndFk(SE,R) ∼= kAut(E,R) as k-algebras.
Proof : (a) Let α : SE,R → SE′,R′ be a nonzero morphism of functors. Since
SE,R is generated by its evaluation SE,R(E) (by Theorem 13.1), αE cannot be zero,
hence SE′,R′(E) 6= {0}. Since E′ is a minimal set for SE′,R′ by Lemma 3.14, we have
|E′| ≤ |E|. Passing to the dual, we have a nonzero morphism α♮ : S♮E′,R′ → S
♮
E,R,
hence a nonzero morphism SE′,R′op → SE,Rop by Theorem 18.2. The same argument
yields |E| ≤ |E′|, hence |E′| = |E|.
We can now assume that E′ = E. By evaluation at E, we have a nonzero map
αE : SE,R(E) = PEfR −→ SE,R′(E) = PEfR′ ,
hence a nonzero element αE(fR) ∈ fRPEfR′ (the image of fR). Since PEfR′
has k-basis {∆σfR′ | σ ∈ ΣE} by Proposition 3.10, we must have fR∆σfR′ 6= 0
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for some σ ∈ ΣE . Therefore fRf σR′ = fR∆σfR′∆
−1
σ 6= 0 and this implies that
R = σR′ because otherwise we would have orthogonal idempotents. It follows that
conjugation by σ induces an isomorphism of posets (E,R) ∼= (E′, R′).
(b) By the argument of part (a), any α ∈ EndFk(SE,R) yields, by evaluation
at E, an element of EndPE (PEfR) ∼= fRPEfR. If σ ∈ ΣE − Aut(E,R), then
fR 6= f σR, hence fR∆σfR = 0 (orthogonal idempotents). If σ ∈ Aut(E,R), then
fR∆σfR = ∆σfR. Therefore fRPEfR has a k-basis {∆σfR | σ ∈ Aut(E,R)}. It
follows that EndPE (PEfR) ∼= kAut(E,R), by mapping a ∈ kAut(E,R) to left
multiplication by a in PEfR. Therefore, evaluation at E induces a k-algebra map
EndFk(SE,R) −→ EndPE (PEfR) ∼= kAut(E,R) .
This map is injective because SE,R is generated by its evaluation at E (Theo-
rem 13.1).
In order to show that this map is surjective, we construct an inverse. Let
T = I↓(E,R
op) = I↑(E,R), so that Irr(T ) = (E,Rop). Any element τ ∈ Aut(E,R)
induces an automorphism of T , hence an automorphism of FT , namely, for any
finite set X ,
Fτ : FT (X) −→ FT (X) , ϕ 7→ τϕ .
The surjection ΘT : FT → SE,R is given by ΘT,X(ϕ) = Γϕ ι, where Γϕ is defined as
in Notation 5.7 and ι : E → T is the inclusion.
We claim that Γτϕ = Γϕ∆τ−1 . Indeed
Γτϕ = {(x, e) | e ≤T τϕ(x)} = {(x, e) | τ−1(e) ≤T ϕ(x)}
= {(x, f) | f ≤T ϕ(x)} · {(τ
−1(e), e) | e ∈ E} = Γϕ∆τ−1 .
By Theorem 13.4,
∑
ϕ:X→T
λϕϕ belongs to Ker(ΘT,X) if and only if
∀ψ : X → I↓(E,R) ,
∑
ϕ
Γopψ Γϕ=R
λϕ = 0 .
Since ∆τR∆τ−1 = R, we have equivalences
Γopψ Γϕ = R ⇐⇒ ∆τΓ
op
ψ Γϕ∆τ−1 = R
⇐⇒ ΓopτψΓτϕ = R ,
by the claim above and the fact that ∆τΓ
op
ψ = ∆
op
τ−1Γ
op
ψ = (Γψ∆τ−1)
op = Γopτψ. It
follows that
∑
ϕ:X→T
λϕϕ satisfies the condition for a given ψ : X → I↓(E,R) if and
only if
∑
ϕ:X→T
λϕτϕ satisfies the condition for τψ. Therefore Ker(ΘT,X) is invariant
under the automorphism Fτ and consequently Fτ induces an automorphism
Fτ : SE,R(X) −→ SE,R(X) .
Then the map τ 7→ Fτ induces a k-algebra homomorphism
kAut(E,R) −→ EndFk(SE,R) .
It is straightforward to check that this provides the required inverse.
Our next result provides a description of the action of correspondences on a
fundamental functor.
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18.4. Theorem. Let k be a commutative ring. Let (E,R) be a poset, let T be
a lattice such that Irr(T ) ∼= (E,R), and let ΘT : FT → SE,Rop be the canonical
surjection of Theorem 13.1. Let G = G(T ) be the subset defined in Notation 16.7.
For a finite set X, let S(X) denote the free k-submodule of FT (X) = k(TX) with
basis the set BX of maps ϕ : X → T such that E ⊆ ϕ(X) ⊆ G. Let uT be the
element of k(T T ) introduced in Theorem 17.7. Let πT,X be the k-linear idempotent
endomorphism of k(TX) defined by
∀ϕ : X → T, πT,X(ϕ) =
{
ϕ if ϕ(X) ⊇ E ,
0 otherwise .
(a) k(TX) = S(X)⊕KerΘT,X .
(b) Let ϕ : X → T . Then:
(i) ϕ− uT ◦ ϕ ∈ KerΘT,X .
(ii) if ϕ(X) + E, then uT ◦ ϕ ∈ HT (X).
(iii) if ϕ(X) ⊆ G, then ϕ− uT ◦ ϕ ∈ HT (X). Moreover πT,X(ϕ) ∈ S(X).
(iv) πT,X(uT ◦ ϕ) ∈ S(X).
(c) KerΘT,X = {ϕ ∈ FT (X) | uT ◦ ϕ ∈ HT (X)}.
(d) The elements ϕ − uT ◦ ϕ, where ϕ runs through the set of maps from X
to T such that E ⊆ ϕ(X) * G form a k-basis of a complement of HT (X)
in KerΘT,X .
(e) For a finite set Y , and for U ⊆ Y × X, let S(U) : S(X) → S(Y ) be the
k-linear map defined by
∀ϕ : X → T, E ⊆ ϕ(X) ⊆ G, S(U)(ϕ) = πT,Y (uT ◦ Uϕ) .
With this definition, the assignment X 7→ S(X) becomes a correspondence
functor, isomorphic to the fundamental functor SE,Rop .
18.5. Remark. In general, S is not a subfunctor of FT , since the action of a
correspondence U on ϕ is not Uϕ, but πT,Y (uT ◦ Uϕ). Nevertheless, (d) provides
a formula for the action of a correspondence U on a fundamental functor.
Proof : (a) This is a straightforward consequence of Corollary 17.17.
(b) (i) By Theorem 17.5, for any ϕ : X → T , the difference ϕ − ua ◦ ϕ lies
in KerΘT,X , where a ∈ T is such that a /∈ E and a < r∞s∞(a). In other words
ua ◦ϕ is equal to ϕ modulo KerΘT,X . As uT is the composition of all maps ua, for
a /∈ E and a < r∞s∞(a), the same congruence holds with ua replaced by uT , that
is ϕ− uT ◦ ϕ ∈ HT (X).
(ii) If ϕ(X) + E, then ϕ ∈ HT (X) ⊆ KerΘT,X , so uT ◦ ϕ ∈ KerΘT,X by (i),
hence πT,X(uT ◦ ϕ) ∈ KerΘT,X , since
Im(id−πT,X) = KerπT,X = HT (X) ⊆ KerΘT,X .
But πT,X(uT ◦ϕ) is a linear combination of elements of BX , thus πT,X(uT ◦ϕ) = 0
by Theorem 17.10, that is uT ◦ ϕ ∈ HT (X).
(iii) If ϕ(X) ⊆ G, then ϕ− uT ◦ ϕ is a linear combination of maps from X to
T with image contained in G, by Theorem 17.7. Moreover ϕ − uT ◦ ϕ lies in the
kernel of ΘT,X , by (i). Then πT,X(ϕ− uT ◦ ϕ) is a linear combination of elements
of BX , which is also in KerΘT,X , again because Im(id−πT,X) ⊆ KerΘT,X . Hence
πT,X(ϕ − uT ◦ ϕ) = 0 by Theorem 17.10, that is ϕ − uT ◦ ϕ ∈ HT (X). Moreover,
if ϕ(X) ⊆ G, then πT,X(ϕ) = ϕ if ϕ(X) ⊇ E, i.e. ϕ ∈ BX , and πT,X(ϕ) = 0
otherwise. Hence πT,X(ϕ) ∈ S(X).
(iv) follows from (iii), since uT ◦ϕ is a linear combination of maps from X to T
whose image is contained in G, by Theorem 17.7.
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(c) By (b)(i), ϕ − uT ◦ ϕ ∈ KerΘT,X for ϕ ∈ FT (X). Hence if uT ◦ ϕ ∈
HT (X), then ϕ ∈ KerΘT,X , as HT (X) ⊆ KerΘT,X . Conversely, if ϕ ∈ KerΘT,X ,
then uT ◦ ϕ ∈ KerΘT,X also, hence πT,X(uT ◦ ϕ) ∈ KerΘT,X , again because
Im(id−πT,X) ⊆ KerΘT,X . But πT,X(uT ◦ϕ) ∈ S(X) by (b)(iv), so πT,X(uT ◦ϕ) = 0
by (a). This means that uT ◦ ϕ ∈ HT (X).
(d) Since Im(id−πT,X) = KerπT,X = HT (X), proving (d) is equivalent to
proving that the elements πT,X(ϕ − uT ◦ ϕ), for E ⊆ ϕ(X) * G, form a basis of a
complement of HT (X) in KerΘT,X .
For this, we observe that k(TX) = KerπT,X ⊕ ImπT,X = HT (X) ⊕ ImπT,X .
Since HT (X) is contained in KerΘT,X , it follows that
KerΘT,X = HT (X)⊕
(
ImπT,X ∩KerΘT,X
)
= HT (X)⊕ πT,X(KerΘT,X) ,
as πT,X is a projector. We will prove that the elements πT,X(ϕ − uT ◦ ϕ), for
E ⊆ ϕ(X) * G, form a basis of πT,X(KerΘT,X).
Let w =
∑
ϕ:X→T
λϕϕ be an element of KerΘT,X , where λϕ ∈ k for ϕ : X → T .
Then
w =
∑
ϕ:X→T
λϕ(ϕ− uT ◦ ϕ) +
∑
ϕ:X→T
λϕuT ◦ ϕ .
By (b)(i), the sum
∑
ϕ:X→T
λϕuT ◦ ϕ is in KerΘT,X , so πT,X(
∑
ϕ:X→T
λϕuT ◦ ϕ) also.
But this is a linear combination of elements of BX , hence it is equal to 0 by Theo-
rem 17.10. In other words
πT,X(w) = πT,X
( ∑
ϕ:X→T
λϕ(ϕ− uT ◦ ϕ)
)
=
∑
ϕ:X→T
λϕπT,X(ϕ− uT ◦ ϕ) .
Now by (b)(ii) and (b)(iii), we have πT,X(ϕ−uT ◦ϕ) = 0 if ϕ(X) + E or ϕ(X) ⊆ G.
It follows that
πT,X(w) =
∑
ϕ:X→T
E⊆ϕ(X)*G
λϕπT,X(ϕ− uT ◦ ϕ) .
Hence πT,X(KerΘT,X) is generated by the elements πT,X(ϕ−uT ◦ϕ), for ϕ : X → T
such that E ⊆ ϕ(X) * G. Moreover, these elements are linearly independent:
indeed, if ∑
ϕ:X→T
E⊆ϕ(X)*G
λϕπT,X(ϕ− uT ◦ ϕ) = 0 ,
then as πT,X(ϕ) = ϕ if ϕ(X) ⊇ E, we have∑
ϕ:X→T
E⊆ϕ(X)*G
λϕϕ =
∑
ϕ:X→T
E⊆ϕ(X)*G
λϕπT,X(uT ◦ ϕ) .
On the right hand side, we have an element of S(X), by (b)(iv), but none of the
maps appearing in the left hand side lies in BX . It follows that both sides are equal
to 0, and all the coefficients λϕ are equal to 0. This completes the proof of (d).
(e) It follows from (a) that the restriction of ΘT,X induces an isomorphism of
k-modules
S(X)→ SE,Rop(X) .
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Now if U ⊆ Y ×X , we have a diagram
S(X) 
 iX //
S(U)

FT (X)
ΘT,X // //
FT (U)

SE,Rop(X)
SE,Rop (U)

S(Y ) 
 iY // FT (Y )
ΘT,Y // // SE,Rop(Y )
(where iX is the inclusion map). This diagram is not commutative because the left
hand square is not commutative (but the right hand square is). But for ϕ ∈ BX ,
we have
ΘT,Y ◦ iY ◦ S(U)(ϕ) = ΘT,Y
(
πT,Y (uT ◦ Uϕ)
)
= ΘT,Y (uT ◦ Uϕ) [as Im(id−πT,Y ) ⊆ KerΘT,Y ]
= ΘT,Y (Uϕ) [by (b)(i)]
= ΘT,Y
(
FT (U)(ϕ)
)
[by definition of FT (U)(ϕ)]
= SE,Rop(U)
(
ΘT,X(ϕ)
)
= SE,Rop(U) ◦ΘT,X ◦ iX(ϕ) .
It follows that the outer rectangle is commutative. In other words, we have a
commutative diagram
S(X)
ΘT,X iX
∼=
//
S(U)

SE,Rop(X)
SE,Rop (U)

S(Y )
ΘT,Y iY
∼=
// SE,Rop(Y )
in which the horizontal maps are isomorphisms. This shows that (e) holds and the
proof of Theorem 18.4 is complete.
Our final goal in this section is to shed some light on a special case, namely
when T = ∧E, where T is a finite lattice and (E,R) is the subposet of irreducible
elements in T . By definition of the set G in Notation 16.7, we have G = T (and
there are no bulbs). This allows us to obtain a much finer result in that case.
18.6. Theorem. Let (E,R) be a finite poset and let T be any lattice such that
(E,R) is the full subposet of irreducible elements in T . Assume that T = ∧E.
(a) FT /HT ∼= SE,R.
(b) If k is a field and Aut(E,R) is the trivial group, then FT /HT is simple,
namely FT /HT ∼= SE,R,k.
Proof : (a) The surjection ΘT : FT → SE,Rop factorizes as the composition of the
morphisms Π : FT −→ FT /HT and ΘT : FT /HT −→ SE,Rop . For any finite set X ,
let
BX = {ϕ : X → T | E ⊆ ϕ(X)} .
Then ΠX(BX) is a k-basis of (FT /HT )(X). Our assumption T = ∧E implies that
G = T , where G is, as usual, the subset defined in Notation 16.7. Therefore the set
BX coincides with the set defined in Notation 17.1 and used throughout Section 17.
Hence ΘT,X(BX) is a k-basis of SE,Rop(X) by Corollary 17.17. It follows that ΘT,X
maps a k-basis to a k-basis, hence it is an isomorphism.
(b) Our assumption on Aut(E,R) implies that
SE,R,k = SE,R ⊗kAut(E,R) k ∼= SE,R ⊗k k ∼= SE,R .
By (a), it follows that SE,R,k ∼= FT /HT .
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There are many examples of the situation described in Theorem 18.6.
18.7. Example. Suppose that (E,R) is a forest, namely a disjoint union of
trees with all edges oriented from the leaves to the root, that is, in such a way
that the roots of the trees are the minimal elements of E. Consider the lattice
T = E ⊔ {0ˆ, 1ˆ}, with 0ˆ minimal and 1ˆ maximal. We assume that E has at least
two maximal elements (i.e. E is not totally ordered), so that 1ˆ is not irreducible.
Then E is the set of irreducible elements of the lattice T . We claim that G = T ,
where G is, as usual, the subset defined in Notation 16.7. If E has at least two
minimal elements (i.e. at least two connected components), then this follows from
the observation that ∧E = T . If E has a single minimal element (i.e. E is a tree),
then ∧E = E ⊔ {1ˆ} and 0ˆ is a bulb, so G = ∧E ⊔ {0ˆ} = T .
In all such cases, FT /HT is a fundamental functor. Moreover, there are many
cases when Aut(E,R) is the trivial group (take branches of different length). In
such a case, FT /HT is simple, provided k is a field.
19. Tensor product and internal hom
In this section, we introduce two constructions in the category Fk: whenM andM ′
are correspondence functors, we define their tensor product M ⊗ M ′ and their
internal hom H(M,M ′), which are both correspondence functors. These functors
are associated to the symmetric monoidal structure on C given by the disjoint union
of finite sets: if X,X ′, Y, Y ′ are finite sets, and if U ∈ C(X ′, X) and V ∈ C(Y ′, Y ),
then U ⊔ V can be viewed as a subset of (X ′ ⊔ Y ′) × (X ⊔ Y ). We will represent
this correspondence in a matrix form, as follows:(
U ∅
∅ V
)
.
This yields a bifunctor C × C → C, still denoted by a disjoint union symbol.
19.1. Definition. Let M and M ′ be correspondence functors over a commutative
ring k.
(a) The tensor product of M and M ′ is the correspondence M ⊗M ′ defined
for a finite set X by
(M ⊗M ′)(X) =M(X)⊗k M
′(X) .
If Y is a finite set and U ∈ C(Y,X), the map
(M ⊗M ′)(U) : (M ⊗M ′)(X)→ (M ⊗M ′)(Y )
is the k-linear map defined by
∀m ∈M(X), ∀m′ ∈M ′(X), (M ⊗M ′)(U)(m⊗m′) = Um⊗ Um′ ,
where as usual Um =M(U)(m).
(b) Let E be a finite set. Let ME be the correspondence functor obtained
from M by precomposition with the endofunctor tE : X 7→ X ⊔ E of C.
When E′ is a finite set and V ∈ C(E′, E), let MV : ME → ME′ be
the morphism obtained by precomposition with the natural transformation
id⊔V : tE → tE′ .
(c) Let H(M,M ′) be the correspondence functor defined on a finite set E by
H(M,M ′)(E) = HomFk(M,M
′
E) ,
and for V ∈ C(E′, E), by composition with M ′V : M
′
E →M
′
E′ .
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19.2. Theorem. Let k be a commutative ring, and let M,M ′ and M ′′ be corre-
spondence functors over k.
(a) The assignment (M,M ′) 7→M⊗M ′ is a k-linear bifunctor Fk×Fk → Fk,
right exact in M and M ′. The assignment (M,M ′) 7→ H(M,M ′) is a k-
linear bifunctor Fopk ×Fk → Fk, left exact in M and M
′.
(b) There are natural isomorphisms of correspondence functors
M ⊗ (M ′ ⊗M ′′) ∼= (M ⊗M ′)⊗M ′′
M ⊗M ′ ∼= M ′ ⊗M
k ⊗M ∼= M ,
where k is the constant functor introduced in Example 4.11.
(c) The k-module HomFk(M
′ ⊗ M,M ′′) is isomorphic to the k-module of
bilinear pairings M ′ × M → M ′′, i.e. the k-module of natural trans-
formations of the bifunctor (X,Y ) 7→ M ′(X) × M(Y ) to the bifunctor
(X,Y ) 7→M ′′(X ⊔ Y ) from C × C to k-Mod.
(d) There are isomorphisms of k-modules
HomFk(M
′ ⊗M,M ′′) ∼= HomFk
(
M,H(M ′,M ′′)
)
natural in M,M ′,M ′′. In particular, for any correspondence functor M ′
over k, the endofunctor M 7→ M ′ ⊗M of Fk is left adjoint to the endo-
functor M 7→ H(M ′,M)
Proof : (a) The first assertion is clear, and the second assertion follows from the
fact that the assignment (M,E) 7→ME is a functor Fk × C → Fk, exact in M .
(b) For any finite set X , the standard k-linear isomorphisms
M(X)⊗k
(
M ′(X)⊗k M
′′(X)
)
∼=
(
M(X)⊗k M
′(X)
)
⊗k M
′′(X)
M(X)⊗k M
′(X) ∼= M ′(X)⊗k M(X)
k(X)⊗k M(X) = k ⊗k M(X) ∼= M(X) ,
are compatible with the action of correspondences.
(c) Let ψ :M ′ ⊗M →M ′′ be a morphism of correspondence functors. Equiv-
alently, for any finite set X , let ψX : M
′(X)⊗k M(X)→M ′′(X) be a linear map
with the property that for any finite set Z and any U ∈ C(Z,X), the diagram
M ′(X)⊗k M(X)
ψX //
M ′(U)⊗kM(U)

M ′′(X)
M ′′(U)

M ′(Z)⊗k M(Z)
ψZ // M ′′(Z)
is commutative. If X and Y are finite sets, let
(
∆X
∅
)
∈ C(X ⊔ Y,X) be the graph
of the inclusion iX of X in X ⊔ Y , and let
(
∅
∆Y
)
∈ C(X ⊔ Y, Y ) be the graph of the
inclusion of Y in X ⊔ Y . We define a map
ψ̂X,Y :M
′(X)⊗k M(Y )→M
′′(X ⊔ Y )
as the following composition
M ′(X)⊗k M(Y )
M ′(∆X∅ )⊗M(
∅
∆Y
)
// M ′(X ⊔ Y )⊗k M(X ⊔ Y )
ψX⊔Y // M ′′(X ⊔ Y )
i.e. ψ̂X,Y = ψX⊔Y ◦
((
∆X
∅
)
⊗
(
∅
∆Y
))
, with the usual abuse of notation identifying a
correspondence and its action on a correspondence functor. If X ′ and Y ′ are finite
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sets, if U ∈ C(X ′, X) and V ∈ C(Y ′, Y ), then we have the following commutative
diagram
M ′(X)⊗k M(Y )
U V

(∆X∅ )⊗(
∅
∆Y
)
// M ′(X ⊔ Y )⊗k M(X ⊔ Y )(
U ∅
∅ V
)(
U ∅
∅ V
)

ψX⊔Y // M ′′(X ⊔ Y )(
U ∅
∅ V
)

M ′(X ′)⊗k M(Y ′)
(∆X′∅ )⊗(
∅
∆
Y ′
)
//M ′(X ′ ⊔ Y ′)⊗k M(X ′ ⊔ Y ′)
ψX′⊔Y ′
// M ′′(X ′ ⊔ Y ′) .
The left hand side square is commutative because
(
U ∅
∅ V
)(
∆X
∅
)
=
(
U
∅
)
=
(∆X′
∅
)
U,
and similarly
(
U ∅
∅ V
)(
∅
∆Y
)
=
(
∅
V
)
=
(
∅
∆Y ′
)
V . The right hand square is commu-
tative by the defining property of the morphism ψ : M ′ ⊗M → M ′′. It follows
that
(
U ∅
∅ V
)
◦ ψ̂X,Y = ψ̂X′,Y ′ ◦ (U ⊗k V ), so the maps ψ̂X,Y define a natu-
ral transformation of the bifunctor (X,Y ) 7→ M ′(X) ⊗k M(Y ) to the bifunctor
(X,Y ) 7→M ′′(X ⊔ Y ), in other words a bilinear pairing ψ̂ : M ′ ×M →M ′′.
Conversely, let η : M ′ ×M → M ′′ be a bilinear pairing. This means that for
any finite sets X,Y , there is a map ηX,Y : M
′(X) ⊗k M(Y ) → M ′′(X ⊔ Y ), such
that for any finite set X ′ and any correspondences U ∈ C(X ′, X) and V ∈ C(Y ′, Y ),
the diagram
(19.3)
M ′(X)⊗k M(Y )
U V

ηX,Y // M ′′(X ⊔ Y )(
U ∅
∅ V
)

M ′(X ′)⊗k M(Y ′)
ηX′,Y ′ // M ′′(X ′ ⊔ Y ′)
is commutative.
In particular, forX = Y , we have a map ηX,X :M
′(X)⊗kM(X)→M ′′(X⊔X),
which we can compose with the map M ′′(X ⊔X)→M ′′(X) given by the action of
the “codiagonal” correspondence (∆X ,∆X) ∈ C(X,X ⊔X), to get a map
η˜X = (∆X ,∆X) ◦ ηX,X :M
′(X)⊗M(X)→M ′′(X) .
If Z is a finite set and U ∈ C(Z,X), the diagram
M ′(X)⊗M(X)
U U

ηX,X //M ′′(X ⊔X)(
U ∅
∅ U
)

(∆X ,∆X)// M ′′(X)
U

M ′(Z)⊗M(Z) ηZ,Z
// M ′′(Z ⊔ Z)
(∆Z,∆Z)
// M ′′(Z)
is commutative: the left hand square is commutative because η is a bilinear pairing,
and the right hand square is commutative because
U(∆X ,∆X) = (U,U) = (∆Z ,∆Z)
(
U ∅
∅ U
)
.
Hence the maps η˜X define a morphism of correspondence functors η˜ from M
′ ⊗M
to M ′′.
The constructions ψ 7→ ψ̂ and η 7→ η˜ are k-linear and inverse to each other:
indeed, for any finite set X ,˜̂
ψX = (∆X ,∆X)ψ̂X,X = (∆X ,∆X)ψX⊔X
(
(∆X∅ )⊗(
∅
∆X
)
)
= ψX
(
(∆X ,∆X)⊗k (∆X ,∆X)
)(
(∆X∅ )⊗(
∅
∆X
)
)
= ψX (∆X⊗∆X) = ψX ,
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since (∆X ,∆X)(∆X∅ ) = ∆X and (∆X ,∆X)(
∅
∆X
) = ∆X. Similarly, for finite sets X and Y ,
̂˜ηX,Y = η˜X⊔Y,X⊔Y ((∆X∅ )⊗k( ∅∆Y )) = (∆X⊔Y ,∆X⊔Y )ηX⊔Y,X⊔Y ((∆X∅ )⊗k( ∅∆Y ))
= (∆X⊔Y ,∆X⊔Y )
(
(∆X∅ ) ∅
∅ ( ∅∆Y )
)
ηX,Y
=
(
∆X ∅
∅ ∆Y
)
ηX,Y = ηX,Y .
(d) Let ψ :M ′×M →M ′′ be a morphism of correspondence functors. By (c),
for any finite sets X and Y , we get a linear map ψ̂X,Y : M
′(X) ⊗k M(Y ) →
M ′′(X ⊔ Y ), or equivalently, a linear map
ψY,X :M(Y )→ Homk
(
M ′(X),M ′′(X ⊔ Y )
)
defined by ψY,X(m)(m
′) = ψ̂X,Y (m
′ ⊗m), for m ∈ M(Y ) and m′ ∈ M ′(X). Now
M ′′(X ⊔ Y ) =M ′′Y (X). Moreover, for any finite set X
′ and any U ∈ C(X ′, X), the
commutative diagram 19.3, for Y ′ = Y and V = ∆Y , becomes
M ′(X)⊗k M(Y )
U ∆Y

ψ̂X,Y // M ′′(X ⊔ Y )(
U ∅
∅ ∆Y
)

M ′(X ′)⊗k M(Y )
ψ̂X′,Y // M ′′(X ′ ⊔ Y ) .
In other words ψY,X′(Um
′) = UψY,X(m
′) for any m′ ∈ M ′(X). Hence for a given
set Y , the maps ψY,X define a morphism of correspondence functors M
′ → M ′′Y ,
and this gives a map ψY :M(Y )→ H(M
′,M ′′)(Y ).
Now if Y ′ is a finite set and V ∈ C(Y ′, Y ), the commutative diagram 19.3, for
X ′ = X and U = ∆X , becomes
M ′(X)⊗k M(Y )
∆X V

ψ̂X,Y // M ′′(X ⊔ Y )(
∆X ∅
∅ V
)

M ′(X)⊗k M(Y ′)
ψ̂X,Y ′ // M ′′(X ⊔ Y ′) ,
and it follows that the maps ψY define a morphism of correspondence functors
ψ :M → H(M ′,M ′′).
Conversely, a morphism of correspondence functors ξ : M → H(M ′,M ′′) is
determined by maps ξY : M(Y ) → H(M ′,M ′′)(Y ) = HomFk(M
′,M ′′Y ), for all
finite sets Y . Furthermore, for m ∈ M(Y ), the map ξY (m) is in turn determined
by maps ξY (m)X : M
′(X) → M ′′(X ⊔ Y ), for all finite sets X . It is easy to see
that ξ is a morphism of correspondence functors from M to H(M ′,M ′′) if and only
if the maps
ξ˚X,Y :M
′(X)⊗k M(Y ) // M ′′(X ⊔ Y )
m′ ⊗m ✤ // ξY (m)(m′)
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define a bilinear pairing ξ˚ : M ′ ×M → M ′′, i.e. if for any finite sets X,Y,X ′, Y ′,
and any correspondences U ∈ C(X ′, X) and V ∈ C(Y ′, Y ), the diagram
M ′(X)⊗k M(Y )
U V

ξ˚X,Y // M ′′(X ⊔ Y )(
U ∅
∅ V
)

M ′(X ′)⊗k M(Y ′)
ξ˚X′,Y ′ // M ′′(X ′ ⊔ Y ′)
is commutative. By (c), we get a morphism of correspondence functors ξˇ =
˜˚
ξ from
M ′ ⊗M to M ′′.
Now it is straightforward to check that the maps ψ 7→ ψ and ξ 7→ ξˇ are
inverse isomorphisms between HomFk(M
′⊗M,M ′′) and HomFk
(
M,H(M ′,M ′′)
)
.
Assertion (d) follows.
Now we want to apply the tensor product construction to functors of the
form FT , where T is a finite lattice. Thus we again consider the category kL
of lattices, introduced in Definition 11.5.
19.4. Theorem. Let k be a commutative ring.
(a) There is a well defined k-linear bifunctor kL× kL → kL sending
• the pair (T, T ′) of lattices to the product lattice T × T ′,
• and the pair of morphisms (
n∑
i=1
λifi,
m∑
j=1
µjgj), where λi, µj ∈ k and
fi : T → T1 and gj : T ′ → T ′1 are morphisms in L, to the morphism∑
1≤i≤n
1≤j≤m
λiµj(fi × gj) : T × T
′ → T1 × T
′
1.
(b) The bifunctors (T, T ′) 7→ FT ⊗FT ′ and (T, T ′) 7→ FT×T ′ from kL× kL to
Fk are isomorphic.
(c) In particular, if E and F are finite sets, then
kC(−, E)⊗ kC(−, F ) ∼= kC(−, E ⊔ F ) .
Proof : (a) If f : T → T1 and g : T ′ → T ′1 are morphisms in L, then f × g is a
morphism in L from T × T ′ to T1 × T ′1: indeed, if A ⊆ T × T
′, let B (resp. B′)
denote the projection of A on T (resp. T ′). Then
(f × g)
( ∨
(t,t′)∈A
(t, t′)
)
= (f × g)
( ∨
(t,t′)∈A
(
(t, 0ˆ) ∨ (0ˆ, t′)
))
= (f × g)
( ∨
t∈B
(t, 0ˆ) ∨
∨
t′∈B′
(0ˆ, t′)
)
= (f × g)
( ∨
t∈B
t,
∨
t′∈B′
t′
)
=
( ∨
t∈B
f(t),
∨
t′∈B′
g(t′)
)
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On the other hand∨
(t,t′)∈A
(
f(t), g(t′)
)
=
∨
t∈B
(
f(t), 0ˆ
)
∨
∨
t′∈B′
(
0ˆ, g(t′)
)
=
( ∨
t∈B
f(t), 0ˆ
)
∨
(
0ˆ,
∨
t′∈B′
g(t′)
)
=
( ∨
t∈B
f(t),
∨
t′∈B′
g(t′)
)
It follows that (f×g)
( ∨
(t,t′)∈A
(t, t′)
)
=
∨
(t,t′)∈A
(f×g)(t, t′), as claimed. Assertion (a)
follows by bilinearity.
(b) Let T and T ′ be finite lattices. Then for any finite set X , there is a unique
isomorphism of k-modules
τX : (FT ⊗ FT ′)(X) = k(T
X)⊗k k(T
′X) −→ k(T × T ′)X ,
sending ϕ⊗ ϕ′, for ϕ : X → T and ϕ′ : X → T ′, to the map ϕ× ϕ′ : X → T × T ′.
If Y is a finite set and U ∈ C(Y,X), then for any y ∈ Y ,
U(ϕ× ϕ′)(y) =
∨
(y,x)∈U
(
ϕ(x), ϕ′(x)
)
=
( ∨
(y,x)∈U
ϕ(x),
∨
(y,x′)∈U
ϕ′(x′)
)
=
(
Uϕ(y), Uϕ′(y)
)
.
Thus UτX(ϕ ⊗k ϕ′) = Uϕ × Uϕ′ = τY (Uϕ ⊗k Uϕ′), hence τ : FT ⊗ FT ′ → FT×T ′
is an isomorphism of correspondence functors.
If f : T → T1 and f ′ : T ′ → T ′1 are morphisms in L, then by (a) the map
f × f ′ : T × T ′ → T1 × T ′1 is a morphism in L. Moreover, the diagram
FT ⊗ FT ′
Ff⊗Ff′

τ // FT×T ′
Ff×f′

FT1 ⊗ FT ′1
τ1 // FT1×T ′1
where τ1 : FT1 ⊗ FT ′1 → FT1×T ′1 is the corresponding isomorphism for the lattices
T1 and T
′
1, is commutative, since for any finite set X , any ϕ : X → T and any
ϕ′ : X ′ → T ′
Ff×f ′τX(ϕ⊗k ϕ
′) = Ff×f ′(ϕ× ϕ
′) = (f ◦ ϕ)× (f ′ ◦ ϕ′) = τ1,X
(
Ff (ϕ)⊗ Ff ′(ϕ
′)
)
.
Hence τ is an isomorphism of bifunctors.
(c) This follows from (b), applied to the lattice T of subsets of E and the lattice
T ′ of subsets of F . Then FT ∼= kC(−, E) and T ′ ∼= kC(−, F ). Moreover T × T ′ is
isomorphic to the lattice of subsets of E ⊔ F .
19.5. Proposition. Let T be a finite lattice.
(a) The map
υ : T × T → T , υ(a, b) = a ∨ b ,
is a morphism in the category L.
(b) The map υ induces a morphism µ : FT ⊗ FT → FT , defined for a finite
set X and maps ϕ, ψ : X → T by µ(ϕ ⊗ ψ) = ϕ ∨ ψ, where (ϕ ∨ ψ)(x) =
ϕ(x) ∨ ψ(x), for x ∈ X.
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(c) For finite sets X and Y , let µ̂ : FT (X) × FT (Y ) → FT (X ⊔ Y ) be the
bilinear pairing associated to µ, in the sense of part (c) of Theorem 19.2.
Then for ϕ : X → T and ψ : Y → T , the element µ̂(ϕ, ψ) ∈ FT (X ⊔ Y ) is
the function from X ⊔ Y to T equal to ϕ on X and to ψ on Y .
(d) The triple (FT , µ, ǫ) is a commutative algebra in the tensor category Fk,
where ǫ : k → FT is the morphism sending 1 ∈ k(X) = k to the function
X → T mapping any element of X to 0ˆ, for any finite set X.
Proof : (a) Clearly for a, b, c, d ∈ T , the join (a, b)∨ (c, d) = (a∨c, b∨d) is mapped
by υ to (a ∨ c) ∨ (b ∨ d) = (a ∨ b) ∨ (c ∨ d), so υ
(
(a, b) ∨ (c, d)
)
= υ(a, b) ∨ υ(c, d).
Moreover the zero element of T × T is (0ˆ, 0ˆ), and υ(0ˆ, 0ˆ) = 0ˆ ∨ 0ˆ = 0ˆ.
(b) Follows from (a), by Theorem 11.7 and Theorem 19.4.
(c) One checks easily that
(
∆X
∅
)
ϕ is the function from X ⊔ Y to T equal to ϕ
on X , and to 0ˆ on Y . Similarly
(
∅
∆Y
)
ψ is the map equal to 0ˆ on X and to ψ on Y .
Thus
((
∆X
∅
)
ϕ
)
∨
((
∅
∆Y
)
ψ
)
is the map equal to ϕ on X and to ψ on Y .
(d) Clearly µ is associative, commutative, and ǫ is an identity element.
19.6. Theorem. Let k be a commutative ring. Let M and N be correspondence
functors over k.
(a) Let E and F be finite sets, and let G = E ⊔ F . Let V be an RE-module
andW be an RF -module. Then there is an isomorphism of correspondence
functors
LE,V ⊗ LF,W ∼= LG,V ↑GE⊗kW↑GF ,
where the RG-module structure on V ↑
G
E ⊗kW ↑
G
F is induced by the comul-
tiplication ν : RG →RG⊗RG defined by ν(U) = U ⊗U for U ∈ C(G,G).
(b) If M and N are projective, then M ⊗N is projective.
(c) If E and F are finite sets such that M = 〈M(E)〉 and N = 〈N(F )〉, then
M ⊗N = 〈(M ⊗N)(E ⊔ F )〉.
(d) If M and N have bounded type, so has M ⊗N .
(e) If M and N are finitely generated, so is M ⊗N .
Proof : (a) Since (LE,V ⊗ LF,W )(G) = V ↑GE ⊗k W ↑
G
F , by adjunction, we get a
morphism
Φ : LG,V↑GE⊗kW↑GF → LE,V ⊗ LF,W
which can be described as follows: for a finite set X ,
LG,V ↑GE⊗kW↑GF (X) = kC(X,G)⊗RG
((
kC(G,E)⊗RE V
)
⊗k
(
kC(G,F )⊗RF W
))
and
(LE,V ⊗ LF,W )(X) =
(
kC(X,E)⊗RE V
)
⊗k
(
kC(X,F )⊗RF W
)
.
The morphism ΦX sends the element
C ⊗RG
(
(A⊗RE v)⊗k (B ⊗RF w)
)
of LG,V ↑GE⊗kW↑GF (X), where C ∈ C(X,G), A ∈ C(G,E), v ∈ V , B ∈ C(G,F ), and
w ∈W , to the element
(CA⊗RE v)⊗k (CB ⊗RF w)
of (LE,V ⊗ LF,W )(X).
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Conversely, there is a morphism ΨX : (LE,V ⊗LF,W )(X)→ LG,V ↑GE⊗kW↑GF (X)
sending the element
(P ⊗RE v)⊗ (Q⊗RF w)
of (LE,V ⊗LF,W )(X), where P ∈ C(X,E), v ∈ V , Q ∈ C(X,F ), and w ∈ W , to the
element
(P,Q)⊗RG
(((∆E
∅
)
⊗RE v
)
⊗k
(( ∅
∆F
)
⊗RF w
))
of LG,V ↑GE⊗kW↑GF (X), where (P,Q) ∈ C(X,E ⊔ F ), and where
(
∆E
∅
)
∈ C(E ⊔ F,E)
and
(
∅
∆F
)
∈ C(E ⊔ F, F ).
The map ΨX is well defined, for if R ∈ C(E,E) and S ∈ C(F, F )
ΨX
(
(P ⊗RE Rv)⊗k (Q⊗RF Sw)
)
is equal to
(P,Q)⊗RG
(((∆E
∅
)
⊗RE Rv
)
⊗k
(( ∅
∆F
)
⊗RF Sw
))
=
(P,Q) ⊗RG
(((R
∅
)
⊗RE v
)
⊗k
((∅
S
)
⊗RF w
))
=
(P,Q)⊗RG
(
R ∅
∅ S
)(((∆E
∅
)
⊗RE v
)
⊗k
(( ∅
∆F
)
⊗RF w
))
=
(PR,QS)
(((∆E
∅
)
⊗RE v
)
⊗k
(( ∅
∆F
)
⊗RF w
))
,
which is equal to ΨX
(
(PR⊗RE v)⊗k (QS ⊗RF w)
)
.
Moreover, if Y is a finite set and U ∈ C(Y,X), then
ΨX
(
U
(
(P ⊗RE Rv)⊗k (Q⊗RF Sw)
))
=
ΨX
(
(UP ⊗RE Rv)⊗k (UQ⊗RF Sw)
)
=
(UP,UQ)⊗RG
(((∆E
∅
)
⊗RE v
)
⊗k
(( ∅
∆F
)
⊗RF w
))
=
UΨX
(
(P ⊗RE Rv)⊗k (Q⊗RF Sw)
)
.
It follows that the maps ΨX define a morphism of correspondence functors
Ψ : LE,V ⊗ LF,W → LG,V ↑GE⊗kW↑GF .
Moreover, setting u = (P ⊗RE v)⊗ (Q ⊗RF w)
ΦXΨX(u) = ΦX
(
((P,Q)⊗RG
(((∆E
∅
)
⊗RE v
)
⊗k
(( ∅
∆F
)
⊗RF w
)))
=
(
(P,Q)
(
∆E
∅
)
⊗RE v
)
⊗k
(
(P,Q)
(
∅
∆F
)
⊗RE w
)
= (P ⊗RE v)⊗ (Q⊗RF w) = u ,
so ΦΨ is equal to the identity morphism.
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Similarly, setting s = C ⊗RG
(
(A⊗RE v)⊗k (B ⊗RF w)
)
,
ΨXΦX(s) = ΨX
(
(CA⊗RE v)⊗k (CB ⊗RF w)
)
= (CA,CB) ⊗RG
(((∆E
∅
)
⊗RE v
)
⊗k
(( ∅
∆F
)
⊗RF w
))
= C(A,B)⊗RG
(((∆E
∅
)
⊗RE v
)
⊗k
(( ∅
∆F
)
⊗RF w
))
= C ⊗RG (A,B)
(((∆E
∅
)
⊗RE v
)
⊗k
(( ∅
∆F
)
⊗RF w
))
= C ⊗RG
(
(A⊗RE v)⊗k (B ⊗RF w)
)
= s ,
so ΨΦ is also equal to the identity morphism.
(b) It suffices to assume that M =
⊕
i∈I
kC(−, Ei) and N =
⊕
j∈J
kC(−, Fj), where
I and J are sets, and Ei, for i ∈ I, and Fj , for j ∈ J , are finite sets. In this case
M ⊗N ∼=
⊕
i∈I, j∈J
kC(−, Ei)⊗ kC(−, Fj) ∼=
⊕
i∈I, j∈J
kC(−, Ei ⊔ Fj) ,
so M ⊗N is projective.
(c) Suppose that M = 〈M(E)〉 and N = 〈N(F )〉. Equivalently the counit
morphisms LE,M(E) → M and LF,N(F ) → N are surjective. Then M ⊗ N is a
quotient of
LE,M(E) ⊗ LF,N(F ) ∼= LE⊔F,M(E)↑E⊔FE ⊗kN(F )↑E⊔FF .
Since LE⊔F,M(E)↑E⊔FE ⊗kN(F )↑E⊔FF is generated by its evaluation at E ⊔ F , so does
M ⊗N .
(d) This follows from (c).
(e) With the assuption of (c), if moreoverM(E) andN(F ) are finitely generated
k-modules, so is M(E) ↑E⊔FE ⊗kN(F ) ↑
E⊔F
F . Therefore, if M and N are finitely
generated, so is M ⊗N .
19.7. Theorem. Let k be a commutative ring. Let M and N be correspondence
functors over k.
(a) Let E and F be finite sets. If M = 〈M(E)〉, then MF = 〈MF (E)〉.
Therefore, if M has bounded type, so has MF . If M is finitely generated,
so is MF .
(b) Let F be a finite set. There is an isomorphism of correspondence functors
H
(
kC(−, F ), N
)
∼= NF .
(c) Assume that k is noetherian. If M is finitely generated and if N has
bounded type (resp. is finitely generated), then H(M,N) has bounded type
(resp. is finitely generated).
Proof : (a) Saying that M = 〈M(E)〉 is equivalent to saying that
M(X) = kC(X,E)M(E)
for each finite set X . Replacing X by X ⊔ F gives
M(X ⊔ F ) = kC(X ⊔ F,E)M(E) .
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Now any U ∈ C(X⊔F,E) can be written in matrix form
(
V
W
)
, where V ∈ C(X,E)
and W ∈ C(F,E). Moreover for m ∈M(E)(
V
W
)
(m) =
(
V ∅
∅ ∆F
)(
∆E
W
)
(m)
and
(
V ∅
∅ ∆F
)(
∆E
W
)
(m) is the image of
(
∆E
W
)
(m) ∈ MF (E) by the corre-
spondence V , in the functor MF . It follows that
(
V
W
)
(m) ∈ kC(X,E)MF (E),
for any m ∈ M(E). Thus UM(E) ⊆ kC(X,E)MF (E), for any U ∈ C(X ⊔ F,E).
Hence M(X ⊔ F ) =MF (X) = kC(X,E)MF (E), as was to be shown. The last two
assertions are then clear.
(b) Let X be a finite set. Then
H
(
kC(−, E), N
)
(X) = HomFk
(
kC(−, E), NX
)
∼= NX(E) = N(E ⊔X) ∼= N(X ⊔E) = NE(X) ,
and it is straightforward to check that the resulting isomorphism
H
(
kC(−, E), N
)
(X) ∼= NE(X)
is compatible with correspondences, i.e. that it yields an isomorphism of correspon-
dence functors H
(
kC(−, E), N
)
→ NE .
(c) If M is finitely generated, then M is a quotient of a finite direct sum
n⊕
i=1
kC(−, Ei) of representable functors. Then
H(M,N) 
 //
n⊕
i=1
H
(
kC(−, Ei), N
)
∼=
n⊕
i=1
NEi .
If N has bounded type, then each NEi has bounded type also, by (a), so the finite
direct sum
n⊕
i=1
NEi also has bounded type. Then H(M,N) is a subfunctor of a
functor of bounded type. If k is noetherian, this implies thatH(M,N) has bounded
type, by Corollary 10.5. The same argument with “bounded type” replaced by
“finitely generated” goes through, completing the proof.
20. Examples of decompositions
We state here without complete proofs a list of examples of decomposition of func-
tors FT associated to some particular lattices T . We assume that k is a field, as
this allows for much simpler arguments. We emphasize however that the decom-
positions we obtain as direct sums of fundamental functors actually hold over an
arbitrary commutative ring k.
20.1. Example. Let T = ♦ be the lozenge, in other words the lattice of subsets
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of a set of cardinality 2:
♦ =
•
✝✝
✝ ✽✽
✽
◦
✽✽
✽ ◦
✝✝
✝
•
Then we know from Theorem 15.19 that F♦ splits as a direct sum
F♦ ∼= S0 ⊕ 3S1 ⊕ 2S2 ⊕ L
for some subfunctor L, and we also know that the direct sum
S0 ⊕ 3S1 ⊕ 2S2
corresponding to totally ordered subsets of ♦ lies in the subfunctor H♦, as no such
subset contains the two irreducible elements of ♦ (figured with an empty circle in
the above picture).
We can evaluate this at a set X of cardinality x, and take dimensions over k.
Using Corollary 17.17, this gives
4x = 1x + 3(2x − 1x) + 2(3x − 2 · 2x + 1x) + dimk L(X) .
It follows that
dimk L(X) = 4
x − 2 · 3x + 2x .
Moreover we know that F♦/H♦ maps surjectively on the fundamental functor S◦◦
associated to the (opposite) poset of irreducible elements of ♦, that is, a set of
cardinality 2 ordered by the equality relation. The set G is the whole of T in this
case, so dimk S◦◦(X) = 4x − 2 · 3x + 2x.
It follows that Lmaps surjectively onto S◦◦, and since dimk L(X) = dimk S◦◦(X)
for any finite set X , this surjection is an isomorphism. Hence
F♦ ∼= S0 ⊕ 3S1 ⊕ 2S2 ⊕ S◦◦ .
Again, the argument given here works only over a field k, but one can show that
this direct sum decomposition of F♦ actually holds over any commutative ring k.
In particular, as ♦ is distributive, F♦ is projective by Theorem 11.11. It follows
that S◦◦ is a projective object in Fk. When k is self-injective, S◦◦ is also injective
in Fk.
20.2. Example. Let T be the following lattice:
T =
•
②②
②②
②
❊❊
❊❊
❊
◦
❊❊
❊❊
❊ ◦ ◦
②②
②②
②
•
We know from Theorem 15.19 that FT admits a direct summand isomorphic to
S0 ⊕ 4S1 ⊕ 3S2 .
Moreover, there are three obvious sublattices of T isomorphic to ♦, which provide
three direct summands of FT isomorphic to S◦◦. Thus we have a decomposition
FT ∼= S0 ⊕ 4S1 ⊕ 3S2 ⊕ 3S◦◦ ⊕M
for some subfunctor M of FT . Taking the dimensions of the evaluations at a set X
of cardinality x gives
5x = 1x + 4(2x − 1x) + 3(3x − 2 · 2x + 1x) + 3(4x − 2 · 3x + 2x) + dimkM(X) .
It follows that
dimkM(X) = 5
x − 3 · 4x + 3 · 3x − 2x .
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We also know that FT /HT maps surjectively onto the fundamental functor S◦◦◦
associated to the (opposite) poset of its irreducible elements, that is, a set of cardi-
nality 3 ordered by the equality relation. The set G is the whole of T in this case,
so
dimk S◦◦◦(X) = 5x − 3 · 4x + 3 · 3x − 2x .
Moreover, all the direct summands of FT different from M in the above decompo-
sition are contained in HT , since none of the corresponding sublattices contains all
the irreducible elements of T . Thus M maps onto S◦◦◦, and since dimkM(X) =
dimk S◦◦◦(X), this surjection is an isomorphism. Hence we get
FT ∼= S0 ⊕ 4S1 ⊕ 3S2 ⊕ 3S◦◦ ⊕ S◦◦◦ .
As in the the previous example, our argument works only when k is a field, but one
can show that the result still holds over an arbitrary commutative ring k. It should
be noted that all the summands in this decomposition of FT , except possibly S◦◦◦,
are projective functors. Since the lattice T is not distributive, the functor FT is
not projective, thus S◦◦◦ is actually not projective either.
20.3. Example. Let D be the following lattice:
D =
•
qqq
❀❀
❀❀
◦
◦
✄✄
✄✄◦ ▼▼▼
•
Again, we know from Theorem 15.19 that FT admits a direct summand isomorphic
to S0 ⊕ 4S1 ⊕ 4S2 ⊕ S3. Moreover, there are two inclusions
•
✄✄
✄✄ ❀❀
❀❀
// •
qqq
❀❀
❀❀
◦
◦
❀❀
❀❀
11
◦
✄✄
✄✄
// ◦
✄✄
✄✄◦ ▼▼▼
• // •
and
•
✄✄
✄✄ ❀❀
❀❀
// •
qqq
❀❀
❀❀
◦
◦
❀❀
❀❀ --
◦
✄✄
✄✄
// ◦
✄✄
✄✄◦ ▼▼▼
• // •
of the lattice ♦ into D, which yield two direct summands of FD isomorphic to S◦◦.
So there is a decomposition
FD ∼= S0 ⊕ 4S1 ⊕ 4S2 ⊕ S3 ⊕ 2S◦◦ ⊕N
for a suitable subfunctor N of FD. As in the previous examples, the subfunctor N
maps surjectively onto the fundamental functor S ◦
◦
◦
associated to the (opposite)
poset
◦
◦
◦ of irreducible elements of D. The set G is the whole of T in this case also.
Taking dimensions of the evaluations of these functors at a set X of cardinality x
gives
5x = 1x + 4(2x − 1x) + 4(3x − 2 · 2x + 1x)
+ (4x − 3 · 3x + 3 · 2x − 1x) + 2(4x − 2 · 3x + 2x) + dimkN(X) ,
hence
dimkN(X) = 5
x − 3 · 4x + 3 · 3x − 2x .
This is also equal to dimk S ◦
◦
◦
(X), so N ∼= S ◦
◦
◦
, and we get
FD ∼= S0 ⊕ 4S1 ⊕ 4S2 ⊕ S3 ⊕ 2S◦◦ ⊕ S ◦
◦
◦
.
Again this decomposition holds over any commutative ring k. As D is not dis-
tributive (the lattice D and the lattice T of the previous example are the smallest
non-distributive lattices), the functor S ◦
◦
◦
is not projective either.
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20.4. Example. Let C be the following lattice:
C =
•
✝✝
✝ ✽✽
✽
◦
✽✽
✽ ◦
✝✝
✝
◦
•
We know from Theorem 15.19 that FC admits a direct summand isomorphic to
S0 ⊕ 4S1 ⊕ 5S2 ⊕ 2S3 and this summand is contained in HC . The inclusion
•
✝✝
✝ ✽✽
✽
•
✝✝
✝ ✽✽
✽
22
◦
✽✽
✽ ◦
✝✝
✝
◦
✽✽
✽
22
◦
✝✝
✝
22
◦
• // •
of ♦ in C yields a direct summand of FC isomorphic to S◦◦, also contained in HC .
So there is a decomposition
FC ∼= S0 ⊕ 4S1 ⊕ 5S2 ⊕ 2S3 ⊕ S◦◦ ⊕Q
for some direct summand Q of FC . Evaluating at a set X of cardinality x and
taking dimensions gives
5x = 1x + 4(2x − 1x) + 5(3x − 2 · 2x + 1x)
+ 2(4x − 3 · 3x + 3 · 2x − 1x) + (4x − 2 · 3x + 2x) + dimk Q(X) .
This gives
dimkQ(X) = 5
x − 3 · 4x + 3 · 3x − 2x .
Now FC maps surjectively onto the fundamental functor S ◦
/\
◦ ◦
associated to the
opposite poset of its irreducible elements, and the corresponding subset G of C is
the whole of C. It follows that
dimk S ◦
/\
◦ ◦
(X) = 5x − 3 · 4x + 3 · 3x − 2x ,
thus Q ∼= S ◦
/\
◦ ◦
. Finally, we get a decomposition
FC ∼= S0 ⊕ 4S1 ⊕ 5S2 ⊕ 2S3 ⊕ S◦◦ ⊕ S ◦
/\
◦ ◦
.
Again, this decomposition actually holds for an arbitrary commutative ring k. Since
C is distributive, FC is projective and we conclude that S ◦
/\
◦ ◦
is projective. Taking
dual functors, we get a decomposition
FCop ∼= S0 ⊕ 4S1 ⊕ 5S2 ⊕ 2S3 ⊕ S◦◦ ⊕ S ◦ ◦\/
◦
,
so S ◦ ◦
\/
◦
is also projective.
20.5. Example. Let P be the following lattice:
118
P =
•
✝✝
✝ ✽✽
✽
◦
✽✽
✽ •
✝✝
✝ ✽✽
✽
◦
✽✽
✽ ◦
✝✝
✝
•
that is, the direct product of a totally ordered lattice of cardinality 3 with a totally
ordered lattice of cardinality 2.
We know from Theorem 15.19 that FP admits a direct summand isomorphic
to S0 ⊕ 5S1 ⊕ 7S2 ⊕ 3S3 and this summand is contained in HP . The inclusions
•
✝✝
✝ ✽✽
✽
•
✝✝
✝ ✽✽
✽
44
◦
✽✽
✽ •
✝✝
✝ ✽✽
✽
◦
✽✽
✽
44
◦
✝✝
✝
44
◦
✽✽
✽ ◦
✝✝
✝
• // •
•
✝✝
✝ ✽✽
✽
•
✝✝
✝ ✽✽
✽
44
◦
✽✽
✽ •
✝✝
✝ ✽✽
✽
◦
✽✽
✽
44
◦
✝✝
✝ // ◦ ✽✽
✽ ◦
✝✝
✝
• // •
•
✝✝
✝ ✽✽
✽
•
✝✝
✝ ✽✽
✽
//
◦
✽✽
✽ •
✝✝
✝ ✽✽
✽
◦
✽✽
✽
//
◦
✝✝
✝ // ◦ ✽✽
✽ ◦
✝✝
✝
• // •
of ♦ in P yield 3 direct summands of FP isomorphic to S◦◦, and contained in HP .
Moreover, the inclusions
•
✝✝
✝ ✽✽
✽ // •
✝✝
✝ ✽✽
✽
◦
✽✽
✽
//
◦
✝✝
✝ //
◦
✽✽
✽ •
✝✝
✝ ✽✽
✽
◦ // ◦
✽✽
✽ ◦
✝✝
✝
• // •
and
◦ // •
✝✝
✝ ✽✽
✽
•
✝✝
✝ ✽✽
✽
//
◦
✽✽
✽ •
✝✝
✝ ✽✽
✽
◦
✽✽
✽
//
◦
✝✝
✝ // ◦ ✽✽
✽ ◦
✝✝
✝
• // •
of C and Cop in P yield direct summands S ◦ ◦
\/
◦
and S ◦
/\
◦ ◦
of FP , also contained in HP .
Hence there is a direct summand U of FP such that
FP ∼= S0 ⊕ 5S1 ⊕ 7S2 ⊕ 3S3 ⊕ 3S◦◦ ⊕ S ◦ ◦\/
◦
⊕ S ◦
/\
◦ ◦
⊕ U .
Since the lattice P is distributive, the functor FP is projective, hence U is projective.
Now FP maps surjectively onto the fundamental functor S ◦
◦
◦
, and HP is contained
in the kernel of this surjection. It follows that U maps surjectively onto S ◦
◦
◦
, which
is a simple functor, as k is a field and the poset ◦
◦
◦ has no nontrivial automorphisms.
Using the fact that dimHomFk(M,N) = dimHomFk(N,M) if M is projective
(by Theorem 9.7), a tedious analysis shows that U is indecomposable, so U is a
projective cover of the simple functor S ◦
◦
◦
. Moreover, using Theorem 18.4, one can
show that the functor U is uniserial, with a filtration
0
S ◦
◦
◦
⊂ W
S ◦ ◦
/\/
◦ ◦
⊂ V
S ◦
◦
◦
⊂ U ,
where W ∼= U/V ∼= S ◦
◦
◦
, and V/W is isomorphic to the simple functor S ◦ ◦
/\/
◦ ◦
associated to the poset
◦
✠✠ ✺
✺ ◦
✠✠
◦ ◦
of cardinality 4. An easy consequence of this is
that (when k is a field)
Ext1Fk(S ◦
◦
◦
, S ◦ ◦
/\/
◦ ◦
) ∼= Ext1Fk(S ◦ ◦/\/
◦ ◦
, S ◦
◦
◦
) ∼= k .
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APPENDICES
21. Lattices associated to posets
Posets occur in the parametrization of simple functors. In order to be able to
use our results on lattices, we needed to associate a lattice T to any given finite
poset (E,R). The easiest choice is the lattice I↓(E,R). The purpose of this section
is to describe the various possibilities for T .
We let (E,R) be a finite poset. Throughout this section, we write the order
relation ≤R. Also, we use a subscript E for intervals in E.
If A ⊆ E, we let UbA be the set of all upper bounds of A and LbA the set of
all lower bounds of A, that is,
UbA = {e ∈ E | a ≤R e, ∀a ∈ A} and LbA = {e ∈ E | e ≤R a, ∀a ∈ A} .
Clearly UbA is an upper ideal in E while LbA is a lower ideal in E.
Let I↓(E,R) be the lattice of all lower ideals in E, with respect to unions
and intersections. The irreducible elements in I↓(E,R) are the principal ideals
]·, e]E , where e ∈ E. Thus the poset E is isomorphic to the poset of all irreducible
elements in I↓(E,R) by mapping e ∈ E to the principal ideal ]·, e]E . Note that
I↓(E,R) is actually a distributive lattice. For more details, see Theorem 3.4.1 and
Proposition 3.4.2 in [St].
21.1. Convention. Recall our Convention 5.6. We identify E with its image
in I↓(E,R) via the map e 7→ ]·, e]E . Thus we view E as a subposet of I↓(E,R).
21.2. Definition. A closure operation on I↓(E,R) is an order-preserving map
I↓(E,R)→ I↓(E,R) , A 7→ A˜ ,
such that A ⊆ A˜ and
˜˜
A = A˜ for all A ∈ I↓(E,R). We say that A ∈ I↓(E,R) is
closed if A˜ = A.
We shall require that every principal ideal ]·, e]E is closed. In other words, the
closure operation is the identity on E (identified with a subposet of I↓(E,R)).
As before, we say that T is generated by E if any element of T is a join of
elements of E. For instance, if we view E as a subposet of I↓(E,R) as above, then
clearly E is a full subposet and I↓(E,R) is generated by E since any lower ideal is
a union of principal ideals.
21.3. Lemma. Let (E,R) be a finite poset. Let A 7→ A˜ be a closure operation
on I↓(E,R) which is the identity on E. Let T be the subset of I↓(E,R) consisting
of all closed elements of I↓(E,R), viewed as a poset via inclusion.
(a) T is a lattice. Explicitly, if A,B ∈ T , then
A ∧B = A ∩B and A ∨B = A˜ ∪B .
Moreover, E is a full subposet of T .
(b) The map π = πT : I↓(E,R)→ T defined by πT (A) = A˜ is a surjective map
of posets which preserves joins and which is the identity on E (identified
with a full subposet of I↓(E,R) and T ). In other words, πT is a morphism
in the category L (see Definition 11.5).
(c) T is generated by E (identified with a subposet of T ).
Proof : (a) Since closure is order-preserving, we have A˜ ∩B ⊆ A˜ = A and similarly
A˜ ∩B ⊆ B. Therefore A˜ ∩B ⊆ A ∩B, forcing equality A˜ ∩B = A ∩B.
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Now if C ∈ T satisfies A ⊆ C and B ⊆ C, then A ∪ B ⊆ C, hence A˜ ∪B ⊆
C˜ = C. This shows that A˜ ∪B is the least upper bound of A and B.
Finally, E is a full subposet of T because ]·, e]E ⊆]·, f ]E if and only if e ≤R f .
(b) Clearly π is a map of posets because the closure operation is order-preserving.
It is the identity on E because so is the closure operation. If A,B ∈ I↓(E,R), then
π(A ∪B) = A˜ ∪B = ˜˜A ∪ B˜ = A˜ ∨ B˜ = π(A) ∨ π(B) ,
so π preserves joins.
(c) Since I↓(E,R) is generated by E, so is its image T , because π preserves
joins and is the identity on E.
We now prove the converse.
21.4. Proposition. Let (E,R) be a finite poset. Let T be a lattice with order
relation ≤T , containing E as a full subposet, and suppose that T is generated by E.
(a) There is a unique surjective map of posets
π = πT : I↓(E,R) −→ T
which preserves joins and which is the identity on E (viewed as a subposet
of I↓(E,R)).
(b) For every t ∈ T , the inverse image π−1(t) has a greatest element.
(c) If A ∈ I↓(E,R) with π(A) = t, let A˜ be the greatest element of π
−1(t).
Then
A˜ = {e ∈ E | e ≤T t} .
(d) The map A 7→ A˜ is a closure operation on I↓(E,R) which is the identity
on E.
(e) The poset of closed elements in I↓(E,R) is isomorphic to T via π.
Proof : (a) Let A ∈ I↓(E,R) and write A = {e1, . . . , ek}. Then we have A =
]·, e1]E ∪ . . .∪ ]·, ek]E and we define
π(A) = e1 ∨ . . . ∨ ek ∈ T .
It follows that π(A∪B) = π(A)∨π(B), for all A,B ∈ I↓(E,R). In the special case
when A ⊆ B, we get π(B) = π(A) ∨ π(B), that is, π(A) ≤T π(B). Therefore π is
a map of posets. It is surjective because T is generated by E. To prove that it is
the identity on E, let A = ]·, ek]E = {e1, . . . , ek}. Then ei ≤R ek for all i, hence
ei ≤T ek because E is a subposet of T , and therefore π(A) = e1 ∨ . . . ∨ ek = ek.
The uniqueness of π follows from the fact that it is the identity on E and that it
preserves joins.
(b) If A,B ∈ π−1(t), then π(A ∪ B) = π(A) ∨ π(B) = t ∨ t = t. Therefore
A ∪ B ∈ π−1(t). It follows that the union of all A ∈ π−1(t) is in π−1(t) and is its
greatest element.
(c) Let A ∈ I↓(E,R) with π(A) = t and write A˘ = {e ∈ E | e ≤T t}. We want
to show that A˘ = A˜. If e ∈ A˜, then ]·, e]E ⊆ A˜ (because the elements of I↓(E,R)
are lower ideals). Since π is a map of posets and is the identity on E, we obtain
e ≤T π(A˜) = t, hence e ∈ A˘. Thus A˜ ⊆ A˘. On the other hand, π(A˘) =
∨
e≤T t
e = t
because T is generated by E. Therefore A˘ ∈ π−1(t). Since A˜ is the greatest element
of π−1(t), we obtain A˘ ⊆ A˜.
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(d) Since A˜ is the greatest element of π−1(π(A)), it is clear that A ⊆ A˜ and˜˜
A = A˜. If A ⊆ B with π(A) = t and π(B) = v, then t ≤T v by part (a). The
characterization of A˜ given in (c) implies that
A˜ = {e ∈ E | e ≤T t} ⊆ {e ∈ E | e ≤T v} = B˜ ,
so the closure operation is order-preserving. To show that it is the identity on E,
let x ∈ E, which is identified with the principal ideal A = ]·, x]E ∈ I↓(E,R). Then
π(A) = x because π is the identity on E. Then A˜ = {e ∈ E | e ≤T x} by (c) and
since E is a full subposet of T , we obtain
A˜ = {e ∈ E | e ≤T x} = {e ∈ E | e ≤R x} = ]·, x]E = A ,
showing that the closure is indeed the identity on E.
(e) Since π is surjective and each fibre π−1(t) has a unique closed element (its
greatest element), the restriction of π to closed elements is a bijection. Now π is
order-preserving and we have to prove that its inverse is also order-preserving. So
suppose that A and B are closed, with π(A) ≤T π(B). Again, the characterization
of A˜ given in (c) implies that A˜ ⊆ B˜, that is, A ⊆ B.
21.5. Corollary. For any given finite poset E, there is a bijection between the
set of isomorphism classes of lattices generated by the full subposet E and the set
of all closure operations on I↓(E,R).
Proof : This follows immediately from Lemma 21.3 and Proposition 21.4.
Now we construct a lattice L(E,R) which will turn out to be the smallest lattice
generated by E. It will be associated with the closure operation LbUb on I↓(E,R).
We first check this.
21.6. Lemma. Let E be a finite poset.
(a) Ub and Lb are order-reversing.
(b) UbLbUb = Ub and LbUbLb = Lb.
(c) The map A 7→ LbUbA is a closure operation on I↓(E,R) which is the
identity on E.
Proof : (a) follows from the definitions.
(b) Let A be a lower ideal and B an upper ideal of E. It is clear that B ⊆
UbLbB and, applying this to B = UbA, we get UbA ⊆ UbLbUbA. Similarly
A ⊆ LbUbA and, applying Ub, we get UbA ⊇ UbLbUbA. It follows that UbA =
UbLbUbA. The equality LbUbLbB = LbB is proved in the same manner.
(c) The inclusion A ⊆ LbUbA has already been observed and the equality
LbUbLbUbA = LbUbA follows from (b). Now if ]·, x]E is a principal ideal, then
Ub ]·, x]E = [x, ·[E and LbUb ]·, x]E = ]·, x]E , so LbUb is the identity on E.
We define L(E,R) to be the lattice associated with the closure operation LbUb
by the procedure of Lemma 21.3. For any A ∈ I↓(E,R), we write A = LbUbA.
Thus L(E,R) consists of all lower ideals which are closed, that is, of the form A
for some A ∈ I↓(E,R).
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21.7. Lemma. Let L(E,R) be the lattice associated with the closure operation
LbUb in I↓(E,R).
(a) L(E,R) is the subset of I↓(E,R) consisting of all lower ideals of the form
LbB for some upper ideal B of E.
(b) L(E,R) is the subset of I↓(E,R) consisting of all intersections of principal
ideals (with the usual convention that an empty intersection yields the
whole set E).
(c) The join operation in L(E,R) is described as follows. If B1 and B2 are
two upper ideals of E such that UbLbB1 = B1 and UbLbB2 = B2, then
LbB1 ∨ LbB2 = Lb(B1 ∩B2).
Proof : (a) We have LbB = LbUbLbB by part (b) of Lemma 21.6.
(b) LbB =
⋂
b∈B
]·, b]E .
(c) Note that B1 ∩B2 = UbLbB1 ∩UbLbB2 = Ub(LbB1 ∪LbB2). Therefore
Lb(B1 ∩B2) = LbUb(LbB1 ∪ LbB2) = LbB1 ∪ LbB2 = LbB1 ∨ LbB2
using Lemma 21.3.
Now we prove that any lattice generated by E is sandwiched between I↓(E,R)
and L(E,R).
21.8. Theorem. Let (E,R) be a finite poset, let T be a lattice containing E as a
full subposet, and suppose that T is generated by E.
(a) There is a unique surjective map of posets
πT : I↓(E,R) −→ T
which preserves joins and which is the identity on E (viewed as a subposet
of I↓(E,R)).
(b) There is a unique surjective map of posets
φT : T −→ L(E,R)
which preserves joins and which is the identity on E (viewed as a subposet
of L(E,R)).
(c) The composite φT ◦ πT is equal to the map πL(E,R).
Proof : As before, the order relation in T will be written ≤T in order to avoid
confusion. Similarly, we write intervals in T with a subscript T in order to emphasize
that they are considered in the lattice T .
(a) follows from Proposition 21.4.
(b) We define
φT : T → L(E,R) , φT (t) = Lb
(
[t, 1ˆ]T ∩ E
)
,
where the operator Lb is considered within the set of all subsets of E. Since T is
generated by E, we can write any t ∈ T as t = f1 ∨ . . . ∨ fr where f1, . . . , fr ∈ E.
For any e ∈ E, there are equivalences
e ∈ [t, 1ˆ]T ∩ E ⇐⇒ t ≤T e ⇐⇒ fi ≤T e , ∀i ,
using the fact that t is the join t = f1 ∨ . . .∨ fr. Since E is a full subposet of T , we
get further equivalences
fi ≤T e , ∀i ⇐⇒ fi ≤R e , ∀i ⇐⇒ e ∈
r⋂
i=1
[fi, ·[E .
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Therefore [t, 1ˆ]T ∩E =
⋂r
i=1 [fi, ·[E and φT (t) = Lb
( r⋂
i=1
[fi, ·[E
)
.
Now part (c) of Lemma 21.7 applies, because UbLb [fi, ·[E= Ub ]·, fi]E =
[fi, ·[E . It follows that
φT (t) = Lb
( r⋂
i=1
[fi, ·[E
)
=
r∨
i=1
Lb [fi, ·[E=
r∨
i=1
]·, fi]E .
It follows easily from this that φT preserves joins, because if s = e1 ∨ . . . ∨ eq and
t = f1∨ . . .∨fr with e1, . . . , eq, f1, . . . , fr ∈ E, then s∨ t = e1∨ . . .∨eq∨f1∨ . . .∨fr
and
φT (s ∨ t) =
( q∨
j=1
]·, ej ]E
)∨( r∨
i=1
]·, fi]E
)
= φT (s) ∨ φT (t) .
In particular, φT is a map of posets. It is the identity on E because if e ∈ E, then
φT (e) = Lb
(
[e, 1ˆ]T ∩ E
)
= [0ˆ, e]T ∩E = ]·, e]E ,
the last equality using the assumption that E is a full subposet of T . The surjec-
tivity of φT follows from (c) and the surjectivity of πL(E,R).
(c) By Proposition 21.4, there is a unique surjective map
πL(E,R) : I↓(E,R)→ L(E,R)
which preserves joins and is the identity on E. Therefore φT ◦ πT = πL(E,R).
21.9. Remark. Note that πT and φT may not preserve meets. As in Remark 11.6,
we see that the relevant maps between lattices are join-preserving, but not neces-
sarily meet-preserving.
Theorem 21.8 shows that the lattice L(E,R) is the unique smallest lattice
generated by the poset E. Its subset of irreducible elements is contained in E but
may not be equal to E. Our purpose now is to consider lattices whose subset of
irreducible elements is the whole of E.
21.10. Definition. An element e of E is called reducible in E if it is the least
upper bound of some subset B of ]·, e[E. In other words, [e, ·[E= UbB for some
B ⊆ ]·, e[E. Note that the possibility B = ∅ occurs when E has a least element e0,
in which case Ub ∅ = E = [e0, ·[, so that e0 is reducible in E.
21.11. Lemma. Let (E,R) be a finite poset and e ∈ E.
(a) e is reducible in E if and only if there exists a nonprincipal ideal A ∈
I↓(E,R) such that A = ]·, e]E.
(b) e is irreducible in L(E,R) if and only if e is not reducible in E.
Proof : (a) If e is reducible in E, then [e, ·[E= Ub(B) for someB ⊆ ]·, e[E . Let A be
the lower ideal generated by B, that is, A = {a ∈ E | a ≤R b for some b ∈ B}. Note
that A ⊆ ]·, e[E again (with A = ∅ in case B = ∅). Then UbA = UbB = [e, ·[E ,
hence
A = LbUbA = Lb [e, ·[E= ]·, e]E .
We have to show that A is not principal. If we had A = ]·, f ]E , then we would have
LbUbA = Lb [f, ·[E= ]·, f ]E = A and [e, ·[E= UbA = [f, ·[E , so that e = f . But
then A = ]·, e]E , contrary to the fact that A ⊆ ]·, e[E .
Suppose conversely that A = ]·, e]E for some nonprincipal A ∈ I↓(E,R). Then
UbA = UbLbUbA = UbA = Ub ]·, e]E = [e, ·[E ,
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showing that e is the least upper bound of the subset A. Since A is nonprincipal
and contained in ]·, e]E , we have A ⊆ ]·, e[E . This completes the proof that e is
reducible in E.
(b) If e is reducible in E, then again [e, ·[E= Ub(A) for some lower ideal A ∈
I↓(E,R) such that A ⊆ ]·, e[E. Then
]·, e]E = A =
⋃
a∈A
]·, a]E =
∨
a∈A
]·, a]E
and this shows that ]·, e]E is not irreducible in the lattice L(E,R). (Note that this
includes the case when E has a least element e0 and A = ∅, because in that case
L(E,R) has a least element {e0} = ∅, which is not irreducible by definition.)
Conversely, if ]·, e]E is not irreducible in the lattice L(E,R), then ]·, e]E =∨
a∈A
]·, a]E where A = ]·, e[E . Therefore
]·, e]E =
⋃
a∈A
]·, a]E = A .
Moreover, A is not principal, otherwise A = A, hence A = ]·, e]E , contrary to the
fact that A = ]·, e[E. By part (a), e is reducible in E.
We are going to construct a latticeK(E,R) having E as its subset of irreducible
elements and minimal with this property. In order to define K(E,R), we need to
define a new closure operation on I↓(E,R), which we write A 7→ Â and which is
defined as follows, with two cases :
(K1) If A is not principal and A = ]·, a]E , then Â = ]·, a[E .
(K2) Otherwise Â = A.
In the first case, a is reducible in E, by Lemma 21.11. Thus we have kept the closure
operation defining L(E,R), except on subsets A generating a reducible element a
of E, for which we distinguish Â = ]·, a[E from A =]·, a]E .
21.12. Lemma. A 7→ Â is a closure operation on I↓(E,R).
Proof : Note first that A ⊆ Â ⊆ A for all A ∈ I↓(E,R). This is clear in case (K2),
while in case (K1), A ⊆ ]·, a[E= Â ⊂ ]·, a]E = A. It follows that Â = A in all cases.
Now we have to prove that
̂̂
A = Â. Suppose first that A is in case (K1), so
A is not principal, and Â = ]·, a[E . Then ]·, a[E = Â = A = ]·, a]E . Moreover
]·, a[E is not principal otherwise ]·, a[E = ]·, a[E = ]·, a]E , which is a contradiction.
Therefore ]·, a[E satisfies the conditions of case (K1) and̂̂
A = ]̂·, a[E = ]·, a[E= Â .
If A is in case (K2), then Â = A, which cannot be in case (K1), otherwise A
would be nonprincipal and A would be principal, contrary to the fact that A = A.
Therefore Â = A is in case (K2) and̂̂
A = Â = A = A = Â .
So we obtain A ⊆ Â =
̂̂
A in all cases.
In order to show that the operation is order-preserving, we let A,B ∈ I↓(E,R)
with A ⊆ B. If B̂ = B, then
Â ⊆ A ⊆ B = B̂ .
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Otherwise B̂ = ]·, b[E and B = ]·, b]E for some b ∈ E. Then A ⊆ B ⊆ ]·, b[E and
A ⊆ B = ]·, b]E . Either A 6= ]·, b]E , in which case
Â ⊆ A ⊆ ]·, b[E = B̂ ,
or A = ]·, b]E, in which case A is in case (K1) and Â = ]·, b[E = B̂.
We define K(E,R) to be the lattice corresponding to the closure operation
A 7→ Â (see Lemma 21.3).
21.13. Lemma. The set of irreducible elements of the lattice K(E,R) is equal
to E (viewed as a subset of K(E,R)). Moreover, E is a full subposet of K(E,R).
Proof : Since the lattice K(E,R) corresponds to a closure operation, E is a full
subposet of K(E,R) and K(E,R) is generated by E (see Lemma 21.3). Therefore,
every irreducible element of K(E,R) belongs to E.
Conversely, let a ∈ E and suppose that a is a join in K(E,R), that is, ]·, a]E =
A ∨ B = Â ∪B, for some ̂ -closed subsets A,B ∈ I↓(E,R). Note that A ∪B =
Â ∪B because
A ∪B = Â ∪B = ]·, a]E = ]·, a]E = Â ∪B .
Thus A ∪B cannot be in case (K1) since the ̂ -closure and the -closure are not
equal in case (K1). As the condition A ∪B = ]·, a]E is satisfied, this means that
A∪B must be principal, in particular -closed. Therefore A∪B = A ∪B = ]·, a]E .
It follows that a ∈ A ∪ B. If a ∈ A, then A = ]·, a]E (because A is a lower ideal).
Similarly, if a ∈ B, then B = ]·, a]E .
This completes the proof that a is irreducible.
21.14. Remark. The case (K1) in the construction of K(E,R) shows that if
an element a ∈ E is reducible in E, then it is made irreducible in K(E,R) by
distinguishing between ]·, a[E and ]·, a]E . Thus ]·, a]E is irreducible and ]·, a[E is
the unique maximal element of ]·, a]E .
We need further properties of the map πT of Proposition 21.4.
21.15. Lemma. Let (E,R) be a finite poset. Let T be a lattice containing E as a
full subposet, and suppose that T is generated by E. Let πT : I↓(E,R)→ T be the
unique map of posets of Proposition 21.4.
(a) If A,B ∈ I↓(E,R) satisfy πT (A) ≤T πT (B), then UbA ⊇ UbB. In
particular, if πT (A) = πT (B), then UbA = UbB.
(b) Let e ∈ E. Then e is irreducible in T if and only if π−1T (e) = {e}.
(c) The set of irreducible elements of T is equal to the whole of E if and only
if π−1T (e) is reduced to the singleton {e} for all e ∈ E.
Proof : (a) By Proposition 21.4, T corresponds to a closure operation A 7→ A˜ and
if πT (A) = t, then A˜ = {x ∈ E | x ≤T t}. Now
πT (A) = πT
( ⋃
a∈A
]·, a]E
)
=
∨
a∈A
πT
(
]·, a]E
)
=
∨
a∈A
a .
Then for x ∈ E, we obtain
x ∈ UbA ⇐⇒ x ≥E a , ∀a ∈ A ⇐⇒ x ≥T a , ∀a ∈ A ⇐⇒ x ≥T πT (A)
because πT (A) =
∨
a∈A
a. Similarly x ∈ UbB if and only if x ≥T πT (B). Since
πT (B) ≥T πT (A), we deduce that UbB ⊆ UbA.
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(b) Suppose that e is irreducible in T and let A ∈ π−1T (e). Since E is a full
subposet, we get
A˜ = {x ∈ E | x ≤T e} = {x ∈ E | x ≤R e} = ]·, e]E .
Moreover e = πT (A) =
∨
a∈A
a. Since e is irreducible, we get e = a for some a ∈ A,
that is, e ∈ A. As A is a lower ideal, we obtain
]·, e]E ⊆ A ⊆ A˜ = ]·, e]E ,
henceA = A˜ = ]·, e]E . Thus π
−1
T (e) is reduced to the singleton { ]·, e]E }, namely {e}
(in view of the usual identification), as required.
Conversely, suppose that π−1T (e) = {e}. Write e =
r∨
i=1
fi with fi irreducible for
all i, hence fi ∈ E since T is generated by E. Let A =
r⋃
i=1
]·, fi]E . Then
πT (A) = πT
( r⋃
i=1
]·, fi]E
)
=
r∨
i=1
πT
(
]·, fi]E
)
=
r∨
i=1
fi = e ,
that is, A ∈ π−1T (e). Since this fibre is a singleton, we have
A = A˜ = {x ∈ E | x ≤T e} .
It follows that e ∈ A, hence e ≤R fi for some i. This implies e = fi, showing that
e is irreducible in T .
(c) follows immediately from (b).
We now come to a result analogous to Theorem 21.8, but for lattices whose set
of irreducible elements is the whole of E.
21.16. Theorem. Let (E,R) be a finite poset, let T be a lattice containing E as
a full subposet, and suppose that the set of irreducible elements of T is equal to E.
(a) There is a unique surjective map of posets
πT : I↓(E,R) −→ T
which preserves joins and which is the identity on E (viewed as a subposet
of I↓(E,R)).
(b) There is a unique surjective map of posets
ψT : T −→ K(E,R)
which preserves joins and which is the identity on E (viewed as a subposet
of K(E,R)).
(c) The composite ψT ◦ πT is equal to the map πK(E,R).
Proof : (a) follows from Proposition 21.4.
(b) We want to define ψT : T → K(E,R) by taking a pre-image in I↓(E,R)
and then applying πK(E,R) : I↓(E,R) → K(E,R). Of course we need to see that
this is well-defined. So let A,B ∈ I↓(E,R) be such that πT (A) = πT (B). We have
to show that πK(E,R)(A) = πK(E,R)(B), that is, Â = B̂.
By Lemma 21.15, we have UbA = UbB, hence A = B. If both A and B are
in case (K2), we get Â = A = B = B̂. If one of them, say A, is in case (K1), then
there exists a ∈ E such that
A ⊆ Â = ]·, a[E ⊂ ]·, a]E = A .
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Suppose that a ∈ B, so that B = ]·, a]E because B = A = ]·, a]E . Then we have
a = πT ( ]·, a]E) = πT (B) = πT (B) = πT (A) ,
hence A ∈ π−1T (a). Now part (c) of Lemma 21.15 applies, because the set of irre-
ducible elements of T is equal to E by assumption. Therefore π−1T (a) is reduced to
the singleton {a}, that is, {A} in view of the usual identification. This is impossible
because A ∈ π−1T (a) and A 6= A.
This contradiction shows that a /∈ B and therefore
B ⊆ ]·, a[E ⊂ ]·, a]E = B .
Moreover, B is not principal, otherwise B = B, hence B = ]·, a]E , contrary to the
fact that B ⊆ ]·, a[E . Thus we are in case (K1) and B̂ = ]·, a[E= Â.
We have now proved that there is a well-defined map ψT : T −→ K(E,R), as
follows. If t ∈ T , write t = πT (A) for some A ∈ I↓(E,R) and set
ψT (t) = ψT (πT (A)) = πK(E,R)(A) .
In particular, this proves (c). The fact that ψT preserves joins follows in a straight-
forward fashion :
ψT
(
πT (A) ∨ πT (B)
)
= ψT
(
πT (A ∪B)
)
= πK(E,R)(A ∪B)
= πK(E,R)(A) ∨ πK(E,R)(B) = ψT (πT (A)) ∨ ψT (πT (B)) .
The map ψT is the identity on E because both πT and πK(E,R) are the identity
on E. The surjectivity of ψT follows from the surjectivity of πK(E,R).
(c) This has been noticed above.
Theorem 21.16 shows thatK(E,R) is the unique minimal lattice having E as its
set of irreducible elements. This has some importance for computational purposes,
since working with K(E,R) may be considerably less heavy than working with
I↓(E,R). This is made clear in the next example.
21.17. Example. Let E be a nonempty finite set endowed with the equality
relation. Then I↓(E,R) is the set of all subsets of E, hence rather big. However,
with the usual identification, L(E,R) = {∅} ⊔ E ⊔ {E}, hence much smaller, and
K(E,R) = L(E,R) in this case.
21.18. Example. Let E be a nonempty finite set endowed with a total or-
der. Then I↓(E,R) = {∅} ⊔ E (with the usual identification), L(E,R) = E, and
K(E,R) = I↓(E,R).
22. Forests associated to lattices
Our aim in this appendix is to prove Theorem 17.9. This will follow from a much
more general combinatorial result on idempotents associated to forests. We start
with some idempotents associated to sequences of distinct elements in any finite
set:
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22.1. Proposition. Let T be a finite set. For a sequence a = (a0, a1, . . . , an) of
distinct elements of T , and for 0 ≤ k ≤ n, let [a0, a1, . . . ak] be the map from T to
itself defined by
∀t ∈ T, [a0, a1, . . . ak](t) =
{
ai+1 if t = ai and i ≤ k − 1
t if t /∈ {a0, . . . ak−1} .
In particular [a0] is the identity map of T .
Let ha be the element of the algebra k(T
T ) of the monoid T T of maps from T
to itself defined by
ha =
n∑
i=0
(−1)i[a0, a1, . . . , ai] .
(a) If 0 ≤ j ≤ i, then [a0, . . . , ai] = [a0, . . . , aj ] ◦ [aj , . . . , ai].
(b) If 1 ≤ k ≤ n and f : T → T is a map such that f(ak) = f(ak−1), then
f ◦ [a0, . . . , ak−1] = f ◦ [a0, . . . , ak].
(c) ha is an idempotent of k(T
T ).
Proof : (a) This is straightforward.
(b) The only element t ∈ T such that [a0, . . . , ak−1](t) 6= [a0, . . . , ak](t) is
t = ak−1. Moreover
f ◦ [a0, . . . , ak−1](ak−1) = f(ak−1) = f(ak) = f ◦ [a0, . . . , ak](ak−1) .
(c) We have
h2a=
∑
0≤i,j≤n
(−1)i+j [a0, . . . , ai] ◦ [a0, . . . , aj ]
=
∑
0≤i≤j≤n
(−1)i+j [a0, . . . , ai] ◦ [a0, . . . , aj ] +
∑
0≤j<i≤n
(−1)i+j [a0, . . . , ai] ◦ [a0, . . . , aj ]
Moreover by (a), for j + 1 ≤ i
[a0, . . . , ai] ◦ [a0, . . . , aj] = [a0, . . . , aj+1] ◦ [aj+1, . . . , ai] ◦ [a0, . . . , aj] ,
and the maps [aj+1, . . . , ai] and [a0, . . . , aj] clearly commute. Hence
[a0, . . . , ai] ◦ [a0, . . . , aj] = [a0, . . . , aj+1] ◦ [a0, . . . , aj ] ◦ [aj+1, . . . , ai] .
Now the map f = [a0, . . . , aj+1] is such that f(aj) = f(aj+1). Thus by (c)
[a0, . . . , aj+1] ◦ [a0, . . . , aj ] = [a0, . . . , aj+1] ◦ [a0, . . . , aj+1] ,
and by (a)
[a0, . . . , ai] ◦ [a0, . . . , aj] = [a0, . . . , aj+1] ◦ [a0, . . . , aj+1] ◦ [aj+1, . . . , ai]
= [a0, . . . , aj+1] ◦ [a0, . . . , ai] .
Hence for all j + 1 ≤ i, i.e. for all j < i
[a0, . . . , ai] ◦ [a0, . . . , aj ] = [a0, . . . , aj+1] ◦ [a0, . . . , ai] .
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This gives:
h2a=
∑
0≤i≤j≤n
(−1)i+j [a0, . . . , ai] ◦ [a0, . . . , aj ] +
∑
0≤j<i≤n
(−1)i+j [a0, . . . , ai] ◦ [a0, . . . , aj ]
=
∑
0≤i≤j≤n
(−1)i+j [a0, . . . , ai] ◦ [a0, . . . , aj ] +
∑
0≤j<i≤n
(−1)i+j [a0, . . . , aj+1] ◦ [a0, . . . , ai]
=
∑
0≤i≤j≤n
(−1)i+j [a0, . . . , ai] ◦ [a0, . . . , aj ] +
∑
1≤j≤i≤n
(−1)i+j−1[a0, . . . , aj ] ◦ [a0, . . . , ai]
=
∑
0=i≤j≤n
(−1)i+j [a0, . . . , ai] ◦ [a0, . . . , aj ] =
∑
0≤j≤n
(−1)j [a0] ◦ [a0, . . . , aj ]
= ha
as was to be shown.
We now introduce the terminology on forests that we will use here. Part of it
may be nonstandard:
22.2. Definition and Notation. A forest is a finite oriented graph without loops
nor cycles, such that each vertex has at most one outgoing edge. A root of a forest
is a vertex without any outgoing edge. A leaf of a forest is a vertex with an outgoing
edge and no incoming edge. A tree is a connected forest.
When G is a forest, we also denote by G the set of its vertices. When x ∈ G,
and x is not a root, we denote by d(x) the unique vertex of G such that x d(x)//
is the outgoing edge at x. When x is a root, we set x = d(x). For n ∈ N, we
define dn : G → G by d0(x) = x, for any x ∈ X, and dn(x) = d
(
dn−1(x)
)
for
n > 0. For x ∈ G, we denote by δ(x) the smallest non negative integer n such that
dn(x) = dn+1(x), and we set d∞(x) = dδ(x)(x). Each connected component C of G
contains a unique root, equal to d∞(x) for each x ∈ C.
A complete geodesic of a forest G is a sequence of the form
(
x, d(x), . . . , dn(x)
)
,
where x is a leaf of G, and n = δ(x). A partial geodesic of G starting at some
leaf x is a sequence of distinct vertices of the form
(
x, d(x), . . . , dl(x)
)
, for some
integer l ≥ 1. We say that and edge
(
y, d(y)
)
of G belongs to a partial geodesic(
x, d(x), . . . , dl(x)
)
if there exists an integer j ∈ {0, . . . , l− 1} such that y = dj(x).
When A is a set of edges of a forest G, we denote by τA the map from G to
itself defined by
∀x ∈ G, τA(x) =
{
d(x) if
(
x, d(x)
)
∈ A
x otherwise .
When B is a set of leaves of a forest G, we say that a set A of edges of G is a union
of partial geodesics starting in B if there is a subset C of B, and for each x ∈ C,
a partial geodesic γx starting at x, such that A is the union of the sets of edges
belonging to the partial geodesics γx, for x ∈ C. We denote by SB the set of such
sets of edges of G.
Finally, we denote by vB the element of k(GG) defined by
vB =
∑
A∈SB
(−1)|A|τA .
We will abuse notation and set vx = v{x}, for any leaf x of G.
22.3. Theorem. Let G be a forest.
(a) If x is a leaf of G, then v2x = vx.
(b) If x and y are leaves of G, then vxvy = vyvx.
(c) Let B be a subset of the set of leaves of G. Then vB is an idempotent of
k(GG), equal to the product of the (commuting) idempotents vx, for x ∈ B.
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(d) Let B and C be two subsets of the set of leaves of G. Then vB ◦vC = vB∪C .
Proof : (a) If there is a single leaf x, and if a =
(
x, d(x), . . . , dn(x)
)
is the complete
geodesic of G starting at x, then
vB = vx =
n∑
l=0
(−1)l[x, d(x), . . . , dl(x)] ,
so vx is equal to the idempotent ha introduced in Proposition 22.1.
(b) Let x and y be distinct leaves of G. If d∞(x) 6= d∞(y), then the complete
geodesics starting at x and y lie in different connected components of G. It is clear
in this case that vx and vy commute.
Otherwise set r = d∞(x) = d∞(y). The intersection of the complete geodesics
starting at x and y is of the form c = (c0, . . . , cm = r), for some integer m ≥ 0.
The complete geodesic starting at x is of the form
(x = a0, . . . , as, c0, . . . , cm = r) ,
where s > 0, and the complete geodesic starting at y is of the form
(y = b0, . . . , bt, c0, . . . , cm = r) ,
where t > 0.
Now
vx =
s∑
i=0
(−1)i[a0, . . . , ai] + (−1)
s+1
m∑
i=0
(−1)i[a0, . . . , as, c0, . . . , ci]
= ha + (−1)
s+1[a0, . . . , as, c0]hc ,
where a = [a0, . . . , as]. Similarly vy = hb + (−1)t+1[b0, . . . , bt, c0]hc, where b =
(b0, . . . , bt). Clearly ha commutes with hb, [b0, . . . , bt, c0], and hc, hence it commutes
with vy . Similarly hb commutes with vx. So proving that that vx and vy commute
is equivalent to proving that [a0, . . . , as, c0]hc and [b0, . . . , bt, c0]hc commute.
Setting f = [b0, . . . , bt, c0], we have
hcfhc=
∑
0≤i,j≤m
(−1)i+j [c0, . . . , ci]f [c0, . . . , cj]
=
∑
0≤i≤j≤m
(−1)i+j [c0, . . . , ci]f [c0, . . . , cj ] +
∑
0≤j<i≤m
(−1)i+j [c0, . . . , ci]f [c0, . . . , cj ]
Now for 0 ≤ j < i, by Proposition 22.1,
[c0, . . . , ci]f [c0, . . . , cj ] = [c0, . . . , cj+1][cj+1, . . . , ci]f [c0, . . . , cj]
= [c0, . . . , cj+1]f [c0, . . . , cj ][cj+1, . . . , ci] ,
since [cj+1, . . . , ci] clearly commutes with both f and [c0, . . . , cj ]. Now setting
g = [c0, . . . , cj+1]f , we have that g(cj) = cj+1 = g(cj+1), hence g[c0, . . . , cj] =
g[c0, . . . , cj+1], by Proposition 22.1. It follows that
[c0, . . . , ci]f [c0, . . . , cj ] = g[c0, . . . , cj][cj+1, . . . , ci]
= g[c0, . . . , cj+1][cj+1, . . . , ci]
= g[c0, . . . , ci] ,
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thus [c0, . . . , ci]f [c0, . . . , cj ] = [c0, . . . , cj+1]f [c0, . . . , ci] for j < i. This gives
hcfhc=
∑
0≤i≤j≤m
(−1)i+j [c0, . . . , ci]f [c0, . . . , cj ] +
∑
0≤j<i≤m
(−1)i+j [c0, . . . , ci]f [c0, . . . , cj ]
=
∑
0≤i≤j≤m
(−1)i+j [c0, . . . , ci]f [c0, . . . , cj ] +
∑
0≤j<i≤m
(−1)i+j [c0, . . . , cj+1]f [c0, . . . , ci]
=
∑
0≤i≤j≤m
(−1)i+j [c0, . . . , ci]f [c0, . . . , cj ] +
∑
1≤j≤i≤m
(−1)i+j−1[c0, . . . , cj ]f [c0, . . . , ci]
=
∑
0=i≤j≤m
(−1)i+j [c0, . . . , ci]f [c0, . . . , cj ] =
n∑
j=0
(−1)jf [c0, . . . , cj ]
= fhc .
It follows that
[a0, . . . , as, c0]hc[b0, . . . , bt, c0]hc = [a0, . . . , as, c0][b0, . . . , bt, c0]hc .
Similarly
[b0, . . . , bt, c0]hc[a0, . . . , as, c0]hc = [b0, . . . , bt, c0][a0, . . . , as, c0]hc .
Now [a0, . . . , as, c0] and [b0, . . . , bt, c0] clearly commute, so [a0, . . . , as, c0]hc and
[b0, . . . , bt, c0]hc also commute. This completes the proof of (b).
(c) We will prove that vB =
∏
x∈B
vx by induction on the cardinality of B. If
B = ∅, then vB = τ∅ = idG , which is also equal to an empty product of vx. If
B = {x}, then by definition vB = vx. Assume now that (c) holds for any set of
leaves of cardinality smaller than |B| and |B| ≥ 2.
We can assume that B is the set of all leaves of G: otherwise we replace G by
the full subgraph G′ consisting of the elements dj(x), for x ∈ B and j ≥ 0. The
operation f 7→ f˜ extending any function from G′ to itself to a function from G to
itself by f˜(y) = y if y ∈ G − G′ is an injective morphism of monoids from G′G
′
to
GG , which sends the element vB computed for the forest G
′ to vB.
We can now assume that G is a tree: indeed, if G is a disjoint union of nonempty
subforests G1 and G2, then its set of leaves B splits as B = B1 ⊔ B2, where Bi is
a set of leaves of Gi, for i = 1, 2. Similarly, any set of edges A ∈ SB splits as
A = A1 ⊔ A2, where Ai ∈ SBi , for i = 1, 2. Conversely, if Ai ∈ SBi , for i = 1, 2,
then the set A = A1 ⊔ A2 belongs to SB . Moreover the maps τA1 and τA2 clearly
commute, and τA1τA2 = τA. It follows that
vB =
∑
A1∈SB1
A2∈SB2
(−1)|A1|+|A2|τA1τA2 = vB1vB2 = vB2vB1 .
By induction hypothesis (c) holds for B1 and B2, thus vB1 =
∏
x∈B1
vx and vB2 =∏
x∈B2
vx, then vB =
∏
x∈B1⊔B2
vx, so (c) holds for B.
Let r be the root of G, and let c = (c0, . . . , cm = r) be the intersection of the
complete geodesics of G (possibly m = 0 and c = (r)). If c0 is a leaf, then G is
an interval (c0, . . . , cm = r), but this contradicts |B| ≥ 2. Thus the element c0 is
not a leaf, so the set d−1(c0) = {y ∈ G | d(y) = c0} is nonempty, and actually of
cardinality at least 2: if d−1(c0) = {y}, then y belongs to the intersection of the
complete geodesics of G, contradicting the definition of c.
Fix y ∈ d−1(c0), and let D = {x ∈ B | ∃j ≥ 0, dj(x) = y}. Then ∅ 6= D 6= B,
and we set C = B −D. We denote by C+ (resp. D+) the set of edges of G which
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belong to a complete geodesic starting in C (resp D). We also set
C = C+ − {(c0, c1), (c1, c2), . . . , (cm−1, cm)}
D̂ = D+ − {(y, c0), (c0, c1), (c1, c2), . . . , (cm−1, cm)} .
We illustrate these definitions with the following schematic diagram representing G,
in which all edges are oriented downwards:
✤ C ✤
•

•

. . . •

•

✤ D ✤
•

. . . •

❞ ❞ ❝ ❜
❛ ❛ ❵ ❴ ❫ ❪ ❪ ❭ ❬ ❩ ❩
✭
✮
✰
✲
✴
✷
✹
✼
✿
❂
❆
❉
●
■
▲
✖
✕
✓
✑
✎
☞
✡
✞
☎
✁
⑥
③
✇
✉
r
❢ ❞ ❛
❴ ❪ ❩ ❳
✧
✬
✱
✸
❀
❉
❑
✜
✗
✒
☛
✄
③
s
arrows
in C
arrows
in D̂
• y
rr
• c0

• c1
✤
✤
• cm−1

• cm
Let A ∈ SB . There are two cases:
(1) either (y, c0) /∈ A: in this case A splits as the disjoint union of a set U ∈ SC
and a set V ∈ SD such that (y, c0) /∈ V , and this decomposition is unique.
Observe that the conditions V ∈ SD and (y, c0) /∈ V are equivalent to the
conditions V ∈ SD and V ⊆ D̂. Conversely, if U ∈ SC and V ∈ SD with
V ⊆ D̂, then A = U ⊔ V ∈ SB , and (y, c0) /∈ A. Moreover τA = τUτV .
(2) or (y, c0) ∈ A: then A splits a the disjoint union of a set U ∈ SC contained
in C and a set V ∈ SD such that (y, c0) ∈ V , and this decomposition
is again unique. Conversely, if U ∈ SC and U ⊆ C, and V ∈ SD, then
A = U ⊔ V ∈ SB and (y, c0) ∈ A. Moreover τA = τUτV in this case also.
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We now compute the product vCvD:
vCvD=
( ∑
U∈SC
(−1)|U|τU
)( ∑
V ∈SD
(−1)|V |τV
)
=
∑
U∈SC
V ∈SD
V⊆D̂
(−1)|U|+|V |τUτV +
∑
U∈SC
V ∈SD
(y,c0)∈V
(−1)|U|+|V |τUτV
=
∑
U∈SC
V ∈SD
V⊆D̂
(−1)|U⊔V |τU⊔V +
∑
U∈SC
U⊆C
(y,c0)∈V ∈SD
(−1)|U|+|V |τUτV +
∑
U∈SC
U*C
(y,c0)∈V ∈SD
(−1)|U|+|V |τUτV
=
∑
A∈SB
(y,c0)/∈A
(−1)|A|τA +
∑
U∈SC
U⊆C
(y,c0)∈V ∈SD
(−1)|U⊔V |τU⊔V +
∑
U∈SC
U*C
(y,c0)∈V ∈SD
(−1)|U|+|V |τUτV
=
∑
A∈SB
(y,c0)/∈A
(−1)|A|τA +
∑
A∈SB
(y,c0)∈A
(−1)|A|τA +
∑
U∈SC
U*C
(y,c0)∈V ∈SD
(−1)|U|+|V |τUτV
= vB +
∑
U∈SC
U*C
(y,c0)∈V ∈SD
(−1)|U|+|V |τUτV
We claim that the sum
(22.4) Σ =
∑
U∈SC
U*C
(y,c0)∈V ∈SD
(−1)|U|+|V |τUτV
is equal to 0. This claim gives vCvD = vB. As C and D are both strictly smaller
than B, we may apply the induction hypothesis to both, and this gives
vB = vCvD =
( ∏
x∈C
vx
)( ∏
x∈D
vx
)
=
∏
x∈C⊔D
vx =
∏
x∈B
vx ,
which completes the induction step in the proof of (c).
So it remains to prove the above claim that the sum Σ defined in 22.4 is equal
to 0. If m = 0, the claim is trivial, because the sum Σ is empty. So we assume
m ≥ 1. We define two sets
U = {U ∈ SC | U * C} = {U ∈ SC | (c0, c1) ∈ U}
V = {V ∈ SD | (y, c0) ∈ V } .
With this notation,
Σ =
∑
(U,V )∈U×V
(−1)|U|+|V |τUτV .
Let U ∈ U . If (cm−1, cm) ∈ U , we set l = m. Otherwise there is a well defined
integer l ≥ 1 such that (cl−1, cl) ∈ U , but (cl, cl+1) /∈ U . Moreover, the set
U ′ = U ∩C belongs to the set S♯C of elements of SC contained in C and containing
at least one edge of the form (z, c0), and
U = U ′ ⊔ {(c0, c1), . . . , (cl−1, cl)} .
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Moreover τU = τU ′ [c0, c1, . . . , cl]. Conversely, if U
′ ∈ S♯C and l ∈ {1, . . . ,m}, then
the set U = U ′⊔{(c0, c1), . . . , (cl−1, cl)} belongs to U . In this way we get a bijection
α : S♯C × {1, . . . ,m}
// U
(U ′, l) ✤ // U = U ′ ⊔ {(c0, c1), . . . , (cl−1, cl)}
with the property that τα(U ′,l) = τU ′ [c0, c1, . . . , cl].
Similarly, let V ∈ V . If (cm−1, cm) ∈ V , we set q = m. Otherwise, set-
ting c−1 = y, there is a well defined integer q ≥ 0 such that (cq−1, cq) ∈ V but
(cq, cq+1) /∈ V . Moreover, the set V ′ = V ∩ D̂ belongs to the set S♭D of elements of
SD contained in D̂ and containing at least one edge of the form (t, y), and
V = V ′ ⊔ {(y, c0), . . . , (cq−1, cq)} .
Moreover τV = τV ′ [y, c0, . . . , cl]. Conversely, if V
′ ∈ S♭D and q ∈ {0, . . . ,m}, then
V = V ′ ⊔ {(y, c0), . . . , (cq−1, cq)} belongs to V . In this way we get a bijection
β : S♭D × {0, . . . ,m}
// V
(V ′, q)
✤ // V = V ′ ⊔ {(y, c0), . . . , (cq−1, cq)}
with the property that τβ(V ′,q) = τV ′ [y, c0, . . . , cq].
We can now compute Σ:
Σ =
∑
(U,V )∈U×V
(−1)|U|+|V |τUτV
=
∑
U ′∈S♯C
V ′∈S♭D
∑
1≤l≤m
0≤q≤m
(−1)|U
′|+l+|V ′|+q+1 τU ′ [c0, c1, . . . , cl]τV ′ [y, c0, . . . , cq]
=
∑
U ′∈S♯C
V ′∈S♭D
(−1)|U
′|+|V ′|+1 τU ′ Σ(V
′) ,
where, for a fixed V ′ ∈ S♭D,
Σ(V ′) =
∑
1≤l≤m
0≤q≤m
(−1)l+q[c0, c1, . . . , cl]τV ′ [y, c0, . . . , cq] .
Now Σ(V ′) = Σ(V ′)≤ +Σ(V
′)>, where
Σ(V ′)≤ =
∑
1≤l≤q≤m
(−1)l+q[c0, c1, . . . , cl]τV ′ [y, c0, . . . , cq]
Σ(V ′)> =
∑
0≤q<l≤m
(−1)l+q[c0, c1, . . . , cl]τV ′ [y, c0, . . . , cq]
For 0 ≤ q < l ≤ m, by Proposition 22.1, we have
[c0, c1, . . . , cl]τV ′ [y, c0, . . . , cq] = [c0, c1, . . . , cq+1][cq+1, . . . , cl]τV ′ [y, c0, . . . , cq] .
Moreover [cq+1, . . . , cl] clearly commutes with τV ′ , since V
′ ⊆ D̂, and it also com-
mutes with [y, c0, . . . , cq]. Thus
[c0, c1, . . . , cl]τV ′ [y, c0, . . . , cq] = [c0, c1, . . . , cq+1]τV ′ [y, c0, . . . , cq][cq+1, . . . , cl] .
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Now the map f = [c0, c1, . . . , cq+1]τV ′ has the property that f(cq) = cq+1 = f(cq+1),
so f [y, c0, . . . , cq] = f [y, c0, . . . , cq+1], by Proposition 22.1 again. Thus
[c0, c1, . . . , cl]τV ′ [y, c0, . . . , cq] = [c0, c1, . . . , cq+1]τV ′ [y, c0, . . . , cq+1][cq+1, . . . , cl]
= [c0, c1, . . . , cq+1]τV ′ [y, c0, . . . , cl] .
This gives
Σ(V ′)> =
∑
0≤q<l≤m
(−1)l+q[c0, c1, . . . , cq+1]τV ′ [y, c0, . . . , cl]
=
∑
1≤q≤l≤m
(−1)l+q−1[c0, c1, . . . , cq]τV ′ [y, c0, . . . , cl]
=
∑
1≤l≤q≤m
(−1)l+q−1[c0, c1, . . . , cl]τV ′ [y, c0, . . . , cq]
= −
(
Σ(V ′)≤
)
,
and it follows that Σ(V ′) = 0, for any V ′ ∈ S♭D. Our claim follows, and this
completes the proof of Assertion (c).
(d) This follows from (a), (b), (c).
22.5. Corollary. Let G be a forest, and let B be a set of leaves of G. We say that
a set A of edges of G is a union of partial geodesics with support B if A is a union
of partial geodesics starting in B and if, moreover, for any x ∈ B, (x, d(x)) ∈ A.
We denote by S˚B the set of such sets of edges of G.
We define the element uB of k(G
G) by
uB =
∑
A∈S˚B
(−1)|B|+|A|τA .
If B contains a single element x, we set ux = uB.
(a) Let x be a leaf of G. Then
ux =
δ(x)∑
l=1
(−1)l−1[x, d(x), . . . , dl(x)] .
Thus ux = idG −vx. In particular u2x = ux.
(b) If x and y are leaves of G, then uxuy = uyux.
(c) Let B be a set of leaves of G. Then uB is an idempotent, equal to the
product of the (commuting) idempotents ux, for x ∈ B.
Proof : (a) This is clear from the definition.
(b) This follows from (a), since vx and vy commute.
(c) This follows from the observation that SB =
⊔
C⊆B
S˚C . Thus
vB =
∑
C⊆B
wC ,
22. FORESTS ASSOCIATED TO LATTICES 137
where wC =
∑
A∈S˚C
(−1)|A|τA. By Mo¨bius inversion in the poset of subsets of B, this
gives
wB =
∑
C⊆B
(−1)|B−C|vC
=
∑
C⊆B
(−1)|B−C|
∏
x∈C
(idG −ux)
=
∑
C⊆B
(−1)|B−C|
∑
D⊆C
(−1)|D|
∏
x∈D
ux
=
∑
D⊆B
(−1)|D|
∏
x∈D
ux
( ∑
D⊆C⊆B
(−1)|B−C|
)
= (−1)|B|
∏
x∈B
ux ,
becasue the inner sum is zero if D ⊂ B with D 6= B. Hence uB = (−1)
|B|wB =∏
x∈B
ux, as was to be shown.
We conclude this section with a proof of Theorem 17.9.
22.6. Theorem. Let T be a finite lattice, let (E,R) the full subposet of its
irreducible elements, let Γ = {a ∈ T | a /∈ E, a < r∞s∞(a)}, and let G(T ) be the
graph structure on T introduced in Definition 17.8. For a ∈ Γ, let ua be the element
of k(T T ) introduced in Notation 17.4, and let uT denote the composition of all the
elements ua, for a ∈ Γ.
(a) The graph G(T ) is a forest, and Γ is the set of its leaves.
(b) For a ∈ Γ, the element ua is an idempotent of k(T T ).
(c) ua ◦ ub = ub ◦ ua for any a, b ∈ Γ.
(d) The element uT is an idempotent of k(T
T ). It is equal to
uT =
∑
A∈S˚Γ
(−1)|Γ|+|A|τA ,
where S˚Γ is the set of sets of edges of G(T ) which are union of partial
geodesics with support Γ, introduced in Corollary 22.5.
Proof : (a) If x y// is an edge in G(T ), then x <T y. So G(T ) has no loops
and no oriented cycles. Moreover, for each x ∈ T , there exists at most one edge
x y// in G(T ), so G(T ) is a forest. By Definition 17.8, the set of leaves of G(T )
is exactly Γ.
(b), (c), and (d) follow from the fact that if a ∈ Γ, then the complete geodesic
of G(T ) is the reduction sequence associated to a. Hence the element ua introduced
in Notation 17.4 coincides with the element with the same name introduced in
Corollary 22.5.
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