Modulation of the carrier phase turbulence by finite-size solid particles is relevant to many industrial and environmental applications. Here we report particle-resolved simulation of a turbulent channel flow laden with finite-size solid particles. We discuss how the mesoscopic lattice Boltzmann method (LBM) can be applied to treat both the turbulent carrier flow and moving fluid-particle interfaces. To validate the LBM approach, we first simulate the single-phase turbulent channel flow at a frictional Reynolds number of 180. A non-uniform force field is designed to excite turbulent fluctuations. The resulting mean flow profiles and turbulence statistics were found to be in excellent agreement with the published data based on the Chebychev-spectral method. We also found that the statistics of the fully-developed turbulent channel flow are independent of the setting of some of the relaxation parameters in the LBM approach. We then consider a particle-laden turbulent channel flow under the same body force. The particles have a same density as the fluid. The particle diameter is 5% of the channel width and the average volume fraction is 7.09%. We found that the presence of the particles reduces the mean flow speed by 4.6%, implying that the fluid-particle system is more dissipative than the single-phase flow. The maximum local reduction of the mean flow speed is about 7.5%. The effects of the solid particles on the fluid r.m.s. velocity fluctuations are mixed: both reduction and augmentation are observed depending on the direction and spatial location relative to the channel walls. Overall, particles enhance the relative turbulence intensity in the near wall region and suppress the turbulence intensity in the center region. The particle concentration distribution across the channel is also complicated. We find that there is a dynamic equilibrium location resembling the Segŕe-Silberberg effect known for a laminar wall-bounded flows. Our LBM results were found to be in good agreement with results based on a finite-difference method with direct forcing to handle the moving solid particles. Additionally, phase-partitioned statistics are obtained and compared.
Introduction
Turbulent flows laden with solid particles or liquid droplets are ubiquitous in engineering, biological and environmental applications. A turbulent particle-laden flow system is more complicated than its single-phase counterpart owing to a wider range of length and time scales and the additional parameters associated with the dispersed phase [1] . For a turbulent flow laden with non-deforming spherical particles, the length scales range from the particle diameter (d p ) and flow Kolmogorov length (η) to the integral length scale (L). When d p /η is small and the volume fraction (φ) of the dispersed phase is low, the response of a particle to the local flow can be well described by an equation of motion [3] , making it unnecessary to resolve the disturbance flow on the scale of the particle size. Most theoretical understanding for turbulent particle-laden flows has been developed based on these assumptions. Computationally, the condition of d p /η < 1 partially justifies the use of point-particle based simulation (PPS) [2] . In the last 25 years, PPS has enabled researchers to discover and quantify a number of important phenomena in turbulent particle-laden flows including preferential concentration [4, 5] , turbulence modulation by inertial particles [6, 7] , particle deposition rate, and turbulent collision rate of inertial particles [2, 8, 9, 10, 11] .
In many applications, the particle size is comparable to or larger than the flow Kolmogorov length [12] , which introduces a finite-size effect greatly complicating the description of the flow system. Currently, the only rigorous method is to numerically resolve the disturbance flows around particles, known as the particleresolved simulation (PRS). This requires an explicit implementation of the no-slip boundary condition on the surface of each moving particle.
PRS of turbulent particle-laden flows requires direct simulation of the turbulent carrier flow and explicit and accurate treatment of many moving fluid-solid interfaces, such that all scales from turbulence integral scale to dissipation scales and particle size are adequately resolved with realistic scale separations that depend on applications. In recent years, several PRS methods based on the Navier-Stokes (N-S) equation have been developed, with the particle-fluid interfaces treated by the immersed boundary method [13, 14] , direct-forcing [15] , local analytical treatment [16] , overset grid [12] , force-coupling [17] , or penalization method [18] . As reviewed in [19, 20] , these studies have contributed to the understanding of flow modulation by the inertial particles and the dynamic effects due to finite particle size.
As an alternative approach, the lattice Boltzmann method (LBM) has also been applied as a PRS method for turbulent particle-laden flows [22, 19, 20, 21] . The LBM approach features a high-level data locality essential to efficient implementation of PRS. Another advantage is that LBM has the flexibility and simplicity (i.e., via local bounce-back) for implementing interfacial boundary conditions. This offers the potential for the method to be applied to treat turbulent flows laden with non-spherical and deformable particles.
The main objective of this paper is to explore the use of LBM for simulating wall-bounded turbulent particle-laden flows. Previously, we have applied LBM to homogeneous isotropic particle-laden turbulent flows [19, 20] . In a wall-bounded flow, the flow scale near the wall and away from the wall could be quite different, and to authors' knowledge, there has not been a successful simulation of a particle-laden turbulent channel flow using LBM. There are, however, particle-resolved simulations of such flows based on pseudo-spectral and finite-difference methods with the moving particles treated by the immersed boundary method [23, 14, 24] or direct forcing method [15] . From experimental perspective, particle-laden wall-bounded flows have played an important role in understanding turbulence modulation by solid particles. Previous experimental studies included particle-laden open channel flow [25] , turbulent boundary layer [26, 27] , and turbulent pipe flow [28, 29] . It is well known that presence of small solid particles typically decreases the turbulence intensity due to enhnanced viscous dissipation, whereas large particles can enhance the turbulence intensity due to undamped disturbances and wake effects [30, 31] . Solid particle had also been observed to alter the critical Reynolds number for laminar to turbulent flow transition, where small particles delay transition to larger flow Reynolds numbers, and large particles cause transition at smaller Reynolds numbers [32] . In general, the nature and level of modulation depend on many factors including scales and geometric configurations of the carrier phase flow, particle characteristics such as size, density, mass loading, particle distribution, and gravity. Finite-size particles may introduce both local viscous dissipation and kinetic energy production. Experimental studies mainly provide bulk flow statistics, however, they could not reveal detailed interactions between particles and turbulence at the scale of particle size. It is hoped that particle-resolved direct numerical simulations can provide a deep understanding of turbulence modulation by solid particles and effects of finite particle size on the dynamics of solid particles.
The paper is organized as follows. In Section 2, the physical problem and the LBM model are described, (a) (b) Fig. 1 . Sketches of (a) the coordinate system used for the channel flow simulation and (b) the 2D domain decomposition for MPI parallel implementation.
along with important implementation details that lead to successful simulations of the particle-laden turbulent channel flow. The results are presented in Section 3, where we first discuss results from simulations of single-phase turbulent channel flow, by comparing our results with benchmark data. We then analyze in some detail one simulation of particle-laden turbulent channel flow at d p /(2H) = 0.05, where H is channel half width. A summary and main conclusions are presented in Section 4.
Problem Statement and the Simulation Method
We consider a turbulent channel flow laden with finite-size particles, as sketched in Fig. 1(a) , with x, y, and z representing the streamwise, transverse, and spanwise directions, respectively. The width of the channel is 2H, and the domain size in the streamwise direction is L x and in the spanwise is L z . The turbulent flow is driven by a constant body force (or equivalently mean pressure gradient) in the x direction. Periodic boundary condition is assumed in the x and z directions, and the no-slip condition on the two channel walls.
For the single-phase turbulent channel flow (i.e., without solid particles), the flow is mainly governed by the flow Reynolds number Re = UH/ν, where ν is the kinematic viscosity and U is the mean flow speed. At the fully developed stage, force balance 2τ w L x L z = ρg2HL x L z leads to the expressions for the wall viscous shear stress τ w and frictional velocity u * as
where ρ is the fluid density and g is the body force per unit mass. The frictional Reynolds number is
, where ν/u * is the length unit in the viscous sublayer. The large-scale eddyturnover time is defined as H/u * . In this paper, we only consider neutral solid particles of identical diameter d p and density ρ p = ρ. To keep the flow driving force for the particle-fluid system the same, the same body force g is applied in the x direction inside the solid particles. The only difference from the single-phase flow is then the presence of the moving fluid-solid interfaces where the no-slip condition is to be satisfied. There are two new governing parameters in the particle-laden flow. The first is the particle size relative to the half channel width d p /H. The second is the volume fraction of the particulate phase, φ V = nπd 3 p /6, where n is the particle number density.
The lattice Boltzmann method (LBM)
In this paper, we wish to develop a numerical method to solve the turbulent particle-laden channel flow stated above, with local flow around each particle resolved. Following our recent studies [19, 20] , the multiple-relaxation-time (MRT) lattice Boltzmann method [33] is applied for this particle-resolved turbulent flow simulation. Since a thorough discussion of the method including a few validation cases have already been presented in [19, 20] , here we only summarize the essential components of the method.
The MRT LBM solves the evolution of mesoscopic particle distribution function by a lattice Boltzmann equation
where e α are microscopic velocities, δt is the lattice time step, M is an orthogonal transformation matrix converting the distribution function f from the discrete velocity space to the moment space m, in which the collision relaxation is performed. The term Q denotes a forcing field in the mesoscopic space to produce a desired non-uniform, time-dependent, large-scale physical space forcing field ρ 0 q(x, t). Its implementation follows the MRT formulation [34, 35] that is free of low-order discrete lattice errors, and the details were discussed in [20] . The basic idea of MRT is that the streaming sub-step is handled in the microscopic lattice-velocity space but the collision sub-step is performed in the moment space. The transformation between the microscopic velocity space and the moment space is carried out by matrix operations as m = M · f, f = M −1 · m. The diagonal relaxation matrix S specifies the relaxation rates for the non-conserved moments.
The macroscopic hydrodynamic variables, including density ρ, momentum, and pressure p, are obtained from the moments of the mesoscopic distribution function f. In the nearly incompressible formulation, they are given as
where u is the macroscopic fluid velocity, and the sound speed c s is equal to 1/ √ 3 in lattice units. In our implementation, the distribution functions f are solved only at the fluid lattice nodes.
We shall state all design details of the model. The D3Q19 model was used and e α represents the discrete lattice velocities, given as
The 19 orthogonal moments
are defined through the element of the transformation matrix (each subscript runs from 0 to 18) as
M 13,α = e αx e αy , M 14,α = e αy e αz , M 15,α = e αx e αz , The equilibrium moments are designed as
with the following relaxation parameters
The kinematic viscosity ν of the model is given as ν = s
δt. We will test three versions of the model in the simulation of single-phase turbulent channel flow, as given by the specific model parameters in Table 1 , the will be labeled as MRT, BGK, and MRT-LD (low dissipation). The parameters for the case label as MRT are taken from [33] and those marked as MRT-LD are from [36] . The special case of BGK assumes all relaxation parameters are equal to s 9 . The above completes the description of the D3Q19 MRT LBM model.
When moving particles are present, additional implementation details need to be considered. The noslip condition at the moving fluid-particle interfaces is treated by a quadratic interpolated bounce-back scheme [37] . When a particle moves, a solid lattice node may become a fluid node with unknown distribution functions. The missing distribution functions for the new fluid lattice node are constructed by a new velocityconstrained extrapolation method to be discussed below (section 2.2). The hydrodynamic force F i and torque Γ i acting on the i th particle are calculated during the interpolated bounce-back procedure by the recentlydeveloped Galiean invariant momentum exchange method [38, 39] . It is very important that we enforce the local Galilean invariance property in order to produce physically correct results, as discussed in Peng et al. [39] . The particle translational velocity, position, angular velocity and displacement are then updated as, where M p and
are the mass and moment of inertia of the i th particle, R i is the particle radius, and F i j represents unresolved interaction force acting on the i th particle due to its interaction with j th particle (e.g., the lubrication force correction, see [40, 41] ). In this study, a simple pair-wise repulsive force model, same as what was used in [19] , is applied to prevent particles from overlapping.
The velocity-constrained normal extrapolation refilling
This refilling scheme is based on the normal extrapolation refilling proposed in [37] . First, the link direction e c that maximizes the quantity n · e c is identified, where n denotes the outer unit normal of local solid surface from where the new fluid point was uncovered. After determining the direction e c , all unknown distribution functions at the new fluid node (marked by a square in Fig. 2 ) are obtained by a quadratic extrapolation using three nodes (marked by the circles in Fig. 2 )
It is recognized that the distribution functions after this first step may not precisely satisfy the Dirichlet boundary condition at the new fluid node, which is very close to the wall node marked by a blue triangle. In MRT LBM, we can take the advantage that the velocity can be constrained to the wall velocity without changing other macroscopic properties (such as pressure and stress components). Therefore, in the second step, we compute all moments at the new fluid node by multiplying the transfer matrix M as
wheref indicates the temporary distribution function after the unconstrained normal extrapolation. Next, we enforce the no-slip boundary condition by constraining the momentum moments.
Under the nearly incompressible formulation, this is equivalent to constrain the velocity to the local velocity u x,w , u y,w , u z,w at the wall node. Finally, transfer the moments m * after the above modification back to the distribution functions as
where m * means the moment vector after the velocity is constrained. In this procedure, except the velocity, no other macroscopic quantities are changed.
We find that this constraint can significantly reduces the fluctuations in the hydrodynamic forces when compared to the unconstrained normal extrapolation. Even more importantly, before introducing this constrained scheme, we used equilibrium plus non-equilibrium refilling [42] and encountered numerical instability that causes the code to diverge. After replaced by the velocity-constrained normal extrapolation refilling, our particle-laden turbulent channel flow code has a much better numerical stability.
The MRT LBM code was parallelized using 2D domain decomposition where the domain is divided in x and z directions as shown in Fig. 1(b) . Since the data communications are with the neighboring subdomains only, a nearly ideal scalability was realized.
Method to excite transition to turbulence
We shall simulate both single-phase and particle-laden turbulent channel flows, as the single-phase flow provides a reference flow to study turbulence modulation by finite-size solid particles. We initialize the flow field using a prescribed mean flow as
where all quantities with a superscript + are normalized by the wall length unit ν/u * and velocity unit u * . While in the particle-laden flow, the disturbances due to the solid particles provide a natural mechanism to excite the flow instability that will lead to a turbulent flow. In the single-phase flow simulation, we must design a mechanism to inject perturbations to the flow to excite flow instability.
We add a non-uniform, divergence-free forcing field to the flow for some period of time. Namely, for
and for 2H − h 0 − h < y < 2H − h 0 ,
where A 0 = β A 0 /L x sin(2πt/T ) with T being a prescribed period, ψ is a random number between 0 and 1 to introduce a random phase shift, and A 0 , T, β, γ, h, h 0 are prescribed constants. Typically, we set, in lattice units, h 0 = 2, h = H/4, A 0 = 40, T = 2000, β = 3, and γ = 2. The magnitude of forcing as reflected by A 0 is quite large. When the nonlinear flow instability is excited, we switch off the non-uniform forcing by setting A 0 = 0 and the flow is only driven by the constant body force g. Table 2 . Parameter settings and simulated statistics.
Run
Results
In this section, we present results on both single-phase and particle-laden turbulent channel flows. We are interested in flow statistics when the flow becomes stationary, namely, the driving is balanced by the net viscous dissipation in the flow. In this preliminary study, we discuss results from four simulations as shown in Table 2 : three simulations for single-phase turbulent channel flow corresponding to the model parameters described in Table 1 , and one for particle-laden turbulent channel flow. The frictional Reynolds number is set to 180. The fluid viscosity is set above the limiting value 0.00254 [33] when the MRT model may become unstable. Note that the grid resolution is checked by the value of δyu * /ν, where δy is the grid spacing. Based on the simulations using the BGK LBM model, Lammers et al. [45] suggested that this value should be less than 2.25.
Single-phase turbulent channel flow
In the three single-phase flow simulations shown in Table 2 , the physical settings are essentially the same, the only difference is in the specification of model parameters (Table 1) . Initially, we used a grid resolution 400 × 200 × 200 for a computational domain with L x = 4H and L z = 2H. The viscosity was set to 0.0036 and the body force g was determined by g = νH −1.5 Re τ
2
. During the simulation, we monitor the maximum local Mach number (|u| max /c s ) and the maximum density fluctuations δρ max to make sure that they remain small.
Interestingly, we found that the single-phase MRT run became numerically unstable and the run diverged after about 5,000 time steps. Visualizations of the flow velocity field show a chequerboard instability [43, 44] with a clear chequerboard pattern oriented at ±45 o , while the other two runs are stable. This problem was somewhat unexpected, but was fixed by simply changing the domain size in y to 199. This is the reason for the minor difference in grid resolutions shown in Table 2 .
Applying the Reynolds decomposition and noting that the flow is homogeneous in x and z directions, we can write u x = U(y) + u x (x, y, z), u y = u y (x, y, z), u z = u z (x, y, z), p = P(y) + p (x, y, z), where U(y) and P(y) are the mean flow velocity and pressure, respectively. In Fig. 3 , we show the mean flow speed (averaged over y) as a function of non-dimensional time t * ≡ tu * /H. The nonuniform force field to excite the turbulent flow is only applied for 0 < t * < 3.24. During this period of extra forcing, the mean flow speed decreases and kinetic energy is quickly transferred from the mean flow to the turbulent fluctuations. After t * = 3.24, for the the MRT and MRT-LD runs, there is a further reduction in the mean flow speed before the mean flow rebounds and gradually reaches to a stationary value of about 15.7u * . It is evident that the flow reaches statistically stationary stage at around t * = 50. All three runs converge to the same average mean speed. Although not explicitly shown here, we compare various profiles from the three runs and found that they are essentially identical. For this point on, only results from the MRT run will be reported.
For this channel flow, we can show that the x-momentum balance equation becomes
U/u * tu * /H which leads to the total stress (Reynolds plus viscous) distribution as
where y c is the distance relative to the channel center, and y is the distance from a wall. Fig. 4 (a) compares our simulated Reynolds stress profile in half of the channel with several benchmark results at the same Re τ . The channel center is at y/(2H) = 0.5. Throughout the paper, "Stanford" refers to the data from the Chebychev-spectral simulation done by the Stanford group [46, 47] using a domain size 4πH × 2H × 4πH/3, "Jimenez" denotes the data from the Chebychev-spectral simulation done by Jimenez and co-workers [48, 49] using a domain size 4πH × 2H × 4πH/3, "YuL4" indicates data from a second-order finite-difference simulation by Yu and co-workers [15] using a domain size 4H × 2H × 2H (identical to ours). Although our domain size is smaller than the domain size in the Chebychev-spectral simulations, the results are in excellent agreement with the Chebychev-spectral simulation results. This could demonstrate that the MRT LBM scheme has less numerical diffusion than the finite-difference method which shows a slightly smaller maximum Reynolds stress. The y-momentum balance equation is
which shows that P(y) + ρ 0 u 2 y = constant. Fig. 4(b) shows the profiles of P(y) and ρ 0 u 2 y over half of the channel, as well as the sum. Several observations can be made. First the sum is indeed a constant and equal to 0.4913. Second, the transverse velocity fluctuation reaches a maximum at around y/(2H) = 0.14, corresponds to a minimum mean pressure. Third, the mean normalized pressure integrated over y was found to be around 10 −6 , which is essentially zero. This is expected as the total mass is conserved by the mid-link bounce-back. Next, we show the mean velocity profile on a log-linear plot in Fig. 5(a) . In the wall length unit, the channel center is at y + = 180. Once again, our LBM result is in excellent agreement with the spectral simulation results. The profile fits well the standard linear viscous sublayer scaling for y + < 5, and the inertial sublayer scaling starting at y + > 30. The Yu et al.'s finite-difference result appears to slightly overpredict the mean velocity for y + > 5. The average flow speeds in our LBM, Yu et al., Standford, and Jimenez are 15.65, 15.84, 15.69, and 15.60, respectively. Note that the two Chebychev-spectral simulations use a non-uniform grid, so a cubic spine interpolation is first used to obtain the velocity at the same uniform y + locations as in Yu et al.'s before the average flow speed is processed.
The root-mean-squared velocity profiles are shown in Fig. 5(b) . Here u
y /u * , and w Our LBM data show a slightly larger streamwise rms velocity and slightly smaller spanwise rms velocity. In summary, our LBM simulations for single-phase turbulent channel flow are validated by comparing with data from published spectral and finite-difference simulations.
Particle-laden turbulent channel flow
Next we present preliminary results for the particle-laden turbulent channel flow. The physical parameters were shown on the last row in Table 2 . Note that the resolution is increased by 50% in each direction when compared to the single phase flow simulation to better resolve the disturbance flows due to solid particles and to overcome potential numerical stability. We will compare directly our LBM results to those of the finite-difference results [15] where the moving particles are treated by a direct forcing method. In Fig. 6 , we plot the average mean flow speed as a function of time. For the particle-laden flow simulation, the initial flow velocity is zero, the same body force (could be made larger than g during the developing stage to accelerate the transition and development) is applied to generate the flow. Suspended particles provide the natural mechanism to excite the turbulent fluctuations. The phase-average flow speed (averaged over the fluid lattice points only), U/u * , for the particle-laden flow is 15.02, which is 4.6% smaller than the value (15.74) for the single-phase turbulent channel flow. All results presented are based on time average in the interval 31.9 < t * < 53.9. The fluid-phase-averaged mean flow profile and rms fluctuation velocities are shown in Fig. 7 . Also shown for comparison are data from the finite-difference method, for both the single-phase and particleladen flows. While in the linear viscous sublayer, the velocity profile is unchanged by the presence of the solid particles, in the inertial sublayer, the mean flow speed is reduced. The strongest modulation to the mean flow occurs in the region (10 < y + < 100) between the wall and the channel centerline. To better quantify the modulation of the mean flow velocity by the presence of solid particles, we compare changes in flow speed relative to the single-phase flow in Fig. 8 . Due to the change of resolution (Table  2) , the y + positions for the single-phase flow simulation could be different from the locations where the particle-laden flow data are computed. A linear interpolation is used to interpolate the particle-laden flow data to match the same locations used for the single-phase flow. Also added to the plots are results from Yu et al. based on a larger domain size (8H × 2H × 4H), denoted by YuL8. The relative changes are always computed based on results of the single-phase and particle-laden flows using a same domain size. The computed relative changes of the local mean flow speed from our LBM simulation are qualitatively similar to Yu et al.'s data. Quantitatively, our results show significant less reduction in the mean flow velocity at almost all locations. The maximum change in the mean flow speed is about 7.5% in our simulation (or 11.96% (L4) to 11.53% (L8) in Yu et al.'s simulations), which occurs at y + ≈ 30. This difference between ours and Yu et al.'s is originated from a larger mean flow velocity for the single-phase flow and a smaller mean velocity in the particle-laden case in the finite-difference approach. The reason for this difference is not clear. The results from Yu et al. for two domain sizes (YuL4 and YuL8) show that the effect of domain size on the relative reduction is not significant in their simulations. The rms velocity profiles are shown in Fig. 9 on both linear-lnear and log-linear plots. The data from both single-phase and particle-laden flows are shown from our LBM and Yu et al.'s finite-difference simulations using the same domain size. In general, all the rms profiles are in excellent agreement. In the streamwise direction, the presence of particles reduces the rms velocity significantly for y + < 70, with almost no effect near the channel center. However, in the spanwise direction, the rms velocity is augmented by the particles in the near wall region (y + < 30). This is more clearly seen in Fig. 10 where the percentages of change relative to the single-phase flow are shown. In the other region, the spanwise velocity fluctuation is slightly reduced. The effect of particles on the transverse rms velocity is somewhat similar to the effect on the transverse rms velocity, with the augmentation taking place in an even wider region (up to y + ≈ 40). The relative changes in rms velocities from our simulations and the finite-difference simulations are in good quantitative agreement, confirming that the nature of turbulence modulation depends on both location relative to the wall and the spatial direction. Again the effect of computational domain size on the relative changes (particle-laden vs single-phase) is not significant when the results from Yu et al. based on two domain sizes are compared. The main differences between our results and Yu et al.'s occur in the near wall regions (Fig. 10b) . Very close to the wall, the finite-difference results show an augmentation of the rms velocity even in the streamwise direction, which is not the case in our LBM simulation. The finite-difference results also show a larger augmentation of rms velocity in the spanwise direction near the wall.
Particle distribution
An interesting question is whether the particles are distributed uniformly or clustered near the wall (which is typically found in point-particle simulations). Fig. 11(a) shows the fraction of space taken up by particle and by fluid nodes, as a function of y + . Due to the finite size, the particle fraction φ p is zero at y + = 0. The vertical thin line marks the location of y = 0.5d p . The particle fraction increases near the wall and reach a maximum that is 103.10% of the mean value, at y/d p = 0.82 or y + = 29.50. It then decreases and reaches a minimum that is 74.47% of the mean value, at y/d p = 1.22 or y + = 43.95. There is a very gradual increase in φ p when y + is increased from 44 to 120. In the center region ( y + > 120), the particle fraction is nearly uniform and is 123.41% of the mean.
The results indicate that there is a quasi-equilibrium position at y/d p = 0.82 or y + = 29.50, similar to the the Segré-Silberberg effect known for a laminar wall-bounded flows [50, 51] . This is confirmed by the hydrodynamic force and total force (plus the lubrication force) in the transverse direction in Fig. 11(b) , as a function of the center position of the solid particles. Here the center positions of the solid particles are divided into bins of width ∆y + ≈ 3.5, and the average force are computed by averaging over all particles with the centers sitting in a given bin. Here a positive force is a force directed into the wall and negative away from the wall. The lubrication force includes the repulsive forces due to both the particle-particle and particle-wall interactions. The net force crosses zero at y + = 29.50, corresponding roughly to the location of maximum φ p . There is a region (29.5 < y + < 65) where the net force is negative, and in this region particles on average move towards to the center region of the channel. In the center region, y + > 120, the net force is essentially zero, indicating that particles on average are uniformly distributed.
Phase-partitioned statistics
We shall now partition the flow domain into the fluid nodes and nodes covered by the solid particles. The velocity inside a solid particle is given by translation plus solid body rotation, and vorticity inside is defined as twice the angular velocity. Statistics averaged within the lattice points inside the solid particles are to be compared with the fluid-phase averaged statistics discussed in Section 3.2.1. Fig. 12(a) shows the mean velocity profiles averaged over the fluid nodes and over the solid nodes. Very close to the wall, the particle mean flow speed is significantly larger than the fluid velocity, implying that there is a slip between the particle motion and the wall. In the intermediate region (19. 87 < y + < 46.35), the fluid velocity exceeds the particle velocity. Then in the center region, they reach to mutual equilibrium, with particle velocity slightly large than the fluid velocity (about 0.9%).
The comparison of the rms velocity fluctuations between the two phases is provided by Fig. 12(b) . In both the streamwise and spanwise directions, there is a significant difference between the fluid velocity fluctuation and the particle velocity fluctuation, due to the finite-size effect. There is no particle relative inertia, but the fluid inertia due to the relative motion between the fluid and the particle also contributes to the reduction of particle rms velocity. Clearly, solid particles follow the mean motion of the fluid much more closely than the fluid velocity fluctuations. The most interesting one is the comparison in the transverse direction. The particle rms velocity is significantly larger than the fluid rms velocity for y + < 36.72, but they are similar outside this region. This interesting larger transverse particle velocity fluctuation near the wall could be related to the sweeping and ejection associated with large-scale flow dynamics in the nearwall region. Clearly, the particulate phase can bring more kinetic energy into the wall region by both the augmented particle mean flow velocity and particle transverse velocity fluctuation. The presence of particles also makes the flow velocity fluctuations more isotropic. The profiles for the particulate phase show a bump at y+ = 40.33, close to the location where the local particle volume fraction is peaked.
The phase-partitioned net kinetic energy q = u (Figure 8 ), this implies that the relative turbulence intensity is slightly increased near the wall. The mean vorticity profiles are contrasted in Fig. 14(a) . The top two curves represent profiles for the top half channel, and the bottom two for the lower half channel. y + is always measured from the wall in each case. The profiles are antisymmetric with respect to the center of the channel. In terms of the magnitude, the two phases have identical mean (and linear) vorticity distribution for y + > 60. Interestingly, for the intermediate region (18.7 < y + < 47.6, the up-bound is based on the mean particle vorticity being 20% larger than that of the fluid vorticity), the particle mean vorticity exceeds that of the fluid, indicating that some fast-rotating particles from the near-wall region are being transported into this intermediate region.
Finally, in the region very close to the wall (y + < 18.7), the mean vorticity of the fluid is significantly larger The average forces acting on the particle along transverse direction. The data are averaged over 32.2 < t * < 56.1 in Fig. 11(a) and over 41.6 < t * < 56.1 in Fig. 11(b) . as finite-size particles only respond to the local-volume-averaged fluid vorticity. Near the wall, particle rotation is inhibited by the wall. Finally, the rms vorticity profiles are compared in Fig. 14(b) . The particle rms vorticity is roughly half of the corresponding fluid rms vorticity, clearly due to the finite-size (finite-volume) filtering and other effects such as the fluid inertia effect. Unlike the rms velocity, the rms vorticity is nearly isotropic for the region y + > 30 for the fluid phase (and y + > 60 for the particulate phase). Near the wall, the spanwise rms vorticity is the largest, followed by the transverse rms vorticity. the streamwise rms vorticity is the smallest. The fluid rms vorticities in the streamwise and spanwise directions exhibit a peak in the near wall region. There is also the peak in the particle rms vorticity in the spanwise direction, but the peak location is further away from the wall at y + = 34.3. 
Summary and outlook
The research was motivated by the desire to simulate wall-bounded turbulent particle-laden flows with the fluid-moving solid interfaces directly resolved. We have developed a multiple-relaxation-time lattice Boltzmann approach for this purpose. An important implantation issue is to accurately resolve the moving interfaces, which has been discussed in detail in a separate paper [39] . Specifically, we wish to note that a Galilean invariant momentum exchange method [38] has been implemented, and a velocity-constrained normal extrapolation refilling is developed to fill populations at the new fluid nodes. These details not only allow the method to produce correct results, but also make the simulations numerically more stable.
To validate the LBM approach, we first simulated the single-phase turbulent channel flow at Re τ = 180. A non-uniform force field was designed to excite turbulent fluctuations. Three different versions of the collision treatment (i.e., the optimized MRT [33] , MRT with low dissipation [36] , and BGK) were tested. While not shown in the paper, we found that the statistics of the fully-developed turbulent channel flow are independent of the setting of some of the relaxation parameters. Interestingly, we encountered a checkerboard instability with the optimized MRT setting, and this problem was solved by using an odd number of grid point in the transverse direction. The resulting mean flow profiles and turbulence statistics were found to be in excellent agreement with the published data based on the Chebychev-spectral method, although the domain size we used in this preliminary study was relatively small. We then considered a particle-laden turbulent channel flow under the same body force used to drive the single-phase flow. The particles have a same density as the fluid. The particle diameter is 5% of the channel width and average volume fraction at 7.09%. We found that the presence of the particles reduce the mean flow speed by 4.6%, implying that the fluid-particle system is more dissipative than the single-phase flow. The maximum local reduction of the mean flow speed is about 7.5%. The effects of the solid particles on the fluid rms velocity fluctuations are mixed: both reduction and augmentation are observed depending on the direction and spatial location relative to the channel walls. Overall, particles enhance the relative turbulence intensity in the near wall region and suppress turbulence in the center region. Particles then play a role of bringing more kinetic energy into the near wall region. This general observation is consistent with experimental observations in wall-bounded particle-laden flows [28] . The particle concentration distribution across the channel is also complicated. We found that there is a dynamic equilibrium location resembling the Segŕe-Silberberg effect known for a laminar wall-bounded flows [50, 51] . Our LBM results were compared to separate results using a finite-difference method with direct forcing to handle the moving solid particles [15] . While the results on the reduction of mean flow velocity are quantitatively different, the results on the modulation of flow rms velocities from the two numerical approaches are in good quantitative agreement. The relative changes due to the presence of particles are not sensitive to the computational domain size, partially justifying the use of a smaller domain size in this study.
We also examined the phase-partitioned statistics and found that there is a finite slip between the particle mean motion and the channel wall. The particle transverse rms velocity is significantly larger than the fluid transverse rms velocity. The presence of solid particles tends to help mix the flow in the wall region with the flow in the center region, and also make the flow more isotropic. The mean vorticities for the two phases are the same for the center region. In the intermediate region (18.7 < y + < 47.6), the particle mean vorticity can exceed the fluid mean vorticity. The particle rms vorticity is much less than the fluid rms vorticity due to finite-size filtering.
From the above results, it is clear that LBM has the potential to accurately and efficiently treat particleladen turbulent flows. This study represents our first effort in applying LBM to wall-bounded turbulent particle-laden flows. We are in the process of optimizing our simulation code so we can carry out a variety of simulations covering different flow and particle parameter regimes.
