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Abstract
A primary task of the visual system is to extract the direction and speed of animate objects from the retinal image. We examined
global speed processing by determining how local speeds are integrated and whether integration occurs across all speeds or within
ﬁxed speed ranges. The ﬁrst experiment addressed how local motion signals are combined to determine the speed of an object in
motion. Observers judged the speed of a moving cloud of dots that took a random walk in direction while the dots inside the cloud
moved somewhat independently of the cloud itself. The apparent speed of the cloud of dots is found to change in proportion with
the dot speed and is well predicted by calculating the average speed resulting from nearest neighbour matches across stimulus
frames. The second experiment addressed whether local speeds are combined across all speeds or within ﬁxed speed ranges for the
detection of global motion. Global dot motion (GDM) stimuli that moved in a radial or rotational directions moving at a low speed
of 1.2/s or a high speed of 9.6/s were used to measure the thresholds for detecting structured motion as a function of the speed of
noise dots (0/s–10.8/s) added to the stimulus. With low-speed targets, only additional noise dots moving at low speeds interfered
with signal detection. High-speed targets were only interfered with by dots moving at high speeds. This ﬁnding established the
existence of at least two independent speed tuned systems in the range of speeds tested. Experiment 3 investigated how speed signals
are combined within a system to determine the global speed. Using sectored radial GDM stimuli the perceived speed of the fastest
dots was measured as a function of whether the speed of the dots in alternate sectors either activated the high or low-speed systems.
Averaging only occurred when dots were all within the sensitivity range of the high-speed system, however, if alternate sectors
activated separate speed systems, averaging did not occur. Thus local speeds are averaged, independent of direction, to derive a
global speed estimate, but averaging only occurs within, and not across, speed tuned mechanisms.
 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction
People are frequently confronted with situations
where substantial proportions of the features impinging
on their retinae are moving. This may occur because
they are themselves moving through the environment
(ego-motion) or because a number of salient objects are
moving past their line of sight. As the interpretation
of such image motion is essential for visually guided
behaviour, it is necessary to extract accurate velocity
estimates from the dynamic retinal image.
Research examining motion processing has suggested
that velocity estimates are extracted from the retinal
image in at least two processing steps (Adelson &
Movshon, 1982; Heeger, Simoncelli, & Movshon, 1996;
Simoncelli & Heeger, 1998; Smith, Snowden, & Milne,
1994; Wilson, Ferrera, & Yo, 1992; Yuille & Grzywacz,
1988). The ﬁrst step is to derive relatively local velocity
estimates. This step may be local by necessity since the
receptive ﬁelds of the early stages of the visual system
are themselves quite restricted in the extent of visual
space to which they respond (Gattass & Gross, 1981),
although lateral connections between neurones could
produce larger eﬀective units capable of sampling more
substantial portions of the visual ﬁeld (Gilbert, Das, Ito,
Kapadia, & Westheimer, 1996). Neurones capable of
global motion integration are found higher in the hier-
archy of areas sensitive to stimulus motion such as in
areas V3, MT (or V5) and MST (or V6) of the primate
cortex (Albright & Desimone, 1987; Duﬀy & Wurtz,
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1991a; Gegenfurtner, Kiper, & Levitt, 1997 Newsome &
Pare, 1988; Tanaka & Saito, 1989). These latter neuro-
nes combine the local velocity estimates to produce
more global estimates of motion which are required if,
for example, the system is to determine the overall di-
rection of animate objects in motion. These objects, such
as a human walking, have an overall direction and
speed, which must be inferred from the simultaneous
analysis of a variety of diﬀerent local velocities.
While there are detailed models describing how
the visual system obtains estimates of motion locally
(Adelson & Bergen, 1985; Heeger, 1987; Simoncelli &
Heeger, 1998; Watson & Ahumada, 1985; Wilson et al.,
1992), our current knowledge of the mechanisms re-
sponsible for global motion processing is less adequate
and particularly so when trying to account for the global
speed of animate objects. Wilson et al. (1992) have
proposed a model that computes the global motion as
the vector sum of local velocity estimates from ﬁrst
and second order motion pathways. While a summa-
tion of the local vectors provides an adequate account
for the direction of motion of plaid patterns (Wilson
et al., 1992) this operation is inappropriate for deter-
mining the global speed. For stimuli such as the global
dot motion (GDM) stimulus, the perceived global
speed is slower than that predicted by the vector sum of
all of the local motion signals (Curran & Braddick,
2000). Instead of vector summation, it has been argued
that the global mechanisms responsible for computing
global speed averages local speed information (Farell,
1999; Gottsdanker, 1956; Watamaniuk & Duchon,
1992).
In a comprehensive investigation, Watamaniuk and
Duchon (1992) had observers judge the perceived speed
of GDM sequences that consisted of dots moving in a
common direction while taking a random walk in speed.
The mean, mode, and median of the underlying distri-
bution of dot speeds spanning a range between 2.2/s
and 8.5/s were varied by biasing the distribution of
local speeds to lower or higher speeds, to gauge their
eﬀect on sensitivity in a speed discrimination task. In a
2AFC paradigm, observers were required to report the
interval containing the fastest pattern. The observers
were insensitive to all changes except to the mean of the
underlying speed distribution. They argued that this
result indicates that the strategy the visual system uses to
compute the global speed is to average local estimates of
speed.
An implication of the study by Watamaniuk and
Duchon (1992) is that the speeds within the range used
(2.2–8.5/s) must be integrated by a common global
mechanism. This is surprising since it has recently been
established that within this range of speeds there exists
two independent speed tuned systems (Edwards, Bad-
cock, & Smith, 1998; Van der Smagt, Verstraten, & van
de Grind, 1999). While speed systems have been shown
to function independently to extract the global direction
of motion, it remains unclear how such systems function
to determine the global speed of objects.
In order to contribute to our understanding of
knowledge in this area we aim in this study to examine
speed processing in greater detail by addressing two
questions. First, we investigate how local speeds are
combined to determine the global speed of dynamic
objects (Experiments 1 and 2) and the manner in which
speeds are integrated over a broad range of values
(Experiments 2 and 3).
Experiments investigating speed discrimination have
required the observer to make judgements about the
common speed of elements conﬁned within a stationary
aperture, or a solid object traversing a uniform back-
ground (Blakemore & Snowden, 1999; McKee, 1981;
McKee & Welch, 1989; Stone & Thompson, 1992; Wat-
amaniuk & Duchon, 1992). However, natural images
may contain moving objects deﬁned solely by a number
of internally moving elements such as a swarm of insects
or a ﬂock of birds. For such a stimulus a single velocity
vector can serve to describe the motion of the object as
a whole, but the elements (inside the object) may move
somewhat independently of the object itself. A stimu-
lus of this type oﬀers a useful tool for the assessment
of speed integration as the object motion is derived di-
rectly from the motion characteristics of all the local
elements. In order to account for speed processing, it is
necessary to determine whether any potential interac-
tions occur between the local element and the object
motion when estimating the global speed. This research
question was addressed in Experiment 1 by determining
how the independent movement of the dots inside a
cloud aﬀected the apparent speed of the moving cloud
of dots.
2. Experiment 1: local speed integration
The ﬁrst experiment addressed the question of
local speed integration by determining whether the ap-
parent speed of a circular moving cloud of dots (global
object speed) changes as a function of the speed of the
dots inside the cloud (local dot speed). Zhang, Yeh, and
De Valois (1993) have shown that the perceived direc-
tion of a gabor pattern is inﬂuenced by the motion of the
carrier in the gabor, but in those stimuli all internal
points move coherently. In this experiment we examine
the eﬀect of local speed signals derived from dots mov-
ing in random directions on the speed of the cloud. If
global mechanisms exist that combine local speed in-
formation, then the visual system cannot ignore local
signals and therefore increasing the speed of the dots
inside the cloud (independent of the cloud speed) should
increase the perceived speed of the whole cloud.
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2.1. Method
2.1.1. Observers
Two inexperienced observers (TTL and KG, both
na€ıve to the aims of the research) and one of the authors
(SKK) participated as observer. All were male and aged
between 21 and 28 years. A Snellen chart was used to
conﬁrm that all had normal or corrected to normal
visual acuity and each observer gave their informed
consent prior to participating in the experiment.
2.1.2. Stimuli
The stimuli were brief sequences depicting a moving
cloud of dots. Each movie sequence was composed of
eight frames, with each frame shown for 50 ms. The
background luminance was 45.5 cd/m2 (CIE 1931 x ¼
0:285, y ¼ 0:304) and was measured with a PR-650
Spectra Colorimeter (Photo Research). There was no
inter-frame interval and thus the total stimulus duration
was 400 ms. The cloud images were created by randomly
placing 100 light increment dots (diameter 0.17 and
luminance 89 cd/m2) in a circular cloud region with a
diameter of 10.2. These values gave a dot density of
1.22 dots/deg2 within the cloud. The cloud border was
deﬁned by the locations of the outermost dots and was
not indicated in any other way.
The ﬁrst position of the cloud of dots was in the
centre of a 21 21 screen area but on subsequent
frames a circular aperture that was the cloud template
was moved to a new location by displacing the template
a ﬁxed distance (cloud speed), but at a random angle
that excluded values within 22.5 of the reverse of the
previous cloud direction. This prevented the cloud of
dots from oscillating back and forth between frames and
the random path ensured that observers could not easily
determine speed from the total trajectory length.
Dots inside the cloud all moved at the same speed
whenever possible, but the direction for each dot was
selected randomly without replacement from a distri-
bution evenly covering all 360 on each frame transition.
This procedure ensured a broad distribution of direc-
tions of dot movement on each frame transition. If the
process produced dots that would have moved outside
the cloud template position then another direction of
motion was selected for the dot from the remaining di-
rections in the distribution. If a solution could not be
found from re-sampling, then the dot was re-plotted to a
random position in the cloud.
All the frames were pre-generated and loaded at run-
time onto the frame buﬀer of a Cambridge Research
System VSG2/3 graphics card housed in a Pentium II
400 MHz PC. The sequences were displayed on a Hit-
achi 4821 Accuvue monitor which had a refresh rate of
100 Hz and had been gamma corrected using a Cam-
bridge Research Systems Optical (OP200-E with a 265
head).
2.1.3. Procedure
Observers were tested in a dark room (< 1 cd/m2) and
viewed the display screen binocularly at a viewing dis-
tance of 76 cm. A chin and forehead rest was used to
maintain a constant viewing distance. Experiment 1 used
a two-interval forced-choice procedure in conjunction
with the method of constant stimuli. One interval con-
tained the reference cloud, which moved at a ﬁxed cloud
speed of 6/s and had a dot speed of 12/s. In the other
interval the test cloud moved at either a speed of 1.2/s,
2.4/s, 3.6/s, 4.8/s, 6/s, 7.2/s, 8.4/s, 9.6/s or 10.8/s.
The speed of the dots within the test cloud was either
12/s for condition one, 15/s for condition two, or 18/s
for condition three. These dot speeds were used because
it ensured the dots always moved faster than the fastest
cloud and thus minimised the likelihood that dots could
not be replotted inside the cloud. The intervals were
separated by a 500 ms blank ﬁeld of background lumi-
nance and the order of presentation of the test and
reference cloud was randomised on each trial. The task
of the observer was to indicate in which interval they
saw the fastest moving cloud by pressing the appropriate
button on a Cambridge Research Systems CB1 button
box. No feedback was given. Observers performed 50
speed judgments for each test-reference speed pair.
2.2. Results and discussion
The results are shown in Fig. 1. Best ﬁtting cumula-
tive Gaussians were derived for each condition
(Graphpad Prism version 3.02) and used to provide an
estimate of the threshold (corresponding to the standard
deviation of the best ﬁtting Gaussian) and the point of
subjective equality (PSE), i.e. the speed of the test cloud
judged to be equivalent to the speed of the reference
cloud. The PSE (top panel) and threshold (bottom pa-
nel) values for the conditions are plotted as a function of
the dot speed inside the cloud. The error bars represent
1 standard error of the mean (SEM).
When the speed of dots inside the cloud is increased,
the cloud is perceived to be moving faster even though
the speed of the cloud itself had not changed. This is
indicated by a modest decrease in the PSE as slower
moving clouds are perceived to be moving faster than
their veridical speed. While changing the speed of the
dots aﬀected the perceived speed of the cloud, it does
not have a signiﬁcant eﬀect on speed discrimination
thresholds. This is illustrated in the lower panel of Fig.
1, which reveal no systematic change in sensitivity as a
function of the dot speed. This ﬁnding is consistent with
McKee (1981) who demonstrated that speed discrimi-
nation remained the same across a broad range of
speeds.
While the results of Experiment 1 illustrated that
mechanisms responsible for global speed processing is
sensitive to local speed information, a critical question
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is whether the change in global speed is consistent
with a change in the average of the local estimates
(Watamaniuk & Duchon, 1992). We addressed this
suggestion by conducting computer simulations that
determined whether the change in cloud speed could be
predicted by averaging local motion estimates.
As highlighted by Barlow and Tripathy (1997), given
N dots in a GDM stimulus, there are N 2 possible vectors
combining one frame with the next since the visual
system cannot reliably pair a dot with the intended
partner dot on the preceding frame. However, it is
unlikely that the visual system considers all potential
vectors as this procedure would be computationally ex-
pensive and nearer neighbours are more likely to be the
partner in most situations. Furthermore, averaging all
possible vectors would result in a gross over estimation
of global speed since some vectors will cross the whole
stimulus area. As a consequence, only nearest neighbour
matches were used in our model.
We calculated the vector produced by associating
each dot with its nearest neighbour in the preceding
frame. This process was not exclusive. Dots could be
paired more than once if they represented the nearest
neighbour in each case. This was allowed since all dots
were identical, and therefore a single dot could be con-
fused with dots other than their intended partner. The
nearest neighbour vectors for all the dots were averaged
and this represented the modeled speed of the cloud.
This procedure was repeated for each successive frame
and averaged across all frames. This process was per-
formed 100 times and repeated for dot speeds of 12/s,
15/s, and 18/s.
The goal of the simulation was to determine whether
the rate of change in the estimated cloud speed, com-
puted by integrating nearest neighbour dot speeds, ﬁtted
the reported change in cloud speed as indicated by the
results obtained in Experiment 1. The predicted cloud
speed is represented by the line in Fig. 2 and shows good
agreement with the averaged data of the three observers
when estimating cloud speeds.
A nearest neighbour rule provides a useful way of
determining the motion vectors to which the visual
system is sensitive to when considering stimuli consisting
of a large number of identical elements. In order to
understand the processes involved in local motion ex-
traction future experiments will examine how the nearest
neighbour speed prediction is inﬂuenced by other stim-
ulus parameters such as density, cloud size, and higher
speeds. In addition, a nearest neighbour strategy repre-
sents one of many other possible local grouping proce-
dures. A future experiment that will be useful is to
examine other pairing rules such as those produced by
local detectors with receptive ﬁelds of diﬀerent sizes.
The conclusion of the ﬁrst experiment is that the vi-
sual system combines local speed information when es-
timating global speed, and from the results of the
computational modeling, the average of the nearest
neighbour vectors provides a good account of the change
in perceived cloud speed as the dot speed increases.
3. Experiment 2: multiple systems govern speed processing
In the previous experiment, we showed that local
speed information is combined and averaged to deter-
Fig. 1. PSEs (top panel) and thresholds (bottom panel) for the con-
ditions plotted as a function of the dot speed. The results of the three
observers are shown; error bars represent 1 SEM. Plotted in the top
panel is the best ﬁtting linear function of the form y ¼ 0:21xþ 8:695.
Fig. 2. Predictions of the model plotted with the psychophysical data
averaged across the three observers.
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mine the speed of an object. This result is consistent with
a number of previous investigations (Curran & Brad-
dick, 2000; Watamaniuk & Duchon, 1992). However, in
order to generalise the result it is important to know
whether all speeds are combined in this manner. Previ-
ous experiments examining speed processing have used
limited ranges and it is not clear that all speeds would be
combined in such a way. Indeed there is strong evidence
that in the early stages of visual processing there are at
least two mechanisms tuned to diﬀerent speed ranges
(Bravo & Watamaniuk, 1995; Edwards et al., 1998;
Pantle & Sekuler, 1968; Snowden, 1990; Smith & Edgar,
1994; Verstraten, Fredricksen, van Wezel, Boulton, &
van de Grind, 1996).
The study most similar to Experiment 1 was that of
Edwards et al. (1998) who used GDM stimuli to deter-
mine how many speed-tuned systems were involved in
the processing of global frontoparallel motion. They
exploited an earlier ﬁnding that GDM thresholds are
directly proportional to the total number of dots, pro-
vided all dots are processed by a common mechanism
(Edwards & Badcock, 1996). They used this property of
GDM detection to determine the range of speeds that
would allow additional noise dots to interfere with the
extraction of the global signals carried by signal dots
moving in a frontoparallel direction at a speciﬁed speed.
They reasoned that if multiple speed systems existed
then interference would only occur when the additional
noise dots moved at speeds within the range of the speed
tuned system processing the signal dots and found that
for signal dots moving at a relatively low speed of 1.2/s
additional noise dots that moved within a speed range of
1–5/s interfered with the detectability of signal dots.
Dots moving at speeds outside this range had no eﬀect
on thresholds. When signal dots moved at a fast speed of
10.8/s additional noise dots had to move between 2/s
and 10.8/s to interfere with global motion extraction.
They interpreted this result as providing evidence for at
least two speed-tuned systems for frontoparallel global
motion.
In Experiment 2 we ask whether this distinction is still
apparent with motion processing tasks primarily asso-
ciated with higher levels in the cortical motion processing
hierarchy and in Experiment 3 we examine how signals
interact across these speed ranges. When an observer
moves through the environment, a pattern of radial im-
age ﬂow is evoked on the retina, the speed of which in-
creases with distance from the ﬁxation point (speed
gradient). Psychophysical research (e.g. Badcock &
Khuu, 2001; Bex, Metha, & Makous, 1998; Burr, Mor-
rone, & Vaina, 1998; Regan & Beverley, 1978; Snowden
& Milne, 1997) has shown that the visual system pos-
sesses mechanisms capable of extracting optic ﬂow mo-
tion and such optic ﬂow analysers have been found in
area MST of the primate cortex (Duﬀy & Wurtz, 1991a;
Orban, Lagae, Raiguel, Xiao, & Maes, 1995; Tanaka &
Saito, 1989). Given that optic ﬂow produced through
ego-motion may contain a steep speed gradient it is
possible that all speeds might drive the mechanisms
sensitive to such ﬂow patterns. Interestingly MST cells
are not sensitive to the gradient of speeds, but instead
respond to a single magnitude, possibly the average of
the local speeds (Orban et al., 1995).
The purpose of the second experiment was to deter-
mine whether the mechanisms responsible for processing
of optic ﬂow in humans are tuned to a limited range of
speeds. The second experiment employed the same
masking procedure as Edwards et al. (1998) to deter-
mine the range of speeds that additional noise dots re-
quired in order to interfere with the extraction of radial
expansion or rotational motion. If a single broadly
tuned speed mechanism exists, additional dots should
interfere with the global motion extraction of signal dots
whatever speed they have. However, if multiple mech-
anisms exist then additional dots should only interfere
with the extraction of the global signal when they move
at speeds relevant to that system.
3.1. Methods
3.1.1. Observers
Two observers participated in the study: one of the
authors SKK and an experienced female psychophysical
observer, JAM, who was na€ıve to the goals of the re-
search. Both had normal or corrected to normal visual
acuity and gave their informed consent prior to partic-
ipating in the experiment.
3.1.2. Stimulus
The equipment used in this experiment was identical
to that used in Experiment 1. The stimuli were eight-
frame movie sequences of dots and showed either radial
expansion or rotational (clock-wise) motion. Each frame
was displayed for 50 ms resulting in a stimulus duration
of 400 ms. On the ﬁrst frame, either 75 or 150 circular
white dots (89 cd/m2, 0.17 diameter) were randomly
placed within an annulus (inner diameter 2, outer dia-
meter 14, background luminance 45.5 cd/m2) yielding
dot densities of either 0.5 or 1 dots/deg2. On the second
and subsequent frames in stimuli containing the signal a
number of dots were moved in directions consistent with
radial or rotational motion at a speciﬁed speed (signal
dots), the remaining dots (noise dots) were moved in
random directions at the same speed. All dots lived the
entire duration of the stimulus unless they moved out-
side the aperture. Signal dots were randomly selected
every frame. This ensured that observers could not re-
liably track a single dot across frames in order to de-
termine the signal motion since at a 10% signal level,
there was only a 10% chance of a dot carrying the signal
and thus only 1% chance of carrying the signal on
two consecutive frame transitions. Dots that entered the
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inner circle or left the aperture were randomly replotted
back into the display.
3.1.3. Procedure
A temporal two-interval forced-choice procedure was
used to estimate the minimum number of dots needed to
move in the signal direction in order for observers to
identify the interval containing the structured motion. In
all trials, one interval contained a proportion of struc-
tured motion while the other contained random motion.
Observers were required to indicate which interval
contained the structured motion by pressing one of two
buttons on a button box. Both presentations were sep-
arated by a blank, (45.5 cd/m2) 500 ms interval and no
feedback was given. A ﬁxation cross appeared in the
blank area at the centre of the stimulus and was shown
one second before the onset of the ﬁrst interval and re-
mained on until the end of the second interval.
A staircase procedure that converged on the 79%
correct performance level was used to determine the
number of signal dots presented on each trial. Initially
the staircase presented 20 signal dots. This signal level
was initially changed with a step size of eight dots.
However, this step size was halved after each of the ﬁrst
three reversals to a ﬁnal step size of one dot. Each
staircase continued for 10 reversals and the average of
the last four reversals was used as an estimate of the
threshold.
Thresholds were obtained for conditions containing
75 and 150 dots in which all dots moved at the signal
speed, and 11 mixed conditions where there were 75 dots
moving at the signal speed and an additional 75 noise
dots that moved at one of 11 possible diﬀerent speeds: 0,
0.6, 1.2, 2.4, 3.6, 4.8, 6, 7.2, 8.4, 9.6, 10.8/s (Figs. 3 and
4). Pilot testing showed that within this range of speeds,
thresholds for detecting the structured GDM were
constant.
The 13 conditions were repeated for two types of
motion, radial and rotational, and with two diﬀerent
signal dot speeds, 1.2 and 9.6/s (52 conditions in total).
These dot speeds were used because the low and high-
speed systems reported by Edwards et al. (1998) are
independently sensitive to these speeds. Five threshold
estimates were collected for each of the conditions and
the mean of these values represented the ﬁnal threshold
for each condition. Observers performed the conditions
in ﬁve experimental blocks in which all conditions were
repeated once per block. To control for any systematic
order eﬀects, a routine was followed where the order of
presentation was randomised for the ﬁrst block and re-
versed in the next block. The sequence was then re-
peated, randomising each odd numbered block.
Fig. 3. Thresholds for detecting rotational motion plotted as a function of the speed of the additional dots. Error bars represent 1 SEM. Left panels
show the results of conditions that had a signal speed of 1.2/s while right panels the signal speed was 9.6/s.
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3.2. Results and discussion
Figs. 3 and 4 show the results for the two observers
on conditions when detecting rotational (Fig. 3) and
radial motion (Fig. 4). Thresholds for each condition
were plotted against the speed of the additional noise
dots. Horizontal lines representing the thresholds for the
75 (lower dashed line) and 150 dots (upper solid line)
conditions are also plotted in the ﬁgures. They provided
an indication of performance at low densities (75 dot
condition), and performance when additional dots have
the same speed and thus exert maximal interference on
the mechanisms detecting the signal dots (150 dot con-
dition). Error bars represent 1 SEM. The left panels of
Figs. 3 and 4 show the results for conditions where
signal dots moved at a low speed of 1.2/s; right panels
show the results for the high-speed conditions (signal
speed 9.6/s).
The pattern of results is similar for both observers.
For the low speed conditions it is evident that when
additional noise dots moved at speeds near the speed of
the signal dots (1.2/s) performance was aﬀected, though
for observer SKK this function is perhaps more broadly
tuned. This suggests that the speed mechanism respon-
sible for recovering the signal motion was sensitive to
additional noise dots moving between approximately 0.5
and 5/s for both observers. For the high-speed condi-
tions where signal dots moved at a speed of 9.6/s, noise
dots had to move above a speed of 1/s in order to in-
terfere with the processing of the signal motion. The
pattern of results is similar for radial motion as shown in
Fig. 4 with interference when detecting low-speed dots
being restricted to speeds around 0.5–5/s, while de-
tecting the high-speed dots, the interference increases as
the speed of the noise dots increases above approxi-
mately 1/s.
The second experiment has shown that at the level
where optic ﬂow is analysed, speed is processed in at least
two overlapping ranges. One range covers speeds from
approximately 0.5–6/s, and the other, a high range ex-
tending from about 1/s up to the highest speed tested in
the current study. It should also be noted that when noise
dots moved at speeds that were not within the range of
sensitivity of the system processing the signal speed,
observers reported motion transparency and saw two
overlapping sheets of dots that diﬀered only in speed.
The ﬁndings of this experiment are similar to the
study by Edwards et al. (1998), and in conjunction,
provide support for the existence of multiple speed-
tuned systems in global motion processing.
Fig. 4. Thresholds for detecting radial motion plotted as a function of the speed of additional dots, other details as in Fig. 3.
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4. Experiment 3: interactions within and between diﬀerent
speed ranges
Experiment 1 demonstrated that observers average
local speeds to estimate the global speed of an object.
However, it was not clear whether all speeds would be
averaged in this way. We clariﬁed this issue in Experi-
ment 2 and determined whether speed sensitivity falls
into two ranges tested with stimuli that naturally con-
tain a substantial speed gradient. It was established that
there are at least two speed-tuned systems sensitive to
low and fast speeds. In order to understand speed cod-
ing it is necessary to determine how speed signals are
combined both within and across speed systems. In
Experiment 3, we used a radial optic-ﬂow stimulus that
consisted of a number of dots assigned to the 10 sectors
as shown in Fig. 5. We exploited the fact that optic ﬂow
patterns will activate global mechanisms that integrate
motion over a large area of the visual ﬁeld (Burr et al.,
1998; Duﬀy & Wurtz, 1991a; Komatsu & Wurtz, 1988).
The speed of the dots in even sectors was identical, but
was diﬀerent from the speed chosen for all of the dots
in the odd sectors. This procedure reduces the possibility
of local speed interactions between dots with diﬀerent
speeds, though this occurs to a small extent along sector
borders. If the extraction of optic ﬂow speed is an in-
tegrative global phenomenon, then one would expect the
apparent speed of the fastest dots to be dependent on the
speed characteristics of all dots in the display. Previous
research (e.g. Curran & Braddick, 2000; Farell, 1999;
Watamaniuk & Duchon, 1992) suggests that the visual
system averages speed within a global pattern but in
those studies observers were not asked to identify the
pattern containing the fastest moving dots, rather they
identiﬁed the fastest pattern. This diﬀerence could
favour an averaging outcome. Our results will be com-
pared to that predicted by averaging the dot speeds
used.
4.1. Methods
4.1.1. Observers
One of the authors, SKK, and two inexperienced and
na€ıve observers LKK and MSF participated in this ex-
periment. All had normal or corrected to normal visual
acuity and LKK and MSF were na€ıve with respects to
the aims of the experiment.
4.1.2. Stimulus
The same equipment set up was used as in the pre-
vious experiments. The stimuli used in Experiment 3
were annular displays similar to Experiment 2 but were
spatially divided into 10 sectors that had dots moving in
a radial direction (Fig. 5). Each sector subtended an
angle of 36 and contained either ten dots or no dots
depending on the stimulus condition. Half of all the dots
in the display moved in the signal direction, while the
remaining dots moved in random directions. This co-
herence level ensured that the signal motion was above
threshold and thus detectable. We avoided having 100%
signal coherence as this created a salient shearing stim-
ulus along the sector borders, which allowed observers
to compare speeds between sectors. New signal dots
were selected randomly from the pool of dots in each
sector of every frame. All sectors contained equal
amounts of noise and signal dots. The salience of sector
borders was reduced somewhat by allowing sector
boundaries to overlap by a small amount, 2.5 around
the true border. This was accomplished by allowing dots
that entered the new region to keep their sector speed.
Dots that left their sector and the overlapping region
were randomly replaced back into their sector of origin.
4.1.3. Procedure
Three stimulus conditions were used. In condition
one, 50 dots were assigned only to odd sectors, while
even sectors contained no dots. Pairs of these sectored
GDM movie sequences were presented (separated by a
500 ms inter-stimulus interval) in a temporal two inter-
val forced choice paradigm. One of these intervals
contained the reference stimulus, which had dots (in odd
sectors) moving at a constant speed of 8.4/s. This speed
was chosen as it selectively activated the higher of the
two speed systems found in the previous experiment.
Fig. 5. Sectored stimulus used in Experiment 3. Radial motion is
conveyed by superimposing the spatial position of the dots over eight-
frames on the same image. Each of the ten sectors subtended an angle
of 36 and contained 10 dots. The speed between odd and even sectors
was alternated depending on the stimulus condition.
3038 S.K. Khuu, D.R. Badcock / Vision Research 42 (2002) 3031–3042
The reference stimulus was compared to a test stimulus
that consisted of dots in odd sectors moving at one of 11
possible speeds from 6.6 to 12.6/s in 0.6/s steps. The
task of the observer was to judge in which interval the
global pattern contained the fastest moving dots. To
prevent observers from predicting which sectors might
contain the fastest speeds, a random angle between 0
and 72, i.e. two sectors, was selected for each stimulus
on each trial and the spatial position of each sector was
displaced by this value. Feedback was not provided. A
cross was presented at the centre of the stimulus one
second before the onset of the ﬁrst interval and re-
mained on until the end of the second interval to control
ﬁxation. Responses were recorded by pressing one of
two buttons on a button box to indicate whether the
pattern was in the ﬁrst or the second interval. Observers
made 50 judgments for each condition.
In conditions two and three the same stimulus con-
ﬁguration was used as in condition one, but now 100
dots were distributed evenly across all sectors (10 dots
per sector). For the reference stimulus, all dots in the
display moved at the same baseline speed of 8.4/s. For
the test stimuli, dots in even sectors moved at a low
speed of 6.6/s, for condition two, and at 1.2/s for
condition three, while the speed of the dots in odd sec-
tors varied between 6.6/s and 12.6/s around the base-
line speed in 0.6/s steps. The observers task was always
to indicate which interval contained the fastest moving
dots.
4.2. Results and discussion
Cumulative Gaussians ﬁtted to the raw data provided
estimates of the speed that dots in odd sectors of the test
stimulus have to move in order to be judged to be the
same speed as the reference stimulus, i.e. the PSE. The
PSE for the three observers are shown in Fig. 6 as bar
graphs. Error bars represent þ1 SEM. As can be seen
from the ﬁgure, the pattern of results is consistent across
all three observers. Fig. 6 depicts results for conditions
with no extra dots (condition one), extra dots moving at
6.6/s (condition two) or 1.2/s (condition three). Also
marked in Fig. 6 are lines representing the baseline speed
(8.4/s, dashed line) and the speed needed for the dots in
odd sectors of the test stimulus to be consistent with an
averaging rule, 10.2/s (solid line). This speed value was
derived by determining the speed required to be aver-
aged with the lower speed of 6.6/s to produce the
baseline speed, 8.4/s. The speed needed to be consistent
with averaging for condition three (lower speed 1.2/s)
was 18/s but was not plotted on the ﬁgure.
In condition one where the even sectors contained no
dots, the PSEs for the three observers are in good
agreement with the expected reference speed of 8.4/s in
Fig. 6. For condition two, the speeds of the dots in even
(6.6/s) and odd sectors (6.6–12.6/s) were within the
range that activates the high-speed system. In this situ-
ation, it was possible to characterize the combination
rule and to determine whether the visual system aver-
aged speed information within the high-speed system. In
Fig. 6, the PSE for condition two is signiﬁcantly greater
than the PSE obtained in condition one. Thus having
slower moving dots in the even sectors decreased the
perceived speed of the fastest moving dots. Moreover
the magnitude of this increase in speed was very similar
to that required if the visual system averaged speed in-
formation since the PSE was close to the averaging
prediction (solid line).
Condition three tested the interaction between high
and low-speed systems using the same technique. When
even sectors contained dots moving at 1.2/s, which
would activate the low-speed system, there was a small
increase in the PSE. This increase may have resulted
from residual sensitivity of the high-speed system to the
lower speeds (refer to Figs. 3 and 4). However, this shift
was not consistent with a simple averaging rule, which
required the fastest speed to be 18/s.
The results suggest that the visual system averages
speed information within the high speed range but not
across the diﬀerent high and low speed ranges. In the
later case, the visual system treats the speed systems
independently with minimal interference. The central
ﬁndings of Experiment 3 were also replicated with ro-
tational motion in the same stimulus conﬁguration (re-
sults not shown).
5. General discussion
The experiments reported lead to three central ﬁnd-
ings. First, the visual system combines local veloc-
ity signals to estimate global speed. In Experiment 1 it
was found that increasing the speed of dots within
the cloud increased the apparent speed of the cloud.
Prior to testing whether all speeds are combined equally,
Fig. 6. Bar graph plots of the PSE for the three conditions. Error bars
represent þ1 SEM. Lower dashed line represents the baseline speed,
while the solid upper line, the speed required to be consistent with
averaging in condition 2.
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Experiment 2 was conducted to determine whether
mechanisms tuned to restricted speed ranges are also
found when observers are detecting optic ﬂow stimuli.
The visual system was found to contain at least two
speed ranges when processing optic ﬂow stimuli, just as
it does with tasks thought to be processed earlier in the
visual hierarchy (Edwards et al., 1998; Snowden, 1990).
Using a GDM interference task, Experiment 2 showed
that the ability to detect signal dots moving in a radial
and rotational direction at a speed of 9.6/s was inter-
fered with by noise dots moving at speeds above 1/s,
but was maximally eﬀective at speeds above 5/s. Con-
versely when the global pattern moved at a relatively
low speed of 1.2/s, noise dots with a speed between 1–
6/s interfered with performance. Speeds outside this
range had no eﬀect. Finally the experiments demonstrate
that averaging occurs within a particular speed systems
sensitivity range but not across diﬀerent speed systems.
Experiment 3 showed that the perceived speed of the
fastest moving dots in a GDM stimulus was consistent
with the average speed of the underlying speed distri-
bution when the distribution was within the sensitivity
range of a particular speed system. However, when
distinct populations of dots in the display moved at
speeds that should have activated diﬀerent speed sys-
tems, averaging did not occur. The data in this case
showed that the speed estimate provided by the high-
speed system was unaﬀected by the additional low-speed
motion.
The results of the present study are consistent with a
number of previous experiments that report averaging.
Curran and Braddick (2000) using GDM patterns that
consisted of locally paired dots demonstrated that the
perceived speed of such patterns was consistent with the
vector average and not the vector sum of the locally
paired motion vectors. Additionally, they reported that
the visual system uses an averaging strategy across a
range (2–6/s) of dot speeds. This ﬁnding is consistent
with our investigation and perhaps demonstrates aver-
aging within the low-speed system given the similarities
between the range of speeds used in their study and the
sensitivity range of the low speed system. We addition-
ally reveal that speeds greater than the range employed
by Curran and Braddick (2000) are not averaged by the
low-speed system, but instead by a system tuned for
faster speeds.
As discussed in Section 1, Watamaniuk and Duchon
(1992) argued that the visual system averages speed in-
formation across a range of linear dot speeds (2.2–8.5 /s).
However, it has been established that within this range
of speeds there exist two speed-tuned systems that have
been shown to function independently to recover the
global direction and now speed of motion. The results of
Watamaniuk and Duchon (1992) require these speed
systems to interact to recover the global speed. This
is unlikely given our report of two speed systems that
function independently to recover the global coherence
(Experiment 2) and speed (Experiment 3). The diﬀerence
here may be due to Watamaniuk and Duchon ask-
ing observers to estimate an overall property of the
stimulus whereas our observers were required to detect
the pattern containing the fastest dots. In the former
case observers may have adopted a thoughtful averaging
process. Interestingly, Watamaniuk and Duchon (1992)
noted two transparent populations of dots moving at
low and fast speeds with the range of speed they used.
Previous research has shown that under certain
stimulus conditions an image can segment into two
distinct populations that diﬀer in such motion charac-
teristics as speed or direction (Bravo & Watamaniuk,
1995; Masson, Mestre, & Stone, 1999; Qian & Ander-
sen, 1994; Stoner, Albright, & Ramachandran, 1990).
Though our study did not quantify this visual pheno-
menon, observers did report in Experiment 2 motion
transparency when the diﬀerence in speed between
populations of dots was large, and the eﬀect was
strongest when dot populations had speeds that would
selectively activate the low and high-speed systems.
Consistent with our ﬁndings, transparency between high
and low speeds have been observed using the motion
after aﬀect (Van der Smagt et al., 1999). Additionally,
under transparent conditions when signal and additional
noise dots activated diﬀerent speed systems, the ability
to detect the signal motion was unimpaired. This result
is consistent with Smith, Curran, and Braddick’s (1999)
report that the ability of observers to detect the direction
of motion of a population of dots masked by another
group of dots under transparent (or spatially segment-
ing) conditions was only slightly inferior to performance
obtained when all of the dots formed a single surface.
A number of studies have shown that MST cells is
insensitive to whether an activating ﬂow pattern con-
tains a speed gradient or not (Duﬀy & Wurtz, 1991a;
Orban et al., 1995; Tanaka & Saito, 1989). Natural optic
ﬂow patterns possess an inherent speed gradient but
these reports show that MST cells are not responding to
the distribution of speeds. Instead, they respond to a
single speed value calculated by pooling and averaging
all speeds. Our reports of visual averaging are consistent
with this suggestion.
Cells in cortical area MST seem to be the ﬁrst in
the hierarchy of cortical motion processing which re-
spond selectively to diﬀerent optic ﬂow components
such as radial, rotational, and combinations of these
motions (De Bruyn & Orban, 1998; Duﬀy & Wurtz,
1991a; Graziano, Andersen, & Snowden, 1994; Tanaka
& Saito, 1989). Additionally, physiological work by
Orban et al. (1995) has shown that MST cells are sen-
sitive to a range of speeds. The majority of the cells re-
corded had extremely broad sensitivity covering the full
range of speeds tested. A number of cells were described
that had speed–response curves that covered the range
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from roughly 5/s to as much as 100/s. although they
used a larger speed range than in our study, such cells
have speed–response curves compatible with the sensi-
tivity range of the high-speed system revealed in this
study. No cells were reported by Orban et al. (1995) that
resembled the sensitivity range of the low-speed system,
but it should also be noted that they used a small sample
of 14 cells and while they provide evidence for cellular
tuning of speed, more extensive sampling is needed in
order to determine whether two groups of speed tuned
MST cells might be found.
The results of our second experiment showed that low
and high speeds are processed by diﬀerent speed sys-
tems. This functional independence may be indicative of
cortical diﬀerences in the processing of low and high
speeds as found by Ffytche, Guy, and Zeki (1995).
Ffytche et al. (1995) using a combination of EEG and
MEG obtained recordings of the time course of signals
propagating through the visual system elicited by stimuli
moving at high or low speeds. They found an interesting
dichotomy; signals induced by stimuli moving at a speed
of 22/s arrived at V5 before V1, while low-speed signals
(below 6/s) arrived at V1 ﬁrst. This result suggests that
the initial site of speed processing is dependent on the
magnitude of speed and furthermore the processing of
high and low speeds exists in two parallel pathways
following diﬀerent pre-cortical and cortical routes. Our
experiments cannot comment directly on this possibility,
but given the similarity in speed ranges for the two
systems a direct investigation using fMRI or TMS in
conjunction with our stimuli could be informative.
The presence of multiple speed-tuned systems implies
that there exists an array of global integrators selective
for a range of speeds. This current study used a re-
stricted range over which speed detection thresholds
were equal and found two distinct speed ranges sensitive
to low and high speeds. A question that arises is how
can individual global speeds be represented when we
show evidence for two speed systems? A model presented
by Smith and Edgar (1994) has suggested that the visual
system codes speed as a ratio of activation between tem-
poral mechanisms tuned to low and high frequencies.
Such an operation is analogous to the representation
of colour information, where the relative activation of
units sensitive to diﬀerent wavelengths of light serves
as a unique code for a speciﬁc colour (De Monasterio &
Gouras, 1975). It is possible therefore that the visual
system codes global speed as a ratio of activation be-
tween diﬀerent (but overlapping) speed tuned systems.
However, such a procedure would be most eﬀective for
slower speeds since the peak sensitivity of the low and
high-speed systems is within the range of speeds used in
the experiment. To accurately code higher global speeds
the visual system would need a third or additional sys-
tems tuned to higher speeds. Given physiological evi-
dence for cells tuned to faster speeds it is possible that
additional functionally independent systems exist at
faster speeds. A future endeavour is to test for speed
systems tuned to higher speeds.
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