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協議会が主催する「第１回 RT ミドルウェア普及貢献賞」の計 3 賞を受賞している．ま
た本ソフトウェア基盤上で作成した数理モデルが， MIT Saliency benchmark test で世界










The brain is a typical complex system that executes visual information analysis, motor control, 
selective allocation of memories, and so on. Brain researchers require to construct a numerical 
model which represent whole brain including these functions by connecting existing models, 
revising them and simulating them. The purpose of this study was develop a software platform to 
simulate the complex brain system numerically by computational models, especially focused on 
vision. 
Examination and reuse of Existing platforms allow that the platform is constructed as less effort. 
The platform, HI-brain is focused on vision, especially functional-leveled such as image 
processing. First, I defined system requirements and examined whether the existing platforms 
meet the requirements. As the result, there is nothing that any platforms for brain research meet 
all requirements. Therefore, HI-brain for vision simulation based on RT-middleware and 
OpenRTM-aist, which is a software platform to develop robotic system. 
A new datatype as a common interface of various vision models is provided. The new datatype 
and my software library enable automatic switching of transformation method of input/output 
data between vision models, i.e., shared memory or via computer network. I also provide a 
software package named by OpenCV-RTC which converts a lot of image processing functions of 
OpenCV into RT-components executable on OpenRTM-aist.  
  
I show that novel models are efficiently developed on my platform; (1) connection between 
parvocellular and magnocellular layer of retinal ganglion cells and a V1 model, (2) revision of an 
existing model by taking apart into 9 pieces and permuting the one, (3) reuse and combination of 
existing models for estimation of fixation location of humans’ eye, and (4) parallel/distributed 
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を記述する数理モデル [7] ，(ii) 機能レベルのモデルでは，V1，MT，MST 野からなる
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は Hz やｍV などの実数値である場合が多い．例えば細胞の出力である活動
電位は，適当な時間窓で平均した平均発火頻度（Hz）で表現されることが多
い． 
次節では上記 i と ii に対応したソフトウェア基盤の有無や問題点について調査し，
脳数理モデル研究を推進させるための方策について考察する． 
2.2. 既存ソフトウェア基盤の調査 
前節で述べた i と ii のモデル化に対応しているソフトウェアやシミュレータ環境を
調査し，以降の開発に必要となる要件を見出す．本節では最終的に，ii. 疎粒度モデルを
                                                     
1 https://senselab.med.yale.edu/modeldb/ 
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6 http://opencv.org/ 







では数ある数理モデルの基礎となっている数理モデル 4 種を抽出した．具体的には (1) 
文字認識モデルとして提案された Neocognitron [13] ，(2) Itti と Koch による視覚的注
意モデル [14] ， (3) Deep Neural Networks，(4) Nishimoto と Gallant によるオプティカ
ルフロー計算モデル [15] である．これらのモデルはそれぞれ，(1) Deep Neural Networks 
















示したパターンが与えられる．細胞層は入力層を除けば S 細胞層と C 細胞層から構成




S 細胞と C 細胞はそれぞれ大脳視覚野の単純型細胞と複雑型細胞と類似した反応特
 











の S 細胞はそれぞれ異なる領域から，同一の特徴を抽出する．C 細胞では呈示されたパ
ターンの変化を許容するために，S 細胞による特徴検出結果を空間的にぼかし，さらに
ダウンサンプリングする処理を行っている． 
S 細胞は入力層や C 細胞層から多数の入力を受け取っているが，これら結合の強度は
学習によって変化させることで認識率を向上させている．すなわち，S 細胞が抽出する
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C 細胞層と S 細胞層間の結合関係は Fig. 3 のようになる．S 細胞，C 細胞，V 細胞の
出力はそれぞれ𝑢𝑆𝑙(𝑘, 𝑛)，𝑢𝐶𝑙−1(𝑘, 𝑛 + 𝑣)，𝑢𝑉𝑙(𝑘)で表され，S 細胞は前層の C 細胞から
興奮性の可変結合を介して入力を受け取り，V 細胞からは抑制性の可変結合を介して入
力を受け取る．これらは学習結果に応じて，結合強度が変化する．また V 細胞は S 細
胞と同様に興奮性の入力を受け取るが，その結合は固定結合であり，学習によって変化
することはない．S 層に入力を渡す C 細胞は複数の細胞面にまたがっており，S 細胞が
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受け持つ領域に関わる C 細胞から入力を受け取る．S 細胞は C 細胞からの入力𝑢𝐶𝑙−1を
複数受け取っており，これらが大きいほど S 細胞の出力もまた大きくなる．逆に V 細
胞からの抑制性の入力を受け取る場合，S 細胞の出力が小さくなる． 
S 細胞の出力を以下の式に示す： 
 𝑢𝑆𝑙(𝑘, 𝑛) = 𝜑 [




− 1] (1) 
𝑤は結合強度を意味しており，興奮性の結合の場合は𝑤𝑒𝑙，抑制性の場合は𝑤𝑖𝑙である．
𝐾𝑙−1は C 細胞層の細胞面の数を，𝑅𝑙は S 細胞が受け持つ領域を意味する．C 細胞から与
えられた入力𝑢𝐶𝑙−1は𝑤𝑒𝑙を用いて線形結合され，𝑤𝑖𝑙によって重み付けられた V 細胞から
の入力による除算によって抑制される．関数𝜑[𝑥]は以下の式となる． 
 𝜑[𝑥] = {
𝑥 𝑖𝑓 𝑥 ≥ 0
0 𝑖𝑓 𝑥 < 0
 (2) 
抑制細胞である V 細胞もまた S 細胞と同じ C 細胞から入力を受け取り，C 細胞からの
入力の平均値(2 乗平均)をその出力としている．すなわち 
 𝑢𝑉𝑙(𝑘) = √∑ ∑ 𝑤𝑓𝑙(𝑣)𝑢𝐶𝑙−1





V 細胞は C 細胞からの抑制性固定結合を介して入力を受け取っている．この結合は固
定であるため，結合強度である𝑤𝑓𝑙(𝑣)は以下の式に従う． 




= 1 (4) 
ネオコグニトロンは，入力データに学習結果によってパターン認識機能を獲得する．



















この規則は S 細胞に対する興奮性・抑制性両方の可変入力結合を対象とする． 
近傍領域内で最大の出力を出す細胞は，あたかも結晶成長での核のような働きをする
2. モデルとソフトウェア基盤の調査   | 14 
 
 






seed cell として選ばれる．その際，同一の細胞面に 2 つ以上の seed cell がある場合は出
力の強い seed cell が選ばれる．また逆に細胞面に seed cell がない場合は，そのままない
ものとする．したがって，最大一つの seed cell が各細胞面から選ばれる．そして細胞面
内の S 細胞は seed cell と同様に強化される．この時の更新則を以下に示す． 
 
∆𝑤𝑒𝑙(𝑘, 𝑣) = 𝑞 ∙ 𝑤𝑓𝑙(𝑣) ∙ 𝑢𝐶𝑙−1(𝑘, 𝑛 + 𝑣) 




たびに，通常異なる細胞が seed cell として選ばれる．結果的に細胞面内の S 細胞は seed 
cell と同様の結合重みをもつようになり，C 細胞との結合関係のみが異なるようになる． 
福島らが公開しているプログラムの出力結果の一部を Fig. 4 に示す7．U0 に与えた入
                                                     
7 https://visiome.neuroinf.jp/modules/xoonips/detail.php?item_id=375 







る [16] ．例えば，Fig. 4 には本節で説明していない UG の層があるが，これは網膜や



















Fig. 4 :  Neocognitron の出力結果の一例．最終的な出力結果を見ると，入力層に与え
られたパターンに対して’0’と認識していることがわかる． 
 



















は Fig. 5 に示す構成を基本としている．この図は Koch らによって提案されたボトムア
ップ型注視モデルの構成図である [14] ．ボトムアップ型注視の場合，目立つ箇所つま




















all アルゴリズムが使用されており，最も Saliency が高い位置が他の個所の Saliency を






を意味しており，この性質は Inhibition of return と呼ばれている．この注視位置の変化を
モデル化するために，一度注視した箇所の Saliency を抑制する機構が導入される． 
生理学的には，網膜，上丘，外側膝状体，初期視覚皮質などでは視野内の簡単な特徴を
検出している．より高次領野になるほど，角や交差 [17] ，シェイプフロムシェーディ











Fig. 5: Koch らが提案する視覚的注視モデルの構成図．入力画像に対して色相・輝度・
方位など異なる特徴を異なるスケール(画像サイズ)で抽出，スケール間の相関を計算
(Centre-surround difference)，空間的競争(Spatial cometition)によって Salicency map を作
成．Saliencyの高い箇所を注視位置とする． 
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既存研究においても RBMs(Restricted Boltzmann machine)[22] やオートエンコーダ











が [26,27,28,29] ，この研究ではそれよりも大きい 200×200 pixel の画像データを入力と





よって [29,30,31] ，計算時の通信コストの削減とモデルの並列性を実現した． 
 
Fig. 6: Youtube の動画からサンプリングした訓練データの一部． 
 






に対する頑健性を持たせるために，局所 L2 プーリング [29,32,33] と局所コントラスト
正規化 [34] を適用する．生理学的には，局所受容野とプーリングは V1 野における単
純型細胞と複雑型細胞の役割と相同である．同様に局所コントラスト正規化は，生理学
的知見や一部モデルで行われている local subtractive and divisive normalization に対応す
る [34,35,36] ．ネットワーク全体は，これら処理を 3 回繰り返した 9 層構造となる(Fig. 
7)．この構造と基本的な処理は前述の Neocognitron や HMAX [37,38,39] と同様であるこ
とに注意されたい． 
このモデルを 3 日間，1000 台のマシンで組まれたクラスタ上で学習させた結果を Fig. 
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𝐼′(𝑥, 𝑦, 𝑡) =
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 𝑋′(𝑡) = {
𝑋(𝑡)𝛼  (𝑡 ≥ 0)
0 (𝑡 < 0)
 (7) 
Static nonlinearity は半波整流であり，与えられた入力が 0 未満の場合は出力を 0 とし，
0 以上の場合は入力をα乗したものを出力とする．ここではαの値はそれぞれ，α =












なる(Fig. 11, Fig. 12, Fig. 13)． 


























































Fig. 12: α = 2.0の非線形演算を使用する場合のフレームワークの組み合わせ．それぞ
れの配置は Fig. 11と同じ． 
 




視覚に関わる疎粒度モデルをいくつか紹介してきた．Fig. 2, Fig. 5, Fig. 7, Fig. 10 のネ
ットワークモデルの構造に共通することは，「複数の構成要素(コンポーネント)を階層
的に組み合わせて構築している」ことである．例えば，Neocognitron は「S 細胞層」と
「C 細胞層」の 2 つの要素で構成され，Saliency マップは各特徴に対する「スケール間























Fig. 13: α = 0.5な非線形演算を使用する場合のフレームワークの組み合わせ．それぞ
れの配置は Fig. 11 と同じ．右上の除算型正規化のみ加えたものは 12種類の組み合わ
せの中で最も予測精度が高い． 
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構築を可能とする．具体的には，Fig. 1 -A~C のようにモデルの結合とそのシミュレーシ
ョンが可能であり，また Fig. 1-C の MT と newMT のようにモデルの置換も同様に行え













































































行されるのではなく (Fig. 14–B) ，入力データが与えれるのを待ってから実行す




















































































機能 I-I，II-III および III-I を満たしていない． 
                                                     
8 http://www.neuron.yale.edu/neuron/ 
9 http://genesis-sim.org/ 





る．事前調査によると，OpenRTM-aist では，視覚モデル用データ型を IDL(Interface 
Definition Language)を定義することで機能 I-II を実現することができる．同様に，実行
 









































モデルの標準化     ◯ 
疎粒度モデルのデー
タ記述 





 ◯ ◯ ◯ ● 
汎用性 ◯   ◯ ◯ 
高速シミュレーショ
ン 
◯ ◯ ◯  ● 
既存モデルの再利用 
資産継承 ●    ● 
研究者間でのモデル
共有 
● ◯ ◯ ● ● 
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次節で具体的に RT ミドルウェア・OpenRTM-aist と視覚数理モデルの親和性を記す． 
3.3. RTミドルウェアと視覚数理モデルの親和性 
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(A) MATLAB 言語の配列フォーマット（以降，便宜上 MATLAB::mat と記す）． 
(B) 画像処理ライブラリ OpenCV の配列フォーマット（以降 cv::Mat と記す）．  
(A)は多次元の行列を格納するためのデータ型である．しかし画像配列データを格納





ているため，要件 I-II を満たすと判断できる．例えば CV_8U は符号なし 8bit 整数型，
CV_32F は単精度浮動小数点数型などと定義されている．多次元配列データの格納につ













Timed_cvMat 型は要件 III-I を満たすために必要となる． 











































実行（ 1 ステップ実行）を可能とする実行コンテキスト， Stepwise Execution 
Context(Stepwise EC)を開発した（Fig. 17）．OpenRTM-aist では，コンポーネントの状態
管理を制御するために実行コンテキストが使用される．これは OpenRTM-aist の機能の
一つであり，開発者が目的に応じて設計することができる．既存の実行コンテキストで
ある Periodic EC と本研究で開発した Stepwise EC では，各コンポーネントに対して 1 つ
 
Fig. 17: 実行コンテキストごとのモデル実行周期の比較．Periodic Execution Context 
(Periodic EC)の場合，各モデルが独立してモデルを実行させるのに対して，Stepwise 
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の実行コンテキストが管理する．しかし Periodic EC では各実行コンテキストがそれぞ
れのタイミングで状態遷移命令を出す．そのため同期性が保証されず，各タイミングで
与えられた入力すべてに対して処理を行うことができないなどの問題が発生する（Fig. 
15 右）．Stepwise EC では実行コンテキスト(master)が各コンポーネントに割り当てられ























OpenRTM-aist は規定の通信方式として CORBA を採用することで並列分散処理を可
能としている．CORBA は異なる言語及び OS で動作するプログラム間のデータ処理を
可能にする国際標準アーキテクチャである．これはソフトウェアの国際標準化団体
OMG(Object Management Group)によって標準規格として採択されている．また CORBA
では IDL(Interface definition Language)を利用して入出力データフォーマットを自由に定


























                                                     
10 http://www.qt.io/ 
11 http://www.boost.org/ 





データの型は 4.1 節に記述した Timed_cvMat 型を使用した．転送時間は，送信側コンポ
ーネントの cv::Mat データが転送可能となった時点から計測を開始，受信側コンポーネ
ントが転送されたデータを cv::Mat に変換した時点を終了とする．すなわち，cv::Mat か
ら Timed_cvMat 型への変換，共有メモリへの書き込み，転送時間，共有メモリの読み込








































RTC Daemon を使用した場合の転送時間は 5.7ms であったのに対し，共有メモリを利用
した通信方式での転送時間は 2.0ms であった．同様に画像サイズが 2048×2048 pixel で

























(1-6) 使用言語設定(C++, Python, Java など) 
(1-7) コードを生成 
(2) CMake(GUI)でのコンパイル 

















く使用されている OpenCV では入力が画像データであるものに限っても，39 個以上の
関数やアルゴリズムが存在する(OpenCV 2.4.5)．今後さらに数理モデルが提案されるこ
とや，バージョンアップによる OpenCV 関数の増加を考慮する必要がある．以上の理由
から，手作業でのコンポーネント構築では要件 III-I 及び IV-III を満たさないことがわか
る． 
そこで本研究では，既存の数理モデルやライブラリをコンポーネント化するためのソ
フトウェア OpenCV-RTC を開発し，HI-brain の公式サイトで公開した．OpenCV-RTC を
使用することで OpenCV 関数のコンポーネントを容易に利用でき，使用者ごとに使用し
たいモデルやライブラリの関数を追加することができる．OpenCV 関数をコンポーネン
ト化するために，OpenRTM-aist のコンポーネントと OpenCV 関数には共通構造がある
ことに着目した(Fig. 19)．さらに，これらの共通構造を実体化するプログラミング規約
が OpenRTM-aist には存在しているため[11]，OpenCV 関数とコンポーネントは共通構造






?⃗? = 𝑓(𝑋 ; ?⃗⃗⃗? )  
𝑋 = (𝑋1, 𝑋2, ⋯ , 𝑋𝑙) 
?⃗? = (𝑌1, 𝑌2, ⋯ , 𝑌𝑚) 
?⃗⃗⃗? = (𝑤1, 𝑤2,⋯ ,𝑤𝑛) 
(9) 
関数𝑓は入力ベクトル𝑋 及びパラメータベクトル?⃗⃗⃗? を引数とし，?⃗? を出力する．それぞれ
のベクトルの長さは関数ごとに異なるが，画像処理の関数はこの形式と一致する．一方
?⃗? = 𝑓(𝑋 ; ?⃗⃗? ) 
 
Fig. 19: 画像処理関数や視覚モデル，RT コンポーネントの共通構造．入力データは




Table 3: OpenRTM-aist と画像処理関数の対応関係．OpenRTM-aist のコンポーネント
に関数を記述する場合の，関数の記述個所と引数の指定方法を表す． 
OpenRTM-aist の記述規約 関数及び関数の引数 
onExecute() 𝑓 
bindParameter() ?⃗⃗⃗?  
inPort() 𝑋  





















式(9)の関数𝑓が，入力データ𝑋 = (𝑋1, 𝑋2)，出力データ?⃗? = (𝑦1, 𝑦2)，パラメータ値?⃗⃗⃗? =
(𝑤1, 𝑤2)を持つ場合を考える．このときの変数型はそれぞれ typeX，typeY，int とす
る．この関数の C++言語での関数宣言は以下のコードで与えられる． 
1 void f( 
2 const typeX&  X1, 
3 const typeX&  X2, 
4 int   w1, 
5 int   w2, 
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6 typeY&   Y1, 
7 typeY&   Y2 
8 ); 
この関数をコンポーネント化するための定義ファイルは次のとおりである． 
1 void@unused f( 
2 typeX   X1@inport, 
3 typeX   X2@inport, 
4 int   w1@param, 
5 int   w2@param, 
6 typeY &  Y1@outport, 





意味する． 関数𝑓が OpenCV 関数である場合，typeXや typeYは cv::Mat などの OpenCV
のデータフォーマットを記述する． 
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な関数を使用することができる．また OpenCV-RTC は標準で OpenCV の画像処理関数
を用意しているため，OpenCV-RTC を実行するだけで既存の関数を容易に利用すること
ができる(Table4)．このことから要件 III-I を満たしていると考えられる． 
OpenCV-RTC を使用した疎粒度モデルの構築例として，V1「単純型」細胞のモデルを
OpenRTM-aist 上で構築した(Fig. 21)．脳の V1 野と呼ばれる脳領域には，物体の方位に
対して選択的に反応する細胞が存在する．これを画像処理的の関数として記述する場合，
エッジ抽出とその結果の非線形変換によってモデル化することができる． 
このモデルを OpenCV で実装する場合，以下の 3 種類の関数を用いる． 
(1) フィルタ演算を行う関数 
  
(A) CUIで起動した場合 (B) GUIで起動した場合 
Fig. 20: OpenCV-RTCで表示される関数リスト 
 





これら 3 種類の計算を行う OpenCV 関数を OpenCV-RTC で実装，そのシミュレーシ
 
(A) V1 単純型細胞のモデルの結合図 
  
 
(B) 入力画像 (C) 出力画像 (D) V1受容野 
Fig. 21: (A) OpenRTM-aist上で構築したV1単純型細胞のモデル．下部はmkGaborKernel
のパラメータを表示している．simga や theta のパラメータを変化させることで様々な
V1の受容野を生成する．(D) 垂直なエッジに対して反応する V1 の受容野．theta を 0
に設定することで同一のカーネルが生成できる． 
 






1 void filter2D( 
2 const cv::Mat&  src, 
3 cv::Mat&   dst, 
4 int    ddepth, 
5 Const cv::Mat& kernel, 
6 cv::Point   anchor = cv::Point(-1,-1), 
7 double   delta = 0.0, 
8 int    borderType = BORDER_DEFAULT 
9 ); 





1 void@unused filter2D( 
2 cv::Mat  src@inport, 
3 cv::Mat&  dst@outport, 
4 int   ddepth@param=-1, 
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5 cv::Mat&   kernel@inport, 
6 cv::Point  anchor@param=cv::Point(-1,-1), 
7 double   delta@param=0.0, 
8 int   borderType@list/borderType=BORDER_DEFAULT 
9 ); 
第 1 引数である src と，第 4 引数である kernelはコンポーネントの外部からデータ
を与えるために，@inport属性を付与する．これによって，コンポーネントの入力ポー






OpenCV 関数である cv::getGaborKernel()を用いた独自関数 mkGaborKernel()関数
を作成し，OpenRTM-aist のコンポーネントに変換した； 
1 void mkGaborKernel(cv::Mat& dst, cv::Size ksize, double sigma, 
double theta, double lambda, double gamma, double psi, int ktype) 
2 { 
3 dst = cv::getGaborKernel(ksize, sigma, theta, lambda,gamma, psi, 
ktype); 





る．半波整流関数はその代表的な関数であり，これは OpenCV の cv::max()関数を使
用した Half_wave_rectification()関数を作成し，OpenCV-RTC を使用してコンポー
ネント化した． 







ることができる．その他，OpenRTM-aist のコンポーネントとして実行可能な OpenCV 関
数の一覧を Table 4 に示す． 






































































distanceTransformWraper OpenCV 2.4.5 関数の 
distanceTransform（ const Mat&, Mat&, int, int ）を
Wrap した OpenCV-RTC 独自関数 
distanceTransformWrapperWithLabels OpenCV 2.4.5 関数の 
distanceTransform（ const Mat&, Mat&, Mat&, int, int, 













show_image OpenCV 関数の 










できる OpenCV-RTC 独自関数 
save_image_seq 画像イメージファイルを連続して書き出すことが
できる OpenCV-RTC 独自関数 
load_matrix_seq 画像マトリクスファイルを連続して読み込むこと
ができる OpenCV-RTC 独自関数） 
save_matrix_seq 画像マトリクスファイルを連続して書き出すこと























                                                     
12 https://visiome.neuroinf.jp/ 
13 https://senselab.med.yale.edu/modeldb/ 











Github API を利用して，HI-brain のウェブサイトを構築した14．ウェブサイトの機能の
一つが Github API を利用した HI-brain 形式のモデル一覧である．研究者が Github アカ




要件 IV-I を満たすために新たに開発したシステムについて説明する．4.1 節で作成し
た疎粒度モデル用データ型である Timed_cvMat 型を使用することでモデル間の結合を
可能とする．しかしコンポーネントの内部処理で使用されている関数には，Timed_cvMat
                                                     
14 http://hi-brain.org/ 
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型を使用することはできない．使用されている関数が OpenCV である場合は cv::Mat へ，
MATLAB 関数である場合は MATLAB::mat へ変換する必要がある．そのため，cv::Mat
を中心としたデータフォーマット・データ型の形式変換ライブラリを作成した． 
現在このライブラリでは以下の変換が可能である． 
 cv::Mat ⇔ Timed_cvMat 型 
 cv::Mat ⇔ MATLAB::mat 
 cv::Mat ⇔ CameraImage 型 
cv::Mat は OpenCV の画像処理関数で利用される配列フォーマットであり，Timed_cvMat
は疎粒度モデルのコンポーネントの入出力データを格納するデータ型である．そのため
疎粒度モデルをコンポーネントとして記述する際には cv::Mat ⇔ Timed_cvMat 型の変
換が必要となる．また MATLAB は疎粒度モデル開発の主要言語であるため，MATLAB
で記述された関数を OpenRTM-aist のコンポーネントとして使用するには MATLAB 
Compiler を使用した C++ライブラリへの変換が必要となる．その際に使用するフォーマ
ットが MATLAB::mat であり，これと cv::Mat への変換を容易とすることで，MATLAB
で記述された既存モデルを容易にコンポーネント化することができる．CameraImage 型
は OpenRTM-aist で用意されている画像用データ型である．OpenRTM-aist でロボット開
発する際に広く利用されているため，cv::Mat と CameraImage 型の相互変換は既存コン
ポーネントを使用する際に必要となるだろう． 









このライブラリは 4.5 節で作成した HI-brain の公式サイトおよび Github15で公開してい
る． 
4.7. 容易な環境実装方法 






る．そこで要件 IV-II を満たすための追加開発として，HI-brain の環境を実装した Linux 
OS を作成し，HI-OS と名付けた． 
                                                     
15 https://github.com/hi-brain/ 
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HI-OS は Linux 環境の一般的なインストール手順に従うことで導入される．具体的に
は，(1) HI-OS を HI-brain のウェブサイトからダウンロード，(2) 物理マシン又は仮想マ
シン(VMware Player16 , Oracle VM VirtualBox17など)上にインストールすることで使用す
ることができる．インストール方法の詳細は HI-brain のウェブサイトに記載している．
このように手作業で構築する場合と比較して，より簡易で確実に環境を利用することが
できる．作成した OS は，メジャーな Linux である Ubuntu18を基にしているため， Linux
が未経験者であっても比較的問題を解決しやすい．またすでに Linux 環境を持つ研究者






基盤を使用することができる．HI-OS もまた視覚モデル研究者向け OS として公開し，
視覚モデル研究者共通の環境として使用されることを期待する． 











た．開発した機能は 3 章で述べた必要要件を満たし，OpenRTM-aist を疎粒度モデル開
発用基盤として拡張した． 




た．4.3 節では共有メモリを使用使用したデータ通信方式を作成，必要要件 II-III である
高速データ通信を可能とした．また 4.4 節では OpenCV を含むライブラリの各種計算ア
ルゴリズム及び既存モデルを，OpenRTM-aist の規約に従って呼び出すソフトウェアを








































5.4 節ではモデルの実装例として，小型計算機である RaspberryPi を複数用意し，それぞ
れ異なるモデルを実装し結合させた．5.5 節では HI-brain の利点の一つである，異なる















Fig. 22: 低次の器官モデルと高次視覚機能モデルとの結合例．(A) OpenRTM-aist 上
で網膜モデルと顔検出モデルを結合させた様子．(B) USBカメラの画像と顔検出の
結果．(C) 網膜モデルの Parvo 系の出力画像と顔検出の結果． 
 




ば多くの研究開発者に利点をもたらすと考えられる．そこで 4.2 節で説明した OpenCV-










Fig. 22-B,C に USB カメラで撮影された像と，網膜モデルの 2 種類の出力の一つであ
る parvo 系の出力結果を示す．左の RTC は USB カメラからの画像の取得を行う．中央
























マップ(Saliency map)と呼ばれる画像または 2 次元配列を出力する．Fig. 23 は赤い箇所
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て定量的に評価されており，モデル数は 30 を超えている21． 
本節では，視覚的注視位置を予測する新規モデルが，既存注視モデルの結合によって





                                                     
21 http://saliency.mit.edu/ 
 
Fig. 24: 作成した新規注視モデルの構造． 
 





上記のモデル構築の有用性を確認するために，2014 年 4 月の段階で MIT benchmark 
において高い評価値を得ていた 3 種の既存数理モデル：CovSal[48]，BMS[49]，Judd[50] 
をコンポーネント化し，OpenRTM-aist 上で実行できるようにした．各モデルの入出力デ
ータ型には 4.1 節の Timed_cvMat を使用し，モデル結合や出力の合成を可能とした．ま
 
Fig. 25: それぞれの重みに対する新規モデルの評価値のプロット図．3 角形の各端の
色はモデル単体での結果を示し，3角形の中心だと重みが等しい場合での結果を表し
ている．重みが?⃗⃗? = {0.2362,  0.3161,  0.4477}の場合，最大の評価値である 0.1082 を得
る． 
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たこれら 3 種類のモデルは MATLAB 言語で記述されていた．そのため MATLAB 言語
で用いられている行列形式 MATLAB::mat を Timed_cvMat 型に変換するライブラリを使
用した 
Fig. 24 に，3 つのモデルの線型和で表現される新規モデルを OpenRTM-aist 上で実行
している様子を示す． 
5.2.3. 新規注視モデルと定量評価 
3 種類の注視モデルを結合させた新規モデルの定量評価を行った．Fig. 25 に新規モデ
ルの定量評価値を示す．Fig. 25 は各モデルに対する重みとその評価値を色の濃淡で表し
たものである．色が白に近いほど評価値が高く，逆に黒に近い色ほど評価値が低いこと
を意味する．このことから Fig. 25 は上に凸の単峰性面であることがわかった．また適
切な線形重みを設定すると既存モデルの性能を超えることがわかった．具体的には 2014
年 8 月 8 日時点で，MIT Saliency benchmark の総合評価値が 1 位であった．以下に詳細
を記す． 
モデル CovSal，BMS，Judd の出力である顕著度マップをそれぞれ𝑆CovSal， 𝑆BMS，
 𝑆Juddと表すこととする．また線形重みをそれぞれ𝑤CovSal， 𝑤BMS， 𝑤Juddと表すことと
する（ただし𝑤CovSal + 𝑤BMS + 𝑤Judd = 1）．新規注視モデルの顕著度マップ𝑆mixは 
 𝑆mix = 𝑤CovSal ⋅ 𝑆CovSal + 𝑤BMS ⋅ 𝑆BMS + 𝑤Judd ⋅ 𝑆Judd 
(1
0) 





要となる．MIT benchmark site では Saliency モデルの情報が記載されており，これらは
いくつかの評価基準を用いて評価されている．MIT benchmark site が開設された 2012 年
1 月から 2014 年 8 月 12 日まで，モデルの定量的評価方法は (i) 信号検出理論に基づく
AUR（Area Under ROC curve），(ii) 2 種のマップを 2 次元関数とみなして類似性を評価
する Similarity，(iii) 2 種のマップを 2 つの画像とみなしその類似度を測る EMD（Earth 
Mover’s Distance；画像検索に用いられる距離尺度）が採用されていた．AUR と Similarity
は数値が高いほど精度が高く，EMD は数値が低いほど精度が高いことを意味している．
本節で作成するモデルはこれら 3 種の評価方法に対して優れた性能を持つものとする．






TOTAL の値を最大にする最適な重み値 ?⃗⃗? = {𝑤CovSal, 𝑤BMS,  𝑤Judd} を決めるために，
被験者に提示した 1003 枚の画像とこれらに対応する 1003 枚の注視マップを用いた．使
用した画像は MIT data set として公開されている22．この結果を Fig. 25 に示す．これは
各モデルに対する重み?⃗⃗? に対する新規注視モデルの顕著度マップの評価値を色の濃淡
                                                     
22 http://people.csail.mit.edu/tjudd/WherePeopleLook/index.html 
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で示したものである．評価値TOTALは重みを?⃗⃗? = {0.2362, 0.3161, 0.4477}とするとき最
大となることがわかった．この時の重みをもつ新規モデルを Mixture of Saliency Models
（MSM）と名付けた．MSM の総合評価値はいずれのモデルよりも高い値を持つ．画像
によっては改悪されるものもあったが，1003 枚全体では統計的に有意な改善であった
（2 項検定；𝑝 < 10−6）．このことから既存モデルを線形結合する単純なモデル構築手法
であっても，有効性の高い新規モデルを開発できる可能性があることを示唆する．しか
し，MSM の構築に用いた 1003 種に対して過度に適合(オーバーフィッテング)しており，
他のデータでは性能が下がる可能性がある．そこでMSMの汎化性能を評価するために，
注視マップを公開していない画像 300 枚を用いた性能評価を MIT benchmark チームに
依頼した．その結果，2014 年 8 月 8 日時点で 1 位の総合評価値が得られた．なお MSM
が 1 位となった 4 日後に評価方法が変更されたり，新たに SALICON[51] と呼ばれる高
い評価値を示すモデルが提案されたりしたため，2016 年時点で MSM は 1 位ではない．




Fig. 23 左上を入力とした場合，コンポーネントとして使用した，既存モデル CovSal，
Judd，BMS の出力を Fig. 23 下段に示す．Fig. 23 の上段中央は grand truth であるヒトの





























一般的である Simoncelli & Heeger モデル(SH モデル)[8]を既存モデルの例として使用し，
2.3 節で紹介した Nishimoto らの最新知見[15]を基に SH モデルに改良を加えた．具体的










から MT 野への情報の伝達経路が存在することが知られている[54]．SH モデルは V1 野
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と MT 野の関連性と，MT 野の速度選択性を再現している．故に SH モデルは V1 野と
MT 野の 2 段階の構成によって構築され，MT 野の速度選択性を再現している． 
SH モデルは，V1 野と MT 野の 2 つの段階で構成されている(Fig. 26)．初めに，V1 野
の前段階の処理として，与えられたパターンの正規化を行う．これは網膜上で行われて
いる処理と近似しており，脳領野に入力を与える前段階の処理として重要である[55]．


















 𝑓𝑡 = (𝑓𝑥 cos𝜃 + 𝑓𝑦 sin 𝜃)𝑉 (12) 
𝜃はその MT の選択的運動方向を意味する．ゆえに一つの速度は，2 次元フーリエ空
間内では一つの線，3 次元フーリエ空間内では一つの面として表される(Fig. 27-(A))． 
SH モデルではこの速度を検出するために，この面に沿うように興奮性の受容野をリ
ング状に配置し，抑制性の受容野がこれの周囲に分布した形をしている(Fig. 27-(B))．こ





けでなく様々な形状を持つ(Fig. 28)．Nishimoto らはより現実に即した MT の反応を見る
ために，一般的に実験で一般的に使用されているグレーティングなどの合成刺激でなく，
自然動画に近いものを入力として使用した．この結果，実際の MT の受容野はリングの
一部(𝑓𝑡が 0 に近い部分)が欠けた形状の受容野(分離リング型受容野)，または𝑓𝑡が 0 に近 




(1) 速度面(𝑉 = 1, 𝜃 = 0) 
 
(B) SHモデルの受容野(𝑉 = 1, 𝜃 = 0) 
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はごく少数であった(Fig. 28-1,2)．ゆえに SH モデルは MT 野ニューロンをすべて再現し
  




(2) 領域型受容野 (4) 分離リング型受容野 
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ているのではなく，様々な形状を持つ MT 受容野の中のごく一部を再現している． 
3.4 節では，Nishimoto らはこれら MT ニューロンを再現する定量的モデルを構築する
ために，モデルフレームワークの内部構造を変化させ最も精度の高いモデル構造を明ら
かにした．ここではゼロから新規モデルを構築するのではなく，既存の SH モデルのプ
ログラムに対して改良を加えることで，4 種類の MT 受容野を再現するモデルを構築す
る． 
SH モデルを改良するために，実際の MT ニューロンの多くは𝑓𝑡が 0 の場合は反応強
度が弱まる点に着目した．SH モデルが再現するリング型受容野は，周波数に依存しな
いある一つの速度を検出する．𝜃 = 0, 𝑉 = 1の場合は，𝑓𝑡 = 𝑓𝑥に該当する周波数を持つ動
きを検出する．しかし，𝑓𝑡 = 𝑓𝑥 = 0の場合もこれに含まれる．つまり動きの見られない
刺激に対してもこの受容野は動きを検出する．例えば𝜃 = 0,𝑉 = 1の MT 受容野は，静
止した水平方向の縞に対して動きを知覚する．それに対して分離リング型受容野は，





















(𝑓𝑥 cos 𝜃 + 𝑓𝑦 sin𝜃)
2








えている．ε によって空間周波数が小さい場合にその反応強度を抑える効果がある (Fig. 
29-1)．リング型，分離リング型，領域型受容野を比較した場合，これらの差異は抑制範




𝑉′(𝑓𝑥, 𝑓𝑦, 𝑓𝑡, 𝜃; 𝜀, 𝛿) =
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2
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だけでは，結合リング型受容野を再現することは難しい．𝛿の値が 1 に近いほど抑制強 
度は低下し，𝛿が 0 に近いほど抑制強度は増加する(Fig. 29-2)． 









Fig. 29: パラメータによる重みの変化． 
 




小さくすることで再現することができる．(3)は Fig. 28-3 と同様の 結合リング型受容野
を，(4)は Fig. 28-4 と同様の分離リング型受容野を再現している．これらはそれぞれ異
なる抑制強度を与えることによって再現することが可能である． 
SH モデルのプログラミングコードを改良することで新規モデルを実装した．
Simoncelli らは MATLAB で記述された SH モデルを公開しており，ダウンロードし実行 
することで SH モデルのシミュレーションを行うことができる23．このコード上では SH
モデルは 9 つの関数で構成されている(Fig. 31-A)．V1 野はフィルタリング・全波整流・





HI-brain 上での既存モデル改良例として，SH によって提案された MT モデルを，最
新の知見に従って改良を加え，新たな MT モデルとして提案した． MT は様々な形状
の受容野を持つが，SH モデルはリング型受容野のみ再現する．我々のモデルは多様な
MT 受容野の形状の違いを 2 つのパラメータの違いで再現することを可能にした．これ 
                                                     
23 http://www.cns.nyu.edu/~lcv/MTmodel/ 





(1) リング型受容野 (3) 結合リング型受容野 
  
(2) 領域型受容野 (4) 分離リング型受容野 
Fig. 30: シミュレーション結果から得られたMT受容野． 
 






(A) コンポーネント化した SHモデル 
 
(B) SHモデルを一部改良して作成した新規モデル 
Fig. 31: コンポーネント化した SH モデルと改良した新規モデル． 
 








本節では HI-brain の汎用性を示すために，複数台の RaspberryPi を使用した並列分散処
理による視覚モデルシミュレーションを行う．一般的な計算機以外でもモデルの動作が
可能であり，容易に並列分散処理が可能であることを示す． 
Raspberry Pi はコンピュータ科学教育を目的とした小型計算機である．Raspberry Pi に
対応した様々な OS が公開されており，microSD に OS をインストールすることで一般
的な計算機と同様に操作可能である．一般的な計算機と比べて非常に安価であり，複数
台のマシンを容易に揃えることができる．本節で使用する Raspberry Pi はその一種であ
る Raspberry Pi 2 Model B24を使用する．これは 900MHz の 4 コア CPU と 1GB の RAM
を搭載している．また個々の Raspberry Pi の計算処理結果を表示するためのディスプレ
イとして，Adafruit PiTFT - 320x240 2.8" TFT+Touchscreen for Raspberry Pi25を搭載させた． 
実装するコンポーネントは，以下の 4 種類を用意した． 
                                                     
24 https://www.raspberrypi.org/products/raspberry-pi-2-model-b/ 
25 https://www.adafruit.com/product/1601 









③ V1 モデル 
V1 野ニューロンの性質の一つである方位選択性をシミュレーションするコン
ポーネント 




これら 4 つのモデルコンポーネントを作成し，Raspberry Pi 上に構築した HI-brain 環
境で動作させる．これらコンポーネントを結合させた様子を Fig. 32 に示す．Fig. 32-(A)
は全体の結合関係である．各ディスプレイにはその Raspberry Pi での処理結果を表示さ
せている．Raspberry Pi は LAN ケーブルを介して繋がっており，モデル間のデータ授受
は全て LAN ケーブルを介して行われる．Fig. 32-(B)(C)(D)(E)は個々のモデルの様子を見











モデルの実装例として，複数台の Raspberry Pi を利用したモデル実装を示した．各




Raspberry Pi にモデルを構築する利点の一つに，モデルとその動作環境を SD カード
内に格納することができる点がある．Raspberry Pi にはハードディスクなどはなくスト
レージはすべて SD カードで賄う．この SD カード内に OS をインストールして動作さ
せているため，Raspberry Pi で動作させたいモデルを変更する場合は SD カードを入れ
替えるだけでそれが可能となる．また他研究者にモデルを渡す場合でも，これまではそ





本節では 2 つの領野モデルと 1 つの器官モデルを結合させている．これらは視覚機能
に関わる領野全体から見るとごく一部であるが，Raspberry Pi の台数と実装するモデル
を用意することができれば，Raspberry Pi でも十分に大規模モデルのシミュレーション
が可能であると考えられる．実際に Simon らは 64 台の Raspberry Pi を使用した計算機
クラスタによる並列計算基盤を構築している[56]．また Raspberry Pi は組み込み機器と
しての需要があり，それは様々なロボットや電子機器に作成した視覚モデルをそのまま
ロボットなどに実装可能であることを意味する． 



















Fig. 32: Raspberry Pi でのモデル構築例．(A)は結合関係の全体像である．個々のコ
ンポーネントが異なるモデルを実装しており，網膜イメージ，網膜モデル，V1 モ




















ル結合を本基盤が可能にすることを示す．本基盤は様々な OS(Windows, MacOS, Linux






である． それを確認するために，一般的なノート PC2 台と， RaspberryPi を使用した
モデル結合を行った．Fig. 33 は実装した計算機を結合させた様子と，モデルの結合図を 

















ート PC 上には網膜モデルを，右のノート PC には Saliency モデルコンポーネントをそ
れぞれ実装している．Fig. 33(B)は OpenRTM-aist のツールの一つである RT System Editor
が各ハードウェア上のモデルを認識している様子である．RT System Editor は 3 台のハ

































                                                     
26 http://www.openrtm.org/ 







して，運動視の一般的なモデルである Simoncelli と Heeger が提案したモデルを最新の
知見に基づいて改良した．具体的には，まず Simoncelli らが作成したモデルのプログラ


















用が困難である点である．たとえば Windows7 (64bit) 上で本プラットフォーム環境を構
築するには Java JRE，VisualStudio，cmake をはじめ，その他 7 種類のソフトウェアの適
切な事前設定とインストールが必要であった．OpenRTM-aistと同様の問題ではあるが，
HI-brain の場合は boost や OpenCV ライブラリのインストールも必要とするため，手順
はより複雑化している．これを解決するために，HI-brain 環境を標準でインストールし
た OS を用意した．しかし脳研究者にこれを実装するための物理または仮想環境のセッ
トアップを期待しなければならない．また Linux は脳研究者にとっては一般的な OS で





開発では，モデルの作成や修正，シミュレーションなどは MATLAB の IDE での作業で
ほぼ完結している．しかし本基盤でモデルを結合させるには，まず Eclipse でコンポー
ネントの概要を記述し，テンプレートを作成する．次に cmake でビルド用ファイルの生
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