I. INTRODUCTION
R ANGE based radio localization relies on models of the radio channel that incorporate distance as a parameter [1] . Such models allow for inferring on the transmitter-receiver distance from observations of range dependent channel features. For example currently deployed communication systems estimate the distance from the received signal strength based on a validated path loss model [1] . Wideband communication systems potentially allow for the exploitation of additional distance dependent information inherent in the dispersive behavior of the radio channel for localization purposes. Delay dispersion is characterized by means of the delay power spectrum, which is defined as the expectation of the squared impulse response. Thus, models describing the behavior of the delay power spectrum versus distance are in demand.
The delay power spectrum is a key component in wireless communications research of most stochastic models of the channel impulse response. The delay power spectrum is typically modeled as a one-sided exponentially decaying function of the delay [2] . Moreover, the power is normalized and the reference delay (origin) is selected to coincide with the onset delay. These transformations do not affect the bit error rate performance of communication systems operating in these stochastic channels, but the distance information potentially exploitable for localization is removed. Distance information is included in separate path loss models for an entire building [2] - [5] or for a single room [6] - [8] to perform coverage analysis.
We consider models for the in-room scenario as a basic element to cover entire buildings. Models of the delay power spectrum of in-room channels relying on reverberation theory, or room electromagnetics, have been recently proposed in [9] - [13] . These room electromagnetic models characterize the tail of the delay power spectrum, which is caused by reverberation, an effect similar to that occurring in room acoustics [14] . However, these models ignore the early part of the delay power spectrum, which is typically exploited for localization.
In the present contribution, the distance dependent model of the delay power spectrum is motivated by experimental observations [9] , [11] , [15] indicating that it exhibits an early, or primary, spike-like component followed by an exponential decaying tail. A model with a similar shape ("spike plus exponential tail") for outdoor scenarios was considered in [16] without including the distance dependence. The model proposed here consists of a primary and a reverberant component. The primary component is a Dirac delta function weighted according to an inverse distance power law . The reverberant component is exponentially decaying with a distance-dependent onset and a reverberant field like behavior [11] . We denote the latter component as reverberant component, even though a reverberant field might not be entirely formed [9] .
In this contribution, we extend the work presented in [17] . We derive the moment generating function and the kurtosis of the delay power spectrum. Additionally, a detailed investigation of the distance dependence of the primary and reverberant component is provided. This study leads to the concept of reverberation region. Furthermore, this contribution focuses on the validation of the model and uses additional experimental data in comparison to [17] . The relevance of the proposed delay power spectrum model is demonstrated by relating it to other published models and by means of two applications. These applications are a distance dependent model for the Rice factor and a time-discrete model to generate impulse responses.
The path loss prediction shows good agreement with the two distinct behaviors observed at both short and medium transmitter-receiver distances. So far this different behavior was not considered in path loss models, see e.g., [7] and references therein. We observe a good agreement between predicted values and estimates of the mean delay together with a predictable distance dependency, which is critical for localization purposes. The predicted and estimated values of the root mean squared (rms) delay spread are close with a distance behavior similar to that reported in [18] , [19] for small to intermediate ranges.
II. MODEL OF THE DELAY POWER SPECTRUM
We consider an in-room environment as illustrated in Fig. 1 and assume that the wavelength is small compared to the smallest dimension of the room. The bandwidth of the considered system is assumed high enough to observe frequency fading (delay dispersion), but too low to separate single propagation paths in the environment.
We define the delay power spectrum as the expectation of the squared magnitude of the impulse response :
where is the delay and is the transmitter-receiver distance. The expectation operator represents the mathematical abstraction of an averaging procedure to suppress variations due to small and large scale fading. This averaging procedure is used in [20] to obtain the so called long-term power delay profile. Realizations of are sampled at different transmitter and receiver locations. Fig. 1 illustrates the empirical observation that the delay power spectra in such an in-room scenario consist of an early part and a tail [9] - [11] , [15] . The early part is strong at short distance and gradually vanishes as the distance increases and the tail has the same exponential decay 1 regardless of the transmitter-receiver distance.
We propose to model the delay power spectrum as a superposition of a primary and a reverberant component, each of which is distance dependent (see Appendix A): (2) Subscript " " indicates the primary component and subscript " " the reverberant component. The primary component represents the early part of the delay power spectrum. It consists of the component resulting from direct propagation and possibly a superposition of components that may originate from first-order TABLE I  PARAMETERS OF THE PROPOSED MODEL reflections on the floor, ceiling, and walls. We model the primary component as (3) where is the path gain exponent, is the Dirac delta function, the speed of light, and is the gain at an arbitrary reference distance . We chose the Dirac delta function as an approximation of the superimposed multipath components resulting from direct propagation and first order reflections as they cannot be resolved due to the bandwidth limitation.
The reverberant component is contributed by the multitude of higher order reflections in the room, which yield the tail in the measured delay power spectra. We model it as an exponentially decaying function with onset equal to the propagation time between the transmitter and receiver: (4) where is the reference gain of the reverberant component. In analogy to room acoustics [11] , [14] we term the reverberation time.
The assumed exponential decay in (4) is inspired from experimental observations from literature [9] - [11] , [15] . Reverberation theory [11] , [13] , [14] , [21] predicts an exponentially decaying tail that exhibits a behavior with distance similar to (4). However, there may be other propagation phenomena leading to such an exponential decay. In this contribution we do not validate if the tail is created by reverberation; instead we rely only on experimental evidence to model the tail. Reverberation theory provides counterparts to some of the parameters that we use in Sections III-VI. Therefore we use a terminology inspired by reverberation theory. The parameters of the model of the delay power spectrum are summarized in Table I .
We will see in Sections III-VI that the model (2)-(4) allows for the derivation of secondary models characterizing the behavior versus distance of narrowband parameters, like path loss and K-factor, and wideband parameters, like mean delay and rms delay spread.
A. Path Gain and Path Loss
The average path gain at distance is obtained by integration of the delay power spectrum (2) with respect to delay:
The component decays as , while decays exponentially. Note that the average path loss is defined as the inverse of the average path gain: . For mathematical convenience we consider the average path gain in the sequel and refer to it as path gain.
It is convenient to define a reverberation ratio as the fraction of the total power contained in the reverberant component:
By definition ranges from zero to unity. The introduction of the reverberation ratio simplifies the equations in the sequel. Furthermore, we chose to parameterize the model in terms of the reverberation ratio at the reference distance , i.e., we recast (6) and (7) with as a parameter:
The parameter indicates the balance between the primary and reverberant components at the reference distance. The ratio corresponds to the ratio of primary versus reverberant component at the reference distance. The special case , i.e., the reverberant component vanishes, leads to the "one-slope" model [4] (10) 
B. Properties of the Reverberation Ratio
The reverberation ratio ranges by definition between zero and unity. In the following we derive properties of under the assumption that . We observe from (9) and nent. The distance where is maximum is obtained by differentiation of (9) and equating the result to zero: (13) At this distance the reverberation ratio is (14) Notice that only depends on , and , the speed of light. The value depends in addition on and . It is less than unity except for the case , i.e., when only the reverberant component is present. For the examples shown in Fig. 3 , is 12 m.
C. Mean Delay and Root Mean Squared Delay Spread
The mean delay is obtained from the delay power spectrum (2) as (15) (16) The first term in (16) is the delay of a directly propagating component and the second term results from the reverberant component. The mean delay is a function of the distance between transmitter and receiver and its value increases with distance. 
From the limits of given in (12) and from (16) we conclude that (18) Note that the distance range considered in the plot of Fig. 2 
Hence the behavior of determines that of . Using (14) and the fact that is unity in the case where there is only a reverberant component we obtain the following upper bounds: (21) Furthermore, it can be seen from (12), that (22) The rms delay spread is depicted as a function of distance in 
D. Centered Moment of Order k and Kurtosis
Analytical expressions for the centered moments of the delay power spectrum (2)- (4) are given in Appendix B. The third and fourth moments show similar dependency versus distance as the rms delay spread and therefore we omit presenting these results.
The kurtosis of is used in localization to distinguish between line of sight or non-line of sight situations [22] - [26] . The kurtosis of the delay power spectrum is (23) where is the normalized th centered moment of the delay power spectrum (55) derived in Appendix B. After inserting and in (23) we see that for small and large distances approaches infinity. For intermediate distances approaches its minimum value of nine, which coincides with the kurtosis of the exponential distribution [27] . Fig. 2(d) shows (23) for different settings of . We find the maximum of the moments of order by equating the derivative of to zero. Since these moments depend only on via , we can write
The first factor in the right-hand product is positive, and therefore the root of (24) coincides with the root of the second factor, which is . Thus, all moments of order attain their maximum value at distance . Furthermore, since we obtain (25) For , (25) combined with the identity yields the upper bound of the rms delay spread in (21) .
E. Reverberation Region
For particular parameter values, it may occur that the power of the reverberant component equals or exceeds the power of the primary component at some distances, i.e., or equivalently . The reverberation region is the interval of distances for which :
The reverberation region is non empty if, and only if,
We define the reverberation distance as . We consider the following three cases: 1) Case : In this case the primary component is dominating over the reverberant component over all distances and is the empty set.
2) Case
: The reverberation region is a singleton: . In the graph of the path gain versus distance we observe a maximum of 3 dB deviation from (see Fig. 2 (a)). We denote this largest possible reverberation distance . The parameter is of importance since it can be used for interpreting measurements: If the measured power does not exceed by 3 dB at distances smaller than , it will never occur. This result may be useful e.g., for the planning of in-room channel measurements.
3) Case : In this case , with . The endpoints of the reverberation region are the two solutions of the identity . After some algebraic manipulations this identity can be written as (28) This expression can be solved in terms of the Lambert function [28] . 2 For , the Lambert function provides two real solutions denoted by and , respectively [28] . By inserting the left hand side of (28) for in we obtain (29) We obtain by replacing with in (29) . We derive the following special values for the boundaries of the reverberation region:
We see from (32) that depends only on the reverberation time. We can use this result, together with an estimate of , to estimate for a given room. To obtain an estimate of from 2 The Lambert function is the (multi-valued) inverse of the complex function [28] . For any complex number , the values of satisfy [28] . the rms delay spread one might simply average the rms delay spread estimates obtained for distances within an interval where these estimates show a constant trend. For the case that the maximum of the rms delay spread is and, similarly, .
F. Relation to Other Models and Measurements
The contributions [9] , [11] investigate the delay power spectrum in reverberant environments. In [11] it is shown that a diffuse field induces a delay power spectrum with an exponentially decaying tail. As shown in [9] , the diffuse field occurs after an initial build up phase. The analysis in [9] indicates that the buildup phase lasts for so long that it cannot be neglected. This leads the authors to propose a model of the delay power spectrum with a non-exponentially decaying tail. The exponentially decaying tail in the model (2)- (4) is motivated solely by empirical observations. Therefore, the model is valid as long as (4) holds. A modification of (4) towards a non-exponential decay as in [9] is straightforward. Note that one of the two measurements in [9] is well described by an exponentially decaying tail.
Neither [9] nor [11] report the delay power spectrum in a form suitable to derive secondary models for path loss, mean delay, etc. versus distance. The model in [9] characterizes the delay power spectrum as a direct ray plus a non-exponential tail 3 for an average transmitter-receiver distance corresponding to the mean-free path 4 of the room. In [11] the early part of the delay power spectrum and the distance dependent onset of the tail are not specified. The way the models in [9] , [11] are constructed hinders the derivation of secondary models. In contrast, the model (2)-(4) induces such secondary models (see (8) , (16) , and (20) ).
Published measurements of the received power [29] , [30] indicate a distinct behavior at short, intermediate and large distances. The decay of the total power versus distance, however, is commonly approximated with a one-slope model [7] , [29] , [30] . The approximation with a single path loss exponent leads to estimates of the path loss exponents smaller than the free space exponent and an overall poor model prediction. The path gain model in (8) mimics the difference in behavior at short, intermediate and large distances, as can be seen in Section II-A.
We introduce in Section II-E the new concept of reverberation region, where the reverberant component dominates. Furthermore, we define the reverberation distance to be the lower boundary of the reverberation region, cf.
in (29) . At this distance the primary and reverberant components have equal power, so our definition is in line with the classical definition of the reverberation distance or "effective radius" well known in room acoustics [14] and room electromagnetics [11] , [31] . Note, however, that in our model, a second such distance might exist, namely , due to the fact that the power of the tail decays exponentially versus distance.
According to the model (20) , the rms delay spread increases with distance up to the reverberation distance, stabilizes at a constant plateau within the reverberation region, and decreases outside the reverberation region. The empirical values of the rms delay spread reported in the survey [32] exhibit inconclusive behavior with respect to distance dependence: the rms delay spread is reported to both increase and decrease with distance. We conjecture that this behavior may be due to the used rms delay spread estimators. The measurements and results from ray-tracing simulations reported in [18] , [19] agree with (20) .
In summary, the model (2)- (4) of the delay power spectrum induces secondary models for the path gain, mean delay and rms delay spread etc. versus distance. These secondary models are interconnected via the initial model (2)- (4), in the sense that they share common parameters and are thus consistent. This consistency cannot be ensured when the models are derived independently from each other, as currently done in the literature. Our secondary models show good agreement with experimental data published in [7] , [11] , [18] , [19] , [29] - [32] . In the following two sections, we validate the model (2)- (4) by comparing the predictions achieved with the secondary models to measurements.
III. MEASUREMENT DATA
We validate the proposed model by means of measurement data from a campaign [33] conducted at the DLR premises in Oberpfaffenhofen, Germany. In the following we describe in detail the measurement campaign and the post-processing of the measurement data.
A. Measurement Campaign
Measurements were collected in a meeting room (R4) and an adjacent office (R3) depicted in Fig. 4 . The dimensions of R4 and R3 are and , respectively. The inner walls are made of plaster boards. As visible in the panograph, the outer "wall" consists mainly of four windows (W1-W4) and two concrete pillars in R4. The office has only three windows (W5-W7). The window frames are metallic and the glass is metal coated. In both rooms the heights of the transmit and receive antennas were 1.26 m and 1.1 m, respectively. The environment was static and no one was in the room while the measurements were taken.
The measurement data were collected using the Rusk-DLR channel sounder [34] operating at 5.2 GHz. The transmitter and receiver were synchronized to a common Rubidium clock via cables throughout the measurements. The used transmit antenna [35] is omni-directional with 3 dBi gain. The receiver was equipped with a uniform circular array of monopoles with diameter 75.18 mm. These monopoles were connected to the receiver via a multiplexer. The multiplexer and the cables connecting the receive antennas to it introduce an additional known delay which could not be removed in the calibration process but can be accounted for during the post-processing. In a measurement cycle all eight channel frequency responses are sequentially measured. The sounder was operating in "burst" mode. In each burst consecutive measurement cycles are performed. The duration of one burst is . In between bursts, the sounder pauses for data storage, resulting in the burst repetition time . The setting of the sounder selected for the measurement campaign is reported in Table II. Channel measurements were obtained for seven fixed receive antenna array locations (Rp1 to Rp7), shown in Fig. 4(a) . The transmit antenna was mounted on a model train which moved a movement of 0.005 wavelengths within a burst. Over this distance the channel response can be considered quasi-static. Between two consecutive bursts , the transmitter moved 1/6.3 wavelengths.
B. Post-Processing of the Measurement Data
We apply the following post-processing procedure on the experimental data. The measured frequency responses are averaged over all cycles in each burst to reduce noise. The resulting averaged frequency response is denoted by where is the index of the receive array element at receiver position index and at transmitter position along track . The brackets around indicate that the frequency variable has been discretized, due to the measurement process. We estimate the path gain of the channel for the transmitter at position along track and the receiver at position as (34) To estimate the delay power spectrum of the said channel we first average the modified periodograms of , : (35) In this expression is the inverse discrete Fourier transform of the function given as an argument and denotes a Hann window applied to suppress sidelobes. We obtain the estimated delay power spectrum by shifting (35) ahead by to remove the additional delay due to the cables and multiplexer: (36) Note that, the positions at which the measurements used in the average in (35) were taken only span one wavelength. Therefore the estimate undergoes large scale fading. The mean delay estimate is obtained by numerical integration of (15) with replaced by a truncated version of . Indeed, to reduce the effect of noise we use only the parts of exceeding a threshold ; see Fig. 5 . 5 The rms delay spread and higher order moments are estimated similarly, e.g., using (19) . The limited bandwidth of the measurement system affects the estimation of the rms delay spread of the channel. We compensate for this by subtracting the second central moment of the inverse Fourier transform of from the second central moment of the truncated version of . By applying the above post-processing to any of the average frequency responses gathered from the measurements in room R3 and R4 we obtain data sets denoted as and , respectively. These data sets are used for the validation of the model. Each set consists of estimates of the delay power spectrum, path gain, mean delay, rms delay spread, higher moments, the kurtosis and the corresponding transmitter-receiver distances inside the room.
IV. VALIDATION OF THE PROPOSED MODEL
The estimated delay power spectra in Fig. 5 confirm the observations from [9] - [11] , [15] that: i) the reverberant tails coincide and ii) the primary component vanishes for large distances. Thus, the assumptions underlying the model (2)-(4) of the delay power spectrum are fulfilled. Fig. 6 shows the estimates of the delay power spectrum versus transmitter-receiver distance for room R4. The estimates are shown for distances obtained from receiver positions Rp1 to Rp4 and all transmitter locations along the two tracks. We apply no spatial averaging within distance sections as done to obtain the delay power spectrum estimates depicted in Fig. 5 . The similarity of the reverberant tails is apparent for the four receiver positions and all transmitter locations along the two tracks.
We now validate the model (2)-(4) by checking its predictions of path gain, mean delay, rms delay spread and kurtosis. 5 The spatially averaged delay power spectrum is obtained as the average of over all transmitter and receiver positions in room R4. For a given distance , is the spatial average of over all transmitter and receiver positions with distance belonging to a section centered around . Distance sections have a length of 4 wavelengths and stretch over the full range of transmitter-receiver distances. To this end, we split the data set into a fitting set and a validation set . We let be the data set for receiver positions Rp1 to Rp4 and be the data for receiver position Rp5 in room R4. Notice that , and . Similarly is split into and corresponding to receiver positions Rp6 and Rp7, respectively, in room R3.
For we fit the model (2)- (4) by first estimating from the estimated delay power spectra and afterwards estimating the remaining model parameters by non-linear least squares fitting of (8) to the scatter plot of estimated path gains versus distance. The reverberation time is the least square estimate of the slope of the estimated log delay power spectra within the delay range as indicated in Fig. 5 . The value of is chosen to reduce the influence of the primary component on the slope estimate. We chose to be the delay sample closest to the propagation time between transmitter and receiver at the maximum transmitter-receiver distance occurring in plus one pulse duration. The value of is the largest delay sample such that exceeds the threshold . For
, we obtain in this way
. We obtain the same value for . The parameters , and are estimated by fitting the path gain model (8) with reference distance to the scatter plot of estimated path gain values versus distance for . We use a non-linear least squares estimator [36] with as input. This procedure is repeated for . The estimates of for and are listed in Table III . For comparison we also report the estimates of the parameters of the one-slope model obtained via linear least squares fitting.
The ability of the two models to fit and predict the experimental power values in dB is evaluated by comparing their respective root mean squared errors (RMSEs), which are reported in Table III . The model (2)-(4) yields a lower RMSE for and than the one-slope model. This is expected since the former model contains more parameters than the latter and includes it as a special case. Furthermore, when comparing the RMSE values for the fitting and validation data in room R4, we see that the one-slope model yields a higher value for the validation data, while the proposed model achieves a lower value. Compared to the one-slope model, our model not only fits the data better, but also yields a better prediction, thus justifying its added complexity. The reason for the proposed model's superior prediction ability appears from Fig. 7(a) : it provides a close fit at all distances whereas the one-slope model shows its best fit for the range of distances corresponding to the bulk of observations. Fitting the one-slope model to , where the bulk of observations is at distances larger than 4 m leads to larger deviations at short distances. This is apparent by swapping the roles of the data sets and : In this case, the one-slope model shows poor prediction for . A similar effect can be observed for room R3 in Fig. 8(a) ; however, the fit is worse at short distances as the bulk of samples covers larger distances in . The proposed model allows for the prediction of wideband parameters such as mean delay, rms delay spread and kurtosis.
The prediction values are compared to estimates obtained from and in Figs. 7 and 8 , respectively. We observe a good general agreement in trend between the predicted parameters and the estimates computed from both fitting and validation data sets for room R3 and R4. This agreement is remarkable considering that the model parameters are obtained from fitting the path gain model, but not the wideband parameters.
We quantify the agreement for by comparison of predictions obtained with the secondary models of the wideband parameters with spatial averages of the corresponding estimates. We compute the average of mean excess delay , rms delay spread and kurtosis evaluated at the same set of distances exceeding 2 m as used for the experimental data. The relative errors between the average values of estimates and the corresponding values predicted by the models for room R4 are for mean excess delay, for rms delay spread, and 3.4 for the kurtosis. Using the values from model prediction, the relative errors amount to 16%, 11% and 35%, respectively. The average values of estimates are observed to be close to the model predictions, especially when considering that varies by for different settings of and/or . We remark that by using the procedure described in [17] , which uses the rms delay spread to compute an estimate of , we can obtain a better agreement of the rms delay spread and mean delay. However, with this "fine tuning" of the model one uses more data for the fitting procedure and thus discards the rms delay spread for prediction/validation purposes. In this contribution we focus on the model validation and therefore we use for model fitting the estimate obtained from the slope of the estimated delay power spectrum.
The variation of the estimates of mean delay, rms delay spread and kurtosis around their respective model prediction is occasionally large. This is caused by small and large scale fading, which is not entirely removed in the estimated delay power spectra used to compute the parameter estimates. Additionally, for some transmitter locations we observe strong peaks with a delay separation of approximately 35 ns, e.g., indicated with arrows in Fig. 5 and the lower panel in Fig. 6 . These peaks originate from propagation paths that are generated by multiple reflections between the metallic whiteboard and the windows. These multiple reflections were identified in [21] as Fabry-Pérot modes.
The truncation of the delay power spectrum in the post-processing may distort the estimated parameters. To evaluate the relevance of this effect, we modified the proposed model to include the truncation in the delay power spectrum. For the investigated environment and chosen this led to no significant changes of the predicted path gain and mean delay. However, in the considered scenario the truncation reduced the predicted rms delay spread by at most 0.5 ns. We also noticed a reduction of the predicted . This effect is, however, of no practical rel- evance, since the value is still much larger than the length of the diagonal of the room.
A. Model Parameter Estimates
Estimates of the model parameters are listed in Table III . The estimates of the path loss exponent for both rooms ( and ) reported for the one-slope model are slightly below published values obtained from in-room measurement data; see [7] and references therein. The path gain exponent estimate for room R4 computed from is which is in the range of values reported in [7] . The measurements used to generate were taken within the reverberation region. This explains why the estimate of the path loss exponent is only . Path loss exponents below two are traditionally attributed to wave guiding effects. However, considering the room dimensions, a reverberation phenomenon seems to be a more plausible reason of the low values.
For room R4, the estimated path gain exponent of the proposed model's primary component is close to the exponent of free-space propagation. The value indicates that at 1 m distance 35% of the total power is contained in the reverberant component and with increasing distance the reverberant component will gain importance. For room R3 we obtain , which is even larger than for R4. Thus, the reverberant component in these two rooms significantly contributes to the total path gain.
The estimate of the reverberation time is within the range of values reported in [11] , [12] , [15] , [37] , [38] . The estimated reverberation distance is about one sixth of the maximum possible distance in rooms R3 and R4. This indicates that the reverberant component dominates over the primary component for a large portion of the room. This in turn leads to the low path loss exponents that we also observe. In addition, is larger than the length of the room diagonal.
V. EXAMPLES OF APPLICATIONS
In the following we give two example applications of the proposed delay power spectrum model. The first example is a distance dependent description of the Rice K-factor and the second is a model to generate discrete-time impulse responses.
A. Example 1: Modeling the Rice Factor as a Function of Distance
In the literature the amplitude of the narrowband radio channel response is often modeled as a Rice distributed random variable. This random variable can be characterized by the Rice K-factor which was observed in [11] , [13] , [39] to vary with distance. In the following we utilize the model of the delay power spectrum to model the K-factor.
The narrowband channel response is obtained as:
The primary component consists of the contributions of the direct line of sight path and possible first order reflections, Table III . The dashed and dashed dotted lines in (a) correspond to the one-slope path gain model. For reference we also plot the line corresponding to in (b). Fig. 9 . Graphs of the proposed Rice K-factor model (42) with as a parameter are shown in (a). Estimated K-factors for measurement set in room R4 are shown individually for track T1 and T2 in (b). The graphs of (42) for these estimates are included too. The graphs of (42) for , , and are practically the same for the considered distance range. Estimated K-factors for the measurement sets and in room R3 are shown in (c). The graphs of (42) are also included. For the two sets the curves fall on top of each other and are practically identical to .
whereas the reverberant component is the sum of many higher order reflections. For fixed , we assume the two components to be independent and normal distributed random variables. More specifically, (38) (39) where denotes a circular symmetric complex Normal distribution. Hence, and are respectively
Rice and Rayleigh random variables. We assume the K-factor of the primary component to be independent of distance:
Later in this section we will validate this assumption with experimental data. Consequently, is Rice distributed with K-factor (41) Making use of (40) and (9) we obtain (42) Fig. 9(a) reports (42). Notice that the distance dependency in (42) stems solely from the distance dependent reverberation ratio. We observe that for the chosen parameter settings the graphs of are close to that of its limit for (43) when . This special case corresponds to a non-fading primary component, for instance contributed by the sole propagation path via line of sight and no first order reflection. Further properties of are stated in Appendix C. The proposed model of the Rice factor can be related to similar models presented in [39] and [13] . The derivation of the model proposed in [39] relies on the following steps: i) assume
, ii) approximate with a distance independent term and iii) use the definition of the reverberation distance to obtain . Inserting the latter term into (43) via (7) one obtains the model in [39] . Note that in [39] and are observed to be frequency dependent. The approximation ii) may be sufficient when the reverberation time is large, such as in reverberation chambers. However, in-room environments found in office or residential buildings have typically much lower reverberation times and therefore the distance dependent onset of the reverberant component cannot be neglected. The model in [13] is similar to that in [39] except that i) it includes the directivity of the transmit antenna, ii) the expression for the effective radius (reverberation distance) obtained from reverberation theory is not inserted, and iii) is used.
In Fig. 9(b) and (c) we compare estimates of to the model (42). These estimates are obtained from measurements made in room R3 and R4 as described in Appendix D. We obtain an estimate of , denoted by , by fitting (42) to the estimates of using the parameters reported in Table III . The obtained values of are reported in Table IV . The estimates of and the model (42) agree well in trend, except for a few outliers at approximately 4 m on track T2 in R4 where the concentration of estimates is high. Line-of-sight conditions are fulfilled at all times: However, we observe two distinct behaviors corresponding to either a large or small . A small value indicates that the primary component fades, which was not considered in [13] , [39] .
We investigate the observed differences in the values of for track T1 and T2 in room R4. The analysis of the tail of the impulse responses confirms that is Rayleigh distributed with almost identical parameters for tracks T1 and T2. We obtain estimates of from directly using a different estimation procedure detailed in Appendix D. This estimator relies on the fact that the wideband data are available and returns the estimates for distances up to the reverberation distance. Values of are reported in Table IV . In neither track, a distance dependence of is observed. Thus, the assumption made in (40) is appropriate for our measurements. The values of are close to obtained from model fitting for track T1, see Table IV . The difference between and for track T2 may seem large, however, the graphs of for set equal to these estimates are close to each other in the used distance range as shown in Fig. 9(b) . More importantly, we observe that the values for the two tracks diverge by one order of magnitude. This indicates that the distinct behavior of for the two tracks is caused by differences in the primary components. We do not have enough data outside the reverberation region to estimate for room R3. The deviation between the estimates of obtained for track T1 and T2 may be attributed to the dissimilarity of the near surroundings of the transmitter and the receiver. Track T1 runs closely along a metallic whiteboard leading to a strong first order reflection, resulting in fading of the primary component and thus in small values. Track T2 runs along windows with metallic frames and metal coated glass. We expect the metal coated glass to have a lower reflection coefficient than the whiteboard, and thus to be high. In room R3, the track and the receiver positions are in the center in the room. This leads at short transmitter-receiver distances to larger differences between the propagation lengths of the direct path and first order reflection paths, which in turn leads to a higher . In conclusion, for modeling purposes the assumption holds if the first order reflections are weak. Conversely, if strong first order reflections are present should be chosen close to unity.
B. Example 2: Model for the Discrete-Time Channel Impulse Response
This example is inspired from [40] , where the idea of a discrete-time model based on reverberation theory is outlined. We obtain the discrete-time model by use of (2)-(4) and (42). At distance the sampled impulse response of a bandlimited channel is modeled as a sequence of independent random variables indexed by . The sample times are chosen as , thus the reference at of the discrete-time grid is . The random variables in are defined as follows:
We impose the equality
We select for such that the K-factor of equals in (42). Similarly to (39), we assume for . Consequently by (45),
Using (42) and (8) 
The sampling interval should be chosen such that the differences between the mean delay, rms delay spread and higher moments of the time-discrete model and (16), (20) and (55), respectively, are sufficiently small.
VI. CONCLUSIONS
The proposed model of the delay power spectrum of an in-room reverberant channel includes a primary component which follows an inverse distance power law and a reverberant component which decays exponentially versus delay and exhibits a distance dependent onset. The proposed model allows for the characterization of path gain, mean delay and rms delay spread, higher order centered moments and the kurtosis value versus distance. We obtained the moment generating function from the analytic expression of the delay power spectrum. The model was validated using measurement data. The prediction of mean delay, rms delay spread and kurtosis agrees with the respective estimates obtained from the measurement data. In the investigated environments the ratio of the reverberant component path gain to the total path gain at the reference distance of 1 m are 0.41 and 0.35 for room R3 and R4, respectively. Hence, the reverberant component is prominent in these environments. The observed reverberation distances are close to 1 m despite the line of sight condition. Thus for large portions of the room the power of the reverberant component exceeds the primary one. This surprising result may have implications on placing wireless access points in a room, radio localization using the received power, multi-link communication, interference alignment, etc.
The estimated path gain exponent of the primary component in the proposed model is close to the free-space path gain exponent for one data set. Due to its inability to separate the primary component from the reverberant component the one-slope path gain model yields path gain exponents close to 1.1. The one-slope path gain model merely provides a fit of the path gain that blends the contributions from the primary and reverberant component. As a consequence it gives different results for the same environment but different measurement locations.
We presented two applications of the proposed model. The first application is a model for the distance dependent Rice factor. The model is in good agreement with the experimental data. We observe two distinct behaviors, both of which are covered by the model: Either the magnitude of the primary component is practically deterministic, or it is Rayleigh fading. The second application is a discrete-time model which allows for the simulation of impulse responses that depend on distance.
APPENDIX A IMPULSE RESPONSE MODEL RELATIONS
In (1) we define the delay power spectrum as the expectation of the magnitude squared impulse response. We propose to split the delay power spectrum into a primary and reverberant component. In the following we show that under certain assumptions this can be directly mapped into splitting the impulse response into a primary and reverberant component. we use the averaged measured frequency response , see Section III-B. We collect for all receive antennas and ten consecutive transmitter positions on track , for a specific receiver position into one data set. We apply the method of moments [41] on this data set to compute an estimate of the Rice factor. As in [41] we set when the ratio of the first and second moment of the experimental data is below the theoretical value obtained for . Ten consecutive transmitter positions span approximately 1.6 wavelengths. Accordingly, the transmitter-receiver distance is measured from the center of the circular array to the mean of the ten positions.
The estimation of is done differently: We consider all impulse responses obtained from the eight receive antennas for transmitter positions at a distance to the transmitter within an interval of length 0.15 m. We select in each of these impulse responses the sample at the delay value closest to . These samples are used to estimate . To check for distance dependency of we limit the interval length to 0.15 m. We slide the distance interval in 1 cm steps from the shortest available transmitter-receiver distance up to the reverberation distance to check for distance dependency of .
