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A new parametric representation for the general quasiseparable
matrix is derived, based on the ideas from the multipole method. It
uses functional expansions and successive skeleton approximations,
approximations, butfinally is formulated in thematrix language. The
number of parameters is linear in the dimension of the matrix and
in the quasiseparable rank. Stable numerical algorithm is provided
for the computation of parameters, defining the decomposition. Nu-
merical examples illustrate the effectiveness of our approach.
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1. Introduction
Quasiseparable matrices have received a lot of attention in the recent years, see for example [4,
8,7,17,11]. There are numerous applications as well as interesting theoretical issues. Quasiseparable
matrices are structured, i.e. described by a small (compared to n2 elements in an n×nmatrix) number
of parameters. This structure can be used to design fast solvers and fast eigensolvers [7,8,5,6]. There
are several choices for the parametrization of the quasiseparable matrices, among them generator
representation [5,6], Givensweight representation [17]. Special attention has to be paid to the stability
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issues especiallywhen thematrix is notquasiseparablebut approximatelyquasiseparable. In thispaper
wepresent anewparametrizationofquasiseparablematriceswhichhasO(nr)parameters for ageneral
quasiseparable matrix. The known generator representation of a quasiseparable matrix needs O(nr2)
to store [5,6]. Also, it is worth to mention the alternative approach based on the sequence of Givens
rotations [17]. Also the fast matrix-by-vector product algorithm is presented (in fact, our parametric
representation gives us the ability to compute the product with an arbitrary vector fast). We do not
describe the fast solver for our form, it will be presented elsewhere. It is interesting to find the relation
between our decomposition and the existing ones, since ourmethod in its final form is a purelymatrix
method and is based on successive skeleton decompositions [9] of submatrices in the lower and upper
triangular parts of the matrix.
The quasiseparability property of a matrix deals with the ranks of submatrices in lower and upper
triangular parts of a matrix. The lower quasiseparable rank rl is defined as the maximal rank among
all submatrices that lie strictly below the main diagonal, and the upper quasiseparable rank ru is the
maximal rank among all submatrices that lie strictly above the main diagonal. The matrix is called
(rl, ru)-quasiseparable in that case. Our decomposition algorithm treats the lower triangular part and
the upper triangular part independently, so in what follows we will assume that our matrix is lower
triangularwith zeros on themain diagonal and every submatrixwith elements in lower triangular part
has rank at most r. In the beginning we assume that we know the elements of Aij, i < j, and want to
compute the reduced approximation to A. This is the first problemwe are going to solve, and present a
new representation for suchmatrix containingO(nr)parameters. It isworth to note, that Gives-weight
representation has also O(nr) parameters, whereas generator representation in its original form has
O(nr2) parameters. It can be improved for a certain class of quasiseparablematrices [2], andmoreover,
results in [2] can bemodified in such way that the representation is similar to the one proposed in the
current paper. However, the main contribution of this paper is not only the representation itself, but
a stable numerical algorithm for the computation of parameters, defining the representation.
The second problem is the fast matrix-by-vector product, which has to be implemented in the new
representation.
2. Frommatrices to functions
Our initial motivation for studying quasiseparable matrices came from the N-body problem. As a
simple example, consider the evaluation of sums of form
Fi =
∑
j<i
qj
xi − yj . (1)
This is amultiplication of a lower triangular densematrix by a vector. A naive implementation requires,
of course, O(n2) operations and we seek for something better. If the nodes xi, yj of a Cauchy matrix
Aij = 1xi−yj are properly sorted (as an example, consider the uniform grid, the matrix will be Aij =
1
i−j+ 1
2
).A appears to be approximately quasiseparable— i.e. the ε-rank of all submatrices strictly below
themain diagonal is small. Wewill illustrate our approach on the evaluation of the expression (1), but
then it will be shown that it does not depend on the actual “interaction”, and 1
xj−yi can be replaced by
an element Aij of an arbitrary quasiseparable matrix A. However, the electrostatic analogy appears to
be very useful and natural, so we will call qj charges, and the element Aij of the matrix A the interaction
between particle i and particle j.
There are many approaches for the evaluation of (1). One of the most effective is the fast multipole
method [12,13], which separates the interaction into “far” and “near” interactions, and approximates
the interaction between separated clusters of particles by some expansions. In a matrix language it is
nothing more than a decomposition of a matrix into non-intersecting low rank blocks. However, such
approach requires hierarchical splitting of points and it is not always easy to implement multipole
and local expansions. It works fine, but in one-dimensional case we can expect something simpler and
more effective. There is no need in the computation of the analytical decompositions, and everything
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can be done on the matrix level [14,16,15], but the dependence from N is O(N logα N) and is not
optimal (we aim at linear complexity in N without the logarithmic factor).
An interesting idea was proposed in [3] for the computation of so-called excluded sums and func-
tional expansions. It was suggested in [3] to replace the evaluation of sums in (1) by the evaluation of
functional sums
fi(x) =
∑
i<j
qj
x − yj , (2)
and Fi are just the values of fi in the nodes:
Fi = fi(xi).
What is the benefit? The benefit is that the functions fi satisfy short recurrence relation of form
fi+1 = fi + qi
x − yi . (3)
If we for a second imagine, that fi were not functions but numbers, then (3) would give us a fast
algorithm. However, fi are still functions, and to store a function we have to store some discrete rep-
resentation of it. In our case, the most obvious way to represent a function is to represent it as a set of
charges q̂k and a set of charge positions ŷk. The function is described as
f (x) =
r∑
k=1
q̂k
x − ŷk . (4)
In this representation the recurrence relation (3) can be used to “compute” fi. However as everyone
can notice, there is no gain: at the end the function is represented by n charges, and we have O(n2)
complexity. The number of parameters has to be reduced. So here comes the main idea: after each
iteration step, approximate fi represented by r charges, with a f̂i represented by r̂  r charges, such that
f̂i ≈ fi. (5)
This is quite informal, so let us be more specific. From a function fi(x) we need only its value at one
point xi. However, the function fi influences fi+1, . . . , fn by the recurrence relations (3), so (5) has to
hold also at points xi+1, . . . , xn. So that is the set, where we approximate the function. Now we can
specify what is the analogy between functional terms andmatrix terms. The “points” xi correspond to
the rows of the matrix A, the sources — to the columns of the matrix A. The function fi, specified by
equivalent charges located at ŷj and defined in the nodes xi+1, . . . , xn corresponds to the submatrix. If
we make no approximation, then the function corresponds to the leading submatrix Ui of our matrix
which, in MATLAB notation is given as
Ui = A((i + 1) : n, 1 : i).
The evaluation of a function specified by charges q1, . . . , qi in the nodes is just matrix by vector
product,
Uiq.
Thematrix is quasiseparable (approximately) so themain assumption is that the number of equivalent
charges required to represent each fi remains small. In that case the algorithm is fast. However, there
are two questions:
(1) When it is possible to approximate a function?
(2) How to approximate it?
A very simple idea can be adopted. Suppose at some step we have an approximation of fi with r
equivalent charges (qk, yk), and we want to compute fi+1. fi+1 can be trivially represented by r + 1
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equivalent charges, and there are r + 2 possibilities for the approximation: we can leave either r
charges, or leave (r + 1) charges. For each of (r + 1) subset of cardinality r we can calculate the
best possible approximation (we will show how later on) and choose the best one among them. If it
does not satisfy our accuracy requirements, then we leave everything as it is, storing (r + 1) equiv-
alent charges as the representation of the function fi. In order to find out when it is possible and
how the number of the equivalent charges can be estimated, we have to go back from functions to
matrices.
3. Back to matrices
The approximation condition (5) has to hold in the nodes xi+1, ..., xn. A function fi is specified by
its equivalent charges, q̂k and their positions ŷk . The positions of the equivalent charges are just the
column indices, and the approximation nodes are just the row indices, and the function fi corresponds
to some submatrix of a matrix A. Initially, it was specified by i columns (i.e. equivalent charges), but
it is now replaced by a smaller number of columns. When fi+1 is approximated and fi is given one
column to amatrix is added, but it now should be evaluated in a smaller number of points, i.e. one row
is removed. These two submatrices, corresponding to the equivalent charges representation of fi and
fi+1, lie strictly in the lower triangular part of the matrix, and for our case of quasiseparable matrices
they both have rank not higher than r. Denote this “active submatrix” on the ith step by Ui. Ui has
dimension (n− i)× i, and the submatrix corresponding to the equivalent charges has size (n− i)× ri,
ri  i. Denote it by Ûi. Suppose from now that the matrix is exactly quasiseparable, i.e. ri  r. Then
the columns of Ûi form the basis of the column space of Ui and
Ui = ÛiSi,
where Si is ri × i. When we go from i to (i + 1), we can form the column space basis of Ui+1 from Ûi
with the first row excluded and the newly added vector ai+1, the dimension of that space would be at
most (r + 1), but the rank of this submatrix is not higher than r, therefore we can take r vectors out
of (r + 1) that span the whole column subspace of Ui+1:
Ûi+1 ≈
[
Û′i ai+1
]
Qi,
where a matrix Qi has size (r + 1) × r. There are r + 1 possible choices for Ûi+1. For each possible
choice we can compute Qi by solving an overdetermined linear system for Qi and finding the actual
residue
||Ûi+1 −
[
Û′i ai+1
]
Qi||,
The matrix Qi has an obvious special structure. If we select every column except the column with the
number k, the matrix Q will differ from the identity matrix only in one column, since this excluded
column has to be a linear combination of columns that are left. Only the coefficients of this linear
combination are required, and the storage for the matrix Qi is only r floats plus one integer.
The matrix Qi is the only matrix that is needed. It recalculates the equivalent charges. If a function
fi is represented by a set of charges q̂ = [̂qk], a new charge qi+1 is added then the new charges of a
new function are
q′ = Qi
⎡
⎣ q̂
qi+1
⎤
⎦ . (6)
So, if we know the “transition matrices” Qi, then the equivalent charges can be easily computed for
all i. If the ranks of the submatrices are bounded by r, then each matrix Qi would require at most r
floats to store and O(r) operations to apply. For each iwe have to store r equivalent charges. After the
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charges were computed we have to evaluate each function fi(x) in one node. This is equivalent to the
computation of
ϕi =
r∑
k=1
q̂k
xi − ŷk ,
i.e. for each i we have to store additionally r matrix elements 1
xi−ŷk . In total, for the storage of the
new representation we have 2nr parameters and the number of operations required to apply the
representation is O(rn).
4. Formal part
Nowwhen the answer is known, the results can be formulatedmore rigorously and formally in the
matrix language. We want to multiply a lower triangular quasiseparable matrix A by a vector q:
z = Aq.
The elements zi of the vector z are computed successively:
zi = ai q,
where ai is the ith row of the matrix A. It is equal to
ai = Aei,
where ei is the ith column of the identity matrix, and since the matrix is lower triangular,
ai = Ai e1,
where
Ai = A((i + 1) : n, 1 : i)
is the submatrix of the matrix A. For brevity, denote bymi = n − i the number of rows in Ai. So,
zi = e1 Aiqi,
where qi = q(1 : i). Matrices Ai are located strictly in the lower triangular part of a quasisepara-
ble matrix A, i.e. their rank is bounded from above by r. Therefore, there exists a dyadic (skeleton)
decomposition of Ai:
Ai = UiVi , (7)
where Ui ismi × ri, Vi is i × ri, ri = rank Ai, and
zi = ui si,
where
si = Vi qi, ui = Ui e1,
and si, ui both have length ri. Now we have to find the way to recompute ui, si when going from i to
(i + 1). Matrices Ai and Ai+1 have a (mi − 1) × i submatrix in common, and Ai+1 is a special rank-1
correction of Âi = Ai(2 : mi, 1 : i):
Ai+1 =
[
Âi ai+1
]
,
where ai+1 is a column that is added to our submatrix. From the skeleton decomposition of Ai we now
have the skeleton decomposition of Âi just by throwing away one row of Ui and hence the skeleton
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decomposition of Ai+1 is
Ai+1 =
[
ÛiV

i ai+1
]
=
[
Ûi ai+1
] ⎡⎣ Vi 0
0 1
⎤
⎦ .
The matrix Ai+1 has rank not higher than ri+1  r, and the matrix Vi has full column rank, therefore
U′i+1 =
[
Ûi ai+1
]
= Ui+1Qi , (8)
where Qi is (ri + 1) × ri+1, and the skeleton decomposition of Ai+1 reads
Ai+1 = Ui+1Vi+1,
where
Vi+1 =
⎡
⎣ Vi 0
0 1
⎤
⎦Qi.
The matrix Ai+1 is a special rank-2 correction of the matrix Ai, and the rank of Ai+1 cannot be smaller
than ri − 1 and cannot be higher than ri + 1:
ri − 1  ri+1  ri + 1.
The case when the rank drops by 1 is possible, but in the generic case it stays the same: ri+1 = ri = r.
The rank of Ai+1 can be found by inspecting the rank of U′i+1. For the selection of Qi the low-rank
approximation of U′i+1 is needed. We favor the selection based on the skeleton decomposition, i.e.
on the selection of certain columns and rows in a low-rank matrix. The skeleton decomposition of a
matrix B of rank r has form
B = CB̂−1R,
where C contains some r rows of the matrix B, R contains some r rows of the matrix B and B̂ is the
submatrix on their intersection. If B̂ is the submatrix ofmaximal volume (i.e. determinant inmodulus)
then the error of the skeleton decomposition can be estimated elementwise by (r + 1)σr+1(B) 2 [10].
For thematrixUi+1 we take ri columns ofU′i+1 that are linearly independent.WhenUi+1 is a submatrix
of U′i+1 with only one column omitted, Qi has form
Qi =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 · · · 0 p1 0 · · · 0
0 1 · · · 0 p2 0 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · 1 ps 0 · · · 0
0 0 · · · 0 ps+1 1 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · 0 pm 0 · · · 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
i.e. it is defined by r parameters. The matrix Qi is all we need to evaluate si+1, since
si+1 = Vi+1qi+1 = Qi
⎡
⎣ si
qi+1
⎤
⎦ .
2 By σk(B) we denote the kth singular value of the matrix B, σ1  σ2  · · · .
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The case when ri+1 = ri − 1 (i.e. the rank falls) can be considered as a part of the case ri+1 = ri
since it is clear from the proof that only Vi+1 has to have full column rank and the matrix Ui+1 can be
rank-deficient.
From now for simplicity we assume that ri+1 = ri = r. It does not always hold, for example for
small i < r and for i that are sufficiently close to n. However, these “border” cases do no not influence
the algorithms and complexity estimates much.
To represent amatrix, additionally to thematrices Qi the vectors ui have to be stored. These vectors
also contain r parameters each.
The order-r lower-triangular quasiseparable matrix is stored as transition matrices Qi and vectors
ui, and such representation hasO(nr) parameters. It is indeed a matrix representation, since by using
these parameters the product of a matrix with an arbitrary vector can be computed. Such product
requires O(nr) operations due to the special structure of Qi. In the computer implementation, the
matrix A is stored by a sequence of quadruples. Each quadruple P = Pi has form P = (s, p, r, u),
where s is the number of the column that is thrown out at the ith step, if the update is does not
increase the rank (i.e. ri+1  ri), and s = −1 otherwise, p is an sth column of Qi and r is the number of
columns inUi, and u is the first row ofUi (required to compute the result of matrix-by-vector product).
The greedy approximation algorithm (it needsO(n2r) operations) is presented in Algorithm 1, and the
matrix-by-vector product is described in Algorithm 2.
Algorithm 1 Greedy approximation algorithm.
Require: n × n lower triangular matrix A, required accuracy ε.
Ensure: Parameters Pk .
1: {Initialization}
2: I = {}, r = 1.
3: for k = 1 to n do
4: J := (k + 1) : n.
5: I := I ∪ k.
6: U := A(I, J)
7: u = U(1, :).
8: {Check if the rank reduction is possible}
9: if σr(U) < εσ1(U) then
10: {Throw out one column}
11: Find s that minimizes f (s) = minp ||U(:, S)p − U(:, s)||,where S = (1 : r) \ s, i.e. find (r − 1)
columns that span the best basis in the column space of U.
12: {Find p}
13: p = argminp||U(:, S)p − U(:, s)||, where S = (1 : r) \ s
14: Set transition parameters: Pk := {s, p, r, u}.
15: New basis columns: S = (1 : r) \ s, I := I(S).
16: else
17: {Rank has to be increased}
18: r = r + 1.
19: Set transition parameters: Pk := {−1, 0, r + 1, u}.
20: end if
21: end for
It is worth to note that related results where obtained in the paper [2], using the ideas of Barnett
[1] in his paper. Barnett considered a class of matrices of form
aij = − 1
δjj
⎛
⎝ δi−1,j
δi−1,j−1
+ εij +
j−1∑
s=i
aisδsj
⎞
⎠ , δ0j
δ00
= 0,
where δ′s, ε′s are scalar parameters. For some choices of parameters,matrixA becomes quasiseparable
and representable by onlyO(nr) parameters. This observation wasmade in [2] and the corresponding
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Algorithm 2 Fast matrix-by-vector product.
Require: n×n lower triangular quasiseparablematrix A represented by parameters Pk, k = 1, . . . , n,
vector x.
Ensure: y = Ax.
1: {Initialization}
2: q = [ ].
3: for k = 1 to n do
4: s = Pk(1), p = Pk(2), r = Pk(3), u = Pk(4).
5: q := [ q xk ].
6: {Compute element}
7: yk = uq.
8: if s = −1 then
9: {Rank is not increasing}
10: for i = 1 to r do
11: q(i) := q(i) − p(s)q(s)
12: q := q(S), S = (1 : r) \ s.
13: end for
14: end if
15: end for
Table 1
Dependence of the approximation time and matrix-by-vector time from ε, n = 1000.
r Approximation error Ftime Mtime
9 8.5e− 3 4.52 6.4e−4
12 2.4e− 5 9.75 9.2e−4
16 5.7e− 8 17.86 11.1e−4
19 8.7e−10 26.64 12e−4
21 1.1e−11 35.2 13.1e−4
24 8.5e−14 48.73 15.2e−4
27 9.2e−16 66 16e−4
subclasswas obtained. This subclass has the property that r linearly independent columns in any rank-
r submatrix of A are first r columns. If this condition is relaxed, and any set of linearly independent
columns is allowed, then the representation becomes the one that is obtained in the current paper.
The contribution of this paper is the connection with N-body problem and function operations allows
us to construct stable algorithm for the computation of parameters, defining the representation.
5. Numerical examples
We have tested the factorization algorithm and the matrix-by-vector algorithm for n× nmatrices.
As a test we took the Hilbert matrices of different sizes with elements
Aij = 1
i − j + 1
2
, 1  i, j  n,
and approximated the lower triangular and the upper triangular parts separately. In the tables r is
the maximum rank reached in the decomposition for lower or upper part of matrix, Ftime is a time
of factorization and Mtime is a time for matrix-by-vector multiplication in seconds. Also the “true”
approximation error in the Frobenius normwas computed and compared to the accuracy parameter ε
that is specified in the program. In Table 1 the results are given for a fixed matrix order n = 1000 and
ε is varying, in the Table 2 ε is set to 10−16 and n changes from 1000 to 10,000, and Table 3 contains a
similar experiment but with ε = 10−9.
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Table 2
Dependence of the approximation time and matrix-by-vector time from n, accuracy parameter ε = 10−16.
n r Approximation error Ftime Mtime
1000 27 9.2e−16 66 16e−4
2000 30 11.9e−16 313.43 44.5e−4
3000 31 13.3e−16 772.51 70e−4
4000 32 14.3e−16 1464.53 96.2e−4
5000 33 15e−16 2474.42 122.3e−4
6000 34 16.1e−16 3847.75 149.5e−4
7000 34 16.4e−16 5301.87 175e−4
8000 35 16.8e−16 7282.94 203.1e−4
9000 35 17e−16 9494.13 230e−4
10,000 36 16.9e−16 12166.73 257.4e−4
Table 3
Dependence of the approximation time and matrix-by-vector time from n, accuracy parameter ε = 10−9.
n r Approximation error Ftime Mtime
1000 17 9.25e−9 21.92 10.7e−4
2000 19 5.6e−9 94.86 33.75e−4
3000 19 6.45e−9 226.8 56.5e−4
4000 20 5e−9 435.52 77.1e−4
5000 20 4.64e−9 713.57 97.1e−4
6000 21 4.76e−9 1056.5 117.7e−4
7000 21 4.4e−9 1519.9 138.5e−4
8000 21 4.1e−9 2014.5 158.8e−4
9000 21 3.8e−9 2623.5 178.6e−4
10,000 22 4.3e−9 3313.5 200e−4
The numerical experiments confirm the theoretical investigations. For the example considered,
even to achieve themachineprecision the rank r = 36 is sufficient, and thematrix-by-vector product is
very fast. The approximation algorithm is “naive” and scales quadraticallywith thematrix dimensions,
so for really large n other approaches,maybe using some cross approximation techniques are required,
but this is a subject of the ongoing research.
6. Conclusion and future work
We have presented another view at quasiseparable matrices, based on functional expansions and
short recurrence relations. Our main interest comes from integral equations where approximately
quasiseparablematrices arise naturally from the discretization of one-dimensional integral equations.
The electrostatic interpretation with equivalent charges proved to be very useful and lead to a simple
algorithm. It admits a nice matrix representation with O(nr) parameters, compared to O(nr2) pa-
rameters in the generator representation for a quasiseparable matrix. The functional interpretation
allows generalization to higher dimensions, i.e. to the discretization of integral equations in plane and
volume regions, however in this case the situation ismuchmore delicate and interesting. On thematrix
language it is the representation of amatrix as a collection of intersecting low-rank submatrices. In 1D
case, this is just a splitting of a matrix into a lower triangular and upper triangular and covering them
by submatrices of form A((i+ 1) : n, 1 : i) for the lower triangular part and analogously for the upper
triangular part. It is interesting to do the same for multidimensional case, and that is the subject of the
ongoing work. Also basic operations in our representation have to be performed efficiently, and that
will be reported in future papers.
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