Abstract. In this paper, we give some properties of infinite linear systems and apply them to Hill equation. So we determine Floquet exponent and the space of the solutions.
Introduction
The infinite matrix theory has interested many authors such as Cooke, Toeplitz, Kothe and Banach, and more recently, Defranza and Zeller [1] . Maddox [5] also published a detailed study on the subject. The latter provided a characterization of matrices which map a sequence space into another sequence space. The Cesaro operator has been studied by Hausdorff, Leibowitz, Reade [15] and Okutoyi [11] and de Malafosse [6] . These authors published results about the spectrum of such matrices. Mursaleen [10] , as for him, proposed an application to the Walsh functions.
Here, we are studying systems which were obtained by deleting or adding one or several rows to a given system. This method leads us to know about its properties and to determine if it has a few or infinitely many solutions. We are also approximating solutions and making many calculations. An application of these results is Hill equation; this one has been studied by many authors like L.Brillouin, E.L.Ince [2] , and more recently by W.Magnus (1956), H.Hochstadt (1963), S. Winkler (1966) , and B.Rossetto [16] . Those have used "infinite determinants" which, when they are equal to zero, prove that there exists a non-trivial solution to the equation. B.Rossetto has provided an algoritm which permits us to calculate Floquet exponent from the generalization of the notion of characteristic equation and of a truncated infinite determinant. Here, we are applying the results of infinite systems to Hill equation, which leads us to obtain a new method to calculate Floquet exponent. We are then determining the solutions of the equation, and are giving a method to approach them. This paper is organized as follows: in section 2 we are recalling ( [3] and [4] ) some results on the spaces sc and Sc-Then, we are studying the infinite linear system as associated to the matrix equation AX = B. In section 3, we are dealing with matrices obtained by adding or deleting rows and we deduce some properties of the map X -> AX and of the space KerA sr. Then in section 4 we obtain some new properties of symmetric infinite linear systems. In a final section, we are applying results of sections 2 and 3 to Hill equation and are determining a new method for approximating Floquet exponent.
2. Some properties of infinite matrices
Spaces Sc and sc
We consider, here, a Banach space G, and an infinite matrix A = ( a nm)n m£Z bounded operators from G into itself. For a sequence c = i c n)n£z> where Cn > 0 Vn, we define
where L(G) denotes the space of all bounded linear operators from G into itself. We have seen in [3] and [4] , that Sc is a Banach algebra normed by
By the same way, we define the column matrix X = (xn)n, where xn G G, for every n, and the vector space (3) sc = |(xn)n/sup < 00 } normed by ||X||4c = supn (^j 1^) . Let us recall that:
If c = (Cn) and c' = (c'n) are two sequences such that 0 < Cn < c'n Vn, then sc C Sci.
A particular case, very useful, is the one where Cn = r n , r > 0. In such case we denote by Sr and sr, the spaces Sc and sc, respectively. When r = 1, si coincides with
In this work, we shall study linear infinite systems +00 (4) anmxm = bn n =...-2,-1,0,1,2,...
m=-oo
Infinite matrix theory 13 where, for every n € Z, bn belongs to G, (anm) and (bn) are given. Notice that (4) is equivalent to the matrix equation
AX = B
with A = (anm), X -(xn) and B = (bn).
We can see that Sc is a unital algebra and if
||/-A||5c<1
A is invertible in 5C, and for every B E sc equation AX = B admits a unique solution in sc, given by oo X = YtiI-A) n B. n=0 REMARK 1. We shall use the matrix DA, with D = (Inmoa~^), (Inm = 0 if n/m, Inn = Iq), in order to obtain all the elements of the diagonal equal to Iq-Then the calculation of \\I --<4||sc will be easier.
Linear infinite systems having infinitely many solutions
First, let us recall the definition of Polya matrix which was given in the scalar case and that was also studied by Petersen and Baker [12] and [13] . Let A = (anm)nm> i suc^ that aim 0 for infinitely many values of m and = 0, (n = 2,....).
Then, for any sequence B = (bn)n>1, equation AX = B admits a solution, in the space of the sequences X = (xn)n>1, such that the series appearing in the first member of the system are absolutely convergent. These systems have infinitely many solutions. This can be proved as we shall do here, by adding some well chosen rows and noticing that the new matrix obtained satisfies the conditions of Polya. An important example of Polya matrix is A = ( mn )n,m>i-
where a is a real of ]0,1[, is as well as of Polya and satisfies Hi -All* < i.
The latter permits us to conclude that among the solutions the only one is bounded. Here we determine the dimensions of the spaces consisting of all the solutions, if the considered matrices do not necessarily satisfy the conditions of Polya. For the study of Hill equation we need such results which concern matrices obtained by addition of rows from A and we also have to know the properties of matrices obtained by deleting some rows from A. This problem can be formulated as follows:
Let A and B be matrices satisfying (5) and (6) . For a given integer q, put t' n = (t' nk ) k , n = 1,2,... ,q and assume that
Notice that we have not necessarily the condition
D'(q) being the diagonal matrix whose elements are the inverses of the diagonal elements of Ait'^t^, • •. f q ). Then we study the new equation
For this, consider a sequence 0 = (/3 n ) such that 0 < (3 n < Cn Vn and assume that (9) || J - 
s c is impossible. This method will be used in section 5 for the study of Hill equation with a second member. Now we can give an application of the previous results. We deduce that if X\ = ((i7r/2) n ) n > 1 and X 2 = ((-¿7r/2) T1 ) n >i, then Considering the matrix A (e^, e' 2 ,..., e' n ) with n > 3, we can deduce that equation MX = B admits infinitely many solutions in a larger space s r , r > tq.
3. Properties of matrices obtained by deleting some rows, and some columns. Systems having few solutions In this section we consider the case when infinitely many rows or infinitely many columns are deleted. Troughout this section we shall take the subscripts > 1.
Let A = (flnro) nm >i be an infinite matrix, and let A be a map, injective, and non surjective from N* into itself. Denote by -K m )nm>i the matrix defined by a' nm = a^( n ) m . Such a matrix is obtained from A, by deleting the rows whose index n does not belong to A (N*). By the same way, considering the columns of A, and an analogous map u, one defines the ma- The first part of (iii) is obvious, and for the second part, if A" is suroo jective, for all B e F, the system X) Cnm^m = b n (n = 1,2,...) admits a m=1 solution Z = (zn) n >i € E. Letting as above In the following we will have to define the open ball b p (0, a) for p and a > 0, which is a set of the sequences X = (x n ) n>1 such that ||X|| 3 We can deduce a corollary from the preceding proposition, where we use two new matrices denoted by H and (#")!> which permits us to know some other properties of the map X -> AX. 
Proof. From Proposition 2, one deduces that KerAf)su
= {0}, and the other property comes from Proposition 3.
Application to systems having few solutions
We shall use some results concerning an important class of matrices which can be written in the form A = (Cn+m-l)niln>i , see [9] . We shall suppose that there exists a real r > 0 such that (cn)n>1 G sr. We need to define the space Wr generated by the vectors: 
Application to Hill equation

Definitions and properties
Hill equation is the well known differential equation -00
with 9 n = 6-n for every n. Floquet's theorem [2] , shows that a solution of (12) can be written under the form +00 (14) y(z) = e^J2^r n e 2imz , -oo where /i is a complex number, called Floquet exponent. To every ¡JL for which (12) admits a non trivial solution, we shall associate: +00 (15) b{z) = e^ J> m e 2i ™, -oo and we shall study the equation (16) y"(z) + J(z)y(z) = b(z).
oo It is natural to admit that the sum of the series £ x m e has a second -00
derivative which is obtained from a term by term derivation, and that the corresponding series are absolutely convergent for all z € il Replacing (14) and (15) in (16), we obtain the infinite linear system: In order to solve (17) we have to determine such /x that the equation AX = 0 admits a non trivial solution in the space s T . Note that Lemma 1 can be applied here.
As it is suggested in the numerical application that will follow, we shall consider the next hypothesis:
There exists a real p €]0,1[ and an integer s such that 6q ± -(n + 2is) 2 ,
and for ra / s: i ujfaiX^ + v/yai-Xj^' = h -aiZ^.
