ABSTRACT. Two methods to distinguish between polynomial and exponential tails are introduced. The methods are based on the properties of the residual coefficient of variation for the exponential and non-exponential distributions. A graphical method, called a CV-plot, shows departures from exponentiality in the tails. The plot is applied to the daily log-returns of exchange rates of US dollar and Japanese yen. New statistics are introduced for testing the exponentiality of tails using multiple thresholds. They give better control of the significance level than previous tests. The powers of the new tests are compared with those of some others for various sample sizes.
Introduction
Since Balkema & DeHaan (1974) and Pickands (1975) , it has been well known that, under very widely applicable regularity conditions, the conditional distribution of any random variable over a high threshold has approximately a generalized Pareto distribution (GPD). The GPD has been used by many authors to model excedances in several fields such as hydrology, insurance, finance and environmental science; see McNeil et al. (2005) , Finkenstadt & Rootzén (2004) , Coles (2001) and Embrechts et al. (1997) . Sullo & Rutherford (1977) characterized the GPD family as those distributions with constant residual coefficient of variation (CV); see also Gupta (1987) and Gupta & Kirmani (2000) . Thus from the Pickands-Balkema-de Haan theorem, the residual CV is almost constant for the tail of any distribution over a sufficiently high threshold. The particular case of the exponential distribution is distinguished because this is the unique distribution in which the residual CV is equal to 1.
It is especially important for applications to determine the threshold where the tail begins and to distinguish between polynomial and exponential tails. Often, methodology is based on graphical methods, as the Hill-plot or the ME-plot, see Embrechts et al. (1997) and Ghosh & Resnick (2010) . In these cases, multiple testing problems occur when one considers a wide set of thresholds.
The main objective of this paper is to provide ways to distinguish the behaviour of tails while avoiding the multiple testing problems. Our methods are based mainly on the properties of the residual CV. The CV is also closely related to the likelihood functions of the truncated normal, exponential and Pareto distributions; see Castillo & Puig (1999) and Castillo & Daoudi (2009) .
The empirical CVs and equivalent statistics (e.g. Greenwood's statistic) are omnibus tests used for testing exponentiality; see D'Agostino & Stephens (1986) . A large number of other tests for exponentiality have been proposed in the literature. Montfort & Witter (1985) proposed the maximum/median statistic for testing exponentiality against GPD. Ascher (1990) discussed tests based on E .X p / =E.X/ p (see also Mimoto & Zitikis, 2008) , although Lee et al. 1980 showed that for p D 2, at least, their power is poor against distributions whose CV is 1. Smith (1975) and Gel et al. (2007) suggested robust estimators of spread for distinguishing tail conditions; see also Gel (2010) and references therein. In Section 2, the asymptotic distribution of the residual CV above a threshold is studied as a random process indexed by the threshold. This provides a clear graphical method, called a CV-plot, for assessing departures from exponentiality in the tails. In Section 3, the qualitative behaviour of the plot is made more precise, and the plot is applied to the daily log-returns of exchange rates of the US dollar and Japanese yen.
New statistics are introduced in Section 4 for testing the exponentiality of tails using multiple thresholds simultaneously. The exchange rate data set is used to explain how to make best use of our proposed tools in practice. In Section 5, the powers of the new statistics are compared with the powers of some other statistics against heavy-tailed alternatives. Our methods are shown to be especially useful for testing against distributions, such as the absolute value of the Student t 4 , whose CV is 1.
The residual coefficient of variation
Let X be a continuous non-negative random variable with distribution function F .x/. For any threshold, t > 0, the conditional distribution function of threshold excedances X t given X > t, denoted F t .x/, is defined by
The CV of a distribution is defined as the ratio of the standard deviation to the mean. The residual CV, C V .t /, is the CV of F t .x/; like the usual CV, the function C V .t/ is independent of scale. Let X1 .X >t / denote the random variable, which is equal to X if X > t and to zero otherwise. Let 0 .t / D Pr ¹X > tº and k .t / D E X k 1 .X >t / , k > 0. Throughout this paper, we assume that 0 .t/ > 0 for all t . Note that
Let ¹X j º be a sample of independent and identically distributed random variables of size n. Let n.t / D P n j D1 1 .Xj >t / be the number of excedances over a threshold, t. By the law of large numbers, n.t /=n converges to 0 .t /. The empirical CV of the conditional excedance is given by
Then cv n .t / is a consistent estimator of C V .t / by the law of large numbers, assuming F has a finite second moment. The almost sure limit of cv n .t /, as n goes to infinity, is
Note that cv n .t / is also independent of scale parameters.
The standardized k-th sample moment of the conditional excedance is
Note that normalizing constant 1= p n is used in order to have W k;n .t/ D O p .1/. The covariance of this random process is given by
The quantities cv, W k and others depend on n; wherever possible in the following, the dependence of quantities on n is suppressed for simplicity. Even dependence on t is dropped for 
Proof. Using the temporary shorthand
Because
p n/, the result follows from a Taylor expansion of p n .cv.t / m cv .t // with respect to w k near zero.
We now give results establishing convergence of finite-dimensional distributions of several random processes. These results are sufficient for the applications given in Section 4. Tightness can also be shown, so that weak convergence in the Skorokhod space follows, but this will not be considered here. 
In particular, the asymptotic distribution of Greenwood's statistic is given by
Proof. Conditional moments of X , k .t /, can be obtained from the conditional moments of the exponential distribution of mean 1;
From Theorem 1, it follows that
The covariance matrix of W D .W 0 ; W 1 ; W 2 / 0 is, from (3) and assuming s Ä t,
Some algebra shows
Proposition 1. Let X be an exponentially distributed random variable with mean ; then using a new time scale, D log t , for t 1, the random process of p n .cv. / 1/ converges to standard Brownian motion.
Proof. From (1), given s; t 1, . log s; log t/ D exp .log s^log t/ D s^t:
Corollary 1 uses the same sample size n for all t in p n .cv.t/ 1/ for all t. The next result uses a sample size adapted to the corresponding t and gives a process, which converges to an Ornstein-Uhlenbeck process, a stationary Markov Gaussian process, which is the continuous time version of an AR.1/ process. Corollary 2. Let X be a random variable with an exponential distribution. Then p n.t / .cv.t / 1/ converges to a Gaussian process with zero mean and covariance function given by
In particular, for any fixed t,
Proof. We remember that n.t /=n converges to 0 .t / D Pr ¹X > tº > 0. Hence, if n tends to infinity, n.t / tends to infinity too. We can write
From (2), we have
Then p n.t / p n exp . t =2 /, and we have that
CV-plot
Given a sample ¹x k º of size n of positive numbers, we denote by ¹x .k/ º the ordered sample, so that
A CV-plot is a representation of the empirical CV of the conditional excedance (1), given by
The CV-plot does not depend on scale parameters, because cv n .t/ does not. In order to have a reference for the behaviour of (8), pointwise error limits for these plots can be obtained for large samples using (7), from the null hypothesis of exponentiality. In Section 4, pointwise error limits of the CV-plot are computed by simulation for samples of several sizes.
In order to illustrate the usefulness of the residual CV, we are going to examine the behaviour of exchange rates between the US dollar and the Japanese yen, from 1 January 1979 to 31 December 2003. The data set is available from OANDA Corporation at http://www.oanda.com/ convert/fxhistory.
The daily returns for the dollar price, P k , are given by
The daily returns have a dynamics that can be described by a GARCH(1,1) model. The subset of daily returns, which are above some threshold t, corresponds to a subsampling. One could then hope that for sufficiently high values of t , this subsampling chooses observations so well separated in time that independence can reasonably be assumed. The set of positive returns is called the positive part of the returns; the set of minus the negative returns is called the negative part. Both parts are samples of positive random variables. From the 25 years considered, we have 9131 daily returns, of which 3840 are positive, 3642 negative and 1649 equal to zero.
In Fig. 1 , plots A and B are CV-plots of the n D 2000 largest values for the positive and negative parts of dollar/yen returns, respectively. Asymptotic pointwise 90 per cent limits around the line cv D 1 are included. The lowest sample size we consider is 16, because no relevant information comes from smaller samples. Some remarks arise from Fig. 1 . Plot A shows that the process (8) for the positive part of dollar/yen returns is always inside the pointwise limits for the exponential distribution. Moreover, because we are only interested to test against Pareto alternatives, for which the residual CV is larger than 1, we have to consider only upper bounds; thus, the pointwise level is 95 per cent. Hence, the hypothesis that C V .t/ D 1 can be accepted, and we can say that the tails decrease at an exponential rate. Note that use of simultaneous confidence limits would make the bounds wider, reinforcing our conclusion.
Plot B shows that the process (8) for the negative part of dollar/yen returns is clearly outside the error limits for the exponential distribution over most of the range. It seems clear that we have to reject the hypothesis of exponentiality. However, the residual CV looks constant, approximately. Hence, a Pareto distribution might be accepted for the sample. 
Testing exponentiality using multiple thresholds
The qualitative behaviour of the CV-plot is made more precise here by introducing new tests of exponential tails adapted to the present situation. Our approach is the following:
Given a sample ¹x j º from an exponential distribution, and a set of thresholds t 0 < t 1 < < t m , let n .t k / be the number of events in ¹x j W x j > t k º, and let cv .t k / be the empirical residual CV given by (1), where 0 Ä k Ä m. From (7), the statistic n .t k / .cv .t k / 1/ 2 has asymptotically a 2 1 distribution. Thus, we consider the statistic
The distribution of T does not depend on scale parameters, so it is straightforward to simulate the distribution of T under the exponential null hypothesis. It is important to note that lower values for T are expected under the null hypothesis of exponentiality, when the expected values for cv .t k / are 1. Hence, high values for T show departure from exponential tails. The thresholds ¹t k º can be arbitrary, but some practical simplicity is obtained by taking thresholds approximately equally spaced under the null hypothesis of exponentiality. Given an exponential sample ¹x j º of size n, x .0/ D 0, x .n=2/ , x .3n=4/ , x .7n=8/ ; : : : are approximately equally spaced, because for a random variable, X, with exponential distribution Pr¹X > . log 2/kº D 1=2 k .
For a general sample, the quantiles q k corresponding to the last n=2 k elements are considered, .q 1 is the median, q 2 is the third quartile, . . . /. Hence, q k . log 2/k x .n n=2 k / . Taking the set of thresholds corresponding to these sampling quantiles, (9) becomes
Asymptotic distribution
It is possible to write (10) in the form T m D V 0 V , where
The asymptotic distribution of T m can be found from Corollary 1 in the following way. Because q k . log 2/k, asymptotically, the covariance matrix for V is † m D 2 
, because A is an orthogonal matrix.
Note that for m D 0, the asymptotic distribution of T 0 is simply a 2 1 distribution.
Approximate critical points
The asymptotic distribution of T m , given by Theorem 2, provides a way to compute p-values for large sample sizes without heavy simulation. For instance, if the sample size is n D 2000 and m D 3, the direct method needs samples of 2000 exponential random numbers, and the asymptotic distribution only needs samples of 4 normal random numbers.
Moreover, the asymptotic distribution of T m can be approximated by a C b 2 , where 2 has Gamma distribution with parameters . =2; 2/, fitting the constants a, b, in order the three first moments of
and a C b 2 be equal. Table 1 shows critical points obtained by simulation for the T m statistics (m D 0; 1; 2; 3 and 4) for samples of size 50, 100, 200, 500, 1000 and 2000, corresponding to the 95th and 99th percentiles, as well as the values obtained by simulation of the asymptotic distribution of Theorem 2, and the approximation given by a C b 2 . The simulations are all run with 50; 000
samples.
Observe that as the sample size increases, the 0:95 and 0:99 quantiles increase to their asymptotic values. So, using these asymptotic values instead of the true values is conservative. For samples of size 500, using the asymptotic values corresponding to the 0:95 quantile, the true significance levels for tests T 1 to T 4 are 0.044, 0.040, 0.035 and 0.029, respectively. 
Analysis of dollar/yen example
The analytical tests just developed are now applied to the previous data set to show how the joint distribution of the residual CV for a range of thresholds allows decisions to be made with a more precise knowledge of the significance level, although the exact point where the tail begins is unknown. This preliminary analysis is based on the 256 D 2 8 largest values of negative part of dollar/yen returns, introduced in Section 3. The goal is to decide whether the decrease of the tail of the distribution is exponential or polynomial. Using the multiple thresholds tests, these issues have a clearer answer. The T 4 test uses simultaneously the five subsamples that correspond to five thresholds that are approximately equally spaced under the exponential distribution. With the entire sample of 256 observations, T 4 D 13:37 with a p-value of 0:0323. This leads us to reject exponentiality at the 5% level.
Continuation of the analysis
In practice, in order to decide between exponential or polynomial tails, we suggest to select samples as large as possible where the CV-plot is roughly constant, then check exponentiality with the appropriate T m statistic. Then when we accept the null hypothesis, we do so with much more confidence. Of course when the sample size is small, the power of any test will be very low.
The analysis is now based on the n D 2000 largest values for the positive and negative parts of dollar/yen returns, respectively, introduced in Section 3. The corresponding CV-plots are A and B in Fig. 1 . In the graphical methods, identifying the threshold between the body and the tail of the distribution is generally a matter of subjective choice based on visual inspection. Hence, the analytical tests developed in this section complement the graphical analysis and make the CV-plot much more useful. The CV-plot in Fig. 1B suggests a constant CV greater than 1; thus a Pareto distribution can be assumed (Sullo & Rutherford 1977) . These conclusions may be surprising, because by considering the yen denominated in dollars, the positive and negative part are interchanged. In the 25-year period covered by the data, the price of one dollar went down from 200 to 100 yen, more or less. Perhaps this fact and the different sizes of the two economies can explain the difference between positive and negative parts. Perhaps the traders who buy or sell dollars use different strategies. In any case, we believe that if the dollar goes down, it would be correct to measure risks assuming tails decaying at a polynomial rate.
Power estimates
The T m statistics test simultaneously at several points whether C V D 1, although at each new point, only one-half of the sample of the previous point is used. Hence, T m statistics are especially useful for testing exponentiality in the tails, avoiding the problem of multiple comparisons. However, in this section, T m is considered as a simple test of exponentiality, as if the exact point where the tail begins is known.
Three experiments are conducted. The first one considers the absolute value of the Student distribution as the alternative distribution (with degrees of freedom D 1 to 10/. In the second case, the alternative distribution is a Pareto distribution. Finally, we examine the sensitivity of the proposed tests to outliers by generating data from mixtures of two exponential distributions.
The cumulative distribution function of the Pareto distribution is
where > 0 and > 0 are scale and shape parameters and x > 0. The limit case D 0 corresponds to the exponential distribution. The parameter˛D 1= is called the power of the tail.
The Student distribution with degrees of freedom is a distribution of regular variation with index˛D . That is, the tails of the Student distribution are like the Pareto distribution for D 1= . As an alternative to exponentiality, only the positive part, or equivalently the absolute value, of the Student distribution is considered. Note that in finance, often models with only three finite moments (infinite kurtosis) are considered; that corresponds to a Student distribution with D 3 or D 4.
The empirical powers of the T m statistics (m D 0; 1; 2; 3 and 4) have been compared with the empirical powers of the empirical CV (D'Agostino & Stephens 1986) and tests suggested by Montfort & Witter (1985) and Smith (1975) as tests against heavy-tailed alternatives. Each power is estimated using 10; 000 samples. The eight statistics considered are invariant to changes in scale. Hence, the powers do not depend on scale parameters under the null hypothesis of exponentiality or under the alternative distributions. Montfort & Witter (1985) proposed the maximum/median statistic for testing exponentiality against the GPD. Given a sample ¹X i º, their statistic is
Scand J Statist 0 where X m is the median of the sample. The statistic suggested by Smith (1975) is also used here for testing exponentiality against heavy-tailed alternatives. Using N X to denote the sample mean, his statistic is Table 2 reports the results for the eight statistics for sample size n D 500, at significance level 5%, testing exponentiality against the absolute value of the Student distribution with degrees of freedom from D 1 to 10. Powers for samples of size 50, 100, 200, 1000 and 2000 have also been calculated. Several overall observations can be made on the basis of these sampling experiments. First, the proposed T m tests are never clearly beaten by any of the competing methods. Second, in most cases cv (or T 0 ) is superior to the other tests. However, its power is poor against some particular cases such as testing against the absolute values of the Student distribution t 4 , which has C V D 1. Table 3 reports the results of the eight statistics with sample sizes, n D 500, at significance level 5%, testing exponentiality against a Pareto distribution with scale parameter D 1 and shape parameters from 0:05 to 0:3 with increments of 0:05. Powers for samples of size 50, 100, 200, 1000 and 2000 have also been calculated. The Pareto distribution has constant CV; hence, the T m statistics do not have any advantage testing for C V D 1 at different points. Moreover, at each new point, only one-half of the sample of the previous point is used. The overall observation that can be made on the basis of these sampling experiments is that again cv (or T 0 ) is superior to other tests; this agrees with the results Castillo & Daoudi (2009) . Moreover, other T m statistics are not far away from cv.
The significance level of the T m tests does not change very much when the null hypothesis includes some outliers. For instance, for samples of size 100, from a mixture of exponentials with parameters and 2 and proportions 0:95 and 0:05, the nominal 95 per cent values turn out to be 95:3, 95:8, 97:9 , 98:4 and 98:5 per cent for statistics T 0 to T 4 .
Testing against a mixture of exponential distributions with proportions 0:95 and 0:05 (outliers in the alternative hypothesis), all tests are quite sensitive. For a sample size of 500, powers are about 18 per cent against a mixture of exponential distributions with parameters and 2 . When the parameters are and 3 , powers are about 65 per cent, and with parameters and 4 about 90 per cent. The powers are somewhat higher for T 1 and T 2 and lower for the MW test.
The main conclusion is that, although cv is in general a good test, the T m statistics have very similar power and clearly improve the poor power of cv in testing against distributions with CV near 1, which often appear in finance.
