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Abstract—Detecting moving objects from ground-based videos
is commonly achieved by using background subtraction tech-
niques. Low-rank matrix decomposition inspires a set of state-of-
the-art approaches for this task. It is integrated with structured
sparsity regularization to achieve background subtraction in
the developed method of Low-rank and Structured Sparse
Decomposition (LSD). However, when this method is applied
to satellite videos where spatial resolution is poor and targets
contrast to the background is low, its performance is limited
as the data no longer fits adequately either the foreground
structure or the background model. In this paper, we handle
these unexplained data explicitly and address the moving target
detection from space as one of the pioneer studies. We propose
a new technique by extending the decomposition formulation
with bounded errors, named Extended Low-rank and Structured
Sparse Decomposition (E-LSD). This formulation integrates low-
rank background, structured sparse foreground as well as their
residuals in a matrix decomposition problem. To solve this
optimization problem is challenging. We provide an effective
solution by introducing an alternative treatment and adopting the
direct extension of Alternating Direction Method of Multipliers
(ADMM). The proposed E-LSD was validated on two satellite
videos, and experimental results demonstrate the improvement
in background modeling with boosted moving object detection
precision over state-of-the-art methods.
Index Terms—Satellite Video Processing, Background Subtrac-
tion, Moving Object Detection, Matrix Decomposition, Structured
Sparsity-Inducing Norm
I. INTRODUCTION
SATELLITE videos, provided by JiLin-1 [1] and Skybox[2], have become available since a few years ago. The
dense temporal information contained in these videos facil-
itates the solution to various surveillance problems, such as
Moving Object Detection (MOD) [3], [4] and target tracking
[5], [6], [7], [8]. The results will be valuable for new appli-
cations, including traffic monitoring, analysis and control at a
large scale from space [9].
Detecting moving object in ground-based videos is com-
monly accomplished by Background Subtraction (BS) tech-
nique, after a video frame is separated into foreground and
background components [10], [11], [12]. Moving objects cor-
respond to the regions constructed by temporally changing
pixels, which is referred to the foreground, while the remaining
part of the video contains those relatively stable pixels, which
is commonly referred to the background.
Given that the motion of the camera is relatively small
when a video is captured, the background parts between
frames are temporally stable and similar, thus they are assumed
to lay in a low dimensional subspace, which is commonly
estimated using low-rank matrix decomposition [13], [14],
[15]. Classical Principal Component Analysis (PCA) generates
background by seeking the rank minimization of the estimated
background, but it is sensitive to grossly corrupted pixels [16].
The moving objects take up only a tiny portion of the scene
of a video so that the foreground frames are considered pixel-
wise sparse. Robust Principal Component Analysis (RPCA)
decomposes a video to a low-rank background and a sparse
foreground matrix. Principle Component Pursuit (RPCA-PCP)
[17], [18], [19] and Fast Low Rank Approximation (GoDec)
[20] are developed to solve this low-rank matrix decompo-
sition problem, under a deterministic condition on low rank
and sparsity incoherence [21]. In addition to the pixel-wise
sparsity in RPCA, block-sparsity is also introduced to regular-
ize the outliers in column space of the estimated background,
which provides improved performance in a set of computer
vision applications [22]. However, they are suffering from
the degraded MOD performance when random noises in the
estimated foreground are high, which is caused by the lack of
spatial constraints on the foreground.
The first-order Markov Random Field (MRF) is then intro-
duced to constrain smooth edges of the estimated foregrounds
to reduce the effect from the random noises. Javed et al. [23]
shows that MRF can be utilized as a post-processing procedure
to the original RPCA. Zhou et al. [24] and Shakerior et al.
[25] build unified frameworks by integrating MRF in the low-
rank matrix decomposition, which works well for targets with
a reasonable spatial resolution.
Another solution to integrate spatial prior in low-rank matrix
decomposition is to regularize sparsity over groups of spa-
tially neighboring pixels. Structure sparsity-inducing norm can
measure the sparsity over groups of related variables, which
is utilized to regularize structured sparsity in a various set of
matrix decomposition problems [26], [27], [28]. The Low-rank
and Structured Sparse Decomposition (LSD) framework [29]
utilizes the structured sparsity-inducing norm for integrating
spatial prior on objects of interest to the low-rank matrix
decomposition. While LSD decomposes a video frame into the
low-rank background and the structured sparse foreground, it
tends to have a large residual that does not fit these factors. As
a result, the rank of the background is increased unnecessarily
or unexpected random noises are presented in the foreground.
In satellite videos, the moving objects are often presented
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by only a few pixels and their contrasts to the background
are low, which makes them homogeneous to random noises.
When LSD is applied to satellite videos, the performance is
then limited as it is more sensitive to the model residuals. In
this paper, we handle these unexplained data explicitly and
address the moving target detection from space as one of the
pioneer studies. We propose a new technique by extending
the decomposition formulation with bounded errors, named
Extended Low-rank and Structured Sparse Decomposition (E-
LSD). In the E-LSD, we decompose a video to the low-
rank background and the structured sparse foreground, with an
inequality constraint so that the residuals are bounded under
a noise level. To solve the E-LSD formulation is challenging.
We provide an effective solution by introducing an alternative
treatment and adopting the direct extension of Alternating Di-
rection Method of Multipliers (ADMM). Besides the potential
improvements in detection performance, the E-LSD converges
faster than LSD.
In summary, the main contributions of the current work are
as follows.
1) Satellite videoing is new, and moving object detection
from space is a challenging task. This is a pioneer study
to address the low resolution and poor contrast data from
satellites, comparing with ground-based videos.
2) We identify that the assumptions of low-rank back-
ground and the structured sparse foreground are no
longer acceptable for moving object detection from
space videos, as the performance is more sensitive to
the model residuals. We handle these unexplained data
explicitly and developed a new error bounded back-
ground and foreground model, Extended Low-rank and
Structured Sparse Decomposition (E-LSD).
3) We provide a feasible solution to the new formulation
by introducing an effective treatment and adopting the
direct extension of Alternating Direction Method of
Multipliers (ADMM) to meet the challenge of this
hard optimization problem. We demonstrate the E-LSD
approach achieves improved detection performance with
a reduced number of iterations using current satellite
video sets, compared with the original LSD algorithm.
The remainder of this paper is organized as follows. The
proposed formulation is detailed in Section II, which is fol-
lowed by the experimental evaluations in Section III. Finally,
conclusions and suggestions for future research are given in
Section IV.
II. PROPOSED METHOD
A. Structured Sparsity-Inducing Norm
Structured sparsity-inducing norm integrates prior structures
on a given set of variables. To encode prior structures of related
variables, the entire set of variables is partitioned to a few
groups by their relationships, and the structured sparsity is
defined on the group levels [26], [30], [31], [32]. Given a
vector of p variables s ∈ Rp, each group of related variables
is constructed by the selected elements in s, and the set
of constructed variable groups is denoted as G. Structured
(a) (b)
Fig. 1. An exemplar on structured sparsity. (a) and (b) are two binary images
of 5×5 pixels, in which the white circles are considered as foreground pixels.
The set of variable groups G is constructed by a sliding grid of 3× 3, which
are presented as rectangles in red, green and blue colors in for three locations,
respectively. In (b), as more constructed groups contain non-zero elements,
its structured sparsity-inducing norm is higher than (a).
sparsity-inducing norm sums the sparsity over all groups of
variables [26], [27] as,
‖s‖`1/`∞ =
∑
g∈G
ηg max
j∈g
|sj | =
∑
g∈G
ηg
∥∥s|g∥∥∞ , (1)
in which g ∈ G defines a group of related variables by their
indices in s, and s|g ∈ Rp is a sparse vector with non-zero
elements at the indices represented in the group g. ηg assigns
the weight for a group of related variables g. For simplicity, we
consider each group of related variables contributes equality
and set ηg = 1,∀g ∈ G.
For moving object detection in satellite videos, the prior
structure on the foreground is the spatial relationship among
pixels. Moving objects are commonly constructed by a blob,
therefore groups of related variables G are constructed by spa-
tially neighboring pixels. Structured sparsity-inducing norm
is introduced as a structured sparsity penalty to promote the
sparsity at the group level, which encourages isolated random
noise reduction in the foreground. As illustrated in Fig. 1,
foreground with spatially neighboring pixels generates lower
‖s‖`1/`∞ than that with isolated pixels.
The construction of G is controlled by the prior knowledge
on the moving objects. If G is defined by a set of singleton pix-
els, the structured sparsity-inducing norm is the conventional
element-wise `1 norm, which assumes pixels are independent.
In satellite videos, the moving targets are usually very small.
It should be proper to construct G via 3×3 grid scanning over
the foreground.
B. Extended Matrix Decomposition Model (E-LSD)
The original Low-rank and Structured Sparse
Decomposition (LSD) [29] defines a rank minimization
problem on the background, and also imposes structured
sparsity penalty on the foreground. Given a sequence of n
frames from a video noted by D ∈ Rp∗n, where p is the
number of pixels in a frame, B ∈ Rp∗n and S ∈ Rp∗n
are referred to the estimated background and foreground,
respectively. LSD defines an optimization problem as
following,
(B∗,S∗) = arg min
B,S
Rank(B) + λ ‖S‖`1/`∞
s.t. D = B+ S
, (2)
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in which λ is the weight for structured sparsity-inducing norm.
It is observed that LSD works in general for ground-based
video data, although there exist unexplained data that do not fit
the model. However, when LSD is applied to satellite videos
where spatial resolution is poor and targets contrast to the
background is low, its performance is limited as it is sensitive
to the large residuals. In this paper, we term these unexplained
data as residuals.
To explicitly handle the unexplained data in LSD, we
propose an extended decomposition formulation with bounded
errors, which is defined as
(B∗,S∗) = arg min
B,S
Rank(B) + λ ‖S‖`1/`∞
s.t. ‖D−B− S‖2F ≤ ζ
, (3)
where ζ ≥ 0 is expected upper boundary of the unexplained
data (residuals). When ζ = 0, the proposed approach degrades
to the ideal case defined in the original LSD approach.
We name this extended matrix decomposition formulation as
Extended Low-rank and Structured Sparse Decomposition (E-
LSD).
As the rank minimization in Eq. (3) is non-convex and hard
to optimize, similar to the treatment in [18], [29], we relax the
rank operator of B by its nuclear norm ‖B‖∗. The inequality
constraint in Eq. (3) also makes the optimization problem
difficult. One possible solution is to replace the inequality
constraint by a penalty term [33].
Inspired by [15], [34], we introduce an alternative treat-
ment which replaces the inequality constraint a decomposition
model over three components, D = B+S+E, where the extra
term E ∈ Rp×n is used to handle the residuals. Eq. (3) now
becomes
(B∗,S∗,E∗) = arg min
B,S,E
‖B‖∗ + λ1 ‖S‖`1/`∞ + λ2 ‖E‖
2
F
s.t. D = B+ S+E
,
(4)
where λ1 > 0 and λ2 > 0 are two scalars that assign the
relative importance of ‖S‖`1/`∞ and ‖E‖
2
F . In E-LSD, given
a sequence of video frames D as input, E-LSD outputs a low-
rank background matrix B, a structured sparse foreground S
and the unexplained residuals E. When λ2 tends sufficiently
large with fixed λ1, E becomes zero, then our proposed E-
LSD degrades to the original LSD. A more detailed discussion
on the selection of λ1 and λ2 is provided in Sections III-A
and III-B.
C. Optimization to E-LSD
By Eq. (4), E-LSD defines a convex optimization problem
for minimizing the sum of three functions with uncoupled
variables under a three-block linear constraint. To solve this
problem, we adopt the direct extension of Alternating Di-
rection Method of Multipliers (ADMM) [35], [36], whose
details are given in Algorithm 1. We remove the equality
constraint in Eq. (4) by the Augmented Lagrangian Multiplier
Algorithm 1 The Direction Extension of Alternating Direction
Method of Multipliers (ADMM) for E-LSD
Input: D ∈ Rp∗n, λ1 > 0, λ2 > 0, µ > 1.0, µ¯ = µ× 1.0e5,
and ρ > 1.0
Output: B, S and E
1: B0 = 0, S0 = 0, E0 = 0
2: while not converged do
3: Estimate Bk+1 in Eq. (6a) using Eq. (7).
4: Estimate Sk+1 in Eq. (6b) using Eqs. (17) and (18).
5: Ek+1 = µ2λ2+µ (D−Bk+1 − Sk+1 + 1µYk).
6: Yk+1 = Yk + µ(D−Bk+1 − Sk+1 −Ek+1).
7: µ = min{ρµ, µ¯}, k = k + 1.
8: Check the convergence using Eq. (20)
9: end while
10: return Bk+1, Sk+1 and Ek+1
(ALM) method [37], and obtain the Lagrangian augmented
optimization problem as
(B∗,S∗,E∗,Y∗) = arg min
B,S,E,Y
‖B‖∗ + λ1 ‖S‖`1/`∞ + λ2 ‖E‖
2
F
+ 〈Y,D−B− S−E〉
+
µ
2
‖D−B− S−E‖2F ,
(5)
where Y ∈ Rp∗n is the Lagrangian multiplier and µ > 0 is
a positive scalar. The augmented problem is then solved by
alternatingly solving the three sub-problems as follows,

Bk+1 = arg min
B
1
µ
‖B‖∗
+
1
2
∥∥∥∥(D− Sk −Ek + 1µYk)−B
∥∥∥∥2
F
,
Sk+1 = arg min
S
λ1
µ
‖S‖`1/`∞
+
1
2
∥∥∥∥(D−Bk+1 −Ek + 1µYk)− S
∥∥∥∥2
F
,
Ek+1 =
µ
2λ2 + µ
(D−Bk+1 − Sk+1 + 1
µ
Yk),
Yk+1 =Yk + µ(D−Bk+1 − Sk+1 −Ek+1).
(6a)
(6b)
(6c)
(6d)
In Algorithm 1, sufficient conditions are satisfied to guar-
antee its convergence. B, S and E are three separable blocks
of variables. ‖B‖∗ and ‖S‖`1/`∞ are two convex functions,
and ‖E‖2F is strongly convex with modulus of 2. When
µ ∈ {0, 7λ28 }, it is sufficient to guarantee the convergence of
our proposed algorithm, as proved in [36]. Since the theoretical
convergence analysis in [36] is conservative and based on the
worst case, in practice, empirically enlarging µ would lead to
a good solution with fewer iterations.
1) Estimation of Bk+1: At the k + 1th iteration, Bk+1
is estimated by solving the sub-problem in Eq. (6a) with
fixed Sk, Ek and Yk, whose closed-form solution is given
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by singular value thresholding approach [17], [38],
G = D− Sk−Ek + 1
µ
Yk,
UΣVT = G,
Bk+1 = US 1
µ
(Σ)VT ,
(7)
where UΣVT refers to the Singular Value Decomposition
(SVD) of G, and S 1
µ
(Σ) is the element-wise soft-thresholding
(shrinkage) operator on the diagnose matrix Σ, which is
defined as
S 1
µ
(Σ) = max(Σ− 1
µ
,0),Σ  0, µ > 0. (8)
2) Estimation of Sk+1: With fixed Ek, Yk and estimated
Bk+1, sub-problem defined in Eq. (6b) is first decomposed to
a set of frame-wise optimization problems, then the solution
to each of them is given by its dual problem as a Quadratic
Min-cost Network Flow problem 1.
We decompose the optimization problem in Eq. (6b) for
a given batch to a set of frame-wise independent problems
because no temporal constraints are put on the consecutive
frames. The structured sparsity-inducing norm over the given
batch can be decomposed to a combination of its frame-wise
counterparts as,
‖S‖`1/`∞ =
n∑
i=1
‖Si‖`1/`∞ . (9)
Let H = D−Bk+1 −Ek + 1µYk, note s = Si and h = Hi,
where Si and Hi, ∀i ∈ {1, · · · , n}, are the i-th column vectors
in S and H, respectively. Then we rewrite the decomposed
optimization problem for estimating a foreground frame as
arg min
s
1
2
‖h− s‖22 + λ′
∑
g∈G
∥∥s|g∥∥∞ , (10)
where λ′ = λ1/µ.
The unconstrained optimization problem defined in Eq. (10)
cannot be solved directly by Gradient Descent method, as
structured sparsity-inducing norm is non-smooth and it is
challenging to derive their gradients. Jenatton et al. [27] first
show this problem can be solved by mapping to a Quadratic
Min-cost Network flow problem. Since this structured sparsity
encoding in Eq. (10) has not been explored in the field of
remote sensing imaginary, we provide a brief sketch here.
To make the optimization problem defined in Eq. (10) easier
to solve, auxiliary primal variables z ∈ R|G| are introduced,
where zg is the corresponding variable for the group g ∈ G,
then the unconstrained optimization problem with inequality
constraints is reformulated as,
arg min
s,z
1
2
‖h− s‖22 + λ′
∑
g∈G
zg
s.t. ∀g ∈ G,∥∥s|g∥∥∞ ≤ zg
, (11)
where the inequality constraint
∥∥s|g∥∥∞ ≤ zg,∀g ∈ G defines
the zg-sublevel set of ‖sg‖∞. Then inequality constraints are
replaced by generalized conic inequalities formed by their
1For simplicity, we refer S to Sk+1 in this subsection.
epigraphs, as Cg = {(zg, s|g) ∈ Rp+1 :
∥∥s|g∥∥ ≤ zg},∀g ∈ G,
and the optimization problem is rewritten as
arg min
s,z
1
2
‖h− s‖22 + λ′
∑
g∈G
zg
s.t. ∀g ∈ G, (zg, s|g) ∈ Cg
. (12)
As proved in [31], [39], the convexity of the reformulated
problem and the satisfied Slater’s conditions [40] on the
generalized conic inequalities imply that strong duality holds
in Eq. (12), i.e. feasible solutions to primal and dual variables
exist and they provide the same objective value. Therefore, we
solve the optimization problem in Eq. (12) using the primal-
dual approach on its dual problem.
To remove the inequality constraints, we introduce dual
variables τ ∈ R|G| and ξ ∈ Rp×|G|, and obtain the Lagrangian
function of the primal problem Eq. (12)
L(s, z, τ, ξ) = 1
2
‖h− s‖22 + λ′
∑
g∈G
zg −
∑
g∈G
[
zg s
T
|g
] [τg
ξg
]
,
(13)
in which ξg ∈ Rp,∀g ∈ G denote the corresponding dual
variables for the group of variables in g, and ξ is the set of
all ξg,∀g ∈ G. The τ ∈ R|G| is the dual variables for z, and
τg is the corresponding element for group g ∈ G. Considering
s|g ∈ Rp,∀g ∈ G is sparse, the corresponding dual variables in
ξg for zero elements variables in s|g are set 0, ξ
g
j = 0 if j /∈ g.
The dual variables (τ, ξ) also satisfy 2
(τg, ξ
g) ∈ {(τg, ξg) ∈ Rp+1 : ‖ξg‖1 ≤ τg} ,∀g ∈ G. (14)
The Lagrangian dual function provides the lower bounds on
the optimal value to the primal problem by seeking the min-
imum value of Lagrangian function over the primal variables
(z, s), which is derived as
inf
(s,z)
L(s, z, τ, ξ) =−
1
2 (
∥∥∥h−∑g∈G ξg∥∥∥2
2
− ‖h‖22), if
{
∀g ∈ G, λ′ = τg and
h− s+∑g∈G ξg = 0
−∞, others
,
(15)
where all variables in h and ξ are assumed non-negative,
therefore the signs of variables ξ are flipped.
Primal-dual approach searches feasible solution to primal
problem by maximizing its Lagrangian dual function, and the
dual problem is defined as,
arg max
ξ
inf
(s,z)
L(s, z, τ, ξ). (16)
As derived in Eq. (15), the Lagrangian dual function is finite
only when ∀g ∈ G, λ′ = τg and h − s +
∑
g∈G ξ
g = 0. We
2The inequality constraints on the dual variables are the dual of cone
Cg ,∀g ∈ G, and the dual norm of `∞ is `1 norm.
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make these equality constraints explicitly and formulate the
dual problem as
ξ∗ = arg min
ξ
1
2
∥∥∥∥∥∥h−
∑
g∈G
ξg
∥∥∥∥∥∥
2
2
s.t. h− s+
∑
g∈G
ξg = 0,
∀g ∈ G, ‖ξg‖1 ≤ λ′ and ξgj = 0 if j /∈ g
.
(17)
The dual problem above defines a Quadratic Min-cost Network
flow problem, which is defined and solved in [41]. After
solving the dual problem to the decomposed optimization
problem, the foreground Si = s is given by
s = h−
∑
g∈G
ξ∗g, (18)
where ξ∗ is the obtained optimal solution to Eq. (17).
3) Initialization and Termination: To start the E-LSD, the
Lagrangian Multiplier Y0 is empirically initialized by Y0 =
D/(‖D‖2 + 1λ1 ‖D‖∞), as it is likely to make the objective
value in Eq. (5) reasonably large.
Similar to [42], the stop criterion of the proposed algorithm
is extracted by the KarushKuhnTucker (KKT) conditions [39]
D−B∗ − S∗ −E∗ = 0,
Y ∈ ∂ ‖B∗‖∗ ,Y ∈ ∂ ‖S∗‖`1/`∞ ,Y ∈ ∂ ‖E∗‖2 .
(19)
Due to the difficulty in computing ∂ ‖B∗‖∗ and ∂ ‖S∗‖`1/`∞ ,
in real computing we terminate the Algorithm 1 by a relative
stop criterion as
‖D−B∗ − S∗ −E∗‖F
‖D‖F
≤ τ. (20)
The τ is influenced by the problem scale, in practice, τ =
1.0e−7 should be sufficient for most problems [42]. Algo-
rithm 1 summarizes the steps of the proposed direct extension
of ADMM for E-LSD.
III. EXPERIMENTS
In this section, we evaluate the detection performance of
E-LSD on a dataset that contains two satellite videos, namely
Video 001 and Video 002. This dataset is constructed from
a satellite video captured over Las Vagas, USA on March
25, 2014, whose spatial resolution is 1.0 meter and the frame
rate is 30 frames per second. Both videos contained in this
dataset are composed of 700 frames with boundary boxes for
moving vehicles as groundtruth 3. We used the first 200 frames
of each video for parameter selection, and the remaining
frames were used for performance evaluation. In this dataset,
Video 001, containing complex background, is challenging for
moving object detection, while the background scene is less
complex in Video 002, which is mainly composed of roads, as
illustrated in Fig. 2. More detailed information on both videos
is presented in Table I.
3Moving vehicles are manually labeled by the Computer Vision Annotation
Tool (CVAT), and a boundary box is provided for each moving object on each
frame.
TABLE I
INFORMATION ON THE EVALUATION DATASET
Video Frame Size Cross Validation Performance Evaluation#Frames #Vehicles #Frames #Vehicles
001 400× 400 200 9306 500 18167
002 600× 400 200 13443 500 39362
(a) Video 001 (b) Video 002
Fig. 2. Exemplar frames from Video 001 and Video 002.
The detection performance on moving object detection is
evaluated on recall, precision and F1 scores given by
recall = TP/(TP + FN)
precision = TP/(TP + FP )
F1 =
2× recall× precision
recall + precision
, (21)
where TP denotes the number of correct detections, FN and
FP are the numbers of missed detections and false alarms,
respectively. A correct detection is defined as the Intersection
over Union (IoU) against the groundtruth is greater than a
threshold. Since the vehicles in satellite videos are small, we
set the threshold as 0.3 4.
In addition to the evaluation of detection performance, we
also consider the rank of the estimated background as an
indicator of the background modeling performance. As the
motion of the camera during a satellite video is relatively
small, and the background does not change significantly,
we assume better background lays in a lower dimensional
subspace. Empirically, background with lower rank is better.
A. The Evaluation on The Importance of The Introduced
Bounded Error
The importance of the introduced bounded errors E is
experimentally verified, which is conducted on the Cross-
Validation sequence from Video 001. The introduced bounded
E helps achieve the expectations on the low-rank background
and the structured sparse foreground simultaneously, which
original LSD fails to achieve.
4As the estimated foreground is built by contiguous values, we utilize
threshold segmentation as post-processing for extracting the foreground mask
as well as the moving objects [43].
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Method LSD E-LSD
Detection
Background
Method LSD E-LSD
λ = 0.00025 λ = 0.00125 λ = 0.0025
Recall ↑ 40.2% 90.1% 84.1% 81.5%
Precision ↑ 36.0% 62.9% 79.5% 85.9%
F1 ↑ 38.00% 74.85% 81.72% 83.64%
Rank(B) ↓ 1 89 200 30
Fig. 3. Demonstration on the importance of introduced E in E-LSD.
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Fig. 4. Performance evaluation with varying λ2 with λ1 = 0.0025 on Video 001.
The ignorance of the residuals E in LSD would result in
dropped performance in either moving object detection or
background modeling. In LSD, the parameter λ balances the
contribution of the relaxed low-rank term and structured spar-
sity term to the objective function. As λ increases, structured
sparsity is emphasized, and the residuals are more likely to
be encoded in the background. As highlighted in Fig. 3, LSD
achieves well detection performance when λ = 0.0025, and
the estimated background frame contains some residuals that
do not fit to the composed model of low-rank background or
structured sparse foreground. At the same time, an increase is
observed in term of the rank of the background, as illustrated
in Fig. 3. One possible reason for this increase is that some
estimated background frames are so different from the others,
implying that the residuals are encoded in the background
model. On the contrary, as λ decreases, the low-rank term
contributes more to the objective function defined in Eq. (2),
and the residuals tend to be encoded in the foreground frames,
which hurts the detection performance. When λ = 0.00025,
the rank of the estimated background reduces to 1, at the same
time the estimated foreground is severely corrupted by the
residuals, which results in the dropped detection performance.
Therefore, without handling the residuals, the original LSD
fails to achieve a good performance on both background
modeling and moving object detection at the same time.
By introducing the bounded residuals E, our proposed E-
LSD achieves both the expectations on the low-rank back-
ground and the structured sparse foreground at the same
time. As presented in Fig. 3, the extracted background of our
proposed E-LSD is cleaner than that of LSD, while, at the
same time, the detection performance is improved by E-LSD.
To further investigate the effect of E, we vary its weight
λ2 with fixed λ1 = 0.0025 in E-LSD defined in Eq. (4).
When λ2 is sufficiently large, E tends zero, then the E-LSD
degrades to LSD. As λ2 decreases, the residual term is less
emphasized, and the upper bound for E starts to increase,
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Fig. 6. Histogram of E with varying λ2 with fixed λ1 = 0.0025 on Video
001
which allows residuals to be encoded by the introduced E.
As illustrated in Fig. 4c, with decreasing λ2, the rank of
the estimated background decreases dramatically. At the same
time, the precision of detected moving objects increases, as
shown in Fig. 4a, which may be attributed to the removal
of possible residuals from the foreground by E. When λ2
becomes extremely tiny, the upper bound for E turns very
large, which may include too much information into E and
break the detection performance. As shown in Fig. 6, the
shifts of the mean values of E and the expansion of the
corresponding histograms demonstrate that the more pixel
entries are included by the residual term as λ2 decreases,
which explains the drop of recall scores on the other hand.
Similar trend of the detection performance with different
λ2 can also be observed with different selection on λ1, as
presented in Fig. 4.
B. Parameter Setting
The E-LSD is mainly controlled by the weights of sparsity
term and the residual term, λ1 and λ2. As varying λ2 with
fixed λ1 has been discussed in Section III-A, we mainly focus
on the effects of different λ1 on the detection performance.
The parameter λ1 controls the importance of the structured
sparsity term in the objective function of E-LSD. As λ1
increases from an extremely small number, structured sparsity
term starts contributing more to the objective function, and
the foreground is expected to be more structured sparse,
which improves the detection performance. If λ1 turns too
large, the structured sparsity term tends to prevent moving
objects from being encoded in the foreground, which causes
a drop in the detection performance. As presented in Fig. 4,
with fixed λ2, the detection performance by E-LSD increases,
when λ1 gradually increases from 10−4. After achieving the
best performance of E-LSD, the detection performance starts
decreasing as λ1 continues increasing.
In addition to the trade-off between λ1 and λ2, the per-
formance of E-LSD is also influenced by the length of the
batch for processing, and a considerable batch length would
benefit both detection and background estimation performance.
Estimation of background entries for slow moving objects or
large objects requires more extended observation sequence,
otherwise, the backgrounds would contain blurred foreground
entries, leading to a dropped detection performance. As pre-
sented in Fig. 7, we gradually increase the length of the
batch from 5 to 200, and this increase results in improved
recall and prevision. At the same time, the two highlighted
regions in Fig. 7, which are corresponding to containing slow
moving objects and large objects, respectively, are displayed
as examples for background estimation. We can see the
backgrounds detected are more homogeneous, as the length
of batch increases.
In following experiments we present in this paper, λ1 =
1/
√
p and λ2 = λ1/5 were set for E-LSD, and the corre-
sponding batch size in E-LSD was selected as the length of
the video for processing. Further fine-tuning on the selection
of λ1 and λ2 may improve the performance more.
C. Performance Evaluations
To verify the effectiveness of E-LSD, we compare the
detection performance against 4 state-of-the-art approaches,
which are RPCA-PCP [19], Godec [20], DECOLOR [24] and
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Fig. 7. Performance evaluation on batches of different lengths. Exemplar estimated backgrounds are provided at increasing batch lengths, where two sub-regions
are highlighted for containing slow-moving targets and large targets, respectively
TABLE II
DETECTION PERFORMANCE EVALUATION.
Video 001 002 Avg(F1) ↑Recall ↑ Precision ↑ F1 score ↑ Rank(B) ↓ Recall ↑ Precision ↑ F1 score ↑ Rank(B) ↓
RPCA-PCP 94.4% 40.8% 56.98% 2 90.2% 78.1% 83.72% 2 70.35%
GoDec 94.7% 35.7% 51.85% 6 89.9% 80.9% 85.16% 6 68.51%
DECOLOR 77.4% 58.6% 66.70% 2 79.1% 80.8% 79.55% 2 73.13%
LSD 86.8% 70.8% 77.98% 497 82.2% 90.9% 86.31% 496 82.15%
E-LSD 85.0% 78.9% 81.82% 65 79.6% 93.8% 86.13% 76 83.98%
the original LSD [29]. RPCA-PCP and Godec are low rank
matrix decomposition methods with element-wise sparsity on
the foreground, which are solved by Principal Component Pur-
suit (PCP) and Fast Low Rank Approximation, respectively.
DECOLOR imposes contiguous outlier constraints on low rank
decomposition by introducing the first-order Markov Random
Filed.
As presented in Table II, the E-LSD algorithm achieves the
highest precision on both videos and comparable performance
in term of recall. Video 001 contains complex background,
which makes it challenging for moving object detection.
Compared with the RPCA-PCP and GoDec algorithms, E-
LSD boosts the detection precision by the introduced structure
sparsity. Secondly, we can see LSD and E-LSD can overcome
the shortcoming of adding targets neighboring background
pixels to the foreground by DECOLOR, as presented in
Fig. 8. Compared with the original LSD approach, the E-LSD
significantly reduces the rank of the estimated background
from 496 to 76, which means the background contains less
undetected moving objects. As demonstrated in Fig. 8, fewer
residuals are included in the estimated foreground by E-LSD
than LSD. The other video in this dataset, Video 002, is less
challenging, most algorithms achieve good performance on it,
and the improvement of E-LSD is less significant. E-LSD and
LSD achieve similar detection performances on Video 002,
and the estimated background by E-LSD has a lower rank than
LSD, implying that E-LSD improves the background modeling
performance. Overall, the E-LSD significantly outperforms
RPCA-PCP, GoDec, and DECOLOR. Compared with the
LSD, the E-LSD improves the performance on both moving
object detection and background modeling.
We also evaluate the detection performance with varying
IoU thresholds. As illustrated in Fig. 9, on Video 001, the
F1 score deceases as the IoU threshold increases. Compared
ERROR BOUNDED FOREGROUND AND BACKGROUND MODELING FOR MOVING OBJECT DETECTION IN SATELLITE VIDEOS 9
RPCA-PCP GeDec DECOLOR LSD E-LSD
Fig. 8. Comparison with other existing state-of-the-art methods. Each column presents different approaches. The first row are the visualized detection results,
which are all the 250th frame, and the second row and third row are the estimated backgrounds and foreground marks.
0.2 0.4 0.6 0.8
0
20
40
60
80
IoU Threshold
F
1
RPCA-PCP
GoDec
DECOLOR
LSD
E-LSD
(a) Video 001
0.2 0.4 0.6 0.8
0
20
40
60
80
IoU Threshold
F
1
RPCA-PCP
GoDec
DECOLOR
LSD
E-LSD
(b) Video 002
Fig. 9. Detection performance over varying IoU thresholds.
with RPCA-PCP, GoDec, and DECOLOR, the E-LSD signif-
icantly improves the detection performance at all thresholds,
and slight improvement against LSD is also observed. Since
TABLE III
COMPARISON ON NUMBER OF ITERATIONS WITH RELATIVE STOP
CRITERION
Video Video 001 Video 002# Iteration Time (s) # Iteration Time (s)
LSD 56 34238.43 57 59748.96
E-LSD 37 11938.70 37 23038.05
Video 002 is less challenging, all methods except DECOLOR
perform similarly. The E-LSD achieves higher F1 score when
the threshold is large.
D. Analysis on Computation Consumption
In addition to the improved detection performance, another
advantage of the E-LSD is its faster convergence compared
with the original LSD approach. In the LSD, E factor is
ignored, which has been implicitly factored to either the fore-
ground or the background, which challenges the optimization
procedure, and results in slower convergence. As illustrated
in Fig. 10, as the relative stop criterion becomes small, the
E-LSD reaches the same level of relative stop criterion earlier
than LSD. By using the same relative stop criterion, the E-LSD
requires about 20 fewer iterations, as demonstrated in Table III.
This improvement should be owned to the explicit handling of
the extra data structure beyond the low-rank background and
the sparse foreground.
In terms of the computation consumption, the E-LSD signif-
icantly reduces the time cost in the process, as fewer iterations
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are required. In the LSD and the E-LSD, Singular Value
Decomposition (SVD) and structured sparsity encoding are
involved in each optimization iteration, and they take the
majority of the time cost. Reducing the iterations in the E-LSD
means SVD and structured sparsity encoding. Although addi-
tional computation is introduced in the E-LSD for updating E,
these operations are basic matrix sum operators, whose cost is
negligible. As demonstrated in Table III, the time for process-
ing a video with same relative stop criterion, τ = 1.0e−7, is
significantly reduced by the E-LSD 5. Therefore, the E-LSD
is more cost-efficient, compared with the LSD.
IV. CONCLUSION
Moving Object Detection (MOD) aims to reveal moving
objects from a video or a sequence of images, after which
the extracted objects can be associated for object tracking.
Therefore, MOD in satellite videos is a fundamental and
critical task in satellite video processing. Detecting moving
objects is commonly achieved by background subtraction
techniques. Low rank and structured sparse matrix decompo-
sition integrates the prior structure of foreground with spatial
information to background subtraction, however, it often ends
up with high model residuals.
In order to handle these ignored data, we propose an
Extended Low-rank and Structured Sparse Decomposition
(E-LSD), where those outliers are bounded under a noise
level. Experimental results show that the proposed E-LSD
achieves boosted detection precision as well as improved F1
scores. In addition to the improved detection performance, by
handling the outliers explicitly the E-LSD converges faster
than the original LSD approach. As more satellite video data
are available, more extensive testing can be conducted in the
future study.
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