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Artificial neural network (ANN) is one of the most prominent universal 
approximators, and has been implemented tremendously in forecasting arena. 
The aforementioned neural network forecasting models are feedforward 
(nonlinear autoregressive) and recurrent (nonlinear autoregressive moving 
average). Theoretically, the most common algorithm to train the network 
is the backpropagation (BP) algorithm which is based on the minimization 
of the ordinary least squares (LS) estimator in terms of mean squared 
error (MSE). However, this algorithm is not totally robust in the presence 
of outliers that usually exist in the routine time series data, and this may 
cause false prediction of future values. Therefore, the main objective of 
this research is to modify the backpropagation algorithm of nonlinear 
autoregressive (NAR) and autoregressive moving average (NARMA) models 
using Tukey-bisquare estimator and a proposed hybrid firefly algorithm on 
the least median of squares (FFA-LMedS), in order to manage outlying data 
efficiently, hence produce more accurate forecasted values. The proposed 
neural network models are named as modified NAR and NARMA models, 
which able to handle various degrees of outliers problem in time series data. 
The performance of the fitted neural network models are examined on both 
real and simulated datasets. The error measures to assess the performance are 
Root Mean Square Errors (RMSE), Mean Square Prediction Error (MSPE), 
Mean Absolute Percentage Error (MAPE), Mean Absolute Deviation (MAD) 
and Geometric Root Mean Square Error (GRMSE). It is found that Tukey-
bisquare estimator performs best in handling data with outliers less than 
20 percent. On the other hand, the proposed FFA-LMedS performs best 
when handling outlying data greater than 20 percent. Nevertheless, it is 
discovered that combinations of input lags, error lags and hidden nodes 
are vital to affirm the optimal performance of neural network forecasting 
models. In general, the modified NARMA model outperforms the modified 
NAR in most cases. It is found that the best model for Aggregate data is 
modified NARMA using Tukey-bisquare with configurations 15-15-20, 
while the best model for Sand data is modified NARMA using FFA-LMedS 
with configurations 10-10-20. Finally, the best model for Roof Materials 
data is modified NARMA using Tukey-bisquare with configurations 15-
15-15. In order to further validate the findings, a bootstrap technique is 
proposed namely odd-even block bootstrap technique. The proposed 
bootstrap technique is constructed for easier block length determination, 
plus remaining the time dependency, as compared to the existing ones. At 
the same time, the performance of the alternative bootstrap technique is 
compared to the ordinary and moving block bootstrap techniques to further 
validate the proposed one. The proposed technique is found to be superior 
as compared to the existing ones. As a conclusion, the proposed models are 
efficient to be implemented in a wide range forecasting purposes, especially 
on any time series data with various degress of outliers problem. 
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Measurement issues are old issues in educational testing, and some of 
them are still unsolved. The Rasch rating scales model is a unidimensional 
measurement model for analyzing data on human attitudes. This 
mathematical model describes the two parameters: items and persons as 
agents of response. This study investigates the measurement of rating 
responses (attitude items) for the Rasch rating scales using item threshold 
models. If measure is merely based on the graphical distribution of the 
Wright map without considering the item thresholds, the item measure 
does not reflect the difficulty of achieving a particular category in the 
rating scale. Although previous studies have described and interpreted 
the rating scale category functioning and Wright map for the rating scales 
model, only few have described the importance of thresholds in calibrating 
the measurement variables of the rating scales. The mathematical and 
practical concepts of the measurement must be examined further to 
address these issues. Accordingly, this study investigates and estimates 
the consistency of the rating scale model categories and the model 
calibration between the parameters of measurement/latent variables in 
a particular category based on the Rasch mathematical functions and 
real data. The data are gathered by conducting a questionnaire survey 
among 342 engineering students taking up Calculus III at the Universiti 
Teknologi MARA in Shah Alam. The students were asked to answer 20 
revised Aiken attitude items using five response options ranging from 
strongly disagree to strongly agree. A questionnaire was developed and 
subjected to a pilot test, and its content validity, construct validity, and 
predictive validity all complied with the validity measurement guidelines. 
The data are investigated using three item types of thresholds, namely, 
the Rasch-Andrich threshold, Thurstone threshold, and Rasch-half-
point threshold, based on mathematical functions and graphics. They 
display category curves and maps including conditional probability, 
cumulative probability, expected score curve, and Wright map based on 
three types of item thresholds. The analysis focuses on the conditions 
of the items in the threshold models to verify the quality of responses 
in each category and distribution of each response. The findings reflect 
the quality of responses at each category scale based on the estimated 
location of agreement-disagreement points on the latent variable. The 
Wright map illustrates such quality by calibrating the distribution of 
students and items based on the logit scales and by comparing the three 
item thresholds. The item thresholds model provides three different 
methodologies for selecting the point. Although the difference in their 
results is usually small but each one radically changes the interpretation. 
Therefore, it would be helpful for users to know which method is 
suitable for their targets. This research significantly contributes to the 
fundamental measurement of human attitudes by showing that these 
measurement models can demarcate the category intervals based on the 
rating scale responses at three types of item thresholds. 
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