• The spatial pattern of the extracellular action potential contains more information than that used for spike sorting.
Introduction
The spatial precision with which cortical microcircuits are organised is one of the most important open questions in modern neuroscience. There is increasing evidence of precisely specified organisation of neural circuits. Examples include the arrangement of neuronal classes relative to the cortical layers with properties which depend on their exact location (Oberlaender et al., 2011) , morphological groups within classes of neurons (Tsiola et al., 2003) , preference in connectivity between particular classes of neurons (Lee and Huguenard, 2011; Wang et al., 2004; Levy and Reyes, 2012) and typical relative location of pre and post synaptic neurons depending on neuronal type (Kozloski et al., 2001 ). This specificity is expected to be a reflection of the role played by each sub class of neuron within the microcircuits in which they are embedded. The importance of characterising each sub population in order to understand how functionality arises from microcircuits has long been recognised; currently, preferred technologies for characterising specificity in microcircuits include the combination of two photon imaging, fluorescent markers -genetically modified animals, light stimulation, targeted intracellular recordings and extracellular recordings, with transgenic animals being the key enabler by allowing researchers to target and control specific groups of neurons expressing fluorescent proteins that emit/absorb light at very narrow wavelength bands.
Multi-electrode array (MEA) extracellular recordings, however, currently have important advantages over imaging technologies with respect to the temporal fidelity with which neuronal responses can be captured. For this reason, they are widely used in systems neuroscience. However unlike imaging techniques, they currently lack the ability to provide useful information about the localisation and classification of recorded neurons. While the spatial information provided by high density electrode arrays (see Blanche et al., 2004; Frey et al., 2009; Du et al., 2009 for hardware implementations) has begun to be used for analysis, this has been largely restricted to spike sorting and clustering procedures. Neurons have traditionally been classified from extracellular recordings using criteria such us the spike width/height (Mitchell et al., 2007; Bartho et al., 2004; Frank et al., 2001) , firing patterns (Royer et al., 2012) and cross correlograms (Fujisawa et al., 2008) . However, there is overlap between classes when classifying based on these features alone (Frank et al., 2001; Swadlow, 2003; GonzalezBurgos et al., 2005; Royer et al., 2012) ; such characterisations are normally made in vitro and can differ from properties exhibited in vivo (Henze et al., 2000; Nowak et al., 2003; Gonzalez-Burgos et al., 2005) ; and using correlations or firing patterns for classification can be subject to confounding changes as levels of anaesthesia can influence firing patterns, neurons have flexible firing patterns (Tamura et al., 2004; Hattox and Nelson, 2007) , and different connectivity patterns can lead to the same cross correlogram.
Localisation has been addressed assuming monopole source type models such as exponential decay and inverse power law models (Kubo et al., 2008; Chelaru and Jog, 2005; Blanche et al., 2004) , line source models (Somogyvàri et al., 2005; Somogyvàri et al., 2012 ) and dipole models (Blanche et al., 2004; Mechler and Victor, 2012) . Although experimental data shows that the amplitude of recorded signal decays either approximately exponentially (Shoham et al., 2006; Segev et al., 2004; Koch et al., 2007) or following an inverse power law (Du et al., 2009; Koch et al., 2007; Pettersen and Einevoll, 2008) , these phenomenological models are equivalent to point source models and assume a constant decay constant (Shoham et al., 2006) . Such models fail to predict the location of the current source when it is located at a relatively short distance from the array. For multi-electrode arrays the recording radius is expected to be smaller than the distances at which these models hold (Henze et al., 2000; Buzsáki, 2004) . Somogyvàri et al. (2005) used a simplified line model, comparing its accuracy to monopolar, dipolar and quadrupolar sources, showing that none of the point source models are accurate within the range of distances, from electrode to neuron, expected in extracellular recordings. This study however did not take advantage of known properties of current distribution along axons and dendrites (continuity, smoothness, exponential decay). Here we introduce a neuronal model which allows us to locate neurons within the recording distances expected when using MEAs, taking advantage of known current distributions and morphological traits.
The spatial information provided by high density electrode arrays (MEAs) is much richer than that available from simpler arrays such as tetrodes, as seen in simulations (Fig. 1A ) and real experimental data (Fig. 1B) . MEAs allow recordings to be made from multiple neurons simultaneously, with each neuron often being recorded on several channels. Until recently, this information has only been used for spike sorting and clustering, and after this step the extra information available is no longer considered in the analysis. Here instead we propose a method to use this information to cluster neurons based on their stereotypical spatial EAP pattern. Neurons performing similar functions within the microcircuits are expected to have similar morphology and electrophysiological parameters, which combined determine the features of the spatial EAP pattern, as seen for different simulated morphologies in Fig. 2 . Under this consideration, it is possible to identify distinct groups of neurons based on the particular characteristics of the pattern they induce on the electrode array.
Materials and methods

Surgery and recordings
Our models were evaluated on data collected from 12 recordings from mouse auditory cortex. We performed acute experiments on 5-7 week old mice (CBA/Ca) in strict accordance with the 1986 Act (Scientific Procedures) under license granted by the UK Home Office. Animals were deeply anaesthetised with a solution (fentanyl (0.05 mg/kg), midazolam (5 mg/kg) and medetomidine (0.5 mg/kg)). The core temperature of the animal was maintained at 37 • C using a feedback controlled blanket. A small craniotomy was made over core auditory cortex and the surface was kept moisturised using Phosphate Buffered Saline (PBS).
Recordings with high density electrode arrays were made using a Poly3-25s probe (Neuronexus Technologies). The recording system consisted of a digital data acquisition system (Cheetah, Neuralynx). Wideband signal was bandpass filtered from 0.5 Hz to 9 KHz and digitalised with a dynamic range of 1000 V, stored and analysed offline. The depth during insertion was estimated by the travel distance indicated in the micro manipulator, the reversal of the LFP and the characteristic pattern seen in deep layers (large pyramidal cells of layer 5 show strong signal on several channels, as predicted by models (Koch et al., 2007; Somogyvàri et al., 2005) and seen in recordings (Sakata and Harris, 2009) ). The probe was introduced parallel to the midline and lowered to a single location targeting layer 5, collecting both spontaneous and evoked activity.
We used iso-intensity pure tones (70 dB) generated using an RZ6 real-time processor and presented via electrostatic speaker (ES-1; Tucker-Davis Technologies) placed 5 cm behind the contralateral ear. Pure tones (3-48 kHz, 1/3 octave steps, 100 ms duration), gated with ramped cosine windows (3 ms to 90% of maximum), were presented at a frequency of 0.5 Hz.
Single unit activity isolation
Single units recorded from auditory cortex were isolated by standard procedures which produced as output the spike train of each neuron along with the spike waveform recorded for each detected spike. Spike detection and feature extraction was done using Caton (unpublished, see http://caton.googlecode.com, now migrated to SpikeDetekt); this software was selected because it allows the detection of temporally overlapping spikes generated on spatially separated neurons which induce activity in non adjacent electrodes and therefore their spiking activity can be independently detected. Caton was configured to high pass filter the raw data and spikes detected based on a detection threshold. For each spike the first three principal components were extracted on each channel and a mask defined based on the adjacent channels that show signal above the detection threshold, the masks indicate to the clustering programme which channels/features are to be included for each spike. The features along with the masks were used by MaskedKlustakwik (new version of KlustaKwik, (Hazan et al., 2006) ) to generate clusters of isolated neurons. This clustering was manually refined aided by Klusters/Neuroscope and KlustaKwik (Hazan et al. (2006) ).
Single unit characterisation
Each neuron recorded was characterised using a set of standard metrics: excitatory/inhibitory classification, firing pattern and MEA recordings provide rich spatial information in addition to high temporal resolution typical from electrophysiology. Extracellular recordings provide high temporal resolution while traditionally lacking spatial information. High density multi electrode array recordings have increased the spatial information that can be recovered from individual neurons. (A) From simulated MEA recordings (layout as the poly3-25s from Neuronexus Technologies) we can compare how two different neurons induce very dissimilar amplitude patterns, here showing a double bouquet and a L2/3 pyramidal neuron, these differences are reflected on the signal recorded by the polytrode while a recording done with a traditional tetrode fails to capture the spatial information outside its coverage area. On the left the morphology of the simulated neuron and overlaid red circles indicating the location of the electrodes on the XY plane. On the right side the action potential waveforms measured by each electrode of the polytrode when this is located along the Z axis away from the cell, and the heatmap indicating the strength of the signal and superimposed the signal that a tetrode would detect. (B) On real recordings the activity from neighbouring neurons is detected simultaneously on several electrodes. The increase on the number of channels available has only been used so far for disambiguating the identity of each spike during spike sorting and clustering. An example trace showing the signal recorded on a 60 ms time window on the array with a zoom to the area showing stronger signal. The spikes from two isolated neurons are colour coded on the traces. On the right, the corresponding average spike waveform per channel is shown for these units plus two neurons located on the same area. The heatmaps illustrate the amplitude of the action potential measured on each channel. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the article.) response to stimuli. This characterisation was then compared with the clustering generated by our classification method, allowing us to see later if there was a correspondence between the clusters generated using our method and the characterisation obtained by traditional metrics.
Neurons were classified as narrow spiking (putative inhibitory) or broad spiking (putative excitatory) based on the spike waveform following the metrics used in Peyrache et al. (2012) . For each pair of neurons we analysed the cross correlogram (Kohn and Smith, 2005) to identify putative monosynaptic connections when a significant peak or trough was present on the cross correlogram and neurons were labelled as exciting/excited or inhibiting/inhibited correspondingly, as described by Fujisawa et al. (2008) . The firing pattern was characterised using a burst index and refractory period, as defined in Royer et al. (2012) .
The response to auditory stimuli was characterised from the average response across trials and metrics for bandwidth and latency from onset were calculated. The bandwidth quantifies the selectivity in terms of frequency range that triggers a response and was defined as the 3 dB bandwidth around the frequency that elicited the maximum firing rate. Latency from stimulus onset reflects differences in the upstream path (Carrasco and Lomber, 2009; Bizley et al., 2005; Sakata and Harris, 2009) , distance from the soma to synaptic inputs (Katona et al., 2012) , and the dendritic integration of synaptic inputs by the neuron and its intrinsic membrane properties (Adam et al., 1999) . We used the peak latency from onset: the time from stimulus onset until the peak firing rate occurs.
Simulated recordings
In order to evaluate our models we generated realistic extracellular recordings, this procedure can be separated into three different stages: provision of a realistic three dimensional morphology and associated electrophysiological parameters for each simulated neuron; generation of spiking activity from these simulated neurons, calculating transmembrane currents and voltages on each neurons' compartment; calculation of the extracellular potential induced by transmembrane currents measured on the electrode array.
First, in order to evaluate the models on a variety of realistic recordings, six morphologies from reconstructed neurons were used in the simulations: a CA1 pyramidal cell (Koch et al., 2006 (Koch et al., , 2007 , a L2/3 pyramidal cell (Rocher et al., 2010) , available in Neuromorpho (Ascoli et al., 2007) , which was modified to produce a pyramidal cell with elongated soma and thick apical dendrite and one with round soma and thin apical dendrite, a double bouquet cell (Kawaguchi et al., 2006) , also from Neuromorpho, a parvalbumin (PV) expressing interneuron (Dumitriu et al., 2007) from Neuromorpho, and a neuropeptide Y (NPY) expressing interneuron (Goldberg et al., 2003) . For each of these simulated morphologies two sets of electrophysiological parameters were tested starting from the set of parameters A and B in Koch et al. (2007) . Detailed values of the simulation settings can be found in Tables 1-3 ,and a detailed explanation of each parameter can be found in Koch et al. (2007) . For example, the double bouquet neuron is the only from the simulated neurons that shows a strong current source additionally to the soma, while the size of the pattern induced by the PV interneuron is markedly smaller than the one induced by other neurons. Qualitatively we can see that a single line current source could be used to imitate patterns induced by real neurons, whose EAP patterns are mainly concentrated around the soma.
Table 1
Conductances of Na and K channels used on the cell models. Second, the combination of the morphology and electrophysiological parameters were the inputs for the programme Neuron (Carnevale and Hines, 2006) , which follows the standard approach of using compartmental models and cable equations to find the transmembrane currents during the action potential. Simulation settings were modified to produce an action potential on each simulated neuron as detailed on the electrophysiological parameters used.
Finally, from these transmembrane currents, using the Line Source Approximation model (Holt and Koch, 1999 ; Koch et al., The extracellular signal induced by the currents flowing across neurons' membranes is calculated using the Line Source Approximation (LSA) model. Using this approach the compartmental model of the neuron is divided into small cylindrical segments of length s and the transmembrane current I i on each segment i is calculated using standard cable equations. The LSA model calculates the potential i (r, h) induced by each segment i on a cylindrical coordinate system according to Eq. (3), the total potential on each point in space corresponds to the sum of the contributions from all segments. (B) We simulated MEA recordings by calculating the induced potential on a grid of points matching the physical layout of the array of electrodes. On the first diagram on the left we show the L2/3 pyramidal neuron and a diagram of the MEA used (poly3-25s from Neuronexus Technologies). The electrodes were modelled as point electrodes located on the centre of each electrode and the signal measured by the electrode was calculated as the signal induced by the simulated neuron at that point. On the second and third diagrams we display two trials simulated at Z=10 m varying the location of the array relative to the neuron on the XY plane. Each heatmap indicates the strength of the signal measured on the MEA with red indicating the largest amplitude and blue the smallest. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the article.) 2006, 2007) , for which see Eq. (3), the extracellular potential induced on a grid of points in space can be calculated as depicted in Fig. 3A . To simulate MEA recordings we generated a grid of recording electrodes according to the physical layout of our probe (Poly3-25s) and the signal measured by each of its electrodes was calculated at different locations relative to the simulated neurons, this took into account the potential induced by each compartment of the simulated neuron, excepts those segments overlapping the simulated position. A more realistic implementation would have ignored the contribution from all segments located up to an inactivation distance (due to damage caused by the electrode), but for simplicity only segments overlapping in position with the electrode were ignored.
For the simulations, we maintained the coordinate definitions provided in the neurons' morphological information, translated to a reference origin. Neuronal morphology varied in volume, with the smallest corresponding to the NPY interneuron whose morphology covered a volume of 280 m × 220 m × 60 m along the X,Y and Z axes, respectively, while the largest corresponded to the CA1 pyramidal neuron which spanned a volume of 1020 × 520 × 230. An arbitrary plane crossing the soma at Z=0 was defined as the main plane for all cells, with (0,0,0) corresponding approximately to the centre of the soma. Trials for the simulation were generated shifting the position of the simulated electrode array along the Z axis and displacing the array around the XY plane as shown in Fig. 3B . This produced trials where the somatic plane at Z=0 was facing and parallel to the MEA and trials where the soma was displaced and at an angle relative to the MEA. For the analysis only trials above a relaxed detection threshold set on 40 V were included.
Sodium trough and EAP amplitude
The contribution to the extracellular potential from somatic compartments is expected to be relevant only in its vicinity as seen in Fig. 4D , while as distance from the soma increases the sources contributing to the EAP are spatially distributed. To successfully locate the soma is necessary to select the instant at which the currents are concentrated near the soma. It has been shown in simulations ( Fig. 4D right plot) and experimental data that during the Sodium trough the currents are concentrated around the soma (Somogyvàri et al., 2005; Somogyvàri et al., 2012; Koch et al., 2007) , therefore we localised the soma using the magnitude of the sodium trough. While for the localisation of the soma the sodium trough is of interest since it corresponds to the moment when currents are concentrated near the soma, for the characterisation of the neuron using our classification method we considered information about other dominating sources or sinks of current that happen during the action potential. Therefore for the classification method we used the peak to trough amplitude which includes information across electrodes of other dominating current sources/sinks. Each simulation provided the spike waveforms detected on each electrode. Similar information was generated from real recordings by calculating the average spike waveform detected on each electrode for each isolated neuron/cluster considering the 5% of spikes closer to the centroid of the cluster calculated considering the first principal component on each electrode, in this manner the pattern detected across electrodes was less sensitive to noise and to non-stationarity often seen in long recordings. The peak to trough amplitude was obtained on each case by simply computing the amplitude of the spike waveform on each electrode. The sodium Fig. 4 . Localisation of simulated neurons using SLM was achieved with low errors, which varied for different morphologies. (A) The localisation error along the X, Y and Z axes remained low for simulated neurons located under 35 m from the array along the Z axis. At larger distances the errors increased due to displacements of the maximum EAP relative to the soma. (B) The localisation error was not the same for all simulated neurons. This is due to differences on their morphology and electrophysiology which combined cause the maximum EAP to be more or less confined to the perisomatic area. (C) Localisation error depends on the location of the sodium trough and as shown on the bottom row some neurons had the sodium trough displaced from the soma for some trials depending on the contribution of the dendritic arbour and axon. (D) For the simulated CA1 B pyramidal cell we compare the amplitude of the extracellular action potential induced by somatic, axonal, basal and apical transmembrane currents to the magnitude of the signal induced by transmembrane currents during the sodium trough. During the sodium trough the contribution to the extracellular signal on the perisomatic area is more dominated by somatic currents than the total action potential amplitude. The potential induced by a line (soma) can be fitted by a Gaussian filter on the XY plane. (E) Comparison of the normalised transmembrane currents flowing on each compartment of the modelled neuron during the sodium trough versus the internal distance from the compartment to the soma. Somatic, axonal, basal and apical compartments colour coded as in (D), we compare the CA1 A (circles) to the CA1 B neuron (squares). The current on the apical compartments is fitted to an exponential decay (blue line for the CA1 A and red line for the CA1 B). (F) Comparison of trials of the CA1 A and B neurons with the array covering the area surrounding the soma. For the CA1 A neuron (left column) the location of the MEA relative to the soma had a strong influence on the characteristics of the pattern recorded by the array while the CA1 B neuron (right column) induced an EAP pattern with more stable features which allowed to retrieve the model parameters more consistently. On the bottom diagram for each plotted trial we show the EAP pattern reproduced by the MoG model and the lines for the soma (red line) and the apical/axonal line (blue line). (G) Comparison of the fitted angle of the line, decay constant of the current along the line and the ratio apical/somatic currents. The fitting of the model showed correspondence with the simulated transmembrane currents marked by a segmented black line on each case (from exponential fit shown in (E) and the apical angle obtained from the neuron's morphology). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the article.) trough was obtained as the magnitude during the sodium trough across all electrodes. The instant for the sodium trough was defined from the electrode having the largest peak to trough amplitude (electrode closest to the soma).
Localisation: simplified line model (SLM)
For the estimation of the location of the soma we adopted a source model which was fitted in the perisomatic area, since it is in this area where currents during the sodium trough are more concentrated and is feasible to reduce the complex morphology of the cell to a simplified model. When considering a single source of extracellular potential the problem of locating the source is simple, however, neurons are formed of several and spatially distributed sources: soma, dendrites and axon. Since we are interested on locating the soma, the model is fitted only considering points located up to 30 m away from the maximum amplitude on the XY plane (assumed to correspond to the centre of the soma by existing localisation algorithms), since at this distance the potential induced by a linear source decays below 50% of the maximum value measured in front of the centre of the line at short distances.
We adopted a two lines model, a first line representing the soma and a second longer line representing the thick apical dendrite of large pyramidal neurons. This model is analogue to the ball and stick model used in Pettersen and Einevoll (2008) to generate simulated data and to the ball and stick Counter Current model used in Somogyvàri et al. (2005) , Somogyvàri et al. (2012) to localise the soma of a pyramidal neuron. The current at the somatic line is assumed constant and the current along the dendritic line decays exponentially as the distance d i from the soma increases according to Eq. (1), as measured on experimental data (Sasaki et al., 2012; Foust et al., 2010; Goldberg and Yuste, 2005; Waters et al., 2005; Migliore et al., 1999; Golding et al., 2001; Gulledge and Stuart, 2003) . Unlike previous models, we do not assume a net current of zero on the fitted compartments, since we expect that compartments actually contributing to the extracellular potential in the vicinity of the soma will not be reversed in polarity relative to the soma and only distant compartments will act as a current source with the soma and neighbouring compartments acting as a current sink. For the fitting we used the normalised magnitude of the sodium trough, therefore the sign of the transmembrane current inducing the extracellular potential does not influence the results. The total extracellular potential (Eq. (2)) is calculated as the superposition of the extracellular signal induced by the M somatic segments s and the N dendritic segments l . The potential induced by each segment is calculated using the LSA model (Eq. (3)).
In Eq. (3), r is the radial distance to the segment and h, l are the longitudinal distances to the start/end of the segment of length s, respectively (using a cylindrical coordinate system).
Classification: mixture of Gaussians (MoG) model
The MoG model parametrises dominant features of the EAP pattern, in order to create a clustering criteria that allows to separate the different recorded types of neurons. As seen in simulated data (Fig. 2) the EAP amplitude pattern of neurons shows a characteristic peak near the thickest compartments with larger transmembrane currents, these compartments correspond, for example, to the soma or apical dendrite in the perisomatic region. As seen in simulations (Fig. 4D) the pattern induced by a single line source on the XY plane can be fitted by a Gaussian filter. Based on this observation and empirical observations from recorded EAP patterns, we selected a sum of two Gaussians for the parametrisation of the EAP spatial pattern, since all recorded and simulated neurons showed either one single peak or two peaks on the EAP, corresponding to concentrated current sources/sinks. The fitting of the model was done on channels above a threshold of 0.6 times the maximum amplitude recorded, therefore ignoring small contributions of not dominant sources/sinks of current. This sum of Gaussians can be expressed as
where A i is the amplitude of the filters and G i corresponds to a Gaussian filter of unitary peak amplitude:
with:
where Â i corresponds to the orientation of the Gaussian filter relative to the X axis, x i is the standard deviation on the X axis rotated on Â i degrees, and y i is the standard deviation on the rotated Y axis.
2.7.1. Clustering of neurons using MoG parameters After parameterising the EAP spatial pattern we clustered the neurons based on these parameters. Neurons belonging to the same class are expected to have a stereotypical spatial EAP pattern, and therefore would be clustered together. From the parameters fitted to the MoG model, we generated a set of features used to cluster the simulated and recorded neurons. Other feature definitions could yield better clustering results. The following features were used: dX/dY : ratio between horizontal and vertical distance between centres of the Gaussians. S x i · S y i : area approximation of each Gaussian. minS = min( Sx i , Sy i ): the minimum standard deviation. maxS x = max( Sx i ): the maximum horizontal standard deviation between the first and second Gaussians. symS 1 = Sx 1 / Sy 1 : symmetry of the principal Gaussian.
Only relevant features were considered for the clustering step, using principal components analysis we selected the components that explained 98% of the variance seen on the dataset. These components were clustered using k-means, from Matlab's statistics toolbox, varying the number of output clusters k in order to evaluate clustering quality for different number of output clusters. For the selection of k we used the F k parameter defined in Pham et al. (2005) . The main property of F k is that as k grows F k converges to some value less than or equal to 1. Values of k at which F k presents some special behaviour such as a maximum or minimum can be considered as the desired number of clusters.
Fitting of the models
The models were fitted to minimise the sum of square errors using a constrained genetic algorithm (ga), from Matlab's Global Optimisation toolbox, which although not guaranteed to find the global optimum, allowed us to find solutions with low fitting error in all cases. For the SLM model the magnitude of the sodium trough was fitted to the amplitude of the current induced by the model, and for the MoG model the amplitude of the extracellular potential was fitted to the amplitude of the signal induced by the sum of Gaussians.
The solution space was gridded and the optimisation performed on each n-cube and the optimum chosen between all the local optima fitted. Reducing the grid size allows to improve the fitting error.
Statistics
All values reported are mean ± standard deviation unless otherwise stated. Calculation of statistical significance of differences across clusters of neurons (MoG model) was performed using multi-comparison Bonferroni correction.
Results
Localisation of simulated neurons: SLM model
We tested the SLM model on simulated recordings from our set of morphologies: CA1 pyramidal, thick L2/3 pyramidal, NPY interneuron, PV interneuron and double bouquet. Each morphology was tested with the two sets of electrophysiological parameters and only trials where the EAP was above 40 V were included, as described in Section 2.4.
As seen in Fig. 4B , the localisation error was not the same for all morphologies. Depending on the morphology and electrophysiology the current sink normally located in the soma can appear displaced, as shown in Fig. 4C , where we see that for some trials the maximum magnitude of the sodium trough was not located in the soma as shown in the bottom row, therefore producing a larger localisation error. The error in m along the X axis for the simulated morphologies was: 3.29 ± 2.93 for the CA1 pyramidal, 4.02 ± 1.91 for the NPY interneuron, 1.42 ± 2.05 for the PV interneuron, 2.04 ± 2.31 for the double bouquet and 14.44 ± 10.06 for the thick L2/3 pyramidal neuron. Along the Y axis the errors for the simulated morphologies were: 1.51 ± 1.63, 2.29 ± 2.49, 1.45 ± 1.69, 4.25 ± 10.19 and 3.70 ± 3.50. Finally along the Z axis the errors per simulated morphology were: 6.03 ± 4.56, 1.34 ± 1.21, 9.09 ± 7.31, 4.76 ± 3.49 and 7.74 ± 8.70, respectively.
As seen in Fig. 4A , although some neurons presented the sodium trough displaced from the soma due to their morphology/electrophysiology, the fitting error along the different axes was relatively low on average. For all distances under 35 m the mean error along the X axis remains close to 5 m, while the error along the Y axis stays below 5 m for all distances up to 40 m. The Z distance is overestimated at short distances and underestimated at larger distances. The mean localisation error in the X axis was 6.03 ± 7.68, 2.58 ±4.75 along the Y axis and 6.26 ± 6.10 along the Z axis. Large errors along the X and Z axes are heavily influenced by the displacement of the sink relative to the soma for the simulated L2/3 pyramidal neuron. When not including trials for the L2/3 pyramidal above 30 m these errors go down to 5.40 and 5.34 along the X and Z axes, respectively.
Changes in electrophysiological parameters influence currents' distribution on the different compartments, these changes in transmembrane currents will impact the extracellular potential pattern and therefore the fitting of the model's parameters. In Fig. 4E we compare for the CA1 A and CA1 B the normalised transmembrane currents during the sodium trough on the different compartments adjacent to the soma. The current along the apical trunk was fitted to an exponential that had a similar decay constant for both sets of parameters, 0.009 versus 0.01, and different maximum value. Some compartments deviate from the general trend which could be due to different diameters which influence the net transmembrane current. Currents along the axon were much smaller (<1%) than the somatic current, except on the initial segment where currents were up to five times larger than the somatic current (CA1 A neuron, outside the plotted region). Currents on the basal dendrites were also much smaller than the somatic currents.
These changes in currents distributions across compartments are expected to be reflected in the model's parameters, we therefore compared the simulated transmembrane currents to the parameters fitted to the model. To avoid differences in the fitting arising from the size of the MEA and partial coverage of the relevant part of the EAP pattern, we simulated wider arrays that spanned the entirety of the perisomatic area. For the fitting the length of the line was fixed at 60 m and only the current, decay constant and angle of the line were allowed to vary. In Fig. 4F we compare the induced EAP pattern for CA1 A and B for two different trials. While neuron CA1 B induced a consistent pattern with strong signal along the apical dendrite, the effect of neuron CA1 A varied for different trials, with the location of the MEA impacting the features displayed by the EAP. This was reflected in the solution fitted to each trial as seen on the bottom plot for each trial/cell in Fig. 4F . Despite this variability the solution fitted on each case had a correspondence to the values of simulated transmembrane currents as seen in Fig. 4G where the values obtained from the fitting of the model are compared to the values extracted from the simulated transmembrane currents and morphological information. The real angle of the apical dendrite (165.5 • ) was close to the angle of the line fitted for both cells (209 ± 77 and 167 ± 6 for CA1 A and B, respectively); the decay constant along the line ((0.0569 ± 0.0301 and 0.0393 ± 0.0207) were close to the values fitted to the apical transmembrane current (0.009 and 0.01); and the ratio between apical and somatic current (0.35 ± 0.31 and 0.39 ± 0.22) were in correspondence with the values fitted to simulated transmembrane current (0.45 and 0.6). The somatic lengths in the mean time (11 ± 4 and 12 ± 4) were close to the real somatic length of 17.8 m. In brief, we found that on average, despite the variability caused by the location of the MEA relative to the neuron, it is possible to retrieve meaningful parameters from the fitting of the model.
Clustering of simulated neurons: MoG model
The MoG model accurately reproduced the EAP spatial pattern of simulated neurons (normalised root mean square error: 6.13 ± 3.01, Pearson correlation coefficient 0.97 ± 0.04), examples of reproduced EAP patterns can be seen in Fig. 5A .
Following the procedure described in Section 2 simulated cortical recordings were clustered into groups. Each simulated trial was treated as an independent neuron to be clustered. Simulated excitatory neurons: thin L2/3 pyramidal and thick L2/3 pyramidal were separated from inhibitory neurons: NPY interneuron, PV interneuron and double bouquet. The parameter F k , which was used to select the number of output clusters, converged quickly for inhibitory neurons and oscillated for excitatory neurons, as seen in Fig. 5B . This matched the behaviour seen on the metrics used to quantify the quality of the classification using the Fowlkes Mallows index (Fowlkes and Mallows, 1983; Hubert, 1985) and Rand index (Rand, 1971; Hubert, 1985) displayed in Fig. 5C . The quality of the classification for inhibitory neurons quickly reached a plateau for k greater than 4, while the quality of the classification of excitatory neurons improved as the number of output clusters grew, indicating that only as k approached the number of simulated recordings the maximum performance would be achieved. The level of agreement between real cell identities and assigned identity can be visualised in Fig. 5D , where we can see that while for inhibitory neurons the correspondence is clear for k larger than 4, for excitatory neurons the separation is not clear even for large number of output clusters. This indicates that while for our simulated excitatory neurons the clustering procedure did not provide clear information, for simulated inhibitory neurons the clustering largely matched real cell identities.
Localisation of recorded neurons
Statistics of localised neurons
We used the SLM model to localise neurons from 12 recordings made in mouse auditory cortex. As seen in Fig. 6B and D, neurons tended to be located near the electrodes which can be attributed to the rapid decay of the induced amplitude as we move away from the soma on both the XY plane and along the Z axis. 95% of cells were located at less than 33.8 m from the MEA along the Z axis with a maximum recorded distance of 64.2 m. 95% of recorded cells were separated along the X axis by less than 59.5 m and 201.9 m along the Y axis, much shorter than the total length of the array (275 m) Distribution of neurons along the X axis was not uniform and it could be fitted to a Gaussian centred on the position of the column of electrodes as seen in Fig. 6B , where a Gaussian was fitted to the histogram of neurons localised around the central column of the array. Two possible explanations for this distribution were analysed: the model used for the electrode and the model used for the neuronal source. On simulations and reverse fitting of recorded data recording electrodes were modelled as a single point instead of considering the whole surface. However, when comparing the effect of neglecting the area along the X axis we found no significant difference between a point electrode and a linear electrode. We compared a linear versus point electrode for simplicity since the effect of the area above and below this axis will compensate and does not affect the estimated position along the X axis. This comparison is expressed in Eq. (7) (where Z is the distance along the Z axis, R is the length of the array and X c is the position of the source along the X axis) and can be seen graphically in Fig. 6C . Analogously this can be interpreted as the signal induced by a linear current source on a point electrode located on the same axis and the decay seen on the amplitude could also be fitted to a Gaussian decay as seen in Fig. 6B for the recorded neurons.
Drift seen in neurophysiological recordings
We studied changes in the fitted locations throughout five recordings which showed significant changes in the amplitude of at least one recorded neuron. Only neurons detected during a 25 min time window analysed were included. To discard changes in the quality of the coupling between the probe and the brain we calculated the mean change in energy of detected spikes across the whole electrode array. Changes in coupling would cause a general decrease or increase on energy of detected spikes. The mean change in energy was −10.5 ± 8.5%, meaning that on average the energy of detected spikes tends to decrease. This change is negligible compared to the maximum absolute change in energy detected per electrode: 119.7 ± 136.7%. This means that although the total energy measured by the electrodes did not change significantly, single electrodes could show very large changes on the energy of detected spikes.
If the change in energy were due to changes on electrodes' impedance then changes on the energy of all units detected by the electrode would change coherently. We calculated the correlation coefficient for the changes of measured energy between pairs of neurons recorded by the electrode that showed the largest change in measured energy. We found this correlation to be very small (0.067 ± 0.422) indicating that neurons detected by that electrode changed their energy independently, meaning that the change on measured energy was not due to a change on the electrode's impedance which would have affected all the detected neurons on the same manner. To study the drift per neuron, from these five experiments we calculated the change in position per neuron over the 25 min period every 5 min. A typical example of the change in amplitude of the signal induced by a neuron throughout this period is shown in Fig. 6E , where we see that changes in amplitude on the channels are correlated and the initial and final signal strength on each channel can be visualised on the EAP amplitude heatmaps displayed next to the waveforms, from where a drift upwards can be appreciated. From this same recording we display changes in position during this period for the recorded neurons as seen in Fig. 6F , where we see that while some neurons exhibited large shifts of position, other neurons remained stationary relative to the array.
As seen in Fig. 6G , the total average change in position during this 25 min period across the five experiments along the X and Z axes (−2.0 ± 11.9 m and −0.3 ± 10.3 m, respectively) was negligible compared to the drift along the vertical axis with neurons moving upwards relative to the position of the MEA (9.7 ± 16.7 m). However, this change in position along the vertical axis was not uniform for all neurons and it depended on the initial distance along the Z axis as seen in Fig. 6H . Neurons located further away did not show significant drift along the Y axis and only neurons located very close to the MEA exhibited large vertical drifts. The maximum drift along the Y axis versus the initial Z distance was bounded by an exponential decay.
Clustering of recorded neurons: MoG model
The MoG model accurately reproduced the EAP spatial pattern of recorded neurons (NRMSE: 0.45 ± 0.16, Pearson correlation: 0.97 ± 0.03), this can be seen qualitatively in Fig. 7A where we compare recorded EAP amplitude pattern to reproduced EAP amplitude pattern using the MoG model. From the isolated neurons we kept cells that were located (centre of first filter) under 5 m away from the array. Neurons located further away would not induce an informative EAP pattern on the MEA and therefore the MoG model would not capture features of the neuron's EAP. After selecting neurons facing the MEA we had 144 cells: 112 broad spiking and 32 narrow spiking classified based on spike waveform, classified neurons are shown in Fig. 7E where the full dataset is plotted (75.4% of the recorded neurons were putative excitatory which contained the neurons labelled as exciting others, as determined from the cross correlograms). In our dataset we expected to have at least two types of pyramidal cells from layer 5 (large/bursty and small/regular spikers) and a variety of excitatory and inhibitory interneurons (from layer 5, bottom layer 4 and top layer 6). In our dataset we found mostly excitatory bursty neurons, presumably large pyramidal cells from layer 5 and a variety of interneurons having both bursty and non-bursty patterns as seen in Fig. 7F .
We tested on the recorded data whether neurons having different spatial EAP pattern corresponded to different morphological families and therefore had common properties that differed from properties exhibited by other classes of neurons. Following the same procedure used for simulated data, we generated clusters of putative excitatory and putative inhibitory neurons based on the parameters fitted to the MoG model, using the F k parameter to guide the selection of k, the number of output clusters. F k converged as seen in Fig. 7B where the selected k is indicated by a red circle. The selection of output clustering was done using the F k parameter as done on the simulated data. F k for the excitatory neurons (left) and inhibitory neurons (right). Values considered are indicated by a segmented red circle and the selected value with a continuous red circle, local minimum or maximum are expected to be desired values of k. The selection was done based on qualitative assessment of the generated clusters. (C) Comparison of the firing pattern (refractory period versus burst index) and response properties (bandwidth versus latency from onset) exhibited by the excitatory clusters. On the right the characteristic EAP pattern of cells belonging to each cluster. Isolated groups could be characterised as having large and elongated EAP pattern (blue), large and horizontally elongated (grey), round and horizontal (green) and small and round (red) (D) As is C, we compare properties of the inhibitory clusters. Pairs of groups having statistically significant differences in latency are indicated by a cyan line (Bonferroni correction, ˛: 0.30. Given the small size of the clusters stricter criteria failed to pass the significance test performed). Isolated groups could be characterised as double-peaked (green), small (blue) and large EAP pattern (red) (E) Recorded neurons were classified as broad spiking (square red) / narrow spiking (circle blue) based on the spike waveform, and exciting (red diamond) / excited (green diamond) based on the cross correlograms. (F) Firing pattern of the recorded neurons measured using the burst index and the refractory period, neurons colour coded as in (E). Segmented lines indicate expected borders of different classes of neurons. (G) and (H) show scatter plots for the excitatory and inhibitory clusters respectively. Clusters are colour coded as in (C) and (D) . From left to right we plot Burst index versus refractory period, latency versus bandwidth and half peak width versus trough to peak time. Neurons belonging to the same group tend to cluster together on each case, even when they measure seemingly unrelated aspects: firing pattern, response properties and shape of the spike waveform. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the article.)
Values deviating from the trend are expected to be correspond to desired values of k.
From the output clusters, we kept the clusters that were formed by neurons sharing similar EAP pattern as shown on the last column of Fig. 7C and D. From this clustering we kept four excitatory groups and three inhibitory groups which: showed differences in terms of firing pattern quantified using a burst index and refractory period; or response properties, characterised using the bandwidth and latency from onset. The statistical significance of the differences was tested (Bonferroni correction, ˛: 0.30), and only neurons having tuning information were included in the comparison (53 excitatory neurons and 15 inhibitory neurons), given the small size of clusters they failed to pass the significance test for low values of ˛ despite their differences in mean/median. Neurons belonging to the same cluster are expected to share similar properties, since neurons devoted to a similar function should have similar morphology and electrophysiological parameters. We compared the differences across groups and found that one pair of groups had statistically significant different latency from onset (indicated by a cyan line in Fig. 7D ). As seen in Fig. 7G and H neurons belonging to the same group tend to cluster together when considering firing pattern, response properties and shape of the spike waveform.
Discussion
Localisation of simulated and recorded neurons
Somatic localisation from extracellular signals has seen relatively little attention in the literature to date, given the importance of spatial organisation in the cortical microcircuit. The importance of spatial locale within the microcircuit to neuronal function is suggested by evidence such as microcolumnar organisation of layer 5 pyramidal cells (Maruoka et al., 2011) , the characteristic relative locations of the pre and post synaptic cells of specific neuronal classes (Kozloski et al., 2001) , and functionality dependence on specific location within layers (Oberlaender et al., 2011) . Recording from large populations of localised neurons would allow the systematic characterisation of the relationship between microcircuit spatial organisation and functionality.
Here we have introduced a new neuronal model for somatic localisation, which was tested on simulated and recorded data, yielding good estimates. As a comparison, neuronal density in layer 5 of mouse cortex has been estimated to be around 90 × 10 3 neurons/mm 3 (Schüz and Palm, 2004) . Assuming homogeneous distribution the volume allocated to each neuron is roughly 11 × 10 3 m 3 , corresponding to cubes of side 22.3 m and a circumscribed sphere of the same diameter. This is a rough estimate of the mean separation between the centre of neighbouring somas. The localisation errors achieved by the model allow to estimate the location of the soma within their sphere/cube and a good characterisation of relative locations on the recorded population.
At short recording distances, the pattern induced by recorded neurons differs from the pattern induced by point source models normally used in previous modelling studies. In previous studies which adopted ball and stick models the known exponential decay of transmembrane current along axons and dendrites was not taken into account. Our model provides an advance over previous work in these respects.
Not all simulated cells were located with the same error due to: combination of morphology and electrophysiology on some simulated neurons which produced a dominant current source/sink displaced from the soma as seen in our simulations; adequacy of the model to different morphologies; and to the impact probe layout and dimensions had on the recorded EAP pattern. We showed that for cells differing only on their electrophysiology (CA1 A and B) the effect of the relative location was not the same. While for an electrotonically compact neuron the characteristics of the EAP pattern induced on the array varied from trial to trial, for the noncompact neuron the pattern was more stable. This was reflected on the parameters fitted to the model and on both cases the parameters fitted to the model showed correspondence with simulated transmembrane currents.
Neurons recorded from mouse primary auditory cortex localised using our model tended to be close to the electrodes. The localisation statistics matched recording distances reported previously: distance to soma <20 m in Buzsáki (2004) , recording radius of ≈60 m in Henze et al. (2000) , similar localisation statistics to Somogyvàri et al. (2012) , and maximum recording distances along the Z axis seen in simulations (40 m for the L2/3 pyramidal neuron, Section 2). We found a non-homogeneous distribution of neurons relative to the location of the electrodes, with Gaussian distributions around each column of electrodes. This was attributed to the decay pattern found on the potential induced by a linear source, therefore indicating distribution of linear sources of currents detected relative to the electrodes. In real recordings, the amplitude of recorded signals varied over time due to factors such as pulsatile motion, with larger variations seen for units which induced the largest amplitude signals on the MEA. During insertion of the probe, we normally detected units firing at high rates with large amplitudes, which were no longer detected on the MEA after the probe had stabilised in position. This could be due to neurons returning to a quiescent state after being excited by the insertion of the probe, or to damage of the neurons by the insertion of the probe. However, these phenomena suggest that neurons located closer to the electrode may show higher variability in the signal detected by the MEA. Changes in the amplitude of the EAP have been assumed to correspond to shifts in the somatic location relative to the MEA (Blanche et al., 2004; Kubo et al., 2008; Chelaru and Jog, 2005; Mechler et al., 2011) . However, changes in the signal detected by the electrodes could also be due to different factors. A single channel could increase its impedance during the recording due to contamination of the probe or due to the formation of scar tissue, however this is normally a problem only for long term recordings where the probe is kept in place for weeks or months. Another reason for changes in the strength of the signal could be coupling between the tissue and the probe, in which case entire areas of the array could see coherent decreases or increases on the signal. The last option is motion of the neurons relative to the probe, in which case each neuron would change its location independently. We studied drift in our recordings finding that changes in the energy detected was different for different electrodes, the movement of neurons was independent from each other and that neurons located closer to the array tend to show larger drifts along the vertical axis while neurons located further away remain more stationary, this relationship between distance to the MEA and vertical drift was bound by an exponential, this could be due to tissue displacement caused during insertion of the probe not being homogeneous, decreasing as distance from the MEA increases.
Classification of neurons based on EAP amplitude pattern
Neuronal classification from extracellular data has traditionally been done based on shared properties such us firing pattern, firing rates and shape of the spike waveform. High density multi electrode arrays provide rich spatial information about neurons which so far has only been exploited during spike sorting and clustering. Different classes of neurons performing similar tasks within the microcircuit will have similar morphological and electrophysiological characteristics. These two combined determine the characteristics of the EAP pattern induced by the neurons, with different classes of neurons having stereotypical spatial EAP patterns. Here we proposed a method for neuronal clustering based only on the spatial EAP pattern; for this we defined a model which parameterises the EAP pattern to then cluster the neurons using these fitted parameters as features on the clustering step.
We tested this approach on simulated data, verifying that it is possible to identify different classes of neurons following this procedure. Classification of simulated neurons may not reflect performance with real neurons. Neurons performing different functions could exhibit very dissimilar electrophysiology and morphology therefore facilitating the separation between classes of neurons even further. Slight differences in morphology such us the thickness of the apical dendrite or the shape of the soma might be paired with very different electrophysiological parameters, therefore enhancing differences on EAP patterns, as in the case of our simulated thick and thin L23 pyramidal neurons which were not separated clearly by our method when sharing the same electrophysiological parameters. On the other hand, there might be neurons of the same morphological family whose differences on electrophysiological parameters do not produce a noticeable difference on EAP pattern. This could be the case for instance for electrotonically compact interneurons. We have however shown that it is possible to identify classes of neurons based solely on the characteristics of the EAP spatial pattern. Modifying the selection of features and the clustering procedure, the separation of the different classes could be improved.
We applied the classification method to recorded data from mouse auditory cortex, where we found that rather than finding a large variety of patterns given by the variability found from neuron to neuron, they were restricted to a small set of different patterns. In our dataset, identified groups of neurons shared similar firing patterns and response to stimuli while across identified groups there were significant differences. This provides evidence to support the idea that different classes of neurons can be separated based only on the spatial EAP pattern and that this separation matches classifications based on other criteria such as firing pattern and functional characterisation. A larger dataset and an improved clustering method could yield better results on the identification of putative morphological/functional classes of neurons. A larger dataset would reduce the impact of outliers and improve the isolation of smaller clusters. Modifying both the fitting of the model and the clustering procedure can improve the separation of different groups of neurons. Wider arrays on the other hand can increase the spatial information provided about recorded neurons, allowing to identify different classes more reliably as well as increasing the number of recorded cells which lay in front of the array. Characterising the recorded population under different conditions and a variety of stimuli can provide confirmation of the separation done using the method introduced here, since different classes of neurons might differ in their response to certain type of stimuli or their response properties are better differentiated using parameters different from those used here. The spatial pattern of the EAP proves to be useful for the classification of neurons and used in combination with existing criteria can improve the identification of classes of neurons.
Outlook
The methods shown in this paper can be used in the characterisation of microcircuits adding to the traditional functional characterisation the spatial information and neuronal classification. Spatial arrangements, such as microcolumns and the relative location of pre and post synaptic neurons, thus far ignored when studying ensembles of functionally related neurons, can be elucidated by applying the localisation algorithm to MEA recordings. Using the classification method described here, the identification of types of neurons differing in morphology/electrophysiology, which are expected to also differ in the functionality they play within the circuits, can further improve classification achieved by existing methods when doing MEA recordings. This can be of particular help when characterising interneurons which are known to be less numerous than excitatory, but also to present a large variety of highly specialised classes.
Characterising how dominant current sources/sinks change during the action potential can be achieved by applying the method introduced here (for a different approach see Somogyvàri et al., 2012) . A characterisation with high temporal/spatial resolution would be possible, thus allowing the identification of classes of neurons which differ in the pattern of motion of the current sources/sinks during the action potential. The motion of currents is expected to reflect both the morphology (by highlighting the locations where thicker processes are conducting larger currents) and the functional activation of these segments which could differ between neurons belonging to the same morphological class, but dedicated to different tasks in the microcircuit.
