Abstract. We prove a new result on multiple summing operators and among other results applications, we provide a new extension of Littlewood's 4/3 inequality to m-linear forms.
Introduction
Let K be the real scalar field R or the complex scalar field C. As usual, for a positive integer N we define ℓ N ∞ = {(x n ) ∞ n=1 ⊂ K bounded }, c 0 = {(x n ) ∞ n=1 ⊂ K : lim x n = 0} and e j represents the canonical vector of c 0 with 1 in the j-th coordinate and 0 elsewhere. Littlewood's 4/3 inequality [15] , proved in 1930, asserts that
|U (e i , e j )| |U (e i , e j )| It is well known that the exponent 4/3 is optimal and it was recently shown in [12] that the constant √ 2 is also optimal for real scalars. For complex scalars, the constant √ 2 can be improved to 2/ √ π, although it seems to be not known if this value is optimal. The natural step further is to investigate sums [7] , and also [9] ). More precisely, the Bohnenblust-Hille inequality asserts that for every positive integer m there is a constant C m ≥ 1 so that This problem was treated at least in two recent papers (we state the results for complex scalars but the case of real scalars is similar, with slightly different constants):
|U (e i , ..., e i , e j , ..., e j )|
• ( [3] ) For all positive integers N and all m-linear forms U : ℓ
U (e i1 , . . . , e im ) is optimal.
In this paper we investigate this problem from a different point of view. More precisely, as a consequence of our main result we show that for all positive integers m ≥ 3 and bijections σ 1 , . . . , σ m−2 from N × N to N we have
U e i , e j , e σ1(i,j) , . . . , e σm−2(i,j)
We prefer to begin with the theory of multiple summing operators and state our main result in this context; then the above result (among others) will be just simple consequences of the main result.
Multiple summing operators
Let E, E 1 , ..., E m and F denote Banach spaces over K and let B E * denote the closed unit ball of the topological dual of E. If 1 ≤ q ≤ ∞, by q * we represent the conjugate of q. For p ≥ 1, by ℓ p (E) we mean the space of absolutely p-summable sequences in E; also ℓ w p (E) denotes the linear space of the sequences
The notion of multiple summing operators, introduced independently by Matos and Pérez-García ( [16, 18] ), is a natural extension of the classical notion of absolutely summing linear operators (see [13] ). But multiple summing operators is certainly one of the most fruitful approaches (see [21, 22, 23] for recent papers). For different approaches we mention, for instance [8, 10, 17, 19, 20] .
We represent the class of all multiple (p; q 1 , ..., q m )-summing operators from E 1 , ...., E m to F by Π mult(p;q1,...,qm) (E 1 , ..., E m ; F ) and π mult(p;q1,...,qm) (T ) denotes the infimum over all C as above.
The main result of this section is the following theorem. Its proof is inspired in arguments from [5, 8] .
Theorem 1. Let n > m ≥ 1 be positive integers and E 1 , ..., E n , F Banach spaces. If
, for all n-linear forms U :
Proof. The case m = 1 is known (see [8, Corollary 3.3] ). For m ≥ 2 let us proceed by induction on n. First we will show that the result holds for n = m + 1. Let N be a positive integer and x (m+1)
i1···im ∈ E m+1 . By the Hahn-Banach theorem we can choose norm one functionals ϕ i1···im such that
A duality argument gives us non-negative real numbers α i1···im such that
where p * is the conjugate number of p, i.e., 
Let r j1···jm be the Rademacher functions indexed on N × · · · × N (the order is not important). We have
where in the last inequality we have used (2.1). From (2.1) it follows from the Open Mapping Theorem that there is a constant C > 0 such that
The proof is completed by an induction argument, as follows. Suppose that the result is valid for a positive integer n ≥ m + 1. Let N be a positive integer and E n+1 a Banach space. Let x (n+1) i1···im ∈ E n+1 and norm one functionals ϕ i1···im such that 
We also have
Hence using the induction hypothesis
. Now we just make N → ∞.
Example 1. If F is a Banach space with cotype 2 it is well known that
From the above theorem we conclude that
, regardless of the Banach space E and regardless of the n-linear operator U :
Remark 1. The constant C that appears in the above theorem can be chosen as the constant from the Open Mapping Theorem used in the coincidence (2.1).
Remark 2. The case F = K and m = 1 with q = p = 1 recovers the Defant-Voigt Theorem (see [2] ). [4] that the DefantVoigt Theorem is optimal in the following sense: every continuous m-linear form is absolutely (1; 1, . .., 1)-summing and this result can not be improved to (p; 1, ..., 1)-summing with p < 1.
Remark 3. Theorem 1 is in some sense optimal. In fact it was recently proved in

Some applications
In this section we show how the result proved in the previous section is connected to the problem stated in the introduction of this note. Proof. From Littlewood's 4/3 theorem we know that Π mult(4/3;1,1) 2 c 0 ; K = L 2 c 0 ; K and the constant involved is √ 2 (or 2/ √ π for complex scalars). By choosing x
the proof is done.
The same argument of the previous theorem can be used to prove the following more general result:
Theorem 3. Let n > m ≥ 1 be positive integers and
U (e i1 , ..., e im , e σ1(i1,...,im) , . . . , e σn−m(i1,...,im) ) [6] , we know that
The above estimates can be rewritten as (see [6] )
The extension of the Bohnenblust-Hille inequality to ℓ p spaces in the place of ℓ ∞ spaces is divided in two cases: m < p ≤ 2m and p ≥ 2m. The case p ≥ 2m, sometimes called Hardy-Littlewood/Praciano-Pereira inequality (see [14, 24] ) states that there exists a (optimal) constant C K m,p ≥ 1 such that, for all positive integers N and all m-linear forms T : ℓ
|T (e i1 , . . . , e im )|
When p = ∞ we agree that
, and so we recover the classical Bohnenblust-Hille inequality. Using our main theorem it is also possible to obtain a variation of the Hardy-Littlewood inequality inequality, but since in ℓ p we have 
Proof. It is an immediate consequence of Theorem 1 having in mind that in ℓ p (or c 0 if p = ∞),
Final remark
When m < p ≤ 2m the Hardy-Littlewood inequality is also known as Hardy-Littlewood/DimantSevilla-Peris inequality ( [11, 14] ). It reads as follows:
|T (e i1 , . . . , e im )| In this case we can prove the following (optimal) result, which does not depend on the results developed in the previous sections: Proof. For the sake of simplicity we suppose n = 2. The general case is similar. Note that, using Theorem 4 we have
U (e i , e j , e σ1(i,j) , . . . , e σm−2(i,j) ) The optimality of the exponent p p−m is proved next using the same argument of the proof of the theorem of Hardy-Littlewood/Dimant-Sevilla-Peris (see [11, 14] It is important to recall that a somewhat similar inequality due to Zalduendo asserts that
|T (e i , . . . , e i )| 
