We consider the problem of coding for computing with maximal distortion, where the sender communicates with a receiver, which has its own private data and wants to compute a function of their combined data with some fidelity constraint known to both agents. We show that the minimum rate for this problem is equal to the conditional entropy of a hypergraph and design practical codes for the problem. Further, the minimum rate of this problem may be a discontinuous function of the fidelity constraint. We also consider the case when the exact function is not known to the sender, but some approximate function or a class to which the function belongs is known and provide efficient achievable schemes.
Enc 1
Decoder efficient graph-based encoding scheme using a generalized version of the characteristic graph in [1] called the D-characteristic graph. The coding scheme provided there is suboptimal since the construction of the graph is based on only pairwise comparison of function values. Drawing on better geometric methods of comparison, we introduce a novel generalization of the characteristic graph from [1] that yields a hypergraphbased encoding scheme that is indeed optimal. Thus, we provide an alternate (but fully equivalent) description of the rate-distortion function, which further inspires practically implementable codes. We refer to the optimal rate for this problem as functional -entropy since this rate reduces to -entropy of f defined in [4] when there is no side information Y and the hyperedges of the constructed characteristic hypergraph partition the support set X . Unlike traditional rate-distortion problems where the rate-distortion function R( ) is a continuous function of (the constraint on the expected distortion), in this case we have a rate function that is discontinuous function of and the points of discontinuity can be determined from the characteristic hypergraph for different values of . We also show that some of the assumptions in [1] that lead to simple coding schemes for = 0 might not imply the same when > 0. Although [2, 3] show modular schemes, i.e. graph-based quantization followed by source coding, are optimal for the problem with = 0 under some assumptions, the solution provided is NPhard and an approximate solution is used for coding. Further, the assumptions in [2, 3, 1] that lead to optimal modular schemes only involve the source distributions; one can weaken assumptions that imply optimal modular schemes by considering both the distribution of the source and the function. Although there does not seem to be a simple and elegant dichotomy of functions and sources analogous to Han and Kobayashi's dichotomy of functions [5] under which modular schemes are optimal, we provide a simple and general class of function-source pairs for which modular schemes are optimal.
After providing the rate-distortion function and an optimal hypergraph-based encoding scheme, we provide algorithms and conditions under which practical coding schemes using randomized quantization and polar codes [6] are optimal.
Sec. 2 describes preliminary results and the problem model. Sec. 3 gives the main result of this paper, the coding theorem and its equivalence to the conditional entropy of a hypergraph. Sec. 4 develops practical coding schemes for the problem. Sec. 5 shows that functional -entropy may be discontinuous in and Sec. 6 concludes the paper.
In this section, first we provide some definitions and discuss some preliminary results; then we formally define the problem.
Preliminaries and notations
For a set of k points z k = {z 1 , . . . , z k }, z i ∈ Z ⊂ R d for some finite d, the smallest circle (sphere) enclosing these k points is called the smallest enclosing circle of z k [7] . Note that the computational complexity of finding the smallest enclosing circle for a set of points is linear in the number of points [8] .
A hypergraph G is a pair G = (X , E) where X is the set of vertices of G and E ⊆ P(X ) \ ∅ is the set of hyperedges of G, where P(X ) is the powerset of X [9] .
Definition 3.
A hyperedge E is called a maximal hyperedge if E is not a proper subset of any other hyperedge in the hypergraph G.
Let (W, X) ∼ P W X be i.i.d. random variables with (W, X) ∈ W × X and suppose W = {0, 1} for simplicity. Then, source Bhattacharyya parameter [10] Z(W |X) for the source (W, X) is defined as Z(W |X) = 2 x P X (x) P W |X (0|x)P W |X (1|x).
Theorem 1 ( [11]
). For any β < 1 2 , i.i.d. random variables (W, X) and
where G N is the generator matrix for polar codes.
We will use polar coding to build practical coding techniques for our problem. Thm. 1 can be extended to any finite set W using results from [12] .
Problem setting
, and both the encoder and decoder want the decoder to reconstruct {f
→ 0 as N → ∞ for some fixed fidelity constraint > 0. For any R > 0, we define a (2 N R , N, ) code for any fixed function f : X × Y → Z as an encoding function g e : X N → {1, . . . , 2 N R } and a decoding function g d : {1, . . . , 2 N R } × Y N →Ẑ N whereẐ ⊂ R d is the reconstruction set. The probability of error is
that is, P avg (Ẑ, X, Y ) is the average symbol-error probability. A rate R is achievable if there exists a sequence of (2 N R , N, ) codes such that P avg (Ẑ, X, Y ) → 0 as N → ∞.
The goal is to find the minimum achievable value of R and design practical codes that attain it.
3 Coding theorem and hypergraph-based coding scheme
In this section we first provide the rate-distortion function for the problem described in Sec. 2, and then provide a hypergraph-based coding scheme that achieves the rate-distortion function. 
Then the minimum rate required by the encoder is
such that there exists a function g with Ed (X, Y, g(U, Y )) ≤ 0, where the distortion
The proof to this theorem is direct and follows from [1, Eq. (4)] when the distortion is set to zero under the d distortion function.
We define the -characteristic hypergraph, G f, ;X|Y , of a random variable X with respect to another possibly correlated random variable Y , a function f , and a fidelity constraint . Note that for = 0 the hypergraph in Def. 4 reduces to the characteristic graph defined in [1, 13] with hyperedges replaced by independent sets. Now we define the hypergraph entropy of a characteristic hypergraph G f, ;X|Y . Let Γ(G f, ;X|Y ) be the set of hyperedges of G f, ;X|Y . When it is clear from context, we will denote G f, ;X|Y by G , and G 0 is simply written as G. We define the functional -entropy, which is a generalization of -entropy proposed by [4] .
where X induces a probability distribution over the vertices of the hypergraph G . The random variable W is obtained by defining transition probabilities p(w|x) over all hyperedges w that contain x, i.e. p(w|x) ≥ 0 for all x ∈ w ∈ Γ(G ) and w x p(w|x) = 1.
Note that the minimization over Γ(G ) can be restricted to Γ m (G ) by the data processing inequality, where Γ m (G ) is the set of maximal hyperedges. Now we show that the optimal rate R( ) = H G (X|Y ).
Theorem 3. Let R( ) and H G (X|Y ) be as defined in (2) and (3) respectively for some ≥ 0, then R( ) = H G (X|Y ).
Proof. From the definitions of R( ) and H G (X) we need to prove that
First we show the left side is less than or equal to the right side. If X ∈ W ∈ Γ(G ), then we can find a (partial) function g over Γ(G )×Y such that g(w, y) − f (x, y) ≤ whenever p(w, x, y) > 0, and thus implying Ed (X, Y, g(W, Y )) = 0. Let w ∈ Γ(G ) and y ∈ Y. If p(x, y) = 0 for all x ∈ w, then we can leave g undefined since it will not affect our expected distortion. Otherwise form the set w y which consists of all x ∈ w such that p(x, y) > 0 and define g(w, y) as the center of the smallest enclosing circle of the set {f (x, y) : x ∈ w y }. Then, by Def. 4, f (x, y) − g(w, y) ≤ for all x ∈ w such that p(x, y) > 0. Hence, whenever p(w, x, y) > 0, we have d (x, y, g(w, y)) = 0. This shows that Ed (X, Y, g(W, Y )) = 0, hence the left side is less than or equal to the right side.
Next we show that the right hand side is less than or equal to the left hand side, completing the proof. Suppose U − X − Y and there exists a g such that
and define the Markov chain W − U − XY by
We first show that X ∈ W ∈ Γ(G ). If p(w, x) > 0, this implies there is a u such that w = w(u) and p(u, x) > 0. Then, by (4) we have x ∈ w = w(u). Thus, we have x ∈ w whenever p(w, x) > 0. Next we show that whenever p(w) > 0, then the radius of the smallest enclosing circle of the set {f (x, y) : x ∈ w and p(x, y) > 0} is less than or equal to which further implies W ∈ Γ(G ). From (4), p(w) > 0 implies there exists a u such that w = w(u). Further, if x ∈ w then p(u, x) > 0, and since U − X − Y forms a Markov chain, it follows that whenever p(x, y) > 0 we have p(u, x, y) > 0. Note Note that setting = 0, gives us the rate-distortion function in [1] .
Towards practical coding scheme
In [1] it was shown that if p(x, y) > 0 for all (x, y) ∈ X × Y, then every vertex x in the characteristic hypergraph G belongs to exactly one hyperedge of G. This property led to the design of optimal modular schemes in [2, 3] under some assumptions introduced therein. However, those assumptions depended solely on the sources and not on the function considered. In this section, we introduce a function/source condition and show that for = 0, this implies non-overlapping clustering of vertices leading to a modular scheme that can be implemented in O(N log N ) time where N is the blocklength. Then, by giving a counterexample we show that for > 0, p(x, y) > 0 for all (x, y) ∈ X × Y does not imply non-overlapping clustering of vertices in G in contrast to the case = 0 where this condition on the source implies non-overlapping clustering. Note that Cond. 1 encompasses the cases p(x, y) > 0 for all (x, y) ∈ X × Y and p(x, y) = p(x)p(y) for all (x, y) ∈ X × Y, where X and Y are the support set of X and Y respectively. The main idea is that whenever Cond. 1 holds, each x ∈ X belongs to a unique maximal hyperedge in Γ(G). Hence quantization followed by entropy coding attains the optimal rate. Consider the following example that illustrates Cond. 1 and each vertex belongs to exactly one maximal hyperedge even though p(x, y) = 0 for some (x, y) ∈ X × Y. 
Modular schemes
We show that whenever Cond. 1 holds, any x ∈ X belongs to exactly one maximal hyperedge w in Γ(G).
Proof. Without loss of generality, assume that |w 1 | ≤ |w 2 |. We know from Def. 4 that for any w ∈ Γ(G), x 1 , x 2 ∈ w if and only if for all y ∈ Y either f (x 1 , y) = f (x 2 , y), p(x 1 , y) = 0, or p(x 2 , y) = 0 holds. If w 1 is a singleton set then we are done since this implies w 1 ⊆ w 2 but since w 1 , w 2 are maximal sets, we have w 1 = w 2 . Now take the case when both w 1 , w 2 are not singleton sets. Assume that w 1 = w 2 , then there is x , x ∈ X \ x such that x = x , and x ∈ w 1 , x / ∈ w 2 , and x / ∈ w 1 , x ∈ w 2 . For any y ∈ Y, under Cond. 1 one of the following cases hold: Hence, for all y ∈ Y, we have f (x , y) = f (x , y) or p(x , y) = 0 or p(x , y) = 0, which implies that x and x belong to the same hyperedge in G by Def. 4. Thus, x , x belongs to the same maximal hyperedge which implies w 1 ⊆ w 2 . But since w 1 and w 2 are maximal sets, it implies w 1 = w 2 .
Thm. 4 implies that whenever Cond. 1 holds, each x ∈ X belongs to exactly one maximal hyperedge in Γ(G). Thus, hypergraph-based coding implies the following quantization+entropy coding scheme attains the optimal rate. Given any x ∈ X , encode it using the unique hyperedge it belongs to and then use Slepian-Wolf coding to achieve the rate-distortion function. This scheme can be implemented in O(N log N ) time since quantization can be performed in constant time and Slepian-Wolf coding can be implemented in O(N log N ) time using polar codes [10] where N is the blocklength.
Next consider the case when > 0. Unlike for the case = 0, when > 0, even when p(x, y) > 0 for all (x, y) ∈ X × Y we might not have non-overlapping clustering, i.e. we can have vertices belonging to more than one maximal hyperedge. 4 . Then the characteristic hypergraph G is as shown in Fig. 3 . The hypergraph G consists of three vertices {x 1 , x 2 , x 3 } and two maximal hyperedges w 1 and w 2 . The smallest enclosing circle of the set of points {f (1, y), f (2, y)} is centred at (1.5, y + 0.75) and has a radius of = √ 13 4 . Hence, w 1 = {x 1 , x 2 } forms a hyperedge of G. Similarly, w 2 = {x 2 , x 3 } forms a hyperedge, but the smallest enclosing circle of {f (1, 1), f (3, 1)} has a radius of 1 which is greater than and hence {x 1 , x 3 } does not form a hyperedge. Thus, we see that even though p(x, y) > 0 for all (x, y) ∈ X × Y, x 2 belongs to two different maximal hyperedges w 1 and w 2 .
Partially known functions
Suppose there is no side information available at the decoder and the function f is unknown to the encoder but it is known that f is an L-Lipschitz continuous function. Then as a corollary of Thm. 3, we have the following result which may be of interest in several applications where the actual function is unknown or requires more computational resources than are available at the encoder. For instance if there is a good linear approximation to a computationally heavy function available to the encoder, the encoder might use the simpler function rather than the actual one. Now, consider the case where the encoder cannot compute the exact function f but computes g, which is an δ-approximation to f as defined in Def. 2.
Corollary 2. Let g be a δ-approximation to f . If the encoder only has access to g, then for > 2δ, R( ) can be upper-bounded as R( ) ≤ H G ( −2δ) (X), where G ( −2δ) is constructed with respect to the random variable X and g. Moreover, this upper bound is achievable.
Proof. Since g is a δ-approximation to f , if a set of points have a smallest enclosing circle of radius r with respect to g, then the same set of points must have a smallest enclosing circle of radius less than or equal to r + 2δ with respect to f . Hence, constructing a graph with fidelity constraint − 2δ and the function g ensures that the maximal distortion with respect to f is less than or equal to .
Although Ex. 2 shows that for > 0, there can be overlapping clustering even when X and Y are independent random variables, in Sec. 4.4 we will show that in cases where there is overlapping clustering we can still use a randomized form of quantization followed by polar coding to attain the optimal rate.
Quantization and universal source coding for lossless coding for computing
When X is independent of Y , we have p(x, y) = p(x)p(y) > 0 for all (x, y) ∈ X × Y, where X and Y are the support set of X and Y respectively. Hence it follows from (3) that H G (X|Y ) = H(q(X)), where q(X) is the quantized value of X corresponding to the unique maximal hyperedge that X belongs to. Moreover, note that the function q depends only on the function f and not on the probability mass function of X, which implies that for a fixed function f and any p(x, y) > 0 such that X is independent of Y , there is a universal source coding scheme that attains the functional -entropy in (3) which is the minimum number of bits the encoder needs to send when = 0. We illustrate this case using an example.
Example 3. Let f (X, Y ) = arg min i∈{1,2} g(i, X, Y ) where g(1, x, y) = x 2 + 3y, g(2, x, y) = x + 2y 2 as illustrated in Fig. 4 .a, arg min takes the minimum value of i in case of equality, and take = 0. Let X and Y be independent random variables, P X be the probability mass function of X ∈ X = {1, 2, 3, 4}, and P Y be the probability mass function of Y ∈ Y = {1, 2}. Since X and Y are independent random variables, Thm. 4 implies the optimal rate can be obtained by using quantization followed by universal source coding. The quantization scheme for the function f can be found to be forming two clusters in the characteristic hypergraph, i.e. any x ∈ {1, 2} maps to one cluster, while x ∈ {3, 4} maps to a different cluster. Each row of Fig. 4.b shows the probability mass function on X , their corresponding entropy H(X), the optimal rate of functional compression for the function f , H G (X) = H(q(X)), where q is the quantization function mapping x ∈ {1, 2} to one value and x ∈ {3, 4} to another, and the rate observed by using LZW algorithm [14] for blocklength 10 5 .
Randomized quantization and polar coding for computing
In this subsection, we consider the case when there is no side information and > 0. This can be easily extended to the case when X is independent of Y and the main idea of coding remains the same. Note that even in the absence of side information we might not have non-overlapping clustering in the hypergraph, i.e. a vertex might belong to more than one hyperedge, hence, quantization followed by universal source coding might not be optimal. This can be observed from Ex. 2 with slight modification as well. In this subsection, we show that even when we do not have unique clustering in the hypergraph, we can have practical coding schemes using randomized quantization and polar coding. To that end, we provide the following two-step algorithm for attaining the optimal rate asymptotically for any > 0.
• Randomized quantization: We refer to the process of finding an auxiliary random variable W as randomized quantization since unlike general rate distortion problems, the support set of W is finite and can be determined directly from the corresponding characteristic hypergraph. Hence, every vertex of the hypergraph quantizes to the hyperedges associated with it in a randomized manner. Note that this process is different from random binning in the sense that random binning involves assigning bins to N -length sequences for a coding scheme with blocklength N , whereas, in randomized quantization we assign probabilities to single elements in X . Once we have formed the hypergraph, we need to optimize I(W ; X) over all conditional probabilities p(w|x) such that x lies in the hyperedge w. This is a convex optimization problem over finite variables and can be solved easily. Once we find a suitable W , we know from the proof of Thm. 3 that we can find a function g such that E[d (X, g(W ))] = 0, where g(w) is the center of the smallest enclosing circle of the set of points {f (x) : x ∈ w and p(x) > 0}. We will assume that |W| = 2 for simplicity, which can be generalized to arbitrary finite-sized W using ideas from [12] .
• Polar coding: Once we have found W corresponding to the optimal rate, the next step is to use polar codes to achieve a rate of I(W ; X). Define a distortion function d(x, w) = d (x, g(w)). Then for the chosen W , we have E[d(X, W )] = 0. From Thm. 1 there exists a set I ⊂ {1, . . . , N } and frozen set I c = {1, . . . , N }\I such that |I| = N R > N I(W ; X) and
for β < 1/2 and N sufficiently large. The coding scheme follows the polar coding scheme for lossy compression [11] and is described next. x 2 Codebook generation: Let L i be the family of functions λ i : {0, 1} i−1 → {0, 1} and let λ I c ∈ i∈I c L i be shared between the encoder and the decoder. Later we will show that such set of functions λ I c exist that give us the desired rate and distortion. Encoder: For i ∈ I, the encoder determines u i as follows
and for i ∈ I c , the encoder determines u i as u i = λ i (u i−1 1 ). The encoder sends u I to the decoder. Hence the rate of coding is |I|/N . Decoder: The decoder upon receiving u I , determines u I c as u i = λ i (u i−1 1 ) for i ∈ I c and outputsŵ N 1 
For a fixed N , the average distortion is given by [11, Thm. 4] , it directly follows that there exists a set of functions λ I c = {λ i ∈ L i } i∈I c such that D N = O(2 −N β ) for some β < β < 1/2. Thus, we have D N (λ I c ) → 0 as N → ∞.
Properties of R( )
Clearly R( ) is a non-increasing function of . In this section, we show R( ) may be a discontinuous function of and hence from an operational point of view one must design codes with close to zero or the right of point of discontinuity for efficient compression algorithms. We cannot use time-sharing to remove the discontinuity in R( ) because we have considered maximal distortion. Further, the discontinuity of R( ) is not obvious from Thm. 2 but only from the equivalent definition of R( ) as H G (X) that the discontinuity and points of discontinuity can be observed. We illustrate this property using the following example.
Example 4.
Consider the function f : X → Z, where Z ⊂ R 2 , and f is defined as f (1) = (1, 1), f (2) = (2, 2.5), f (3) = (3, 1). Then for different values of we have different G as illustrated in Fig. 5 . R( ) depends on G and hence, on increasing the value of , the values of where G changes are the points of discontinuity of R( ) as illustrated in Fig. 5 .
Conclusion
This paper considers the problem of coding for computing with a fidelity constraint. The main insight regarding the solution of the problem is obtained by characterizing the rate as the conditional entropy of a hypergraph, which we call functional -entropy. It is shown that the rate-distortion function for the problem is discontinuous with respect to the fidelity constraint. We also develop practical coding schemes for the problem and provide achievable bounds when the exact function is unknown to the encoder but an approximate function or a class to which the function belongs is known. The rate provided in this paper for a maximal distortion can be seen as an upper-bound to the rate for the rate distortion problem with expected distortion . For future work, we want to provide stronger practically achievable bounds for the problem of coding for computing with expected distortion, since practical codes for this problem are still unknown.
