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pological indices are investigated with respect to their discriminat-
ing power and property correlating ability.
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INTRODUCTION
A single number, representing a chemical structure, in graph-theoretical
terms, is called a topological descriptor. It must be a structural invariant,
i.e., it does not depend on the labeling or the pictorial representation of a
graph. If such a descriptor correlates with a molecular property, it can be
denominated as a topological index (TI). Despite the considerable loss of in-
formation by the »projection« of a structure to a single number, topological
indices have found broad applications in the correlation (estimation and
prediction) of several molecular properties.1–6 Another representation that
has gained particular attention, both from the theoretical point of view and
applications, is by polynomials.
* Author to whom correspondence should be addressed.
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POLYNOMIALS
Various graph-theoretical polynomials are applied to many different ar-
eas of chemistry. The spectra of the characteristic polynomial of graphs
were studied to obtain the molecular orbitals.7 Analysis of the characteristic
polynomial was important for understanding the global electronic structure
of unsaturated hydrocarbon molecules.8,9 A reference polynomial was pro-
posed to discuss the aromatic character of polycyclic hydrocarbons.10 Inde-
pendently, the same polynomial was proposed for the same purpose under
the name of acyclic polynomial.11 Further, Farrell extended the idea of these
polynomials and introduced the matching polynomial.12 The rotational poly-
nomial13 was used for analysis of the entropy of chain hydrocarbon mole-
cules. The sextet polynomial14 was important to analyze what kinds of aro-
matic sextets can stabilize the whole molecule. Hosoya15 introduced the
distance polynomial and conjectured that it could be used for the unique
characterization of a molecular graph. Later, he defined16 the Wiener poli-
nomial HG(x) of G as









where d is the diameter of graph G and dk is the number of vertex pairs at a
distance k from each other. In 1947, Harry Wiener proposed two structural
parameters, W and p, which give a good correlation with the thermodyna-
mic properties of saturated hydrocarbon molecules.17 The Wiener number W
and the polarity number p are defined as the half sum of the off-diagonal
elements of the distance matrix and as d3, respectively. Using the following
expressions for the first and third derivatives of HG(x)
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We study the all derivatives of HG(x) as the Wiener-like graph topologi-
cal indices. The discrimination power of indices and the structure-activity
relationships are investigated below.
The same Wiener-like topological indices termed Extended Wiener indi-
ces were considered in Ref 18.
INFORMATION DISTANCE INDEX AND CLUJ-TYPE INDICES –
POWERFUL DISCRIMINATORS
We will consider the information index based on distances within a
graph. The following well-known principle19 is generally used for the con-
struction of information indices. Let X be a set consisting of n elements. Let
us assume that by some equivalence criterium the elements are divided into






and ni is the number of elements
in subset Xi. Then, pi = ni / n is the probability of a single element belonging
to the i-th subset, and estimating quantitatively the information that corre-
sponds to one element of the set. One can use the distribution entropy for
the set elements defined by the following formula of Shannon:20








Information indices of molecular graphs were constructed for various
matrices of graphs and also for some topological indices.1 The Information
Distance Index was introduced in Ref. 21 and it is defined on the basis of
the distance matrix, D = di j, , i, j = 1p, where di,j is the topological dis-
tance between vertices i and j (i.e., the number of edges on the shortest path
joining vertices i and j) in graph G. Let define the information distance in-


































 is the probability of an accidentally chosen
vertex being at a distance di,j from vertex i. Then, the Information Distance
Index of graph vertices takes the form
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This index has a high discriminating ability for molecular graphs. The
discrimination power of the IDI index was investigated on graphs of un-
branched hexagonal systems.22 The results are shown below.
Two unsymmetric Cluj matrices, CJDu (distance-Cluj), and CJDu, (de-
tour-Cluj), have been recently proposed by Diudea,23-25 using the geodesic
concept (i.e., the shortest path joining vertices i and j, evaluated as topologi-
cal distance, di,j ) and the elongation concept (i.e., the longest path, evalu-
ated as detour-distance, Di, j), respectively.
The non-diagonal entries, Mui,j , Mu = CJDu ; CJDu , in the two Cluj ma-
trices are defined as follows
[ ]Mu i j i i j i i jN Vk k, , ( , ) , ( , )max  (10)
where Vi i j k, ( , ) is the cardinality of the set Vi i j k, ( , ) , where the maximum is ta-
ken over all paths (i,j)k between i and j, and where
V v v V d d i v i ji i j i v j v h kk, ( , ) , ,( ); ; ( , ) ( , )   	 { | G 
i; (i, j)k – is a geodesic (11)
or
V v v V d d i v i ji i j i v j v h kk, ( , ) , ,( ); ; ( , ) ( , )   	 { | G 
i; (i, j)k – is an elongation 
k = 1,2,...; h = 1,2,...
The set Vi i j k, ( , ) , Eqs. (11) and (12), consists of the vertices lying closer to
vertex i, and external with respect to the path (i, j)k (condition ( , ) ( , )i v i jh k	 

i). Since in cycle-containing structures, more than one geodesic, (i, j)k ,
could supply various sets Vi i j k, ( , ) , by definition, the (i, j)- entries in the Cluj
matrices are taken as max Vi i j k, ( , ) . The diagonal entries are zero. For paths
(i,v)h, no restriction is imposed. The above definitions, Eqs. (10) – (12), hold
for any connected graph.
Cluj matrices are square arrays of dimension N  N and are, in general,
unsymmetric with respect to the main diagonal. They are illustrated on the
graph of 2,3-dimethyldecaline, in Figures 1 and 2.
The two Cluj matrices, Mu, allow the construction of the corresponding
symmetric matrices, Mp (defined on paths) and Me (defined on edges) by
Mp = Mu  (Mu)
T (13)
Me = Mp  A . (14)
where A is the adjacency matrix. The symbol  indicates the Hadamard
(pairwise) matrix product26 (i.e., Ma  Mbi, j = Mai, j Mbi, j).
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In acyclic structures, the two variants of Cluj matrices coincide, as a
consequence of the uniqueness of the path (i,j). The symmetric matrices,
edge-defined and path-defined ones, in both variants, are identical to the
Wiener matrices,27,28 We (edge-defined) and Wp (path-defined), respectively.
Several indices can be calculated from Cluj matrices,25 either as the half
sum of entries in the corresponding symmetric matrices or directly from the
unsymmetric matrices, by
I e i j j i

 [ ] [ ]M Mu u
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Cluj-Distance matrix, CJDu; path (6,8):
(a) ( 6, 8 )  6, 2, 5, 8  
 3, 6, 9, 12 ; entry-(6,8) = max |V6,(6,8)k| = 4.
(b) ( 6, 8 )  6, 9, 11, 8  
 2, 3, 6 
(a) ( 8, 6 )  8, 5, 2, 6  
 1, 4, 7, 8, 10, 11 ; entry-(8,6) = max |V8,(6,8)k| = 6.
(b) ( 8, 6 )  8, 11, 9, 6  
 1, 4, 5, 7, 8, 10 
Cluj-Distance Matrix, CJDu
0 3 5 9 3 5 5 2 3 5 3 5
5 0 7 7 5 7 5 3 4 5 4 7
1 1 0 1 1 1 1 1 1 1 1 1
3 3 4 0 2 3 6 2 3 2 2 3
9 7 7 8 0 6 8 6 6 5 4 6
5 5 11 5 4 0 5 4 6 4 3 6
2 2 3 6 2 3 0 2 3 3 3 4
5 4 6 8 6 6 8 0 6 9 7 7
4 3 6 5 4 6 5 4 0 5 5 11
5 3 5 5 2 3 9 3 5 0 3 5
5 4 7 5 3 4 7 5 7 5 0 7
1 1 1 1 1 1 1 1 1 1 1 0
CJDp = 1024
CJDe = 378
Figure 1. Illustration of the Cluj-Distance matrix, CJDu.
When defined on edges, Ie is an index (e.g., CJDe); when defined on
paths, Ip is a hyper-index (e.g. CJDp).
Tratch et al.29 have proposed an extended distance matrix, E, whose en-
tries are the product of entries in the distance matrix D and a multiplyer,
mi, j , which is the number of paths in a graph having the path (i, j) as a sub-
path. In acyclic structures, mi, j equals the entries in the Wp matrix, so that
E is further referred to as D_Wp matrix
D_Wpi, j = Di, j mi, j = Di, j Wpi, j = D  Wpi,j . (17)















Cluj Detour matrix, CJDu; path (5,8):
(a) ( 5, 8 )  5, 1, 4, 7, 10, 8  
 2, 3, 5, 6 ; entry-(5,8) = max V5,(5,8)k = 4.
(b) ( 5, 8 )  5, 2, 6, 9, 11, 8  
 1, 4, 5 
(a) ( 8, 5 )  8, 10, 7, 4, 1, 5  
 8, 9, 11, 12 ; entry-(8,5) = max V8,(5,8)k = 4.
(b) ( 8, 5 )  8, 11, 9, 6, 2, 5  
 7, 8, 10 
Cluj-Detour Matrix, CJDu
0 1 2 1 1 2 1 2 1 2 1 1
1 0 1 2 1 1 1 3 1 1 3 3
1 1 0 1 1 1 1 1 1 1 1 1
1 3 3 0 1 3 1 2 2 1 2 2
1 1 2 1 0 1 2 4 2 2 2 2
5 2 11 5 2 0 3 4 2 3 2 2
1 2 2 1 2 2 0 1 3 1 3 3
2 2 2 2 4 2 1 0 1 1 1 2
3 2 2 3 4 2 5 2 0 5 2 11
2 1 1 1 2 1 1 1 2 0 1 2
1 3 3 1 3 1 2 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0
CJDp = 247
CJDe = 53
Figure 2. Illustration of the Cluj-Detour matrix, CJDu.
Thus, D_Wp matrix results as the Hadamard product (denoted by ),
D  Wp . It is a square symmetric matrix of dimensions NN, having the
diagonal entries zero. The half sum of its entries gives an expanded Wiener
number.
In full analogy, Diudea23,24,30 has proposed distance-extended Cluj un-
symmetric matrices
D_CJDu = D  CJDu (18)
D_CJDDu = D  CJDu (19)
which offerred new distance-extended indices
D2_CJDp = SpD_CJDui, j D_CJDuj, i =
(1/2)SiSj(D_CJDu)(D_CJDu)
T)i, j (20)
D2_CJDp = SpD_CJDui, j D_CJDuj, i =
(1/2)SiSj(D_CJDu)(D_CJDu)
T)i, j (21)
where summation goes over all paths in G: p = all (i,j)P(G). Note that in-
dex D2_CJp involves squared distances (see the superscript number).
In chemical graph theory, the distance matrix accounts for the »through
bond« interactions of atoms in molecules. However, these interactions de-
crease as the distance between atoms increases. This is the reason why the
»reciprocal distance« matrix, RD, was recently introduced.31–33 The non-dia-
gonal entries in this matrix are defined by
RDi, j = 1/Di, j . (22)
RD matrix allows the calculation of a Wiener index analogue, as the half
sum of its entries
H HD D i jji  ( ) ( ) ,G 1 2 [ ]RD . (23)
The resulting number was called33 the »Harary index«, in honor of
Frank Harary. Diudea34 has recently extended the use of »reciprocal (topo-
logical) property« matrices in defining novel Harary-type indices, HM.
H i jji i jjiMe / p 1 /  ( ) ( ), ,1 2 1 2[ ] [ ]M RM (24)
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with 1/Mi, j = 0 if Mi, j = 0. Subscript M is the identifier for a square matrix
M, which collects some topological property, while the sub-subscript e/p
specifies that the matrix (and the corresponding index) is defined either on
edges or on paths. Within this work, only the hyper-indices HCJDp and HCJDp
are considered.
DISCRIMINATING TESTS
Two basic characteristics of a topological index, I are: the correlating
ability with a molecular property and the discrimination power (in the pro-
cess of molecular structure classification).35,36 It is assumed that molecules
with similar structures (or close values of a topological index, as a measure
of structure similarity) have similar properties. However, the two character-
istics are not necessarily correlated.
The discriminating sensitivity of I is a measure of its ability to distin-
guish among nonisomorphic graphs by distinct numerical values. The theo-
retical evaluation of index sensitivity, S, on a fixed set, M, of nonisomorphic
graphs can be achieved by the formula
S = (N – NI) / N, (25)
where N = |M| and NI is the number of degeneracies of index I within set M.
The discrimination powers of all the Wiener polynomial derivatives for
some classes of molecular structures, as well as of some Cluj-type indices,
are examined below.
Planar Hexagonal Graphs
Graphs of this class are subgraphs of the regular hexagonal lattice and
represent the cata-condensed and peri-condensed benzenoid hydrocarbons.37
Let us consider all the derivatives of HG(x) as topological indices and calcu-
late their discrimination powers evaluated for x = 1 on the class of planar
hexagonal graphs with h = 37 rings in accordance with Eq. (25). The re-
sults are given in Table I.
Note that the actual number of graphs having higher derivatives is less
than the real number of graphs in the considered set. For example, for the
set M of planar hexagonal graphs G1,G2,G3 presented in Figure 3, the Wie-
ner polynomials are the following:
HG1 (x) = 279x + 802x
2 + 2202x3 + 5376x4 + 10560x5 + 14400x6 + 10080x7
HG2 (x) = 271x + 7302x
2 + 1806x3 + 3864x4 + 6600x5 + 7920x6 + 5040x7
HG3 (x) = 210x + 468x
2 + 846x3 + 1080x4 + 720x5
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As one can see from these polynomials, it is possible to calculate the
seven non-zero derivatives of the Wiener polynomials for graphs G1,G2 and
only the five non-zero derivatives for graph G3. Thus, N = 3 (in Eq. (25)) to
calculate the discrimination power for the first, second, third, fourth and
fifth derivatives while N = 2 when the discrimination power for the sixth
and seventh derivatives of Wiener polynomials are calculated.
It is seen from Table I that for h  6 the discrimination powers of the
second and third derivatives of the Wiener polynomial are greater than for
the Wiener number.
Within this set of graphs, IDI yields S = 1.
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TABLE I
The discrimination power of all Wiener polynomial derivatives for the













1 1.000 1.000 0.909 0.556 0.338
2 1.000 1.000 0.909 0.778 0.677
3 1.000 1.000 0.909 0.802 0.752
4 1.000 1.000 0.909 0.802 0.749
5 1.000 1.000 0.909 0.802 0.755
6 1.000 1.000 0.909 0.802 0.746
7 1.000* 0.714 0.909 0.802 0.728
8 0.500* 0.474* 0.405* 0.403*
9 0.333* 0.222* 0.167* 0.161*
10 0.111* 0.100* 0.065*





Within Table I, N is the number of graphs in the class. The values of discrimination power are
marked by asterisks if the number of graphs having the corresponding derivative is less than
the real number of graphs.
G1 G3G2
Figure 3. The planar benzenoid graphs with h = 3.
Subgraphs of the Square Planar Lattice
Similar results (Table II) were recorded for the subgraphs of the regular
quadrangular lattice with h = 37 rings.38 A pair of graphs of this class are
shown in Figure 4. One can see from Table II that for h  6 the discrimina-
tion power of the second and third derivatives of the Wiener polynomial are
greater than for the first derivative.
IDI yields S = 1 for all graphs with h = 3, 4 and 5; for the graphs with
h = 6, S = 0.943 while for those with h = 7, S = 0.981. For the whole set of
graphs with 3  h  7 (N = 163), S = 0.975.
Unbranched Hexagonal Graphs
Graphs of this class model molecular structures of unbranched cata-con-
densed benzenoid hydrocarbons.37 The set of these graphs breaks up into
two subsets of graphs: those which are embeddable and those which are not
embeddable in the hexagonal lattice. To obtain these graphs, we used the al-
gorithm of the fast generation of graphs of the unbranched hexagonal sys-
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TABLE II
The discrimination power of all Wiener polynomial derivatives for subgraphs













1 1.000 1.000 0.667 0.257 0.168
2 1.000 1.000 0.667 0.371 0.364
3 1.000 1.000 0.667 0.371 0.336
4 1.000 1.000 0.667 0.371 0.383
5 0.333* 0.273* 0.114 0.159
6 0.161* 0.071* 0.057*
7 0.091* 0.029*
8 0.050*
The notation is the same as in Table I.
G1 G2
Figure 4. Subgraphs of the square planar lattice with h = 3.
tems.39 The discrimination powers of all HG(x) derivatives, evaluated for
x = 1, on the class of all unbranched cata-condensed benzenoid graphs with
three to ten rings, are given in Table III. Note that for graphs consisting of 9
rings the discrimination power of the second and third derivatives are,
respectively, 12 and 15 times higher than for the first one.
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G1 G2
Figure 5. Graphs with the same Wiener polynomials.
TABLE III
The discrimination power of all Wiener polynomial derivatives for



















1 1.000 1.000 0.800 0.480 0.200 0.112 0.028 0.012
2 1.000 1.000 0.800 0.680 0.600 0.480 0.350 0.252
3 1.000 1.000 0.800 0.680 0.600 0.500 0.429 0.365
4 1.000 1.000 0.800 0.680 0.600 0.500 0.429 0.367
5 1.000 1.000 0.800 0.680 0.600 0.500 0.429 0.371
6 1.000 1.000 0.800 0.680 0.600 0.500 0.429 0.372
7 1.000 1.000 0.800 0.680 0.600 0.500 0.429 0.372
8 0.500 0.400 0.280 0.200 0.158 0.124 0.099
9 0.333* 0.400 0.240 0.200 0.148 0.113 0.090
10 0.111* 0.160 0.100 0.056 0.042 0.031
11 0.167* 0.125* 0.071 0.046 0.024 0.018
12 0.050* 0.043* 0.036 0.017 0.009
13 0.100* 0.047* 0.021* 0.016 0.007
14 0.022* 0.016* 0.010* 0.006
15 0.050* 0.019* 0.007* 0.005*
16 0.010* 0.006* 0.004*





The notation is the same as in Table I.
For graphs consisting of 5 rings there are two graphs, G1 and G2, (Fig-
ure 5) with the same Wiener polynomial:
HG1 (x) = HG2 (x) = 26x
1 + 76x2 + 123x3 + 136x4 + 140x5 + 132x6 +
119x7 + 96x8 + 72x9 + 40x10 + 11x11.
Within this set, IDI yields S = 1 for all the graphs with h = 3,...,10.
On the same set, the discriminating power of the Cluj-type indices was
tested in comparison with the Wiener index, W (actually the first derivative
Wiener polynomial – see Table III). The results are listed in Table IV.
One can see that the discriminating power of the Cluj-type indices is far
higher than that of Wiener polynomials. Among the tested indices, special
mention may be made of the distance-extended index, D2_CJD, which, in
the considered set, showed no degeneracy (i.e., S = 1), neither within each
individual subset nor the whole set of 2562 structures. The next most pow-
erful index was HCJDp (S = 0.988). This index showed the maximum discri-
minating power within the set of all graphs with ten vertices and three to
eight membered cycles (see below).
The Cycle-Containing Molecular Graphs
The set of these graphs consists of 437 structures with ten vertices and
three to eight-membered cycles (C = 3,...,8).23 The results of the discriminat-
ing tests are given in Tables V and VI.
Note that in Ref. 23, HCJDp was reported to have no degeneracy (cf. one
pair of structures within the subset C = 3 is degenereted), due to a printing
394 E. V. KONSTANTINOVA AND M. V. DIUDEA
TABLE IV
The discrimination power of some Cluj-type indices (see text) on the set



















W 1.000 1.000 0.800 0.480 0.200 0.112 0.028 0.012
CJDp 1.000 1.000 1.000 0.920 0.971 0.929 0.955 0.902
CJDp 1.000 1.000 1.000 0.920 0.886 0.694 0.606 0.137
D2_CJDp 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
D2_CJDp 1.000 1.000 1.000 1.000 1.000 1.000 0.997 0.985
HCJDp 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.988
HCJDp 1.000 1.000 1.000 1.000 1.000 1.000 0.979 0.963
error of the ordering program. In the same ref. the other values of S are dif-
ferent from the actually reported ones, because of different interpretation of
Eq. (25).
The same conclusion about the discriminating ability of the discussed
descriptors: Cluj-type indices, as a variant of the Wiener index, are superior
to the classical Wiener index and all Wiener polynomial derivatives.
Within this set of graphs, IDI showed S = 1 for all graphs with C = 3,...,8.
PROPERTY CORRELATING TESTS
The usefulness of a topological index in exploring the molecular proper-
ties is directly measured by its correlating ability with such properties.
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TABLE V
The discrimination power of all Wiener polynomial derivatives for















1 0.060 0.086 0.100 0.275 0.462 1.000
2 0.268 0.321 0.500 0.575 0.846 1.000
3 0.375 0.414 0.614 0.625 0.846 1.000
4 0.196 0.307 0.329 0.525 0.769 0.667
5 0.072* 0.105* 0.151* 0.171* 0.400* 0.500
6 0.065* 0.054* 0.250* 0.071* 1.000* 0.000*
7 0.133* 0.042* 0.333* 0.000*
8 0.250* 0.000*
TABLE VI
The discrimination power of some Cluj-type indices on the set of all















W 0.036 0.079 0.086 0.250 0.462 1.000
CJDp 0.464 0.507 0.557 0.950 0.846 1.000
CJDp 0.363 0.293 0.686 0.625 0.846 1.000
D2_CJDp 0.952 0.957 0.971 0.925 1.000 1.000
D2_CJDp 0.917 0.943 0.914 1.000 1.000 1.000
HCJDp 0.988 1.000 1.000 1.000 1.000 1.000
HCJDp 0.810 0.971 1.000 0.950 1.000 0.667
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TABLE VII








IDI CJe CJp HDe HCJp
1 C4 13.1 8 4 6.000 16 18 5.000 4.667
2 11MC3 21 15 10 9.737 15 24 7.500 6.667
3 EC3 35.9 17 18 9.416 17 32 7.167 6.333
4 MC4 40.5 16 14 9.507 28 37 7.333 6.500
5 C5 49.3 15 10 9.591 20 40 7.500 6.667
6 112MC3 56.5 26 26 13.462 26 49 10.167 8.667
7 123MC3 66 27 30 13.402 27 54 10.000 8.500
8 EC4 70.7 29 40 13.145 45 73 9.750 8.267
9 MC5 71.8 26 26 13.362 33 71 10.167 8.667
10 C6 80.7 27 30 13.183 54 90 10.000 8.500
11 PC4 110 48 92 16.957 68 132 12.283 10.033
12 11MC5 88.9 39 44 17.477 48 105 13.333 11.000
13 12MC5 91.9** 40 48 17.435 49 109 13.167 10.833
14 13MC5 91.7** 41 54 17.324 51 119 13.083 10.767
15 MC6 100.9 42 58 17.213 78 142 12.917 10.600
16 C7 117 42 56 17.214 63 154 12.833 10.500
17 112MC5 114 56 72 21.762 67 150 15.567 12.367
18 113MC5 105 58 84 21.599 71 170 15.783 12.533
19 123MC5 115 58 82 21.664 70 164 16.000 12.700
20 1M2EC5 124 61 98 21.534 72 178 16.667 13.333
21 1M3EC5 121 63 112 21.378 76 199 16.500 13.200
22 PC5 131 67 136 21.201 78 215 16.417 13.100
23 IPC5 126.4 62 104 21.445 73 186 16.083 12.800
24 11MC6 119.5 59 88 21.521 104 197 15.950 12.700
25 12MC6 123.4** 60 92 21.509 106 202 16.000 12.733
26 13MC6 124.5** 61 98 21.434 108 211 16.333 13.033
27 14MC6 120 62 106 21.351 110 220 16.167 12.867
28 EC6 131.8 64 116 21.330 109 226 16.083 12.800
29 MC7 134 61 96 21.445 88 225 16.033 12.767
30 C8 146 64 112 21.245 128 288 15.667 12.400
31 1123MC5 132.7 78 118 26.131 93 222 20.167 15.700
32 113MC6 136.6 82 140 25.898 140 285 19.750 15.333
33 124MC6 136 84 152 25.838 144 296 19.533 15.133
34 135MC6 138.5 84 150 25.853 144 291 19.500 15.100
35 1M2EC6 151 86 162 25.846 142 300 19.283 14.900
36 1M3EC6 149 88 176 25.728 146 322 19.150 14.800
37 PC6 154 94 218 25.532 148 352 18.683 14.414
38 IPC6 146 88 176 25.731 142 313 19.150 14.800
39 EC7 163.5 88 174 25.748 121 337 19.067 14.700
40 C9 170 90 180 25.618 144 450 18.750 14.400
41 1M2IPC6 171 114 234 30.412 180 401 22.900 17.267
42 1M3IPC6 167.5 117 256 30.272 186 436 22.717 17.133
43 13EC6 170.5 121 284 30.197 192 467 22.383 16.848
44 PC7 183.5 124 306 30.112 163 503 22.133 16.629
45 C10 201 125 300 29.991 250 705 21.833 16.333
* M = methyl; E = ethyl; P = propyl; IP = isopropyl; Cn = n-membered cycle
** values for the trans-isomer
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TABLE VIII
Statistics of Multivariable Regression (Ycalc = a + SibiXi) for compounds
of Table VII
No. Xi bi a r s cv(%) F
single variable regression
1 lw1* 1.313 34.784 0.9439 14.568 12.577 351.32
2 ln lw1 65.747 –144.322 0.9688 10.940 9.445 656.169
3 lw2 0.486 61.974 0.8911 20.018 17.282 165.84
4 ln lw2 42.475 –69.199 0.9594 12.440 10.740 497.76
5 IDI 6.625 –20.158 0.9644 11.659 10.065 572.68
6 ln IDI 111.933 –215.799 0.9560 12.940 11.171 456.82
7 CJp 0.273 56.644 0.9200 17.289 14.926 236.98
8 ln CJp 50.707 –142.612 0.9909 5.934 5.123 2333.73
















































































–93.266 0.9948 4.592 3.964 1309.31
* lw1 = W (Wiener Index); lw2 = the 2nd derivative; IDI = Information Distance Index
Both diagnostic and prognostic dimensions have to be considered in such
studies.
The most studied molecular property was the boiling point due to its ac-
cessibility and direct relation to the chemical structure. Table VII collects
the boiling points and some of the herein discussed topological indices for a
set of 45 cycloalkanes.23 Only the first and the second derivatives of the po-
lynomial are calculated on this set of graphs. The discrimination powers for
these indices are 0.511 and 0.689, respectively. Statistics of multilinear re-
gression are listed in Table VIII.
In single variable regression, the only satisfactory results were offered
by the natural logarithm of the index values (entries 2, 4, 8 – Table VIII);
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TABLE IX
Structural formula for some cycloalkanes














exception, ln IDI, whose correlation coefficient, r, was lower than that given
by IDI.
In double variable regression, the correlation was improved, as indica-
ted by the drop in s (the standard error of estimate) – to around 5 oC, which
is lower than 5% in the coefficient of variance, v). However, the two deriva-
tives of the Wiener polynomials are rather unsuitable for this purpose. No
major changes appeared in the correlation adding the third variable. IDI
can be used in association with other indices.
A second property in the correlating test was the viscosity (as log h) of a
set of 25 cycloalkanes40 (Table IX). Topological indices and viscosity are
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TABLE X
Wiener and Cluj with their corresponding Harary-type indices and
viscosity (log h) in cycloalkanes of Table IX
No W CJDp CJDe CJDp CJDe HCJDp HCJDe HCJDp HCJDe log h
1 140 520 155 330 110 5.19972 0.83861 14.88107 3.63623 0.061
2 133 529 196 285 84 5.05179 0.54861 16.94385 4.66290 0.117
3 191 756 208 510 157 5.60567 0.79960 15.58544 3.58532 0.274
4 182 767 254 449 126 5.40179 0.51627 17.69940 4.59960 0.235
5 253 1062 272 752 215 5.99900 0.76634 16.23670 3.54412 0.373
6 242 1077 323 673 179 5.75428 0.48777 18.39293 4.55126 0.344
7 327 1450 348 1068 285 6.37898 0.73752 16.84366 3.50974 0.464
8 314 1471 404 969 244 6.10231 0.46252 19.03540 4.51252 0.447
9 414 1933 437 1471 368 6.74571 0.71223 17.41296 3.48041 0.550
10 399 1962 498 1350 322 6.44291 0.44001 19.63506 4.48041 0.544
11 515 2525 540 1975 465 7.09966 0.68981 17.94974 3.45496 0.550
12 498 2564 606 1830 414 6.77482 0.41981 20.19818 4.45315 0.634
13 631 3241 658 2595 577 7.44146 0.66977 18.45809 3.43259 0.631
14 612 3292 729 2424 521 7.09757 0.40159 20.72968 4.42956 0.719
15 763 4097 792 3347 705 7.77178 0.65172 18.94131 3.41271 0.708
16 742 4162 868 3148 644 7.41116 0.38505 21.23347 4.40886 0.801
17 912 5110 943 4248 850 8.09129 0.63535 19.40212 3.39488 0.781
18 889 5191 1024 4019 784 7.71575 0.36997 21.71274 4.39048 0.876
19 1079 6298 1112 5316 1013 8.40065 0.62044 19.84280 3.37877 0.852
20 1054 6397 1198 5055 942 8.01167 0.35615 22.17011 4.37401 0.949
21 1265 7680 1300 6570 1195 8.70047 0.60678 20.26526 3.36413 0.919
22 1471 9276 1508 8030 1397 8.99133 0.59421 20.67116 3.35075 0.982
23 67 215 78 113 45 4.36508 0.94286 13.25952 3.79286 –0.167
24 43 127 52 57 25 3.96667 1.01667 12.30000 3.93333 –0.248
25 94 352 148 170 52 4.72262 0.58532 16.11151 4.75198 0.001
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TABLE XI
MLR data: Y = a + Si biXi ; Y = viscosity of structures in Table IX
No. Xi bi a r s cv(%) F
1 W 0.0008 0.0789 0.9034 0.1532 30.903 102.031
2 CJDp 0.0001 0.1489 0.8760 0.1721 34.746 75.897
3 CJDe 0.0008 0.0387 0.9213 0.1389 28.020 129.074
4 CJDp 0.0001 0.1872 0.8530 0.1864 37.598 61.459
5 CJDe 0.0008 0.1178 0.8887 0.1638 33.037 86.392
6 ln W 0.3651 –1.6642 0.9932 0.0416 8.387 1674.472
7 ln CJDp 0.3018 –1.7589 0.9944 0.0377 7.600 2044.310
8 ln CJDe 0.3905 –1.8722 0.9922 0.0446 9.002 1450.474
9 ln CJDp 0.2619 –1.3651 0.9920 0.0451 9.094 1420.770
10 ln CJDe 0.3172 –1.3142 0.9887 0.0536 10.824 996.154
11 HCJDp 0.2467 –1.1345 0.9737 0.0813 16.403 420.770
12 HCJDe –1.2242 1.2428 0.6225 0.2796 56.387 14.551
13 HCJDp 0.1266 –1.8127 0.9205 0.1396 28.157 127.597


























































–1.4796 0.9971 0.0286 5.767 1189.530
listed in Table X, while the statistics of multilinear regression (MLR) ap-
pear in Table XI.
The logarithm of the values of both Wiener and Cluj-type indices led to
good correlation coefficients (over 0.99, already in single variable regression)
and coefficients of variance less than 10%.
A cross-validation procedure (leave one out – loo) indicated a good pre-
dicting ability of our indices: lnCJDp (entry 7 –Table XI), r(loo) = 0.9933; s =
0.0414; v% = 8.349; lnW&HCJDp (entry 17), r(loo) = 0.9946; s = 0.0371; v% =
7.487; lnCJDp&CJDp&CJDp (entry 20), r(loo) = 0.9957; s = 0.0330; v% = 6.661;
lnW&CJDp&CJDp (entry 22), r(loo) = 0.9957; s = 0.0329; v% = 6.638.
CONCLUSIONS
The present study proposes the Wiener polynomial derivatives as topo-
logical descriptors. Their discriminating power and correlating ability were
tested on selected sets of molecular graphs, in comparison with the Informa-
tion Distance Index, IDI, and some Cluj-type indices. The data obtained on
large sets of isomeric, nonisomorphic structures, including polyhexes and
cycle-containing structures with side-chains, indicate that these »extended
Wiener« indices are not especially good descriptors, though their discrimi-
nating ability increases with the order of derivative. But IDI and some of
the Cluj indices showed a much more discriminating power.
In the property correlating tests, the Wiener-type descriptors, IDI and
Cluj indices complement each other in modeling some physico-chemical pro-
perties such as the boiling point and viscosity of alkanes and cycloalkanes.
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SA@ETAK
Wienerov polinom i drugi topologijski indeksi u kemijskom istra`ivanju
Elena V. Konstantinova i Mircea V. Diudea
Prou~avani su Wienerovi polinomi i neki drugi informacijski i topologijski indeksi
s obzirom na njihova diskriminacijska i korelacijska svojstva.
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