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19 octobre 2008
Dans ce document, nous exposons la de´monstration du the´ore`me suivant.
The´ore`me (Soundararajan [4]) (HR)











Les lettres (HR) indiquent que l’on suppose l’hypothe`se de Riemann ve´rifie´e.

















toujours sous l’hypothe`se de Riemann. Dans ce qui suit, nous suivons la de´monstration de Soundararajan
dans [4], en y incorporant les quelques pre´cisions qui permettent de remplacer 14 par n’importe quel
nombre > 5/2.
Un mot sur la locution « T assez grand », que nous emploierons librement. Elle signifie T > T0, ou`
T0 est une constante absolue et effectivement calculable (mais certainement tre`s grande) telle que
• toutes les quantite´s dont nous parlons sont bien de´finies ;
• toutes les ine´galite´s que nous e´crivons sont ve´rifie´es.
Par exemple, pour T assez grand on a





(V ′ > V > (log logT )2).
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1 Ordonne´es V -typiques de taille T
Nous allons e´valuerM(N) graˆce a` la formule de Perron en utilisant un contour d’inte´gration sur lequel
les grandes valeurs de |ζ(z)|−1 seront aussi rares que possible. Pour quantifier cette rarete´, Soundararajan
a introduit la notion suivante.
On se donne un parame`tre δ, tel que 0 < δ 6 1. Soit T assez grand∗ et V tel que (log logT )2 6 V 6
logT/ log logT . Un nombre re´el t est appele´ une ordonne´e V -typique de taille T si
• T 6 t 6 2T ;







∣∣∣ 6 2V, ou` x = T 1/V ;
(ii) tout sous-intervalle de [t− 1, t+ 1] de longueur 2δpiV/ logT contient au plus (1 + δ)V ordonne´es
de ze´ros de ζ ;
(iii) tout sous-intervalle de [t−1, t+1] de longueur 2piV/((logV ) logT ) contient au plus V ordonne´es
de ze´ros de ζ.
Si t ∈ [T, 2T ] ne ve´rifie pas l’une des assertions (i), (ii), (iii), on dira que t est une ordonne´e
V -atypique de taille T .
La pertinence de cette de´finition† quant a` la taille de |ζ(s)| est fournie par l’e´nonce´ suivant.
Proposition 1 (HR) Soit T assez grand et V tel que (log logT )2 6 V 6 logT/ log log T . Soit t une
ordonne´e V -typique de taille T . On a



















6 σ 6 2.
Cette proposition de´coule des propositions 7 et 8, de´montre´es ci-dessous apre`s une e´tude pre´liminaire
de la de´rive´e logarithmique de la fonction ζ.
2 Le logarithme de la fonction ζ
2.1 Estimations de ζ
′
ζ















s− ρ , (1)




On en de´duit d’abord la proposition suivante.
∗En termes absolus, inde´pendamment de δ.
†Pour eˆtre pre´cis, il faudrait parler d’ordonne´e (δ, V )-typique de taille T . Dans ce qui suit, la re´fe´rence a` δ sera implicite.
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(σ + it) = F (s)− 1
2










(σ − β)2 + (τ − γ)2 . (2)
De´monstration
Cela re´sulte de l’identite´ (1) et de l’estimation
ψ(s) = log s+O(s−1) (ℜs > 0). 2
Nous donnons maintenant une autre identite´ concernant la de´rive´e logarithmique de la fonction zeˆta.

























On peut supposer x > 1 (pour x = 1, l’identite´ se rame`ne a` la de´rive´e de (1)).
On constate que les deux membres sont des fonctions holomorphes de z dans C prive´ des poˆles de ζ
′
ζ . Il
suffit donc de de´montrer l’e´galite´ pour z re´el> 1. La me´thode expose´e au chapter 12 de [1] s’applique, plus

















On de´place la droite d’inte´gration vers la gauche‡, a` l’abscisse c′ telle que z+ c′ = −2N − 1, N entier







































valable uniforme´ment dans le demi-plan ℜs 6 −1, prive´ des disques de rayon 1/2, centre´s en −2,−4, . . . .2
‡Avec les pre´cautions d’usage pour passer entre les ze´ros de ζ, cf. [1], p.108.
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Proposition 4 Soit
• T > 1 ;
• z ∈ C tel que ℜz > 0, T 6 |ℑz| 6 2T et z n’est pas un poˆle de ζ′ζ ;






































2.2 Estimations de log |ζ | : de´monstration de la proposition 1
Proposition 5 (HR) Soit T assez grand et T 6 t 6 2T . On a uniforme´ment pour 1/2 < σ 6 2 et
2 6 x 6 T













(σ − 1/2) logx














(− log ζ(2 + it) + log ζ(σ + it)) log x− ζ′
ζ










(ρ− u− it)2 du+O(T
−1),
donc














(ρ− u− it)2 du+O(log x).
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On en de´duit

































(ρ− u− it)2 du+O(1).





























(σ − 1/2) logxF (σ + it),
d’ou` le re´sultat annonce´. 2
Nous utiliserons dans la suite l’estimation simple suivante.





















































Proposition 7 (HR) Soit
• T assez grand ;
• V tel que (log logT )2 6 V 6 logT/ log logT ;
• t une ordonne´e V -typique de taille T .
Alors
log |ζ(σ + it)| > O(V/δ) (1/2 + V/ logT 6 σ 6 2).
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De´monstration




(σ − 1/2) logx 6
exp(−V log x/ logT )
V log x/ logT
(1/2 + V/ log T 6 σ)
= e−1 6 1.
La proposition 5 donne













(σ − 1/2) logx










− 2 F (σ + it)
(logT )/V
+O(1)
> −2V − 2 V
logT
F (σ + it) +O(1) (car t est V -typique ; on utilise (i) page 3).
Pour majorer F (σ + it), nous conside´rons diffe´rents domaines de sommation :
• 2pinδV/ logT 6 |t− γ| 6 2pi(n+ 1)δV/ logT (0 6 n 6 N = ⌊(logT )/4piδV ⌋),
• le domaine comple´mentaire, qui est inclus dans {γ, |t− γ| > 1/2}.
La contribution de la premie`re cate´gorie de ze´ros est




(σ − 1/2)2 + (2piδnV/ logT )2 (car t est V -typique ; on utilise (ii))
≪ V
( 1











(σ − 1/2)2 + (t− γ)2
≪ logT (cf. [1], p.98).
Cela de´montre l’estimation annonce´e. 2
Proposition 8 (HR) Soit
• T assez grand ;
• V tel que (log logT )2 6 V 6 logT/ log logT ;
• t une ordonne´e V -typique de taille T .
Alors, pour 12 < σ 6 σ0(= 1/2 + V/ logT ), on a
log |ζ(σ + it)| > log |ζ(σ0 + it)| − V log (σ0 − 1/2)





























(σ0 − 1/2)2 + (t− γ)2
(σ − 1/2)2 + (t− γ)2 . (4)
Pour commencer, observons que
(σ0 − 1/2)2 + (t− γ)2
(σ − 1/2)2 + (t− γ)2
est une fonction de´croissante de |t− γ| si 1/2 < σ 6 σ0.
Pour majorer la somme (4), nous conside´rons diffe´rents domaines de sommation :
• |t− γ| 6 piV/((logV ) log T ) ;
• (2piδn+pi/ logV )V/ logT 6 |t−γ| 6 (2piδ(n+1)+pi/ logV )V/ logT (0 6 n 6 N = ⌊(logT )/4piδV ⌋) ;
• le domaine comple´mentaire, qui est inclus dans {γ, |t− γ| > 1/2}.
Comme on a
(σ0 − 1/2)2 + (t− γ)2
(σ − 1/2)2 + (t− γ)2 6
(σ0 − 1/2)2
(σ − 1/2)2 ,
et comme t est V -typique, la condition (iii) (page 3) nous permet de dire que la contribution de la






La contribution de la deuxie`me cate´gorie de ze´ros est, d’apre`s (ii) (page 3)





1 + (2piδn+ pi/ logV )2
(2piδn+ pi/ logV )2
= (1 + δ)V log
(
1 + (pi−1 logV )2
)







(2piδn+ pi/ logV )2
)
6 2(1 + δ)V log logV +O(δ−2V ).
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≪ (V/ logT )2 logT
≪ V/ log logT.
Ces trois estimations de´montrent le re´sultat annonce´. 2
3 Majoration de |xzζ(z)−1|
C’est la proposition suivante qui sera utilise´e lors de l’application de la formule de Perron.
Proposition 9 (HR) Soit
• t assez grand ;
• x > t ;
• V ′ tel que (log log t)2 6 V ′ 6 (log t/2)/(log log t/2) ;
• V > V ′.
On suppose que t est une ordonne´e V ′-typique (de taille T ′).
Alors
|xzζ(z)−1| 6 √x exp(V log(log x/ log t)+2(1+δ)V log logV+O(V δ−2)) (V ′ 6 (ℜz−1/2) logx 6 V, |ℑz| = t).
De´monstration
On a




log x+ V − log |ζ(z)|,
car (ℜz − 1/2) logx 6 V . Distinguons maintenant deux cas.
• Si ℜz − 1/2 6 V ′/ logT ′, la proposition 1 permet d’affirmer que
− log |ζ(z)| 6 V ′ log V
′/ logT ′
ℜz − 1/2 + 2(1 + δ)V
′ log logV ′ +O(V ′δ−2)
6 V ′ log
V ′/ logT ′
V ′/ log x
+ 2(1 + δ)V ′ log logV ′ +O(V ′δ−2)
= V ′ log
log x
logT ′
+ 2(1 + δ)V ′ log logV ′ +O(V ′δ−2).
• Si ℜz − 1/2 > V ′/ logT ′, on aura graˆce a` la proposition 1
− log |ζ(z)| 6 O(V ′δ−1)
6 V ′ log
log x
logT ′
+ 2(1 + δ)V ′ log log V ′ +O(V ′δ−2).
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Ainsi
log |xzζ(z)−1| 6 1
2




log x+ V ′ log
log x
log t






log x+ V log(log x/ log t) + 2(1 + δ)V log logV +O(V δ−2). 2
4 Pre´alables a` l’estimation de la fre´quence des ordonne´es atyp-
iques
Pour la commodite´ du lecteur, nous rassemblons ici des re´sultats auxiliaires, essentiellement issus
du §2 de [4], que nous utiliserons au §5.1 ci-dessous. Nous renvoyons a` [4] pour des re´fe´rences et des
indications de de´monstrations.
4.1 Encadrement de la fonction indicatrice d’un intervalle
La proposition suivante re´sume la construction de Selberg de bonnes approximations analytiques de






Proposition 10 Soit h > 0, ∆ > 0. Soit χh = 1[−h,h] la fonction caracte´ristique de l’intervalle [−h, h].
Il existe des fonctions entie`res paires F+ et F− ayant les proprie´te´s suivantes.
(i) F−(u) 6 χh(u) 6 F+(u) pour tout re´el u ;
(ii)
∫ +∞
−∞ |F±(u)− χh(u)|du = 1/∆, c’est-a`-dire Fˆ±(0) = 2h± 1/∆ ;
(iii) Fˆ± est re´elle et paire, Fˆ±(x) = 0 pour |x| > ∆ et |xFˆ±(x)| 6 2 pour tout x ;





Contentons-nous d’une indication pour (iii). On a












+ 1, si |x| 6 ∆.
D’autre part |xFˆ±(x)| = 0 si |x| > ∆. 2
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4.2 Ze´ros de la fonction ζ et nombres premiers : la formule explicite de
Guinand-Weil
Nous donnons une version de la formule explicite de Guinand-Weil, reliant les nombres premiers
(repre´sente´s par la fonction Λ de von Mangoldt) aux ze´ros non triviaux ρ = β + iγ de la fonction ζ.
Proposition 11 Soit ε > 0, δ > 0, et h(s) une fonction analytique dans la bande |ℑs| 6 12+ε, y ve´rifiant













































Signalons tout de suite la formule (2.3) de l’article de Goldston et Gonek [2]. C’est une e´valuation de
l’inte´grale figurant dans la formule explicite, applique´e aux translate´es des fonctions F±.
Proposition 12 Soit t > 4, ∆ > 1, 0 < h 6
√









du = (2h± 1/∆) log t
2
+O(1).
4.3 Moments de polynoˆmes de Dirichlet
Dans la proposition suivante, une ine´galite´ de type « grand crible », nous reprenons en partie la
formulation originale de Maier et Montgomery (Lemma 5 de [3]).
Proposition 13 Soit P (s) =
∑
p6N a(p)p
−s un polynoˆme de Dirichlet (la variable de sommation p est
un nombre premier).
Soit s1, . . . , sR ∈ C, α ∈ R et T > 3 tels que
• 1 6 |ℑ(si − sj)| 6 T , i 6= j ;
• ℜsi > α, 1 6 i 6 R.
Alors, pour tout entier positif k tel que Nk 6 T , on a
R∑
r=1






4.4 Un calcul auxiliaire
Cette proposition est un simple calcul auxiliaire, faisant intervenir quatre parame`tres lie´s par diverses
relations.
Proposition 14 Soit :
• T assez grand ;
• (log logT )2 6 V 6 logT/ log logT ;
• η = 1/ logV ;




log(k log logT )− 2 log(ηV )) 6 −V log(V/ log logT ) + 2V log logV + V.
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De´monstration
On a k 6 V donc
log(k log logT )− 2 log(ηV ) 6 − log(V/ log logT ) + 2 log log V
6 0.
D’autre part,
k > V/(1 + η)− 1




log(k log logT )− 2 log(ηV )) 6 V (1− η)(− log(V/ log logT ) + 2 log logV )
6 −V log(V/ log logT ) + 2V log logV + ηV log V
= −V log(V/ log logT ) + 2V log logV + V. 2
5 Sur le nombre de ze´ros de la fonction ζ dans un intervalle de
la droite critique
5.1 Encadrement parame´trique de l’e´cart a` sa moyenne du nombre de ze´ros
de la fonction ζ dans un intervalle de la droite critique
La proposition suivante donne un encadrement du nombre d’ordonne´es de ze´ros de ζ dans l’intervalle
]t − h, t + h], centre´ par rapport a` sa valeur moyenne (h/pi) log(t/2pi). Cet encadrement est exprime´ au
moyen d’un parame`tre ∆, et met notamment en jeu un polynoˆme de Dirichlet de longueur exp 2pi∆.
Proposition 15 (HR) Soit t > 4, ∆ > 2 et 0 < h 6
√
t. On a




















N(t+ h)−N(t− h)− 2h log t/2pi
2pi





























































































































(car fˆ(x) = e−2ipitxFˆ+(x)).












≪ (∆t)−2 (d’apre`s la proposition 10 (iv), qui s’applique car t > 2h)












du − log pi
2pi
Fˆ+(0) = (2h+ 1/∆)
log t/2pi
2pi










































































(car Λ(n)Fˆ+(logn/2pi) ≪ 1 ; la contribution des n = p
















Finalement, nous avons e´tabli la majoration



















La de´monstration de la minoration est analogue. 2
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5.2 Majoration de l’e´cart a` sa moyenne du nombre de ze´ros de la fonction ζ
dans un intervalle de la droite critique
Lorsqu’on majore trivialement les polynoˆmes de Dirichlet qui interviennent dans la proposition 15,
on obtient le re´sultat suivant, duˆ a` Goldston et Gonek (cf. [2]). Notre e´nonce´ est le´ge`rement plus pre´cis
que celui de [2].
Proposition 16 Soit t assez grand et 0 < h 6
√
t. On a






















On choisit ∆ = 1pi log(log t/ log log t) et on ve´rifie alors que
log t
2pi∆




log t log log log t/(log log t)2. 2
5.3 Fre´quence des de´viations du nombre de ze´ros de la fonction ζ dans un
intervalle de la droite critique
Nous donnons maintenant une majoration du nombre de points t « bien espace´s » de l’intervalle
[T, 2T ] pour lesquels le nombre d’ordonne´es de ze´ros de ζ dans l’intervalle ]t−h, t+h] de´passe sa moyenne
(h/pi) log(t/2pi) d’une quantite´ V . On a une majoration analogue pour la fre´quence des de´viations dans
l’autre direction, mais nous n’en aurons pas l’usage.
Proposition 17 Soit :
• T assez grand ;
• 0 < h 6 √T ;
• (log logT )2 6 V 6 logT/ log logT ;
• T 6 t1 < t2 < · · · < tR 6 2T tels que tr+1 − tr > 1, 1 6 r < R.
On suppose que
N(tr + h)−N(tr − h)− h log tr/2pi
pi
> V, 1 6 r 6 R.
Alors
R≪ T exp(−V log(V/ log logT ) + 2V log logV +O(V )).
De´monstration
La majoration de N(tr + h)−N(tr − h)− (h/pi) log(tr/2pi) fournie par la proposition 15 montre que






∣∣∣ > V − log 2T
2pi∆
+O(log∆), 1 6 r 6 R,
14




ve´rifie |a(p)| 6 4, d’apre`s la proposition 10, (iii).
On choisit
∆ =
(1 + η) logT
2piV
avec η = 1/ logV ,
de sorte que
exp 2pi∆ = T (1+η)/V ,
























ηV, 1 6 r 6 R.

















d’apre`s la proposition 13, pourvu que T k(1+η)/V 6 T .
La dernie`re quantite´ est
≪ T (logT )2(Ck log logT )k,
ou` C est une constante absolue. Ainsi
R≪ T (logT )2(4C)k((k log logT )/η2V 2)k.
On choisit k = ⌊V/(1 + η)⌋. La proposition 14 s’applique :
((k log logT )/η2V 2
)k
6 exp
(−V log(V/ log logT ) + 2V log logV + V ).
Enfin,
(logT )2(4C)k = exp(k log 4C + 2 log logT )
= expO(V ),
d’ou` le re´sultat. 2
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6 Valeurs de V pour lesquelles toutes les ordonne´es sont V -
typiques
Nous donnons une variante un peu plus pre´cise de la premie`re assertion de la Proposition 4 de [4].
Proposition 18 Soit T assez grand, et V tel que
1
2
+ log log logT/ log logT 6 V log log T/ logT 6 1.
Alors toute ordonne´e t ∈ [T, 2T ] est V -typique.
De´monstration
Il faut ve´rifier les crite`res (i), (ii), (iii) de la de´finition d’une ordonne´e V -typique.


























, x > 2.





















Pour (ii) on a, avec t′ ∈ [t− 1, t+ 1] et h = piδV/ logT :
1 +N(t′ + h)−N(t′ − h) 6 (h/pi) log(t′/2pi) + 1
2




log t′ log log log t′/(log log t′)2
(proposition 16)
6 (h/pi) logT +
1
2
logT/ log logT + logT log log logT/(log logT )2
6 (1 + δ)V.
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Pour (iii) on a, avec t′ ∈ [t− 1, t+ 1] et h = piV/((logV ) logT ) :
1 +N(t′ + h)−N(t′ − h) 6 (h/pi) log(t′/2pi) + 1
2



















logT/ log log T + logT log log logT/(log logT )2
6 V. 2
6.1 Minoration du logarithme du module de la fonction ζ
Proposition 19 Pour |t| assez grand et 1/2 < σ 6 2, on a
log |ζ(σ + it)| > − log |t|
log log |t| log
1
σ − 1/2 − 3
log |t| log log log |t|
log log |t| .
De´monstration
On applique les propositions 1 et 18 en prenant
V =
log |t|









+ 2(1 + δ)V log logV +O(V δ−2) =
log |t|
log log |t| log
1
σ − 1/2 + 2
log |t| log log log |t|
log log |t| +O(log |t|/ log log |t|)
6
log |t|
log log |t| log
1
σ − 1/2 + 3
log |t| log log log |t|
log log |t| . 2
7 Majoration du nombre d’ordonne´es atypiques bien espace´es
dans un intervalle
Nous majorons maintenant le nombre d’ordonne´es V -atypiques de taille T , bien espace´es.
Proposition 20 (RH) Soit
• T assez grand ;
• 2(log logT )2 6 V 6 logT/ log logT ;
• T 6 t1 < t2 < · · · < tR 6 2T des ordonne´es V -atypiques telles que tr+1 − tr > 1, 1 6 r < R.
Alors
R≪ T exp(−V log(V/ log logT ) + 2V log logV +O(V )).
De´monstration
Observons d’abord que le majorant annonce´ est une fonction de´croissante de V et que sa valeur en
V = logT/ log logT est
> exp(3 logT log log logT/ log logT ),
quantite´ qui tend vers l’infini avec T .
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Il suffit de de´montrer se´pare´ment la majoration pour le nombre R1 (resp. R2, resp. R3) (mais nous le
noterons encore R) de points (que nous noterons encore t1, . . . , tR) bien espace´s dans [T, 2T ] infirmant la
condition (i) (resp. (ii), resp. (iii)) de la de´finition page 3.







∣∣∣ > 2V, 1 6 r 6 R (x = T 1/V ).
La contribution des n = pα avec α > 2 est








































≪ log log x
6 log logT,
et donc
R≪ T (logT )2((Ck log log T )/V 2)k,
ou` C est une constante absolue. Le choix k = ⌊V ⌋ et un calcul plus simple que celui de la proposition 14
conduisent a` l’estimation
R≪ T exp(−V log(V/ log log T ) +O(V )).
Passons a` la condition (ii). Si tr ne la ve´rifie pas, il existe t
′
r tel que |tr − t′r| 6 1 et
N(t′r + piδV/ logT )−N(t′r − piδV/ log T ) > (1 + δ)V − 1,
d’ou`
N(t′r + piδV/ log T )−N(t′r − piδV/ logT )− (δV/ log T ) log(t′r/2pi) > V +O(1).
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Choisissons une ordonne´e tr sur trois, de sorte que les t
′
r correspondants soient bien espace´s, et
gardons uniquement les t′r de l’intervalle [T, 2T ] (nous en laissons alors au plus deux de coˆte´). Nous
pouvons appliquer la proposition 17 :
⌊(R+ 2)/3⌋ − 2≪ T exp(−V log(V/ log logT ) + 2V log logV +O(V )),
et on a la meˆme estimation pour R.
Enfin, si tr infirme la condition (iii), il existe t
′





(logV ) log T
))−N(t′r − piV/((logV ) logT )
)






(log V ) log T






> V+O(V/ log V ).
En proce´dant comme pour la condition (ii), nous appliquons de nouveau la proposition 17. Il reste a`
observer que, pour V ′ = V +O(V/ log V ), on a
−V ′ log(V ′/ log logT ) + 2V ′ log logV ′ +O(V ′) 6 −V log(V/ log logT ) + 2V log log V +O(V ).
C’est un calcul facile, qui termine la de´monstration. 2
8 De´monstration du the´ore`me
8.1 Application de la formule de Perron
Rappelons dans l’e´nonce´ suivant la forme classique de la formule de Perron que nous allons utiliser








une se´rie de Dirichlet, absolument convergente pour ℜz > 1. On suppose que |an| 6 1 pour tout n. Alors,











dz +O(N logT/T ),
ou` c = 1 + 1/ logN . La constante implicite dans le O est absolue.
On a donc





∫ 1+1/ logN+i2⌊logN/ log 2⌋






8.2 De´formation du chemin d’inte´gration
Pour majorer |AN |, nous allons remplacer le segment d’inte´gration [1 + 1/ logN − i2⌊logN/ log 2⌋, 1 +
1/ logN + i2⌊logN/ log 2⌋] par une variante SN du chemin de´fini par Soundararajan dans [4]. Nous com-
menc¸ons par une description de SN . On suppose N assez grand. Nous posons
κ = ⌊(logN)1/2(log logN)c⌋, K = ⌊logN/ log 2⌋,
ou` c est une constante positive, fixe´e ulte´rieurement. Nous posons e´galement Tk = 2
k pour κ 6 k 6 K.
Le chemin SN est syme´trique par rapport a` l’axe re´el, et constitue´ de segments verticaux et horizon-
taux. Nous de´crivons seulement la partie de SN situe´e dans le demi-plan ℑz > 0.
• Il y a d’abord un segment vertical [1/2 + 1/ logN, 1/2 + 1/ logN + iTκ].
• Pour chaque k tel que κ 6 k < K, on conside`re les entiers n de l’intervalle [Tk, 2Tk[. On de´finit
alors Vn comme le plus petit entier de l’intervalle [(log log Tk)
2, logTk/ log logTk] tel que tous les points





logn/ log logn+ log n(log log logn)/(log logn)2 + 1.
On inclut alors dans SN le segment vertical [1/2 + Vn/ logN + in, 1/2 + Vn/ logN + i(n+ 1)]
Il y a enfin des segments horizontaux reliant tous ces segments verticaux :
• le segment [1/2 + 1/ logN + iTκ, 1/2 + VN0/ logN + iTκ] ;
• les segments [1/2 + Vn/ logN + i(n+ 1), 1/2 + Vn+1/ logN + i(n+ 1)], Tκ 6 n 6 TK − 2 ;
• le segment [1/2 + VN−1/ logN + iTK , 1 + 1/ logN + iTK ].










8.3 Majorations des contributions a` AN des diffe´rents segments de SN




























|ζ(1/2 + 1/ logN + iτ)|−1 dτ√
1/4 + τ2
≪ N1/2 logTκ max
|τ |6Tκ
|ζ(1/2 + 1/ logN + iτ)|−1
6 N1/2(logTκ) exp
(
(logTκ/ log logTκ) log logN + 3(logTκ/ log logTκ) log log logTκ
)
(d’apre`s la proposition 19)
6 N1/2T 3κ (car log Tκ > (logN)
1/2).
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Pour les autres segments, nous examinons seulement la partie de SN situe´e dans le demi-plan ℑz > 0.
On aura les meˆmes estimations pour la partie situe´e dans le demi-plan ℑz < 0.
La contribution du segment horizontal [1/2 + 1/ logN ± iTκ, 1/2 + VTκ/ logN ± iTκ] est
≪ N1/2(expVTκ)T−1κ exp
(
(log Tκ/ log logTκ) log logN + 3(logTκ/ log log Tκ) log log logTκ
)
≪ N1/2T 3κ .
Pour chaque n, Tκ 6 n 6 TK − 1, la contribution du segment vertical [1/2 + Vn/ logN + in, 1/2 +





Vn log(logN/ logn) + 2(1 + δ)Vn log logVn +DVnδ
−2
)
(ou` D est une constante positive absolue), d’apre`s la proposition 9 (avec V = V ′ = Vn, n 6 t 6 n + 1,
T ′ = n, x = N).
Pour chaque n, Tκ 6 n 6 TK − 2, la contribution du segment horizontal [1/2 + Vn/ logN + i(n +









+ 2(1 + δ)V log log V +DV δ−2
)
,
ou` l’on a pose´ V = max(Vn, Vn+1), toujours d’apre`s la proposition 9, qui s’applique car n+1 est a` la fois




























(d’apre`s la proposition 1)
≪δ N1/2 (car VTK−1 6 logN/ log logN).
En notant en outre que
exp(DV δ−2)≪δ exp(δV log logV ),
et









cela termine la de´monstration de la proposition. 2
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8.4 E´tude de la somme BN
Afin de majorer BN , nous allons faire appel au calcul auxiliaire suivant.
Proposition 23 Soit A et C des parame`tres positifs tels que A > 4C4 + 1. On a alors
AV − V logV + CV log logV 6 eAAC (V > eC).
De´monstration
Posons
f(V ) = AV − V logV + CV log logV (V > 1).
On a
f ′(V ) = A− logV + C log logV − 1 + C
logV
,






V (log V )2
.
En particulier, on a f ′′(V ) < 0 si V > eC . De plus,
f ′(eC) = A− C + C logC − 1 + 1
= A− C + C logC
> 4C4 + 1− C + C logC
> 0,
et f ′(∞) = −∞.
Il existe donc un unique V0 > e
C tel que
• f ′(V ) > 0 pour eC 6 V < V0 ;
• f ′(V ) < 0 pour V > V0.
On a f ′(V0) = 0, c’est-a`-dire






f(V ) = f(V0)
= V0(A− logV0 + C log logV0)
= V0(1 − C/ logV0)
6 V0.
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Posons maintenant V1 = e
AAC (> eC). On a
f ′(V1) = A− logV1 + C log logV1 − 1 + C
logV1
















− 1 + C
A




− 1 + C
A
6 0.
On a donc V0 6 V1, d’ou` le re´sultat annonce´. 2















Vn log(logN/ logn) + 2(1 + 2δ)Vn log logVn
)
(κ 6 k < K).
On aura en effet






Posons Tk = T . Nous re´arrangeons BN (T ) suivant les valeurs de Vn.
BN (T ) =
∑
(log log T )26V














(log log T )26V
V 6(log T )/(log log T )
exp
(
V log(logN/ logT ) + 2(1 + 2δ)V log logV
)
card{n, T 6 n < 2T, Vn = V }.
Nous majorons d’abord la contribution des V 6 2(log logT )2 + 1, en utilisant la majoration triviale










Conside´rons maintenant la contribution des V > 2(log logT )2 + 1. Si T 6 n < 2T et Vn = V , la
minimalite´ de Vn entraˆıne l’existence dans l’intervalle [n, n+1] de tn, ordonne´e (Vn−1)-atypique de taille
T . En e´vitant de prendre des nombres conse´cutifs, on partitionne alors l’ensemble
{n, T 6 n < 2T, Vn = V }
en (au plus) deux sous-ensembles, chacun e´tant de meˆme cardinal qu’un ensemble d’ordonne´es (Vn − 1)-
atypiques de taille T , bien espace´es dans [T, 2T ]. La proposition 20 donne alors
card{n, T 6 n < 2T, Vn = V } ≪ T exp
(
−(V − 1) log((V − 1)/ log logT )+ 2(V − 1) log log(V − 1) +O(V ))
≪ T exp(−V log(V/ log logT ) + 2V log logV +O(V )).
Par conse´quent,








2(log log T )2+16V





logN(log logT )/ logT
)− V logV + (4 + 5δ)V log logV ). (5)
Pour majorer la somme intervenant dans (5), on utilise la proposition 23 avec
A = log
(
logN(log logT )/ logT
)
et C = 4 + 5δ
(on a bien A > 4C4 + 1 et V > eC).
Par conse´quent,
∑
2(log log T )2+16V





logN(log logT )/ logT
















































On choisit alors c = 5/2 et δ arbitrairement petit pour de´montrer le the´ore`me.
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