Abstract-Two well-established complementary distributed linear quadratic regulator (LQR) methods applied to networks of identical agents are extended to the non-identical dynamics case. The first uses a top-down approach where the centralized optimal LQR controller is approximated by a distributed control scheme whose stability is guaranteed by the stability margins of LQR control. The second consists of a bottom-up approach in which optimal interactions between self-stabilizing agents are defined so as to minimize an upper bound of the global LQR criterion. In this paper, local state-feedback controllers are designed by solving model-matching type problems and mapping all the agents in the network to a target system specified a priori. Existence conditions for such schemes are established for various families of systems. The single-input and then the multi-input case relying on the controllability indices of the plants are first considered followed by an LMI approach combined with LMI regions for pole clustering. Then, the two original top-down and bottom-up methods are adapted to our framework and the stability problem for networks of non-identical dynamical agents is solved. The applicability of our approach for distributed network control is illustrated via a simple example.
I. INTRODUCTION
Networks of dynamical systems, often referred to as multiagent systems have attracted a lot of attention of the control community in recent years. In such schemes, each agent has the ability to communicate with certain of its counterparts within the network. The interactions established among the agents determine the network topology and define a communication and control pattern, often modelled as a graph, the nodes of which represent agents exchanging information through links (edges) of the graph. The need for forming networks of systems in many cases arises from the fact that some problems might not be resolved by individual systems. Military applications, transport networks and supply chains are such paradigms which indicate that difficult tasks may be accomplished cooperatively [1] - [3] . In other cases, the topology of the network may be imposed by physical links such as in power systems where the agents take the role of power generators and the interconnections are represented by power transmission lines [4] , [5] .
Stability issues play key role in multi-agent systems [6] , [7] where cooperative controllers should be designed to ensure stable operation of the network. In cases where networks are composed of sufficiently small number of agents, the interconnections among the systems might not be limited and fully-centralized cooperative controllers can be established applying well-known control schemes. Nevertheless, bandwidth limits, cost factors as well as the mere complexity of the systems are main reasons to impose restrictions to network's communication capacity resulting in sparsity of interactions among the plants. Thus, distributed cooperative controllers are to be designed to solve the network stability problem. Two complementary distributed LQR methods are proposed in [8] and [9] . In the first (top-down) approach [8] , the centralized optimal LQR controller is approximated by a distributed control scheme whose stability is guaranteed by the stability margins of LQR control. The second [9] consists of a bottom-up approach in which optimal interactions between self-stabilizing agents are defined so as to minimize an upper bound of the global LQR criterion. A limitation of both methods is the assumption that networks are formed of identical systems, a fact which is often unrealistic in real applications. The approach proposed in this work relaxes this major assumption, thereby generalizing the approaches in [8] and [9] with certain modifications. Local agents are assumed to share a minimal set of structural properties, such as input dimension, state dimension and controllability indices, which are generically satisfied for parametric families of systems.
In this paper, static state-feedback controllers are proposed to solve model-matching type problems with the aim to remove the assumption of the repetitive pattern of networks considered in [8] and [9] . The systems examined here are linear with their state vector being accessible for measurement. The method is applied locally and the model of each agent matches a target system via state-feedback control. Note that the target model may be selected such that the perturbations in the agents models produced by statefeedback controllers are minimal in a sense that the joint model-matching control effort is minimized. This refinement of our approach has been investigated in [10] . The conditions of such schemes to exist are examined by considering certain families of systems. Single-input and multi-input systems of the same state dimensions are primarily analyzed taking into account the controllability indices of the systems. In this framework, agents with arbitrary number of inputs converted to be controllable through one input are also discussed. A Linear Matrix Inequality approach is also presented to solve the model-matching type problem for a certain family of systems. Next, the state-feedback distributed control schemes established in [8] and [9] are modified and then the stabilization problem for a network of non-identical agents that are all mapped locally to the same target system is solved. The effectiveness of the method is finally demonstrated with an illustrative example.
The rest of the paper is organized in four sections. In the second section the problem considered in this paper is defined along with some useful definitions. The main work is analyzed in the third section where model-matching type problems are solved for certain classes of systems. Note that in our case the definition of "model-matching" gives us considerable flexibility as the output matrices of the mapped systems are required to be square and invertible but are otherwise arbitrary. The extension of the results presented in [8] and [9] followed by a numerical example are included in the fourth section. All theorems presented in the third and fourth section are given without proof due to lack of space. The fifth section presents the main conclusions of the work where a discussion of the main results and suggestions for future work are given.
II. PROBLEM STATEMENT
The networks considered in this paper are composed of linear agents represented by a controllable pair (A,B) and assumed to have access to their state-vector. The dynamical behavior of each agent is described bẏ
where x i ∈ R n and u i ∈ R m represent the state and the input vector respectively of the i th agent. The matrices A i ∈ R n×n and B i ∈ R n×m are generically different for each i th agent. The pairs (A i ,B i ) are assumed to be completely controllable for all i = 1,⋯,N. The network's communication scheme is described by a graph G = (V,E), where V is the set of the agents (V = {1,⋯,N}) and E ⊆ V ×V the set (i, j) representing the interconnection between agent i ∈ V and agent j ∈ V. These interactions among the agents involve information exchange of their states. All graphs considered in this work are undirected, i.e. (i, j) ∈ E implies ( j,i) ∈ E. The collective state of the network can be represented by augmentation of the individual state-vector of each agent aṡ
We seek cooperative controllers u i = F i x i + G i v i , i = 1,⋯,N which map all the agents in the network to the input-to-state part of the target system (A,B,C i ) whileũ stabilizes (2) . The pair (A,B) of the target plant is common to all agents and has the same dimensions with (A i ,B i ) for all i = 1,⋯,N. Matrices C i are square and nonsingular for all i = 1,⋯,N. The state-feedback controllers F i x i combined with input scaling transformations G i solve model-matching type problems locally and match the transfer function of the i th closed-loop system with the target's:
The state-feedback controllers (F i ) and the input matrix transformations (G i ) if exist, transform the collective statespace form (2) tȯ
whereṽ = Col{v 1 ,⋯,v N } and diag{C 1 ,⋯,C N } is square and nonsingular. The symbol ⊗ stands for the Kronecker product. Due to the bijection property of the diag{C 1 ,⋯,C N } map and the repetitive pattern of the input-to-state part of (4) the topdown method proposed in [8] and the bottom-up approach in [9] can be appropriately modified and then employed to design distributed controllersṽ i and solve the stabilization problem for networks of non-identical dynamical agents.
A. Network-based LQR problem
A network-based LQR problem defined in [8] is briefly presented here. Let N L identical linear agents (A,B) constitute a network described by a complete graph (i.e., the graph with all possible interconnections) which has the ability to exchange state information between any two nodes. Note that the full connectivity of the network is a temporary assumption and generally N L differs from the network's cardinality N. The collective state-space form of the network isẋ
wherex,x 0 andũ are as defined earlier. Consider now a performance index that couples the dynamical behavior of the individual systems:
with Q ii ≥ 0, Q i j ≥ 0 and R > 0 or, written in compact form: 
where P is the unique symmetric positive definite solution to the single-node ARE:
the structure ofP is also preserved in the networked state-feedback gainK. For more details see [8] .
B. Top-down Method
The distributed control design established in [8] is summarized in the following Theorem. Theorem 1. Let N identical linear agents be completely described by the controllable pair (A,B) and form a network with collective state-space form given by (5) and topology modelled by a graph with Laplacian matrix L and maximum vertex degree d max . Consider reduced-order networked LQR problem (8) for N L = d max + 1 agents, specify P andP 2 according to (9) and let M = aL where a > N L λ 2 (L) . Construct the (large-scale) state-feedback gain
where
Then, the closedloop matrix I N ⊗ A + (I N ⊗ B)K is Hurwitz.
C. Bottom-up Method
The bottom-up approach to the stabilization problem of networks of identical agents presented in [9] is briefly discussed here. Technical details are omitted due to lack of space. The agents are represented by controllable pairs (A,B) and the global performance index that couples their dynamic behavior is
wherex,x 0 andũ are as given in (5) and L is the Laplacian matrix of the graph that models the network. Note that the performance indices (6) and (11) are equivalent. The agents are first stabilized locally via state-feedback gain K obtained by solving a typical LQR problem at node level with weighting matrices being chosen as Q 1 and R. The distributed state-feedback gain at network level is constructed as
where K = −R −1 B T P and P is the stabilizing solution to the local algebraic Riccati equation (ARE):
The distributed controllerũ =Kx stabilizes (5) and minimizes an upper bound of (11) . See [9] for how to construct matrix Ξ.
III. MODEL-MATCHING PROBLEMS
In this section, a specific type of model-matching problem is solved for various general classes of systems via statefeedback and input matrix transformations, as the first stage of the solution to the problem of stabilizing a network of non-identical agents via distributed LQR control, which is implemented in the second stage of the design. The plants representing the dynamical agents of the network are assumed to belong to a family of systems sharing certain structural properties, such as system size, input dimension, controllability indices, etc; these are defined precisely later in the section. It is shown that under these transformations the open-loop agent dynamics can be mapped to a pre-specified target model. This effectively gives all agents identical inputto-state dynamics (and, in general, a different invertible output matrix for each agent). The target system may also be selected so that the joint control effort of this scheme is minimized in a specific sense. Cost functions that penalize the model-matching performance have been proposed in [10] . The main assumptions used in this section are summarized in Table I .
A. Single-Input Case
The first class of agent models is defined as the set of single-input controllable plants with fixed state dimension and their structural properties are summarized in the first column of Table I . The following Theorem demonstrates the 
have same dimensions and are controllable with Ai ∈ R n×n , bi ∈ R n .
model-matching of N single-input agents with a target system chosen from the same class of systems.
Theorem 2. Consider a set of N controllable linear systems with state-space (13) and state dimension n. Let target system with state-space (15) belong in the same class of systems. Then, there are always state-feedback gains f i such that (sI
are unique. T i represents similarity transformation that brings (13) into controllable canonical form, a i and d are vectors composed of the coefficients of the characteristic polynomial of A i and A d , respectively.
The existence and uniqueness of the state-feedback gains is proved using the controllability assumption and the special structure of the controllable canonical form of single-input systems. The output maps Φ i = T The class of systems to be considered in this paragraph is summarized in the second column of Table I and consists of multi-input linear systems with fixed controllability indices {µ j }. Recall that ∑ m j=1 µ j = n where m stands for the number of inputs and n the state dimension. The following Lemma is standard and is included without proof.
Lemma
1. Given (A,B) controllable, then (P(A + BF)P −1 , PBG) will have the same controllability indices, up to reordering, for any P, F and G (det(P) ≠ 0, det(G) ≠ 0) of appropriate dimensions.
Let the pair (A,B) be controllable with controllability indices {µ j } where A ∈ R n×n and B ∈ R n×m . There is always similarity transformation P (see [11] for how to construct matrix P) such that the pair can be reduced to controllable canonical form, namely, (A c ,B c ) where
with A m ∈ R m×n and B m ∈ R m×m being free. The pair (Ā c , B c ) is called the Brunovsky canonical form and is unique (up to reordering) for the class of pairs (A i ,B i ) with common controllability indices. The matrices (Ā c ,B c ) = (diag (Ā 11 ,⋯,Ā mm ),diag(B 11 ,⋯,B mm ) ) wherē
Notice that the pair (Ā c ,B c ) is completely determined by the set of the m controllability indices µ j with ∑ m 1 µ j = n. The model-matching for the class of multi-input systems with common controllability indices is now summarized in the following Theorem. (19)
i P N+1 nonsingular. P i and P N+1 represent similarity transformations that bring the state-space form of the i th and target system, respectively, into controllable canonical form.
C. Multi-Input Case with arbitrary Controllability Indices µ j
At this point, a set of N multi-input agents of fixed state dimension n but with not necessarily common controllability indices is considered. In this case the agents are converted to single-input systems and the model-matching problem is solved by mapping all the plants in the set to a single-input target system. The following Lemma is given without proof. Lemma 2. Let A ∈ R n×n , B ∈ R n×m have full-column rank and the pair (A,B) be controllable. Then there always exists ξ ∈ R m such that the pair (A,Bξ ) is also controllable.
Consider a set of N multi-input systems (A i ,B i ) with fixed state dimension n and arbitrary number of inputs. Assume all pairs (A i ,B i ) are controllable and let ξ i ∈ R m i be appropriate vector according to Lemma 2 such that (A i ,B i ξ i ) is also controllable with m i being the input dimension of the i th plant. Then, according to Theorem 2 there is always singleinput target system with state dimension n and characteristic polynomial p(s,d) which all the plants in the set can match via state-feedback control obtained by (17). Note that this conversion of the agents to be controllable by one input gives considerable flexibility to the model-matching design of course at the expense of the degrees of freedom of the control variables of each agent.
D. Multi-Input -LMI approach
An LMI approach to the model-matching problem is examined here without taking into account controllability indices. Controllable systems (A i ,B i ) are considered with state dimension n and number of inputs m. The matrices B i have the same image Im(B i ) ∀i and A i are constructed by a fixed matrix and an almost free part. The exact structure of (A i ,B i ) is
where A o ∈ R n×n is fixed, Z i ∈ R m×n is arbitrary and G i ∈ R m×m is arbitrary and nonsingular. The target pair (A N+1 ,B N+1 ) must also be able to be reduced to (20). The following lemma guarantees the existence of input transformations that map the set of B i to the target matrix B N+1 .
Lemma 3. Consider a set of N matrices B i ∈ R n×m which have full-column rank. Then there is a matrix B ∈ R n×m and square and nonsingular matrices G i ∈ R m×m such that B i G i = B if and only if Im{B 1 } = Im{B 2 } = ⋅⋅⋅ = Im{B N } = Im{B}.
The matching problem is solved first for two plants and then is generalized to the case of N plants. Consider the controllable pairs (A 1 ,B 1 ) and (A 2 ,B 2 ) with A i ∈ R n×n and B i ∈ R n×m . We seek K 1 and K 2 such that
The matrices B 1 and B 2 satisfy Lemma 3. Let now
with Y i ∈ R m×n and X i ∈ R n×n symmetric positive definite (s.p.f.), for i = 1,2. Rewriting (21) results in
which is then postmultiplied by X on both sides and results in
The following Theorem generalizes the previous analysis to the case of N systems.
m×n for i, j = 1,⋯,N such that:
1) State-feedback gain synthesis:
The solution of the model-matching problem with state-feedback gains K i = Y i X −1 (common X) is equivalent to the equalities A i X +B i Y i = A j X + B j Y j for i, j = 1,⋯,N. For numerical reasons we relax these equalities to the approximate conditions
for all i, j ∈ {1,⋯,N} where γ is a small tolerance. We will use the following well-known fact.
Lemma 4. Let Φ ∈ R n×n be arbitrary square matrix. The following are equivalent.
At this stage, it might be desirable to impose stability constraints to the model-matching problem by forcing the poles of the target system to lie in a confined region of the complex plane. Such regions ensure a minimum decay rate, a maximum undamped natural frequency and a minimum damping ratio specified by parameters (a,ρ,θ ), respectively, and can be defined via Linear Matrix Inequalities [12] also known as LMI regions. An approximate model-matching problem with additional pole clustering constraints is stated in the following Proposition. Proposition 1. Consider a set of N controllable pairs (A i ,B i ) with structure as in (20) and A i ∈ R n×n , B i ∈ R n×m . The approximate model-matching problem (24) with additional pole placement constraints (a,ρ,θ ) can be solved if there exist X ∈ R n×n , Y i ∈ R m×n and Y j ∈ R m×n such that the following LMI constraints
for i, j ∈ {1,⋯,N} and i ≠ j
are feasible, where
IV. DISTRIBUTED CONTROL DESIGN FOR NETWORKS OF NON-IDENTICAL PLANTS
In this section the top-down and bottom-up methods presented earlier are appropriately adjusted to networks of non-identical agents. Multi-input systems are considered with state-space form given in (14) and common controllability indices µ j with ∑ m j=1 µ j = n. Stabilizing distributed controllers u i = F i x i + G i v i are constructed via the following Theorems. First, the top-down approach is generalized. 
is asymptotically stable for all i = 1,⋯,N. Fig. 1 shows a schematic representation of the distributed scheme presented in Theorem 5 at local level i.
The bottom-up method is now adjusted to networks of non-identical agents and presented via the following Theorem.
Theorem 6. Consider a network of N non-identical agents with state-space form given by (14) and interconnection topology specified by Laplacian matrix L. The agents' structural properties are summarized in the right columnẋ Fig. 1 . Closed-loop configuration of the i th agent.
of Table I . According to Theorem 3 there exist F i , G i and 
is asymptotically stable for all i = 1,⋯,N.
A. Example
To demonstrate the applicability of our method we consider a cooperative stabilization problem of six linear nonidentical agents. The interactions among the agents constitute a network of information exchange which is described by an undirected graph G with Laplacian matrix L. Each node is modelled by a two-mass-spring system with a single input force. Two masses m i,1 and m i,2 are connected through a spring with spring constant k i,2 while the mass m i,1 is attached to a rigid wall through a spring with spring constant k i,1 . A force input u i is applied on m i,1 and x i,1 and x i,2 are the displacements of the two masses. The state-space form of each two-mass-spring system is given by
where the state vector is assumed to be accessible for measurement and x i,1 , x i,2 represent the displacement of each mass, respectively, from the equilibrium point. The control objective is to stabilize each two-mass-spring subsystem cooperatively moving all the masses to zero displacement position. A schematic representation of each subsystem and the communication topology are shown in Fig. 2 . The mass and the spring constant of each agent are shown in Table II . The first stage of the method is to specify the target system where all the agents in the network will be mapped to via local state-feedback. The parameters of the target system have been selected as the average of all subsystems and are shown in the Table II. The state-space form of the target system is obtained by substituting the corresponding mass and spring constant to (33). All pairs (A i ,b i ), i = 1,⋯,6 are controllable and thus the assumptions made in Theorem 2 are satisfied. The model-matching state-feedback gains f i are constructed by (17) and all subsystems are mapped to the target. In the second stage of the control design, the steps described in Theorem 5 are followed and the distributed state-feedback gainK is constructed for two cases. First, M = L, d max = 2, Q 1 = 10diag{1,0,1,0}, Q 2 = 50diag{0.1,1,0.1,1} and R = 0.1 have been chosen to tune the LQR controller. Second, more emphasis is shifted to the information exchange among the subsystems by setting Q 2 = 5000diag{0.1,1,0.1,1}. Different initial conditions for each agent have been chosen and Fig.  3 illustrates the displacement response of m i,1 and m i,2 , i = 1,⋯,6 for the first tuning. In Fig. 4 the recovery of the equilibrium position is reproduced for the second case where heavier penalty on the state-disagreement among the agents is considered. V. CONCLUSION We have introduced a systematic method to solve stability problems for networks of non-identical linear systems. The first stage of the method solves model-matching problems and defines the synthesis of local state-feedback controllers which map all the systems in the network to a target specified a priori. The structure of the systems play a key role in the model-matching and thus certain types of linear systems were investigated. It has been shown how existing distributed schemes proposed for networks of identical agents can be appropriately adjusted to solve stabilization problems on networks of non-identical dynamics. Further work is needed, however, to extend the method to be applied to a more generic class of systems and can therefore be implemented successfully in practical applications.
