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Introduzione
Lo scopo di questa tesi e` lo studio della buona positura dell’equazione del traspor-
to e dell’equazione differenziale ordinaria per campi vettoriali b(t, x) aventi poca
regolarita` rispetto alla variabile spaziale x.
Cominciamo con il descrivere in maniera piu` dettagliata i vari aspetti del pro-
blema. Sia b : [0, T ]× Rd → Rd un campo vettoriale boreliano. Il problema euleria-
no consiste nello studio della buona positura della seguente equazione lineare alle
derivate parziali, detta equazione del trasporto o equazione di continuita`:
(PDE)

∂µt
∂t
+Dx · (bµt) = 0
µ0 = µ¯ .
Tale equazione e` da intendersi nel senso delle distribuzioni su [0, T ] × Rd e una
soluzione, indicata con µt, sara` una famiglia dipendente dal tempo di misure reali su
Rd che al tempo t = 0 coincida con µ¯. Questo problema e` classicamente collegato al
problema lagrangiano, riguardante esistenza ed unicita` per l’equazione ordinaria
(ODE)
{
ψ˙(t) = b(t, ψ(t))
ψ(0) = x .
Per questo problema si puo` sperare in un’unicita` “generica”, cioe` per L d-quasi ogni
dato iniziale x ∈ Rd. Una richiesta piu` debole (alla quale si riuscira` a dare in certi
casi una risposta positiva) e` quella relativa alla ricerca di un principio di selezione,
che ci permetta di identificare per quasi ogni x una traiettoria ψ(·, x) in modo che
tale scelta sia stabile rispetto ad approssimazioni regolari del campo vettoriale b.
Il setting classico del problema consiste nel considerare il caso in cui b(t, x)
sia localmente lipschitziano in x, uniformemente rispetto a t. In questo caso, la
buona positura (locale nel tempo) dell’(ODE) e` garantita dal teorema di Cauchy–
Lipschitz, mentre esistenza ed unicita` per la (PDE) sono garantite dalla teoria delle
caratteristiche.
Il primo approccio al problema nel caso in cui il campo sia solo debolmente dif-
ferenziabile e` dovuto a R. J. DiPerna e P. L. Lions ([32], 1989), che affrontano il
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caso in cui la dipendenza dalla variabile spaziale sia di tipo Sobolev. L’ingrediente
chiave del lavoro di DiPerna e Lions e` l’introduzione del concetto di soluzione rinor-
malizzata, cioe` di una soluzione debole dell’equazione del trasporto (limitata, cioe`
rappresentabile come µt = wtL
d con wt ∈ L∞) per cui valga
∂w
∂t
+ b · ∇xw = c ⇒ ∂β(w)
∂t
+ b · ∇xβ(w) = cβ ′(w)
per ogni funzione β ∈ C1(R). Questa implicazione segue immediatamente dalla
formula di derivazione della funzione composta nel caso in cui la soluzione w sia
differenziabile in senso classico, ma necessita di una prova diretta nel caso in cui w
non sia regolare. Lo schema di regolarizzazione di DiPerna e Lions e` particolarmente
naturale: consideriamo l’equazione
∂w
∂t
+ b · ∇xw = c
e convolviamo entrambi i membri con un nucleo di regolarizzazione ρ. Definendo
w = w ∗ ρ e moltiplicando l’equazione ottenuta per β ′(w), con pochi passaggi si
ottiene che
∂β(w)
∂t
+ b · ∇xβ(w) = (c ∗ ρ)β ′(w) + β ′(w)
(
b · ∇xw − (b · ∇xw) ∗ ρ
)
.
Allora definiamo il commutatore (tra l’operatore di convoluzione e quello di molti-
plicazione per b)
r = b · ∇x(w ∗ ρ)− (b · ∇xw) ∗ ρ.
Data la non–linearita` della funzione β, per ottenere l’implicazione desiderata e` neces-
sario che il commutatore converga fortemente a zero. Nel caso trattato da DiPerna
e Lions, questo si puo` dedurre dalla scrittura esplicita del commutatore come
−r(t, x) =
∫
Rd
w(t, x− z)
[
b(t, x− z) − b(t, x)

· ∇ρ(z)
]
dz − (wdivxb) ∗ ρ(t, x)
e dal fatto che i rapporti incrementali di una funzione di Sobolev convergono forte-
mente alla derivata.
La proprieta` di rinormalizzazione e` molto importante, dato che da essa segue in
modo molto naturale un principio di confronto per le soluzioni della (PDE). Questo
principio garantisce che, se consideriamo due dati iniziali w0 e w˜0 per l’equazione del
trasporto con w0 ≤ w˜0, le relative soluzioni soddisfano la disuguaglianza wt ≤ w˜t
per ogni t ∈ [0, T ]. Dal principio del confronto seguono l’unicita` per le soluzioni
dell’equazione del trasporto e teoremi di stabilita` rispetto ad approssimazioni re-
golari del campo vettoriale e del dato iniziale. Inoltre, gia` nel lavoro di DiPerna
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e Lions e` ben illustrato il passaggio dalla (PDE) alla (ODE): per regolarizzazione
del campo vettoriale, ricordando la teoria delle caratteristiche nel caso classico ed
applicando il teorema di stabilita`, si ottiene l’esistenza di una soluzione distribuzio-
nale dell’(ODE). Inoltre, grazie al risultato di unicita` per la (PDE), viene dedotta
l’unicita` del flusso dell’equazione ordinaria.
Successivamente, I. Capuzzo Dolcetta e B. Perthame ([22], 1996) hanno
esteso il risultato di DiPerna e Lions, mostrando che la proprieta` di rinormalizzazione
vale anche se solo la parte simmetrica della derivata distribuzionale del campo, i.e.
Eb =
1
2
(
Db+ tDb
) ∈ [D′(Rd)]d×d ,
e` una funzione localmente sommabile. La prima estensione significativa dei risul-
tati a campi vettoriali con derivata misura e` realizzata in un importante lavoro di
F. Bouchut ([17], 2001), in cui viene introdotta la tecnica di regolarizzazione ani-
sotropa: viene scelto un nucleo di convoluzione ρ non piu` radiale, ma con un profilo
che dipende dalla direzione spaziale, in modo che nelle direzioni in cui il campo
vettoriale ha meno regolarita` si possa effettuare una regolarizzazione piu` veloce.
Questa tecnica e` stata raffinata in seguito da F. Colombini e N. Lerner ([26],
2003), permettendo di ottenere il lemma di rinormalizzazione nel caso di un campo
vettoriale conormale BV , cioe` nel caso in cui, a meno di un cambiamento di coor-
dinate di classe C1,1, la derivata del campo lungo tutte le direzioni tranne una sia
una funzione sommabile e lungo la restante direzione sia una misura.
Infine, partendo dall’intuizione che, grazie al teorema del rango uno di Alber-
ti, ogni campo vettoriale BV ha un comportamento asintoticamente conormale,
L. Ambrosio ([7], 2003) ha mostrato la proprieta` di rinormalizzazione nel caso di
un campo vettoriale a variazione limitata. Nel caso BV non si ha convergenza forte
dei rapporti incrementali, ma se ne puo` dare uno spezzamento canonico in cui un ad-
dendo converge fortemente alla parte assolutamente continua della derivata e l’altro
viene stimato per mezzo della parte singolare della derivata. La proprieta` di rinor-
malizzazione segue allora tramite un processo di localizzazione e di regolarizzazione
anisotropa basato sul teorema di Alberti.
Nel suo lavoro, Ambrosio introduce anche una nuova tecnica che permette un
naturale collegamento tra (PDE) e (ODE) senza alcuna ipotesi di regolarita` sul cam-
po. Essa si basa sostanzialmente sul principio di sovrapposizione, secondo il quale
tutte le soluzioni positive della (PDE) si possono esprimere come sovrapposizioni
di soluzioni caratteristiche. Se γ ∈ P(Rd × C([0, T ]; Rd)) e` una misura concentrata
sull’insieme delle coppie (x, ψ) tali che ψ e` una soluzione dell’equazione ordinaria
con ψ(0) = x, allora e` facile verificare che la misura µγt definita da
µγt (ϕ) =
∫
Rd×C([0,T ];Rd)
ϕ(ψ(t))dγ(x, ψ) per ogni ϕ ∈ Cc(Rd)
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e` una soluzione della (PDE). Il principio di sovrapposizione ci garantisce che ogni
soluzione positiva µt della (PDE) e` di tale forma, cioe` data µt esiste una misura
γ ∈ P(Rd × C([0, T ]; Rd)) tale che µt = µγt .
Il risultato di Ambrosio e il precedente lavoro di Capuzzo Dolcetta e Perthame
ci hanno portato a congetturare che la proprieta` di rinormalizzazione continui a
valere anche nel caso in cui il campo vettoriale sia a deformazione limitata, cioe` tale
che la derivata simmetrica sia una misura localmente finita. Cio` e` stato dimostrato
(L. Ambrosio, G. Crippa e S. Maniglia, [10], 2004) nell’ipotesi piu` forte che il
campo vettoriale sia speciale a deformazione limitata, cioe` tale che la parte singolare
della derivata sia concentrata su un insieme rettificabile di codimensione uno. La
dimostrazione di questo fatto si basa su uno studio approfondito delle tracce normali
di campi con divergenza misura. Se C e` un campo vettoriale su Ω ⊂ Rd limitato e
con divergenza misura, D · C ∈ Mloc(Ω), possiamo definire la traccia normale di C
sul bordo di un aperto regolare Ω′ ⊂⊂ Ω come una distribuzione su Ω:
〈Tr(C, ∂Ω′), ϕ〉 :=
∫
Ω′
∇ϕ · C dx+
∫
Ω′
ϕdD · C per ogni ϕ ∈ C∞c (Ω).
Il principale teorema di [10] e` la seguente formula di cambiamento di variabile per
le tracce. Siano
w : Ω ⊂ Rd → R , B : Ω ⊂ Rd → Rd
localmente limitati, con B ∈ BDloc(Ω) e D · (wB) ∈ Mloc(Ω). Allora per ogni
funzione h di classe C1 su R abbiamo
Tr(h(w)B, ∂Ω′) = h
(
Tr(wB, ∂Ω′)
Tr(B, ∂Ω′)
)
Tr(B, ∂Ω′) H d−1-quasi ovunque su ∂Ω′,
intendendo che il rapporto Tr(wB, ∂Ω′)/Tr(B, ∂Ω′) e` arbitrariamente definito nei
punti in cui la traccia Tr(B, ∂Ω′) si annulla. Questa formula permette di controllare
la concentrazione su ipersuperfici della divergenza dei campi rinormalizzati, il che ci
consente poi di dedurre la proprieta` di rinormalizzazione in SBD.
Diamo ora una descrizione piu` analitica del contenuto dei diversi capitoli. Nel
Capitolo 1 riassumiamo alcuni strumenti di teoria della misura che saranno utilizzati
piu` volte nella tesi. Nel Capitolo 2 illustriamo la teoria delle funzioni a variazione
limitata e degli insiemi di perimetro finito, con particolare attenzione alle proprieta`
fini delle funzioni BV e alla struttura della derivata. Queste nozioni saranno indi-
spensabili per comprendere l’argomento di Ambrosio relativo alla rinormalizzazione
in BV . Nell’ultima parte del capitolo diamo inoltre una breve descrizione delle
proprieta` delle funzioni a deformazione limitata, soffermandoci in particolare sul
teorema di struttura, che sara` essenziale per dedurre le stime dei commutatori per
campo BD a partire da quelle per campo BV tramite un procedimento di slicing.
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Con il Capitolo 3 entriamo nel cuore della materia. Cominciamo con l’illustra-
re la teoria nel caso regolare, richiamando il concetto di caratteristica e dando in
tale caso l’espressione esplicita della soluzione dell’equazione del trasporto. Mo-
striamo poi un teorema di esistenza per l’equazione del trasporto e successivamente
alcuni esempi di non unicita`. Nell’ultima sezione infine diamo una descrizione in-
formale della tecnica di regolarizzazione di Diperna e Lions, illustrando in un caso
particolarmente semplice le conseguenze della proprieta` di rinormalizzazione.
Nel Capitolo 4 illustriamo alcune parti del lavoro di DiPerna e Lions, descri-
vendo in dettaglio lo schema di regolarizzazione e ricavando il teorema di unicita`
per l’equazione del trasporto con campo vettoriale di Sobolev. Illustriamo inoltre
alcuni sviluppi successivi della teoria, in particolare i lavori di Capuzzo Dolcetta e
Perthame, di Bouchut e di Colombini e Lerner.
Il Capitolo 5 e` dedicato alla dimostrazione di Ambrosio del lemma di rinorma-
lizzazione per l’equazione del trasporto con campo vettoriale BV ; come immediata
conseguenza viene illustrato il principio di confronto per le soluzioni dell’equazione
del trasporto. Descriviamo inoltre un argomento di Alberti che permette di evitare
l’utilizzo del teorema del rango uno nel processo di ottimizzazione del nucleo di con-
voluzione. L’analisi del lavoro di Ambrosio prosegue nel Capitolo 6, in cui vengono
illustrate le applicazioni all’equazione ordinaria. Descriviamo il concetto di flusso
lagrangiano regolare e, tramite il principio di sovrapposizione, ricaviamo risultati di
unicita`, esistenza e stabilita` per l’equazione ordinaria.
La parte originale di questa tesi e` contenuta nei successivi due capitoli. Nel
Capitolo 7 riassumiamo alcuni risultati sulle tracce normali di campi vettoriali con
divergenza misura, dimostrando in particolare teoremi di localita` e di continuita`
debole ed illustrando il fenomeno della concentrazione della divergenza su ipersu-
perfici. Questi risultati sono applicati nel Capitolo 8, in cui ricaviamo alcune stime
per i rapporti incrementali di campi BD e successivamente dimostriamo la formula
di cambiamento di variabile per la tracce normali. Da essa discende in modo molto
semplice la proprieta` di rinormalizzazione per campo SBD.
Infine, nel Capitolo 9 presentiamo alcuni controesempi che indicano la necessita`
di una qualche condizione di regolarita` del campo e di limitatezza della divergenza
al fine di ottenere l’unicita` per l’equazione del trasporto. Illustriamo inoltre alcuni
problemi aperti, con particolare attenzione alla congettura di Bressan.
Desidero ringraziare tutte le persone che mi hanno aiutato durante la prepa-
razione di questa tesi. Innanzitutto ringrazio il mio relatore, Luigi Ambrosio, per
avermi introdotto nel modo della ricerca con grande professionalita` e competenza,
ma anche con cordialita`, amicizia e disponibilita`. Ho cominciato a lavorare con Luigi
Ambrosio sin dal terzo anno, in occasione del colloquio presso la Scuola Normale, e
da allora ho trovato in lui un costante riferimento per i miei studi e una valida guida
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nell’intricato ed affascinante mondo della matematica. Ringrazio Stefania Maniglia,
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e l’amicizia che mi ha dato in questo anno di collaborazione. Ringrazio inoltre Gio-
vanni Alberti per avermi insegnato molta della teoria geometrica della misura su cui
si basa questa tesi e per avermi piu` volte consigliato e incoraggiato durante questi
mesi di lavoro.
Molte altre persone hanno contribuito alla buona riuscita di questo lavoro, con
consigli e stimolanti discussioni o fornendomi materiale e referenze: ringrazio quindi
Franc¸ois Bouchut, Ferruccio Colombini, Camillo De Lellis, Vladimir Georgiev, Ni-
cola Gigli, Myriam Lecumberry, Carlo Mantegazza, Giampiero Palatucci, Franc¸ois
Tre`ves, Caterina Zeppieri.
Ho avuto modo di approfondire le tematiche descritte nella tesi durante numerose
scuole e conferenze: ringrazio tutte le istituzioni che mi hanno ospitato e finanziato,
in particolare la Scuola Normale Superiore di Pisa, il Centre International de Ren-
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Ringrazio la Scuola Normale Superiore e l’Universita` di Pisa per avermi permesso
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mia famiglia per avermi pazientemente sostenuto durante miei studi. Infine, un
ringraziamento particolare va a tutte le persone che hanno fatto di questi quattro
anni un periodo piacevole ed emozionante anche dal punto di vista personale: i miei
compagni d’anno di matematica, Antonella e tutti i miei amici.
Capitolo 1
Preliminari di Teoria Geometrica
della Misura
In questo primo capitolo richiamiamo alcuni strumenti di teoria geometrica della
misura, che verranno utilizzati in tutto il resto del lavoro. Daremo solo gli enunciati
dei principali teoremi, per chiarire l’ambito in cui ci muoveremo e per fissare le
notazioni. Seguiremo l’approccio del testo di Ambrosio, Fusco e Pallara [12], ma
altri possibili riferimenti sono [36], [6], [37], [47], [48], [52] e [38].
1.1 Teoria della misura astratta
Cominciamo con le principali definizioni di σ-algebra, spazi di misura e misure.
Definizione 1.1 (σ-algebre e spazi di misura). Sia X un insieme non vuoto
e sia A una collezione di sottoinsiemi di X. A viene detta σ-algebra se contiene
l’insieme vuoto, e` chiusa per complemento ed e` chiusa per unione numerabile. La
coppia (X,A) e` detta spazio di misura.
Definizione 1.2 (Misure positive). Una funzione µ : A → [0,+∞] che sia σ-
additiva (cioe` tale che, se (Ei) e` una famiglia numerabile disgiunta di elementi di A,
si abbia µ(∪iEi) =
∑
i µ(Ei)) e tale che µ(∅) = 0 e` chiamata misura positiva. Una
misura positiva µ e` detta finita se µ(X) < +∞, di probabilita` se µ(X) = 1, σ-finita
se esiste una famiglia numerabile (Xi) ⊂ A tale che X = ∪iXi e µ(Xi) < +∞ per
ogni i.
Definizione 1.3 (Misure reali o vettoriali). Sia (X,A) uno spazio di misura e
sia m ∈ N, m ≥ 1. Una funzione µ : A → Rm σ-additiva e tale che µ(∅) = 0 e` detta
misura. Se m = 1 µ e` anche chiamata misura reale, se m > 1 misura vettoriale.
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Passiamo ora a descrivere costruzioni e operazioni che sono naturali in teoria
della misura e che saranno diffusamente utilizzate in tutto il seguito.
Variazione totale. Data una misura (reale o vettoriale) µ costruiamo la misura
variazione totale |µ|. Per ogni insieme E ∈ A definiamo
|µ|(E) = sup
{ ∞∑
h=0
|µ(Eh)| : Eh ∈ A disgiunti, E =
∞⋃
h=0
Eh
}
.
|µ| risulta essere una misura positiva finita.
Insieme di concentrazione. Una misura (positiva, reale o vettoriale) µ e` concen-
trata su S ⊂ X se S ∈ A e |µ|(X \ S) = 0.
Restrizione. Sia µ una misura (positiva, reale o vettoriale). Se E ∈ A poniamo
µ E(F ) = µ(E∩F ) per ogni F ∈ A. La misura µ E e` detta restrizione di µ ad E.
Push–forward. Siano (X,A) e (X˜, A˜) due spazi di misura e sia f : X → X˜ tale
che f−1(E) ∈ A per ogni E ∈ A˜. Per ogni misura (positiva, reale o vettoriale) µ su
(X,A) definiamo la misura f#µ su (X˜, A˜) secondo la formula
f#µ(E) = µ
(
f−1(E)
)
per ogni E ∈ A˜.
f#µ e` detta push–forward di µ tramite f .
Assoluta continuita`. Siano µ una misura positiva e ν una misura reale o vettoriale
su (X,A). Diciamo che ν e` assolutamente continua rispetto a µ, e scriviamo ν  µ,
se per ogni E ∈ A vale l’implicazione
µ(E) = 0 ⇒ |ν|(E) = 0.
Mutua singolarita`. Se µ e ν sono misure positive, diciamo che sono mutuamente
singolari, e scriviamo µ ⊥ ν, se esiste E ∈ A tale che µ(E) = 0 e ν(X \ E) = 0. Se
µ e ν sono misure reali o vettoriali, diciamo che sono mutuamente singolari se |µ| e
|ν| lo sono. Osserviamo che, se µ ⊥ ν, allora |µ+ ν| = |µ|+ |ν|.
Completamento di uno spazio di misura. Se µ e` una misura positiva su
(X,A), possiamo definire il completamento di A rispetto a µ come lo spazio di
misura (X,Aµ), dove
Aµ = {F ⊂ X : F = E ∪N con E ∈ A e N ⊂ M , con M ∈ A e µ(M) = 0}.
1.1. Teoria della misura astratta 13
La misura µ si estende a tutta Aµ ponendo µ(F ) = µ(E) per ogni F ∈ Aµ che si
decompone come sopra. Se µ e` una misura reale o vettoriale, con completamento
rispetto a µ si intende il completamento rispetto alla variazione totale |µ|.
Definiamo ora le funzioni misurabili, cioe` quelle funzioni che rispettano la strut-
tura di spazio di misura introdotta nella Definizione 1.1.
Definizione 1.4 (Funzioni misurabili). Sia µ una misura positiva su (X,A) e
sia (Y, d) uno spazio metrico. Allora diciamo che f : X → Y e`
(i) A-misurabile se f−1(A) ∈ A per ogni A ⊂ Y aperto;
(ii) µ-misurabile se e` Aµ-misurabile.
Osservazione 1.5. Si puo` mostrare che, se Y e` separabile, allora f e` µ-misurabile
se e solo se coincide µ-quasi ovunque con una funzione A-misurabile.
A questo punto si puo` definire l’integrale, prima restringendosi alle funzioni sem-
plici, quindi per funzioni positive ed infine per funzioni sommabili. Si possono anche
definire integrali rispetto a misure reali o vettoriali. Per non appesantire troppo
questo capitolo di preliminari non daremo una trattazione completa della teoria
dell’integrazione, per la quale si possono comunque consultare [47] o [12].
Passiamo ora a definire gli spazi di Lebesgue Lp. Sia µ una misura positiva su
(X,A) e sia u : X → R una funzione µ-misurabile. Definiamo
‖u‖p =
(∫
X
|u|pdµ
)1/p
per 1 ≤ p < +∞ ,
‖u‖∞ = inf
{
C ∈ [0,+∞] : |u(x)| ≤ C per µ-quasi ogni x ∈ X} .
Diciamo che u appartiene a Lp(X, µ) se ‖u‖p < ∞. Se consideriamo equivalenti
funzioni che coincidano µ-quasi ovunque, Lp(X, µ) con la norma ‖ · ‖p risulta essere
uno spazio di Banach. Richiamiamo alcuni risultati utili relativi a integrazione e
spazi di Lebesgue.
Disuguaglianza di Chebyshev. Sia f ∈ L1(X, µ) positiva e sia t > 0. Allora
µ
({x ∈ X : f(x) > t}) ≤ 1
t
∫
X
fdµ.
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Teorema di convergenza monotona. Sia (fn) una famiglia di funzioni misurabili,
tale che fn ≥ g ∈ L1(X, µ) per ogni n e fn(x) ↑ f(x) puntualmente in X. Allora f
e` misurabile e ∫
X
fndµ→
∫
X
fdµ.
Lemma di Fatou. Sia (fn) una famiglia di funzioni misurabili. Se fn ≥ g ∈
L1(X, µ) per ogni n, allora∫
X
(lim inf
n→∞
fn)dµ ≤ lim inf
n→∞
∫
X
fndµ.
Se fn ≤ g ∈ L1(X, µ) per ogni n, allora∫
X
(lim sup
n→∞
fn)dµ ≥ lim sup
n→∞
∫
X
fndµ.
Teorema della convergenza dominata. Sia (fn) una famiglia di funzioni mi-
surabili tale che fn → f puntualmente µ-quasi ovunque in X. Supponiamo che
esista g ∈ L1(X, µ) tale che |fn(x)| ≤ g(x) per µ-quasi ogni x e per ogni n. Allora
f ∈ L1(X, µ) e valgono
lim
n→∞
∫
X
|fn − f |dµ = 0 e lim
n→∞
∫
X
fndµ =
∫
X
fdµ.
Disuguaglianza di Ho¨lder. Siano f e g funzioni misurabili. Allora∫
X
fgdµ ≤ ‖f‖p‖g‖q,
dove p e q sono esponenti coniugati, cioe` tali che 1
p
+ 1
q
= 1.
Disuguaglianza di Jensen. Sia Φ : Rk → R ∪ {+∞} una funzione convessa e
semicontinua inferiormente e sia µ una misura finita e positiva su X. Allora, per
ogni funzione u : X → Rk che sia µ-sommabile vale
Φ
(
−
∫
X
udµ
)
≤ −
∫
X
Φ(u)dµ.
Ricordiamo inoltre che, se fh → f in Lp(X, µ) (secondo la convergenza forte data
dalla norma), allora e` possibile estrarre da (fh) una sottosuccessione (fh(k)) tale che
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fh(k) → f puntualmente µ-quasi ovunque in X.
Negli spazi Lp possiamo anche introdurre la nozione di convergenza debole, utile
perche´ ci garantisce alcuni teoremi di compattezza. Se µ e` una misura positiva su
(X,A), si ottiene che
(Lp(X, µ))∗ = Lq(X, µ) se 1 < p <∞, con q tale che 1
p
+
1
q
= 1,
(L1(X, µ))∗ = L∞(X, µ) se µ e` σ-finita.
In generale, invece, il duale di L∞(X, µ) contiene strettamente L1(X, µ).
Siano date (fh) ⊂ Lp(X, µ), f ∈ Lp(X, µ) (con µ σ-finita se p = 1). Si possono
allora definire
(i) la convergenza debole in Lp(X, µ), se 1 ≤ p <∞:
fh ⇀ f debolmente in L
p(X, µ) (oppure in Lp(X, µ)− w)
se
∫
X
fhgdµ→
∫
X
fgdµ per ogni g ∈ Lq(X, µ);
(ii) la convergenza debole∗ in L∞(X, µ):
fh ⇀ f debolmente
∗ in L∞(X, µ) (oppure in L∞(X, µ)− w∗)
se
∫
X
fhgdµ→
∫
X
fgdµ per ogni g ∈ L1(X, µ).
Vale quindi il seguente teorema di compattezza:
Teorema 1.6 (di compattezza sequenziale debole in Lp). Sia 1 < p ≤ ∞ e
sia (fh) una successione equilimitata in L
p(X, µ). Allora esiste una sottosuccessione
che converge debolmente in Lp(X, µ) (debolmente∗ se p = ∞).
Richiamiamo altri due concetti che utilizzeremo piu` volte nel seguito.
Convergenza in misura. Siano fn e f misurabili su (X, µ) e quasi ovunque finite.
Diciamo che fn → f in misura se per ogni δ > 0 vale
lim
n→∞
µ({x ∈ X : |fn(x)− f(x)| > δ}) = 0.
Misura indotta da una funzione sommabile. Se µ e` una misura positiva su
(X,A) e f ∈ [L1(X, µ)]m, possiamo definire la misura fµ a valori in Rm ponendo
fµ(E) =
∫
E
fdµ per ogni E ∈ A.
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Inoltre si puo` mostrare che |fµ| = |f |µ.
A questo punto abbiamo tutti gli strumenti per enunciare il seguente teorema,
che da` una decomposizione canonica di una misura in parte assolutamente continua
e parte singolare rispetto ad una fissata misura positiva.
Teorema 1.7 (Radon–Nikody´m). Siano µ una misura positiva e ν una misura a
valori in Rm su (X,A), e supponiamo che µ sia σ-finita. Allora esiste un’unica cop-
pia di misure vettoriali νa e νs tali che νa  µ, νs ⊥ µ e ν = νa+νs. Inoltre, esiste
un’unica (a meno di modifiche in insiemi µ-trascurabili) funzione f ∈ [L1(X, µ)]m
tale che νa = fµ. La funzione f e` detta densita` di ν rispetto a µ e si indica anche
con ν/µ.
Corollario 1.8 (Decomposizione polare). Sia µ una misura a valori in Rm
su (X,A). Allora esiste un’unica (a meno di modifiche in insiemi µ-trascurabili)
funzione f ∈ [L1(X, |µ|)]m, con |f(x)| = 1 per |µ|-quasi ogni x, tale che µ = f |µ|.
Tale scrittura viene chiamata decomposizione polare di µ.
1.2 Misure in spazi metrici
In questa sezione X sara` uno spazio metrico localmente compatto e separabile. Indi-
cheremo con B(X) la σ-algebra dei boreliani, ossia la piu` piccola σ-algebra contenente
gli aperti.
Definizione 1.9 (Misure di Borel e di Radon).
(i) Una misura positiva su (X,B(X)) viene detta misura di Borel. Se una misura
di Borel e` finita sui compatti, allora viene detta misura di Radon positiva.
(ii) Una funzione (reale o vettoriale) definita sui sottoinsiemi boreliani e relativa-
mente compatti di X, che sia una misura su (K,B(K)) per ogni K ⊂ X compatto,
e` chiamata misura di Radon (reale o vettoriale) su X. Se µ : B(X) → Rm e` una
misura (nel senso della Definizione 1.2), allora e` detta misura di Radon finita.
Indichiamo con [Mloc(X)]m e con [M(X)]m rispettivamente lo spazio delle misure
di Radon a valori in Rm e lo spazio delle misure di Radon finite a valori in Rm.
Lo spazio [M(X)]m delle misure di Radon finite su X risulta essere uno spazio di
Banach con la norma ‖µ‖ = |µ|(X). Solitamente, intenderemo che tutte le misure
di Borel saranno estese al completamento Bµ(X). Osserviamo inoltre che, se µ e`
una misura di Radon tale che sup{|µ|(K) : K ⊂ X compatto} <∞, allora essa si
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puo` estendere a tutta B(X), e l’estensione risulta essere una misura di Radon finita.
Supporto. Sia µ una misura di Borel positiva su X. L’insieme chiuso
sptµ = {x ∈ X : µ(U) > 0 per ogni intorno U di x}
e` detto supporto di µ. Se µ e` una misura reale o vettoriale, definiamo sptµ come il
supporto della variazione totale |µ|.
Definizione 1.10 (Funzioni boreliane). Siano X e Y due spazi metrici e sia
f : X → Y . Diciamo che f e` una funzione boreliana (o di Borel) se f−1(A) ∈ B(X)
per ogni aperto A ⊂ Y .
Teorema 1.11 (Regolarita` interna ed esterna). Sia µ una misura di Borel su
X e sia E ⊂ X un insieme µ-misurabile.
(i) Se µ e` σ-finita allora
µ(E) = sup
{
µ(K) : K ⊂ E , K compatto}.
(ii) Supponiamo che esista una successione (Xh) di insiemi aperti tale che µ(Xh) <
∞ per ogni h e X = ∪hXh; allora
µ(E) = inf
{
µ(A) : E ⊂ A , A aperto}.
Indichiamo con Cc(X) e C0(X) gli spazi vettoriali rispettivamente delle funzioni
a valori reali continue con supporto compatto in X e delle funzioni a valori reali
continue su X che si annullano all’infinito (cioe` tali che, per ogni  > 0, esista un
compatto K ⊂ X tale che la funzione e` in modulo minore di  su X \K).
Teorema 1.12 (di rappresentazione di Riesz). Si ha[
[C0(X)]
m
]∗
= [M(X)]m e [[Cc(X)]m]∗ = [Mloc(X)]m
secondo l’accoppiamento di dualita`
〈µ, u〉 =
m∑
h=1
∫
X
uhdµh.
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Grazie al teorema di Riesz possiamo dire che una successione µh di misure di
Radon (risp. misure di Radon finite) a valori in Rm converge debolemente∗ a µ se
vale ∫
X
ϕdµh →
∫
X
ϕdµ
per ogni ϕ ∈ [Cc(X)]m (risp. per ogni ϕ ∈ [C0(X)]m). Vale allora il classico risultato
di compattezza di De La Valle´e Poussin.
Teorema 1.13 (di compattezza sequenziale debole∗).
(i) Se (µh) e` una successione di misure di Radon finite su X tale che sup{|µh|(X) :
h ∈ N} < ∞, allora esiste una sottosuccessione che converge debolmente∗. Inoltre,
la mappa µ 7→ |µ|(X) e` semicontinua inferiormente rispetto alla convergenza debole∗.
(ii) Se (µh) e` una successione di misure di Radon su X tale che sup{|µh|(K) :
h ∈ N} < ∞ per ogni compatto K ⊂ X, allora esiste una sottosuccessione che
converge localmente debolmente∗. Inoltre, per ogni insieme aperto A ⊂ X, la mappa
µ 7→ |µ|(A) e` semicontinua inferiormente rispetto alla convergenza debole∗ locale.
Inoltre abbiamo la seguente caratterizzazione della convergenza debole∗ di misure
di Radon su Rn:
Teorema 1.14. Siano µ, µh (con h ∈ N) misure di Radon su Rn. Allora sono fatti
equivalenti
(i) µh converge debolmente
∗, nella dualita` con Cc(Rn), a µ;
(ii) lim suph µh(K) ≤ µ(K) per ogni compatto K ⊂ Rn e µ(U) ≤ lim infh µh(U) per
ogni aperto U ⊂ Rn;
(iii) limh µh(B) = µ(B) per ogni boreliano limitato B ⊂ Rn tale che µ(∂B) = 0.
In questo contesto risulta utile ricordare la seguente proposizione, in cui vie-
ne discusso il comportamento delle mappe µ 7→ µ(E) e µ 7→ ∫ fdµ nel caso di
convergenza debole∗.
Proposizione 1.15. Sia (µh) una successione di misure di Radon su X che con-
verge localmente debolmente∗ a µ.
(i) Se le misure µh sono positive, allora per ogni funzione semicontinua inferiormente
u : X → [0,+∞] vale
lim inf
h→∞
∫
X
udµh ≥
∫
X
udµ
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e per ogni funzione semicontinua superiormente v : X → [0,+∞) con supporto
compatto vale
lim sup
h→∞
∫
X
vdµh ≤
∫
X
vdµ;
(ii) Se |µh| converge localmente debolmente∗ a λ, allora λ ≥ |µ|; inoltre, se E e` un
insieme relativamente compatto e µ-misurabile tale che λ(∂E) = 0, allora µh(E) →
µ(E).
D’ora in poi restringeremo la nostra attenzione allo spazio euclideo Rn. Su di esso
si definiscono la misura di Lebesgue L n e la misura di Hausdorff H k. Ricordiamo
la definizione di misura di Hausdorff: sia k ≥ 0 reale e sia B ⊂ Rn. Poniamo
H
k(B) = lim
δ↓0
H
k
δ (B) = sup
δ>0
H
k
δ (B), dove
H
k
δ (B) =
ωk
2k
inf
{∑
i∈I
(diamBi)
k : diamBi < δ , B ⊂
⋃
i∈I
Bi
}
,
con
ωk =
pik/2
Γ(1 + k/2)
, Γ(t) =
∫ +∞
0
st−1e−sds.
Nel caso in cui k ≥ 1 sia un intero, la costante ωk coincide con la misura di Lebesgue
della palla unitaria in Rk, per cui risulta che L n = H n in Rn. Osserviamo che H k
e` identicamente nulla per k > n e coincide con la misura che conta i punti se k = 0;
inoltre, se k > k′ ≥ 0, vale l’implicazione
H
k(B) > 0 ⇒ H k′(B) = +∞.
Questo permette di definire la dimensione di Hausdorff di un insieme A ⊂ Rn come
dim
H
A = inf
{
k ≥ 0 : H k(A) = 0}.
Come facile conseguenza dell’osservazione appena fatta, si ottiene che H k(A) = +∞
se k < dim
H
A e H k(A) = 0 se k > dim
H
A. Nel caso k = dimA nulla si puo` dire
in via generale. Grazie al Teorema 1.11 la misura di Lebesgue L n e` regolare. Non
possiamo applicare direttamente tale teorema alla misura di Hausdorff H k, dato
che essa non e` σ-finita in Rn. Valgono pero` i seguenti fatti:
(i) se E ⊂ Rn, allora esiste un boreliano G ⊃ E tale che H k(G) = H k(E);
(ii) se E ⊂ Rn e` un insieme H k-misurabile e di misura finita, allora per ogni  > 0
esiste un chiuso C ⊂ E tale che H k(E \ C) < ; quindi E contiene un boreliano F
con H k(E) = H k(F ).
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Nelle applicazioni e` spesso utile sapere quando una data misura µ si puo` rappre-
sentare in termini della misura di Hausdorff, o comunque si puo` cercare di stimare
la dimensione di Hausdorff dell’insieme su cui µ e` concentrata. L’idea naturale e`
guardare il comportamento asintotico dei rapporti µ(Br(x))/ωkr
k, il che motiva la
seguente definizione.
Definizione 1.16 (Densita` k-dimensionale). Sia µ una misura di Radon positiva
su un aperto Ω ⊂ Rn e sia k ≥ 0. La densita` superiore e la densita` inferiore
k-dimensionali di µ in x sono rispettivamente definite da
Θ∗k(µ, x) = lim sup
r↓0
µ(Br(x))
ωkrk
e Θ∗k(µ, x) = lim inf
r↓0
µ(Br(x))
ωkrk
.
Se Θ∗k(µ, x) = Θ∗k(µ, x), il valore comune viene indicato con Θk(µ, x).
Teorema 1.17 (Misure di Radon e di Hausdorff). Nelle ipotesi della defini-
zione precedente, per ogni t ∈ (0,+∞) e ogni boreliano B ⊂ Ω valgono le seguenti
implicazioni:
Θ∗k(µ, x) ≥ t ∀x ∈ B ⇒ µ ≥ tH k B
Θ∗k(µ, x) ≤ t ∀x ∈ B ⇒ µ ≤ 2ktH k B.
Dal teorema segue facilmente la seguente implicazione, che useremo piu` volte nel
seguito:
µ E = 0 ⇒ µ(Br(x)) = o(rk) per H k-quasi ogni x ∈ E. (1.1)
Infatti, se la tesi fosse falsa potremmo trovare  > 0 e un insieme F ⊂ E con
H k(F ) > 0 tali che Θ∗k(µ, x) ≥  per ogni x ∈ F . Ma cio` sarebbe assurdo,
considerata la prima parte del teorema precedente.
1.3 Derivate distribuzionali, spazi di Sobolev e
convoluzioni
La motivazione che ha portato all’introduzione delle distribuzioni e` stata la necessita`
di uno spazio che includa tutti gli spazi “ragionevoli” utilizzati in analisi (spazi di
funzioni localmente sommabili, spazi di misure . . . ) e in cui abbia senso l’operazione
di derivazione. Inoltre, su tale spazio si dovra` definire una maneggevole nozione di
convergenza, con possibilmente una classe densa con buone proprieta`.
Consideriamo un aperto Ω ⊂ Rn e poniamoD(Ω) = C∞c (Ω) (spazio delle funzioni
test). Definiamo innanzitutto la nozione di convergenza delle funzioni test. Diciamo
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che ϕn → 0 in D(Ω) se esiste un compatto K ⊂ Ω tale che sptϕn ⊂ K per ogni n e
Dαϕn → 0 uniformemente per ogni multi–indice α. Lo spazio delle distribuzioni su
Ω e` lo spazio dei funzionali lineari e continui su D(Ω), e viene indicato con D′(Ω).
Su D′(Ω) si considera la convergenza debole∗, che viene detta convergenza nel senso
delle distribuzioni:
Tn → T in D′(Ω) se 〈Tk, ϕ〉 → 〈T, ϕ〉 per ogni ϕ ∈ D(Ω).
E` facile vedere che L1loc(Ω) e Mloc(Ω) si immergono in modo naturale in D′(Ω).
Infatti, basta definire l’azione di una funzione localmente sommabile f o di una
misura localmente finita µ su una funzione test ϕ nel modo seguente:
〈f, ϕ〉 =
∫
Ω
f(x)ϕ(x)dx , 〈µ, ϕ〉 =
∫
Ω
ϕ(x)dµ(x).
Per ogni T ∈ D′(Ω) si puo` definire la derivata nel senso delle distribuzioni di T ,
ponendo per dualita`
〈DαT, ϕ〉 = (−1)|α|〈T,Dαϕ〉
per ogni multi–indice α. Grazie alla formula di integrazione per parti, le nozioni di
“derivata distribuzionale” e di “derivata classica” coincidono quando quest’ultima
esiste.
Una proprieta` notevole delle distribuzioni e` espressa dal cosiddetto principio di
localita`. Innanzitutto, se Ω′ ⊂ Ω e` un aperto, diciamo che T ∈ D′(Ω) si annulla su
Ω′ se 〈T, ϕ〉 = 0 per ogni ϕ ∈ C∞c (Ω′). Allora vale il fatto seguente: se Ω = ∪iΩi e
T ∈ D′(Ω) si annulla su Ωi per ogni i, allora T = 0 come distribuzione su Ω.
Grazie al concetto di derivata distribuzionale, e` facile definire gli spazi di Sobolev
come spazi di funzioni in Lp con derivate distribuzionali in Lp.
Definizione 1.18 (Spazi di Sobolev). Sia Ω ⊂ Rn un aperto e sia 1 ≤ p ≤ ∞.
Diciamo che u ∈ W 1,p(Ω) se u ∈ Lp(Ω) e tutte le derivate distribuzionali del primo
ordine di u si rappresentano con funzioni in Lp(Ω).
W 1,p(Ω) con la norma
‖u‖W 1,p(Ω) =
(∫
Ω
|u(x)|pdx+
n∑
i=1
∫
Ω
|Diu(x)|pdx
)1/p
per 1 ≤ p <∞
‖u‖W 1,∞(Ω) = ‖u‖L∞(Ω) +
n∑
i=1
‖Diu‖L∞(Ω) per p = ∞
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risulta essere uno spazio di Banach, e in particolare uno spazio di Hilbert per p = 2
con prodotto scalare
(u, v)W 1,2(Ω) =
∫
Ω
u(x)v(x)dx+
n∑
i=1
∫
Ω
Diu(x)Div(x)dx.
Si possono inoltre definire gli spazi W k,p(Ω), richiedendo che tutte le derivate distri-
buzionali sino all’ordine k siano in Lp(Ω).
Sullo spazio W 1,p(Ω) si puo` definire la convergenza debole (debole∗ per p = ∞)
come spazio di Banach, ma si verifica che vale
un ⇀ u debolmente in W
1,p(Ω) ⇐⇒
{
un ⇀ u debolmente in L
p(Ω)
Diun ⇀ D
iu debolmente in Lp(Ω) ∀i,
dove “debolmente” e` sostituito da “debolmente∗” se p = ∞. Per un’analisi piu` ap-
profondita degli spazi di Sobolev si rimanda, ad esempio, a [52].
Se f e g sono funzioni definite su Rn a valori in R, possiamo definire la convolu-
zione tra f e g ponendo
(f ∗ g)(x) =
∫
Rn
f(y)g(x− y)dy
nei punti x in cui cio` ha senso. E` un prodotto commutativo e associativo, ben
definito (quasi ovunque) se ad esempio f ∈ L1(Rn) e g ∈ Lp(Rn) con p qualsiasi.
Vale la stima
‖f ∗ g‖p ≤ ‖f‖1‖g‖p.
Inoltre
spt(f ∗ g) ⊂ spt(f) + spt(g),
dove a secondo membro abbiamo la somma vettoriale dei due insiemi spt(f) e spt(g),
definita in generale da
A+B =
{
z ∈ Rn : z = x+ y con x ∈ A e y ∈ B}.
Da questa formula otteniamo subito che, se f e g hanno supporto compatto, anche
f ∗ g ha supporto compatto.
Se f ∈ L1loc e g ∈ Cc, allora f ∗ g ∈ C. Se f ∈ L1loc e g ∈ C∞c (oppure f ∈ L1 e
g ∈ C∞), allora f ∗ g ∈ C∞. Inoltre, la derivata (eventualmente distribuzionale) si
puo` scaricare su una qualsiasi delle due funzioni, cioe` vale
Dα+β(f ∗ g)(x) =
∫
Rn
f(y)Dα+βg(x− y)dy = (Dαf) ∗ (Dβg)(x)
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per ogni coppia di multi–indici α e β.
Le convoluzioni si possono usare in modo naturale per regolarizzare le funzioni.
Consideriamo una funzione ρ ∈ C∞c (Rn), pari, positiva, con supporto contenuto
nella palla unitaria e con integrale unitario. Una tale funzione ρ sara` detta nucleo
di convoluzione. Tipicamente, questi nuclei vengono scelti radiali, ma per alcune
stime piu` raffinate di cui avremo bisogno nel seguito sara` necessario scegliere nuclei
anisotropi, cioe` con profili diversi a seconda della direzione spaziale considerata.
Definiamo
ρ(x) =
1
n
ρ(
x

) ∀  > 0.
Una tale famiglia (ρ) e` chiamata famiglia di mollificatori. Se f ∈ Lploc, allora
f = f ∗ ρ ∈ C∞ e f → f fortemente in Lploc, per 1 ≤ p < ∞. Se f e` continua, f
converge a f uniformemente sui compatti.
In generale, e` possibile utilizzare i nuclei di convoluzione per regolarizzare anche
le distribuzioni: si ottiene una successione di regolarizzate che converge alla distri-
buzione di partenza nel senso delle distribuzioni. Dato che questa costruzione sara`
utilizzata nel seguito, descriviamola esplicitamente nel caso delle misure. Se µ e` una
misura di Radon a valori in Rm su un aperto Ω ⊂ Rn e f e` una funzione continua
in Ω, possiamo definire il prodotto di convoluzione tra µ e f come
µ ∗ f(x) =
∫
Ω
f(x− y)dµ(y),
nei punti in cui cio` ha senso. Se ora consideriamo f = ρ, le funzioni µ = µ ∗ ρ
sono regolari e ben definite per ogni x ∈ Ω tale che dist(x, ∂Ω) > . Si puo` mostrare
che le misure µL
n convergono localmente debolmente∗ in Ω a µ e che vale la stima
(disuguaglianza di Jensen) ∫
E
|µ ∗ ρ|(x)dx ≤ |µ|(E), (1.2)
dove E e` un qualsiasi boreliano contenuto in {x ∈ Ω : dist(x, ∂Ω) > } e E e` l’intor-
no di raggio  di E. Inoltre, le misure |µL n| convergono localmente debolmente∗
in Ω a |µ|.
1.4 Teoremi di ricoprimento e di derivazione
Data una famiglia di palle chiuse che ricopre un insieme, e` ragionevole chiedersi se
e` sempre possibile trovare una sottofamiglia che continui a ricoprire tutto (o quasi
tutto) l’insieme, e che abbia delle buone proprieta`, cioe` che risulti fatta di palle
disgiunte, o con numero di possibili intersezioni controllato a priori. Riuscire a
compiere una “selezione” di questo tipo e` l’obiettivo dei teoremi di ricoprimento.
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Una famiglia F di sottoinsiemi di Rn e` detta disgiunta se i suoi elementi sono a
due a due disgiunti. Data una qualsiasi famiglia F , indicheremo con ⋃F l’unione
di tutti gli elementi di F , cioe` ⋃
F =
⋃
F∈F
F.
I primi due teoremi, dovuti a Besicovitch, permettono di estrarre un sottori-
coprimento da un ricoprimento dato, in modo che il numero delle intersezioni sia
controllato da una costante che dipende solo dalla dimensione dello spazio.
Teorema 1.19 (Besicovitch). Esiste un numero intero ξ, dipendente solo dalla
dimensione n dello spazio, tale che, se F e` una famiglia di palle chiuse il cui insieme
A dei centri e` limitato, allora esistono ξ sottofamiglie disgiunte Fi tali che
A ⊂
ξ⋃
i=1
⋃
Fi.
Teorema 1.20 (di ricoprimento di Besicovitch). Sia A ⊂ Rn un insieme
limitato e sia ρ : A→ (0,∞). Allora esiste S ⊂ A al piu` numerabile tale che
A ⊂
⋃
x∈S
Bρ(x)(x)
e ogni punto di Rn appartiene al piu` a ξ palle Bρ(x)(x) centrate in punti di S, dove
ξ e` un intero che dipende solo dalla dimensione n dello spazio.
Il teorema di Vitali permette invece di trovare (sotto ipotesi piu` restrittive sul
ricoprimento iniziale) una sottofamiglia disgiunta che ricopra quasi tutto l’insieme.
Premettiamo una definizione.
Definizione 1.21. Sia F una famiglia di palle chiuse e sia A ⊂ Rn. Diciamo che
F e` un ricoprimento fine di A se
inf
{
ρ > 0 : Bρ(x) ∈ F
}
= 0
per ogni x ∈ A.
Teorema 1.22 (di ricoprimento di Vitali). Sia A ⊂ Rn un boreliano limitato,
sia F un ricoprimento fine di A e sia µ una misura positiva localmente finita in Rn.
Allora esiste una sottofamiglia numerabile e disgiunta F ′ tale che
µ
(
A \
⋃
F ′
)
= 0.
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I teoremi di ricoprimento hanno due importanti conseguenze, che ci saranno
spesso utili nel seguito. Il primo teorema da` una caratterizzazione della densita` di
una misura assolutamente continua rispetto a una misura di riferimento positiva (si
ricordi il teorema di Radon–Nikody´m).
Teorema 1.23 (di derivazione di Besicovitch). Sia µ una misura positiva lo-
calmente finita in Rn e sia λ una misura a valori in Rm tale che λ µ. Allora, per
µ-quasi ogni x ∈ sptµ, esiste
f(x) = lim
ρ↓0
λ(Bρ(x))
µ(Bρ(x))
∈ Rm.
Inoltre, vale λ = fµ.
Il seguente corollario invece ci assicura che una funzione sommabile e` approssi-
mativamente continua in quasi ogni punto.
Corollario 1.24 (Punti di Lebesgue). Sia µ una misura positiva in Ω ⊂ Rn e
sia f ∈ L1loc(Ω, µ). Allora per µ-quasi ogni x ∈ sptµ vale
lim
ρ↓0
−
∫
Bρ(x)
|f(y)− f(x)|dµ(y) = 0.
Un tale punto x viene detto punto di Lebesgue per f , o punto di continuita` appros-
simata di f .
1.5 Rettificabilita` e formule di area e coarea
Cominciamo con le definizioni di insieme rettificabile, concetto centrale nella teo-
ria geometrica della misura, in quanto naturale estensione dell’idea di superficie
regolare.
Definizione 1.25 (Insiemi rettificabili). Un insieme boreliano E ⊂ Rn vie-
ne detto numerabilmente H k-rettificabile se H k-quasi tutto E si ricopre con una
successione di grafici lipschitziani di dimensione k.
Osservazione 1.26. Quanto richiesto nella definizione e` equivalente (grazie a teo-
remi di estensione e di approssimazione) ad ognuna delle seguenti due condizioni:
(i) H k-quasi tutto E si ricopre con una successione di grafici C1 di dimensione k;
(ii) H k-quasi tutto E si ricopre con una successione di insiemi parametrizzati da
funzioni lipschitziane φ : D ⊂ Rk → Rn.
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Una classe “opposta” e` quella degli insiemi puramente non rettificabili:
Definizione 1.27 (Insiemi puramente non rettificabili). Un insieme boreliano
E ⊂ Rn viene detto puramente H k-non rettificabile se H k(E ∩ F ) = 0 per ogni
insieme numerabilmente H k-rettificabile F .
Ricordiamo ora il classico teorema di Rademacher:
Teorema 1.28 (Rademacher). Sia f : D ⊂ Rk → Rm lipschitziana. Allora f e`
differenziabile in L k-quasi ogni punto di D.
Due teoremi di grande importanza riguardano le formule di area e di coarea. La
prima ci permette di calcolare l’area (con molteplicita`) dell’immagine lipschitziana
di un insieme boreliano.
Teorema 1.29 (Formula dell’area). Sia f : Rk → Rn una funzione lipschitziana,
con n ≥ k e sia E ⊂ Rk un insieme L k-misurabile. Allora la funzione molteplicita`
H
0(E ∩ f−1(y)) e` H k-misurabile in Rn e vale∫
Rn
H
0(E ∩ f−1(y))dH k(y) =
∫
E
JkdfxdH
k(x),
dove lo Jacobiano k-dimensionale e` definito da
JkL =
√
det(L∗ L),
per ogni applicazione lineare L : Rk → Rn con trasposta L∗ : Rn → Rk.
La formula di coarea invece generalizza il teorema di Fubini, dicendo che l’inte-
grale su un dominio coincide con l’integrale doppio fatto prima su delle superfici che
“foliano” il dominio e successivamente rispetto alla variabile che le parametrizza,
corretto con un opportuno fattore (detto fattore di coarea).
Osserviamo preliminarmente che, se E ⊂ Rn e` un insieme H k-rettificabile, il
tangente k-dimensionale approssimato ad E in x, indicato con Tank(E, x), e` ben
definito per H k-quasi ogni x ∈ E. Infatti, dato che E ⊂ ⋃∞i=0Ei con H k(E0) = 0
e E1, E2, . . . k-superfici C
1, per H k-quasi ogni x ∈ E possiamo trovare il minimo
i tale che x ∈ Ei e porre Tank(E, x) = Tank(Ei, x), dove a secondo membro il
tangente e` inteso in senso classico. Si verifica che l’applicazione x 7→ Tank(E, x)
cos`ı costruita e` ben definita per H k-quasi ogni x ∈ E. Se ora f : Rn → Rm e` una
funzione lipschitziana, diciamo che f e` tangenzialmente differenziabile in x ∈ E se
la restrizione di f a x+ Tank(E, x) e` differenziabile in x. Risulta che il differenziale
tangente dEfx : Tan
k(E, x) → Rm esiste per H k-quasi ogni x ∈ E.
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Teorema 1.30 (Formula di coarea). Sia f : Rm → Rk una funzione lipschitziana
e sia E ⊂ Rm un insieme numerabilmente H n-rettificabile. Allora la funzione
t 7→ H n−k(E∩f−1(t)) e` L k misurabile in Rk, E∩f−1(t) e` numerabilmente H n−k-
rettificabile per L k-quasi ogni t ∈ Rk e vale∫
Rk
H
n−k(E ∩ f−1(t))dH k(t) =
∫
E
Ckd
EfxdH
n(x),
dove il fattore di coarea k-dimensionale e` definito da
CkL =
√
det(L L∗),
per ogni applicazione lineare L : Rn → Rk con trasposta L∗ : Rk → Rn.
1.6 Disintegrazione e misure di Young
Innanzitutto diamo le principali definizioni riguardanti la misurabilita` di mappe a
valori misure e i prodotti generalizzati di misure.
Definizione 1.31. Siano E ⊂ Rn e F ⊂ Rk insiemi aperti e sia µ una misura di
Radon positiva su E. Una mappa x 7→ νx da E nelle misure di Radon finite a valori
in Rm su F e` detta (debolmente∗) µ-misurabile se x 7→ ∫
F
ϕdνx e` µ-misurabile per
ogni funzione ϕ ∈ C0(F ).
Osserviamo che la condizione richiesta nella definizione e` equivalente alla seguen-
te: per ogni boreliano B ⊂ F , l’applicazione x 7→ νx(B) e` µ-misurabile.
Definizione 1.32 (Prodotto generalizzato di misure). Siano E, F , µ e νx
come sopra e supponiamo che∫
E′
|νx|(F )dµ(x) < +∞ per ogni aperto E ′ ⊂⊂ E.
Allora definiamo la misura di Radon µ⊗νx a valori in Rm su E×F per mezzo della
formula
µ⊗ νx(B) =
∫
E
∫
F
χB(x, y)dνx(y)dµ(x) per ogni B ∈ B(K × F ),
dove K ⊂ E e` un qualsiasi compatto.
Osservazione 1.33. Con procedimenti standard di approssimazione, si puo` mo-
strare che vale∫
E×F
f(x, y)d(µ⊗ νx)(x, y) =
∫
E
∫
F
f(x, y)dνx(y)dµ(x)
se f : E × F → R e` di Borel limitata con sptf ⊂ E ′ × F per un certo E ′ ⊂⊂ E,
oppure se f e` µ⊗ νx-sommabile.
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Il seguente teorema permette di “invertire” la costruzione effettuata nella defi-
nizione di prodotto generalizzato, cioe` dimostra che e` possibile scrivere una misura
su uno spazio prodotto come prodotto di misure sui due fattori. Una dimostrazione
si puo` trovare nella Sezione 2.5 di [12].
Teorema 1.34 (di disintegrazione). Siano E ⊂ Rn e F ⊂ Rk insiemi aperti, ν
una misura di Radon su E × F a valori in Rm, pi : E × F → E la proiezione sul
primo fattore e µ = pi#|ν|. Supponiamo che |ν|(K × F ) < ∞ per ogni compatto
K ⊂ E.
Allora esistono delle misure di Radon finite νx su F a valori in Rm tali che x 7→ νx
sia µ-misurabile, |νx|(F ) = 1 per µ-quasi ogni x ∈ E e per ogni f ∈ L1(E × F, |ν|)
(i) f(x, ·) ∈ L1(F, |νx|) per µ-quasi ogni x ∈ E;
(ii) x 7→ ∫
F
f(x, y)dνx(y) ∈ L1(E, µ);
(iii) vale l’identita`∫
E×F
f(x, y)dν(x, y) =
∫
E
∫
F
f(x, y)dνx(y)dµ(x);
(iv) |ν| = µ⊗ |νx|.
Inoltre, se x 7→ ν ′x e` un’altra mappa µ-misurabile tale che valgano (ii) e (iii) per
ogni funzione di Borel limitata con supporto compatto e tale che ν ′x(F ) ∈ L1loc(E, µ),
allora νx = ν
′
x per µ-quasi ogni x ∈ E.
Se ν e` una misura positiva su E ×F , allora le νx costruite nel teorema risultano
essere delle misure di probabilita` su F per µ-quasi ogni x ∈ E. Nella teoria della
probabilita`, questo risultato e` noto come esistenza delle probabilita` condizionali di
una variabile aleatoria a valori in E × F con legge ν.
Le misure di Young sono state introdotte in [51] per studiare i limiti di successioni
di funzioni rapidamente oscillanti, nell’ambito dei problemi di controllo ottimo. Per
una trattazione piu` diffusa si veda la Sezione 2 di [5].
Un problema naturale e` quello di calcolare il limite debole in Lp di una successione
f(un), conoscendo il limite debole della successione un. Il seguente esempio mostra
che cio` non e` in generale possibile.
Esempio 1.35. Consideriamo le successioni di funzioni definite su [0, 1]
un(x) =
{
1 se x ∈ [ 2k
2n
, 2k+1
2n
[
per qualche intero k ∈ [0, n− 1]
−1 altrimenti
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e
vn(x) =
{
1/2 se x ∈ [ 3k
3n
, 3k+2
3n
[
per qualche intero k ∈ [0, n− 1]
−1 altrimenti .
E` facile verificare che un ⇀ 0 e vn ⇀ 0 debolmente in L
p([0, 1]) per ogni p ∈ [1,∞[
e debolmente∗ per p = ∞. Ma considerando f(t) = t3, abbiamo che f(un) ⇀ 0 e
f(vn) ⇀ −7/8.
Fissiamo un aperto E ⊂ Rn e uno spazio metrico compatto K. L’idea e` associare
a una funzione u : E → K la misura ν = L n⊗ δu(x) e di lavorare quindi nello spazio
delle misure su E × K. Nel caso di una successione uk di funzioni rapidamente
oscillanti, al limite potremo ottenere una misura L n ⊗ νx, con νx che non sia una
delta di Dirac. Euristicamente, se le uk oscillano, la misura νx da` la distribuzione
asintotica di uk attorno al punto x ∈ K. L’utilita` di questo processo sta nel fatto
che lo spazio che otterremo avra` buone proprieta` di compattezza.
Definizione 1.36 (Misure di Young). Una misura di Young e` una mappa ν :
E → P(K) (dove P(K) e` lo spazio delle misure di probabilita` su K) che sia L n-
misurabile. La misura di Young elementare associata a una mappa misurabile u :
E → K e` la mappa νu : E → P(K) tale che νux = δu(x).
Teorema 1.37 (fondamentale delle misure di Young). Siano K uno spazio
metrico compatto e E ⊂ Rn un insieme L n-misurabile e limitato. Sia ηh,x una
successione di misure di Young. Allora esistono una misura di Young ηx e una
sottosuccessione ηh(k),x tale che ηh(k),x → ηx nel senso delle misure di Young, cioe`
lim
k→∞
∫
E
∫
K
φ(x, u)dηh(k),x(u)dx =
∫
E
∫
K
φ(x, u)dηx(u)dx
per ogni funzione limitata φ(x, u) : E×K → R continua rispetto a u e L n-misurabile
rispetto a x.
Capitolo 2
Funzioni BV , insiemi di perimetro
finito, funzioni BD
In questo capitolo descriviamo le principali proprieta` delle funzioni a variazione
limitata e delle funzioni a deformazione limitata, senza pretesa di completezza, con
lo scopo di dare una panoramica globale delle nozioni che ci serviranno nel seguito. In
particolare ci concentreremo sulle proprieta` fini e sulla decomposizione della derivata.
Per le funzioni a variazione limitata e gli insiemi di perimetro finito il principale
riferimento sara` [12], ma una trattazione approfondita si puo` trovare anche in [36],
[40] e [50]. Per quanto riguarda invece le funzioni a deformazione limitata, si possono
consultare [34], [9] o [49].
2.1 Funzioni BV
In tutto il seguito indicheremo con Ω un generico aperto di Rn, su cui non faremo
(se non in pochi casi particolari) alcuna ipotesi di regolarita`.
Definizione 2.1 (Funzioni BV ). Sia u ∈ L1(Ω). Diciamo che u e` una funzione
a variazione limitata in Ω se la derivata distribuzionale di u e` rappresentabile con
una misura di Radon finita in Ω, cioe` se∫
Ω
u
∂ϕ
∂xi
dx = −
∫
Ω
ϕd(Diu) per ogni ϕ ∈ C∞c (Ω) e per ogni i = 1, . . . , n
per qualche misura Du = (D1u, . . . , Dnu) a valori in R
n. Lo spazio vettoriale delle
funzioni a variazione limitata in Ω sara` denotato con BV (Ω).
Si puo` anche definire lo spazio BVloc(Ω) delle funzioni che siano a variazione
limitata in ogni aperto Ω′ ⊂⊂ Ω. Osserviamo che lo spazio di Sobolev W 1,1(Ω)
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e` incluso in BV (Ω) e che l’inclusione e` stretta (si consideri ad esempio, su R, la
funzione di Heaviside χ(0,+∞)).
Passiamo ora a definire la variazione di una funzione localmente sommabile in
Ω, a valori in Rm.
Definizione 2.2 (Variazione). Sia u ∈ [L1loc(Ω)]m. Allora definiamo la variazione
di u in Ω come
V (u,Ω) = sup
{
m∑
α=1
∫
Ω
uαdivϕαdx : ϕ ∈ [C∞c (Ω)]mn , ‖ϕ‖∞ ≤ 1
}
.
Osserviamo che, se u ∈ C1(Ω), allora V (u,Ω) = ∫
Ω
|∇u| (dove |∇u| indica
la norma euclidea della matrice ∇u) e che la mappa u 7→ V (u,Ω) ∈ [0,+∞] e`
semicontinua inferiormente rispetto alla topologia di [L1loc(Ω)]
m.
Osservazione 2.3. Sia u ∈ [L1(Ω)]m. Allora u ∈ [BV (Ω)]m se e solo se V (u,Ω) <
∞. Se cio` accade, si ha anche V (u,Ω) = |Du|(Ω).
Dall’osservazione appena fatta segue subito che, per u ∈ [BV (Ω)]m, la mappa
u 7→ |Du|(Ω) e` semicontinua inferiormente rispetto alla topologia di [L1loc(Ω)]m.
Inoltre, anche |Du|(Ω) viene normalmente detta variazione di u in Ω.
[BV (Ω)]m risulta essere uno spazio di Banach con la norma
‖u‖BV (Ω) =
∫
Ω
|u|dx+ |Du|(Ω).
Questa norma pero` risulta troppo forte per molte applicazioni: ad esempio, le fun-
zioni regolari non sono dense in BV rispetto ad essa. Ci sono vari modi di indebolire
la nozione di convergenza in BV (convergenza debole, convergenza stretta . . . ), su
cui pero` non ci soffermeremo. Citiamo solamente il risultato di densita` seguente:
Teorema 2.4 (Approssimazione regolare in BV ). Sia u ∈ [L1(Ω)]m. Allora
u ∈ [BV (Ω)]m se e solo se esiste una successione (uh) ⊂ [C∞(Ω)]m tale che uh → u
in [L1(Ω)]m e L = limh
∫
Ω
|∇uh|dx < ∞. Inoltre, la migliore costante L e` proprio
|Du|(Ω).
2.2 Funzioni BV di una variabile
Dato che nel seguito ci ridurremo spesso al caso uno–dimensionale considerando
restrizioni su rette, e` opportuno studiare in modo approfondito le funzioni BV di
una variabile. Inoltre lo studio unidimensionale chiarira` molti concetti che verranno
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poi sviluppati nella descrizione delle proprieta` fini delle funzioni BV definite su un
aperto di Rn.
La variazione puntuale di una funzione u definita ovunque in un intervallo I =
(a, b) di R, eventualmente anche illimitato, a valori in Rm, e` la quantita`
pV (u, I) = sup
{
n−1∑
i=1
|u(ti+1)− u(ti)| : n ≥ 2 , a < t1 < . . . < tn < b
}
.
Se u e` definita su un qualunque aperto Ω ⊂ R, pV (u,Ω) si ottiene sommando
sui vari intervalli di una partizione di Ω. Questo oggetto pero` non e` invariante
per modifiche di u in insiemi L 1-trascurabili, quindi introduciamo la nozione di
variazione essenziale
eV (u,Ω) = inf
{
pV (v,Ω) : v = u L 1-quasi ovunque in Ω
}
.
Il minimo e` realizzato se u ∈ [L1loc(Ω)]m e coincide con la variazione V (u,Ω) pre-
cedentemente definita. Ogni funzione u¯ che realizzi il minimo viene detta buona
rappresentante di u. In una dimensione la buona rappresentante si puo` caratteriz-
zare in modo particolarmente espressivo. Dato che tutte le questioni sono di natura
locale, possiamo supporre che u sia definita su un intervallo.
Teorema 2.5 (Struttura della buona rappresentante). Sia I = (a, b) ⊂ R un
intervallo e sia u ∈ [BV (I)]m. Sia A l’insieme degli atomi di Du (cioe` t ∈ A se e
solo se Du({t}) 6= 0). Allora valgono i fatti seguenti.
(i) Esiste un unico c ∈ Rm tale che
ul(t) = c+Du((a, t)) , ur(t) = c +Du((a, t]) t ∈ I
sono buone rappresentanti di u, rispettivamente quella continua a sinistra e quella
continua a destra. Ogni altra funzione u¯ : I → Rm e` una buona rappresentante di u
se e solo se
u¯(t) ∈ {θul(t) + (1− θ)ur(t) : θ ∈ [0, 1]} t ∈ I.
(ii) Ogni buona rappresentante u¯ e` continua in I \A ed ha una discontinuita` di salto
in ogni punto di A:
u¯(t−) = ul(t) = ur(t−) , u¯(t+) = ul(t+) = ur(t) t ∈ A.
(iii) Ogni buona rappresentante u¯ e` differenziabile L 1-quasi ovunque in I. La
derivata u¯′ coincide con la densita` di Du rispetto a L 1.
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Osservazione 2.6 (Teorema fondamentale del calcolo in BV ). Possiamo
riformulare le equazioni che definiscono ul e ur nel modo seguente:
ul(s)− ul(t) = Du([t, s)) , ur(s)− ur(t) = Du((t, s]) a < t < s < b.
Queste due equazioni possono essere rilette come il “teorema fondamentale del cal-
colo in BV ”; si deve comunque ricordare che il valore delle buone rappresentanti
non e` unicamente determinato nei punti che sono atomi di Du, quindi la derivata
distribuzionale non e` sufficiente per ricostruire completamente la funzione.
In generale, una misura localmente finita µ su un aperto Ω ⊂ R si puo` dividere
in tre parti. Innanzitutto, la decomposizione di Radon-Nikody´m (vedi Teorema 1.7)
ci permette di scrivere µ = µa + µs, con µa  L 1 e µs ⊥ L 1. Poi, se poniamo
A = {t ∈ Ω : µ({t}) 6= 0} (ricordiamo che tale insieme degli atomi di µ e` al piu`
numerabile), possiamo ulteriormente decomporre la parte singolare in una parte di
salto µj = µs A e una parte cantoriana µc = µs (Ω\A). In questo modo si ottiene
µ = µa + µs = µa + µj + µc.
Dato che queste tre misure sono a due a due ortogonali, abbiamo anche |µ| =
|µa|+ |µj|+ |µc|. Diremo che u ∈ BV (Ω) e` una funzione di salto se Du = Dju, cioe`
se Du e` puramente atomica, e che u e` una funzione cantoriana se Du = Dcu, cioe`
se Du e` una misura singolare ma senza atomi.
In una dimensione (e non in dimensione maggiore) possiamo dare la seguente
decomposizione di ogni funzione BV .
Corollario 2.7 (Decomposizione di funzioni BV in dimensione uno). Sia
Ω = (a, b) ⊂ R un intervallo limitato. Allora, ogni funzione u ∈ [BV (Ω)]m si puo`
rappresentare con ua + uj + uc, dove ua ∈ [W 1,1(Ω)]m, uj e` una funzione di salto e
uc e` una funzione cantoriana. Queste tre funzioni sono univocamente determinate
a meno di costanti additive e
|Du|(Ω) = |Dua|(Ω) + |Duj|(Ω) + |Duc|(Ω)
=
∫ b
a
|u¯′(t)|dt+
∑
t∈A
|u¯(t+)− u¯(t−)|+ |Duc|(Ω),
dove u¯ e` una qualsiasi buona rappresentante di u.
2.3 Insiemi di perimetro finito
Definizione 2.8 (Insiemi di perimetro finito). Sia E ⊂ Rn un insieme L n-
misurabile e sia Ω ⊂ Rn un aperto. Allora il perimetro di E in Ω, indicato con
P (E,Ω), e` la variazione di χE in Ω. Diciamo che E e` un insieme di perimetro
finito in Ω se P (E,Ω) <∞.
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Osserviamo subito che se la frontiera di E e` di classe C1 allora P (E,Ω) =
H n−1(Ω ∩ ∂E), grazie al teorema della divergenza. Quindi questa nozione di
perimetro e` consistente con la definizione classica di “misura del bordo”.
La teoria degli insiemi di perimetro finito ha strette correlazioni con la teoria
delle funzioni BV . Se supponiamo che L n(E ∩Ω) <∞, allora χE ∈ L1(Ω). Grazie
all’Osservazione 2.3, concludiamo subito che E ha perimetro finito in Ω se e solo
se χE ∈ BV (Ω), e inoltre P (E,Ω) coincide con |DχE|(Ω). In generale possiamo
sempre affermare che funzioni caratteristiche di insiemi di perimetro finito in Ω
appartengono a BVloc(Ω) (non necessariamente a BV (Ω), dato che puo` mancare la
sommabilita`). Viceversa, se χE ∈ BVloc(Ω) possiamo dire che E ha perimetro finito
in ogni Ω′ ⊂⊂ Ω; in questo caso, diciamo che E e` un insieme di perimetro localmente
finito in Ω.
Il seguente teorema generalizza la formula di coarea mostrata precedentemente
per le funzioni lipschitziane e in particolare ci dice che, se u ∈ BV (Ω), la misura Du
si puo` ricostruire integrando le funzioni caratteristiche dei sopralivelli di u.
Teorema 2.9 (Formula di coarea in BV ). Per ogni insieme aperto Ω ⊂ Rn e
ogni u ∈ L1loc(Ω) vale
V (u,Ω) =
∫ +∞
−∞
P ({x ∈ Ω : u(x) > t},Ω)dt.
In particolare se u ∈ BV (Ω) gli insiemi {u > t} hanno perimetro finito in Ω per
L 1-quasi ogni t ∈ R e
|Du|(B) =
∫ +∞
−∞
|Dχ{u>t}|(B)dt , Du(B) =
∫ +∞
−∞
Dχ{u>t}(B)dt
per ogni boreliano B ⊂ Ω.
La struttura degli insiemi di perimetro finito e` molto chiara in una dimensione,
mentre le cose si complicano in dimensione superiore. Vale il fatto seguente:
Proposizione 2.10 (Struttura degli insiemi di perimetro finito in una di-
mensione). Sia E un insieme di perimetro finito in (a, b) ⊂ R tale che L 1(E ∩
(a, b)) > 0. Allora esistono un intero p ≥ 1 e p intervalli Ji = [a2j−1, a2j ] a due a due
disgiunti tali che E∩ (a, b) e` equivalente a ∪p1Ji e P (E, (a, b)) = #{i ∈ {1, . . . , 2p} :
ai ∈ (a, b)}.
In dimensione superiore non si puo` ottenere una caratterizzazione cos`ı elementare
degli insiemi di perimetro finito. Il prossimo teorema, dovuto a E. De Giorgi ([29]),
mostra che la frontiera (definita in modo opportuno) di un insieme E di perimetro
finito e` rettificabile e inoltre che la misura DχE si concentra su tale frontiera.
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Definizione 2.11 (Frontiera ridotta). Sia E ⊂ Rn un insieme di perimetro finito
in Ω ⊂ Rn. La frontiera ridotta FE di E e` costituita dai punti x ∈ spt|DχE| ∩ Ω
tali che esista il limite
νE(x) = lim
ρ→0
DχE(Bρ(x))
|DχE|(Bρ(x))
e sia |νE(x)| = 1.
La mappa νE : FE → Sn−1 viene detta normale interna generalizzata.
Osservazione 2.12. Si verifica che FE e νE sono di Borel. Inoltre dal teorema di
derivazione di Besicovitch (Teorema 1.23) segue subito che |DχE| e` concentrata su
FE e che DχE = νE|DχE|.
Teorema 2.13 (De Giorgi). Sia E ⊂ Rn un insieme di perimetro finito in Ω.
Allora FE e` numerabilmente (n− 1)-rettificabile e |DχE| = H n−1 FE.
Osservazione 2.14. Combinando il teorema di De Giorgi e la formula di coarea in
BV si puo` mostrare la seguente implicazione:
H
n−1(B) = 0 ⇒ |Du|(B) = 0,
dove B ⊂ Ω e` un boreliano e u ∈ [BV (Ω)]m.
Si puo` dare anche un’altra nozione di “frontiera nel senso della misura” per un
insieme misurabile, tramite la nozione di densita`.
Definizione 2.15. Dato un insieme E ⊂ Rn misurabile, per ogni t ∈ [0, 1] definiamo
l’ insieme dei punti di densita` t
Et =
{
x ∈ Rn : lim
ρ↓0
L n(E ∩ Bρ(x))
L n(Bρ(x))
= t
}
.
La frontiera essenziale di E e` l’insieme
∂∗E = Rn \ (E0 ∪ E1).
Teorema 2.16 (Federer). Sia E ⊂ Rn un insieme di perimetro finito in Ω. Allora
FE ∩ Ω ⊂ E1/2 ⊂ ∂∗E e H n−1(Ω \ (E0 ∪ FE ∪ E1)) = 0.
In particolare, E ha densita` 0, 1/2 o 1 per H n−1-quasi ogni x ∈ Ω e H n−1-quasi
ogni x ∈ ∂∗E ∩ Ω appartiene a FE.
2.4. Proprieta` fini delle funzioni BV 37
2.4 Proprieta` fini delle funzioni BV
Cominciamo con il definire il concetto di limite approssimato. La nostra definizione
e` leggermente diversa da quella usuale (data per mezzo delle densita` degli insiemi
di livello), ma manteniamo questo approccio dato che saremo sempre interessati a
funzioni localmente sommabili e definite solo quasi ovunque rispetto alla misura di
Lebesgue.
Definizione 2.17 (Limite approssimato). Sia u ∈ [L1loc(Ω)]m. Diciamo che u ha
limite approssimato in x ∈ Ω se esiste z ∈ Rm tale che
lim
ρ→0
−
∫
Bρ(x)
|u(y)− z|dy = 0.
L’insieme Su dei punti in cui u non ha limite approssimato viene detto insieme
di discontinuita` approssimata di u. Inoltre, se x ∈ Ω \ Su, il valore z = u˜(x)
(univocamente) definito sopra e` detto limite approssimato di u in x.
Diremo anche che una funzione u (definita ovunque in Ω) e` approssimativamente
continua in x se x /∈ Su e u˜(x) = u(x). Osserviamo che, per il teorema di derivazione
di Lebesgue (Corollario 1.24), L n(Su) = 0. Inoltre, u˜ : Ω \Su → Rm e` una funzione
boreliana e u˜ = u L n-quasi ovunque in Ω \ Su.
Ora vogliamo descrivere il comportamento di una funzione che salti lungo una
ipersuperficie. Fissiamo ν ∈ Sn−1 e definiamo le “mezze palle” lungo la direzione ν:
B±ρ (x, ν) =
{
y ∈ Bρ(x) : 〈y − x, ν〉 ≷ 0
}
.
Definizione 2.18 (Salti approssimati). Sia u ∈ [L1loc(Ω)]m e sia x ∈ Ω. Diciamo
che x e` un punto di salto approssimato per u se esistono a, b ∈ Rm, con a 6= b, e
ν ∈ Sn−1 tali che
lim
ρ→0
−
∫
B+ρ (x,ν)
|u(y)− a|dy = 0 e lim
ρ→0
−
∫
B−ρ (x,ν)
|u(y)− b|dy = 0.
La terna (a, b, ν) e` univocamente determinata, a meno di un cambio di segno di ν
e dello scambio di a e b, e sara` indicata con (u+(x), u−(x), νu(x)). Denoteremo con
Ju l’ insieme dei punti di salto approssimato di u.
Osserviamo che Ju ⊂ Su e` un insieme di Borel e che e` possibile scegliere in modo
boreliano le funzioni
(u+(x), u−(x), νu(x)) : Ju → Rm × Rm × Sn−1.
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Osservazione 2.19 (Convergenza delle regolarizzate). Sia u ∈ [L1loc(Ω)]m.
Allora
x ∈ Ω \ Su ⇒ u ∗ ρ(x) → u˜(x) per  ↓ 0
x ∈ Ju ⇒ u ∗ ρ(x) → 1
2
(u+(x) + u−(x)) per  ↓ 0,
dove ρ e` una qualsiasi famiglia di mollificatori (definita come nella Sezione 1.3).
Il seguente teorema generalizza il teorema di De Giorgi (Teorema 2.13) e descrive
il comportamento della derivata di una funzione BV sull’insieme di salto.
Teorema 2.20 (Federer-Vol’pert). Per ogni u ∈ [BV (Ω)]m l’insieme Su e` nu-
merabilmente (n − 1)-rettificabile, H n−1(Su \ Ju) = 0 e Du Ju = (u+ − u−) ⊗
νuH
n−1 Ju.
Passiamo ora alla definizione di differenziabilita` approssimata.
Definizione 2.21 (Differenziabilita` approssimata). Sia u ∈ [L1loc(Ω)]m e sia
x ∈ Ω \ Su. Diciamo che u e` approssimativamente differenziabile in x se esiste una
matrice m× n L tale che
lim
ρ→0
−
∫
Bρ(x)
|u(y)− u˜(x)− L(y − x)|
ρ
dy = 0.
Se u e` approssimativamente differenziabile in x, la matrice L (univocamente) defi-
nita sopra e` detta differenziale approssimato di u in x e verra` indicata con ∇u(x).
Anche l’insieme Du ⊂ Ω \ Su dei punti di differenziabilita` approssimata e` bore-
liano e la mappa ∇u : Du → Rm×n e` di Borel.
Il seguente classico teorema dimostra che una funzione BV e` approssimativamen-
te differenziabile in quasi ogni punto e che il differenziale approssimato permette di
ricostruire la parte assolutamente continua della derivata.
Teorema 2.22 (Caldero´n–Zygmund). Una funzione u ∈ [BV (Ω)]m e` approssi-
mativamente differenzabile per L n-quasi ogni x ∈ Ω e ∇u coincide con la densita`
di Du rispetto a L n.
Enunciamo infine due teoremi sulle tracce di funzioni BV .
Teorema 2.23 (Tracce su insiemi rettificabili interni). Sia u ∈ [BV (Ω)]m
e sia Γ ⊂ Ω un insieme numerabilmente (n − 1)-rettificabile orientato dal vettore
normale ν. Allora, per H n−1-quasi ogni x ∈ Γ esistono u±Γ ∈ Rm tali che
lim
ρ→0
−
∫
B±ρ (x,ν(x))
|u(y)− u±Γ (x)|dy = 0.
Inoltre Du Γ = (u+Γ − u−Γ ) ⊗ νH n−1 Γ e gli operatori di traccia u 7→ u±Γ sono
continui tra [BV (Ω)]m dotato della convergenza stretta (data dalla convergenza in
[L1(Ω)]m delle funzioni e in R delle variazioni totali in Ω) e [L1(Γ,H n−1 Γ)]m.
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Teorema 2.24 (Operatore di traccia sul bordo). Sia Ω ⊂ Rn un aperto con
frontiera lipschitziana e limitata e sia u ∈ [BV (Ω)]m. Allora per H n−1-quasi ogni
x ∈ ∂Ω esiste uΩ(x) ∈ Rm tale che
lim
ρ↓0
ρ−n
∫
Ω∩Bρ(x)
|u(y)− uΩ(x)|dy = 0.
Inoltre, l’operatore di traccia u 7→ uΩ e` continuo tra [BV (Ω)]m dotato della conver-
genza stretta e [L1(∂Ω,H n−1 ∂Ω)]m.
Osserviamo che il secondo teorema discende facilmente dal primo, grazie al fatto
che u ∈ [BV (Ω)]m puo` essere prolungata a v ∈ [BV (Rn)]m ponendo v = 0 su Rn \Ω.
2.5 Decomposizione della derivata e chain–rule
In analogia a quanto fatto in una dimensione (vedi Corollario 2.7), vogliamo iden-
tificare diverse parti della derivata Du di una funzione u ∈ [BV (Ω)]m, in base al
diverso comportamento come misure. Dal Teorema di Radon–Nikody´m possiamo
scrivere Du = Dau+Dsu, con Dau L n e Dsu ⊥ L n.
Definizione 2.25. Sia u ∈ [BV (Ω)]m. La parte di salto di Du e` Dju = Ds Ju, la
parte cantoriana di Du e` Dcu = Dsu (Ω \ Su).
Ricordando che |Du|(Su\Ju) = 0, dato che l’insieme Su\Ju e` H n−1-trascurabile
(Osservazione 2.14), abbiamo la decomposizione
Du = Dau+Dju+Dcu = D˜u+Dju,
dove con D˜u = Dau+Dju abbiamo indicato la parte diffusa della derivata.
La parte cantoriana della derivata e` la piu` difficile da controllare: questo ha
portato all’introduzione, da parte di De Giorgi e Ambrosio ([30]), dello spazio SBV
delle funzioni speciali a variazione limitata, nell’ambito dei problemi a discontinuita`
libera. Si definisce
SBV (Ω) = {u ∈ BV (Ω) : Dcu = 0}.
Le parti assolutamente continua e di salto hanno caratterizzazioni abbastanza
esplicite. Dal Teorema 2.22 segue che Dau = ∇uL n, mentre per quanto riguarda
la parte di salto abbiamo la rappresentazione
Dju = (u+(x)− u−(x))⊗ νu(x)H n−1 Ju.
Considerando la decomposizione polare Du = g|Du|, data la mutua singolarita`
delle tre misure, otteniamo anche Dσu = g|Dσu|, con σ = a, c, j. Allora vale
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g(x) = ∇u(x)/|∇u(x)| per L n-quasi ogni x ∈ Ω tale che ∇u(x) 6= 0. Inoltre,
g(x) = η(x) ⊗ νu(x) per H n−1-quasi ogni x ∈ Ju, con η(x) = u
+(x)− u−(x)
|u+(x)− u−(x)| . E`
naturale chiedersi quale sia il rango della matrice g: quanto detto garantisce che il
rango di g(x) e` uno per |Dju|-quasi ogni x ∈ Ω. Il seguente teorema ci garantisce
che tale proprieta` vale anche |Dcu|-quasi ovunque.
Teorema 2.26 (del rango uno di Alberti). Se u ∈ [BV (Ω)]m e Du = g|Du|,
allora g ha rango uno |Dju|+ |Dcu|-quasi ovunque in Ω.
Per completezza, descriviamo anche la chain–rule in BV . Sia Ω ⊂ Rn un aperto
limitato e sia u ∈ [BV (Ω)]m. Se f : Rm → Rp e` di classe C1, allora v = f ◦ u ∈
[BV (Ω)]p e, ricordando che D˜u = Dau +Dcu e` la parte diffusa della derivata, vale
la seguente rappresentazione di Dv:{
D˜v = ∇f(u)∇uL n +∇f(u˜)Dcu = ∇f(u˜)D˜u
Djv = (f(u+)− f(u−))⊗ νuH n−1 Ju.
2.6 Sezioni unidimensionali di funzioni BV
Un possibile approccio alle funzioni a variazione limitata e` tramite le sezioni unidi-
mensionali. Questo metodo consiste nel guardare il comportamento delle restrizioni
della funzione lungo un numero di direzioni indipendenti pari alla dimensione dello
spazio, deducendo informazioni sulla derivata in Rn da informazioni sulle derivate
direzionali delle restrizioni. Storicamente questo e` il primo approccio con cui si e`
guardato a BV (ma anche alle funzioni di Sobolev) in dimensione maggiore o uguale
a due; per una trattazione di questo tipo si puo` vedere [50].
Cominciamo con il fissare le principali notazioni. Sia u : Ω ⊂ Rn → Rm. Se ξ ∈
Sn−1, indichiamo con piξ l’iperpiano ortogonale a ξ e con Ωξ la proiezione ortogonale
di Ω su piξ. Per y ∈ Ωξ poniamo
Ωξy = {t ∈ R : y + tξ ∈ Ω}
e
uξy : Ω
ξ
y → Rm , uξy(t) = u(y + tξ).
Definizione 2.27. Sia u ∈ [L1loc(Ω)]m e sia p ∈ Rn non nullo. Diciamo che la
derivata direzionale di u lungo p e` una misura se esiste una misura di Radon µ in
Ω a valori in Rm tale che∫
Ω
u
∂ϕ
∂p
dx = −
∫
Ω
ϕdµ per ogni ϕ ∈ C∞c (Ω).
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La misura µ (se esiste) e` univocamente determinata da questa condizione ed e`
indicata con Dpu.
Osservazione 2.28. E` immediato verificare che u ∈ [BV (Ω)]m se e solo se u ∈
[L1(Ω)]m ed esistono p1, . . . , pn ∈ Rn linearmente indipendenti tali che Dpiu e` una
misura di Radon per ogni i = 1, . . . , n.
Possiamo definire la variazione di u in Ω nella direzione ξ come
Vξ(u,Ω) = sup
{∫
Ω
u
∂ϕ
∂ξ
dx : ϕ ∈ C1c (Ω) , |ϕ(x)| ≤ 1
}
,
e si verifica facilmente che Vξ(u,Ω) condivide tutte le buone proprieta` della variazione
V (u,Ω) definita in precedenza.
Teorema 2.29. Siano u ∈ [L1loc(Ω)]m e ξ ∈ Sn−1. Allora
Vξ(u,Ω) =
∫
Ωξ
V (uξy,Ω
ξ
y)dH
n−1(y).
Osservazione 2.30. Dall’ultimo teorema e dall’osservazione immediatamente pre-
cedente segue che per u ∈ [L1(Ω)]m sono equivalenti
(i) u ∈ [BV (Ω)]m;
(ii) esistono ξ1, . . . ξn ∈ Sn−1 linearmente indipendenti tali che uξiy ∈ [BV (Ωξiy )]m per
H n−1-quasi ogni y ∈ Ωξ e ∫
Ωξi
|Duξiy |(Ωξiy )dH n−1(y) < +∞, per ogni i = 1, . . . , n.
Il seguente teorema di struttura descrive come e` possibile ricostruire la derivata
direzionale a partire dalle derivate delle restrizioni; la tesi ammette una scrittu-
ra compatta utilizzando il formalismo dei prodotti generalizzati introdotto nella
Definizione 1.32.
Teorema 2.31 (di struttura in BV ). Se u ∈ [BV (Ω)]m e ξ ∈ Sn−1 allora
Dξu = L
n−1 Ωξ ⊗Duξy
e per σ = a, j, c
Dσξ u = L
n−1 Ωξ ⊗Dσuξy.
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2.7 Funzioni a deformazione limitata
Lo spazio delle funzioni a deformazione limitataBD(Ω) e` stato introdotto da H. Mat-
thies, G. Strang e E. Christiansen in [45] e successivamente studiato da vari autori,
in relazione a problemi variazionali in teoria della plasticita`. Si tratta di una classe
di campi vettoriali che ha alcune caratteristiche in comune con le funzioni BV , prin-
cipalmente dal punto di vista delle proprieta` fini, ma per la cui definizione si richiede
solo che la derivata simmetrica sia una misura: sia ha dunque l’inclusione stretta
BV ⊂ BD. In questa sezione e nella successiva descriviamo i principali risultati
noti sulle funzioni a deformazione limitata, seguendo la trattazione data in [9] e in
[34]. Un ulteriore riferimento e` [49].
Definizione 2.32 (Funzioni BD). Sia u ∈ L1(Ω; Rn). Diciamo che u e` una fun-
zione a deformazione limitata, e scriviamo u ∈ BD(Ω), se la derivata distribuzionale
simmetrica Eu,
Eu =
1
2
(
Du+ tDu
)
,
e` una misura di Radon finita su Ω, a valori nelle matrici n× n.
Osserviamo che, se Ω e` un aperto limitato con bordo lipschitziano e u ∈ BD(Ω),
allora la funzione
u¯(x) =
{
u(x) se x ∈ Ω
0 altrimenti
appartiene a BD(Rn).
Ripercorriamo i risultati ottenuti nella teoria delle funzioni BV , mostrando che
buona parte di essi si adattano in maniera naturale a BD. I limiti approssimati e i
salti approssimati introdotti nella Sezione 2.4 sono ben definiti nella sola ipotesi che
la funzione sia localmente sommabile, quindi anche nel caso BD otteniamo un insie-
me di discontinuita` approssimata Su e un insieme di salto approssimato Ju. Il teore-
ma di Radon–Nikody´m permette di decomporre la derivata Eu in una parte assolu-
tamente continua e in una singolare rispetto a L d. Considerando poi la restrizione
della parte singolare a Ju oppure al complementare si ottiene la decomposizione
Eu = Eau+ Esu = Eau+ Esu Ju + E
su (Ω \ Ju) = Eau+ Eju+ Ecu.
Indichiamo con E u la densita` di Eu rispetto a L d; analogamente a quanto fatto nel
caso BV , E u si puo` rileggere come differenziale simmetrico approssimato di u, cioe`
vale
lim
ρ↓0
−
∫
Bρ(x)
|〈u(y)− u(x)− E u(x)(y − x), y − x〉|
|y − x|2 dy = 0
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per L n-quasi ogni x ∈ Ω. Anche nel caso BD si puo` mostrare che Ju e` numera-
bilmente H n−1-rettificabile, e si puo` mostrare la formula per la parte di salto della
derivata
Eu Ju = (u
+ − u−) νuH n−1 Ju, (2.1)
avendo indicato con il prodotto tensoriale simmetrico (cioe` ab = (a⊗b+b⊗a)/2).
Un problema attualmente aperto perBD e` quello relativo alla misura della differenza
Su \ Ju. Nel caso BV e` noto che H n−1(Su \ Ju) = 0, mentre nel caso BD si sa
solamente che la dimensione di Hausdorff della differenza tra i due insiemi e` al piu`
n− 1.
2.8 Teorema di struttura e funzioni SBD
Sia u ∈ L1(Ω; Rn) e sia ξ ∈ Rn non nullo. Allora definiamo Ωξy e Ωξ come fatto nella
Sezione 2.6 e poniamo, diversamente da quanto fatto prima,
uξy(t) = 〈u(y + tξ), ξ〉.
Come al solito, u˜ : Ω \ Su → Rn indica la rappresentante approssimativamente
continua di u, definita solo sui punti di Lebesgue.
Il seguente teorema, che sara` di fondamentale importanza per lo studio dei com-
mutatori in BD nella Sezione 8.1, estende le costruzioni fatte nella Sezione 2.6 (in
particolare il Teorema 2.31), mostrando come si possa ricostruire la derivata sim-
metrica di una funzione BD a partire da informazioni sulle derivate direzionali di
certe componenti del campo.
Teorema 2.33 (di struttura in BD). Sia u ∈ BD(Ω) e sia ξ ∈ Rn non nullo.
Allora per H n−1-quasi ogni y ∈ Ωξ le funzioni uξy e u˜ξy appartengono a BV (Ωξy) e
coincidono L 1-quasi ovunque in Ωξy, le misure Du
ξ
y e V (u˜
ξ
y, ·) coincidono su Ωξy e
〈E u(y + tξ)ξ, ξ〉 = ∇uξy(t) = (u˜ξy)′(t)
per L 1-quasi ogni t ∈ Ωξy. Inoltre, per σ = a, j, c valgono
〈Eσuξ, ξ〉 =
∫
Ωξ
DσuξydH
n−1(y) , |〈Eσuξ, ξ〉| =
∫
Ωξ
|Dσuξy|dH n−1(y).
Il teorema di struttura ha motivato l’introduzione delle funzioni speciali a de-
formazione limitata, cioe` le funzioni a deformazione limitata la cui parte cantoriana
della derivata e` nulla:
SBD(Ω) = {u ∈ BD(Ω) : Ecu = 0}.
Dal teorema di struttura si ricava subito l’equivalenza, per u ∈ BD(Ω):
u ∈ SBD(Ω) ⇐⇒ ∀ξ ∈ Sn−1, uξy ∈ SBV (Ωξy) per H n−1-quasi ogni y ∈ Ωξ.
Capitolo 3
Problema di Cauchy ed equazione
del trasporto
Cominciamo ora a descrivere l’argomento centrale di questa tesi, cioe` il rapporto tra
l’equazione del trasporto e il problema di Cauchy nel caso in cui il campo vettoriale
non sia regolare, ma solo debolmente differenziabile. In questo capitolo descriviamo
in maniera informale i due diversi approcci al problema e sintetizziamo i principali
risultati della teoria nel caso regolare. Presentiamo inoltre un risultato generale di
esistenza per l’equazione del trasporto e descriviamo alcuni esempi di non unicita`.
Infine, viene introdotta la nozione di soluzione rinormalizzata e si mostra la strategia
che permette di dedurre l’unicita` per l’equazione del trasporto dalla proprieta` di
rinormalizzazione.
3.1 Problema di Cauchy ed equazione del traspor-
to
Sia b : [0, T ]× Rd → Rd un campo vettoriale su Rd, dipendente dal tempo. Consi-
deriamo l’equazione differenziale ordinaria{
ψ˙(t) = b(t, ψ(t))
ψ(0) = x0.
(3.1)
Se il campo b(t, x) e` sufficientemente regolare, i teoremi dell’analisi classica ci
assicurano esistenza, unicita` e stabilita` rispetto al dato iniziale del flusso. Il teorema
di Cauchy–Lipschitz da` esistenza ed unicita` locale della soluzione se b e` localmente
lipschitziano in x, uniformemente rispetto a t. Se b e` anche limitato si ha esistenza
della soluzione per tutti i tempi, cioe` per ogni dato iniziale x0 ∈ Rd si trova una
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funzione ψ : [0, T ] → Rd che risolve il problema (3.1). In questo modo si costruisce
il flusso Ψ del campo b, cioe` una funzione
Ψ : [0, T ]× Rd → Rd
tale che 
∂Ψ
∂t
(t, x) = b(t,Ψ(t, x))
Ψ(0, x) = x.
Il teorema di Peano invece da` esistenza della soluzione nella sola ipotesi di con-
tinuita` di b rispetto a x (rispetto a t, in entrambi i teoremi, e` sufficiente che ci sia
misurabilita`). In generale la soluzione non e` unica, come mostra il seguente ben
noto esempio su R: {
ψ˙(t) =
√|ψ(t)|
ψ(0) = 0.
Bisogna pero` osservare che per tutti i dati iniziali ψ(0) = x0 6= 0 si ha unicita`
locale della soluzione del problema di Cauchy. Per verificarlo supponiamo x0 > 0 e
definiamo G(x) =
∫ x
x0
dy√
y
. Allora esiste un intorno di x0 su cui G e` di classe C
1 e
G′ 6= 0, e quindi possiede un’inversa g, anch’essa C1. Sia allora ψ(t) una soluzione C1
del problema di Cauchy in un intorno di t = 0. Dato che d
dt
G(ψ(t)) = 1, otteniamo
che G(ψ(t)) = t e quindi che ψ(t) = g(t) (sul comune intervallo di definizione), da
cui l’unicita`.
Il primo problema che vorremmo affrontare e` quello di determinare le “minime”
condizioni di regolarita` da imporre al campo b in modo da avere un’unica soluzione
del problema (3.1), almeno per L d-quasi ogni dato iniziale x0 ∈ Rd. In questa forma
forte il problema e` attualmente aperto, per cui affronteremo una formulazione piu`
debole: cercheremo unicita` per i flussi nella classe delle soluzioni che siano “stabili”
per approssimazioni regolari del campo b. Questo primo aspetto del problema viene
normalmente detto lagrangiano.
In parallelo, sviluppando ed ampliando i risultati della classica teoria delle carat-
teristiche, si svolge lo studio del versante euleriano del problema, cioe` quello relativo
all’esistenza ed unicita` delle soluzioni (deboli) dell’equazione del trasporto
∂µt
∂t
+Dx · (bµt) = 0
µ0 = µ¯,
(3.2)
in cui il dato iniziale µ¯ e` una misura e l’incognita e` una famiglia di misure µt,
t ∈ [0, T ], che risolva (3.2) in senso distribuzionale. La teoria delle caratteristiche
permette di ottenere una soluzione dell’equazione del trasporto avendo a disposizione
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il flusso del campo vettoriale. Il passaggio inverso e` relativamente recente e risale al
lavoro di DiPerna e Lions del 1989 ([32]).
Nella prossima sezione vedremo che esiste un collegamento naturale tra questi
due problemi, almeno nel caso in cui b sia sufficientemente regolare. Nei successivi
capitoli si chiarira` poi come estendere queste tecniche nel caso in cui il campo sia
meno regolare (tipicamente, di Sobolev o a variazione limitata).
L’approccio maggiormente seguito in letteratura e` quello di mostrare l’unicita`
(in una certa classe) delle soluzioni dell’equazione del trasporto: da cio` vengono
poi dedotte informazioni sui flussi dell’equazione ordinaria. La principale strate-
gia per arrivare all’unicita` si basa sulla cosiddetta proprieta` di rinormalizzazione.
Tale proprieta` consiste nel richiedere che, data una soluzione w dell’equazione del
trasporto, per ogni β : R → R di classe C1 la funzione β(w) risulti essere una so-
luzione di un’opportuna equazione del trasporto, ottenuta applicando formalmente
la regola di derivazione della funzione composta nel caso regolare. Gran parte del
lavoro che si dovra` compiere consistera` nel mostrare la validita` della proprieta` di
rinormalizzazione in ipotesi di regolarita` sempre piu` deboli su b.
3.2 La teoria nel caso regolare
La teoria dell’equazione del trasporto e` ben sviluppata nel caso in cui il campo sia
regolare e si basa principalmente sulla teoria delle caratteristiche: riferimenti generali
sono ad esempio [35] e [41]. In questa sezione riassumiamo i risultati principali,
seguendo l’esposizione che si puo` trovare in [18].
L’equazione del trasporto si puo` trovare in due diverse forme, equivalenti nel
caso in cui b abbia divergenza spaziale nulla:
(i) equazione del trasporto in forma non conservativa, o in “advective form”
∂tu(t, x) + b(t, x) · ∇xu(t, x) = 0 ; (3.3)
(ii) equazione di continuita` o equazione del trasporto in forma conservativa
∂tf(t, x) + divx[b(t, x)f(t, x)] = 0 . (3.4)
In questa sezione supporremo che il campo b : [0, T ] × Rd → Rd sia “sufficien-
temente regolare”, cioe` regolare quanto basta per soddisfare tutte la manipolazioni
formali che effettueremo.
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Definizione 3.1. Una caratteristica per (3.3) o (3.4) e` una funzione X(s) di classe
C1 su un intervallo di R a valori in Rd tale che
dX
dt
= b(s,X(s)).
In ipotesi di regolarita` e limitatezza del campo le caratteristiche esistono sempre.
In particolare, per ogni t ∈ [0, T ] e ogni x ∈ Rd, esiste un’unica caratteristica definita
su tutto [0, T ] e tale che X(t) = x. Tale caratteristica sara` indicata con
X(s, t, x) ∈ C1([0, T ]s × [0, T ]t × Rdx).
Dalla definizione di X e dall’unicita` nel problema di Cauchy segue subito che, per
ogni t1, t2, t3 ∈ [0, T ] e ogni x ∈ Rd, vale la proprieta` di semigruppo:
X(t3, t2, X(t2, t1, x)) = X(t3, t1, x). (3.5)
Se poi definiamo J(s, t, x) = det(∇xX(s, t, x)), si puo` facilmente mostrare che J e`
sempre strettamente positivo e verifica l’equazione
∂J
∂s
= (divxb)(s,X(s, t, x))J. (3.6)
Infine, osservando che per ogni s, t ∈ [0, T ] la mappa x 7→ X(s, t, x) e` un diffeo-
morfismo di Rd con inversa X(t, s, ·), si deduce che le caratteristiche verificano la
seguente coppia di equazioni:{
∂sX(s, t, x) = b(s,X(s, t, x))
∂tX(s, t, x) + (b(t, x) · ∇x)X(s, t, x) = 0.
(3.7)
A questo punto siamo in grado di enunciare il teorema di esistenza e unicita` per
i problemi di Cauchy relativi a (3.3) e (3.4).
Teorema 3.2. Supponiamo che b(t, x) sia limitato e di classe C1.
(i) Se u0 ∈ C1(Rd), allora esiste un’unica soluzione u ∈ C1([0, T ]×Rd) di (3.3) con
dato iniziale u(0, x) = u0(x), e inoltre u e` data da
u(t, x) = u0(X(0, t, x)). (3.8)
(ii) Se f 0 ∈ C1(Rd), allora esiste un’unica soluzione f ∈ C1([0, T ]×Rd) di (3.4) con
dato iniziale f(0, x) = f 0(x), e inoltre f e` data da
f(t, x) = f 0(X(0, t, x))J(0, t, x). (3.9)
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Dim. (i) Per mostrare che (3.8) definisce una soluzione di (3.3) e` sufficiente
moltiplicare la seconda equazione in (3.7) per∇xu0(X(0, t, x)). Viceversa, sia u ∈ C1
soluzione di (3.3). Allora per ogni coppia (t0, x0) vale
d
ds
u(s,X(s, t0, x0)) = ∂tu(s,X(s, t0, x0))+∇xu(s,X(s, t0, x0))·b(s,X(s, t0, x0)) = 0,
quindi u(s,X(s, t0, x0)) = u
0(X(0, t0, x0)). Ponendo X(s, t0, x0) = x abbiamo
u(s, x) = u0(X(0, t0, X(t0, s, x))) = u
0(X(0, s, x)).
(ii) Sia f una soluzione di (3.4). Allora
d
ds
f(s,X(s, t0, x0)) = ∂tf(s,X(s, t0, x0)) +∇xf(s,X(s, t0, x0)) · b(s,X(s, t0, x0))
= −(divxb)(s,X(s, t0, x0))f(s,X(s, t0, x0))
= −f(s,X(s, t0, x0))∂sJ(s, t0, x0)
J(s, t0, x0)
.
Quindi
f(s,X(s, t0, x0)) = f
0(X(0, t0, x0))
J(0, t0, x0)
J(s, t0, x0)
.
Differenziando la (3.5) rispetto a x e prendendone i determinanti si ottiene
J(t3, t2, X(t2, t1, x))J(t2, t1, x) = J(t3, t1, x),
che per t3 = 0, t2 = s, t1 = t0 e x = x0 da`
J(0, t0, x0)
J(s, t0, x0)
= J(0, s, X(s, t0, x0)),
da cui si ricava immediatamente l’espressione (3.9). Viceversa, f definita da (3.9)
verifica per ogni (t0, x0)
(∂tf + divx(bf))(s,X(s, t0, x0)) = 0
e quindi e` soluzione di (3.4). 
Osservazione 3.3. Le ipotesi di regolarita` sui dati iniziali sono chiaramente sovrab-
bondanti: le equazioni (3.3) e (3.4) hanno un’unica soluzione anche se i dati iniziali
(in senso distribuzionale) u0 e f 0 appartengono solo a L1loc(R
d). Inoltre, anche se
sostituiamo a (3.3) e (3.4) le equazioni
∂tu(t, x) + b(t, x) · ∇xu(t, x) = v(t, x)
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e
∂tf(t, x) + divx[b(t, x)f(t, x)] = g(t, x),
con v e g in L1loc(0, T ;L
1
loc(R
d)), si ha un’unica soluzione, per la quale si puo` anche
dare una formula esplicita, analoga alle (3.8) e (3.9).
Osservazione 3.4 (Soluzioni misure dell’equazione di continuita`). La for-
mula (3.9) ha un’immediata generalizzazione nel caso in cui si cerchino soluzioni
dell’equazione di continuita` che siano misure, nel senso del problema di Cauchy
(3.2). Adottando per semplicita` la notazione X(t, x) = X(t, 0, x), risulta che la
soluzione µt e` il push–forward del dato iniziale µ¯ secondo il flusso del campo b, cioe`
µt = X(t, ·)#µ¯.
Verifichiamo che µt e` soluzione di (3.2) nel senso delle distribuzioni in (0, T )× Rd.
Poiche´ e` sufficiente considerare funzioni test del tipo ψ(t)ϕ(x), con ψ ∈ C∞c ((0, T ))
e ϕ ∈ C∞c (Rd), basta verificare che∫
R
[− ψ′(t)〈µt, ϕ〉 − ψ(t)〈bµt,∇ϕ〉]dt = 0 .
Cio` e` equivalente a
d
dt
〈µt, ϕ〉 = 〈bµt,∇ϕ〉 in D′((0, T )) , per ogni ϕ ∈ C∞c (Rd).
Dato che la mappa t 7→ 〈µt, ϕ〉 e` continua per ogni ϕ, possiamo verificare questa
identita` distribuzionale puntualmente in t. Ma allora abbiamo
d
dt
〈µt, ϕ〉 = d
dt
∫
Rd
ϕ(X(t, x))dµ¯(x)
=
∫
Rd
∇ϕ(X(t, x)) · ∂tX(t, x)dµ¯(x)
=
∫
Rd
∇ϕ(X(t, x)) · b(t, X(t, x))dµ¯(x)
=
∫
Rd
∇ϕ(y) · b(t, y)dµt(y)
= 〈µt,∇ϕ · b〉 = −〈Dx · (bµt), ϕ〉,
cioe` la tesi. Possiamo reinterpretare la formula (3.9) in questo nuovo quadro: in
effetti e` facile verificare (sfruttando la formula dell’area) che vale
f(t, x)L d = X(t, ·)#f 0(x)L d.
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A questo punto e` molto chiaro come i due problemi, quello lagrangiano e quel-
lo euleriano, siano collegati, almeno nella direzione lagrangiano  euleriano. Il
passaggio inverso, euleriano  lagrangiano, gia` presente nel lavoro di DiPerna e
Lions ([32]), sara` illustrato seguendo l’approccio di L. Ambrosio ([7]), basandosi
essenzialmente sulla teoria delle misure di Young (si veda il Capitolo 6).
3.3 Esistenza, ma non unicita`
Per quanto riguarda l’equazione del trasporto l’esistenza di soluzioni non e` mai un
problema. Il seguente semplice lemma mostra che, in ipotesi ragionevoli (limitatezza
dei dati), si ha esistenza di una soluzione debole limitata.
Lemma 3.5 (Esistenza per l’equazione del trasporto). Consideriamo il pro-
blema {
∂tu+ divx(bu) + cu = f
u(0, x) = u0(x),
(3.10)
con t ∈ [0, T ] e x ∈ Rd, e supponiamo che f , c, b e divxb siano in L∞(Rd) e che
u0 ∈ L∞(Rd). Allora esiste una soluzione debole u ∈ L∞([0, T ]× Rd).
Dim. Regolarizziamo tutti i dati (ad esempio per convoluzione) in modo che b → b,
u0 → u0, c → c e f → f , dove tutte le convergenze sono in L1loc dei rispettivi
domini, e in modo che si abbia uniforme limitatezza, cioe` |b| ≤ C, |u0 | ≤ C,
|c| ≤ C, |f| ≤ C e |divb| ≤ C per ogni . Sia poi u la soluzione classica del
problema regolarizzato {
∂tu + divx(bu) + cu = f
u(0, x) = u
0
(x).
Dalla rappresentazione esplicita di u, che puo` essere ricavata in modo analogo a
quanto e` stato fatto nel Teorema 3.2 e richiamato nell’Osservazione 3.3, segue che
(u) e` limitata in L
∞([0, T ]× Rd), uniformemente rispetto ad . Allora, grazie alla
linearita` dell’equazione, e` possibile passare al limite in L∞([0, T ]×Rd)-debole∗ nelle
equazioni regolarizzate, e ogni punto limite di (u) risulta essere una soluzione di
(3.10). 
In generale pero` la soluzione non e` unica, inoltre si possono produrre concentra-
zioni in tempo finito, cioe` un dato iniziale L∞ puo` evolvere diventando una misura
con parte atomica. Si vedano i seguenti due esempi: nella figura a pagina seguente
sono indicate le caratteristiche per le due equazioni.
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Esempio 3.6 (Non unicita` per l’equazione del trasporto). Consideriamo
l’equazione
∂tu+ sgnx ∂xu = 0 (3.11)
in una dimensione spaziale, dove la funzione segno e` definita da
sgnx =

−1 se x < 0
0 se x = 0
1 se x > 0 .
Per ogni funzione h : R+ → R definiamo
u(t, x) =

u0(x + t) se x + t < 0
u0(x− t) se x− t > 0
h(t− |x|) se − t < x < t .
Se la funzione h e il dato iniziale u0 sono lipschitziani e vale inoltre h(0) = u0(0),
allora u(t, x) e` lipschitziana nelle due variabili e soddisfa (quasi ovunque in t e x)
l’equazione (3.11) con dato iniziale u0. Data l’arbitrarieta` di h, non si ha unicita`
per la soluzione dell’equazione (3.11).
x x
t t
Esempio 3.7 (Concentrazione della soluzione). Consideriamo ora l’equazione
in forma conservativa
∂tf − ∂x(sgnx f) = 0, (3.12)
in una dimensione spaziale. Allora una soluzione di (3.12) nel senso delle distribu-
zioni e`
f(t, x) =

f 0(x + t) se x > 0
f 0(x− t) se x < 0( ∫ t
−t f
0
)
δ(x) se x = 0 ,
dove f 0 e` il dato iniziale, che puo` anche essere scelto di classe C∞: lo si puo` verificare
ricordando l’Osservazione 3.4. Quindi, anche a partire da dati iniziali molto regolari,
possono immediatamente svilupparsi concentrazioni nella soluzione. Osserviamo
anche che, se il campo vettoriale b(t, x) = −sgnx e` considerato definito solamente
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L 2-quasi ovunque (ad esempio, se si considera definita la funzione segno solo fuori
dall’origine), si hanno dei problemi nella definizione della quantita` b(t, x)f(t, x) per
x = 0. Non tratteremo questo aspetto del problema, dato che considereremo sempre
soluzioni L∞ rispetto alla misura di Lebesgue; possibili riferimenti in questa direzione
sono [46], [19] e [20].
Come vedremo nei prossimi capitoli, i due esempi proposti sono altamente singo-
lari. Infatti, le condizioni “giuste” che dovranno essere imposte sui campi vettoriali
saranno di due tipi (oltre ad altre condizioni tecniche e di crescita, che illustreremo
nel seguito):
• condizioni di regolarita` del campo, che potra` essere in uno spazio di Sobo-
lev ([32]) oppure in BV ([7]); in alternativa si possono imporre opportune
condizioni sulla parte simmetrica della derivata distribuzionale ([22] e [10]);
• condizioni sulla divergenza spaziale del campo, che dovra` sempre essere asso-
lutamente continua rispetto alla misura di Lebesgue.
Nei due esempi non viene chiaramente soddisfatta la seconda condizione, quindi
l’intera teoria risulta non applicabile. Nel seguito vedremo anche alcuni esempi piu`
raffinati, in cui le richieste sul campo verrano indebolite in maniera piu` ridotta,
fornendo anche alcune indicazioni in vista di una discussione sull’“ottimalita`” delle
ipotesi.
3.4 Soluzioni rinormalizzate
Come gia` accennato nella prima sezione di questo capitolo, la principale strategia
per mostrare l’unicita` della soluzione dell’equazione del trasporto, introdotta in [32],
consiste nel mostrare che le soluzioni godono della proprieta` di rinormalizzazione.
In questa sezione introdurremo, per ora a livello informale, la proprieta` di rinor-
malizzazione come una chain–rule, elementare nel caso regolare, ma da dimostrare
nei casi di minore regolarita` del campo b. Inoltre mostreremo come, in opportune
ipotesi, la proprieta` di rinormalizzazione implichi l’unicita`.
Consideriamo dunque l’equazione del trasporto
∂tu(t, x) + b(t, x) · ∇xu(t, x) = 0. (3.13)
Sia β : R → R una funzione di classe C1. Moltiplicando la (3.13) per β ′(u(t, x)),
otteniamo
β ′(u(t, x))∂tu(t, x) + β ′(u(t, x))b(t, x) · ∇xu(t, x) = 0.
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Nel caso regolare l’ordinaria chain–rule ci permette di riscrivere l’equazione prece-
dente come
∂tβ(u(t, x)) + b(t, x) · ∇xβ(u(t, x)) = 0. (3.14)
Questo passaggio non e` pero` giustificato (e in generale e` falso, come si vedra` in segui-
to) senza ipotesi di regolarita`. u viene detta soluzione rinormalizzata dell’equazione
del trasporto (3.13) se vale (3.14) per ogni funzione β : R → R di classe C1. Nei
capitoli successivi daremo la definizione di soluzione rinormalizzata in ambito piu`
generale, quando ad esempio l’equazione (3.13) avra` un membro destro non nullo,
oppure per funzioni u a valori vettoriali.
Concludiamo questa sezione mostrando l’idea della dimostrazione dell’unicita`
delle soluzioni rinormalizzate di (3.13). Per la linearita` dell’equazione, e` sufficiente
mostrare che se il dato iniziale e` nullo allora si ha solo la soluzione identicamente
nulla. Integrando su tutto Rd l’equazione (3.14), otteniamo∫
Rd
∂tβ(u(t, x))dx+
∫
Rd
b(t, x) · ∇xβ(u(t, x))dx = 0.
Grazie al teorema sulla divergenza, supponendo che il termine di bordo si annulli,
si ricava
d
dt
∫
Rd
β(u(t, x))dx =
∫
Rd
β(u(t, x))divxb(t, x)dx. (3.15)
Ora supponiamo che β sia positiva e che ci sia un controllo uniforme della divergenza
spaziale del campo, cioe` che esista C <∞ indipendente da t tale che
‖divxb(t, x)‖L∞(Rd) ≤ C per ogni t ∈ [0, T ].
In queste ipotesi dalla (3.15) deduciamo che
d
dt
∫
Rd
β(u(t, x))dx ≤ C
∫
Rd
β(u(t, x))dx.
Scegliamo β(s) = s2 e applichiamo il Lemma di Gronwall: essendo il dato iniziale u0
nullo abbiamo
∫
Rd
(u(0, x))2dx = 0 e allora otteniamo subito che
∫
Rd
(u(t, x))2dx = 0
per ogni t, e quindi che u(t, x) ≡ 0.
Capitolo 4
La teoria di DiPerna–Lions e i suoi
sviluppi successivi
Il primo approccio al problema di Cauchy e all’equazione del trasporto per campi
vettoriali non regolari risale al 1989 ed e` dovuto a R. J. DiPerna e P. L. Lions ([32]
e [33]). Nelle prime tre sezioni di questo capitolo descriviamo la Sezione II di [32],
dando risultati di esistenza, stabilita` ed unicita` per l’equazione del trasporto con
campo vettoriale di Sobolev. Rimandiamo invece le applicazioni alle equazioni ordi-
narie (Sezione III di [32]) alla Sezione 6.3 (in cui si fara` un confronto con l’approccio
considerato in [7]) e i controesempi (Sezione IV di [32]) al Capitolo 9.
Presentiamo inoltre alcuni sviluppi successivi della teoria di DiPerna e Lions.
Nella Sezione 4.4 illustriamo un risultato di Capuzzo Dolcetta e Perthame ([22]),
che mostra che la proprieta` di rinormalizzazione vale anche nell’ipotesi piu` debole
che la parte simmetrica della derivata distribuzionale sia assolutamente continua
rispetto alla misura di Lebesgue. Ci muoviamo poi nella direzione dei campi vetto-
riali con derivata misura. Nel 1998 Lions ([44]) ha introdotto un’opportuna classe
di campi vettoriali “W 1,1 a tratti”, estendendo la teoria di [32] anche a questa clas-
se. Successivamente, F. Bouchut ([17]) ha studiato un caso di regolarita` parziale,
W 1,1 rispetto ad alcune variabili e BV rispetto ad altre, nell’ambito piu` particolare
dell’equazione di Vlasov (Sezione 4.5): il suo lavoro e` di fondamentale importanza
dato che viene introdotta la tecnica di regolarizzazione anisotropa. Nel lavoro di
F. Colombini e N. Lerner [26] viene introdotta la classe dei campi vettoriali “co-
normali BV ”, per cui gli autori mostrano unicita` delle soluzioni deboli (Sezione
4.6). Nel 2003 L. Ambrosio ([7]) ha provato la proprieta` di rinormalizzazione per
campi vettoriali BV con divergenza assolutamente continua rispetto alla misura di
Lebesgue. Il suo risultato sara` presentato nel successivo Capitolo 5. Infine, vedendo
contemporaneamente i risultati in [22] e [7], siamo stati spinti a cercare una prova
della proprieta` di rinormalizzazione per campi BD: questo obiettivo non e` stato
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raggiunto completamente, ma nel Capitolo 8 verranno esposti i risultati ottenuti
con L. Ambrosio e S. Maniglia (contenuti in [10]) relativi alla rinormalizzazione in
SBD.
4.1 Esistenza e regolarizzazione
Chiariamo una notazione che ricorrera` molto spesso nel seguito. Se X e` uno spazio
di Banach, e` chiaro cosa si intenda con gli spazi L1(I;X) e L1loc(I;X), dove I e`
un intervallo di R. Se X e` uno spazio di Lebesgue o di Sobolev, spesso ci servira`
un’ulteriore localizzazione, anche nella variabile spaziale. Dovremo cioe` definire
anche gli spazi L1(I;Lploc(R
d)), L1(I;W 1,ploc (R
d)). . . Diremo ad esempio che f ∈
L1loc(I;Xloc(R
d)) se, per ogni J ⊂⊂ I e ogni R > 0, vale∫
J
‖ft‖X(BR)dt <∞.
Diremo inoltre che fn → f in L1loc(I;Xloc(Rd)) se, per ogni J ⊂⊂ I e ogni R > 0,
vale
lim
n→∞
∫
J
‖(fn)t − ft‖X(BR)dt = 0.
Il primo problema che viene affrontato in [32] e` quello dell’esistenza di soluzioni
per l’equazione del trasporto nella forma
∂u
∂t
− b · ∇xu+ cu = 0 in D′((0, T )× Rd) , (4.1)
nell’ipotesi che
b ∈ L1(0, T ; (L1loc(Rd))d) , c ∈ L1(0, T ;L1loc(Rd)). (4.2)
Data una condizione iniziale u0 ∈ Lp(Rd), per qualche p ∈ [1,∞], cerchiamo solu-
zioni di (4.1) appartenenti a L∞(0, T ;Lp(Rd)). Il dato iniziale deve essere inteso in
senso distribuzionale, ad esempio si puo` richiedere che valga
−
∫
(0,T )×Rd
u
∂ϕ
∂t
dxdt−
∫
Rd
u0ϕ(0, x)dx+
∫
(0,T )×Rd
u[div(bϕ) + cϕ]dxdt = 0 (4.3)
per ogni funzione test ϕ ∈ C∞c (R×Rd) con supporto contenuto in [0, T [×Rd. Infatti,
nel caso regolare, la (4.3) si ricava integrando per parti l’equazione∫
(0,T )×Rd
[
∂u
∂t
− b · ∇xu+ cu
]
ϕdtdx = 0
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ed imponendo che il dato iniziale classico sia u0. Osserviamo che, per dare senso a
questa definizione, dobbiamo anche supporre
c+ divb ∈ L1(0, T ;Lqloc(Rd)) , b ∈ L1(0, T ; (Lqloc(Rd))d), (4.4)
dove q e` l’esponente coniugato di p (cioe` 1
p
+ 1
q
= 1).
Proposizione 4.1 (Esistenza per l’equazione (4.1)). Siano p ∈ [1,∞] e u0 ∈
Lp(Rd). Supponiamo che valgano (4.2) e (4.4) e che{
c+ 1
p
div b ∈ L1(0, T ;L∞(Rd)) se p > 1
c, div b ∈ L1(0, T ;L∞(Rd)) se p = 1.
Allora esiste una soluzione u ∈ L∞(0, T ;Lp(Rd)) di (4.1) con dato iniziale u0.
Omettiamo la dimostrazione, che comunque ricalca le linee della dimostrazione
del Lemma 3.5, con qualche complicazione dovuta alla minore regolarita` dei dati.
L’idea e` trovare delle stime a priori per le soluzioni regolari, poi regolarizzare i dati
in modo da avere soluzioni classiche, e infine passare al limite debole, sfruttando la
compattezza ottenuta grazie alle stime a priori.
Sia ρ una famiglia di mollificatori su Rd, su cui per ora non facciamo partico-
lari ipotesi oltre a quelle standard (supponiamo cioe` ρ ∈ C∞c , pari e con integrale
unitario). Uno dei principali risultati di DiPerna e Lions e` il seguente teorema.
Teorema 4.2. Sia p ∈ [1,∞], sia u ∈ L∞(0, T ;Lp(Rd)) una soluzione di (4.1) e
supponiamo che
b ∈ L1(0, T ; (W 1,αloc (Rd))d) , c ∈ L1(0, T ;Lαloc(Rd))
per qualche α ≥ q. Allora u = u ∗ ρ soddisfa
∂u
∂t
− b · ∇u + cu = s,
dove s → 0 in L1(0, T ;Lβloc(Rd)), con 1β = 1α + 1p se α o p < ∞, β < ∞ arbitrario
se α = p = ∞.
Osservazione 4.3. Lo stesso risultato vale se sostituiamo 0 nel membro a destra
della (4.1) con f ∈ L1(0, T ;Lβloc(Rd)).
Questo teorema risulta essere una conseguenza immediata del seguente
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Lemma 4.4 (Convergenza dei commutatori).
(i) Siano b ∈ (W 1,αloc (Rd))d e u ∈ Lploc(Rd) con p ∈ [1,∞] e α ≥ q. Allora il
commutatore r tende a zero fortemente, i.e.
r = (b · ∇u) ∗ ρ − b · ∇(u ∗ ρ) → 0 in Lβloc(Rd),
con β come nel Teorema 4.2.
(ii) Siano b ∈ L1(0, T ; (W 1,αloc (Rd))d) e u ∈ L∞(0, T ;Lploc(Rd)) con p ∈ [1,∞] e α ≥ q.
Allora il commutatore r tende a zero fortemente, i.e.
r = (b · ∇u) ∗ ρ − b · ∇(u ∗ ρ) → 0 in L1(0, T ;Lβloc(Rd)),
con β come nel Teorema 4.2.
Dim. (i) Innanzitutto, osserviamo che possiamo riscrivere il commutatore nel modo
seguente:
r = (b · ∇u) ∗ ρ − b · ∇(u ∗ ρ)
= −
∫
Rd
u(y)[divy(b(y)ρ(x− y)) + b(x) · ∇ρ(x− y)]dy
=
∫
Rd
u(y)[(b(y)− b(x)) · ∇ρ(x− y)]dy − (udivb) ∗ ρ. (4.5)
Da risultati standard sulle convoluzioni (richiamati nella Sezione 1.3), il secondo
termine converge a u divb in Lβloc(R
d) per → 0. Se sptρ ⊂ BC , possiamo stimare il
primo addendo per  abbastanza piccolo con∥∥∥∥∥
∫
|x−y|<C
u(y)(b(y)− b(x)) · ∇ρ(x− y)dy
∥∥∥∥∥
Lβx(BR)
≤
∫
z∈BC
‖u(x− z)(b(x − z)− b(x)) · ∇ρ(z)‖Lβx(BR)dz
≤
∫
z∈BC
‖u‖Lp(BR+C)‖(b(x− z)− b(x)) · ∇ρ(z)‖Lαx (BR)dz
≤ ‖u‖Lp(BR+1)
∫
z∈BC
∥∥∥b(x− z)− b(x)
 d
· d+1∇ρ(z)
∥∥∥
Lαx (BR)
dz,
ricordando che 1
β
= 1
p
+ 1
α
e supponendo anche C < 1.
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Ora, osservando che d+1∇ρ e` limitato in L∞(Rd) indipendentemente da ,
dobbiamo stimare solo∫
z∈BC
1
d
(∫
x∈BR
∣∣∣∣∣b(x− z)− b(x)
∣∣∣∣∣
α
dx
)1/α
dz
≤
(∫
y∈BC
∫
x∈BR
∣∣∣∣∣b(x− y)− b(x)
∣∣∣∣∣
α
dxdy
)1/α
=
(∫
y∈BC
∫
x∈BR
∣∣∣∣∣1
∫ 1
0
d
dt
b(x− ty)dt
∣∣∣∣∣
α
dxdy
)1/α
=
(∫
y∈BC
∫
x∈BR
∣∣∣∣∣
∫ 1
0
∇b(x− ty)(−y)dt
∣∣∣∣∣
α
dxdy
)1/α
≤ C
(∫
y∈BC
∫
x∈BR
∫ 1
0
∣∣∇b(x− ty)∣∣αdtdxdy)1/α ≤ C‖∇b‖Lα(BR+C),
dove si e` applicata due volte la disuguaglianza di Jensen (1.2), ricordando che α ≥ 1.
Per concludere, nel caso p <∞, e` sufficiente mostrare che∫
Rd
u(y)[(b(y)− b(x)) · ∇ρ(x− y)]dy → udivb in Lβloc(Rd)
nel caso in cui u e b siano regolari: il caso generale segue per densita`, sfruttando la
stima uniforme appena ricavata. Ma la convergenza e` chiara nel caso in cui u e b
siano regolari: infatti∫
Rd
u(y)[(b(y)− b(x)) · ∇ρ(x− y)]dy
=
∫
Rd
u(x− z)b(x − z) − b(x)

· ∇ρ(z)dz
−→ −u(x)
∫
Rd
Db(x)(z) · ∇ρ(z)dz
= −u(x)
∫
Rd
d∑
i,j=1
∂bi
∂xj
(x)zj
∂ρ
∂zi
(z)dz
= −u(x)
d∑
i,j=1
∂bi
∂xj
(x)
∫
Rd
zj
∂ρ
∂zi
(z)dz = u(x)divb(x),
dato che
∫
zj
∂ρ
∂zi
(z)dz = −δij, come si verifica facilmente con un’integrazione per
parti.
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Questo procedimento di regolarizzazione non funziona nel caso p = ∞, dato che
permetterebbe di ottenere la tesi solo per le funzioni u che siano continue. Bisognera`
stimare in modo piu` accurato, osservando che nel caso L∞ si ha convergenza in
misura delle traslate. Non diamo qui la dimostrazione completa in questo caso,
dato che essa sara` recuperata in un contesto piu` generale (si veda la dimostrazione
del Teorema 5.3).
(ii) La seconda parte del lemma e` una facile conseguenza della prima parte e
del teorema della convergenza dominata. Infatti le stime ricavate in (i) valgono per
L 1-quasi ogni t ∈ [0, T ], grazie alle ipotesi su u e b. Quindi, per L 1-quasi ogni
t ∈ [0, T ], abbiamo che(
(b · ∇u) ∗ ρ − b · ∇(u ∗ ρ)
)
(t, x) → 0 in Lβloc,x(Rd).
Vogliamo mostrare che∫ T
0
∥∥∥((b · ∇u) ∗ ρ − b · ∇(u ∗ ρ))(t, x)∥∥∥
Lβx(BR)
dt→ 0
per ogni R > 0. E` sufficiente allora far vedere che l’integrando, come funzione di t,
e` dominato da una funzione sommabile su [0, T ]. Ma per il punto (i) si ha∥∥∥((b · ∇u) ∗ ρ − b · ∇(u ∗ ρ))(t, x)∥∥∥
Lβx(BR)
≤ K
[
‖u(t, x)‖Lpx(BR+1)‖∇b(t, x)‖Lαx (BR+C) + ‖(udivb)(t, x)‖Lβx(BR)
]
,
che e` appunto una funzione sommabile su [0, T ] grazie alle ipotesi sulla dipendenza
da t di u e b. 
Osservazione 4.5 (Campo BV e soluzioni continue). Otteniamo la stessa
tesi, con β = 1, anche se supponiamo u continua in (t, x) ∈ [0, T ] × Rd, c ∈
L1(0, T ;L1loc(R
d)), b ∈ L1(0, T ; (L1loc(Rd))d),
∂
∂xi
bj(t, x) misura limitata su [0, T ]×K per ogni i, j = 1, . . . , d
e ∫ T
0
‖divxb(t, x)‖L1(K)dt <∞
per ogni compatto K ⊂ Rd. Questo include chiaramente anche il caso
b ∈ L1(0, T ; (W 1,1loc (Rd))d),
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ma sotto ipotesi piu` restrittive su u. Verifichiamolo nel caso in cui non ci sia dipen-
denza dal tempo. La stima del primo addendo del commutatore nella forma (4.5),
in queste nuove ipotesi, diventa∥∥∥∥∥
∫
|x−y|<C
u(y)(b(y)− b(x)) · ∇ρ(x− y)dy
∥∥∥∥∥
L1x(BR)
≤ C‖u‖L∞(BR+1)|Db|(BR+C).
A questo punto per concludere la dimostrazione e` sufficiente approssimare in L1loc
il campo b con funzioni regolari: la continuita` di u garantisce la tesi come nella
dimostrazione precedente. A questo livello risulta naturale congetturare che si possa
dimostrare la convergenza dei commutatori nel caso in cui il campo b sia in BV , con
divergenza assolutamente continua rispetto alla misura di Lebesgue, e la soluzione
u sia solo in L∞loc. Questo risultato e` stato dimostrato nel 2003 da L. Ambrosio ([7]):
il suo lavoro sara` presentato nel Capitolo 5.
Dim. (del Teorema 4.2) Convolvendo ambo i membri della 4.1 con ρ otteniamo(∂u
∂t
− b · ∇xu+ cu
)
∗ ρ = 0 ,
e sviluppando i conti ricaviamo
∂u
∂t
− b · ∇u + cu = [(b · ∇u) ∗ ρ − b · ∇u] + cu − (cu) ∗ ρ .
Per concludere e` ora sufficiente applicare il Lemma 4.4 e osservare che
cu − (cu) ∗ ρ → 0 in L1(0, T ;Lβloc(Rd)).

4.2 Unicita` per l’equazione del trasporto
Il lavoro di DiPerna e Lions procede quindi con la dimostrazione dell’unicita` delle
soluzioni dell’equazione del trasporto.
Teorema 4.6 (Unicita` per l’equazione (4.1)). Sia p ∈ [1,∞] e sia
u ∈ L∞(0, T ;Lp(Rd))
una soluzione di (4.1) con dato iniziale u0 ≡ 0 (i.e., u soddisfa (4.3) con u0 ≡ 0).
Supponiamo che c, divb ∈ L1(0, T ;L∞(Rd)), b ∈ L1(0, T ; (W 1,qloc (Rd))d) e
b
1 + |x| ∈ L
1(0, T ;L1(Rd)) + L1(0, T ;L∞(Rd)). (4.6)
Allora u ≡ 0.
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La dimostrazione di questo teorema ricorda quanto fatto alla fine della Sezio-
ne 3.4, con le dovute modifiche viste le minori condizioni di regolarita` e som-
mabilita`. Inoltre, combinando il Teorema 4.6 con la Proposizione 4.1, otteniamo
immediatamente il seguente corollario, che da` esistenza e unicita` per l’equazione
(4.1).
Corollario 4.7. Sia p ∈ [1,∞] e sia u0 ∈ Lp(Rd). Supponiamo che c, divb ∈
L1(0, T ;L∞(Rd)), b ∈ L1(0, T ; (W 1,qloc (Rd))d) e
b
1 + |x| ∈ L
1(0, T ;L1(Rd)) + L1(0, T ;L∞(Rd)).
Allora esiste un’unica soluzione u di (4.1) in L∞(0, T ;Lp(Rd)) che ha come dato
iniziale u0.
Dim. (del Teorema 4.6) Innanzitutto, applicando il Teorema 4.2, deduciamo che
∂u
∂t
− b · ∇u + cu = s → 0 in L1(0, T ;L1loc(Rd)).
Da questo otteniamo che, se β ∈ C1(R) con β ′ limitata, allora abbiamo
∂
∂t
β(u)− b · ∇β(u) + cuβ ′(u) = sβ ′(u).
Per  che tende a zero si ottiene allora
∂
∂t
β(u)− b · ∇β(u) + cuβ ′(u) = 0 in (0, T )× Rd. (4.7)
Ora consideriamo delle funzioni di taglio φR = φ
( ·
R
)
per R ≥ 1, dove φ e` una
funzione di classe C∞ su Rd, positiva, con supporto contenuto in B2 e identicamente
uguale ad 1 su B1. Allora, testando l’equazione distribuzionale (4.7) contro φR,
otteniamo
d
dt
∫
Rd
β(u)φRdx+
∫
Rd
[cuβ ′(u) + β(u)divb]φRdx = −
∫
Rd
β(u)b · ∇φRdx. (4.8)
Nel caso p < ∞ vorremmo scegliere come funzione per la rinormalizzazione β(t) =
(|t| ∧ 1)p, che e` una funzione lipschitziana, ma non C1, su R. E` pero` facile verificare
(per approssimazione con funzioni regolari) che la formula (4.8) vale anche per tale
funzione, quindi deduciamo che
d
dt
∫
Rd
(|u| ∧ 1)pφRdx ≤ C
∫
Rd
(|u| ∧ 1)pφRdx+ C
R
∫
R≤|x|≤2R
(|u| ∧ 1)p|b(t, x)|dx,
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dove C = C(t) e` indipendente da x ed appartiene a L1(0, T ). Ora osserviamo che
(|u| ∧ 1)p ∈ L∞(0, T ;L1 ∩ L∞(Rd)) e che
|b(t, x)|
R
χ{R≤|x|≤2R} ≤ 3 |b(t, x)|
1 + |x| χ{R≤|x|}.
Quindi deduciamo dall’ipotesi (4.6) che
d
dt
∫
Rd
(|u| ∧ 1)pφRdx ≤ C
∫
Rd
(|u| ∧ 1)pφRdx
+ 3Cm
∫
|x|≥R
(|u| ∧ 1)pdx+ 3C
∫
|x|≥R
|b1(t, x)|
1 + |x| dx,
in cui b = b1 +b2, con b1/(1+ |x|) ∈ L1(0, T ;L1(Rd)), b2/(1+ |x|) ∈ L1(0, T ;L∞(Rd))
e m = ‖b2/(1 + |x|)‖∞. Mandando R all’infinito, segue che
d
dt
∫
Rd
(|u| ∧ 1)pdx ≤ C(t)
∫
Rd
(|u| ∧ 1)pdx,
da cui applicando il lemma di Gronwall si ricava (|u| ∧ 1) ≡ 0 e quindi la tesi.
La dimostrazione nel caso p = ∞ si ottiene tramite un argomento di dualita`, per
il quale ci riferiamo a [32]. In alternativa, si veda direttamente la dimostrazione nel
caso BV (Teorema 5.10). 
Concludiamo questa sezione osservando che, dalla dimostrazione del Teorema
4.6, segue anche la validita` della formula
∂
∂t
β(u)− b · ∇β(u) + cuβ ′(u) = 0 in (0, T )× Rd
per ogni funzione β ∈ C1(R) tale che
|β ′(t)| ≤ C(1 + |t|r),
con r = p− 1 se q > d, r < p− 1 se q = d, r = p
d
se q < d.
4.3 Soluzioni rinormalizzate e teoremi di stabilita`
In [32] viene successivamente esteso il concetto di soluzione rinormalizzata, in modo
da poter trattare soluzioni dell’equazione del trasporto non necessariamente in senso
distribuzionale. Cio` e` utile quando non ci siano stime a priori sulla soluzione (si veda
ad esempio la Sezione 4 di [42]).
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In tutto il resto di questa sezione supporremo che
b ∈ L1(0, T ; (W 1,1loc (Rd))d) , divb ∈ L1(0, T ;L∞(Rd)) , c ∈ L1(0, T ;L∞(Rd))
e |b(t, x)|
1 + |x| ∈ L
1(0, T ;L1(Rd)) + L1(0, T ;L∞(Rd)).
Definiamo L0 =
{
u : Rd → R : L d({|u| > λ}) < +∞ per ogni λ > 0}. Se
u ∈ L0 e β ∈ C(R) e` limitata e si annulla in un intorno di zero, allora β(u) ∈
L1(Rd)∩L∞(Rd). Diciamo che un → u in L0 se β(un) → β(u) in L1 per ogni tale β
e che (un) e` limitata in L
0 se (β(un)) e` limitata in L
1 per ogni tale β.
Definizione 4.8. u ∈ L∞(0, T ;L0) viene detta soluzione rinormalizzata di (4.1) se
vale
∂
∂t
β(u)− b · ∇β(u) + cuβ ′(u) = 0 in (0, T )× Rd
per ogni β ∈ C1(R) che si annulli in un intorno di zero e tale che β e β
′(t)
1 + |t| siano
limitate su R.
Il seguente teorema garantisce che, in ipotesi di sufficiente regolarita`, le nozioni
di soluzione rinormalizzata e di soluzione distribuzionale coincidono. Si osservi che
la seconda parte del teorema e` conseguenza quasi immediata delle osservazioni fatte
alla fine della sezione precedente.
Teorema 4.9 (Consistenza). Supponiamo che
u ∈ L∞(0, T ;Lp(Rd)) , b ∈ L1(0, T ; (Lp(Rd))d) per qualche p ∈ [1,∞]
e che valgano le condizioni enunciate all’inizio della sezione. Se u e` una soluzione
rinormalizzata di (4.1) nel senso della Definizione 4.8, allora u e` una soluzione
distribuzionale di (4.1). Se b ∈ L1(0, T ; (W 1,qloc (Rd))d) vale anche il viceversa.
Citiamo infine il teorema di stabilita` seguente, tratto sempre da [32], che da` delle
condizioni sotto le quali si ha convergenza delle soluzioni di equazioni approssimanti
alla soluzione rinormalizzata dell’equazione limite. Per semplicita` consideriamo solo
il caso c = 0.
Teorema 4.10 (Stabilita` per c = 0). Siano bn, cn ∈ L1(0, T ;L1loc) tali che divbn ∈
L1(0, T ;L1loc) e supponiamo che bn, cn e divbn convergano rispettivamente a b, 0 e
divb in L1(0, T ;L1loc), dove il campo limite b soddisfa le ipotesi enunciate all’inizio
della sezione (con c = 0). Sia (un) una successione limitata in L
∞(0, T ;L0) tale
che, per ogni n, un sia soluzione rinormalizzata (nel senso della Definizione 4.8)
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dell’equazione (4.1) con (b, c) sostituiti da (bn, cn), relativa al dato iniziale u
0
n. Sup-
poniamo che u0n converga in L
0
loc a qualche u
0 ∈ L0.
(i) (Convergenza locale). Allora un converge in C([0, T ];L
0
loc) alla soluzione rinor-
malizzata u di (4.1) con c = 0 corrispondente al dato iniziale u0. Se supponiamo
inoltre che u0n converga a u
0 in Lploc per qualche p ∈ [1,∞[, che (un) sia limitata in
L∞(0, T ;Lploc) e che bn, cn e divbn siano limitate in L
1(0, T ;L∞loc), allora un converge
a u in C([0, T ]);Lploc).
(ii) (Convergenza globale). Supponiamo che cn converga a zero in L
1(0, T ;L1 + Lr)
(per qualche r <∞), che divbn = α1n +α2n, con (α2n) limitata in L1(0, T ;L∞) e (α1n)
convergente in L1(0, T ;L1), che u0n converga a u
0 in L0 e che per ogni n valga
d
dt
∫
Rd
β(un)dx+
∫
Rd
cnunβ
′(un) + divbnβ(un)dx = 0
per ogni β ∈ C1(R) limitata e nulla in un intorno di zero. Allora un converge a
u in C([0, T ];L0). Inoltre, se supponiamo che u0n converga a u
0 in Lp per qualche
p ∈ [1,∞[, che (un) sia limitata in L∞(0, T ;Lp) (o che cn = 0) e che bn, cn e divbn
siano limitate in L1(0, T ;L∞), allora un converge a u in C([0, T ]);Lp).
4.4 L’estensione di Capuzzo Dolcetta e Perthame
Nel 1996, I. Capuzzo Dolcetta e B. Perthame ([22]) hanno mostrato la convergenza
dei commutatori (vedi il Lemma 4.4) con la sola ipotesi che la parte simmetrica della
derivata (e non l’intera derivata) di b sia localmente sommabile. Questo risultato,
assieme al lavoro di Ambrosio [7], ha motivato la ricerca di un’estensione di questi
teoremi nel caso in cui il campo sia BD, obiettivo parzialmente raggiunto in [10] (si
veda il Capitolo 8).
Il risultato di Capuzzo Dolcetta e Perthame consiste nel ricavare una stima per
(4.5) nello spirito del Lemma 4.4, ma solamente per mezzo della derivata simmetrica.
Per questo scopo, e` sufficiente considerare un nucleo di convoluzione radiale, cioe` del
tipo ρ(z) = h(|z|), con h : R+ → R+. Partendo dalla (4.5) possiamo allora scrivere∫
Rd
u(y)[(b(y)− b(x)) · ∇ρ(x− y)]dy
=
∫
Rd
u(x− z)
[
b(x− z)− b(x)

· ∇ρ(z)
]
dz
=
∫
Rd
u(x− z)
[
b(x− z)− b(x)

· z|z|h
′(|z|)
]
dz.
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A questo punto e` sufficiente osservare che
b(x− z)− b(x)

· z|z| −→ −Eb(x)z ·
z
|z| in L
1
loc,x(R
d),
dato che la derivata simmetrica Eb e` localmente sommabile. Per verificarlo, si
puo` utilizzare il teorema di struttura per funzioni di Sobolev, che si puo` enunciare
in modo analogo a quanto fatto nelle Sezioni 2.6 e 2.8. Quindi per concludere e`
sufficiente ripercorrere l’ultima parte della dimostrazione del lemma 4.4, ottenendo
la convergenza a zero dei commutatori. La dimostrazione sara` ripresa con tutti
i dettagli nel caso b ∈ BD, trattato nel Capitolo 8: anche in tal caso verranno
utilizzati dei nuclei di convoluzione radiali, stimando poi i commutatori con le diverse
parti della derivata simmetrica del campo.
4.5 Equazione di Vlasov con coefficienti BV
In questa sezione riassumiamo un risultato di F. Bouchut ([17]) riguardante le so-
luzioni rinormalizzate dell’equazione di Vlasov con coefficienti a variazione limitata.
Presentiamo questo risultato perche´ viene introdotta la tecnica di regolarizzazione
anisotropa, che sara` alla base di [7]. L’idea e` la seguente: supponiamo di avere un
campo che dipenda da due gruppi di variabili x1 e x2, con “pochissima” regolarita`
in x1 e una “ragionevole” regolarita` in x2 (tutto questo verra` chiarito e formaliz-
zato in questa sezione, nell’Osservazione 5.8 e nella Sezione 9.3). Regolarizziamo il
campo con due distinti mollificatori, ρ nelle variabili x1 e τµ nelle variabili x2. La
tecnica di regolarizzazione anisotropa consiste nel mandare a zero il parametro di
regolarizzazione  piu` velocemente di τ : cio` permette di ignorare la poca regolarita`
del campo rispetto alla prima variabile.
L’equazione di Vlasov
∂tf + ξ · ∇xf + divξ[E(t, x)f ] = 0 (4.9)
descrive l’evoluzione nello spazio delle fasi (x, ξ) della densita` f di particelle sot-
toposte alla legge fondamentale della meccanica x˙ = ξ, ξ˙ = E(t, x). La questione
della regolarita` ottimale del campo di forze E(t, x) che assicuri la buona positura
del problema di Cauchy per (4.9) e` di interesse nelle applicazioni.
Teorema 4.11 (Bouchut). Sia Ω ⊂ Rnx × Rmξ un aperto e siano
v ∈ L1(0, T ; (W 1,1loc (Ω))n)
e E ∈ L1(0, T ; (L1loc(Ω))m) tale che, per quasi ogni t ∈ [0, T ], E(t, ·) ∈ (BVloc(Ω))m,∫ T
0
|DE(t, ·)|(Ω′)dt <∞ per ogni aperto Ω′ ⊂⊂ Ω
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e
∇ξE ∈ L1(0, T ; (L1loc(Ω))m×m).
Sia f ∈ L∞(0, T ;L∞loc(Ω)) tale che
F = ∂tf + divx[v(t, x, ξ)f ] + divξ[E(t, x, ξ)f ] ∈ L1(0, T ;L1loc(Ω)).
Allora
(i) per ogni insieme boreliano Z ⊂ R con L 1(Z) = 0 si ha F = 0 L n+m+1-quasi
ovunque in f−1(Z);
(ii) per ogni g : R → R lipschitziana vale
∂t[g(f)] + divx[vg(f)] + divξ[Eg(f)]− g(f)(divxv + divξE)
= g′(f)[∂tf + divx(vf) + divξ(Ef)− f(divxv + divξE)].
Osserviamo che le ipotesi del Teorema 4.11 significano che, localmente, la deri-
vata spaziale del campo (v, E) soddisfa
∇x,ξ(v(t, x, ξ), E(t, x, ξ)) ∈
(
L1 L1
M L1
)
.
Quindi il Teorema 4.11, visto nello scenario della teoria di DiPerna e Lions che tratta
il caso di regolarita` di tipo Sobolev del campo, suggerisce che la rinormalizzazione
vale anche “spezzando” il campo e indebolendo in modo appropriato la regolarita`
rispetto a certi gruppi di variabili spaziali. A questo proposito, si veda la congettura
formulata da Ambrosio in [7], richiamata nell’Osservazione 5.8 del prossimo capitolo.
Daremo la dimostrazione del Teorema 4.11 solo nel caso di non dipendenza dal
tempo, essendo il caso generale una semplice variante. Come nel caso di DiPerna e
Lions, sara` sufficiente mostrare il lemma seguente.
Lemma 4.12. Sia Ω ⊂ Rnx×Rmξ un aperto e siano v ∈ (W 1,1loc (Ω))n, E ∈ (BVloc(Ω))m
con ∇ξE ∈ (L1loc(Ω))m×m e f ∈ L∞loc(Ω). Allora esistono due successioni strettamente
positive n → 0 e µn → 0 tali che
(ρn⊗ρµn)∗[divx(vf)+divξ(Ef)]−divx[v((ρn⊗ρµn)∗f)]−divξ[E((ρn⊗ρµn)∗f)] → 0
(4.10)
in L1loc(Ω) per n → ∞, dove ρ e ρµ sono nuclei di convoluzione in Rn e Rm
rispettivamente e ∗ denota la convoluzione rispetto a tutte le variabili spaziali.
Dim. Riscriviamo il commutatore I(x, ξ) definito da (4.10) come I = I v + IE, con
Iv(x, ξ) =
∫∫
[f(x− y, ξ − η)− f(x, ξ)][v(x− y, ξ − η)− v(x, ξ)] · ∇ρ(y)ρµ(η)dydη
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e
IE(x, ξ) =
∫∫
[f(x−y, ξ−η)−f(x, ξ)][E(x−y, ξ−η)−E(x, ξ)] ·ρ(y)∇ρµ(η)dydη.
Decomponiamo ulteriormente IE = IE,x + IE,ξ, dove IE,x coinvolge E(x − y, ξ) −
E(x, ξ) e IE,ξ coinvolge E(x − y, ξ − η) − E(x − y, ξ). Consideriamo un aperto
Ω′ ⊂⊂ Ω tale che Ω′ + spt(ρ ⊗ ρµ) ⊂ Ω1 ⊂⊂ Ω. Allora, dato che
‖E(x− y, ξ)− E(x, ξ)‖L1x,ξ(Ω′) ≤ ‖∇xE‖M(Ω1)|y| se |y| < ,
otteniamo la stima
‖IE,x‖L1x,ξ(Ω′) (4.11)
≤ 
µ
(∫
|µ∇ρµ|
)
‖∇xE‖M(Ω1) sup
|y|<,|η|<µ
‖f(x− y, ξ − η)− f(x, ξ)‖L∞x,ξ(Ω′).
Analogamente possiamo ottenere
‖IE,ξ‖L1x,ξ(Ω′) (4.12)
≤
(∫
|µ∇ρµ|
)
‖∇ξE‖L1(Ω1) sup
|y|<,|η|<µ
‖f(x− y, ξ − η)− f(x, ξ)‖L∞x,ξ(Ω′)
e
‖Iv‖L1x,ξ(Ω′) (4.13)
≤
(
1 +
µ

)(∫
|∇ρ|
)
‖∇x,ξv‖L1(Ω1) sup
|y|<,|η|<µ
‖f(x− y, ξ − η)− f(x, ξ)‖L∞x,ξ(Ω′).
Ora scegliamo n/µn = 1/n. Dato che f ∈ L∞loc(Ω), la (4.11) da` immediatemente
che ‖IE,x‖ → 0 per n→∞. Date le ipotesi di regolarita` (di tipo Sobolev) su E e v,
esistono delle approssimanti regolari En e vn tali che
‖∇x,ξ(v − vn)‖L1(Ω1) ≤ 1/n2, ‖∇ξ(E − En)‖L1(Ω1) ≤ 1/n.
Quindi possiamo scrivere
‖IE,ξ‖L1(Ω′) ≤ ‖IE−En,ξ‖L1(Ω′) + ‖IEn,ξ‖L1(Ω′)
e
‖Iv‖L1(Ω′) ≤ ‖Iv−vn‖L1(Ω′) + ‖Ivn‖L1(Ω′).
Per le stime (4.12) e (4.13) applicate a E−En e v−vn otteniamo ‖IE−En,ξ‖L1(Ω′) → 0
e ‖Iv−vn‖L1(Ω′) → 0. Rimangono quindi da stimare solo ‖IEn,ξ‖L1(Ω′) e ‖Ivn‖L1(Ω′).
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Introduciamo un esponente 1 ≤ p < ∞, e con stime simili a quelle del Lemma 4.4
otteniamo
‖IEn,ξ‖L1x,ξ(Ω′) (4.14)
≤
(∫
|µ∇ρµ|
)
‖∇ξEn‖Lp′ (Ω1) sup|y|<,|η|<µ ‖f(x− y, ξ − η)− f(x, ξ)‖L
p
x,ξ(Ω
′)
e
‖Ivn‖L1x,ξ(Ω′) (4.15)
≤
(
1 +
µ

)(∫
|∇ρ|
)
‖∇x,ξvn‖Lp′(Ω1) sup|y|<,|η|<µ ‖f(x− y, ξ − η)− f(x, ξ)‖L
p
x,ξ(Ω
′).
Ma dato che, essendo p <∞, si ha
sup
|y|<,|η|<µ
‖f(x− y, ξ − η)− f(x, ξ)‖Lpx,ξ(Ω′) → 0 per , µ→ 0,
possiamo scegliere n e µn sufficientemente piccoli, sempre rispettando il vincolo
n/µn = 1/n, in modo che i membri destri di (4.14) e (4.15) siano minori di 1/n, e
cio` conclude la dimostrazione. 
4.6 Campi vettoriali conormali BV
Nel 2003, F. Colombini e N. Lerner hanno esteso i risultati sulla rinormalizzazione
per l’equazione del trasporto a campi vettoriali che siano “BV in una sola direzione”,
in un senso che sara` chiaro tra poco. In [25] viene dimostrata l’unicita` per le soluzioni
continue, mentre in [26] viene sfruttata la tecnica di regolarizzazione anisotropa di
Bouchut per mostrare la rinormalizzazione per campi vettoriali conormali BV . La
presentazione di questi risultati seguira` l’approccio di [31], in cui viene riassunta la
tecnica della dimostrazione di Colombini e Lerner.
Sia X un campo vettoriale in Ω ⊂ Rd, identificato con l’operatore differenzia-
le associato, e sia S ⊂ Ω una ipersuperficie lipschitziana orientata da un vettore
unitario ν. Nel seguito supporremo sempre valide le seguenti condizioni:
X ∈ L∞loc(Ω) , divX ∈ L∞loc(Ω) , X positivamente trasversa a S , (4.16)
dove con l’ultima condizione intendiamo che, per ogni x0 ∈ S, esiste un intorno V0
di x0 in S tale che inf essx∈V0X(x) · ν(x) > 0. In questo modo sono ben definiti gli
intorni superiore e inferiore S+ e S−.
Il primo teorema ([25]) riguarda l’unicita` per soluzioni continue nel caso di campo
BV .
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Teorema 4.13 (Unicita` per soluzioni continue). Siano X e S come in (4.16)
e supponiamo che X ∈ BVloc(Ω) e c ∈ Mloc(Ω). Sia u ∈ C(Ω) tale che
Xu = cu sptu ⊂ S+.
Allora, se c+ ∈ L∞loc(Ω), u si annulla in un intorno di S.
Passiamo ora alla definizione di campo vettoriale conormale BV .
Definizione 4.14 (Funzioni e campi conormali BV ). Sia Ω ⊂ Rd un aperto.
(i) Una funzione a ∈ BV (Ω) appartiene a CBV (Ω) (lo spazio delle funzioni conor-
mali BV in Ω) se ogni x ∈ Ω possiede un intorno aperto V ⊂ Ω tale che esistano
coordinate locali di classe C1,1 in V tali che
∂a
∂x1
∈ M(V ) , ∂a
∂xk
∈ L1(V ) k ≥ 2.
(ii) Un campo vettoriale X ∈ BV (Ω) appartiene a CBV (Ω) (lo spazio dei campi
vettoriali conormali BV in Ω) se ogni x ∈ Ω possiede un intorno aperto V ⊂ Ω tale
che esistano coordinate locali di classe C1,1 in V tali che, se X =
∑
j aj∂j,
per ogni j = 1, . . . d
∂aj
∂x1
∈ M(V ) , ∂aj
∂xk
∈ L1(V ) k ≥ 2.
Il teorema principale dimostrato in [26] e` il seguente:
Teorema 4.15 (Colombini–Lerner). Sia Ω ⊂ Rd un aperto e siano X e S come
in (4.16). Supponiamo che esista un aperto Ω0 ⊂ Ω tale che H d−1(Ω \ Ω0) = 0 e
X ∈ CBVloc(Ω0) e sia c ∈ L1loc(Ω). Sia u ∈ L∞loc(Ω) tale che
Xu = cu sptu ⊂ S+.
Allora, se c+ ∈ L∞loc(Ω), u si annulla in un intorno di S.
Riassumiamo la tecnica della dimostrazione, suddividendola in tre passi. Siano
X e S come sopra, soddisfacenti le ipotesi (4.16).
Passo 1. Sia u ∈ L∞loc(Ω) tale che, per qualche c ∈ L1loc(Ω), valga
Xu ≤ cu sptu ⊂ S+ u ≥ 0.
Allora, se (c+ divX)+ ∈ L∞loc(Ω), u si annulla in un intorno di S.
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Passo 2. Sia Ω0 ⊂ Ω un aperto tale che H d−1(Ω \ Ω0) = 0 e siano u ∈ L∞loc(Ω) e
f ∈ L1loc(Ω) tali che
Xu = f in D′(Ω0).
Allora
Xu = f in D′(Ω).
Osserviamo che in questi primi due passi non serve la regolarita` CBV del campo,
inoltre basterebbe supporre che la divergenza sia in L1loc(Ω).
Passo 3. Sia c ∈ L1loc(Ω) e supponiamo che X ∈ CBVloc(Ω). Se u ∈ L∞loc(Ω) risolve
Xu = cu in D′(Ω) ,
allora risolve anche
X(u2) = 2cu2 in D′(Ω).
Quindi, il Passo 3 permette di ridurci alle soluzioni positive, per le quali si uti-
lizza il risultato del Passo 1. Il Passo 2 permette di estendere il risultato da locale
a globale e si basa su argomenti classici di teoria della misura (si confronti questo
risultato con la prima parte della Proposizione 7.4).
La dimostrazione del Passo 3 si basa su una tecnica di regolarizzazione anisotro-
pa, analoga a quella descritta nella sezione precedente. Il risultato di Colombini e
Lerner include il caso “W 1,1 a tratti” trattato da P. L. Lions in [44] ed ha ispirato
il lavoro di L. Ambrosio relativo al caso BV : grazie al teorema del rango uno di
Alberti il comportamento locale di una qualunque funzione BV e` “asintoticamente
conormale”, e cio` permettera` con un opportuno procedimento di localizzazione di
applicare regolarizzazioni anisotrope a un qualunque campo BV .
Capitolo 5
Rinormalizzazione in BV
Questo capitolo e il successivo saranno dedicati al lavoro di L. Ambrosio [7]. Nella
prima sezione di questo capitolo riportiamo la dimostrazione della proprieta` di rinor-
malizzazione per le soluzioni L∞ dell’equazione del trasporto con campo vettoriale
BV . La prova si basa essenzialmente su una tecnica di regolarizzazione anisotropa
e sul teorema del rango uno di Alberti. Nella seconda sezione presentiamo un argo-
mento inedito di G. Alberti che permette di evitare l’utilizzo del teorema del rango
uno, dando una costruzione diretta dei nuclei quasi–ottimali con cui effettuare la
regolarizzazione. Nell’ultima sezione infine vengono illustrate le conseguenze della
proprieta` di rinormalizzazione, che portano a risultati di unicita` e confronto per
l’equazione del trasporto.
5.1 Rinormalizzazione dell’equazione del traspor-
to con campo BV
Nel caso di campi vettoriali di Sobolev (e anche nel caso richiamato nella Sezione
4.4) viene sfruttato il fatto che i rapporti incrementali convergono fortemente in
L1loc alla derivata. Questo fatto permette di controllare i rapporti incrementali con
la derivata, che e` localmente limitata in L1, e quindi di ottenere le stime cercate.
Nel caso BV non si ha convergenza forte, ma si puo` dare una scrittura canonica
del rapporto incrementale come somma di due addendi, uno convergente fortemente
come nel caso Sobolev e uno che si stima con la parte singolare della derivata. Questa
costruzione e` contenuta nel seguente lemma e sara` alla base anche della prova della
rinormalizzazione in SBD (sia veda la Proposizione 8.2).
Ricordiamo che, se u ∈ BV (Rd; Rm), per ogni z ∈ Rd e per ogni compatto K ⊂ Ω
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vale ∫
K
|u(x+ z)− u(x)|dx ≤
∣∣∣ d∑
i=1
ziDiu
∣∣∣(K|z|), (5.1)
dove K|z| e` l’intorno aperto di K di raggio |z|, nell’ipotesi che |z| < dist(K, ∂Ω).
Lemma 5.1 (Rapporti incrementali di funzioni BV ). Sia u ∈ BVloc(Rd; Rm)
e sia z ∈ Rd. Allora i rapporti incrementali
u(x+ δz)− u(x)
δ
possono essere scritti canonicamente come u1δ(z) + u
2
δ(z), dove u
1
δ(z) converge for-
temente in L1loc(R
d; Rm) per δ ↓ 0 alla parte assolutamente continua della derivata
direzionale, cioe` a
d∑
i=1
∂u
∂xi
(x)zi ,
e
lim sup
δ↓0
∫
K
|u2δ(z)|dx ≤ |z||Dsu|(K) (5.2)
per ogni compatto K ⊂ Rd. Inoltre, abbiamo la stima uniforme
sup
z∈K′
sup
δ∈(0,)
∫
K
|u1δ(z)|+ |u2δ(z)|dx ≤ sup
z∈K′
|z||Du|({x : dist(x,K) ≤ }), (5.3)
dove K e K ′ sono sottoinsiemi compatti qualunque di Rd e  > 0.
Dim. A meno di una rotazione e di una dilatazione possiamo supporre z = ed e
scriveremo x = (x′, xd) con x′ ∈ Rd−1 e xd ∈ R.
Osserviamo che, se µ e` una misura su R localmente finita a valori in Rm, allora
grazie al teorema di Fubini la funzione
µˆδ(t) =
µ([t, t+ δ])
δ
soddisfa ∫
K
|µˆδ|dt ≤ |µ|(Kδ) (5.4)
per ogni compatto K ⊂ R. Grazie a un argomento di densita`, segue facilmente che
se µ L 1 allora µˆδ converge in L1loc(R) alla densita` di µ rispetto a L 1.
Definiamo quindi
u1δ(x
′, xd) =
̂∂u
∂xd
(x′, ·)L 1(xd) = 1
δ
∫ xd+δ
xd
∂u
∂xd
(x′, s)ds.
5.1. Rinormalizzazione dell’equazione del trasporto con campo BV 75
Per quanto osservato e grazie al Teorema di Fubini, segue che u1δ converge in
L1loc(R
d; Rm) a ∂u/∂xd.
Rimane da mostrare la (5.2) (la (5.3) seguira` dalla (5.2) e dalla (5.1)). Ricor-
dando quanto richiamato nella Sezione 2.6 sulle sezioni unidimensionali di funzioni
BV , posto ux′(s) = u(x
′, s), per L d−1-quasi ogni x′ valgono le tre proprieta` seguenti:
(a) ux′ ∈ BVloc(R; Rm);
(b) u′x′(s) = ∂u/∂xd(x
′, s) per L 1-quasi ogni s ∈ R;
(c) per ogni δ > 0 vale ux′(s+δ)−ux′(s) = Dux′([s, s+δ]) per L 1-quasi ogni s ∈ R.
Inoltre abbiamo anche che
∫
Rd−1
|Dsux′|dx′ ≤ |Dsu|. Quindi, fissato δ > 0, per
L d−1-quasi ogni x′ abbiamo
u(x′, xd + δ)− u(x′, xd)
δ
=
ux′(xd + δ)− ux′(xd)
δ
=
Dux′([xd, xd + δ])
δ
= û′x′L
1(xd) + D̂sux′(xd)
= u1δ(x
′, xd) + D̂sux′(xd) per L 1-quasi ogni xd.
Grazie a (5.4) otteniamo quindi che∫
K
|u2δ|dxddx′ ≤
∫
Rd−1
∫
{xd:(x′,xd)∈K}
|D̂sux′|(xd)dxddx′
≤
∫
Rd−1
|Dsux′|({xd : (x′, xd) ∈ Kδ})dx′ ≤ |Dsu|(Kδ).

Introduciamo ora le principali ipotesi sul problema che verranno utilizzate nel
resto del capitolo. Fissiamo T ∈ (0,+∞) e un aperto Ω ⊂ Rd e consideriamo una
funzione b(t, x) : (0, T )× Ω → Rd tale che
bt(x) = b(t, x) ∈ BVloc,x(Ω) per L 1-quasi ogni t ∈ (0, T ) (5.5)
e ∫
I×BR
|bt|dxdt+
∫
I
|Dbt|(BR)dt <∞ per ogni R > 0 e I¯ ⊂ (0, T ). (5.6)
Supponiamo anche che per L 1-quasi ogni t ∈ (0, T ) la divergenza spaziale di bt
(indicata con Dx · bt o semplicemente con D · bt) sia assolutamente continua rispetto
a L d, cioe` che la distribuzione D · bt si possa rappresentare con divbtL d.
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Per discutere l’equazione del trasporto, dobbiamo dare una definizione del pro-
dotto b · ∇w quando w e` solamente una funzione in L∞loc((0, T )× Ω). Definiamo la
distribuzione b · ∇w per mezzo dell’identita`
〈b · ∇w, ϕ〉 = 〈Dx · (wb), ϕ〉 − 〈wDx · b, ϕ〉
= −
∫
(0,T )×Rd
w∇ϕ · b dtdx−
∫
(0,T )×Rd
wϕ divbt dtdx,
per ogni ϕ ∈ C∞c ((0, T ) × Ω). Osserviamo che per dare senso a questa definizione
e` necessario supporre l’assoluta continuita` della divergenza del campo rispetto alla
misura di Lebesgue.
Scrivendo la decomposizione polare
Dsbt = Mt|Dsbt| in Ω per L 1-quasi ogni t ∈ (0, T ) (5.7)
ed applicando il teorema del rango uno di Alberti (Teorema 2.26), otteniamo dei
vettori ηt(x) e ξt(x) appartenenti a Sd−1 tali che Mt = ηt ⊗ ξt |Dsbt|-quasi ovunque
in Ω. Osservando che possiamo scrivere
D · bt = traccia(∇xbt)L d + 〈ξt, ηt〉|Dsbt|,
dall’ipotesi D · bt  L d per L 1-quasi ogni t otteniamo che
ξt ⊥ ηt |Dsbt|-quasi ovunque in Ω
per L 1-quasi ogni t ∈ (0, T ). Integrando rispetto al tempo, definiamo |Db| =∫ T
0
|Dbt|dt, in modo cioe` che valga∫
(0,T )×Ω
ϕ(t, x)d|Db|(t, x) =
∫ T
0
∫
Ω
ϕ(t, x)d|Dbt|(x)dt
per ogni ϕ ∈ Cc((0, T )× Ω). Con una costruzione analoga definiamo |Dab|, assolu-
tamente continua rispetto a L d+1, e |Dsb|, singolare rispetto a L d+1.
Definizione 5.2 (Energia anisotropa ed isotropa di un nucleo). Se M e` una
matrice d × d e ρ e` un nucleo di convoluzione con supporto compatto definiamo
l’energia anisotropa di ρ
Λ(M, ρ) =
∫
Rd
|〈Mz,∇ρ(z)〉|dz
e l’energia isotropa di ρ
I(ρ) =
∫
Rd
|z||∇ρ(z)|dz.
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Il seguente teorema da` due stime quantitative per i commutatori introdotti da
DiPerna e Lions (si veda il Lemma 4.4), nel caso in cui il campo vettoriale abbia
variazione limitata rispetto alle variabili spaziali. Osserviamo che le mollificazioni
vengono applicate solo alle variabili spaziali.
Teorema 5.3 (Stime dei commutatori per campi BV ). Supponiamo che val-
gano (5.5) e (5.6) e che D · bt  L d per L 1-quasi ogni t ∈ (0, T ). Per ogni
w ∈ L∞loc((0, T )× Ω) ed ogni nucleo di convoluzione ρ : Rd → [0,+∞) con supporto
contenuto nella palla unitaria definiamo
rδ = (b · ∇w) ∗ ρδ − b · ∇(w ∗ ρδ).
Siano Q ⊂ A ⊂⊂ (0, T ) × Ω, con Q compatto e A aperto, e sia L = ‖w‖L∞(A).
Allora
lim sup
δ→0
∫
Q
|rδ|dtdx ≤ L
∫
Q
Λ(Mt(x), ρ)d|Dsb|(t, x) + L(d+ I(ρ))|Dab|(Q) (5.8)
(dove Mt e` definito dalla (5.7)) e
lim sup
δ→0
∫
Q
|rδ|dtdx ≤ LI(ρ)|Dsb|(Q). (5.9)
Dim. Poniamo τ = dist(Q, ∂A) e supponiamo senza perdita di generalita` che
‖w‖L∞(A) = 1. Sfruttando la parita` del nucleo ρ, come fatto nella dimostrazione del
Lemma 4.4, ricaviamo che
rδ(t, x) =
∫
Rd
w(t, y)[(bt(y)− bt(x)) · ∇ρδ(x− y)]dy − (wdivbt) ∗ ρδ(x)
per (t, x) ∈ Q e δ < τ . Con un cambiamento di variabili si ottiene
rδ(t, x) =
∫
Rd
w(t, x− δz)
[
bt(x− δz)− bt(x)
δ
· ∇ρδ(z)
]
dz − (wdivbt) ∗ ρδ(t, x).
Cominciamo con il provare la (5.9). Spezzando il rapporto incrementale come
indicato nel Lemma 5.1 otteniamo
lim sup
δ→0
∫
Q
∣∣∣∣∣
∫
Rd
w(t, x− δz)
[
bt(x− δz)− bt(x)
δ
· ∇ρδ(z)
]
dz − (wdivbt) ∗ ρδ
∣∣∣∣∣dtdx
≤ lim sup
δ→0
∫
Q
∣∣∣∣∣
∫
Rd
w(t, x− δz)(bt)1δ(−z) · ∇ρδ(z)dz − w(t, x)divb(t, x)
∣∣∣∣∣dtdx
+ lim sup
δ→0
∫
Rd
|∇ρ(z)|
∫
Q
|(bt)2δ(−z)|dxdtdz.
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Mostriamo che
w(t, x− δz)(bt)1δ(−z)(x) → w(t, x)∇bt(x)(−z) fortemente in L1loc(Ω×Rd) (5.10)
per L 1-quasi ogni t ∈ (0, T ). Grazie al Lemma 5.1 abbiamo convergenza forte in
L1loc,x(Ω) di (bt)
1
δ(−z) e quindi convergenza forte in L1loc(Ω×Rd) sfruttando la stima
(5.3). Inoltre, w(t, x− δz) → w(t, x) in misura in Ω, per ogni fissato z ∈ Rd; grazie
alla limitatezza di w, per ogni Ω′ ⊂⊂ Ω e ogni R > 0 si trova una costante C > 0
tale che |w(t, x− δz)| ≤ C per ogni x ∈ Ω′ e ogni z ∈ BR, se δ < 1. Si ottiene quindi
che
∫
Ω′×BR
|w(t, x− δz)(bt)1δ(−z)(x) − w(t, x)∇bt(x)(−z)|dxdz
≤ C
∫
Ω′×BR
|(bt)1δ(−z)(x)−∇bt(x)(−z)|dxdz
+
∫
BR
(∫
Ω′
|∇bt(x)(−z)||w(t, x− δz)− w(t, x)|dx
)
dz
e i due addendi convergono a zero per δ ↓ 0, il primo grazie alla convergenza forte
di (bt)
1
δ(−z), il secondo osservando che l’integrale interno converge a zero per ogni
z ∈ Rd fissato e applicando quindi il teorema della convergenza dominata, grazie
alla dominazione espressa da (5.3). Ne segue che il primo lim sup e` uguale a zero,
dato che
∫
zi∂ρ/∂zjdz = −δij . Il secondo lim sup invece puo` essere stimato con
I(ρ)|Dsb|(Q), grazie alle (5.2) e (5.3).
Ora mostriamo la (5.8). Senza avvantaggiarci delle cancellazioni nella variabile
z stimiamo
‖rδ‖L1(Q) ≤
∫
Rd
∫
Q
∣∣∣∣∣bt(x− δz)− bt(x)δ · ∇ρ(z)
∣∣∣∣∣dtdxdz + ‖divbt‖L1(Qδ), (5.11)
dove Qδ e` il δ-intorno aperto di Q. Per z ∈ Rd fissato, consideriamo la funzione
vt,z(x) = bt(x) · ∇ρ(z), la cui derivata distribuzionale e` data da
Divt,z =
d∑
j=1
∂bjt
∂xi
∂ρ
∂zj
(z)L d + (Mt)ji
∂ρ
∂zj
(z)|Dsbt|
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per ogni i = 1, . . . , d. Applicando la (5.1) a vt,z otteniamo
lim sup
δ→0
∫
Q
∣∣∣∣∣bt(x− δz)− bt(x)δ · ∇ρ(z)
∣∣∣∣∣dtdx
≤
∫ T
0
∣∣∣ d∑
i=1
ziDivt,z
∣∣∣({x : (t, x) ∈ Q})dt
≤
∫
Q
|∇bt||z||∇ρ(z)|dtdx+
∫
Q
|〈Mt(x)(z),∇ρ(z)〉|d|Dsb|(t, x).
Quindi, usando il lemma di Fatou, la (5.11) e la disuguaglianza |divbt|L d ≤ d|Dabt|,
otteniamo immediatamente la (5.8). 
Analogamente a quanto viene fatto in [17] e in [26], cerchiamo di ottenere dei
commutatori con norma piccola ottimizzando la scelta del nucleo di convoluzione.
Un passo chiave sara` il seguente problema di minimo:
inf
{
Λ(M, ρ) con ρ ∈ C∞c (Rd), pari, ρ ≥ 0,
∫
Rd
ρ = 1
}
. (5.12)
Il prossimo lemma mostrera` che questo problema ha una semplice soluzione quando
M = η ⊗ ξ con η ⊥ ξ.
Lemma 5.4 (Nuclei di convoluzione anisotropi). Dati ξ, η ∈ Sd−1 con ξ ⊥ η e
dato  > 0, possiamo trovare un nucleo di convoluzione pari ρ con supporto compatto
tale che ∫
Rd
|〈z, ξ〉||〈∇ρ(z), η〉|dz < .
In particolare Λ(η ⊗ ξ, ρ) < .
Dim. Se d = 2 possiamo supporre, a meno di una rotazione, che (ξ, η) sia la base
canonica di R2. Consideriamo il rettangolo R = [−/2, /2]× [−1/2, 1/2] e il nucleo
(non regolare) τ = χR/. Sia h un qualunque nucleo di convoluzione regolare e
pari. Osservando che vale∣∣∣∣∣∂(τ ∗ hδ)∂zi
∣∣∣∣∣→ |νi| H 1 ∂R per δ ↓ 0, i = 1, 2
nel senso delle distribuzioni (avendo indicato con ν = (ν1, ν2) la normale entrante a
R), si ottiene immediatamente che
lim
δ↓0
∫
R2
|z1|
∣∣∣∣∣∂(τ ∗ hδ)∂z2
∣∣∣∣∣dz = 2
∫ /2
−/2
|z1|dz1 = 
2
.
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Allora e` sufficiente scegliere come ρ la funzione τ ∗ hδ per δ = δ() sufficientemente
grande.
Se d > 2 e` sufficiente moltiplicare il nucleo 2-dimensionale appena costruito per
un fissato nucleo dipendente dalle (d − 2) variabili ortogonali a ξ e η e a supporto
compatto. 
Osservazione 5.5. La proprieta` di rango uno di Mt viene in effetti utilizzata solo
nel Lemma 5.4, in cui viene esplicitamente costruito il nucleo quasi–ottimale per il
problema di minimo (5.12), e nel seguito non sara` piu` sfruttata. In realta` l’ipotesi
essenziale e` sulla traccia della matrice Mt: G. Alberti ha recentemente mostrato
che l’estremo inferiore del problema (5.12) coincide con |traccia(M)|, senza ulteriori
ipotesi sulla matrice M . La costruzione di Alberti, che permette quindi di evitare
l’utilizzo del teorema del rango uno, verra` descritta nella Sezione 5.2.
Ricordiamo che, nelle ipotesi in cui ci siamo messi, un funzione w ∈ L∞loc((0, T )×
Ω; Rm) che soddisfi
∂wi
∂t
+ b · ∇wi = ciL d+1 in D′((0, T )× Ω) (5.13)
per ogni i = 1, . . . , m, per qualche c = (c1, . . . , cm) ∈ L1loc((0, T ) × Ω; Rm), viene
detta soluzione rinormalizzata se vale
∂β(w)
∂t
+ b · ∇β(w) =
m∑
i=1
ci
∂β
∂yi
(w)L d+1 in D′((0, T )× Ω)
per ogni funzione β : Rm → R di classe C1.
Nel teorema seguente verra` mostrato che, se il campo vettoriale e` a variazione
limitata rispetto alle variabili spaziali ed ha divergenza assolutamente continua,
allora ogni soluzione distribuzionale L∞loc e` una soluzione rinormalizzata.
Teorema 5.6 (Rinormalizzazione in BV ). Supponiamo che valgano (5.5) e (5.6)
e che D · bt  L d per L 1-quasi ogni t ∈ (0, T ). Sia w ∈ L∞loc((0, T )× Ω; Rm) che
soddisfi (5.13) per una certa c ∈ L1loc((0, T ) × Ω; Rm). Allora w e` una soluzione
rinormalizzata.
Dim. Dato che la tesi ha natura locale, fissiamo un aperto A ⊂⊂ (0, T ) × Ω e
poniamo δ0 = dist(A, ∂((0, T )× Ω)). Poniamo inoltre L = ‖w‖L∞(Aδ0/2).
Passo 1. Mostriamo innanzitutto che ∂β(w)/∂t + b · ∇β(w) e` una misura con
segno con variazione totale finita in A. Fissiamo un nucleo di convoluzione ρ pari,
regolare e con supporto contenuto nella palla unitaria e definiamo i commutatori
rδ,i come nel Teorema 5.3, per ogni componente di w. Se δ < δ0, la funzione
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rδ = (rδ,1, . . . , rδ,m) : A→ Rm e` ben definita. Osservando che w ∗ ρδ(t, x) e` regolare
in A rispetto alle variabili spaziali, per δ < δ0, e che, grazie al fatto che w risolve
l’equazione del trasporto, vale
∂(wi ∗ ρδ)
∂t
=
∂wi
∂t
∗ ρδ = −(b · ∇wi) ∗ ρδ + ci ∗ ρδL d+1
= −rδ,iL d+1 − b · ∇(wi ∗ ρδ) + ci ∗ ρδL d+1  L d+1 in D′(A)
per ogni i = 1, . . . , m, otteniamo che w ∗ ρδ ∈ W 1,1(A; Rm). Quindi possiamo
applicare la chain–rule standard, ottenendo
∂β(w ∗ ρδ)
∂t
+ b · ∇β(w ∗ ρδ)
=
m∑
i=1
∂β
∂yi
(w ∗ ρδ)
[
∂(wi ∗ ρδ)
∂t
+ b · ∇(wi ∗ ρδ)
]
=
m∑
i=1
∂β
∂yi
(w ∗ ρδ)
[
∂wi
∂t
∗ ρδ + (b · ∇wi) ∗ ρδ − rδ,iL d+1
]
=
m∑
i=1
∂β
∂yi
(w ∗ ρδ)
[
ci ∗ ρδL d+1 − rδ,iL d+1
]
.
Dato che ∇β(w ∗ ρδ) e` uniformemente limitato in L∞(A) e |rδ| e` uniformemente
limitato in L1(A) per δ ↓ 0 (grazie alle stime mostrate nel Teorema 5.3), passando
al limite per δ ↓ 0 otteniamo che ∂β(w)/∂t+ b · ∇β(w) e` una misura con segno con
variazione totale finita in A.
Passo 2. Mostriamo ora che, in A, la misura
σ =
∂β(w)
∂t
+ b · ∇β(w)−
d∑
i=1
∂β
∂yi
(w)ciL
d+1
e` singolare rispetto a L d+1. Osserviamo innanzitutto che le funzioni ∂β/∂yi(w ∗
ρδ)(ci ∗ ρδ) convergono in L1(A) a ∂β/∂yi(w)ci. Quindi, fissati un aperto A′ ⊂ A e
una funzione ϕ ∈ C∞c (A′) con |ϕ| ≤ 1, applicando la (5.9) con Q = sptϕ otteniamo
|〈σ, ϕ〉| =
∣∣∣∣∣ limδ↓0 〈∂β(w ∗ ρδ)∂t + b · ∇β(w ∗ ρδ)−
d∑
i=1
∂β
∂yi
(w ∗ ρδ)ci ∗ ρδL d+1, ϕ〉
∣∣∣∣∣
≤ L sup
BL
|∇β| lim sup
δ↓0
∫
Q
|rδ|dtdx ≤ L sup
BL
|∇β|I(ρ)|Dsb|(A′).
Per l’arbitrarieta` di ϕ otteniamo che |σ|(A′) ≤ L supBL |∇β|I(ρ)|Dsb|(A′) per ogni
aperto A′ ⊂ A, e quindi
|σ| ≤ L sup
BL
|∇β|I(ρ)|Dsb|
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come misure in A. Questo mostra che σ e` singolare rispetto a L d+1.
Passo 3. Ora mostriamo che la misura σ definita nel passo precedente si annulla
su A. Come prima, fissiamo un aperto A′ ⊂ A e una funzione ϕ ∈ C∞c (A′) con
|ϕ| ≤ 1. Ora applichiamo la (5.8) con Q = sptϕ e, analogamente al passo precedente,
otteniamo
|〈σ, ϕ〉| ≤ L sup
BL
|∇β|
∫
A
Λ(Mt, ρ)d|Dsb|+ L sup
BL
|∇β|(d+ I(ρ))|Dab|(A).
Per l’arbitrarieta` di ϕ, abbiamo la disuguaglianza tra misure in A
|σ| ≤ L sup
BL
|∇β|Λ(Mt, ρ)|Dsb|+ L sup
BL
|∇β|(d+ I(ρ))|Dab|(A)
e dato che sappiamo gia` che σ ⊥ L d+1 e |Dab|  L d+1 otteniamo
|σ| ≤ L′Λ(Mt, ρ)|Dsb|
in A, avendo posto L′ = L supBL |∇β|. Osservando che σ non dipende dal nucleo ρ
scelto, possiamo minimizzare il secondo membro al variare di ρ. Sia g la derivata
di Radon–Nikody´m di |σ| rispetto a |Dsb|. La disuguaglianza tra misure appena
mostrata da` g ≤ L′Λ(Mt, ρ) per |Dsb|-quasi ogni (t, x) ∈ A, per ogni nucleo di
convoluzione ρ. Sia ora D ⊂ C∞c (B1) numerabile e denso, rispetto alla norma di
W 1,1(B1), in
R =
{
ρ ∈ W 1,1(B1) : ρ ≥ 0 ,
∫
B1
ρ = 1
}
.
Dato che D e` numerabile, segue che g ≤ L′ infρ∈D Λ(Mt(x), ρ) per |Dsb|-quasi ogni
(t, x) ∈ A, e dalla densita` otteniamo che g ≤ L′ infρ∈R Λ(Mt(x), ρ) |Dsb|-quasi ovun-
que in A. Quindi, ricordando che Mt(x) ha rango uno |Dsb|-quasi ovunque in A,
grazie al Lemma 5.4 otteniamo che g = 0 |Dsb|-quasi ovunque in A. Quindi σ = 0
in A. 
Se non consideriamo la variabile temporale, il risultato e` il seguente:
Corollario 5.7. Sia Ω ⊂ Rd un aperto e siano B ∈ BVloc(Ω; Rd) e w ∈ L∞loc(Ω; Rm).
Supponiamo che
B · ∇wi = ciL d per i = 1, . . . , m e D ·B  L d.
Allora B · ∇β(w) =
m∑
i=1
∂β
∂yi
(w)ciL
d per ogni funzione β : Rm → R di classe C1.
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Osservazione 5.8. Il Teorema 5.6 da` un risultato di rinormalizzazione per un
campo della forma
B(t, x) = (1, b(t, x)) : (0, T )× Ω → Rd+1
dove la dipendenza nelle variabili (t, x) e` localmente del tipo(
costante costante
misurabile BV
)
.
Come nel caso della Sezione 4.5, si e` indebolita l’ipotesi sulla dipendenza regolare
del campo da certe variabili “spezzando” il campo stesso in diverse componenti. Si
puo` quindi congetturare che proprieta` di rinormalizzazione valgano anche per campi
vettoriali della forma
B(x, y) = (b1(x, y), b2(x, y)) , con b1 : Ω1 × Ω2 → Rm e b2 : Ω1 × Ω2 → Rd,
se Ω1 ⊂ Rm e Ω2 ⊂ Rd, dove la dipendenza dai diversi gruppi di variabili e` del tipo(
W 1,1 misurabile
misurabile BV
)
.
A questo proposito si vedano la Sezione 9.3 e i recenti lavori [42] e [43].
5.2 L’argomento di Alberti
In questa sezione, come anticipato nell’Osservazione 5.5, descriviamo (apportando
qualche leggera modifica) la costruzione di Alberti∗ dei nuclei quasi–ottimali per il
problema di minimo (5.12). Questa argomentazione permette di evitare l’utilizzo
del teorema del rango uno (che e` un risultato altamente non banale di teoria della
misura) ed estende il risultato dimostrato nel Lemma 5.4, dando l’esatto valore
dell’estremo inferiore in (5.12), per ogni matrice M .
Sia M una matrice d× d. Poniamo
Λ(M) = inf
ρ
Λ(M, ρ) = inf
ρ
∫
Rd
|Mz · ∇ρ(z)|dz,
dove l’estremo inferiore e` fatto sulle funzioni ρ ∈ C∞c (Rd), pari, positive e tali che∫
Rd
ρ = 1. Allora vale il
∗Desidero ringraziare Giovanni Alberti per avermi permesso di inserire la sua dimostrazione,
attualmente non pubblicata, in questa tesi.
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Teorema 5.9. Per ogni matrice M vale
Λ(M) = |traccia(M)|.
Dim. Innanzitutto, la disuguaglianza Λ(M) ≥ |traccia(M)| e` chiara. Infatti, per
ogni ρ ammissibile si ha∫
Rd
|Mz · ∇ρ(z)|dz ≥
∣∣∣ ∫
Rd
Mz · ∇ρ(z)dz
∣∣∣
=
∣∣∣− ∫
Rd
div(Mz)ρ(z)dz
∣∣∣
=
∣∣∣− traccia(M) ∫
Rd
ρ(z)dz
∣∣∣ = |traccia(M)|.
Passiamo alla disuguaglianza opposta. Dato che
Mz · ∇ρ(z) = div(Mz ρ(z))− traccia(M) ρ(z)
e ρ ≥ 0, otteniamo subito∫
Rd
|Mz · ∇ρ(z)|dz ≤
∫
Rd
|div(Mz ρ(z))|+ |traccia(M)| ρ(z) dz
=
∫
Rd
|div(Mz ρ(z))|dz + |traccia(M)|.
E` allora sufficiente dimostrare che
inf
ρ
∫
Rd
|div(Mz ρ(z))|dz = 0, (5.14)
dove l’estremo inferiore e` fatto sulle stesse ρ ammissibili di prima. Per prima cosa,
facciamo vedere che
inf
µ
∫
Rd
|div(Mz µ)| = 0, (5.15)
dove l’estremo inferiore e` preso su tutte le µ misure di probabilita` su Rd. L’integrale
indica in realta` la variazione totale della distribuzione div(Mz µ), intesa come
sup
{
〈div(Mz µ), ϕ〉 : ϕ ∈ C∞c (Rd) , |ϕ| ≤ 1
}
.
In particolare, la variazione totale risulta finita se e solo se div(Mz µ) e` una misura
finita, e in tal caso coincide proprio con ‖div(Mz µ)‖M(Rd).
Chiaramente possiamo supporre che M non sia la matrice nulla. Consideriamo
allora µ = σH 1 Γ, dove Γ e` il supporto di una curva integrale non costante
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γ : [0, T ] → Rd del campo Mz, cioe` γ e` tale che γ˙(t) = Mγ(t) per ogni t ∈ [0, T ].
La densita` σ e` della forma
σ(z) = #{γ−1(z)} α|Mz| ,
dove α e` la costante di normalizzazione, che si calcola esplicitamente:
α−1 =
∫
Γ
#{γ−1(z)}
|Mz| dH
1(z) =
∫ T
0
1
|Mγ(t)| |γ˙(t)|dt = T.
Dato che
〈div(Mz µ), ϕ〉 = −〈Mz µ,∇ϕ〉 = −
∫
Rd
Mz · ∇ϕ(z)dµ(z)
= −
∫
Γ
Mz · ∇ϕ(z)#{γ
−1(z)}
T |Mz| dH
1(z)
= − 1
T
∫ T
0
γ˙(t) · ∇ϕ(γ(t))dt
= − 1
T
[
ϕ(γ(T ))− ϕ(γ(0))]
per ogni ϕ ∈ C∞c (Rd), otteniamo che
div(Mz µ) = − 1
T
[
δγ(T ) − δγ(0)
]
in D′(Rd).
Quindi abbiamo ∫
Rd
|div(Mz µ)| ≤ 2
T
per una qualunque misura µ di questa forma. Ne segue subito (5.15). Infatti, presa
una qualunque curva integrale massimale γ : [0,+∞[→ Rd, e` sufficiente considerare
la sua restrizione a [0, T ] con T arbitrariamente grande.
Mostriamo ora che vale anche (5.14). Per ogni x ∈ Rd consideriamo la soluzione
massimale γx : [0,+∞[→ Rd del problema{
γ˙x(t) = Mγx(t)
γx(0) = x.
Essa esiste per ogni dato iniziale x ∈ Rd e se ne puo` dare una scrittura esplicita
tramite un’esponenziale di una matrice: γx(t) = e
tMx. Osserviamo che l’insieme
A ⊂ Rd degli x ∈ Rd per cui γx non e` costante e` un aperto, simmetrico rispetto
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all’origine. Fissiamo allora una funzione θ ∈ C∞c (Rd) pari, positiva, con
∫
Rd
θ = 1 e
con spt θ ⊂ A. Quindi definiamo
νT =
∫
Rd
µTx θ(x)dx,
dove µTx e` definita come prima, a partire dalla restrizione di γx all’intervallo [0, T ].
Innanzitutto, verifichiamo che νT e` in realta` una funzione regolare. Se ϕ ∈
Cc(Rd), dalla definizione di µTx segue facilmente che
〈µTx , ϕ〉 =
1
T
∫ T
0
ϕ(γx(t))dt.
Quindi possiamo ricavare un’espressione esplicita per νT :
〈νT , ϕ〉 =
∫
Rd
〈µTx , ϕ〉θ(x)dx =
1
T
∫ T
0
∫
Rd
ϕ(etMx)θ(x)dxdt
=
1
T
∫ T
0
∫
Rd
ϕ(y)θ(e−tMy)det(e−tM)dydt
=
1
T
∫
Rd
(∫ T
0
θ(e−tMy)det(e−tM )dt
)
ϕ(y)dy.
A questo punto, e` chiaro che νT e` una funzione regolare, che soddisfa tutti i vincoli
del problema (5.14). Inoltre si ha
divz(Mz ν
T (z)) =
∫
Rd
div(Mz µTx )θ(x)dx,
dove la divergenza nell’integrando e` nel senso delle distribuzioni, a x fissato. Otte-
niamo dunque che ∫
Rd
|divz(Mz νT (z))|dz ≤ 2
T
.
Data l’arbitrarieta` di T segue (5.14). 
5.3 Unicita` e confronto per l’equazione del tra-
sporto
In questa sezione torniamo al lavoro di Ambrosio [7], mostrando come la proprieta` di
rinormalizzazione implichi unicita` e risultati di confronto per le soluzioni dell’equa-
zione del trasporto. Supponiamo che il campo vettoriale b(t, x) : (0, T )× Rd → Rd
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soddisfi la condizione (5.5) con Ω = Rd e che valga∫
(0,T )×BR
|bt|dtdx+
∫
I
|Dbt|(BR)dt < +∞ per ogni R > 0 e I¯ ⊂ (0, T ). (5.16)
Supponiamo inoltre che per L 1-quasi ogni t ∈ (0, T ) la distribuzione D · bt sia
rappresentabile come divbtL
d, con∫ T
0
‖divbt‖L∞(BR)dt < +∞ per ogni R > 0. (5.17)
Consideriamo w : (0, T )×Rd → R tale che w ∈ L∞((0, T )×BR) per ogni R > 0
e poniamo wt(x) = w(t, x). Scegliendo c = wtet, con et(x) = e(t, x), l’equazione
studiata nella Sezione 5.1 diventa
∂wt
∂t
+ bt · ∇wt = etwt in (0, T )× Rd. (5.18)
Questa equazione e` equivalente a
d
dt
∫
Rd
wtϕdx =
∫
Rd
(et + divbt)wtϕdx+
∫
Rd
wtbt · ∇ϕdx per ogni ϕ ∈ C∞c (Rd),
intesa nel senso delle distribuzioni in (0, T ). Quindi, se∫ T
0
‖et + divbt‖L1(BR)‖wt‖L∞(BR)dt < +∞ per ogni R > 0,
le mappe t 7→ ∫ wtϕdx sono in W 1,1(0, T ). Eventualmente modificando wt in un
insieme L 1-trascurabile di tempi, possiamo ottenere che t 7→ wt e` continuo rispetto
alla topologia L∞(BR)-debole∗ per ogni R > 0. Inoltre, esistono e sono uniche due
funzioni w0 e wT ∈ L∞loc(Rd) tali che
lim
t↓0
∫
Rd
wtϕdx =
∫
Rd
w0ϕdx e lim
t↑T
∫
Rd
wtϕdx =
∫
Rd
wTϕdx
per ogni ϕ ∈ C∞c (Rd).
Infine, osserviamo che e` possibile estendere l’equazione anche per tempi negativi.
Poniamo
bt(x) = 0, et(x) = 0, wt(x) = w0(x) per t < 0,
in modo che D · bt  L d per L 1-quasi ogni t ∈ (−∞, T ) e
d
dt
∫
Rd
wtϕdx =
∫
Rd
(et + divbt)wtϕdx+
∫
Rd
wtbt · ∇ϕdx per ogni ϕ ∈ C∞c (Rd),
nel senso delle distribuzioni in (−∞, T ). Questo significa che vale
∂wt
∂t
+ bt · ∇wt = etwt in D′((−∞, T )× Rd). (5.19)
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Teorema 5.10 (Unicita` e confronto). Siano w1t e w
2
t soluzioni dell’equazione
del trasporto (5.18) in (0, T ) × Rd, con ∫ T
0
‖et‖L∞(BR)dt < +∞ per ogni R > 0.
Supponiamo che b soddisfi (5.5) con Ω = Rd, (5.16) e (5.17), e che esistano delle
costanti C ≥ 0 e R > 0 tali che
‖wit‖∞ ≤ C, wit = 0 L d-quasi ovunque in Rd \BR (5.20)
per ogni t ∈ (0, T ). Allora w10 ≤ w20 implica w1t ≤ w2t per ogni t ∈ [0, T ].
Dim. Estendiamo bt, et, w
1
t e w
2
t per tempi negativi, come fatto prima, in modo
da ottenere (5.19) con wt = w
i
t. Consideriamo β(t) =
√
1 + (t+)2 − 1 ∈ C1(R).
Applicando il Teorema 5.6 con wt = w
1
t − w2t otteniamo
∂β(wt)
∂t
+ bt · ∇β(wt) = etβ ′(wt)wtL d+1 in (−∞, T )× Rd.
Osservando che 0 ≤ sβ ′(s) ≤ 2β(s) e utilizzando l’ipotesi (5.20), otteniamo
d
dt
∫
Rd
β(wt)dx =
∫
Rd
etβ
′(wt)wtdx+
∫
Rd
divbtβ(wt)dx
≤ (2‖et‖L∞(BR) + ‖divbt‖L∞(BR)) ∫
Rd
β(wt)dx
nel senso delle distribuzioni in (−∞, T ). Sfruttando l’estensione dell’equazione a
tempi negativi abbiamo β(wt) = 0 per t < 0. Grazie al lemma di Gronwall otteniamo
quindi β(wt) = 0 per ogni t ∈ (−∞, T ], da cui la tesi. 
Osserviamo che, se et = −divbt, come accadra` nei casi studiati nel prossimo
capitolo, potremo usare l’identita`
d
dt
∫
Rd
β(wt)dx =
∫
Rd
divbt(β(wt)− β ′(wt)wt)dx
e il fatto che −β(t) ≤ β(t)− tβ ′(t) ≤ 0 (grazie alla convessita` della funzione β usata
nella dimostrazione del Teorema 5.10) per sostituire le ipotesi su et e divbt con∫ T
0
‖(divbt)−‖L∞(BR)dt < +∞ per ogni R > 0. (5.21)
Capitolo 6
Flussi di campi vettoriali
In questo capitolo continuiamo l’analisi di [7], mostrando il passaggio dal versante
euleriano del problema a quello lagrangiano. Il principale strumento utilizzato e`
la teoria delle misura di Young, che permette di interpretare le soluzioni dell’equa-
zione ordinaria come una famiglia di misure γx su C([0, T ]; Rd) parametrizzata dalla
condizione iniziale x ∈ Rd. L’unicita` della soluzione dell’equazione ordinaria con
dato iniziale x¯ sara` allora riletta associando a x¯ una delta di Dirac sullo spazio
delle traiettorie in Rd. Nell’ultima sezione infine confrontiamo questo approccio con
quello di DiPerna e Lions.
6.1 Misure di probabilita` su C([0, T ]; Rm)
Sia A ⊂ Rd un insieme L d-misurabile e sia X uno spazio metrico completo e
separabile. Indichiamo con M1(X) lo spazio delle misure µ di Borel positive su X
tali che µ(X) ≤ 1 e con P(X) il sottoinsieme costituito dalle misure di probabilita`.
Come ricordato nella Sezione 1.6, una mappa a valori misure ηx : A → M1(X) e`
detta L d-misurabile se l’applicazione x 7→ ηx(C) e` L d-misurabile per ogni insieme
boreliano C ⊂ X. Se X e` localmente compatto questa definizione coincide con
quella standard, nel caso in cui su M1(X) si consideri la σ-algebra dei boreliani
indotta dalla topologia debole∗ su M1(X), visto come la palla unitaria di (Cc(X))∗.
Il prossimo teorema ci fornisce una semplice condizione necessaria e sufficiente
affinche´ una famiglia di misure di probabilita` γx su C([0, T ]; Rm) sia composta di
delta di Dirac. Osserviamo preliminarmente che γ ∈ P(C([0, T ]; Rm)) e` una delta di
Dirac se e solo se ηt e` una delta di Dirac per ogni t ∈ [0, T ], dove ηt e` l’immagine di γ
secondo la mappa ψ 7→ ψ(t). Inoltre, data la continuita` delle mappe ψ considerate,
e` sufficiente controllare questa condizione per un sottoinsieme denso di tempi t.
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Teorema 6.1. Sia A ⊂ Rd un insieme L d-misurabile, sia γx : A→ P(C([0, T ]; Rm))
una famiglia L d-misurabile e, per ogni t ∈ [0, T ], definiamo ηt,x come il push–
forward di γx tramite la mappa ψ 7→ ψ(t). Supponiamo che⋃
x∈A
sptηt,x ⊂⊂ Rm
e che
γx({ψ : ψ(t) ∈ K})γx({ψ : ψ(t) ∈ K ′}) = 0 per L d-quasi ogni x ∈ A (6.1)
per ogni coppia di boreliani disgiunti K e K ′ e per ogni t ∈ [0, T ]. Allora γx e` una
delta di Dirac per L d-quasi ogni x ∈ A.
Dim. Come osservato prima dell’enunciato del teorema, e` sufficiente verificare che
per ogni t ∈ [0, T ] la misura ηt,x e` una delta di Dirac per L d-quasi ogni x ∈ A.
Fissiamo t ∈ [0, T ] e supponiamo, senza perdita di generalita`, che i supporti di
tutte le misure ηt,x siano contenuti nel cubo unitario chiuso Q. Consideriamo la
decomposizione diadica canonica di Q in 2mh cubi Qhi di lato 2
−h.
Dividiamo Q in due parti, Q′ e Q′′. Applicando la (6.1) possiamo trovare dei
boreliani disgiunti A′ e A′′, la cui unione copre L d-quasi tutto A, tali che ψ(t) ∈ Q′
per γx-quasi ogni ψ per ogni x ∈ A′ e ψ(t) ∈ Q′′ per γx-quasi ogni ψ per ogni
x ∈ A′′. Ora fissiamo h ∈ N e ripetiamo questo argomento un numero finito di
volte, ottenendo degli insiemi boreliani Ahi , a due a due disgiunti, la cui unione
copre L d-quasi tutto A e tali che ψ(t) ∈ Qhi per γx-quasi ogni ψ per ogni x ∈ Ahi .
Ora fissiamo i e un punto x¯ di densita` 1 per Ahi che sia anche un punto di
Lebesgue per y 7→ ηt,y(Rm\Qhi ). Dato che questa mappa si annulla su Ahi , otteniamo
che ηt,x¯(Rm \Qhi ) = 0, cioe` sptηt,x¯ ⊂ Qhi . Osservando che le condizioni richieste su x¯
sono generiche, deduciamo che, per ogni h, il diametro del supporto di ηt,x e` minore
di
√
m2−h per L d-quasi ogni x ∈ A. La tesi segue allora mandando h all’infinito.

Ora fissiamo un campo vettoriale limitato b : (0, T ) × Rd → Rd e definiamo lo
spazio S (Rd) delle mappe continue su [0, T ] a valori in Rd e il sottospazio S bx (R
d)
costituito dalla soluzioni dell’equazione ordinaria ψ˙(t) = b(t, ψ(t)) uscenti da x.
Definizione 6.2 (Spazi di mappe continue). Poniamo S (Rd) = C([0, T ]; Rd),
con la norma del sup. Dato x ∈ Rd, denotiamo con S bx (Rd) il sottospazio
S
b
x (R
d) =
{
ψ ∈ S (Rd) : ψ(t) = x +
∫ t
0
b(τ, ψ(τ))dτ per ogni t ∈ [0, T ]
}
.
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Osserviamo che S bx (R
d) e` sensibile a modifiche del campo b in insiemi trascu-
rabili: quindi, a questo livello, dobbiamo supporre che b sia una funzione definita
ovunque in (0, T )× Rd.
Ora mostriamo che una famiglia γx di misure di probabilita` su S (Rd) concentrata
su S bx (R
d) induce una soluzione dell’equazione del trasporto. Sia A ⊂ Rd un insieme
L d-misurabile e sia γx : A→M1(S (Rd)) una mappa L d-misurabile. Le misure
µγxt (ϕ) =
∫
A
∫
S (Rd)
ϕ(ψ(t))dγx(ψ)dx per ϕ ∈ Cc(Rd) e per ogni t ∈ [0, T ]
(6.2)
sono ben definite su Rd, nell’ipotesi che
∫
A
γx(S (Rd))dx < +∞. Osserviamo che
questa costruzione ricorda quella effettuata nell’Osservazione 3.4 tramite la teoria
delle caratteristiche.
Teorema 6.3. Supponiamo che b sia localmente limitato in (0, T ) × Rd e che
γx(S (R
d) \ S bx (Rd)) = 0 per L d-quasi ogni x ∈ A. Allora le misure µt = µγxt
definite sopra risolvono l’equazione di continuita`
∂µt
∂t
+Dx · (bµt) = 0 in D′((0, T )× Rd)
e µ0 = γx(S (Rd))L d A. In particolare, se D·bt  L d per L 1-quasi ogni t ∈ [0, T ]
e µt = wtL
d con wt(x) ∈ L∞loc((0, T )× Rd), abbiamo
∂wt
∂t
+ bt · ∇wt = −wtdivbt in D′((0, T )× Rd). (6.3)
Dim. Sia λ la misura finita su A × S (Rd) la cui disintegrazione rispetto alla
variabile x (si veda la Sezione 1.6) sia γx, cioe` supponiamo che valga∫
A×S (Rd)
g(x, ψ)dλ(x, ψ) =
∫
A
∫
S (Rd)
g(x, ψ)dγx(ψ)dx
per ogni funzione g boreliana e limitata. Allora sappiamo che per λ-quasi ogni (x, ψ)
l’identita` ψ˙(t) = b(t, ψ(t)) vale per L 1-quasi ogni t ∈ (0, T ). Per il teorema di Fubini
abbiamo allora
ψ˙(t) = b(t, ψ(t)) per λ-quasi ogni (x, ψ) ∈ A×S (Rd)
per L 1-quasi ogni t ∈ (0, T ). Quindi per ogni ϕ ∈ C∞c (Rd) abbiamo
d
dt
µt(ϕ) =
d
dt
∫
A
∫
S (Rd)
ϕ(ψ(t))dλ(x, ψ) =
∫
Rd
∫
S (Rd)
∇ϕ(ψ(t)) · bt(ψ(t))dλ(x, ψ)
=
∫
Rd
bt · ∇ϕdµt in D′((0, T )),
cioe` vale l’equazione di continuita`. 
92 6. Flussi di campi vettoriali
Osservazione 6.4 (Principio di sovrapposizione). In opportune ipotesi si puo`
invertire il teorema precedente, cioe` si possono caratterizzare le soluzioni dell’equa-
zione di continuita` come sovrapposizione di soluzioni caratteristiche. Infatti vale il
fatto seguente (si veda il Capitolo 9 di [13]):
Sia µt una famiglia di misure positive che risolve l’equazione di continuita` e suppo-
niamo che
∫ T
0
‖bt‖L1(Rd, µt)dt < +∞. Allora µt e` una soluzione di sovrapposizione,
cioe` esiste una mappa γx : A → M1(S (Rd)) L d-misurabile tale che µt = µγxt per
ogni t ∈ [0, T ].
Il prossimo teorema da` una condizione sufficiente affinche´ le misure γx, concen-
trate su S bx (R
d) ⊂ S (Rd), siano in realta` delle delta di Dirac. Nella dimostrazione
verra` utilizzato il principio di confronto del Teorema 5.10 e il fatto che l’ortogonalita`
di misure (o di funzioni) viene preservata dal flusso.
Teorema 6.5. Sia A ⊂ Rd un insieme L d-misurabile e sia γx : A → P(S (Rd))
una famiglia L d-misurabile di misure di probabilita` tale che
(i) γx(S (Rd) \S bx (Rd)) = 0 per L d-quasi ogni x ∈ A;
(ii) le misure µγxt definite in (6.2) sono assolutamente continue rispetto a L
d e
le loro densita` wt(y) sono limitate da una costante indipendente da y ∈ Rd e da
t ∈ (0, T );
(iii) il campo vettoriale b soddisfa (5.5) con Ω = Rd, (5.16) e (5.21).
Allora γx e` una delta di Dirac per L
d-quasi ogni x ∈ A.
Dim. Fissiamo t ∈ [0, T ] e denotiamo con ηt,x il push–forward di γx tramite la
mappa ψ 7→ ψ(t). Verifichiamo che sono soddisfatte le ipotesi del Teorema 6.1. Se
cio` fosse falso, potremmo trovare t ∈ (0, T ], dei boreliani disgiunti K e K ′ ⊂ Rd e
un boreliamo C ⊂ A con L d(C) > 0 tali che
γx({ψ : ψ(t) ∈ K})γx({ψ : ψ(t) ∈ K ′}) > 0 per ogni x ∈ C.
Eventualmente passando ad un sottoinsieme con misura di Lebesgue ancora stret-
tamente positiva possiamo supporre che
0 < γx({ψ : ψ(t) ∈ K}) ≤Mγx({ψ : ψ(t) ∈ K ′})
per qualche costante M . Definiamo allora
γ1x = χC(x)γx {ψ : ψ(t) ∈ K} e γ2x = MχC(x)γx {ψ : ψ(t) ∈ K ′}
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e denotiamo con µit le misure associate a γ
i
x come in 6.2. Allora, grazie al Teorema
6.3, le (densita` delle) misure µit risolvono l’equazione del trasporto (6.3) e
µ10 = ηt,x(K)L
d C e µ20 = Mηt,x(K
′)L d C,
quindi µ10 ≤ µ20. Ma d’altronde
µ1t =
∫
C
ηt,x Kdx ⊥M
∫
C
ηt,x K
′dx = µ2t .
Osserviamo inoltre che i supporti di µit sono equilimitati e che l’ipotesi (ii) garantisce
che le densita` di µit sono uniformemente limitate nello spazio e nel tempo. Questo
contraddice il Teorema 5.10 e quanto osservato immediatamente dopo di esso, quindi
otteniamo la tesi. 
Questo teorema mostra che stime L∞ su [divbt]− implicano che le soluzioni gene-
ralizzate definite in (6.2) sono in realta` soluzioni classiche. Tra poco mostreremo che
stime L∞ su [divbt]+ implicano l’iniettivita`, in senso debole, del flusso x 7→ γx. Pre-
liminarmente, mostriamo un teorema di decomposizione. Indichiamo con K (Rm) lo
spazio metrico localmente compatto dei sottoinsiemi compatti di Rm, dotato della
metrica di Hausdorff
distH (K,L) = inf
{
r > 0 : K ⊂ Lr e L ⊂ Kr
}
per ogni K,L ∈ K (Rm).
La misurabilita` di una mappa Rd 3 x 7→ K(x) ∈ K (Rm) viene definita in base alla
struttura metrica dello spazio di arrivo.
Teorema 6.6. Sia A ⊂ Rd un insieme limitato e L d-misurabile e sia ηx : A →
M1(Rm) una famiglia L d-misurabile che soddisfi∫
C
ηxdx ⊥
∫
C′
ηxdx
per ogni coppia di boreliani disgiunti C e C ′ ⊂ A. Allora, per ogni δ > 0, esistono
un boreliano C ⊂ A e una famiglia L d-misurabile C 3 x 7→ K(x) ∈ K (Rm) di
compatti a due a due disgiunti tali che si abbia
L
d(A \ C) < δ e ηx(Rm \K(x)) < δ per ogni x ∈ C.
Dim. Eventualmente includendo A in un cubo piu` grande Q, possiamo supporre
che A = Q sia un cubo. Applicando il teorema di derivazione di Lebesgue alle
funzioni x 7→ ∫ ϕdηx, con ϕ ∈ Cc(Rm) che varia in un insieme numerabile e denso,
otteniamo che per L d-quasi ogni x ∈ Q
1
L d(Qi)
∫
Qi
ηydy ⇀ ηx come misure su R
m (6.4)
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per ogni famiglia di cubi (Qi), con x ∈ Qi per ogni i e con diam(Qi) → 0.
Assumendo senza perdita di generalita` che Q sia il cubo unitario centrato nel-
l’origine, consideriamo la decomposizione diadica canonica di Q in cubi chiusi Qhi ,
con h ∈ N e 1 ≤ i ≤ 2hd, e le corrispondenti famiglie di misure ηhi =
∫
Qhi
ηxdx. Fis-
siamo una successione (δh) di valori strettamente positivi tale che
∑
h δh < δ e, per
induzione su h, definiamo una famiglia di insiemi compatti Khi ⊂ Rm, 1 ≤ i ≤ 2hd,
e delle famiglie numerabili Fh di cubi diadici appartenenti alle suddivisioni di Q e
con lato di lunghezza al piu` 2−h in modo che valgano le seguenti proprieta`:
(a) se Qhi ⊂ Qkj allora Khi ⊂ Kkj ;
(b) per ogni h ≥ 1 gli insiemi Khi , 1 ≤ i ≤ 2hd, sono a due a due disgiunti;
(c) la misura di Lebesgue dell’unione dei cubi in Fh e` minore di δh;
(d) per h > k ≥ −1 abbiamo ηhj (Kk−1l \Kki ) ≤ δk+12−hd, ogni volta che Qhj ⊂ Qki ⊂
Qk−1l e Q
h
j /∈ Fk+1 (con la convenzione K−1l = Rm e Q−1l = Rd).
Per cominciare, poniamo F0 = ∅ e scegliamo K01 in modo che η01(Rm \K01) ≤ δ21.
Quindi, per h ≥ 1, diciamo che un cubo Qhi appartiene a F1 se ηhi (Rm\K01) ≥ δ12−hd.
Se scegliamo una sottofamiglia disgiunta Q
h(l)
i(l) di F1 la cui unione coincide con
l’unione di tutti i cubi di F1 abbiamo che
L
d
( ⋃
Qhi ∈F1
Qhi
)
≤
∑
l
L
d
(
Q
h(l)
i(l)
)
≤ η
0
1(R
m \K01)
δ1
≤ δ1.
Ora consideriamo tutti i cubi Q1j e ripetiamo la costruzione in ognuno di essi, trovan-
do dei compatti a due a due disgiunti K1j ⊂ K01 tali che
∑
j η
1
j (K
0
1 \K1j ) ≤ δ22 (questo
e` possibile dato che le misure η1j sono a due a due ortogonali) e definendo F2 come
la collezione di tutti i cubi Qhi ⊂ Q1j tali che h ≥ 2 e ηhi (K01 \K1j ) ≥ δ22−hd. Come
prima, se scegliamo una sottofamiglia disgiunta Q
h(l)
i(l) di F2 la cui unione coincide
con l’unione di tutti i cubi in F2 abbiamo
L
d
( ⋃
Qhi ∈F2
Qhi
)
≤
∑
l
L
d
(
Q
h(l)
i(l)
)
≤
2d∑
j=1
η1j (K
0
1 \K1j )
δ2
≤ δ2.
A questo punto e` facile vedere che, iterando questa procedura, le condizioni (a)–(d)
risultano soddisfatte.
Definiamo C come il complementare dell’unione dei cubi in tutte le famiglie Fh.
Grazie alla condizione (c) ed alla scelta dei δh abbiamo L
d(Q\C) < δ. Ora fissiamo
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x ∈ C in cui vale la convergenza in (6.4) e tale che le coordinate xi non siano numeri
diadici (queste condizioni sono chiaramente soddisfatte per L d-quasi ogni x ∈ C).
Allora x appartiene all’intersezione di un’unica famiglia di cubi inscatolati Qhi(h) con
Qhi(h) /∈ Fk per ogni k < h. Per la condizione (d) abbiamo
ηhi(h)(R
m \Kh0i(h0)) ≤
h0−1∑
l=−1
ηhi(h)(K
l
i(l) \K l+1i(l+1)) ≤
∞∑
l=1
δl2
−hd
per ogni h > h0 ≥ 0. Ora definiamo K(x) =
⋂
hK
h
i(h) e, ricordando che per la
condizione (c) h 7→ Khi(h) e` decrescente, grazie alla convergenza debole di 2hdηhi(h) a
ηx otteniamo
ηx(R
m \Kh0i(h0)) ≤
∞∑
l=1
δl < δ.
Mandando h0 all’infinito otteniamo ηx(Rm \K(x)) < δ e, grazie alla condizione (b),
gli insiemi K(x) sono a due a due disgiunti. Inoltre, x 7→ K(x) e` L d-misurabile,
essendo limite di mappe costanti a tratti. 
Osservazione 6.7. Grazie a un processo standard di esaustione, possiamo ottenere
un insieme L d-trascurabile C ⊂ Rd e, per x ∈ Rd \ C, degli insiemi σ-compatti e
disgiunti A(x) in modo che ηx(A(x)) = 1.
Teorema 6.8 (Iniettivita` debole del flusso). Sia A ⊂ Rd un insieme L d-
misurabile e sia γx : A → P(S (Rd)) una famiglia L d-misurabile di misure di
probabilita` che soddisfi:
(i) γx(S (Rd) \S bx (Rd)) = 0 per L d-quasi ogni x ∈ A;
(ii) le misure µγxt definite in (6.2) sono assolutamente continue rispetto a L
d e
le loro densita` wt(y) sono limitate da una costante indipendente da y ∈ Rd e da
t ∈ (0, T );
(iii) il campo vettoriale B soddisfa (5.5) con Ω = Rd, (5.16) e∫ T
0
‖[divbt]+‖L∞(BR)dt < +∞ per ogni R > 0. (6.5)
Allora, per ogni t ∈ [0, T ] possiamo trovare un insieme L d-trascurabile N ⊂ A
e, per x ∈ A \ N , degli insiemi σ-compatti A(x) a due a due disgiunti, tali che
ηt,x(A(x)) = 1 per ogni x ∈ A \N .
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Dim. Controlliamo che sia soddisfatta la condizione di ortogonalita` del Teorema
6.6. Siano C1 e C2 ⊂ A dei boreliani disgiunti. Se
∫
C1
ηt,xdx non fosse ortogonale a∫
C2
ηt,xdx, potremmo trovare una costante M e un boreliano E ⊂ Rd in modo che∫
C1
ηt,x Edx ≤M
∫
C2
ηt,x Edx
e
∫
Ci
ηt,x(E)dx > 0 per i = 1, 2. Definiamo
γ1x = χC1(x)γx {ψ : ψ(t) ∈ E} e γ2x = MχC2(x)γx {ψ : ψ(t) ∈ E}
e indichiamo con µit le misure associate a γ
i
x come in (6.2). Allora, grazie al Teo-
rema 6.3, le misure µit risolvono l’equazione (6.3), µ
1
0 = ηt,x(E)L
d C1 e µ
2
0 =
Mηt,x(E)L
d C2 sono ortogonali e
µ1t =
∫
C1
ηt,x Edx ≤M
∫
C2
ηt,x Edx = µ
2
t . (6.6)
Osserviamo anche che i supporti delle µit sono equilimitati (dato che b e` limitato) e
che l’ipotesi (ii) implica che le densita` delle misure µit sono uniformemente limitate
nello spazio e nel tempo. Allora la disuguaglianza (6.6) contraddice il Teorema 5.10
e quanto osservato immediatamente dopo esso, invertendo la variabile temporale.
La tesi segue allora grazie all’Osservazione 6.7. 
6.2 Flussi lagrangiani
In questa sezione definiamo il concetto di flusso lagrangiano (regolare) per campi
vettoriali b(t, x) limitati e con variazione totale rispetto a x localmente limitata, mo-
strando in seguito risultati di esistenza, unicita`, stabilita` ed iniettivita`. I principali
strumenti che verranno utilizzati saranno il Teorema 6.5 e la teoria delle misure di
Young, richiamata nella Sezione 1.6.
Definizione 6.9 (Flussi lagrangiani). Sia A ⊂ Rd un insieme L d-misurabile
e sia ψ : A → S (Rd) una mappa L d-misurabile. Diciamo che ψ e` un flusso
lagrangiano uscente da A, relativo a b, se ψ(x) ∈ S bx (Rd) per L d-quasi ogni x ∈ A.
Diciamo che un flusso lagrangiano ψ e` regolare se esistono un’unione crescente di
insiemi L d-misurabili Ah, con unione A, e delle costanti Ch tali che∣∣∣∣∣
∫
Ah
ϕ(ψ(x)(t))dx
∣∣∣∣∣ ≤ Ch
∫
Rd
|ϕ(y)|dy (6.7)
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per ogni ϕ ∈ Cc(Rd) e ogni t ∈ (0, T ).
Infine, diciamo che un flusso lagrangiano regolare e` (essenzialmente) iniettivo se∫
C1
δψ(x)(t)dx ⊥
∫
C2
δψ(x)(t)dx per ogni t ∈ [0, T ]
per ogni coppia di insiemi L d-misurabili disgiunti C1, C2 ⊂ A.
Abbiamo osservato che S bx (R
d) puo` cambiare se sostituiamo b con un altro campo
bˆ nella stessa classe di equivalenza di b (cioe` uguale a b L d+1-quasi ovunque in
(0, T )× Rd). Il concetto di flusso lagrangiano regolare, invece, e` invariante per una
trasformazione di questo tipo. Infatti, sia N ⊂ (0, T ) × Rd un insieme boreliano
L d+1-trascurabile. Ponendo Nt = {x : (t, x) ∈ N}, grazie a (6.7) otteniamo∫
A
χNt ◦ ψ(x)(t)dt = 0 per ogni t tale che L d(Nt) = 0,
e quindi, per integrazione rispetto a t, il teorema di Fubini da`∫ T
0
χNt ◦ ψ(x)(t)dt = 0 per L d-quasi ogni x ∈ A. (6.8)
Scegliendo N = {b 6= bˆ}, otteniamo che ψ(x) ∈ S bx (Rd) per L d-quasi ogni x ∈ A se
e solo se ψ(x) ∈ S bˆx (Rd) per L d-quasi ogni x ∈ A, cioe` la regolarita` e` invariante.
Teorema 6.10 (Esistenza). Supponiamo che
(i) b ∈ L∞((0, T )× Rd; Rd);
(ii) bt ∈ BVloc(Rd) per L 1-quasi ogni t ∈ (0, T ), |Dbt|(BR) ∈ L1loc((0, T )) per ogni
R > 0 e ∫ T
0
‖[divbt]−‖L∞(BR)dt < +∞ per ogni R > 0.
Allora, per ogni insieme L d-misurabile A ⊂ Rd esiste un flusso lagrangiano regolare
uscente da A relativo a b. Se b soddisfa anche (6.5) allora il flusso e` iniettivo.
La dimostrazione di questo teorema sara` ottenuta come conseguenza della di-
mostrazione del successivo Teorema 6.13, scrivendo A come unione crescente di sot-
toinsiemi limitati Ah, approssimando b per convoluzione ed utilizzando l’osservazione
seguente.
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Osservazione 6.11 (Regolarita` dei flussi lipschitziani). Sia b(t, x) limitato,
L d-misurabile rispetto a t e uniformemente (per t che varia in (0, T )) lipschitziano
in x su ogni palla BR. Allora b induce un flusso lagrangiano regolare. Infatti, le
soluzioni dell’equazione ordinaria sono uniche e, ricordando (3.6), il determinante
jacobiano (spaziale) del flusso soddisfa
∂J
∂t
(t, x) = divb(t, ψ(x)(t))J(t, x) per L 1-quasi ogni t ∈ (0, T )
per L d-quasi ogni x ∈ Rd. Dato che J(0, x) = 1, per integrazione rispetto al tempo
otteniamo
e−CR(t) ≤ J(t, x) ≤ eDR(x) per ogni t ∈ [0, T ], per L d-quasi ogni x ∈ BR
con
CR(t) =
∫ t
0
‖[divbτ ]−‖L∞(BMR )dτ e DR(t) =
∫ t
0
‖[divbτ ]+‖L∞(BMR )dτ
e MR = R + T‖b‖∞. In particolare, la formula dell’area da`∣∣∣∣∣
∫
BR
ϕ(ψ(x)(t))dx
∣∣∣∣∣ ≤ eCR(t)
∫
BR
|ϕ|(ψ(x)(t))J(t, x)dx ≤ eCR(t)
∫
BMR
|ϕ(y)|dy
per ogni ϕ ∈ C∞c (Rd), e quindi vale la (6.7). Osserviamo che questa stima richiede
un controllo solo sulla parte negativa di divbt.
Teorema 6.12 (Unicita`). Supponiamo che valgano le condizioni (i) e (ii) del
Teorema 6.10. Allora, se ψi sono flussi lagrangiani regolari uscenti da insiemi
L d-misurabili Ai ⊂ Rd, i = 1, 2, abbiamo
ψ1(x) = ψ2(x) per L
d-quasi ogni x ∈ A1 ∩ A2.
Dim. Usando la (6.7) per ψi, possiamo supporre senza perdita di generalita` che gli
insiemi Ai siano limitati e che le misure
µit(ϕ) =
∫
Ai
ϕ(ψ(x)(t))dx, ϕ ∈ Cc(Rd), t ∈ [0, T ]
siano rappresentabili come witL
d, con ‖wit‖∞ ≤ C indipendente da t e da i. Suppo-
niamo per assurdo che
A =
{
x ∈ A1 ∩ A2 : ψ1(x) 6= ψ2(x)
}
abbia misura di Lebesgue strettamente positiva. Definiamo
γx =
1
2
(
δψ1(x) + δψ2(x)
)
.
Allora γx non e` una delta di Dirac per ogni x ∈ A, ma e` concentrata su S bx (Rd) per
L d-quasi ogni x ∈ A. Ma per ipotesi la condizione (ii) del Teorema 6.5 e` soddisfatta,
quindi otteniamo un assurdo. 
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Infine, mostriamo la stabilita` dei flussi lagrangiani regolari rispetto all’approssi-
mazione con campi localmente lipschitziani e uniformemente limitati. Osserviamo
che l’ipotesi di limitatezza uniforme (6.12), grazie all’Osservazione 6.11, e` soddisfatta
se
sup
h
∫ T
0
‖[div(bh)t]−‖L∞(BR)dt < +∞ per ogni R > 0.
Teorema 6.13 (Stabilita`). Supponiamo che valgano le condizioni (i) e (ii) del
Teorema 6.10. Siano bh(t, x) : (0, T )× Rd → Rd campi vettoriali tali che
bh(·, x) e` L 1-misurabile in (0, T ) per ogni x ∈ Rd, (6.9)
sup
h
‖bh‖∞ ≤ C e bh → b in L1loc((0, T )× Rd; Rd), (6.10)
∇bh(t, ·) ∈ L∞((0, T )×BR) per ogni h ∈ N e ogni R > 0. (6.11)
Siano ψh(x)(t) le uniche soluzioni in [0, T ] delle equazioni ordinarie ψ˙(t) = bh(t, ψ(t))
con condizione iniziale ψ(0) = x e supponiamo che per ogni R > 0 esista una
costante CR tale che∣∣∣∣∣
∫
BR
ϕ(ψh(x)(t))dx
∣∣∣∣∣ ≤ CR
∫
BMR
|ϕ(y)|dy per ogni ϕ ∈ Cc(Rd) e ogni t ∈ [0, T ],
(6.12)
con MR = R + suph ‖bh‖∞. Allora, indicando con ψ il flusso lagrangiano regolare
relativo a b uscente da Rd, abbiamo che le funzioni ψh convergono in L
1
loc(R
d; S (Rd))
a ψ, cioe`
lim
h→∞
∫
BR
sup
[0,T ]
|ψ(x)− ψh(x)|dx = 0 per ogni R > 0.
Dim. Fissiamo R > 0 e osserviamo che, grazie alla stima uniforme su ‖bh‖∞,
l’insieme ∪hψh(BR) e` relativamente compatto in S (Rd). Il teorema fondamentale
delle misure di Young (Teorema 1.37) garantisce l’esistenza di una sottosuccessione
(che nel seguito non reindicizzeremo) tale che ψh converge a una misura di Young
γx in S (Rd), cioe`
lim
h→∞
∫
BR
φ(x, ψh(x))dx =
∫
BR
∫
S (Rd)
φ(x, ψ)dγx(ψ)dx
per ogni funzione limitata φ(x, ψ) : BR × S (Rd) → R continua rispetto a ψ e
L d-misurabile rispetto a x. Utilizzando come funzione test φ(x, ψ) = ϕ(ψ(t)), con
ϕ ∈ Cc(Rd) e t ∈ [0, T ], possiamo passare al limite per h→∞ nella (6.12) ottenendo∣∣∣∣∣
∫
BR
∫
S (Rd)
ϕ(ψ(t))dγx(ψ)dx
∣∣∣∣∣ ≤ CR
∫
BMR
|ϕ(y)|dy (6.13)
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per ogni ϕ ∈ Cc(Rd) e ogni t ∈ [0, T ]. Con argomenti analoghi a quelli usati per
dimostrare la (6.8), da questa disuguaglianza otteniamo∫ T
0
∫
S (Rd)
χNt ◦ ψ(t)dγx(ψ)dt = 0 per L d-quasi ogni x ∈ BR
per ogni boreliano L d+1-trascurabile N ⊂ (0, T ) × Rd, avendo definito Nt = {x :
(t, x) ∈ N}.
Ora verifichiamo che γx(S (R
d)\S bx (Rd)) = 0 per L d-quasi ogni x ∈ BR. Grazie
ad un argomento di continuita`, e` sufficiente verificare che per ogni t ∈ [0, T ]∩Q vale
ψ(t) = x+
∫ t
0
b(τ, ψ(τ))dτ per γx-quasi ogni ψ ∈ S (Rd)
per L d-quasi ogni x ∈ BR. Per mostrarlo fissiamo t ∈ [0, T ] e consideriamo un
campo vettoriale c limitato e regolare. Se definiamo
φ(x, ψ) =
∣∣∣∣∣ψ(t)− x−
∫ t
0
c(τ, ψ(τ))dτ
∣∣∣∣∣,
otteniamo∫
BR
∫
S (Rd)
∣∣∣∣∣ψ(t)− x−
∫ t
0
c(τ, ψ(τ))dτ
∣∣∣∣∣dγx(ψ)dx
= lim
h→∞
∫
BR
∣∣∣∣∣
∫ t
0
(bh − c)(τ, ψh(x)(τ))dτ
∣∣∣∣∣dx
≤ lim sup
h→∞
∫ t
0
∫
BR
|bh − c|(τ, ψh(x)(τ))dxdτ
≤ CR lim sup
h→∞
∫
(0,T )×BMR
|bh(τ, y)− c(τ, y)|dτdy = CR‖b− c‖L1((0,T )×BMR .
Scegliendo c = c = b ∗ ρ ed utilizzando il lemma di Fatou otteniamo∫
BR
lim inf
↓0
∫
S (Rd)
∣∣∣∣∣ψ(t)− x−
∫ t
0
c(τ, ψ(τ))dτ
∣∣∣∣∣dγx(ψ)dx = 0.
Scegliamo N = Sb ∪
{
(x, t) /∈ Sb : b(t, x) 6= b˜(t, x)
}
, poniamo Nτ = {x : (τ, x) ∈ N},
scegliamo x ∈ BR in cui il limite inferiore all’interno dell’integrale e` nullo e tale che
γx
(
{ψ : ∫ T
0
χNτ ◦ ψ(τ)dτ > 0}
)
= 0, e scegliamo una successione k ↓ 0 tale che
lim
k→∞
∫
S (Rd)
∣∣∣∣∣ψ(t)− x−
∫ t
0
ck(τ, ψ(τ))dτ
∣∣∣∣∣dγx(ψ) = 0.
6.3. Confronto con il metodo di DiPerna e Lions 101
Sfruttando la convergenza puntuale di ck a b˜ = b fuori da N otteniamo∫
S (Rd)
∣∣∣∣∣ψ(t)− x−
∫ t
0
b(τ, ψ(τ))dτ
∣∣∣∣∣dγx(ψ) = 0.
Questo verifica quindi l’affermazione fatta.
Sfruttando questo fatto e la (6.13), possiamo applicare il Teorema 6.5 ottenendo
che γx = δψ(x) per L
d-quasi ogni x ∈ BR. Dalla (6.13) otteniamo anche che ψ e`
il flusso lagrangiano regolare uscente da BR. Grazie all’Osservazione 6.11, questo
prova anche il Teorema 6.10. Inoltre, se vale (6.5), allora l’iniettivita` del flusso vale
nel senso del Teorema 6.8, nel contesto piu` generale dei flussi indotti da misure di
probabilita` γx su S (Rd).
Per mostrare infine la convergenza in L1 di ψh a ψ su BR e` sufficiente usare come
funzione test
φ(x, ψ) = sup
[0,T ]
|ψ − ψ(x)|,
che permette di ottenere
lim
h→∞
∫
BR
sup
[0,T ]
|ψh(x)− ψ(x)|dx =
∫
BR
∫
S (Rd)
φ(x, ψ)dγx(ψ)dx = 0.

Dato che successioni convergenti in L1 hanno sottosuccessioni convergenti pun-
tualmente quasi ovunque, il teorema di stabilita` e un argomento diagonale permet-
tono di costruire una sottosuccessione (ψh(k)) tale che
lim
k→∞
ψh(k)(x) = ψ(x) uniformemente in [0, T ] per L
d-quasi ogni x ∈ Rd.
6.3 Confronto con il metodo di DiPerna e Lions
E` interessante confrontare la caratterizzazione dei flussi lagrangiani data in [7] con
quella del lavoro di DiPerna e Lions. Restringiamoci per semplicita` di notazione al
caso autonomo ed indichiamo il flusso con ψ(x, t).
L’approccio di DiPerna e Lions si basa sulle seguenti tre proprieta`:
(a)
∂ψ
∂t
(x, t) = b(t, ψ(x, t)) e ψ(x, 0) = x nel senso delle distribuzioni su (0, T )×Rd;
(b) la misura immagine λt di L
d tramite ψ(·, t) soddisfa
1
C
L
d ≤ λt ≤ CL d per qualche costante C > 0;
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(c) vale la proprieta` di semigruppo:
ψ(ψ(x, s), t) = ψ(x, s+ t) per L d-quasi ogni x e per ogni s, t > 0 con s+ t ≤ T .
La definizione di flusso lagrangiano regolare di Ambrosio (Definizione 6.9) non
richiede la proprieta` di semigruppo (c) e richiede solo una stima dall’alto per il flusso,
diversamente da (b). La condizione (a) e` invece equivalente (a meno di modificare
il flusso in un insieme L d+1-trascurabile) alla richiesta che ψ(x, ·) sia una soluzione
integrale dell’equazione ordinaria per L d-quasi ogni dato iniziale x ∈ Rd.
Mostriamo che la proprieta` di semigruppo (c) e` in realta` una conseguenza della
definizione di flusso lagrangiano regolare. Fissiamo s ∈ Q ∩ [0, T ] e un insieme
L
d-misurabile Ah ⊂ Rd in modo che valga (6.7) per qualche costante Ch e definiamo
ψ˜(x, t) =
{
ψ(x, t) se t ≤ s
ψ(ψ(x, s), t− s) se s ≤ t ≤ T.
ψ˜(x, ·) e` chiaramente una soluzione integrale dell’equazione ordinaria per L d-quasi
ogni x ∈ Ah e inoltre abbiamo∫
Ah
ϕ
(
ψ˜(x, t)
)
dx ≤ C2h
∫
Rd
ϕ(y)dy per ogni ϕ ∈ Cc(Rd)
per ogni t ≥ s. Il Teorema 6.12 da` allora ψ˜(x, τ) = ψ(x, τ) per ogni τ ∈ [0, T ], per
L d-quasi ogni x ∈ Ah. Dall’arbitrarieta` di s, grazie ad un argomento di densita`,
otteniamo
ψ(ψ(x, s), t) = ψ(x, s+ t) per L d-quasi ogni x ∈ Ah,
per ogni s, t > 0 con s + t ≤ T . La proprieta` di semigruppo (c) segue allora dal
fatto che, per ipotesi, possiamo ricoprire L d-quasi tutto A con una successione di
insiemi Ah verificanti le proprieta` che abbiamo utilizzato.
Capitolo 7
Tracce normali di campi vettoriali
con divergenza misura
Cominciamo ora ad illustrare la parte originale di questa tesi, contenuta in un lavoro
in collaborazione con L. Ambrosio e S. Maniglia ([10]). In questo capitolo definiamo
il concetto di traccia normale di un campo vettoriale su una superficie (o piu` in
generale su un insieme rettificabile), mostrando poi alcune proprieta` naturali di
localita` e di continuita` debole. Ci allontaniamo provvisoriamente dall’argomento
principale della tesi, ma questi strumenti saranno ripresi nel prossimo capitolo, in
cui sara` provata la proprieta` di rinormalizzazione per l’equazione del trasporto con
campo SBD. Il materiale di questo capitolo, ripreso in [10], e` gia` presente nei
precedenti lavori [23], [14] e [15]. Per alcuni risultati in un contesto piu` generale, in
cui vengono considerati anche campi vettoriali con componenti misure, si puo` vedere
[24].
7.1 Tracce normali su insiemi rettificabili
In tutto questo capitolo supponiamo che C : Ω ⊂ Rd → Rd sia un campo vettoriale
localmente limitato la cui divergenza, nel senso delle distribuzioni, sia una misura di
Radon localmente finita in Ω, indicata con D ·C. Indichiamo con M∞(Ω) la classe
di questi campi vettoriali.
Fissato un dominio Ω′ ⊂⊂ Ω con frontiera di classe C1 possiamo definire la
traccia della componente normale di C su ∂Ω′ come una distribuzione (su Ω) nel
modo seguente:
〈Tr(C, ∂Ω′), ϕ〉 :=
∫
Ω′
∇ϕ · C dx +
∫
Ω′
ϕdD · C per ogni ϕ ∈ C∞c (Ω). (7.1)
Questa definizione e` chiaramente consistente con la formula di Gauss–Green, nel caso
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in cui C ∈ C1(Ω′,Rd), e in tal caso la distribuzione e` indotta dall’integrazione su ∂Ω′
di C · νΩ′ , dove νΩ′ e` la normale esterna a Ω′. In generale, dimostriamo che questa
distribuzione e` indotta dall’integrazione di una funzione L∞ su ∂Ω′, che indicheremo
ancora con Tr(C, ∂Ω′), e inoltre che questa funzione dipende solo da ∂Ω′ e dalla sua
orientazione, piuttosto che da Ω′, il che permettera` di definire la traccia su superfici
orientate. Innanzitutto, mostriamo il seguente lemma di approssimazione.
Lemma 7.1. Sia Ω ⊂ Rd un aperto e sia Ω′ ⊂⊂ Ω un aperto con bordo di classe
C1. Allora, per ogni ϕ ∈ C∞c (Ω) e ogni  > 0 abbastanza piccolo, esiste ϕ˜ ∈ C∞c (Ω)
tale che
(i) ϕ˜ − ϕ si annulla in un intorno di ∂Ω′,
(ii) ‖ϕ˜‖L∞(Ω′) ≤ ‖ϕ‖L∞(Ω′),
(iii) ϕ˜ = 0 su Ω
′
 = {x ∈ Ω′ : dist(x, ∂Ω′) > } e
(iv)
∫
Ω′
|∇ϕ˜| ≤
∫
∂Ω′
|ϕ|+ .
Dim. Dato che ∂Ω′ ∈ C1 e` facile trovare (utilizzando ad esempio il fatto che ∂Ω′ e`
localmente un grafico) una famiglia di insiemi aperti Ωh tale che Ωh ⊂ Ω′, Ωh ↑ Ω′
per h→∞ e
lim sup
h→∞
|DχΩh|(Rd) ≤ |DχΩ′|(Rd).
Consideriamo h abbastanza grande, in modo che Ωh ⊃ Ω′, e ηh = χΩh ∗ ρδ, con
δ = δ(h) > 0 abbastanza piccolo in modo che δ < dist (∂Ωh, ∂Ω
′) e che l’interno di
{ηh = 1} contenga Ω′. Ponendo ϕ˜h = (1− ηh)ϕ, e` sufficiente verificare che l’ultima
proprieta` vale, per h sufficientemente grande. Infatti, grazie alla disuguaglianza di
Jensen (formula (1.2)) abbiamo
lim sup
h→∞
|Dηh|(Rd) ≤ |DχΩ′|(Rd),
e dato che (grazie alla semicontinuita` inferiore della variazione totale) vale
lim inf
h→∞
|Dηh|(A) ≥ |DχΩ′|(A) per ogni aperto A ⊂ Rd,
otteniamo (applicando il Teorema 1.14) che |Dηh| converge debolmente, nella dualita`
con Cc(Rd), a |DχΩ′|. Allora otteniamo∫
Ω′
|∇ϕ˜h| dx ≤
∫
Ω′
(1− ηh)|∇ϕ| dx+
∫
Ω′
|ϕ||∇ηh| dx→
∫
∂Ω′
|ϕ| dH d−1.
Quindi possiamo porre ϕ˜ = ϕ˜h per h sufficientemente grande. 
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Proposizione 7.2. La distribuzione definita in (7.1) e` indotta da una funzione L∞
su ∂Ω′, nel seguito ancora indicata con Tr(C, ∂Ω′), con ‖Tr(C, ∂Ω′)‖∞ ≤ ‖C‖L∞(Ω′).
Inoltre, se Σ e` un insieme boreliano contenuto in ∂Ω1 ∩ ∂Ω2 e se νΩ1 = νΩ2 su Σ,
allora
Tr(C, ∂Ω1) = Tr(C, ∂Ω2) H
d−1-quasi ovunque su Σ. (7.2)
Dim. (i) Innanzitutto, e` immediato verificare che il supporto della distribuzione
Tr(C, ∂Ω′) e` contenuto in ∂Ω′. Siano  > 0 e ϕ ∈ C∞c (Ω) e consideriamo ϕ˜ come
nel lemma precedente. Allora possiamo stimare come segue:
|〈Tr(C, ∂Ω′), ϕ〉| = |〈Tr(C, ∂Ω′), ϕ˜〉| ≤
∣∣∣ ∫
Ω′
ϕ˜d(D · C)
∣∣∣+ ‖C‖L∞(Ω′) ∫
Ω′
|∇ϕ˜|
≤
∣∣∣ ∫
Ω′\Ω′
ϕ˜ d(D · C)
∣∣∣ + ‖C‖L∞(Ω′)(∫
∂Ω′
|ϕ|+ 
)
≤ ‖ϕ‖L∞(Ω′)|D · C|(Ω′ \ Ω′) + ‖C‖L∞(Ω′)
(∫
∂Ω′
|ϕ|+ 
)
.
Per  → 0 otteniamo |〈Tr(C, ∂Ω′), ϕ〉| ≤ ‖C‖L∞(Ω′)‖ϕ‖L1(∂Ω′) e quindi segue che
possiamo rappresentare Tr(C, ∂Ω′) con una funzione L∞ su ∂Ω′.
(ii) Siano T1 e T2 le tracce di C su ∂Ω1 e ∂Ω2 rispettivamente. Consideriamo
χ ∈ C∞c (Rd) con 0 ≤ χ ≤ 1 e con supporto contenuto nella palla unitaria B1. Con-
sideriamo x ∈ Σ che soddisfi le due condizioni seguenti:
(a) x e` un punto di Lebesgue per T1 e T2 ;
(b) (1.1) vale in x, con µ = |D · C| (Ω1 ∪ Ω2), E = Σ e k = d− 1.
Osserviamo che queste proprieta` sono soddisfatte H d−1-quasi ovunque in Σ,
quindi sara` sufficiente mostrare che T1(x) = T2(x) per un tale x.
Ora definiamo χρ(y) = χ(
y−x
ρ
): il supporto di χρ e` contenuto in Bρ(x). Useremo
un argomento di blow–up per mostrare la tesi. Se ρ e` abbastanza piccolo, possiamo
usare χρ come funzione test nella definizione di traccia, ottenendo∫
∂Ωi
Tiχρ =
∫
Ωi
∇χρ · C dx+
∫
Ωi
χρ d(D · C) per i = 1, 2.
Stimiamo ora le due differenze che appaiono calcolando
∫
∂Ω1
T1χρ −
∫
∂Ω2
T2χρ. In-
nanzitutto abbiamo∣∣∣ ∫
Ω1
∇χρ · C −
∫
Ω2
∇χρ · C
∣∣∣ ≤ c
ρ
L
d ((Ω1 4 Ω2) ∩ Bρ(x)) = o(ρd−1) ,
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dato che la differenza simmetrica tra Ω1 e Ω2 e` molto piccola per ρ → 0. Inoltre
abbiamo∣∣∣ ∫
Ω1
χρd(D · C)−
∫
Ω2
χρd(D · C)
∣∣∣ ≤ |D · C|((Ω1 ∪ Ω2) ∩Bρ(x)) = o(ρd−1) ,
grazie all’ipotesi (b) su x.
Grazie a queste stime otteniamo∫
∂Ω1
T1χρ −
∫
∂Ω2
T2χρ = o(ρ
d−1). (7.3)
Osserviamo che, per i = 1, 2, abbiamo∣∣∣ ∫
∂Ωi
(Ti − Ti(x))χρ dH d−1
∣∣∣ ≤ ∫
∂Ωi∩Bρ(x)
|Ti(y)− Ti(x)| dH d−1(y) = o(ρd−1)
dato che x e` un punto di Lebesgue sia per T1 che per T2, per l’ipotesi (a). Inoltre
1
ρd−1
Ti(x)
∫
∂Ωi
χρ(y)dH
d−1(y) → Ti(x)
∫
Πx
χ(z)dH d−1(z),
dove Πx e` il piano tangente a Σ (cioe` a ∂Ω1 e a ∂Ω2) in x. Questo si puo` facilmente
verificare cambiando variabile, ponendo z = y−x
ρ
, ed osservando che in un intorno di
x gli insiemi riscalati ∂Ωρ = (∂Ωi − x)/ρ convergono in C1 a Πx per ρ ↓ 0.
Allora, usando la disuguaglianza triangolare, otteniamo
1
ρd−1
∫
∂Ωi
Ti(y)χρ(y)dH
d−1(y) → Ti(x)
∫
Πx
χ(z)dH d−1(z).
Ricordando (7.3) ed osservando che possiamo trovare χ tale che
∫
Πx
χ(z)dH d−1(z) 6=
0, otteniamo che T1(x) = T2(x). 
Possiamo usare la proprieta` (7.2) per definire le tracce Tr+(C,Σ) e Tr−(C,Σ) su
una ipersuperficie di classe C1 orientata Σ ⊂⊂ Ω. Infatti, scegliendo un dominio
aperto Ω′ ⊂⊂ Ω di classe C1 tale che Σ ⊂ ∂Ω′ e νΩ′ = νΣ, possiamo definire
Tr−(C,Σ) := Tr(C, ∂Ω′) su Σ.
Analogamente, scegliendo un dominio aperto Ω′′ ⊂⊂ Ω di classe C1 tale che Σ ⊂ ∂Ω′′
e νΩ′′ = −νΣ, definiamo
Tr+(C,Σ) := −Tr(C, ∂Ω′′) su Σ.
Con la convenzione che la frontiera di un insieme aperto sia orientata dalla nor-
male uscente, risulta che Tr−(C,Σ) coincide su Σ con la traccia Tr(C, ∂Ω′) definita
in (7.1). Se Tr+(C,Σ) = Tr−(C,Σ), indicheremo con Tr(C,Σ) il valore comune.
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Definizione 7.3 (Traccia normale su insiemi numerabilmente H d−1-retti-
ficabili). Utilizzando il risultato di localita` appena dimostrato, possiamo dare un
senso alla traccia normale di C su un insieme numerabilmente H d−1-rettificabile
orientato Σ. Infatti possiamo trovare una famiglia numerabile di ipersuperfici C 1
orientate (Σi) e degli insiemi boreliani Ei ⊂ Σi a due a due disgiunti in modo che
H d (Σ \ ∪iEi) = 0 e che νΣ(x) sia la normale classica a Σi per ogni x ∈ Ei. Allora
possiamo definire
Tr+(C,Σ) := Tr+(C,Σi) , Tr
−(C,Σ) := Tr−(C,Σi) H d−1-quasi ovunque su Ei.
La proprieta` di localita` assicura che questa definizione dipende dall’orientazione,
come nel caso di ipersuperfici C1 orientate, ma non dalla scelta delle ipersuperfici
Σi e degli insiemi Ei, a meno di insiemi H
d−1-trascurabili.
Proposizione 7.4. Se C ∈ M∞(Ω) allora |D · C|(B) = 0 per ogni insieme H d−1-
trascurabile B ⊂ Ω. Per ogni ipersuperficie C1 orientata Σ ⊂ Ω abbiamo
D · C Σ = (Tr+(C,Σ)− Tr−(C,Σ))H d−1 Σ.
Dim. (i) Per regolarita` interna, e` sufficiente mostrare la tesi per ogni insieme
compatto K ⊂ Ω tale che H d−1(K) = 0. Mostreremo quindi che
〈χKD · C, ϕ〉 = 0 per ogni ϕ ∈ C∞c (Ω). (7.4)
Fissiamo  > 0 e consideriamo una famiglia finita di palle (Bi) tale che K ⊂ ∪iBi e∑
i H
d−1(∂Bi) < . Sia χ la funzione caratteristica di ∪iBi e poniamo χ,δ = χ∗ρδ,
dove ρδ e` un nucleo di convoluzione standard. Se δ e` abbastanza piccolo, possiamo
supporre che i supporti di tutte le funzioni χ,δ siano contenuti in un compatto
K˜ ⊂ Ω. Allora abbiamo
〈χ,δD · C, ϕ〉 = −
∫
Ω
C · ∇(χ,δϕ) dx = −
∫
Ω
ϕC · ∇χ,δ dx−
∫
Ω
χ,δC · ∇ϕdx,
e una semplice stima da`
|〈χ,δD · C, ϕ〉| ≤ ‖C‖L∞(K˜)
[
‖ϕ‖L∞(K˜)
∫
Ω
|∇χ,δ| dx+ ‖∇ϕ‖L∞(K˜)L d({χ,δ > 0})
]
.
Dato che ∇χ,δ = Dχ ∗ ρδ, grazie alla disuguaglianza di Jensen (1.2) si ha
lim sup
↓0
lim sup
δ↓0
∫
Ω
|∇χ,δ| dx ≤ lim sup
↓0
|Dχ|(Ω) = 0.
Quindi possiamo applicare la stima precedente con un’opportuna successione δ() →
0, ottenendo la (7.4).
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(ii) Dato che l’enunciato ha natura locale, possiamo testare l’identita` contro
ϕ ∈ C∞c (A), dove A ⊂⊂ Ω e Σ coincide in A con l’insieme di livello {F = 0} di
una funzione F ∈ C1(A), con |∇F | > 0 in A. Ponendo A+ = A ∩ {F > 0} e
A− = A ∩ {F < 0} e usando la definizione di Tr+(C,Σ) e di Tr−(C,Σ), otteniamo
−
∫
Σ
Tr+(C,Σ)ϕdH d−1 =
∫
A+
∇ϕ · C dx+
∫
A+
ϕd(D · C)
e ∫
Σ
Tr−(C,Σ)ϕdH d−1 =
∫
A−
∇ϕ · C dx+
∫
A−
ϕd(D · C).
Osservando che
∫
A
∇ϕ · C dx = − ∫
A
ϕdD · C, in quanto ϕ ∈ C∞c (A), e sommando
queste due uguaglianze otteniamo∫
Σ
ϕd(D · C) =
∫
Σ
[Tr+(C,Σ)− Tr−(C,Σ)]ϕdH d−1.

7.2 Famiglie di grafici e continuita` debole delle
tracce
Definizione 7.5 (Famiglie di superfici di livello e di grafici). Sia I ⊂ R un
intervallo aperto e sia Σt, t ∈ I, una famiglia di ipersuperfici orientate. Diciamo
che {Σt}t∈I e` una famiglia di superfici di livello in Ω′ ⊂⊂ Ω se esiste una funzione
F ∈ C1(Ω′) tale che F (Ω′) = I, {F = t} = Σt per ogni t ∈ I, |∇F | > 0 in Ω′ e Σt
e` orientata da ∇F/|∇F |.
Diciamo che {Σt}t∈I e` una famiglia di grafici in Ω′ ⊂⊂ Ω se inoltre, in un opportuno
sistema di coordinate, abbiamo
Ω′ =
{
x ∈ Rd : (x1, . . . , xd−1) ∈ D, f(x1, . . . , xd−1)− xd ∈ I
}
per un certo insieme aperto D ⊂ Rd−1 e una certa f ∈ C1(D), e
F (x1, . . . , xd) = f(x1, . . . , xd−1)− xd per ogni x ∈ Ω′.
La proposizione seguente mostra che la traccia debole e` genericamente consistente
con il valore puntuale del campo vettoriale su famiglie di superfici di livello.
Proposizione 7.6. Sia C ∈ M∞(Ω) e sia Σt, t ∈ I, una famiglia di superfici di
livello contenuta in Ω′ ⊂⊂ Ω, nel senso della Definizione 7.5. Allora
C · νΣt = Tr+(C,Σt) = Tr−(C,Σt) H d−1-quasi ovunque in Σt,
per L 1-quasi ogni t ∈ I.
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Dim. Dato che D · C e` localmente finita, esiste N1 ⊂ I al piu` numerabile tale che
D ·C Σt = 0 per ogni t ∈ I \N1. Per questi valori di t, utilizzando la Proposizione
7.4, abbiamo Tr+(C,Σt) = Tr
−(C,Σt).
Approssimiamo per convoluzione C con campi vettoriali regolari C = C ∗ ρ,
in modo che C sia localmente uniformemente limitata in L
∞ e converga a C in
L1loc(Ω) per  → 0. Dato che D · C = (D · C) ∗ ρ, ricordando le proprieta` delle
convoluzioni di misure richiamate nella Sezione 1.3, otteniamo che |D ·C|⇀ |D ·C|
debolmente∗ nella dualita` con Cc(Ω). Inoltre D · C ⇀ D · C debolmente∗ nella
dualita` con le funzioni continue e limitate su Ω˜ per ogni insieme aperto Ω˜ ⊂⊂ Ω
tale che |D · C|(∂Ω˜) = 0, grazie alla Proposizione 1.15. Per ogni tale Ω˜, sfruttando
la definizione di traccia, abbiamo
Tr(C, ∂Ω˜) → Tr(C, ∂Ω˜)
nel senso delle distribuzioni su Ω. Osservando che Tr(C, ∂Ω˜) e` uniformemente
limitata in L∞(∂Ω˜) per  ↓ 0, deduciamo che abbiamo anche convergenza debole∗ in
L∞(∂Ω˜). Osservando che, per ogni t ∈ I \N1, possiamo trovare un dominio aperto
Ω˜ con Σt ⊂ ∂Ω˜ e |D · C|(∂Ω˜) = 0, ricaviamo facilmente che
Tr(C,Σt) → Tr(C,Σt) debolmente∗ in L∞(Σt) per ogni t ∈ I \N1.
Ricordando che Ω′ ⊂⊂ Ω, possiamo estrarre una sottosuccessione “velocemente
convergente” Ch, cioe` tale che valga
∑
h ‖Ch − C‖L1(Ω′) < +∞. Quindi abbiamo∫
I
∑
h
‖Ch − C‖L1(Σt) dt =
∑
h
∫
I
‖Ch − C‖L1(Σt) dt
=
∑
h
∫
Ω′
|∇F ||Ch − C| dx < +∞
e ne segue che
∑
h ‖Ch − C‖L1(Σt) < +∞ per ogni t ∈ I \ N2, con L 1(N2) = 0.
Chiaramente questo significa che
Ch |Σt→ C |Σt in L1(Σt,H d−1 Σt)
per ogni t ∈ I \N2. Ricordando che per campi vettoriali regolari la traccia e` quella
classica, otteniamo il risultato desiderato per ogni t ∈ I \ (N1 ∪N2). 
Infine, nel quadro piu` particolare delle famiglie di grafici, con le notazioni in-
trodotte nella Definizione 7.5, ci interessiamo alla continuita` delle mappe t 7→
Tr+(C,Σt) e t 7→ Tr−(C,Σt). Pensando in questo caso le tracce come funzioni defi-
nite su D, risulta che queste mappe sono debolmente∗ continue, ma non fortemente
continue in generale.
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Teorema 7.7 (Continuita` debole∗ delle tracce). Sia Σt, t ∈ I, una famiglia di
grafici nel senso della Definizione 7.5 e sia C ∈ M∞(Ω). Fissiamo t0 ∈ I e poniamo
α¯(x′) = Tr−(C,Σt0)(x
′, f(x′)− t0),
αt(x
′) = Tr+(C,Σt)(x′, f(x′)− t) per t > t0.
Allora vale
lim
t↓t0
αt(x
′) = α¯(x′) debolmente∗ in L∞(D,L d−1 D).
Dim. Sia ϕ ∈ C∞c (D). Poniamo Φ(x′, xd) = ϕ(x′) e
Ωt = {(x′, xd) : x′ ∈ D, f(x′)− t < xd < f(x′)− t0} .
Osservando che possiamo testare contro Φ nella definizione di traccia e stimando
nella maniera ovvia, ricaviamo∣∣∣ ∫
∂Ωt
[
Tr+(C,Σt)(x)Φ(x)− Tr−(C,Σt0)(x)Φ(x)
]
dH d−1(x)
∣∣∣
=
∣∣∣− ∫
Ωt
∇Φ · C dx−
∫
Ωt
Φ d(D · C)
∣∣∣
≤ ‖∇Φ‖L∞(Ωt)‖C‖L∞(Ωt)L d(Ωt) + ‖Φ‖L∞(Ωt)|D · C|(Ωt),
che e` chiaramente infinitesimo per t ↓ t0. Questo mostra che∫
D
αt(x
′)σ(x′)ϕ(x′) dx′ →
∫
D
α¯(x′)σ(x)ϕ(x′) dx′ per ogni ϕ ∈ C∞c (D)
(σ(x′) =
√
1 + |∇f(x′)|2 e` l’elemento d’area). Grazie alla densita` delle funzioni
regolari e all’uniforme limitatezza di αt segue che
lim
t↓t0
αt(x
′)σ(x′) = α¯(x′)σ(x′) debolmente∗ in L∞(D,L d−1 D) ,
e osservando che σ(x′) ≥ 1 otteniamo la tesi. 
Chiaramente, un risultato simile vale nel caso della convergenza di Tr−(C,Σt) a
Tr+(C,Σt0), per t ↑ t0. Mostriamo ora che la continuita` debole∗ e` quanto di meglio
ci si possa aspettare. L’esempio seguente e` tratto da [14].
Esempio 7.8. Poniamo Ω = R2 e sia Ω′ la palla unitaria. Consideriamo le strisce
orizzontali Ω+j =
{
1
2j+1
< y < 1
2j
}
e Ω−j =
{− 1
2j
< y < − 1
2j+1
}
, per j intero positivo.
Dividiamo ogni striscia in quadrati e consideriamo in ogni quadrato il campo vetto-
riale (di modulo unitario e costante in ogni triangolo) disegnato in figura. Osservan-
do che le discontinuita` del campo sono sempre parallele alle linee di discontinuita`,
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grazie alla Proposizione 7.4 deduciamo che il campo ha divergenza nulla, quindi
chiaramente appartiene a M∞(Ω). E` anche immediato controllare che la traccia su
{y = 0} e` nulla, ma in questo caso non ci possiamo aspettare convergenza forte a 0
in L1 delle tracce sulle rette orizzontali, a causa delle oscillazioni del campo.
Capitolo 8
Chain–rule per le tracce e
rinormalizzazione in SBD
In questo capitolo continuiamo a descrivere i risultati ottenuti in [10], mostrando
un’importante formula di cambiamento di variabile per le tracce. La rinormalizza-
zione per l’equazione del trasporto con campo SBD, illustrata nella Sezione 8.3,
sara` un’immediata conseguenza di questa formula e della Proposizione 7.4.
8.1 Concentrazione dei commutatori con campo
BD
Innanzitutto, richiamiamo la seguente stima uniforme per gli incrementi simmetrici
nel caso di funzioni BD. Questa stima e` l’analoga della (5.1) nel caso BD e tiene
conto del fatto che ora non possiamo piu` controllare un qualsiasi rapporto incremen-
tale, ma solo i rapporti incrementali rispetto a una direzione della componente del
campo vettoriale in quella direzione.
Lemma 8.1. Se B ∈ BDloc(Ω), allora per ogni vettore z ∈ Rd ed ogni insieme
compatto K ⊂ Ω abbiamo
∫
K
|(B(x + z)−B(x)) · z| dx ≤ |〈EBz, z〉|(K|z|) , (8.1)
dove K|z| e` l’intorno aperto di raggio |z| di K, nell’ipotesi che |z| < dist(K, ∂Ω).
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Dim. Se f ∈ C∞(Ω; Rd) e z ∈ Rd, allora per ogni compatto K ⊂ Ω abbiamo∫
K
|(f(x+ z)− f(x)) · z| dx =
∫
K
∣∣∣∣∫ 1
0
〈∇f(x+ tz)z, z〉 dt
∣∣∣∣ dx
≤
∫ 1
0
∫
K
|〈∇f(x+ tz)z, z〉| dxdt
≤
∫
K|z|
|〈∇f(y)z, z〉| dy.
Quindi la (8.1) e` vera per funzioni f in C∞(Ω; Rd). Fissato un nucleo di convoluzione
ρ : Rd → [0,+∞), definiamo B := B ∗ρ e applichiamo (8.1) a B con z′ = (1− δ)z,
ottenendo ∫
K
|(B(x + z′)−B(x)) · z′| dx ≤ |〈EBz′, z′〉| (K|z′|).
Grazie al lemma di Fatou ed alla disuguaglianza di Jensen abbiamo allora∫
K
|(B(x+ z′)−B(x)) · z′| dx ≤ lim inf
↓0
∫
K
|(B(x+ z′)−B(x)) · z′| dx
≤ lim sup
↓0
|〈EBz′, z′〉| (K|z′|)
= lim sup
↓0
|〈EB z′, z′〉 ∗ ρ| (K|z′|)
≤ lim sup
↓0
|〈EB z′, z′〉| (K|z′|+)
≤ |〈EB z′, z′〉| (K|z′|).
Ricordando che z′ = (1− δ)z, passando al limite per δ ↓ 0 nella disuguaglianza∫
K
|(B(x + z′)− B(x)) · z′| dx ≤ |〈EB z′, z′〉| (K|z|)
e sfruttando la continuita` forte in L1loc delle traslazioni otteniamo la tesi. 
Alcune delle proprieta` delle funzioni BV possono essere opportunamente adatta-
te alle funzioni BD, come abbiamo visto nella Sezione 2.7. La prossima proposizione
da` maggiori informazioni sul comportamento dei rapporti incrementali simmetrici
di funzioni BD, nello spirito del Lemma 5.1.
Proposizione 8.2 (Rapporti incrementali simmetrici di funzioni BD). Sia
B ∈ BDloc(Rd) e sia z ∈ Rd \ {0}. Allora i rapporti incrementali simmetrici
B(x+ δz)− B(x)
δ
· z|z|
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possono essere scritti canonicamente come B1δ (z)(x) +B
2
δ (z)(x), dove
B1δ (z)(·) −→ 〈EB(·)z,
z
|z| 〉 fortemente in L
1
loc(R
d; R) per δ ↓ 0 (8.2)
e
lim sup
δ↓0
∫
K
∣∣B2δ (z)∣∣ dx ≤ 1|z| |〈EsBz, z〉| (K) (8.3)
per ogni insieme compatto K ⊂ Rd. Abbiamo inoltre la stima uniforme
sup
z∈K′
sup
δ∈(0,)
∫
K
∣∣B1δ (z)∣∣ + ∣∣B2δ (z)∣∣ dx ≤ sup
z∈K′
|z| |EB| ({x : dist(x,K) ≤ }) (8.4)
per ogni coppia di insiemi compatti K, K ′ di Rd e ogni  > 0.
Dim. Sia K un sottoinsieme compatto di Rd e sia B = (B1, B2, . . . , Bd) ∈
BDloc(R
d). Fissato z ∈ Rd, senza perdita di generalita` possiamo supporre che
z sia l’ultimo vettore della base canonica ed, e scriviamo allora x = (x
′, xd) con
x′ ∈ pid ∼ Rd−1 (l’iperpiano ortogonale a ed) e xd ∈ R. Indichiamo con Kd la
proiezione ortogonale di K su pid e poniamo K
d
x′ := {t ∈ R : (x′, t) ∈ K}. Allora
abbiamo
B(x′, t+ δ)− B(x′, t)
δ
· ed = B
d(x′, t+ δ)− Bd(x′, t)
δ
.
Grazie alla caratterizzazione delle funzioni BD (si vedano le Sezioni 2.7 e 2.8) sap-
piamo che Bd(x′, ·) ∈ BVloc(R) per H d−1-quasi ogni x′ ∈ Kd, quindi, usando il
risultato sui rapporti incrementali di funzioni BV di una variabile reale (Lemma
5.1), possiamo scrivere
Bd(x′, t+ δ)− Bd(x′, t)
δ
= (Bd)1δ(x
′, t) + (Bd)2δ(x
′, t)
dove
(Bd)1δ(x
′, ·) −→ d
dt
Bd(x′, ·) fortemente in L1loc(R) per δ ↓ 0 (8.5)
e
lim sup
δ↓0
∫
Kd
x′
∣∣(Bd)2δ(x′, t)∣∣ dt ≤ ∣∣DsBd(x′, ·)∣∣ (Kdx′) per H d−1-quasi ogni x′ ∈ Kd.
(8.6)
Inoltre, abbiamo
sup
δ∈(0,)
∫
Kd
x′
|(Bd)1δ(x′, t)|+|(Bd)2δ(x′, t)| dt ≤ |DBd(x′, ·)|({t : dist(t,Kdx′) < }). (8.7)
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Grazie al teorema di struttura per funzioni BD (Teorema 2.33), sappiamo che per
H d−1-quasi ogni x′ ∈ Kd
d
dt
Bd(x′, t) =
∂Bd
∂xd
(x′, t) = 〈EB(x′, t)ed, ed〉 per L 1-quasi ogni t ∈ Kdx′ . (8.8)
Quindi (8.5) e (8.8) danno (8.2), grazie a (8.7). Analogamente, dall’identita`∫
Kd
∣∣DsBd(x′, ·)∣∣ dH d−1(x′) = |〈EsBed, ed〉| (8.9)
e da (8.6) otteniamo (8.3), sfruttando ancora (8.7). 
Nel seguente teorema analizziamo il comportamento dei moduli dei commutatori
(in forma di divergenza)
T := (D · (Bw)) ∗ ρ −D · (B(w ∗ ρ)), (8.10)
dimostrando che ogni punto limite per  ↓ 0 e` una misura singolare rispetto a L d.
Come fatto nel Capitolo 5 definiamo
I(ρ) :=
∫
Rd
|z||∇ρ(z)| dz. (8.11)
Teorema 8.3 (Concentrazione dei commutatori). Sia B ∈ BDloc(Ω) e sia
w ∈ L∞loc(Ω). Sia ρ una famiglia di mollificatori indotta da un nucleo di convolu-
zione radiale ρ. Allora:
(i) le distribuzioni T definite in (8.10) sono indotte da misure con variazione local-
mente uniformemente limitata in Ω per  ↓ 0;
(ii) ogni punto limite, nel senso delle distribuzioni, di |T| per  ↓ 0 e` una misura σ
con variazione localmente finita in Ω che soddisfa
σ(A) ≤ ‖w‖L∞(A)
(
I(ρ)|EsB|(A) + |Ds ·B|(A)) per ogni aperto A ⊂⊂ Ω.
Dim. (i) Sia A ⊂⊂ Ω e sia  < dist(A, ∂Ω). Innanzitutto verifichiamo che
T = rL
d − w ∗ ρD ·B in A,
dove
r(x) :=
∫
Rd
w(y)[(B(x)− B(y)) · ∇ρ(y − x)] dy. (8.12)
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Infatti, per ogni funzione test ϕ ∈ C∞c (A) abbiamo che 〈T, ϕ〉 e` uguale a
−
∫
Rd
wB · ∇ρ ∗ ϕdy −
∫
Rd
ϕB · ∇ρ ∗ w dx−
∫
Rd
w ∗ ρϕdD ·B
= −
∫
Rd
∫
Rd
w(y)B(y) · ∇ρ(y − x)ϕ(x) dxdy
−
∫
Rd
∫
Rd
B(x)∇ρ(x− y)w(y)ϕ(x) dydx−
∫
Rd
w ∗ ρϕdD ·B
=
∫
Rd
rϕdx−
∫
Rd
w ∗ ρϕdD ·B
(nell’ultima uguaglianza sfruttiamo la disparita` di ∇ρ). Ora utilizzando il fatto che
ρ(z) = h(|z|) otteniamo
r(x) = 
−1−d
∫
Rd
w(y)
(B(x)−B(y)) · (y − x)
|y − x| h
′
( |y − x|

)
dy
e cambiando variabile abbiamo
r(x) =
∫
Rd
w(x− z)(B(x − z)− B(x)) · z
|z| h
′(|z|) dz. (8.13)
Infine, integrando su A, grazie alla (8.1) otteniamo la stima uniforme L1 su A per
 ↓ 0.
(ii) Sia σ un punto limite delle distribuzioni |T|, lungo una qualche successione i, e
consideriamo un aperto A ⊂⊂ Ω. Grazie al Teorema di Riesz e al punto (i) sappiamo
che σ e` una misura con variazione totale localmente finita in Ω. Data ϕ ∈ C∞c (A)
con 0 ≤ ϕ ≤ 1 abbiamo che 〈σ, ϕ〉 e` uguale a (con la notazione wi = w ∗ ρi)
lim
i→∞
〈|ri − widivB|L d, ϕ〉+ 〈|wiDs ·B|, ϕ〉.
Il secondo termine puo` essere stimato uniformemente con ‖w‖L∞(A)|Ds · B|(A) per
i sufficientemente grande. Il primo termine puo` essere stimato, usando (8.12) e la
Proposizione 8.2, come segue
lim sup
i→∞
∫
A
ϕ(x)
∣∣∣∣∫
Rd
w(x− iz)(B(x− iz)−B(x)) · z
i |z| h
′(|z|)− wi(x) div B(x)
∣∣∣∣ dzdx
≤ lim sup
i→∞
∫
A
ϕ(x)
∣∣∣∣∫
Rd
B1i(−z)w(x− iz)h′(|z|)− w(x)divB(x)
∣∣∣∣ dz dx
+ lim sup
i→∞
∫
A
ϕ(x)
∣∣∣∣∫
Rd
B2i(−z)w(x− iz)h′(|z|) dz
∣∣∣∣ dx.
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Il primo limite superiore e` uguale a 0 perche´
w(x− iz)B1i(−z)(x) −→ w(x)〈EB(x)(−z),
z
|z| 〉 fortemente inL
1
loc(Ω)
(grazie alla convergenza forte in L1loc(Ω) di B
1
i
(−z) in (8.2) e alla continuita` forte
delle traslazioni in L1loc), quindi il limite e` uguale a∫
A
∣∣∣∣ϕ(x)w(x)(∫
Rd
〈EB(x)(−z), z|z| 〉h
′(|z|)dz − divB(x)
)∣∣∣∣ dx = 0,
usando il fatto che∫
Rd
〈EB(x)z, z|z| 〉h
′(|z|)dz =
∫
Rd
〈EB(x)z,∇ρ(z)〉 dz
= −
∫
Rd
ρ(z)div(EB(x)z)dz = −traccia EB(x) = −divB(x).
Il secondo limite superiore puo` essere stimato con I(ρ) ‖w‖L∞(A) |EsB| (A) usando
la (8.3). Dato che ϕ e` arbitraria otteniamo che
σ(A) ≤ ‖w‖L∞(A)
(
I(ρ) |EsB| (A) + |Ds ·B|(A)),
e quindi la stima della tesi. 
8.2 Chain–rule per tracce su ipersuperfici
In questa sezione supponiamo che C ∈ M∞(Ω) abbia la forma wB, dove
w : Ω → R , B : Ω → Rd
sono localmente limitati, con B ∈ BDloc(Ω). Innanzitutto mostriamo che questa
classe di campi vettoriali e` stabile per “rinormalizzazione” della componente scalare
w.
Lemma 8.4 (Rinormalizzazione debole). Nelle ipotesi appena descritte, abbia-
mo che h(w)B ∈ M∞(Ω) per ogni h ∈ C1(R). Inoltre, per ogni aperto Ω′ ⊂⊂ Ω
abbiamo
|D · (h(w)B)| ≤ sup
t∈[−M,M ]
|h′(t)| (MI(ρ)|EsB|+M |Ds ·B|+ |D · (wB)|)
+ sup
t∈[−M,M ]
|th′(t)− h(t)||D ·B| in Ω′,
con M = ‖w‖L∞(Ω′) e I(ρ) definito nella (8.11).
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Dim. Sia T definito come in (8.10) con w = w ∗ ρ, in modo che
T = (D · (Bw)) ∗ ρ − B · ∇wL d − wD ·B.
Moltiplicando per h′(w) da entrambe le parti otteniamo
D · (h(w)B) = h′(w) (D · (Bw)) ∗ ρ + (h(w)− h′(w)w)D ·B − h′(w)T. (8.14)
Passando al limite per  ↓ 0 otteniamo la tesi, grazie al Teorema 8.3(ii). 
Ricordiamo un caso particolare del teorema di Gagliargo (si veda il lavoro origi-
nale [39] per il caso generale) relativo all’operatore di traccia in spazi di Sobolev.
Teorema 8.5 (di Gagliardo nel caso W 1,1). Sia Ω ⊂ Rd un aperto con fron-
tiera lipschitziana e sia ψ ∈ L1(∂Ω,H d−1 ∂Ω). Allora esiste una funzione Ψ ∈
W 1,1(Ω,L d Ω) la cui traccia su ∂Ω coincide con ψ.
Nel seguente teorema mostriamo una formula di cambiamento di variabile per
le tracce normali. A causa delle non–linearita` considerate, la dimostrazione non
puo` essere ottenuta sfruttando solo la continuita` debole∗ dell’operatore di traccia.
La prova richiedera` un opportuno argomento di estensione, basato sul teorema di
Gagliardo, e la stima quantitativa del Lemma 8.4.
Teorema 8.6 (Cambiamento di variabile per le tracce). Sia Ω′ ⊂⊂ Ω un
dominio aperto con bordo di classe C1 e sia C ∈ M∞(Ω) della forma C = wB, con
w e B localmente limitati in Ω e B ∈ BDloc(Ω). Allora, se h ∈ C1(R), abbiamo
Tr(h(w)B, ∂Ω′) = h
(
Tr(wB, ∂Ω′)
Tr(B, ∂Ω′)
)
Tr(B, ∂Ω′) H d−1-quasi ovunque su ∂Ω′,
dove il rapporto Tr(wB, ∂Ω′)/Tr(B, ∂Ω′) e` arbitrariamente definito nei punti in cui
la traccia Tr(B, ∂Ω′) si annulla.
Dim. Non e` restrittivo supporre che l’aperto piu` grande Ω sia limitato ed abbia
frontiera di classe C1.
Passo 1. Poniamo Ω′′ = Ω \ Ω′. In questo primo passo mostriamo che
Tr(h(w)B, ∂Ω′′) = h
(
Tr(wB, ∂Ω′′)
Tr(B, ∂Ω′′)
)
Tr(B, ∂Ω′′) H d−1-quasi ovunque su ∂Ω′′,
nell’ipotesi che tutte le componenti di B e w siano limitate e appartengano allo spazio
di Sobolev W 1,1(Ω′′). L’identita` e` immediata se w e B sono continui fin sul bordo,
e la dimostrazione nel caso generale si ottiene immediatamente con un argomento
di densita` basato sulla continuita` forte dell’operatore di traccia da W 1,1(Ω′′) in
L1(∂Ω′′,H d−1 ∂Ω′′) (si veda il Teorema 2.24).
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Passo 2. Mostriamo il caso generale. Applichiamo il teorema di Gagliardo sulla
surgettivita` dell’operatore di traccia da W 1,1 in L1 ottenendo un campo vettoriale
limitato B1 ∈ [W 1,1(Ω′′)]d la cui traccia (componente per componente) su ∂Ω′ ⊂
∂Ω′′ coincide con la traccia di B, visto come funzione in BD(Ω′). In particolare
Tr(B, ∂Ω′) = −Tr(B1, ∂Ω′′) su ∂Ω′. Definendo
B˜(x) :=
{
B(x) se x ∈ Ω′
B1(x) se x ∈ Ω′′,
otteniamo che B˜ ∈ BDloc(Ω) per quanto visto nella Sezione 2.7 e, ricordando che
EB F = (B+ − B−) νBH d−1 F ∩ JB
per ogni insieme numerabilmente H d−1-rettificabile F (formula (2.1)), abbiamo
|EB˜|(∂Ω′) = 0. (8.15)
Ora consideriamo la funzione θ := Tr(wB, ∂Ω′)/Tr(B, ∂Ω′) (posta uguale a 0 nei
punti in cui si annulla il denominatore) e mostriamo che ‖θ‖L∞(∂Ω′) e` minore di
‖w‖L∞(Ω′). Infatti, scrivendo ∂Ω′ come l’insieme di livello {F = 0} di una funzione
F di classe C1 con |∇F | > 0 su ∂Ω′ e {F = t} ⊂ Ω′ per L 1-quasi ogni t > 0
sufficientemente piccolo, grazie alla Proposizione 7.6 abbiamo
−‖w‖L∞(Ω′)Tr(B, ∂{F > t}) ≤ Tr(wB, ∂{F > t}) ≤ ‖w‖L∞(Ω′)Tr(B, ∂{F > t})
H d−1-quasi ovunque su {F = t}. Passando al limite per t ↓ 0 e usando il Teorema
7.7 otteniamo la stessa disuguaglianza su {F = 0}, il che prova la limitatezza di θ.
Ora, applicando nuovamente il teorema di Gagliardo, possiamo trovare una fun-
zione limitata w1 ∈ W 1,1(Ω′′) la cui traccia su ∂Ω′ e` data da θ, e quindi la traccia
normale di w1B1 su ∂Ω
′′ e` uguale a −Tr(wB, ∂Ω′) su tutto ∂Ω′. Definendo
w˜(x) :=
{
w(x) se x ∈ Ω′
w1(x) se x ∈ Ω′′,
grazie alla Proposizione 7.4 otteniamo
|D · (w˜B˜)|(∂Ω′) = 0. (8.16)
Applicando ora il Lemma 8.4 e le formule (8.15) e (8.16), otteniamo che la
divergenza del campo vettoriale h(w˜)B˜ e` una misura con variazione totale finita in
Ω, la cui restrizione a ∂Ω′ e` nulla. Di conseguenza la Proposizione 7.4 da`
Tr+(h(w˜)B˜, ∂Ω′) = Tr−(h(w˜)B˜, ∂Ω′) H d−1-quasi ovunque su ∂Ω′. (8.17)
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Applicando (8.17), il passo 1, e infine sfruttando la nostra scelta di B1 e w1,
otteniamo la seguente catena di uguaglianze, H d−1-quasi ovunque su ∂Ω′:
Tr(h(w)B, ∂Ω′) = Tr−(h(w˜)B˜, ∂Ω′) = Tr+(h(w˜)B˜, ∂Ω′)
= −Tr(h(w1)B1, ∂Ω′′) = −h
(
Tr(w1B1, ∂Ω
′′)
Tr(B1, ∂Ω′′)
)
Tr(B1, ∂Ω
′′)
= h
(
Tr(wB, ∂Ω′)
Tr(B, ∂Ω′)
)
Tr(B, ∂Ω′).

8.3 Rinormalizzazione in SBD
In questa sezione mostriamo che ogni soluzione distribuzionale dell’equazione del
trasporto B · ∇w = cL d e` una soluzione rinormalizzata, nel caso in cui il campo
vettoriale B appartenga a SBDloc(Ω) e D ·B  L d.
Teorema 8.7 (Rinormalizzazione in SBD). Sia B ∈ SBDloc(Ω) un campo
vettoriale localmente limitato con D · B  L d. Se w e` una funzione localmente
limitata che soddisfa D · (wB)  L d, allora
D · (h(w)B) = (h(w)− wh′(w))D ·B + h′(w)D · (wB)
per ogni h ∈ C1(R).
Dim. Passando al limite per  ↓ 0 nella (8.14) del Lemma 8.4 e sfruttando il
Teorema 8.3(ii) otteniamo
D · (h(w)B) = (h(w)− wh′(w))D ·B + h′(w)D · (wB) + σ
per una qualche misura σ assolutamente continua rispetto a |EsB|. Grazie all’ipo-
tesi SBD la misura |EsB| e` concentrata su un insieme numerabilmente H d−1-
rettificabile Σ. Quindi, e` sufficiente mostrare che D · (h(w)B) Σ = 0.
Per la rettificabilita` di Σ, possiamo coprire H d−1-quasi tutto Σ con insiemi
compattiKi, ognuno contenuto in un’ipersuperficie orientata di classe C
1 della forma
∂Ωi. Ricordando la prima parte della Proposizione 7.4, e` sufficiente mostrare che
D · (h(w)B) ∂Ωi = 0 per ogni i. Dato che le divergenze di B e di wB sono
assolutamente continue rispetto a L d, la seconda parte della Proposizione 7.4 da`
Tr+(B, ∂Ωi) = Tr
−(B, ∂Ωi) e Tr
+(wB, ∂Ωi) = Tr
−(wB, ∂Ωi)
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H d−1-quasi ovunque in ∂Ωi, e quindi per la formula di cambiamento di variabile
per le tracce si ha
Tr+(h(w)B, ∂Ωi) = Tr
−(h(w)B, ∂Ωi).
Sempre grazie alla Proposizione 7.4 otteniamo infine che D · (h(w)B) ∂Ωi = 0.

Ricordando il contesto del Capitolo 5, grazie all’ipotesi di assoluta continuita`
della divergenza possiamo leggere la proprieta` di rinormalizzazione nella forma piu`
espressiva
B · ∇w = cL d ⇒ B · ∇(h(w)) = ch′(w)L d per ogni h ∈ C1(R).
Osserviamo che, nel caso generale B ∈ BDloc(Ω) e D ·B  L d, l’argomento prece-
dente da` comunque che la parte assolutamente continua di B ·∇(h(w)) e` h′(w)B ·∇w
e che B · ∇(h(w)) Σ = 0 per ogni insieme Σ numerabilmente H d−1-rettificabile,
ma queste informazioni non sono sufficienti per concludere, in quanto B · ∇(h(w))
potrebbe a priori avere una parte cantoriana, ne´ assolutamente continua rispetto a
L d, ne´ concentrata su insiemi rettificabili.
Avendo dimostrato la proprieta` di rinormalizzazione, seguono immediatamente
tutti i teoremi relativi sia all’equazione del trasporto sia all’equazione ordinaria
dimostrati in [7] nel caso BV , in particolare i Teoremi 5.10, 6.10, 6.12 e 6.13. Le
relative dimostrazioni sono del tutto analoghe a quelle date nel caso BV , adattando
le ipotesi al nuovo contesto. Per maggiori dettagli si puo` comunque vedere la Sezione
5 di [10].
Capitolo 9
Controesempi e problemi aperti
La questione dell’ottimalita` delle ipotesi sotto cui valga il lemma di rinormalizzazio-
ne non e` per nulla chiara. Data la non linearita` rispetto al campo della condizione
di rinormalizzazione, e` possibile che le condizioni ottimali siano molto lontane da
quelle attualmente raggiunte. Nelle prime due sezioni di questo capitolo presentia-
mo alcuni controesempi all’unicita` del flusso e alla proprieta` di rinormalizzazione,
tratti dall’articolo di DiPerna e Lions e da un lavoro di N. Depauw ([31]). Altri con-
troesempi possono essere trovati in [1], in [27] e (anche se nel contesto delle leggi di
conservazione) in [21]. Si possono produrre tre “classi” di controesempi, indebolendo
le ipotesi relative a:
• regolarita` del campo vettoriale
• limitatezza della divergenza
• classi di soluzioni in cui cercare l’unicita`.
Anche questo fatto indica come sia molto difficile affrontare la questione dell’otti-
malita`, data l’indipendenza delle tre condizioni.
Nelle ultime due sezioni descriviamo alcuni problemi aperti, il primo relativo alla
rinormalizzazione per campi vettoriali con regolarita` parziale, il secondo (noto come
congettura di Bressan, si veda [21]) riguardante una proprieta` di compattezza per i
flussi.
Segnaliamo infine che l’estensione della teoria di DiPerna e Lions a campi vet-
toriali con minore regolarita` ha avuto notevoli applicazioni, ad esempio nello studio
delle leggi di conservazione ([11] e [8]) e del sistema semigeostrofico ([28]).
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9.1 Due controesempi di DiPerna e Lions
Cominciamo con il descrivere due controesempi contenuti nel lavoro di DiPerna e
Lions che mostrano la necessita` di qualche regolarita` del campo vettoriale e della
limitatezza della divergenza, al fine di ottenere l’unicita` del flusso nel senso della
Sezione III di [32].
Campi vettoriali W 1,p con divergenza illimitata
Fissato p < ∞, costruiamo un campo vettoriale autonomo b in R2, limitato, uni-
formemente continuo, appartenente a W 1,ploc (R
2) e tale che l’equazione ordinaria am-
metta infinite soluzioni, tutte continue e verificanti la proprieta` di semigruppo (si
veda la Sezione 6.3).
Sia K ⊂ [0, 1] un insieme compatto con parte interna vuota e sia g ∈ C∞(R) tale
che 0 ≤ g < 1 su R e g(x) = 0 se e solo se x ∈ K. Poniamo inoltre f(x) = ∫ x
0
g(t)dt.
Indichiamo con M l’insieme delle misure finite, positive e non atomiche su K e, per
ogni misura m ∈M , definiamo una funzione fm su R in modo che
fm(x +m([0, x])) = f(x) per ogni x ∈ R.
Infine introduciamo
b(x1, x2) = (1, f ′(f−1(x2))) , Xm(t, x
1, x2) = (x1 + t, fm(t + f
−1
m (x
2))).
Osserviamo che, poiche´ f e fm sono strettamente crescenti, b e Xm sono ben definiti e
continui in tutte le loro variabili. Inoltre si verifica facilmente in base alla definizione
di Xm che la proprieta` di semigruppo del flusso e` soddisfatta.
Vogliamo mostrare che Xm e` differenziabile rispetto a t (o equivalentemente che
fm e` differenziabile in R) e che vale l’identita`
f ′m(t+ f
−1
m (x
2)) = f ′m(f
−1
m (X
2
m)) = f
′(f−1(X2m)). (9.1)
Da cio` seguira` che, per ogni m ∈ M , la mappa Xm e` un flusso per il campo b. Per
ogni z ∈ R esiste un unico x ∈ R tale che
x +m([0, x]) = z.
Mostriamo che per ogni z ∈ R vale
f ′m(z) = f
′(x) = f ′(f−1(fm(z))). (9.2)
Cio` sara` sufficiente per ottenere (9.1), grazie all’arbitrarieta` di z.
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Se x /∈ K allora per s abbastanza vicino a z abbiamo
(x+ s− z) +m([0, x+ s− z]) = s,
dato che il complementare di K e` aperto. Ne segue che fm e` differenziabile in z e
che f ′m(z) = f
′(x), quindi si ottiene (9.2).
Se invece x ∈ K e s e` abbastanza vicino a z, denotando con x(s) l’unica soluzione
di
x(s) +m([0, x(s)]) = s,
osserviamo che
|x(s)− x| ≤ |s− z|.
Quindi abbiamo che
|fm(s)− fm(z)| = |f(x(s))− f(x)| ≤ C|x(s)− x|2 ≤ C|s− z|2,
dato che f ′(x) = 0. Quindi f ′m(z) = 0 = f
′(x) e dunque otteniamo ancora (9.2).
Rimane solo da mostrare che g puo` essere scelta in modo che b ∈ W 1,ploc (R2) per
un arbitrario p <∞. Chiaramente basta mostrare che F (t) = f ′(f−1(t)) ∈ W 1,ploc (R).
Osserviamo che
F ′(t) = g′(f−1(t))[g(f−1(t))]−1
e quindi, supponendo ad esempio che g(t) converga a 1 per |t| → ∞ in modo che
f : R → R sia bigettiva, otteniamo che∫
R
|F ′(t)|p dt =
∫
R
|g′(f−1(t))|p |g(f−1(t))|−p dt =
∫
R
|g′(s)|p |g(s)|−(p−1) ds.
Quindi e` sufficiente trovare una funzione g che renda l’ultimo integrale finito. Sce-
gliamo g0 che soddisfi tutte le proprieta` precedentemente richieste per g e quindi
poniamo g = gp0. Dato che con questa scelta si ha |g|−(p−1)|g′|p = pp|g′0|p, per
concludere e` sufficiente scegliere g0 tale che g
′
0 ∈ Lp(R).
Poiche´ divb = g′(f−1(x2))[g(f−1(x2))]−1, la divergenza (distribuzionale) del cam-
po vettoriale b non e` una funzione L∞, neppure localmente, su R2. Osserviamo pero`
che la misura immagine di L 2 tramite il flusso puo` avere delle concentrazioni: infatti
la non unicita` del flusso deriva dal fatto che le traiettorie si possono “fermare” per
un tempo arbitrario in alcuni punti, dando cos`ı luogo a misure non assolutamente
continue.
Campi vettoriali con divergenza nulla senza derivate prime
integrabili
In questa sezione diamo un esempio di un campo vettoriale autonomo b su R2 tale
che
divb = 0 in D′(R2) , b ∈ W s,1loc (R2) per ogni s ∈ [0, 1[ ,
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b ∈ Lp(R2) + L∞(R2) per ogni p ∈ [1, 2[,
per il quale esistono due distinti flussi che risolvono l’equazione ordinaria e preser-
vano la misura di Lebesgue in R2 (per la definizione di W s,1 si veda ad esempio
[2]).
In R2 i campi vettoriali con divergenza nulla corrispondono a sistemi hamilto-
niani. Consideriamo dunque
H(x) =

−x1/|x2| se |x1| < |x2|
−(x1 − |x2|+ 1) se x1 > |x2|
−(x1 + |x2| − 1) se x1 < −|x2|.
Il campo vettoriale b e` allora dato da
b1(x
1, x2) = −∂H
∂x2
= −sgn(x2)
(
x1
|x2|2χ|x1|≤|x2| + sgn(x
1)χ|x1|>|x2|
)
b2(x
1, x2) =
∂H
∂x1
= −
(
1
|x2|χ|x1|≤|x2| + χ|x1|>|x2|
)
.
Si puo` verificare che b ∈ W s,1loc (R2) osservando che b e` localmente sommabile su
R2, che b ∈ BVloc(R2 \ {0}) e che la variazione totale della derivata di b su R2 \Bδ
cresce logaritmicamente per δ → 0. Il fatto che b sia a divergenza nulla deriva di-
rettamente dalla struttura hamiltoniana, mentre l’appartenenza a Lp +L∞ per ogni
p ∈ [1, 2[ e` chiara dalla scrittura esplicita del campo.
Data una condizione iniziale x0 = (x
1
0, x
2
0) definiamo due differenti flussi X(t, x0)
e Y (t, x0) dell’equazione ordinaria. Grazie a considerazioni di simmetria e al fatto
che dobbiamo definire i flussi solo quasi ovunque, e` sufficiente definire X e Y al
variare del dato iniziale in
Q = {x0 ∈ R2 : x10 > 0 , x20 > 0 , x10 6= x20}.
Se x10 > x
2
0 poniamoX
1 = Y 1 =
{
x10 − t se t ≤ x20
x10 − 2x20 + t se t ≥ x20
X2 = Y 2 = x20 − t.
Se invece x10 < x
2
0 poniamo X1 =
x10
x20
|(x20)2 − 2t|1/2
X2 = σ|(x20)2 − 2t|1/2
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e Y 1 = σ
x10
x20
|(x20)2 − 2t|1/2
Y 2 = σ|(x20)2 − 2t|1/2,
dove σ = 1 se t ≤ 1
2
(x20)
2, σ = −1 se t ≥ 1
2
(x20)
2.
Osserviamo che i flussi X e Y sono continui nella variabile temporale ed ap-
partengono a W 1,p(−T, T ) per ogni T < ∞ e per ogni p < 2. Essi sono regolari,
risolvono l’equazione ordinaria e sono tali che b(X) e b(Y ) siano continui rispetto
al tempo tranne che per un valore di t. Inoltre entrambi preservano la misura di
Lebesgue in R2 e soddisfano la proprieta` di semigruppo.
9.2 Un campo vettoriale quasi BV
In [31] N. Depauw costruisce un esempio che mostra l’“ottimalita`” del teorema
di Colombini e Lerner (Teorema 4.15). In particolare viene costruito un campo
vettoriale “quasi BV ” tale che l’equazione del trasporto associata ammette piu` di
una soluzione. Questa costruzione da` anche un esempio esplicito di un campo per
cui entrambi i membri dell’equazione rinormalizzata (3.14) abbiamo senso come
distribuzioni, pur essendo diversi tra loro.
Consideriamo l’equazione del trasporto
∂tu+ a(t, x) · ∂xu = 0 t ∈ R , x ∈ R2. (9.3)
Come campo vettoriale scegliamo
a(t, x) =
{
0 se t < 0 oppure t > 1
b(2jx) se t ∈ Ij = 2−j(12 , 1) per qualche j ∈ N,
dove b : R2 → R2 e` un campo vettoriale autonomo, limitato, a divergenza nulla e
Z2-periodico. Quindi anche a sara` limitato e a divergenza nulla.
Descriviamo b per mezzo del suo flusso. Sia u0 la funzione Z2-periodica definita
da u0(x) = sgn(x1x2) su Q = (−12 , 12)2, posta uguale a zero sull’insieme di misura
nulla dei punti (x1, x2) tali che x1 o x2 appartenga a
⋃
j∈N 2
−jZ. Poniamo inoltre
u1(x) = −u0(2x). Allora il flusso X (b) del campo b e` tale che
u1
(
X(b)
(1
2
, 1, x
))
= u0(x).
Rimandiamo all’articolo di Depauw per i dettagli relativi alla definizione di b, li-
mitandoci a descrivere il suo flusso per mezzo di qualche figura. Per 1
2
< t < 1 il
campo vettoriale a (che per tali tempi coincide con b) e` quello nella prima figura.
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1/2
1/2
Considerando in ogni quadratino delle coordinate “polari” (ρ, θ) con ρ(x) =
max{|x1|, |x2|} e θ(x) appartenente al bordo del quadrato {ρ < 1}, possiamo descri-
vere il flusso di b (in ogni quadratino) come una “rotazione”: (ρ, θ) 7→ (ρ, θ + 4t).
L’effetto del campo sulla funzione u0 e` rappresentato nella seconda figura: l’azione
del flusso riduce di un fattore due la scala di oscillazione della funzione.
1/2
1/21/2
1/2
{x : u(1/2,x)= −1} {x : u(1,x)= −1}
Per ogni t > 0 la mappa x 7→ X (a)(t, 1, x) e` una bigezione R2 → R2 che conserva
la misura di Lebesgue. Inoltre, se definiamo uj(x) = (−1)ju0(2jx), abbiamo
uj
(
X(a)
(
tj, 1, x
))
= u0(x),
dove tj = 2
−j. La mappa x 7→ X (a)(0, 1, x) non e` bigettiva, ma conserva comunque
la misura di Lebesgue.
Definiamo ora u : R× R2 → R in modo che
u
(
t, X(a)
(
t, 1, x
))
= u0(x)
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per t > 0 e u(t, y) = 0 per t < 0. Proviamo che u e` soluzione debole di (9.3): data
φ ∈ C∞c (R× R2), dobbiamo mostrare che∫
R
∫
R2
−(∂tφ+ a · ∂xφ)u dxdt = 0, (9.4)
essendo a un campo a divergenza nulla. Poiche´ u(t, y) = 0 se t < 0 possiamo
considerare solo l’integrale su {t > 0}; essendo a e u sono limitati e φ ∈ C∞c ,
l’integrale su {t > 0} e` il limite per τ → 0+ dell’integrale su {t > τ}. Per t > 0
fissato si ha∫
R2
−(∂tφ+ a · ∂xφ)(t, x)u(t, x)dx = ∫
R2
−(∂tφ+ a · ∂xφ)(t, X(a)(t, 1, x))u0(x)dx,
dato che x 7→ X (a)(t, 1, x) e` una bigezione R2 → R2 che conserva la misura di Le-
besgue. Scambiando gli integrali in x e in t ed osservando che l’applicazione t 7→
φ
(
t, X(a)(t, 1, x)
)
e` lipschitziana su {t > 0} con derivata (∂tφ+a·∂xφ)(t, X(a)(t, 1, x)),
otteniamo ∫
R2
φ
(
τ,X(a)(τ, 1, x)
)
u0(x)dx =
∫
R2
φ(τ, x)u(τ, x)dx.
Sfruttando il teorema della convergenza dominata si verifica facilmente che questo
integrale e` continuo in τ . Inoltre, grazie all’espressione a secondo membro, si ricava
che l’integrale converge a zero se τ → 0+ e quindi si ottiene la (9.4). Pertanto
si e` costruita una funzione u limitata, non nulla, supportata in {t ≥ 0} che sia
soluzione di (9.3). Visto che anche la funzione identicamente nulla e` soluzione, per
tale equazione non vale il risultato di unicita` di Colombini e Lerner. Inoltre, poiche´
|u| = u2 =
{
1 se t > 0
0 se t < 0,
si ha anche che
∂tβ(u) + a · ∂xβ(u) 6= β ′(u)(∂tu+ a · ∂xu) = 0
per β(s) = s2 o β(s) = |s|, nonostante entrambi i membri abbiano un senso come
distribuzioni. Osserviamo che il campo vettoriale a non soddisfa le ipotesi del teo-
rema di Colombini e Lerner dato che e` conormale BV solo fuori dal piano {t = 0},
che pero` non e` di misura H 2 nulla, anche se localmente finita.
9.3 Campi vettoriali con regolarita` parziale
Come anticipato nell’Osservazione 5.8, una questione molto interessante e` quella
relativa alla rinormalizzazione dell’equazione del trasporto nel caso in cui il campo
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vettoriale abbia regolarita` solo parziale. Recenti sviluppi relativi a questa tematica
sono contenuti nei lavori di C. LeBris e P. L. Lions ([42]) e N. Lerner ([43]). Spez-
ziamo il dominio come prodotto, Rd = Rd1x1 × Rd2x2 , e consideriamo campi vettoriali
della forma
B(x1, x2) = (b1(x1, x2), b2(x1, x2)),
con b1 ∈ Rd1 e b2 ∈ Rd2 .
In [42] e [43] viene rispettivamente dimostrata la rinormalizzazione nel caso in
cui la dipendenza sia (localmente) del tipo(
W 1,1 costante
misurabile W 1,1
)
e (
BV costante
misurabile BV
)
,
supponendo di avere un controllo separato sulle divergenze Dx1 · b1 e Dx2 · b2. Il
teorema di LeBris e Lions e` motivato dalla ricerca di condizioni sotto le quali il
flusso sia differenziabile (in senso approssimato) rispetto al dato iniziale. Il sistema
di equazioni ordinarie che si ricava, e per il quale si cercano teoremi di stabilita`, e`
proprio del tipo considerato nel loro teorema di rinormalizzazione.
Una congettura molto naturale e` la seguente:
Congettura 9.1. Vale la proprieta` di rinormalizzazione anche se il campo b1 di-
pende in modo misurabile dalla variabile x2.
Altri tentativi potrebbero essere fatti nella direzione della riduzione delle ipotesi
sulla divergenza, ma cio` sembra decisamente piu` complicato (la condizione di con-
trollo separato e` essenziale anche solo per dare un senso all’equazione in forma non
conservativa).
9.4 Congettura di Bressan
Dallo studio del sistema di leggi di conservazione di Keyfitz e Kranzer (si veda [8])ut +
d∑
i=1
(fi(|u|)u)xi = 0
u(0, ·) = u0
nasce la seguente congettura, strettamente connessa alla teoria delle soluzioni rinor-
malizzate di DiPerna e Lions.
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Congettura 9.2 ([8]). Siano f ∈ L∞ ∩ BVloc(R× Rd; Rd) e ρ ∈ L∞(R× Rd) tali
che
ρ ≥ c > 0 , ∂ρ
∂t
+Dx · (ρf) = 0.
Allora ogni soluzione debole limitata w di
∂(ρw)
∂t
+Dx · (ρfw) = 0
e` una soluzione rinormalizzata, cioe` vale
∂(ρβ(w))
∂t
+Dx · (ρfβ(w)) = 0
per ogni β ∈ C1(R).
Osservazione 9.3. La proprieta` di rinormalizzazione considerata equivale a consi-
derare, analogamente a quanto fatto nella sezione precedente, un campo vettoriale
della forma B = (ρ, ρf) con ρ poco regolare. Osserviamo anche che la congettura e`
stata dimostrata in [8] nell’ipotesi che Dx · f  L d.
In [21] A. Bressan ha formulato la seguente congettura, riguardante una proprieta`
di compattezza per i flussi di campi vettoriali.
Congettura 9.4 (Bressan). Siano bj : R+ × Rd → Rd campi vettoriali e siano
Φj : R+ × Rd → Rd i relativi flussi, cioe` mappe tali che
∂
∂t
Φj(t, x) = bj(t,Φj(t, x))
Φ(0, x) = x.
Indichiamo con Jj(t, x) il determinante jacobiano det∇xΦj(t, x). Supponiamo che
‖bj‖∞ + ‖∇t,xbj‖L1 ≤ C , 1
C
≤ Jj ≤ C
per qualche costante C indipendente da j. Allora (Φj)j e` fortemente precompatto in
L1loc.
Osservazione 9.5. A meno di passare a sottosuccessioni, si puo` supporre che bj
converga in L1 a b ∈ BV . Grazie ai teoremi di stabilita` di [7], la congettura e` vera
nell’ipotesi che Dx · b L d.
Osservazione 9.6. Le due congetture sono strettamente collegate tra di loro: viene
infatti mostrato in [8] che la Congettura 9.2 implica la Congettura 9.4.
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