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[1] The Utah State University (USU) Global Assimilation of Ionospheric Measurements

(GAIM) program is developing assimilation models to specify ionospheric weather. In this
study the Gauss Markov Kalman Filter (GMKF) GAIM model was used. The period
20 March through 19 April 2004, which spanned the Climate and Weather of the SunEarth-System (CAWSES) first study period, has been extensively studied to validate the
performance of the GAIM model. Although the USU-GAIM model has both regional and
global capabilities and can assimilate data from a wide variety of ionospheric
observations, for this study the GMKF model was run in a global mode using data only
from 162 ground-based GPS slant total electron content (TEC) stations and in situ
measurements from three satellites. Using measurements from the 11 ionosonde stations of
the Australian Department of Defence sounder network as an independent bottomside
ground-truth, the International Reference Ionosphere (IRI), Ionospheric Forecast Model
(IFM), and GMKF were compared for (1) monthly mean climatology and (2) the
day-to-day weather during the 31 day period. A skill score was developed for
the day-to-day weather by defining the IRI as the reference model. IFM is found to be a
10% improvement, while the GMKF is 39% more capable to capture weather
variability. However, the study also identifies that this global version of GMKF has
difficulty around sunrise, during which time the GMKF performance can be poorer than
IRI. Excluding this interval from the skill score analysis increases the GMKF ability to
track weather to 48%. The use of more data and different data types should further
increase the GMKF’s ability to capture weather variations.
Citation: Sojka, J. J., D. C. Thompson, L. Scherliess, R. W. Schunk, and T. J. Harris (2007), Assessing models for ionospheric
weather specifications over Australia during the 2004 Climate and Weather of the Sun-Earth-System (CAWSES) campaign,
J. Geophys. Res., 112, A09306, doi:10.1029/2006JA012048.

1. Introduction
[2] The ionosphere is the upper boundary of the atmosphere with space. Like the lower atmospheric layers it
exhibits both climatology and weather variability. Also like
the lower regions, these climatologies and weather have
both positive and negative impacts on humans and their
technologies. Theoretical efforts to understand the ionosphere are relatively advanced [Schunk and Nagy, 2004],
including the major couplings and dependences to the
atmosphere, Sun, and magnetosphere. In contrast, the ability
to specify, let alone forecast, the state of the ionosphere is
still rudimentary.
[3] Ionospheric climatology has been successfully represented by empirical models. Today the most commonly
1
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used empirical model is the International Reference Ionosphere (IRI) model [Bilitza, 2001]. In keeping with the
objectives of a climatological representation, IRI is based
upon monthly medians of ionospheric measurements and
has been augmented with semiempirical storm climatology.
Over the past 30 years first-principles physics models have
been developed. Schunk et al. [2002] provides an overview
of these models and specific model descriptions have been
presented in a Solar-Terrestrial Energy Program (STEP)
Handbook of Ionospheric Models [Schunk, 1996]. One such
physics-based model is the Ionospheric Forecast Model
(IFM) [Schunk et al., 1997]. Both the IRI and IFM will
be described later. For different reasons neither of these
types of models is particularly suited for capturing details of
weather variability. The empirical models emphasize climatology while physics-based models require accurate weather
drivers (inputs) describing the atmosphere, Sun, and magnetosphere, which at present are not available.
[4] Araujo-Pradere et al. [2005] used 75 ionosonde data
sets spanning 43 geomagnetic storm intervals to create a
geomagnetic storm ionospheric climatology. Their storm
climatology has been used to augment IRI’s climatology to
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Table 1. Australian Ionosonde Stations
Sequence
Number

Station
Name

Three-Letter
Identification

Geographic
Latitude

Geographic
Longitude

1
2
3
4
5
6
7
8
9
10
11

Ajana
Carnarvon
Curtin
Groote Eylandt
Kalkarindji
Laverton
Learmonth
Longreach
Lynd River
Scherger
South Headland

AJA
CAR
CUR
GRO
KAL
LAV
LEA
LON
LYN
SCH
SHE

27.94
24.90
17.61
13.85
17.44
28.33
22.25
23.67
18.02
12.66
20.41

114.68
113.71
123.82
136.43
130.83
122.83
114.09
144.18
144.87
142.09
118.58

provide a degree of storm weather. However, the weather in
the ionosphere has other sources, specifically from the
neutral atmosphere. One such commonly observed weather
form is the Traveling Ionospheric Disturbance (TID). These
ionospheric variations can be associated with geomagnetic
storms but are also driven by a wide range of neutral
atmospheric wave activity. Some of this wave activity
originates in the lower atmosphere. In turn, the weather
that is present in the atmosphere causes further disturbances
in the ionosphere, an example of which is the winter
anomaly found in the D and E regions. The task of
unraveling these coupled atmosphere-ionosphere weather
effects is still in its infancy. One example of an observational campaign designed to tackle these interdependencies
is described by Ogawa et al. [1992]. Such campaigns
provide incremental scientific advancement, but today no
useable model of this source of ionospheric weather is
available.
[5] An alternative approach to describing ionospheric
weather was pioneered by Howe et al. [1998]. They applied
well-developed data assimilation techniques to create the
first global ionospheric data assimilation model. The basic
idea behind ionospheric data assimilation is to combine a
numerical model of the ionosphere, such as the IFM, with
ionospheric observations in order to obtain an improved
specification of the ionospheric plasma densities at a given
time. The Kalman filter technique [e.g., Gelb, 1974] was the
particular assimilation technique adopted by Howe et al.
[1998]. Since 1998 a number of assimilation models have
been developed for the ionosphere and thermosphere [Pi et
al., 2003; Schunk et al., 2004; Scherliess et al., 2004;
Minter et al., 2004; Codrescu et al., 2004; Wang et al.,
2004].
[6] In this study the ability of one data assimilation model
is tested against an independent observational database as
well as the IRI and IFM. The specific objectives are to
compare both the climatology and how well the model
recovers the weather variability. This latter ability is measured by introducing a skill score algorithm. The assimilation model used is the Utah State University (USU) Gauss
Markov Kalman Filter (GMKF) model [Schunk et al.,
2003]. Scherliess et al. [2005, 2006] described the GMKF
in detail and presented overall results and validation for
several study periods that included the period, 20 March
through 19 April 2004, used in this study. Thompson et al.
[2006] studied how different data types affect the performance of the GMKF.
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[7] Although the USU-GAIM model has both regional
and global capabilities, only the global mode was used in
this study. Also, the GMKF can assimilate slant total
electron content (TEC) measurements from up to 1000
ground-based GPS receivers, in situ measurements from
four Defense Meteorological Satellite Program (DMSP)
satellites, bottomside Ne profiles from 30 digisondes, occultation data, and integrated ultraviolet emissions. However,
for this study data from only 162 ground-based GPS-TEC
receivers and three DMSP satellites were used. The motivation for assimilating this limited data set is that these data are
currently available in real-time or near real-time and it is
useful to develop and track a skill score for the GMKF model
as more real-time data become available in the future.
[8] In section 2, ionospheric observations from the Australian Department of Defence sounder network are described. These are used as the independent observational
database and are not assimilated by the GMKF. In section 3
the models, IRI, IFM, and GMKF are described. The
comparison between the models and the 11-ionosonde data
set is given in section 4, with a climatology comparison in
subsection 4.1, a weather comparison in subsection 4.2, and
skill scores in subsection 4.3. Section 5 provides a conclusion of the main results as well as a list of proposed followon studies resulting from this work.

2. Ground-Truth Ionosonde Observations
[9] In this study, the peak density of the F2 region (NmF2)
at each sounding made by 11 ionosondes in Australia during
the study period are used as the ground-truth data base. The
geographic coordinates, names, code identification letters,
and a reference number (1 through 11) are given in Table 1
for these 11 ionosondes. Figure 1 shows graphically the
geographic location of these ionosondes. The stations span
31.2° in longitude (hence a 2 hour solar local time separa-

Figure 1. Locations and names of the Australian ionosonde
stations used in this study.
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ionospheric weather, and consequently we use the IRI as
the climatological baseline in this work.

Figure 2. The 300 km altitude pierce points of all GPS
slant paths from which slant total electron content (TEC)
values were used over the 24 hour period of 21 March 2004.
The pierce points are represented by the plus symbol while
the locations of the validation ionosonde stations are the
black squares.
tion), and a 15.3° latitude spread from the southern equatorial anomaly into midlatitudes.
[10] Ionograms were taken with a relatively high cadence,
up to 15 per hour. The automated ionogram scaling has been
hand checked for the study period of the 20 March through
19 April 2004. All ionograms deemed problematic as well
as data below a critical frequency of 2 MHz have been
excluded from the database to be used in this study. The
complete NmF2 data set used is provided in Appendix A as a
stack plot of the 11 stations. Missing data are seen as gaps in
this record (see Appendix A, Figure A1). One period is
particularly devoid of NmF2 data, namely the period from
day 92 through day 95. This corresponds to the period of
most geomagnetic activity. Hence a caveat on this study is
that comparisons are performed mainly for the nongeomagnetic storm periods. However, Appendix A (Figure A1)
clearly demonstrates that extensive day-to-day variability is
still present at all 11 stations and these represent the weather
to be studied.

3. Ionospheric Models
3.1. International Reference Ionosphere (IRI)
[11] In this study the focus is to contrast the observed
weather with models that potentially can describe weather.
The most widely used empirical model of the ionosphere is
the IRI [Bilitza, 2001]. The version of IRI used in this study
includes a geomagnetic storm variability, which is extensively described by Araujo-Pradere et al. [2005], including
limitations associated with insufficient storm-time data.
However, IRI is not expected to reproduce day-to-day

3.2. Ionospheric Forecast Model (IFM)
[12] The IFM is a model of the global ionosphere from 90
to 1400 km altitude that is based on a numerical solution of
the ion and electron continuity, momentum, and energy
equations [Schunk et al., 1997]. The model calculates the
three-dimensional, time-dependent density distributions for
four major ions (NO+, O+2 , N+2 , O+) at E region altitudes, two
major (O+, NO+) ions at F region altitudes, and has a simple
prescription for calculating H+ densities in the F region and
topside ionosphere. For this study the IFM was run globally
with a 3° latitude and 7.5° longitude resolution and the
plasma densities were obtained at 15-min intervals. The
IFM has been extensively validated against the climatology
of the TOPEX satellite Total Electron Content (TEC)
observations [Zhu et al., 2006].
[13] The drivers to the IFM are global distributions of
neutral densities, temperatures, and winds, equatorial electric
fields, and the high-latitude plasma convection and precipitation patterns. These inputs are included as an integral part
of the IFM via well-known empirical models. The IFM
inputs include the solar flux and geomagnetic indices to
drive the empirical models. Although the IFM is a comprehensive physics-based model, because of its dependence
upon the empirical drivers representing the neutral atmosphere, electric fields, and auroral precipitation, its weather
capability is limited by the capability of these empirical
models. This limitation will become evident in later sections.
3.3. USU Global Assimilation of Ionospheric
Measurements (GAIM)
[14] At Utah State University a number of ionospheric
data assimilation models have been developed and are still
under development. The term USU-GAIM refers to this
entire suite of models. In this study, the GAIM model based
on a Gauss-Markov Kalman filter (GMKF) using observations from GPS ground receivers and DMSP satellites is
used. This model is described by Schunk et al. [2004], while
validation of the model is given by Scherliess et al. [2006],
and sensitivity of the assimilation technique to different
observation types is given by Thompson et al. [2006].
Scherliess et al. [2006] used three 24-day long study periods
in their validations. One of these periods is a subset of the
31 days of the 20 March through 19 April 2004 period used
in this study. The version of GAIM used to generate these
ionospheric specifications is referred to as USU-GMKF.
[15] For this period the USU-GMKF was run in a global
mode with 4.67° latitude and 15° longitude resolution. The
altitude range of the model is from 92 to 1400 km with 4 km
resolution in the E region and 20 km in the F region. The
GMKF is based on a background ionospheric model,
specifically the IFM as described in section 3.2. In the
GMKF a Kalman filter is used to adjust the electron density
difference between the background model and the observations. This assimilation procedure is carried out on a 15-min
time cadence. Hence, the data to be assimilated are grouped
into 15-min bins. Although the USU-GAIM model can
assimilate data from a wide variety of ionospheric observations, for this study, only slant TEC observations from 162
ground receivers and in situ electron density measurements
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Figure 3. Observed NmF2 values from three Australian ionosondes for the 5-day period day 85 through
89, 2004 (lower panels). Three model NmF2 traces are shown for each of the three ionosonde locations
and are stacked first GAIM, then IFM and IRI on top of the ionosonde observations.
from the SSIES instrument on DMSP F13, F14, and F15
were assimilated. Specific details of the assimilation technique for the GMKF are presented by Scherliess et al.
[2006] and are not repeated here.
[16] Figure 2 shows all the GPS-TEC pierce points from
the eight GPS ground stations located in Australia for
21 March 2004. Given that GAIM model used in this study
has a 4.67°  15° (latitude-longitude) resolution, the
distribution of pierce points indicates that over Australia
GAIM is heavily data driven. In addition to GPS, the three
DMSP satellites each provide topside electron density data
for GAIM at 840 km altitude during early morning and
evening local time periods. Also shown in Figure 2 are the
locations of the validation ionosondes (black squares) that
were used in this study. Note that the data from these
ionosondes were not assimilated in GAIM.

4. Comparison Methodology
[17] In order to compare the NmF2 specifications from the
three models with the ionosonde observations, the following
procedures were employed: For the IRI model the
corresponding NmF2 value was obtained coincident with
each useable ionosonde observation (those shown in

Appendix A, Figure A1) by providing the location and time
of the observation to the IRI model. This resulted in IRI
NmF2 values for the exact location and time of the observations. For the IFM and the GAIM model an interpolation
scheme had to be employed due to the rather coarse latitude/
longitude output grid of the two models, e.g., 3°  7.5°
for IFM and 4.67°  15° for GAIM. Initially, for each
ionosonde observation, the corresponding model time step,
which spanned the observation time, was identified. Next,
for each of the two models, the global NmF2 values at the
given time were fitted in latitude and longitude using a
bicubic spline function. Finally, the spline functions were
used to obtain the corresponding NmF2 values at the
locations of the ionosondes. Appendix A (Figures A2
(IRI), A3 (IFM), and A4 (GAIM)) presents the NmF2 model
data sets to be compared with the observations shown in
Figure A1.
[18] Figure 3 shows a comparison between the models
and the observed NmF2 for three stations over the same
5 days. The three stations have been selected to span the
maximum latitude and longitude extent of the study (see
Figure 1 for the station locations). Each column represents
NmF2 associated with one station with the ionosonde
observations in the bottom panel and then GAIM, IFM,
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Figure 4. Scatterplots of the logarithm of the model peak electron densities versus the observed
densities for Ajana (left column), South Headland (middle column), and Scherger (right column) for the
31-day study period. Each panel represents the normalized scatter distribution color-coded according to
the linear key provided. GAIM, IFM, and IRI model values are represented in bottom, middle, and top
rows, respectively.
and IRI NmF2 stacked in panels above this. A common trend
between NmF2 at these stations is that both IRI and IFM
have smooth repeatable diurnal curves while the ionosonde
and GAIM diurnal curves are somewhat variable and do not
repeat exactly. For example, the daytime NmF2 on day 87 is
lower than that for day 88 in both GAIM and the ionosonde
observation at Ajana (left column) and South Headland
(middle column). These two stations also share a common
nighttime plateau in NmF2 before dipping at predawn to the
lowest NmF2 values. Not only do the observations and
GAIM show this, but the IRI has this feature. IFM on the
other hand, has a nighttime inflection in the decreasing
NmF2 before arriving at the predawn NmF2 minimum. At
Scherger, the ionosphere is almost certainly being influenced by the southern equatorial anomaly; the NmF2
dynamic range as well as maximum daytime value have
increased. On days 88 and 89 the quality of the ionosonde
data made this period unsuitable for comparison. In both the
Scherger observations and GAIM results the nighttime
NmF2 plateau precipitously drops by over 1.0  106cm3,
on some days, to the predawn NmF2 minimum value.
[19] In order to compare the observations and model
results over the entire study period a scatter plot of the

logarithm of the electron density is shown in Figure 4 for
the same three stations. Each panel of this figure represents
one model’s electron density plotted against the observations for that station. The three columns represented from
left to right are Ajana, South Headland, and Scherger, while
the models are stacked GAIM, IFM, and IRI from the
bottom upwards. The color scale represents the relative
number of model/data pairs available in the study. In each
panel the diagonal dotted line represents scatter plot points
in which model and observations agree. Top right points
represent dayside high NmF2 while bottom left are the night
time low NmF2 values. The most important information in
Figure 4 is the qualitative shape of the distributions. An
ideal shape would be a narrow distribution centered on the
dotted line. Departures from the dotted line indicate disagreements between the model and data. By inspection the
IFM low NmF2 values follow the same ‘‘low’’ trend evident
in Figure 3. The higher density IFM NmF2 and those of the
GAIM and IRI follow the overall trend observed. Under
more detailed comparison IRI at all stations is biased low
compared to the observations and has a broader spread than
GAIM. Overall GAIM produces the narrowest distribution
of scatter and is well tied to the diagonal dashed line
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Figure 5. Average hourly NmF2 diurnal variations for the 31-day period (days 80 through 110, 2004)
for the three stations shown in Figure 3.
indicating agreement with observations. Figure 4 indicates
systematic biases, especially in the IFM, that would tend to
confuse climatology and weather comparisons. Hence in the
following analysis an effort is made to separate these two
aspects generated by the models.
[20] These comparisons between three stations can be
extended to all 11 stations by using the data presented in the
Appendix A figures. To quantify the comparison, the
following procedure is used. Both IRI and IFM are heavily
dependent on solar and geomagnetic indices to provide
climatology information. In the IRI case it is the solar
climatology of NmF2, while for IFM it is the climatology
of its drivers; the atmosphere, the magnetosphere, and the
Sun. Hence neither of these contains ionospheric weather
but would provide average conditions which may have
trends as the Sun, atmosphere, or magnetosphere evolve.
This is particularly the case since the solar index is a daily
value while the geomagnetic index is a 3 hourly index.
Therefore the fine structure NmF2 variability found in the
observations and GAIM cannot appear in the IRI or IFM
output. Hence in subsection 4.1 a monthly mean diurnal
NmF2 comparison is made. This diurnal mean is then
removed from the data to produce a NmF2 difference. In
subsection 4.2 this difference is analyzed to evaluate the
weather and multiday trends found in the models and
observation. To accomplish this separation of diurnal mean
and weather, the NmF2 are binned into hourly values.
NmF2 ðhourÞ ¼

X X
31days

i

NmF2 ðiÞ=

X X
31days

1

ð1Þ

i

where i is the individual ionogram times that lie within the
specific hour bin and hour identifies the 24 hourly bins. The
reason for using hourly bins is that even with data gaps over
the 31 day study period the number of points is on the order
of several hundred NmF2 values for each hour. This provides
well-behaved diurnal average curves. IRI uses median
values to discriminate against non-normally distributed low
or high tails in these distributions of NmF2 measurements. A

similar analysis was carried out on the hourly data sets and
for this data set it was found that the median values were
almost indistinguishable from the means calculated using
equation (1). The second step in the analysis is to remove
the diurnal mean from the NmF2 data sets to generate the
weather NmF2 difference data set.
Nm F2weather ðt Þ ¼ Nm F2 ðt Þ  Nm F2 ðhourÞ

ð2Þ

At this stage no interpolation in the hourly mean NmF2 data
was used. The appropriate hour bin value was simply
subtracted from NmF2(t).
[21] In subsection 4.3 the weather data sets will be used to
calculate weather skill scores. Since three models are
available and the IRI is the least weather-variable and most
well-known, it is used as the reference model in determining
the skill of the other two models in reproducing the
observed weather.
4.1. Mean Diurnal NmF2
[22] Figure 5 displays the hourly mean NmF2 values for
the ionosonde observations (x symbols), GAIM (solid line),
IFM (long dashes), and IRI (short dashes) for the three
stations used in Figure 4; Ajana, South Headland, and
Scherger. The mean distributions show the specific features
identified in Figure 4 for 5 days at these same stations. The
mean distributions have been plotted in the same panel
enabling a detailed quantitative comparison. The most
marked difference between the three stations is in their
noon sector maximum density. Nearest the southern equatorial anomaly the NmF2 values are largest (Scherger) and as
latitude moves poleward, first South Headland and then
Ajana, the F region peak densities decrease. This trend is
captured in all three models. Around noon the GAIM NmF2
are higher than observed by up to almost 3.0  105cm3,
while IRI is consistently lower by about the same. For the
two midlatitude stations, Ajana and South Headland, IFM is
also lower but at Scherger, IFM matches the data well
around noon but is consistently higher in the afternoon. The
time of maximum NmF2 is also not synchronized; GAIM is
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Figure 6. Residual NmF2 values obtained by subtracting the monthly average NmF2 values (Figure 5)
from the observed NmF2 values (Figure 3). The format of this figure is the same as for Figure 3 with a
difference that instead of NmF2 the residuals are shown on a range from 5  105 to 1  106 cm3.
early by 1 to 2 hours, while IFM is later by 1 to 2 hours, and
IRI is early by 2 to 4 hours. A notable feature of the five
days shown in Figure 3 is the night sector plateau. These
correspond to the F region plasma being maintained instead
of simply continuing a constant decay rate. This very
distinctive, broad plateau is present in the observations,
GAIM, and IRI for the two midlatitude stations from about
2200 to 0500 LT. At Scherger, the equatorial anomaly
station, only the observations and GAIM show it in the
mean. All stations, models, and observations identify a
predawn minimum NmF2. These are coincident to within
an hour, which is the predetermined time resolution of the
averaging procedure. However, the agreement in the value
of the NmF2 is mixed. IFM is always low by 3  105cm3
from observations. At midlatitudes GAIM is in agreement
with observations while at the equatorial anomaly site is
high by about 2  105 cm3. These results are consistent
with the comparisons at the other eight stations. Overall
GAIM is high in NmF2, while IRI is low and IFM at
different locations can be higher or lower.
4.2. Weather NmF2 Difference
[23] The hourly mean NmF2 described in subsection 4.1
have been subtracted from the NmF2 database to yield an

NmF2 difference. Figure 6 shows, in the same format as
Figure 3, for the same 5 days and same three stations, their
NmF2 differences, which are now defined as the NmF2
weather. An initial inspection confirms that the observed
and GAIM weather are ‘‘noisy’’ while that for IFM and IRI
are ‘‘smooth.’’ The term noisy does not imply random, but
rather the variability from day-to-day does not follow a
pattern. The term smooth is intended to convey the idea that
a repeating day-to-day pattern is present which is consistent
with climatological modeling. For IRI the weather has an
amplitude of less than ±1  105 cm3. This represents the
degree of solar and seasonal variability IRI has introduced
over the 31-day period. In the context of the other three data
sets in Figure 6 it is negligible. The IFM variability,
although recurring daily, shows a marked trend over the
5 days. The daily IFM weather has a distinctive pre-dawn
dip over these 5 days, otherwise the daily variability is less
than ±2.5  105 cm3. The exception to this trend is at
Scherger on the first day, day 85, in which the NmF2
weather increases to over 5  105 cm3. Although IRI
does not reflect this weather, both GAIM and the observations capture this marked weather event. A further discussion of day 85 will be included later. At both Ajana and
South Headland the IFM diurnal weather pattern is slightly
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Table 2. Standard Deviation of the NmF2 Weather
Three-Letter Observation, GAIM,
IFM,
IRI,
Station Name Identification 105 cm3 105 cm3 105 cm3 105 cm3
Ajana
Carnarvon
Curtin
Groote Eylandt
Kalkarindji
Laverton
Learmonth
Longreach
Lynd River
Scherger
South Headland

AJA
CAR
CUR
GRO
KAL
LAV
LEA
LON
LYN
SCH
SHE

1.12
1.34
1.81
2.60
2.01
1.16
1.51
1.24
2.06
3.09
1.65

1.17
1.39
1.83
2.59
2.02
1.05
1.59
1.49
1.98
2.91
1.76

0.82
0.82
1.12
1.27
1.11
0.69
0.85
0.83
1.07
1.31
0.97

0.29
0.28
0.38
0.49
0.39
0.21
0.29
0.28
0.41
0.48
0.30

enhanced on days 87 and 88 from the values at days 85 and
89. This represents a systematic trend generated by the
neutral atmospheric model to solar and geomagnetic indices
that drive it. The ionosonde and GAIM weather are very
similar with a dynamic range of more than 5  105 cm3 at
Ajana and South Headland and 1  106 cm3 at Scherger.
[24] Day 85 has a very distinctive all-day NmF2 weather
signature in the observations, GAIM, and IFM at Scherger
(see Figure 6). The magnitude of this sustained weather is
over 5  105 cm3 in IFM and over 1  106 cm3 in both
the GAIM model and in the observations. The source of this
marked difference can be deduced from a detailed review of
NmF2 at Scherger in Figure 3. In the observations and
GAIM there is a distinctively larger postdaytime maximum
NmF2 plateau. With this in mind a similar but less pronounced effect is present in IFM. From the IFM physics it
can be deduced that this postnoon sector enhancement is
associated with an enhanced equatorial anomaly. In the IFM
this dependence is generated via changes in the equatorial
eastward electric field model or via the neutral wind. In turn
these inputs are based on the solar indices. The wind in IFM
is also dependent upon the current and past geomagnetic
indices.
[25] Table 2 summarizes the above specific findings over
the entire 31 days for each station. The summary parameter
is the standard deviation of the NmF2 weather described
above and shown for three stations over 5 days in Figure 6.
Note the mean of the NmF2 weather in every case is zero.
For the IRI model the weather standard deviation is between
0.21 and 0.49  105 cm3. As already described, this
weather is associated with a well-defined diurnal variation
that evolves over the month. The IFM standard deviation
ranges from 0.69 to 1.31  105 cm3. In the case of IFM the
weather can include geomagnetic weather on a time scale of
several hours. Both GAIM and observations have the largest
standard deviations at each station. GAIM’s standard deviations range from 1.05 to 2.91  105 cm3 while the
observations range from 1.16 to 3.09  105 cm3. All
models and observations have the lowest standard deviations at Laverton and Ajana, which are the most poleward
stations. The largest standard deviations are associated with
the stations nearest the equatorial anomaly. This is a
consistent trend between all models and the observations.
4.3. Model Skill Scores
[26] The design criteria for models are not necessarily the
same; hence comparisons should be sensitive to this. In this
study the three models are prime examples of these differ-
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ences. IRI is designed to be an ionospheric climatology
model and hence in section 4.1 is expected to compare well
with a 31 day diurnal mean NmF2 comparison, although
important differences exist. IRI is not expected to capture
weather, as shown in section 4.2. IFM using a physics
approach has the potential to capture some weather that can
be generated by climatology drivers of the solar, atmosphere, and magnetosphere input and indeed an example of
this is shown at Scherger in Figure 6. In contrast GAIM is
responsive on a 15 min cadence to observed ionospheric
variability measured by mainly GPS slant TEC over several
4.67° latitude by 15° longitude bins. Thus in this section a
skill score analysis will be performed using IRI NmF2
weather as the reference. Two skill scores can be determined, one for IFM and one for GAIM. A skill score is
based first on determining the GAIM, IFM, and IRI score
against the observed weather. These scores are the root
mean square error (RMSE) for each model:
Score GAIMwv ¼

1
N

qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
X
2
obs
GAIM
 Nm F2weather
Nm F2weather

ð3aÞ

Score IFMwv ¼

1
N

qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
X
2
obs
IFM
 Nm F2weather
Nm F2weather

ð3bÞ

Score IRIwv ¼

1
N

qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
X
2
obs
IRI
 Nm F2weather
Nm F2weather

ð3cÞ

These scores are then combined to generate the GAIM and
IFM skill scores using the IRI score as the reference model,

GAIMSKILL ¼

IFMSKILL ¼

1:0 

Score GAIMwv
Score IRIwv


 100



Score IFMwv
 100
1:0 
Score IRIwv

ð4aÞ

ð4bÞ

The skill scores defined by equation (4) are expressed as
percentages and are bounded above at 100% when GAIM or
IFM exactly match the observations. Thus a skill score of
100% is the perfect model case. A value of zero implies that
the GAIM or IFM are equivalent to IRI, while negative
values indicate IRI is the better model in reproducing the

Table 3. NmF2weather Skill Scores for the 11 Individual Ionosonde
Stations
Station Name
Ajana
Carnarvon
Curtin
Groote Eylandt
Kalkarindji
Laverton
Learmonth
Longreach
Lynd River
Scherger
South Headland

8 of 14

Station
ID

IFMSKILL,
%

GAIMSKILL,
%

Adjusted
GAIMSKILL

AJA
CAR
CUR
GRO
KAL
LAV
LEA
LON
LYN
SCH
SHE

5
7
22
5
22
3
14
12
17
4
25

43
33
39
56
53
40
30
20
58
59
43

53
42
46
66
60
46
41
7
66
71
47
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Figure 7. Hourly skill scores for the GAIM (solid line) and IFM (dashed line) models for all
11 ionosonde stations against IRI used as the reference model.

Figure 8. Hourly skill scores for the GAIM model for all 11 ionosonde stations plotted versus solar
local time.
9 of 14
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Figure A1. The entire 11 station ionosondes NmF2 database used in this study. Each NmF2 values for
each station are plotted in separate identical panels and identified on their right edge.
observed trend. If IRI matches the observation exactly, the
skill scores become infinitely negative. Note that the skill
scores of a data assimilation model like GAIM can depend
on the number, types, and distribution of the assimilated
data. Consequently, the skill scores obtained for GAIM in
this study reflect the specific combination of the data
assimilated in this work.
[27] Over the entire 31 days data set and all 11 stations
this generates an IFMSKILL of 10% and a GAIMSKILL of
39%. Table 3 breaks down these two skill scores by the
stations. Although the IFM station skill scores are mainly
positive reaching 25% at South Headland, there is a station
with a negative value, Longreach at – 12%. Skill scores for
GAIM are significantly higher than for IFM, but again at
Longreach the value drops significantly to – 20%. Geo-

graphically, Longreach is the most distant from all the other
stations (see Figure 1); however, in terms of GPS TEC
coverage, in the GAIM assimilations Figure 2 shows
reasonable input nearby. Follow-up work will review
whether a special significance can be attached to the low
skill scores at Longreach.
[28] Figure 7 presents hourly skill scores for each individual station. The skill scores are shown for both models,
GAIM and IFM, and are obtained from equations (4a) and
(4b) over the 31 days at each of the hourly bins. The solid
line represents GAIMskill (hourly) while the dashed line is
IFMskill (hourly). Each panel is annotated with the station
number and ID as listed in Table 1. The Longreach station
skill scores (labeled 8:LON) has two very noticeable large
negative excursions (<100%) for GAIM and one large
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Figure A2. GAIM NmF2 values at all 11 stations for the study period shown whenever NmF2 is
observed. Format is the same as used in Figure A1.
negative excursion for IFM. One common feature in all
station panels is a large drop of hourly skill values around
0600 LT. This dip in skill scores is most marked for GAIM
(solid line). At this point it is not clear if these negative
excursions in the skill score are associated with the sharp
rise of NmF2 near dawn, the result of the small NmF2 values
right before sunrise, or associated with the coarse grid
resolution used in the GAIM model. Clearly, a more
detailed analysis of the model results near dawn is needed
but is beyond the scope of this study. A high-resolution
regional run of the GAIM model will be used in a follow-up
study to determine the effects of the grid resolution on the
model results in this local time sector. Figure 8 presents the
hourly GAIM skill scores for all stations versus solar local
time. The adverse dip in the GAIM skill scores near sunrise

can also be clearly seen in this figure. Indeed if this local
time sector is removed from the calculation of GAIMSKILL
the earlier value of 39% increases to 48% and the last
column of Table 3 labeled adjusted GAIM provides the
respective station GAIMSKILLS. For example the station
most under the southern equatorial anomaly, Scherger, has
a GAIMSKILL value of 71% from the earlier 60%.

5. Conclusions
[29] The availability of quality controlled ionosonde
measurements over the Australian continent has made
possible a very extensive investigation into the GAIM
model ionospheric specification as well as its baseline
model, the IFM. These investigations used the IRI as a
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Figure A3. IFM NmF2 values at all 11 stations for the study period shown whenever NmF2 is observed.
Format is the same as used in Figure A1.
reference climatology model and considered the ionospheric
NmF2 as being a combination of a mean component and a
weather component. The main conclusions of this study are
as follows:
[30] 1. The month long average NmF2 climatology for all
three models is similar to that observed with no one model
being favored with typical differences of the order of 10–
20%.
[31] 2. The GAIM model in a global mode with data only
from 162 ground GPS-TEC receivers and in situ Ne from
three DMSP satellites is able to recover a significant amount
of midlatitude and southern equatorial anomaly F region
weather, with a skill score of 39%.
[32] 3. GAIM has a distinctive shortcoming in the local
time sector around 0600 LT. When this period is removed

from the analysis, the skill score for GAIM increases to
48%.
[33] 4. IFM, the GAIM background model, is somewhat
better than IRI at specifying weather, i.e., a skill score of
10%.
[34] Together with these overall conclusions, the study
demonstrates the key attribute of an assimilation model in
that day-to-day weather can be captured even when the
assimilated data types and observations pertain to different
parameters (assimilated data were slant TEC and 840 km
DMSP electron density while the validation parameter was
NmF2). However, the study also pointed out a shortcoming
of the current data assimilation model when used in its
global mode with a limited data base for assimilation.
Detailed regional studies using the GAIM model in its
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Figure A4. IRI NmF2 values at all 11 stations for the study period shown whenever NmF2 is observed.
Format is the same as used in Figure A1.

regional mode with an improved horizontal resolution are
needed to resolve the source of the solar local time adverse
dependence around 0600 LT. Finally, it is important to note
that the skill score of the GAIM model presented in this
study reflects the specific combination of the data that was
assimilated in the model. We report that the GAIM skill
score will further increase when additional data and data
types are assimilated in the model.

Appendix A
[35] The study is based upon an extensive quality controlled ionosonde database. Eleven Australian DSTO ionosondes listed by station name and location in Table 1

formed this database. Figure A1 shows all the NmF2 data in
this database. Data gaps are present, especially during
the geomagnetically disturbed times of the 20 March to
19 April 2004 period. For the purposes of this study model
NmF2 values were only used at the times when observed
NmF2 values existed. Figures A2, A3, and A4 show the
GAIM, IFM, and IRI NmF2 values coincident with the
ionosonde observations. These four figures form the complete NmF2 database used in this study.
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