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In this article, we propose an inverse technique that accurately reconstructs the
ocean’s density stratification profile simply from free surface elevation data. Satel-
lite observations suggest that ocean surface contains the signature of internal tides,
which are internal gravity waves generated by the barotropic tides. Since internal
tides contain the information of ocean’s density stratification, the latter can in princi-
ple be reconstructed from the free surface signature. We consider a simple theoretical
model that approximates a continuously stratified ocean as discrete layers of constant
buoyancy frequency; this facilitates the derivation of a closed-form dispersion rela-
tion. First, we numerically simulate internal tide generation for toy ocean scenarios
and subsequently perform Space-Time Fourier Transform (STFT) of the free surface,
which yields internal tide spectra with wavenumbers corresponding to the tidal fre-
quency. The density profile is reconstructed by substituting these wavenumbers into
the dispersion relation. Finally, we consider a more realistic situation with rotation,
bottom topography, shear and density profiles representative of the Strait of Gibral-
tar. Density reconstruction in the presence and absence of shear are respectively
found to be 90.2% and 94.2% accurate.
a)Electronic mail: anirbanguha.ubc@gmail.com
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I. INTRODUCTION
The oceans are by and large stably stratified, that is, the density of ocean monotonically
increases with depth. The ocean’s density also varies with latitude and longitude, as well as
with seasons. Depending upon the strength of stratification, in general the vertical structure
of the ocean’s density is divided into three major layers: (i) top - weakly stratified surface
mixed layer, (ii) middle - strongly stratified pycnocline, and (iii) bottom - weakly stratified
abyss1.
An accurate knowledge of the ocean’s density field is crucial for ocean and climate
modeling2. The oceanic density stratification also has a direct impact on the aquatic ecosys-
tem. In oceans and lakes, microbiological activities and accumulation of organisms are
strongly affected by the pycnocline3. The density stratification influences the formation
of spring phytoplankton blooms, which in turns help to maintain a balanced ecosystem4.
In particular, depth of the top mixed layer modulates the interaction between the light
availability for photosynthesis and the nutrient supply from the deep oceans5. The density
gradient at the base of the mixed layer affects the entrainment process, which plays an
important role in mixed layer deepening and in supplying nutrients to the photic zone5.
The ocean’s density is a function of both temperature and salinity, both of which are
measured using CTD (Conductivity, Temperature and Depth) sensors using the ARGO
floats6. These sensors, while descending (or ascending) through the ocean water, collect
the necessary information. The vertical profiles of temperature and salinity thus obtained
are then substituted into the equation of state to yield ocean’s density profile at a given
latitude–longitude. At present, there is a global array of ∼ 3800 free-drifting ARGO floats
in the global ocean. Indeed, these drifters do provide an accurate measurement of the density
field, however, they can not provide spatially uniform resolution data. Another drawback
of this measurement technique is that these floats behave as free-drifters, therefore, their
measurement at a particular point of interest cannot be controlled precisely.
The above drawbacks have persuaded us to look into a useful alternative measurement
technique. To the best of our knowledge, there are no indirect or ‘non-invasive’ techniques
that can estimate the oceanic density profile. In this article, we propose a strategy that
can provide a reasonably accurate estimate of ocean’s density stratification profile (and
hence, the pycnocline depth) in a fully non-invasive manner by only analyzing the ocean
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free surface. To achieve this, we scrutinize one of the most important consequences of ocean’s
stable density stratification – the internal tides, which are internal gravity waves (IGWs)
forced at the tidal frequency7. The proposed method provides an optimal compromise
between fidelity and simplicity of representation of the ocean density field. To analyse the
ocean surface imprint, we invoke a simpler approach by discretizing the vertical variation
of density into discrete layers with a linear variation of density (implying the buoyancy
frequency is piecewise constant) and construct a theoretical model to estimate the layered
density profile. Recently, internal tides have been proposed as a cost-effective tool to infer
the change in the upper ocean temperature due to a change in travel time of the low-
mode internal tides8. Apart from the internal tides, there is another type of IGW that
are generated by the wind-driven flow and have been observed as a prominent peak in the
Garrett & Munk continuous internal waves spectrum9. These wind-induced internal waves
generated in the ocean mixed layer are commonly known as “near-inertial waves”, and as
the name suggests, the frequency of these waves is very close to the Coriolis frequency10,11.
These waves predominantly undergo downward propagation11 and are different from the
kind of IGWs the current work is fully based on – the internal tides. From here on, the
acronym “IGW” would only represent internal gravity waves generated by the semi-diurnal
tides.
The high-mode IGWs often dissipate near their generation site. On the contrary,
the low-modes generally travel hundreds and even a thousand kilometers before getting
dissipated12,13. An important aspect of low-mode IGWs is that they are very efficient in
transporting momentum and energy over large distances, and help in mixing nutrients,
oxygen and heat in the oceans14. Turbulence and mixing due to IGW breaking play an
important role in regulating the global oceanic circulation, and are one of the major factors
in the climate-forecast models15.
The signature of the low modes on the ocean surface are detectable by the satellite
altimeters16,17; they appear as wave-like perturbations having a frequency of the tidal fre-
quency. In the past two decades, efforts have been made to construct the coherent structure
of the stationary low-mode internal-tides using 20 years of sea-surface height (SSH) data
from multiple satellite altimeters12,18. Fig. 1 shows the global estimation of mode-1 SSH
using multi-satellite altimetry. The figure also shows the regions of strong internal tide gen-
eration sites, which are highly correlated with the large-scale topographic features, shown
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Figure 1: Sea surface height amplitude of mode-1 semi-diurinal tides (M2) from
multi-satellite altimetry. The 3000 m isobath contours are shown in black. The light blue
masks show regions of the high meso-scale eddies. The image has been taken from Zhao
et al. 12 . c© American Meteorological Society. Used with permission.
by the solid black lines. The sampling rate of satellite altimeter is usually larger than the
tidal period, but remarkably enough, IGWs can still be studied with a dataset exhibiting
sampling only once in every 20–60 tidal periods18. An astounding point comes from these
observations that the signature of the IGWs remain both spatially and temporary coherent
despite the fact that they are often contaminated by the meso-scale eddies or the sub-surface
shear (mostly induced by the wind forcing)12. The pivotal point of our article is the real-
ization that the ocean surface signature of IGWs (which, as already mentioned, are well
detectable via satellite observations) carry the information of ocean’s density stratification,
and can in principle be inverted to reconstruct the latter.
We have organized the article as follows. In Sec. II we discuss the closed form dispersion
relations for one, two and three-layered of constant buoyancy frequency. Additionally, we
have provided a mathematical justification regarding the uniqueness of IGW wavenumbers,
and have also highlighted a unique situation where two different density profiles provide
the exact same set of wavenumbers. Moreover, sensitivity analysis of density reconstruction
has been discussed for one, two and three-layered models. Various aspects of numerical
implementation are discussed in Sec. III. In Sec. IV, we first consider toy models with
simple density profiles, and then a representative density profile of the Mediterranean sea.
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In each case, IGWs emanating from the bottom topography impinge on the free surface.
Wavenumbers corresponding to the surface signature are substituted in the closed form dis-
persion relation to reconstruct the underlying density profile. Next we perform semi-realistic
simulations of internal tides in the Strait of Gibraltar (the region where Mediterranean Sea
meets the Atlantic Ocean). The first case considers real bathymetry, real density profile,
Coriolis effect, but no background velocity shear, while the second case includes the effect of
velocity shear. The density stratification profile is reconstructed in both cases. The article
is concluded in Sec. V.
II. GOVERNING EQUATIONS AND EXACT SOLUTIONS
We consider an incompressible, 2D (x− z plane), density stratified flow of a Boussinesq
fluid on an f -plane. The mean (denoted by overbars) density profile varies in the vertical
(z) direction. The governing Navier-Stokes equation in this case is given by19–21:
∂u
∂t
+ (u · ∇)u+ f zˆ × u = − 1
ρ0
∇p− ρg
ρ0
zˆ + ν∇2u, (1a)
∇ · u = 0, (1b)
∂ρ
∂t
+ u · ∇ρ = wρ0
g
N2 + κ∇2ρ+ F . (1c)
Except F , the variables without overbars denote the perturbation quantities. The perturba-
tion velocity field is denoted by u ≡ (u, v, w), p and ρ respectively denote the perturbation
pressure and density. Since the flow consider is 2D, any variation normal to the x− z plane
has been neglected. The quantity f represents the Coriolis frequency, defined as f ≡ 2Ω sin θ,
where Ω is the Earth’s rotation rate (=7.3× 10−5 s−1) and θ is the latitude of interest. The
quantity g denotes the gravitational acceleration, ρ0 represents the reference density, ν is
the kinematic viscosity and κ is the mass diffusivity. Furthermore, N(z) ≡√−(g/ρ0)dρ¯/dz
is the Brunt-Va¨isa¨la¨ (or buoyancy) frequency, which is a measure of the background stratifi-
cation. The forcing function, F , is assumed to be zero here. In the linear regime, (1a)–(1c)
can be simplified into one equation by neglecting the effects of viscosity and diffusivity, and
can be expressed as
∂2
∂t2
(
∂2w
∂x2
+
∂2w
∂z2
)
+ f 2
∂2w
∂z2
+N2(z)
∂2w
∂x2
= 0. (2)
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We seek a plane-wave solution and express w as follows: w = W (z)ei(kx−ωt), where k is the
wavenumber in the x-direction and ω is the frequency. By substituting this ansatz in (2),
we get
d2W
dz2
+ k2
N2(z)− ω2
ω2 − f 2 W = 0. (3)
We assume the lower boundary (at z = −H) to be impenetrable, i.e. w = 0 (implying
W = 0), while the upper boundary (z = 0) to be a free surface. However, at the leading
order approximation w = 0 (implying W = 0) at the free surface – which is popularly known
as the ‘rigid-lid approximation’20,22.
Eq. (3) together with the homogeneous boundary conditions, constitute a regular Sturm-
Liouville boundary value problem. Its solution is formed by the superposition of a countably
infinite set of eigenvalues kn and corresponding eigenfunctions Wn. The solution, which
physically represents internal gravity waves, can be obtained in analytical form only for
some special choices of N(z), e.g. constant or piecewise constant20, otherwise Eq. (3) has to
be solved numerically. Below we provide the exact solutions for (i) a single layer of constant
N , (ii) two layers, each having a constant N , and (iii) three layers, each having a constant
N .
A. Exact solutions
1. One layer
We consider a mean density profile ρ¯(z) that varies linearly with z, giving a constant N .
In this situation, Eq. (3), along with the homogeneous Dirichlet boundary conditions, can
be solved exactly, yielding
W =
∞∑
n=1
Wn =
∞∑
n=1
Cn sin (mnz) , (4)
where mn = npi/H is the vertical wavenumber of the n-th mode, and Cn ∈ R. The dispersion
relation is given by
mn = ±kn
√
N2 − ω20
ω20 − f 2
, (5)
where kn is the horizontal wavenumber of the n-th mode. In the above equation, we have
fixed the value of ω as ω0, which we take as the tidal frequency. This is because our interest
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here is to obtain internal tides, that is, internal waves oscillating at tidal frequencies (IGWs).
Eqs. (4) and/or (5) appear in classic texts1,20,23.
2. Two layers
In this case we consider a two-layered density stratified flow. Density in each layer varies
linearly with z (i.e., N is constant in each layer) as follows:
N =
N1 −h < z < 0,N2 −H < z < −h. (6)
We note here that the two-layered density stratification is such that ρ¯(z) is still continuous,
implying there are no interfacial gravity waves at the pycnocline z = −h. In such a system,
Wn can be written as
20:
Wn =
Cn,1 sin[mn,1z] −h < z < 0,Cn,2 sin[mn,2(z +H)] −H < z < −h.
By demanding the continuity of Wn and dWn/dz at z = −h, we arrive at the dispersion
relation
mn,2 sin[mn,1h] cos[mn,2(H − h)] +mn,1 cos[mn,1h] sin[mn,2(H − h)] = 0, (7)
where mn,i = kn
√
N2i − ω20/
√
ω20 − f 2; i = 1, 2.
3. Three layers
Next we consider a three-layered density stratified flow, with N = constant in each layer:
N =

N1 −h1 < z < 0,
N2 −h2 < z < −h1,
N3 −H < z < −h2.
(8)
Again we note that the ρ¯(z) is continuous. As already mentioned, the oceans can be broadly
divided into three regions of different density stratifications, hence the three-layered model
can crudely represent the ocean’s mean density profile. Thus N1, N2 and N3 respectively
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denote the stratifications of the top, middle (pycnocline) and bottom layers. In this three-
layered system, Wn can be expressed as
Wn =

Cn,1 sin[mn,1z] −h1 < z < 0,
Cn,2 sin[mn,2(z + h2)] + Cn,3 cos[mn,2(z + h2)] −h2 < z < −h1,
Cn,4 sin[mn,3(z +H)] −H < z < −h2,
where mn,i = kn
√
N2i − ω20/
√
ω20 − f 2; i = 1, 2, 3. To obtain the four unknown coefficients,
we demand the continuity of Wn and dWn/dz at the two interfaces z = −h1 and z = −h2,
which finally yields the dispersion relation
mn,2mn,3 sin[mn,1h1] cos[mn,2(h1 − h2)] cos[mn,3(H − h2)]
−mn,1mn,3 cos[mn,1h1] sin[mn,2(h1 − h2)] cos[mn,3(H − h2)]
+mn,1mn,2 cos[mn,1h1] cos[mn,2(h1 − h2)] sin[mn,3(H − h2)]
+m2n,2 sin[mn,1h1] sin[mn,2(h1 − h2)] sin[mn,3(H − h2)] = 0. (9)
B. Uniqueness of the wavenumbers
Our objective is to reconstruct the ocean’s density stratification N by only analyzing the
free surface data. Due to the tidal forcing, internal wave beams radiate from the bottom
topography and the low mode internal waves impinge on the free surface. Spectral analysis
of the free surface would reveal the wavenumbers kn, which, on being substituted into the
m-layered dispersion relation (for example, the 3-layered dispersion relation is given by Eq.
(9)) would reconstruct N as an m-layered profile. However, a fundamental mathematical
question in this regard is – is this reconstruction unique? In other words, can two different
stratification profiles have exactly the same set of wavenumbers?
1. Uniqueness of isolated eigenvalues of Sturm-Liouville boundary value
problems
Let us consider a regular, two point, Sturm-Liouville boundary value problem
− d
dz
[
p(z)
dY
dz
]
+ r(z)Y = kw(z)Y ; z ∈ [a, b],
with boundary conditions C1Y (a) + C2
dY (a)
dz
= 0 and C3Y (b) + C4
dY (b)
dz
= 0.
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The above problem has a countable infinite number of eigenvalues kn and corresponding
eigenfunctions Yn. Zettl
24 (see p53 and Theorem 3.5.1, p54) shows that if two eigenvalue
problems are ‘close’ to each other, the isolated eigenvalues kn are also close. In other words,
a small change in the Sturm-Liouville problem also leads to a small change in the eigenvalues
and the eigenfunctions. Thus the set of wavenumbers given by Eq. (3) for a given N profile
(and depth H) must be unique.
In practice, however, only the first few-modes can be inferred with reasonable accuracy
from the satellite altimetry measurements18. A fairly accurate density reconstruction is still
possible with a finite number of modes. The accuracy of reconstruction increases as we
collect more modes (see Fig. 6 and Sec. IV B 2 for detailed discussion).
2. Reflection symmetry of the density profile: A consequence for eigenvalue
uniqueness
Here we show that under symmetry transform, the Sturm-Liouville problem may remain
unchanged, and hence provides the same set of eigenvalues. We focus on the specific Sturm-
Liouville problem concerning IGWs in Eq. (3), and apply the reflection symmetry transform:
z → −z −H. This yields the exactly same Sturm-Liouville problem as Eq. (3):
d2
dz2∗
W (z∗) + k2
N2(z∗)− ω2
ω2 − f 2 W (z∗) = 0, (10)
with boundary conditions W (z∗) = 0 at z∗ = 0 and z∗ = −H, where z∗ = −z−H. Note that
N2(z∗) = N2(−z − H), implying that N2(z) and N2(−z − H) yield the exact same set of
eigenvalues kn. Two different stratification profiles (one being a reflection symmetry of the
other) yielding the same set of eigenvalues can have consequences in our inverse reconstruc-
tion technique. The pycnocline in the ‘false profile’ would appear near the ocean bottom.
This profile being physically unfeasible (i.e. extraneous solution) should be disregarded.
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C. Sensitivity analysis
1. One-layer model
For one-layer model, the dispersion relation can be written as
D(k,N) = npi
H
− k
√
N2 − ω20√
ω20 − f 2
= 0. (11)
Suppose, due to measurement inaccuracies, instead of obtaining the exact wavenumber k,
we obtain some other value k1 where k1 = k + δk. Because of this measurement error, we
do not get the exact value N but N1 = N + δN . Therefore, we impose
D(k + δk,N + δN) = 0. (12)
For small values of δk and δN , we can do Taylor series expansion of the above equation as

:0D(k,N) + ∂D
∂k
∣∣∣∣
(k,N)
δk +
∂D
∂N
∣∣∣∣
(k,N)
δN = 0. (13)
After some algebraic manipulations, it can be shown that
δk
k
=
(
N2
N2 − ω20
)
δN
N
. (14)
In a real oceanic environment, the typical range of N is 10−1−10−3 s−1 and ω0 is 1.4×10−4
s−1. In this setting, we can approximate (N2 − ω20) as N2. Therefore, δN/N ≈ δk/k, which
means that the estimation error of N grows linearly with the measurement error of k.
2. Two-layered model
A similar type of mathematical argument can be built up from the simple one-layer case.
The number of unknowns needed to construct the density profile in the two-layered case is
4 (k, N1, N2 and h), and hence the problem is not as the straightforward as the one-layer
case. We take an analytical approach and therefore consider a series of assumptions. For
simplicity, let us assume that the depth h of the upper layer (having stratification N1) is
known. The dispersion relation can be written as
D(k + δk,N1 + δN1, N2 + δN2) = 0, (15)
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where δk is the error in the measurement of k; δN1 and δN2 are the respective estimation
errors for N1 and N2. For small values of δk, δN1 and δN2, we can perform Taylor series
expansion of the above equation as


:0D(k,N1, N2) + ∂D
∂k
∣∣∣∣
(k,N1,N2)
δk +
∂D
∂N1
∣∣∣∣
(k,N1,N2)
δN1 +
∂D
∂N2
∣∣∣∣
(k,N1,N2)
δN2 = 0. (16)
Further, let us assume that the errors of N1 and N2 are equal i.e., δN1 = δN2 = δN .
Therefore, the above equation can be written as
∂D
∂k
∣∣∣∣
(k,N1,N2)
δk = − ∂D
∂N1
∣∣∣∣
(k,N1,N2)
δN − ∂D
∂N2
∣∣∣∣
(k,N1,N2)
δN. (17)
After some algebraic manipulations and assuming that N21 − ω20 ≈ N21 , N22 − ω20 ≈ N22 , it
can be shown that
δk
k
≈ sin [m1h+m2(H − h)]
N1 cos [m1h] sin [m2(H − h)] +N2 sin [m1h] cos [m2(H − h)]δN, (18)
where mi = kNi/
√
ω20 − f 2 for i = 1, 2. From the above equation, we can recover the
sensitivity of the one-layer model by substituting N1 = N2 (therefore m1 = m2).
3. Three-layered model
For simplicity, we assume that the depth h1 of the upper layer (having stratification
N1) and depth h2 of the middle layer (having stratification N2) are known. Therefore, the
dispersion relation for the three-layered model can be written as
D(k + δk,N1 + δN1, N2 + δN2, N3 + δN3) = 0, (19)
where δk is the error in the measurement of k; δN1, δN2 and δN3 are the respective estimation
errors for N1, N2 and N3. For small values of δk, δN1, δN2 and δN2, we can perform Taylor
series expansion of the above equation as


:
0
D(k,N1, N2, N3) + ∂D
∂k
∣∣∣∣
(k,N1,N2,N3)
δk +
3∑
i=1
∂D
∂Ni
∣∣∣∣
(k,N1,N2,N3)
δNi = 0. (20)
Further, let us assume that the errors of N1, N2 and N3 are equal i.e., δN1 = δN2 = δN3 =
δN . Therefore, the above equation can be written as
∂D
∂k
∣∣∣∣
(k,N1,N2,N3)
δk = −δN
3∑
i=1
∂D
∂Ni
∣∣∣∣
(k,N1,N2,N3)
. (21)
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After some algebraic manipulations and assuming that N21 − ω20 ≈ N21 , N22 − ω20 ≈ N22 ,
N23 − ω20 ≈ N23 ≈ N21 , it follows that
N1N2 cos[m2h] cos[m1(H + h)]
δk
k
≈
δN
N1
[
N1N2 cos[m1(H + h)] cos[m2h] +m1N2
h
H
cos[m1(H + h) +m2h]
−N21 cos[m1h1 +m2h]
(
h1
H
cos[m1(H − h2)]− h2
H
cos[m1(H − h1)]
)
+N22 sin[m1h1 +m2h]
(
h1
H
sin[m1(H − h2)]− h2
H
sin[m1(H − h1)]
)
+
N1 +N2
kH
√
ω20 − f 2 sin[m1(H + h)] cos[m2h]
]
, (22)
where h = h1 − h2 and mi = kNi/
√
ω20 − f 2 for i = 1, 2. For a thin pycnocline (h ≈ 0,
implies h1 ≈ h2), the above equation can be simplified as
δk
k
≈ δN
N1
(
1 +
[
1
m1H
+
1
m2H
]
tan[m1H]
)
. (23)
III. NUMERICAL IMPLEMENTATION
In order to simulate the internal tides, we numerically solve equation set Eqs. (1a)–(1c).
Following Gerkema19, we consider the barotropic tidal forcing term
F = zN2(z)Q0 sin(ω0t)
h(x)2
dh
dx
, (24)
where Q0 is the barotropic flux, h(x) is the local water depth and ω0 is the tidal frequency.
Th bottom topography has been incorporated; furthermore, the Cartesian coordinate sys-
tem, x − z, has been transformed into a terrain-following coordinate system, x − ζ with
ζ ≡ −z/h(x). Therefore, in the terrain-following coordinate system, the undisturbed free
surface is denoted by ζ = 0, and the bottom surface lies at ζ = −1. Following Dimas and
Triantafylluon25, we use a spectral spatial discretization with Chebyshev polynomial in the
vertical direction and Fourier modes in the streamwise direction, the latter has been assumed
to be periodic. Eqs. (1a)–(1c) have been solved using an open-source pseudo-spectral code
– Dedalus26. Fourth-order Runge-Kutta method has been used for the time-marching.
The correspondence between the prognostic variables in the two coordinate systems are:
u˜(x, ζ, t) = u(x, z, t); p˜(x, ζ, t) = p(x, z, t); ρ˜(x, ζ, t) = ρ(x, z, t). At the free surface ζ =
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η(x, t), the kinematic and dynamic boundary conditions are respectively given by
w˜ =
∂η
∂t
+ u˜
∂η
∂x
; p˜ = 0, (3.25a,b)
where η is the free surface elevation. At the free surface, u˜ satisfies the stress free boundary
condition. At the bottom surface ζ = −1, u˜ and w˜ respectively satisfies the no-slip and the
no-penetration boundary conditions. The insulating boundary conditions applied both at
the top and the bottom have been used for the density. Furthermore, we have taken both
viscosity and diffusivity into account, ν and κ are respectively set to 10−6 m2s−1 and 10−7
m2s−1.
For numerical simulations, we have first considered a toy model with a Gaussian bottom
topography. The density profile of the model has been varied from single to three-layered
(given in Sec. IV A 1–IV A 3). The model has a depth of H = 1 m, a horizontal extent of 40
m, and has been forced with a barotropic flux Q0 = 10
−3 m2 s−1 and frequency ω0 = 0.05 s−1.
Since the topography radiates IGWs, sponge layers have been used to absorb the incoming
IGWs both at the east and the west boundaries of the domain. We have used 256 Chebyshev
points in the z-direction and 1024 Fourier-modes along the x-direction. We have simulated
8 tidal periods with a time-step of 0.1 s.
Next we have considered a slightly more realistic scenario in Sec. IV B 1 and studied the
IGWs generation in the tidally active part of the Mediterranean sea. The stably stratified,
time-averaged and smoothed density profile has been taken at 36.6◦ N latitude and 0.2◦
W longitude. To simulate this we have used a domain of (Lx × Lz) = (50 × 1) km with
sponge layers of 10 km on both eastern and western boundaries. The flow is forced using
semi-diurnal tides of frequency 1.4 × 10−4 s−1 and with Q0 = 10−3 m2s−1 over a Gaussian
mountain. The spatial and temporal discretization, as well as the total time are same as
that in Sec. IV A 1–IV A 3.
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IV. RESULTS
A. Toy model
1. One-layer
We first simulate a single-layered flow with N = 0.1 s−1 and f = 0 s−1. The space-
time Fourier Transform (STFT) of the surface elevation field η yields the wavenumbers
kn corresponding to the tidal frequency ω0 = 0.05 s
−1. Figure 2(a) shows STFT of the
free surface elevation; the first vertical-mode (n = 1) corresponds to k1 = 1.813 m
−1. By
substituting ω0 and k1 in (5), we straightforwardly estimate N . Since the density at the
surface is known, the mean density profile ρ¯(z) can be directly reconstructed; see figure
2(b). Moreover, this result also serves as a validation of the numerical code. Sensitivity
analysis (see, Sec. II C 1) shows that error in estimation of N approximately grows with
measurement error of kn. For this particular case, δN/N = 0.75(δk/k).
2. Two-layered
Here we consider a squared buoyancy frequency
N2 = 2× 10−2 − 10−2 1
1 + (z − 0.7)256 , (4.26)
which approximates Eq. (6) with N1 = 0.1 s
−1, N2 = 0.14 s−1 and h = 0.3 m. Similar to
the one-layer case in Sec. IV A 1, tidal forcing leads to the IGWs radiation, whose imprint is
detectable at the free surface. In this case, we also fix f = 0 s−1. Fig. 2(c) shows the STFT
of the free surface elevation; corresponding to the tidal frequency, the first three vertical
modes respectively peak at k1 = 1.413 m
−1, k2 = 2.549 m−1 and k3 = 3.836 m−1. Our
objective is to reconstruct Eq. (4.26) using Eq. (7), which means that the three unknowns,
N1, N2 and h have to be evaluated. We substitute the obtained values of k1, k2 and k3 along
with ω0 in Eq. (7), leading to a system of three equations and three unknowns, which is
then solved numerically. The estimated values of N1, N2 and h are respectively 0.095 s
−1,
0.132 s−1 and 0.29 m and with these values the density profile has been reconstructed. The
mean density profile (solid line) along with the reconstructed version (blue dashed line with
markers) are shown in Fig. 2(d). The sensitivity analysis (see, Sec. II C 2) suggests that
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Figure 2: Top panel shows STFT of the free surface displacement (contours represent
amplitudes in log-scale), while bottom panel shows comparison between the actual (red
line) and the estimated (blue dashed line with markers) mean density profiles. (a)-(b)
one-layer, (c)-(d) two-layer and (e)-(f) three-layer.
δN/Navg = 1.58(δk/k), where Navg = (N1 +N2)/2.
3. Three-layered
We follow the same strategy as that outlined in Sec. IV A 1 and Sec. IV A 2. In this case,
we use the following N2 profile:
N2 = 0.01 + 0.0625 exp(−1000× (−z + 0.2)2). (4.27)
The above profile approximates the three-layered configuration of Eq. (8), with N1 = 0.1
s−1, N2 = 0.25 s−1, N3 = 0.1 s−1, f = 0 s−1, h1 = 0.12 m and h2 = 0.28 m. The goal is
to find N1, N2, N3, h1 and h2, and therefore we construct five-equations from Eq. (9) for
different value of n. Fig. 2(e) reveals that k1 = 1.396 m
−1, k2 = 2.448 m−1, k3 = 4.789
m−1, k4 = 6.173 m−1 and k5 = 8.408 m−1. The system of five equations and five unknowns
resulting from Eq. (9) are then solved numerically. The estimated values of N1, N2, N3,
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Figure 3: The IGWs radiating from a Gaussian submarine mountain impinges on the free
surface. Density profile, representative of the Mediterranean sea, has been considered.
Snapshots of the free surface displacement (η, in m) and the corresponding horizontal
baroclinic velocity field (u, in ms−1) are shown. Time corresponding to each snapshot
appears at the top of each sub-figure. The semi-diurnal tidal period, T = 2pi/ω ≈ 12.46
hours.
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Figure 4: Density reconstruction for the Mediterranean sea profile. (a) STFT of free
surface displacement (contours represent amplitudes in log-scale), and (b) actual (red line)
and the estimated (blue dashed line with markers) mean density profile.
h1 and h2 are respectively 0.093 s
−1, 0.246 s−1, 0.096 s−1, 0.1 m and 0.32 m. The density
profile has been reconstructed with the estimated parameters. The mean density profile
(solid line) along with the reconstructed version (blue dashed line with markers) are shown
in Fig. 2(f). The sensitivity analysis (see, Sec. II C 3) suggests that δN/Navg = 1.89(δk/k),
where Navg = (N1 +N2 +N3)/3.
B. Mediterranean sea profile
1. Idealistic Gaussian topography
As already mentioned in Sec. III, we simulate the IGWs for a case in which the mean
density profile is representative of the Mediterranean sea. We have assumed f = 0 s−1
for simplicity. Fig. 3 (also see supplementary Movie) shows snapshots of the free sur-
face displacement η along with the contours of the horizontal baroclinic velocity u in the
vertical plane at different time instants. Bending of the internal beams occur due to refrac-
tion from the pycnocline, furthermore, reflection from the pycnocline (which is of moderate
strength) leads to the observed beam scattering19. A point worth mentioning here is that
the wavenumbers present at the free surface (and hence, in the internal beam) do not depend
on the underlying topography at the generation site. Therefore, the result should be valid
for any other bottom topography that is not flat. Fig. 4(a) represents the STFT of the free
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surface elevation, the first five vertical-modes are k1 = 1.49 × 10−4 m−1, k2 = 3.19 × 10−4
m−1, k3 = 5.32× 10−4 m−1, k4 = 6.81× 10−4 m−1 and k5 = 8.94× 10−4 m−1. We approxi-
mate the Mediterranean sea profile with a three-layered model, and hence follow the same
procedure mentioned in Sec. IV A 3. The estimated values of N1, N2, N3, h1 and h2 are
respectively 1.1× 10−3 s−1, 6.5× 10−3 s−1, 2.5× 10−3 s−1, 50 m and 150 m. Fig. 4(b) shows
the comparison between the actual density profile used in the model and the estimated den-
sity profile. The sensitivity analysis (see, Sec. II C 3) suggests that δN/Navg = 2.81(δk/k),
where Navg = (N1 +N2 +N3)/3.
To estimate the error, we have used normalised root-mean-squared error (NRMSE), de-
fined as
NRMSE =
√
1
M
∑M
i=1(ρ¯
a
i − ρ¯ei )2
ρ¯amax − ρ¯amin
,
where ρ¯a and ρ¯e are respectively the actual and the estimated density profiles, ρ¯amax and ρ¯
a
min
are respectively the maximum and the minimum values of the actual density profile, and M
is the number of points. We find NRMSE to be 5.4%, which implies that the three-layered
model (or in other words, the first five modes) estimates the density profile with reasonable
accuracy.
2. Realistic topography without and with shear
It has been observed that the Strait of Gibraltar is a choke-point in the exchange of
water between the Atlantic Ocean and the Mediterranean Sea27. Therefore, it is possible
that there might be a dynamical role of the shear flow on the properties of internal tides (i.e.
the dispersion relation might be affected). Based on observational evidences, we pursue this
issue by performing two numerical experiments – one without background shear and another
with steady background shear. While in the Strait of Gibraltar, the shear is primarily caused
by the exchange flow, in a different situation it can be caused by a strong wind forcing;
hence the imposition of the background shear can be viewed as a general case. In this
regard, we have solved the 2D Navier Stokes equations with Boussinesq approximation on
an f -plane with realistic ocean topography. The bathymetry considered here is located at
30◦N latitude and along the Strait of Gibraltar. The bathymetry data has been taken from
the General Bathymetric Chart of the Oceans’ (GEBCO) gridded bathymetric datasets28
and interpolated to the numerical grid resolutions. For the numerical simulation purposes,
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we have used MITgcm, an open-source code29. The horizontal length of the computational
domain is 200 km with 2000 uniform grid points. In vertical direction we have used 200
non-uniform grid points and nearly 20 grid points has been concentrated near to the bottom
boundary to fairly resolves the boundary layer. Both kinematic viscosity and mass diffusivity
have been set to 10−6 m2 s−1, and sub-grid modeling hasn’t been used. No-slip and no-
penetration velocity boundary conditions are applied at the bottom of the domain and
no-flux boundary conditions are applied to the density field at the ocean surface and at the
bottom. The numerical model incorporates implicit free surface with partial-step topography
formulation30. For generating the internal tides, the model has been forced with semi-
diurnal barotropic tide with a frequency of 1.4 × 10−4 s−1. The model has been integrated
up to 7 tidal periods with a time-step of 20 seconds. The shear flow profile used in this
study is taken from the observation data reported in Send and Baschek27 (see, solid black
line figure 7(a) of their paper). The steady shear flow has been calculated from the total
shear flow by removing the constant barotropic tide, which is 0.05 ms−1 (see Izquierdo and
Mikolajewicz 31). The maximum and minimum value of the shear flow is found to be 0.35
and −0.15 ms−1 respectively. However, stratified shear flows may undergo instability if
the value of the local Richardson number (Ri ≡ N2/(dU/dz)2 where U(z) is the imposed
shear velocity) is lesser than 1/4 (see Drazin and Reid 32). In our numerical simulation,
min(N) = 5 × 10−3 s−1 and max(dU/dz) = 5 × 10−3 s−1, hence min(Ri) = 1, making the
background state linearly stable. Both Figs. 5(a) and 5(d) show snapshots of the surface
undulation created by the IGWs and the perturbed baroclinic u-velocity contours; the first
figure is without and the second one is with the shear. While the coherent internal beam is
observed in the u-velocity contours of Fig. 5(a) (just like Fig. 3), slight loss of coherence
due to the moderate amount of shear is observed in Fig. 5(d). The effect of shear becomes
clearer on comparing the STFT of the two cases. Figs 5(b) and 5(e) respectively show the
wavenumbers of the first 5 modes for without and with shear cases, and their numerical
values have been given in Table I. A simple comparison of these values suggests that the
moderate shear has negligible effect on the wavenumber of mode-1. However, as expected,
the shear has some effect (albeit small) on the higher modes; higher the mode number,
higher is the change. Moreover, such changes would also increase with increasing shear, and
there is a possibility to loose the coherent beam structure when the shear is very strong.
Table I reveals that the wavelength of the first 5 modes range from ∼ 100 km to ∼ 10 km; it
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is difficult for shear, which works at 10–100 m scales, to have a strong effect on these modes.
Since our density reconstruction procedure is based on ‘reading’ wavenumbers from the free
surface and using these wavenumbers as an input in Eq. (9) (which has been derived for
the no-shear condition), changes in the wavenumbers would reflect in the estimation of the
density profile. Table II shows the estimated values of required parameters to reconstruct
the density field using the theory of three-layered model. Figs. 5(c) and 5(f) respectively
show the estimation of density profile for without and with shear cases.
Table I: Values of the wavenumbers kn (m
−1) for the first 5-modes.
CASE k1 k2 k3 k4 k5
(1) without shear 1.1× 10−4 4.2× 10−4 5.9× 10−4 9.8× 10−4 10.8× 10−4
(2) with shear 1.1× 10−4 4.4× 10−4 6.2× 10−4 10.4× 10−3 11.6× 10−4
Table II: Estimated values of parameters to reconstruct the Mediterranean density profile
using the three-layered models.
CASE N1 (s
−1) N2 (s−1) N3 (s−1) h1 (m) h2 (m)
(1) without shear 1× 10−3 6.6× 10−3 1.3× 10−3 46 186
(2) with shear 1× 10−3 6.8× 10−3 1.6× 10−3 60 180
The NRMSE in the estimation of density profile is 5.8% for no–shear case, and 9.8% for
with–shear case. It follows that δN/Navg ∝ δk/k where Navg is the average of the layered
buoyancy frequency. The error in density estimation δρ is found to be δρ/ρ ∝ N2avgδN/Navg.
A simple calculation of sensitivity analysis suggests for the case of no-shear and shear the av-
eraged values of δN/Navg are respectively δN/Navg = 2.65(δk/k) and δN/Navg = 3.14(δk/k).
Therefore, effects of the shear is very small in this particular case. In general, in the oceans
N = O(10−3) – O(10−1) s−1, therefore, it can be said that the shear induced modification
of kn weakly affects the density reconstruction, provided the shear is not very strong.
In practice, only the first few modes are available from the satellite altimetry dataset18.
Therefore, we have studied the dependence of density reconstruction error as the number of
first-n modes, Tn is increased. For this particular analysis, we have considered wavenumbers
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Figure 5: Simulation of IGWs near the Strait of Gibraltar. The left column ((a)–(c)) is the
no-shear case, while the right column ((d)–(f)) corresponds to a steady background shear.
The top panel ((a) and (d))shows snapshots of the free-surface displacement (η, in m) and
the corresponding horizontal baroclinic velocity contours (u, in ms−1). The middle panel
((b) and (e)) shows the STFT of the free-surface displacement (contours represent
amplitudes in log-scale), while the bottom panel ((c) and (f)) shows the actual (red line)
and the estimated (blue dashed line with markers) density profile.
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Figure 6: NRMSE(%) versus the first-n modes, Tn. As n increases, the reconstructed error
decreases, implying that the reconstructed density profile converges to the actual density
profile.
for the ‘without-shear’ case. Fig. 6 shows that the percentage of reconstruction error
decreases as the number of modes, n increases. The values of Tn = 1, 3 and 5 respectively
correspond to one-layer, two-layered and three-layered model. For the case Tn = 2, we have
used Eq. (7) of the two-layered model with N1 already known from the one-layered model,
thereby reducing the number of unknowns to 2 (i.e. N2 and h), making it solvable. In a
similar way, for Tn = 4 case, we have used Eq. (9) of the three-layered model with N1
already known from the two-layered model, thereby reducing the number of unknowns to 4,
and reconstruct the density profile by finding out N2, N3, h1 and h2. Similar procedure has
been followed for Tn = 6 and Tn = 7 cases. The reconstruction error saturated to 5.8% at
Tn = 5. This suggests that the three-layered model can be regarded as an optimal choice
for density reconstruction, which is expected since a generic ocean density profile shows a
three-layered structure. We also note that in order to capture the finite thickness of the
pycnocline, we need n > 3.
V. CONCLUSION
Using numerical simulations, we show that ocean’s free surface carries the information
of its mean density profile, and therefore layout the theoretical groundwork towards its
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reconstruction. To the best of our knowledge, this is the first work that puts forward an
inverse technique towards obtaining or estimating ocean’s density profile. The barotropic
tides cause the stratified ocean water to move back and forth over the submarine topography,
causing the IGW radiation. The IGWs carrying the information of the ocean’s mean density
profile impinge on the free surface, the signature of which can be observed using the STFT.
The wavenumbers (countably infinite in number) constituting this IGW correspond to the
tidal frequency in the STFT spectrum. In general, higher the mode number, lower is its
amplitude; hence the first few modes of the surface signature (which are easier to detect
in practice) can be used to estimate the density stratification profile. The ocean’s mean
density profile ρ¯(z) has some specific qualities – it continuously and monotonically decreases
with z. Furthermore, the variation of ρ¯(z) is such that it can be broadly divided into three
distinct regions. In each of these regions, ρ¯(z) can be approximated to be linearly varying
with z (implying N is constant in each layer). Therefore we construct a ‘simplified ocean’
with m layers, each with a constant N (the maximum value of m considered here is 3). The
remarkable advantage of this simplification is that a closed form dispersion relation can be
obtained. For an m-layered flow (m ≥ 2) we have to find buoyancy frequencies in each layer:
N1, N2, · · · , Nm, and layer depths: h1, h2, · · · , hm−1. It is possible to evaluate these 2m−1
unknowns by constructing 2m−1 equations out of the dispersion relation, provided we know
the wavenumbers k1, k2, · · · , k2m−1 corresponding to the tidal frequency ω0. Indeed, this
information is known from the STFT spectrum of the free surface. After reconstructing the
simpler profiles, we consider a slightly more complicated density profile that is representative
of the Mediterranean sea. Using the 3-layered model, we reconstruct the above-mentioned
profile with 94.6% accuracy. In all these cases, a Gaussian bottom topography is used. Next
we consider a more realistic environment in which rotation is included; moreover bottom
topography, density and shear profiles are representative of the Strait of Gibraltar. In the
absence of shear, the reconstructed density profile is 94.2% accurate, however accuracy is
found to decrease to 90.2% in the presence of shear. We note here that, although the
complexity of the bottom topography plays little role in altering the wavenumbers of the
low-modes and hence, in the density profile reconstruction, the shear can have an important
role. In fact, shear causes loss of coherence of the internal beams; if shear is very strong,
it will be very difficult to reconstruct the density profile. One can notice in Fig. 1 the
absence of coherent signature of internal tides over a large region near the equatorial Pacific
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ocean. The cause of this absence has been attributed to the enhanced dissipation caused by
the vertically and horizontally stacked zonal currents with the alternating flow directions33.
Fortunately, the effect of shear is small in most parts of the global ocean, otherwise the
coherent signal of mode-1 in Fig. 1 wouldn’t be present. Hence our technique would be
broadly applicable. We have also discussed the dependence of reconstruction error of the
density profile on the number of modes since in practice, satellite altimetry dataset provides
a finite number of low modes.
Finally we discuss the importance and relevance of this work. There are many theoretical
and numerical studies where the stratification of the ocean has been approximated as layered
profiles, each layer having a constant buoyancy frequency. For example, the the effect of
wind-stress on the induced currents in the top weakly stratified layer has often been studied
with discrete layers of constant buoyancy frequency, and agrees well with the observation
analysis34,35. The generation of energetic superharmonics using nonlinear self-interaction
of the primary linear wave has been explored using simplified discrete constant buoyancy
frequency layered models and this simplified theoretical model often explains the real ocean
observation36. Theoretical studies on the generation of solitary waves using discrete layers
often facilitate understanding of the real ocean scenarios19,37,38. Moreover, the knowledge
of the location of the ocean pycnocline will be crucially important for designing offshore
structures and estimating the impact of the internal solitary waves on those structures39.
Furthermore, a serious problem in climate modelling is the accurate simulation of the clima-
tological state of the oceanic density field and this requires a good estimation of the eddy
diffusivity, which is commonly parameterised using the mean buoyancy2,40,41. Inversion of
the mode-1 wavenumbers in Fig. 1 would result in a one-layered global ocean stratification,
and if the first five modes are available, the three-layered global ocean (climatological) den-
sity field can be reconstructed with uniform spatial resolution. In conclusion, we believe that
our proposed technique, in conjunction with the ARGO data, can provide a better estimate
of the global ocean density field in the future.
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