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Abstract 
The Sleipner Benchmark, released in 2011 by Statoil, allows for high-resolution flow simulations of the world's 
largest offshore CO2 storage site. While benchmarks already exist for CO2 storage, they are unconstrained by 
observational data. The Sleipner Benchmark is unusual in being a real case study with data of sufficient detail and 
duration to calibrate key uncertainties. At Sleipner, CO2 has been injected since 1996 into a shallow marine sandstone 
formation. The model measures 3x6 km2 directly above the injection location, and includes the subtle caprock 
topography that appears to control the plume development. This paper presents simulation results that (a) match the 
plume over the period 1999 to 2008, and (b) predict the plume for 2010 (seismic not yet released) and 2012 (seismic 
acquired last year), using the 2006 and 2008 observations as calibration points. A combination of modeling 
techniques indicates that the best match is derived from a black oil reservoir simulator, but only when adapted to 
approximate the near-equilibrium pressure conditions of a migration simulator for flow beneath the caprock. This 
strongly favors a gravity-segregated/capillary-dominated interpretation of the plume behavior at a relatively short 
distance from the injection location. The black oil simulation approach also allows for an estimate of the plume 
dissolution behavior - a poorly constrained phenomenon. The simulation results imply: (1) a rapid approach to 
equilibrium for the buoyant CO2 within years; and (2) a significant local dissolution effect within decades. This 
combination of near-equilibrium conditions and subsequent dissolution suggests that the risk associated with the 
Sleipner plume is currently low and likely to diminish in the immediate post-operational phase. 
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1. Introduction 
This paper addresses two different numerical simulation approaches to calibrating, and predicting, the 
apparent carbon dioxide (CO2) plume distribution beneath the caprock at the Sleipner storage site, 
offshore Norway. The first approach applies a migration simulator (capillary flow) to estimate the 
equilibrium position for CO2 as a separate phase in the uppermost layer of the observed plume. The 
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second approach applies a black oil simulator (Darcy flow) to estimate both the uppermost layer 
distribution and associated CO2 dissolution during the injection and post-injection phases. Both 
approaches share a common numerical mesh (the Sleipner Benchmark [1], described in detail below), and 
are tested against the widely published 4D seismic series for the uppermost plume distribution from 1999 
to 2008. Calibrated outcomes for 2006 and 2008 provide a near-equilibrium strategy for pressure 
compensation in reservoir simulators that may help to accurately predict the plume distribution in 2010 
and 2012. The dissolution behavior of the plume is also considered. 
 
Nomenclature 
Sg CO2 saturation    [/] Pth Threshold pressure [kPa] 
Sw  Brine saturation   [/] Pcg CO2 capillary pressure [kPa] 
krg CO2 relative permeability  [/] k Absolute permeability [m2] 
krw Brine relative permeability [/] IFT Interfacial tension [N/m2] 
The Sleipner Benchmark 
The Sleipner Benchmark is a new modeling benchmark [1], released by Statoil in 2011, and freely 
available online as a data package managed by the IEAGHG R&D programme [2]. The benchmark 
consists of a numerical mesh (Figure 1) and related data package, and is designed for comparative high-
resolution simulations offshore CO2 storage project. The aim of the benchmark is to 
improve modeling tools and methods, and to further our understanding of CO2 flow dynamics. 
 
 
Fig. 1. The Sleipner Benchmark: a 362,500 element, 3x6 km2 mesh with a cell resolution of 50x50 m2 
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Several benchmark models already exist with regards to CO2 storage [3], but these are essentially 
hypothetical in nature and unconstrained by monitoring data. Hypothetical benchmarks also omit the 
detailed geological and reservoir engineering aspects of a real case study. For an empirical benchmark, 
the monitoring data should be of sufficient detail and duration to calibrate key uncertainties. The Sleipner 
Benchmark model aims to do this by defining a well-constrained real case. At Sleipner, captured CO2 is 
injected into the Utsira Formation: 
 Injection began in October 1996, with more than 10 Mt sequestered by 2008 
 The plume has rapidly ascended and segregated into a number of layers within the storage site 
 All of the layers, except one, are trapped as a stack within the main Utsira Sand unit 
 The uppermost layer is trapped within a shallower Sand Wedge unit beneath the caprock 
 The uppermost layer is observed in all six of the 4D seismic surveys from 1999 to 2008 
 The morphology of the uppermost layer appears to be strongly influenced by the caprock topography 
 
The flow behavior of the uppermost layer is interesting for a number of reasons: firstly, the primary 
seal for the storage site is the caprock. It follows that the dynamics of CO2 flow beneath the caprock are 
important when considering the present-day and long-term risks of CO2 sequestration. 
Secondly, the distribution of the uppermost layer through time is well constrained, as it is based on the 
shallowest bright reflection in each of the 4D seismic surveys. As such, the interpretation is unaffected by 
the complexities associated with mapping the deeper layers [4], which are masked by the overlying bright 
reflections of shallower layers. 
Thirdly, the uppermost layer of the plume (800 m bsl) is buffered from the pressure influence of the 
injection well (1012 m bsl) by a number of thin shale barriers. Pressure is an intrinsic aspect of flow 
modeling, playing a dominant role in numerical simulations and analytical solutions for CO2 storage 
models alike. Predicting plume dynamics accurately requires a good understanding of the pressure field. 
Finally, a successful model outcome for the uppermost layer provides a starting point for a two-layer 
flow simulation that simultaneously addresses both the uppermost layer and the layer beneath the Thick 
Shale. The Sleipner Benchmark has been designed to allow for this next step by including the mapped 
topography of the Thick Shale as the basal surface for the current mesh (Figure 1). 
4D Seismic Observations 
The calibration data for the uppermost layer is a key aspect of the Sleipner Benchmark. The storage 
site has been extensively monitored from its inception, with a combination of seismic surveys, 
gravimetric surveys and one electromagnetic survey. The 4D seismic imaging has been the primary 
constraint on the plume distribution, with most researchers favoring a nine-layer interpretation (layer 9 
being the uppermost reflection, associated with CO2 trapping beneath the caprock). For a recent detailed 
analysis of the nine-layer plume interpretation, see Boait et al. [4]. 
This study focuses on the uppermost layer as it appears at six points in time from 1999 to 2008, at 
approximately 2 year intervals (Figure 2). The first observation of the uppermost layer in 1999 came as a 
surprise: a strong reflection in the 1994 baseline seismic survey, now associated with the Thick Shale, 
had initially been mapped as the caprock. Further seismic surveys in 2001 and 2002 showed that the two 
small but distinct indications of CO2 in 1999 had merged into a distinctly non-elliptical shape with a 
pronounced northerly finger, trapping beneath the re-assigned caprock. The remaining surveys for 2004, 
2006 and 2008 show this characteristic shape filling out and expanding, with a strong emphasis on the 
northerly finger extension, and a more gradual expansion to the south, with a small separate southerly 
show in 2008. The pattern is consistent with an increasing rate of CO2 arrival at the caprock. These 
observations, combined with thickness and density estimates, allow for a reasonable flux estimate [1]. 
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Fig. 2. The mapped distribution of CO2 in the uppermost layer (stippled box) beneath the caprock, as interpreted from 4D seismic 
Mesh design and properties 
The mesh for the Sleipner Benchmark is designed to contain the estimated plume distribution in the 
uppermost layer (roughly 1.2 Mt in 2008), and to accommodate near-field extrapolations for predictive 
modeling (around 3 Mt by 2012  see Fig. 3a). Another objective of the mesh design was a high enough 
resolution to ensure the accuracy of a numerical solution, while remaining suitable for common 
approaches to reservoir simulation. As such, the area of interest is fairly tight (18 km2), and centered on 
the apparent plume profile from 1999 onwards. The cell count (362,500 elements) is based on individual 
element x:y dimensions (50x50 m2) that match the in-line/cross-line resolution of the 4D seismic surveys, 
resulting in a mesh at the same resolution as the observational data. The model depth range covers a 63 m 
interval that includes the storage site seal, upper reservoir, and underlying Thick Shale: 
 Origin: UTM zone 32; 436,920 east; 6,469,150 north; depth 860 m 
 Range: 3.2 km (east-west) by 5.9 km (north-south) by 63 m deep 
 Layers: 1-7 (Thick Shale); 8-44 (Sand Wedge); 45-48 (Caprock) 
 
The mesh is populated with standard geo-cellular attributes such as initial pressure, temperature, rock 
and fluid properties (Table 1). The Sand Wedge is represented as a homogeneous and anisotropic 
reservoir. The sensitivity to heterogeneity (not reported here) supports the homogeneous assumption as a 
first approximation. The caprock and underlying Thick Shale share essentially the same mudstone 
properties, based on the current consensus for the seal above the storage site [1]. Fluid properties also 
based on the same consensus view [1], and derived from common equations of state for CO2 and seawater 
[5,6], assuming reasonable reservoir PVT and salinity conditions for the reservoir. 
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Table 1. Mesh properties and fluid properties for the Sleipner Benchmark 
Mesh Properties Value Fluid Properties Value 
Caprock porosity 0.35 CO2 viscosity 0.06 mPas 
Caprock permeability  CO2 density 760 kg/m3 
Caprock threshold pressure  1.7 MPa CO2 IFT factor 0.0625 
Sand Wedge porosity 0.36 Brine viscosity 0.8 mPas 
Sand Wedge permeability 2 D Brine density 1020 kg/m3 
Sand Wedge anisotropy 0.1 kv/kh Brine salinity 33,500 ppm 
Thick Shale thickness 6.5 m Critical saturation 0.02 
Thick Shale porosity 0.34 Connate saturation 0.11 
Thick Shale permeability   Residual saturation 0.21 
Geothermal gradient: 35.6 C/km; hydrostatic and lithostatic gradients: 10.11 and 17 MPa/km 
2. Model Boundary Conditions 
The Sleipner Benchmark boundary conditions are described in detail in the SPE paper 134891 [1]. 
Briefly, the lateral physical boundaries are treated as open to represent the regional geological context of 
the Utsira Formation. The upper and lower physical boundaries may be treated as either open or closed, 
as vertical flow is baffled by the overlying and underlying shales. A number of meta-boundary conditions 
for flow have also been defined: 
 The rate at which CO2 arrives in the Sand Wedge over the period 1999-2008 
 The relative permeability for CO2 and brine as a function of brine saturation 
 The CO2 capillary pressure associated with increasing column height as a function of saturation 
 The relationship between absolute permeability and threshold pressure for both sandstone and shale 
CO2 arrival in the uppermost layer 
With respect to the first point, the CO2 arrival rate for the uppermost layer has been estimated as 
gradually increasing through time [1] in a predictable fashion (Fig. 3a). A 6th order polynomial regression 
fits the estimate well, allowing for an extrapolation of the trend for the uppermost layer mass in 2010 and 
2012 (2 and 3.15 Mt respectively). Assuming a future injection rate of 0.9 Mt/yr, the regression analysis 
indicates that the uppermost layer will receive all of the annually injected CO2 by around 2015. 
 
f (x) = c0 + c1x + c2x2 + c3x3 + c4x4 + c5x5 + c6x6   (R2 = 0.9998) 
  
c0  -1.41415273587396 x106 c3  -1.47393582315394 x10-4 c6  +1.26320949027601 x10-14 
c1  +3.40752350908137 x102 c4  -1.83448027241512 x10-7 x     time in calendar years 
c2  +8.70551322325742 x10-1  c5  +1.73845570832188 x10-11 f (x)   megatonnes of CO2 
A polynomial regression for the estimated mass of CO2 in the uppermost layer as a function of time 
 
The estimated mass for the uppermost layer is sensitive to a number of poorly constrained variables: 
plume temperature and related CO2 density, saturation distribution, and layer thickness [7]. As such, the 
arrival rate is uncertain but assumed to be reasonably accurate for the purposes of model calibration. 
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Relative permeability 
The relative permeability curves for the CO2 and brine are based on laboratory data [1]. These establish 
unscaled end-point saturations as depicted in Fig. 3b (CO2: Sg 0.61, krg 0.28; brine: Sw 0.91, krw 0.41). A 
Corey exponent of 2.8 provides a power-law interpolation between these end points (solid lines, Fig. 3b). 
Under initial conditions, the effective brine permeability is equivalent to the absolute matrix 
permeability of 2 D, since no CO2 is present prior to 1999. For very low CO2 saturations, the relative 
brine permeability decreases along a chord between unity and the critical saturation point (the effective 
permeability drops to 800 mD); the CO2 is immobile over this range but provides increasing resistance to 
flow. Beyond the critical saturation, the CO2 continues to impact on brine mobility, with the relative 
permeability curve following decreasing as a power-law curve for increasing CO2 saturation. The 
effective permeability of CO2 also increases as a power-law for CO2 saturation, reaching approximately 
600 mD at the maximum gas saturation. The equivalent relative brine permeability approaches zero. 
These values represent flow under laboratory conditions, and must be upscaled for simulation (Fig. 3b). 
 
 
Fig. 3. (a) estimated arrival rate of CO2 in the uppermost layer; (b) relative permeability curves for CO2 and brine; (c) CO2 capillary 
pressure as a function of saturation; (d) absolute permeability-threshold pressure transform 
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Upscaled Corey and Vertical Equilibrium 
Given a lack of sensitivity to various relative permeability models, as established in the SPE paper 
134891 [1], the relative permeability scenarios can be simplified to just two approaches: upscaled Corey 
curves (UP: dotted lines, Fig. 3b); and a vertical equilibrium model (VE: dashed lines, Fig. 3b). For the 
Corey curves, the upscaling of the maximum gas saturation point simply represents the much larger 
column heights of the reservoir compared to the laboratory. The end-point gas saturation increases to 
about 90 percent, equivalent to a maximum effective CO2 permeability of 1.5 D. The upscaling of the 
critical saturation point accounts for the difference between the unscaled onset of CO2 mobility, at around 
10 percent saturation, and the mobility of CO2 in a numerical mesh, which is assumed to occur at a much 
lower value to account for the large volume of each cell. In this study, the critical saturation is reduced to 
2 percent. A lower value could be used, but the model becomes insensitive to different critical saturation 
scenarios as the curves approach unity for brine saturation. 
The Vertical Equilibrium scenario is simply a straight line approximation that keeps the same end-
point saturations as the Corey approximation but replaces the power-law curves with linear interpolations 
[8]. This implicitly represents the gravity segregation of a gas-water system in a homogeneous reservoir, 
as the resultant brine mobility is dramatically increased, particularly for low CO2 saturations; mobility 
also increases beyond the critical saturation. This allows for a rapid vertical segregation of CO2 and brine 
as both phases are relatively mobile at low saturations. 
Capillary pressure and threshold pressure 
A simple Leverett J-function was applied to establish a brine saturation-capillary pressure relationship 
for trapped CO2 (Fig. 3c). An initial capillary pressure is required to overcome the critical saturation, 
equivalent to the threshold pressure for the Sand Wedge (Fig. 3d). The pressure then increases in a 
characteristic J-manner with increasing column height. The brine saturation, Sw, decreases rapidly for 
small column heights, with the CO2 approaching 70 percent saturation for a column of approximately 1 
m, and 80 percent for 2 m. As a result, much of the trapped CO2 within the mesh is likely to have a 
saturation range of 80-to-90 percent, with a low saturation fringe just above the gas-water contact. 
Finally, to enable capillary flow simulations of CO2 migration on the same mesh as black oil 
simulations, a permeability-threshold pressure transform is applied (Fig 3d). This power law converts the 
permeability matrix for a mesh into a threshold pressure field. The former is intrinsic to Darcy flow, the 
latter to capillary flow [9]. Both are abstract expressions that map to the underlying relationship between 
pore architecture and flow. Threshold pressures are frequently expressed in equivalent values for the 
mercury-air reference system (Fig. 3d). With respect to CO2-brine, and for the Sleipner Benchmark, the 
system is basically bimodal: a low threshold pressure of just a few kilopascals characterizes the 
sandstone, and a higher threshold pressure of around 1 MPa characterizes the shales. 
3. Simulation approach 
Most attempts to model the distribution of CO2 within the Utsira Formation assume Darcy flow as the 
dominant process [10,11]. These models have failed to quantitatively or qualitatively reproduce the plume 
morphology to date. To quote Chadwick et al., , derived from the seismic data, do not 
 [10]. Two distinct simulation approaches are taken in this study: the first 
approach is based on capillary flow (migration simulator); the second on Darcy flow (black oil 
simulator). The differences between the approaches are expected to highlight important aspects of flow as 
observed in the seismic data, and shed light on the poor performance of Darcy flow simulations to date. 
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Migration Simulator 
A migration simulator uses a combination of threshold pressure, capillary pressure and fluid density 
descriptions to model capillary flow. The migration simulator for this study [7,9] has been designed to 
model the invasive percolation of a non-wetting fluid (CO2) into a porous medium, displacing the wetting 
fluid (brine). Below a certain velocity, discussed below, flow tends to self-organize into discrete 
migration pathways and pooling traps [12]. This phenomenon is commonly known as drainage in 
petroleum systems analysis [13]. The viscosity contribution is negligible, and the viscous-dominated Darcy 
flow approximation breaks down. The migration pathway is effectively at the critical saturation, and 
floods a trap at a higher saturation related to the column height and permeability of the medium. 
A migration simulator assumes a dominance of capillary and gravity forces over viscous forces. The 
interplay of forces (viscous, capillary and gravity) in reservoir models is commonly defined using 
scaling-group theory [14,15], with the commonly accepted limiting condition for invasion percolation being 
a capillary force that exceeds the viscous force by a ratio of ten thousand-to-one. In other words, the 
capillary number, Ca, is less than 10-4: 
 
Ca = q/  
 
Ca, capillary number; , viscosity of the more viscous fluid; q interfacial tension 
 
For Sleipner, the viscosity of the brine (0.7-to-0.8 mPas) and interfacial tension between the brine and 
CO2 (25-to-27 mN/m) have been estimated [1]. Therefore, the limiting migration rate for capillary flow 
can be estimated: Ca is less than 10-4 at around 3-to-4 mm/s. This fits well with observations, as the flux 
is reasonably well constrained both vertically and horizontally: (a) the plume reached the caprock in 
1999, approximately 3 years after injection began, from the well 210 meters below - an observed ascent 
rate of about 70 m/yr or 2 the plume has spread laterally beneath the caprock, and is about 0.5 
km wide (E-W) and 3 km long (N-S) after a decade - an observed lateral flux rate of less than 300 m/yr or 
 It follows that the capillary number for the plume (Ca <10-7) is much lower than the limit for a 
viscous-dominated Darcy flow simulation. The CO2 ascent and lateral spreading is very likely to be 
dominated by buoyancy and capillary forces, and therefore highly sensitive to the topography of the 
caprock, which represents the boundary between contrasting threshold pressures for the shale and 
sandstone. As such, it makes sense, a priori, to model the plume distribution with a migration simulator. 
Black oil simulator 
Classical black oil simulators are three-phase approximations for petroleum reservoirs. This class of 
reservoir simulator assumes that the hydrocarbons behave as distinct gas and oil components, with no 
mass transfer between the water and hydrocarbon phases. The phase-mixing assumptions allow for fast, 
high-resolution oil and gas production models based on PVT look-up tables. Compositional simulators 
address more complex mixing scenarios with multiple components and non-isothermal conditions. 
However, the implicit handling of the equations of state necessary for such problems significantly 
increases the computational burden, resulting in longer run times and a drop in model resolution [16]. Both 
compositional and black oil approaches are based on transport aw.  
Black oil simulators can be adapted for CO2 storage, as well documented elsewhere [1,17,18]. Briefly, the 
simulated gas phase represents a pure, supercritical CO2; the oil represents the in-situ brine. The water 
phase is excluded from the simulation. An advantage of this approach, beyond computational efficiency, 
is the representation of CO2 solubility as gas miscibility in the oil phase [17].  
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4. Simulation results 
The simulation results for both approaches are mapped as comparative distributions of CO2 within the 
Sleipner Benchmark mesh (Fig. 4). For the black oil simulator, there are two relative permeability 
scenarios (UP, upscaled; VE, vertical equilibrium). For the capillary flow approach, there is a single 
scenario (MGN, migration). The simulated plumes of supercritical CO2 for the three outcomes are 
displayed alongside the relevant seismic observation for that time-step (greyscale map and blue plume 
distribution, Fig. 4). Cross-sections for the simulated plumes are also displayed for the last time-step in 
the simulation, circa 2008. These help to illustrate important similarities and differences for the three 
scenarios in terms of flow behavior. The black oil simulation also outputs an estimate of the dissolved 
CO2, although this is difficult to discern during injection as the distribution of dissolved CO2 is almost 
identical to the supercritical plume (the former is masked by the latter, as displayed in Fig. 4). However, 
the initial focus of the simulations is on matching the apparent distribution of the trapped buoyant CO2 
(spectral color scale for saturation). The dissolution behavior is addressed later in the paper. 
Migration results 
The initial migration results (1999-2002) are promising (Fig. 4). The simulated plume is similar in 
morphology to the observed plume and rapidly develops the characteristic northerly finger. Saturations 
range from around 80 percent (orange) to a low saturation fringe (green), and a critical saturation along 
the migration pathway (light blue). As the simulation progresses (2004-2008), the trap backfills, 
saturating the pathway, but the match does not improve. The approach over-emphasizes the closure to the 
north, whereas the observed plume spreads to the south-southwest, emphasizing the southern closure, and 
develops a general broadening of the topographically-influenced morphology established early on. 
Black oil results 
The general trend (1999-2008) is similar for both the upscaled and vertical equilibrium scenarios, and 
a poor match to the observed plume (Fig. 4). The simulated plumes are sub-equant, vaguely elliptical 
distributions with a slight extension along a north-south axis. Saturations for both scenarios are 
predominantly high at around 70-to-80 percent, with a more pronounced low saturation fringe relative to 
the migration simulation, and a dark critical saturation edge. The simulated outcomes display none of the 
characteristic morphology of the observed plume, including the pronounced northerly finger (Fig. 2). 
With respect to the latter, the black oil plume development appears to be behind the observed filling 
curve, whereas the migration simulator appears to be ahead of the curve. The vertical equilibrium model 
is somewhat more promising, as the emphasis on gravity segregation favors a slightly topographically-
influenced fringe to the distribution, and weak indications of a finger developing to the north. 
Interpretation of simulated flow 
The outcomes are interesting from a flow-dynamics perspective. As the cross-sections clearly show 
(Fig. 4), the gas-water contact for the migration simulation is flat, representing a back-filling trap under 
hydrostatic conditions. As such, the topographically-sensitive result is an expression of the equilibrium 
condition for a trapped buoyant fluid. The black oil simulations are far from equilibrium, displaying a 
characteristic coning of CO2 away from the injection location. This is a common feature of all Darcy flow 
simulations for CO2 injection into homogeneous reservoirs, and speaks to the underlying dependence of  
on permeability and viscosity-mediated flow in the presence of a non-hydrostatic pressure gradient. 
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Fig. 4. Simulation outcomes for the black oil simulator (VE and UP scenarios), and migration simulator (MGN) 
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Pressure artifact and dissipation 
A consideration of the pressure field within the mesh (Fig. 5a) raises an interesting possibility: the 
overpressure generated by injection in the simulation is an artifact that adversely effects the distribution 
of CO2 in the model. The mesh is overpressured by about 500 kPa, with a characteristic blush of high 
pressure around the injection location: 710 kPa for the vertical equilibrium model (first panel, Fig. 5), and 
760 kPa for the upscaled simulation (not shown), reflecting the lower effective permeability for the 
upscaled scenario. Both pressure fields drop away to less than 500 kPa at the boundaries. This creates the 
pressure gradient that underpins Darcy flow in reservoir simulations being a proportional 
relationship between flux rate and pressure gradient, modified by fluid viscosity and permeability). 
 
 
Fig. 5. Overpressure at the end of injection for the VE model, and distributions for the 2002 plume as it appears at the end of 
injection; and 30 years later, after pressure dissipation in the mesh (2032); the 4D seismic observation for 2002 
The pressure artifact came to light while investigating the solubility of the plume: initially prompted 
by an interest in post-injection dissolution, the simulation was allowed to run for a number of decades 
after injection stopped. However, it was apparent that the plume distribution rapidly improved as the 
pressure field dissipated. Above is an example for a mid-point observation (2002 plume, Fig. 5d). The 
initial match for the vertical equilibrium simulation circa 2002 is poor (second panel, Fig. 5b); as the 
pressure field decays, the redistribution results in a close match after around 30 years (third panel, Fig. 
5c). In other words, having injected the appropriate mass for 2002, the post-injection simulation for 2032 
is an excellent match for the uppermost layer as observed in 2002. The outcome is a significant 
improvement on the initial black oil outcomes, and a better match than the migration result for 2002. 
5. Calibration and prediction 
The methodology above provides a workflow for calibrating the black oil simulation output to the 
known observations for the uppermost layer. The initial pressure field needs to be compensated for by 
running the simulation forward until the overpressure has dissipated and the plume has reached near-
equilibrium. It was found that a compensation period of several decades resulted in a good match for 
2006 and 2008 (Fig. 6). 
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Fig. 6. Calibrations for 2006 and 2008 provide excellent matches with the 4D seismic, and predictions for 2010 and 2012  
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The simulations for 2006 (first series: upper two rows, Fig. 6) and 2008 (second series: lower two 
rows, Fig. 6) are extended beyond the injection period, and reported in decadal increments (each panel 
after the initial output panel in each series, Fig. 6) until approximately one century beyond the onset of 
injection. Initial changes in morphology are dramatic, and then slow as the pressure equilibrium is 
approached. The snapshot 90 years out from injection is an excellent match to the distribution at the time 
of seismic observation (the eleventh panel in each series, Fig. 6). A red observation outline is included in 
the calibration panels to track the pressure-decay distribution as it converges on the observation. 
Both calibrations allow for an estimate of the plume distribution at 2010 and 2012 (last panel in each 
series, Fig. 6), by injecting the extrapolated mass for these years (Fig. 3a), and allowing the simulated 
pressure to disperse to near-equilibrium over 9 decades. The predictions are fairly similar for the near-
field: a thickening of the northerly finger, surprisingly little trapping in the northern closure, increasing 
migration to the southwest, and a small amount of migration to the west of the main body of the plume. 
This is a distinctly different outcome from the migration simulation which emphasizes the northern 
closure to the exclusion of all else, with an eventual migration out of the mesh to the northeast [1]. 
However, the two approaches share one crucial aspect: a flat, or near-flat gas-water contact that results in 
a topographically sensitive distribution of the CO2 plume (cross-sections for Fig. 4 and Fig. 6).  
Dissolution estimate 
The black oil simulation also estimates the amount of dissolved CO2 through time as a function of 
solubility and flow (cross-section, Fig. 6; Fig. 7), after Duan and Sun [5], and the methodology first 
described by Hassanzadeh et al. [17]. The initial impact is high, with 20 percent of the plume dissolving on 
first exposure to a small amount of CO2 (20 kt in 1999). As the arrival rate of CO2 in the upper layer 
increases, the dissolution effect is overwhelmed and drops relative to the total mass: the dissolution 
fraction is less than 10 percent of the 2 Mt in place after 12 years of injection (Fig. 7a). However, during 
the post-injection phase (year 13 onwards), the simulated dissolution recovers. 
 
 
Fig. 7. (a) simulated dissolution; (b) incremental dissolution as exponential decay; (c) long-range prediction  
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To a first approximation, 10 percent of the plume has dissolved at the 20 year mark, 20 percent by the 
70 year mark, and 25 percent by the hundred year mark. The slowing of dissolution towards the end of 
the simulation indicates increasing local saturation, and a related suppression of solubility at the gas-
water contact. Advection also appears to weaken through time as the density contrast decreases with 
increasing brine saturation beneath the plume. As such, the apparent stagnation of the system during the 
latter half of the run lends itself to an exponential decay function (Fig. 7b), with approximately 10 percent 
dissolving over a 50 year period from year 20, and further 5 percent dissolving over a 30 year period from 
year 70. While this is a crude approximation, it does indicate that the simulated dissolution contribution 
may approach a maximum of 27-to-28 percent over a period of 300 years (Fig. 7c), assuming an 
exponential decay. To test if the simulation conforms to this forecast, longer simulation runs of around 
300 years are required. 
6. Discussion 
The simulation results, with respect to plume dynamics, are interesting from a modeling perspective, 
in that the a priori assumption regarding rates of flow and dominant processes (Section 3, para.1 and 3) 
appears to be upheld by both methodologies: at the uppermost level of the plume, within 200 meters of 
the injection location, the flow is clearly dominated by gravitational and capillary forces. The non-
elliptical, non-radial dispersal of CO2 beneath the caprock conforms to the subtle topography at the base 
of the caprock (Fig. 8). 
The backfilling results in a flat near-horizontal gas-water contact, as expressed in the equilibrium 
position of the migration simulation (cross-section, Fig. 4 and Fig. 8b), and the near-equilibrium position 
of the compensated black oil simulation (cross-section, Fig. 6). Both models converge on a common 
result with a single inference: that the observed plume beneath the caprock is close to equilibrium for all 
observation points from 1999 to 2008. As a consequence, the plume is likely to be immobile shortly after 
CO2 stops arriving at the Sand Wedge (i.e. within years, not decades). The arrival rate is apparently 
increasing (Fig. 3a), and when extrapolated, implies that the CO2 will completely bypass the layers 
beneath the Thick Shale from 2015 (Section 2, para. 2). It follows that the plume distribution is likely to 
stabilize very shortly after injection ceases. This is a profound divergence from common assumptions 
regarding plume stability and risk prediction based on uncompensated Darcy flow simulations, and 
gravity current models where the plume dynamics are sustained for decades, if not centuries, after 
injection has ceased. 
The outcomes raise a number of challenges for both the migration and black oil approaches. Firstly, if 
the above assumptions and inferences regarding flow are correct, why does the migration simulation not 
provide a better match to the observed distribution? On reflection, it is possible that data is absent from 
the model at the resolution of the study: a small spill-point along the northern finger extension would trap 
CO2 in the southern closure, resulting in a better match to the observed distribution; a slight tilting of the 
caprock surface to the south by a fraction of a degree would achieve a similar result; as would subtle 
changes in reservoir quality (cross-bedding, facies distribution, sub-seismic faulting); the plume may also 
be flowing through the Thick Shale in more than one location, as indicated in Figure 8, and alluded to in 
the first seismic observation for 1999 (Fig. 2). 
However, given that the mesh is already at the resolution of the data, these migration scenarios are 
likely to remain speculative, and as such, are forward models that only force the outcome. While the 
mode of behavior and general pattern of distribution for a migration simulation are accurate insights into 
the likely plume distribution at a relatively short distance from the injection location, the model is highly 
sensitive to subtle features in the geology. The sensitivity to caprock topography emphasizes the need for 
a robust, accurate, and detailed geocellular model, based on high-resolution baseline surveying. 
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The challenges to Darcy flow models are slightly different. Firstly, there appears to be a real problem 
with respect to pressure modeling when addressing CO2 storage and migration at the reservoir and basin-
scale. This is apparent when considering the many numerical and analytical model publications on CO2 
storage that show cone-shaped plumes in cross-section (Fig. 8a) and radial distributions in plan-view. The 
injection of a non-wetting fluid such as CO2 into a brine saturated aquifer is fundamentally different from 
the simulation of oil and gas production (the latter being an imbibition process, as opposed to drainage, 
and as such, much more suited to a multi-phase Darcy flow approximation). While the near-field for a 
CO2 injection well is strongly influenced by the pressure regime, Darcy flow breaks down within tens-to-
hundreds of meters of the well, depending on reservoir quality and thickness. At the resolution of 
common reservoir simulations, this flow domain is limited to a few cells within the vicinity of the 
injection well. 
 
 
Fig. 8. Figurative sketches of the differences between (a) coning and the radial dispersal of CO2 as a result of viscous Darcy flow 
along a pressure gradient; and (b) the back-filling of a trap with a flat gas-water contact as a result of buoyant capillary flow 
 
Secondly, the simulated rates for Darcy flow models are extremely slow when compared to the 
apparent plume dispersal. This is counter-intuitive to the abstract concept of Darcy flow as faster than 
capillary flow, by definition, but apparent in the many decades required for a simulated pressure dispersal 
and plume redistribution (Fig. 6). Increasing the pressure gradient to match the observed flow rate 
associated with lateral spreading results in a stronger pressure artifact, a more radial distribution, and a 
lower sensitivity to the caprock topography. A viscosity-pressure gradient paradigm does not adequately 
address the near-equilibrium mode of flow observed beneath the caprock at Sleipner. However, a 
pressure-compensated approximation of the near-equilibrium condition in the reservoir provides an 
excellent match to the spatial distribution of CO2, if not the temporal distribution. A two-layered CO2 
plume model for the caprock and Thick Shale cannot be compensated for in the same manner, and is 
difficult to address with a reservoir simulator. 
With respect to solubility, the modeling is much more poorly constrained. However, assuming a low 
CO2 fugacity in the storage formation brine prior to injection, the simulation indicates that a significant 
dissolution contribution is made to storage within decades. While the strong convection cells of 
homogeneous isotropic dissolution simulations are absent in this study, the dispersion of CO2-saturated 
brine results in about one fifth-to-one quarter of the plume dissolving in less than one hundred years (Fig. 
7), which significantly reduces the risk of further migration, as the column height and buoyancy pressure 
associated with the static plume reaches a maximum at the end of injection, and then subsides as the 
plume volume decreases with the sustained dissolution of CO2 into the brine of the underlying formation. 
There may be an associated geochemical and geomechanical risk as a result of pH changes within the 
formation and caprock. These are not addressed in the simulation. 
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7. Conclusion 
The Sleipner CO2 storage site is an iconic carbon sequestration project, and extraordinary fluid flow 
experiment in terms of the setting, nature and volume of fluid injected. This study uses the recently 
released Sleipner Benchmark model [1,2] to investigate the nature of CO2 trapping and dispersal beneath 
the caprock. The Observational data and site-specific geological characterization are unique aspects of the 
Sleipner Benchmark that are designed to challenge and improve numerical and analytical flow modeling. 
Migration and black oil simulations are compared to a decade of observed plume distributions beneath 
caprock (1999-2008), as inferred from 4D seismic surveys. The two approaches represent common but 
distinct modeling methodologies for CO2 storage: capillary flow and Darcy flow. The migration 
simulation is not a perfect match to the observations, but gives a better first approximation for the 
distribution of the CO2 beneath the caprock, replicating the unusual morphology of the uppermost layer, 
which is strongly influenced by the caprock topography. The migration simulation, under hydrostatic 
conditions, has a horizontal gas-water contact, and represents the equilibrium position for migrated fluids. 
The black oil simulation is far from equilibrium, insensitive to the caprock topography, and provides a 
cone-shaped radial/sub-elliptical distribution of CO2 that is a very poor match to the observations. This is 
primarily a result of a strong pressure artifact associated with injection, which speaks to the underlying 
governing 
flow in permeable media. This disequilibrium can be compensated for by allowing the overpressure to 
dissipate. This requires open boundaries and an extended run time of several decades. 
The near-equilibrium position for the black oil simulation is an excellent match to the observations. A 
calibrated run predicts that the plume will continue to expand to the south-southwest, while the northern 
extension will widen and a small amount of CO2 will begin to migrate west from the central body of the 
plume. The migration simulation predicts an emphasis on the northern closure and eventual migration to 
the northeast, as reported by Singh et al. [1]. 
The black oil simulation also provides a dissolution estimate. While this aspect of the model is 
unconstrained by data, the model behavior indicates weak advection and local brine stagnation over a 
number of decades, with approximately 20 percent of the plume dissolving within 50 years of injection 
ceasing. The behavior may indicate an exponential decay in dissolution which results in a quarter of the 
plume dissolving within a century, and less than a third of the plume dissolving in the long term. 
Both modeling approaches (pressure-compensated Darcy flow and capillary flow) indicate that the 
plume beneath the caprock is in a state of dynamic equilibrium and likely to become immobile within a 
few years of injection ceasing. This significantly reduces the risk of post-injection lateral migration that is 
commonly inferred from previous Darcy flow models of CO2 storage. The risk profile is further improved 
by indications of a substantial reduction in plume mass as a result of dissolution over decades. 
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