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I. INTRODUCTION 
This dissertation may roughly be divided into two 
sections. The first (Chapters II, III, IV) deals with 
partially ordered sets, while the second (Chapters V, VI) 
deals with various models of set theory. 
In Chapter II, we consider various definitions of 
compactness of partially ordered sets (posets, for short) 
based on observations of the lattices of open sets of 
compact topological spaces. We show that two well known 
characterizations (finite subcover and nest compactnema) of 
compact topological spaces which are equivalent under the 
assumption of the axiom of Choice lead to two types of 
compact posets (which we call compact and classically 
compact). We show that these two notions of compact 
poset are not equivalent, even assuming the axiom of Choice, 
and we state conditions under which they are equivalent. We 
proceed to define compactness and classical compactness for 
arbitrary products of posets, and prove that a product of 
posets is compact (resp., classically compact) iff each 
factor is compact (classically compact). 
In Chapter III, we define a poset (P,£) to be a 
topology poset iff P is isomorphic to the lattice of open 
sets of some topological space. We find necessary and 
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sufficient conditions which (P,<) must satisfy if it is to 
be a topology poset. We proceed to show how for a given 
finite topology poset, a topological space (X,T) with the 
strongest possible separation property may be determined (up 
to homeomorphism), such that the lattice of open sets of 
(X,T) is isomorphic to In this we make essential 
use of the nonzero join irreducible elements of the poset 
(P,<) . 
In Chapter IV, we show that the methods of Chapter III 
do not extend to the case where (P,<) is an infinite 
topology poset. We develop alternate characterizations of 
topology posets which require no knowledge of the 
irreducible elements of the poset. We show how from the 
topology poset (P,<) one may retrieve a topological space 
(X,T) whose lattice of open sets is isomorphic to (P,<). 
We also show that the question of the uniqueness of the 
space (X,T) is more delicate in the case that P is 
infinite. We further determine necessary and sufficient 
conditions that P must satisfy if such a unique space 
(X,T) is to be found by methods previously established. 
In Chapter V, we discuss various models of ZF. In 
particular, we discuss Cohen's axioms M and SM in 
connection with the independence of the continuum hypothe­
sis. This chapter serves as groundwork for Chapter VI. 
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In Chapter VI, we show how one may construct a sym­
metric model of ZFA + (-«AC) by use of a function defined 
on a model of ZFA. This gives a novel ai cernaiive con­
struction of such models in contrast to their construction 
as ramified hierarchies of sets. 
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II. COMPACT PARTIALLY ORDERED SETS 
In what follows, for the sake of simplicity we refer to 
a partially ordered set (P,i) as a poset and we denote it 
simply by P when no confusion is likely to arise. 
We recall that a poset P is celled A-inductive iff 
every nonempty well ordered (thus, by Zorn's Lemma, every 
nonempty simply ordered) subset of P has a supremum in P 
(see CHU). As expected, a subset S of a poset P is 
called A—inductive iff S is A—inductive in the order on 
S induced by P. 
DEFINITION 2.1. A poset P is called compact iff the 
subset P~ of nonmaximum elements of P is A—inductive. 
REMARK 2.2. A compact poset is A—inductive. On the 
other hand, a poset P without a maximum is compact iff 
P is A—inductive. 
For example, (w+1, O is not compact, since the subset 
CO, 1, 2, ...} = w of nonmaximum elements of w+1 is not 
A—inductive. On the other hand, two distinct incomparable 
copies of w+1 does form a compact poset. 
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DEFINITION 2.3. A poset P is called classically 
compact iff whenever sup A = max P for any A c P, then 
A has a finite subset F with sup F = max P. 
REMARK 2.4. A poset without a maximum is classically 
compact. 
In order to show how these two notions of compactness 
are related, let us first recall that a poset P is said 
to have the finite supremum property, denoted by fsp, iff 
every nonempty finite subset of P has a supremum in P. 
THEOREM 2.5. If P is a compact poset which has the 
fsp, then P is classically compact. 
PROOF. We assume P has a maximum, since otherwise 
the proof is trivial in view of Remark 2.4. Let 1 denote 
that maximum. 
Let S c^ P and let sup S = 1. We show that S has 
a finite subset F with sup F = 1. 
If 1 € S, then F = {1} suffices. 
If 1 is not in S, but S has no finite subset F 
with sup F = 1, then (sup F) € (P - {1}) for every 
finite subset F of S. But then S has the fsp in the 
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A-inductive poset (P - {!}), and so (sup S) € (P - tl>) 
by Abian's lemma [7], contradicting the assumption that 
sup S = 1. 
Q.E.D. 
THEOREM 2.6. If P is a classically compact poset 
which is A—inductive, then P is compact. 
PROOF. By Remark 2.2, without loss of generality we 
need only consider posets which have maximum elements. Let 
P be such a poset, and let 1 denote its maximum. 
Let W be a nonempty well ordered subset of P~ = 
= (P — Cl>). We show W has a supremum in P~. 
W has a supremum in P as P is A-inductive. If 
sup W = 1, then as P is classically compact, W has a 
finite subset F with sup F = 1. But F is a finite 
well ordered set, so sup F = max F = 1. Then 1 € F, 
but (max F) € P~, and thus max F 1, which is a contra­
diction. We conclude that sup W € P~. 
Q.E.D. 
In connection with Theorems 2.5 and 2.6, we observe 
that in a complete poset compactness and classical compact­
ness are equivalent, by virtue of the following: 
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THEOREM 2.7. A poset P with a minimum is complete 
iff P both is A-inductive and has fsp. 
PROOF. Completeness of P readily implies that P 
is A-inductive and has fsp. 
On the other hand, let P be both A-inductive and 
have fsp. Let S be a nonempty subset of P. Then S 
has fsp in P and so by Abian's Lemma has a supremum in 
P. Also, min P = sup |6, so the empty set has a sup in P 
as well. Consequently P is complete. 
Q.E.D. 
Theorems 2.5, 2.6, and 2.7 immediately imply: 
COROLLARY 2.8. Let P be a complete poset. Then P 
is compact iff P is classically compact. 
We next consider the notion of compactness of a cei— 
tain poset S which is defined in terms of the Cartesian 
cross product of two given posets P and Q. Such an S 
could be, for example, PxQ ordered, say, lexicograph­
ically. However, as will be shown in the sequel, the 
coordinatewise ordering of the Cartesian product of P and 
Q will be most suitable for our purposes. 
s 
DEFINITION 2.9. For every poset P and Q, the poset 
(PxQ, i), where (a,b) < (c,d) iff alb and c < d is 
called the product of the posets P and Q, and is denoted 
simply by PxQ whenever no confusion is likely to arise. 
REMARK 2.10. Clearly, PxQ has a maximum (e^nsg) 
iff e^ =" max P and = max Q. Moreover, sup S = (p,q) 
for a subset S of PxQ iff p = sup<projp(S)) and q = 
= 5up(proJQ (S)). It follows that both projp(S) and 
projQ(S) are simply ordered if S is. 
LEMMA 2.11. If a subset W of PxQ is well ordered, 
then both projp(W) and projQ(W) are well ordered. 
PROOF. Let W :j= y) (else the Lemma is trivial) and let 
A be a nonempty subset of Pp(W) = pro jp (W). That A is 
simply ordered follows from Remark 2.10. Clearly S :|= 
where S = W n (A x Q). Hence S has a least element 
<p,q>. Then p is the least element of A. Similarly 
PQ(W) is well ordered. 
Q.E.D. 
REMARK 2.12. The converse of the above lemma does not 
hold. Indeed, the product 2x2 of the ordinal 2 with 
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itself is not even simply ordered. 
THEOREM 2.13. If P and Q are compact posets, then 
PxQ is compact. 
PROOF. We denote by hf" the set of all nonmaximum 
elements of a poset H. To prove the theorem it suffices 
to show (PxQ)"" is A-inductive. 
Let W be a nonempty well ordered subset of (PxQ)~. 
We consider two cases. 
Case 1• (PxQ)" = PxQ. In this case PxQ has no 
maximum. Hence either P or Q has no maximum. Without 
loss of generality we assume P has no maximum. 
By Lemma 2.11 Pp(W) = projp(W) is a nonempty well 
ordered subset of P, and by Remark 2.2 P is A-inductive. 
Therefore Pp(W) has a supremum in P. 
Similarly, Pg(W) is nonempty and well ordered in Q. 
Since Q is compact, PQ(W) has a supremum q in Q. 
By Remark 2.10 we see that (p,q) = sup W. Evidently 
(p,q) € (PxQ)", since PxQ = (PxQ)". 
Case 2. PxQ has a maximum (). Hence e^ = 
= max P and eg = max Q. We observe that it is impossible 
for both e^ £ Pp(W) and e^ £ PQ(W) to occur. This is 
obvious, for if (ej,y) and (x,e2> were in W, then they 
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would be comparable, forcing either y = or x = ej. 
But this is not possible since W c (PxQ)~, therefore 
(ei^e^) is not an element of W. 
Now without loss of generality we assume e^ is not 
in Pp(W). Thus F^(W) has a nonmaximum supremum p in 
P~, so the ordered pair (p, sup PQ(W)) is the supremum of 
W in (PxQ)-. 
Since in both of the above cases W has a supremum in 
(PxQ)~j we see that (PxQ)~ is A—inductive. 
Q.E.D. 
REMARK 2.14. The converse of Theorem 2.13 is not 
true, as is shown in the following example. Let P = w+1 
in its usual order, and let G = Ca,b> where a and b 
are not comparable. Clearly PxQ is compact, whereas P 
is not compact. However, we do have: 
THEOREM 2.15. Let P and Q be posets with maxima. 
Then P and Q are compact iff PxQ is compact. 
PROOF. The only if part is Theorem 2.13. To prove 
the if part, let (ej,^> = max<PxQ). We show that, say, 
P is compact. 
Let W be a nonempty well ordered subset of P~. 
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Obviously W x is a nonempty well ordered subset of 
(PxQ)~. Let (pfBg,) = sup(W X {eg,}). By Remark 2.10, 
p = sup W in P~. Hence P~ is A-inductive. 
D.E.D. 
In what follows, unless otherwise specified, we assume 
every poset has a maximum, which we denote by 1 when no 
confusion is likely to arise. 
THEOREM 2.16. PxQ is classically compact iff both 
P and Q are classically compact. 
PROOF. Assume P and Q are classically compact, 
and let (1,1) = max(PxQ), and S c PxQ be such that 
(1,1) = sup S. We show that there is a finite subset F 
of S such that sup F = (1,1). 
Clearly sup(Pp(S)) = 1, and since P is classically 
compact, there exists a finite subset Fj of Pp(S) with 
sup Fj^ =1. Similarly, there exists a finite subset Fg 
of PQ(S) with sup Fg = 1. 
For every p € Fj let q € Q be such that 
(2.17) (p,q) € (S n (Cp> X Q)). 
Similarly, for each q € Fg let p € P be such that 
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(2.18) (p,q) E (S n (P X {q})). 
The set F of (p,q)'s chosen according to (2.17) 
and (2.18) is finite. Since sup Fj = 1 = max P and 
sup Fg = 1 = max Q, we see that sup F = (1,1). 
Conversely, if PxQ is classically compact and S c^ P 
where sup S = 1 but sup F ^  1 for any finite subset F 
of S, then sup(S x {1}) = (1,1) but no finite subset of 
S X Cl> has sup (1,1), which is a contradiction. 
Q.E.D. 
Neither Theorem 2.15 nor Theorem 2.16 holds for in­
finite products of posets as currently defined, as is shown 
in the following: 
EXAMPLE 2.19. Clearly (2,€^) is both compact and 
classical ly compact. But the countable product (S?^,<) is 
neither. Indeed, consider the subset S = (;a]^,a2, . . . > of 
2*^, where the first n elements of the sequence a^ are 
ones and the remaining are zeroes. Obviously S is a non­
empty well ordered subset of (c^)~ = 2 - (1,1,...). How­
ever, sup S is (1,1,...) which is not in (E?^)". Hence 
2*^ is not compact. Similarly, no finite subset of S has 
supremum (1,1,...), showing that (2*,<) is not classi­
cally compact. 
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Motivated by the above counterexamples, we note that 
we should formulate the definitions of compactness and 
classical compactness differently in order that Theorems 
2.15 and 2.16 apply generally. 
For ease of exposition, we denote the product of 
posets Pj, i€I, by with coordinatewise ordering. 
We also find it convenient to denote by U the subset of 
the product JJPi such that iff Ci: Pj^x) ^  1} is a 
finite set. Thus U is the set of tuples in the product 
which have only finitely many nonunit entries. 
It is trivial that Remark 2.10 and Lemma 2.11 apply to 
the infinite case. That is, if W c^JJPj is simply 
ordered (well ordered ), then the projection P^(W) is 
simply ordered (well ordered) for each i. 
DEFINITION 2.20. The product i is called compact 
iff every nonempty well ordered subset of Lf has a suprem— 
um in LT . 
DEFINITION 2.21. The product JJPi is called classi­
cal ly compact iff every subset S of U with sup S = 
= max ]~f P i has a finite subset F with sup F = max JJP^. 
We note that as any poset can be viewed as an unary 
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product, the above definitions are clearly equivalent to 
the earlier definitions of compactness and classical com­
pactness when a partial order is itself considered as a 
unary product. In light of this, we see that the product 
yjP j is compact (respectively, classically compact) iff 
the subset U is compact (resp., classically compact). 
THEOREM 2.22. The product JJPi of posets is com­
pact iff every Pj is compact. 
PROOF. We prove the if part first. Let P ^ be 
compact for every i€I, and let W be a nonempty well 
ordered subset of U~. To avoid trivialities we assume W 
is infinite. We show that W has a supremum in U~. 
Clearly sup W = exists, where P^Cy^ = sup(P^(W) ) . To 
prove the theorem it suffices to show that for at least one 
i€I, we have sup(Pj(W)) ^  1. Let ^ = min W. As W is a 
subset of U, we see that ^ has at most finitely many 
nonunit entries, which we denote by If 
sup(Pj^<W)) = 1 for i = l,...,n, then there are 2j^,...,z^ 
in W with P^Cz^) = 1 for i = l,...,n, and Pj(z^j^) = 1 
for j :j= l,...,n, and for any i= l,...,n. As W is well 
ordered it follows that for some in W we have 
PjCz^) = 1 for every j. This is a contradiction, since 
W is a subset of U~. 
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Conversely, we assume the product JJPi is compact, 
and consider an arbitrary poset P- for some j€I. We 
show that is compact. 
Let W be a nonempty well ordered subset of Pj". 
We show that sup W exists and is not 1. The subset W* 
defined by W* = € JJP j : Pj<x)€W and = 1, i^j> 
is a well ordered subset of If, hence has a supremum ^ 
in U". But then Pj<y.) = sup W, and clearly Pj(y) ^  1. 
Q.E.D. 
We note that the above proof did not require the use 
of the Axiom of Choice. 
THEOREM 2.23. The product JJ^i of posets is classi­
cally compact iff every P^ is classically compact. 
PROOF. We assume the product JJPi is classically 
compact and consider an arbitrary poset Pj for some j€I. 
Let S be a subset of Pj such that sup S = 1. We 
find a finite subset F of S with sup F = 1. 
If 1€F there is clearly nothing to prove, hence we 
assume otherwise. Let S* = C^CjyPj : Pj(x.)£S and Pjt^) = 
= 1, for i :j= j >. It is obvious that S* is a subset of 
U~ with sup S* = max "pjP^. As JJP i is classical ly 
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compact, there is a finite subset F* of S* with 
sup F* = max yyp But then Pj(F*) is a finite subset 
of S, and sup Pj (F*) = 1. 
Conversely, we assume every poset P^ is classically 
compact for i€I. Let S be a subset of If such that 
sup S = max ^yp We find a finite subsf>t F of S with 
sup F = max yjP 
Let ^ES, and let P^Cx^ = 1 for i :|= l,...,n. For 
j = 1,...,n we have sup Pj(S) = 1, so as each P j is 
classically compact there are finite subsets F j of P y 
j = l,...,n, such that sup Pj =1. For each y€Fj we 
can choose a y in S such that Pj(^) = y. 
The set Y of ^/'s so chosen is such that Y U {^} 
is a finite subset of S, and sup(Y U {x^) =1. 
Q.E.D. 
We again note that the Axiom of Choice was not needed 
in the above proof. 
We now consider the question of how the notions of 
compactness and classical compactness of infinite products 
of posets are related. In order to show Theorems 2.5 and 
2.6 can be extended to infinite products, we first prove 
two lemmas. 
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LEMMA 2.24. The following are equivalent: 
(i). XJPi is A-inductive 
(ii). U is A—inductive 
(iii). is A-inductive for every i € I  
PROOF. ( i ) —> (ii). Let J~fP i be A—inductive and 
let W be a nonempty well ordered subset of U. Let x = 
= min W. Since sup W 1 2<, and P^ (x) = 1 for all but 
finitely many id, it follows that sup W € U. Therefore 
U is A—inductive. 
(ii) —> (iii). Let U be A-inductive and as­
sume Pj is not, for some j€I. Then there is a nonempty 
well ordered subset W of Pj such that W has no suprem— 
urn. Define W* = | | P ^ : Pj(^) € W and Pi(x) = 1 for 
i ^ j}. Clearly W* is a nonempty well ordered subset of 
U, but W* has no supremum. 
(iii) —> (i). Assume P^ is A—inductive for 
every iEI, and let W be a nonempty well ordered subset of 
|~|"P£. Then sup W = ^, where Pi(^) = sup Pj(W). 
Q.E.D. 
LEMMA 2.25. The following are equivalent: 
(  i  )  .  7 7 i  f s p  
(ii). U has fsp 
(iii). Pj has fsp, for every i€I 
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PROOF. (i) —> (ii). Assume yyp ^ has fsp, and let 
F be a nonempty finite subset of U. Let xEF. We note 
that sup F exists, and sup F Z x. But = 1 for 
all but finitely many i€I. It follows that sup F E U. 
(ii) —> (iii). Assume U has fsp but P j 
does not for some j€I. Then there is a finite subset F 
of Pj such that sup F does not exist. Define F* = 
= C^eyjPj : Pj(x)€F and Pï<x> = 1 for i j}. Clearly 
F* is a nonempty finite subset of U with no supremum. 
(iii) -> (i). Assume P^ has fsp for every 
i€I. If F is a nonempty finite subset of JJ^i» then 
X = sup F exists, where = sup Pj^(F), which exists 
as Pj^ has fsp. 
Q.E.D. 
Based on Lemmas 2.24 and 2.25, we have: 
THEOREM 2.26. If ]~fP i is compact and has fsp, then 
yjP^ is classically compact. 
PROOF. As earlier remarked, yjPi is compact iff U 
is compact. By Lemma 2.25, U has fsp. Hence U is clas­
sically compact by Theorem 2.5. Thus JJPj is classically 
compact. 
Q . E . D .  
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THEOREM 2.27. If | |P j is classically compact and 
A-inductive, then yyP^ is compact. 
PROOF. As i is classically compact we have U 
is classically compact. By Lemma 2.24, U is A—inductive. 
Hence U is compact by Theorem 2.6. Thus JJPi is com­
pact . 
Q.E.D. 
The notions of compactness and classical compactness 
are motivated by two properties of the poset of open sets 
in a compact topology. The first property is that any 
cover of the space has a finite subcover. The second is 
that the union of any well—ordered (by inclusion) set of 
proper open sets is a proper open set [42, p. 163]. In this 
connection, pertinent material can be found in [49, pp. 53-
68] and [28]. 
For alternative applications of compactness to posets 
see [18, p. 186]. 
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III. THE PARTIAL ORDER OF OPEN SETS OF A FINITE 
TOPOLOGICAL SPACE 
Any poset (P,<) has at least two representations as 
a poset (S,c^) of sets under tha usual order of sat Inclu­
sion [8]. By a representation of a poset we mean an iso­
morphic image of the poset. One of the two representations 
referred to above has the property that the image of the 
supremum of any subset A of P is the union of the 
images of the elements of A. On the other hand, the other 
representation has the property that the image of the 
infimum of any subset B of P is the intersection of the 
images of the elements of B. Interestingly enough, in 
general we cannot have a representation (S,c^) of a poset 
P which has both of the abovementioned properties CS3. 
However, there are posets P with representations 
(S,c) for which the first of the above two properties holds 
and for which the second holds for finite subsets. It is 
clear that the poset of open sets of a topological space is 
such an example. Motivated by this, we make the following 
DEFINITION 3.1. A poset (P,<) is called a topology 
poset iff (P,<) is isomorphic to the partial order of open 
sets of some topology under set inclusion. 
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REMARK 3.2. An immediate consequence of the above 
definition is that a topology poset must be complete, dis­
tributive, and have a representation by sets which has both 
of the abovementioned properties of open sets of a topolog­
ical space. 
Based on the definition of completely prime filter of 
a poset [19, p. 305] we prove 
THEOREM 3.3. Let (P,i) be a poset and f a mapping 
from P into the power set of the power set of P given by 
f<x) = {F: F is a proper completely prime filter containing 
K>. Then 
(i) f(aAb) = f(a) flfCb), whenever a A b exists 
and 
(ii) f( V a c) = U f(a:), whenever V a z exists. 
i€I ^ iGI ^ iei 1 
PROOF. (i). Let A £ f(a A b). Hence a A b is in 
the filter A and since (a A b) < a and (a A b) £ b we 
have a € A and b € A. So, f(a A b) c (f(a) A f(b)). 
Conversely, let A € (f(a) fl f(b)). Then A is a fil­
ter containing both a and b, hence a A b € A. Therefore 
(f(a) n f(b)) c f(a A b). Thus f(a A b ) = (f(a) fl f(b)). 
(ii). Let A € fCV^a^), then A is a completely 
2 2  
prime filter containing V aHence a^ G A for some 
i € I. Therefore A € U f(aj). 
On the other hand, let A € U f(a=). Then A is a i 1 
filter containing aj for some j € I. But then since 
a, £ V a- we must have V a z € A. So Uf(a = ) c f( V a 2), 
Ji i i i 
and so Uf(az) = f( V az). 
i i 
Q.E.D. 
In what follows, we recall that a poset P has the 
descending chain condition (denoted by DCC) iff every non­
empty subset of P has a minimal element [14, p. 663. 
THEOREM 3.4. Let (P,<) be a poset with the DCC. Then 
every filter in P is principal. 
PROOF. Let F be a filter in P. As P has the DCC, 
F has a minimal element, say, m. Now let x € F. Obvious­
ly m = inf{m,x}, and hence m < x. 
On the other hand, since F is a filter, if y > m 
then y E F. Hence F — FCm], the principal filter 
generated by m. 
Q . E . D .  
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In what follows, by a join irreducible element of a po— 
set we mean a nonzero join irreducible element [31, p. 149]. 
THEOREM 3.5. Let F be a principal filter in a dis­
tributive lattice. Then F is prime iff F is generated 
by a join irreducible element. 
PROOF. Let F[a] be a prime filter. We show a is 
join irreducible. If a = (b v c), then as FCaD is prime 
we have, say, b € FCa] and hence b = a. 
Conversely, if a is join irreducible and (b v c) £ 
£ FCa], then a = (aA (bvc)) = (a A b) v < a A c), hence 
a = (a A b) or a = (a A c). Therefore b € FCa] or c E 
€ FCa]. 
Q.E.D. 
In view of the obvious fact that every finite poset has 
the DCC, Theorems 3.4 and 3.5 imply that in a finite poset 
the prime filters (which are also completely prime) are pre­
cisely those generated by join irreducible elements. Thus 
these two theorems combine to give us 
COROLLARY 3.6. Let (L,<) be a finite distributive 
lattice. Let J(L) denote the sublattice of all join 
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irreducible elements of L, and let Z denote the lattice 
of prime filters of L. Then there is a 1 — 1 ordei— 
reversing map from J(L) onto Z. 
PROOF. Define f : J(L) -> Z by f(x) = FCxD. By 
the above comments it is clear that f is a bijection. 
If a 2 b then FCa] c^FCb3, while if FCcD c FCd], 
then c € FCd], which means c > d. Hence f is order-
reversing . 
Q.E.D. 
LEMMA 3.7. Let (P,<) be a poset with the DCC. Then 
every x € P is the supremum of the join irreducible ele­
ments less than or equal to x. 
PROOF. For convenience, we denote by J(x) the set of 
join irreducible elements less than or equal to x. 
We prove the lemma by contradiction. Let a € P be 
minimal with the property that a ^  sup J(a). Clearly a 
is not join irreducible, hence a = (b v c) for some b 
and c less than a. By the minimality of a, we have 
b = sup J(b) and c = sup J(c). We therefore conclude 
a = sup (J(b) U J(c)). As a is an upper bound of J(a), 
and (J(b) U J(c)) c J(a), we then have a = sup J(a). 
Q.E.D. 
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COROLLARY 3.8. Let P be a poset with DCC, and let 
X and y be distinct elements of P. Then there is a join 
irreducible a in P such that a < x or a < y, but not 
both. 
PROOF. By Lemma 3.7, x = sup J(x) and y = sup J<y>. 
Since x :J= y we must have J(x> :|= J(y). 
Q.E.D. 
COROLLARY 3.9. Let P be a distributive lattice with 
DCC. Then for any two distinct elements of P there is a 
prime filter containing one and not the other. 
PROOF. Let X and y be distinct elements of P. By 
Lemma 3.7, x = sup J(x) and y = sup J(y). As x ^ y we 
have J(x> :j= J(y), so without loss of generality let a be 
in J(x) but not in J<y). Then FCa] contains x but 
not y, and FCa] is prime by Theorems 3.4 and 3.5. 
Q.E.D. 
By Remarks 3.2, Corollary 3.9, and the remarks preced­
ing Corollary 3.6, we note that we also have 
COROLLARY 3.10. Let P be a finite topology poset. 
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Then for any two distinct elements of P there is a prime 
filter containing one and not the other. 
We are now in a position to consider the problem of 
retrieving a finite topological space from its poset of open 
sets. By retrieving a topological space from a poset P we 
mean exhibiting a topological space whose lattice of open 
sets is isomorphic to P. 
If P is a topology poset, then by definition P is 
isomorphic to the open-set lattice of some topology. The 
following example shows that we cannot in general hope to 
retrieve precisely (i.e., up to homeomorphism) that topology 
which gives rise to P. 
EXAMPLE 3.11. Let X = {a, b, c>, and let T be a 
topology on X given by T = Cji, Ca>, X>. Clearly such a 
topology gives rise to the topology poset P = {O, A, 1}, 
where O < A 1 1. However, the topology on Y = {«, 
given by T'= {«6, {«}, Y> also gives rise to P, yet 
(X,T) is not homeomorphic to (Y,T'). 
REMARK 3.12. In the above example we see that (X,T) 
is not TQ, while (Y,T') is. It is a consequence of a 
theorem stated in Aull and Thron [12, Corollary 5.1 and 
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Theorem 5.3] and proved in Thron [63, Theorem 2.1] that 
any finite topology poset is isomorphic to the lattice of 
open sets of a unique (up to homeomorphism) Tgrspace. 
By the above remark we conclude that if a finite topo­
logical space does not at least have the TQ separation 
property, then the lattice of its open sets does not hold 
enough information for the successful retrieval of the 
space. 
On the other hand, as we shall see, unique retrieval is 
possible in the case of finite Tg-spaces. 
We first prove the following analogue of Theorem 3.3. 
THEOREM 3.13. Let P be a distributive lattice, then 
for any a and b in P, 
(i) J(a A b) = J(a) n J(b) 
and 
(ii) J(a V b) = J(a> U J(b). 
PROOF. <i) is immediate as (a A b) £ a and 
(a A b) i b. 
<ii). Let X be a nonzero join irreducible. If x < 
£ (a V b), then x = x A (a v b) = <x A a) v (x A b>. 
Hence x<a or x < b, so J(avb)c J(a)UJ(b). 
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The reverse inclusion is clear. 
Q.E.D. 
With the groundwork now laid we proceed to show how a 
finite Tg-space can be retrieved from the lattice of its 
open sets. 
THEOREM 3.14. Let P be a finite poset and let J(P) 
be the set of join irreducible elements of P. Then P is 
a topology poset iff 
<i) (J<P)JT) is a TQ topological space, where A E 
e T iff A = J(a) for some a € P 
and (ii) The lattice of open sets of (J(P),T) is 
isomorphic to P 
PROOF. The if part follows from the definition of 
topology poset. Conversely, assume P is a finite 
topology poset. 
<i). J(P) = J(l) and # = J(0). By Theorem 3.13, if 
A € T and B € T, then both (ARB) also belong to T. 
Hence T is a topology on J(P). 
If X and y are in J(P), and if x € J(y) and y E 
G J(x), then it follows from Lemma 3,7 that x = y. Hence 
if X ^ y înen either j(x; or Jiy; contains one ot x 
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and y but not the other one. Thus (J(P),T) is a TQ-
space. 
(ii>. By the definition of T it is clear that J is 
a well—defined map from P onto T. By Corollary 3.8 J 
is 1-1. 
If X < y then J(x) c^J(y>. Conversely, let J<x) c 
Ç J(y). By Lemma 3.7, x = sup J(x) and y = sup J(x), 
from which it follows that x i y. 
Q-E.D. 
We call a topology poset F a T^-topology poset iff 
P is isomorphic to the open-set lattice of a space which is 
TEmploying this definition. Theorem 3.14 leads us to the 
following characterization of finite Tg-topology posets. 
THEOREM 3.15. Let P be a finite poset. Then P is 
the TQ-topology poset of a unique (up to homeomorphism) 
topological space iff P is a distributive lattice. 
PROOF. The only if part is obvious. Conversely, if 
P is a distributive lattice, then the construction of the 
topological space <J(P),T) by the method of the proof of 
Theorem 3.14 shows P is a Tg—topology poset. The 
uniqueness follows from Remark 3.12. 
Q.E.D. 
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REMARK 3.16. Example 3.11 shows that if P is a 
finite topology poset then P may also be the topology 
poset of a space which is not TQ. In fact, one can easily 
show that this is always the case. 
We now address the question of which separation proper­
ties of finite topological spaces are detectible from their 
open-set lattices. We adopt the conventional definition of 
Ty-spaces, where Tj -> Tj whenever 5>ilj>l. See, 
for example, [22, p. 1193. 
Since every finite T^-space is also a Ty-space for 
d Z 1, the following theorem settles the question for 
such finite Ty-spaces. We will first prove a lemma. 
We recall that a lattice L is called atomic iff every 
element of L is the sup of a set of atoms [14, p. 65]. 
LEMMA 3.17. Let L be a finite lattice. Then L is 
atomic iff every join irreducible element of L is an atom. 
PROOF. Let L be atomic and let x be a join irre­
ducible element of L. We then have x = v ... v a^, 
where ai,...,^^ are atoms of L. But then x = a^ for 
some i as X is join irreducible. The converse is 
obvious in view of Lemma 3.7, as L has DCC. 
Q.E.D. 
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Lemma 3.17 leads us to the following characterization 
of finite Tj-topology posets. 
THEOREM 3.18. Let P be a finite poset. Then P is 
the Tj-topology poset of a unique (up to homeomorphism) 
topological space iff P is a distributive atomic lattice. 
PROOF. Let P be isomorphic to the open—set lattice 
of a finite, and therefore discrete, T^-space (X,T). By 
Theorem 3.15, P is a distributive lattice. Every open set 
of T is a union of singleton open sets, which are the 
isomorphic images of the atoms of P. Hence P is atomic. 
Conversely, let P be a distributive atomic lattice. 
By Theorem 3.15, P is a TQ-topology poset. By Lemma 3.17 
X E P is join irreducible iff x is an atom. Hence by 
Theorem 3.14, the atoms of P are the elements of the 
associated topological space. But clearly, J(x) :j= J <y) 
for distinct atoms x and y. Hence P is Tj. Unique­
ness follows from Theorem 3.15 and the fact that Tj —> TQ . 
Q.E.D. 
Theorem 3.18 immediately implies: 
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COROLLARY 3.19. Let P be a finite poset, and let 
1 i d i 5. Then P is the Ty-topology poset of a unique 
(up to homeomorphism) topological space iff P is a dis­
tributive atomic lattice. 
Theorem 3.18 also gives us the following cardinality 
result. 
COROLLARY 3.20. Let P be a finite T topology 
poset. Then |P| = 2", where n = jJ(P)j. 
PROOF. By Theorem 3.18, P is isomorphic to the 
open—set lattice of some discrete space (X,T). By Theorem 
3.14, we can take X to be J(P). Every subset of X is 
« open. Hence |P| = 2" where n = |J<P)|. 
Q.E.D. 
EXAMPLE 3.21. Let (B,<) be a finite Boolean ring. 
Then B is a distributive atomic lattice. Hence from 
Theorem 3.18, B is a Tj-topology poset. Thus by Corol­
lary 3.20, IBI =2" for some integer n. This is in 
accordance with the known facts that B as a finite Boolean 
ring has 2" elements [4, p. 303, and that its Stone space 
is Hausdorff C4, p. 288]. 
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The converse to Corollary 3.20 is strongly false, as we 
now show. Let P be C {a,b,c}, {a,b}, {a}, ^ } ordered, 
of course, by inclusion. Then P is a finite distributive 
lattice. But although |Pj = 2^, P is not T ^ by Theorem 
3.18, as P has join'irreducible elements which are not 
atoms. 
We note here a restatement of Corollary 3.20 which 
gives a criterion by which some finite lattices can be 
determined not to be distributive. 
COROLLARY 3.22. Let P be a finite atomic lattice. 
If IPI 2" for some integer n, then P is not distrib­
utive. 
We now proceed to investigate the separation axioms of 
Aull and Thron [12] which are intermediate in strength to 
TQ and Tj. These axioms give rise to the Tg,  Tqq, Tp. 
FF' T y, TYS' and T UD topological spaces, for which the 
following implication diagram is shown to hold [12]. 
^ Too 
i 
(3.23) YS 
FF ^ Ty -> T, 
-> TD 
V 
-> T UD 
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We note that it is shown in [12] that all of the above 
implications are strict. 
In the special case of finite topological spaces, we 
have a simpler diagram as a result of the following lemmas. 
LEMMA 3.24. A finite TQ-space is TQ. 
PROOF. Let (X,T) be a finite TQ-space. We prove 
that for each x E X, the derived set Cx>' of the single­
ton set Cx> is closed. To this end we show that every 
point of the complement of Cx>' is contained in an open 
set disjoint from (x}'. 
Let a€(X — Cx>*). If a:J=x there is an open set 
Tg containing a but not x, and clearly, fl <!x>' = ji. 
If a = X, let €x>' = txj , xg , . .. , x^>. As T is TQ, for 
each Xj there is an open set containing x but not 
x^. Then Q T^ is an open set containing x which is dis­
joint from Cx>' .  
Q.E.D. 
LEMMA 3.25. A finite Tyg-space is Tgg. 
PROOF. Clearly TYG —> TQ . Hence by Lemma 3.24 we 
have Tyg —> Tp in the finite spaces. It follows from 
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Theorem 3.7 (a) of [12] that Tyg —> Tj^jj for finite 
REMARK 3.26. A finite Tpp-space is not necessarily 
Tgg, and vice versa (as will be shown in Example 3.28). 
In light of these lemmas and the remark, Diagram 3.23 
collapses to the following simpler diagram when the spaces 
under consideration are finite. 
The following example will demonstrate that the impli­
cations in Diagram 3.27 are strict. 
EXAMPLE 3.28. (a). C {a,b}, (a), yi > is a topology 
on {a,b} which is Tpp but not Tj. 
(b). { {a,b,c,d}, {a,b,c}, {b,c,d}, {a,b}, {b,c}, {c,d}, 
{b}, {c}, ^  } is a topology on {a,b,c,d} which is 
Tjjjj and Ty but not Tpp. 
spaces 
Q.E.D 
(3.27) 
TDD 
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(c). { {a,b,c}, {a,b}, (a), {b}, ^ } is a topology on 
{a,b,c} which is Tpp and Ty but not Tgg. 
(d). { {a,b,c,d}, {a,b,c}, {b,c,d}, {b,c}, (b), {c}, yJ > 
is a topology on {a,b,c,d} which is Tp but not 
Ty. 
(e). { {a,b,c}, {a,b}, {a}, > is a topology on {a,b,c} 
which is TQ but not Tp. 
Since the notion of the derived set of a singleton 
plays a central role in the definitions of T^-spaces with 
O < d < 1 introduced in [12], we characterize this notion 
below in terms of the join irreducible elements of finite 
topology posets. 
LEMMA 3.29. Let P be a finite topology poset, let 
(J(P),T) be its associated topological space, and let x 
be join irreducible in P. Then y € Cx>' in (J<P),T) 
iff y is a join irreducible element of P and y > x. 
PROOF. Let y € {%}' in (J(P),T). Then y is join 
irreducible, and every open set containing y also contains 
X. Hence y > x, for if not J<y) would be an open set 
containing y but not x. 
Conversely» let y £ J(P) and y > x. Then for any 
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a E P, if y € J(a) then x £ J(a) as well, since x £ 
€ J(P) and x < y. But every open set in (J(P),T) is 
of the form J(a) for some a £ P. Therefore every open 
set containing y also contains x. 
Q.E.D. 
We now give necessary and sufficient conditions for a 
finite poset to be a Tp, Ty, Tgg, or Tpp topology poset. 
In what ensues, we follow common usage and denote by 
(B,i) the subposet obtained by restricting the partial 
order on a poset (A,i) to a subset B of A. 
THEOREM 3.30. Let (P,<) be a finite poset. Then P 
is the Tp-topology poset of a unique (up to homeomorphism) 
topological space iff P is a distributive lattice for 
which no simply ordered chain in <J<P),£) has length 
greater than two. 
PROOF. If P is a Tp-topology poset, then P is a 
distributive lattice by Theorem 3.15. By Theorem 3.2(b) in 
[12], for every x and y in J(P) we have that if 
y £ Cx>' then {y}' = p. Hence by Lemma 3.29, if y > x, 
then no join irreducible is greater than y. 
Conversely, if P is a distributive lattice such that 
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no simply ordered chain in (J(P),<) has length greater 
than two, then P is a topology poset by Theorem 3.15. It 
follows from Lemma 3.29 that for any x and y in J(P), 
if y € {%}' in (J(P),T), then {y}' = y). Hence 
(J(P),T) is Tp. The uniqueness follows from Theorem 3.15 
since every Tp^space is TQ. 
Q.E.D. 
For the sake of convenience we will say a poset P has 
length <m iff P has no simply ordered chain of length m. 
THEOREM 3.31. Let (P,i) be a finite poset. Then P 
is the Ty-topology poset of a unique (up to homeomorphism) 
topological space iff P is a distributive lattice such 
that (J(P),<) has length <3, and such that no two distinct 
elements in J(P) have more than one strict upper bound in 
J(P). 
PROOF. Let (P,i) be a Ty—topology poset. Then P 
is a distributive lattice by Theorem 3.15. As (J(P)»T> 
is Ty it is Tp, hence (J(P),<) has length <3 by 
Theorem 3.30. By Theorem 3.6(a) of [12], for every dis­
tinct pair X and y in J(P), the set (Cx>' n Cy>') 
contains no more than one element. It follows then from 
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Lemma 3.29 that x and y have no more than one strict 
upper bound in J(P). 
Conversely, let (P,£) be a distributive lattice where 
(J(P),i) has length <3 and where no two distinct % and 
y in J<P> have more than one strict upper bound in J(P). 
By Theorem 3.30, P is a Tp-topology poset. By Lemma 
3.29 we have that {%}' D <!y>* contains no more than one 
element for distinct x and y in J(P). By Theorem 
3.6(a) of [12] it follows that (J(P),T) is Ty, and 
hence P is a Ty-topology poset. Uniqueness follows as 
usual from Theorem 3.15. 
Q.E.D. 
THEOREM 3.32. Let (P,<) be a finite poset. Then P 
is the TjjQ-topology poset of a unique (up to homeomorphism) 
topological space iff P is a distributive lattice such 
that no two distinct elements of J(P) have a strict upper 
bound in J(P). 
PROOF. Let P be a Tp^-topology poset. Then P is 
a distributive lattice by Theorem 3.15. It also follows 
from that theorem that (J(P),T) is a T^jj-topological 
space. Hence, by definition, for every distinct pair x 
and y in J(P), we have tx>' D {y}' = fi. Therefore, by 
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Lemma 3.29, there is no strict upper bound for both x and 
y in J(P). 
Conversely, let P be a distributive lattice where no 
distinct x and y in J(P) have a strict upper bound in 
J(P). From Theorem 3.15, <J(P),T) is a TQ—space, and 
hence by Lemma 3.24, (J(P),T) is a TQ-space. By Lemma 
3.29, for distinct x and y in J(P) we have Cx>' A 
n {y}' = pi. Hence P is a TJJQ-topology poset. Uniqueness 
follows from Theorem 3.15. 
Q.E.D. 
THEOREM 3.33. Let (P,<) be a finite poset. Then P 
is the Tpf:^topoiegy poset of a unique ( up to homeomorph ism ) 
topological space iff (P,i) is a distributive lattice such 
that either 
(i) no more than one x E J(P) is not maximal in 
(J(P),<> 
or (ii) no more than one x € J<P) is not minimal in 
(J(P),<). 
PROOF. Let P be a Tpp^topology poset. By Theorem 
3.15 it follows that P is a distributive lattice, and 
that (J(P),T) is a Tpp-topological space. Hence by 
Theorem 3.3(b) of [12] we have that either Cx}' = 
for all but at most one x € J(P), or else { y E J<P) :  
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X E {y}' } = ^ for all but at most one x € J(P). 
By Lemma 3.29 this means either (i) or (ii) must hold. 
Conversely, let (P,i) be a distributive lattice for 
which (i) holds. This means no more than one element of 
J(P) has an upper bound in J(P). By Theorem 3.15 we 
have that (J(P),T) is a topological space. By Lemma 3.29, 
tx>' = for all but at most one x € J(P>. Hence by 
Theorem 3.3(b) of [12], P is a Tpp-topology poset. 
On the other hand, let (ii) hold. We then have by Lemma 
3.29 that in (J(P),T) no more than one x € J(P) can be 
in the derived set of some y € J(P). But then by Theorem 
3.3(b) of [12] it follows that (J(P),T) is Tpp and 
hence P is a Tpp-topology poset. Uniqueness follows from 
Theorem 3.15. 
Q.E.D. 
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IV. THE PARTIAL ORDER OF OPEN SETS OF AN INFINITE 
TOPOLOGICAL SPACE 
In Chapter III, we developed a method for retrieving a 
topological space from a poset isomorphic to its lattice 
of open sets. We used the term topology poset to describe 
such posets. We showed that an arbitrary finite topology 
poset (P,<) can be represented by the lattice of open 
sets of a TQ-topology on the set J(P) of join irreducible 
elements of P. This development culminated in Theorems 
3.14 and 3.15. Theorem 3.15 stated that a finite poset 
<P,i) is a topology poset iff P is a distributive 
lattice. Theorem 3.14 gave the method of retrieval 
alluded to above. 
In this chapter, we try to develop methods to deal with 
the case in which the topology poset is not finite. We wish 
again to have necessary and sufficient conditions for deter­
mining if a given poset is a topology poset, and we again 
wish to develop a method for retrieving a topological space 
from what is essentially its lattice of open sets. 
We begin with an example. 
EXAMPLE 4.1. The usual order 1 on the set Q of 
rational numbers makes (Q,l) a distributive lattice in 
which sup{x,y} = maxCx,y} and infCx,y> = minCx,y>. How­
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ever, sup{ x € Q : < 2 > does not exist in Q. We con­
clude that (Q,<) is not a topology poset, as every 
topology is closed under arbitrary unions. 
This example shows that an infinite poset may be a 
distributive lattice without being a topology poset, in 
contradistinction to Theorem 3.15. Indeed, it is obvious 
that a distributive lattice must at least be complete if it 
is a topology poset. The following example shows that the 
method of Theorem 3.14 need not apply even to a complete 
distributive lattice. 
EXAMPLE 4.2. Let N* = N U {+*}, where N is the set 
of positive integers. Define the order < on N* as fol­
lows. If a,b € N, then alb iff a divides b. Other­
wise, a i +15 for every a € N, and +<o < .  Under this 
order, (N*,l) is a complete distributive lattice, in which 
sup{a,b} = lcmCa,b> and infCa,b> = gcd<!a,b> for a,b € N, 
while sup{a,+m} = +a> and infCa,+a»> = a, for a € M*. 
We note that the set J<N*") of join irreducible elements of 
is given by J(N^) = {+m} U <!p" : p is a prime and n € 
€ N>. That J(N*") is a base for N* follows from the 
Fundamental Theorem of Arithmetic. If we apply the method 
of Theorem 3.14 and attempt to retrieve a topological space 
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from (N*, <), we obtain the space (J(N*),T), where A € T 
iff A = J(x) for some x € N*. But 
sup {1,2,3;5,7,11,13,...} = +«B in N*, while 
J(l) U JO) U J(3) U J(5) U J(7) U J(ll) U J<13) U ... = 
= {1,2,3,5,7,11,13,...} Jjz J(+<n>. That is, there is a subset 
A of N* such that J (sup A) :J= sup {J(a) : a € A>. Hence 
J is not an isomorphism between (N*,<) and (T,c). In 
fact, N* is not a topology poset, since 3 = 3 A (2 v 4 v 
V  8 V  16 V  . . . }  : j=  <3 A 2)  V  (3 A 4)  V  (3 A 8)  V  . . .  =  
= l v l v l v . . . = l .  
In connection with the question of how to characterize 
topology posets in the case where those posets are infinite, 
we note that an answer can be found in Theorem 3.1 of C633. 
We state this answer here without proof. 
We recall that a subset B of a poset P is called a 
base for P iff every x € P is a sup of elements of 
B. 
THEOREM 4.3. Let (P,<) be a poset, then P is iso­
morphic to the lattice of closed sets of a topological space 
iff P is a complete distributive lattice which has a base 
of join irreducible elements. 
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Theorem 4.3 is couched in terms of closed sets. How­
ever, by considering the dual lattice of the lattice of the 
complements of the closed sets referred to in Theorem 4.3, 
we arrive at 
COROLLARY 4.4. Let (P,<) be a poset, then P is a 
topology poset iff the dual of P is a complete distrib­
utive lattice which has a base of join irreducible elements. 
We see then that N* of Example 4.2 fails to be a 
topology poset as it has no meet irreducible elements. 
Corollary 4.4 is of course a complete answer to our first 
question, how to characterize infinite topology posets. 
However, the proof given in [63] is not constructive, and 
hence does not help answer our second question, how to 
retrieve a topological space from an infinite topology 
poset. Moreover, we prefer to approach topological spaces 
via their open sets rather than their closed sets, and to 
deal with the topology posets directly rather than through 
their duals. To this end we will seek to develop a means to 
directly retrieve the open sets of a topological space from 
a topology poset. This development is motivated by 
Corollary 4.4. 
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The following example shows that no retrieval method 
will suffice in the infinite case to obtain a unique 
TQ-topological space from a given topology poset. 
EXAMPLE 4.5. Let T be the topology on the set R of 
reals given by A € T iff A = R or A = ^ or A = (—«,a) 
for some a £ R. We note that T is TQ. 
Now define the lattice as follows. Let R* = 
= R U {—m, +=}. Let i be the usual order between members 
of R, and define -a» < a < +® for every real a, and 
let —® < +®. 
The correspondence 
a <—> (-®, a), for a € R 
(4.6) —œ <—> fi 
+® <—> R 
is a lattice isomorphism of (R*»<) with (T,c), as may be 
readily checked. On the other hand, let (Q,Tg ) be the set 
Q of rationals in the subspace topology induced by T. We 
note that this topology is also TQ. The correspondence 
given by (4.6) shows that (R*,<) and (TQ»C) are 
isomorphic. However, (R,T) and (Q,TQ) are obviously not 
homeomorphic, as |R| :j= |Q|. 
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REMARK 4.7. This example shows that an infinite topol­
ogy poset need not be isomorphic to the lattice of open sets 
of a unique (up to homeomorphism) TQ-topological space. 
This is in contradistinction to Theorem 3.15. 
Example 4.5 highlights the fact that, in general, 
topological spaces need not be homeomorphic even if their 
lattices of open sets are isomorphic. Some conditions on 
the spaces are needed to guarantee that an isomorphism of 
the lattices of open sets of two topologies implies the 
existence of a homeomorphism between the spaces. 
Example 4.5 shows that it is not enough that both spaces 
be TQ . In fact, it is shown in [63] that the following 
Theorem 4.8 holds. 
We recall that a topological space (X,T) is called 
Tj) iff the derived set of every singleton subset of X 
is a closed set CIS]. 
THEOREM 4.8. Let (X,T) and (Y,T') be Tjj-topolog­
ical spaces, then (X,T) and (Y,T') are homeomorphic iff 
(T,c^) and <T',c) are isomorphic lattices. Furthermore, 
if <X,T) is not Tg, then there is a topological space 
<Y,T') such that (T,c^) and (T',c) are isomorphic lat­
tices, but (X,T> and <Y,T'> are not homeomorphic. 
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PROOF. The above theorem combines Theorems 2.1 and 
2.2 of [63], and the proofs are given there. 
A fundamental reason that the method of Theorem 3.14 
fails in Example 4.2 is that our representation of elements 
X of a poset P by subsets of{y€P:yix} does not 
in general preserve suprema as unions. It is our initial 
aim to find a method of representing a topology poset by a 
topology defined on a subset of that topology poset (as we 
did in Chapter III). Hence we insist that suprema be 
preserved as unions- To this end we recall that an element 
X of a poset P is called meet irreducible [31, p. 65] 
iff X is not the infimum of two elements strictly greater 
than X, and x is not the maximum of P. Based on this we 
make the following 
DEFINITION 4.9. A subset B of a poset <P,i) is 
called an inf—base for P iff every x € P is the infimum 
of a subset of B. 
EXAMPLE 4.10. Let (X,T) be a topological space, and 
let B c T be a base for the topology. Then the set C 
of all closed sets of the form X-U for some U € B is an 
inf-base for the poset (F,c) of closed subsets of X, 
under inclusion. 
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Recalling our above comment, we seek a method of 
representing elements of a poset P by sets in such a way 
that suprema are preserved as unions. From [8], we see 
that we may hope that representing x € P by some subset of 
{y E P : y < X or y is not comparable to x} may meet 
our hope. Furthermore, in view of Corollary 4.4, we note 
that a poset P has a base of join irreducible elements iff 
the dual P* of P has a subset B of (nonmaximum) meet 
irreducible elements such that every x € P* is the infimum 
of some subset of B. 
Accordingly, we now use the idea of a meet irreducible 
inf—base (that is, an inf—base all of whose elements are 
meet irreducible) to state the following lemma, which gives 
a characterization of topology poset which is applicable to 
the infinite case. The proof is immediate from 
Corollary 4.4 and the above remarks. 
LEMMA 4.11. A poset P is a topology poset iff P 
is a complete distributive lattice which has a meet 
irreducible inf-base. 
The next lemma parallels Lemma 3.7 and Corollary 3.8 
of Chapter III. In what follows, for each element x of a 
poset P we denote by M(x) the subset of all meet 
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irreducible elements of P strictly less than or incom­
parable with X. We further denote by M(P) the subset 
of all meet irreducible elements of P. 
LEMMA 4.12. Let (P»l) be a poset which has a meet 
irreducible inf-base. Then 
(i) X = inf{ y € M(P) :  y > x }  for every x E P 
and 
(ii) If a and b are distinct elements of P, 
then M(a) M(b) . 
PROOF. (i) Clearly x is a lower bound of m(x) = 
=Cy€M(P) : yix>. As P has a subset B of M(P) 
as an inf-base, x = inf A, where A c B. But then A c 
c m(x>. Hence x = inf m(x). 
(ii) If a b then by (i) infm<a):j=infm(b). 
It follows then that m(a) :|=m(b}, and so M(a) M(b). 
Q.E.D. 
LEMMA 4.13. Let P be a distributive lattice, then 
for any a and b in P, 
<i) M(a A b) = (M(a) H M(b)) 
(ii) MCVa^) = U MCa^), whenever Va^ exists. 
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PROOF. (i>. X C M(a A b) —> x € M(P) and x ^ a A b 
—> X € M(P) and x ^ a 
and X ^ b 
—> X € <M(a) n M(b)) 
Conversely, if x € (M(a> fl M(b)), then x £ M(P) and 
X a and x ^ b. Now as x < (x v a) and x < ( x v b ) , 
if X Z (a A b), then x = x v (a A b> = (x v a) a (x v b), 
which contradicts the fact that x € M(P). We conclude that 
X t (a A b), therefore x € M(a A b). 
(ii). Assume V a^ exists. Then, 
X E MCVa^) < —> X € M(P) and x ^ Va^ 
<—> X E M(P) and x ^ a^, 
for some i 
<—> X E M(aj^) for some i 
<—> X E U «(a^) 
Hence M^Va^) = U MCa^). 
B.E.D. 
In view of Lemma 4.13 we would hope to be able to de­
fine a method, based on the function M, for retrieving a 
unique topological space from a given (not necessarily 
finite) topology poset. This would parallel our construc­
tion in Chapter III. We can indeed use M to retrieve a 
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topological space from a given topology poset, as we now 
show. However, as the example following the theorem shows, 
the topological space retrieved is not, in general, unique 
up to homeomorphism. 
THEOREM 4.14. Let (P,i) be a poset with maximum 1 
and minimum 0, and let M(P) be the set of meet irreducible 
elements of P. Then P is a topology poset iff 
(i) (M(P),T) is a topological space, where A € T iff 
A = M(a) for some a € P, 
and 
(ii) The lattice of open sets of (M(P), T) is isomorphic 
to P. 
PROOF, The if part follows from the definition of a 
topology poset. Conversely, let P be a topology poset. 
<i). M(P) = M(l) and = M(0). As P is a topology 
poset it is a complete distributive lattice. Hence by Lemma 
4.13, T is closed under finite intersections and arbitrary 
unions. Therefore T is a topology on M(P). 
We show that (M(P),T> is a TQ topological space. Let 
X and y be distinct meet irreducible elements of P. If 
X and y are not comparable, then x E M(y) and y % 
$ M(y). If, say, x > y, then y € M(x) while x ^ M(x). 
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In all cases there is an open set containing one of x or 
y but not the other. It follows that T is a TQ topology 
on M(P). 
<ii). We show that M is a lattice isomorphism of 
(P,<) onto (T,c). 
Clearly M is onto, since by definition A € T iff 
A = M<a) for some a € P. To show M is 1-1, let x and 
y be distinct elements of P. As P has a meet irreduc­
ible inf—base, then x = inf m(x> and y = inf m(y), by 
Lemma 4.12, using the notation introduced there. It follows 
that m(x) m(y) as x ^y- But then li(x) = 
= (M(P) - m(x)) (M(P) - m(y)) = M(y). Hence M is 1-1. 
To prove that M is order preserving, we show that 
X < y iff M(x) c M<y), where the inclusion is strict. 
If X < y and z £ M(x), then z € M(P) and either 
z < X or z IJ X. If z < X, then z < y by transitivity, 
hence z € M(y). If z || x and z || y, then z G M(y). 
Finally, if z j| x and z < y, then z £ M(y). Noting 
that X € (M(y) - M(x)), we conclude that M(x) c M(y), and 
that the inclusion is strict. 
Conversely, let M(x) be a proper subset of M(y) . 
We claim that x < y. Clearly x ^ y. If x || y or 
X > y, then y € (M(x) — M<y)), contradicting the fact that 
M(x> c M(y). Hence x < y, as claimed. 
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We conclude that M is an order isomorphism of (P,i) 
onto (M(P),c). 
Q.E.D. 
Example 4.15. Let P = Z~ U {x, —<»> where Z~ is the 
set of negative integers. Extend the usual order on Z~ to 
P by defining a > x and a > —œ for every a £ 2~ > and 
X > -a>. The partial order (P,<) so defined is then a com­
plete distributive lattice. Furthermore, every nonmaximum 
element of P is meet irreducible. But the closure in 
(M(P),T) of the derived set Cx>* of singleton <!x> is 
not a closed set. Indeed, {x}' = {-2,-3,-4,...} which is 
not closed as its complement €x,—®> in M(P) is not open^ 
Hence the topological space (M(P),T) is not TQ, and so by 
Theorem 4.8, there is another topological space (Y,T'), not 
homeomorphic to <M(P>,T), whose lattice of open sets is 
isomorphic to (T,c). 
Indeed, let Y = (li(P) — Cx>), and let Ty denote the 
subspace topology which Y inherits from (M(P),T). Then 
{-n}' = {-2,-3,-4,..., -(n-l)>, for each n = 3,4,... . We 
also see that {-2>' = fi and {-*}' = {-2,-3,...}. In all 
cases the derived set of a singleton is a closed set in Y. 
We conclude that (Y,Ty) is a Tg topological space, which 
is therefore not homeomorphic to (M(P),T). However, the 
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lattices of open sets of the two topologies are clearly 
isomorphic. 
This example shows that even if a topology poset obeys 
the added condition of having a meet irreducible base, the 
method of Theorem 4.14 need not retrieve a topological space 
unique in the sense of Chapter III. 
REMARK 4.16. In light of the above example and 
Theorem 4.8, it is evidently most desirable to devise a 
method of retrieving a topological space which is Tg from 
a given topology poset (P,<). In this way we are assured 
by Theorem 4.8 that the topological space (X,T) so 
obtained is unique in the sense that any other Tg space 
whose lattice of open sets is isomorphic to P will be 
homeomorphic to T. 
In our attempt to find a method for retrieving a Tg 
topological space from a given topology poset, we first re­
call the definition of a completely prime filter [19, 
p. 305] on a poset and state the following easily proved 
consequence of it. 
LEMMA 4.17. Let (X,T) be a topological space, and 
let X € X. Then the set T^ of all open sets containing 
X is a completely prime filter on the lattice (T,c). 
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In Theorem 3.3 of Chapter III, we showed that if C 
is a function on a poset P mapping x € P to { § : § is 
a completely prime filter containing x }, then C pre­
serves both finite infima as intersections and arbitrary su-
prema as unions. This and Lemma 4.17 above suggest th* usa 
of C in retrieving a topological space from a topology po­
set . 
In attempting to base a retrieval method on the func­
tion C, we need to know that C is injective, which will 
follow from the next two results. 
THEOREM 4.18. Let (P,<) be a topology poset. Then 
for each nonminimum x £ P there is a completely prime 
filter on P containing x. 
PROOF. As P is a topology poset there is an isomoi— 
phism f of (P,<) onto (T,c), where T is a topology on 
some set S. As x is nonminimum, f(x) ^  y). Let a £ 
€  f ( x ) .  B y  L e m m a  4 . 1 7 ,  t h e  s e t  T g = { U € T : a € U }  i s  
a completely prime filter on (T,c). As f is an isomoi— 
phism, it follows that the set f~^(T^) is a completely 
prime filter on P, and x € f"^(T^) as f(x) € T^. 
Q.E.D. 
In fact, we can say more: 
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COROLLARY 4.19. Let (P,<) be a topology poset and 
let X and y be distinct elements of P. Then there is a 
completely prime filter containing exactly one of x and 
y .  
PROOF. As P is a topology poset it is isomorphic to 
the lattice (T,c) of open sets of some topological space 
(X,T). Let f : P —> T denote that isomorphism. Since 
X ij: y we have f(x) :|= f(y) and hence without loss of gen­
erality we have ot € <f(x) — f(y)). It follows that f(x) € 
€ T^jj, where T^ denotes the set of all open sets containing 
a. But then by the proof of Theorem 4.18 we see that 
f~^(T^> is a completely prime filter containing x but not 
y .  
Q.E.D. 
The above proof was based on the fact that we knew 
(P,i) to be a topology poset, and hence to have a represen­
tation as the lattice of open sets of some topological 
space. However, there is a stronger result in this context, 
which we present below. We recall that a poset P has JID, 
the join—infinite distributivity property, iff x A (V y^) = 
= V(X A yj) for all x,yj €P (see [37, p. 1073). 
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THEOREM 4.20. Let (P,i) be a complete distributive 
lattice with JID. Then for any distinct a and b in P, 
there is a completely prime filter containing exactly one of 
a and b. 
PROOF. Assume a ^ b. The principal filter C z € P : 
z > a > contains a but not b, and hence by Zorn's Lemma 
there is a maximal filter F containing a but not b. We 
show that F is completely prime. Assume not, then there 
are Xq, E P, a € I, such that VXg, E F but no x^^ € F. For 
each oc € I let F^^ = Cz€P: z 1 ( x^ A y ) for some y € 
€ F >. Each F^^ is a filter which extends F, hence for 
each a G I there is a y^ E F such that b > ( x^^ A y^). 
But then, letting y = Vy^, we note that y E F. We now 
have (y A x^) < b for every «El. From this it follows 
that (y A VXQJ) = V(y A X^J) 1 b, which implies that b E F, 
as (y A Vx^) E F. This is a contradiction. We conclude 
that for at least one a E I we must have x^, E F, and so 
F is completely prime. 
Q.E.D. 
In what follows, let C(P) denote the set of all com­
pletely prime filters on a poset (P,i), and for any x E P, 
let C(x) denote the set of all completely prime filters on 
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P which contain x. We now use the above results to show 
that the function C can in fact be used to retrieve a 
topological space from a topology poset. 
THEOREM. 4.21. Let (P,<) be a poset. Then P is a 
topology poset iff 
(i) (C(P),T) is a TQ topological space, where A € T iff 
A = C(a) for some a £ P 
and 
(ii) The lattice of open sets of (C(P),T) is isomorphic 
to (P,<). 
PROOF, The if part follows immediately from the def­
inition of topology poset. Conversely, let P be a topol­
ogy poset. 
(i) C(P) =C(1) as 1 is an element of every filter, and 
ji = C(0) as O is an element of no filter. By Theorem 3.3 
we see that T is closed under arbitrary unions and fi­
nite intersections. Therefore (C(P),T) is a topological 
space. By Corollary 4.19 this space is TQ. 
(ii) We claim C is an isomorphism of (P,i) onto the 
lattice (T,c^) of open sets of <C(P),T). That C is onto 
is clear, since by definition A £ T iff A = C(a) for 
some a € P. From Corollary 4.19 it follows that C is 
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1-1. If X < y for some x,y C P, th&n every completely 
prime filter containing x also contains y, hence C(x) c 
c C(y), where the containment is proper by Corollary 4.19. 
Conversely, if C(x) is properly contained in C(y), then 
C(x) = (C(x) n C(y)) = C(xAy) by Theorem 3.3. Hence x = 
= (xAy> as C is 1-1, and so x < y. But x :j= y as 
C(x) C(y), and therefore x < y. The mapping C and its 
inverse are therefore ordei—preserving. 
We conclude that C is an isomorphism of (P,i) onto 
(T,c). 
Q.E.D. 
In view of the above and Theorem 4.20, we have the 
following corollary, which gives a characterization of a 
topology poset which requires no knowledge of the 
irreducible elements of the poset. 
COROLLARY 4.22. A poset P is a topology poset iff 
P is a complete distributive lattice which satisfies JID. 
From Theorem 4.21 it follows that we can retrieve a TQ 
topological space from any topology poset. However, as 
noted in the comments following Example 4.16, the TQ 
separation property of the retrieved space is not sufficient 
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to ensure its uniqueness (up to homeomorphism). In fact, 
Example 4.16 shows that there exist two non-homeomorphic 
TQ topological spaces (one Tjj and the other not) with the 
same lattice of open sets (up to isomorphism). 
Unfortunately, the method of Theorem 4.21 when applied to 
this lattice fails to retrieve the Tg space, as we will 
show in Example 4.24 below. We first prove the following 
lemma, which characterizes the derived sets of singletons in 
(C(P),T>. 
LEMMA 4.23. Let (P,l) be a topology poset, and let 
(C(P>,T) be the topological space derived from P as de­
fined by Theorem 4.21. Then for any F € C(P), the derived 
set CF>' = { Z : Z is a completely prime filter on P and 
Z is a proper subset of F>=CZ:Z€C(P) and Z c F >. 
PROOF. Let F € C(P). Clearly if Z c F, then x E Z 
implies x € F. Hence every open set C(x) containing Z 
also contains F. Therefore if Z c F we have Z € CF>'. 
Conversely, if Z G {F}'^ then Z :|= F and every open set 
C(x> which contains Z also contains F. Hence x € Z 
implies that x € F, and so Z c F as Z :|= F. 
Q.E.D. 
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EXAMPLE 4.24. Let (P,<) be the poset defined in Ex­
ample 4.16. By Theorem 4.21, P is isomorphic to the lat­
tice of open sets of the TQ topological space (C(P),T), 
where A € T iff A = C(x) for some x € P. It is easily 
checked that every principal filter on P is completely 
prime, and that all the filters on P, except one, are prin­
cipal. The one exception is = { y € P: y > x >. It is 
again easily shown that is completely prime. To prove 
that the topology T is not T^, it suffices to show that 
the derived set <!F^>* of singleton Fj^ is not a closed 
set. By Lemma 4.23, (F^}' = { Z € C(P) : Z c F* }. If 
this were a closed set, its complement would be open, which 
means C(P) - {F^}' = C(z) for some z € P. But this 
would require that z be the immediate successsor of % in 
P, which is impossible. Hence T is a TQ space which is 
not TQ_ 
REMARK 4.25. In the case of a finite topology poset 
(P,i), (i.e., a finite distributive lattice), we showed that 
our method of retrieval (based on the join irreducible ele­
ments of P) will yield a TQ topological space (X,T), where 
the lattice of open sets of the space is isomorphic to 
<P,1). This space is unique up to homeomorphism, in the 
following sense: if (Y,T') is any other topological space 
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whose lattice of open sets is isomorphic to then 
either (Y,T') is not a Tg space, or else (Y,T') and 
<X,T> are homeomorphic. In this connection, in the case of 
a finite topology poset (P,£) we can make the following 
observations: 
(1) There are infinitely many pairwise nonhomeomorphic 
non-Tg topological spaccs whose lattices of open 
sets are isomorphic to (P,l) and hence to each 
other's. 
(2) Any topological space having a separation property 
at least as strong as TQ will necessarily be 
homeomorphic to the space (J(P),T) as defined in 
Theorem 3.14. 
(3) If in addition (P,£> is atomic, then (X,T) is 
Tj and hence Ty for d > 1. 
(4) All the separation properties beyond TQ of (X,T) 
are determined by its lattice of open sets. 
In the case of infinite topology posets, our method 
(based on completely prime filters) always yields a TQ 
topological space. The analogues of observations <1) - (4) 
above are then as follows: 
(1)' Observation (1) above holds as stated. 
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(H)' In view of Example 4.24, we see that (2) fails 
when J(P) is replaced by C(P). 
(3)' It is an open question whether the lattice (P,<) 
being atomic implies that (C(P),T) is Tj. 
(4)' An analogue to (4) will be proved in Theorem 4.36 
below. 
We begin by introducing some terms. 
DEFINITION 4.26. Let <P,£) be a poset, and let $ 
be a collection of completely prime filters on P, and F € 
€ §. We call an element x of P a ^ -witness for F 
iff X € F and for any G € $ we have x € G iff G is 
not a proper subset of F. If $ is the collection of all 
completely prime filters on P, i.e., if $ = C(P), we then 
refer to such an x as a witness for F. 
REMARK 4.27. Clearly, if x is a witness for F, then 
X is a ^ -witness for F, where $ is any collection of 
completely prime filters on P such that F € $. 
DEFINITION 4.28. A collection § of completely prime 
filters on a poset P is called a witnessed collection iff 
every F € # has a ^-witness. 
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EXAMPLE 4.29. Let (P>£) be the poset of Example 
4.15. The principal filter FC-5], generated by -5, is 
completely prime, as was noted in Example 4.24. The element 
—5 of P is a witness for FC-5], as is easily checked. 
The completely prime filter , though, has no witness. On 
the other hand, the set § = <C(P) - F^) is a witnessed 
collection, as every F € 5 is principal. This is a con­
sequence of the following theorem. 
THEOREM 4.30. Let (P,i) be a poset and $ a col­
lection of completely prime filters on P. If the principal 
filter FCxD € 5, where FCx] =Cy€P:yix>, then x 
is a ^-witness for FCx]. 
PROOF. Since FCx] is the smallest filter containing 
X, if FCx] is completely prime it follows that x is a 
witness for FCx], and hence by Remark 4.27 x is a 
^-witness for FCx]. 
Q.E.D. 
DEFINITION 4.31. A collection $ of completely prime 
filters on a poset (P,<) is called representational iff 
t h e  m a p  o n  P  d e f i n e d  b y  C ^ ( x ) = C F € $ : x € F >  
is 1-1. 
66 
The motivation for the term "representational" will be 
evident from the following lemma. 
LEMMA 4.32. Let $ be a representational collection 
of completely prime filters on a poset (P,i). Then the map 
as defined above is an order isomorphism in which exist­
ing suprema are preserved as unions, and existing infima of 
finite sets are preserved as intersections. 
PROOF. Clearly is a bijection of P onto the 
set $. Replacing the power set of the power set of P in 
Theorem 3.3 by the proof of that theorem implies that 
suprema and infima are preserved as required. 
Q.E.D. 
REMARK 4.33. We note that by Theorem 4.21, for any 
topology poset (P,<), the collection C(P) is representa­
tional. Furthermore, we note that if $ is a representa­
tional collection of completely prime filters on P, then 
any ^-witness for an F € $ must be unique. 
The following lemma justifies Definitions 4.26 and 
4.28. 
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LEMMA 4.34. Let (P,<) be a topology poset, and let 
$ be a collection of completely prime filters on P. If 
$ is a witnessed collection which is representational, then 
($,T) is a Tjj topological space, where A € T iff A = 
= Cg(x) for some x € P. 
PROOF. As <P,<) is a topology poset, it is a com­
plete distributive lattice, and so is closed under suprema 
of arbitrary subsets and infima of finite subsets. Hence by 
Lemma 4.32, the set { A : A=C^(x) for some x € P > is 
closed under finite intersections and arbitrary unions. As 
/> = Cg(0) and ® = Cg(l), we see that T does indeed de­
fine a topology on $. That this topology is TQ follows 
from the fact that $ is representational. 
To show that this topology is TQ, we first claim that 
for any F € §, the derived set tF>' of singleton F is 
given by CF>' =CZ€$:ZcF>, where the inclusion is 
proper. The proof parallels that of Lemma 4.23. Let Z € $ 
and Z c F. Then x € Z implies that x C F, hence if Z € 
€ (X) then F € C^(x). But this means that every open 
set containing $ also contains F. Therefore if Z £ § 
and Z c F, then Z £ CF>'. Conversely, if Z £ <!F>', then 
Z € § and Z :|= F, and every open set containing Z also 
contains F. Therefore, if Z £ (x) then F € (x), 
68 
which implies that if x E Z then x E F. Thus the claim 
is proved. 
It remains to show that for any F E $, the derived set 
CF>* is a closed set in (@,T). By the above it suffices 
to show that {ZE$:ZcF} is closed. As $ is a 
witnessed collection, the completely prime filter F has 
a ^ -witness w. Clearly C^(w) = ( $ - <!F>' ) , hence the 
latter set is open, and so CF>' is closed. 
Q.E.D. 
COROLLARY 4.35. Let <P,<) be a topology poset, and 
let C(P) be the collection of all completely prime filters 
on P. If C(P) is a witnessed collection, then (C(P),T) 
is a TQ topological space, where T is defined as in 
Lemma 4.34. 
PROOF. By Theorem 4.21, the collection C(P) is rep­
resentational. Hence by Lemma 4.34, if C(P) is witnessed, 
then (C(P),T) is TQ. 
Q.E.D. 
Based on the above we now prove the following theorem, 
which for the case of infinite posets provides an analogue 
to Theorem 3.15. 
69 
THEOREM 4.36. Let <P»<) be a poset. Then P is the 
Tg-topology poset of a unique (up to homeomorphism) topolog­
ical space iff 
(1) P is a complete distributive lattice satisfying 
JID 
(2) P has a witnessed collection # of completely 
prime filters which is representational. 
PROOF. Let us first assume that (P,£> is a poset 
which satisfies (1) and (2). By Corollary 4.22, P is 
a topology poset. By Lemmas 4.32 and 4.34 and Remark 4.33, 
we see that <P,<) is isomorphic to the lattice of open 
sets of the Tg topological space (C(P),T) where A E T 
iff A = C(x) for some x E P. That this Tg-space is 
unique up to homeomorphism follows from Theorem 4.8. 
Conversely, let (P,<) be a Tjj-topology poset. Then 
(P,£) is isomorphic to the lattice of open sets of some T^ 
topological space (X,T). By Corollary 4.22, P is a com­
plete distributive lattice satisfying JID. It remains to 
show that P has a witnessed collection of completely prime 
filters which is representational. As (P,i> and (T,c^) 
are isomorphic, it is enough to show that (T,c) has such a 
c o l l e c t i o n .  W e  c l a i m  t h a t  t h e  s e t  $ = C 9 j ^ : x € X >  i s  
such a collection, where denotes the set of all open 
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sets of T which contain x. By Lemma 4.17 , for any 
X € X we see that 0^ is indeed a completely prime filter 
on (T,c^). We show that $ is representational. Let Oj 
and 0^ be distinct open sets in T, and, without loss of 
generality, let x E (0% - Dg) . Then 9^^ € (C^(Oj) — 
- CgCOg) ), implying that C^(Oj> and Og) are distinct. 
Therefore is 1-1 and $ is representational. 
Finally, to show that the collection $ is witnessed, let 
E § for some x € X. As T is a Tg topology, the set 
Cx>" is closed, and therefore the set (X—{x}') is open. 
We claim that (X-{x>') is a ^-witness for We first 
note that since x is not an element of <!x>* we have 
<X-<!x>') € 9^. If we also have (X-{x}') E 9y where 
y =1= X, then y £ (X-tx>'> and hence y is not a limit 
point of Cx>. Therefore there is an open set Ty which 
contains y but not x. But then Ty E (9y - 9^), and so 
as y X we have that 9y is not a proper subset of 9^. 
We conclude that § is a witnessed collection of completely 
prime filters on (T,c) which is representational, and so 
the isomorphic lattice (P,<) must also have such a 
collection. 
Q.E.D. 
Before ending this section, we apply the retrieval 
method of Theorem 4.36 to topology posets which are compact 
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or classically compact as defined according to Definitions 
2.1 and 2.3. 
THEOREM 4.37. Let (P,<) be a topology poset, then 
the following are equivalent : 
(i> (P,<) is compact 
(ii) (P,<) is classically compact 
(iii> (P,<) is isomorphic to the lattice of open sets of 
a compact TQ topological space. 
PROOF. The equivalence of (i) and (ii) follows 
from Corollary 2.8 by observing that every topology poset 
is complete. We show that (ii) implies (iii). Let 
(P,i) be a compact topology poset. By Theorem 4.21, 
(P»£) is isomorphic to the lattice of open sets of the TQ 
topological space (C(P),T), where C(P) and T are as 
defined in Theorem 4.21, It suffices to show that this top­
ology is compact. Let { C ( ) : <x E I } be an open cover 
of C(P>. Then C(P) = U C(> , and hence P = V as C 
is an isomorphism. Since P is classically compact, we 
then must have P = (xjv ... v x ^ ) for finitely many x^,. 
But then C(P) = (C(Xj) U ... U C(Xp)), showing that the 
topological space (C(P),T) is compact. An analogous 
argument shows that (iii) implies (ii). 
Q.E.D. 
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Theorem 4.36 shows that if we are given a poset which 
we know to be isomorphic to the lattice of open sets of some 
topological space, then we can retrieve a homeomorphic copy 
of that space, provided the space has at least the Tg sepa­
ration property. If the space does not have the Tg separa­
tion property, then we will be able to find a Tg-space whose 
lattice of open sets is isomorphic to that of the original 
space, but this TQ-space need not be homeomorphic to the 
original space. 
However, the question of whether every infinite topolo­
gy poset is in fact a Tg-topology poset remains open. In 
other words, it is open whether (1> implies (2) in the 
statement of Theorem 4.36. This question also has the 
following topological formulation. Is it true that for any 
TQ topological space (X,T) there is a Tg topological space 
(Y,T') such that the lattice (T,c) is isomorphic to 
(T',c) ? It is well known [59] that every topological space 
is lattice-equivalent to a Tg-space. Unfortunately, as is 
noted in [64, p. 943, the methods used in [59] do not 
extend to the Tg case. 
Questions dealing with the related problems of minimal 
TQ and Tjj topologies on a given set are dealt with in 
[11], [44], and [53]. 
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V. MODELS QF ZF AND THE AXIOMS M AND SM 
In this chapter, we will be dealing with various models 
of ZF. By ZF we mean the first order theory with one binary 
predicate symbol C. We take the axioms of ZF to be Exten-
sionality, Sumset, Powerset, Infinity, Regularity, and the 
Scheme of Replacement [62]. 
By the statement "there exists a model for ZF" we 
shall mean the ZF formula 
(9 m)(3 R)(P(m,R)), where R is a binary 
<M) relation on m, and P states the axioms of ZF, 
with R interpreting € 
Although (M) in the above is written only semiformally, it 
can in fact be written as a single sentence entirely in the 
language of ZF, since there are only finitely many rules for 
the formation of formulas [25, p. 783. For example, we can 
let m take on the role of the "class of all sets" in a 
finite axiomatization of set theory such as that of Godel-
Bernays [20, p. 5093. 
In ZF the statement (M) is equivalent to the 
statement "ZF is consistent" [62, p. 235], which we 
abbreviate by ConsisCZF). We then have 
(5.1 > ZF h Consis(ZF) <—> (M) 
On the other hand, it follows from Godel's 2nd Incom­
pleteness Theorem that the existence of a model for ZF 
cannot be proven in ZF, i.e., - (ZF h (M>). 
In a way, then, the assumption of (M) does not give 
any new information, but merely mirrors the assumption of 
the consistency of ZF. 
Since the relation R referred to in statement (M) 
is not necessarily the €-relation of ZF, nor even a well-
founded nor extensional relation, we cannot use Mostowski's 
Collapsing Theorem ([33, p. 433) to derive from (M) the 
existence of a model which is standard and transitive. 
Standard transitive models are desirable as they reflect 
what seems clearly the intended interpretation of sets as 
judicious configurations of left and right braces. By 
Mostowski's Collapsing Theorem, we can derive the existence 
of a standard transitive Model for ZF from the existence of 
a model which is well-founded and extensional in a relation 
R which need not be E. We recall that R is a well-
founded relation on a set x iff in every nonempty 
€-subset of X there exists an R-minimal element. 
Moreover, R is extensional on x iff any two E-distinct 
elements of x are also R-distinct. 
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By the statement "there exists a standard model for 
ZF" we shall mean the following ZF sentence 
(Sli) (3 s) (Q(s) ) , where Q(s) states that (s»€) is a 
model for ZF 
However, it follows again from Godel's 2nd Incompleteness 
Theorem that ZF cannot prove (SM), or, put formally, 
(ZF h (SM)). In fact, (SM) cannot even be proven in 
ZF+(M). This is the content of the next theorem. 
THEOREM 5.2. - (ZF I" ( (M) —> (SM))). 
PROOF. We first note that by the Deduction Theorem 
[17, p. 89], the theorem stated is equivalent to 
- (ZF + (M)) h (SM). 
Secondly, we recall that for any standard transitive model 
(m,E) for ZF there is an s € m and a relation R on s 
such that (s,R) is a model for ZF, though not necessarily 
a standard model [33, pp. 95—96]. We emphasize that the 
pair (s,R) is itself a set, and that (s,R) € m. 
By Mostowski's Collapsing Theorem, the existence of a 
standard model for ZF implies the existence of a standard 
transitive model (STM) for ZF. Thus without loss of 
generality, to prove the theorem it suffices to prove 
- (ZF + (M) h (STM)). 
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Assume not, and let be a model for ZF. Then 
by our assumption there is a STM TQ for ZF. By our 
second comment above, it follows that there is a set m^ 
and a relation Rj such that m^ € TQ and (m^,Rj) models 
ZF. But then ZF+(M) is true in TQ , hence there is a set 
TJ € TQ such that (TJ,€) is a STM for ZF. Now by our 
second comment above there is a set mg E T^ and a relation 
on such that models ZF. But then T^ 
models ZF+vM), and so there is a set Tg such that 
Tg € Tj, and (Tg,€) is a STM for ZF. Continuing in this 
way we derive the existence (in ZF) of an infinite 
descending €-chain, ... € T^ € T^ € TQ. This contradicts 
the axiom of Regularity. 
Q.E.D. 
COROLLARY 5.3. - (ZF H (SM)). 
In connection with Corollary 5.3, we observe that we 
cannot prove -« (ZF H (M)> by the same method of proof that 
we used above. This is because, if we attempt to prove 
(ZF H (M)) by assuming ZF H (M), we will not necessarily 
arrive at a contradiction as we did in the proof of Theorem 
5.2. For if there is a model M = (m,R) for ZF, and ZF 
proves (M), then there is a set s such that s £ m, and a 
relation S on s such that (s,S) models ZF. A first 
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sign of difficulty is that by a relation S on s we now 
do not mean that S is an £—subset of the ZF cartesian 
product s X 5, but that S is an R—subset of the set in m 
which plays the role of s x s. We then have that there 
must be a set t G m and a relation T on t such that 
( t , T )  m o d e l s  Z F .  H o w e v e r ,  w e  c a n n o t  c o n c l u d e  t h a t  t e s ,  
and so we cannot begin to construct our infinite descending 
€-chain. Nevertheless, as previously noted, -« (ZF 1" (SM)) 
follows from Godel's 2nd Incompleteness Theorem. 
In spite of these results there are reasons to accept 
(M) or even (SM) as an additional axiom. If we accept 
that ZF is consistent, the formalization in ZF of that 
notion as Consis(ZF) is in fact equivalent to (M). For 
the case of (SM), we note that there are transitive struc­
tures "definable" in ZF which "model" the axioms of ZF. We 
give below the three best known of these. 
DEFINITION 5.4. (a). We denote by V the collection 
of all sets of ZF of the form , a an ordinal, where 
Vo = * 
+ i = P(V(3), the powerset of 
Vu = U V_ for H a limit ordinal 
H o-<H 
V is called "Von Neumann's Cumulative Hierarchy of Well-
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Founded Sets" [33, p. 353. 
(b). We denote by L the collection of all sets of ZF of 
the form , <x an ordinal, where 
Lo = * 
= defCLjj) = t Cx € : P(x) } : P 
is a formula relativized to L^} 
Lu = U L_ for M a limit ordinal 
^ o-<H 
L is called "Godel's Hierarchy of Constructible Sets" [33, 
p. 128]. 
(c). We denote by C the collection of all sets of ZF of 
the form C^, « an ordinal, where 
CQ = w = to,1,2,...? 
C^+i = {% : X is the result of an axiom 
of ZF when relativized to CjjJ 
= Cx : X € def (Ljj ) and 
[ ( 3 y € ) ( X = <P(y> fl ) or 
X = U y or X = F(y) for some 
function F E def(L^))] } 
Cu = U C„ for M a limit ordinal 
™ ot<H ^ 
C is called "Cohen's Hierarchy of Strongly Constructible 
Sets" [33, p. 148]. 
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Intuitively» Lp+j is the set of all subsets of Ljj 
which are definable from by a formula relativized to 
. It follows that Ljj € Ljj+i for every ordinal (Î. On 
the other hand, it is not necessarily the case that £ 
€ C|j + J , [ 33 , p . 14G ] . 
For each ordinal «» both and are sets [41, 
p. 71 and p. 100]. However, neither V nor L is a set in 
ZF, for both V and L contain all the ordinals of ZF. 
Consequently, neither V nor L can be the universe of a 
model for ZF, if we insist a model be a set. For each 
ordinal a it is also true that is a set, but it is 
consistent with ZF that C can be a set (see [23], [33, 
p. 148]). 
In what follows, we assume (SM) as an axiom for set 
theory. From this we can derive the existence of a stan­
dard transitive model M, and thence Cohen's minimal 
countable model , either by an application of the 
Lowenheim-Skolem-Tarski Theorem, or by constructing C 
inside of M. 
We recall that in a standard transitive model M the 
ZF sentence (V = L) is true iff Godel's construction of 
L when performed on M results in the model M (or, equi-
valently, iff every x € M is constructible). It is 
obvious (V = L) is valid in MQ. 
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We further recall that the continuum hypothesis (CH) 
was shown by Godel in [36] to be a consequence of (V = L). 
Thus if we hope to create models of we need to be 
sure that such models do not satisfy (V = L). 
We note that the minimal model 1^ does not contain 
most of the ZF-subsets of W, since is countable in the 
eyes of ZF. Thus there is a hope of enlarging 1^ to a 
model Mj by augmenting by some specially chosen sub­
set (s) of CO and closing the union under the axioms of ZF. 
If the model Mj is standard and transitive, then M^ will 
properly contain MQ. If M^ contains no ordinals other 
than those of Mq, and Godel's construction of w» is pei— 
formed on Mthen MQ will be the result. This is 
because "being an ordinal," and "being stage of L' 
are absolute for standard transitive models of ZF [33]. We 
could then conclude that (V = L) fails in Mj, and there­
fore (CH) might fail as well. 
In order to discuss certain extensions of MQ which do 
not contain more ordinals than 1^, we recall some defini­
tions. 
DEFINITION 5.5. Let (P,£) be a poset and let S be 
a set containing some dense subsets of P. A set G ç P is 
called an S-qeneric subset of P iff 
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(a) If X E G and y 2 x, then y € G 
<b) Every pair of elements of G have a nonzero 
lower bound in G 
(c) G intersects every dense subset of P which 
can be found in S 
Furthermore, a subset G of a poset P is called generic 
iff G satisfies (a), (b), and the nonunder1ined portion 
of (c). 
There is a strong characterization of generic subsets 
which is based on the notion of a molecule of a poset. A 
molecule of a poset P is any nonzero element a of P 
such that if O :|= b £ a and O :j= c < a, then there exists 
d such that O :[= d 1 b,c. Abian in [5] showed that it is 
provable in ZF that a poset P has a generic subset iff P 
has a molecule. Thus if P € MQ and P has no molecule, 
then P has no generic subset. However, Mq € L (which 
models ZFC), and is countable in L. Thus it follows 
that P is countable in L, and hence has an Mg-generic 
subset G in L. Clearly G does not belong to 1^. 
4 It is provable in ZF that no poset has k-many dense 
subsets, where k is a cardinal number such that No < k 1 2 
[6]. However, a poset P may have a D—generic subset, 
with IDI = k. But if |D| = it is provable that P 
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need not have a D—generic subset. This is shown by the 
following example. 
EXAMPLE 5.6. Let P be the set of all finite dyadic 
sequences, and for a,b € P define 
a l b  i f f  ( l e n g t h ( b )  i  l e n g t h ( a )  a n d  ( a ) ^  =  ( b ) ^  
for i = 1,2,...,length(b)) 
We show that <P,£) has 2^ dense subsets, but no generic 
subset. 
Define D^ — (1), Dg = (1,1),..., (1,1,...,1) for 
every positive integer n, and let D = CDj, Dg, Dg,...}. 
If we then let L_ = (D - U Dz), then the sets Lz U (P-D) 
II i = i ^ 
are dense, as can be readily checked. Hence P has more 
than finitely many dense subsets, and therefore at least 2^ 
-many by the comments above. However, P itself is count­
able, and thus has 2^ -many subsets in total. It follows 
that P has precisely 2^ dense subsets. We show P has 
no generic subset by showing P has no molecule. Indeed, 
let a € P. Then without loss of generality a is, say, 
(1,0,0,1,0,1,1). Let b — (1,0,0,1,0,1,1,1), and 1et c — 
= (1,0,0,1,0,1,1,0). Then b < a and c < a, but b and 
c have no lower bound in P. It is clear that any a G P 
may be handled in the same manner. Thus P has no mole­
cule, and therefore no generic subset. 
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As the above example exists in any model of ZF, we see 
that we cannot prove in ZF that a poset having continuumly 
many dense subsets must have a generic subset. On the other 
hand, if the poset P has k-many dense subsets, where 
- k < 2^, we still cannot prove in ZF that P has a 
generic subset, as we now show. 
EXAMPLE 5.7. Let P be the set of all finite 
functions from W into (the first uncountable ordinal). 
For f,g € P define fig iff g ç f. 
For each x € COj , the set of all functions f € P 
with X € ran(f) is dense in P. If there were a generic 
subset G of P, then G D ^ y* for every x 6 Fur­
thermore, for every f,g E G, there is an h E G with h < 
£ f and h i g. Hence (f U g) c h and so f U g is a 
function from W into 6Jj . Therefore UG is a function 
which maps CO onto COj , which is impossible. 
Thus it follows that even in ZFC one cannot in general 
prove the existence of a D-generic subset for a poset (P,<), 
if IDI > ife . But it is an interesting and significant fact 
that if P is a poset which has c.i.c. (the countable in­
compatibility condition, also denoted c.a.c. and c.c.c. [33, 
p. 32]), then it is provable that ZFC still cannot prove the 
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existence of a D—generic subset of P with ^ | D | < 2^. 
However, it is also provable that ZFC cannot prove that no 
such D-generic subset exists. Thus the assumption that such 
a D—generic subset exists is independent of ZFC. This 
assumption is one of many varieties of Martin's Axiom, and 
is denoted MACk], where, as noted above, Xo < k < 2^°. 
For the purpose of creating a model M which has some 
specific property not shared by L or (say --(CH)), we 
are particularly interested in posets in which have 
generic subsets G in L but none in . Let us 
follow Example 5.7, and attempt to create a model EG] in 
which CH fails. Let (P,<) be the set in of all 
finite functions from P(W) into COg, where fig iff 
g c f. For each x E W the set of all f € P with 
X £ ran(f) is dense in P. Clearly P has no molecule, 
since for any f,g E P the union (f U g) E P, and 
(f U g) < f,g. It follows that there is an l^-generic 
subset G of P in L, and UG is a function from P(u) 
onto Wg. If UG were an element of MQ, then MQ would 
be a model of --(CH) . If we now use Cohen's forcing 
technique ([15, Chap. B4] or [41, Chap. 33) to construct 
the model MGCG], we would then have UG E MQ[G3. We could 
not then conclude that CH is false in MQCG3, as the set 
P(W) E is not the powerset of omega in [G]. Indeed, 
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P(w) is countable in the eyes of L. Hence we instead 
follow [26] and consider the partial order (P,<) in 
of all finite functions from ( CO X OOg ) into {0,1}, ordered 
as before by reverse inclusion. Again P has no molecule, 
hence there is an Mg-generic subset G of P in L. We 
note that the sets = {f E P : f(n,a) = 1 and f(n,(3) 
= O, for some n € are dense in P for every a,/î E 
Hence as (G fl ^ for every o(,|3 £ CJg, we conclude 
that UG is a 1-1 function from the set ( W X Wg) of MQ 
onto {0,1}, which induces a 1-1 map from W2 of into 
2^ of 1^. By Lemmas 19.1 to 19.4 of [41], the 
cardinals to and CO 2 of MG and Mq[G] are the same, as 
the poset P has ktg-i .c. Hence the powerset of Co in 
MQ[6] has cardinality greater than Kj. 
We note that one may obtain MQ[G] as follows. 
Define the function F on 1^ by 
r(x) = {r(y) : (y,g) € x for some g EG}. It is 
easily shown by induction on the L-rank of x E MQ that P 
is well-defined. We then have l*^[G] = {r(x) ; x E 1^}. 
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VI. AN UNRAMIFIED SYMMETRIC MODEL OF ZFA + AC) 
We proceed now to describe a symmetric model for set 
theory with atoms. Historically such models were developed 
by Fraankel and Mostowski to show the independence of the 
axiom of Choice from ZF^ (that is, ZF minus Regularity), 
and were the inspiration for Cohen's proof of the 
independence of the axiom of Choice [24]. 
We base our model on a first—order language of set 
theory, with one binary relation symbol *€', and one unary 
relation symbol 'A*, where A(x> is to be interpreted as 
"x is an atom." We take as axioms the usual axioms of Ex-
tensionality, Sumset, Powerset, Infinity, and the scheme of 
Replacement, along with the sentence A*, where A' is 
< \y x)<A(x) —> <\/y)(y E x <—> y = x ) ) . We denote the 
theory generated by these axioms by ZFA. This theory is not 
trivial if ZF is consistent, as we now show. 
LEMMA 6.1. Consis(ZF) —> Consis(ZFA). 
PROOF.(sketch) Let <M,£) be a model for ZF, and 
define the relation R on M by xRy iff y O and 
(1) y = n and x = y for some n € ( 6J - tO>) or 
( 2) y = {n} and x G n for some n € (CO — C0>) or 
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(3) X € y otherwise 
It can be shown that <M,R) models ZFA. The sets n where 
n € (60- {0}) are the atoms of the model, since, for 
example, we have x R 2 iff x = 2. 
Q.E.D. 
It is therefore consistent with ZF to have a model for 
set theory in which there is a countably infinite set of 
atoms. We accept this and let A = a^«a^,...> denote a 
countable set of atoms in a model M of ZFA. We wish to 
show that from this model we may construct another model for 
ZFA in which the axiom of Choice fails. 
Ordinals in M are defined as in ZF, and we note that 
a n A = for any ordinal <x [41, p. 198]. We then define 
the following cumulative hierarchy in a way analogous to 
Definition 5.4(a). 
V(A)o = A 
V(A)a+i = P(V(A)a) 
V(A)u = U V(A)„ 
^ a<H ® 
and let V(A) = U V(A>„. 
oc€Ord ® 
REMARK 6.2. We accept without proof the following 
facts about V(A) which are established in [40] and [3]: 
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(1) V(A) models ZFA 
(2) a < a —> V(A)„ G V(A)p 
<3) oc < (3 —> V(A)a Ç V(A)g 
(4) every set in V(A) has a V(A)—rank 
(5) the enumeration {(aQ,0),(a2 ,l),(a2ii2),...} 
of A is an element of V(A) 
Henceforth we shall work within V(A) unless otherwise 
indicated. 
Any permutation TT on A can be extended to a func­
tion on V(A) by defining n(x) = { Tr(y) ; y € x > for 
every set x which is not an atom. That TT is well-
defined for any set x £ V(A) can now be shown by arguing 
on the rank in V(A) of the set x. Following Abian [3] we 
denote by the set of all permutations of A 
which leave the ii g» ..., (not necessarily finitely 
many) -indexed atoms fixed, and call Ci^ri^T--'^ a tag. 
Thus, for example, the tag [1,5] is the set of all permu­
tations of A which leave a^ and ag fixed. If T is 
a tag, we denote by T' the set whose elements are the nat­
ural numbers listed in T, and call |T'| the length of T. 
Thus if T = [5,8,20], then T* = {5,8,20}, and the length 
I{5,8,20}I of T = [5,8,20] is 3. We call a tag fini te 
iff it has finite length. We now may define the partial 
89 
order (P,<), where P is the set of all tags and i is 
set theoretical inclusion. We note that the empty tag [] 
is the set of all permutations of A and as such is the 
maximum of this partial order, and [0,1,2,3,...] is the 
minimum element, consisting of the identity alone. The 
subset G of finite tags is a filter on P, as can be 
readily verified. 
Based on these notions, we now make the following 
DEFINITION 6.3. A set x € V(A) is called symmetric 
for the tag T iff N(x) = x for every TT in T. We then 
call T a tag for x. We call x symmetric iff there is 
a finite tag for x. 
REMARK. 6.4. It can be established by induction on 
rank that rank(n(x)) = rank(x) for every x € V(A) and 
every permutation TT on A. It follows that each stage 
V(A)QJ of V(A) is a symmetric set with the empty tag. 
The following results concerning symmetric sets and 
tags will be useful in the sequel. 
LEMMA 6.5. If P, Q, and R are tags such that 
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<Q' OR') q^P', then for every p £ P there exist £ Q, 
qg £ Q> and r £ R such that r = q^pq^ • 
PROOF. Let p £ P where (Q' D R') c P'. We will 
determine q^ and q^ » and define r to be the composition 
order to determine q ^  and qg? we first require 
that for every x £ Q', we have qj^(x) = qgtx) = x. It fol­
lows that qi(p(q2(x))) = x for every x £ (Q' H R'). Thus 
it now suffices to show that qj and qg can be defined so 
that q2(p(q2(x))) = x for every x £ (R'-Q'), as well. 
Let (R'-Q') = <;rjj...»r^>> where r ^  < ... < r^. We now 
define q ^  and qg recursively on (R'—Q') by 
•^'""i + l^ = min( w - p~^(Q') - Cqg (r^ ) , . . . ,c^ (r^ ) > ) 
and qj(r^+i) = r^+i 
It can be verified that qj(p(qg(x))) = x for every x € 
€ R'. We now extend q^ to w by any bijection of the 
countable set w - (Q' U trj»...>r^> onto the countable 
set w - (Q' U Cc^ (rj ) , . . .c^ <rj^ ) >. Thus qg is a permuta­
tion of A which fixes a^ £ A for every i £ Q'. 
Consequently qg £ Q. We may similarly extend q^ and r 
to w, and show that £ Q and r £ R as desired. 
Q.E.D. 
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COROLLARY 6.6. If P, Q, and R are tags with 
(Q* n R*) Ç P', then for every p € P there are > qg € Q 
and r € R such that p = qj rqg. 
PROOF. Let p € P. From Lemma 6.5 we have r E R 
and q^.qg € Q such that q^pqg = r. But then r = 
—» 1 — 1 
= Al rqg . 
Q.E.D. 
COROLLARY 6.7. If Q and R are tags for x, then 
so is any tag P such that (Q' flR') c^P'. 
PROOF. If p € P» then by Corollary 6.6 we have 
that p<x> = qi(r(q2(x))) = x. 
Q.E.D. 
As expectedp we will say tag Tj is shorter than tag 
Tg (and Tg is longer than Tj) iff Tj' c Tg'. 
THEOREM 6.8. If x is a symmetric set, then x has 
a shortest tag. 
PROOF. If T is a finite tag for x, then clearly 
there is a tag Tof minimal length, where T' c T', such 
that Tj is also a tag for x. Let Tg be any other tag 
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for X. Then by Corollary 6.7, we see that [T^' D Tg'] 
is a tag for x. Thus we have Tj = Tg, and conclude that 
Tj is the shortest tag for x. 
Q.E.D. 
In light of Theorem 6.8, we will henceforth consider 
each symmetric set x to have a unique tag (its shortest 
tag), which we shall call the tag for x, and denote by T^. 
In what follows, we shall allow permutations of the 
countably many atoms of A to be identified with permuta­
tions of w in an obvious way. Thus, for example, a permu­
tation n € [2,5,19] may be identified as a permutation of 
w which leaves 2, 5, and 19 fixed. 
Using the above conventions we prove: 
THEOREM 6.9. Let X be a symmetric set, and let TT 
be a permutation on A. Then n(x) is a symmetric set, and 
^TT ( X > = TT(T^ ), where TT(T)^ ) = CTr(n) : n E T^ ' } . 
PROOF. Let 9 € TT(T^ ) , and without loss of generality 
let T^ = Cl,...,n3. We show that 9<IT<X>> = TTCX) by 
showing that •ir~^9iT € TFor each i = l,...,n, we have 
9(TT<aj)) = Tr(a|), since 0 € ir(T^ ) . Hence (9(TT(aj ) ) ) = 
= TT~^(TT(aj)) = a J. It follows that TT~^0Tr is a permutation 
of A which fixes Ca^^ , . . .a^>, and so Tr~*9Tr G T^ . Thus 
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n(x) is fixed by every permutation in #(7%) = 
[w(l),...,n(n)]. We claim ^(7%) is the tag for TR(x). If 
not, and 9(ir(x)) = TT(X) for every 9 € CTr< ij ) , . . . ,TR( ij^ ) 3 
where Ci^p.-.i^} is a proper subset of ', then we may 
repeat the above argument for the case of the symmetric set 
TT(X) and the permutation . We then would conclude that 
TT~^(TT(X)) = X is fixed under every permutation in 
C T r ~ ^ ( T T (  i  )  ,  .  . .  ,  T r ~ ^ ( 7 r (  i  j ^ )  )  D =  C i  i * . T h i s  
contradicts the fact that [l,...,n] is the shortest tag 
for X. Hence T^(x) ~ [n(l),...n(n)] which is ^(7%). 
Q.E.D. 
We have the following as an immediate consequence of 
Theorem 6.9. 
COROLLARY 6.10. x is symmetric iff w(x) is 
symmetric for every permutation TT on A. 
LEMMA 6.11. If X is symmetric, then so are 
(1) P(x), the powerset of x 
and (2) {y E x : y is symmetric) 
PROOF. Let n E 7%. 7hen 
( 1 ) As IT is a permutation such that TT(X) = x, we have 
y c^x iff Tr(y) C T T ( X ). Hence n(P(x)) = P(x). 
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(2) Tr(Cy € X : y is symmetric}) 
= {w<y) € X : TT(y) is symmetric} by Corollary 
6.10, since w € 
= {y € X : y is symmetric}. 
Q.E.D. 
We note that every finite tag [i^,...,^^] is a 
symmetric set, and that Ci]^,...,i^I] is its own tag. We 
also note that the set of all tags is a symmetric set. 
The collection of symmetric sets of V(A) "almost" 
form a standard model for ZFA, as we show in the following 
THEOREM 6.12. If a and b are symmetric sets in 
V(A), then so are 
(a) a n b 
( b ) a — b 
(c) a X b 
(d) dom(a) 
(e) { (x,y> E a : x € y } 
(f) { (x,y,z> : (y,z,x) € a } 
<g> { <x,y,z) : (z,y,x) E a } 
PROOF. Let T^ and Ty be the tags for a and b, 
respectively. We claim that (Tg fl Tj^ ) is a tag for each 
of the sets in (a) — (g). We show this for (a) and (e>. 
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The remaining cases are similar. If tt € (T^ fl ) , then 
n(anb) = {n(x) : x € (a D b)}. But (x £ a and x E b) 
iff (Tr(x) € a and TT(X) £ b), as TT fixes both a and b. 
Hence n(a n b) = a n b, which proves (a). Now, as 
Tr(<x,y)) = (n(x),m(y)), and (x,y> € a iff (n(x),n(y)) E 
E a, as TT comes from the tag for a, it follows that 
n({(x,y) £ a ; x E y> = {(x,y) : x E y}, which proves (e). 
Q.E.D. 
The class Z of symmetric sets of V(A) is thus closed 
under the so—called Godel operations as expressed by the 
sets in (a) - (g) above. In addition, Z is almost 
universal since for any ordinal a of V(A), the set 
V(A)^ can be shown to be a symmetric set. However, <Z,£) 
is nov a standard model for ZFA, since for example, 
P(A) E Z while <!aQ,a2,^,a^,...>, which is an element of 
P(A), is not in Z. By a theorem due to Godel (see [3], 
[47]), as E Z we see that (Z,E) fails to be a standard 
model as it is not transitive. In what follows, we fill 
this gap. 
We proceed now to construct an unramified inner model 
ACG] of ZFA + AC from the model V(A) of ZFA. Our 
method parallels that of Shoenfield in [57]. 
For every a,b E V<A) we define 
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(6.13) X Eg y iff ( t € G) ( s € G) ( TT) 
( n e t  — >  n ( x )  =  X  a n d  
T T  €  s  — >  T T ( y )  =  y )  a n d  
X  €  y  
Hence x Eg y means that both x and y are sym­
metric sets, and x € y. In particular we have a £Q a 
for every atom a. Since for any x € V(A) and any 
permutation IT on A we have irtx) = Cn(y): y € x}, it 
follows that 
(6.14) X  €Q y  — >  r a n k ( x )  £  r a n k ( y ) ,  with e q u a l ­
ity iff X = y and x € A 
We now define on V(A) by 
X, if X £ A 
(6.15) KQ(x) = 
{ KQ(y): y Eg X }, otherwise 
It follows from 6.14 that Kg is well defined by 
induction on rank, and that rank(K^(x)) < rank(x). We 
note that Kg ( x ) = fi whenever x is not a symmetric set, 
Finally, we define 
(6.16) ACG] = { Kg(x) : x € V(A) > 
We call a set x hereditarily symmetric iff 
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X = (y) for some y € V(A). There follow several lemmas 
clarifying properties of the function Kg and of 
hereditarily symmetric sets. 
LEMMA 6.17. n(KQ(x)) = K0(TT(X)) for any x € V(A) 
and any permutation TT on A. 
PRODFu (By induction on the rank in V(A) of x) 
If a is an atom, then so is n(x), and so we have 
TT(K0(a)) = Tr<a) = KQ(iT(a)) by Definition 6.15. We also 
have •it(Kq(^>) = n(#) = pi = Kq(^> = Kg(Tr(s6)) by the same 
definition.. If the lemma holds for every y of rank less 
than the rank of x, then 
TT(KQ(X)> = ^(tKQty) : y €Q X>) 
= CTr(Kg(y)> : y Eg x> 
= tn(KQ(y)) : n(y) TT(X>> using Corollary 
6.10 
= <!K^<TT(y)) : ir(y) €g Tr(x)> by the induction 
hypothesis 
= K^(TT(X)) again using Corollary 6.10. 
Q.E.D. 
COROLLARY 6.18. If x is symmetric, then so is 
Cy € X : y is hereditarily symmetric). 
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PROOF. Let n € t where t is the tag for x. By 
Lemma 6.17, CKQ<t> € x> is fixed by tt. 
G.E.D. 
LEMMA 6.19. Kg (x) is symmetric for every x € V(A). 
PROOF. As KQ(X) = F) for nonsymmetric x, let x 
be symmetric and let ;T £ T^. Then n(KG(x)) = Kq(TT(X)) = 
(X) by Lemma 6.17. 
Q.E.D. 
LEMMA 6.20. x C KgCy) iff x Cg 1% (y). 
PROOF. If X € Kg(y ) , then x = Kg (z) for some z, 
and then x €Q Kg (y) by Definition 6.15 and Lemma 6.18. 
The converse is immediate as Kg(y) is symmetric by 
Lemma 6.19. 
Q.E.D. 
LEMMA 6.21. Kg(Kg (x)) = Kg(x) for every x € V(A). 
PROOF. (By induction on the rank in V(A) of x.) 
Clearly KQ(KQ(X)) = KQ(X) for x == or for x an 
atom. Now assume KgUKgCy)) = KQ(y) for every y of 
rank less than the rank of x. Then 
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Kg(KQ(x)) = CKg(z) : z EgK^^x)} 
= CKQ(Z) Ï Z E Kg(x)> by Lemma 6.20 
= Cz : z € Kg(x)> by the induction 
hypothesis 
— (X)» 
Q.E.D. 
The following gives us an important characterization 
of hereditarily symmetric sets. 
LEMMA 6.22. x is hereditarily symmetric iff x is 
symmetric and every element of x is hereditarily sym­
metric. 
PROOF. The only if is obvious by Lemma 6.19 and 
Definition 6.15. Conversely, 
KQ(X) = CKG(t) : t EG x} 
= C t : t e x >  b y  L e m m a s  6 . 1 9  a n d  6 . 2 0 .  
Q.E.D. 
COROLLARY 6.23. If y is a symmetric subset of 
K0<x) for some x € V(A), then Kg(y) = y. 
PROOF. Immediate from Lemma 6.22. 
Q . E . D .  
lOO 
In order to use the above results to show that AEG] 
as defined in 6.16 is a model for ZFA, we will find it 
convenient to show ACS] can be constructed from V(A) 
by means of a ramified hierarchy of sets. 
DEFINITION 6.24. For each ordinal <x of V(A> we 
define the set recursively by: 
Ho = A 
Hg+i = {Kg(x) : X Eg 
H_ = U for T a limit ordinal 
^ (3<T 
and H = U HL 
«EORD* 
REMARK 6.25. We note that every x E H is of the 
form Kg (t) for some t E V(A). 
LEMMA 6.26. =• for every ordinal a. 
Thus each is hereditarily symmetric. 
PROOF. By Remark 6.25, the result follows directly 
from Lemma 6.22. 
Q . E . D .  
LEMMA 6.27. For every ordinal a. 
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(a> € Mot+l 
and (b) *^ a S Hg+i 
PROOF. (a). €g P<H^) by Lemmas 6.11 and 6.19, 
and so by Definition 6.24 and Lemma 6.26. 
(b). Assume Hg H^+i for every (3 < oc, and let 
X E H^. Then x ç for some T < A, and ç Hg, 
either by the induction hypothesis (if oc is a successor 
ordinal), or because l-L = U Hn if « is a limit ordinal. 
** (3<<x ^ 
In either event, we have x c_ and so x C ^a+l Lemma 
6.20, and Remark 6.25. 
Q.E.D. 
COROLLARY 6.28. If x € H*, then x ç H*. 
PROOF. Immediate from Lemma 6.27(b), Remark 6.25, 
and Lemma 6.26. 
Q.E.D. 
LEMMA 6.29. Let <x and (S be ordinals with a < (3, 
then (a) Hg, E 
and (b) c 
PROOF. (a). Assume E for all a<T<(3. If 
(3 = f+1, then the result follows from Lemma 6.27(b) as 
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Hg; £ ^J+l - . If (3 is a limit ordinal, thon the 
result follows from Lemma 6.27(a), as then <x < (3 implies 
that a+1 < (Î as well. Part (b) is an immediate con­
sequence of part (a) and Corollary 6.28. 
Q.E.D. 
By Remark 6.25 we can see that every x € H is 
hereditarily symmetric. We now show that the converse is 
also true. 
THEOREM 6.30. H = ACBD. 
PROOF. That H c ACG] is Remark 6.25. Conversely, 
let KQ<X) be of least rank in V(A) such that KQ(X) is 
not in H. We note that Kg(x) is not an atom. Now 
KQ(X) = CKQ(y) : y EG X}, where KQ(y> € H for each 
KGCY) E KQ(X) by the induction hypothesis and (6.14). 
But then KQ(X) c_ where <x = sup <!|3 : K0(Y) € HG for 
some KG(y) E KQ(X>>, by Lemma 6.29(b). It follows that 
KG ( X ) EG P(H^) and so ( x ) E HA+I • 
Q.E.D. 
THEOREM 6.31. H is a standard transitive model for 
ZFA. 
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PROOF. As 0 € H, it suffices [41, p. 45] to show H 
is a subclass of V(A) which is 
(1) transitive 
(2) almost universal 
and (3) closed under the Godel operations (a) -
(g) of Theorem 6.12 
(1) is established by Corollary 6.28. 
(2) Let S £ V(A) with S c^ H. We must show that S c T 
for some T € H. By Remark 6.2, S c K c VCA)^ where 
<x = sup{# : (Î = rank(x) for some x € S) and 
K = (V(A)^ OH). By Remark 6.4 and Corollary 6.18 we 
have K £ H. 
<3) We indicate the proof by showing H is closed under 
(a), (c), and (e) of Theorem 6.12. 
(a) Let KQ<x),Kg(y) £ H. By Lemma 6.19 both are 
symmetric, as is (KQ(X) N KGCy)) by Theorem 6.12(a). 
Hence (KQ(X) n K g (y>) £ H by Lemma 6.22. 
(c) By Lemma 6.19 and Theorem 6.12(c) the cross 
product Kg(X) X Kg(y ) is symmetric. If (KQ(s) ,KQ(t ) ) € 
£ Kg(x) X Kg(y) then ( ( s ) ,Kg ( t ) ) = Kg ( (l<^ (s) jKg ( t ) ) ) 
by Lemma 6.19 and the definition of Kg. Hence we have 
(KQ(x) X KQ(y)) € H by Lemma 6.22. 
(e) The set C (KE(a) ,KG(b) ) £ KQ(X) : KgLa) £ KGUB)} 
is symmetric by Lemma 6.19 and Theorem 6.12(e). Hence the 
104 
set is in H by Lemma 6.22 and the proof of (c) above. 
Q.E.D. 
As ACG] = H by Theorem 6.30, we have now shown that 
ACS] is a model for ZFA. Although H is a ramified 
hierarchy, we have shown that it may also be defined in 
terms of the function Kg. It remains to show that ACG] 
models --(AC). To do this, it suffices to show that A is 
an infinite set in ACG], but there is in ACG] no 1—1 
mapping from w into A. 
LEMMA 6.32. A is an infinite set in ACG]. 
PROOF. As every ordinal is symmetric, it follows by 
induction that every ordinal of V(A) is an element of 
ACG]. Thus for each finite ordinal k, the set 
{(O,aQ),(1,aJ(k,a^)} E ACG]. 
Q.E.D. 
Although A is infinite in ACG], there is in ACG] 
no 1-1 mapping from w into A, as no such mapping is even 
symmetric. Thus AC is not true in ACG]. 
Cohen originally proved the independence of ZFC from 
CH by the use of a generic extension of , as explained 
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previously. The proof that AC is independent of ZF (with 
Regularity) was ironically more difficult. (The irony being 
the distrust AC suffered and still suffers). Most modern 
presentations of the independence of AC and CH are 
through Boolean—valued models ([15], [16], [29], [40], [41], 
[54]), which method was discovered independently in 1965 by 
Solovay and Vopenka [66]. It is an amusing historical fact 
that the credit for this discovery is often given to a 
legendary 1967 paper by Scott and Solovay. There is, in 
fact, no such paper, as is explained by Scott in his 
foreword to [16]. 
106 
VII. BIBLIOGRAPHY 
1. Abbott, J. C. Trends in Lattice Theory. New York: 
Van Nostrand Reinhold Company, 1970. 
2. Abian, A. A Fundamental Fixed Point Theorem Revisited. 
Bull. Greek Math. Soc. 21 (1980), 12-22. 
3. Abian, A. A Simplified Version of Fraenkel—Mostowski 
Model for the Independence of the Axiom of Choice. 
Rev. Roum. Math. Pures et Appl. 24 (1979), 511-521. 
4. Abian, A. Boolean Rings. Boston: Branden Press, 
1976. 
5. Abian, A. Molecules of a Partially Ordered Set. 
Algebra Universalis 12 (1981), 258-261. 
6. Abian, A. Non-existence of Ordered Sets with Denumer— 
ably Many Dense Subsets. Bull. Math. Soc. Math. 
Roumanie 20 (1976), 1-2. 
7. Abian, A. On a Fundamental Property of A-inductive 
Partially Ordered Sets. AMS Abstracts 8 (1987), 257. 
8. Abian, A. On Definitions of Cuts and Completion of 
Partially Ordered Sets. Zeitschrift fur Math. Logik 
und Grundlagen der Math. 14 (1968), 299-302. 
9. Abian, A. On the Standard-Model Hypothesis of ZF. 
Zeitschrift fur Math. Logik und Grundlagen der Math. 
21 (1975), 87-88. 
107 
10. Abian, A. and Deever, D. On Representation of Par­
tially Ordered Sets. Mathematische Zeitschrift 92 
(1966), 353-355. 
11. Andima, S. and Thron, W. Order—Induced Topological 
Properties. Pacific Journal of Mathematics 75 (1978), 
297-318. 
12. Aull, C. and Thron, W. Separation Axioms Between TQ 
and Tj. Indagationes Mathematicae 224 (1962), 26-37. 
13. Balbes, R. A Representation Theory for Prime and 
Implicative Semi lattices. Trans. Am. Math. Soc. 136 
(1969), 261-267. 
14. Balbes, R. and Dwinger, P. Distributive Lattices. 
Columbia, Missouri: University of Missouri Press, 
1974. 
15. Barwise, J., et al. Handbook of Mathematical Logic. 
3rd ed. New York: North-Holland Publishing, 1983. 
16. Bell, J. R. Boolean-valued Models and Independence 
Proofs in Set Theory. 2nd ed. Oxford: Clarendon 
Press, 1985. 
17. Bell, J. R. and Machover, M. A Course in Mathematical 
Log ic. New York: North-Holland Publishing, 1986. 
18. Birkhoff, G. Lattice Theory. Vol. 25, 3rd ed. 
Providence: AMS Colloquium Publ., 1967. 
19. Birkhoff, G. and Frink, 0. Representations of Lattices 
108 
by Sets. Trans. Am. Math. Soc. 64 (1948), 299-316. 
20. Chang, C. and Keisler, H. Model Theory. New York: 
North-Holland Publishing, 1977. 
21. Chen, C. C. Construction of Lattices. Unpublished 
Ph.D. Thesis. University of Missouri, St. Louis, 1963. 
22. Christenson, C. O. and Voxman, W. L. Aspects of Topo­
logy . New York: Marcel Dekker, Inc., 1977. 
23. Cohen, P. J. A Minimal Model for Set Theory. Bulletin 
AMS 69 (1963), 537-540. 
24. Cohen, P. J. Independence Results in Set Theory. The 
Theory of Models. New York: North—Hoiland Publishing, 
1965, 221-228. 
25. Cohen, P. J. Set Theory and the Continuum Hypothesis. 
Reading, Mass.: Benjamin Cummings Co., 1966. 
26. Cohen, P. J. The Independence of the Continuum Hypoth­
esis. Proc. Nat. Acad. Sci. 50 (1963), 1143—1148. 
27. Cohen, P. J. The Independence of the Continuum Hypoth­
esis. Proc. Nat. Acad. Sci. 51 (1964), 105-110. 
28. Cohn, P. M. Universal Algebra. New York: Harper and 
Row, 1965. 
29. Dales, H. G. An Introduction to Independence for 
Analysts• Cambridge: Cambridge University Press, 
1987. 
30. Davey, B. A Note on Representable Posets. Algebra 
109 
Universalis 3 (1973), 345-347. 
31. Donnellan, T. Lattice Theory. Oxford, London: 
Pergamon Press, 1968. 
32. Drake, D. and Thron, W. On the Representations of an 
Abstract Lattice as the Family of Closed Sets of a 
Topological Space. Trans. Am. Math. Soc. 120 (1965), 
57-71. 
33. Drake, F. R. Set Theory—An Introduction to Large 
Cardinals. New York: North-Holland Publishing, 1974. 
34. Fischer, D. Topologies on Point Closures. Unpublished 
Master's Thesis, Iowa State University, 1969. 
35. Fleischer, I. Embedding a Semi lattice in a Distribu­
tive Lattice. Algebra Universalis 6 (1976), 85-86. 
36. Godel, K. Consistency—proof for the Generalized 
Continuum Hypothesis. Proc. Nat. Acad. Sci. USA 25 
(1939), 220-224. 
37. Gratzer, G. General Lattice Theory. New York: 
Academic Press, 1978. 
38. Hickman, R. and Monro, G. Distributive Partially 
Ordered Sets. Fundamenta Mathematicae 120 (1984), 
151-166. 
39. Hrbacek, K. and Jech, T. J. Introduction to Set 
Theory. New York: Marcel Dekker, Inc., 1984. 
40. Jech, T. J. Lectures in Set Theory. Lecture Notes in 
1 1 0  
Math 217. New York: Springei—Verlag, 1971. 
41. Jech, T. J. Set Theory. New York: Academic Press, 
1978. 
42. Kelley, J. L. General Topology. New York: Van 
Nostrand, 1965. 
43. Kunen, K. Set Theory—An Introduction to Independence 
Proofs. New York; North-Holland Publishing, 1983. 
44. Larson, R. Minimal TQ-Spaces and Minimal Tg-Spaces. 
Pacific Journal of Mathematics 31 (1969), 451-458. 
45. Leutola, K. and Nieminen, J. Posets and Generalized 
Lattices. Algebra Universalis 16 (1983), 344-354. 
46. Levy, A. Basic Set Theory. New York: Springer— 
Veerlag, 1979. 
47. Levy, A. The Fraenkel—Mostowski Method for Indepen­
dence Proofs. The Theory of Models. New York: North-
Holland Publishing, 1965, 221—228. 
48. MacNeille, H. M. Partially Ordered Sets. Trans. Am. 
Math. Soc. 42 (1937), 416-460. 
49. Markowsky, G. Chain-complete Posets and Directed Sets 
with Applications. Algebra Universalis 6 (1976), 
53-68. 
50. Markowsky, G. The Representation of Posets and Lat­
tices by Sets. Algebra Universalis 11 (1980), 173-192. 
51. Mostowski, A. Review of "A Minimal Model for Set 
Ill 
Theory»" by P. J. Cohen. Mathematical Riviews 27 
(1964), 9-10. 
52. Nation, J. On Partially Ordered Sets Embeddable in a 
Free Lattice. Algebra Universalis 18 (1984), 327-333. 
53. Pahk, K. Note on the Characterization of Minimal TQ 
and Tp Spaces. Kyungpook Mathematical Journal 8 
(1968), 5-10. 
54. Rosser, J. Simplified Independence Proofs. New York: 
Academic Press, 1969. 
55. Rutherford, D. E. Introduction to Lattice Theory. 
Edinburgh and London: Oliver & Boyd, 1965. 
56. Schein, 3. M. On the Definition of Distributive Semi-
lattices. Algebra Universalis 2 (1972), 1-2. 
57. Shoenfield, J. R. Unramified Forcing. Proc. Symp. in 
Pure Math. 13, 357-381. 
58. Sierpinski, W. L'hypothese Generalisee du Continua et 
L'axiome du Choix. Fundamenta Math. 34 (1947), 1—5. 
59. Stone, M. H. Applications of Boolean Algebras to 
Topology. Matemat ichesk i i Sbornik, N. S. 1 (1936), 
765-771. 
60. Stone, M. H. Topological Representations of Distribu­
tive Lattices and Browerian Logics. Casopis pro Pest. 
Math, a Fysiky 67 (1937), 1-25. 
61. SzAsz, G. Theorie des Trellis. Paris: Dunod, 1971. 
lia 
62. Takeuti, G. and Zaring, W. Introduction to Axiomatic 
Set Theory. New York: Springer-Verlag, 1982. 
63. Thron, W. Lattice-Equivalence of Topological Spaces. 
Duke Mathematical Journal 29 (1962), 671-679. 
64. Thron, W. Topological Structures. Chicago: Holt, 
Rinehart, and Winston, 1966. 
65. Tunnicliffe, W. The Free Completely Distributive Lat­
tice Over a Poset. Algebra Universalis 21 (1985), 
133-135. 
66. Vopenka, P. The Limits of Sheaves and Applications on 
Constructions of Models. Bull. Acad. Polon. Sci. Ser. 
Sci. Math. Astron. Phys. 13 (1965), 189-192. 
1 1 3  
VIII. ACKNOWLEDGEMENTS 
I am happy to here acknowledge the assistance of 
several people. I thank Professor Alexander Abian for his 
mathematical guidance and constant pressure, and I apologize 
for my occasional difficulties in handling that pressure. 
His love of knowledge as a whole and mathematics in 
particular was inspirational, and his professional acumen 
and attention to detail I hope to emulate. I thank my 
parents, Mary A. and Robert J. Martin, for their support and 
endurance through the many years of my education. I thank 
my wife Swie Tjoe for her love, forebearance, and 
assistance. Finally, I thank all of my teachers, 
particularly those with the integrity required to say "I 
don't know," when appropriate. 
