Abstract. We study the L 2 -type contraction property of large perturbations around shock waves of scalar viscous conservation laws with strictly convex fluxes in one space dimension. The contraction holds up to a shift, and it is measured by a weighted related entropy, for which we choose an appropriate entropy associated with the strictly convex flux. In particular, we handle shocks with small amplitude. This result improves the recent article [18] of the author and Vasseur on L 2 -contraction property of shocks to scalar viscous conservation laws with a special flux, that is almost the Burgers flux.
where u represents a conserved quantity, and f is the flux function describing certain physical phenomenon. This scalar equation has been extensively used in macroscopic modeling of various phenomena such as vehicular traffic flow, pedestrian flow, driven thin film flow, and so on (see for example [1, 2, 3, 4, 5, 6, 10, 13, 23] ). An important feature of this equation is an emergence of shock waves as severe singularities even for smooth initial data. In the modeling of traffic flow, the traffic jam is regarded as the shock wave. For a variety of purposes, a linear diffusion is added in the above equation, in other words a scalar viscous conservation law is considered. The scalar viscous conservation law is an important object in studying for not only the viscous shock layer but also the conservation law with Brownian motion.
We consider a scalar viscous conservation law with a strictly convex flux f in one space dimension:
u t + f (u) x = u xx , t > 0, x ∈ R, u(0, x) = u 0 (x). (1.1)
For any strictly convex flux f , and any real numbers u − , u + with u − > u + , the scalar conservation law (1.1) admits viscous shock waves S connecting the two end states u − and u + . More precisely, there exists a smooth traveling wave S(x − σt) as a solution of
where σ is the velocity of S determined by the Rankine-Hugoniot condition:
Indeed, it follows from (1.2)-(1.3) that there exists S such that u + < S < u − and
where the strict convexity of f implies the last inequality.
In this article, we aim to show the contraction property of any large perturbations of shock waves to (1.1) with strictly convex fluxes. The contraction holds up to a shift, and it is measured by a weighted relative entropy. Our result improves the recent article [18] of the author and Vasseur about L 2 -contraction property of shocks to (1.1) with special fluxes as small perturbations of the quadratic Burgers flux, in the sense that f (u) = au 2 + g(u) for a > 0 and g satisfying g ′′ L ∞ (R) < 2 11 a. Notice that the authors in [18, Theorem 1.2] shows that for any shock, there exists a strictly convex such that there is no L 2 -contraction property. We will get the contraction property even for general strictly convex fluxes. For that, we employ a weighted relative entropy to measure the contraction instead of using L 2 -distance as in [18] . Our method is based on the new approach introduced by [15] , in which they proved the contraction property of shocks to the barotropic Navier-Stokes system. The new method of [15] was also used in studies on contraction of traveling waves [7, 16] . We here handle shocks with small amplitude as in [15] . However, compared to [15] , our main difficulty is to handle any strictly convex flux. To overcome it, we take advantage of the fact that any function can be an entropy of scalar conservation laws (1.1). More precisely, for a given strictly convex flux, we will choose a strictly convex entropy associated to the flux, and consider the relative entropy defined by the entropy.
Notice that since the relative entropy is locally quadratic, the contraction measured by the relative entropy can be regarded as L 2 -type contraction. We need to use only one entropy to get the L 2 -type contraction measured by the relative entropy, contrary to the L 1 -contraction by Kruzkhov [21] , in which the large family of entropies η k (u) := |u − k|, k ∈ R are used. However, since many systems of conservation laws (including Euler systems) have only one nontrivial entropy, using only one entropy for the contraction property is a remarkable program. In this sense, this article follows the same context as in the works [8, 14, 15, 16, 17, 18, 19, 20, 22, 24, 25, 26, 28, 29] of Vasseur and his collaborators about stability (or contraction, uniqueness) of viscous (or inviscid) shocks by the relative entropy method. We also refer to Dafermos [9] and DiPerna [11] for studies on uniqueness and stability of Lipschitz solution to conservation laws, which were obtained by using the relative entropy method at the first time.
1.1. Main result. By the theory of conservation law, any function η is an entropy of the scalar conservation law (1.1) since there exists an entropy flux q as
Therefore, we can choose any entropy we need. We will consider an appropriate entropy associated with the strictly convex flux f of (1.1) as the following hypotheses.
• Hypotheses: For a given smooth (or C 3 ) strictly convex flux f , there exists a strictly convex entropy η such that η is a strictly convex smooth function satisfying the following hypotheses:
• (H1): There exists a constant α > 0 such that η ′′ (u) ≥ α and η ′′′′ (u) ≥ α for all u ∈ R.
• (H2): For a given constant θ > 0, there exists a constant C > 0 such that for any u, v ∈ R with |v| ≤ θ, the following inequalities holds:
Remark 1.1. As mentioned above, since any function can be an entropy of (1.1), it would be easy to explicitly find a strictly convex entropy verifying the above hypotheses. For example, if the strictly convex flux f is given by f (u) = u 4 , then η(u) = u 6 + u 4 + u 2 is a desired entropy. Indeed, (H1) is verified because η ′′ ≥ 2 and η ′′′′ ≥ 24. (H2) is also easily verified by simple estimates. Indeed, for |u| ≤ 2θ, the both sides of (i) behave like |u − v| 2 , and the both sides of (ii)-(iv) behave like |u − v|.
and the left-hand side of (iv) behaves like |u| 9 .
Under an entropy satisfying the above hypotheses, we have the contraction property as follows. Theorem 1.1. Consider an equation (1.1) with any smooth (or C 3 ) strictly convex flux f . Let η be an entropy of (1.1) satisfying the hypotheses (H1)-(H2). For any u − ∈ R with f ′′ (u − ) > 0, there exists a constant δ 0 ∈ (0, 1) such that the following holds. For any ε, λ > 0 with δ −1 0 ε < λ < δ 0 , let u + := u − − ε. Then there exists a smooth monotone function a : R → R + with lim x→±∞ a(x) = 1 + a ± for some constants a − , a + with |a + − a − | = λ such that the following holds. Let S be the viscous shock connecting u − and u + as a solution of (1.2). For any T > 0, and any initial data u 0 ∈ L ∞ (R) satisfying ∞ −∞ η(u 0 |S)dx < ∞, the equation (1.1) admits a bounded weak solution u such that
where X is a shift satisfying X ∈ W 1,1 loc ((0, T )) and
(1.7) Remark 1.2. From the condition δ −1 0 ε < λ < δ 0 of Theorem 1.1, we have smallness conditions on three quantities ε, ε/λ and λ, since ε < δ 2 0 , ε/λ < δ 0 . Thus the contraction (1.6) holds for shocks with small amplitude ε. However this result improves not only [18 Remark 1.3. Notice that it is enough to prove Theorem 1.1 only for shocks moving at positive velocity, i.e., σ > 0 in (1.3). Indeed, if σ < 0 or σ = 0, then we consider (1.1) with a strictly convex flux g(u) = −2σu + f (u) or g(u) = σu + f (u) respectively instead of the original flux f . Therefore from now on, we assume σ > 0.
The rest of the paper is organized as follows. In Section 2, we present useful lemmas for the proof of main result. The Section 3 and 4 are devoted to the proof of Theorem 1.1.
• Notations : Throughout the paper, C denotes a positive constant which may change from line to line, but which stays independent on ε (the shock strength) and λ (the total variation of the function a). The paper will consider two smallness conditions, one on ε, and the other on ε/λ.
Preliminaries
In this section, we present properties of small shocks and the relative entropy, and a key representation by the relative entropy method.
2.1. Small shock waves. In this subsection, we present useful properties of the shock waves S with small amplitude u − − u + = ε.
In the sequel, without loss of generality, we consider the shock S satisfying S(0) =
Lemma 2.1. For any n − ∈ R with f ′′ (u − ) > 0, there exists ε 0 > 0 such that for any 0 < ε < ε 0 the following is true. Let S be the shock wave connecting end states u − and
. Then, there exist constants C, C 1 , C 2 > 0 such that
as a consequence,
Moreover,
Proof.
• proof of (2.1)-(2.2) : We recall (1.4) as
Then we have
Let ϕ : R + → R be a smooth function defined by
Then, the above equality can be written as
Since 0 < u − −S < ε < ε 0 , taking ε 0 small enough, there exists a constant C > 0 (depending only on u − ) such that
Notice that since
using the continuity of f ′′ and taking ε 0 small enough, we have
That is, ϕ ′ (u − ) is bounded from below and above uniformly in ε. Therefore, for ε 0 small enough, we have
Then, it follows from (2.4) that
To prove the estimate (2.1), we first observe that since S ′ < 0 and S(0) =
, we have
Then, using (2.6) and (2.7) with u − − u + = ε, we have
Thus,
These together with S(0) =
Finally, applying the above estimate together with |S − v ± | ≤ ε to (2.6), we have (2.1). As a consequence, (2.2) follows from the upper bound in (2.1).
• proof of (2.3) : We first observe that it follows from (1.2) that
Using Taylor theorem with ε 0 small enough, we have
and
Therefore, we have
which gives the desired estimate.
2.2.
Relative entropy method. Our analysis is based on the relative entropy. The method is purely nonlinear, and allows to handle rough and large perturbations. The relative entropy method was first introduced by Dafermos [9] and Diperna [11] to prove the L 2 stability and uniqueness of Lipschitz solutions to the hyperbolic conservation laws endowed with a convex entropy. To use the relative entropy method, we first rewrite the viscous term of (1.1) into the following form:
.
Note that 0 < µ(u) ≤ α −1 for any u by the hypothesis (H1).
For simplification of our analysis, we use the change of variable (t, x) → (t, ξ = x − σt) to rewrite (2.9) into (2.10)
Let A(u) := −σu + f (u). Then (2.10) can be rewritten into a simpler form (2.11)
Also, (1.2) can be written into
In what follows, we will use the general notation F(·|·) to denote the relative functional of F, i.e.,
For example, for the entropy η and the fluxes f, A, we consider η(·|·) and f (·|·), A(·|·), which are called relative entropy and relative fluxes respectively. It is easy to find (2.13)
On the other hand, we recall the entropy flux q defined by (1.5), i.e.,
We also let G to denote the entropy flux associated with A, i.e., (2.14)
Since A ′ = −σ + f ′ , we find
We use the following notations (called fluxes of relative entropy)
Then, we find
We will consider a weighted relative entropy between the solution u and the viscous shock S up to a shift X(t) : a(ξ)η u(t, ξ + X(t))|S(ξ) , where the weight a and the shift X will be defined later.
The following Lemma provides a quadratic structure on
For simplification, we introduce the following notation: for any function f : R + × R → R and the shift X(t), f ±X (t, ξ) := f (t, ξ ± X(t)).
We also introduce the functional space (2.16)
on which the below functionals Y, B, G in (2.18) are well-defined.
The space H will be rigorously handled in Section 3.2.
Lemma 2.2. Let a : R → R + be a smooth bounded function such that a ′ is bounded. Let X be a differentiable function. Let S be the viscous shock in (2.12) (or (1.2)). For any solution u ∈ H to (2.11) (or (1.1)), we have
where
Proof. To derive the desired structure, we use here a change of variable
Let G be the functional defined by (2.14). Then, by a straightforward computation together with [27, Lemma 4] and the identity
Using (2.13) and (2.15), we have
For the parabolic part I 3 , we first rewrite it into
Since
Again, we use a change of variable ξ → ξ + X(t) to have
It remains to rewrite q(u; S) explicitly in terms of η and f in quadratic forms. Since
Hence we have the desired representation (2.17)-(2.18).
Remark 2.
1. In what follows, we will define the weight function a such that σa ′ > 0. Therefore, G consists of two good terms.
2.3.
Construction of the weight function. We first recall that σ > 0 as mentioned in Remark 1.3.
We define the weight function a by
Then, a ′ = − λ ε S ′ > 0, and thus σa ′ > 0. 2.4. Global and local estimates on the relative entropy. We here present useful inequalities on the relative entropy η(·|·) that are crucially for the proof of Theorem 1.1. In particular, the specific coefficients of the estimates (2.22)-(2.23) will be crucially used in our local analysis on a suitably small truncation. 
3) For a given constant u − > 0, there exist positive constants C and δ * such that for any 0 < δ < δ * , the following estimates hold: For any u, v ∈ R with |u − v| < δ and |v − u − | < δ,
• proof of (2.20) : Since
using η ′′ ≥ α by (H1), we find
which gives (2.20).
• proof of (2.21) : Since u → η(u|v) is convex in u > 0 and zero at u = v, we see that u → η(u|v) is increasing in |u − v|, which implies (2.21).
• proof of (2.22)-(2.23) : Since
applying Taylor theorem to η about v, we have
where v * lies between u and v. First, the hypothesis η ′′′′ ≥ α of (H1) implies (2.23). Secondly, since |u − v| < δ and |v − u − | < δ, there exists a positive constant C (depending
• proof of (2.24) :
Therefore, using the mean-value theorem together with |v − u − | ≤ δ < δ * < 1, we find
which together with (2.20) implies (2.24).
Remark 2.2. Notice that we only need the hypothesis (H1) on entropy for Lemma 2.3. In fact, the remaining hypothesis (H2) is crucially used in the proof of Proposition 4.2.
3. Proof of Theorem 1.1 3.1. Definition of the shift. For any fixed ε > 0, we consider a continuous function Φ ε defined by
We define a shift function X(t) as a solution of the nonlinear ODE:
where Y and B are as in (2.18).
3.2.
Existence of the shift. First of all, we note that our initial condition R η(u 0 |S)dx < ∞ together with the property (2.20)
Indeed, the first inequality follows from the maximum principle of the scalar conservation law. The second estimate (3.3) is obtained by the energy method as follows: Using (2.10) and (2.11) together with
which together with Gronwall inequality implies (3.3).
Thus, u ∈ H (recall (2.16)) for a.e. t ≤ T , all functionals Y, B, G in (2.18) are well-defined. We now guarantee the existence of the shift X as follows.
Lemma 3.1. Let u be any function of (t, x) such that
Then the ODE (3.2) has an absolutely continuous solution X for t ≤ T .
Proof. We will use the Carathéodory's existence theorem (See for example [12, Theorem 1 of Section 1 in Chapter 1]):
Then, the ODE has an absolutely continuous solution for all t ≤ d, where d is any constant such that d ≤ a and
To apply the Carathéodory's existence theorem, let g(t, X) denote the right-hand side of the ODE (3.2) . First of all, we move the shift X in u into the other smooth functions S, a, a ′ , S ′′ in the integrands of the functional B, by using the change of variables ξ → ξ − X(t) as done in the proof of Lemma 2.2. Then, g(t, X) is obviously continuous in X, and measurable in t. Thus, it remains to verify (iii) of the Carathéodory condition. We first observe that (3.1) and (3.2) imply
It is easy to show that |B(u x )| ≤ h(t) for all x ∈ R, where h L 1 ([0,T ]) ≤ C for some constant C depending on T . Indeed, for example, we estimate the fifth term of B(u x ) in (2.18) as follows:
where the all constants C are independent of x. Likewise, we can control other terms of B(u x ) by the time-integrable function uniformly in x. Therefore, we have
Hence taking a = T and any b with b ≥ C * in the Carathéodory's existence theorem above, we guarantee that the ODE (3.2) has an absolutely continuous solution X for t ≤ T .
3.3.
Proof of Theorem 1.1 from a main proposition. First of all, our main proposition is the following. Proposition 3.1. There exist δ 0 ∈ (0, 1) such that for any ε, λ with δ −1 0 ε < λ < δ 0 < 1/2, the following is true. For any u ∈ {u | |Y (u)| ≤ ε 2 },
We will first show how this proposition implies Theorem 1.1 as follows: Based on (2.17) and (3.2), to get the contraction estimate (1.6), it is enough to prove that for almost every time t > 0
For every u we define
From (3.1), we have
Hence, for all u satisfying |Y (u)| ≥ ε 2 , we have
Using both (3.7) and Proposition 3.1, we find that for all u satisfying |Y (u)| ≤ ε 2 ,
Since δ 0 < 1 and ε/λ < δ 0 , these two estimates show that for every u we have
For every fixed t > 0, using this estimate with u = u X (t, ·), together with (2.17), and (3.5) gives
dt R aη(u X |S)dξ ≤ 0, which completes (1.6). Moreover, since it follows from (3.8) that
This provides the global-in-time estimate (1.7), and thus X ∈ W 1,1 loc ((0, T )). This completes the proof of Theorem 1.1.
The rest of the paper is dedicated to the proof of Proposition 3.1.
Proof of Proposition 3.1
We first recall the functionals Y and F in (2.18), and define the following functionals: 1 ε < λ < δ 1 and for any δ ∈ (0, δ 1 ), the following is true. For any function u : R → R such that D(u) + G 0 (u) is finite, if
(4.12)
To prove this proposition, we will use the nonlinear Poincaré type inequality in [15] :
Lemma 4.1. [Proposition 3.3. in [15] ] For a given M > 0, there exists δ * = δ * (M ) > 0 such that for any δ ∈ (0, δ * ) the following is true: For any W ∈ L 2 (0, 1) with
(4.14)
4.1. Proof of Proposition 4.1. We first observe that since η ′′ ≥ α by the hypothesis (H1), the mean-value theorem implies
We take δ 1 ∈ (0, 1) small enough such that
where δ * is the constant as in Lemma 2.3. Then it follows from (4.15) that
Moreover, since (4.17) In what follows, we will rewrite the functionals in (4.10) and Y in terms of y variable defined by
Notice that since S ′ < 0, we can use a change of variable ξ ∈ R → y ∈ [0, 1]. Then it follows from (2.19) that a = 1 + λy and
For simple presentation and normalization, we will use the notations • Change of variable for Y : We first recall
Using (2.22) and (2.23) in Lemma 2.3, we have
and (4.19) with notation (4.20), we get
Likewise, using (4.19) and (4.21) together with |a − 1| ≤ λ < δ 1 , we have
Therefore, we have • Change of variable for B 1 , B 2 , B 3 and B 4 : First of all, we have
using Taylor theorem together with
we find that for any u satisfying (4.16) and (4.17),
Likewise, we find that for any u satisfying (4.16) and (4.17),
(4.24)
Using (4.19) together with (4.21) and
we have
Likewise, since (4.27)
using |a − 1| ≤ λ < δ 1 , we have
Therefore, this and (4.26) yields
(4.28)
• Change of variable for G 0 : We first use (2.23) in Lemma 2.3 to get
Then using (2.8), we have
Thus, (4.29)
• Estimates on B 1 + B 2 + B 3 + B 4 − G 0 : We combine (4.28) and (4.29) to have
Using the notation W in (4.20), we have
Since η ′′ (u − )f ′′ (u − ) > 0, the above estimate can be rewritten into (in a way of normalizing the right-hand side) : On the other hand, using (4.24), (4.27) and (2.22), we have a rough estimate:
which yields
• Change of variable on D: We first use Young's inequality: −2AB ≤ δ 1 A 2 +(4/δ 1 )B 2 to get the following inequality: For any A, B ∈ R,
we use the above inequality to have
Notice that (4.16), (4.17) and η ′′ ≥ α imply
Then using |S ′ | ≤ ε 2 (by (2.1)) together with (4.19) and ε < δ 1 , we have
We now handle the main part:
which is rewritten into
Using the following Lemma 4.2, and the fact that for any u satisfying (4.16) and (4.17):
Therefore, this and (4.32) yields
Lemma 4.2. There exists a constant C > 0 such that for any ε < δ 1 , and any y ∈ [0, 1],
Proof. We first recall that (by (4.18))
and (by (1.4) )
Using (1.3), we have
Then using
we find 1
We use Taylor theorem to have
Likewise, since
we have J 4 ≤ Cε 2 . Hence we have the desired estimate.
• Uniform bound of 
where K is the constant in the assumption (4.11). Then using
and taking δ 1 small enough, we have
Therefore there exists a positive constant M depending on K such that
• Estimate on −|Y | 2 : As in [15] , we use the following inequality: For any a, b ∈ R,
Using this inequality with
Then using (4.23), we have
Since (4.34) yields
• Conclusion: We first find that for any δ < δ 1 ,
Multiplying (4.33) by (1 − δ 1 ), and combining it with (4.30), (4.31) and (4.35) with putting
Let δ * be the constant in Lemma 4.1 corresponding to the constant M of (4.34). Taking δ 1 small enough such that max(C * , C)δ 1 ≤ δ * , we have
Therefore, using R δ * (W ) ≤ 0 by Lemma 4.1, we have R ε,δ ≤ 0.
Truncation of the big values of |η
In order to use Proposition 4.1, we need to show that the values for |u| such that |η ′ (u) − η ′ (S)| ≥ δ 1 have a small effect. However, the value of δ 1 is itself conditioned to the constant K in Proposition 4.1. Therefore, we need first to find a uniform bound on Y which is not yet conditioned on the level of truncation δ 1 .
We consider a truncation on |η ′ (u) − η ′ (S)| with a constant r > 0. Later we will fix r as r = δ 1 where δ 1 is the constant in Proposition 4.1. We then define the functionū r by (4.37)
Notice that once r is fixed,ū r is uniquely determined since η ′ is one to one. We first have the following lemma.
Lemma 4.3. There exist constants δ 0 , C, K > 0 such that for any ε, λ > 0 with δ −1 0 ε < λ < δ 0 , the following holds whenever |Y (u)| ≤ ε 2 :
• Proof of (4.38): By the definition of Y , and
Then using (2.20) and Young's inequality, we have
Hence we have (4.38).
• Proof of (4.39): Using the same estimates as above, we have
Since (4.37) together with η ′ > 0 implies either S ≤ū r ≤ u or u ≤ū r ≤ S, it follows from (2.21) that η(u|S) ≥ η(ū r |S).
Therefore, using (4.38), there exists a constant K > 0 such that
We now fix the constant δ 1 ≤ min(1, 2|u − |) of Proposition 4.1 associated to the constant K of Lemma 4.3. From now on, we setū :=ū δ 1 .
Then it follows from Lemma 4.3 and (4.37) that
and therefore, it follows from Proposition 4.1 that
We recall that the functional G in (2.18) consists of the two good terms G 0 and D in (4.10) , that is G = G 0 + D. Note that it follows from (2.21) that
which together with (4.38) yields
Also note that since
and (4.44)
and therefore,
which also yields
For bad terms of B in (2.18), we will use the following notations :
where B 1 (u), B 2 (u), B 3 (u), B 4 (u) are defined by (4.10), and
We now state the following proposition.
Proposition 4.2. There exist constants δ 0 , C, C * > 0 (in particular, C depends on the constant δ 1 of Proposition 4.1) such that for any δ −1 0 ε < λ < δ 0 , the following statements hold.
1. For any u such that
To prove Proposition 4.2, we first show the following estimates.
Lemma 4.4. Under the same assumption as in Proposition 4.2, for any u such that |Y (u)| ≤ ε 2 , the following holds:
• Proof of (4.53): First, using (4.38) and (2.2) together with a ′ = (λ/ε)|S ′ |, we get 2ε
Then there exists ξ 0 ∈ [−1/ε, 1/ε] such that
Thus using (2.24), we have
Hence using the assumption η ′′ ≥ α together with (4.45), we find that for any ξ ∈ R,
• Proof of (4.54): We first notice that since (y − δ 3 /2) + ≥ δ 3 /2 whenever (y − δ 3 ) + > 0, we have
Therefore, to show (4.55), it is enough to handle the quadratic part withv defined with δ 3 /2 instead of δ 3 . We will keep the notationv for this case below.
We split the quadratic part into two parts:
Likewise, using (4.44) and (4.56) with y :
Hence we have (4.54).
• Proof of (4.55): Since the hypothesis η ′′ ≥ α implies
it follows from (4.55) that
Proof of Proposition 4.2.
We first show the estimates of (4.49).
• Proof of (4.49) : Recall the functional B 1 in (4.10). Since F ′ = −η ′′ f is continuous and |S| ≤ 2|u − |, the definition of the relative functional implies
Thus, we have
To control J, we first observe that using (4.57) and |η
Then it follows from the hypothesis (iv) of (H2) with holding θ = 3|u − | that
Therefore we use (4.54) to have
Moreover using (4.55), we have
Likewise, for B 3 and B 4 , we use the same reason as in (4.59) to have
Then using |f (S)| ≤ C and |η ′′ (S)| ≤ C together with S ′ = (ε/λ)a ′ , we have
Using (4.54) and (4.55), we have
Using the hypothesis (ii) of (H2) with holding θ = 3|u − | (by (4.60)), we have
To estimate |B 2 (u) − B 2 (ū)|, we first separate it into two parts:
Since the hypothesis (ii) of (H2) with holding θ = 2|u − | (by (4.57)) yields
we use the definition ofū and (4.54) to have
Likewise, using (ii) of (H2) with holding θ = 3|u − |, we have
Therefore we have
• Proof of (4.50) : Recall the functionals B i , 5 ≤ i ≤ 8. Using Young's inequality together with µ ≤ 1/α and a ′ ≤ ελ < εδ 0 , we first have
We separate the remaining term B 51 (u) into |B 51 (u)| ≤ |B 51 (u) − B 51 (ū)| + |B 51 (ū)|.
Using |η ′ (ū) − η ′ (S)| ≤ δ 1 and (4.54), we have
Using the hypothesis (i) of (H2) with holding θ = 2|u − |, by (4.57) and (4.60), we have
Since ε < δ 0 ε/λ, we have
Therefore, for ε/λ < δ 0 ≪ 1, To estimate |B 6 (u)|, we separate it into |B 6 (u)| ≤ |B 6 (u) − B 6 (ū)| + |B 6 (ū)|.
Using the hypotheses η ′′ ≥ α, and (i), (iii) of (H2) with holding θ = 2|u − |, by (4.57) and (4.60), we have
Likewise, we have
Therefore, (4.62)
As in the estimate of |B 5 (u)|, we first have
Following the same estimates as before, we have
Therefore, 
Therefore, (4.64)
Hence, we combine (4.61)-(4.64) to find that for ε/λ < δ 0 ≪ 1, • Proof of (4.51) : Since |ū − S| ≤ |ū| + |S| ≤ 5|u − |, we use Taylor theorem to have
Therefore, using (2.20) and (4.38) together with (4.42), we have
Hence, using Hence this and (4.65) yield
