Abstract-h this paper, the existence and uniqueness of the equilibrium point and absolute
INTRODUCTION
In solving unsolvable problems and improving system performance, there are increasing interests in the potential applications of the dynamics of artificial neural networks in many scientific disciplines. Cellular neural networks (CNNs) [1, 2] h ave been successfully applied in signal processing, pattern recognition, especially in static image treatment [3] , and to solve nonlinear algebraic equations [4, 5] . Hopfield-type neural networks have been applied in classification, associative memory, and parallel computation and to solve difficult optimization problems [6-81. Such applications rely on the existence of equilibrium points or of a unique equilibrium point, and qualitative properties of system. In hardware implementation, time delays occur due to finite switching speeds of the amplifiers and communication time. Time delays may lead to an oscillation and furthermore, to instability of networks [9] . However, it has also been shown that the process of moving images requires the introduction of delay in the signal transmitted though the networks [lo] . Therefore, the study of stability of neural networks with delays is practically required, and it has been extensively studied in the literature [4,5,11-241. Many researchers investigate dynamics of neural networks involving unbounded time delays or bounded time delays and some condition ensuring the stability of given in [16-221. The convergence of neural networks involving both unbounded time delays and bounded variable time delays are studied in [23] . But the activation functions of the systems in [23] are bounded, and the stability conditions are conservative. In practical problems, the neural activation function is known as a certain class of functions, but its shape is not specified exactly. Therefore, it is necessary to investigate the absolute stability (ABST) of the neural networks [13] .
In the paper, we study cellular neural networks, which contain both variable and unbounded delays. From the mathematical point of view, systems with constant delay are different from those with variable or/and unbounded delays, and known mathematical methods in [16-221 do not directly apply. Our objective in this paper is to study in detail the existence, uniqueness, and absolute stability of the equilibrium point of cellular neural networks with globally Lipschitz continuous activation functions and with unbounded delay and variable time delays. Applying M-matrix theory and the idea of vector Liapunov method [24, 25] , the sufficient conditions for absolute stability (global asymptotic stability) are obtained by constructing proper Liapunov functionals and nonlinear integrodifferential inequalities involving both variable delays and unbounded delay. Since many motion-related phenomena can be represented and/or modeled by cellular neural networks with delays, we hope that it may have applications in processing moving images and associative memories.
NOTATION AND PRELIMINARIES
For convenience, we introduce some notations. The expression IC = (~1, x2,. . , 5n)T E R" represents a column vector (the symbol T denotes transpose). R", = {x I z 2 0, x E R"}.
The general cellular neural networks with variable and distributed time delays can be described by the set of integrodifferential equations
where ui is the state of neuron i, i = 1,2,. . , n, and n is the number of neurons; A = (c~ij)~~~, B = (bij)nxn, c = (Cij)nm are connection matrices, J = (Jr, Jz, . . , J,)T is the constant input vector. g(u) = (gl(dg2(u2),
. ,gn(un)) T is the activation function of the neurons, D=diag(di,d2,... The initial conditions of equations (1) for eacJ1 j E {1,2,. , n}, g., : R + R is globally Lipschitz with LipscJlitz constants G,. 0 < Gi < $00 (i = 1,2,. . , n), such that the incremental ratio for gi satisfies
for any (1, & E R, El # (2, the function g is then said to belong to the class of G, denotes g E G.
In this case: we denote G = diag(cl. C$, : G,) as the matrix of maximum allowable gi slope.
Similar to concepts in [13,23,26], we give stability and absolute stability concepts of the equilibrium of neural networks with delays. DEFINITION 1. An equilibrium U* of system (1) is called uniformly stable, if for any to > 0 and E > 0, there exists a constant S = b(~) > 0, independent of to, such that /I# ~ 'u* IIt0 < 6 implies that for all t > to.
2. An equilibrium u* of system (1) is gJobalJy uniformly asymptotically stable, if it is uniformly stable, and for any E > 0 and H there exists T = T(E, H) > 0 SUCJI that for any to L 0, II4 -u*II to < H implies that lb(t) -~*/Icxz < E, for all t > to +T. System (1) is said to be absolute stability (ABST) with respect to the class G.
if it possesses a globally uniformly asymptotically stable equilibrium for every function g t G and for every input vector J E RIL. 
then H(x) is a homeomorphism of R" onto itself.
EXISTENCE AND UNIQUENESS OF THE EQUILIBRIUM POINT
The purpose of the present section is to give a necessary and sufficient condition for the existence and uniqueness of the equilibrium point with respect to the class of unbounded and increasing neural activation functions and every input vector. Using the vector field associated with (l), we define a map as follows:
where H = (HI, Hz,. . . , H,) T, T = A + B + C. F'rom the result in [7], we know that if H(x) is a homeomorphism of R", neural network (1) has a unique equilibrium point. In the following, we give the condition ensuring H(x) is a homeomorphism.
LEMMA 2. Let T be an n x n matrix and D, G be n x n positive definite diagonal matrices. For each n x n diagonal matrix K satisfies 0 5 K < G, we have 
PROOF. Because of g E G, we have
Igdudt)) -gi (u,') I I w4t) -u,tl (i = 1,2,. . . ) n)
Thus, necessity follows easily. Next, we prove sufficiency. Let xi(t) =ui(t)-uuf, fi(~) =gi(~:i+u,')-gi(uf) (j = l,...,n), equation (1) can bewritten as
where initial value of (7) (7) PROOF. Let x%(t) = ui(t) -UT, fL(xi) = gr(zi + UT) -gi(u,*) (j = 1,. ,n), equation (1) can be written as system (7) with initial value $ = 4 -u*. The necessity is easy to prove, as in Lemma 4. Since Lemma 4 shows that uniform stability of (7) is equivalent to its uniform output stability, to complete the proof of sufficiency, we only need prove that for any H > 0. there exists T = T(E, H) > 0 such that for any to > 0; any E > 0; Ill;;lit,, < H implies that ll~(~)ll~ < E (i = 1,2;. %?1).
for all t > to + T.
By assumption that the zero of (7) 1s globally uniformly asymptotically output stable, there exists a constant M > 0 such that jlf(~(t))ll~ < M for t E (-CO,+W), where z(t) are the solution of system (7) with initial values satisfy II$/lto < H. From (8) and (9), we know z(t) is bounded, furthermore, there exists a constant MI such that l/~(t)ll, < Ml for t E (-00, +co). Let for all t > to + Tl + c. Choose TZ 2 0 such that e-T2 5 ~1, and denote T = Tl + T2 + c, then for all t > to + T and i = 1,2,. , n. The proof is completed THEOREM 3. For every g E G and every J E R", if a = DC-' -(A* + iI3 + /Cl) E P, then system (1) is ABST.
PROOF.
Since LY E P, from Theorem 2, system (1) has a unique equilibrium point u*. From Lemma 5, we only need to prove that the equilibrium point U* of (1) is output globally asymptotically stable. Let z(t) = u(t) -21*, equation
(1) can be written as
where fj(xj) = gj(xj+uT)-gj(u5) (j = 1,. . . , n), initial value of (10) is $ = &u*. Equation (10) has a unique equilibrium at x = 0. Clearly, f E G and f(0) = 0, and there exist Li > 0 such that 0 5 fi(~;)/~i < Li < Gi, i = 1,2,. ,72. Due to a E P, from Definition 6, we know DC-'
-(A* + IBI + ICI) is an M-matrix. Thus, from the property of M-matrix [28], there exist <i > 0 (i = 1,2, . . , ?2) satisfying -ti$ + k<j (Ut + lbijl + (Cijl) < 0 (i-1,2 )...) n). 
Calculate the upper right derivative D+Ixi(t)l of Jxi(t)l along the solutions of equation (lo),
5 p+Jft(xi(t))l + eu:jlfj(xj(t))l + 2 lhjllfj(zj(t -7ij(t)))l z j=l j=l ki(t -s)lfj(zj(s))l ds (i= 1,2,...,72)
In the above procedure, we apply the inequality -Izi(t)j 5 -Ifi(zi(t))l/Li (i = 1,2,. . ,n). Defining the curve y = {z(l) I zi = &l, 1 > 0, i = 1,2,.
, n} and the set R(z) = {U I 0 < u < Z, z E r}, i = 1,2,. . ,n. It is obvious that 1 > 1', R(z(l)) > R(z (1')) .
In the following, we shall prove the zero solution of (10) is uniformly output stable, namely, that for any E > 0, there exists a constant 6 > 0, when the initial value of (10) satisfies II$llt, < 6, then i\f(~(t))lj~ < E for t > to. For E > 0, there exists a point zO(lO) E y, such that sl(zO(lc)) c {u I IblL L El. B ecause of f being continuous, taking 6 sufficient small such that lj$llto < 6 implies If($)1 E R(zc(le)), i.e., lfi(?+h)l I Ezlo (i= 1,2 ,.... n).
Suppose that there exists t' > to satisfies iif(~(t'))ll~ = E, then there exist some i (1 5 i 5 ,r~) and t" (t' 2 t" > to) such that ifi(~~(t"))l = (ilo, D+l~,(t")l 2 0, and lfj(i~j(t))l 5 2,s = [jle for -CC < t 5 t", j = 1,2, , n. However, from (11) and (12) we get w4t")l I This is a contradiction. So If($)/ E n(ze(le)) implies I.f(x(t))l E Wo(~o)).
furthermore, Ilf(:c(t))ll, < E for t > to, i.e., the zero solution of (10) is uniformly output stable and the equilibrium U* of (1) is uniformly output stable. In the following, we shall prove the zero solution of (10) where .q(la) E y. Following the procedure to obtain (13), we can get
If(x(t))j E R(zz(l2)) for t E (--oo.+o~).
Let < = maxi~i~,l{[l}, 7 = <la, we know for t E (-00, +oo). We first use mathematical induction to prove that jl$~\lt~ < H implies
for all Ic = 0, 1,2, , N.
From the procedure to obtain (13), we know (15) holds for k = 0. Suppose (15) holds for some k (0 < k < N), i.e.,
for all t 2 tk. We shall prove that This is a contradiction.
So (17) holds for all t 1 t; therefore, (17) holds for all t 2 tk+l. Taking k = N in (15), we obtain ]]+]lto 5 H implies llf(z(t))llw 5 E for t 2 T, where T = to + NT*.
From Definition 2 and Lemma 5, we know that the zero solution of (10) is globally asymptotically stable, i.e., system (1) So -T + DC-' E P.
