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In 1934, two kinds of multiplicative relations, the norm and the
Davenport–Hasse relations, between Gauss sums, were known. In
1964, H. Hasse conjectured that the norm and the Davenport–
Hasse relations were the only multiplicative relations connecting
Gauss sums over Fp . However, in 1966, K. Yamamoto provided a
simple counterexample disproving the conjecture. This counterex-
ample was a new type of multiplicative relation, called a sign am-
biguity, involving a ± sign not connected to elementary properties
of Gauss sums. In this paper, we give an explicit product formula
involving Gauss sums which generates an inﬁnite class of new sign
ambiguities, and we resolve the ambiguous sign by using Stickel-
berger’s theorem.
Published by Elsevier Inc.
1. Introduction
A Gauss sum is a particular kind of ﬁnite sum of roots of unity. The general theory of Gauss sums
was developed in the early nineteenth century, with the use of Jacobi sums and their prime decom-
position in cyclotomic ﬁelds.
Let e > 2 be a positive integer, and p a prime number such that p ≡ 1 (mod e). Let Fp be the
ﬁnite ﬁeld with p elements, γ a generator of the cyclic multiplicative group F∗p = Fp \ {0} = {γ k: 0
k  p − 2}. For any positive integer n, denote by ζn a ﬁxed primitive n-th root of unity. Let χ be
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integer a ∈ Z, the Gauss sum τ (a), associated with χa is deﬁned by
τ (a) =
∑
t∈Fp
χa(t)ζ tp .
If a ≡ 0 (mod e), then |τ (a)| = p1/2 [1, Theorem 1.1.4]. A multiplicative relation between Gauss
sums is a relation of the form
∏e−1
a=1 τ (a)ca = η, where the ca ∈ Z and η is a unit in Q(ζe). The
fundamental multiplicative relations are:
The norm relation: for a ≡ 0 (mod e),
τ (a)τ (−a) = χa(−1)p. (NR)
The Davenport–Hasse product formula: for integers m,n > 1 such that e = mn and for 1  t 
m − 1,
χ tn(n)
τ (t)
τ (tn)
n−1∏
k=1
τ (km + t)
τ (km)
= 1. (DH)
H. Hasse [3, p. 465] conjectured that all the multiplicative relations between Gauss sums can be
deduced from these two relations. But, K. Yamamoto [8] gave a counterexample amounting to a sign
ambiguity of the type
e−1∏
a=1
τ (a)ca = upζ ke , (SA)
where up ∈ {±1} cannot be determined by the elementary properties of Gauss sums, the norm re-
lation, and the Davenport–Hasse formula. Yamamoto also determined the structure of the module
generated by all multiplicative relations modulo those generated by the norm and Davenport–Hasse
relations. He showed that, for any integer e  3, there are exactly 2r−1 − 1 multiplicatively indepen-
dent sign ambiguities of the type (SA), where r is the number of distinct prime divisors of e (resp.
of e2 ) if e ≡ 2 (mod 4) (resp. if e ≡ 2 (mod 4)).
In 2007, B. Murray [5] gave an inﬁnite class of sign ambiguities when e = q1q2, where q1 and q2
are prime numbers such that q1 ≡ 5 (mod 8), q2 ≡ 3 (mod 4) and q2 is a biquadratic residue modulo
q1.
In the present paper, the authors give an inﬁnite class of multiplicative relations between Gauss
sums, in the case e = 4q where q is a prime number such that q ≡ 7 (mod 8), yielding exactly one
sign ambiguity for every prime p, not deducible from (NR) and (DH), resolved using Stickelberger’s
theorem.
2. Yamamoto’s sign ambiguities
2.1. Half-sets
For any positive integers i and a, let
Li(a) = least nonnegative integer in iZ + a.
Deﬁnition 1. Fix G = (Z/eZ)× with an order 2 binary operation a → −a. For H ⊂ G , let −H = {−a |
a ∈ H}. A half-set H of G is a subset of G such that H ∪ (−H) = G and H ∩ (−H) = ∅.
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φ1 : G = (Z/eZ)× → (Z/4Z)× by φ1(a) = a (mod 4),
φ2 : G = (Z/eZ)× → (Z/qZ)× by φ2(a) = a (mod q).
Deﬁnition 3. We will denote subsets of (Z/4Z)× and of (Z/qZ)× by Roman capital letters (possibly
with subscripts), and the corresponding preimages under φ1 and φ2 respectively by the corresponding
bold face capital letter. For example, for A ⊂ (Z/qZ)× , we deﬁne
A= {g ∈ G ∣∣ φ2(g) ∈ A}.
Remark 4. Note that the set of all quadratic residues modulo a prime number q can be a half-set of
(Z/qZ)× when q ≡ 3 (mod 4) and that K1 and K2 are also half-sets of G .
Throughout the paper, let K1 (resp. K2) be the set consisting of the quadratic residues modulo 4
in (Z/4Z)× (resp. modulo q in (Z/qZ)×), and ﬁx K1, K2 and K2 as the half-sets of (Z/4Z)×, (Z/qZ)×
and G respectively.
Let O and E be the sets of odd and even numbers in K2 respectively, and let
I1 =
{
t ∈ K2
∣∣∣ 1 t  q − 1
2
}
, I2 =
{
t ∈ −K2
∣∣∣ 1 t  q − 1
2
}
,
I3 = I1 ∪ I2, M1 =
{
t ∈ K2
∣∣∣ q + 1
2
 t  q − 1
}
.
Let S = #(K1 ∩ (−K2)), m1 = #M1, and n1 = #O . For the remainder of this paper, we ﬁx n0 to be a
rational number, deﬁned as follows
n0 = 1
2
(S +m1 + n1) − 3φ(e)
8
.
In Proposition 9 we will see that n0 is in fact an integer. In order to show this, we ﬁrst need a few
lemmas.
Example 5. Suppose q = 7, so e = 28. Then
(Z/28Z)× = {1,3,5,9,11,13,15,17,19,23,25,27}.
Thus we have
K1 = {1}, K2 = {1,2,4},
where all numbers are understood to be taken modulo the appropriate integer, i.e., 4 and 7 respec-
tively. With these choices of K1 and K2, we have
K1 = {1,5,9,13,17,25}, K2 = {1,9,11,15,23,25}.
Remark 6. Fix q a prime number such that q = 8l + 7 for some nonnegative integer l. It follows
from the law of quadratic residues that ( 2q ) = 1, where ( 2q ) is the Legendre symbol. This implies that
( 2tq ) = ( tq ), since the Legendre symbol is multiplicative. Thus 2t is a quadratic residue (respectively
nonresidue) if and only if t is a quadratic residue (respectively nonresidue).
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m1 = n1.
Proof. Deﬁne a function
g1 : M1 → O by g1(t) = 2t.
From Remark 6, this function g1 is a well-deﬁned bijection. Thus t ∈ K2 and q+12  t  q − 1, i.e.,
t ∈ M1 if and only if 2t is in K2 and 2t − q is odd. This implies that the number of elements in M1 is
equal to the number of elements in O as desired. 
Remark 8. Deﬁne a function
g2 : K1 ∩ (−K2) → K1 × K2, bym (mod e) → (a,b),
where m ≡ a (mod 4), m ≡ −b (mod q). Then g2 is a bijection by the Chinese Remainder Theorem.
This implies that (K1 ∩ (−K2)) = (K1)(K2). Note that (K1 ∩ K2) = (K1 ∩ (−K2)) = q−12 = φ(e)4 .
Proposition 9. The rational number n0 is an integer.
Proof. By Lemma 7 and Remark 8, n0 = 12 (m1 + n1) + S2 − 3φ(e)8 = n1 + φ(e)8 − 3φ(e)8 = n1 − φ(e)4 =
n1 − q−12 , which is an integer because of our choice for q. 
2.2. Some lemmas
For the remainder of this paper, we ﬁx a1 = −1, a2 = 2l + 2 such that
4a2 + qa1 = 1.
Then qa1 ≡ 1 (mod 4) and 4a2 ≡ 1 (mod q). Let s1 = 4Lq(∑t∈K2 t) and let
A = 1∏
t∈M1 τ (4t)
∏
t∈O τ (2q + 2t)
∏
t∈I3 τ (4t)
, (1)
B =
∏
t∈O
τ (q + t)τ (3q + t)
∏
t∈E
τ (t)τ (2q + t). (2)
In [9], K. Yamamoto provided a formula for a sign ambiguity. We call it Yamamoto’s sign ambiguity.
We now reformulate his formula.
Lemma 10.With K1 as in Remark 4,
∏
t∈K1
DHt4 = DH14 = χq(q)χ(−1)p1−
φ(e)
4
∏
t∈K1 τ (t)
τ (q)2
.
Proof. Note that for integers k and t , the congruence k ≡ −a2t (mod q) is equivalent to 4k + t ≡
0 (mod q), and when it holds, we have 4k + t ≡ a1qt = −qt (mod e).
Now consider the following (DH) relation for e =mn, m = 4, n = q and t ∈ K1:
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τ (t)
τ (qt)
q−1∏
k=1
τ (4k + t)
τ (4k)
= χqt(q) τ (t)
τ (qt)
τ (4+ t)τ (8+ t) . . . τ (4(q − 1) + t)
τ (4)τ (8) . . . τ (4(q − 1))
= χqt(q)p− q−12 1
τ (qt)
q−1∏
k=0
τ (4k + t) by (NR)
= χ
qt(q)p−
q−1
2
τ (qt)
τ (a1qt)
q−1∏
k=0
4k+t ≡0 (mod q)
τ (4k + t)
= χqt(q)p− q−12 pχ
qt(−1)
τ (qt)2
q−1∏
k=0
4k+t ≡0 (mod q)
τ (4k + t) by (NR).
Note that
∏
t∈K1
q−1∏
k=0
4k+t ≡0 (mod q)
τ (4k + t) =
∏
t∈K1
τ (t).
Since K1 = {1},
∏
t∈K1
DHt4 =
∏
t∈K1
χqt(q)χ(−1)p1− φ(e)4 1
τ (qt)2
∏
t∈K1
τ (t)
= χq(q)χ(−1)p1− φ(e)4
∏
t∈K1 τ (t)
τ (q)2
. 
Similarly, we consider the (DH) relations when e =mn, m = q, n = 4 and t ∈ K2.
Lemma 11.With B, K2 as in Eq. (2), Remark 4, recall s1 = 4Lq(∑t∈K2 t) and let
J = B∏
t∈K2 τ (4t)
. (3)
Then we have
∏
t∈K2
DHtq = χ s1(4)χ(−1)p
1
2− 3φ(e)8 · J ·
∏
t∈K2 τ (t)
τ (2q)
. (4)
Proof. Note that for integers k and t , k ≡ −a1t (= t) (mod 2) ⇔ qk + t ≡ 0 (mod 2). We consider
two different cases of the (DH) relations up to the parity of t in K2 and of k in {0,1,2,3}, since
qk + t ≡ 0 (mod 2) if and only if either t is odd, k ∈ {1,3} or t is even, k ∈ {0,2}.
H. Kim et al. / Journal of Number Theory 131 (2011) 1808–1823 1813Case (1): t is an odd integer in K2;
DHodd tq = χ4t(4)
τ (t)
τ (4t)
3∏
k=1
τ (kq + t)
τ (kq)
= χ4t(4) τ (t)
τ (4t)
τ (q + t)τ (2q + t)τ (3q + t)
τ (q)τ (2q)τ (3q)
= χ4t(4)χ
q(−1)p−1
τ (4t)τ (2q)
3∏
k=0
τ (kq + t) by (NR)
= χ4t(4)χ(−1)p
−1τ (q + t)τ (3q + t)
τ (4t)τ (2q)
3∏
k=0
kq+t ≡0 (mod 2)
τ (kq + t).
Case (2): t is an even integer in K2; Similarly, we have
DHeven tq = χ4t(4)
χ(−1)p−1τ (t)τ (2q + t)
τ (4t)τ (2q)
3∏
k=0
kq+t ≡0 (mod 2)
τ (kq + t).
Note that
∏
t∈K2
3∏
k=0
kq+t ≡0 (mod 2)
τ (kq + t) =
∏
t∈K2
τ (t) (5)
and that
∏
t∈K2
τ (2q) = τ (2q)#K2 = τ (2q)p φ(e)8 − 12 . (6)
Thus we have
∏
t∈K2
DHtq =
∏
t∈O
(
χ(4)4t
χ(−1)p−1τ (q + t)τ (3q + t)
τ (4t)τ (2q)
3∏
k=0
kq+t ≡0 (mod 2)
τ (kq + t)
)
·
∏
t∈E
(
χ(4)4t
χ(−1)p−1τ (t)τ (2q + t)
τ (4t)τ (2q)
3∏
k=0
kq+t ≡0 (mod 2)
τ (kq + t)
)
= χ(−1)#K2 · p−#K2 · J
∏
t∈K2
χ(4)4t
τ (2q)
∏
t∈K2
3∏
k=0
kq+t ≡0 (mod 2)
τ (kq + t)
= χ(−1) · p− φ(e)4 −( φ(e)8 − 12 ) · J · χ(4)
4
∑
t∈K2 t
τ (2q)
∏
t∈K
τ (t) by Eqs. (5), (6)
2
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∏
t∈K2 τ (t)
τ (2q)
. 
Lemma 12.
∏
t∈K1
τ (t)
∏
t∈K2
τ (t) = χ(−1)
∑
t∈K1∩(−K2) t p(K1∩(−K2))
∏
t∈K1∩K2
τ (t)2.
Proof. Note that K1, K2 are also half-sets of G and that
∏
t∈(−K1)∩K2 τ (t) =
∏
−t∈K1∩(−K2) τ (t) =∏
t∈K1∩(−K2) τ (−t) =
∏
t∈K1∩(−K2)
pχ t (−1)
τ (t) .
∏
t∈K1
τ (t)
∏
t∈K2
τ (t) =
∏
t∈K1∩K2
τ (t)
∏
t∈(−K1)∩K2
τ (t)
∏
t∈K1∩K2
τ (t)
∏
t∈K1∩(−K2)
τ (t)
=
∏
t∈K1∩(−K2)
pχ t(−1)
τ (t)
∏
t∈K1∩(−K2)
τ (t)
∏
t∈K1∩K2
τ (t)2
=
∏
t∈K1∩(−K2)
χ t(−1)pτ (t)
τ (t)
∏
t∈K1∩K2
τ (t)2
= χ(−1)
∑
t∈K1∩(−K2) t p(K1∩(−K2))
∏
t∈K1∩K2
τ (t)2. 
Lemma 13.With E, O as in Remark 4,
∏
h∈E
τ (2h)
∏
s∈O
τ (2q − 2s) =
∏
1t q−12
τ (4t). (7)
Proof. Let h ∈ E . Then there exists t , t ∈ I1 such that h = 2t by Remark 6. This implies that 2h =
2(2t) = 4t . From Lemma 7 every odd integer s in K2 can be represented as s = 2t − q, where t ∈ M1.
Thus 2(q − s) = 2(q − (2t − q)) = 4(q − t) and q − t (≡ −t (mod q)) ∈ I2. 
Lemma 14.With A as in (1), let
D = 1∏
t∈K2 τ (4t)
∏
t∈O τ (2q + 2t)
∏
t∈E τ (2t)
.
Then we have
D = (p m1+n12 A)2.
Proof. Let
D1 = 1∏
t∈K2 τ (4t)
and D2 = 1∏
t∈O τ (2q + 2t)
∏
t∈E τ (2t)
.
By using the norm relation, we can rewrite D1:
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t∈K2 τ (4t)
= 1∏
t∈M1 τ (4t)
∏
t∈I1 τ (4t)
= p
m1
(
∏
t∈M1 τ (4t))2
∏
t∈M1 τ (4q − 4t)
∏
t∈I1 τ (4t)
= p
m1
(
∏
t∈M1 τ (4t))
2
∏
t∈I3 τ (4t)
by Lemma 13.
Similarly, we can replace D2:
D2 = 1∏
t∈O τ (2q + 2t)
∏
t∈E τ (2t)
= p
n1
(
∏
t∈O τ (2q + 2t))2
∏
t∈O τ (2q − 2t)
∏
t∈E τ (2t)
= p
n1
(
∏
t∈O τ (2q + 2t))2
∏
t∈I3 τ (4t)
by Lemma 13.
Thus we have
D = p
m1
(
∏
t∈M1 τ (4t))2
∏
t∈I3 τ (4t)
· p
n1
(
∏
t∈O τ (2q + 2t))2
∏
t∈I3 τ (4t)
=
(
p
m1+n1
2∏
t∈M1 τ (4t)
∏
t∈O τ (2q + 2t)
∏
t∈I3 τ (4t)
)2
. 
Finally, we will consider the following types of the (DH) relations when m = 2q, n = 2: For an
odd t in K2,
DHq+t2q = χ2q+2t(2)
τ (q + t)τ (3q + t)
τ (2q + 2t)τ (2q)
and for an even t in K2,
DHt2q = χ2t(2)
τ (t)τ (2q + t)
τ (2t)τ (2q)
.
Lemma 15.With A, B and J as in (1), (2), (3), let
T = J ·
∏
t∈O
DHq+t2q
∏
t∈E
DHt2q.
Then we have
T = p
1
2− φ(e)8 +m1+n1 (
χ(2)qn1+
∑
t∈K2 t AB
)2
.
τ (2q)
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T =
∏
t∈O τ (q + t)τ (3q + t)
∏
t∈E τ (t)τ (2q + t)∏
t∈K2 τ (4t)
∏
t∈O
DHq+t2q
∏
t∈E
DHt2q
=
∏
t∈O DH
q+t
2q τ (q + t)τ (3q + t)
∏
t∈E DHt2qτ (t)τ (2q + t)∏
t∈K2 τ (4t)
= 1∏
t∈K2 τ (4t)
∏
t∈O
(
χ2q+2t(2)τ (q + t)τ (3q + t)
τ (2q + 2t)τ (2q) τ (q + t)τ (3q + t)
)
·
∏
t∈E
(
χ2t(2)
τ (t)τ (2q + t)
τ (2t)τ (2q)
τ (t)τ (2q + t)
)
= χ(2)
2qn1+2∑t∈K2 t
τ (2q)#K2
∏
t∈K2 τ (4t)
∏
t∈O
τ (q + t)2τ (3q + t)2
τ (2q + 2t)
∏
t∈E
τ (t)2τ (2q + t)2
τ (2t)
= χ(2)
2qn1+2∑t∈K2 t p 12− φ(e)8 D
τ (2q)
(∏
t∈O
τ (q + t)τ (3q + t)
∏
t∈E
τ (t)τ (2q + t)
)2
= p
1
2− φ(e)8 +m1+n1
τ (2q)
(
χ(2)qn1+
∑
t∈K2 t AB
)2
by Lemma 14. 
2.3. Yamamoto’s sign ambiguity
Let Re be the set of quadratic residues modulo e in G . Note that
K1 ∩ K2 = Re,
see [4, Proposition 5.1.1]. In other words, an integer t is a quadratic residue modulo 4 and modulo q if
and only if t is also a quadratic residue modulo e. Recall A, B and n0 from Eqs. (1), (2) and Remark 4.
Deﬁne
Y = p
n0τ (2q)ABC
∏
t∈Re τ (t)
τ (q)
(8)
where
C = χ q2 (q)χ(2)s1+qn1+
∑
t∈K2 tχ(−1) 12
∑
t∈K1∩(−K2) t .
Theorem 16.
Y = ±1.
Proof. Recall DHtm = 1 for 1  t m − 1. We will show how Y 2 = 1 is a consequence of the (DH)
relations.
1 =
∏
t∈K
DHt4
∏
t∈K
DHtq
∏
t∈O
DHq+t2q
∏
t∈E
DHt2q
1 2
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∏
t∈K1 τ (t)
τ (q)2
by Eq. (4), Lemma 10
· χ s1(4)χ(−1)p 12− 3φ(e)8 · J ·
∏
t∈K2 τ (t)
τ (2q)
∏
t∈O
DHq+t2q
∏
t∈E
DHt2q
= χq(q)χ s1(4)p 32− 5φ(e)8 · T ·
∏
t∈K1 τ (t)
∏
t∈K2 τ (t)
τ (2q)τ (q)2
by Lemma 15
= χq(q)χ2s1(2)p 32− 5φ(e)8 p
1
2− φ(e)8 +m1+n1
τ (2q)
(
χ(2)qn1+
∑
t∈K2 t AB
)2
·
(∏
t∈K1 τ (t)
∏
t∈K2 τ (t)
τ (2q)τ (q)2
)
by Lemma 15
= χq(q)χ(2)2s1+2qn1+2(
∑
t∈K2 t)χ(−1)
∑
t∈K1∩(−K2) t p2−
3φ(e)
4 +m1+n1+S
·
(
AB
∏
t∈K1∩K2 τ (t)
τ (2q)τ (q)
)2
by Lemma 12
=
(
pn0τ (2q)ABC
∏
t∈Re τ (t)
τ (q)
)2
by (NR). 
Thus we showed that the square of Y depends on the (DH) relations as desired. This induces the
following theorem.
Theorem 17. The equation Y = ±1 is a sign ambiguity.
Proof. In [9], K. Yamamoto proved that Y = ±1 is a multiplicatively independent relationship of Gauss
sums which is not direct consequences of the norm and the Davenport–Hasse relations and that it is
a sign ambiguity up to a power of p and a unit. 
3. Main result
We are interested in the problem of writing down sign ambiguities and also explicitly describing
the sign in such identities. In this section we give formula to determine whether Y is 1 or −1.
3.1. Explicit signs
In Theorem 19 we explicitly determine the signs of sign ambiguities by using Stickelberger’s con-
gruence for Gauss sums, see [1, Theorem 11.2.1]. Recall that p ≡ 1 (mod e). Let
f = p − 1
e
= p − 1
4q
.
For the remainder of this paper we restrict p so that f is even, i.e., p ≡ 1 (mod 2e).
Lemma 18. For all a ∈ {1,2, . . . , e − 1},
( f a)!( f (e − a))! ≡ −1 (mod p).
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(
f (e − a))! = 1 · 2 · 3 · · · f (e − a)
≡ (−1) f (e−a)(p − 1)(p − 2) · · · (p − f (e − a)) (mod p)
= ( f e)( f e − 1) · · · (1+ f a) since f is even.
Thus we have
(
f (e − a))!( f a)! ≡ ( f e)( f e − 1) · · · (1+ f a)( f a)! (mod p)
= (p − 1)!
≡ −1 (mod p) by Wilson’s theorem. 
Note that χ(−1) 12
∑
t∈K1∩(−K1) t = χ(γ p−12 ) 12
∑
t∈K1∩(−K1) t = χ(γ ) f q
∑
t∈K1∩(−K1) t , because γ
p−1
2 ≡
−1 (mod p).
Let OM ⊆ OE be rings of integers of the number ﬁelds M = Q(ζe), E = Q(ζep) respectively. Let
P ⊆ OM be the prime ideal dividing (i.e., containing) the principal ideal pOM such that χ can be
identiﬁed with the power residue character modulo P, see [7, Theorem 3], that is, for an integer a
we have
χ(a) ≡ a f (modP).
Let ℘ be the unique prime ideal of OE such that
POE = ℘p−1, ℘ ∩OM =P
(i.e., P ramiﬁes totally in OE); see [6, p. 423].
Theorem 19. Let s(a) = Le(a) f and t(a) = (Le(a) f )!. Then we can explicitly determine the sign of Y for each
prime p, p ≡ 1 (mod 2e), from the following congruence
Y ≡ (−1)
n0NB ′t(2q)
∏
a∈Re t(a)
t(q)
∏
a∈M1 t(4a)
∏
a∈O t(2q + 2a)
∏
a∈I3 t(4a)
(mod p),
where
N = q f q2 γ f (p−1)4 (
∑
t∈K1∩(−K2) t)2 f (s1+qn1+
∑
t∈K2 t)
and
B ′ =
∏
a∈O
t(q + a)t(3q + a)
∏
a∈E
t(a)t(2q + a).
Proof. Let π = ζp − 1. Then we have, see [1, p. 343],
pOE = π p−1OE, πOE =
∏
j∈(Z/eZ)×
℘ j.
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e − 1), we have
τ (a) ≡ −π
f (e−a)
( f (e − a))!
(
mod ℘s(−a)+1
)
,
and
℘s(−a) ‖ τ (a)OE, (9)
where ‖ means that the largest power of ℘ dividing τ (a)OE is s(−a). From Eq. (9), we can ﬁnd
all powers of ℘ dividing Gauss sums which are involved in Y . For example, s(−2q) = s(2q) is the
power of ℘ which divides τ (2q) in Y . Note that ℘p−1 = ℘s(−a)℘s(a)|p by using the norm relation.
This implies that ℘n0(p−1)|pn0 . Note that Y = ±1 is a unit and ℘w must divide Y , i.e., w = 0, where
w is given by the following equation:
w = (p − 1)n0 + s(2q) +
∑
a∈O
[
s(3q − a) + s(q − a)]+∑
a∈E
[
s(−a) + s(2q − a)]
+
∑
a∈K1∩K2
s(−a) − s(3q) −
∑
a∈M1
s(−4a) −
∑
a∈O
s(2q − 2a) −
q−1
2∑
a=1
s(−4a).
From Lemma 18, we have
τ (a) ≡ π f (e−a)( f a)! = π s(−a)t(a) (mod ℘s(−a)+1),
where 1  a  e − 1. Note that p ≡ −π p−1 (mod ℘p) by applying Eq. (9) to the norm relation, and
that the principal ideal (π) in Z[ζp] is prime, since π has prime norm p, see [1, Theorem 2.1.9]. Now
we have the following congruence modulo ℘ of Y , see [1, Theorem 11.2.10],
Y ≡ (−1)
n0NB ′t(2q)
∏
a∈Re t(a)
t(q)
∏
a∈M1 t(4a)
∏
a∈O t(2q + 2a)
∏
a∈I3 t(4a)
(mod ℘).
As Y and the values of χ are in OM , this congruence holds modulo P. Using χ i(a) ≡ a f i (mod P)
we get a congruence involving only rationals and the theorem follows. 
3.2. Sign ambiguities
We have revised Yamamoto’s sign ambiguities, see [9, Lemma 9] for ﬁxed half-sets and explicitly
determined their signs in Theorem 16 and Theorem 19.
Lemma 20.With K2, O and E as in Remark 4, we have
∏
t∈K2
τ (2t) =
∏
t∈O
τ (q + t)
∏
t∈E
τ (t),
∏
t∈K2
τ (2q + 2t) =
∏
t∈O
τ (3q + t)
∏
t∈E
τ (2q + t).
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from Lemma 7. From Remark 6. t ∈ I1 implies that 2t is also in K2 and is even. Therefore
∏
t∈K2
τ (2t) =
∏
t∈M1
τ (2t)
∏
t∈I1
τ (2t)
=
∏
t∈O
τ (q + t)
∏
t∈E
τ (t).
The second equation follows from the ﬁrst equation by adding 2q. 
Lemma 21.
(Re) = n1 − n0.
Proof. From the reformulated Remark 8 and Proposition 9,
(Re) = (K1 ∩ K2) = q − 1
2
= n1 − n0. 
Lemma 22. ∏
a∈O
τ (2q + 2a)
∏
b∈M1
τ (4q − 4b) = pn1 .
Proof. From Lemma 7, there exists a number a ∈ O such that 2b = q + a for some b ∈ M1. Thus we
have 4q − 4b = 4q − 2(q + a) = 2q − 2a. So by the norm relation, we can replace each term by the
character value times p. For example, τ (2q+2a)τ (4q−4b) = τ (2q+2a)τ (2q−2a) = χ2q+2a(−1)p = p
since 2q + 2a is even. 
Lemma 23.
∏
s∈Re
τ (4q − 2s) =
∏
t∈K2
τ (4q − 2t)τ (2q − 2t)
τ (4q − 4t) .
Proof. Note that s ∈ Re can be written as s = kq + t , where k ∈ {0,1,2,3}, t ∈ K2, and that either
k ∈ {0,2}, t ∈ O or k ∈ {1,3}, t ∈ E . Thus there are two possible cases for s.
Case (1): s = t or s = 2q + t ⇒ 4q − 2s ≡ 4q − 2t (mod e).
Case (2): s = q + t or s = 3q + t ⇒ 4q − 2s ≡ 2q − 2t (mod e)
∏
s∈Re
τ (4q − 2s) =
∏
t∈O
τ (4q − 2t)
∏
t∈E
τ (2q − 2t)
=
∏
t∈K2 τ (4q − 2t)τ (2q − 2t)∏
t∈E τ (4q − 2t)
∏
t∈O τ (2q − 2t)
=
∏
t∈K2
τ (4q − 2t)τ (2q − 2t)
τ (4q − 4t) by Lemma 13. 
Deﬁne the following subset Ω of G = (Z/eZ)× ,
Ω = Re ∪ {3q}. (10)
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K = χ(−1)C
∏
t∈Ω τ(t)∏
t∈Ω τ(2t)
= χ(−1)Cτ (3q)
∏
t∈Re τ (t)
τ (2q)
∏
t∈Re τ (2t)
. (11)
Theorem 24.With Yamamoto’s sign ambiguity Y as deﬁned in Eq. (8) and K as deﬁned in Eq. (11), the follow-
ing equation holds:
K
Y
=
∏
t∈(−K2) DH
2t
2q∏
t∈K2 DH
2t
2q
= 1.
Proof.
K
Y
= χ(−1)Cτ (q)
∏
t∈Ω τ(t)
Cpn0τ (2q)AB
∏
t∈Re τ (t)
∏
t∈Ω τ(2t)
by Eqs. (8), (11)
=
∏
t∈M1 τ (4t)
∏
t∈O τ (2q + 2t)
∏
t∈I3 τ (4t)
pn0
∏
t∈O τ (q + t)τ (3q + t)
∏
t∈E τ (t)τ (2q + t)
∏
t∈Re τ (2t)
by (NR)
= p
n1−n0 ∏
t∈K2 τ (4t)∏
t∈Re τ (2t)
∏
t∈K2 τ (2t)τ (2q + 2t)
by Lemmas 20, 22
Note that K2 = I1 ∪ M1 and
∏
t∈I2
τ (4t) =
∏
t∈M1
τ (4q − 4t)
=
∏
t∈K2
τ (4t)
τ (2t)τ (2q + 2t)
∏
t∈Re
τ (4q − 2t) by (NR)
=
∏
t∈K2
τ (4t)
τ (2t)τ (2q + 2t)
∏
t∈K2
τ (4q − 2t)τ (2q − 2t)
τ (4q − 4t) by Lemma 23
=
∏
t∈K2
τ (4t)
τ (2t)τ (2q + 2t)
∏
t∈(−K2)
τ (2t)τ (2q + 2t)
τ (4t)
=
∏
t∈(−K2)
τ (2t)τ (2q+2t)
τ (4t)∏
t∈K2
τ (2t)τ (2q+2t)
τ (4t)
=
∏
t∈(−K2) χ
4t(2) τ (2t)τ (2q+2t)τ (4t)τ (2q)∏
t∈K2 χ
4t(2) τ (2t)τ (2q+2t)τ (4t)τ (2q)
=
∏
t∈(−K2) DH
2t
2q∏
t∈K2 DH
2t
2q
= 1 by (DH). 
We now state our main theorem.
Theorem 25. Let e = 4q with a prime q ≡ 7 (mod 8), and let p be a prime such that p ≡ 1 (mod 2e). Let Y
and K be as in Eqs. (8), (11). Then the equation K = ±1 is a sign ambiguity. We explicitly determine the sign
by Theorem 19 as follows:
K ≡ (−1)
n0Nt(2q)B ′
∏
a∈Re t(a)
t(q)
∏
t(4a)
∏
t(2q + 2a)∏ t(4a) (mod p),a∈M1 a∈O a∈I3
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n0 = 1
2
(
(K1 ∩ (−K2)) +m1 + n1
)− 3φ(e)
8
,
N = q f q2 γ f (p−1)4 (
∑
t∈K1∩(−K2) t)2 f (s1+qn1+
∑
t∈K2 t)
and
B ′ =
∏
a∈O
t(q + a)t(3q + a)
∏
a∈E
t(a)t(2q + a).
Proof. The proof of this theorem is the immediate consequence of Theorems 24, 19 and 16. 
Deﬁnition 26. If n is an integer not divisible by p, then the unique integer t such that
n ≡ γ t (mod p), 0 t < p − 1,
is called the index of n with respect to the generator γ of F∗p , and is denoted by indγ n.
Now we conclude with an example of our main theorem and provide Table 1 for ambiguous signs
of e = 28 and prime numbers p up to 10000.
Example 27. Let e = 28 = 4 · 7, p be a prime such that p ≡ 1 (mod 2e), and let K1, K2,K1,K2 be as
in Example 5. Recall that γ is a generator of the cyclic group F∗p and χ(γ ) = ζ28. Then with Ω as
deﬁned by Eq. (10), we have
Ω = Re ∪ {3q} = {1,9,21,25},
and Theorem 25 gives
K = ζ
7
2 t1+37(p−1)/4+14t2
28
∏
t∈Ω τ(t)∏
t∈Ω τ(2t)
= ±1
is a sign ambiguity, and the sign is +1 if and only if
γ f (
7
2 t1+35(p−1)/4+14t2)(14 f )!(22 f )!(2 f )!(18 f )! f !(9 f )!(25 f )!
(7 f )!(16 f )!(12 f )! ≡ 1 (mod p)
and −1 otherwise, where t1 = indγ 7 (i.e., γ t1 = 7) and t2 = indγ 2. By using magma [2] we compute
the ambiguous signs for primes p < 20000, see Table 1.
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