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Alternative partial Boolean structures, implicit in the discussion of classical representability of sets of quan-
tum mechanical predictions, are characterized, with definite general conclusions on the equivalence of the
approaches going back to Bell and Kochen-Specker. An algebraic approach is presented, allowing for a
discussion of partial classical extension, amounting to reduction of the “number of contexts”, classical repre-
sentability arising as a special case. As a result, known techniques are generalized and some of the associated
computational difficulties overcome. The implications on the discussion of Boole-Bell inequalities are indi-
cated.
I. INTRODUCTION
The central role of partial classical (Boolean) struc-
tures in Quantum Mechanics (QM) has been recognized
by many authors, both for their abstract mathematical
implications (constraints on truth and probability assign-
ments, Gleason theorem1, Kochen-Specker theorem2)
and for their fundamental role in the analysis of empirical
correlations (Bell3, Mermin4, Pitowsky5).
Most notably, Gleason’s result shows that the partial
Boolean structure of QM given by the set of Boolean
algebras of projections of a Hilbert space of dimension
≥ 3 forces the corresponding sets of probability measures
to be given by quantum states.
Maximal Boolean algebras define contexts, correspond-
ing to the QM notion of jointly measurable observables;
more generally, they play the role of maximal sets of ob-
servables for which a classical description is given. Inde-
pendently of QM, they arise in general as a result of com-
patibility relations (which can be formulated6 in terms of
few properties of sequences of experiments) characteriz-
ing sets of observables on which logical operations can be
defined.
A basic problem behind the introduction of partial
Boolean structures is its necessity, i.e. whether their log-
ical and probabilistic structures are compatible or not
with a classical probability theory. More generally, one
may ask whether partial classical extensions exist, giving
joint probabilistic predictions for certain sets of incom-
patible observables.
In this language, the classical “hidden variable” prob-
lem concerns the existence of a classical representation,
identifying partial Boolean structures and measures on
them as restrictions of a single probability theory. More
generally, the existence of a classical description for sets
larger than the given contexts plays an important role in
the discussion of the interpretation of QM and gives rise
to a more general extension problem.
The object of the present paper is a general analysis of
partial classical structures, given by partial Boolean alge-
bras (PBAs) and partial probability theories (PPTs) and
of their extension problem. As we shall see, our analysis
will cover rather general notions and relations, with sub-
stantial implications on the analysis of the interpretation
of QM, which seem to have been overlooked.
In Sect.II the notions of PBA, PPT and extension are
introduced and discussed.
In Sect.III alternative PBAs and PPTs are associated
to QM observables and predictions. In fact, one may ei-
ther consider collections of Boolean algebras of commut-
ing projections, or partial Boolean algebras freely gener-
ated by yes/no observables and treat Boolean relations
as empirical relations, induced by “quotients” associated
to experiments.
We will show that such quotients are well defined for
PBAs arising in the QM case and lead from free algebras
to projection algebras. The distinction between free ab-
stract algebras and concrete projection algebras is essen-
tial in order to obtain a unification (Theorem III.1 below)
of Kochen-Specker-type and Bell-type approaches to the
investigation of classical representability.
The aim of rest of the paper is to discuss the problem
of the extension of partial Boolean structures. Classical
representability is the most studied issue and is usually
discussed in terms of Bell-like inequalities5. Their viola-
tion in QM excludes such a representability in general;
on the contrary, as we shall see, non-trivial partial exten-
sions arise automatically in many cases; on one side this
gives an interpretation of Bell-like inequalities as condi-
tions for further extensions and allows for a more con-
structive discussion of their violation; on the other side,
such extensions give rise to a simplification of the compu-
tation of conditions of classical representability, reducing
the problem to the compatibility of automatically pro-
vided solutions for certain subproblems.
In Sect.IV the extension problem is discussed for all
the 3 and 4 observables cases which are relevant for QM.
In Sect.V we present general results and techniques
for the computation of extensibility conditions in terms
of topological properties of compatibility relations.
In Appendix A we recall some basic notions and results
for Boolean algebras.
In Appendix B we collect results that explicitly relate
the correlation polytope approach to our algebraic ap-
proach.
In Appendix C we recall Horn and Tarski’s notion of
partial measure which provides, in our framework, an ex-
tensibility criterion for a large class of partial probability
theories.
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2II. PARTIAL PROBABILITY THEORIES
We start introducing PBAs and PPTs. The basic no-
tions go back to Kochen and Specker2; our approach is
more general, since we do not assume a property, indi-
cated in the following as (K-S), which holds for Boolean
structures in QM; its role in the extension problem will
be discussed below.
A partial Boolean algebra (PBA) is a set X together
with a non-empty family F of Boolean algebras, F ≡
{Bi}i∈I , such that
⋃
iBi = X, that satisfy
(P1) for everyBi,Bj ∈ F ,Bi∩Bj ∈ F and the Boolean
operations (∩i,∪i,ci ), (∩j ,∪j ,cj ) of Bi and Bj co-
incide on it.
Without loss of generality we can also assume the prop-
erty
(P2) for all Bi ∈ F , each Boolean subalgebra of Bi be-
longs to F .
By (P1), Boolean operations, when defined, are unique
and will be denoted by (∩,∪,c ); we shall denote a partial
Boolean algebra by (X, {Bi}i∈I), or simply by {Bi}i∈I .
In the following we shall consider only finite partial
Boolean algebras. Their elements will also be called
observables.
Given a partial Boolean algebra (X, {Bi}), a state
is defined as a map f : X −→ [0, 1], such that f|Bi
is a normalized measure on the Boolean algebra Bi
for all i. Equivalently, a state is given by a collection
of compatible probability measures {µi}, i.e. measures
coinciding on intersections of Boolean algebras, one for
each Bi.
A partial probability theory (PPT) is a pair
((X, {Bi}); f), where (X, {Bi}) is a partial Boolean
algebra and f is a state defined on it. Equivalently,
a partial probability theory can be denoted with
((X, {Bi}); {µi}), where µi = f|Bi , or simply by
({Bi}; {µi}).
It can be easily checked that the above properties are
satisfied by the set of all orthogonal projections in a
Hilbert space of arbitrary dimension, with Boolean oper-
ations defined by
P ∩Q ≡ PQ, P ∪Q ≡ P +Q−PQ, P c ≡ 1−P, (1)
for all pairs P,Q of commuting projections. If one con-
siders a finite set of projections, the result of the iteration
of the above Boolean operations (on commuting projec-
tions) is still a finite set and a partial Boolean algebra.
Moreover, given a set of projections, the corresponding
predictions given by a QM state define a PPT on the
generated PBA. In fact, given a PBA of projections on
a Hilbert space H, by the spectral theorem, a quantum
mechanical state ψ defines a state fψ on it, given by
fψ(P ) = (ψ, Pψ). The generalization to density matrices
is obvious.
We shall name the so obtained PPTs projection algebra
partial probability theories. We shall see in Sect. III that
they are not the only PPTs that can be associated to
QM predictions, other choices being implicit in different
approaches to contextuality in QM.
It is interesting to notice that, in QM, PBAs of pro-
jections also satisfy the following property
(K-S) if A1, . . . , An are elements of X such that any two
of them belong to a common algebraBi, then there
is a Bk ∈ F such that A1, . . . , An ∈ Bk;
which is actually part of the definition of partial Boolean
algebra given by Kochen and Specker.
The reason for not assuming (K-S) is that it seems to
be only motivated by PBAs arising in QM. In a general
theory of measurements, it makes perfectly sense to
consider, for instance, three measurements such that
every pair can be performed jointly, but it is impossible
to perform jointly all the three. Moreover, PPTs arising
in such a case are not in general given by a probability
on a common Boolean algebra, and therefore property
K-S is a real restriction.
Given a PBA (X, {Bi}), we shall call a context each
maximal, with respect to inclusion, Boolean algebra of
{Bi}. Moreover, given A,B ∈ X, we shall say that A and
B are compatible if they belong to a common context.
Given a subset G ⊂ X, we shall say that G generates,
or that G is a set of generators for (X, {Bi}), if each max-
imal Boolean algebra of {Bi} is generated by a subset of
G.
Given two partial Boolean algebras (X, {Bi}) and
(X ′, {B′j}); we say that a function ϕ : X → X ′ is a
homomorphism if for each Bi the image ϕ(Bi) belongs
to {B′j} and ϕ|Bi is a homomorphism of Boolean
algebras; moreover, if ϕ is invertible, we say that ϕ is
an isomorphism. If (X ′, {B′j}) is a Boolean algebra
(notice that a Boolean algebra is also a PBA) and
the homomorphism ϕ is an injection, we say that ϕ is
an embedding. Homomorphisms of (X, {Bi}) into the
Boolean algebra {0, 1} define multiplicative states.
In the following, we shall analyze the possibility of ex-
tending a partial probability theory to additional alge-
bras, reducing the number of contexts.
We shall say that (X ′, {B′j}) contains (X, {Bi}) if
X ⊂ X ′ and {Bi} ⊂ {B′j}.
We shall say that (X ′, {B′j}) extends (X, {Bi})
if (X ′, {B′j}) contains (X, {Bi}) and X generates
(X ′, {B′j}).
Similar notions apply to states. Given two PPTs C =
((X, {Bi}); {µi}) and C′ = ((X ′, {B′j}); {µ′j}), we shall
say that C′ contains C if (X ′, {B′j}) contains (X, {Bi})
and {µi} ⊂ {µ′j}; we shall say that C extends C′ if
(X ′, {B′j}) extends (X, {Bi}) and C′ contains C.
3By classical representation of a PPT
C = ((X, {Bi}); {µi}) we shall mean a Boolean al-
gebra B and a (normalized) measure µ such that (B;µ)
extends C.
The fact that a PBA is not embeddable into a Boolean
algebra is precisely the original form of the Kochen-
Specker theorem. The minimality implicit in the above
notion of extension reduces the multiplicity of classical
representations in the sense of Kochen and Specker2 (not
requiring that the PBA generates the Boolean algebra);
however, a classical representation exists in our sense iff
it exists in the K-S sense since clearly a PBA is embed-
dable in a Boolean algebra iff it can be extended to a
Boolean algebra.
If its PBA {Bi} extends to a Boolean algebra B, the
existence of a classical representation of a PPT amounts
to the extension problem of a function, induced by the
corresponding state, defined on a subset of B; the solu-
tion of this extension problem (with necessary and suffi-
cient conditions) is then implicit in the work of Horn and
Tarski11, which is summarized in Appendix C. A PPT
C = ({Bi}; {µi}) such that {Bi} extends to a Boolean
algebra will be called a Horn-Tarski (H-T) partial prob-
ability theory.
III. REDUCTION TO HORN-TARSKI PPTS
A. Empirical quotients of partial probability theories
The aim of the following discussion is to show how
PBAs and PPTs provide a unification of the Kochen-
Specker-type and Bell-type approaches to classical repre-
sentability.
A fundamental role is played by the notion of empirical
quotient ; we shall briefly discuss it in classical probability
theory and then we shall generalize it to PPTs.
Consider a classical probability theory defined by a
finite Boolean algebra B and a probability measure µ.
If for two elements A,B ∈ B it holds µ(A ∩ Bc) =
µ(Ac ∩B) = 0, equivalently µ(A) = µ(B) = µ(A∩B), it
follows that every time A happens also B happens and
conversely. In terms of conditional probabilities this can
be written as Pr(A|B) = Pr(B|A) = 1. Therefore, in the
situations described by the measure µ, it makes sense to
identify the events A,B and A ∩ B with a single event
since they “cannot be distinguished by any experiment”.
This procedure induces an equivalence relation ∼I on
B, given by the ideal I = {A ∈ B|µ(A) = 0}, giving rise
to the empirical quotient algebra B˜ ≡ B/∼I . µ induces
a normalized measure µ˜ on B˜.
Similar notions, with identical interpretation, apply to
the case of a finite Boolean algebra B and a collection of
normalized measures {µk}k∈K , where K may be any set
of indices, through the ideal I = {A ∈ B|µk(A) = 0 for
all k ∈ K} (any K being admissible since B is finite).
The extension of the above notions to the case of PPTs
is not automatic and requires further conditions.
Given two collections of PPTs {Ck}k∈K =
{({Bi}i∈I ; fk)}k∈K and
{C˜k}k∈K = {({B˜j}j∈J ; f˜k)}k∈K , we shall say that
{C˜k}k∈K is an empirical quotient of {Ck}k∈K if there
exists an equivalence relation ∼ on X = ⋃iBi such that
(i) when restricted to each Boolean algebra Bi, ∼ co-
incides with the equivalence relation induced by the
ideal Ii ≡ {A ∈ Bi|fk(A) = 0 for all k ∈ K};
(ii) given A ∈ Bi and B ∈ Bl, with Bi and Bl maxi-
mal, if A ∼ B, then there exists C ∈ Bi ∩Bl such
that A ∼ C (and B ∼ C by transitivity);
(iii) the quotient set X/∼ is a partial Boolean algebra
isomorphic to the PBA X˜ =
⋃
j B˜j ; by (i), this
implies that the quotient preserves Boolean oper-
ations, namely for all A,B ∈ X, with A and B
compatible, it holds [A] ∩ [B] = [A ∩B], where [A]
denotes the equivalence class of A with respect to
∼, and analogous properties hold for ∪ and c;
(iv) denoted with ϕ : X/∼ −→ X˜ the isomorphism in
(iii), it holds fk(A) = f˜k(ϕ([A])), for all k ∈ K and
for all A ∈ X.
The above definition clearly applies in the classical
case, i.e. when both X and X˜ are Boolean algebras;
we shall provide below less trivial examples.
We remark that, unlike the classical case, an equiva-
lence relation on a PPT satisfying (i) and (iv) does not
in general give rise to an empirical quotient; a counterex-
ample can be constructed by considering a PPT given by
the PBA consisting of three maximal Boolean algebras,
generated respectively by the pairs of observables {A,B},
{B,C} and {A,C}, together with the corresponding sub-
algebras, and a state f that induces in the above Boolean
algebras the identification A ∼ B, B ∼ C and C ∼ Ac.
In fact, if an empirical quotient exists, then by transi-
tivity A is identified with Ac and therefore, by (i), both
are identified with ∅; this contradicts f˜(ϕ([1])) = 1.
The above notion of quotient may look too restrictive;
on the contrary, it will turn out that all PPTs with a
PBA admitting a complete set of states (see below) can
be identified with quotients of PPTs associated to a col-
lection of freely generated Boolean algebras, automati-
cally embeddable into a Boolean algebra. This will imply
that all extension problems in QM can be put in the H-T
form.
B. Classical representations of partial probability theories
and of their empirical quotients
An important role is played by the following notions.
Given a PBA {Bi}i∈I and a collection of states
{fk}k∈K , we shall say that the collection {fk}k∈K is com-
plete with respect to {Bi}i∈I if for all A ∈ X =
⋃
iBi,
4with A 6= ∅ there exists fk such that fk(A) 6= 0. If, in
addition, for all A 6= B, with A,B ∈ X, there exists
fk such that fk(A) 6= fk(B) then {fk}k∈K is said to be
separating for {Bi}i∈I .
Notice that for an empirical quotient {C˜k}k∈K =
{({B˜j}j∈J ; f˜k)}k∈K , by (i) and (iv), {f˜k}k∈K is always
complete with respect to {B˜j}j∈J .
The following result relates classical representations of
PPTs with embeddings of PBAs associated to empirical
quotients.
Proposition III.1. Given {Ck}k∈K =
{({Bi}i∈I ; fk)}k∈K and {C˜k}k∈K = {({B˜j}j∈J ; f˜k)}k∈K ,
with {C˜k}k∈K an empirical quotient of {Ck}k∈K , if there
exists k0 ∈ K such that Ck0 admits a classical represen-
tation, then there exists a multiplicative state on {B˜i},
i.e. a homomorphism δ0 : X˜ =
⋃
j B˜j −→ {0, 1}.
Moreover, if there exists K ′ ⊂ K such that {f˜k}k∈K′
is separating for {B˜j}j∈J and Ck admits a classical rep-
resentation for every k ∈ K ′, then {B˜j}j∈J is embed-
dable into the Boolean algebra 2N , the power set of a
N -element set, where N is the number of multiplicative
states induced by classical representations of the states
{fk}k∈K′ .
Proof Let the Boolean algebra B together with the
normalized measure µ be a classical representation for
Ck0 , then µ can be written as a convex combination of
multiplicative measures (see Lemma A.2 below), namely
µ =
∑
i
λiδi, (2)
where the δi’s are multiplicative measures and the λi’s
are positive numbers that sum up to one. It follows that
µ(A ∩ Bc) = µ(Ac ∩ B) = 0 for all A,B ∈ X such that
A ∼ B and A and B belong to a common algebra Bi0 ∈
{Bi}; therefore δi(A ∩ Bc) = δi(Ac ∩ B) = 0 for each
δi that appears in (2). Actually, the same holds even if
A and B do not belong to a common maximal algebra
of {Bi}. In fact, by (ii), there exists an element C in
the intersection of the two maximal algebras containing
A and B such that A ∼ C ∼ B and the above statement
follows from A ∩Bc = (A ∩Bc ∩ C) ∪ (A ∩Bc ∩ Cc).
It follows that δi(A) = δi(B) for all A,B ∈ X such
that A ∼ B and for all δi appearing in (2); therefore
each δi induces a well defined {0, 1}-valued function on
X˜. To conclude, we shall prove that such functions are
homomorphisms when restricted to each algebra of {B˜j}.
This follows from the isomorphism between X˜ and X/∼
and the fact that each δi defines a multiplicative mea-
sure on Bi/∼ for all Bi. In fact, given A,B ∈ Bi,
[A] ∩ [B] = [∅] implies δi(A ∩ B) = 0 and therefore
δi(A) + δi(B) = δi(A ∪ B); each δi defines, therefore,
a {0, 1}-valued function on Bi/∼ which is additive on
disjoint elements, i.e. a multiplicative measure, which is
a homomorphism with the Boolean algebra {0, 1} (see
Lemma A.3).
The proof of the second part follows easily from the
first part together with Theorem 0 of Ref. 2. 
C. Partial probability theories as empirical quotients of
free H-T theories
We now show that any complete set of states on a PBA
can be regarded as an empirical quotient of a collection of
PPTs on a PBA which is embeddable in a (free) Boolean
algebra, i.e a collection of H-T PPTs.
Consider a collection of PPTs {C˜k}k∈K =
{({B˜j}j∈J ; f˜k)}k∈K such that {f˜k}k∈K is complete,
and take a subset G˜ = {A˜1, . . . , A˜n} ⊂ X˜ =
⋃
j B˜j of
generators of {B˜j}j∈J satisfying the following property
(G) given k ≥ 1 maximal Boolean algebras
B˜i1 , . . . , B˜ik , generated respectively by maximal
subsets of compatible generators G˜i1 , . . . , G˜ik ⊂ G˜,
such that B˜i1 ∩ . . .∩ B˜ik 6= {∅,1}, the set G˜i1...ik ≡
G˜i1 ∩ . . . ∩ G˜ik is not empty and it generates the
Boolean algebra B˜i1 ∩ . . . ∩ B˜ik ;
notice that each maximal algebra is generated by a max-
imal subset of compatible generators and that the above
choice is always possible since one can take G˜ = X˜. The
role of this property will be clarified below.
Denote with {G˜l} the collection of subsets of compat-
ible observables of G˜, G˜l = {A˜s1 . . . A˜snl }. Now consider
the PBA {Bi}i∈I consisting of Boolean algebras freely
generated by subsets Gl ≡ {As1 . . . Asnl }.
We now show how each state f˜k induces a state fk
on {Bi}i∈I . First, notice that, since each state on
a PBA is a collection of normalized measures, it is
sufficient to define it as measures on maximal Boolean
algebras. Each measure on a maximal algebra Bl of
{Bi}i∈I , generated by a set Gl = {As1 , . . . , Asnl }, is
completely determined by its values on elements of
the form (−1)1−ε1As1 ∩ . . . ∩ (−1)1−εnlAsnl , where−A ≡ Ac and εi ∈ {0, 1}, since each element of the
algebra can be written as a disjoint union of elements
of that form (see Lemmas A.2 and A.3). Now, fk is
defined as fk((−1)1−ε1As1 ∩ . . . ∩ (−1)1−εnlAsnl ) ≡
f˜k((−1)1−ε1A˜s1 ∩ . . . ∩ (−1)1−εnl A˜snl ) for all maximal
subsets of compatible observables G˜l of G˜, and extended
as a measure on each maximal algebra. It can be verified
that such measures are normalized and they coincide on
intersection of Boolean algebras; therefore, they define a
state.
In this way, we obtain a collection of PPTs {Ck}k∈K ≡
{({Bi}i∈I ; fk)}k∈K such that the initial collection
{C˜k}k∈K = {({B˜j}j∈J ; f˜k)}k∈K is an empirical quotient.
The equivalence relation ∼ can be, in fact, defined as
follows: to each element A of X, generated by a subset
5of compatible generators Gl ⊂ G there corresponds, via
the correspondence Ai 7→ A˜i, a unique element A˜ of X˜,
defined as the element generated by G˜l ⊂ G˜ by means
of the same operations that generate A from Gl; then an
equivalence relation ∼ can be defined on X as A ∼ B iff
A˜ = B˜.
It can be easily verified that ∼ is an equivalence rela-
tion and that it defines an empirical quotient:
(i): it is sufficient to consider each Boolean al-
gebras Bl, generated by Gl = {Al1 , . . . , Als},
and notice that, there, ∼ coincides with
the equivalence relation induced by the ideal
I ≡ {B ∈ Bl|
⋃
ε∈HB (−1)1−ε1A˜l1 ∩ . . . ∩ (−1)1−εsA˜ls = ∅}
with HB ≡ {ε = (ε1, . . . , εn) ∈ {0, 1}n|(−1)1−ε1Al1 ∩
. . . ∩ (−1)1−εsAls ⊂ B} (see lemma A.3 below); now,
since {f˜k}k∈K is complete and by construction of
{fk}k∈K , I coincides with the set {B ∈ Bl|fk(B) = 0
for all k ∈ K}.
(ii): given A,B ∈ X, belonging respectively to maxi-
mal algebras Bl1 , generated by Gl1 , and Bl2 , generated
by Gl2 , with Gl1 and Gl2 maximal, if A ∼ B, then there
exists C ∈ Bl1 ∩Bl1 , which is the Boolean algebra gener-
ated by Gl1 ∩ Gl2 , such that A ∼ C ∼ B. In fact, A ∼ B
implies, with the same notation as above, A˜ = B˜; there-
fore the two maximal algebras generated respectively by
G˜l1 and G˜l2 have a non-empty intersection containing A˜,
then, by (G), Gl1 ∩ Gl2 6= ∅ and an element C satisfying
the above conditions exists.
(iii): by construction, X/∼ is in a one-to-one corre-
spondence with X˜; that such a bijection is also an isomor-
phism follows from the coincidence, within each Boolean
algebra, of ∼ with the equivalence relation induced by
the ideal I discussed above.
(iv): it follows by construction of {fk}k∈K .
The above partial Boolean algebra {Bi}i∈I is embed-
dable into the Boolean algebra freely generated by the set
G. The PPTs {Ck}k∈K are therefore of the Horn-Tarski
type and we shall name {Ck}k∈K the collection of free H-
T partial probability theories associated to {C˜k}k∈K and
G˜.
D. Classical representations and free H-T theories
The following theorem applies the results of Proposi-
tion III.1 to the above construction, allowing to reduce
the discussion of the existence of classical representations
to H-T theories.
Theorem III.1. Given a collection of PPTs {C˜k}k∈K =
{({B˜j}j∈J ; f˜k)}k∈K with {f˜k}k∈K complete with respect
to {B˜j}j∈J , a set of generators G˜ = {A˜1, . . . , A˜n} sat-
isfying property (G) and the associated collection of free
H-T PPTs {Ck}k∈K = {({Bi}i∈I ; fk)}k∈K , then
(a) if, for a given k ∈ K, C˜k admits a classical rep-
resentation, then Ck admits a classical representa-
tion;
(b) if there exists K ′ ⊂ K such that {f˜k}k∈K′ is sepa-
rating for {B˜j}j∈J and Ck admits a classical repre-
sentation for all k ∈ K ′, then C˜k admits a classical
representation for all k ∈ K ′.
Proof (a) Let the Boolean algebra B˜ together
with the normalized measure µ˜k be a classical rep-
resentation for C˜k. By the definition of extension,
the set G˜ is a set of generators for B˜; therefore
the Boolean algebra B˜ is isomorphic to the quo-
tient algebra B/∼, where B is the Boolean algebra
freely generated by n generators {A1, . . . , An} and
the equivalence relation ∼ is that induced by the ideal
I ≡ {B ∈ B|⋃ε∈HB (−1)1−ε1A˜1 ∩ . . . ∩ (−1)1−εnA˜n = ∅}
with HB ≡ {ε = (ε1, . . . , εn) ∈ {0, 1}n|(−1)1−ε1A1 ∩
. . . ∩ (−1)1−εnAn ⊂ B} (see Lemma A.3 below). Then,
denoted with ϕ the isomorphism between B/∼ and B˜, a
measure µk extending the state fk on B can be defined
as µk(A) ≡ µ˜k(ϕ([A])) for all A ∈ B, where [A] is the
equivalence class of A with respect to ∼. It can be easily
verified that (B;µk) is a classical representation for Ck.
(b) Let the free Boolean algebra B, defined as above,
together with a normalized measure µk be a classical
representation for Ck, for all k ∈ K ′. By Proposition
III.1, {B˜j}j∈J is embeddable into the Boolean algebra
2N , N as in Proposition III.1; let us denote with B˜
the subalgebra of 2N generated by G˜ and with S the
set of all homomorphism δ : X˜ −→ {0, 1} induced by
the normalized measures µk, k ∈ K ′ (see Proposition
III.1). Such homomorphisms are, by construction (see
Theorem 0 in Ref. 2), in a one-to-one correspondence
with the multiplicative measures of 2N and can be
extended to multiplicative measures on B˜ in a way
uniquely determined by the values assumed on the
set of generators G˜. It follows that each element⋃
ε∈H(−1)1−ε1A˜1 ∩ . . . ∩ (−1)1−εnA˜n, with H ⊂ {0, 1}n,
generated by G˜ is the zero element if and only if∑
ε∈H
∏n
i=1 εiδ(A˜i) + (1 − εi)(1 − δ(A˜i)) = 0, i.e.
the extension of δ is zero on such an element, for all
δ ∈ S. Since the homomorphisms in S are induced
by multiplicative measures associated, eq. (2), to
the normalized measures µk, k ∈ K ′, it follows that
the ideal I defined as in (a) coincides with the ideal
I ′ ≡ {B ∈ B|µk(B) = 0 for all k ∈ K ′}. This implies,
as in the proof of Proposition III.1, that µk induces
a normalized measure on B/∼ , and consequently a
normalized measure µ˜k on B˜, for all k ∈ K ′. It can be
easily checked that (B˜; µ˜k) is a classical representation
for C˜k for all k ∈ K ′. 
6E. Free H-T PPT versus projection algebra PPT in QM
On the basis of the above discussion, it is clear that
the projection algebra is not the only possible PBA for
the formulation of QM predictions.
In particular, for any given PBA of projections, quan-
tum states generate a complete collection of states on
such a PBA; it follows that, for any set of generators sat-
isfying property (G), the construction in Sect.III C ap-
plies and therefore any collection of QM predictions can
be described by a free H-T PPT.
The above results formalize constructions which are
often used implicitly in the discussion of the interpreta-
tion of QM: consider in fact a finite set of yes/no ap-
paratuses G = {A1, . . . , An}, represented as projections
P = {P1, . . . , Pn} in a finite-dimensional Hilbert space
H; then for every subset of compatible apparatuses, i.e.
commuting projections, in G, it makes sense to consider
logical combinations obtained by means of logic gates
applied to the outcomes in an experiment where they
are jointly measured. In this way we obtain a collection
of Boolean algebra of observables {Bi}, each one freely
generated by a subset Gi ⊂ G of compatible apparatuses;
there is no longer a bijection between {Bi} and the par-
tial Boolean algebra generated by P, see eq. (1), but
states on the PBA are still given by quantum mechanical
states ψ by fψ(A) = (ψ, PAψ), where A belong to a free
Boolean algebra Bi generated by a subset of compatible
apparatuses Gi ⊂ G and PA is the projection obtained
from the corresponding subset of commuting projection
Pi ⊂ P by means of the same Boolean operations that
generate A from Gi (notice that PA may be 0 even if
A 6= ∅).
Notice that the above construction only relies on the
notion of compatible apparatuses and observed frequen-
cies. It can be qualified as a Bell-type approach: every
attribution of 0 and 1 to a set of observables is assumed
to be possible, only a posteriori constrained by experi-
mental information, and the logical structure is that of a
free Boolean algebra.
A systematic treatment of such a problem is given by
Pitowsky5 in terms of propositional logic; we shall refer
to it as the correlation polytope approach (see Appendix
B for an account in terms free Boolean algebras).
The alternative approach based on projection algebras
gives rise to results of a rather different form, starting
from the K-S theorem, and will be referred to as Kochen-
Specker-type approach.
The relation between the two approaches has not been
clarified in general and is also confused by the fact that
in some cases (e.g. the Bell argument with four measure-
ments) the approaches seem to coincide.
From the above discussion, it is clear the main dif-
ference between Kochen-Specker-type and Bell-type ap-
proaches resides in which logical relations between ob-
servables are assumed.
In fact, the above results imply that the K-S approach
is related to the Bell approach by an empirical quotient:
by the construction of Sect. III C, a free H-T PPT is
obtained from the projection algebra PPT on the basis
of any set P satisfying property (G), which always exists,
as discussed above.
The logical content of such a constructions is that
logical relations between compatible observables can be
weakened to empirical relations, associated in principle
to a collection of experiments or states on a PBA.
(Similar distinctions have been introduced, with a
different interpretation, by Garola and Solombrino7).
The construction in Sect.III C, Proposition III.1 and
Theorem III.1 clarify the relation between Kochen-
Specker-type results, presenting a non-embeddable par-
tial Boolean algebra of projections, and Bell-type argu-
ments, giving conditions for the existence of a probability
measure reproducing measurable correlations on a free
Boolean algebra. The result is that the equivalence of
the two viewpoints for the discussion of classical repre-
sentability in QM, recognized by Cabello8 (see also Ref.
9) in situations arising in the discussion of the Kochen-
Specker theorem, is a very general fact, following from
basic logical and probabilistic structures.
In fact, Proposition III.1 implies that a set of pre-
dictions that generates a Kochen-Specker-type contra-
diction, namely the impossibility of a consistent truth
assignment (i.e. a homomorphism between projections
PBA and {0, 1}), also generates a Bell-type contradiction
for all quantum states in the associated free H-T PPTs,
more precisely each quantum state violates at least one
Bell inequality (not necessarily the same for all states).
Moreover, as a consequence of Theorem III.1, we
obtain that, given a set of apparatuses and a set of
quantum states inducing a separating collection of states
on their projection PBA, a classical representation of
all the corresponding projection algebra PPTs exists
if and only if all the corresponding free H-T PPTs,
constructed as in Sect. III C admit a classical represen-
tation, independently of the choice of the generators.
It follows that all extension problems arising in QM
can be discussed in the framework of free H-T PPTs;
the rest of this paper is devoted to the investigation of
extensibility conditions in this case.
IV. SYSTEMS OF 3 AND 4 OBSERVABLES
In this section we shall discuss two applications of the
criterion of classical representability, presented in Ap-
pendix B, obtained from the translation of Pitowsky’s
correlation polytopes results into the Boolean framework.
The proofs of the following theorems are essentially
based on the analysis of Bell-Wigner and Clauser-Horne
correlation polytopes made by Pitowsky5. Theorem IV.1
shows that for three observables with two compatible
pairs a classical probabilistic model which reproduces
7observable correlations always exists; it implies that for
three quantum mechanical observables a classical prob-
abilistic model always exists for all possible compatibil-
ity relations. Theorem IV.2 shows that for four observ-
ables with Bell-type compatibility relations a probabilis-
tic model for the four observables exists if and only if
there are two models for three observables that coincide
on the intersection; a result obtained by Fine10 in a rather
different setting; our approach provides in this case a
complete analysis for the case of four quantum mechani-
cal observables.
Theorem IV.1. Let B be a Boolean algebra freely gen-
erated by G = {A1, A2, A3} and B13 and B23 the subal-
gebras generated respectively by {A1, A3} and {A2, A3}.
Consider f : B13 ∪B23 −→ [0, 1], such that f|B13 and
f|B23 are normalized measures on such subalgebras. Then
f is extensible to a normalized measure on the algebra B.
Proof By Lemma B.2, without loss of generality we
can consider
f : X = {A1, A2, A3, A1 ∩A3, A2 ∩A3} −→ [0, 1] . The
vector p = (p1, p2, p3, p13, p23) is given by pi = f(Ai) and
pij = f(Ai ∩Aj); since such values come from a measure
on B13 and B23
p13 ≤ min{p1, p3} p23 ≤ min{p2, p3}; (3)
from
0 ≤ f((Ai ∪Aj)c) = 1− f(Ai ∪Aj) =
= 1− f(Ai)− f(Aj) + f(Ai ∩Aj), {i, j} = {1, 3}, {2, 3}
we obtain
p1 + p3 − p13 ≤ 1, p2 + p3 − p23 ≤ 1 . (4)
From Lemma B.1 and Proposition B.1 we know that if a
normalized measure µ which extends f exists, then
λ(ε) ≡ µ(aε) = µ((−1)1−ε1A1∩(−1)1−ε2A2∩(−1)1−ε3A3) .
(5)
Therefore the coefficients λ(ε) are obtained from (5) and
the property (b) of the definition of measure (see Ap-
pendix A). The convex combination is obtained by means
of two coefficients χ and η representing the two missing
correlations µ(A1 ∩A2 ∩Ac3) and µ(A1 ∩A2 ∩A3) (alter-
natively, one can use µ(A1 ∩ A2) and µ(A1 ∩ A2 ∩ A3),
but the inequalities (6)− (9) below become more compli-
cated). The following inequalities are obtained from the
non-negativity of the measure in the same way as in (4)
η ≤min{p13, p23, } (6)
η ≥max{0, p13 + p23 − p3} (7)
χ ≤min{p1 − p13, p2 − p23} (8)
χ ≥max{0, p1 + p2 + p3 − p13 − p23 − 1} . (9)
Using (3) and (4), one can easily show that each num-
ber that appears in min{. . .} of (6) is greater or equal to
each number that appears in max{. . .} of (7), the same
for (8) and (9). Therefore, (6) − (9) define two non-
empty intervals where one can choose χ and η. We can
now write explicitly the coefficients λ(ε)
λ(0, 0, 0) =1− (p1 + p2 + p3 − p13 − p23) + χ ,
λ(1, 0, 0) =p1 − p13 − χ,
λ(0, 1, 0) =p2 − p23 − χ ,
λ(0, 0, 1) =η + p3 − p13 − p23,
λ(1, 1, 0) =χ ,
λ(1, 0, 1) =p13 − η,
λ(0, 1, 1) =p23 − η ,
λ(1, 1, 1) =η .
It follows immediately that λ(ε) ≥ 0 for all ε ∈ {0, 1}3,
and that
∑
ε∈{0,1}3 λ(ε) = 1. To conclude one just has to
show, by writing it explicitly, that
∑
ε∈{0,1}3 λ(ε)uε = p
and then apply Proposition B.1.
It follows that, for three observables, there exists a
classical representation for any state also in the case in
which there is only a pair of compatible observables and
in the case of three incompatible observables.
In fact, in the case of three incompatible observables
only p1, p2 and p3 are given, thus one can add p13 and
p23 that satisfy (3) and (4) and then apply the same
argument as in the proof of Theorem IV.1. The same
argument also applies to the case in which there is only a
pair of compatible observables. Finally, if property (K-S)
is assumed, a classical representation exists also for three
pairwise compatible observables.
We can conclude, therefore, that for three quantum me-
chanical observables a classical probabilistic model which
reproduce all observable correlations always exists.
We now discuss the implication of the results for the
case of three observables to the analysis of the case of
four.
Theorem IV.2. Let B be a Boolean algebra freely gen-
erated by G = {A1, A2, A3, A4}, and Bij, Bijk, be
the subalgebras generated respectively by {Ai, Aj} and
{Ai, Aj , Ak}.
Consider f : B13∪B23∪B14∪B24 −→ [0, 1] such that
f|B13 , f|B23 , f|B14 and f|B24 are normalized measures on
such subalgebras.
Then f is extensible to a normalized measure on the alge-
bra B if and only if there exist two partial extensions f123
and f124, of f|B13∪B23 and f|B14∪B24 on the subalgebras
B123 and B124, such that f
123
|B12 ≡ f
124
|B12 .
Proof One implication is obvious since if a measure
that extends f exists, then the two partial extensions
exist and they coincide on the intersection.
For the converse, we note, as in Theorem IV.1,
that we can consider without loss of generality
X = {A1, A2, A3, A4, A1 ∩A3, A2 ∩A3, A1 ∩A4, A2 ∩A4}
and f : X −→ [0, 1] and then apply Propo-
sition B.1; therefore we construct the vector
8p = (p1, p2, p3, p4, p13, p23, p14, p24) and find the co-
efficients λ(ε).
First, we apply Theorem IV.1 to the subalgebras B123
and B124 and to f|B13∪B23 and f|B14∪B24 , obtaining two
partial extensions f123 and f124, that are normalized
measures on the subalgebras B123 and B124.
Now we consider the vector
p′ = (p′1, p
′
2, p
′
3, p
′
12, p
′
13, p
′
23) , p
′
i = f
123(Ai) , i = 1, 2, 3
p′ij = f
123(Ai ∩Aj), 1 ≤ i < j ≤ 3.
and note that, by Proposition B.1, there exist uε =
(ε1, ε2, ε3, ε1ε2, ε1ε3, ε2ε3) and λ
′(ε) such that
p′ =
∑
ε∈{0,1}3
λ′(ε)uε ,
∑
ε∈{0,1}3
λ′(ε) = 1, λ′(ε) ≥ 0.
The same argument applies to
p′′ = (p′′1 , p
′′
2 , p
′′
3 , p
′′
12, p
′′
13, p
′′
23), , p
′′
i = f
124(Ai) , i = 1, 2, 4
p′′12 = f
124(A1 ∩A2), p′′i3 = f124(Ai ∩A4), i = 1, 2,
and we obtain λ′′(ε) such that
p′′ =
∑
ε∈{0,1}3
λ′′(ε)uε ,
∑
ε∈{0,1}3
λ′′(ε) = 1 , λ′′(ε) ≥ 0.
Now we can define, for ε = (ε1, ε2, ε3, ε4) ∈ {0, 1}4,
λ(ε) = λ(ε1, ε2, ε3, ε4) =
λ′(ε1, ε2, ε3)λ′′(ε1, ε2, ε4)
λ′(ε1, ε2, 0) + λ′(ε1, ε2, 1)
(10)
if the denominator is different from zero, and λ(ε) = 0
otherwise (it is not difficult to show that the definition of
λ(ε) is independent of choosing λ′ or λ′′ in the denomi-
nator)
It is obvious that λ(ε) ≥ 0; their sum is given by∑
ε∈{0,1}4 λ(ε) =
∑
ε1,ε2
∑
ε3,ε4
λ′(ε1,ε2,ε3)λ′′(ε1,ε2,ε4)
λ′(ε1,ε2,0)+λ′(ε1,ε2,1)
=
=
∑
ε1,ε2
[λ′(ε1,ε2,0)+λ′(ε1,ε2,1)][λ′′(ε1,ε2,0)+λ′′(ε1,ε2,1)]
λ′(ε1,ε2,0)+λ′(ε1,ε2,1)
=
=
∑
ε1,ε2
λ′(ε1, ε2, 0) + λ′(ε1, ε2, 1) =
∑
ε∈{0,1}3 λ
′(ε) = 1
In the same way one verifies that
∑
ε∈{0,1}4 λ(ε)εi = pi,
for i = 1, 2, 3, 4, and that∑
ε∈{0,1}4 λ(ε)εiεj = pij for i = 1, 2 e j = 3, 4. 
It is interesting to notice that equation (10) has
the form of a conditional probability Pr(A,B,C) ≡
Pr′(A|B)Pr′′(C|B)Pr′(B) = Pr′(A,B)Pr′′(C,B)Pr′(B) , where B
is an event described by (ε1, ε2), A an event described by
ε3 and C an event described by ε4. This allows in fact
for a generalization (see Theorem V.1 below).
Another interesting remark is that, since by Theorem
IV.1 two partial extensions for three observables are al-
ways possible, Bell’s inequalities can be seen as compati-
bility (exactly in the sense of states on a PBA) conditions
for such partial extensions.
Moreover, the above is the only set of compatibility
relations consistent with property (K-S) in which
classical representability does not follow from Theorem
V.1 below. Theorem IV.2 together with Theorem V.1
provide, therefore, a complete analysis for the case of
four quantum observables.
In general, the correlation polytope approach to the
extension problem is computationally intractable5, but
the use of PBAs and associated states provides new cri-
teria of classical representability for PPTs. In the next
section we shall discuss some results that allow for a sim-
plification of the computation of extensibility conditions
in many non-trivial cases. Another extensibility criterion
based on Horn and Tarski’s notion of partial measures11
is presented in Appendix C.
V. NEW EXTENSIBILITY CRITERIA
In this section we shall show how classical repre-
sentability may arise algebraically, i.e. independently of
states, in many non-trivial cases and we shall present
some techniques that allow for a simplification of the
computation of conditions of classical representability.
The following result is given by a generalization of the
proof of Theorem IV.2
Theorem V.1. Let B be the Boolean algebra freely
generated by {A1, . . . , An}, and let B1 and B2 be the
subalgebras generated respectively by {A1, . . . , Ak} and
{Ai, . . . , An}, with 1 ≤ i ≤ k ≤ n. Let µ1 and µ2 be
two normalized measures on B1 and B2, such that µ1
coincides with µ2 on B1 ∩B2. Then a measure µ which
extends µ1 and µ2 on B exist.
Proof Using the bijective correspondence be-
tween the atoms of the subalgebra B1 and the
vectors ε′ = (ε′1, . . . , ε
′
k) ∈ {0, 1}k, given by
aε′ = (−1)1−ε′1A1 ∩ . . . ∩ (−1)1−ε′kAk (see Lemma A.3
below), we define the function f1 : {0, 1}k −→ [0, 1] as
f1(ε
′) ≡ µ1(aε′) for all ε′ ∈ {0, 1}k. For all A ∈ B1
µ1(A) =
∑
ε′∈IA f1(ε
′), where IA ≡ {ε′ ∈ {0, 1}k|aε′ ⊂
A}, therefore µ1(1) = 1 implies∑
ε′∈{0,1}k
f1(ε
′) = 1 (11)
We apply the same procedure to the measure µ2, defin-
ing f2 : {0, 1}n−i+1 −→ [0, 1] as f2(ε′′) ≡ µ2(aε′′), where
ε′′ ∈ {0, 1}n−i+1 and aε′′ is an atom of B2. Similarly,
µ2(1) = 1 implies ∑
ε′′∈{0,1}n−i+1
f2(ε
′′) = 1. (12)
Moreover, µ1|B1∩B2 ≡ µ2|B1∩B2 implies∑
ε1,...,εi−1 f1(ε1, . . . , εi−1, εi . . . , εk) =
=
∑
εk+1,...,εn
f2(εi, . . . , εk, εk+1 . . . , εn), (13)
9where εj ∈ {0, 1}, j = 1, . . . , n. In fact, since B1 ∩B2 is
the subalgebra generated by
{Ai, Ai+1, . . . , Ak}, (13) follows from the two possible
ways of writing every atom aη of B1 ∩ B2, with η ∈
{0, 1}k−i+1, as a sum of atoms of B1 or of B2.
We define f on {0, 1}n as follows
f(ε1, . . . , εn) ≡ f1(ε1, . . . , εi, . . . , εk)f2(εi, . . . , εk, . . . , εn)∑
η1,...,ηi−1 f1(η1, . . . , ηi−1, εi, . . . , εk)
,
(14)
if the denominator is different from 0, and f(ε) = 0 other-
wise. Equivalently, by (13), the denominator can be writ-
ten with f2, instead of f1, summed over the last (n− k)
variables.
A function µ on B is induced by f
µ(A) =
∑
ε∈HA
f(ε) (15)
for all A ∈ B, where HA ≡ {ε ∈ {0, 1}n|aε ⊂ A} and aε
is an atom of B given by Lemma A.3.
It is obvious that µ is non-negative and additive on
disjoint elements; normalization (µ(1) = 1) follows easily
from (11) and (12).
To conclude, we need to show that µ coincide with µ1
on B1 and with µ2 on B2. Given A ∈ B1, it can be
written either as A =
⋃
ε′∈IA aε′ , where ε
′ ∈ {0, 1}k, a′ε
is an atom of B1 and IA is defined as above, or else, in
terms of the atoms of B, as A =
⋃
ε∈HA aε. By Lemma
A.3, HA = {(ε′, ε˜) ∈ {0, 1}n|ε′ ∈ IA, ε˜ ∈ {0, 1}n−k}
hence, by using also (13), we obtain
µ(A) =
∑
ε∈HA f(ε) =
∑
ε′∈IA
∑
εk+1,...,εn
f(ε′, ε˜) =
=
∑
ε′∈IA
∑
εk+1,...,εn
f1(ε
′
1,...,ε
′
i,...,ε
′
k)f2(ε
′
i,...,ε
′
k,ε˜k+1,...,ε˜n)∑
η1,...,ηi−1 f1(η1,...,ηi−1,ε
′
i,...,ε
′
k)
=
=
∑
ε′∈IA
∑
εk+1,...,εn
f1(ε
′
1,...,ε
′
i,...,ε
′
k)f2(ε
′
i,...,ε
′
k,ε˜k+1,...,ε˜n)∑
ηk+1,...,ηn
f2(ε′i,...,ε
′
k,ηk+1,...,ηn)
=
=
∑
ε′∈IA f1(ε
′
1, . . . , ε
′
i, . . . , ε
′
k) = µ1(A).
The proof for µ2 is analogous. 
The above theorem provides an extensibility criterion
based only on the partial Boolean structures of observ-
ables, i.e. on compatibility relations.
In many other non-trivial cases a classical extension of
a PPT is in fact obtainable “for free”, i.e. from partial
Boolean structures, without constraints on the states. In
the following we describe such cases in terms of com-
patibility relations, by introducing a compatibility graph
representation.
Consider a Boolean algebra B freely generated by a
set of observables G = {A1, . . . , An} with a function f
defined on a subset
⋃
iBi ⊂ B, where each Bi is freely
generated by a subset Gi ⊂ G and f|Bi is a normalized
measure on Bi. We shall represent compatibility
relations as follows:
• each node represents a subalgebra Bi on which f
defines a normalized measure, and is depicted as an
ellipse where the generators Gi ⊂ G, of the subal-
gebra are indicated;
• when for two subalgebras, generated respectively
by G′ ⊂ G and G′′ ⊂ G, f defines a normalized
measure on the subalgebra generated by G′ ∪ G′′,
we shall depict an edge connecting the two corre-
sponding nodes.
An example is depicted in fig.1.
FIG. 1: An example of a compatibility graph
representation
If property (K-S) holds, subgraphs consisting of pair-
wise connected nodes can be described by a single node.
On one side, this allows for a representation using only
single observable nodes, on the other, it allows for a re-
striction to graphs without such completely connected
subgraphs. An example is depicted in fig.2.
FIG. 2: An example of two equivalent graph
representations for a PPT where property (K-S) holds
A repeated application of Theorem V.1 gives the fol-
lowing
Theorem V.2. Every PPT in which the compatibility
graph is a tree graph, i.e. a graph in which any two ver-
tices are connected by exactly one path, is extensible to a
classical theory.
As a consequence of Proposition B.2 Theorem V.2
applies also in the case of a collection of disconnected
trees.
Even if quantum predictions for single-particle observ-
ables in entangled systems do not present tree-like com-
patibility relations, the application of Theorem V.2 to
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tree subgraphs substantially simplifies the analysis, as
shown by the following examples:
Example V.1. Starting from the result of Theorem IV.2
and with the same notation, we discuss explicitly the con-
ditions of extensibility of the state f , namely the condi-
tions guaranteeing the existence of two partial extension
f123 and f124 that coincide on B12. By Lemma B.2,
it is sufficient (see also proposition B.1) that the two
measure coincide on the element A1 ∩ A2. It is there-
fore sufficient to investigate possible attribution to p12,
by means of the Bell-Wigner polytope (see Pitowsky5),
i.e. the correlation polytope associated with the sub-
set Xs = {A1, A2, As, A1 ∩ As, A2 ∩ As, A1 ∩ A2}, with
s = 3, 4. One obtains5 two systems of inequalities that
can be written as
α(3) ≤ p12 ≤ β(3), α(4) ≤ p12 ≤ β(4)
where α(s) is the maximum of linear combinations L(s),
of p1, p2, ps, p1s, p2s, that appear in inequalities of the
form L(s) ≤ p12, and β(s) is the minimum of of linear
combinations L′(s), of p1, p2, ps, p1s, p2s, that appear in
inequalities of the form p12 ≤ L′(s). Therefore, a neces-
sary and sufficient condition for the extensibility of f to
a normalized measure on B, i.e. for the classical repre-
sentability of the corresponding PPT, can be expressed
as
max
s=3,4
α(s) ≤ min
s=3,4
β(s). (16)
By exchanging the role of pairs 1, 2 and 3, 4 one obtains
an analogous solution. It is less obvious, however, that
(by Theorem IV.2) condition (16) for a consistent attri-
bution of a value to the correlation p12 is satisfied if and
only if the analogous condition for the correlation p34 is
satisfied.
As a result, Bell inequalities can be identified as condi-
tions for extensions of states beyond their automatic ex-
tension given by algebraic structures. Even if automatic
extensions always exist, the violation of Bell inequalities
shows the inconsistency of an absolute frequency inter-
pretation.
Example V.2. Now consider a PPT as before but with
observables A5, . . . , An added only “on one side”, i.e.
only compatible with A1, A2. More precisely, consider
a Boolean algebra B freely generated by {A1, . . . , An}
and a function f :
⋃
i=1,2;j=3,...,nBij −→ [0, 1], such
that f|Bij is a normalized measure on Bij for i = 1, 2
j = 3, 4, . . . , n.
Classical representability is still guaranteed, with the
same notation as before, by a condition analogous to (16),
namely
max
s=3,...,n
α(s) ≤ min
s=3,...,n
β(s), (17)
with a large simplification with respect to the general
correlation polytope approach; in the present approach,
the asymmetry of the problem allows in fact a discussion
in terms of the “additional correlations” for the “side
with less observables”.
A slightly more complicated example is the following:
Example V.3. Let B be a Boolean algebra freely
generated by G = {A1, . . . , A6} and Bij the sub-
algebra generated by {Ai, Aj}, consider a function
f :
⋃
i=1,2,3;j=4,5,6Bij −→ [0, 1], such that f|Bij is a nor-
malized measure on Bij , with i = 1, 2, 3 and j =
4, 5, 6. By Theorem V.1, there exist three partial ex-
tensions f123s respectively of f|⋃3i=1Bis , s = 4, 5, 6, to
normalized measures on B123s, the subalgebra gener-
ated {A1, A2, A3, As}. The existence of an extension of
f to a normalized measure on B is equivalent to the
condition that the three partial extension f123s can be
taken to coincide on the subalgebra B123. Such a condi-
tion can be investigated in terms of the values assumed
by {A1 ∩ A2, A1 ∩ A3, A2 ∩ A3, A1 ∩ A2 ∩ A3} and by
means of the correlation polytopes associated to the sets
Xs = {A1, A2, A3, As, A1 ∩ As, A2 ∩ As, A3 ∩ As, A1 ∩
A2, A1∩A3, A2∩A3, A∩A2∩A3}, s = 4, 5, 6. Each poly-
tope is generated by 16 vertices in R11, and is described
by 48 inequalities, computed by means the double de-
scription method12 with cdd package13 (for the applica-
tion of such methods to QM predictions see Pitowsky and
Svozil14). However, out of these 48 inequalities only 32
are relevant for our discussion and they can be written
as:
Type 1 α
(s)
1,ij ≤ pij ≤ β(s)1,ij , α(s)1 ≤ p123 ≤ β(s)1
{ij} = {12}, {13}, {23} ,
Type 2 α
(s)
2,ij ≤ pij − p123 ≤ β(s)2,ij
{ij} = {12}, {13}, {23} ,
Type 3 α
(s)
3,ijk ≤ pij + pjk − p123 ≤ β(s)3,ijk
{ij} = {12}, {13}, {23}, j 6= k 6= i ,
Type 4 α
(s)
4 ≤ p12 + p13 + p23 − p123 ≤ β(s)4 ,
where α
(s)
1,ij is the maximum of of linear combinations
L(s), of p1, p2, p3, ps, p1s, p2s, p3s, that appear in inequal-
ities of the form L(s) ≤ pij , and β(s) is the minimum of
of linear combinations L′(s), of p1, p2, p3, ps, p1s, p2s, p3s,
that appear in inequalities of the form pij ≤ L′(s), and so
on for each type of inequalities. A necessary and suffi-
cient condition for the extensibility of f is therefore the
existence of a solution for the following system of 11 lin-
11
ear inequalities in the variables p12, p13, p23, p123,
max
s
α
(s)
1,ij ≤ pij ≤ mins β
(s)
1,ij , (18)
{ij} = {12}, {13}, {23};
max
s
α
(s)
1 ≤ p123 ≤ mins β
(s)
1 ; (19)
max
s
α
(s)
2,ij ≤ pij − p123 ≤ mins β
(s)
2,ij , (20)
{ij} = {12}, {13}, {23};
max
s
α
(s)
3,ijk ≤ pij + pjk − p123 ≤ mins β
(s)
3,ijk, (21)
{ij} = {12}, {13}, {23}, j 6= k 6= i;
max
s
α
(s)
4 ≤ p12 + p13 + p23 − p123 ≤ mins β
(s)
4 . (22)
As in example V.1, the discussion with 1, 2, 3 substituted
with 4, 5, 6 is analogous and the corresponding conditions
are equivalent.
Moreover, as in example V.2, the introduction of addi-
tional observables only “on one side” modifies inequalities
(18)-(22) only by extending the sets on which maximum
and minimum are taken.
In general, our method consists in exploiting the “al-
gebraic” extensions given by Theorem V.2: conditions
of classical representability only arise as consistency
(i.e. coincidence on intersections) conditions for
putting together partial extensions associated to tree
subgraphs, giving rise to a description of the initial
compatibility graph as a tree graph on such extended
nodes. As pointed out in example V.2, different
strategies are possible, keeping the values of the given
set of correlations fixed throughout all partial extensions.
VI. CONCLUSIONS
We have presented an algebraic approach to the ex-
tensions of partial probability theories, i.e. partial clas-
sical structures, applicable in particular to those arising
in QM, that contains in the same logical framework both
Bell-type and Kochen-Specker-type approaches.
The above analysis applies in particular to the problem
of simulability of quantum algorithms by means of clas-
sical (probabilistic) algorithms. It is well known that a
partial probability theory can be simulated by a classical
theory where additional variables, representing observ-
ables in different contexts, are introduced. Given a PPT,
associated to a finite set of quantum measurements, it is
less obvious whether and how much it can be extended; in
other words whether the number of its contexts, i.e., the
number of additional classical variables can be reduced.
The analysis of partial extensions of a PPT provides,
therefore, an intrinsic measure of its non-classicality.
From an information-theoretic viewpoint, the above men-
tioned additional variables may be interpreted as addi-
tional information carried by a quantum system with re-
spect to its classical counterpart.
We stress that because of the well known com-
putational intractability of the correlation polytope
approach5 other approaches should be investigated. Be-
yond the application of Theorem V.1 in examples V.1,
V.2 and V.3, in appendix C we point out two additional
methods: the first one is to investigate the partial order
≤ of definition C.1 (see Appendix C) since it enters in
the definition of partial measure and provides conditions
of extendibility; the second one is to investigate proper-
ties of interior and exterior measures since they play a
fundamental role in Theorem C.3.
We briefly outline some implications of our approach
for the interpretations of QM. It has been shown in exam-
ple V.1 that condition (16) is equivalent to the complete
(in the sense of Pitowsky5) set of CHSH inequalities; in
other words that classical representability is equivalent
to the possibility of an attribution of a value to the non-
observable correlation p12 which is consistent with the
observable correlations. This example points out explic-
itly the role of predictions for non-observable correlations
in every attempt to a classical interpretation of quantum
mechanical predictions. This allows for an interpretation
of the violation of Bell inequalities as a negative answer
to the question: given two incompatible observables is
it possible to assign a value to their correlation which is
consistent with measurable correlations?
It is interesting to notice that this consistency crite-
rion is implicit in the argument by Einstein Podolsky
and Rosen. In fact, in their famous paper15 they dis-
cussed the possibility of extending quantum mechanical
predictions to include correlations between incompatible
observables with the requirement that such added (non-
observable) correlations are consistent with the observ-
able correlations; in their case, a value is attributed to
the momentum of a particle on the basis of its (perfect
anti-) correlation with the momentum of the other par-
ticle, giving rise to a joint attribution of definite values
to position and momentum of a single particle. We may,
therefore, name such consistency conditions as the EPR
criterion for extensions of QM predictions.
Appendix A: Boolean Algebras
There exists a vast literature on Boolean algebras
that explores deep aspects of the subject and important
connections with several branches of mathematics; we
briefly recall in this section the elementary results needed
for our discussion, involving in particular only finite sets.
For more details see Sikorski16 and Givant-Halmos17.
A Boolean algebra is a non-empty set B in which two
binary operations ∩ and ∪ are defined , called respec-
tively meet and join, and one unary operation c called
complement, satisfying certain axioms.
We shall denote by ∅ the zero element, ∅ = A ∩Ac for
all A, and by 1 the unit, 1 = A ∪Ac for all A.
Every finite Boolean algebra is isomorphic to the
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Boolean algebra P(X) (the subsets of X with intersec-
tion, union and complement) for a certain finite set X.
Given a Boolean algebra B, a function m : B −→ R is
called a measure on B if it satisfies:
(a) 0 ≤ m(A) ≤ ∞ for all A ∈ B, and there exists
A0 ∈ B such that m(A0) <∞;
(b) m(A ∪ B) = m(A) + m(B), if A and B are two
disjoint elements of B.
A measure that satisfy m(1) = 1 is called a normalized
measure, and a normalized measure such that m(A) ∈
{0, 1} for every A ∈ B is called a two-valued measure or
a multiplicative measure, since its properties also imply
that m(A ∩B) = m(A)m(B), for all A,B ∈ B.
An element a 6= ∅ of a Boolean algebra B is called an
atom if, for all A ∈ B the inclusion A ⊂ a implies A = ∅
or A = a. A Boolean algebra B is called atomic if for
every element A in B exists an atom a such that a ⊂ A.
Lemma A.1. Every finite Boolean algebra B is atomic
and, if it has N elements, it has exactly n atoms
{a1, . . . , an} such that N = 2n. Moreover, every element
A ∈ B can be written uniquely as A = ⋃i∈I ai, where
I ⊂ {1, . . . , n}.
Lemma A.2. Let B be a finite Boolean algebra with n
atoms {a1, . . . , an}; then for every atom ai there exists a
multiplicative measure δai which is 1 on ai and 0 on all
other atoms. Moreover multiplicative measures on B are
all and only those that are defined in this way.
Proof Given the atom ai, define the function
δai : B −→ {0, 1} as follows: δai(A) = 1 if
ai ⊂ A, and zero otherwise. It follows immedi-
ately that δai(A) ∈ {0, 1}, while for the property
δai(A∪B) = δai(A)+δai(B), if A∩B = ∅, it is sufficient
to check that it holds in the three possible cases: ai ⊂ A
, ai ⊂ B and ai ⊂ (A∪B)c (ai ⊂ A∩B is excluded since
A ∩ B = ∅). Therefore, δai is a two-valued measure.
The result follows from a check that there are no other
multiplicative measures. 
Given a Boolean algebra B, a subset G ⊂ B is said to
be a set of generators for B if, for all B ∈ B, B can be
represented in the form
B = (A1,1 ∩ . . .∩A1,r1)∪ . . .∪ (As,1 ∩ . . .∩As,rs), (A1)
where for all m,n either Am,n ∈ G or Acm,n ∈ G.
A set G of generators of a Boolean algebra B is said to
be free if every mapping from G to an arbitrary Boolean
algebra B′ can be extended to a B′-valued homomor-
phism on B. Moreover, a Boolean algebra is said to be
freely generated or simply free if it contains a set of free
generators.
Lemma A.3. Given a free Boolean algebra B with
n free generators G = {A1, . . . , An}, it contains 2n
atoms aε which are given by the possible intersections
⋂n
i=1(−1)1−εiAi, where −Ai ≡ Aci and ε = (ε1, . . . , εn) ∈{0, 1}n.
Moreover, given a subalgebra B0 generated by
{A1, . . . , Ak}, with 1 < k < n, every atom of B0, which
can be written as bε′ = (−1)1−ε′1A1 ∩ . . . ∩ (−1)1−ε′kAk,
with ε′ = (ε′1, . . . , ε
′
k) ∈ {0, 1}k, can be written in terms
of atoms a(ε′,ε˜) of B, with ε˜ ∈ {0, 1}n−k and (ε′, ε˜) ∈
{0, 1}n, as
bε′ =
⋃
ε˜∈{0,1}n−k
a(ε′,ε˜) . (A2)
Proof First we notice that a multiplicative measure on
B is a homomorphism between B and the set {0, 1} with
Boolean operations defined as x∩y = xy, x∪y = x+y−xy
and xc = 1− x for all x, y ∈ {0, 1}. Therefore, it follows
from definition of free Boolean algebra that each map
f : G −→ {0, 1} can be extended, in a unique way since
G is a set of generators, to a multiplicative measure.
All possible {0, 1} − valued maps on G, are labeled
by ε = (ε1, . . . , εn) ∈ {0, 1}n, i.e. fε : G −→ {0, 1},
where such a correspondence is given by fε(Ai) = εi
. Since each map can be extended in a unique way
to a multiplicative measure on B, there is a one-
to-one correspondence, by Lemma A.2, between ε ∈
{0, 1} and the atoms of B. Let mε be the mul-
tiplicative measure that extends fε; from condition
mε(Ai) = εi we obtain mε((−1)1−εiAi) = 1, which im-
plies mε(
⋂n
i=1(−1)1−εiAi) = 1. It is then enough to ver-
ify that for every ε the element
⋂n
i=1(−1)1−εiAi is an
atom and that they are all distinct, since they are in the
right number for a bijection with multiplicative measures.
It is easy to show that
⋂n
i=1(−1)1−εiAi ∩⋂n
i=1(−1)1−ε
′
iAi = ∅ if ε 6= ε′, in fact, it implies
εj 6= ε′j for at least one j, therefore in the above product
Aj ∩Acj must appear.
Now consider a generic aε′ , we show that ∀B ∈ B
either aε′ ⊂ B, or B ∩ aε′ = ∅. Since B is a free alge-
bra, for all B we can write B =
⋃k
j=1
⋂
i∈Ij (−1)1−ε
j
iAi,
where k ∈ N, εji ∈ {0, 1} and Ij ⊂ {1, . . . , n}. Now,
for fixed j, either ε′i = ε
j
i for all i ∈ Ij , and then
aε′ ⊂ (
⋂
i∈Ij (−1)1−ε
j
iAi), or there exists i such that
ε′i 6= εji and then aε′ ∩ (
⋂
i∈Ij (−1)1−ε
j
iAi) = ∅. By re-
peating this argument for all j we obtain that either aε′
is contained in at least one of the (
⋂
i∈Ij (−1)1−ε
j
iAi), and
then in B, or it has empty intersection with all of them
and therefore aε′ ∩B = ∅. Therefore aε′ is an atom.
For the second part, it is sufficient to write explicitly
equation (A2) in terms of generators of B and use itera-
tively the equation A = (A ∩B) ∪ (A ∩Bc). 
Appendix B: Correlation polytopes
In this appendix we shall derive extension criteria
which follow from the translation of Pitowsky’s corre-
lation polytopes results into the Boolean framework.
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First, we briefly outline Pitowsky’s result (for pair
correlations): given n atomic propositions a1, . . . , an
and positive numbers p1, . . . , pn, . . . pij . . ., {ij} ∈ S ⊂
{{ij}|1 ≤ i < j ≤ n} associated to the propositions
a1, . . . , an and some logical conjunction of them (ai∧aj),
{ij} ∈ S, the numbers pi, pij are interpretable in terms
of classical probabilities (i.e. there exists a probabil-
ity space (X,Σ, µ) and n events A1, . . . , An such that
pi = µ(Ai), pij = µ(Ai ∩ Aj)) if and only if the vector
(p1, . . . , pn, . . . , pij , . . .) is a convex combination of the
vectors uε = (ε1, . . . , εn, . . . , εiεj , . . .), ε = (ε1, . . . , εn) ∈
{0, 1}n.
The problem can be expressed in terms of free
Boolean algebras with the identification (see Givant and
Halmos17) of atomic propositions with free generators,
logical operations with Boolean operations, truth assign-
ments with two-valued measures, and probability assign-
ment with normalized measures. A basic fact is the fol-
lowing:
Lemma B.1. Let B be a finite Boolean algebra with n
atoms {a1, . . . , an}; then a function m : B −→ [0, 1] is
a normalized measure ⇐⇒ m = ∑ni=1 λiδai , where δai is
the multiplicative measure which is 1 on ai, and λi ≥ 0
and
∑n
i=1 λi = 1.
Proof. Given A ∈ B, it can be written as a disjoint
union A =
⋃
i∈I ai, I ⊂ {1, . . . , n}. Then
m(A) =
∑
i∈I
m(ai) =
∑
i∈I
m(ai)δai(ai) =
n∑
i=1
m(ai)δai(A).
(B1)
Moreover 0 ≤ m(ai) ≤ 1, since m is a normalized mea-
sure, and
∑n
i=1m(ai) = m(
⋃n
i=1 ai) = m(1) = 1.
The converse is obvious.
From this lemma we can obtain a criterion of extensi-
bility to normalized measures for functions defined over a
subset of a finite Boolean algebra. In fact, if we consider
a finite Boolean algebra B with k atoms {a1, . . . , ak}
and a subset X ⊂ B, then a function f : X −→ [0, 1]
can be extended to normalized measure µ on B if and
only if there are k numbers λ1, . . . , λk, with λi ≥ 0 and∑k
i=0 λi = 1, such that
f =
k∑
i=1
λiδai |X (B2)
and µ is given by:
µ =
k∑
i=1
λiδai (B3)
Therefore assignments of values in [0, 1] to elements of
a subset of a Boolean algebra have a probabilistic inter-
pretation if and only if such values are given by a convex
combination of two-valued measures. This construction
is closely related to the notion of correlation polytopes,
as shown by the following
Proposition B.1. LetB be a Boolean algebra freely gen-
erated by G = {A1, . . . , An} and consider X ⊂ B with
X = {A1, . . . , An, . . . , Ai∩Aj , . . . , Ai∩Aj∩Ak, . . .}, i.e.,
X = G ∪ S2 ∪ . . . Sm, m ≤ n, where elements of Sl are
the intersections of l distinct generators, but not neces-
sarily all of those possible, i.e. |Sl| ≤
(
n
l
)
. Now consider
f : X −→ [0, 1] and define the vector
p = (p1, . . . , pn, . . . pij , . . . , pi1...im , . . .) ∈ R|X|
which has as components the values assumed by f on X,
namely
pi = f(Ai), i = 1, . . . , n,
pij = f(Ai ∩Aj), Ai ∩Aj ∈ S2
...
...
pi1...im = f(Ai1 ∩ . . . ∩Aim), Ai1 ∩ . . . ∩Aim ∈ Sm.
For every ε ∈ {0, 1}n define the vector uε ∈ {0, 1}|X|
given by
uε = (ε1, . . . , εn, . . . , εiεj , . . . , εi1εi2 . . . εim , . . .)
i.e. for every component pi1...ik of p there is a corre-
sponding component of uε given by εi1 . . . εik .
Then f can be extended to a normalized measure on
B if and only if there are 2n numbers λ(ε), ε ∈ {0, 1}n,
such that:
p =
∑
ε∈{0,1}n
λ(ε)uε
with λ(ε) ≥ 0 ∀ε ∈ {0, 1}n, and
∑
ε∈{0,1}n
λ(ε) = 1
Proof Given a free Boolean algebra with n free genera-
tors, there are (see Lemma A.3) 2n atoms in a one-to-one
correspondence with ε ∈ {0, 1}n. The extensibility con-
dition (B2) can therefore be written, with aε defined as
in Lemma A.3,
f =
2n∑
i=1
λiδai |X =
∑
ε∈{0,1}n
λ(ε)δaε |X (B4)
Now it suffices to verify such a condition for every ele-
ment of X, which is equivalent to verify that the vec-
tor p is a convex combination of the vectors uε. In
fact, δaε(Ai) = εi (see the proof of Lemma A.3) and
δaε(Ai1 ∩ . . . ∩Aik) = εi1 . . . εik , therefore:
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pi =
∑
ε∈{0,1}n
λ(ε)εi ⇐⇒ f(Ai) =
∑
ε∈{0,1}n
λ(ε)δaε(Ai) i = 1, . . . , n,
pij =
∑
ε∈{0,1}n
λ(ε)εiεj ⇐⇒ f(Ai ∩Aj) =
∑
ε∈{0,1}n
λ(ε)δaε(Ai ∩Aj), Ai ∩Aj ∈ S2
...
...
pi1...im =
∑
ε∈{0,1}n
λ(ε)εi1 . . . εim ⇐⇒ f(Ai1 ∩ . . . ∩Aim) =
∑
ε∈{0,1}n
λ(ε)δaε(Ai1 ∩ . . . ∩Aim),
Ai1 ∩ . . . ∩Aim ∈ Sm . 
We denote the correlation polytope associated with
a subset X ⊂ B of the above mentioned form as
C(G, S2, . . . , Sm).
A helpful fact about the characterization of measures
is the following
Lemma B.2. Let B be a Boolean algebra freely gener-
ated by {A1, . . . , An}, let µ be a measure on B and let
X ⊂ B the set of all possible intersections between the
free generators of B, i.e. X = {A1, . . . , An, . . . , Ai ∩
Aj , . . . , Ai1 ∩ . . .∩Aik , . . . , A1∩ . . .∩An}. Then the mea-
sure µ is uniquely defined by the values it assumes on the
set X.
Proof Since B is a finite algebra, it is atomic. There-
fore every element B ∈ B can be written in a unique way
as a disjoint union of atoms, B =
⋃
ε∈HB aε, where ε =
(ε1, . . . , εn) ∈ {0, 1}n, aε =
⋂
i(−1)1−εiAi is the atom
given by the bijection of Lemma A.3 and HB ≡ {ε ∈
{0, 1}n | aε ⊂ B }. It follows that µ(B) =
∑
ε∈HB µ(aε)
since atoms are disjoint, therefore the measure is com-
pletely defined by the values assumed on atoms.
Now, it suffices to prove that the measure of every atom
is uniquely determined by the values assumed by µ on the
elements of X. But this follows from the fact that every
atom can be written in the form aε =
⋂
i(−1)1−εiAi and
the property of measures
µ(A) = µ(A ∩B) + µ(A ∩Bc) for all A,B ∈ B. (B5)
In fact, consider an atom aε = (−1)1−ε1A1 ∩ . . . ∩
(−1)1−εnAn; if εi = 1 for all i, then aε ∈ X so there
is nothing to show. Assume, therefore, that there is i0
such that εi0 = 0; thus, for (B5), µ(aε) can be written in
terms of elements ofX as µ(aε) = µ(
⋂
i 6=i0 Ai)−µ(
⋂
iAi).
If there is more than one component of ε equal to
1, this process can be iterated until µ(aε) is written in
terms of elements of X.
The above general results provide a criterion for the
extensibility of functions defined over a subset of a free
Boolean algebra to normalized measures on the entire al-
gebra, and therefore a criterion of classical representabil-
ity for PPTs. A simple application is given by the fol-
lowing result:
Proposition B.2. Let B be the Boolean algebra freely
generated by {A1, . . . , An}, let B1 and B2 be the
subalgebras generated respectively by {A1, . . . , Ak} and
{Ak+1, . . . , An} with 1 ≤ k < n, and let µ1 and µ2
be two normalized measure respectively on B1 and B2.
Then there exists a normalized measure µ on B such that
µ|B1 ≡ µ1 and µ|B2 ≡ µ2.
Proof Every atom aε, ε ∈ {0, 1}n (see Lemma
A.3), of B can be written uniquely as aε = aε′ ∩ aε′′
where aε′ is an atom of B1, ε
′ ∈ {0, 1}k and aε′′ is an
atom of B2, ε
′ ∈ {0, 1}n−k. Then µ can be defined
as µ(aε) = µ1(aε′)µ2(aε′′) for all atoms aε ∈ B. It
is obviously a measure (non-negative and additive on
disjoint elements); conditions µ|Bi ≡ µi, i = 1, 2 and
normalization condition follow easily from (A2) (see
Lemma A.3) and normalization conditions for µ1 and
µ2. 
This provides a direct elementary construction of a
classical extension for a PPT where Boolean subalgebras
of compatible observables have only trivial (i.e. {∅,1})
intersections;this is the case, e.g., of a (finite) collection
of spin measurements on a spin 1/2 particle discussed by
Bell18 and Kochen and Specker2.
Appendix C: Horn-Tarski partial measures
The notion of partial measure was introduced by Horn
and Tarski11 to analyze the possibility of extending a
measure defined on a subalgebra of a Boolean algebra, or
even a function defined on an arbitrary subset of the al-
gebra, to a measure on the entire algebra. Even if such a
notion was not related to QM by the authors, the reduc-
tion of the extension problem to the case of H-T PPTs
transforms the H-T results into fundamental general cri-
teria of classical representability.
For the reader’s convenience we give therefore a brief
summary of Horn and Tarski’s results.
Definition C.1. Let A0, . . . , Am−1 and B0, . . . , Bn−1 be
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elements of a Boolean algebra B, we say that
〈A0, . . . , Am−1〉 ≤ 〈B0, . . . , Bn−1〉 (C1)
if ⋃
r∈Sk,m
⋂
i≤k
Ari ⊂
⋃
r∈Sk,n
⋂
i≤k
Bri (C2)
for all k < m, where Sk,n is the set of all sequences of
natural numbers r = (r0, . . . , rk) with 0 ≤ r0 < . . . <
rk < n
Definition C.2. A real function f defined over a sub-
set S of a Boolean algebra B is a partial measure if the
following conditions are satisfied
(i) f(x) ≥ 0 for all x ∈ S.
(ii) If A0, . . . , Am−1 and B0, . . . , Bn−1 are elements of
S and
〈A0, . . . , Am−1〉 ≤ 〈B0, . . . , Bn−1〉,
then ∑
i<m
f(Ai) ≤
∑
j<n
f(Bj).
(iii) 1 ∈ S and f(1) = 1.
An obvious consequence of Definition C.2 is that if
1 ∈ S ⊂ T and f is a partial measure on T , then f is
a partial measure on S. Another important property is
shown by the following
Theorem C.1. Let S ⊂ B be a subalgebra of B (in
particular S = B); then a function f on S is a partial
measure on S ⇐⇒ f is a measure on S.
As shown by Theorem C.3, a fundamental role is
played by the following notions
Definition C.3. Let S ⊂ B, and f be a partial measure
on S and x ∈ B. We define the exterior measure of x
with respect to f , and we write fe(x), as the greatest
lower bound of numbers ξ of the form
ξ =
1
m
∑
i<n
f(Ai)−
∑
j<p
f(Bj)
 (C3)
where Ai, Bj ∈ S for i < n, j < p and where
〈B0, . . . , Bp−1, x0, . . . , xm−1〉 ≤ 〈A0, . . . , An−1〉. (C4)
with xi = x for all i < m.
Similarly, we define the interior measure of x with re-
spect to f , and we write fi(x), as the least upper bound
of numbers ξ of the form (C3), where
〈A0, . . . , An−1〉 ≤ 〈B0, . . . , Bp−1, x0, . . . , xm−1〉. (C5)
with xi = x for all i < m.
Theorem C.2. If f is a (partial) measure on a subalge-
bra B0 ⊂ B, then
fi(x) = sup{f(y)|y ∈ B0, y ⊂ x} and fe(x) =
inf{f(y)|y ∈ B0, x ⊂ y}.
Horn and Tarski’s main results are the following
Theorem C.3. Let f be a partial measure on S ⊂ B,
x ∈ B and g be a function on S ∪ {x} that coincide with
f on S; then g is a partial measure on S ∪ {x} ⇐⇒
fi(x) ≤ g(x) ≤ fe(x).
Theorem C.4. Let f be a partial measure on S and
S ⊂ T ⊂ B; then a partial measure g on T that coincide
with f on S exists.
Theorem C.5. Let f be a partial measure on a subset
S of a Boolean algebra B; then a measure µ on B that
coincide with f on S exists.
We remark that Horn and Tarski’s notion of partial
measure has nothing to do with partial Boolean algebras,
in the Kochen-Specker or in our version, nor with partial
probability theories; even if H-T partial measures are de-
fined only on subsets, they satisfy conditions which imply
their extensibility to measures on the entire algebra. Our
approach is rather based on a comparison of the two no-
tions, with the result of transforming the H-T conditions
for H-T partial measures into extensibility conditions for
PPTs, in the case of PBAs which are embeddable in a
Boolean algebra.
Since the condition in Theorem C.5 is obviously also
necessary, the extensibility criterion provided by partial
measures is equivalent to the correlation polytope crite-
rion. In particular, this implies that inequalities derived
from the correlation polytope criterion (Proposition B.1)
are equivalent to those derived from condition (ii) of def-
inition C.2.
It should be also remarked that, while Pitowsky’s cor-
relation polytopes implicitly assume a free Boolean struc-
ture, Horn and Tarski’s extensibility criterion also applies
to non-free Boolean algebras and to more general subsets
with respect to those considered in Proposition B.1; in
principle, therefore, the H-T criterion also allows for a
direct analysis of extensions of states on a PBA in the
framework of projection algebra PPTs.
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