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ABSTRACT
Historically, statistical quality control has been applied
primarily in the manufacturing business.

In such applications

many benefits have resulted, often with large savings.
The application of statistical quality control to problem
of a non-manufacturing nature, or more specifically, to ac
counting and clerical problems, has lagged.

Until recently,

little attention has been paid to the broad field of opportunity
available in accounting procedures.
This dissertation explores the accounting procedures in
an attempt to determine the similarity of conditions and goals
between such procedures and manufacturing procedures, develops
the general theory of statistical quality control as could be
applied to accounting problems, and examines the possibilities
of making an application of such principles to an existing
problem.
Similar conditions and goals exist in accounting areas
and in manufacturing areas.

Generally stated, the goal of a

production process is to provide a quality product at a cost
which will enable a profit to be earned upon the sale of the
product.

The provision of a quality product implies that the

rate of defective product should be minimized to the rate in
herent within the process.

The cost of the product implies

that in the production costs will be included the cost of
_

viii

inspecting the product to determine which units are defective,
and the cost of reworking defective units.

Similarly, in ac

counting areas, the product (statements of accounts receivable,
balances of accounts in the ledgers, and inventory sheets)
should be provided at a cost which does not exceed the benefits
derived therefrom.

There would be a certain error rate which

is allowable, and the costs would include inspection (auditing)
and correction of errors disclosed by such inspection.
The methodology employed by auditors to verify the accounts
and the inventory offer many possibilities for improvement.
In some instances no sampling plan is utilized.

The auditors,

instead, verify 100 percent of the entries or balances.

In

other instances a sampling plan isifcillzed, which does not
meet the requirements of a scientific plan.

The use of sub

jective tests yields a wide range in the risks of inaccuracy
of work not sampled.

By employing scientific sampling plans,

auditors may reduce the amount of sampling needed to provide
a determined degree of accuracy.

In other cases, auditors may

acquire a greater degree of accuracy with the same amount of
sampling which had previously been carried out.
The practical problem which is analyzed is an Inventory
procedure used by a local Industrial organization.

This

company uses a perpetual Inventory procedure of maintaining
quantity records throughout the operating period.

Also

throughout the operating period, physical inventory is taken
to verify the accuracy of the perpetual records.

In the past

there has been a sizable rate of error shown in the perpetual
records upon physical examination. >of the material.
ix

The control

charts prepared in Chapter IV shov; that this error rate has been
declining throughout the last several months.
The conclusion reached is that accounting procedures pro
vide opportunities for the application of statistical quality
control, and that such applications will be limited only by
the individual's imagination and management's willingness to
have such applications made.

x

CHAPTER I
INTRODUCTION
Statement of General Problem.
Today, in a business organization the function of ac
counting is well established.

This function may be described

as "the recording of business transactions, the construction
of financial reports, and in certain caseB the interpretation
of those reports."1

In order to insure accurate recording

of the transactions, better construction of the financial
reports, and thereby, more accurate and more adequate in
terpretation of the reports, a system of auditing is utilized.
"Auditing is the systematic and scientific exami
nation and verification of the accounting records,
vouchers, and other financial and legal records
and documents of a private or public business
organization, performed for the purposes (1) of
ascertaining the accuracy and integrity of the
accounting, (2) of fairly presenting the financial
condition at a given date and the results of
operations for a period ending on that date, both
on the basis of consistency and conformity with
accepted accounting principles, and (3 ) of render
ing an expert and Impartial opinion on the statements
submitted."2
The system of auditing in use in a particular business
organization may be one of three types:

^A. W. Holmes, Auditing Principles and Procedure
(Chicago: Richard D. Irwin, Inc., 1946), p. 2 .
2Ibid., p. 1.

1

(1) External audits conducted by hired professional
public auditors.
(2) Internal audits conducted by regular employees
of the organization.
(3) External and internal audits utilized as com
plementary functions.
In most cases today, the third class is the one encountered.
The widespread use of both types of audits has been brought
about by the desire of management to maintain current control
within the organization (primarily by internal audits), as
well as by requirements of governmental agencies, such as
the Securities and Exchange Commission, which requires state
ments to be certified by an independent group of certified
public accountants (external audits.)
The internal auditing system comprises such terms as
"internal auditing" and "Internal check."
"Internal auditing is the independent appraisal
activity within an organization for the review of
the accounting, financial, and other operations
as a basis for protective and constructive service
to management. It is a type of control which
functions by measuring and evaluating the ef
fectiveness of other types of control. It deals
primarily with accounting and financial matters
but it may also deal properly with matters of an
operating nature."3
"Internal check refers to the methods and practices
whereby the accounting forms and records, and the
procedures effecting their uses are operated in such

3yictor Z. Brink and Bradforra Cadmus, editors, Internal
Auditing in Industry. (New York: The Institute of Internal
”
Auditors ,“ 1 9 5 0 ) P • 7 •

7

3
a manner that the maximum utilization is. made of
them along the lines of information, protection,
and control."4
Thus it is indicated that "internal auditing" and "in
ternal check" developed primarily because of the desire for
more definite control of the business operations as well as
for detection and prevention of errors and inefficiency, which
are so likely to enter into a large business or g anization. 5
It was pointed out above that the internal audits and
the external audits are more or less complementary in nature.
If the external auditors are convinced that an adequate system
of internal check exists within a given business organization,
less work remains to be done by them.

Checking of the original

recording of the transactions is then less extensive than is
the case if an adequate system of internal audithg is not
maintained.
The question which then arises is "when is the system of
internal auditing adequate?"

The answer to .this question

would entail the Idea of adequate information being provided
at a reasonable cost.

Since auditing is a function of the

accounting system and since accounting is recognized as a
"tool of management," the auditing system would not be carried
out unless the benefits provided outweigh the costs involved.
In any phase of business operation, possibilities for

^James M. Owen, Internal Check (M. B. A. thesis,
Louisiana State University,
, pp. 5-6.
5 Ibid., p. 4.

4
improvement accompany general progress and development. That
the need for improvement in Internal check is necessary is in
dicated by the following:
"If business is to become more efficient and develop
more fully, wider application of the principles of
internal check will be necessary; and as develop
ment comes, new problems will arise which will need
to be solved, at least to some extent by internal
check, before further development is possible.
It is on its ability to meet and solve these new
problems that the future importance of internal
check depends."°
There are many Instances today in which samples are used
’ in both internal auditing and external auditing.

Rather than

spend .unnecessary time and money on complete verification of
a section of the accounting records, the auditors examine
only a part, and draw their conclusions from the sample.

The

basis for this thesis is that sampling plans utiDlzed today
by auditors, whether external or internal, do not fulfill the
purpose of auditing which includes "the scientific examination
and verification of the accounting records."

This thesis is

concerned with the development of a scientific plan whereby
the internal control can be made more accurate,and more adequate,
with no great additional cost.

If improvement is made on the

Internal level, that improvement will be available to the
external auditors, and thereby the cost of external audits
should be lowered, which in the long run will develop into
more efficiency in the entire organization, and a greater
profit for the company.

6Ibld., p. 93.

5
The contention that external and internal auditing is not
what it should be today is supported by the following:
"It is readily admitted by many auditors that there
are no established standards or rules available to
guide them in the selection of the items which they
test during the course of their auditing procedure.
Rather have they developed their own rules of practice
as to sampling methods and then continued to apply
them, often without any supporting basis in any of the
well-established rules of sampling."7
"At present, auditors consider the nature of the
errors found and subjectively consider the prob
ability that others may exist in the unexamined
section of the entries. The use of statistical
Inference will make this probability computation
explicit and permit the establishment of une
quivocal auditing standards with respect to the
extent of sampling."°
The following discussion summarizes the general problem
which forms the basis of this thesis.

The auditing function

today is not being executed on as efficient a basis as is
possible.

The difficulty lies primarily in the area of

sampling.

Two troubles may be itemized:

the examination of

100 per cent of the entries or items when such is not neces
sary for adequate control, and the use of subjective sampling,
which in most instances is not as efficient as objective
sampling.

The theory developed in this thesis is primarily

applicable to the function of the internal auditor, although
many of the principles and procedures are readily adaptable

7jerome Abrams, "Sampling Theory Applied to the TestAudit," New York Certified Public Accountant, XVII, (October,
19^7), .OT?7
®L. L. Vance, Scientific Method for Auditing (Berkeley:
University of California Press, 1 9 5 0 ) , p. 13.

to the function of the external auditor.

The contention is

that if adequate statistical control can be maintained within
the organization itself, external auditors will have much
less checking and verification to do.

If they incorporate

the principles and procedures of objective or scientific
sampling, the entire auditing function will be carried out
on a much more efficient basis than previously had been the
case. This point of view has been expressed by one writer in
the field as follows:
"The auditor's best assurance that the clerical
accuracy of the accounting records is reasonably
satisfactory after his examination is that sta
tistical control over clerical accuracy was
exercised in the first place. He should, there
fore, encourage wherever possible, the use of
statistical techniques to control accuracy as
clerical work is done."°
Proposed Procedure.
The purpose of this thesis is to apply the principles
and techniques of statistical quality control to problems
of a non-manufacturing nature.

In making this application

the end result is the improvement in adequacy and accuracy
of information obtained from the accounting records, with
resultant improvement in overall company efficiency.
Areas in which quality control problems exist in business
today are in work areas such as "filing, invoicing, budget
ing, letter writing, inventories, customer complaints,

9«John Neter, "Some Applications of Statistics for
Auditing," Journal of American Statistical Association,
XLVII, (March, 195277 H T
:
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accounting, and personnel data."10

The problems to be at

tacked in this paper are in the general area of accounting,
such as improvement in the quality of work concerning ac
counts receivable, sales tickets, inventory procedure, and
the like.

Functions such as these offer splendid oppor

tunities for application of techniques like statistical
quality control for two basic reasons.

First of all, a

repetitive operation is involved, which is necessary for the
application of statistical quality control.11

Secondly,

and more importantly from a cost viewpoint, is that, unlike
an application in the manufacturing part of an organization,
the application to problems involving general business ad
ministration offers an Inexpensive and powerful psychologi
cal approach.

Application requires no costly interruption

of production, treads on few toes, invites fewer organiza
tional upheavals, and by proving its worth in one area of
application, opens the way logically to many others.3-2
Meaning of Quality Control.
To be able to apply statistical quality control techniques

10D. L. Lobslnger, "Some Administrative Aspects of
Statistical Quality Control," Industrial Quality Control,
X (May, 1954), 24.
11J. M. Ballowe, "Statistical Quality Control of
Clerical and Manual Operations," an address presented at
the Fifth Midwest Conference, American Society for Quality
Control, June 1 and 2, 1950.
•^w. B. Rice, "Quality Control Applied to Business
Administration," Journal of American Statistical Association,
XXXVIII (June, 194'3), 232"

to problems of a non-manufacturing nature, it is important,
first of all, to examine the applications which have been
made.

The first applications were found in the industrial

field, or as generally stated, in "the nut and bolt business."
What, then, is quality?
control?

What is control?

What is quality

And what is statistical quality control?

As in any

problem, one of the first steps should be the defining of
terms to be utilized.
The word "quality" is given a specific meaning in this
technical terminology.

The basic idea underlying quality

control is that the quality refers much more to the process
than to the product itself.

As one writer aptly expresses

it, "If a process is capable of meeting the specifications
of management, with the economy necessary for maintaining
acceptable costs, then the quality of the process is good."13
Thus we see that the idea of quality entails two separate
viewpoints - first, that of management's specifications, which
in effect are dictated to some extent by the consumers, and
second, that of the cost aspect, under which the cost of
maintaining the process quality should obviously not exceed
the proceeds which will be forthcoming upon sale of the product.
As ordinarily applied in business situations, "control
implies a procedure by which Management can accumulate and
Interpret the facts necessary for determining whether or not

l^w. B. Rice. "Statistical Quality Control, What It
Is and What It Does," Industrial Quality Control, II (January,
1946), 7. ■
■“
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business activities are proceeding according to a plan."1^
The application of "control" to the problem at hand would be
only one specific usage of the term, which could also apply
to such things as "controlling" inventories, "controlling"
personnel, and so forth.
What, then, do we mean by the combination of the two
words?
used?

In what sense is the term "quality control" to be
By combining the specific meanings indicated in the dis

cussion above, we would arrive at the following:

a procedure

by which management can accumulate and interpret the facts
necessary for determining whether or not the process is pro
ceeding according to a plan.
The nature of quality control in the business organiza
tion today might be stated as "a method of measuring the
quality of a factory's output against standards that are
determined by a consideration of all the factors.nl5
factors are implied by this statement?

What

They would be all

factors entering into the operation of a business, such as
the availability of raw materials, workers, and machines,
the skill of the workmen, engineering design, the capabilities
of the process, the requirements of the sales department, and
the requirements of management in co-ordinating all factors.
In short, the fundamental basis of the.whole procedure would

l2|Rice, op . clt., II, 6 .
•^w. B. Rice, Control Charts for Factory Management
(New York: John Wiley and Son,' 19^7) > p. 1.

10
be to "produce a maximum profit for the business organization
as a

whole.

The factors themselves would and should be

subject to changes in order to reach the general profit ob
jective.

Economy could be improved in several ways, such as

improving the process itself, improving inspection methods,
changing the design, or changing the consumer's idea of what
he wants.17
To sum up the nature of quality control in the business
organization today, it might be stated that "quality control
can perhaps better be called profit control.
After reading the material presented so far, the layman
would probably have the conception that quality control is
"inspected" into the product, by having, at the end of the
process, an inspector, whose function is to pick out the
defective units of product.

The conception of quality control

as applied in business today is predicated on the idea that
quality cannot be "Inspected" into the product.

One of the

fundamentals is that the trouble should be prevented.
writer in the field states this as follows:

One

"The trouble -

whether it be illness, fire, crime, or defective industrial
product quality - should be prevented rather than corrected

^Rlce, "Statistical Quality Control, What It Is and
What It Does," p. 6 .
•^Rice, Control Chartb for Factory Management, p. 6 .
^^Rice, "Statistical Quality Control, What It Is and
What It Does," p. 8 .

after it has oc c u r r e d . " 19

Assuming that we have quality raw

material with which to start, the "building" of quality must
start with the workmen themselves.

As one writer has indicated,

one of the best places to institute quality control is in the
indoctrination of the new worker.

When he is hired, it is

extremely important to convince him that he is an integral
part of the business organization, that since the consumer
will pay his salary, he (the employee) should strive to produce
full satisfaction for the consumer, and that this can be done
only through strict adherence to specifications, which in turn
are a fundamental part of quality control.20

Old workers are

encouraged to produce at an Increased rate, but only through
the more efficient use of their abilities, not through the
sacrifice of quality for quantity's sake.21
Some indication should be given as to the general steps
necessary in the adoption of such a plan.

W. B. Rice, one of

the early writers in the field of statistical quality control,
has indicated that there are three general steps to be insti
tuted.

First of all, basic facts, which must be not only

accurate, but adequate, are gathered, analyzed, and interpreted.

^ A . V. Feigenbaum, Quality Control; Principles.
Practice, and Administration (First Edition; New York:
McGraw-Hill Book Company, 1951), p . 28.
20E. H. Robinson, "Building Morale through Quality
Control," Industrial Quality Control, VIII (May, 1952), 63 .
21W. E. Deming and L. Geoffrey, "On Sampling Inspection
in the Processing of Census Returns," Journal of the American
Statistical Association. XXXVI (September, I94T7, 353.
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Secondly, from the facts and the conclusions drawn therefrom,
management should set standards of quality for the outgoing
product.

Finally, there must be set up a control procedure

to insure that operations are being conducted at the desired
level, and that significant variations from this level are
corrected promptly.22

It will be seen in the latter part of

Chapter I, that these steps have actually been used in in
dustrial statistical quality control.
Meaning of "Statistical11 in Statistical Quality Control.
As Indicated in the preceding section, "quality control"
in essence is a system designed to improve and maintain quality
in a production process with the end result of affording the
entire organization a profit.

In what sense does the addition

of the adjective "statistical" quality or supplement this
definition?

E. L. Grant, one of the pioneers in publications

on statistical quality control, indicates that the usage of
the adjective "statistical" implies that the method is based
to a large extent on the law of large numbers and the mathe
matical theory of probability.23

The term "statistical quality

control" would then entail "the application of statistical
methods as a scientific technique for collecting and analyzing
the data, for setting the standards, and for maintaining

22Rice, "Statistical Quality Control, What It Is and
What It Does," p. 6 .
2^E. l. Grant, Statistical Quality,Control (firsr edi
tion; New York: McGraw-riill fiook Company, l'9'4b)' p. 15.

!3
adherence to the standards.
The concept of the statistical quality control viewpoint
is summed up by Grant as follows:
"Measured quality of manufactured product is always
subject to a certain amount of variation as a result
of chance. Some stable 'system of chance causes'
is inherent in any particular scheme of production
and inspection. Variation within this stable pattern
is inevitable. The reasons for variation outside
this stable pattern may be discovered and corrected."25
The implications of this summarization are twofold; first, there
is the phenomenon of inherent variation in any process; second,
perfection (in the sense of no variation) is an impossibility.
If we consider the two together some new light is cast on the
idea of a "standard" of production.

"By coupling these two

concepts it becomes apparent to management that a standard
is pretty well fashioned by the process itself, after all as
signable causes of defection are removed.

It is not something

to be imposed arbitrarily by personal will."26
Earlier in this section the term "probability" was used
in connection with the explanation of the meaning of "statisttlcal" quality control. More correctly the term should have
been "probability statistics."

Exactly how does this term

enter the problem?
"Probability statistics helps build quality into an
object because it builds quality into data, quality

2^Rice, Control Charts for Factory Management, pp. 2-3.
25Grant, og. clt., p. 3.
2&D. L. Lobsinger, og. cit., p. 24.
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into decisions, and quality into performance. It
does this by substituting probability sampling for
judgment sampling, by controlling biased error in
stead of ignoring it, by using efficient methods of
estimation instead of off-the-cuff methods, by em
ploying design of experiments Instead of traditional
practices, by using effective methods of interpreta
tion instead of rule-of-thumb, by designing the en
tire inquiry instead of doing each part in isolation
from the rest. This is why probability statistics
is such a powerful and versatile science when ap
plied to the problems of research and management."27
In other word3 , probability statistics, when utilized through
some statistical quality control plan, will inject an objec
tivity into the sampling program, which previously had not
existed, or where sampling was used, will eliminate the sub
jective quality of such previous plans.
In general there are three steps in a statistical quality
control program.

First of all, there is the specification of

what is wanted; secondly, the production of things to satisfy
the specifications; and thirdly, the inspection of the things
produced to see if they meet specifications.2$

Statistical

methodology, in each of these steps, can play an important
part in attaining relative uniformity in quality of manufactured
product.

In the first step, statistical methodology yields a

concept of a statistical state constituting a limit to which
one may hope to go in improving the uniformity of quality;
in the second step, as an operation or technique of attaining

27a. c. Rosander, "Probability Statistics Applied to
Tax Retursn," Industrial Quality Control, IX (May, 1953)> 46.
28w. A. Shewhart, Statistical Method from the Viewpoint
of Quality Control (Washington; Graduate School, Department
oT Agriculture, 1939), p . 1.

15
uniformity; and in the third step, as a judgment.29
Finally, there should be a statement of the main objectives
of statistical analysis in quality control.

These have been

summarized very well by Juran.
"(l) To observe and appraise the quality of finished
product and to discover the extent of failures to
conform to specification.
(2) To trace failures in the finished product to the
raw material or process by which the product is
made.
(3) To provide means of keeping manufacturing pro
cesses under control, to give warning of any changes
from their ordinary patterns of fluctuation, and
to aid in identifying the causes of such changes.
(4) To judge between available processes or means for
reducing variations in quality.
(5) To compare the available methods of measuring
quality characteristics so that they may be estimated
as accurately and inexpensively as possible."30
The central point of argument in favor of the use of sta
tistical quality control made so far has been the substitution
of objective tests of measurement and sampling for the moreextensively used subjective tests.

This objectivity is the

primary contribution on the part of statistical quality con
trol, and has been recognized by those persons who have had
the foresight and willingness to apply it.

"Where production

and service processes are concerned, statistical quality con
trol has done more to clear haziness and Indecision from the
minds of management than any other technique, developed in the
past century."31

29ibid.
3°J. M. Juran, Quality Control Handbook (first edi
tion; New York: McGraw-Hill Book Company, l£)5l)t P . 356.
S^-Lobsinger, op. cit., p. 20.
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History of Statistical Quality Control.
Before beginning the actual history of development of
statistical quality control, it would be advisable to make
mention of the changing philosophy of statistics which served
as the groundwork for statistical quality control.

Prior to

the early 1920's most statistical thought was associated
with averages, or measures of central tendency.

Little

attention was paid to variation, or dispersion, as such.
the early
tion,

In

1920's attention was drawn to this matter of varia

and as the fundamentals of statistical quality control

developed, variation became the matter of prime concern.

This

changing philosophy of statistics has been described by R. A.
Fisher as follows:
"To speak of statistics as the study of variation
also serves to emphasize the contrast between the
aims of modern statisticians and those of their
predecessors. For until comparatively recent
times, the vast majority of workers in this field
appear to have had no other aim than to ascertain
aggregate, or average, values. The variation
itself was not an object of study, but was
recognized rather as a troublesome circumstance
which detracted from the value of the average.
. . . Yet, from the modern point of view, the
study of the causes of variation of any variable
phenomenon, from the yield of wheat to the in
tellect of man, should be begun by the examina
tion and measurement of the variation which presents
itself. ^
From the above quotation it may readily be seen that the modern
treatment of variation, that is primary consideration, is new,
but variation itself 1b not new.

On the other hand, it has

32r , a . Fisher, Statistical Methods for Research
Workers, (second edition; London; Oliver and Boyd, l92ts),
«pp- 3-4.
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existed from the beginnings of time. The changing philosophy
of statistics, then, regards the treatment of variation.

This

change "promoted" the concept of variation from a necessary
evil, about which and from which little could be determined,
to the most important factor, which serves as the basis of
the entire field of statistical quality control.
The history of statistical quality control may, for
convenience, be divided into four periods:
(1) Antecedents - the period before 1924.
(2) The first five years - contributions of
Shewhart and his associates, 1924 - 1928.
(3) Extension and development through the war
period - 1929 - 1945.
(4) The present and future - 1945 on. 33
The most fruitful use of any statistical method in the
search for production uniformity, prior to 1924, is found in
the work of Karl Daeves, who referred to his work as "average
values based on data obtained from a large number of observa
tions."

Daeves1 work was purely of an elementary nature, at

least as far as the modern field of statistical quality con
trol is concerned.

It should be emphasized that prior to 1924,

any attempt to recognize variation as the keynote of statis
tical problems in industry, was strictly a minority viewpoint.

33s. B. Littauer, "The Development of Statistical
Quality Control In the United States,1' The American Statistician.
IV (December, 1950), 14. Other material in this section is
also taken from this source, except as noted to the contrary.

The first usages of statistical methods in quality control
were during the second and third decades of the twentieth
century.

The pioneer in America was W. A. Shewhart of the

Bell Telephone Laboratories.3^

The development of this new

technique was not an overnight process, since in any case
where change is contemplated, opposition is extremely great.
In this particular case opposition was even greater because
of the statistical nature of the change.

People, in general,

in those days, as well as today, were wary of statistical de
vices until such were proved.

In spite of this opposition,

the interest in statistical quality control developed at a
fairly rapid pace because of two important factors. . First of
all, there was the rapid growth in standardization, in which
statistical quality control can play an Important part, as
will be seen in the latter part of Chapter I.

Secondly, as

has been indicated, there was a radical change in ideology
shortly after 1900.

This change was from the idea of exact

ness of science to the idea of probability and statistical
concepts which began to be found to some extent in most fields
in the early 1900's.35
The principal notions conceived by Shewhart remained to
be proved and validated, and this was done by extensive test
ing programs carried on by the staffs of both the Bell Telephone

3^Felgenbaum, o£. cit., pp. 12-13.
35shewhart, Statistical Method from the Viewpoint of
Quality Control, p.

W.
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Laboratories and the Western Electric Company over a number
of years following this inception stage.
During the beginning of the third stage of development
of statistical quality control, outward signs of progress
were few.

There were not many publications, little industrial

activity, and little activity in the educational field.
However, an extremely important development was beginning
during this period in the armed services.

General L. E.

Simon made important contributions to the practical aspects
of quality control, and was instrumental in getting the armed
forces to promote nationwide use of statistical control,
which was of material assistance to the armament and procure
ment program.

In addition, during the 1930's, there was the

beginning of the organization of professional and industrial
groupB interested in the furtherance of statistical quality
control.

By 19^0 the tempo of activity was stepped up con

siderably as a result of these organizations.

The years 19^0

1945 saw a tremendous increase in publications, practical
applications, and educational developments, all of which can .
be directly attributed to the groundwork laid in the fourth
decade of the twentieth century.

All of these developments

gave testimony to the establishment of the field as a working
scientific methodology.
In the years following 19^5* the best Indication of the
development of statistical quality control is the widespread
application of the methodology in the industrial society.

One
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of the typical applications will be illustrated in the latter
part of Chapter I, and others in Chapter II.

These applica

tions will illustrate the point that the basic concepts de
veloped by Shewhart as a philosophical conception of scientific
method in answer to a particular industrial problem have mush
roomed into a working discipline which is now an integral part
of our culture.36
Examples of Industrial Uses of Statistical Quality Control to
Date.
Before discussing a specific application of statistical
quality control in manufacturing operations, it would be well
to point out where statistical quality control can be applied,
what it should be able to do, what the tools are, and the
general reasons for its success.
L. W. Smith, writing on the subject of statistical cost
analysis, has mentioned the following characteristics neces
sary for such analysis, which, in effect, requires charac
teristics which are similar to those under which statistical
quality control may be applied:
"(1) An operation must be repeated a number of
times.
(2) An operation should be independent of other
operations as far as possible.

36s. B. Llttauer, "The Development of Statistical Quality
Control in the United States (concluded)," The American
Statistician, V (February, 1951)> 17*
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(3) An operation should be a functional unit.

That

is, it should have only one purpose.
(4) An operation should have only a few major factors
which affect its c o s t s . "37
In other words, the operation should be a repetitive, independent,
functional operation, affected by as few factors as possible.
These conditions would be the ideal circumstances for the ap
plication of statistical quality control.
Assuming that such a set of circumstances has been found,
what is likely to be the state of affairs before instituting
statistical quality control?

What is lacking that should be

provided by quality control?

Of course, as has been indicated

previously, there would be variation inherent in the operation.
Quality control, statistical or otherwise, could not remove
this variation, although it is possible, as will be seen in
the following example,, that the variation may be reduced.
This brings up the second point, that usually a state of
"control" is not present; or in other words, there is present
some assignable cause of variation.

The third point is that

a state of control must be established at a satisfactory level
before efficiency of the operation can be maximized.38
Specifically, statistical quality control should do the
following:

37l . W. Smith, "An Introduction to Statistical Cost
Control," Bulletins of the National Association of Cost
Accountants, XXXIV (‘
December, 1052), 512-3.
S^Rice, Control Charts in Factory Management, pp. 12-5.
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(1) Indicate the presence of assignable causes of
variation.
(2) Indicate such causes in a way as to facilitate
the identification of such causes.
(3) Be as simple as possible.
(4) Be such that the chance of looking for assignable
causes when they are not present is rather
remote.39
The keynote of the desirable features of statistical quality
control as indicated above seems to be the concept of "assign
able causes of variation." The logical question which would
arise is "Exactly what is an assignable cause of variation?"
Shewhart states that "an assignable cause of variation, as
this term is used in quality control work, is one that can be
found by experiment without costing more than it is worth to
find it.l|i+0

Perhaps a more explicit statement of this is:

".. . these are
table to

relatively large variations that are attribu

special causes.

For the most part, assignable causes

consist of:
(1) Differences among machines
(2) Differences among workers
(3) Differences among materials
(4) Differences in each of these factors over time

39shewhart, Statistical Method from the Viewpoint of
Quality Control, p. ^ T .
^°Ibid.
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(5) Differences in their relationships to one
another."^1
Specifically, the following advantages of the use of
control

c h a r t s ,

^2

^

important part in any scheme of statis

tical quality control, are pointed out:
(1) They provide an objective method of finding
out about the process variation.
(2) They provide a uniform method of deciding
when something is wrong.
(3) They give prompt warnings in case of trouble.
(4) They tend to bring about realistic tolerance
limits.^
All of these specific points center around the determination
of the natural tolerances or variation of the process Itself.
It must be realized at the outset that there will be variation
inherent in the process.

There is little or nothing which

can be done about this particular segment.

However, if there

is additional variation being injected into the process because

^ A . J. Duncan, Quality Control and Industrial Statis
tics (Chicago: Richard D. Irwin, inc., 1952), p. 243.
^2A control chart is a statistical device used for the
study and control of repetitive processes. It may serve, first,
to define the goal or standard for a process that the management
might strive to attain; second, it may be used as an Instrument
for attaining that goal; and third, it may serve as a means of
judging whether the goal has been reached.
^Howard L. Jones, "Some Problems in Sampling Account
ing Records," an address presented at the meeting of the State
University of Iowa Section, American Society for Quality Con
trol, February 9, 1951.

of things such as faulty workmanship, faulty machine setting,
and so forth, statistical quality control can point out that
something is wrong, and can give important clues as to where
the trouble cam be located.

It should be emphasized, however,

that the quality control system itself cannot specifically
point out the trouble spots.

This problem must be left to

the supervisor or foreman to be worked out according to the
information given by the quality control system plus his own
knowledge of the process, the workmen, and machines.

The

major virtue of the use of control charts, then, is to in
dicate within reasonably satisfactory limits when to hunt for
assignable causes of variation.

The system itself, like a

human being, is not infallible.

There will be times when the

supervisor will be looking for trouble that does not exist.
Again, there will be times when trouble is present, and there
is no indication of it by the control chart.

However, a

properly devised system will strike sin economic balance between
these two kinds of mistakes, looking for trouble that does not
exist, and neglecting to look for trouble that does exist.^
For purposes of classification, there are four tools of
statistical quality control:
(1) The control chart for measurable quality charac
teristics.
(2) The control chart for fraction defective.

^ W . E. Deming, "A View of the Statistical Method,"
The Accounting Review, XIX (July, 19^*0 > 256.
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(3) The control chart for number of defects per
unit.
(4) The portion of sampling theory which deals
with the quality assurance given by a specific
sampling acceptance procedure.^5
In addition to these tools, analyses such as correlations and
analysis of variance are used in some types of quality control
work.

The second of these tools will be illustrated by the

example in the following section.

The second and fourth tools

will be used to develop the theory of this thesis.

It is not

the purpose of this thesis to exhaust the field of applications
in industrial problems, yet some mention of what has been done
is necessary for the development of the theory and application
to the field of clerical and accounting problems.
In spite of the intricacies of the foregoing material,
the basic reason for much of the success of statistical
quality control can be summarized quite simply.
you MOREJ

"It tells

It provides more information about operating

processes than previously was available through other means."^
Example. Use of Control Chart for Fraction Defective.^7
Facts of the Case.
A certain electronic device was subject to 100 per cent

^Grant, o£. cit., p. 5.
^Lobslnger, op . cit., p. 21.
^ T h e following example, while not quoted, is taken
in essence from Grant, o£. cit., pp. 33-8*
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final inspection.

Prior to the use of statistical quality

control, the ratio of rejected devices to total devices pro
duced was 0.315.

In other words, of the total production,

31.5 per cent was defective.
Application of Statistical Quality Control.
A daily record was maintained on production and defectives
for a period of four and one-half months.

During this period,

the central or average value of defectives was set originally
at 31.5 per cent, then revised to 26.5 per cent, and finally
revised to 15.7 per cent.

These revisions were dependent

on results shown by recent data.

Early in the program it was

discovered that excessive defectives were caused by inadequate
training of operators on a certain technique.

This trouble

was corrected, with the obvious improvement indicated above.
Later in the program, changes were made in production
methods, which previously had not been sufficiently efficient
to enable the product to pass a performance test.
Comments.
First of all, the percentage of rejections was reduced
by slightly more than 50 per cent (from 31.5 per cent to
15.7 per cent).

Obviously, such a reduction would have a

tremendous effect on production costs.
Secondly, the necessary charts were started with no change
in inspection procedures or records.

The plotting on the chart

consisted of the percent defective found in the Inspection of
each day’s production.
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Thirdly, it was pointed out that the charts could be ap
plied with less than 100 per cent inspection.
Fourthly, the benefits derived from this original study
were later applied to the new designing of a similar product.
Conclusions.
As evident from the example cited above, "the leverage
effect of an ounce of quality control in the pound of in
dustrial effort

iS tremendous.

Nevertheless, it is true

that the use of statistical quality control has not become as
widespread as would be economically advisable.

It is entirely

possible that as competition and precision become more
stringent, whether in peace or in war, the requirements for
the statistical method will increase proportionately.

The

explanation of the limited use of statistical quality control
lies in its "complexity" in the eyes of the general public.
"That's fine for his business, but not for mine" is a typical
comment.

Another quotation which has come up is "That's all well

and good, but it would not be suited to our business, because
we make our product right in the first place."

In spite of

these attitudes, once the statistical method makes its im
pression within a given business, the only difficulty from
then on 1 b in finding enough time for the statistician t o ■
satisfy the crowding and increasing requests and demands of

E. Simon, "On the Initiation of Statistical
Methods for Quality Control in Industry," Journal of the
American Statistical Association, XXXVI (March, 19^), £3.
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management for more and more of his technique.^9
What specific benefits may be expected from the adoption
of such a statistical procedure?

Some benefits would be found

in a particular case, other benefits in some other case, but
in general, the following have been suggested as possibilities:
(1) Reduction in scrap work and faulty parts.
(2) Increase in "quality-mindedness" of operators
themselves.
(3) Greater quantity of improved quality material.
(4) Inspection becomes more scientific.50
(5) Prediction of impending trouble.
(6) Reduction in cost of inspection.
(7) Narrowing of tolerances as

specified.51

(8) Authentic record of the quality of product.52
From the foregoing, the uninformed reader might assume that
this methodology might be applied in any situation whatsoever,
with no regard for the results.

Like any other "tool of re

search, " such as a cost accounting system or a time-and-motion
study, this methodology would be applied only where the benefits

49Ibld., p. 57.
5°A. S. Wharton, Quality Through Statistics (second
edition; London: Phillips Lamps,” 195577 p. l6.
“
^American Standards Association, Control Chart Method
of Controlling Quality During Production (New York": American
"Standards Association, 1942?)7 p. t>.
52simon, »on the Initiation of Statistical Methods for
^Quality Control in Industry," p. 56.

outweigh the costs. The feasibility of statistical quality
control would have to be determined over a relatively long
period of time, since the original cost, in some cases, might
be in excess of the immediate benefits.

"Unless the results

of Quality Control serve as a guide toward profitable improve
ments in quality, design, methods, or cost, the expense of
using it is money thrown away."53

53c. W. Kennedy. Quality Control Methods (New York:
Prentlce-Hall, Inc., 1948/, p. 9.

CHAPTER II
APPLICATION OP STATISTICAL QUALITY CONTROL
TO NON-MANUFACTURING WORK
Similarity of Problems of Quality Control in Non-Manufactur
ing Work to Problems in Industry.
In Chapter I, it was pointed out that the purpose of
this thesis is to state the theory of statistical quality
control as applied to problems of a non-manufacturing nature,
and also to make a specific application of such theory to
existing problems.

Since most of the applications have been

made in the factory, it is necessary first of all to examine
the similarities which are found between problems in the
office and problems in the factory.

If sufficient similarity

can be discovered, then there is the possibility of adapting
much of the technique previously applied in the factory, to
the office procedure, together with many of the benefits found
to accrue through factory application.
It is only natural that the first applications of statis
tical quality control would be made under manufacturing con
ditions, since such conditions represent the birth of the
product.

It is possible to extend this concept to work done

anywhere in the entire organization.

Whereas the first ap

plications were made in the realm of direct material and
direct labor costs, undoubtedly there are possibilities in
30
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the realm of overhead cost, as well as in administrative and
selling costs.

With this in mind, the next step is to point

up general and specific similarities of conditions in the
office and in the factory.
The fact that few applications of statistical quality
control in the office have been made is occasioned by two
elements.

First, as mentioned above, prime consideration

has always been given to the manufacturing phase of a business.
Second, the retardation has been furthered because of the
viewpoint that some types of office work are generally not
suited to such control devices.

One point made in support of

such a contention is that it is extremely difficult to de
termine whether or not a typed letter is satisfactory, and
because of that, quality control would not be feasible.1
The contention of Inapplicability of statistical quality
control, however, is not true of all office work.

Obviously,

work such as extensions on accounts receivable ledgers and
on inventory sheets, to mention only two, offer possibilities
for quality control.

As one writer has indicated, "quality

control in the office generally means accuracy control."2
Other writers in the field have maintained that there are

1B. B. Murdock, "Some Aspects of Quality Control as
Applied to Clerical Operations," Industrial Quality Control,
VII (May, 1951), 39.
“
—
2R. B. Shartle, "How Scientific Sampling Controls
Accuracy in Invoicing, 1 Journal of Accountancy, XCIV (August,
1952), 167.
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strong possibilities for cost-saving by statistical quality
control in office procedures. These opinions are evidenced
by the following quotations.
"Quality control is a modern statistical method
which is used widely and successfully in the factory
but very little in the financial aspects of business
administration. It tells, from analysis of current
figures, whether the data are homogeneous, that is,
•in control.' But it goes further than that. It
gives a warning signal when something has gone
wrong, when control is lost, or when the nature of
the universe changes. Its application to either
manufacturing or office problems should, in prin
ciple, be equally valid. The writer's experience
in both fields indicates that it is."3
"It would seem important for industry in general
to recognize that besides the notable progress
achieved with statistical quality control in the
technical spheres of the laboratory, factory, and
machine shop, there yet remains the lucrative but
lightly explored administrative areas which
characterize most businesses of any size. Piling,
Invoicing, budgeting, letter writing, inventories,
customer complaints, accounting, personnel data these and many other phases of 'carrying on the
•business' are not too unlike the reservation detail
described above.^ In many cases, moreover, they
are crying for an improved method of analysis.
. . . This writer strongly believes that once the
movement is fully underway, success with adminis
trative applications of statistical quality control
will equal or exceed those in the technical branches
of production. Additional gains will be limited
only by the degree of imagination and effort."5
Prom the above, it is evident that these men believe that there

3w. B. Rice, "Statistical Uses of Accounting Data,"
The Accounting Review, XIX (July, 1944), 262.
^This reference to the reservation detail will be
explained in the latter section of this chapter, under
specific applications of statistical quality control to
office problems.
^Lobslnger, oj>. cit., p. 24.
/
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are definite possibilities for application of statistical
quality control in the office.
Now that the general similarity of the problems has been
Indicated, some specific factors should be mentioned to make
the case more concrete.

These factors have been summarized

in the following manner:
Similarities Between Machine Operations And
Human Operations
Machine Operations

Human Operations

Scrap (or rework)

Throwbacks (for correction)

Repetition of defective parts

Repetition of same type
of error

Specifications

Goals

Major and minor defects

Errors affecting and errors
not affecting the customer1

It will be noticed from this presentation that the major con
cepts underlying the application of statistical quality control
in connection with machine operations have parallel concepts
in connection with human operations, i.e., office procedures.
For example, if excessive scrap or rework slows down production
and adds to production costs, obviously similar increased
costs will result from throwbacks of office forms and reports
which are erroneously filled out or computed.

If statistical

quality control, through its ability to indicate the general

6«J. M. Ballowe, "How Will Quality Control Reduce
Costs?", Developments in Production and Management Engineer
ing, printed by the American Management Association, 1^45,
p. 29.
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area of error possibility in machine work, cam work to lower
scrap and rework, and thereby reduce costs of production, the
same thing may be applied in the office in the detection and
prevention of errors by one individual or a group of individuals,
with resultant improved work and lower office costs.

In the

example cited in Chapter I, it was pointed out that statistical
quality control made a definite contribution in the area of
improving specifications.

In many cases of office procedure,

it is then possible to reduce the allowable error if a sta
tistical quality control system indicates that the natural
error tolerances of a procedure are less than those presently
deemed to be allowable.

Finally, in the plant, there is the

idea of major and minor defects.

In connection with acceptance

sampling as used under the Army Service Forces plan, the
classification below is set up.
"Critical defects required 100 per cent inspection
by army inspectors. They were defects that were
likely to result in injury to personnel using or
handling the material or in tactical defeat or
serious loss in combat.
Major defects were those likely to result in the
Tatlure of the article to function as intended
but not in danger to personnel or in loss of an
engagement.
Minor defects were those likely to cause the article
to function with reduced effectiveness or to inter
fere with subsequent assembly or repair.
Incidental defects were deviations from good workmanship or from specified requirements of the type
that would probably have no effect on the function
ing, assembly, use, Interchangeability, repair, or
life of an article."'

^Grant, jog. cit„

pp. 398-9*
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It seems likely then, that a similar classification of defects
could be derived with regard to office procedure.

It would be

possible to consider major defects as those affecting the
customer, and minor defects, those not affecting the customer.
In the case of accounts receivable, if an error is made in
computing the balance of John Smith's account, the error will
affect John Smith upon receipt of the statement of account
receivable.

On the other hand, if an error is made in cumulat

ing all the accounts receivable balances for balance sheet
purposes, the effect is on the company alone.
What, then, are the objectives of such a program of
statistical quality control?

Would they resemble the objec

tives of such a program adapted to the factory?

The follow

ing summary of objectives can be applied to either the office
or the factory.
"Among the objectives of a statistical quality
control program are:
(1) To lower costs by reducing waste of
labor and materials.
(2) To improve quality and make quality more
uniform.
(3) To increase production.
(4) To predict impending trouble.
(5) To set, and if necessary, adjust tolerances
or specifications.
(6) To improve employee morale.
(7) To improve customer-vendor relationships."°
Specifically, in the office, these objectives might be considered
in the following manner.

The reduction of waste of labor and

^Ballowe, "How Will Quality Control Reduce Costs?",
p. 26 .

materials, resulting in lower costs, would follow from a saving
of inspection time, of paperwork for redoing faulty work, and
of time spent by the worker in actually redoing the faulty
work.

The improvement of quality should result in the same

manner in the office as in the factory - i.e., the program
should make the employees "quality-conscious."

Increased

production would follow from the institution of adequate
training methods.

Also, the possibilities of greater ef

ficiency of work would result in increased production.

The

setting and adjusting of tolerances would come about as a
result of considerations of standards of performance and
recent data on the procedure, and would be very similar to
the illustration given in Chapter I.

The idea of improving

employee morale, while reasonably difficult at first, would
come about with the viewpoint that a bonus could be paid for
excellent work, and the idea that the entire scheme is open
and above board.

Correction would be made, not for the

purpose of chastising one or two employees, but for the purpose
of improving the work of an..entlre group or department. The
Improvement of customer-vendor relationships would result from
more accurate work with regard to statements sent to the
customers, and also from reduced costs to the customers through
savings in overhead.
Thus, it may be seen that the objectives of a statistical
quality control program in the office are much the same as a
similar program instituted in the factory.

Accordingly, many of
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the benefits pointed out in the first chapter as accruing in
the factory, may be expected in the office.
General Applicability to Non-Manufacturing Work.
As stated in the previous section of this chapter, there
are numerous objectives in the installation of a statistical
quality control program in the office.

In addition to the

ones stated there, the overall objectives are twofold:

first,

the providing of a management tool for the supervisory staff,
and second, the furnishing of top management with an inde
pendent appraisal of the work being done within the office
organization.9
There are three general areas in which an adaptation
of statistical quality control might be made in the office.
The areas in general are (1) the setting of norms and action
limits for clerical work, (2) the evaluation of sales and
territories, and (3) the budgetary and cost accounting records.10
The general area in which problems will be' studied in this
thesis is in the clerical area.

An attempt will be made to

describe the procedure used at present for verification of
the records, reasons why that procedure is inadequate from a
statistical and cost point of view, the revised procedure
based on statistical quality control, and the actual applica
tion of this revised procedure.

In making the adaptation, it

9Murdock, og. cit., p. 3910Rice, "Quality Control Applied to Business Adminis
tration," pp. 231-2.
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will be pointed out that there is an allowable error which may
be permitted in clerical work.

One of the principles to be

developed in Chapter IV works to reduce the allowable error in
some cases, if it is shown to exceed the natural error toler
ances of the procedure, to reduce the amount of inspection and
verification necessary to insure a certain quality of work,
and the reduction in actual errors committed if certain as
signable causes of variation can be identified and reduced,
or eliminated entirely.
There are many factors which bring about erroneous work
on the clerical level.

Many of them would be more difficult-

to identify than would be factors in the factory, although
in some cases the basic factors are similar.

For example, if

an employee has a severe headache, he will do poorly, whether
his work is assembling a product on the line, or is doing
routine clerical work.

H. L. Jones has classified a group

of probable causes of error in clerical work as follows:
"Systematic errors:
(1) Faulty Instruction.
(2) Impairment of sight.
1 3) Impairment of hearing.
(4) Nervousness.
(5 ) Mental sluggishness.
Accidental errors:
(1)
(2)
(3)
(4)
(5)
• (6)
(7)
(8)
(9)

Poorly designed work papers.
Poor lighting or ventilation.
Noisy or defective office equipment.
Improper seating.
Bad posture.
Impaired eyesight.
Illness.
Improper eating habits.
Undernourishment.
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(10)
(11)
(12)
(13)

Emotional strain.
Mental or physical fatigue.
Inexperience.
Carelessness.1,11

In the classification given above, a systematic error is con
sidered as one that results from a lack of understanding as
to how the work should be performed, and an accidental error
is considered as one resulting from Inattention, fatigue, and
like causes.

Prom a survey of these factors, it will be

noticed that some of them would be relatively easy to dis
cover, while others would be extremely difficult to determine.
Nevertheless, the identification and correction of such
factors is essential to the efficient operation of any organ
ization, and the help given by statistical quality control
may be enormous.
One of the first problems which must be solved in the
installation procedure is the definition of "acceptable" work
and "unacceptable" work.

There would undoubtedly be a great

degree of variation from one adaptation to another.

For

example, work which extends to the customer should be more
closely restricted as to error than work which is purely
internal in character.

This .is not to say that accuracy in

one case should exceed that in another case as a matter of
desirability, but rather as a matter of expediency.

"Ac

ceptable" work for customer Invoices would be perhaps more
stringently defined than "acceptable" work for intra-office

11H. L. Jones, "Sampling Plans for Verifying Clerical
Work," Industrial Quality Control, III (January, 1957)* 8.

records.

In any case, the starting point of such a program

should be the realization that variation will be inevitable.
Perfect work cannot be expected to continue for any length of
time.

Perhaps through verification and reverification we

can eliminate most of the errors which occur in original
computations, but perfect work cannot be guaranteed even
with the use of several checks, because the human element
must be depended upon, for this verification, at least
partially, and humans continue to be fallible.

The main con

tribution in a statistical program is to answer the question "How large a variation in quality of work should be tolerated
before some action is deemed necessary?"I2

In general, the

unacceptable quality level may be set at roughly two or
three times the value of the acceptable quality, for a
starting point.

The procedure is to set the unacceptable

level at the point below which it is undesirable from such
viewpoints as cost, customer relationships, and employee
m o r a l e . ^3

The goal set up for acceptable work, on the other

hand, should be one that can reasonably be expected to be at
tained by a workman suitable for the job in a reasonable
period of t ime.^

As cases vary, it will be found necessary

12C. E. Noble, "Cost Accounting Potentials of Sta
tistical Methods,11 Bulletin of National Association of Cost
Accountants, XXXIII (August,”T952), 1470.

13r . b. Shartle, "How Scientific Sampling Controls
Accuracy in Invoicing," p. 168.
lZ*Ibid.
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to adjust these values from time to time, depending upon re
sults shown by recent data, and also there is the possibility
that different quality levels will be necessary according to
the degrees of experience of the clerks.

That is to say,

there could be one level for experienced clerks, and another
for inexperienced clerks. 15
The idea of "acceptable" and "unacceptable" quality levels
of work is only one of the underlying problems to be con
sidered in the institution of a statistical quality control
program.

Other Important factors having to do with the actual

sampling plan are (l) regularity, (2) randomness, and (3) tho
roughness.1^

The first of the factors, regularity, has to do

with the continuity of the sampling plan.

It would not be

advisable to sample one day, then forget about the plan for
the next day or two, then sample another day.

Unless informa

tion is available from day to day, it is possible that as
signable causes of variation may enter the process and leave
undetected.1?

The second factor, randomness, is extremely

difficult to provide, at least on a theoretical basis.
definition of a random.sample is:

The

"A sample is random if

each item is drawn independently of each other item and if

^ibid.
1% . B. Shartle, "Quality Control in the Office,"
Paperwork Simplification, Number 16, published by the Standard
Register Company, Dayton, Ohio, p. 12.
^Grant, op. cit., pp. 182-3.
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each item has the same probability of being selected."18

The

usual way in which randomness is insured is by the use of a
table of random numbers, which will be explained in a later
chapter.

The practical barrier to this procedure is the

necessity for assigning numbers to each unit produced, then
the selection of the units to'be sampled, all of which would
consume more time than would be expedient.

There are more

practical methods whereby a reasonable degree of randomness may
be provided without the loss of undue time and trouble.

The

third factor, thoroughness, may be insured by having as in
spectors, only persons who have a full knowledge of all de
tails associated with the work of that department.
After the important factors listed above have been con
sidered and incorporated into the specific plan to be used
within a given organization, what are the benefits to be
expected?

What can the system of quality control add that

previously did not exist?
"In addition to the time savings experienced by
using sample verification techniques, the follow
ing are among other benefits observed:
(1) An improvement in quality of work due to
the psychological effect of the visible control
chart on all employees.
(2) A quicker indication of specific types
of errors and the reasons for them.
(3) Greater confidence on the part of super
visors in the quality of work their people are
doing.

l8p.
Croxton and Cowden, D. J., Practical Business
Statistics (second edition; New York: Prent'ice'-rfall, Inc.,

194S)/-p. 349.

(4)
Management's ability to determine at a
glance the current quality level of the department's
work.
Finally, there is also the possibility of savings
due to methods or system improvements made as a
result of investigating 'out-of-control' situa
tions appearing on the control chart.nl9
Of the benefits mentioned above, the importance of the
first cannot be minimized.

Some grievances and disappoint- .

ments are to be expected upon the initial application.

How

ever, through adopting a positive rather than a negative
viewpoint, the supervisor in charge can impress the employees
with the underlying psychology of the method.

The basic pro

cedure should consist in teaching the employees that the main
Interest of the program is to help individuals to improve, not
to catch them in mistakes, or to prove that they are neces
sarily at fault.20

This viewpoint, plus the placing of the

control chart in view of all employees can do much to "sell"
the employees on the idea of statistical quality control.
Examples and Discussion of Current Uses in Non-Manufacturing
Work.
In,order to make the case of statistical quality control
as applied to non-manufacturing work more coherent, some men
tion should be made of actual applications, together with the
benefits which have accrued as a result of such applications.

^shartle, "How Scientific Sampling Controls Accuracy
in Invoicing," p. 171.
20Robinson, oj>. cit., p. 64.
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Before discussing briefly some of the more important applica
tions, a few examples will be listed to indicate the broad area
in which applications have been made.

•

John Neter, writing in the Journal of the American Statis
tical Association, lists a number of applications.

Some of

these are:
(1) Deming and Geoffrey used statistical techniques
in controlling clerical accuracy in the Census
Bureau.
(2) Alden's, Inc., a mail order business, applied
control chart techniques to filling of customers1
orders in one of its merchandise departments.
More recently, this same company has extended
the technique to its general office functions
as well as to the credit department.
(3) The Illinois Bell Telephone Company has used a
group-sequential sampling plan for verifying
clerical work in its accounting department.
(4) The Standard Register Company applied a singlesampling plan to the control of accuracy of
its sales invoices.
(5) United Air Lines applied the control chart
technique to controlling the accuracy of record
ing plane reservations.
(6) The Chesapeake and Potomac Telephone Company
has applied statistical sampling techniques

to accounting records to audit the classifi
cation of troubles reported by subscribers.21
Other cases in which a statistical quality control program has
been applied are:

(7) Deer and Company applied statistical quality
control to warehouse handling costs, and saved
fifty per cent of previous costs.

Also, they

have used such control on salesmen expense
accounts, inventory turnover, receivables,
and sales.22
(8) Curtiss-Wright Company, in World War II, saved
$155,000 a year by cutting its daily paper load
from 16,000 sheets to 920 sheets.

Other applica

tions of statistical techniques at this par
ticular plant resulted in a total saving of
$350,000 a year.23
If these applications may be taken as representative, there
is the definite Indication of the wide opportunity as to areas
of application, and obviously, the amount of savings in items
(7) and (8) above, Indicate that it would be extremely wise
for management to take into account the possibility of using
statistical techniques throughout the organization.

2lNeter, "Some Applications of Statistics for Audit
ing," pp. 6-24.
22r. k. Mueller, "Statistical Control Aids Management
by Exception," Bulletin of National Association of Cost Accountants, XXXIV (June, T953 ) > 1303.

23ibid.
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To discuss more fully some of these representative ap
plications, the following material on problems and procedures
is presented.
Case 1_.

United Air Lines.

The basic problem in this case was an annual loss of
roughly $200,000 associated with poor planning of meal service
in-flight.

This loss was occasioned by two factors, failure

of passengers to show up for the flight, and overloading of
meals on the plane. Through the application of control chart
techniques, the company eliminated eighty-seven per cent of
the waste.

Another problem which existed was that of errors

made in taking down telephone messages in the Denver central
control station, in which 28,000 messages were received dally.
By application of statistical techniques, clerical errors
were reduced from 2.6 per 100 messages to 0.5 per 100 mes
sages, in a period of five months.2**

In addition to these

problems, the company has extended the methodology to ac
counting work, ticket sales, space control, air freight
billing, aircraft delays, aircraft maintenance, and inventory
controls.2^
Case 2.

Standard Register Company.

The problem here was in connection with the invoicing
operation in the accounts receivable department.

24jbid., pp. 1302-3.
25Lobslnger, o£. cit., p. 24.

The previous

plan was a 100 per cent checking of all invoices before they
were mailed.

Errors were not excessive, and were not the

primary worry of the company.

Rather, the trouble was in

the excessive time and effort being spent on the complete
verification.

After a preliminary study as to the actual

percentage of errors, decisions were made relative to the
quality of acceptable and unacceptable work, and the risks of
not accepting quality work, and accepting non-quality work.
(As was pointed out in the preceding chapter, in any sampling
scheme, there are two error possibilities - examining too much
effective work, and passing some defective work through
failure to examine it.)

The resultant plan was based on

relatively low inspection unless work received by the in
spectors became more than one-and one-half per cent defective,
in which case, inspection would increase accordingly.

The

primary benefit derived from the application of statistical
techniques in this case was a forty-seven per cent saving
in time spent on the verification step.2^
Case 2*.

An Unidentified, Large Metropolitan Department Store.2?

The problem involved in this case dealt with the aging
of accounts receivable.

This was a particularly desirable

area for application because of the major characteristics of

2^Shartle, "Quality Control in the Office," pp. 11-3.
2?Apparently the reason for not identifying this
particular store is the fact that financial information is
involved which might lead to undue advantage on behalf of
competitors.
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the problem.

Masses of data were involved; the data was of

an accounting nature, and could be stated in quantitative
terms; and conclusions based on measurement and interpreta9

tlon of less than 100 per cent of the data were acceptable.
The procedure used involved the determination of the size of
two samples.

The first was the portion to be aged by the
•

client himself, and the second, the portion to be testchecked by the public accountant. By application of statis
tical techniques, the sample of receivables aged by the
store was reduced from 15,000 items to 1,700 items, while
maintaining precision and reliability factors meeting the
standards required by the public accountants.

Also the

sample taken by the public accountants for test-checking
purposes was considerably reduced from 1,500 items..

In

both cases, the risks involved in bhe evaluation of the aging
results were explicitly stated.2®
Case 4.

An Unidentified Mail Order House.^9

The problems involved here were twofold; first, reducing
errors in order filling by mail, and second, errors in over
cutting piece-goods to be sent out by mall.

In the former

case, the application of statistical quality control resulted

28R . M. Trueblood, "Statistical Sampling Applied to
Aging of Accounts Receivable," Journal of Accountancy, XCVII
(March, 1954), 293-8.
“
29Again the apparent reason for failure to disclose
the identity of the company, is the disclosure of informa
tion which might be used to advantage by competitors.
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in the identification of assignable causes such as improper
lighting, poor bin numbering, and poor bin-tag color combina
tions.

All of these were eliminated or improved, with a

resultant savings in time necessary to fill orders, as well
as in the reduction of errors made in the order filling
process.

In the second problem, the company was losing money

because of a tendency to over-cut piecegoods for orders. By
the application of statistical quality control, a reduction
was made in the average over-cut to 1.14 inches, with the
possibility of further reduction.

The reduction of one

inch per cut in this department is equivalent to a saving
of from $15,000 to $20,000 per year.3°
From a survey of the preceding information, it becomes
apparent that the institution of statistical quality control
may result in tremendous savings in time and expense to the
company.

The specific benefits that were experienced in

two applications in addition to the factors of time and
expense are listed below.
J. M-. Ballowe, discussing the application made in the
mail order house, lists the following positive benefits:
(1) Improved service to customers.
(2) Reduced errors.
(3) Aided supervision.
(4) Improved training programs.

3°Baliowe, "Statistical Quality Control of Clerical
and Manual Operations," pp. 7-19.
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(5)

Provided continuous knowledge of performance
quality.

(6)

Encouraged personnel pride in

p e r f o r m a n c e .31

H. L. Jones, describing applications made in the Illinois
Bell Telephone Company, points up the outstanding advantages
of the statistical method:
t
(1) The approach is analytical.
(2) Variation is recognized.
(3) Employees derive confidence.
(4) Need for quality control is ever present.
(5) Inspection results become productive.
(6) Employee reaction is

f a v o r a b l e . 32

Thus, it may be seen that in spite of original hurdles,
such as unfavorable employee reaction, in the installation
of the system, the results far outweigh those hurdles.
In the long run, the employees themselves realize the advantages
of being rewarded for good performance, and with such realiza
tion, the Increased production forthcoming on their part, more
than compensates for any bonus which might be paid for such
increased efficiency.

If the bonus expense exceeded the in

creased production, the plan would be discontinued.

3lLobslnger, oj>. clt., p. 20.
32sallowe, "Statistical Quality Control of Clerical
and Manual Operations," pp. 20-1.

CHAPTER III
SAMPLING AND SAMPLING PLANS
Meaning of Sampling.
"Sampling" may be considered "the act, process, or
technique of selecting a suitable sample."-1- Some of the
important facets of this definition should be expounded.
First of all, the primary function of a sample is to obtain
useful facts about the universe, or whole, without the
necessity of resorting to 100 per cent Inspection.

If it is

possible to draw useful facts from a sample, obviously time
and expense would be saved.

Another Important point to stress

in the definition of "sampling" above is the "suitable sample."
It will be shown in a later part of this chapter that, in the
past, "sampling" as used by accountants and auditors has, for
the most part, been a very haphazard process; one in which
no scientific procedure has been utilized; and for that reason,
some need exists for definite standards of a scientific
nature to be applied in connection with such "sampling."
Sampling cannot be applied to every case of Inspection
or verification.

In some instances 100 per cent Inspection

is essential, as in the case where statistical control cannot

^W. A. Neilson, Editor, Webster's New International
Dictionary of the English Language (2nd Edition; Springfield.
Massachusetts: 5. and C Merriam Company; 19^7), p. 2210.
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be established over a process.

If there is no state of sta

tistical control, sampling based on such assumed control, will
not serve the desired purpose.

However, .in the majority of

cases, where control may be established, the examination of
something less than 100 per cent of the product can result in
obtaining information, which is sufficiently reliable for
the purposes at hand, and more often than not, at a cost which
is much lower than that for complete verification.
What should be the purpose of sampling in the case of
clerical and accounting work?

Generally, as stated above, it

would be to ascertain information about the universe or whole
of the records.

In arriving at this result it is necessary

to go through a process of verification.

The purposes of

sampling, to some extent, would be the same as those of verifi
cation.

The latter have been summarized as follows:
"(1) To find errors and correct them.
(2) To influence individuals not to make errors,
(a) by bringing to their attention both
• the nature and the quantity of the
errors they are making,
(b) and by applying penalties to their
efficiency ratings for these errors.
(3) To find out how many errors are being made by
each worker."2

The sampling plan would be devised for the same purposes, plus
the underlying purpose of obtaining the information without
resorting to the time and cost of 100 per cent verification.
In the sampling plan there would be certain implications.
First of all, there is the implication that there is no

2Deming and Geoffrey,

ojd.

cit.,

p.

352.
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requirement that all the errors be discovered.

If it is es

sential that all errors be discovered, complete verification
must be utilized; even here, there can be no guarantee that
every error will be discovered, because of the element of
human fallibility.

In most cases involving the basic clerical

and' accounting data, there is no requirement that every error
be located.

A second implication is the necessity that the

nature of the characteristic studied be such that it can be
classified into acceptable work and non-acceptable work.

A

third implication is that the sampling process must be random i.e., each and every item must have the same chance of being
selected for the sample.

Without insuring randomness, there

is no guarantee that the sample is a microcosm, that it is a
replica of the universe.

A fourth implication is that the

risk of error is primarily dependent on the sample size, not
on the percentage of items sampled. 3
Another important aspect of the sampling procedure which
must be realized and understood completely at the outset is
that any information derived from the sample must be considered
as having a certain probability risk.

That is to say, there

can be no certainty that the universe is exactly the same as
our sample, in any case.

There are two possibilities in this

3john Neter, "The Application of Statistical Techniques
in Auditing Procedures," New York Certified Public Accountant.
XIX (June, 1949), 347-8.

probability risk.

It is necessary for the statistician to

know the risks involved in each of the possibilities.

First,

there is the risk of accepting the hypothesis from facts
learned about the sample, when in fact, such hypothesis is
not true concerning the universe.

The second possibility is

the risk of rejecting the hypothesis from facts learned about
the sample, when in fact, such hypothesis is true concerning
the universe.^- To make this point a bit more evident, assume
that the sampling pertains to the work of a group of employees.
The decision has been made that if the sample contains as
many as three errors, the hypothesis that the universe con
tains no more than a certain number of errors will be ac
cepted.

In other words, in the first case, the work would

be rejected; and in the latter case, the work would be ac
cepted.

It is possible that in the first case, in spite of

the relatively large number of errors found in the sample,
the universe contains
for acceptable

no more errors than would be permissible

work. An error would be made

work for 100 per cent inspection.

in rejecting the

In the second case, it is

possible that in spite of the relatively few errors found i n v
the sample, the universe contains more errors than would be
permissible for acceptable work, and an error would be made
in accepting the entire lot.
As to the

matter of errors which are to

be found in

clerical work, there are two distinct types.One writer in

^John Neter, "An Investigation of the Usefulness of
Statistical Sampling Methods in Auditing," Journal of Ac
countancy, LXXXVI I (May, 19^9)} 391.
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the field has suggested that they be called "systematic errors"
and "random errors."

The first group would be errors that tend

to cause a bias in the data, such as if the measuring instru
ment is faulty; the second group would be those which do not
teyid to cause a bias in the data, but rather are due to mere
chance.5

it is the objective of the statistical method of

sampling to discover and to reduce or to eliminate the syste
matic errors, but little can be done concerning the random
errors.

Rather, it is essential that notice be taken of the

fact that random errors exist in practically any procedure,
and will continue to exist regardless of steps taken to
rectify them.

Actually, if such steps are taken, probably

some systematic error will be introduced.

One of the prin

ciples of the sampling plan is to recognize the existence of
random error, and to do something about the systematic error.
When can sampling be applied?
necessary for its adoption?

What conditions are

The conditions favorable to the

use of sampling are:
(1) The work can be divided into units of sub
stantially the same kind.
(2) There is a large volume, or a continuous flow,
of such units,
(3) Each work unit can be classified as correct
or incorrect.

5paul Peach, Industrial Statistics and Quality Control
^Raleigh: L. B. Phillips Company, 1945
pp. 2l-2.
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(4)

Failure to detect every error is not too seriou

Most cases involving accounting data will meet these require
ments; consequently, they are favorable opportunities for the
adoption of statistical sampling devices.

In any case, how

ever, the factor which will decide the continuation of sampling,
or the necessity for resorting to complete verification is the
question of costs and benefits.

If the sampling procedure

saves money, if its results are timely and accurate, it should
be continued.
There are two points of a rather technical nature which
should be mentioned here. The first deals with the acceptable
level.

It is necessary, in all cases, to determine just

what level of accuracy is desirable, both from the viewpdht
of consideration of the damages which will result from the
perpetration of errors, and from the viewpoint of the effect
on costs of trying to eliminate those errors.

It is

theoretically possible to set the acceptance level at zero,
which would mean that units of work would be accepted only
when samples therefrom showed no errors whatsoever.

This

practice would entail so much verification of entire lots
that the purpose of sampling would be defeated.

The setting

of the acceptance level should result in a level that is
both reasonable and desirable.
The second point to be mentioned is that o f 'the dis
tribution of errors likely to exist in the entire universe

% . L. Jones, "Sampling Plans for Verifying Clerical
Work," p. 5.
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of work.

In many cases involving statistical methods, the

assumption is made that the universe tends to form a normal,
or bell-shaped curve. The normal distribution does not apply
in the case of errors in clerical work.
tion would be quite different.

Rather the distribu

It would be best described

by the fitting of a binomial curve.
"The binomial distribution may be imagined in
which the probability of a failure, q, is very
small, that of a success, jc, is nearly equal to
unity, and the number of trials per set, n, is
exceedingly large, so that the mean number of
failures per set, m - nq, is of moderate dimen
sions ."7
Because of the difficulty in obtaining probability levels
directly from the binomial distribution, and because of
the similarity of the results under certain circumstances,
the Poisson distribution is the one to be utilized.
"The Poisson is the distribution that gives the
probability of c defectives in a given size sample
from a source with a known average c. For large
samples and small average p° or o , "Ehe Binomial
and the Poisson are about the same, provided the
lot size is at least 10 times the sample size."9
j The Poisson distribution Is usually illustrated by the
case of the Prussian Army.

Bortkewitsch found the proba

bility of a Prussian calvaryman being killed from the kick

7l . H. C. Tippett, The Methods of Statistics (third
edition; London: William and Norgate Limited, 1941), p. 49.
^"Fraction defective" in this reference.

9r . Freedman and Moushin, J., A Basic Training Manual
on Statistical Quality Control (second edition; St7 Louis:
TTE-. Louis Section, Society for Quality Control, 1951) t p. 32.
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of a horse.10

In such a case, as in all cases of adaptability

of the Poisson, the opportunity for occurrence of a certain
event is quite large, yet the probability of such occurrence
is extremely small.

The fact that the soldiers were around

horses as much as they were afforded a great opportunity for
a death resulting from a kick on the head, but the actual
deaths were extremely few.

In the case of clerical work in

volving copying and elementary computations, the opportunity
for the occurrence of errors is widespread, yet the actual
error rate, in most cases, is rather low.

Therefore, it may

be concluded, that the.Poisson distribution, used as an ap
proximation to the Binomial distribution, is applicable to the
case of sampling the accuracy of clerical and accounting
f
records.
Reasons against 100 Per Cent Inspection.
In the preceding section, it was suggested that in the
majority of cases, sampling could feasibly be substituted
for complete verification.

If we exclude the minority of

cases in which 100 per cent inspection is dictated by the
process or purpose, why would such complete verification not
be advisable?

What is wrong with the concept that can be

overcome through a scheme of sampling?

One writer has listed

six undeslrableo aspects of 100*per cent inspection, which
aspects may be taken as applicable under most conditions.

10Grant, ojd. c i t ., p. 243.
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"|lj It is costly.
It may lead to false assurance about the com
pleteness of the inspection job.
3) It actually involves sorting.
4) It may result in accepting some defective
material.
(5) It may result in rejecting some satisfactory
material.
(6) It may be impractical."11

The aspect of cost is self-evident.

If for example, three

minutes are required to verify completely one sheet of com
putations, and assuming that there are two hundred such sheets
to be verified, the time consumed will be ten hours.

If it

is possible to arrive at approximately the same results and
conclusions with the expenditure of only a fraction of the
time and cost, the alternative of sampling would certainly
be advisable.

The second aspect, that of leading to false

assurances, is a natural one.

The statement "the work has

been 100 per cent verified" would carry a connotation of per
fection, which cannot be assured in any verification scheme,
whether it be sampling or complete inspection.

The reason

for this is the element of human fallibility.

The problem

of sorting is in itse(
lf contrary to acceptable quality con-,
troi procedure.
procedure.

It may be considered as a "post-mortem"

In quality control, the idea is to prevent the

errors, not to correct them after discovery.

Because of

the first five aspects of one-hundred per cent inspection,
the sixth one comes about.

The time, expense, lack of

•^Feigenbaum, o]c. cit., p. l8l.
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perfection, and post-mortem approach, make complete verifica
tion impractical from all viewpoints.

In place of such pro

cedure, there can be instituted a sampling scheme, which
costs less, takes less time to operate, and insures a
reasonable degree of certainty as to defective work.

In

those cases in which 100 per cent inspection is not required,
sampling is a very desirable and extremely feasible alternative.
Advantages and Disadvantages of Sampling.
Sampling may result in advantages with regard to cost,
time, and accuracy.

In practically every case the taking

of a sample or a group of samples is much quicker than a
complete verification.

In most cases the cost element is

directly proportional to time spent.

The last aspect, that

of accuracy, may be s.tated in a negative manner.

We can

never guarantee accuracy in the sense of perfection whether
some sampling scheme or complete verification is UBed.

If

all the product is not Inspected, some defectives are certain
to pass unnoticed.

However, even with 100 per cent inspec

tion some defectives will still pass.

It is possible,

through the design of a scientific sampling plan, to state
definitely the risks involved in sampling, which risks may
be minimized to the point prescribed by the process Itself.
Sampling Applied in Accounting and Auditing Work.
A method of sampling, somewhat opposed to the concept of
"scientific sampling," has been utilized in accounting and
auditing for some years. The general procedure is referred
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to as "test-checking."

In most instances the amount of test-

checking has been determined over the years through custom and
usage.

For example, if some years ago it was decided to

test-check ten or twenty per cent of the cash receipts and
disbursements postings for a particular audit, chances are
the same percentage is test-checked today.

The question of

just how much test-checking is required in a specific instance
has been unanswered.

An indication of this is:

"No definite

rules can be set forth for the amount of test-checking, as
this is dependent upon the judgment of the auditor, his
experience, the system of internal accounting control in
operation, and the conditions existing in each engagement.1,12
This statement would seem to indicate that, if several different
auditors were checking a particular section of the records
of a company, several different amounts of testing would be
done, dependent Onrbhe subjective judgment of each man.
Several factors could influence the judgment of the individual,
such as his health or general mental attitude on that one
day, whether or not he was rushed to complete the audit, past
experience in checking the records of that company, to mention
only a few.

Not only would the total amount of checking

differ from one individual to another, but the selection of
the items tc be checked could be quite different,

in most

cases, there would be no random selection, as would be de
sirable, but rather merely some group determined by the

•^Holmes, op. clt., p. 101.

individual himself.

Knowingly or unknowingly, an individual

might select entries from a particular page, such as an even
number page or an odd number page exclusively, or possibly
most of the entries in one particular place, rather than having
them distributed over the entire work area.

In any case, the

desirability of having an objective standard by which to select
and to gauge the entries tested would be lacking.

If such is

the case, the audit report could not be as representative as
would be desirable.

With the help of scientific sampling, the

items selected could be randomized, and further there would be
a definite statement of the risks Involved in the sampling plan.
If such' a procedure could be standardized, not only from one
auditing firm to another, but also by the internal auditors,
much time and cost could be saved. . Prom the viewpoint of
representativeness of results, there would be great improve
ment .
Why does not the accounting profession, as well as
management (for the purpose of Internal auditing), adopt this
scientific sampling on a wholesale basis?

It would seem that

such adoption would follow an understanding of the operation
of such a plan and of the benefits available through the use
of such a procedure. When the problem is reduced to its
barest facts, it centers around "understanding,"

In the

case of scientific sampling, as in any statistical procedure,
skepticism exists on the part of the "uninitiated."

To

executives in auditing firms and higher management officials
in business, the interpretation of statistical procedures
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involving "higher" mathematics may be considered analogous to
the viewpoint of the general public concerning financial state
ments.

In each of the two situations, understanding of the

material concerned is' precluded by this skepticism.

But just

as financial statements are useful, not to say necessary,
tools in the hands of non-accountants, so may statistical
procedures such as scientific sampling be useful or necessary
in the hands of non-statisticians, or accountants.

However,

just as some element of understanding and education is neces
sary for the proper use of financial statements, so is the
same element necessary for the proper use of scientific
sampling.

Until now, there has been a tendency for these

executives to disregard scientific sampling with the comment
that it is too complicated for practical application, or that
it would be unsulted for a particular line of business.

Others

have indicated that in their opinion such sampling is merely
a passing fancy.

An answer to this viewpoint is indicated

below:
"The skeptic who prefers to disregard the possibil
ities of applying statistics to'-the Interpretation
of audit, test checks should take little comfort in
the thought that these statistical ideas will even
tually disappear. Risk is inherent in any decision
based on a test check, and thj^risk cannot be
avoided by refusing to evaluate that risk statis
tically. Since the risk is present, the profession
should move in the direction of efforts to bring
the risk,out--in the open and measure it. Recog
nizing the risk, and making an effort to determine
its extent are necessary if the profession is to

deal successfully with the risk involved in the
use of test checks in the examination of finan
cial statements."**3
Exactly how can the statistician assist the auditor in
the development of scientific sampling programs which will
serve the dual purpose of reduced costs of auditing, and
increased reliability of results?

Fundamentally stated, the

statistician is qualified to point to identifiable causes
of variability, and to distinguish between one cause and
another.

Such action would lead to the formulation of policy

with regard to the auditing function.

Another possible aid

which the statistician might give is in reaching a conclusion
as to what is an adequate sample size in a given set of
circumstances, or possibly in answering the question of the
adequacy of a proposed sample selected without the use of a
scientific method.

It should be emphasized in this connec

tion that the improvements possible in scientific sampling
stem from the opportunity to compute minimum sample sizes.
In some cases, this minimum sample size required to assure
a certain degree of accuracy may be less than that of previous
"samples"!!?utillzed.

In other cases, while the size might

exceed preceding procedures, the degree of reliability af
forded would more than compensate for the added checking.
To sum up the matter of assistance on the part of the statis
tician in auditing problems, as to the adoption of the
objective, mathematical basis in the determination of the

13a. F. Stettler, "Statistical Interpretation of
Test Checks," Journal of Accountancy, XCVII (January, 195*0 > 56.
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sample size,
"its use would permit greater confidence in and
understanding of his own work by the auditor; it
would make possible better advance planning of the
work; it would contribute to the effectiveness of
auditing standards; it would make possible some
reduction in the cost of auditing, and improve^
the relations of the auditor and his client."14
Assuming that an auditing firm decided to make use of
scientific sampling as described above, what would be the
specific application?

An application might be made in the

testing of inventory extensions, the checking of cash dis
bursement vouchers and checks, or the testing of sales
invoices.

In each of these cases, we find masses of data

involved, which data are expressed in quantitative terms,
and in general, conclusions based on samples are acceptable.
One point of clarification should be made. The appli
cation of statistical quality control in an auditing program
cannot indicate the dollar value of errors made.

It can

point up the rate of error, or percentage of error in the
entire area of work, but cannot distinguish between an error
of five dollars and another of five hundred dollars.

In

the case of scrutiny of year-end cash balances, it would be
advisable to check perhaps all of the entries to determine
whether or not there is sizable fraud being perpetrated by
employees.

It would, on the other hand, be possible for the

statistical quality control system to Indicate the need for

^ L . L. Vance, "How Much Test Checking Is Enough?",
The Accounting Review, XXVI (January, 1951)> 30.
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additional checking if the error rate exceeded some prede
termined limit, and in that respect offer improvement.
There exists a common belief that the utilization of a
scientific sampling scheme would eliminate errors and risk of
errors.

As has been indicated previously, even complete

verification could not insure perfection.

In a sampling

scheme, there is also the possibility of undiscovered error.
But with the usage of a scientific sample, this risk is
measurable, and in most instances, can be reduced below its
level in non-scientific schemes.

The risk level would vary

depending upon the quality of internal control present within
the organization, which would determine to some extent the
quality of work presented for auditing.

Assuming that an

adequate system of internal control is in existence, possibly
in the nature of a scientific sampling program, the auditor
would be willing to accept a smaller sample as representative
of the group, in contrast to a sample required in a firm
which did not maintain adequate internal control. There
are two contributions which a scientific sampling procedure
can make with regard to the risks Involved.

First, it may

be possible to reduce the risks Involved under present ac
counting methods.

Second, it may be possible to reduce the

amount of work done, while maintaining the risks at the same
level.

In either case a lower cost would result.

One inherent problem in the development of any scien
tific sampling plan 1b the interpretation of sample results.
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Actually this problem entails four separate decisions which
must be made by the auditor before the statistician can assist
him in determination of the sampling procedure.

These four

decisions are:
"(l) The auditor must decide what error rate is
acceptable to him.
(2) The auditor must state the minimum risk he is
willing to take of being led by the decision
making rule to a rejection of the accounts
receivable when in fact they are satisfactory.
(3) The auditor must decide what error rate in
the accounts receivable is rather unsatisfactory.
(4) The fourth decision therefore fixes the maximum
risk of accepting a set of accounts receivable
which are unsatisfactory."15
While the discussion quoted relates to accounts receivable
in particular, the application to any other segment of the
accounting records and documents would be similar in nature.
Perhaps an example of these decisions -would clarify the
situation.

Assume that the auditor has decided that the

acceptable error rate is two per cent.

In other words, wprk

which is ninety-eight per cent correct would be acceptable.
In addition, the auditor has decided that he is willing to
take a five per cent risk of rejecting satisfactory work.
That is to say, in five cases out of one hundred, the sampling
plan as devised would lead the auditor to reject work which
In reality is acceptable, that is, at least ninety-eight per
cent correct.

Again, assume that the auditor has decided

that the unacceptable error, rate is six per cent (ordinarily

■^john Neter, "An Investigation of the Usefulness of
Statistical Sampling Methods in Auditing," p. 39^*
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the unacceptable quality level is about three times the ac
ceptable quality level.)

That is to say, work which is less

than ninety-four per cent correct is unacceptable.

Lastly,

assume that the auditor is also willing to take a five per
cent risk of accepting work which in reality is unsatis
factory.

That is, there are five chances out of one hundred

that the sampling plan would lead the auditor to accept
work which is unacceptable, i.e., less than ninety-four per
cent correct.

With these decisions in mind, the statis

tician can proceed to devise a sampling plan which would
provide these risks.

If, for example, the auditor wanted

the acceptable error level at one per cent instead of two,
i
or if the auditor wanted the risk of rejecting satisfactory
work at two per cent instead of five, or if the auditor wanted
the unacceptable error level at three per cent instead of
six, or if the auditor wanted the risk of accepting
unsatisfactory work at two per cent instead of five, the sample
size would have to be larger, and costs would increase pro
portionately.

In general terms, the lower the acceptable

error rate, the lower the unacceptable error rate, or the
lower the risks involved, the greater must be the sample size,
because of the requirement of knowing more about the universe
from which the samples are selected.
Even assuming that these plans are operating satisfac
torily, the auditor must concern himself with the materiality
and character of the errors.

Such questions cannot be answered

by the scientific sampling plan alone.

As was indicated above,

the plan cannot divulge the materiality of errors, that is,
the absolute size, such as five dollars or five hundred dollars.
In addition, there is another shortcoming of the plan in
that it cannot possibly divulge information about the
character of the error, that is, whether the effect of the
error is to overstate or to understate the net balance of the
accounts.

For example, if one error is found in the accounts

receivable, which is five dollars too high, and another is
found which is three dollars too low, it Is impossible to
generalize about the state of the entire lot of accounts, as
to whether they are understated or overstated as a group.
The ‘sampling plan, on the other hand, can Indicate the general
quality of the work, as evidenced from the frequency of
errors therein.

The plan can only tell whether an item

is right or wrong, and thereby indicate the overall quality
of work.
It Is often incorrectly assumed that the utilization of
statistical techniques relieves the user of all responsibility
and individual judgment. Without a proper foundation a
building is of little use.

Regardless of the wonderful work

manship in following the plan for the superstructure, the
finished product is of little value without proper grounding.
The sane may be applied in the case of a scientific sampling
!j
technique. The plan itself cannot dictate the acceptable
i
quality level, the unacceptable quality level, or the risks

of making incorrect decisions.

Such determinations must be

made through the experienced judgment of the auditor.

After

such proper groundwork, the plan can make a definite con
tribution to the work of the auditor, but even then, addi
tional decisions based on judgment must be made.

For

example, if the sampling plan indicates the probability that
the work is unacceptable, what should be done?

To what extent

should the work be redone or further examined?

Suppose there

is an indication of fraud.

The plan itself cannot tell the

auditor how to discover and to prevent the fraud.

These

are matters for judgment, and previous experience in dealing
with such situations is of great value. The use of scientific
sampling might be compared with the use of the electrocardio
graph by a physician.

The machine does not replace the

physician's judgment; rather, it is a tool which may be used
by the physician to support his diagnosis of the patient's
condition.

The physician's judgment is still a matter of

great importance, and similarly, the auditor's sound judgment
is still a major factor in using a statistical approach to
test checking.
Having discussed'basically some of the determinants of
the proper size sample in a scientific sampling scheme, is
there an answer to the question of how much test-checking is
enough?

There seems to have been two groups of persons asking

^Stettler, o£. clt., p. 4 9 .
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this question in the past.

One group felt that the amount

of checking done under previous procedures was either too
little or too much.

The other group, while believing that

the extent of checking was satisfactory, felt that some ob
jective method was necessary for confirmation of their belief.
As intimated above, the answer to the question of the suf
ficiency of test checking must lie in the decisions made by
the auditor as to the reasonable acceptable error rate, and
aB to reasonable probability levels of risk.

The error

rate and levels of risk would have to be determined in each
case.
Another misconception in sampling plans may be pointed
up very briefly.

That is the belief that the sample should

always be expressed in terms of a percentage.

For example,

always check ten per cent of the inventory extensions, or
always check twenty per cent of the accounts receivable
t&ances.

In a statistical approach, the percentage of items

in the sample has little meaning.

The Important factor is

the absolute size, rather than the percentage.
The extent to which sampling would be utilized in a
given case is determined by the same test applied to any tool
of research.

That is, up to the point where the benefits

received from sampling equal the cost of that particular
sampling.

Or as stated In economic terms, the point at which

the marginal value of the work is equal to the marginal cost
of the work.
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One of the most desirable by-products of the widespread
application of statistical quality control to accounting and
auditing work would be the assumption by the accounting pro
fession of a uniform standard of risk.

If a uniform standard

of risk could be brought about, much time and expense would
be saved in the process of test-checking, and at the same
time benefits would derive from a definite statement of the
uniform standard of probability risk inherent in the work.
Sampling Plans.
In order to obtain the benefits of a statistical quality
control system applied to clerical and accounting work, it
is necessary, first of all, to decide upon the type of sampling
plan to be carried out.

In some cases today, accountants

and auditors are engaged in 100 per cent inspection in
situations where such complete verification is not essential,
and in many other circumstances where "sampling" is being
utilized, such "sampling" is not scientific with respect to
the method of selection or to the reliability of results
obtained therefrom.
The specific answer to the question "Why use a sampling
plan?" may be stated as follows.

Without the use of a proper

sampling plan, usually there is either too much or not enough
inspection.

In the former case excessive costs result; in the

latter, ineffective control exists.

Usually in both cases, the

results are not sufficiently reliable for proper control pur
poses or for interpretation of results.

With the usage of a
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scientific sampling plan, the overall quality of the accepted
product (whether it be nuts and bolts or accounts receivable
balances) 1b improved.

A relatively high percentage of the

better work units will be accepted, and conversely, a relatively
high percentage of the poorer work units will be rejected.
Actually, this is the purpose of verification.
It should be emphasized at this point that the use of a
scientific sampling plan, in itself, cannot guarantee highquality work.

Obviously, the degree of quality work must

depend on other factors.

The first of these factors is the

quality of work submitted for Inspection.

Unless the work

submitted contains relatively few errors, the sampling plan
cannot improve that specific work as such; however, through
rejection of such poor work for complete verification, the
quality is Improved.

Here again, the fact should be

emphasized that the purpose of a sampling .plan is not to.
build quality into the work, but rather to act as a preventive
factor - to encourage and develop higher-quality work during
its inception.

A second factor which has much to do with

the success of the sampling plan is the actual method of
selection utilized.

The desirable ideal is a completely

random selection, in which each and every item has the same
probability of being selected as part of the sample.

If

such is the case, the sample will then be a replica of the
universe.
recognized.

Finally, the factor of uncertainty should be
If all the work is perfect, it will be accepted
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by any sampling plan.

Also, if the work is error-filled,

it will be rejected by any sampling plan.

However, in most

cases, the work will fall in between the two classifications
of perfection and complete imperfection.

In such instances,

the work may be accepted, or it may be rejected, but in
neither case do we find certainty.
Assuming then that the decision has been made to use a
sampling plan, what are some of the basic considerations to
be taken up?

The first step in instituting any sampling

plan is the determination of what is to be a unit of product
for purposes of inspection.

In the case of accounts receiva

ble subsidiary ledgers, will it be an individual account,
or possibly an individual posting?

Next must be stated the

various defects or errors an item may possess, the classifi
cation of such errors, and the prescription of the method of
Inspection of items for these defects.

With regard to this

concept of defects or errors, some mention should be made as
to the distinction between a "defect" and a "defective."
defect is considered an error or a fault.

A

On the other hand,-

a defective item may be considered one which contains one
or more defects of any class.
As indicated in the preceding section of this chapter,
decisions will have to be made concerning acceptable quality
level and unacceptable quality level of work, together with a
statement of the probabilities of risk desired at each of these
levels.

Such decisions will result in considerable trial and

error procedure, based on the costs and benefits of the various
plans.

A suitable compromise is desired between the two

objectives of minimizing the risks and minimizing the average
amount of verification required for such risks.

One question

which must be answered will be "How large should my sample be?"
If the question is restated in a statistical manner, the
answer is self-determined.
know the results?"

"How accurately is it necessary to

Apparently, as the accuracy of results

required increases, so will the sample size increase.
point should be clarified here.

One

It is generally desirable

to have large Inspection lots, that is, large groups from
which to choose the samples, for two reasons.

First, the

larger the number of items inspected (the sample), the better
the protection that the sampling plan will give against
rejection of high-quality lots, and the acceptance of lowquallty lots.

On the other hand, the larger the percentage

of items Inspected (that is, the percentage that the sample
is of the lot), the higher will be the Inspection cost.

The

desirable combination of these factors would be better
protection at low inspection cost.

To attain both of these

would entail a large absolute number of items inspected,
yet the sample size should be a small percentage of the lot.
To have both characteristics necessitates a large Inspection
lot.
A choice is available as to the type of sampling plan
to be selected.

Such a plan may be (1) a single sampling

plan, (2) a double sampling plan, (3) a sequential sampling
plan, or (4) a group sequential sampling plan.

Each of these

will be discussed momentarily, but for the present, some in
dication should be made as to the factors which will determine
the choice in a particular set of circumstances. Such plans
will be found to differ in three respects:

(l) their sampling

inspection costs, (2) the amount of information they provide
about the quality of the product, and (3) the administrative
costs involved in using them.17

The first factor just mentioned

is apparent - the cost of carrying out the inspection on a
physical basis.

This cost may be broken down into two com

ponents, the segment incurred in selecting items or in
selecting samples, and that segment incurred in Inspecting
the selected items or samples.

The second factor regards the

reliability of the plain, i.e., the disclosure of Information
by the sample about the lot from which it was selected.
Finally, the administrative costs would entail such things
as the design of the plan, and costs of paperwork necessary
to expedite the sampling inspection.

With these factors in

mind, a determination can be made as to the desirability of
each of the four possible sampling plans.
Single Sampling.
As implied by its name, single sampling involves the
taking of one sample from the lot, and making the decision

17h. A. Freeman, editor. Sampling Inspection (New York:
Columbia University Press, 1945;j P* 34.
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of accepting or rejecting the lot on the basis of that one
sample.

This sampling plan makes use of a fixed sample size,

since the inspection will, in most cases, consist of the
designated number of items, no more, no less.

The possible

exception would be in case of making the decision to reject
before completion of the sample inspection.

Even here, it

may be desirable to continue the sampling until the fixed
sample size has been completed, in order to obtain adequate
information on the quality of the product.18

The procedure

followed in operation of a single sampling plan would entail
the following steps:

(1) Inspect a sample; (2) if the ac

ceptance number for the sample is not exceeded, accept the
lot; (3) if the acceptance number is exceeded, reject the
lot for complete verification.
might be stated as follows:

An example of such a plan

from a particular lot, say of

size 1,000, sample 100 items; if three or less defective
units are found, accept the lot; if four or more defective
units are found, reject the lot.

It will be noticed that

in single sampling the acceptance number must be one less
than the rejection number, so that a decision may be made,
one way or the other, upon completion of the sample.

For

example, if the acceptance number were five, the rejection
number seven, what would be done with a sample which yielded
six defective items?

Reverting to the first illustration,

l8Ibid., p. 33.
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in which the acceptance number was three or less, the rejection
number four or more, there' should be considered the possibil
ity of not having to inspect all 100 items.

Assume that on

completion of inspecting the seventieth item, we have found
four defectives.

The decision might be made at that point to

■reject the lot without examining the required additional
thirty items.

But for the reason indicated above, chances

are the inspection would continue until the full one hundred
items had been inspected.
Generally speaking, the size of the sample taken under
this plan would be larger than the first sample of either
a double or sequential sampling plan.

More precise informa

tion would be available about the lot, however, than under
the double or sequential plan.

The cost of inspection would

be greater for the single plan, and the choice must be made
with regard to. cost and adequacy of Information.
Double Sampling.
As indicated by the name, a double sampling plan would
entail the use of a second sample, in addition to the first,
carried out somewhat in the same manner as in single sampling.
However, the impression should not be given that two separate
samples are required in all sets of circumstances.

An

example of the procedure under this type of plan is given
below.

Examine a first sample of 50 items.

If the sample

contains two or less defectives, accept the lot.

If it con

tains more than six defectives, reject the lot.

If the first

sample contains more than two, but not over six defectives,
take a second sample and base the decision to accept or to
reject the lot on the information furnished by both samples.
Here, take a second sample of 100 items.

If the combined

defectives (out of the entire 150 items) are six or less,
accept the lot.

If the combined defectives are more than

six, reject the lot.

It is apparent that in some cases the

decision will be made after the first sample, but in general,
depending upon the quality, most decisions must be postponed
until some time after beginning the second sample. The
procedure is usually to stop sampling in the second group as
soon as a decision has been made.

In the example above, if

seven defectives had been found after examination of 125
items, the sampling would cease, and the lot would be re
jected.
Two advantages of double sampling are ordinarily stated.
The total amount of inspection required is usually less than
under single sampling, and in addition, there is a psychology
cal advantage in taking a second sample.

Most people think

that there is some element of unfairness in basing a decision
on only one sample.

In double sampling, there is the pos

sibility that a relatively poor first sample "will be given
another chance."

From a statistical viewpoint, there is no

merit whatsoever in this point of view, but practically
speaking, it might "sell" a particular individual, whereas
single sampling would not.

There are, on the other hand,
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certain administrative disadvantages to double sampling.
Since the procedure is more complex there is the added cost
of education.

More lengthy forms would be required, and

in addition, there is the possibility of having to vary the
assignment of Inspectors to meet occasional peak loads for
added inspection.
Relative to sequential sampling, double sampling pro
vides more precise information, since the first sample is
considerably larger in double sampling.

•

If it is essential

to have precise information about the quality of each in
spection lot separately and at the same time to economize
on inspection costs, double sampling would be a useful
compromise between single sampling and sequential sampling.
»

Sequential Sampling.
Sequential sampling may be considered an extension of
double sampling.

The name implies a sequence of samples,

or one sample following another.

The procedure customarily

followed in such a plan is drawing and inspecting items from
the lot one at a time.

After each inspection the cumulative

results are examined and a decision is made to (l) accept
the lot, (2) reject the lot, or (3) continue sampling.

Such

a procedure is continued until one of the first two decisions
is made.

In order to illustrate this procedure, the table

on the following page is given.
This table is based on certain characteristics of ac
ceptable quality level, unacceptable quality level, and risks

TABLE I
ILLUSTRATION OF A TABLE OF ACCEPTANCE AND REJECTION NUMBERS FOR THE SEQUENTIAL SAMPLING PLAN
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A. J. Duncan, Quality Control and Industrial Statistics, p . 164.

item number in sample.
acceptance number.
rejection number.
no acceptance until thirty-one items have been inspected.
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inherent in the plan.

It is apparent from the table that no

decision to accept may be made until at least thirty-one
items have been examined.

On the other hand,a decision to

reject may be made after inspection of two items, as long
as both are defective.

The proper decision is made by

examining the acceptance and rejection numbers relating to
the cumulative number of items examined.

After examination

of thirty-one items, if no defectives have been found, the
lot is accepted.

If one or two defectives have been found,

the decision is to continue sampling.

If three defectives

have been found, the lot is rejected.

Actually, the lot might

be rejected upon finding three defectives as early as twenty
items inspected.

The development of the acceptance and re

jection numbers relative to the cumulative size of the sample
depends upon the statement of desired risks, as well as of
acceptable and unacceptable quality levels.
As will be observed from the table, the fundamental dif
ference between sequential analysis and conventional sampling
is that in the former there is no fixed sample size.

Rather,

the decision to be made Is entirely dependent upon the values
of the Items examined so far.

In the case Illustrated, a

decision to accept might be made at any time thirty-one or
more items are examined, or a decision to reject might occur
at any time two or more items are examined.

This statement

points up the primary advantage of the sequential method.
The sample is interpreted after each item is examined so that

minimum inspection results.

Naturally, with minimized in

spection, the cost associated therewith would be lowered.
It should not be assumed that this economy would mean the
universal application of sequential analysis.

There are

important disadvantages to be weighed against the advantage
mentioned.

First of all there is the interruption of work

routine through the necessity of drawing an item, making a
decision, drawing another item, making a decision, and so
on until rejection or acceptance.

It could not be applied in

the case of confirmation of accounts receivable, since the
results of one sample would not be known until the letter of
confirmation or non-confirmation was received, then another
sample would be necessary, until rejection or acceptance was
decided.

Another serious disadvantage is the necessity of

the inspector recording each item selected, making his de
cision, and continuing until rejection or acceptance.

The

education costs would be greater than for either single or
double sampling, and the forms required, being somewhat more
complicated, would also involve additional cost.

The

decision to use or not to use sequential sampling would
depend upon the relative merits of reduced inspection on
the one hand, and of interruption of work plus added education
and inspection costs on the other hand.

The requirements

of the plan, in general, make it unsuited to most types of
clerical work.19

19h . L. Jones, ’’Sampling Plans for Verifying Clerical
Work," p. 7.
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Group Sequential Sampling.
As implied by its name, the group sequential sampling
method considers a group of items as the basic inspection
unit, rather than an individual item, as in the case of the
ordinary sequential plan.

The general procedure would be

the same as that outlined above, with the exception that the
units would be examined in terms of a group, say 10, 25 , 50 ,
or 100 items.

One advantage in this method is that extreme

accuracy in the group size is not absolutely essential.

For

example, in the case of inspecting sales tickets, assuming
that 100 tickets comprise the group, it would be possible to
utilize some weighing device to approximate the group.

The

general advantages and disadvantages of this method would be
similar to those of sequential analysis, with the exception of
the inspection unit.

The only other divergent point is in

connection with the average sample size required to obtain
certain results.

With the use of a group rather than an item

as the basic inspection unit, chances are that the average
sample size would be increased, since decisions to accept or
to reject would ordinarily be postponed until the entire
Inspection unit had been examined.

This would mean that, whi3e

a decision could be made, say after examination of the sixtieth
item within a group of one hundred, the actual decision would
not be made until after the complete group was examined, since
information would not be summarized until that point.

In

conclusion, the advantage of a relatively small inspection,
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that is, relative to single and double sampling, would have to
be weighed against the disadvantages of interrupted work
routine, and more difficult inspection procedure.
Conclusions.
In any case, the decision would be made as to which sampling
plan provides the most accurate, adequate information, at the
lowest cost, the term "cost" to include such things as original
installation of the plan, inspection cost, and administrative
cost.

Generally speaking, in the case of clerical work,

either single or double sampling would be selected because
of the disadvantage of work interruption on the part of

•

sequential analysis, whether it be unit or group sampling.

CHAPTER IV
POSSIBLE APPLICATIONS OF STATISTICAL QUALITY
CONTROL TO ACCOUNTING PROBLEMS
Determination of the Specific Problem.
The decision was made to examine the field of opportunity
in the accounting area of a local manufacturing concern, and
if possible, to apply the theory developed to a specific problem
existing in this business organization.

Accordingly, the

first step was to select the company in which to make the
examination.

This step entailed two viewpoints, locating a

company which would have quality control problems of a nonmanufacturing nature to which statistical quality control
could be applied, and locating a company which would be willing
to have such an examination made.

After consideration of

both factors, one of the larger industrial establishments in •
the Baton Rouge area was selected.
A conference was held with the accounting executives of
this company, and the general theory of statistical quality
control, its applications in manufacturing areas, and possi
bilities for applications in non-manufacturing areas, were dis
cussed with these officials.

Following an indication by these

executives of their interest in the topic, and their willing
ness to have such an application made, a search was instigated
as to possible adaptations in the non-manufacturing areas of
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the company.
This search encountered many difficulties, most of which
were occasioned by the fact that the procedures used by the
company in non-manufacturing areas were in a continual state
of flux, and the probability was that the procedures used by
the company at the present date would be outmoded a year from
now.

This difficulty meant that any application which might

be made under current conditions would have little, if any,
value to the company at a future time.

Since the underlying

purpose of the examination was twofold, that is, making an
examination for the benefit of the company, and also making an
examination for the improvement of this thesis, there was
little point in sacrificing the first factor for the sake of
the second.
Another difficulty encountered was the fact that most of
the accounting and clerical work was being done by International
Business Machines.

Although this fact in itself does not pre

vent the occurrence of errors, such error rate would be extremely
small. The error rate would be rather difficult to control
through the use of statistical sampling schemes, since the sample
size would have to be very large relative to the universe, in
order to disclose the error rate.

Of course, as in any mechanized

accounting procedure, there is the problem of punching the in
formation into the cards, and errors are likely to be made during
such an operation.

This type of procedure has been used as the

basis for a statistical quality control scheme, but it was felt
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that such an application would not be of nearly so great value
as one made in another area.
There were many opportunities for applications of statis
tical quality control in the accounting department and other
departments of the company.

Some of the more important possi

bilities are listed below:
(1) Application to key-punch operations.
(2) Application to accounts payable invoice verifi
cation.
(3) Application to accounts receivable invoice
verification.
(4) Application to aging of accounts receivable.
(5) Application to inventory verification procedures.
The application to key-punch operations would provide a
wealth of opportunities for statistical quality control metho
dology.

Since such a large volume of work is done by means

of International Business Machines, there would be no doubt
as to the mass of data available.

Even with the use of the

machines, there is the requirement of getting the information
into the cards, before the machinery can operate to make the
required analysis. There are six key-punch operators employed
by the company.

Ordinarily every card punched is verified,by

a process similar to key-punching.

There would be quite an

opportunity to apply statistical sampling techniques in this
verification process. From past information data would be
available as to the average quality of performance. Depending
on the desired level of work and the risks of making the wrong

decisions, sampling schemes could be devised to cut down on the
amount of verification necessary to provide the required degree
of assurance.

In addition it would be possible to maintain

control charts on the Individual employees in an attempt to
determine which ones were above average, which ones were average,
and which ones were below average.

There appeared to be little

encouragement on the part of management for this particular
application.
In the case of accounts payable Invoice verification,
again some type of sampling plan could be devised to provide
a certain degree of assurance with a minimum of verification.
A study carried on by the company indicated that a very high
percentage of the invoices (something like 80 percent) repre
sented only a minor proportion of the dollar value of the
total invoices (something like 2 percent.)

This condition

would certainly suggest that it was impractical to verify all
Invoices, or even a large proportion of the ‘smaller dollar
amounts.

However, the decision to verify all invoices'had

been established by higher management, and there did not ap
pear to be the possibility of a change in this policy.
The same type of analysis could be applied to verifying
accounts receivable invoices, but management's decision was
to verify everything, and there was little indication of a
change being effected.
In the case of aging accounts receivable, statistical
sampling techniques could have been applied in determining
the likely characteristics of the entire group, without the
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necessity of resorting to a complete check.

As in previous

situations, there was little indication of interest as far as
the management was concerned, and accordingly, this possi
bility was abandoned.
After much searching and conferring with various execu
tives, jb was decided that the area offering the greatest op
portunity for an examination with resulting benefits to both
the company and this thesis was the physical verification of
materials in the storehouse.

The company had become very

interested in the problem during the early part of 1952, and
data had been collected from that date to the latter part of
1 9 5 which data pointed out the problem existing in the
physical inventory procedure.
Description of Specific Problem.
The general nature of the problem in the inventory procedure
is the excessive error rate shown by the physical Inventory
taken to prove the inventory maintained on the storehouse records.
The company had been using some type or other of inventory
procedure for many years, but had started the organized pro
cedure now in effect only three years ago.

There were, as

explained by company officials, three basic reasons for taking
physical inventory.

First, there was the desire on the part

of the company to exert some degree of control over the
materials contained in the storehouse.

There did not seem to

be any extensive problem of theft of material, but some degree
of control was necessary to prevent such a problem.

Second,
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there were the requirements imposed by the company auditors.
The auditors require the taking of physical inventory for the
purpose of ascertaining the values to be placed on the material
for balance sheet purposes.

Third, the company desired to

maintain an adequate inventory for production purposes.

The

taking of the physical inventory would indicate cases in which
the book records were overstated or understated, and thereby
yield a better basis for re-ordering material.
In accordance with the inventory accounting procedure
established by the company, two sets of records are maintained.
First, in the storehouse itself inventory cards are kept with
regard to quantity only.

Prices are not indicated on such

cards, since the only purpose served by such records is the
re-ordering of materials when a minimum quantity is on hand.
Second, in a section of the accounting department, perpetual
inventory records are maintained in the form of a stock
ledger.

These records are maintained for accounting purposes,

and include not only quantity, but also price and value.

The

former set of records is maintained manually by postings from
receipts and issues.

The latter set of records is maintained

on a mechanized basis by the use of cards for the inventory
classes, and summary information is accumulated monthly by
other machines, which results in a printed stock.ledger pre
pared monthly.
As in any situation Involving perpetual Inventory records,
there.are three groups of transactions which affect the forms
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maintained by the storehouse and by the accounting department.
First, there are the receipts of merchandise, which have to
be entered as debits on the storehouse records and the ac
counting department records.

Second, there are the with

drawals of merchandise by the various divisions of the company.
These are entered as credits on the records.

Finally, there

are the transfers to stores from the divisions, in case all
merchandise withdrawn is not used.

Such returns are entered

as debits on the records.
In connection with the three procedures of receiving and
issuing materials, there are three accounting forms used
for purposes of inventory control.
(1) Receiving report.
(A) Original - retained by storehouse.
(B) Duplicate - sent to accounting department.

(2) Issue slip. .
(A) Original - retained by storehouse.
(B) Duplicate - sent to accounting department.

(3) Transfer slip.
(A) Original - retained by storehouse.
(B) Duplicate - sent to accounting department.

Receipts of merchandise from outside vendors are recorded on re
ceiving reports by employees of the storehouse.

From one copy

of this receiving report, the quantity received is posted to
the inventory card for the particular material in the store
house., Another copy of the receiving report is sent to the

accounting department, where price and value are entered on
the report and from there the report is sent to the tabulating
department for entry into the stock ledger by means of machine
cards.

Withdrawals of merchandise originate in the individual

department or division requesting the material.

The department

telephones the storehouse, where a clerk makes a copy of the
merchandise desired, on an issue slip.

This slip is sent to

the persons who physically handle the merchandise, and the
order is prepared for withdrawal.

Prom one copy of the material

issue slip, the quantity is posted to the storehouse records.
Another copy of the material issue slip is sent to the account
ing department for pricing, and from there to the tabulating
department, where the Information is recorded in. the stock
ledger by means of machine cards.

In the case of an excessive

issue of material, a transfer slip is prepared upon return of
the material to the storehouse.

Prom one copy of this,trans

fer slip, the information is entered on the storehouse records.
Prom another copy of this transfer slip, the information is
recorded in the stock ledger through machine cards.

By follow

ing this procedure to the letter, the records maintained by
the storehouse and the accounting department will agree with
the physical inventory at the end of the month.
In order to verify the records maintained by the store
house and the accounting department, a physical inventory is
taken monthly by the Internal auditing department.

Such an

inventory has as its general goal the physical examination of

all types of merchandise in the storehouse at least once a
year.

With this goal in mind certain groups of materials are

selected by the suditing department in consultation with the
stores department for inventorying during a particular month.
Employees of the auditing department together with employees
of the stores department work together in determining the
physical inventory.

Upon completion of the work, the informa

tion based on the physical inventory, having been entered in
machine cards through the process of "mark-sensing," is checked
against the records maintained in the storehouse, and dif
ferences are corrected to agree with the physical inventory.
Inventory adjustment slips are prepared for use by the account
ing department to make changes in the stock ledger so that it
will also agree with the quantity disclosed by the physical in
ventory.
The procedure used by the company to deal with informa
tion disclosed by the physical inventory is not entirely
satisfactory from a statistical viewpoint.

As would be ex

pected, some of the balances shown by the storehouse records
exceed the balances obtained by physical inventory, and other
balances are not as large as physical balances.

The conclu

sions indicated by a number of reports prepared by the auditing
department for submission to higher management generally seemed
to be that as long as these errors were relatively equal in
number, there was no serious problem involved.

Where yery

large discrepancies are noted, a further check is made by the
auditing department to ascertain reasons for the large discrepancies.:
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The problem of this company as described above seemed to
be one to which a successful adaptation of the control chart
for fraction defective could be made. Such an adaptation
would necessitate the determination of the number of items
inventoried for each month, together with the number of dis
crepancies with the records maintained by the storehouse.
Since this information was already available for a period of
over two years, the calculations necessary for the institu
tion of a control chart were easily made.
The general procedure followed in instituting a control
chart for fraction defective entails the determination of the
standard fraction defective together with the process tolerances.
In other words, what is the expected, or inherent, variation
as shown by the process?

Prom a study of current data relative

to the control limits, the out-of-control points may be closely
studied to determine reasons for the variation in excess of
standard.
As a general summarization, a control chart for fraction'
defective may have one or more of the following goals:

,

"1. To .discover the average proportion of defective
articles or parts submitted for inspection over
a period of time.
2. To bring to the attention of management any
changes in this average quality level.
3* To discover those out-of-control high spots that
call for action to Identify and correct causes
of bad quality.•
4. To discover those out-of-control low spots that
Indicate either relaxed inspection standards or
erratic causes of quality improvement which might
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be converted into causes of consistent quality
improvement.1,1
In the case under study, all four of these goals were
desirable and, as will be shown in the next section, were
attained to some extent during the period under consideration.
Analysis Made of Inventory Problem.

Because of lack of available data and because of time
limitations, the analysis made of the inventory problem did
not constitute an "application" of statistical quality con
trol.

What was done was the calculation of the average frac

tion defective, the calculation of control limits, the plotting
of this data in the form of a chart for fraction defective,
and an interpretation of the results shown by this chart.
As will be seen from the charts to follow, a Btate of
statistical control is not present.

Nevertheless, this analysis

is typical of an application which could be made, assuming suf
ficient data and time were available.

Much work would have

to be done to bring about a state of control, and from the
results of the analysis;*made, this state of control could not
be predicted for the near future. •

Collection of Essential Data.
For a series of months, beginning with April, 1952, data
were available on the number of items Inventoried, and the
number of discrepancies shown by the records maintained in the

^Grant, op. cit., p. 267.
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storehouse.
and "short."

The discrepancies were broken down as to "over"
In addition to this information, beginning with

the August, 1953 ) report, the discrepancies, were broken down
according to class of material.

As indicated above, because

of lack of values for any one class of material, it was de
cided to use the control chart based on the total inventory
by months.
The only change necessitated from the records as maintained
was the cumulating of the discrepancies "overhand "short" for
the monthly reports. There had been the practice of regarding
the situation as satisfactory as long as the "overs" and
"shorts" balanced out roughly.

As far as the statistical

point of view is concerned, an error is an error regardless
of the relation of the physical inventory to the stock records.
If the stock records show four items in stock, an error has
been made whether physical inventory shows three items or five
items.
Computations Necessary to Prepare the Control Chart.

In order to calculate the standard fraction defective it
was necessary first to determine the fraction defective for
each month.

For each report, the number of discrepancies (the

sum of the "over" and "short" data) was divided by the items
inventoried.

The result was multiplied by 100, and the answer

expressed as a percentage.

This information is. presented in

Table II, page 9 8 . By dividing the total number of discrepan
cies for the entire period by the total number of items

'
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TABLE II
COMPUTATION OF FRACTION DEFECTIVE BY MONTHS
Month and Year
1952
April
May
June
July
August
September
October
November
December
1953*
January
February and
March*
April
May
June
July
AUgUBt
September
October and
November*

Items
Inventoried

Discrepancies

4900
3000

305
609
349
299
480
287
271

1300
1200
2900
2800
2000

Totals

6.2
20.3
26.8
24.9
16.6

10.2
13.6

3200
2800

m

12.2

3100

678

21.9

4700
5077
2259
3241
3000
8023
5760

1105

23.5
7.2
12.4

6668

425

6.4

4800

271

5.6

" 6032

244
170

4.0
14.5
14.1

366

279
739
248
667
698

1954
January
February and
March*
April
May
June
July
August
September
October
November
.* December

Fraction
Defective

1176
4454
5488
3025
1456
1783
1638
1424
2017

406
226
155
117
173

99221

11441

629

23.4

22.8
§*3
8.3

12.1

2.8
4

1.5
27.9
12.7
9.5

8.2
8.6

♦Inventories for these months were combined and taken as one
inventory.
*Data.not available for December, 1953
Computation of average fraction defective:
11441
99221

-100 - 11.53#
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inventoried for the entire period, the average fraction de
fective is computed.

As indicated beneath Table II, the standard

fraction defective is 11.53$* which means that while the in
dividual fraction defective figures vary above and below this
standard value, the average for the entire period April, 1952,
through December, 195^, is 11.53$.
The next computation has to do with the normal variation
reflected in the data thus accumulated.

In terms of control

charts, this variation ranges between an "upper control limit"
and a "lower control limit."

Computations are made as to the

control limits for each month, since there is never a constant
number of items selected for inventorying, and the number of
discrepancies would be expected to vary dependent upon the
volume of items inventoried.

That is to say, the number of

discrepancies should be larger if 10,000 items are selected,
than if only 3*000 are taken.

Since the variation in fraction

defective is Inversely related to the square root of the number
of items, it is necessary to calculate new control limits, each
time the number of items to be inventoried changes.

The cal

culation of these control limits by months is shown in Table III,
page 100.
Once these claculations have been completed, the data are
ready to be plotted on the control chart.

This step is accom

plished by plotting fraction defective (in percentage form) on
the Y-axis, and the months on the X-axis.

The results for the

entire period April, 1952, through December, 195^* are shown in
Chart 1, page 101.
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TABLE III
CALCULATION OF CONTROL LIMITS

Month and Year

1952
April
May
June
July
August
September
October
November
December
1953
January
February and
March
April
May
June
July
August
September
October and
November
1954
January
February and
March
April
May
June
July
August
September
October
November
December

Square Root
of N

Three
Standard
Errors

Upper
Control
Limit

Lower
Control
Limit

.0137
.0175
.0265
.0277
.0178

.1290
.1328

.1016
.0978

.0888
.0876
.0975
.0972
.0939
.0984
.0972

70.0
54.8
36.1
34.6
53.9
52.9
44.7
56.6
52.9

.0214
.0169
.0181

.1418
.1430
.1331
.1334
.1367
.1322
.1334

55.7

.0172

.1325

.0981

68.6
71.2

.0140
.0135

.1293

.1013

.1288

.1018

.1355
.1321

.0951
.0985

.0181

.0202

47.5
56.9
54.8
89.6
75.9

.0168
•0175
.0107
.0126

81.7

.1328
.1260
.1279

.1027

.0117

.1270

.1036

69.3

.0138

.1291

.1015

77.7
34.4

.0123
.0279
.0143
.0129
.0174
.0251
.0227
.0237
.0254
.0213

.1276

.1030
.0874
.1010
.1024
.0979
.0902
.0926
.0916
.0899
.0940

66.8
74.1
55.0

38.2
42.2
40.5
37.7
44.9

.1432

.1296
.1282
.1327
.1404

.1380
.1390
.1407

.1366

PERCENT
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Interpretation of Chart JL.
Prom a cursory examination of Chart 1, it is evident that
the situation is not in statistical control.

The fraction

defective data, represented by the solid black line, varies
all over the chart. The dots represent the individual frac
tion defective figures.

In contrast, the pattern set by the

control limits (red lines) does not show such a sporadicity.
The average fraction defective (11.53$) is represented by the
dashed black line.
In order to exhibit any degree of statistical control,
the pattern of fraction defective data should fall within the
control limits to a much greater extent than is shown in
Chart 1.

Actually, of the twenty-nine values plotted, only

seven fall within the control limits. Such a result is to be
expected in most cases where little or nothing has been done
in the past in an attempt to control quality.

This result

would be particularly applicable in this case where no organi
zed method of dealing with discrepancies had existed before
April, 1952.
The results for the period through March, 1953* indicate
the lack of control above the upper control limit.

Such lack

of control is the portion about which the management should be
most concerned.

Considering the fact that so little had been

done previously in the way of taking steps to correct the ex
cessive error rate, however, the results are not too surpris
ing.
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Beginning with April, 1953 t there seems to be a definite
improvement in the quality of work being done.

It should be

emphasized that such improvement is not the result of the con
trol chart, but the result of steps taken by management prior
to this analysis.

This improvement continues throughout the

remainder of 1953, and the entire year 1954.

There are two

months, June, 1953> and August, 1954, which are radicd-ly dif
ferent from the other months during this latter period, but
there is a definite improvement over the results of the first
twelve months.

Even with the two excessively high fraction

defective figures for June, 1953 > and August, 1954> it may be
seen that the average fraction defective is lower than the one
computed for the complete series of data.
In practically every application of the control chart
for.fraction defective, it becomes necessary some time after
the institution of the chart, to recompute the average frac
tion defective, as indicated by recent data.

In the case at

hand, the chart shows that the quality of work done from
April, 1953 to December, 1954, is superior to that done prior
to April, 1953.

For this reason, it was decided to recompute

the average fraction defective and the accompanying control
limits for the eighteen periods available.

Such procedure

would ordinarily be carried out when a lack of control is
indicated by preliminary charts.
Revisions Made in the Control Chart.
Considering the data available for the period April, 1953,
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through December, 195^> a new standard fraction defective was
computed.

This new standard fraction defective necessitated

the calculation of the number of units inventoried during this
period, plus the total number of discrepancies disclosed.

By

using the data given in Table II, the number of items inven
toried adds to 67,321, and the number of discrepancies, 6 ,013.
By dividing the discrepancies by the items inventoried, and
multiplying the result by 100, the recomputed standard fraction
defective is 8.93 per cent.

This compares to the original

standard fraction defective of 11.53 per cent.
Since the standard fraction defective has changed, there
is also the necessity of recalculating the control limits to
accompany the set of data.

These calculations, made in a

manner similar to those in Table III, are presented in Table
IV, on page 105.
Using the necessary data from data from Tables II and XV,
the new control chart is presented in Chart 2, page 106.
Interpretation of Chart 2.
Upon first examination of Chart 2, the conclusion appears
to be that there is still very little statistical control indi
cated.

Undoubtedly the process is not what it should be, under

conditions of control.

However, there is an improvement in the

state of affairs over that exhibited by Chart 1.
Considering the number and percentage of Items located
above, within, and below the control limits, Chart 2 appears
to be little better than Chart 1.

In Chart 1 eleven Items
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TABLE IV
CALCULATION OP CONTROL LIMITS

Month and Year
1953
April
May
June
July
August
September
October and
November
1954
January
February and
March
April
May
June
July
August
September
October
November
December

Square Root
of N

Three
Standard
Errors

Upper
Control
Limit

Lower
Control
Limit

71.2
47.5
56.9
54.8
89.6
75.9

.0120
.0180
.0150
.0156
.0095
.0113

.1013
.1073
.1043
.1049
.0988
.1006

.0773
.0713
.0743
.0737
.0798
.0780

81.7

.0105

.0998

.0788

69.3

.0123

.1016

.0770

77.7
34.4
66.8
74.1
55.0
38.2
42.2
40.5
37.7
44.9

.0110
.0249
.0138
.0115
.0156
.0224
.0203
.0211
.0227
.0191

.1003
.1142
.1021
.1008
.1049
.1117
.1096
.1104
.1120
.1084

.0783
.0644
.0765
.0778
.0737
.0669
.0690
.0682
.0666
.0702

P ER C E N T
DEFECTIVE

CHART

30

2

25

20

UCL

LCL

4

5

6

7

8

9

10 5 1 1 I 2 8 3

---------------------- 1953---------------------

I---------------------

4

5

6

7
1954

MONTH AND YEAR_____________

8

9

10

II

12

107
out of twenty-nine, or thirty-eight per cent, fall above the
upper control limit.

Seven of the items or twenty-four per

cent, fall within the upper control limit and the lower con
trol limit.

The remaining eleven items, or thirty-eight per

cent, fall below the lower control limit.

Similar computa

tions for Chart 2 reveal that of the eighteen items, seven,
or thirty-nine per cent, fall above the upper control limit,*
five items, or twenty-eight per cent, fall within the control
limits; and the remaining six items, or thirty-three per cent,
fall below the lower control limit.

Considering these data

the improvement from Chart 1 to Chart 2 appears slight indeed.
However, the percentages do not reveal the relative positions
of the points out-of-control.

In Chart 1, of the eleven points

above the upper control limit, nine are in excess of fifteen
per cent defective.

In contrast to this situation in Chart 2,

of the seven points above the upper control limit, only two
are in excess of fifteen per cent defective.
With these facts in mind, it seems plausible that, if data
were available for the year 1955* the improvement made by manage
ment independent of this analysis might continue, considering
the changes which have been made in the storehouse with respect
to location and centralization of materials, and in the entire
inventory procedure with respect to centralizing the receipts,
issues, and transfers of material, and in the accounting for
such transactions.
Although the situation is obviously not stabilized to the
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point of statistical control, it should be remembered that in
spite of the period of thirty-two months, there are only twentynine fraction defective figures.

In many production processes,

control comes into being only after a considerably larger number
of individual measurements.
Benefits of the Control Chart to the Company.
In a preceding section, four general benefits of control
charts for fraction defective were listed.

It was indicated

at that point that these four benefits accrued to some extent
in the analysis made.

A more definite statement of these

benefits may now be made.
The first goal, or benefit, stated was:

to discover the

average proportion of defective articles or parts submitted for
inspection over a period of time.

The calculations for such

average proportion resulted in a value of 11.53 per cent for
the period April, 1952, through December, 195^ > and of 8.93 per
cent for the period April, 1953* through December, 195^*

These

calculations would, at least, give an Indication of the average
performance to the company for the period involved.
The second benefit stated was:

to bring to the attention

of management any changes in this average quality level.

Prom

Chart 1 it was apparent that the average quality level had
changed for the period April, 1953 through December, 195^*
and accordingly the standard fraction defective was revised.
It is very likely, from the evidence yielded by Chart 2, that
the average fraction defective is being reduced once again.
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Data for 1955 would either prove or disprove this tendency.
The third benefit stated was:

to discover those out-of-

control high spots that call for action to identify and correct
causes of bad quality.
high spots exist.

Prom Chart 1, it is evident that many

An analysis of these high spots is made in

the following section of this chapter.
The fourth benefit stated was:

to discover those out-of

control low spots that indicate either relaxed inspection
standards or erratic causes of quality improvement which might
be converted into causes of consistent quality improvement.
Prom Chart 2 particularly it seems that there are two values
which might be correctly considered as low spots. These are
discussed in the following section.
Analysis of Sources of Error.
In accordance with the third and fourth goals of the con
trol chart for fraction defective, an analysis was made of the
high and low spots.

This analysis entailed first of all a

listing of the possible sources of error for the inventory
procedure as a whole.

The listing of these sources, prepared

in conjunction with the personnel in charge of the inventory
procedure is given below.
(1) Incorrect recording of reael.pt of material cur
rently received.
(2) Incorrect recording of issuance of material, on
a current basis.
(3) Incorrect recording of transfer of material, on
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a current basis.
(4) Conversion process.
(5) Accumulation of errors for periods prior to
organized inventory procedure.
(6) Incorrect physical inventory.
Items (1) through (3) are those errors made currently, as
opposed to Item (4), errors made in periods prior to April, 1952,
and which were discovered subsequent to April, 1952.

These

items would include such errors as posting a receipt of material
as an issue, or vice-versa, and incorrect addition or subtrac
tion of items, yielding an incorrect balance on the storehouse
records.
Item (4), conversion process, has to do with a change
over from an older inventory classification scheme to one
used by an affiliate of the company.

This change-over was

not an overnight transition, but required considerable time
to accomplish.

As a result, many items were listed according

to the new number where changes had not been made, and many
other items listed according to the old number where changes
had been made.

Such a procedure would naturally result in

errors shown by the storehouse records compared with the phy
sical inventory.

This process is practically complete at the

present date, and should offer relatively few errors in the
future.
Item (5)» in many cases, resulted in a great number of
errors being shown, which errors did not reflect current

Ill
operations.

As would be expected, such a state of affairs

could have quite a detrimental effect on a control chart,
which is based on current conditions.

As in Item (4), this

condition is being rectified to the extent that future opera
tions should reveal current errors only.
Item (6), incorrect physical inventory, presents quite a
problem.

Basically, it has to do with incorrect location of

material in storehouse bins.

It seems that there are certain

classes of material which appear identical, and which are in
reality quite different.

For example, there may be two types

of pipe fittings, similar in appearance, but different in
metallic make-up.

Unless the person taking the inventory is

familiar with a method to test the metallic content, there
could result am understatement of one material class, and an
overstatement of another.

In other cases there is a slight

weight differential between classes of material which may
seem Identical.

The same result would occur here as in the

difference in metallic content.

The only way to cope w i th ,

this situation is to provide experienced men on the inven
tory team, and at the same time, Improve the storage of
materials in the storehouse.
Some of the out-of-control high spots can be directly
attributed to these error sources.

From an examination of

Chart 1, it can be seen that high spots occurred in the fol
lowing months:

in 1952, May, June, July, August, December;

In 1953* January, February and March, and June; and in 1954,
August.

By analyzing the monthly reports prepared by the
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supervisor of the inventory procedure, the following sources
of error were disclosed.
May, 1952.

Inexperienced laborers were used to fill orders

in one of the storehouses.
in this storehouse.

The error rate was exceedingly high

In later periods this procedure was ad

justed to insure that experienced personnel filled orders.
June, 1952.

The classification "Bolts and Nuts" had never

before been fully inventoried, and was included in work done
this month.

The number of discrepancies in this classifica

tion increased the total.
July, 1952. The classification "Lumber" was included.
A poor procedure of having everyone help himself resulted in
many issues not being recorded.

Steps were taken to correct

this situation.
August, 1952.

A number of conversion errors were found

this month.
December, 1952. Classifications such as "Packing and
Oil Seals" and "Pipe Fittings" were inventoried for the first
time in years.
January, 1953. No specific errors were disclosed by the
report.
February and March, 1953. Two new men worked on the In
ventory team, with resulting Increase in the number of dis
crepancies .
June, 1953.

"Auto Parts" was inventoried for the first

time in several years.
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August, 1954.

"Pipe" was inventoried for the first time

in eighteen months.
The'only low spots shown by Chart 1 are in June, 195** .>
and July, 1954.

The only records available for these months

include the first seven months of 195*4- in a total figure.

No

information is available on June and July individually, so
that no decision may be made as to whether the low spots re
flect improved quality or relaxed inspection techniques.
From reading the relation of high spots to specific error
sources, it may be seen that steps have been taken to correct
many faulty procedures.

These steps have been taken without

the aid of statistical quality control.

It should be pointed

out, however, that through the proper use of statistical qual
ity control, it is entirely possible that these error sources
could have been located more quickly than was the case.

To

gether with inventorying practically every classification of
materials, the correct of these faulty procedures should re
sult in an improved quality of work for the coming months.
Discussion of "Ideal11 Application.
Because of limitations brought about by management, the
most desirable application could not be made.

The reasons for

departures from such an ideal are explained below.
If possible, since the inventory selected for physical
checking each month did not consist.of the entire stock of
goods, the portion selected should be taken on a random basis,
which would make more probable the representativeness of the
sample with regard to the universe. The inventory procedure
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as designed by the company would facilitate the selection of
random samples since the entire stock of goods was classified
into some eighty or ninety groups, identified by two-digit
numbers.

For example, containers might be designated as "18,"

and hand tools as "86."
"04" to "98."

The identification numbers ranged from

With such a classification scheme in effect, it

would be a simple matter to select samples by means of a table
of random numbers.
appendix.

A portion of such a table is shown in the

By beginning at the top of the left hand column,

the items selected for the sample would be as follows:
(1) Item "03" would be omitted, since there is no such
classification in the company's records.
(2) Item "97" would be the first classification to be
verified.
(3) Item "16" would be the second classification to be
verified.
(4) Item "12" would be the third classification to be
verified.
(5) This procedure would be continued until sufficient
classifications were selected to comprise the month's work.
From month to month the classes to be inventoried could
be determined by various schemes to make the process entirely
random.

For example, the second month could begin at the

bottom of the right hand column, and proceed up the column,
or possibly work from left to right in any row, or any other
of a number of possibilities.
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If it is assumed that the second month selections will
be taken from the right hand column, starting at the bottom,
the following steps would be noted:
(1) Item "49" would be the first classification

to be

verified.
(2) Item "49" would be passed over, since it has already
been verified this month.
(3) Item "00" would be omitted, since there is no such
classiflcatlcn.
(4) Item "47" would be the second classification to be
verified.
(5) This procedure would be continued until sufficient
classifications were selected to comprise the month's work.
The reason for not using such a random selection is ex
plained by the difficulties in physically handling the material,
and also by the state of materials in the storehouse.

Since

.storehouse labor in addition to the auditing department men is
used for inventorying, it is necessary to consider the availa
bility of such labor.

For example, on some occasions, there

may be very little labor available from the storehouse.

If

the items to be inventoried were very heavy or cumbersome,
the time element would outweigh the advantages to be obtained
through randomization.

In addition to this problem, because

of the apparent lack of organization in the storehouse, cer
tain groups of materials would not be centrally located, or
would not be arranged so that the inventory could be taken
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with a minimum of trouble.

This latter difficulty is being

corrected, so that in the future it would not be nearly so
troublesome as in the past.

However, if the company still

desired to verify all classes of material at least once a
year, the random sampling plan should not be used.

In this

case the classes to be inventoried should be varied from time
to time, so that Borne element of randomness would be present.
For example, if bricks are verified in January, 195*+* they
could be verified in March, 1955* and in October, 1956.

The

purpose of such a procedure would be to prevent the storehouse
personnel from knowing of the material to be verified, so
that a. more representative result would be obtained.
One other factor which would be very desirable had to be
omitted'because of lack of available data.

In any one month

the items selected for inventorying might be quite different
in nature.

For example, such items as lumber, electrical

equipment, and boilers might be included in the same month.
The procedure described in this chapter bases the control
chart on the entire group of items inventoried in any one
period.

It would be very desirable to have a separate control

chart for each class of material, or at least for classes of
material which were much the same.

The company apparently

realized the advisability of having information available on
individual classes of material, since the reports for the last
eighteen months have indicated discrepancies on a class basis
rather, than only a total discrepancy figure to represent the
entire stock inventoried during the month.

Because of the
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extensive nature of the inventory, and the lack of auditing
department personnel to verify the inventory, each class is
verified only once a year.

The available data therefore gives

only one fraction defective figure, or at most two figures,
for any one class of material.

Before a standard fraction

defective figure can be determined, there must be several
fraction defective figures which can be averaged to yield
the standard.

For this reason the control charts presented

in this chapter are based on the entire inventory taken by
months.
Assuming that a proper application of statistical quality
control is to be made to the inventory problem, some state
ment should be given as to the procedure following the in
terpretation of the control charts.

Obviously, changes are

necessary before control can be attained.

Such changes would

revolve around the isolation of assignable causes of error,
in an attempt to reduce the mass of data to homogeneity.
When a high-spot is noticed, an examination of the con
ditions underlying this result should be carried out as soon
as possible.

The fact that a reading is taken only once a

month will mean that the analysis in most cases will not be
as immediate as would be desirable.

However, by determining

the cause of the high-spot, and by its subsequent elimina
tion, the quality level of work should be Improved, at least
with regard to the error source eliminated.
Following an intensive search for error sources and the
' subsequent elimination or at least reduction in the source,
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a decision could be made as to the continuation or the rejec
tion of the statistical quality control scheme.

If improve

ments are apparent, that is, if the process appears to be ap
proaching a state of control, continuation would be the choice.
On the other hand, if little change is noted, or if assignable
causes cannot be discovered to the extent necessary for the
development of control, the entire scheme should be dropped.
The possible uses of statistical quality control to
improve further the entire inventory procedure include main
taining of control charts on the types of error and possibly
on employees doing the work.

As to types of error, there

would be expected quite a divergence between errors made
in incorrect addition or subtraction on the inventory cards,
and the errors made because of the conversion process. The
normal error rate would be

different in each

control chart was maintained as to each

type

case.

Ifa

of error,ad

ditional information would

be available from

adjustments could be made,

with further improvement inthe

quality of work.

which resulting

In the case of employee charts, it should

be apparent that the quality of work will differ among the
employees charged with the responsiblity of maintaining the
Inventory cards.

Upon disclosure of information from the

charts additional training could be given, or if necessary,
replacements made for those employees whose work is radically
poorer than the average quality.

In either case, benefits

should accrue to the company from the maintenance of control
charts on a type of error basis, or on an employee basis.
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Separate control charts can be kept for each source of
error, and such separate charts may be necessary if control
cannot be secured from a single control chart for all errors.
Whether these individual control charts are warranted depends
upon the importance of accurate inventory records and the cost
of securing these records.
Another modification of the records suggested is the
weighting of errors.

All errors are not of equal importance,

as, for example, a discrepancy in the number of bricks is
less important than an error in the number of valves.

Once

control is obtained a single chart on a weighted error basis
should serve the needs of the company.
Upon disclosure of the information shown by Charts 1 and
2 to the executives of the company, the feeling seemed to be
that the company could derive benefits from records of this
type.

CHAPTER V
SUMMARY
The underlying purpose of this dissertation is to examine
the nature of applications of statistical quality control which
have been made in manufacturing activities to determine the
possibility of making similar applications to non-manufacturing
activity.

If preliminary analysis discloses sufficient

similarity of conditions, applications to non-manufacturing
activity, or more specifically, to accounting procedures,
may be carried o u t .
In making such a comparative analysis, one of the first
steps should be a consideration of the requirements for the
application of statistical quality control in manufacturing
activities, and a determination of the general benefits at
tainable through the successful Institution of such a plan.
By developing parallel requirements and benefits possible in
a non-manufacturing application of statistical quality con
trol, a decision may be made as to the likelihood of a some
what similar plan of attack.
The requirements for the use of statistical quality con
trol in the factory may be summarized in one statement.

The

operation should be a repetitive, independent, functional
operation, affected by as few factors as possible.

If these

conditions are present, the scheme of statistical quality control
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can operate to provide benefits to a greater extent than if
other conditions are found.
Among the benefits to be expected from the general ap
plication of statistical quality control in manufacturing
areas are the following:
(1) Reduction in scrap work and faulty parts.
(2) Increase in "quality-mindedness" of operators.
(3) Greater quantity of improved quality material.
(4) More scientific inspection procedure.
(5) Reduction in cost of inspection.
(6) Authentic record of the quality of the product.
It was discovered that many of these requirements and
benefits exist or could be expected in accounting areas of a
business organization as well as in the manufacturing sectors.
Consider, for example, the procedures of preparing and verify
ing an accounts receivable invoice.

Assuming that the business

is of reasonable size, the operation would fulfill the require
ment of being repetitive.

Probably the work of preparing and

the work of verifying would be independent of each other.

In

addition, each operation would be independent of other opera
tions, at least during the time in which preparation or veri
fication is being carried out.

Each of the operations would

be functional in that only one purpose is accomplished in the
preparation and in the verification.
each operation.

Few factors would affect

In the preparation of the accounts receivable

invoice, the calculations would consist perhaps of an exten
sion of a unit price times the quantity, the addition of a
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number of extensions, the calculation of a discount and the
net sales price.

In the verification of the invoice, the

same procedure would be followed, depending upon the extent
of the verification desired.
Benefits similar to those resulting from the application
of statistical quality control to manufacturing activities
might be expected from the application to accounting procedures.
A reduction in scrap work and faulty parts would be paralleled
by a reduction in error rate and incorrect invoices.

The

accounting personnel themselves could become more "quality
minded."

Such an attitude could result in a greater quantity

of higher quality work.

By the use of statistical sampling

schemes the verification procedure would be made more scienti
fic, with a possibility of reduced work load to produce a
desired degree of accuracy.

With a reduced work load of

inspection, the costs .of verification would be reduced in
proportion.

Lastly, the plan would provide an authentic

record of the quality of the work done by the personnel.
Applications of statistical quality control have been
made in the non-manufacturing areas of business, some of which
were mentioned previously.

Applications such as clerical

accuracy in the Census Bureau, filling of mail orders, con
trolling clerical accuracy of sales invoices, controlling the
accuracy of airplane reservations, and reducing warehouse
handling costs have been successfully made by various business
organizations.

The variety of applications indicates that

123
possibilities do exist for the application of statistical
quality control in the general area of accounting problems.
One of the outstanding opportunities for application is
in the area of auditing.

There are available a number of

sampling plans, which may be derived on a scientific basis,
and which would improve the work of the auditor, whether on
an internal or external basis.

There are four sampling plans,

any one of which might be used in a particular area of account
ing work.

First, there is the single sampling plan, which

requires the taking of only one sample from the lot.

Al

though the sample size under this plan would be relatively
large, and the costs of inspection thereby Increased, the in
formation disclosed would also be increased.

Second, there is

the double sampling plan, which usually requires the taking
of two samples from a lot.

If the quality of work is good,

the total inspection required is less than in the case of
single sampling.

There is the additional psychological, though

not statistical advantage of giving a poor lot a second chance.
However, such a plan would require additional educational
expense as well as paperwork expense in executing the plan.
Third, there is the sequential sampling plan, in which there
is the possibility of a sequence of samples from the same lot.
This plan results in a still lower Inspection quantity and
cost, but has the disadvantages of interruption of work routine
and Increased educational and paperwork expenses.

Finally,

there is the group sequential plan, which requires inspection
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of Items in terms of a set group, such as 25 , 50 > o'” 100.

The

advantages and disadvantages of this plan would be substan
tially the same as for the ordinary sequential plan.
A balancing of the costs involved and the benefits to
be obtained will determine the sampling plan to be used.
Generally, either the single or double sampling plan would
be preferable in the case of accounting work because of the
aspect of work interruption Inherent in either of the sequen
tial plans.
The analysis of the selected inventory problem disclosed
a definite need for some type of control action to reduce the
excessively high error rate between the perpetual Inventory
records maintained by the stores personnel and the physical
Inventory taken periodically by the internal auditors.

Many

Improvements were made during the past two years in which
management had taken an active interest in correcting the
extremely poor situation.

In spite of these improvements in

procedure the charts prepared revealed a pronounced lack of
statistical control.

The lack of control is probably brought

about by the fact that there is a heterogeneity of data rather
than a homogeneity of data.

It seems likely that had control

charts been instituted some of these assignable causes of
variation would have been eliminated before they actually
were.

Also, if control charts were maintained on a class of

material, employee, or type of error basis, further benefits
would result in addition to those resulting from management
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techniques other than statistical quality control.
When the costs of statistical quality control are weighed
against the resulting benefits, the application in accounting
areas should increase.

Eventually there should be an even

greater volume of application in the non-manufacturing area
than in the manufacturing area.

The possibilities will be

limited solely by the Individual imagination and the willing
ness of management to have such applications made.
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APPENDIX
Random Numbers
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12
55
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74
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56
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24
62
85
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26
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96
38
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50
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26
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82
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57
71
27
46
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07
31
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42
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05
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53
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03
62
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79
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43
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93
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53
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33
57
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01
21
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17
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53
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34
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19
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42
36
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38 97
40 64
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50
83
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77
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44
77
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81
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83
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45
56
34
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46
32
76
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19
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14
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08
16

17
18
57
15
93
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37
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04
32
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35
77
72
43
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96
88
33
50

33 20
83 50
42 95
27 14
27 •89

38
87
4^
34
87

26
75
72
09
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13
97
16
45
20

89
12
64
59
15

51
25
36
34
37

03
93
16
68
00

74
47
00
49
49

Source:
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71

Business and Economic Statistics, Spurr, Kellogg, and
Smith, ftlchard 1). Irwin, inc., p. 92.
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