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Abstract  
We present multigrid iterative algorithms for solving a system of coupled free boundary problems for 
pricing American put options with regime-switching. The algorithms are based on our recent developed 
compact finite difference scheme coupled with Hermite interpolation for solving the 𝑚 coupled partial 
differential equations consisting of the asset, delta, gamma, and speed options. In the algorithms, we first 
use the Gauss-Seidel as a smoother, and then implement V-cycle and modified multigrid strategies for 
solving our discretized equations. Hermite interpolation with Newton interpolatory divided difference (as 
the basis) is used in estimating the coupled asset, delta, gamma, and speed options in the set of equations. 
A numerical experiment is performed with the two-regimes example and compared with other existing 
methods to validate the optimal strategy. Results show that these algorithms provide fast and efficient 
tools for pricing American put options with regime-switching. 
Keywords: multigrid methods, American put options, Hermite and high order interpolation, optimal 
exercise boundary, compact finite difference method, logarithmic transformation 
1. Introduction  
American style option valuation based on the regime-switching model involves 𝑚 coupled free boundary 
problem where 𝑚 represent the number of regimes. The closed-form of this model is difficult to find, 
hence, several numerical methods have been proposed (Khaliq and Liu, 2009; Nielsen et al., 2002; Zhang 
et al., 2013, Chiarella et al., 2016; Meyer and van der Hoek, 1997, Han and Kim, 2016; Egorova et al., 2016; 
Shang and Bryne, 2019, Nwankwo et al., 2019). Moreover, it is always a challenging task to approximate 
the Greeks associated with this model especially, beyond two regimes. In our previous research work, we 
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generated a system of 𝑚 coupled partial differential equations through logarithmic transformation and 
by taking further derivatives of the regime-switching model. We called this system of 𝑚 equations, the 𝑚 
asset-delta-gamma-speed equations. By employing the compact finite difference method for discretizing 
the system of 𝑚 coupled equation and the Hermite interpolation for estimating the coupled regimes, we 
were able to approximate the 𝑚 asset options, option Greeks, and optimal exercise boundaries with high 
order accuracy using Gauss-Seidel iterative methods.  it is imperative to mention that for each iteration 
using a front-fixing approach for solving the regime switching model, we approximate the coupled regime 
with Hermite Interpolation which increases the overall computational burden. When a small step size and 
time step are used, this effect is more pronounced. Hence, there is a need to find a strategy that reduces 
the number of iterations and CPU time required to achieve numerical convergence. The motivation of this 
article is to develop a multigrid iterative algorithm to speed up our computation for solving the system of 
𝑚 equations. 
As we know, the major advantage of the multigrid iterative method is that it can remove the high-
frequency error from numerical solutions in a few iterations (using a good smoother) and transfers the 
low-frequency error to a coarse grid where the latter is cheaper and faster to remove. This improves the 
overall computational effort, speed, and efficiency of numerical approximations for large scale problems 
(Hafner and Konke, 2006). Because of this, the multigrid method has gained a broader application after 
the work of Fedorenko (1961), Bachvalov (1966), Brandt (1977), and Saad (2003) which has been applied 
to elliptic and time-dependent partial differential equations (Wang and Ge, 2018; Rosseel et al., 2007; 
Horton and Vandewalle, 1994; Lee and Meyer, 1979; Yavneh, 2006; Khelifi et al., 2014). The efficiency of 
the multigrid method with a compact finite difference scheme has further been investigated by 
researchers (Wang and Ge, 2018; Pardhanani et al., (1997); Zhang et al., (2002); Moghaderi and Dehghan, 
2014; Ghaffar et al., 2016). Furthermore, Shieh (1985) and Guo et al. (2012) applied a multigrid method 
to obtain a numerical solution of the coupled partial differential equation based on domain partitioning. 
In option pricing, Urschel (2013) implemented an adaptive space-time multigrid approach to barrier 
option using implicit Euler and Crank-Nicholson method. Jeong et al. (2013) applied an adaptive multigrid 
method on the Black Scholes equation with Crank-Nicholson discretization. Clarke and Parrott (1999) 
implemented a multigrid method in discrete linear complementary problem for pricing American options 
with stochastic volatility. 
In this study, we will implement the multigrid method to a compact finite difference scheme coupled with 
the Hermite interpolation for pricing American options with regime-switching. The rest of the paper is 
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organized as follows. In section 2, we present our mathematical model. In section 3, we present the 
compact finite difference scheme and estimate the coupled asset, delta, gamma, and speed options in the 
set of 𝑚 equations using the Hermite interpolation with the Newton interpolatory divided difference 
formula as the basis. In section 4, we implement multigrid strategies and their algorithms for solving the 
derived numerical scheme and obtain the option values, optimal exercise boundary, and the Greeks in 
each regime. In section 5, we investigate and compare the numerical performance of our present 
algorithms using the two-regimes example and conclude the paper in section 6. 
2. Mathematical Model 
Our mathematical model (Nwankwo et al., 2019) is based on the American put option written on the 
asset 𝑆𝑡  with strike price  𝐾 and expiration time  𝑇.  Let 𝑉𝑚(𝑆, 𝑡) denote the option price and 𝜏 = 𝑇 − 𝑡. 
Then, 𝑉𝑚(𝑆, 𝜏) satisfies the coupled free boundary value problem: 
−
𝜕𝑉𝑚(𝑆, 𝜏)
𝜕𝜏
+
1
2
𝜎2𝑚𝑆
2
𝜕2𝑉𝑚(𝑆, 𝜏)
𝜕𝑆2
+ 𝑟𝑚𝑆
𝜕𝑉𝑚(𝑆, 𝜏)
𝜕𝑆
− 𝑟𝑚𝑉𝑚(𝑆, 𝜏) + ∑ 𝑞𝑚𝑙
𝑙≠𝑚
[𝑉𝑙(𝑆, 𝜏) − 𝑉𝑚(𝑆, 𝜏)] = 0,
for 𝑆 > 𝑠𝑓(𝑚)(𝜏),                                                                                                                                   (1) 
𝑉𝑚(𝑆, 𝜏) = 𝐾 − 𝑆,        for 𝑆 < 𝑠𝑓(𝑚)(𝜏).                                                                                                                         (2) 
Here, the initial and boundary conditions are given as: 
𝑉𝑚(𝑆, 0) = 𝑚𝑎𝑥( 𝐾 − 𝑆, 0),             𝑠𝑓(𝑚)(0) = 𝐾;                                                                                                     (3𝑎) 
𝑉𝑚(𝑠𝑓(𝑚), 𝜏) = 𝐾 − 𝑠𝑓(𝑚)(𝜏),     𝑉𝑚(0, 𝜏) = 𝐾,     𝑉𝑚(∞, 𝜏) = 0,     
𝜕
𝜕𝑆
𝑉𝑚(𝑠𝑓(𝑚), 𝜏) = −1,                               (3𝑏) 
where 𝑠𝑓(𝑚)(𝜏) is the optimal exercise boundary for the 𝑚
𝑡ℎ regime. We further fix the free boundary 
challenge by employing a front-fixing logarithmic transformation (Egorova, 2016; Nwankwo et al, 2019) 
on multi-variable domains as  
𝑥𝑚 = ln
𝑆
𝑠𝑓(𝑚)(𝜏)
= ln 𝑆 − ln 𝑠𝑓(𝑚)(𝜏) , 𝑚 = 1,2,∙∙∙, 𝐼,                                                                                       (4𝑎) 
The transformed 𝑚  option value functions  𝑈𝑚(𝑥𝑚 , 𝜏) are related to the original 𝑚 option value functions 
𝑉𝑚(𝑆, 𝑡) by the dimensionless transformation 
𝑈𝑚(𝑥𝑚 , 𝜏) = 𝑉𝑚(𝑆, 𝜏), 𝑚 = 1,2,∙∙∙, 𝐼.                                                                                                                      (4𝑏) 
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Using this transformation and eliminating the first-order derivative by taking further derivatives, we then 
obtain a set of 𝑚 coupled partial differential equations, which we call the asset, delta, gamma, and speed 
PDE equations and are given as follows: 
𝜕𝑈𝑚
𝜕𝜏
−
1
2
𝜎2𝑚
𝜕2𝑈𝑚
𝜕𝑥𝑚2
− (
𝑠′𝑓(𝑚)
𝑠𝑓(𝑚)
+ 𝑟𝑚 −
𝜎2𝑚
2
)𝑊𝑚 + (𝑟𝑚 − 𝑞𝑚𝑚)𝑈𝑚 − ∑ 𝑞𝑚𝑙
𝑙≠𝑚
𝑈𝑙 = 0,                                  (5𝑎) 
𝜕𝑊𝑚
𝜕𝜏
−
1
2
𝜎2𝑚
𝜕2𝑊𝑚
𝜕𝑥𝑚2
− (
𝑠′𝑓(𝑚)
𝑠𝑓(𝑚)
+ 𝑟𝑚 −
𝜎2𝑚
2
)
𝜕2𝑈𝑚
𝜕𝑥𝑚2
+ (𝑟𝑚 − 𝑞𝑚𝑚)𝑊𝑚 − ∑ 𝑞𝑚𝑙
𝑙≠𝑚
𝑊𝑙 = 0,                            (5𝑏) 
𝜕𝑌𝑚
𝜕𝜏
−
1
2
𝜎2𝑚
𝜕2𝑌𝑚
𝜕𝑥𝑚2
− (
𝑠′𝑓(𝑚)
𝑠𝑓(𝑚)
+ 𝑟𝑚 −
𝜎2𝑚
2
)
𝜕2𝑊𝑚
𝜕𝑥𝑚2
+ (𝑟𝑚 − 𝑞𝑚𝑚)𝑌𝑚 − ∑ 𝑞𝑚𝑙
𝑙≠𝑚
𝑌𝑙 = 0,                                 (5𝑐) 
𝜕𝑍𝑚
𝜕𝜏
−
1
2
𝜎2𝑚
𝜕2𝑍𝑚
𝜕𝑥𝑚2
− (
𝑠′𝑓(𝑚)
𝑠𝑓(𝑚)
+ 𝑟𝑚 −
𝜎2𝑚
2
)
𝜕2𝑌𝑚
𝜕𝑥𝑚2
+ (𝑟𝑚 − 𝑞𝑚𝑚)𝑍𝑚 − ∑ 𝑞𝑚𝑙
𝑙≠𝑚
𝑍𝑙 = 0,                                (5𝑑) 
where 𝑚 = 1,2,∙∙∙, 𝐼, 𝑥𝑚 ∈ [0,∞) and the initial and boundary conditions for 𝑈𝑚(𝑥𝑚 , 𝜏), 𝑊𝑚(𝑥𝑚 , 𝜏), 
𝑌𝑚(𝑥𝑚, 𝜏),  and 𝑍𝑚(𝑥𝑚 , 𝜏) are defined as: 
 𝑠𝑓(𝑚)(0) = 𝐾, 𝑈𝑚(𝑥𝑚 , 0) = 0, 𝑊𝑚(𝑥𝑚, 0) = 0, 𝑌𝑚(𝑥𝑚, 0) = 0, 𝑍𝑚(𝑥𝑚, 0) = 0;             (6𝑎) 
𝑈𝑚(0, 𝜏) = 𝐾 − 𝑠𝑓(𝑚)(𝜏), 𝑊𝑚(0, 𝜏) = −𝑠𝑓(𝑚)(𝜏);                                                                                             (6𝑏) 
𝑌𝑚(0, 𝜏) = −𝑠𝑓(𝑚)(𝜏), 𝑍𝑚(0, 𝜏) = −𝑠𝑓(𝑚)(𝜏);                                                                                                    (6𝑐) 
𝑈𝑚(∞, 𝜏) = 0;  𝑊𝑚(∞, 𝜏) = 0;   𝑌𝑚(∞, 𝜏) = 0,      𝑍𝑚(∞, 𝜏) = 0.                                                                         (6𝑑) 
3. Numerical Discretization and Interpolation. 
To solve the above system of 𝑚 PDEs that consist of the asset, delta, gamma and speed options in a 
uniform grid [0,∞) × [0 𝑇] for each regime and take into account, the relationship among the regimes’ 
intervals using cubic interpolation, the infinite domain is truncated to a finite large domain with an 
estimated boundary (𝑥𝑚)𝑀 far enough that the error generated due to the truncation is negligible 
(Egorova et al., 2016; Kangro and Nicolaides, 2000).  Letting 𝑖 and 𝑗 represent the node points in the 𝑙𝑡ℎ and 
𝑚𝑡ℎ regimes’ intervals, respectively, and M and N represent the numbers of grid points and time steps, 
respectively, we have 
(𝑥𝑚)𝑖 = 𝑖ℎ, (𝑥𝑙)𝑗 = 𝑗ℎ, ℎ =  
(𝑥𝑚)𝑀
𝑀
=
(𝑥𝑙)𝑀
𝑀
, 𝑖, 𝑗 ∈ [0,M];                                                           (7𝑎) 
𝑘 =
𝑇
𝑁
,  𝜏𝑛 = 𝑛𝑘, 𝑘 ∈ [0, N].                                                                                                                            (7𝑏) 
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It should be pointed out that we choose the same length of interval for all regimes so that we have a 
uniform grid size. In this section, we find the numerical solutions of the 𝑚 asset options, option Greeks, 
and optimal exercise boundaries which we denote as (𝑢𝑚)𝑖
𝑛 ,  (𝑤𝑚)𝑖
𝑛 , (𝑦𝑚)𝑖
𝑛 , (𝑧𝑚)𝑖
𝑛 , (Θ𝑚)𝑖
𝑛 , (Κ𝑚)𝑖
𝑛 , (Γ𝑚)𝑖
𝑛 , 
and 𝑠𝑓(𝑚)
𝑛 . 
3.1. Compact Finite Difference Scheme 
In our previous study (Nwankwo et al., 2019), the set of 𝑚 equations in (5) were discretized using compact 
and Crank-Nicolson scheme in space and time, respectively. To develop a compact finite difference 
scheme in space for the 𝑚 asset option at (𝑥𝑚)0 = 0, we first employed a compact finite difference 
formula as described in the following lemma (Nwankwo et al., 2019). 
Lemma. Assume 𝑓(𝑥) ∈ 𝐶6[𝑥0, 𝑥1], then it holds 
7
4
𝑓′′(𝑥0) +
3
4
𝑓′′(𝑥1) =
5
ℎ2
[𝑓(𝑥1) − 𝑓(𝑥0)] −
5
ℎ
𝑓′(𝑥0) −
ℎ
4
𝑓(3)(𝑥0) +
ℎ
6
𝑓(3)(𝑥1) + 𝑂(ℎ
4).                           (8) 
Using (8) for the second-order derivative term in (1a), we obtained  
−
1
2
𝜎2𝑚 [
7
4
𝜕2𝑈𝑚((𝑥𝑚)0, 𝜏𝑛+1/2)
𝜕𝑥𝑚2
+
3
4
𝜕2𝑈𝑚((𝑥𝑚)1, 𝜏𝑛+1/2)
𝜕𝑥𝑚2
]
=
5𝜎2𝑚
2
[
𝑈𝑚((𝑥𝑚)0, 𝜏𝑛+1/2) − 𝑈𝑚((𝑥𝑚)1, 𝜏𝑛+1/2)
ℎ2
−
1
ℎ
𝜕𝑈𝑚((𝑥𝑚)0, 𝜏𝑛+1/2)
𝜕𝑥𝑚
]
−
𝜎2𝑚ℎ
2
[
1
4
𝜕3𝑈𝑚((𝑥𝑚)0, 𝜏𝑛+1/2)
𝜕𝑥𝑚
3 +
1
6
𝜕3𝑈𝑚((𝑥𝑚)1, 𝜏𝑛+1/2)
𝜕𝑥𝑚
3 ] + 𝑂(ℎ
4).                                   (9) 
The first-order derivative in (9) at (𝑥𝑚)0 was then evaluated based on (6b) as  
𝜕𝑈𝑚((𝑥𝑚)0, 𝜏𝑛+1/2)
𝜕𝑥𝑚
− 𝑈𝑚((𝑥𝑚)0, 𝜏𝑛+1/2) = 𝑊𝑚((𝑥𝑚)0, 𝜏𝑛+1/2) − 𝑈𝑚((𝑥𝑚)0, 𝜏𝑛+1/2) = −𝐾.                  (10) 
To evaluate the third-order derivative term in (9) at (𝑥𝑚)0, we let 𝑥𝑚 → 0
+ in (1b) and discretized 𝜕𝑊𝑚/𝜕𝑡.  
This gives  
𝜎2𝑚ℎ
8
𝜕3𝑈𝑚((𝑥𝑚)0, 𝜏𝑛+1/2)
𝜕𝑥𝑚
3
=
ℎ
4
[
𝑊𝑚((𝑥𝑚)0, 𝜏𝑛+1) − 𝑊𝑚((𝑥𝑚)0, 𝜏𝑛)
𝑘
− (𝛽𝑚)𝑛+1/2𝑌𝑚((𝑥𝑚)0, 𝜏𝑛+1/2) + ( 𝑟𝑚
− 𝑞𝑚𝑚)𝑊𝑚((𝑥𝑚)0, 𝜏𝑛+1/2) − ∑ 𝑞𝑚𝑙
𝑙≠𝑚
𝑊𝑙((𝑥𝑚)𝑗∗|𝑖=0, 𝜏𝑛+1/2)] + 𝑂(𝑘
2),                          (11𝑎) 
and similarly, 
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𝜎2𝑚ℎ
12
𝜕3𝑈𝑚((𝑥𝑚)1, 𝜏𝑛+1/2)
𝜕𝑥𝑚
3
=
ℎ
6
[
𝑊𝑚((𝑥𝑚)1, 𝜏𝑛+1) − 𝑊𝑚((𝑥𝑚)1, 𝜏𝑛)
𝑘
− (𝛽𝑚)𝑛+1/2𝑌𝑚((𝑥𝑚)1, 𝜏𝑛+1/2) + ( 𝑟𝑚
− 𝑞𝑚𝑚)𝑊𝑚((𝑥𝑚)1, 𝜏𝑛+1/2) − ∑ 𝑞𝑚𝑙
𝑙≠𝑚
𝑊𝑙((𝑥𝑚)𝑗∗|𝑖=1, 𝜏𝑛+1/2)] + 𝑂(𝑘
2),                         (11𝑏) 
where 
(𝛽𝑚)𝑛+1/2 ≡
2(𝑠𝑓(𝑚)
𝑛+1 − 𝑠𝑓(𝑚)
𝑛 )
𝑘(𝑠𝑓(𝑚)
𝑛+1 + 𝑠𝑓(𝑚)
𝑛 )
+ 𝑟𝑚 −
𝜎2𝑚
2
,         𝜇𝑚 =
𝜎2𝑚𝑘
ℎ2
.                                                                             (12) 
Here, (𝑥𝑚)𝑗∗|𝑖=0 and (𝑥𝑚)𝑗∗|𝑖=1 are the locations in the space for the 𝑙
𝑡ℎ equation corresponding to (𝑥𝑚)0  
and (𝑥𝑚)1 in the 𝑚
𝑡ℎ equation, respectively. 
For the term 𝑌𝑚((𝑥𝑚)0, 𝜏𝑛+1/2) in (1b), we employed a fourth-order approximation (Adam, 1975; Adam, 
1977, Liao and Khaliq, 2009; Dremkova and Ehrhardt, 2011) as 
𝑌𝑚((𝑥𝑚)0, 𝜏𝑛+1/2)
=
3
ℎ
[𝑊𝑚((𝑥𝑚)2, 𝜏𝑛+1/2) − 𝑊𝑚((𝑥𝑚)0, 𝜏𝑛+1/2)] − 4𝑌𝑚((𝑥𝑚)1, 𝜏𝑛+1/2) − 𝑌𝑚((𝑥𝑚)2, 𝜏𝑛+1/2)
+ 𝑂(ℎ4).                                                                                                                                                 (13) 
Substituting (11) and (13) into (9) and applying the Crank-Nicholson method in time, we then obtained 
the compact finite difference scheme at (𝑥𝑚)0 = 0 as 
𝑎𝑚
1 (𝑢𝑚)0
𝑛+1 + 𝑏𝑚
1 (𝑢𝑚)1
𝑛+1 = (𝑓0
𝑢)𝑚
𝑛+1/2
 ,                                                                                                                     (14) 
with the truncation error of 𝑂(𝑘2 + ℎ4). Here, 𝑗∗|𝑖 = 0,1 indicate the values of 𝑗∗ given at (𝑥𝑚)0 and (𝑥𝑚)1, 
respectively. At each interior grid point, (𝑥𝑚)𝑖 = 1,2,… ,𝑀 − 1, using the compact finite difference 
scheme (Yan et al., 2019) as 
1
12
𝑓′′(𝑥𝑖−1) +
10
12
𝑓′′(𝑥𝑖) +
1
12
𝑓′′(𝑥𝑖+1) =
1
ℎ2
[𝑓(𝑥𝑖−1) − 2𝑓(𝑥𝑖) + 𝑓(𝑥𝑖+1)] + 𝑂(ℎ
4),                                 (15) 
for (1a)-(1d), we obtained 
𝑑𝑚
1 (𝑢𝑚)𝑖−1
𝑛+1 + 𝑐𝑚
1 (𝑢𝑚)𝑖
𝑛+1 + 𝑑𝑚
1 (𝑢𝑚)𝑖+1
𝑛+1 = (𝑓𝑖
𝑢)𝑚
𝑛+1/2
,                                                                                        (16𝑎) 
𝑑𝑚
1 (𝑤𝑚)𝑖−1
𝑛+1 + 𝑐𝑚
1 (𝑤𝑚)𝑖
𝑛+1 + 𝑑𝑚
1 (𝑤𝑚)𝑖+1
𝑛+1 = (𝑓𝑖
𝑤)𝑚
𝑛+1/2
 ,                                                                                     (16𝑏) 
𝑑𝑚
1 (𝑦𝑚)𝑖−1
𝑛+1 + 𝑐𝑚
1 (𝑦𝑚)𝑖
𝑛+1 + 𝑑𝑚
1 (𝑦𝑚)𝑖+1
𝑛+1 = (𝑓𝑖
𝑦)
𝑚
𝑛+1/2
,                                                                                         (16𝑐) 
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𝑑𝑚
1 (𝑧𝑚)𝑖−1
𝑛+1 + 𝑐𝑚
1 (𝑧𝑚)𝑖
𝑛+1 + 𝑑𝑚
1 (𝑧𝑚)𝑖+1
𝑛+1 = (𝑓𝑖
𝑧)𝑚
𝑛+1/2
, 𝑖 = 1,2, … ,𝑁 − 1.                                               (16𝑑) 
To further ensure that our coefficient matrix entries preserve both symmetricity and positive definiteness, 
we multiply (14) by 𝑑𝑚
1 / 𝑏𝑚
1  and obtain 
?̅?𝑚
1 (𝑢𝑚)0
𝑛+1 + 𝑑𝑚
1 (𝑢𝑚)1
𝑛+1 = (𝑓0̅
𝑢)
𝑚
𝑛+1/2
,                                                                                                                   (16𝑒) 
where  
?̅?𝑚
1 =
𝑎𝑚
1 𝑑𝑚
1
𝑏𝑚1
, 𝑓0̅
𝑢 =
𝑑𝑚
1 (𝑓0
𝑢)𝑚
𝑛+1/2
𝑏𝑚1
.                                                                                                                       (16𝑓) 
Hence, we obtain a discretized system for the asset, delta, gamma, and speed option equations as follows: 
𝐴𝑚𝒖 = 𝒇𝑚
𝑢 ,         𝐵𝑚𝒘 = 𝒇𝑚
𝑤 ,        𝐵𝑚𝒚 = 𝒇𝑚
𝑦 ,       𝐵𝑚𝒛 = 𝒇𝑚
𝑧 ,                                                                                   (17) 
where 
𝐴𝑚 =
[
 
 
 
 
 
 
 
 
?̅?𝑚
1      𝑑𝑚
1                                                                  
𝑑𝑚
1      𝑐𝑚
1     𝑑𝑚
1                                                        
 𝑑𝑚
1      𝑐𝑚
1      𝑑𝑚
1                                  
                 𝑑𝑚
1      𝑐𝑚
1      𝑑𝑚
1                           
                  ⋱     ⋱     ⋱     
                                           𝑑𝑚
1      𝑐𝑚
1      𝑑𝑚
1          
                                                      𝑑𝑚
1      𝑐𝑚
1      𝑑𝑚
1
                                                                 𝑑𝑚
1      𝑐𝑚
1 ]
 
 
 
 
 
 
 
 
   𝐵𝑚 =
[
 
 
 
 
 
 
 
 
𝑐𝑚
1      𝑑𝑚
1                                                                  
𝑑𝑚
1      𝑐𝑚
1     𝑑𝑚
1                                                        
 𝑑𝑚
1      𝑐𝑚
1      𝑑𝑚
1                                  
                 𝑑𝑚
1      𝑐𝑚
1      𝑑𝑚
1                           
                  ⋱     ⋱     ⋱     
                                           𝑑𝑚
1      𝑐𝑚
1      𝑑𝑚
1          
                                                      𝑑𝑚
1      𝑐𝑚
1      𝑑𝑚
1
                                                                 𝑑𝑚
1      𝑐𝑚
1 ]
 
 
 
 
 
 
 
 
    
𝒇𝑚
𝑢 =
[
 
 
 
 
 
 
 
 
 
(𝑓0̅
𝑢)
𝑚
𝑛+1/2
(𝑓1
𝑢)𝑚
𝑛+1/2
(𝑓2
𝑢)𝑚
𝑛+1/2
.
.
.
(𝑓𝑀−1
𝑢 )𝑚
𝑛+1/2
 
]
 
 
 
 
 
 
 
 
     𝒇𝑚
𝑤 =
[
 
 
 
 
 
 
 
 
(𝑓1
𝑤)𝑚
𝑛+1/2
− 𝑏𝑚
1 (𝑤𝑚)0
𝑛+1
(𝑓2
𝑤)𝑚
𝑛+1/2
(𝑓3
𝑤)𝑚
𝑛+1/2
.
.
.
(𝑓𝑀−1
𝑤 )𝑚
𝑛+1/2
 
]
 
 
 
 
 
 
 
    …     𝒇𝑚
𝑧 =
[
 
 
 
 
 
 
 
 
 
 
 
(𝑓1
𝑧)𝑚
𝑛+
1
2 − 𝑏𝑚
1 (𝑧𝑚)0
𝑛+1
(𝑓2
𝑧)𝑚
𝑛+
1
2
(𝑓3
𝑧)𝑚
𝑛+
1
2
.
.
.
(𝑓𝑀−1
𝑧 )𝑚
𝑛+
1
2
 
]
 
 
 
 
 
 
 
 
 
 
 .       (18)  
Here, 
(𝑓0
𝑢)𝑚
𝑛+1/2
= 𝑎𝑚
2 (𝑢𝑚)0
𝑛 + 𝑏𝑚
2 (𝑢𝑚)1
𝑛 + 𝐾𝑘𝑒𝑚 +
ℎ
6
[(𝑤𝑚)1
𝑛+1 − (𝑤𝑚)1
𝑛] +
ℎ𝑘(𝑟𝑚 − 𝑞𝑚𝑚)
12
[(𝑤𝑚)1
𝑛+1 + (𝑤𝑚)1
𝑛]
+
𝑘(𝛽
𝑚
)
𝑛+1/2
8
[4[(𝑤𝑚)0
𝑛+1 + (𝑤𝑚)0
𝑛] + 3[(𝑤𝑚)1
𝑛+1 + (𝑤𝑚)1
𝑛] + 3[(𝑤𝑚)2
𝑛+1 + (𝑤𝑚)2
𝑛]]
−
ℎ𝑘(𝛽
𝑚
)
𝑛+1/2
24
[14 [(𝑦
𝑚
)
1
𝑛+1
+ (𝑦
𝑚
)
1
𝑛
] + 3 [(𝑦
𝑚
)
2
𝑛+1
+ (𝑦
𝑚
)
2
𝑛
]] 
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+
ℎ𝑘
24
∑ 𝑞𝑚𝑙
𝑙≠𝑚
[3((𝑤𝑙)𝑗∗|𝑖=0
𝑛+1 + (𝑤𝑙)𝑗∗|𝑖=0
𝑛 ) − 2((𝑤𝑙)𝑗∗|𝑖=1
𝑛+1 + (𝑤𝑙)𝑗∗|𝑖=1
𝑛 )]
+ 
𝑘
8
∑ 𝑞𝑚𝑙[7((𝑢𝑙)𝑗∗|𝑖=0
𝑛+1 + (𝑢𝑙)𝑗∗|𝑖=0
𝑛 ) + 3((𝑢𝑙)𝑗∗|𝑖=1
𝑛+1 + (𝑢𝑙)𝑗∗|𝑖=1
𝑛 )],
𝑙≠𝑚
                               (19𝑎) 
(𝑓𝑖
𝑢)𝑚
𝑛+1/2
= 𝑑𝑚
2 (𝑢𝑚)𝑖−1
𝑛 + 𝑐𝑚
2 (𝑢𝑚)𝑖
𝑛 + 𝑑𝑚
2 (𝑢𝑚)𝑖+1
𝑛
+
𝜇𝑚(𝛽𝑚)𝑛+1/2
24
[[(𝑤𝑚)𝑖−1
𝑛+1 + (𝑤𝑚)𝑖−1
𝑛 ] + 10[(𝑤𝑚)𝑖
𝑛+1 + (𝑤𝑚)𝑖
𝑛] + [(𝑤𝑚)𝑖+1
𝑛+1 + (𝑤𝑚)𝑖+1
𝑛 ]]
+
𝑘
24
∑ 𝑞𝑚𝑙 [[(𝑢𝑙)𝑗∗−1
𝑛+1 + (𝑢𝑙)𝑗∗−1
𝑛 ] + 10[(𝑢𝑙)𝑗∗
𝑛+1 + (𝑢𝑙)𝑗∗
𝑛 ] + [(𝑢𝑙)𝑗∗+1
𝑛+1 + (𝑢𝑙)𝑗∗+1
𝑛 ]] ,
𝑙≠𝑚
(19𝑏) 
(𝑓𝑖
𝑤)𝑚
𝑛+1/2
= 𝑑𝑚
2 (𝑤𝑚)𝑖−1
𝑛 + 𝑐𝑚
2 (𝑤𝑚)𝑖
𝑛 + 𝑑𝑚
2 (𝑤𝑚)𝑖+1
𝑛
+
𝜇𝑚
2
(𝛽𝑚)𝑛+1/2 [[(𝑢𝑚)𝑖−1
𝑛+1 + (𝑢𝑚)𝑖−1
𝑛 ] − 2[(𝑢𝑚)𝑖
𝑛+1 + (𝑢𝑚)𝑖
𝑛] + [(𝑢𝑚)𝑖+1
𝑛+1 + (𝑢𝑚)𝑖+1
𝑛 ]]
+ ∑
𝑞𝑚𝑙
24
𝑙≠𝑚
[[(𝑤𝑙)𝑗∗−1
𝑛+1 + (𝑤𝑙)𝑗∗−1
𝑛 ] + 10[(𝑤𝑙)𝑗∗
𝑛+1 + (𝑤𝑙)𝑗∗
𝑛 ] + [(𝑤𝑙)𝑗∗+1
𝑛+1 + (𝑤𝑙)𝑗∗+1
𝑛 ]],   (19𝑐) 
(𝑓𝑖
𝑦)
𝑚
𝑛+1/2
= 𝑑𝑚
2 (𝑦𝑚)𝑖−1
𝑛 + 𝑐𝑚
2 (𝑦𝑚)𝑖
𝑛 + 𝑑𝑚
2 (𝑦𝑚)𝑖+1
𝑛
+
𝜇𝑚
2
(𝛽𝑚)𝑛+1/2 [[(𝑤𝑚)𝑖−1
𝑛+1 + (𝑤𝑚)𝑖−1
𝑛 ] − 2[(𝑤𝑚)𝑖
𝑛+1 + (𝑤𝑚)𝑖
𝑛] + [(𝑤𝑚)𝑖+1
𝑛+1 + (𝑤𝑚)𝑖+1
𝑛 ]]
+
𝑘
24
∑ 𝑞𝑚𝑙
𝑙≠𝑚
[[(𝑦𝑙)𝑗∗−1
𝑛+1 + (𝑦𝑙)𝑗∗−1
𝑛 ] + 10[(𝑦𝑙)𝑗∗
𝑛+1 + (𝑦𝑙)𝑗∗
𝑛 ] + [(𝑦𝑙)𝑗∗+1
𝑛+1 + (𝑦𝑙)𝑗∗+1
𝑛 ]] , (19𝑑) 
(𝑓𝑖
𝑧)𝑚
𝑛+1/2
= 𝑑𝑚
2 (𝑧𝑚)𝑖−1
𝑛 + 𝑐𝑚
2 (𝑧𝑚)𝑖
𝑛 + 𝑑𝑚
2 (𝑧𝑚)𝑖+1
𝑛
+
𝜇𝑚
2
(𝛽𝑚)𝑛+1/2 [[(𝑦𝑚)𝑖−1
𝑛+1 + (𝑦𝑚)𝑖−1
𝑛 ] − 2[(𝑦𝑚)𝑖
𝑛+1 + (𝑦𝑚)𝑖
𝑛] + [(𝑦𝑚)𝑖+1
𝑛+1 + (𝑦𝑚)𝑖+1
𝑛 ]] 
+
𝑘
24
∑ 𝑞𝑚𝑙
𝑙≠𝑚
[[(𝑧𝑙)𝑗∗−1
𝑛+1 + (𝑧𝑙)𝑗∗−1
𝑛 ] + 10[(𝑧𝑙)𝑗∗
𝑛+1 + (𝑧𝑙)𝑗∗
𝑛 ] + [(𝑧𝑙)𝑗∗+1
𝑛+1 + (𝑧𝑙)𝑗∗+1
𝑛 ]],                                   (19𝑒) 
𝑎𝑚
1 =
7 + ℎ
4
+
5
4
𝜇𝑚 +
5ℎ
4
𝜇𝑚 +
(7 + ℎ)𝑘
8
(𝑟𝑚 − 𝑞𝑚𝑚),        𝑏𝑚
1 = 
3
4
−
5
4
𝜇𝑚 +
3𝑘
8
(𝑟𝑚 − 𝑞𝑚𝑚);                 (20𝑎) 
𝑐𝑚
1 =
10
12
+
𝜇𝑚
2
+
10𝑘
24
(𝑟𝑚 − 𝑞𝑚𝑚),       𝑑𝑚
1 =
1
12
−
𝜇𝑚
4
+
𝑘
24
(𝑟𝑚 − 𝑞𝑚𝑚);                                                       (20𝑏) 
𝑎𝑚
2 =
7 + ℎ
4
−
5
4
𝜇𝑚 −
5ℎ
4
𝜇𝑚 −
(7 + ℎ)𝑘
8
(𝑟𝑚 − 𝑞𝑚𝑚),        𝑏𝑚
2 = 
3
4
+
5
4
𝜇𝑚 −
3𝑘
8
(𝑟𝑚 − 𝑞𝑚𝑚);                 (20𝑐) 
𝑐𝑚
2 =
10
12
−
𝜇𝑚
2
−
10𝑘
24
(𝑟𝑚 − 𝑞𝑚𝑚),       𝑑𝑚
2 =
1
12
+
𝜇𝑚
4
−
𝑘
24
(𝑟𝑚 − 𝑞𝑚𝑚) ;                                                      (20𝑑) 
𝑒𝑚
5ℎ( 𝑟𝑚 − 𝑞𝑚𝑚)
4
+
5𝜎2𝑚
2ℎ
.                                                                                                                                          (20𝑒) 
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where 𝑗∗ represents the location for the 𝑙𝑡ℎ regime corresponding to (𝑥𝑚)𝑖 , and the truncation error is 
𝑂(𝑘2 + ℎ4). The optimal exercise boundary and the initial and boundary conditions for each regime are 
calculated as 
𝑠𝑓(𝑚) 
𝑛+1 = 𝐾 − (𝑢𝑚)0
𝑛+1,    (𝑤𝑚)0
𝑛+1 = −𝑠𝑓(𝑚) 
𝑛+1 ,    (𝑦𝑚)0
𝑛+1 = −𝑠𝑓(𝑚) 
𝑛+1 ,    (𝑧𝑚)0
𝑛+1 = −𝑠𝑓(𝑚) 
𝑛+1 ;                             (21) 
(𝑢𝑚)𝑀
𝑛+1 = 0,     (𝑤𝑚)𝑀
𝑛+1 = 0,    (𝑦𝑚)𝑀
𝑛+1 = 0,    (𝑧𝑚)𝑀
𝑛+1 = 0;                                                                              (22) 
(𝑢𝑚)𝑖
0 = (𝑤𝑚)𝑖
0 = (𝑦𝑚)𝑖
0 = (𝑧𝑚)𝑖
0 = 0, 𝑖 = 1,2,∙∙∙,𝑀.                                                                                      (23) 
Let the approximate solutions of the theta, delta decay, and color options for each regime be given as 
𝜕𝑈𝑚((𝑥𝑚)𝑖 ,  𝜏𝑛)
𝜕𝜏
≈ (Θ𝑚)𝑖
𝑛 ,
𝜕𝑊𝑚((𝑥𝑚)𝑖 ,  𝜏𝑛)
𝜕𝜏
≈  (Κ𝑚)𝑖
𝑛 ,
𝜕𝑌𝑚((𝑥𝑚)𝑖 ,  𝜏𝑛)
𝜕𝜏
≈  (Γ𝑚)𝑖
𝑛;                        (24) 
respectively. For 𝑛 = 1, we approximate these three Greeks using first-order backward finite differences  
(Θ𝑚)𝑖
1 ≈
(𝑢𝑚)𝑖
1 − (𝑢𝑚)𝑖
0
𝑘
, (Κ𝑚)𝑖
1 ≈ 
(𝑤𝑚)𝑖
1 − (𝑤𝑚)𝑖
0
𝑘
, (Γ𝑚)𝑖
1 ≈  
(𝑦𝑚)𝑖
1 − (𝑦)𝑖
0
𝑘
.                             (25𝑎) 
Subsequently, we use the second-order backward finite difference approximations as 
(Θ𝑚)𝑖
𝑛+1 =
3(𝑢𝑚)𝑖
𝑛+1 − 4(𝑢𝑚)𝑖
𝑛 + (𝑢𝑚)𝑖
𝑛−1
2𝑘
, (Κ𝑚)𝑖
𝑛+1 = 
3(𝑤)𝑖
𝑛+1 − 4(𝑤𝑚)𝑖
𝑛 + (𝑤𝑚)𝑖
𝑛−1
2𝑘
;             (25𝑏) 
(Γ𝑚)𝑖
𝑛+1 =
3(𝑦)𝑖
𝑛+1 − 4(𝑦𝑚)𝑖
𝑛 + (𝑦𝑚)𝑖
𝑛−1
2𝑘
.                                                                                                                (25𝑐) 
The initial conditions of the theta, delta decay and color options for each regime are calculated as 
(Θ𝑚)𝑖
0 = 0, (Κ𝑚)𝑖
0 = 0, (Γ𝑚)𝑖
0 = 0, 𝑖 = 0,1,∙∙∙,𝑀.                                                                              (26) 
3.2. Hermite Interpolation 
The relationship between the fixed interval (and the mesh) for the 𝑙𝑡ℎ the regime and the fixed interval 
(and the mesh) for the 𝑚𝑡ℎ regime after the logarithmic transformation is as follows: 
(𝑥𝑙)𝑗 = (𝑥𝑚)𝑖 − ln
𝑠𝑓(𝑙)(𝜏𝑛)
𝑠𝑓(𝑚)(𝜏𝑛)
.                                                                                                                                         (27) 
If 𝑠𝑓(𝑙)(𝜏𝑛) = 𝑠𝑓(𝑚)(𝜏𝑛), then the fixed interval for the 𝑙
𝑡ℎ regime overlaps completely with the fixed 
interval for the 𝑚𝑡ℎ regime. Hence, (𝑥𝑚)𝑖 = (𝑥𝑙)𝑗  and we solve only one interval. However, if 𝑠𝑓(𝑙)(𝜏𝑛) ≠
𝑠𝑓(𝑚)(𝜏𝑛), we need to solve on multi intervals and there will exist three cases. We refer the reader to the 
work of Egorova et al. (2016) and Nwankwo et al. (2019) for further reading. We only focus on the case 
when 
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(𝑥𝑙)𝑗 < (𝑥𝑙)𝑗∗ = (𝑥𝑚)𝑖 − ln
𝑠𝑓(𝑙)(𝜏𝑛)
𝑠𝑓(𝑚)(𝜏𝑛)
< (𝑥𝑙)𝑗+1,                                                                                                      (28) 
which requires interpolating between nodes. Here (𝑥𝑙)𝑗∗ ∈ [(𝑥𝑙)𝑗 , (𝑥𝑙)𝑗+1] and (𝑢𝑙)𝑗∗
𝑛 , (𝑤𝑙)𝑗∗
𝑛 , (𝑦𝑙)𝑗∗
𝑛   and 
 (𝑧𝑙)𝑗∗
𝑛  need to be evaluated using high order interpolation and based on (𝑢𝑙)𝑗
𝑛 , (𝑤𝑙)𝑗
𝑛, (𝑦𝑙)𝑗
𝑛  and (𝑧𝑙)𝑗
𝑛. We 
employ the Hermite interpolation with a Newton basis to estimate these coupled regimes in the set of 𝑚  
equations. The choice of using the Newton interpolatory divided difference formula as the basis provides 
faster convergence to our numerical solution than the initial choice of Lagrange basis in our earlier work. 
For the reader’s interest, please see the work of Powell (1981), Egecioglu et al. (1989), and Burden et al. 
(2016) for further explanation and proof of this interpolation technique. Approximating the coupled 
regimes in the set of 𝑚 equations using the Hermite interpolation with Newton basis is described as 
follows. 
Let 𝑗∗ ∈ [𝑗, 𝑗 + 1] be the point in the interval of 𝑙𝑡ℎ regime that we need to approximate the asset, delta, 
gamma, and speed function. Hence, 
(𝑢𝑙)𝑗∗
𝑛 = (𝑢𝑙)𝑗
𝑛 +
(𝑤𝑙)𝑗
𝑛[(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
ℎ
+
[(𝑢𝑙)𝑗+1
𝑛 − (𝑢𝑙)𝑗
𝑛 − (𝑤𝑙)𝑗
𝑛][(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
2
ℎ
+
[(𝑤𝑙)𝑗+1
𝑛 − (𝑤𝑙)𝑗
𝑛][(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
2
[(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗+1]
ℎ
,                                                       (29𝑎) 
(𝑤𝑙)𝑗∗
𝑛 = (𝑤𝑙)𝑗
𝑛 +
(𝑦𝑙)𝑗
𝑛[(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
ℎ
+
[(𝑤𝑙)𝑗+1
𝑛 − (𝑤𝑙)𝑗
𝑛 − (𝑦𝑙)𝑗
𝑛][(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
2
ℎ
+
[(𝑦𝑙)𝑗+1
𝑛 − (𝑦𝑙)𝑗
𝑛][(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
2
[(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗+1]
ℎ
′                                                         (29𝑏) 
(𝑦𝑙)𝑗∗
𝑛 = (𝑦𝑙)𝑗
𝑛 +
(𝑧𝑙)𝑗
𝑛[(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
ℎ
+
[(𝑦𝑙)𝑗+1
𝑛 − (𝑦𝑙)𝑗
𝑛 − (𝑧𝑙)𝑗
𝑛][(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
2
ℎ
+
[(𝑧𝑙)𝑗+1
𝑛 − (𝑧𝑙)𝑗
𝑛][(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
2
[(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗+1]
ℎ
,                                                          (29𝑐) 
(𝑧𝑙)𝑗∗
𝑛 = (𝑧𝑙)𝑗
𝑛 +
(?̂?𝑙)𝑗
𝑛[(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
ℎ
+
[(𝑧𝑙)𝑗+1
𝑛 − (𝑧𝑙)𝑗
𝑛 − (?̂?𝑙)𝑗
𝑛][(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
2
ℎ
+
[(?̂?𝑙)𝑗+1
𝑛 − (?̂?𝑙)𝑗
𝑛][(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗]
2
[(𝑥𝑙)𝑗∗ − (𝑥𝑙)𝑗+1]
ℎ
.                                                         (29𝑑) 
Moreover, it is worth noting that the derivative of the speed option, (?̂?𝑙)𝑗
𝑛, is employed in the cubic 
Hermite interpolations. To evaluate (?̂?𝑙)𝑗
𝑛 with fourth-order accuracy, we obtain it from the speed option 
PDE by further taking derivative. 
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4. Multigrid Method 
Generally, the process of approximating the 𝑚 discrete system of the asset, delta, gamma, and speed 
equations in (17) involves the following steps. First, we start our iteration on a fine uniform grid  
𝐴𝑚,ℎ𝒖ℎ = 𝒇𝑚,ℎ
𝑢 ,         𝐵𝑚,ℎ𝒘ℎ = 𝒇𝑚,ℎ
𝑤 ,        𝐵𝑚,ℎ𝒚ℎ = 𝒇𝑚,ℎ
𝑦 ,       𝐵𝑚,ℎ𝒛ℎ = 𝒇𝑚,ℎ
𝑧 ,                                                   (30) 
where h is the step size of the finest grid. Next, we relax (30) 𝜐1 times using an iterative method that is a 
good smoother and compute their residual as follows: 
𝒓𝑚,ℎ
𝑢 = 𝒇𝑚,ℎ
𝑢 − 𝐴𝑚,ℎ𝒖ℎ , 𝒓𝑚,ℎ
𝑤 = 𝒇𝑚,ℎ
𝑤 − 𝐴𝑚,ℎ𝒘ℎ ,                                                                                              (31𝑎) 
𝒓𝑚,ℎ
𝑦 = 𝒇𝑚,ℎ
𝑦 − 𝐴𝑚,ℎ𝒚ℎ , 𝒓𝑚,ℎ
𝑧 = 𝒇𝑚,ℎ
𝑧 − 𝐴𝑚,ℎ𝒛ℎ .                                                                                               (31𝑏) 
After computing the residual, we transfer the latter to a coarse grid using the restriction operator 
𝒓𝑚,2ℎ
𝑢 = ℛℎ
2ℎ𝒓𝑚,ℎ
𝑢 , 𝒓𝑚,2ℎ
𝑤 = ℛℎ
2ℎ𝒓𝑚,ℎ
𝑤 , 𝒓𝑚,2ℎ
𝑦 = ℛℎ
2ℎ𝒓𝑚,ℎ
𝑦 , 𝒓𝑚,2ℎ
𝑧 = ℛℎ
2ℎ𝒓𝑚,ℎ
𝑧 .                                 (32) 
The restriction operator can be calculated from the prolongation matrix as follows: 
𝒫2ℎ
ℎ =
1
2
[
 
 
 
 
 
 
 
2                        
1     1                
 2         
  ⋱     ⋱ 
 1     1 
         2 
               1     1
                      2 ]
 
 
 
 
 
 
 
, ℛℎ
2ℎ =
1
2
(𝒫2ℎ
ℎ )
𝑇
.                                                                                                         (33) 
However, in our case, to avoid matrix-vector multiplication and properly include the Neumann boundary 
effect on the error and the residual for the 𝑚 asset options, we employ the method described in the work 
of Briggs et. al (2000) and obtain 𝒓𝑚,2ℎ
𝑢  directly from 𝒓𝑚,ℎ
𝑢  as follows: 
(𝒓𝑚,2ℎ
𝑢 )
𝑖
𝑛+1
=
(𝒓𝑚,ℎ
𝑢 )
2𝑖−1
𝑛+1
+ 2(𝒓𝑚,ℎ
𝑢 )
2𝑖
𝑛+1
+ (𝒓𝑚,ℎ
𝑢 )
2𝑖+1
𝑛+1
4
,                                                                                         (34𝑎) 
⋮                                                                                  
(𝒓𝑚,2ℎ
𝑧 )
𝑖
𝑛+1
=
(𝒓𝑚,ℎ
𝑧 )
2𝑖−1
𝑛+1
+ 2(𝒓𝑚,ℎ
𝑧 )
2𝑖
𝑛+1
+ (𝒓𝑚,ℎ
𝑧 )
2𝑖+1
𝑛+1
4
, 𝑖 = 1,2,… , (𝑀/2) − 1,                                      (34𝑏) 
(𝒓𝑚,2ℎ
𝑢 )
0
𝑛+1
=
2(𝒓𝑚,ℎ
𝑢 )
0
𝑛+1
+ (𝒓𝑚,ℎ
𝑢 )
1
𝑛+1
4
,                                                                                                                   (35𝑎)  
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(𝒓𝑚,2ℎ
𝑤 )
0
𝑛+1
= (𝒓𝑚,ℎ
𝑤 )
0
𝑛+1
, (𝒓𝑚,2ℎ
𝑦 )
0
𝑛+1
= (𝒓𝑚,ℎ
𝑦 )
0
𝑛+1
, (𝒓𝑚,2ℎ
𝑍 )
0
𝑛+1
= (𝒓𝑚,ℎ
𝑍 )
0
𝑛+1
;                               (35𝑏) 
(𝒓𝑚,2ℎ
𝑢 )
𝑀/2
𝑛+1
= (𝒓𝑚,ℎ
𝑢 )
𝑀
𝑛+1
, (𝒓𝑚,2ℎ
𝑤 )
𝑀/2
𝑛+1
= (𝒓𝑚,ℎ
𝑤 )
𝑀
𝑛+1
;                                                                                       (36𝑎) 
 (𝒓𝑚,2ℎ
𝑦 )
𝑀/2
𝑛+1
= (𝒓𝑚,ℎ
𝑦 )
𝑀
𝑛+1
, (𝒓𝑚,2ℎ
𝑍 )
𝑀/2
𝑛+1
= (𝒓𝑚,ℎ
𝑍 )
𝑀
𝑛+1
.                                                                                      (36𝑏) 
Next, we obtain the exact solution of the defect equations  
𝐴𝑚,2ℎ𝒆𝑚,2ℎ
𝑢 = 𝒓𝑚,2ℎ
𝑢 ,         𝐵𝑚,2ℎ𝒆𝑚,2ℎ
𝑤 = 𝒓𝑚,2ℎ
𝑤 ,        𝐵𝑚,2ℎ𝒆𝑚,2ℎ
𝑦 = 𝒓𝑚,2ℎ
𝑦 ,       𝐵𝑚,2ℎ𝒆𝑚,2ℎ
𝑧 = 𝒓𝑚,2ℎ
𝑧 ,                (37) 
where 𝒆2ℎ is the error term on the coarse grid. We then transfer the error term to the fine grid using 
prolongation (interpolation) operators  
𝒆𝑚,ℎ
𝑢 = 𝒫2ℎ
ℎ 𝒆𝑚,2ℎ
𝑢 , 𝒆𝑚,ℎ
𝑤 = 𝒫2ℎ
ℎ 𝒆𝑚,2ℎ
𝑤 , 𝒆𝑚,ℎ
𝑦 = 𝒫2ℎ
ℎ 𝒆𝑚,2ℎ
𝑦 , 𝒆𝑚,ℎ
𝑧 = 𝒫2ℎ
ℎ 𝒆𝑚,2ℎ
𝑧 .                                  (38) 
Finally, we correct our approximation of the asset, delta, gamma, and speed options  
𝒖ℎ = 𝒖ℎ + 𝒆𝑚,ℎ
𝑢 , 𝒘ℎ = 𝒘ℎ + 𝒆𝑚,ℎ
𝑤 , 𝒚ℎ = 𝒚ℎ + 𝒆𝑚,ℎ
𝑦 , 𝒛ℎ = 𝒛ℎ + 𝒆𝑚,ℎ
𝑧 ,                                         (39) 
and relax (30) 𝜐2 times using a smoothing method with our new approximation as the initial guess. 
4.1. Smoothing Methods  
Good smoothers are components of effective multigrid methods. This is because few iterations with those 
relaxation methods remove the high-frequency error. In this work, we use Gauss-Seidel iteration as the 
smoother and rearrange the compact scheme discretization of our system of partial differential equations 
in a pointwise manner as follows: 
(𝑢𝑚
𝑘+1)0
𝑛+1 =
(𝑓𝑚
𝑢𝑘)
0
𝑛+1/2 
− 𝑏𝑚
1 (𝑢𝑚
𝑘 )1
𝑛+1
𝑎𝑚1
,                                                                                                                  (40𝑎) 
(𝑢𝑚
𝑘+1)𝑖
𝑛+1 =
(𝑓𝑚
𝑢𝑘)
𝑖
𝑛+1/2
− 𝑑𝑚
1 (𝑢𝑚
𝑘+1)𝑖−1
𝑛+1 − 𝑑𝑚
1 (𝑢𝑚
𝑘 )𝑖+1
𝑛+1
𝑐𝑚1
,                                                                                    (40𝑏) 
(𝑤𝑚
𝑘+1)𝑖
𝑛+1 =
(𝑓𝑚
𝑤𝑘)
𝑖
𝑛+1/2
− 𝑑𝑚
1 (𝑤𝑚
𝑘+1)𝑖−1
𝑛+1 − 𝑑𝑚
1 (𝑤𝑚
𝑘 )𝑖+1
𝑛+1
𝑐𝑚1
,                                                                                   (41) 
(𝑦𝑚
𝑘+1)𝑖
𝑛+1 =
(𝑓𝑚
𝑦𝑘)
𝑖
𝑛+1/2
− 𝑑𝑚
1 (𝑦𝑚
𝑘+1)𝑖−1
𝑛+1 − 𝑑𝑚
1 (𝑦𝑚
𝑘 )𝑖+1
𝑛+1
𝑐𝑚1
,                                                                                      (42) 
(𝑧𝑚
𝑘+1)𝑖
𝑛+1 =
(𝑓𝑚
𝑧𝑘)
𝑖
𝑛+1/2
− 𝑑𝑚
1 (𝑧𝑚
𝑘+1)𝑖−1
𝑛+1 − 𝑑𝑚
1 (𝑧𝑚
𝑘 )𝑖+1
𝑛+1
𝑐𝑚1
, 𝑖 = 1,2,⋯ ,𝑀 − 1.                                            (43) 
13 
   
In our previous work, we presented a Gauss-Seidel algorithm for solving our system of equation, hence, 
we skip it in this section.  
4.2. Multigrid Algorithms 
V-cycle multigrid method: This is an extension of two grids method as described in (30)-(39) by continuous 
restriction of the residual and relaxation of the defect equation into a pre-defined coarsest grid in a 
recursive manner. The error is then solved in an exact form in the coarsest grid after which it is 
interpolated and smoothed to the original fine grid where a better approximation is obtained. An 
algorithm for obtaining the numerical solutions of the optimal exercise boundary, asset option, and the 
option Greeks in each regime using the V-cycle multigrid method is described below.  
 
Algorithm 1. An algorithm based on the V-cycle multigrid 
 
1. Initialize 𝑠𝑓(𝑚)
𝑛 , (𝒖𝑚)ℎ
𝑛 , (𝒘𝑚)ℎ
𝑛, (𝒚𝑚)ℎ
𝑛 , (𝒛𝑚)ℎ
𝑛 ,  (𝚯𝑚)ℎ
𝑛, (𝚱𝑚)ℎ
𝑛 , and  (𝚪𝑚)ℎ
𝑛 for 𝑚 = 1,2,… , 𝐼. 
2. 𝐟𝐨𝐫 𝐧 =  𝟏 𝐭𝐨 𝐍 
3. Compute (𝒖𝑙)ℎ
𝑛 , (𝒘𝑙)ℎ
𝑛 , (𝒚𝑙)ℎ
𝑛 , and (𝒛𝑙)ℎ
𝑛 for 𝑙 = 1,2,… , 𝐼 and 𝑙 ≠ 𝑚 based on (29) 
4. 𝑆𝑒𝑡 𝑠𝑓(𝑚)
𝑛+1(𝑖𝑡=0) = 𝑠𝑓(𝑚)
𝑛 , (𝒖𝑚)ℎ
𝑛+1(𝑖𝑡=0) = (𝒖𝑚)ℎ
𝑛 , (𝒘𝑚)ℎ
𝑛+1(𝑖𝑡=0) = (𝒘𝑚)ℎ
𝑛,   (𝒚𝑚)ℎ
𝑛+1(𝑖𝑡=0) =
(𝒚𝑚)ℎ
𝑛 , and (𝒛𝑚)ℎ
𝑛+1(𝑖𝑡=0)
= (𝒛𝑚)ℎ
𝑛. 
5. 𝐰𝐡𝐢𝐥𝐞 𝐭𝐫𝐮𝐞 
6. Compute (𝒖𝑙)ℎ
𝑛+1(𝑖𝑡)
, …, and (𝒛𝑙)ℎ
𝑛+1(𝑖𝑡) for 𝑙 = 1,2,… , 𝐼 and 𝑙 ≠ 𝑚 based on (29) 
7. Relax 𝐴𝑚,ℎ(𝒖𝑚)ℎ
𝑛+1(𝑖𝑡+1/3)
= 𝒇𝑚,ℎ
𝑢 , …, and 𝐵𝑚,ℎ(𝒛𝑚)ℎ
𝑛+1(𝑖𝑡+1/3)
= 𝒇𝑚,ℎ
𝑧 , and 𝑠𝑓(𝑚)
𝑛+1(𝑖𝑡+1/3)
 𝜐1 times 
using either on (40)-(43) with the initial guess (𝒖𝑚)ℎ
𝑛+1(𝑖𝑡),…, and (𝒛𝑚)ℎ
𝑛+1(𝑖𝑡)
, and 𝑠𝑓(𝑚)
𝑛+1(𝑖𝑡)
 
8. Compute 𝒓𝑚,ℎ
𝑢 , …, and 𝒓𝑚,ℎ
𝑧  based on (31) 
9. If max
1≤𝑚≤𝐼
|𝑠𝑓(𝑚)
𝑛+1(It+1/3)
− 𝑠𝑓(𝑚)
𝑛+1(It+1/3)
| < 𝜀  and max
1≤𝑚≤𝐼
|𝒓𝑚,ℎ
𝑢 | < 𝜀 
set (𝒖𝑚)ℎ
𝑛 = (𝒖𝑚)ℎ
𝑛+1, …, and (𝒛𝑚)ℎ
𝑛 = (𝒛𝑚)ℎ
𝑛+1, and 𝑠𝑓(𝑚)
𝑛 = 𝑠𝑓(𝑚)
𝑛+1 . Compute (𝚯𝑚)ℎ
𝑛+1,
(𝚱𝑚)ℎ
𝑛+1, and  (𝚪𝑚)ℎ
𝑛+1. break 
else, go to 10 
10. If ℎ is the coarsest grid, go to 17, else 
11. Compute  𝒓𝑚,2ℎ
𝑢 , … , 𝒓𝑚,2ℎ
𝑧  based on (32) or (34).  
12. Let 2𝑛ℎ be the step size of the coarsest grid. For 𝑖 = 1,2,… , 𝑛 − 1, then compute recursively: 
 Relax 𝐴𝑚,2𝑖ℎ𝒆𝑚,2𝑖ℎ
𝑢 = 𝒓
𝑚,2𝑖ℎ
𝑢 , …, and 𝐵𝑚,2𝑖ℎ𝒆𝑚,2𝑖ℎ
𝑧 = 𝒓
𝑚,2𝑖ℎ
𝑧  with an initial guess of  𝒆
𝑚,2𝑖ℎ
𝑢 =
⋯ = 𝒆
𝑚,2𝑖ℎ
𝑧 = 0 
 Compute 𝒓
𝑚,2𝑖+1ℎ
𝑢 , … , 𝒓
𝑚,2𝑖+1ℎ
𝑧   
13. Solve 𝐴𝑚,2𝑛ℎ𝒆𝑚,2𝑛ℎ
𝑢 = 𝒓𝑚,2𝑛ℎ
𝑢 , …, and 𝐵𝑚,2𝑛ℎ𝒆𝑚,2𝑛ℎ
𝑧 = 𝒓𝑚,2𝑛ℎ
𝑧  based on  
14. Compute  ?̅?𝑚,2𝑛−1ℎ
𝑢 ,..., ?̅?𝑚,2𝑛−1ℎ
𝑧  from 𝒆𝑚,2𝑛ℎ
𝑢 , … , 𝒆𝑚,2𝑛ℎ
𝑧  based on (38). 
15. For 𝑖 = 𝑛 − 1, 𝑛 − 2,… ,2, compute recursively:  
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 Calculate 𝒆
𝑚,2𝑖ℎ
𝑢 = 𝒆
𝑚,2𝑖ℎ
𝑢 + ?̅?
𝑚,2𝑖ℎ
𝑢 , …, and 𝒆
𝑚,2𝑖ℎ
𝑧 = 𝒆
𝑚,2𝑖ℎ
𝑧 + ?̅?
𝑚,2𝑖ℎ
𝑧   
 Relax 𝐴𝑚,2𝑖ℎ𝒆𝑚,2𝑖ℎ
𝑢 = 𝒓
𝑚,2𝑖ℎ
𝑢 , …, and 𝐵𝑚,2𝑖ℎ𝒆𝑚,2𝑖ℎ
𝑧 = 𝒓
𝑚,2𝑖ℎ
𝑧   
 Compute 𝒆
𝑚,2𝑖−1ℎ
𝑢 = ⋯ = 𝒆
𝑚,2𝑖−1ℎ
𝑧 . 
16. Compute (𝒖𝑚)ℎ
𝑛+1(𝑖𝑡+2/3)
= (𝒖𝑚)ℎ
𝑛+1(𝑖𝑡+1/3)
+ 𝒆𝑚,ℎ
𝑢  ,..., and (𝒛𝑚)ℎ
𝑛+1(𝑖𝑡+2/3)
= (𝒛𝑚)ℎ
𝑛+1(𝑖𝑡+1/3)
+
𝒆𝑚,ℎ
𝑧  based on (39) 
17. Compute (𝒖𝑙)ℎ
𝑛+1, (𝒘𝑙)ℎ
𝑛+1, (𝒚𝑙)ℎ
𝑛+1, and (𝒛𝑙)ℎ
𝑛+1 for 𝑙 = 1,2,… , 𝐼, and 𝑙 ≠ 𝑚 based on (29). 
18. Relax 𝐴𝑚,ℎ(𝒖𝑚)ℎ
𝑛+1(𝑖𝑡+1)
= 𝒇𝑚,ℎ
𝑢 , …, and 𝐵𝑚,ℎ(𝒛𝑚)ℎ
𝑛+1(𝑖𝑡+1)
= 𝒇𝑚,ℎ
𝑧  and 𝑠𝑓(𝑚)
𝑛+1(𝑖𝑡+1)
 𝜐2 times based 
on (40)-(43) with the initial guess (𝒖𝑚)ℎ
𝑛+1(𝑖𝑡+2/3)
, … , (𝒛𝑚)ℎ
𝑛+1(𝑖𝑡+2/3)
, and 𝑠𝑓(𝑚)
𝑛+1(𝑖𝑡+2/3)
  
19. endif 
20. endwhile 
21. endfor 
           
Modified cycle multigrid method (M-cycle): Here, we implement a modified multigrid strategy presented 
in the work of Hafner and Konke (2006). They mentioned that it is necessary for balancing of 
computational effort in each mesh. In this method, rather than recursive restriction and smoothing across 
each coarse grid, it is done once on a coarse grid and interpolated back to the fine grid in an increasing 
fashion starting from the coarsest grid. We observe during the numerical experiment that interpolating 
with cubic or high order interpolation speeds up convergence with this method. Another distinctness of 
this approach is that rather than solving the defect equation in exact form, a smoothing process is carried 
out with many iteration steps. The number of inner iteration steps in each grid which is given as follow: 
𝑠𝑖 = 𝑐(𝑚 − 𝑖)
2,                                                                                                                                                                    (44) 
where  𝑖 = 0,1,… ,𝑚 and 𝑐 is a constant factor. 𝑖 = 0 and 𝑖 = 𝑚 represent the coarsest and the finest grid, 
respectively. An algorithm for obtaining the numerical solutions of the optimal exercise boundary, asset 
option, and the option Greeks in each regime using the M-cycle multigrid method is described below.  
Algorithm 2. An algorithm based on the Modified-cycle multigrid (M-cycle) 
 
1. Initialize 𝑠𝑓(𝑚)
𝑛 , (𝒖𝑚)ℎ
𝑛 , (𝒘𝑚)ℎ
𝑛, (𝒚𝑚)ℎ
𝑛 , (𝒛𝑚)ℎ
𝑛 ,  (𝚯𝑚)ℎ
𝑛, (𝚱𝑚)ℎ
𝑛 , and  (𝚪𝑚)ℎ
𝑛 for 𝑚 = 1,2,… , 𝐼. 
2. 𝐟𝐨𝐫 𝐧 =  𝟏 𝐭𝐨 𝐍 
3. Compute (𝒖𝑙)ℎ
𝑛 , (𝒘𝑙)ℎ
𝑛 , (𝒚𝑙)ℎ
𝑛 , and (𝒛𝑙)ℎ
𝑛 for 𝑙 = 1,2,… , 𝐼 and 𝑙 ≠ 𝑚 based on (29) 
4. 𝑆𝑒𝑡 𝑠𝑓(𝑚)
𝑛+1(𝑖𝑡=0) = 𝑠𝑓(𝑚)
𝑛 , (𝒖𝑚)ℎ
𝑛+1(𝑖𝑡=0) = (𝒖𝑚)ℎ
𝑛 , (𝒘𝑚)ℎ
𝑛+1(𝑖𝑡=0) = (𝒘𝑚)ℎ
𝑛,   (𝒚𝑚)ℎ
𝑛+1(𝑖𝑡=0) =
(𝒚𝑚)ℎ
𝑛 , and (𝒛𝑚)ℎ
𝑛+1(𝑖𝑡=0)
= (𝒛𝑚)ℎ
𝑛. 
5. 𝐰𝐡𝐢𝐥𝐞 𝐭𝐫𝐮𝐞 
6. Compute (𝒖𝑙)ℎ
𝑛+1(𝑖𝑡)
, …, and (𝒛𝑙)ℎ
𝑛+1(𝑖𝑡) for 𝑙 = 1,2,… , 𝐼 and 𝑙 ≠ 𝑚 based on (29) 
7. Relax 𝐴𝑚,ℎ(𝒖𝑚)ℎ
𝑛+1(𝑖𝑡+1/𝑛)
= 𝒇𝑚,ℎ
𝑢 , …, and 𝐵𝑚,ℎ(𝒛𝑚)ℎ
𝑛+1(𝑖𝑡+1/𝑛)
= 𝒇𝑚,ℎ
𝑧 , and 𝑠𝑓(𝑚)
𝑛+1(𝑖𝑡+1/𝑛)
 𝜐1 times 
using either on (40)-(43) with the initial guess (𝒖𝑚)ℎ
𝑛+1(𝑖𝑡),…, and (𝒛𝑚)ℎ
𝑛+1(𝑖𝑡), and 𝑠𝑓(𝑚)
𝑛+1(𝑖𝑡) 
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8. Compute 𝒓𝑚,ℎ
𝑢 , …, and 𝒓𝑚,ℎ
𝑧  based on (31). 
9. If max
1≤𝑚≤𝐼
|𝑠𝑓(𝑚)
𝑛+1(It+1/𝑛)
− 𝑠𝑓(𝑚)
𝑛+1(It+1/𝑛)
| < 𝜀  and max
1≤𝑚≤𝐼
|𝒓𝑚,ℎ
𝑢 | < 𝜀 
10. Set (𝒖𝑚)ℎ
𝑛 = (𝒖𝑚)ℎ
𝑛+1, …, and (𝒛𝑚)ℎ
𝑛 = (𝒛𝑚)ℎ
𝑛+1, and 𝑠𝑓(𝑚)
𝑛 = 𝑠𝑓(𝑚)
𝑛+1 . Compute (𝚯𝑚)ℎ
𝑛+1,
(𝚱𝑚)ℎ
𝑛+1, and  (𝚪𝑚)ℎ
𝑛+1. break 
11. else, go to 10 
12. For 𝑖 = 𝑛 − 1, 𝑛 − 2,… ,1, compute recursively: 
13. Compute 𝒓
𝑚,2𝑖ℎ
𝑢 , … , 𝒓
𝑚,2𝑖ℎ
𝑧   
14. Relax 𝐴𝑚,2𝑖ℎ𝒆𝑚,2𝑖ℎ
𝑢 = 𝒓
𝑚,2𝑖ℎ
𝑢 , …, and 𝐵𝑚,2𝑖ℎ𝒆𝑚,2𝑖ℎ
𝑧 = 𝒓
𝑚,2𝑖ℎ
𝑧  with an initial guess of  𝒆
𝑚,2𝑖ℎ
𝑢 = ⋯ =
𝒆
𝑚,2𝑖ℎ
𝑧 = 0 
15. Compute  𝒆𝑚,ℎ
𝑢 ,..., 𝒆𝑚,ℎ
𝑧  from 𝒆
𝑚,2𝑖ℎ
𝑢 , … , 𝒆
𝑚,2𝑖ℎ
𝑧  with cubic or high order interpolation.  
16. Compute (𝒖𝑚)ℎ
𝑛+1[𝑖𝑡+(𝑛−𝑖+1/𝑛)]
= (𝒖𝑚)ℎ
𝑛+1[𝑖𝑡+(𝑛−𝑖/𝑛)]
+ 𝒆𝑚,ℎ
𝑢  , …, and (𝒛𝑚)ℎ
𝑛+1[𝑖𝑡+(𝑛−𝑖/𝑛)+1]
=
(𝒛𝑚)ℎ
𝑛+1[𝑖𝑡+(𝑛−𝑖/𝑛)]
+ 𝒆𝑚,ℎ
𝑧  based on (39) 
17. Compute (𝒖𝑙)ℎ
𝑛+1, (𝒘𝑙)ℎ
𝑛+1, (𝒚𝑙)ℎ
𝑛+1, and (𝒛𝑙)ℎ
𝑛+1 for 𝑙 = 1,2,… , 𝐼 and 𝑙 ≠ 𝑚 based on (29) 
18. Relax 𝐴𝑚,ℎ(𝒖𝑚)ℎ
𝑛+1[𝑖𝑡+(𝑛−𝑖+1/𝑛)]
= 𝒇𝑚,ℎ
𝑢 , …, and 𝐵𝑚,ℎ(𝒛𝑚)ℎ
𝑛+1[𝑖𝑡+(𝑛−𝑖+1/𝑛)]
= 𝒇
𝑚,ℎ
𝑧  and 
𝑠𝑓(𝑚)
𝑛+1[𝑖𝑡+(𝑛−𝑖+1/𝑛)]
 𝜐2 times based on (40)-(43) 
19. endif 
20. endwhile 
21. endfor 
 
5. Numerical Experiment  
To check the performance of our proposed algorithms, we test their accuracies and present numerical 
examples. In the numerical example, we only consider American put options pricing problem with two 
regimes. The numerical experiment was carried out on the mesh with uniform grid size. The numerical 
code was written with MATLAB 2019a on Intel Core i5-3317U CPU 1.70GHz 64-bit ASUS Laptop.  
Two Regimes Example 
In this example, we consider a two-regimes problem with the following data: 
𝐾 = 9, 𝑇 = 1, 𝑄 = [
−6     6
9   − 9
] ,          𝒓 = [
0.10
0.05
] ,          𝝈 = [
0.80
0.30
] , 𝜀 = 10−8 .                              (45) 
In our computation, we chose the interval 0 ≤ 𝑥𝑚 ≤ 3. Our time step 𝑘 was chosen such that 𝑘 = ℎ
2.  We 
label results based on multigrid methods as follows: 
 𝑉(𝐺𝑆: 𝐺𝑆) – V-cycle multigrid with Gauss-Seidel smoother, 
 𝑀(𝐺𝑆:⋯ :𝐺𝑆) – M-cycle multigrid with Gauss-Seidel smoother. 
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We compared the multigrid methods with MTree (Liu, 2010), IMS1, IMS2 (Khaliq and Liu, 2009), MOL 
(Chiarella et al., 2016), and our previous method (Nwankwo et al., 2019) which we label as FF-CS1 and 
listed the results in Tables 1 and 2. The plots of the option price, option Greeks, and optimal exercise 
boundary for each regime were displayed in Figs. 1 and 2. From Tables 1-2, based on the comparison 
between the multigrid methods and other existing methods, we can observe that the results from the 
multigrid methods are very close to MTree (Liu, 2010), MOL (Chiarella et al., 2016), and our previous 
method (Nwankwo et al., 2019). It is important to point out that Chiarella et al. (2016) mentioned that 
MTree data was used as the benchmark result in the work of Khaliq and Liu (2009). 
Table 1. Comparison of the American put option price in regime 1. 
    S   MTree     IMS1      IMS2       MOL    FF-CS1                                        𝑉(1,1)                           𝑀(2,2,2,2) 
                                                                                                           ℎ =  0.0125      0.00625          0.0125     0.00625 
  3.5   5.5000   5.5001   5.5001   5.5000   5.5000                             5.5000      5.5000            5.5000       5.5000    
  4.0   5.0031   5.0067   5.0066   5.0033   5.0033                             5.0033      5.0033            5.0033       5.0033                  
  4.5   4.5432   4.5486   4.5482   4.5433   4.5433                             4.5433      4.5433            4.5433       4.5433 
  6.0   3.4144   3.4198   3.4184   3.4143   3.4143                             3.4143      3.1412            4.4143       3.4143 
  7.5   2.5844   2.5877   2.5867   2.5842   2.5842                             2.5842      2.5841            2.5842       2.5842 
  8.5   2.1560   2.1598   2.1574   2.1559   2.1559                             2.1559      2.1558            2.1559       2.1558 
  9.0   1.9722   1.9756   1.9731   1.9720   1.9720                             1.9720      1.9719            1.9720       1.9720 
  9.5   1.8058   1.8090   1.8064   1.8056   1.8056                             1.8056      1.8055            1.8056       1.8056 
10.5   1.5186   1.5214   1.5187   1.5185   1.5185                             1.5184      1.5184            1.5185       1.5185 
12.0   1.1803   1.1827   1.1799   1.1803   1.1803                             1.1804      1.1803            1.1804       1.1803 
Table 2. Comparison of the American put option price in regime 2. 
    S   MTree     IMS1       IMS2     MOL        FF-CS1                                     𝑉(1,1)                           𝑀(2,2,2,2)         
                                                                                                            ℎ =  0.0125      0.00625         0.0125      0.00625 
  3.5   5.5000    5.5012   5.5012   5.5000    5.5000                           5.5000        5.5000        5.5000         5.5000 
  4.0   5.0000   5.0016   5.0016    5.0000    5.0000                           5.0000        5.0000        5.0000         5.0000 
  4.5   4.5117   4.5194   4.5190    4.5119    4.5119                           4.5119        4.5119        4.5119         4.5119 
  6.0   3.3503   3.3565   3.3550    3.3507    3.3507                           3.3507        3.3506        3.3507         3.3507 
  7.5   2.5028   2.5078   2.5056    2.5033    2.5033                           2.5033        2.5032        2.5033         2.5033 
  8.5   2.0678   2.0722   2.0695    2.0683    2.0683                           2.0683        2.0682        2.0684         2.0683 
  9.0   1.8819   1.8860   1.8832    1.8825    1.8825                           1.8825        1.8824        1.8825         1.8824 
  9.5   1.7143   1.7181   1.7153    1.7149    1.7149                           1.7149        1.1748        1.7149         1.7149 
10.5   1.4267   1.4301   1.4272    1.4273    1.4273                           1.4274        1.4723        1.4274         1.4273  
12.0   1.0916   1.0945   1.0916    1.0923    1.0923                           1.0924        1.0923        1.0924         1.0923 
We further investigated and compared the performance of our multigrid approaches with our previous 
method (based on standalone Gauss-Seidel iteration). We computed the log scale of the absolute error 
and normalized residual in the sense of 𝑙2 norm per each iteration at the final time level and displayed the  
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Fig. 1. Optimal exercise boundaries, asset options, and option Greeks with V-cycle multigrid method in 
Algorithm 1 (𝜏 = 𝑇, ℎ = 0.00625). 
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Fig. 2. Optimal exercise boundaries, asset options, and option Greeks with M-cycle multigrid method in 
Algorithm 2 (𝜏 = 𝑇, ℎ = 0.00625). 
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plot in Fig. 3. Next, we computed the convergent factor of the multigrid methods. For the numerical 
convergent factor at each time level, we estimated it as follows (Gander and Neumuller, 2014): 
𝜚 = max
1≤𝑘≤𝑚𝑎𝑥𝑖𝑡
‖𝒓𝑘+1‖
2
‖𝒓𝑘‖2
,                                                                                                                                           (46) 
where 𝒓𝑘 is the residual at 𝑘 iteration for a given time level. The result of the numerical convergent factor 
was displayed in Fig. 4. In Table 3, we confirmed the h-independency of the M-cycle multigrid using the 
measured convergent factor. We further verified the global maximum iteration and the average CPU time 
of our previous method with the V-cycle and M-cycle methods in Algorithms 1 and 2 and displayed the 
results in Table 4.   
 
Fig. 3. 𝑙2 norm of the normalized residue and log scale of the absolute error in Regime 1 (ℎ =
0.0125; 𝑐 = 2;𝑀(2,2,2,2); 𝑉(1,1)). 
 
Fig. 4. The convergent factor of the multigrid methods (ℎ = 0.0125; 𝑐 = 2;𝑀(2,2,2,2); 𝑉(1,1)). 
20 
   
Table 3.  Confirming the ℎ independency of the M-cycle using the measured convergent factor at the 
payoff with different grid sizes and fixed time step 𝑘 = 0.00015625. 
               ℎ                                                    0.025                                                                               0.0125  
 𝑀(𝐺𝑆:𝐺𝑆: 𝐺𝑆: 𝐺𝑆)                                   0.9600                                                                              0.9423    
Table 4.  Comparison of the global maximum iterations and average CPU time(s) where ℎ = 0.0125, inner 
smoothing maximum number of iterations = 2 and 𝑐 = 2. 
Method                                𝑉(1,1)    𝑉(10,10)   𝑀(1,1,1,1)   𝑀(2,2,2,2)   𝑀(1,1,1,1,1)   𝑀(2,2,2,2,2)    FF-CS1 
Average CPU time(s)          1.253          1.380           1.034            1.077               0.977               1.015          2.950       
Global max. iteration         736              89                263               167                  173                   118            1643 
From Fig. 3, it can be observed that error per iteration reduces faster in multigrid methods when 
compared with our previous method. This is more significant in the M-cycle multigrid in algorithm 1. 
Moreover, it can be seen from Table 4 that the number of iterations required to achieve numerical 
convergence with a tolerance of 𝜀 = 10−8 is smaller in the multigrid methods when compared with our 
previous method which is based on classical Gauss-Seidel iteration. From Fig. 4, we can further observe 
that the convergence factor of the V-cycle multigrid is closer to one than the M-cycle multigrid. Moreover, 
M-cycle multigrid requires less CPU time than the V-cycle multigrid. This implies that the M-cycle multigrid 
performs better than the V-cycle multigrid in terms of numerical convergence. One can further observe 
that the CPU time for the multigrid methods is twice smaller than our previous method; a clear indication 
of the good performance of the multigrid methods over our previous method. Moreover, the M-cycle 
method in Algorithm 2 has less CPU time when compared with the V-cycle method in Algorithm 1. 
Comparing M-cycle method based on the number of grid sequence from Table 4, the M-cycle multigrid 
with five grid sequence has less CPU time than that of four grid sequence, a performance that could be 
very useful when modeling a large-scale problem or system with large state space that requires small step 
size to approximate the numerical solution of a function. Finally, we can observe that the measured 
convergent factor in Table 3 is almost independent of the varying step sizes for a fixed time step; an 
indication of the h-independent convergence of the multigrid. 
6. Conclusion 
We have presented two multigrid strategies in Algorithms 1 and 2 for solving American put options with 
regime-switching and investigated their numerical performances with our previous method (that is based 
on classical Gauss-Seidel iterative method) and other existing methods. The numerical investigation is 
carried out with a two-regimes example. From the numerical results, the capability of the multigrid 
methods can easily be observed. The global maximum iteration required to achieve numerical 
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convergence with 𝜀 = 10−8 is much smaller with multigrid methods when compared with our previous 
method that is based on the Gauss-Seidel iteration. In terms of error per iteration, it can be observed that 
the error reduces faster in multigrid methods when compared with our previous method. Moreover, the 
error reduces much faster in the M-cycle method when compared with the V-cycle method. The multigrid 
methods require less iteration and CPU time when compared with our previous method. One can also 
observe that the M-cycle method requires the least CPU time and have a convergent factor less than the 
V-cycle method which is a clear indication of its superior performance over the V-cycle method. 
Furthermore, M-cycle multigrid with five grid sequence has less CPU time than that of four grid sequence. 
In general, our result shows that the multigrid methods could be very useful for American options 
valuation with switching regimes, especially when solving problems with a large finite state space. 
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