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1, INTRODUCTION 
The main purpose of this note is to prove the existence of solutions of Volterra 
integrodifferential equation 
u’(t) + jot a(t - 4 ‘Ws)) ds=f(t), 0 < t < co, (’ = d/dt), (1.1) 
where u(t) is a positive scalar kernel, u and f take values in a Hilbert space H, 
while G is a nonlinear monotone operator on H. 
In case H = R1, this equation has been the subject of a great deal of work, 
and a rather complete list of references to earlier relevant literature is contained 
in [ll]. 
On infinite-dimensional spaces with unbounded G’s, the abstract existence 
results are mainly concerned (cf. [l, 3, 4, 71) with a modified version of (l.l), 
namely 
u’(t) + Bu(t) + Jot a(t - s) Gu(s) ds = f (t), t > 0, (1.2) 
where B and G are nonlinear maximal monotone operators on H. Unfortunately, 
an immediate application to the case when B = 0 is ruled out by the type of 
conditions imposed on B, G. This difficulty has recently been overcome by 
Londen [8]. Londen takes G to be a sufficiently general monotone operator, but 
requires the restrictive condition 
pmJt St a”(s)] = 03, 
which clearly precludes the important case a = 1. (Note that for a = 1, Eq. ( 1.1) 
is formally equivalent to a nonlinear equation of hyperbolic type.) 
In the present work we remove (at the price of stronger assumptions on G) 
Londen’s key requirement (1.3) and we do permit a large class of kernels u(t). 
The paper is organized as follows. Section 2 contains a statement of results as 
well as some comments including comparisons to earlier studies. The proofs are 
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given in Section 3, while in the last section we present an application of physica 
interest which motivates our investigation. For background material on monotone 
operators we refer the reader to [5, 61. 
2. SUMMARY OF RESULTS 
Let H be a real Hilbert space with norm 1 . / and scalar product ( , ). Consider 
two real reflexive Banach spaces 
I’ C H, WCH, 
with dense and continuous inclusions. Identifying H with its own dual we may 
write 
V C H C V’, WC HC W’, 
where I”( IV’) is the dual space of V(W). We use the notation (vi , ~a) to indicate 
the pairing between z1r E V’( w’) and ~a E U(W); if z1i E H, this is the inner 
product on H. The norms in I’, W will be denoted by 11 ’ jIy and /~ llw , respec- 
tively. 
Let A: V + I” and M: W---f w’ be two everywhere defined, single-valued 
mappings satisfying 
(H-l) A is linear continuous, monotone, coercive, and satisfies (Au, V) = 
(Au, u), for all u, u E 1’. 
(H-2) M is a cyclically maximal monotone, coercive operator. 
(H-3) M maps bounded sets of W into bounded sets of W’. 
(H-4) If, for an arbitrary T E (0, CO), we are given a sequence {u,~} C 
W1r2(0, T; H) nLm(O, T; W) satisfying U, -+ u strongly in L2(0, T; H) and 
weakly-star in L”(0, T; W), then there exists a subsequence {MunL} such that 
Mun, + Mu in the weak-star topology ofL”(O, T; W’). 
Here W1*2(0, T; H) stands for the space of all absolutely continuous functions 
f : [0, T] ---f H with .f’ E L2(0, T; H). 
Remark 2.1. We take M to be single-valued only to simplify the notations. 
It is known that hypotheses (H-l), (H-2) imply the existence of two convex, 
lower semicontinuous, proper functions y: V-t (-co, co), cp(u) = +(Au, u), 
and IJ: W + (-co, co) such that A = +, M = a# (a = subdifferential). 
Taking into account the coercivity of A and M, we have 
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Define the operators AH and MH in H x H by 
AHu = Au, u E D(A,) = {u E fi Au E Hj.; 
MfIu = Mu, u E D(M,r,) = {u E W; Mu E H). 
It is immediate that AH = +J~ , MH = a#, , where 
Q&) = ?44 u E v hf(u) = 4(u), u E w 
= +cq UEH\V = +co, UEHI,W 
Our last assumption on A, M may be stated as follows 
(H-5) For each E > 0, (I + EM~)-QJ E I’ and ~((1 -k l M~)-lu) < y(u), 
vu E v. 
The symbol I denotes the identity operator on H. 
Remark 2.2, The above conditions were used by Barbu [5, p. 2921 in the 
study of a class of second-order nonlinear differential equations. 
THEOREM 2.1. Suppose that (H-I)-(H-5) hold. Let a, f ,  u,, satisfy 
(i) a E CIO, 0) n C2(0, a), a * 0, 
(ii) (-l)“af”)(t) >, 0, k = 0, 1, 2, t > 0, 
(iii) f ,  f’ ~Lk,,(o, 00; H), 
(iv) u0 E V f7 W. 
If also the injection V C His compact, then there exists at least one solution of the 
equation 
u’(t) + lota(t - s)(A + W 4s) A =f(t>, t b 0, (2.2) 
with initial condition 
such that 
u(O) = U() 7 (2.3) 
u E C([O, CO); H) nL&(O, 00; V n W), (2.4) 
u’ EL&~(O, GO; H) nG&(O, co; (V n W)‘), (2.5) 
u” 6Ltoc(0, co; (V n W)‘). (2.6) 
Remark 2.3. Equation (2.2) is taken in the sense of vectorial distributions 
on real axis. Let us recall that every function u of a real interval [O, T] into a 
reflexive Banach space X, which satisfies 
u, u’ ELl(0, r, X) (u’-distributional derivative) 
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is absolutely continuous, almost everywhere differentiable and its ordinary 
derivative coincides with u’ for almost all t E (0, T). 
Remark 2.4. In case a E 1 one finds Barbu’s existence result [.5, p. 2931 for 
the hyperbolic initial-value problem 
d+AU +IMu =f’, a.e. on (0, oo), in (V n IV)‘, 
u(0) = ug , 
u’(0) = f(0). 
Remark 2.5. It will be seen in Section 3 that the proof of Theorem 2.1 can 
easily be adapted to the case where V = WC H (with compact injection) and 
either 
M 5s 0, A satisfies (H-l), (2.7) 
or 
A = 0, M satisfies (H-2)-(H-4). (2.8) 
Let us point out that the linear case (2.7) has recently been considered by Barbu 
[4]. Under the hypotheses (i), (ii) and (H-l), B ar u b d erives (besides existence} 
uniqueness of solutions and an additional regularity result. 
Remark 2.6. (1) In the papers [3, 7], once the existence of a solution u(t) 
to Eq. (1.2) was established, the authors could obtain results for behavior of 
u(t) as t + 00, with the aid of the strong assumption Gu ELF&O, co; H). Their 
argument does not work in our situation because we are not able to deduce the 
uniform continuity in V A W of u(t) on [0, co). 
(2) Condition (H-4) p ret u 1 d es an application of our existence theory 
to the case H -L2(0, l), I’ = W = H,,l(O, I), A = 0, Mu = -(d/dx)a(du/dx), 
(u: R + R nonlinear), considered by MacCamy [9]. Conversely, MacCamy’s 
stability result [9, Theorem I] can easily be extended to our case. 
We close this section by remarking that Theorem 2.1 applies to delay equations 
of the form 
u’(t) + ft a(t - s) (A + M) u(s) ds =f(t), O<t<co, (2.9) x 
where 
u(t) = k(t), prescribed initial function on (-CO, 01, 
as follows. 
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THEOREM 2.2. Let assumptions (H-l)-(H-5), (i), (ii), (iii) be sutis$ed. In 
addition suppose that the injection V C His compact and that 
a E Ll(0, m), (2.10) 
h(0) E V n W, h(t) E D(A,) n D(MH), a.e. on (-co, 0), (2.11) 
s 
’ I(A + M) h(s)/ ds < 00. (2.12) 
--m 
Then Eq. (2.9) has a solution u: [0, co) -+ H satisfying (2.4)-(2.6). 
Remark 2.7. The special case of (2.9) for which H = (Lz(Q))3 (Q, a bounded 
domain in R3 with smooth boundary), V = W = {u E (H,‘(Q))3, div. u = 0}, 
A = --d, M = 0 has been studied by Slemrod [12] by a different method. 
Under the assumptions: 
a E C2[0, co), a(s) + 0 as s + co, 
a > 0, a’ < 0, a’ >, 0, 
Slemrod is able to carry through an existence-uniqueness theory. Note that by 
the additional condition -jr a’(s) s2 ds < 03, he also obtains asymptotic 
stability. 
3. PROOFS 
Proof of Theorem 2.1. It is easily seen that @A,) and D(M,) are dense in H. 
Then, making use of Proposition 2.17 in [6, p. 481 we deduce by (H-5) that 
G = AH + MH is maximal monotone and densely defined in H. Therefore 
G = a(~~ + IcIH) and D(A,) n D(n/r,) = V n W = H. We can write 
Vn WC HC(Vn W)‘, 
where 
II * II vnw = II . /Iv + II . llw . 
Remark 3.1. (H-5) can be replaced by any other conditions which guarantee 
the maximality of G and verification of the relation D(A,) n D(M,) = 
D(&) n WGd. 
Consider now the regularized equation 
u,‘(t) + c’%(t) + J‘,t a(t - 4 GM ds =f(t), 
with 
u,(O) = uo . 
t > 0, E > 0, (3.1) 
(3.2) 
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Under the present assumptions it follows (cf. [I, Theorem 21) that Eq. (3.1) has 
a solution u,: [0, Co) + H satisfying 
% E C([O, co); H) n G&(0, a; v  n W), 
UC’ &“C(O, co; H), Gu, ELF&O, co; H). 
A key tool in the proof is the following. 
LEMMA 3.1. I f  T > 0 is such that u(T) > 0, then 
{u,; E > 0} is bounded in Lm(O, T; V n W), (3.3) 
{Gu,; E > O> is bounded in Lm(O, T; (V n IV)‘), (3.4) 
(PC ; .c > 0} is bounded in Lm(O, T; II), (FE(t) = j” Gu,(s) ds, t > 0), (3.5) 
0 
k ; E > 0} and {212Gu,; E > 0) are bounded in L2(0, T; H) n Lm(O, T; ( V n W)‘). 
(3.6) 
Proof. Notice first that conditions (i), (ii) of Theorem 2.1 imply (cf. e.g. [IO]) 
the positivity of the kernel a(t), i.e., 
j’ (j” a(t - s) u(s) ds, a(t)) dt 3 0, VT > 0, VU EL~(O, T; H). 
0 0 
Define next the “energy function” 
K(t) =(p’ +(CI) u,(t) + ; a@) ( jof GW ds /*
- 1 j” a’(t - s) ( j’ G&z) dz 1’ ds, 
2 u 
O<t(T. 
.5 
Since (d/dt)(p, + #) u,(t) = (ub’(t), Gu,(t)), a.e. on (0, T), one has 
E,‘(t) = $ u’(t) ) j”t Gu<(s) ds I2 - ; jO’ a”(t - s) ) j’ GuE(r) dr I2 ds 
R 
+ (f(t) - Y,(% Gus(t)), a.e. 0 < t < T, 
where 
ye(t) -f(t) - u,‘(t) - 1‘,’ u(t - s) Gu.(s) ds. 
Inasmuch as a’ < 0, a” > 0 and r<(t) = ego,, from (3.9) it follows 
(3.7) 
(3.8) 
(3.9) 
K’(t) G (f(t), Gu,(t)), a.e. on (0, T). (3.10) 
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Hence, integrating (3.10) yields 
-&(t) < (v + $)(uo) + (f(t),F&)) - jt (f’(~),~c(4> ds, 0 d t G T. (3.11) 
0 
Consequently, by (3.8) and (3.11) 
+ ‘@) ‘qF’@)‘” + jot If’(s)1 1 F,(s)\ ds, t E [O, T]. (3.12) 
In view of (2.1) we have 
i&p(u) > --Co, $6 4(u) > -a. (3.13) 
Hence, (3.12), (3.13) together with (iv) lead to 
I J’&)12 < C + j” IfWI I F&I & O<t<T. 
0 
Here and in the sequel, C denotes various finite positive constants independent 
of E. 
Now use Lemma A.5 in [6, p. 1571 to obtain 
I J-,(t)1 < c VtE[O, T]; 
therefore (3.5) is established. Then, from (3.12) it follows 
b + #) (u&N G c, t E [0, T]. (3.14) 
By (2.1) this implies (3.3). Hence, taking into account the boundedness of A 
and M, we get (3.4). 
To prove (3.6) form the scalar product of Eq. (3.1) with Gu,(t) and integrate 
over (0, T). Combining (3.5), (3.7), (3.13) and (iii) gives 
E 
s 
’ / Gu,(t)12 dt < C. (3.15) 
0 
Finally use (3.4), (3.5), and (3.15) as well as (iii) to derive from (3.1) that 
@,I; E > 0} is bounded in L2(0, T, H) n Lco(O, T; (V n IV)‘). This completes 
the proof of the lemma. It should be noted that hypothesis (H-4) has still not 
been involved. 
Now, fix T as in Lemma 3.1 and use [2] to choose a sequence E, -+ 0 as n ---f co 
such that 
u,,, -+ u strongly in C ([0, T]; H). (3.16) 
392 SERGIU AIZICOVICI 
Moreover, we may suppose (extracting suitable subsequences) that 
uFn + u, weakly-star in Lm(O, T; V n W), 
’ --f u’, 
?i 1’ 
weakly in L2(0, T; H), and weakly-star in L”(O, T; (V n W)‘). 
e mearity of A and Condition (H-4) yield 
G,cn, ---f Au + MU, in the weak-star topology of L”(0, T; (V n IV)‘). (3.17) 
1 
Consequently 
Fcsk (t) --+ F(t) = 1” (A + M) U(S) ds, weakly-star in Lm(O, T; H), 
0 
E,~ GuEnk -+ 0 strongly in L”(0, T; (V n W)‘). 
Taking E = <Sk in (3.1), (3.2) and letting nB + 00 one deduces that u(t) satisfies 
(2.2), (2.3) on [0, T]; also 
u E C([O, T]; H) nL"(O, T; I/ n W), 
24’ EP(O, T, H) nLm(0, T; (Vn W)‘), 
F EL~(O, T; H), (F(t) = it (A + M) u(s) ds). 
Differentiating (2.2) on (0, T) gives 
(3.18) 
(3.19) 
(3.20) 
u”(t) + a(O)(A + M) u(t) + sot a’(t - s)(A + M) u(s) ds =f’(t), 
in (V n W)‘, a.e. on (0, T). 
Hence 
U” ~Ll(0, T; (V’ n IV)‘). (3.21) 
To extend u(t) on (T, CO), consider the problem 
x’(t) + It a(t - s)(A + M) x(s) ds =f(t + T) 
0 
s 
T  
- a(t + T - s)(A + M) u(s) ds, O<t<T, (3.22) 
0 
x(O) = u(T). (3.23) 
By virtue of (3.14) and (3.16) one has u(T) E V n W. Then, from (3.17) it 
follows that (Fe-/T), x) + F( T), x), V x E V n R this implies that F(T) E H. 
Denote now byf,(t) the right-hand side of (3.22) and use (3.20) and (iii) to 
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derive that fi ,fr’ ~Ll(0, T; H). Therefore, in a manner similar to what 
was done before one can find a solution x: [0, T] + H of (3.22) -+ (3.23), such 
that (3.18)-(3.21) remain satisfied if u is replaced by x. It follows then readily that 
the function 
ii(t) = u(t), 0 < t < II’, 
= x(t - T), T < t < 2T, 
satisfies on [0, 2T] the conclusions of Theorem 2.1. By the same method one 
continues z?(t) on (2T, CO); thus the proof is concluded. 
Remark 3.2. Suppose I’ C W such that the injection is compact. Then (H-4) 
is unnecessary. 
In fact, in this case, it follows from the proof of Theorem 2.1 that u, --f II 
strongly in C(0, T; W), which implies Mu, ---f Mu, weakly-star in L”(O, T, W’). 
Proof of Theorem 2.2. Equation (2.9) is equivalent to 
u’(t) + j” a(t - s)(A + M) u(s) ds = F,(t), O<t<co, 
0 
where 
F,(t) = f  (t) - 1” a(t - ~$4 + M) h(s) ds. 
-cc 
Consequently, it suffices to show that Fr , F,’ E:L&,,(O, co; H). This is achieved 
by straightforward calculations involving (2.10)-(2.12). 
4. AN EXAMPLE 
Let &r be a bounded open subset of An with smooth boundary r. Take 
H = L2(Q), I’ = H,‘(Q), W = L*(Q) (2 <p < co), and A = --d. Let 
/?: RI + R1 be a nonlinear function such that 
b E: C( - so, co), fl monotone, B(O) = 0, 
I B(y)l < Cdl r ID-l + l)! Y E RI, Cl > 0, 
$(Y) 3 &(I r I* - I), TERI, c, > 0. 
Define M: W---f W’ by 
(4.1) 
(4.2) 
(4.3) 
PQW = Bw4)~ a.e. on Q, u EP(Q). 
It follows easily (see, e.g., [5, p. 2991) that Conditions (H-l)-(H-5) hold. Hence, 
applying Theorem 2.1 yields 
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THEOREM 4.1. Assume a satisfies (i) and (ii); let 6 satisfy (4.1)-(4.3). Zf f,  u. 
verzyy 
then there exists at least one function u(t, x) such that 
u EG,(O, ~0; ff,l(Q) n W2)) n C@, 4; L2(Q)), (4.4) 
g cCfo,(O, 00; L2(f2)) n L&(0, CO; P(Q) + L”‘(Q)), (j + i , = I], (4.5) 
g E&(0, a; zP(Q) + L”‘(Q)), (4.6) 
$ (t, x) + j,’ a(t-s)(--du(s, x) + B(u(s, x))) ds =f (4 x), t 2 0, x E Q;2, (4.7) 
u(O, x> = u&x), on Q, (4.8) 
u(t, x) = 0, t>o, xer. (4.9) 
Remark 4.1. The initial boundary-value problem (4.7)-(4.9) arises from the 
study of viscoelasticity. Another result on this problem has been announced 
by Wong [13]. 
Note added in proof. Proposition (a) in [7, revised version] implies that the conclusions 
of our Lemma 3.1, and consequently the ones of Theorem 2.1 remain valid for kernels 
a(t) satisfying: a, u’ EL&(O, co; Ii); a(O) > 0; a’ is of bounded variation locally on 
P, a). 
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