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Nella Coppa America del 2003, quando Alinghi ha vinto la coppa ad Auckland in Nuova 
Zelanda, i codici CFD erano solo strumenti complementari la cui affidabilità nella 
progettazioni di imbarcazioni e vela era lungi dall’essere dimostrata. 
La galleria del vento per le vele e la vasca navale per lo scafo erano all’epoca gli strumenti 
di progettazione principali, mentre i solutori Navier-Stokes richiedevano ancora troppo 
tempo per essere eseguiti. 
Quattro anni dopo, nell’ultima Coppa America svoltasi a Valencia in Spagna nel 2007, la 
grande crescita delle risorse computazionali disponibili ha inserito la CFD tra gli strumenti 
più importanti nella progettazione di vele e scafi. La maggior parte dei contendenti 
possedeva grandi computer cluster per eseguire calcoli sia sulle vele che sugli scafi. 
Navier-Stokes 
solvers, also 
known as CFD 
(Computational 
Fluid Dynamics) 
solvers, have 
become more and 
more important in 
the design process 
of racing yachts
I solutori Navier-Stokes, anche noti come solutori CFD 
(Computational Fluid Dynamics), sono diventati sempre più 
importanti nella progettazione di imbarcazioni da competizione
One billion cells? Yes we can
One billion cells? 
Yes we can
I
n the 2003 America’s Cup, when Alinghi won the cup 
in Auckland (New Zealand), CFD codes were only com-
plementary tools whose reliability in the yacht and 
sail design process was far from being demonstrated. 
The wind tunnel for the sails and the towing tank for the hulls 
were the main design tools, whilst the Navier-Stokes solvers 
required too long to be run and required very skilled users. 
Four years later, in the last America’s Cup raced in Valen-
cia (Spain) in 2007, the large growth of the computational 
resources turned CFD into one of the most important tools 
for yacht and sail design. Most of the challengers had large 
computer clusters to perform large computations both on 
sails and on hulls. 
Indagini CFD da record
Investigations Record-breaking CFD
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Figure 1 – Two views of an America’s Cup yacht colored by the pressure coefficient, with iso-surfaces 
of speed super-imposed
Figura 1 – Due viste di un’imbarcazione di Coppa America colorata secondo il coefficiente di pressione 
e con iso-superfici del modulo della velocità
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One billion cells? 
I limiti
La CFD necessita la scelta di numerosi parametri prima di essere 
in grado di fornire risultati in linea con quelli sperimentali. 
La mancanza di attendibilità dei risultati CFD è dovuta alla 
sostanziale impossibilità di risolvere direttamente le equazioni 
della fisica del problema (le equazioni di Navier-Stokes), poiché 
questo richiederebbe una quantità di risorse computazionali 
irraggiungibile. Esistono degli ambiti di applicazione (per esempio 
la bioingegneria) dove le equazioni di Navier-Stokes vengono risolte 
direttamente e dove l’affidabilità della simulazione numerica è 
paragonabile a quella ottenibile tramite una misura sperimentale. 
Questa tecnica è chiamata Direct Navier-Stokes Simulation (DNS). 
Sfortunatamente nell’ambito della progettazione di vele e scafi, una 
DNS richiederebbe una quantità di risorse computazionali per ora 
insostenibile. Il limite principale all’uso estensivo della CFD rimane 
pertanto a oggi il costo computazionale. 
Come funziona
Un codice CFD applica le leggi della fisica dei fluidi in una regione 
circostante o inclusa nell’oggetto studiato. Un sistema di equazioni 
è risolto per ogni punto all’interno della regione di interesse e in 
ogni istante del periodo temporale considerato. Per esempio, se 
desideriamo valutare le prestazioni di uno spinnaker, risolviamo le 
equazioni in una regione dove ci aspettiamo che il vento risenta 
della presenza dello spinnaker. Possiamo considerare pertanto 
di studiare una regione attorno alla vela che si estende da poche 
lunghezze di imbarcazione a monte e ai lati, a diverse lunghezze a 
valle della vela stessa, dove assumiamo che l’effetto della presenza 
della vela risulti ormai trascurabile. Per caratterizzare con dei 
numeri questo esempio, se consideriamo una barca lunga 10 metri, 
studieremo una regione che si estende per 20 metri sopravento, al di 
sopra e lateralmente e 80 metri sottovento. La regione di interesse 
risultante è una scatola di 80,000 metri cubi.
La griglia
Maggiore è il numero di punti in cui la regione di interesse è divisa 
e il numero di istanti temporali in cui il periodo di interesse è diviso 
(time step), maggiore risulta la risoluzione della simulazione. Nello 
spazio compreso tra due punti adiacenti, le equazioni non vengono 
risolte. Allo stesso modo, nell’intervallo temporale tra due time 
step consecutivi non abbiamo informazioni su quanto avvenga. La 
soluzione è calcolata con la risoluzione spaziale dei punti definiti 
all’interno della regione di interesse (punti di griglia), in analogia con 
quanto avviene con i pixel di una immagine, così come la risoluzione 
temporale del time step è la frequenza con cui scorrono le immagini 
di un film. La DNS adotta un numero di punti di griglia e di time 
step che permette di calcolare la più piccola fluttuazione del fluido 
producendo una soluzione altamente affidabile. Considerare la più 
piccola fluttuazione del fluido può essere cruciale per l’affidabilità 
della soluzione. Infatti, nel 1941 Kolmogorov ha scoperto che le 
fluttuazioni di un fluido possono essere descritte attraverso strutture 
coerenti chiamate ‘vortici’. Questi sono generati dalla collisione del 
flusso con l’oggetto e, inizialmente, i vortici risultanti sono della 
stessa dimensione dell’oggetto stesso. Successivamente i vortici 
variano forma e dimensione degenerando in strutture sempre più 
piccole finché non raggiungono una dimensione talmente piccola 
che la viscosità del fluido li dissipa. Questo fenomeno viene 
chiamato la ‘cascata di Kolmogorov’. La DNS risolve i vortici di tutte 
le dimensioni fino ai più piccoli e, per questo motivo, la distanza tra 
due punti di griglia deve essere più piccola della dimensione del più 
piccolo vortice. Per esempio, quanti punti di griglia sono richiesti 
per calcolare il flusso attorno allo spinnaker di una imbarcazione 
a vela con l’accuratezza di una DNS? Se consideriamo la regione 
Un progetto ambizioso
Ignazio Maria Viola, tra gli autori di questo articolo, durante il suo dottorato di 
ricerca presso la galleria del vento del Politecnico di Milano, è stato coinvolto nella 
campagna di progettazione del team Luna Rossa sfidante della coppa America 
del 2007. All’interno del suo dottorato ha proposto un modello semplificato per 
lo studio della CFD in questo ambito progettuale. In particolare, nella sua tesi, 
Viola ha sottolineato come l’utilizzo di diversi modelli di turbolenza può portare 
a risultati inconsistenti e come un modello più semplice possa in realtà dare 
risultati più affidabili a patto di investire in accuratezza a livello della griglia di 
calcolo. In particolare dalla sua ricerca è emerso come l’accuratezza dei risultati 
forniti da un modello semplificato sia maggiore qualora si possa fruire di risorse 
computazionali sufficienti da consentire l’utilizzo di griglie di calcolo molto fini. 
Come prima approssimazione il modello semplificato e stato valutato risolvendo 
le equazioni di Navier-Stokes in un caso stazionario, non considerando quindi la 
dinamica temporale. Misure effettuate in galleria del vento sono state utilizzate 
per validare questo modello confermando il crescere della accuratezza al crescere 
della dimensione della griglia di calcolo. Questo modello semplificato è stato poi 
utilizzato per lo studio dell’aerodinamica dell’imbarcazione di Coppa America con la 
massima risoluzione spaziale possibile. Lo studio si è concentrato sull’aerodinamica 
di un ACC v5 (America’s Cup Class, Version 5) con randa e spinnaker, in andatura 
di lasco, angolo del vento apparente di 45 gradi e 5 gradi di sbandamento (figure 
1,2,3,6,7,8). I.M. Viola è attualmente un ricercatore del Yacht Research Unit 
dell’Università di Auckland. spinnaker, in andatura di lasco, angolo del vento 
apparente di 45 gradi e 5 gradi di sbandamento (figure 1,2,3,6,7,8). I.M. Viola è 
attualmente un ricercatore del Yacht Research Unit dell’Università di Auckland.
An ambitious project
Ignazio Maria Viola, one of the authors, was previously involved in the 
design of the Luna Rossa America’s Cup challenger in the 2007 campaign 
during his PhD at the Politecnico di Milano Wind Tunnel. 
In his PhD thesis he pointed out the unreliability of the various Turbulence 
Models and proposed a simplified model. 
The main features of the model are the simplicity of the model and 
that it should theoretically lead to the same result as a DNS when an 
adequate grid and time step are adopted. 
Hence, in principle, the model becomes more and more reliable when 
the growth of the computational resources allows finer grids and time 
steps to be adopted. 
As a first approximation, the simplified model has been tested solving 
the steady-equation, hence neglecting the time advancement. Wind 
tunnel experiments were used to validate the model and, confirming the 
expectation, the numerical results converged towards the experimental 
measurements when the grid resolution was increased. 
This promising model was then adopted to perform the America’s Cup yacht 
simulation with the maximum resolution achievable. 
The aerodynamics of an asymmetric spinnaker from a Version 5 America’s 
Cup Class yacht was investigated. In particular, a mainsail and an 
asymmetric spinnaker for light wind conditions were modelled at 45-degree 
apparent wind angle and 5 degree heel (figure 1,2,3,6,7,8). I.M. Viola is 
currently a Post Doctoral Fellow at the Yacht Research Unit of the University 
of Auckland. 
CFD limitation
Unfortunately, even trough in previous years the capabilities of the 
numerical tool have risen, CFD still requires an accurate validation 
process. In other words, to process a set of similar designs with 
CFD, at least one of the designs has to be tested experimentally 
to verify if the performance computed numerically matches the 
performance measured experimentally. CFD has many parameters 
that have to be tuned in order to be able to correctly predict the 
experimental results. The lack of reliability of CFD results is due to 
the inability to directly solve the physical equations (the so called 
Navier-Stokes equations), because it would require an unreachable 
computational effort. There are applications (e.g. in bioengineer-
ing) where the Navier-Stokes equations are directly solved, and 
the reliability of the simulation is equal to the reliability of a full-
scale experiment, and this technique is called Direct Navier-Stokes 
Simulation (DNS). Unfortunately in sail and hull design, DNS would 
require an unreachable computational effort. The main limitation of 
the CFD is essentially the computational cost. On the other hand, 
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this limitation will surely be overcome in the next few years because 
of the global technological growth, where the capabilities of the 
computers are multiplied by ten every three years. For this reason 
CFD will become more and more reliable and hence be adopted 
more and more in every design process.
How it works
A CFD code applies the laws of the physics in the region around 
the object which is studied. One set of equations is solved for each 
point of the region of interest and at each fraction of the period of 
interest. For instance, if we want to compute the performance of 
a spinnaker, we solve the equations in a region where we expect 
that the wind is affected by the presence of the spinnaker. We can 
consider a few boat lengths upstream and either side of the sail, 
and many boat lengths downstream of the sail, up to where we 
assume that the effect of the sail is negligible. To put numbers into 
the example, if we consider a boat of 10 m in length, we consider 
a region which extends 20 m upstream, 20 m above and on both 
sides of the sail, and 80 m downstream. The resulting box is 
80,000 cubic meter. 
The grid
The larger the number of points in which the region of interest is 
divided, and the larger the number of instants in which the period 
of interest is divided (time step), then the larger is the resultant 
resolution of the simulations. In the space between two adjacent 
points the equations are not solved. Similarly, in the fraction of 
time between two time steps we do not know what happens. 
di interesse stimata in precedenza di 80,000 metri cubi, poiché la 
DNS necessiterebbe una distanza tra due punti di griglia adiacenti 
di 0,1 mm, sarebbero necessari (10) 16, 10 milioni di miliardi, punti 
di griglia, cioè una quantità irraggiungibile. Se questa griglia ideale 
non viene utilizzata e le scale più piccole non vengono calcolate, 
l’affidabilità della simulazione decresce. Tuttavia, considerando la 
rapidità di crescita della tecnologia, quella griglia potrebbe essere 
studiata nei prossimi decenni. 
Quando la griglia è insufficiente
Per effettuare delle simulazioni CFD con griglie meno fitte, numerose 
tecniche sono state sviluppate. Ognuna di esse cerca di tenere in 
conto dell’effetto delle scale più piccole che la griglia meno fitta non 
può cogliere, modificando o arricchendo di nuovi termini il sistema 
di equazioni da risolvere. Alcuni di voi probabilmente sono familiari 
con le tecniche RANS (Reynolds Averaged Navier-Stokes Simulation) 
o con la LES (Large Eddy Simulation) e DES (Detached Eddy 
Simulation). Sfortunatamente ciascuna di esse lavora correttamente 
solo a valle di una adeguata fase di calibrazione specifica per una 
certa geometria e fluido. 
Negli ultimi dieci anni, molti autori hanno pubblicato confronti tra 
differenti tecniche e differenti insiemi di parametri nell’ambito della 
progettazione di imbarcazioni, ottenendo conclusioni non sempre 
concordanti. 
Molti autori hanno confrontato diversi Turbulence Models (modelli 
di turbolenza) che costituiscono il cuore delle tecniche RANS e altri 
autori hanno invece confrontato diversi Sub-Grid Scale Models 
che rappresentano il cuore delle tecniche LES. Ogni Turbulence 
Model e ogni Sub-Grid Scale Models contiene dei coefficienti che 
possono essere modificati per una certa applicazione. Inoltre, la 
stessa equazione può essere risolta utilizzando differenti tecniche 
numeriche (schemi) e per ogni geometria e condizione esistono 
schemi che risultano più performanti di altri. in un certo senso, 
coloro che usano la CFD si comportano come gli sperimentalisti: 
valutano l’efficienza di diverse configurazioni rispetto alla soluzione 
che si vuole ottenere. 
Quando i risultati sembrano essere affidabili, la configurazione che 
ha dato i risultati migliori viene ritenuta ottimale e viene pertanto 
utilizzata nelle successive simulazioni. 
In quest’ottica la CFD può essere paragonata a uno strumento di 
misura che viene tarato e modificato adeguatamente fintanto che 
non misura quanto misura un altro strumento. La maggior parte degli 
strumenti di misura utilizzati oggi dagli sperimentalisti, sono stati 
ampiamente verificati e calibrati per ottenere misure affidabili. 
Per questo motivo è pratica comune validare i risultati numerici con 
misure sperimentali così come un nuovo strumento viene validato 
basandosi su uno già consolidato.
La legge di Moore
La crescita tecnologica complessiva, come detto, raddoppia la 
disponibilità di risorse computazionali ogni 18 mesi come è noto 
dalla legge di Moore. 
Questo significa che sei anni fa se la penna USB più potente sul 
mercato costava 50 $ e aveva una capacità di 4 GB, quattro anni fa 
la stessa penna allo stesso prezzo poteva avere una capacità di 8 GB 
e analogamente tre anni fa 16 GB, l’anno scorso 32 GB e oggi per gli 
stessi soldi possiamo avere una penna USB da ben 64 GB. 
All’incirca in cinque anni lo stesso prodotto aumenta la propria 
potenza di circa un ordine di grandezza.
La velocità dei 500 calcolatori più performanti al mondo viene 
Figure 2 – Velocity vectors coloured by the normalized speed on 
an horizontal plane of a sailing yacht CFD model
Figura 2 – Vettori di velocità colorati secondo il modulo della 
velocità normalizzata su un piano orizzontale di un modello CFD di 
un’imbarcazione a vela
Figure 3 – Contours of pressure coefficient on an horizontal plane of a 
sailing yacht CFD model
Figura 3 – Mappa del coefficiente di pressione su un piano orizzontale di un 
modello CFD di un’imbarcazione a vela
Indagini CFD da record
Investigations Record-breaking CFD
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Hence if any velocity or pressure fluctuation occurs in such a small 
gap of space or time, the CFD won’t compute it. The solution is 
computed with the spatial resolution of the grid points, like the 
pixel of a picture, and the temporal resolution of the time steps is 
like the frame frequency in a movie. The DNS adopts a number of 
grid points and time steps that allow computation of the smallest 
fluctuations of the fluid, returning a very reliable solution. Taking 
into account the smallest fluctuations might be crucial for the 
reliability of the solution. In fact, in 1941 Kolmogorov discovered 
that the flow fluctuations can be described by coherent structures 
called eddies. These are generated by the collision of the flow with 
the object and, initially, the resultant eddies are the same size as 
the object. Then they change shape and size degenerating into 
smaller structures until they reach a small size and the viscosity 
of the flow dissipates them. This phenomenon is called the Kol-
mogorov Cascade. 
The DNS solves all the eddies up to the smallest one and, therefore, 
the distance between two grid points have to be smaller than the 
dimension of the smallest eddy. For instance, how many points are 
pubblicata ogni sei mesi nella TOP500 (http://www.top500.org, vedi 
figura 4). La velocità del calcolatore più veloce del mondo aumenta 
più velocemente della legge di Moore.
La crescita della CFD
Ogni applicazione ingegneristica che utilizza strumenti numerici 
cambia le proprie prospettive concordemente alla disponibilità 
di risorse computazionali. 
Le tecniche CFD cambiano drasticamente in conseguenza di questo. 
Nel 1993 alla University of Auckland, K.L. Hedges, ha posto una 
pietra miliare realizzando la prima simulazione CFD di uno spinnaker, 
modellando una imbarcazione di Coppa America con una griglia di 
alcune migliaia di celle. 
Le celle sono equivalenti ai punti di griglia menzionati 
precedentemente quando si utilizzano codici cosiddetti a Volumi 
Finiti. L’affidabilità della simulazione era piuttosto scarsa ma per la 
prima volta il flusso attorno a uno spinnaker in scala reale veniva 
resa visibile. 
Nove anni dopo, nell’ultima coppa America che si è disputata ad 
Auckland (2003), la maggior parte dei contendenti eseguirono 
calcoli CFD del flusso attorno a uno spinnaker con alcune centinaia 
di migliaia di celle. Nell’ultima coppa America disputata a Valencia 
nel 2007 sono stati eseguiti calcoli su diversi milioni di celle. Nel 
2008 gli autori di questo articolo hanno pubblicato i risultati di 
una simulazione eseguita con ben 37 milioni di celle [1]. Il numero 
di celle utilizzate nei calcoli CFD è pertanto cresciuto in accordo 
all’incremento di disponibilità delle risorse di calcolo. Nell’agosto 
del 2008 gli autori di questo articolo hanno poi intrapreso lo 
studio delle potenzialità offerte da uno dei codici commerciali 
CFD più diffusi (Fluent, Ansys.Inc) nel calcolo aerodinamico di una 
imbarcazione di coppa America cercando la massima risoluzione di 
griglia ottenibile (figura 5). 
La simulazione da record
Gli autori hanno realizzato la prima griglia da un miliardo di celle 
mai realizzata in ambito ingegneristico. La simulazione nel suo 
complesso è durata 170 ore su 512 CPU totalizzando un utilizzo di 
risorsa di calcolo equivalente a 100.000 ore che corrispondo a circa 
dieci anni di tempo di calcolo virtuale se effettuato su una singola 
CPU seriale.
Il risultato ottenuto dal calcolo era in buona corrispondenza con i 
dati sperimentali e maggiori dettagli possono essere ottenuti da [2] 
o scrivendo agli autori. 
Questa simulazione ha definitivamente messo in luce il vantaggio in 
accuratezza ottenibile con griglie molto dettagliate.
Nel giro di pochi anni un calcolo da un miliardo di celle diventerà 
pratica comune anche sui desktop computer e per questo motivo 
certamente la CFD diventerà uno standard nella progettazione in 
questo ambito.
Reference/Bibliografia
[1] Viola I.M., Ponzini R., Rocchi D., Fossati F.: Analysis of 
Aerodynamic Indices for Racing Sailing Yachts: a Computational 
Study and Benchmark on up to 128 CPU; In the proceedings of 
the 20th International Conference on Parallel Computational Fluid 
Dynamics (PARCFD 2008); May 19-22 2008, Lyon, France. 
[2] Viola I.M., Ponzini R., Passoni G.: Downwind Sail Aerodynamics: 
Large Scale Computing vs. Large Scale Wind Tunnel Test; Journal of 
Wind Engineering and Industrial Aerodynamics. 
Submitted April 2009. 
Figure 4 – Trend of the available GFlops in High Performance 
Computing environments along the years (source: http://www.top500.
org). In blue the fastest machine in HPC in red the 500th
Figura 4 – Andamento negli anni della disponibilità di GFlops nel calcolo ad alte 
prestazioni (fonte: http://www.top500.org). In blue i valori del calcolatore più 
performante, in rosso il cinquecentesimo
Figure 5 – Trend of the number of cells used in CFD analysis of sails 
along the years
Figura 5 – Andamento negli anni del numero di cele utilizzate nelle analisi CFD 
delle vele
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required to compute the flow around the spinnaker of a sailing boat 
with the accuracy of the DNS? If we consider the region computed 
above of 80,000 cubic metres, has a distance between two grid 
points of 0.1 mm, we need (10)16, 10 million billion, grid points, an 
unreachable number. If such a detailed grid is not adopted and the 
smallest eddies are not computed, the reliability of the simulation 
decreases. However, considering the global technological growth 
rate, we might achieve such a grid in the next few decades. What 
are we doing in the meantime?
When the grid is too coarse
To perform CFD simulations with a coarser grid, several techniques 
have been developed. All of them try to take into account the ef-
fect of the smallest eddies unseen by the coarse grids, modifying 
or adding the set of solved equations. Some of you might be 
familiar with the RANS (Reynolds Averaged Navier-Stokes Simula-
tion) techniques or with the more recent and time-consuming LES 
(Large Eddy Simulation) and DES (Detached Eddy Simulation) tech-
niques. Unfortunately none of them are universal but they normally 
work fine when adequately tuned for a specific geometry and 
fluid condition. This is the reason for the validation requirement, 
which allows the user to tune the simulation parameters in order 
to match the experimental result. When one of these techniques 
has been properly tuned, it can work for several conditions similar 
to the benchmark. 
In the last ten years, many authors have published comparisons 
between the different techniques and the different sets of computa-
tional parameters for yacht design applications, reaching controver-
sial conclusions. Many authors have compared different Turbulence 
Models, which are the core of the RANS techniques, and other 
authors have compared different Sub-Grid Scale Models, which 
are the core of the LES techniques. Each Turbulence Model and 
Sub-Grid-Model has some coefficients that can be properly tuned. 
Then, the same equation can be solved with different mathematical 
techniques (schemes) and for each geometry and flow condition 
there is a scheme that gives a better result than others. CFD us-
ers are similar to the experimentalist: they try different setups and 
observe the achieved solution. When the result seems to be robust 
and reliable, they start believing and adopting the tested setup. 
From this point of view, CFD can be compared to a new measuring 
instrument, which is carefully adopted by the experimentalist, who 
controls its accuracy and seeks the best instrument tuning. Con-
versely, most of the measuring instruments adopted nowadays by 
the experimentalist have been widely tested and properly tuned al-
lowing reliable measurements. For this reason it’s common practice 
to validate the numerical results with experimental measurements, 
similarly a new instrument is validated with an old one. 
Moore’s law
The global technological growth rate duplicates the computational 
resources every 18 months (Moore’s law). It means that six years 
ago you could buy the most capable USB pen drive for $ 50, which 
was 4 GB. Four years ago the same shop for the same price sold 
a USB pen drive of 8GB and three years ago it was 16 GB, last 
year it was 32 GB and today is 64 GB. In roughly five years the 
same product became ten times more capable. 
The speeds of the 500 most powerful computers in the world are 
published every six months by the www.top500.org (see figure 4). 
Figure 6 – Contours of 
pressure coefficient on a 
sailing yacht CFD model
Figura 6 – Mappa del 
coefficiente di pressione 
su un modello CFD di 
un’imbarcazione a vela
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Investigations Record-breaking CFD
Novembre
NauTech 69NOVEMBER 2009
of several millions of cells have been performed. In 2008 the 
present authors published the results of a simulation achieved 
with 37 million cells [1]. 
The number of cells adopted in the CFD computations grew with 
a similar rate of the computational capabilities. 
The last year (August 2008), the present authors investigated the 
capabilities of the top-used commercial CFD code Fluent (Ansys 
Inc.) to compute the aerodynamics of an America’s Cup boat with 
the maximum grid resolution achievable (figure 5). 
The speed of the most powerful 
computer in world has a larger 
growth rate than the USB pen 
drive above and than the Moore’s 
Law.
CFD growth
Every engineering application 
changes as a consequence of 
the increased computing capa-
bilities. Similarly, CFD techniques 
drastically change every year as 
a consequence of that. In 1993 
at the University of Auckland, K.L. 
Hedges, performed a milestone 
CFD simulation of an America’s Cup spinnaker with a grid of a few 
thousands cells. The cells are equivalent to the above mentioned 
grid points in the so-called Finite Volume Codes. The reliability of 
the simulation was very poor but for the first time ever the flow 
around a full-scale spinnaker was visualized. 
In the last America’s Cup sailed in Auckland 9 years later (2003), 
most of the America’s Cup Challengers performed CFD computa-
tions around spinnakers with a few hundred thousand cells. 
In the last America’s Cup sailed in Valencia in 2007, computations 
Figure 7 – Streak lines on the sail 
colored by the normalized speed 
of the wall cells
Figura 7 – Streak lines sulla vela 
colorate secondo il modulo della 
velocità normalizzata delle celle a 
parete
Figure 8 – Contours of pressure 
coefficient on a sailing yacht 
and path-lines colored by the 
normalized speed
Figura 8 – Mappa del coefficiente di 
pressione su una imbarcazione a vela e 
path-lines colorate secondo la velocità 
normalizzata
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The milestone simulation
The authors performed a grid of One Billion Cells, the largest 
ever performed in engineering applications. 
The simulation ran for 170 hours on the 512 CPUs, achieving the 
record total wall time of ten years. It means that, theoretically, 
a single CPU would have run for 10 years to compute the same 
number of counts. 
The computed result was in good agreement with the experi-
mental measurement and more details can be found in [2] or by 
emailing the authors. 
The research showed the advantages of achieving very high grid 
definitions. 
In a few years, the One Billion Cells computation will be achiev-
able by every laptop instead of by the enormous Lagrange, and 
a serial process will compute the solution in a few hours and 
not in 10 years. The CFD will be more reliable because smaller 
eddies will be solved by higher resolution grids. Hence, CFD will 
be increasingly adopted in the design process. 
 
The super computer
Raffaele Ponzini, the other author of the present work, in 2003 joined 
the High Performance Computing group of Cilea (established in 1974, 
provides information and communication technology services on the 
behalf of universities and related organizations, public organizations and 
enterprises) where he is in charge of the management of the CFD codes. 
In 2008, Cilea bought the supercomputer Lagrange that was ranked 
135th in the top500.org world ranking. Lagrange is a Hewlett-Packard 
cluster with 208 dual-processors blade node, Intel Xeon 3.166GHz 
quad-core and 2GB RAM per core. The overall 1,664 cores and 3.3 TB 
RAM allows the impressive peak speed of 22 TFlops per second. 
The supercomputer Lagrange was used for the present project achieving 
the largest grid ever built in the engineering applications (figure 9). 
Il super computer
Raffaele Ponzini, anch’egli autore di questo articolo, dal 2003 lavora 
presso il centro di calcolo del Cilea (Centro Interuniversitario Lombardo 
per l’Elaborazione Automatica) come esperto di codici CFD. Nel 2008, il 
Cilea si è equipaggiato con un cluster che come prestazioni di picco si è 
posizionato al numero 135 al mondo nella lista top500 di quell’anno. 
Il cluster, chiamato Lagrange, è uno Hewlett Packard che utilizza un 
sistema operativo Linux ed è equipaggiato con 208 dual-processors nodi 
blade con CPU Intel Xeon 3.166 GHz quad-core and 2 GB RAM per core 
(per un totale di 1664 cores). 
La disponibilità di memoria RAM totale è di 3,3 TB e la sua performance 
di picco è stata valutata essere pari a 22 TFlop/s (migliaia di miliardi di 
operazioni al secondo). Il cluster Lagrange è stato utilizzato per effettuare 
questa applicazione avveniristica (figura 9).
Figure 9 – HPC system (Lagrange) installed at the computer centre 
Cilea and used to perform the billion cell CFD computation
Figura 9 – Sistema di calcolo HPC (Lagrange) installato presso Cilea e 
utilizzato per la simulazione da un miliardo di celle
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