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NONCOMMUTATIVE VERSIONS OF THE
ARITHMETIC-GEOMETRIC MEAN INEQUALITY
WAFAA ALBAR, MARIUS JUNGE, AND MINGYU ZHAO
Recht and Re´ in [21] introduced the noncommutative arithmetic geometric mean
inequality (NC-AGM) for matrices with a constant depending on the degree d and
the dimension m. In this paper we prove AGM inequalities with a dimension-free
constant for general operators. We also prove an order version of the AGM in-
equality under additional hypothesis. Moreover, we show that our AGM inequality
almost holds for many examples of random matrices .
1. Introduction
Variations of the arithmetic-geometric mean (AGM) inequality have many
applications in analysis and geometry. As pointed out by Re´ and Recht in [21],
noncommutative versions of the AGM inequalities are relevant to machine learning.
In particular, their proof, which employed the classical MacLaurin inequalities, led
to improved convergence rate of the of the algorithms in machine learning.
Let us recall the famous MacLaurin inequalities for positive real numbers x1, ..., xn
and the normalized d-th symmetric sums as
Sd =
(
n
d
)−1 ∑
τ∈[n]
|τ |=k
∏
i∈τ
xi .
where 1 ≤ d ≤ n. According to the MacLaurin inequalities, we have
S1 ≥ 2
√
S2 ≥ 3
√
S3 ≥ ... ≥ n
√
Sn .
In particular, S1 ≥ n
√
Sn is the standard AGM inequality. For more details about
the classical AGM inequality see [5]. In this paper, we will discuss noncommutative
versions of MacLaurin’s inequalities. Indeed, we will consider a generalized AGM
inequality for the norm and the order. It may come as a surprise to the operator
algebra community that these inequalities are motivated by problems in machine
learning, stochastic gradient method (see Buttou [2] and the reference there is in
[21]), and randomized coordinates descent (see Nesterov [15]). This interesting
connection and an overview of known results on this topic can be found in [20] and
[21]. In fact, these methods contain an iteration procedure which can be performed
with or without replacement samples. Recht and Re´, in [20], study the performance
of both. They show that the expected convergence rate without replacement is
faster than that with replacement. They proved this result by using a particular
AGM inequality.
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In the effort to generalize the classical AGM inequality to the noncommutative
setting, a standard but naive procedure in noncommutative analysis is to replace
scalars by operators. Famous examples of this strategy are Cauchy-Schwarz type in-
equalities for C∗-modules, Khintchine, and martingale inequalities.(See e.g. LP[12],
LPP[13], PXu[18], Narcisse[19], J[6] , JXu1[9], JXu2[9]. For a general survey see
[18].) Proving these noncommutative extensions often employs a combination of
functional analytic and combinatorial methods. In fact, the key results of this pa-
per heavily rely on Pisier’s interpretation of Rota’s Mo¨bius formulae for partitions.
A NC-AGM inequality would ask whether
A1 · · ·An
?≤ ( 1
n
n∑
j=1
Aj)
n(1.1)
holds for positive operators A1, ..., An on a Hilbert space. (In this context we shall
interpret x ≤ y as requiring that y − x is positive semi-definite.) However, for
positive operators A and B, the product AB may not be positive or even self-
adjoint, so the inequality (1.1) may not make sense. Inspired by Recht and Re´, we
modify (1.1) by replacing the left hand side with the average of all the products
of the operators Ai, which turns out to be self-adjoint. Following the MacLaurin
approach, we may now ask whether the AGM inequality holds on average, i.e.
1
n!
∑
σ∈Sn
Aσ(1) · · ·Aσ(n)
?≤ ( 1
n
n∑
j=1
Aj)
n.(1.2)
Unfortunately, we can not prove (1.2) in general. A milder version of (1.2) is to
ask for
‖ 1
n!
∑
σ∈Sn
Aσ(1) · · ·Aσ(n)‖
?≤ ‖( 1
n
n∑
j=1
Aj)
n‖ ,(1.3)
where ‖x‖ = ‖x‖B(H) refers to the standard operator norm of bounded operators on
a Hilbert space H . The inequality (1.3) is a particular case of the noncommutative
MacLaurin inequalities discussed in [20]. Indeed, for fixed d we may consider the
following average product of noncommutative operators of length d:
Pd(A1, ..., An) =
1
n · · · (n− d+ 1)
∑
1≤j1,...,jd≤n all different
Aj1 · · ·Ajd .
We refer to the example in [21] for the fact that the symmetrization for the operators
in the AGM inequality is required. In [20], Re´ and Recht posed the following
question: Is it true that for positive bounded operators A1, ..., An on a Hilbert
space one has
‖Pd(A1, ..., An)‖1/d ≤ ‖P1(A1, ..., An)‖ ?(1.4)
They proved that (1.4) holds when A1, ..., An are matrices that mutually commute.
Moreover, they observed that for operators A1, ..., An on an m-dimensional Hilbert
space one has
‖Pd(A1, ..., An)‖1/dB(ℓm2 ) ≤ m ‖P1(A1, ..., An)‖ .(1.5)
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We will prove the AGM inequality for the norm with a constant independent of the
dimension m.
Theorem 1.1. For operators A1, ..., An ≥ 0 on a Hilbert space H,
‖Pd(A1, ..., An)‖1/d ≤ d ‖P1(A1, ..., An)‖.
Let us now consider the “order version” of the AGM inequality. Here we add
the additional assumption
∑
Ai = n. In order to illustrate the technique we use
generally, it is good to start with d = 3.
Theorem 1.2. Let n ≥ 6. If A1, ..., An are self-adjoint operators such that
∑
iAi =
n. Then P3(A1, ..., An)
1/3 ≤ 1.
For the proof we consider the mean-zero operators ai := Ai − 1. Observe the
operators ai are self-adjoint and
n∑
i=1
ai = 0. It follows easily that
P3(A1, ..., An) = 1 +
(
3
1
)
P1(a1, ..., an) +
(
3
2
)
P2(a1, ..., an) +
(
3
3
)
P3(a1, ..., an).
Straightforward computations using
∑
ai = 0 reveal that
P1(a1, ..., an) =
(n−1)!
n!
∑
i
ai = 0
P2(a1, ..., an) =
(n−2)!
n!
∑
i6=j
aiaj =
(n−2)!
n!
(
(
∑
ai)
2 −∑ a2i) = − (n−2)!n! ∑ a2i
P3(a1, ..., an) =
(n− 3)!
n!
(
∑
i6=j 6=k
aiajak)
=
(n− 3)!
n!
(
(
∑
i6=j 6=k
ai)
3 − (
∑
i=j
a2i )(
∑
k
ak)− (
∑
i
ai)(
∑
j=k
a2j)−
∑
j
∑
i=k 6=j
aiajai + 2(
∑
i=j=k
a3i )
)
= 2
(n− 3)!
n!
(∑
i
a3i
)
.
This leads to the form P3(A1, ..., An) = 1 − 3n(n−1)
∑
a2i +
2
n(n−1)(n−2)
∑
a3i . To-
gether with
∑
a3i ≤ ‖ai‖
∑
a2i ≤ n
∑
a2i , this yields
(1.6) P3(A1, ..., An) ≤ 1− 3
n(n− 1)
∑
a2i +
2n
n(n− 1)(n− 2)
∑
a2i .
Since 2nn(n−1)(n−2) ≤ 3n(n−1) holds for all n ≥ 6, the right side of (1.6) is at most 1
and we are done. A far-reaching generalization of this idea leads to the following
result.
Theorem 1.3. Fix n and d. Suppose A1, ..., An and ai are defined as above,∑
i
Ai = n and
i) P1(A1, ..., An) =
∑
iAi
n = 1,
ii) ‖(∑ a2j) 12 ‖ ≤ n3d .
Then the AGM inequality holds in the order sense:
Pd(A1, ..., An) ≤ P1(A1, ..., An)d = 1.
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Note that these techniques work efficiently when d is very large.
This paper is organized as follows. In section 2, we review the analytic and com-
binatorial tools needed to prove Theorem 1.2, especially Pisier’s interpretation of
Rota’s results on Mo¨bius transforms for partitions. In section 3, we combine the
results from section 2 with Pisier’s group construction for partitions in [17] to ob-
tain our key norm and order estimate. In section 4 and 5, a combination of Pisier’s
partition method and probabilistic results allow “almost AGM” inequalities hold
in many different scenarios. We confirm the AGM inequality up to ε for many ran-
dom matrices, in particular Wishart random matrices, more general vector-valued
moments of convex bodies, and freely independent operators. We should point out
that in contrast to results on averages of random matrices in Re´ and Recht in [21],
our estimates hold with high probabilities.
2. Partition and Mo¨bius Formula
We need some definitions from the combinatorial theory of partitions. Let Pd
be the lattice of all the partitions of {1, ..., d}. For two partitions σ and π, we write
σ ≤ π if every block of the partition σ is contained in some block of π (i.e., any
block of the partition of π can be written as a union of blocks of σ). In other words,
π is a refinement of σ. There are two trivial partitions, 0˙ and 1˙, where 0˙ is the
partition into n singletons and 1˙ is the partition of a single block. For a partition
π, ν(π) is the number of the blocks of the partition π and ri(π) is the number of
blocks of π with cardinality i such that
∑d
i=1 iri(π) = d; and
∑d
i=1 ri(π) = ν(π).
For more information on partitions, see [1] and [22].
Let us recall some main results on the Mo¨bius function µ in [17] which are crucial
for our paper.
Proposition 2.1. (Pisier’s Mo¨bius inversion formula) For any d ∈ N there exists
a function µ : Pd × Pd −→ Z such that for every vector space V and functions
φ : Pd −→ V and ψ : Pd −→ V , we have the following properties:
i) If ψ(σ) =
∑
π≤σ
φ(π), then φ(σ) =
∑
π≤σ
µ(π, σ)ψ(π);
ii) If ψ(σ) =
∑
π≥σ
φ(π), then φ(σ) =
∑
π≥σ
µ(σ, π)ψ(π);
iii) Moreover, ∀σ 6= 0˙, ∑
0˙≤π≤σ
µ(π, σ) = 0.
The next result provides precise formulas for the Mo¨bius function µ in special cases.
Theorem 2.2. The Mo¨bius function satisfies the following properties:
i) µ(0˙, 1˙) = (−1)d−1(d− 1)!.
ii) µ(0˙, π) =
∏d
i=1[(−1)i−1(i− 1)!]ri(π), and consequently,
iii)
∑
π∈Pd |µ(0˙, π)| = d!.
If σ is a partition of {1, ..., d}, then there exists a coordinate function f : {1, ..., d} →
{1, ..., ν(σ)} such that f−1(t) = At where each At represents a block in our par-
tition. Note that this coordinate function isn’t unique. For every partition σ
we can fix an enumeration of the blocks f : {1, 2, ..., d} −→ {1, 2, ..., |σ|} where
σ:=〈j1, j2, ..., jd〉. This means jr = js if and only if r, s ∈ Ar,s where Ar,s is a block
NONCOMMUTATIVE VERSIONS OF THE AGM INEQUALITY 5
in σ = 〈j1, j2, ..., jd〉. Using this notation we define the restricted and full partition
for elements from an algebra.
Definition 2.3. Let A be an algebra and xiji ∈ A . The restricted partition is
defined by:
〈σ〉 =
∑
〈j1,j2,...,jd〉=σ
x1j1 ...x
d
jd .
The full partition with elements xji is given by:
[σ] =
∑
π≥σ
〈π〉.
The restricted and full partitions, which are denoted as 〈σ〉 and [σ], respectively,
give expressions for the elements in the given B(H) according to the algebraic com-
binatorial partition σ. In order to understand the difference between the definition
of restricted partition and full partition, consider the following example.
Example 2.4. Let both the numbers of total samples and chosen samples be 3
(n = d = 3). Then for the full partition [1 2, 3] , with the assumption that xij = xj
we have
[1 2, 3] = (
∑
x2i )(
∑
xi)
= 〈1 2, 3〉+ 〈1 2 3〉
=
∑
i1=i2 6=i3
x2i1xi3 +
∑
i1=i2=i3
x3i1 .
Whereas the restricted partition 〈1 2, 3〉 is defined as 〈1 2, 3〉 =∑i1=i2 6=i3 x2i1xi3 .
We reformulate Pisier’s Mo¨bius inversion formula in our context.
Proposition 2.5. Let xkj ∈ A as above. Then we have
(2.1) 〈π〉 =
∑
ν≥π
µ(π, ν)[ν], where [π] =
∑
ν≥π
〈ν〉,
(2.2) 〈π〉 =
∑
ν≤π
µ(π, ν)[ν], where [π] =
∑
ν≤π
〈ν〉.
Moreover, we have
(2.3) 〈0˙〉 = [0˙] +
∑
0˙ν≤1˙
µ(0˙, ν)[ν].
In [17], in order to separate different partition blocks into disjoint subspaces, Pisier
uses a trick to embed operators xik ∈ B(H) into B(K ⊗ H) (for another Hilbert
space K). Our first goal is to modify Pisier’s trick by using matrix units.
Consider first the trivial partition that has only one block [1, 2, · · · , d]. We can
write
1˙ = [1, 2, · · · , d] =
∑
x1i1x
2
i2 · · ·xdid
= (
∑
e1i1 ⊗ x1i1)× (
∑
ei2i2 ⊗ x2i2 )× · · ·
× (
∑
eid−1id−1 ⊗ xd−1id−1)× (
∑
eid1 ⊗ xdid).
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Now if we have 6 elements and our partition σ has two crossing blocks, one con-
taining {1, 3, 4, 6} and the other containing {2, 5}, then the full partition of σ will
be of the form:
[σ] =
∑
i1=i3=i4=i6
i2=i5
xi1xi2xi3xi4xi5xi6 .
We rewrite these elements into a tensor form, as follows:
Zi1 = e1i1 ⊗ 1⊗ xi1 , Zi2 = 1⊗ e1i2 ⊗ xi2
Zi3 = ei3i3 ⊗ 1⊗ xi3 , Zi4 = ei4i4 ⊗ 1⊗ xi4
Zi5 = 1⊗ ei51 ⊗ xi5 , Zi6 = ei61 ⊗ 1⊗ xi6 .
With this new notation, we get
[σ] =
∑
i1=i3=i4=i6
i2=i5
xi1xi2xi3xi4xi5xi6
=
∑
i1,i2,i3,i4,i5,i6
Zi1Zi2Zi3Zi4Zi5Zi6
=
6∏
j=1
(
∑
ij
Zij ) =
6∏
j=1
Zj, (Zj :=
∑
ij
Zij ).
In a more general setting, assume σ has more than one block. Denote A1,. . . ,A|σ|
as the blocks of the partition σ with cardinality larger than one.
Then we define
(2.4) Zkjk ∈ B(H)⊗
|σ| ⊗B(H)
as follows:
∀k ∈ A1, Zkjk = tA1(jk)⊗ 1⊗ · · · ⊗ xkjk
∀k ∈ A2, Zkjk = 1⊗ tA2(jk)⊗ 1 · · · ⊗ xkjk
∀k ∈ A|σ|, Zkjk = 1⊗ · · · ⊗ tA|σ|(jk)⊗ xkjk ,
where
tAm(jk) =


e1jk jk = minAm
ejkjk otherwise
ejk1 jk = maxAm.
Here, minAm means the smallest index number and maxAm means the largest
index number in the partition Am. Finally, if k belongs to singleton block of the
partition σ, then we set
Zkjk = 1⊗ · · · ⊗ 1⊗ xkjk .
To sum up, the method places each element into larger spaces, which will allow us
to interchange the summation and multiplication as in the above example and the
following lemma.
Lemma 2.6. For an arbitrary partition σ for d elements, we have
[σ] =
∑
i1,...,id
Z1i1 ...Z
d
id .
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Indeed, this immediately follows from
Ziij · Zkik = 0, if ij 6= ik.
Follow Pisier’s result in [17]; we deduce the following norm estimate.
Theorem 2.7. For an arbitrary partition σ for d elements, we have
‖[σ]‖B(H) ≤
d∏
k=1
(
‖
∑
jk
Zkjk‖ · 1σs(k) + ‖
∑
jk
Zkjk‖ · 1σns(k)
)
.
Moreover, ‖[σ]‖B(H) ≤
∏
k∈σs ‖
∑
jk
Zjk‖ ×
∏
k∈σns ‖|(Zjk)|‖,
where ‖|(Zjk)|‖ = max{‖
∑
Zjk1Z
∗
jk1
‖ 12 , ‖∑Z∗jkpZjkp‖ 12 , supjk ‖Zjk‖}.
Here σs means the set of singletons in the partition σ, and σns means the set of
non-singleton elements in the partition σ. The functions 1σns(k), 1σs(k) represent
the characteristic functions, i.e.
1σns(k) =
{
1 k ∈ σns
0 otherwise
, 1σs(k) =
{
1 k ∈ σs
0 otherwise
Proof. Taking the norm for the full partition, we have
‖[σ]‖ = ‖
∑
π≥σ
〈π〉‖ = ‖
∑
〈j1,··· ,jd〉≥σ
x1j1 · · ·xdjd‖
= ‖
∑
j1,j2,...,jd
Z1j1 · · ·Zdjd‖(2.5)
= ‖
∏
k∈σs
∑
jk
Zkjk ·
∏
k∈σns
∑
jk
Zkjk‖(2.6)
≤ ‖
∏
k∈σs
∑
jk
Zkjk‖ · ‖
∏
k∈σns
∑
jk
Zkjk‖
≤
∏
k∈σs
‖
∑
jk
Zkjk‖ ·
∏
k∈σns
‖
∑
jk
Zkjk‖.
The equality (2.5) comes from Lemma 2.6. The equality (2.6) follows from the
definition of Zkjk , which means it allows us to perform summation first and then
multiplication. Next,
‖[σ]‖B(H) ≤
∏
k∈σs
‖
∑
jk
Zjk‖ ·
∏
k∈σns
‖
∑
jk
Zjk‖
≤
∏
k∈σs
‖
∑
jk
Zjk‖ ×
∏
k∈Am⊂σns
‖
∑
jk
Zjk‖ · (1minAm + 1maxAm + 1mid Am)
≤
∏
k∈σs
‖
∑
jk
Zjk‖×
∏
k∈Am⊂σns
(
‖
∑
jk
Zjk‖ · 1minAm + ‖
∑
jk
Zjk‖ · 1maxAm + ‖
∑
jk
Zjk‖ · 1mid Am
)
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≤
∏
k∈σs
‖
∑
jk
Zjk‖×
∏
k∈Am⊂σns
(
‖
∑
jk
ZjkZ
∗
jk
‖ 12 · 1minAm + ‖
∑
jk
Z∗jkZjk‖
1
2 · 1maxAm + sup
jk
‖Zjk‖ · 1mid Am
)
≤
∏
k∈σs
‖
∑
jk
Zjk‖ ×
∏
k∈σns
‖|(Zjk)|‖,
where ‖|(Zjk)|‖ = max{‖
∑
Zjk1Z
∗
jk1
‖ 12 , ‖∑Z∗jkpZjkp ‖ 12 , supjk ‖Zjk‖}.
The next corollary states the norm estimate in B(H) rather than in B(K ⊗ H).
For simplicity we replace xkik by xik .
Corollary 2.8. If σ is a partition and xjk is a self-adjoint operator for arbitrary
k ∈ {1, ..., d}, then
‖[σ]‖B(H) ≤
∏
k∈σs
‖
∑
xjk‖ ·
∏
k∈σns
‖
∑
x2jk‖
1
2
Proof. We need to discuss two cases:
(i) For k ∈ σs, ‖
∑
j
Zjk‖ = ‖
∑
1⊗ · · · ⊗ xjk‖ = ‖1⊗ · · · ⊗
∑
xjk‖ = ‖
∑
xjk‖.
(ii) For Am ∈ σns,
‖
∑
Zjk1Z
∗
jk1
‖ 12 = ‖
∑
[1⊗ · · · ⊗ e1jk1 ⊗ · · · ⊗ xjk1 ] · [1⊗ · · · ⊗ ejk11 ⊗ · · · ⊗ x∗jk1 ]‖
1
2
= ‖
∑
1⊗ · · · ⊗ e11 ⊗ · · · ⊗ xjk1x∗jk1 ‖
1
2
= ‖1⊗ · · · ⊗
∑
xjk1 x
∗
jk1
‖ 12 = ‖
∑
xjk1x
∗
jk1
‖ 12 = ‖
∑
x2jk1
‖ 12 .(2.7)
and
‖
∑
Z∗jkpZjkp ‖
1
2 = ‖
∑
[1⊗ · · · ⊗ e1jkp ⊗ · · · ⊗ x∗jkp ] · [1⊗ · · · ⊗ ejkp1 ⊗ · · · ⊗ xjkp ]‖
1
2
= ‖
∑
1⊗ · · · ⊗ e11 ⊗ · · · ⊗ x∗jkp xjkp ‖
1
2 = ‖1⊗ · · · ⊗
∑
x∗jkp xjkp ‖
1
2
= ‖
∑
x∗jkpxjkp ‖
1
2 = ‖
∑
x2jkp ‖
1
2 .(2.8)
For the middle term, we have
sup
k∈{k2,...,kp−1}
sup
jk
‖Zjk‖ = sup
k∈{k2,...,kp−1}
sup
jk
‖Z∗jkZjk‖
1
2 = sup
k∈{k2,...,kp−1}
sup
jk
‖x∗jkxjk‖
1
2
≤ sup
k∈Am
‖
∑
x2jk‖
1
2 .(2.9)
Combining (i) and (ii) finishes the proof.
3. AGM inequality for the norm and for the order
In this section we prove the AGM inequality for the norm and for the order. We
need the following lemma which handles positive or self-adjoint operators {xik} in
a C*-algebra A .
Lemma 3.1. (i) If xjk ≥ 0, then ‖
∑
x2jk‖
1
2 ≤ ‖∑xjk‖.
(ii) If xjk are self-adjoint, then ‖
∑
x2jk‖
1
2 = ‖(∑x2jk ) 12 ‖.
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Proof. (i) Indeed, we have
‖
∑
x2jk‖
1
2 = ‖
∑
x
1
2
jk
xjkx
1
2
jk
‖ 12
≤ (‖
∑
xjk‖
1
2 · ‖
∑
xjk‖ · ‖
∑
xjk‖
1
2 )
1
2
= ‖
∑
xjk‖.
(ii) Holds trivially using ‖x2‖ = ‖x‖2, for x = (∑x2jk ) 12 .
3.1. AGM inequality for the norm. Now we have done all the preparation to
prove the NC-AGM inequality for the norm.
Theorem 3.2. Suppose x1, . . . , xn are positive operators in B(H). Then
(3.1) ‖Pd(x1, ..., xn)‖1/dB(H) ≤ d ‖P1(x1, ..., xn)‖B(H).
Proof. From Corollary 2.8 and Lemma 3.1, we deduce that for a given arbitrary
partition σ and positive elements xjk = xj , we have
‖[σ]‖B(H) ≤ ‖
∑
xj‖d.
Recall identity 2.3 from Proposition 2.5:
(3.2) 〈1, · · · , d〉 = [1, · · · , d] +
∑
υ	0˙
µ(0˙, ν)[ν], where
∑
υ	0˙
|µ(0˙, ν)| = d!− 1.
Taking the norm of both sides of the equality (3.2) we get
‖〈1, · · · , d〉‖B(H) = ‖[1, · · · , d] +
∑
υ	0˙
µ(0˙, ν)[ν]‖B(H)
≤ ‖[1, · · · , d]‖B(H) +
∑
υ	0˙
|µ(0˙, ν)|‖[ν]‖B(H)
≤ ‖
∑
xj‖dB(H) + (d!− 1)‖
∑
xj‖dB(H)
≤ d!‖
∑
xj‖dB(H)
= d!nd‖ 1
n
∑
xj‖dB(H)
= d!nd‖P1(x1, ..., xn)‖B(H).
Thus,
‖Pd(x1, ..., xn)‖B(H) ≤
d!nd(n− d)!
n!
‖P1(x1, ..., xn)‖B(H).
Denote C(n, d) := d!n
d(n−d)!
n! , and for fixed d define f(n) :=
d−1∑
i=0
log nn−i . Then
C(n, d) =
d!nd(n− d)!
n!
=
d!nd
n(n− 1)(n− 2) · · · (n− d+ 1)
= d! · n
n
· n
n− 1 ·
n
n− 2 · · ·
n
n− d+ 1
= d! · exp(f(n)).
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Since f(n) is a decreasing function in n, C(n, d) is also a decreasing function with
respect to the variable n. From the definition of d, we know n ≥ d, so max
n≥d
C(n, d) =
C(d, d) = dd.
3.2. AGM inequality for the order. Recall that the average product is defined
by:
Pd(x1, x2, ..., xn) =
(n− d)!
n!
∑
〈σ〉=0˙
xi1 ...xid .
Lemma 3.3. Let {xi} be a finite family of positive operators in B(H) which satisfy
the condition
n∑
i=1
xi = n. If ai := xi − 1 then
(3.3) Pd(x1, x2, ..., xn) = 1 +
d∑
k=1
(
d
k
)
Pk(a1, a2, ..., an).
Proof. This lemma can be proved by two methods. The first method is by induction
which is left to the reader. For the convenience of the reader we give the second
proof, using the binomial identity. Then we have
Pd(x1, ..., xn) =
(n− d)!
n!
∑
〈σ〉=0˙
xi1 ...xid
=
(n− d)!
n!
∑
〈σ〉=0˙
(ai1 + 1)(ai2 + 1)...(aid + 1) = 1 +
d∑
k=1
λkPk(a1, ..., an).
Let x1 = x2 = .... = xn = t, where t = a+ 1. Then
Pd(x1, ..., xn) = t
d = (1 + a)d = 1 +
d∑
k=1
(
d
k
)
ak,
which implies that λk =
(
d
k
)
, so Pd(x1, ..., xn) = 1 +
∑d
k=1
(
d
k
)
Pk(a1, ..., an).
In Theorem 1.2 for d=3, we deduce that each term in P3(x1, ..., xn) has an upper
bound of some scalar multiple of
∑
a2i . For d > 3, we need the following lemma.
Lemma 3.4. If {xi}, {ai} are defined as above, then
max
i
‖ai‖ ≤ ‖
∑
a2i ‖
1
2 ≤ ‖
∑
i
x2i ‖
1
2 .
In particular, ‖ai‖k ≤ nk‖ 1n2
∑
i x
2
i ‖
k
2 .
Proof. Since we have a2j ≤
∑
a2i ,
‖ai‖ = ‖a2i ‖
1
2 ≤ ‖
∑
a2i ‖
1
2 .
Moreover, for each ai, we have xi = ai + 1. Thus∑
x2i =
∑
a2i + n ≥
∑
a2i
This finishes the proof.
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Note that for a partition with d = 3, the proof of the AGM inequality in the
order sense was easily done in the introduction. However, the proof is much more
complicated for d ≥ 4. The complication comes from crossing partitions, so we
need the following useful known lemma [16].
Lemma 3.5. Assume a, b ∈ B(H) and t ≥ 0. Then
(1) −(a∗a+ b∗b) ≤ a∗b+ b∗a ≤ a∗a+ b∗b
(2) ab+ b∗a∗ ≤ t2aa∗ + t−2b∗b
To prove (1), we start by observing (a+ b)∗(a+ b), (a− b)∗(a− b) ≥ 0. This directly
gives −(a∗a+ b∗b) ≤ a∗b + b∗a and a∗b + b∗a ≤ a∗a+ b∗b. It is clear that (2) is a
special case of (1), using the assumptions that a = ta∗ and b = t−1b for the upper
bound of (1).
The two previous lemmas will help in establishing our result for general case of the
AGM inequality for the order. For convenience, we will write Ai :=
∑
i Zi where
Zi is defined as at the beginning of Section 3.1. We now provide upper and lower
bounds for Pd(ai1 , ..., ain).
Lemma 3.6. If {ai} and {xi} are defined as above, then for S = ‖
∑
x2i ‖1/2
− (n− d)!
n!
d! Sd−2
∑
a2i ≤ Pd(a1, a2, · · · , an) ≤
(n− d)!
n!
d! Sd−2
∑
a2i .
Proof. From Proposition 2.5, we know
n!
(n− d)!Pd(a1, a2, · · · , an) = 〈0˙〉d = [0˙]d +
∑
0˙ν≤1˙
µ(0˙, ν)[ν]d.
We will prove first the case when µ(0˙, ν) ≥ 0. We will obtain an upper bound for
the sum [ν]d by introducing [ν¯]d as the following:
[ν]d =
∑
〈 ˙i1,i2,··· ,id〉≥ν
ai1ai2 · · · aid ,
[ν¯]d :=
∑
〈 ˙i1,i2,··· ,id〉≥ν
aidaid−1 · · ·ai1 .
Here the ν¯ can be viewed as the transposition of the partition ν. By Theorem 2.2,
we have µ(0˙, π) =
∏d
i=1[(−1)i−1(i − 1)!]ri(π). So µ(0˙, ν) = µ(0˙, ν¯). Thus, we can
sum these two items together.
Claim: For every partition ν and S = ‖∑x2i ‖1/2 we have
(3.4) − 2 Sd−2
∑
a2i ≤ [ν]d + [ν¯d] ≤ 2 Sd−2
∑
a2i .
The idea here is to use our modification of Pisier’s trick for these two partitions.
Recall that Zi1 = e1i1⊗ai1 is for the first component in the partition, Zij = ejj⊗aij
is for the elements in the middle of the partition, and Zid = eid1 ⊗ aid is for the
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last element in the partition. Then we have
[ν]d + [ν¯]d =
∑
〈 ˙i1,i2,··· ,id〉≥ν
ai1ai2 · · ·aid + aidaid−1 · · · ai1
=
∑
i1
Zi1 ...
∑
id
Zid +
∑
id
Z∗id ...
∑
i1
Z∗i1
= A1...Ad +A
∗
d...A
∗
1.
By applying Lemma 3.5 with S = ‖∑x2i ‖1/2,
[ν]d + [ν¯]d = A1 · · ·Ad +A∗d · · ·A∗1(3.5)
≤ t2A1A∗1 + t−2A∗d · · ·A∗2A2 · · ·Ad
≤ t2A1A∗1 + t−2
d−1∏
j=2
‖A∗jAj‖A∗dAd
≤ t2A1A∗1 + t−2
d−1∏
j=2
‖Aj‖2A∗dAd
≤ t2A1A∗1 + t−2
d−1∏
j=2
‖
∑
a2j‖A∗dAd(3.6)
≤ t2A1A∗1 + t−2‖
∑
a2i ‖d−2A∗dAd(3.7)
≤ ‖
∑
a2i ‖d/2−1(A1A∗1 +A∗dAd) ≤ 2
∑
a2i S
d−2.
Indeed, if our partition contains the singleton then [ν]d+[ν¯]d is already zero. Hence
we may assume there are no singletons in our partition as it also can be noticed
in inequality (3.7). Indeed, if the index is a singleton in partition ν, then it is
controlled by the summation norm ‖∑ ai‖ which is zero by our construction. On
the other hand, if the index is in a non-singleton block, then by Theorem 2.8, it is
controlled by the square norm ‖∑ a2i ‖. Therefore, in both cases, ‖Ai‖ is controlled
by the square norm of ai. To get inequality (3.6), we may apply the norm equality
as in equality (2.7) from section 2. For the inequality (3.7), we use Lemma (3.5)
by choosing t2 = Sd/2−1. Then we have
n!
(n− d)!Pd(a1, a2, · · · , an) = [0˙]d +
∑
0˙ν≤1˙
µ(0˙, ν)[ν]d =
∑
0˙ν≤1˙
µ(0˙, ν)[ν]d
=
∑
µ(0˙,ν)≥0
µ(0˙, ν)[ν]d +
∑
µ(0˙,ν)≤0
µ(0˙, ν)[ν]d
=
1
2
( ∑
µ(0˙,ν)≥0
µ(0˙, ν)[ν]d +
∑
µ(0˙,ν¯)≥0
µ(0˙, ν¯)[ν¯]d
)
+
1
2
( ∑
µ(0˙,ν)≤0
µ(0˙, ν)[ν]d +
∑
µ(0˙,ν¯)≤0
µ(0˙, ν¯)[ν¯]d
)
n!
(n− d)!Pd(a1, a2, · · · , an) ≤
∑
µ(0˙,ν)≥0
µ(0˙, ν)Sd−2
∑
a2i −
∑
µ(0˙,ν)≤0
µ(0˙, ν)Sd−2
∑
a2i
=
∑
|µ(0˙, ν)| Sd−2(
∑
a2i ) = d! S
d−2∑ a2i .
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For the lower bound, the proof is similar to the one above replacing A1 by −A1.
Theorem 3.7. (AGM inequality for the order) Fix n and d. Let x1, ..., xn be
self-adjoint operators such that
∑
i
xi = n and ai = xi − 1 as above. Assume the
following conditions hold:
i) P1(x1, ..., xn) =
∑
i xi
n = 1,
ii) ‖(∑ x2i ) 12 ‖ ≤ n3d .
Then the AGM inequality holds in the order sense:
Pd(x1, x2, · · · , xn) ≤
(∑
i xi
n
)d
= 1.
Proof. According to Lemma 3.4, we have ‖∑ a2i ‖1/2 ≤ n3d . Using this upper bound
for the average of noncommutative operators ai with the identity (3.3) where S =
‖∑x2i ‖1/2 ≤ ∆n and let ∆ := 13d , we have
Pd(x1, x2, ..., xn) = 1 +
d∑
k=1
(
d
k
)
Pk(a1, a2, ..., an)
= 1−
(
d
2
)
(n− 2)!
n!
(
∑
a2i ) +
d∑
k=3
(
d
k
)
Pk(a1, a2, ..., an)
≤ 1−
(
d
2
)
(n− 2)!
n!
(
∑
a2i ) +
d∑
k=3
(
d
k
)
(n− k)!
n!
k!∆k−2nk−2(
∑
a2i ).
Now we need the following condition:
(3.8)
(
d
2
)
(n− 2)!
n!
?≥
d∑
k=3
(
d
k
)
(n− k)!
n!
k!∆k−2nk−2.
Simplifying the right hand side gives
d∑
k=3
(
d
k
)
(n− k)!
n!
k!∆k−2nk−2 =
d∑
k=3
d!
(d− k)!k!
(n− k)!k!
n!
∆k−2nk−2
=
d∑
k=3
d!
(d− k)!
(n− k)!
n!
∆k−2nk−2
=
1
n(n− 1)
d∑
k=3
d!
(d− k)!
nk−2
(n− 2) · · · (n− k + 1)∆
k−2.(3.9)
Fix k, and denote f(n) := n
k−2
(n−2)···(n−k+1) . Then, by taking the logarithm, we have
g(n) := log f(n) =
∑k−1
i=2 log
n
n−i . Observe that g(n) is a decreasing function and
thus f(n) is a decreasing function as well. Therefore, we get the inequality:
(3.10)
nk−2
(n− 2) · · · (n− k + 1) ≤
dk−2
(d− 2) · · · (d− k + 1) .
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We continue the calculation in (3.9) with the help of inequality (3.10), we have
d∑
k=3
(
d
k
)
(n− k)!
n!
k!∆k−2nk−2 =
1
n(n− 1)
d∑
k=3
d!
(d− k)!
nk−2
(n− 2) · · · (n− k + 1)∆
k−2
≤ 1
n(n− 1)
d∑
k=3
d!
(d− k)!
dk−2
(d− 2) · · · (d− k + 1)∆
k−2
≤ 1
n(n− 1)
d∑
k=3
d(d− 1)dk−2∆k−2
=
d(d− 1)
n(n− 1)
d∆(1 − (d∆)d−2)
1− d∆ ≤
d(d− 1)
n(n− 1)
d∆
1− d∆ .
With our choice of ∆ = 13d we deduce indeed
d(d−1)
n(n−1)
d∆
1−d∆ ≤
(
d
2
) (n−2)!
n! and this
completes the proof.
4. AGM inequality for random matrices
In this section, we prove a version of the NC-AGM inequality for random matrices.
We start with a deviation inequality. Let us use the norm |||X |||p = (E‖X‖pB(H))1/p
defined for a random variable X : Ω→ B(H).
Proposition 4.1. Let {ai} be a family of self-adjoint random operators. Let ε > 0,
p ≥ 2, pd = pd and xi = ai + 1. Define
(i) εp :=
∣∣∣∣∣∣ 1
n
∑
ai − E 1n
∑
ai
∣∣∣∣∣∣
p
,
(ii) δp :=
1
n
∣∣∣∣∣∣(∑ a2i )1/2∣∣∣∣∣∣p ,
(iii) γp := max(εp, δp).
Assume
∑
i
Eai = 0 and γp ≤ 13d and ε = 3dγp
Then, |||Pd(x1, ..., xn)− EPd(x1, ..., xn)|||pd ≤ ε.
Proof. From the assumption above, we get that∣∣∣∣
∣∣∣∣
∣∣∣∣( 1n∑ai)
∣∣∣∣
∣∣∣∣
∣∣∣∣
p
= εp.
Fix a partition ν. According to Theorem (2.7) and by using Ho¨lder’s inequality we
have that
E‖[ν]‖pd∞ ≤ E
(
‖(
∑
a2i )
1/2‖(d−|νs|)pd∞ ‖(
∑
ai)‖|νs|pd∞
)
= E
(
‖(
∑
a2i )
1/2‖
(d−|νs|)pdd
d∞ · ‖(
∑
ai)‖
|νs|pdd
d∞
)
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≤
(
E(‖(
∑
a2i )
1/2‖pdd∞
) pd(d−|νs|)
pdd
(
E‖(
∑
ai)‖pdd∞
) pd|νs|
pdd
=
(
E(‖(
∑
a2i )
1/2‖p∞
) pd(d−|νs|)
p
(
E‖(
∑
ai)‖p∞
) pd|νs|
p
=
(∣∣∣∣∣∣∣∣∣∑ a2i )1/2∣∣∣∣∣∣∣∣∣
p
)pd(d−|νs|)(∣∣∣∣∣∣∣∣∣∑ ai∣∣∣∣∣∣∣∣∣
p
)pd|νs|
= (δp · n)pd(d−|νs|).(εp · n)pd|νs|
= δpd(d−|νs|)p ε
pd|νs|
p n
p = δpd(d−|νs|)p ε
pd|νs|
p n
pdd.
Since γp = max(δp, εp),
(4.1) |||[ν]|||pd = (E‖[ν]‖pd∞)
1
pd ≤ γdpdd · nd
By using our definition of γp and the upper bound for inequality (4.1) we obtain
(E‖Pk(a1, ..., an)− EPk(a1, ..., an)‖pd∞)1/pd
≤ (n− k)!
n!
∑
|µ(0, ν)|
(
E(‖[ν]− E[ν]‖∞)pd
)1/pd
≤ (n− k)!
n!
∑
|µ(0, ν)| · 2(E‖[ν]‖pd∞)1/pd
≤ 2(n− k)!
n!
k!γkpdkn
k.(4.2)
From the above we will have
|||Pd(x1, ..., xn)− EPd(x1, ..., xn)|||pd
=
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
d∑
k=1
(
d
k
)
(Pk(a1, ..., an)− EPk(a1, ..., an))
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
pd
= (E‖
d∑
k=1
(
d
k
)
(Pk(a1, ..., an)− EPk(a1, ..., an))‖pd∞)1/pd
≤
d∑
k=1
(
d
k
)
(E‖(Pk(a1, ..., an)− EPk(a1, ..., an))‖pd∞)1/pd
≤ 2
d∑
k=1
(
d
k
)
(n− k)!
n!
k!γkpdk · nk = 2
d∑
k=1
d!
k!(d− k)!
(n− k)!
n!
k!γkpdk · nk
≤ 2
d∑
k=1
d!(n− k)!nk
(d− k)!n! γ
k
p .(4.3)
Recall the definition γpdk = max(δpdk, εpdk). Each δpdk, εpdk is increasing since Lpdk
is defined as probability space which is norm increasing in probability measure.
Thus γpdk ≤ γpdd = γp, ∀ 1 ≤ k ≤ d, which justifies the last inequality (4.3). Let
f(n) = d!(n−k)!n
k
(d−k)!n! . This function is a decreasing function in n, so f(d) = max f(n) =
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dk. Then we have
|||Pd(x1, ..., xn)− EPd(x1, ..., xn)|||pd
≤ 2
d∑
k=1
(d · γp)k = 2 · d · γp (1− (d · γp)
d)
1− d · γp ≤ 2 ·
d · γp
1− d · γp ≤ ε.
The last inequality follows from d · γp ≤ ε1−ε/2 .
We now present conditions for positive random operators {xi} where ai = xi − 1.
Note that for A :=
∑n
i=1
ai
n , we have
E‖A− EA‖p = E‖(
∑
xj
n
)− E(
∑
xj
n
)‖p.
Therefore, whenever we control the xi’s, we control the ai’s.
Lemma 4.2. Let {xi} be a family of self-adjoint random operators. Then∣∣∣∣∣∣∣∣∣(∑(xi − 1)2)1/2∣∣∣∣∣∣∣∣∣
p
≤ 6
∣∣∣∣∣∣∣∣∣(∑x2i )1/2∣∣∣∣∣∣∣∣∣
p
Proof. Observe that
∣∣∣∣∣∣(∑x2i )1/2∣∣∣∣∣∣p = |||∑ xi ⊗ ei,1|||p is given by the column norm.
Define operators φ : Cn(B(H)) → Cn(B(H)) and Φ : Cn → Cn such that Φ(αi) =
( 1n
∑
i
αi)j where φ = Φ ⊗ Id. Then it is easy to check that ‖Φ‖cb = ‖φ‖cb ≤ 1.
Indeed
‖
n∑
j=1
ej,1 ⊗ φ(yi)j‖ = ‖
n∑
j=1
ej,1 ⊗ ( 1
n
n∑
i=1
yi)‖ = 1√
n
‖
n∑
j=1
yj‖ ≤ ‖
∑
i
e1,i ⊗ yi‖.
Denote zi := xi − Exi, so ‖
∑
i
e1,i ⊗ (Id+Φ)(zi)‖ ≤ 2‖
∑
i
e1,i ⊗ xi‖. Also,
(Id+ φ)(zi) = xi − Exi + 1
n
∑
xi − 1
n
∑
Exi = xi − 1− Exi + 1
n
∑
xi,
(xi − 1) = (Id+ φ)(zi) + Exi − 1
n
∑
xi.
By triangle inequality, we can get∣∣∣∣∣∣∣∣∣∑(xi − 1)⊗ ei,1∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣∣∑(Id+ φ)(zi)⊗ ei,1∣∣∣∣∣∣∣∣∣+ ∣∣∣∣∣∣∣∣∣∑Exi ⊗ ei,1∣∣∣∣∣∣∣∣∣ +
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
j
(
1
n
∑
xi)⊗ ej,1
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
≤ 2
∣∣∣∣∣∣∣∣∣∑ zi ⊗ ei,1∣∣∣∣∣∣∣∣∣+ ∣∣∣∣∣∣∣∣∣∑Exi ⊗ ei,1∣∣∣∣∣∣∣∣∣+
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
j
(
1
n
∑
xi)⊗ ej,1
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
≤ 2
∣∣∣∣∣∣∣∣∣∑(xi − Exi)⊗ ei,1∣∣∣∣∣∣∣∣∣+ ∣∣∣∣∣∣∣∣∣∑Exi ⊗ ei,1∣∣∣∣∣∣∣∣∣+
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
j
(
1
n
∑
xi)⊗ ej,1
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
≤ 2
∣∣∣∣∣∣∣∣∣∑xi ⊗ ei,1∣∣∣∣∣∣∣∣∣+ 3∣∣∣∣∣∣∣∣∣∑Exi ⊗ ei,1∣∣∣∣∣∣∣∣∣+ ∣∣∣∣
∣∣∣∣
∣∣∣∣ 1n∑xi
∣∣∣∣
∣∣∣∣
∣∣∣∣
≤ 2
∣∣∣∣∣∣∣∣∣(∑x2i ) 12 ∣∣∣∣∣∣∣∣∣+ 3∣∣∣∣∣∣∣∣∣∑xi ⊗ ei,1∣∣∣∣∣∣∣∣∣+ ∣∣∣∣∣∣∣∣∣(∑x2i ) 12 ∣∣∣∣∣∣∣∣∣ ≤ 6∣∣∣∣∣∣∣∣∣(∑x2i ) 12 ∣∣∣∣∣∣∣∣∣.
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The second-to-last inequality |||∑Exi ⊗ ei,1||| ≤ |||∑ xi ⊗ ei,1||| follows from the
fact that conditional expectation from E : L∞(Ω, B(H)) → B(H) is a complete
contraction. The inequality∣∣∣∣
∣∣∣∣
∣∣∣∣ 1n∑xi
∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣(∑x2i ) 12 ∣∣∣∣∣∣∣∣∣
is true by the Cauchy-Schwarz inequality.
Thanks to Theorem 4.1 and Lemma 4.2 we obtain the following deviation result.
Theorem 4.3. Let p ≥ 2, pd := pd , and {xi} be a random family of positive
operators such that Exi = 1. Define
(i) εp :=
∣∣∣∣∣∣ 1
n
∑
xi − E 1n
∑
xi
∣∣∣∣∣∣
p
,
(ii) δp :=
1
n
∣∣∣∣∣∣(∑ x2i )1/2∣∣∣∣∣∣p ,
(iii) γp := max(εp, 4δp).
If 3d · γp ≤ 1 then
|||Pd(x1, ..., xn)− EPd(x1, ..., xn)|||pd ≤ 3d · γp.
Corollary 4.4. If in addition {xi} are matrix-valued i.i.d. Then
|||Pd(x1, ..., xn)|||pd ≤ 1 + 3d · γp.
Proof. Since xi’s are matrix-valued i.i.d, then E(Pd(x1, ..., xn)) = Pd(Ex1, ..., Exn).
Moreover, for ε := 3d · γp by (ii) in the above Theorem 4.3, we have
‖(
∑
E(xi)
2)1/2‖ = ‖
∑
E(xi)⊗ ei,1‖Cn⊗B(H) ≤ ‖
∑
xi ⊗ ei,1‖Cn⊗B(H) ≤ δp · n.
Then we can use Theorem 3.7 for E(xi)’s and the classical AGM inequality (here
δp ≤ 14γp ≤ 14d< 13d).
E(Pd(x1, ..., xn)) ≤ P1(Ex1, ..., Exn)
=
∑ Exi
n
= 1.
Using the upper bound above and Theorem 4.3, we have the required inequality.
|||Pd(x1, ..., xn)|||pd ≤ |||P1(Ex1, ..., Exn)|||pd + ǫ ≤ 1 + ǫ.
4.1. Application to Log concave measures.
In this section we want to study random AGM inequalities for log-concave
measures.
Definition 4.5. A Borel measure µ on n-dimensional Euclidean space Rn is called
logarithmically concave (or log-concave) if for any compact subsets A and B of Rn
and 0 ≤ λ ≤ 1 we have
µ
(
λA+ (1− λ)B) ≥ µ(A)λµ(B)(1−λ).
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Let us recall the isotropic measure µ in Rn.
Definition 4.6. The isotropic measure µ is the measure which satisfies∫
Rn
|〈θ, x〉|2dµ(x) = Lµ‖θ‖2,
for all θ ∈ Rn where Lµ is denoted as isotropic constant.
Also let us recall Rosenthal’s inequality, which will be used frequently in this section.
Theorem 4.7 (Rosenthal inequality [10]). Let Ai be a fully independent sub-algebra
over N where N ⊂ M and M is a von Neumann algebra, and 1 ≤ p < ∞. Let
xi ∈ Lp(Ai) with EN (xi) = 0. Then
‖
n∑
i=1
xi‖p ≤ Cmax{√p‖
n∑
i=1
EN (x
∗
i xi + xix
∗
i )
1/2‖p, p(
n∑
i=1
‖xi‖pp)1/p}.
Theorem 4.8. Let n, d ∈ N, p ≥ 2. Let (Rd, µ) be log-concave Borel measure µ
in isotropic position on Rd with constant L. Define random variable y : Rd → Rd
by y(ω) = ω√
L
where ω ∈ Rd. Let yi be independent copies of y. Then xi(ω) :=
|yi(ω)〉〈yi(ω)| is a d× d random matrix satisfying
(i) ∀i, Exi = 1,
(ii) |||∑(xi − Exi)|||p ≤ γp · n,
(iii)
∣∣∣∣∣∣∑ x2i ∣∣∣∣∣∣1/2p ≤ γp · n,
where γp =


p1/2
√
d
n + p
5/2 d
n p ≥ lnn or
2C
√
ln dδ1/2 d ≤ nlnn5
2C(lnn)3δ d ≥ nlnn5
(iv) Moreover, assume γp ≤ (1− 22+ε ) 1d , ε ≥ 0, and pk := pk . Then the following
hold.
• |||Pk(x1, ..., xn)− EPk(x1, ..., xn)|||pk ≤ ε.• The AGM inequality holds
|||Pk(x1, ..., xn)|||pk ≤ (1 + 2ε).
Proof. We apply Rosenthal’s inequality for q ≥ p to xi − 1 instead of xi. Let us
introduce the norm in the space Lq(Sq) where Sq is the Schatten class,
|x|q := (E‖xi‖qSq )
1
q = (
∫
‖x(ω)‖qqdµ)
1
q .
So, we have∣∣∣∣∣∣∣∣∣∑(xi − Exi)∣∣∣∣∣∣∣∣∣
q
≤ cmax{√q|
∑
E((xi − 1)∗(xi − 1) + (xi − 1)(xi − 1)∗)|
1
2
q
2
, q(
∑
|xi − Exi|qq)
1
q }
≤ c√q|
∑
E((xi − 1)∗(xi − 1) + (xi − 1)(xi − 1)∗)|
1
2
q
2
+ cq(
∑
|xi − Exi|qq)
1
q
≤ 2c√q|
∑
E(xi − 1)2|
1
2
q
2
+ cq(
∑
|xi − Exi|qq)
1
q
≤ 2c√q|
∑
Ex2i |
1
2
q
2
+ 2cqn1/q|x1|q
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By Rosenthal’s inequality, we need to separately estimate the two terms of the right
side. We denote
(4.4) I = |(
∑
Ex2i )
1/2)|q and II = |x1|q.
We claim that (ii) holds for γq and Ex
2
i ≤ dExi ≤ cd · 1. Using Borel inequality
(see [14] where ‖.‖ is seminorm), we have
(E‖y‖qX)
1
q ≤ CqE‖y‖X ≤ Cq(E‖y‖2X)
1
2 .
Recall that E‖y‖2 =
d∑
i=1
E|〈ei, ω√L〉|2 = d. So, we have for xi := x1 = |y〉〈y|
〈θ, Ex21θ〉 = E〈θ, y〉〈y, y〉〈θ, y〉 = E‖y‖2|〈θ, y〉|2
≤ (E‖y‖4) 12 (E|〈θ, y〉|4) 12
≤ C44 E‖y‖2E(|〈θ, y〉|2) = C44 · d ‖θ‖2.
i.e. Ex2i ≤ dExi ≤ cd · 1. This implies ‖(
∑
Ex2i )
1/2)‖q ≤ C · d1/2+1/q which proves
our claim for (I). For (II), note that the q-norm is defined to be |x|q = (Etr|x|q)
1
q .
Let’s first take q = m be an integer. We have
xmi =|yi〉〈yi|m = yi〉〈yi, yi〉 · · · 〈yi, yi〉〈yi
=yi〉‖yi‖2(m−1)〈yi.
Then, by using the Borel inequality (see [14]), we have
Etr(xmi ) =Etr(yi〉‖yi‖2(m−1)〈yi) = E(‖yi‖2m2 )
≤ (C · 2m)2m((E‖y‖22)1/2)2m
≤ (C · 2m)2mdm.
So we get the inequality |x|m ≤ (C ·2m)2d for arbitrary integerm. Then for any real
number q, we can find an integer m, such that m ≤ q ≤ m+1, and by interpolation
between m and m+ 1, we get
|x|q ≤ (C · 2q)2 d.(4.5)
Thanks to (4.5), we can now prove condition (iii).∣∣∣∣∣∣∣∣∣(∑x2i )1/2∣∣∣∣∣∣∣∣∣
q
≤
∣∣∣∣∣∣∣∣∣∑x2i ∣∣∣∣∣∣∣∣∣1/2q
2
≤ (
∑∣∣∣∣∣∣x2i ∣∣∣∣∣∣ q
2
)1/2
≤ (
∑
|||xi|||q)1/2 =
√
n|||x1|||q
≤ √n|x1|q ≤
√
nd (C · 2q)2.(4.6)
Combining (I) and (II) we obtain∣∣∣∣∣∣∣∣∣∑(xi − 1)∣∣∣∣∣∣∣∣∣
q
≤c˜(qnd)1/2d1/q + cqCn1/qq2d
=C˜(qn)1/2d
1
2+
1
q + C′n1/qq3d.
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And then divide each term by n, we have
|||∑(xi − Exi)|||q
n
≤ C(q, d, n) := ( q
n
)1/2d
1
2+
1
q + n
1
q−1q3d
= (
q
n
)1/2 d
1
2+
1
q +
qd
n
q2n
1
q
= d1/q
(
q1/2(
d
n
)1/2 + q3
d
n
n1/q
d1/q
)
= d1/q
(
(q)1/2(
d
n
)1/2 + q3(
d
n
)1−1/q
)
.
If we denote dn = δ, then
|||∑(xi − Exi)|||q
n
≤ d 1q (q 12 δ 12 + q3δ1− 1q )
= d1/qq1/2δ1/2(1 + q5/2δ1/2−1/q).
Now our goal is to find γˆq = inf
q≥q0
d1/qq1/2δ1/2(1 + q5/2δ1/2−1/q) by optimization
over q where q0 ≥ 2. Define f(q, δ) := q5/2δ1/2−1/q and consider
g := ln f(q, δ) =
5
2
ln q + (
1
2
− 1
q
) ln δ,
with derivative g′ = 52
1
q +
1
q2 ln δ. The critical point for f(q, δ) is q(δ) =
2
5 ln
1
δ . Since
f(q, δ) is a convex function then it has no more than one minimum point which is
q(δ). Then we have to consider the following cases for the choices of q,
(1) q0 ≤ ln d ≤ q1 where q1 = (1δ )1/5.
(2) ln d ≤ q0 ≤ lnn
(3) ln d ≤ lnn ≤ q0
This can be done by using optimization over q for the term d1/qq1/2δ1/2. For the
first case, we choose q = ln d and C(q, δ) = 2C
√
ln dδ1/2 where f(q, δ) ≤ 1. We also
calculate q1 which represents the upper bound for our choice of q from q
5/2δ1/2 = 1.
For the second case, if (nd )
1/5 ≥ ln nd , then we simply choose q = lnn. This leads
to dn ⋍
1
lnn4 ≤ 1lnn5 . We can summarize the cases in the following
γˆq =


q1/2
√
d
n + q
5/2 d
n q ≥ lnn or
2C
√
ln dδ1/2 d ≤ nlnn5
2C(lnn)3δ d ≥ nlnn5
We apply the estimate for q ≥ p and appeal to Theorem 4.3 and Corollary 4.4 to
deduce the AGM inequality.
4.2. Wishart random variable matrices. Let us recall the definition of Wishart
random matrices. Let [gir,s] is a family of d×m Gaussian random matrices such that
i ∈ [1, n], r ∈ [1, d] and s ∈ [1,m]. Define Gi = 1√m [girs] and xi = GiG∗i . We call
the matrices xi d× d Wishart random matrices. Then we have Exi = EGiG∗i = 1
which implies that
∑n
i=1Exi = n. In this section we assume that m ≥ n. Let us
list some useful lemmas which will be used in the main theorem. Each of these
lemmas proves one of the conditions of Theorem 4.3 separately.
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Lemma 4.9. Let εq,m,n,d =
(√
d+
√
m√
m
)2
q√
n
. Those d×d Wishart random matrices
{xi} from above satisfy
(4.7)
1
n
∣∣∣∣∣∣∣∣∣(∑x2i )1/2∣∣∣∣∣∣∣∣∣
q
≤ εq,m,n,d.
Proof. Denote A = 1√
m
∑
r,s
gr,ser,s. Then for all h ∈ H, and x = AA∗
E(h, x2h) =E(h, |AA∗|2h) = E(h,AA∗AA∗h) = E(AA∗h,AA∗h)
=E‖AA∗h‖2 ≤ E(‖A‖2op · ‖A∗h‖2) ≤ E‖A‖2op ·E‖A∗h‖2.
Note that E‖A∗h‖2 = E(h,A∗Ah) = ‖h‖2. Using Chevet’s inequality [4],
(4.8) E‖A‖ = E‖
d∑
r=1
m∑
s=1
gr,ser⊗es‖X⊗ˇY ≤ E(‖
m∑
s=1
gr,ses‖) + E(‖
d∑
r=1
gr,ser‖),
where X = lm2 and Y = l
d
2 . We deduce that if A =
1√
m
∑
girser ⊗ es then by using
Kahane’s inequality we have that
(4.9) (E‖A‖2op)1/2 ≤
√
2
(√d+√m√
m
)
=: C(d,m)
Therefore
|||xi|||2 = (E‖xi‖2op)1/2 ≤ C(d,m).
For q ≥ 2∣∣∣∣∣∣∣∣∣(∑x2i )1/2∣∣∣∣∣∣∣∣∣
q
=
∣∣∣∣∣∣∣∣∣∑x2i ∣∣∣∣∣∣∣∣∣1/2
q/2
≤ (
∑∣∣∣∣∣∣x2i ∣∣∣∣∣∣q/2)1/2
≤ (
∑
|||xi|||2q)1/2 ≤
√
n|||xi|||q =
√
n[(E‖A‖2q)1/2q]2
≤ √n(√q)2[(E‖A‖2)1/2]2 = 2q√n(
√
d+
√
m√
m
)2(4.10)
The last inequality comes from Kahane’s inequality (see proposition 3.3.1 and
proposition 3.4.1 in [11]) and inequality (4.9). Thus, taking εq,m,n,d =
(√d+√m√
m
)2 2q√
n
,
we have
1
n
∣∣∣∣∣∣∣∣∣(∑x2i )1/2∣∣∣∣∣∣∣∣∣
q
≤ εq,m,n,d.
The following lemma is used to prove the first condition in Theorem 4.3.
Lemma 4.10. For d× d Wishart random variables xi, the following is satisfied
(4.11)
1
n
∣∣∣∣∣∣∣∣∣∑(xi − Exi)∣∣∣∣∣∣∣∣∣
q
≤ γ′q,
where γ
′
q =
{
C′ ln d
√
ln d
n q ≤ ln d ≤ n
C′d
1
q qmax{√ qn , qn} q ≥ ln d .
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Proof. By Rosenthal’s inequality, we have∣∣∣∣∣∣∣∣∣∑(xi − Exi)∣∣∣∣∣∣∣∣∣
q
≤ (E‖
∑
i
(xi − Exi)‖qq)
1
q
≤c √q(E|(
∑
i
Ex2i )
1/2|qq)1/q + q(
∑
|xi − Exi|qq)1/q
≤c √q(E|(
∑
i
Ex2i )
1/2|qq)1/q + qn
1
q ·max
i
(E|xi|qq)
1
q
≤ √qd 1q (E|(
∑
x2i )
1
2 |q∞)1/q + qn
1
q d
1
q q[
√
d+
√
m√
m
]2
≤ √qnd 1q q[1 +
√
d
m
]2 + qn
1
q d
1
q q[1 +
√
d
m
]2
≤ d 1q [1 +
√
d
m
]2(
√
qnq + q2n
1
q ).
The second-to-last inequality uses Kahane’s inequality [11] and inequality (4.10).
Dividing the inequality by n, we obtain
(4.12)
|||∑(xi − Exi)|||q
n
≤ d 1q [1 +
√
d
m
]2q(
√
q
n
+
√
q
n
√
qn
1
q ) .
Let 2 ≤ q0 ≤ q. We have two cases to estimate the upper bound:
(1) q0 ≤ ln d ≤ n
(2) ln d ≤ q0 ≤ q
We follow the optimization for q from the proof of Theorem 4.8. Define f(q) =√
qn
1
q , and consider g(q) = ln f(q) = 12 ln q +
1
q lnn, then g
′(q) = 12q − lnnq2 = 0 at
q = 2 lnn. Then
√
q
n
f(q) ≤
{
C
√ q
n 2 ≤ q<n
C qn q ≥ n
Moreover, by (4.12), when d ≤ m, we obtain
d
1
q [1 +
√
d
m
]2q(
√
q
n
+
√
q
n
√
qn
1
q− 12 ) ≤ 2Cd 1q [1 +
√
d
m
]2qmax{
√
q
n
,
q
n
}
≤ 8Cd 1q qmax{
√
q
n
,
q
n
}.
Denote F (d, n) = 8Cd
1
q qmax{√ qn , qn}. We choose q = ln d and we get that
F (d, n) = C′ ln d
√
ln d
n if we have q0 ≤ ln d ≤ n. Otherwise we choose q ≥ q0, and
we get F (d, n) = C′d
1
q qmax{√ qn , qn}. Moreover,
γˆq =
{
C′ ln d
√
ln d
n q ≤ ln d ≤ n
C′d
1
q qmax{√ qn , qn} q ≥ ln d .
We apply the estimate for q ≥ p and appeal to Theorem 4.3 and Corollary 4.4.
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Now, we can prove the AGM inequality for random matrices which holds up to
(1 + ε).
Theorem 4.11. Let {xi} be a family of self-adjoint family of d×d Wishart random
matrices. For 2 ≤ p ≤ ln d ≤ n, we have
(i)
∣∣∣∣
∣∣∣∣
∣∣∣∣∑
i
(xi − E(xi))
∣∣∣∣
∣∣∣∣
∣∣∣∣
p
≤ γpn;
(ii) 1n
n∑
i=1
E(xi) = 1;
(iii)
∣∣∣∣
∣∣∣∣
∣∣∣∣(∑
i
x2i )
1
2
∣∣∣∣
∣∣∣∣
∣∣∣∣
p
≤ γpn, where γp = C′ ln d
√
ln d
n , p0 ≤ ln d ≤ n;
(iv) Moreover, for ε ≥ 0 if γp ≤ ε3k , pk := pk then the following hold.
• |||Pk(x1, ..., xn)− EPk(x1, ..., xn)|||pk ≤ ε.• The random AGM inequality holds,
|||Pk(x1, ..., xn)|||pk ≤ (1 + 2ε).
Proof. Condition (ii) comes from definition of the Wishart random matrices. For
condition (i) we directly use Lemma 4.10 for the case when pk ≤ ln d ≤ n. For
condition (iii), we use Lemma 4.9. This implies that all the conditions of Theorem
4.4 are satisfied, since pk ≤ ln d ≤ n. Thus, we get the random AGM inequality.
5. application on Pisier’s construction and freely independent
Let (M, τ) be a von Neumann algebra where τ is a faithful normal and normalized
trace. An example of a finite von Neumann algebra is given by the group von Neu-
mann algebra L(G) associated to the left regular representation λ(G) of a discrete
group G. It is defined as the strong operator closure of the linear span of λ(G).
Recall that Lp(M, τ) where 1 ≤ p < ∞ is defined as the completion of M with
respect to the norm ‖x‖p = (τ(|x|p))1/p (see Pisier [18] for more details). Note that
L(G) = L∞(L(G)) and L(G) ⊂ Lp(L(G)). We want to prove a version of the AGM
inequality with respect to the norm ‖.‖p. For this version of the AGM inequality,
we need the following key lemma.
Lemma 5.1. Let M be a von Neumann algebra. Let ν be a partition. Then there
exists a group G and bi(j) ∈ L(G) such that for xi(j) ∈ Lp(M), the elements
Xi(j) = bi(j)⊗ xi(j) ∈ Lp(L(G) ⊗M) satisfy
(5.1) [ν] = EM
∑
i1,i2,i3,...,id
Xi1(1)Xi2(2)...Xid(d).
Moreover,
‖
∑
i
Xi(j)‖p ≤(5.2)
{
Cmax
{
‖(∑ xi(j)∗xi(j))1/2‖p, ‖(∑xi(j)xi(j)∗)1/2‖p} j ∈ An.s ∈ σn.s
‖∑ xi(j) ‖p {j} ∈ σs,
where C is a universal constant. Note that bi(j) = 1 if {i} ∈ σs.
Remark 5.2. The norm inequality (5.2) was proved by Pisier for even integers
p ≥ 2 in [18]. The general case follows from [8].
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Now we can state the AGM inequality for Lp(M) where p ≥ d.
Theorem 5.3. Let M be a von Neumann algebra and xi ∈ Lp(M, τ)s.a satisfy the
following condition for some δ ≥ 0,
‖(
∑
x2i )
1/2‖p ≤ δ‖
∑
xi‖p.
Then we have
(5.3) ‖Pd(x1, ..., xn)‖ p
d
≤
(
1 + (δC)(d! − 1)
)nd(n− d)!
n!
‖ 1
n
n∑
1
xi‖dp.
We will only give the sketch of the proof of this theorem since it is similar to the
proof of Theorem 3.2 for pd =
p
d ≥ 1.
Proof. By using Lemma 5.1, Ho¨lder’s inequality and the contraction of conditional
expectation we have that
‖〈σ〉‖pd ≤ ‖
∑
xi‖dp +
∑
υ	0˙
|µ(0˙, ν)|C|vn.s|‖(
∑
x2i )
1/2‖|vn.s|p ‖
∑
xi‖|vs|p
≤ ‖
∑
xi‖dp +
∑
υ	0˙
|µ(0˙, ν)|(δC)|vn.s|‖
∑
xi‖dp.
Thus for δC ≤ 1
(5.4) ‖Pd(x1, ..., xn)‖pd ≤ (1 + (δC)(d! − 1))
nd(n− d)!
n!
‖ 1
n
∑
xi‖dp.
Remark 5.4. If δ ≤ 1, we get the AGM inequality with a constant C(d, n) = Cddd.
As a matter of completeness, we want to include the limit case of the Wishart
random matrices as an application for the AGM inequality. Let’s first give the
definition of freely independent von Neumann algebra (for more details see [23]).
Definition 5.5. Let {Ai} be a family of unital von Neumann subalgebras of A.
Then {Ai} is called a freely independent algebra (with respect to a unital linear
functional φ ) if φ(x1...xn) = 0 whenever φ(xj) = 0 for all xj ∈ Aij and i1 6=
i2, i2 6= i3, ...
We say that operators xi ∈ Ai are freely independent if their algebra {Ai} are freely
independent. In the following theorem we prove the deviation inequality up to ε
and apply this to the AGM inequality.
Theorem 5.6. If {xi} are freely independent in von Neumann algebra M such that
(1) EM (xi) = 1
(2) sup
i
‖xi‖ ≤ C and 2 + (4
√
n)C ≤ εn3d ,
then
(1) ‖Pd(x1, ..., xn)− EPd(x1, ..., xn)‖∞ ≤ ε
(2) ‖Pd(x1, ..., xn)‖∞ ≤ 1 + ε.
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Proof. Let ai = xi−1. By assumption we have EM (ai) = 0. By simple modification
of Voiculescu’s inequality [7] , we get that
‖(
∑
a2i )
1/2‖ = ‖
∑
ei1 ⊗ ai‖ ≤ sup ‖ai‖+ 2‖(
∑
EM (a
2
i ))
1/2‖
≤ 2(1 + C) + 2√nC
≤ 2 + (4√nC) ≤ εn
3d
.(5.5)
Indeed, ‖ai‖ = ‖xi − 1‖ ≤ 1 + ‖xi‖ ≤ 1 + C and
EM (a
2
i ) = EM (xi − EM (xi))2 = EM (x2i )− EM (xi)2
≤ EM (x2i ) = EM (x1/2i |xi|x1/2i )
≤ ‖xi‖EM (xi) = ‖xi‖ ≤ C.
Again, using Voiculescu’s inequality we have,
‖
∑
ai‖ ≤ sup ‖ai‖+ 2‖(
∑
EM (a
2
i ))
1/2‖ ≤ 2(1 + C) + 2√nC ≤ εn
3d
.(5.6)
Following the proof of Proposition 4.1, we get
(5.7) ‖[ν]‖ ≤ ‖(
∑
a2i )
1/2‖d−|vs|‖
∑
ai‖|vs| ≤ (εn
3d
)d.
Applying the techniques of Proposition 4.1 to the case p =∞, we have
(5.8) ‖Pk(a1, ..., an)− EPk(a1, ..., an)‖ ≤ 2(n− k)!
n!
k!(
εn
3d
)k.
Then we have
‖Pd(x1, ..., xn)− EPd(x1, ..., xn)‖ = ‖
d∑
k=1
(
d
k
)
(Pk(a1, ..., an)− EPk(a1, ..., an))‖
≤ 2
d∑
k=1
d!(n− k)!
(d− k)!n!n
k
︸ ︷︷ ︸
f(n) is a decreasing function
(
ε
3d
)k(5.9)
≤ 2
d∑
k=1
(d)k(
ε
3d
)k ≤ ε.
Then we have to apply Theorem 3.7 for yi = Exi instead of xi, where
∑
yi
n = 1.
Note that by free independence, we have EPd(x1, ..., xn) = Pd(Ex1, ..., Exn) using
the fact that {xn} in Pd(x1, ..., xn) has no repetition.
‖Pd(x1, ..., xn)‖ ≤ ‖P1(Ex1, ..., Exn)‖+ ǫ ≤ 1 + ǫ.
Remark 5.7. The norm version of the AGM inequality also holds for the family
of freely independent {xi}. Indeed, we have that
(5.10) ‖Pd(x1, ..., xn)‖ ≤ (1 + ε˜)‖ 1
n
∑
xi‖d.
In this case we use again the Voiculescu inequality and deduce that
‖ 1
n
∑
xi − 1
n
∑
Exi‖ ≤ ε
3d
.
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This implies ‖ 1n
∑
xi‖ ≥ 1− ε3d . Hence,
‖Pd(x1, ..., xn)‖1/d ≤ (1 + ε)
1/d
(1 − ε3d)
‖ 1
n
∑
xi‖.
Note that (1+ε)
1/d
(1− ε3d ) ≈
1+ε
1−ε . This is true since we have
(1− x)n ≥ (1− nx)
for x ∈ [0, 1] and n ≥ 1. Applying this inequality for x = ε3d , we have
(1− ε
3d
)d ≥ (1− ε
3d
d) = (1− ε
3
).
Thus, AGM inequality is true up to the constant 1+ε1− ε3 ≈ 1 + ε˜.
Another interesting application for freely independent copies {xi} is given as follows:
Corollary 5.8. Let {xi} be self-adjoint freely independent copies over an algebra
B such that EB(x1) = 1B and ‖x1‖ ≤ C. Then the AGM inequality holds up to
(1 + ε).
Proof. Using the free independence for the {xi}’s, where d ≤ p ≤ ∞ we get
(1) EB(xi) = 1B
(2) ‖xi‖p = ‖x1‖p ≤ C
(3) ‖(∑ x2i )1/2‖p ≤ c˜‖xi‖pn1/p +√n‖(EMx2i )1/2‖p
Indeed, for the property (3) we just apply a version of Voiculescu’s inequality for
free variables [8],
‖
∑
xi ⊗ ei1‖p ≤ c(
∑
‖xi‖p)1/p + ‖(
∑
EM (x
∗
i xi))
1/2‖p
≤ C˜n1/p +√n‖(EMx21)1/2‖p
Note that
‖
n∑
1
xi‖p ≥ ‖
n∑
1
EM (xi)‖p − ‖
n∑
1
(
xi − EM (xi)
)
‖p
≥ n‖EM (x1)‖p −
(
C˜n1/p +
√
n‖EM (x2i )1/2‖p
)
︸ ︷︷ ︸
A
Now, if A ≤ n2 ‖EM (x1)‖, then we have
‖(
n∑
1
x2i )
1/2‖p ≤ 2 C˜n
1/p +
√
n‖EM (x21)1/2‖p
n‖EM (x1)‖p ‖
n∑
1
xi‖p
= n−1/2
(
2C˜n1/p−1/2 + 2‖EM (x21)1/2‖p
‖EM (x1)‖p
)
︸ ︷︷ ︸
Cn
‖
n∑
1
xi‖p.
Then we get
‖(
n∑
1
x2i )
1/2‖p ≤ δn‖
n∑
1
xi‖p,
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where δn =
Cn√
n
. Then for
√
n ≫ d! we have δn → 0. This implies that when n is
large enough we get the AGM inequality as follows:
(5.11) ‖Pd(x1, ..., xn)‖ p
d
≤ (1 + ε)‖
n∑
1
xi‖dp.
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