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Nelle indagini archeologiche su vasta scala l’uso del tradizionale sistema georadar 
risulta poco agevole, lento e dispendioso. In certe condizioni e sotto certi aspetti 
parrebbe addirittura inaffidabile. 
Con il classico sistema monocanale risulta molto difficile garantire il parallelismo tra le 
linee, localizzare esattamente la posizione delle anomalie e riconoscere la loro 
geometria, seguirne la loro continuità tra profili adiacenti e quindi effettuare la 
ricostruzione tridimensionale e la conseguente interpretazione. 
Argomento di questa tesi è l’ottimizzazione del segnale GPR e il riconoscimento delle 
anomalie correlate a target sepolti di natura antropica, in un ambiente di vaste 
dimensioni ancora poco conosciuto dal punto di vista geologico, storico e archeologico. 
Il lavoro ha avuto inizio con una preliminare ricerca bibliografica (che ha comportato 
anche la consultazione di archivi storici e documentali) seguita da una prospezione 
geofisica svolta utilizzando un sistema georadar multicanale, lo STREAM X dell’IDS di 
Pisa. Questo strumento consente un’acquisizione simultanea di segnali elettromagnetici 
riflessi da oggetti e strati del sottosuolo, garantendo un’alta risoluzione spaziale e tempi 
di lavoro ridotti rispetto al sistema costituito da un solo canale. 
I rilievi si sono concentrati al centro della costa occidentale della Sardegna, dove recenti 
ritrovamenti hanno portato alla luce numerose testimonianze archeologiche tutt’ora in 
fase di studio. 
In particolare è stata studiata l’area di San Salvatore di Sinis, nella quale la presenza di 
un Ipogeo e testimonianze pittoriche di grande valenza storico-culturale offrono 
un’immagine ecumenica, unica al mondo: l’ipogeo rappresenta, tra l’altro, una delle 
prime testimonianze della presenza dei cristiani in Sardegna. 
Uno degli obiettivi del presente lavoro è stato quello di verificare la presenza di 
strutture antropiche di impronta archeologica nel sito di San Salvatore e i suoi probabili 
legami con i ritrovamenti archeologici siti a Mont’e Prama di recente scoperta (2013), 
quello di Tharros e tutta la penisola del Sinis, così densa di strutture archeologiche, 
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architettoniche e naturali, grazie alle quali può essere considerata una delle più 
interessanti d’Italia, a carattere mondiale.  
Altro obiettivo di questa tesi è stato quello di mettere in luce le differenze tra 
un’elaborazione standard ed una elaborazione più avanzata secondo un processing di 
nuova concezione, finalizzato a migliorare la leggibilità del dato GPR e rendere 
interpretabile il suo contenuto informativo. 
Pertanto, è stato scelto di utilizzare i programmi di elaborazione GRED-HD e ReflexW 
7 evidenziando pregi e difetti di entrambi, in termini di qualità del dato; infatti mentre il 
GRED-HD offre un’elaborazione standard dei dati, con minime possibilità di 
approfondire il trattamento, il Reflex garantisce una elaborazione “più spinta” ed una 
“pulizia” del dato maggiore. 
La fase successiva all’elaborazione dei dati è stata la costruzione di mappe del 
sottosuolo capaci di mostrare la distribuzione spaziale delle anomalie, dette Time Slice, 
fette temporali di ampiezze delle riflessioni. 
Successivamente, la ricostruzione delle geometrie presenti nel sottosuolo e la 
distinzione di quelle aventi interesse archeologico da quelle di origine antropica, ha 
consentito la loro interpretazione finale.  
In chiusura, è stato svolto uno studio sperimentale volto a trovare un metodo che 
consentisse di qualificare il mezzo entro cui l’onda si propaga, attraverso un modello 
fisico composto da materiali diversi, aventi stessa forma ed ubicati ad una stessa 
profondità, sui quali eseguire una sperimentazione con un sistema monocanale ad alta 
frequenza (frequenza centrale di 2GHz) e cercare di caratterizzare il tipo di materiale 
tramite la firma spettrale dei materiali impiegati. 
Perseguire lo stesso obiettivo anche in campo archeologico significa eseguire scavi 
selettivi in corrispondenza delle diverse anomalie, con la contemporanea disponibilità di 




1 Generalità sul metodo GPR: teoria e strumentazione  
1.1 Il campo elettromagnetico: cenni alla teoria di Maxwell 
Il principio di funzionamento del GPR è basato sulla teoria dell’elettromagnetismo 
descritta dalle equazioni di Maxwell, la quale dimostra l’esistenza di onde 
elettromagnetiche e come la loro velocità sia uguale a quella della luce. 
Maxwell sosteneva che un’onda elettromagnetica fosse il risultato dell’interazione tra 
un campo elettrico ed un campo magnetico variabili nel tempo, viaggianti alla velocità 
della luce, oscillanti in piani ortogonali tra loro e perpendicolari alla direzione di 
propagazione dell’onda. Inoltre fu il primo ad introdurre l’idea di un campo di forza, i 
cui effetti potevano essere analizzati indipendentemente dalle sorgenti che lo 
generavano: non occorreva la presenza di cariche elettriche affinché si generassero le 
onde elettromagnetiche. 
Una brillante conferma sperimentale arrivò nel 1889, quando il fisico tedesco H. Hertz 
riuscì a produrre e rilevare onde elettromagnetiche con l’ausilio di sorgenti elettriche 
(piccoli dipoli). Nell’esperimento di Hertz due sfere metalliche cariche collegate ad una 
bobina venivano fatte scaricare in aria. La f.e.m. indotta nella bobina durante la scarica, 
ricaricando il condensatore costituito dalle due sfere, dava al fenomeno un carattere 
oscillante. Hertz riuscì in questo modo a dimostrare che era possibile produrre onde 
elettromagnetiche misurabili a distanza (Blum R. e Roller D. E., 1982). 
Le onde elettromagnetiche possono dunque esistere anche nello spazio libero, cioè nel 
vuoto, indipendentemente dalla natura delle sorgenti che le generano. Esse hanno le 
seguenti proprietà generali: 
 Le perturbazioni dei campi elettrici e magnetici da cui hanno origine le onde 
elettromagnetiche si propagano con la velocità della luce di           ( in 
ambito radar è espressa come 30 cm/ns); 
 La direzione di propagazione delle onde elettromagnetiche è sempre normale al 
fronte d’onda; 
 Le onde elettromagnetiche sono onde trasversali; 
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 Il vettore che rappresenta il campo elettrico e quello che rappresenta il campo 
magnetico di un’onda elettromagnetica sono sempre tra loro ortogonali. 
Per dimostrare queste proprietà si utilizza la forma differenziale delle equazioni di 
Maxwell nel vuoto, descritte dalle quattro equazioni: 
                          Legge di Gauss 
                                          Conservazione del flusso 
      
   
  
               Legge di Faraday 





              Legge di Ampère 
Le proprietà totali del campo elettromagnetico nel vuoto, privo di cariche e di correnti 
(q ed i = 0) sono rappresentate dai vettori                                           e     
(induzione magnetica   ).  
Quando invece la radiazione elettromagnetica si propaga in un mezzo, il campo 
elettromagnetico è descritto da due nuove quantità vettoriali:     (induzione elettrica 
      ) ed  
   (campo magnetico       ). L’interazione con il campo elettromagnetico 
genera un moto di cariche all’interno del mezzo e può essere rappresentato da uno 
scalare                        e dal vettore    (densità di corrente       ) frutto della 
somma di due componenti, rispettivamente       (corrente di spostamento)      (corrente di 
conduzione): 
     =      ,         =  
   
  
 
  =           =      




             
Per un mezzo con una certa distribuzione di cariche il campo elettromagnetico può 
essere calcolato tramite le equazioni in tabella: 
        = 
 
  
    Legge di Gauss 
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             Conservazione del flusso 
     
   
  
   Legge di Faraday 
   =        
  
  
   Legge di Ampère 
Una descrizione di come atomi, molecole ed elettroni del materiale considerato 
rispondano all’applicazione di un campo elettromagnetico, viene fornita dalle equazioni 
costitutive, che chiariscono le relazioni esistenti tra le proprietà intrinseche del materiale 
ed i vettori precedentemente descritti: 
   =    
   =     
  =    
con ε costante dielettrica o permettività elettrica, µ permeabilità magnetica e σ 
conducibilità elettrica.  
Le equazioni costitutive appena elencate sono però valide in casi ideali. In realtà, i 
materiali naturali e fatti dall’uomo mostrano sia perdite di energia, che dipendenza dalla 
frequenza ed almeno un elemento di anisotropia in uno dei parametri, se non in tutti. A 
tal proposito, è importante elencare alcuni esempi : 
1) Mezzo lineare, isotropo e omogeneo: i parametri costitutivi (ε, µ, σ) sono valori 
noti costanti; 
2) Mezzo non lineare: (ad esempio i materiali ferromagnetici) un mezzo è non 
lineare quando i suoi parametri vettoriali (   ,     e   ) dipendono dall’ampiezza dei 
campi    e    . In termini di parametri caratteristici del mezzo, un mezzo è non 
lineare quando risulta                e σ  σ   . 
3) Mezzo non omogeneo e anisotropo: quando i parametri del mezzo dipendono 
dalla posizione; si ha cioè che ε = ε(x,y,z), µ = µ(x,y,z), σ = σ(x,y,z). 
I parametri costitutivi      , sono spesso espressi in termini adimensionali: 
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1. Permettività elettrica relativa    =
 
    , con    permettività elettrica del vuoto 
(8.8542          ) 
2. Permeabilità magnetica relativa    =
 
    , con    permeabilità magnetica del 
vuoto  
                    
3. Conducibilità elettrica relativa   =
 
    , con    conducibilità elettrica del rame 
           
   
   . 
I parametri elettrici analizzati in un materiale sono quelli che mostrano la più alta 
variabilità (vedi tabella 1), come la permettività elettrica ε e la conducibilità elettrica σ, 
al contrario della permeabilità magnetica µ meno variabile e quasi sempre con valore 
unitario. La permeabilità elettrica relativa è senza dubbio la grandezza con la più alta 
variazione ed influisce maggiormente sulla velocità dell’onda. 
Tabella 1 
Spazio vuoto   =1   =0   =1 
Dielettrico             =1 
Conduttore             =1 
Magnetico                
 
1.2 Equazione delle onde elettromagnetiche 
In generale si definisce onda una qualsiasi perturbazione (impulsiva o periodica) che si 
propaga con una velocità v ben definita. Le onde si distinguono in elastiche ed 
elettromagnetiche ed hanno origine da una sorgente: le prime sono generate dal 
movimento delle molecole del materiale sollecitato e necessitano di un mezzo materiale 
per propagarsi, le seconde invece non hanno bisogno di un mezzo (ad esempio il campo 
elettrico e quello magnetico si generano per mutua induzione anche nel vuoto) e 
vengono prodotte da cariche elettriche accelerate che generano variazioni del campo 
elettrico E(x,y,z) e magnetico B(x,y,z), entrambi ortogonali tra loro e propaganti in una 
terza direzione ortogonale ai piani di oscillazione dei due campi.  
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Per semplicità si fa riferimento ad un’onda piana, cioè tale che la fase della 
perturbazione sia la stessa in tutti i punti di uno stesso piano nello spazio ed il cui 
campo elettrico è descritto dalla funzione E(z,t), spazialmente unidimensionale, che si  
propaga in una sola direzione (z). Il nome di onda piana deriva dal fatto che il valore del 
campo E della perturbazione, ad un certo istante   , è uguale in tutti i punti del piano 
d’equazione z =   ortogonale all’asse di propagazione (figura 1). 
 
Figura 1 Rappresentazione schematica di un’onda elettromagnetica piana armonica, costituita da un 
campo elettrico    (blu) ed un campo magnetico     (rosso) associati, che oscillano periodicamente su due 
piani perpendicolari;   lunghezza d’onda e    direzione di propagazione (Wikipedia). 
Consideriamo ora il caso particolare di un treno infinito di onde sinusoidali (o 
perturbazioni armoniche) propagantesi nella direzione z: 
          sin          
Essa non dipende dalle caratteristiche particolari dell’onda, cioè vale sia che si tratti di 
un singolo impulso sia che si tratti di un treno infinito di perturbazioni armoniche. La 
soluzione più elementare dell’equazione unidimensionale delle onde, detta appunto 
equazione delle onde piane o equazione di d’Alembert : 
   
   
 = 
   
  
   
   
 
Per semplicità, il mezzo è considerato non dissipativo, omogeneo (  ed ε indipendenti 
dalle coordinate spaziali) e con velocità di propagazione costante.  
Scritta in forma complessa, la soluzione generale dell’equazione di d’Alembert (nello 
spazio vuoto, privo di cariche e correnti, nell’ipotesi che i campi dipendano solo dalla 
coordinata z) diventa: 
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  =      
     
Dove, il modulo di    rappresenta l’ampiezza iniziale dell’onda, i  la parte immaginaria, 
   versore indicante direzione di propagazione. La quantità k (= 
  
 
  è detta numero 
d’onda perché è proporzionale al numero di onde per unità di lunghezza 1/    
In realtà le sorgenti d’onda elettromagnetica emettono onde sferiche, che si propagano 
in tutte le direzioni e non, come assunto fin’ora, in un’unica direzione. Esse sono 
descritte dalle seguenti equazioni: 
E (r,t) = 
  
 
 cos (kr –  t) 
B (r,t) = 
  
  
 cos (kr –  t) 
Queste si riferiscono ad una sorgente puntiforme emittente onde elettromagnetiche in 
tutte le direzioni isotropicamente, con distanza dal centro del dipolo pari ad r. L’ 
intensità dell’onda è pari a:  
I  =  
 
 





1.3 Proprietà delle onde elettromagnetiche 
I parametri caratteristici di un’onda sono la lunghezza d’onda, la frequenza d’onda, il 
vettore d’onda, la velocità di propagazione e l’energia associata all’onda stessa. 
Come tutte le onde, anche quelle elettromagnetiche sono soggette a fenomeni di 
riflessione, rifrazione, scattering, attenuazione e trasportano energia in quantità 
proporzionale alla frequenza dell’onda. 
Lo spettro delle onde elettromagnetico è molto ampio e va da pochi Hertz delle onde 
radio alle radiazioni gamma con frequenze superiori ai     Hz, che definisce il 




Figura 2 Spettro delle onde elettromagnetiche, la banda di frequenza evidenziata rappresenta le 
frequenze operative di un GPR 
1.4 Fenomeni di attenuazione dell’onda elettromagnetica 
La possibilità di osservare il sottosuolo, più o meno in profondità, dipende non solo 
dalle potenzialità dello strumento ma anche da vari fattori attenuanti l’ampiezza delle 
onde radar. I  parametri elettrici (ε,σ,µ) consentono, in modo indiretto, di valutare la 
distanza di penetrazione delle onde GPR ed anche l’ampiezza di ogni riflessione; il 
calcolo della costante di attenuazione     del segnale GPR consente di stimare la skin 
depth (   ), che misura la profondità alla quale l’ampiezza di un segnale 





    
    
               
La costante di attenuazione     è inoltre legata al fattore di attenuazione (loss factor o 
tangente di perdita) corrispondente alla misura della decrescita dell’ampiezza dell’onda 
elettromagnetica propagatasi ad una certa distanza z nel mezzo (Figura 3). Il legame è 




    
    
 
     tan        
 
  
      
  
   ;   se       
Dove,              
 
Figura 3 Attenuazione dell’ampiezza in funzione della profondità per un materiale con   
    
 
,      6, 
e usando un’antenna a 200MHz (Baker et al , 2007) 
L’equazione si basa sull’assunzione che il mezzo non sia ferromagnetico, tale che 
    , e si nota come l’attenuazione sia proporzionale alla frequenza: per alte 
frequenze l’onda elettromagnetica avrà una bassa penetrazione in materiali dispersivi 
quali materiali non perfettamente dielettrici o scarsamente conduttivi. Nei materiali con 
basse perdite energetiche la costante di attenuazione è indipendente dalla frequenza. 
Alla luce di quanto esposto è chiaro come un mezzo fortemente conduttivo assorba 
l’energia elettromagnetica in maniera tale da limitarne la stessa penetrazione nel 
sottosuolo. 
Anche altri fattori influenzano pesantemente l’ampiezza di un segnale e possono essere 
così schematizzati: 
 Divergenza geometrica (geometrical spreading); 
 Scattering; 
 Perdita per trasmissione in mezzi multistrato; 
 Perdita di natura strumentale 
15 
 
1.4.1 Attenuazione per propagazione: Geometrical spreading e scattering  
L’ampiezza di un’onda che si propaga nel sottosuolo si riduce man mano che il fronte 
d’onda si allontana dalla sorgente. Questo fenomeno, conosciuto come geometrical 
spreading, è causato da fattori puramente geometrici ed ha come conseguenza una 
distribuzione di energia su un’area via via maggiore, con il procedere della 
propagazione (figura 4) 
 
Figura 4 Fenomeno di geometrical spreading del fronte d’onda: si ha una diminuzione dell’Intensità e 
della densità di energia proporzionale al quadrato della distanza dalla sorgente. L’ampiezza dell’onda è 
inversamente proporzionale ad R 
In un mezzo omogeneo ed isotropo, il segnale radar diminuisce esponenzialmente di 
intensità con la profondità come     , dove r è la distanza dalla sorgente; mentre in un 
mezzo anisotropo, la divergenza non sarà uniforme e l’intensità del fronte d’onda potrà 





Figura 5 Un’illustrazione del geometrical spreading (sinistra) ed un profilo GPR raffigurante la perdita 
di segnale con la profondità  (destra)  
I segnali GPR vengono trasmessi in mezzi eterogenei e incontrano, durante la 
propagazione, proprietà elettriche e magnetiche diverse su larga scala. Le eterogeneità 
di piccola scala generano risposte deboli o non rilevabili ma la loro presenza influenza 
notevolmente il percorso dei segnali, poiché disperdono l’energia del campo 
elettromagnetico in tutte le direzioni (fenomeno di scattering) (figura 6). Il campo 
elettromagnetico verrà così attenuato di un coefficiente di attenuazione per scattering 
  , il quale fornisce una misura dell’attenuazione dell’onda e dipende dalla quantità di 
elementi scatteratori per unità di volume (N) e dalla loro dimensione spaziale (A):  




Il altre parole, il campo elettrico diminuirà con la distanza come: 
     




Figura 6 Scattering del segnale GPR : le eterogeneità presenti nei materiali causano una dispersione di 
energia del segnale (Jol H.M., 2009). 
1.4.2 Perdita per trasmissione  
Il segnale GPR incontra una certa stratificazione ed eterogeneità proprie del mezzo 
attraversato e subirà una perdita di energia legata ai fenomeni di riflessione e rifrazione 
che si verificano tra i vari strati litologici: la porzione di energia riflessa da 
un’interfaccia viene ovviamente sottratta all’energia che si trasmette attraverso la stessa 
interfaccia. Chiaramente, maggiore è il coefficiente di riflessione R, minore è 
l’ampiezza del segnale trasmesso. Se assumiamo un modello del sottosuolo costituito da 
layer piano-paralleli, potremmo osservare il comportamento di un raggio d’onda in 




Figura 7 Traiettoria dei raggi di un’onda elettromagnetica: il raggio incidente sull’interfaccia tra i due 
mezzi si suddivide in una componente riflessa ed in una componente rifratta (da 
http://lnx.itislanciano.it/web/Scienza_DB/invisibilita.htm) 
La relazione tra gli angoli di riflessione e di rifrazione è descritta dalla Legge di Snell: 
  sin           , con   indice di rifrazione del mezzo. La relazione che lega 
l’energia dell’onda incidente (I), riflessa (R) e trasmessa (T) è dettata dalla seguente 
equazione: 
          
Si distinguono, allora, un coefficiente di riflessione R e un coefficiente di trasmissione T  
che rappresentano rispettivamente l’energia dell’onda riflessa e l’energia dell’onda 
trasmessa, quando un’onda elettromagnetica incide sull’interfaccia tra due mezzi. 
Entrambi i coefficienti sono adimensionali. 
Poiché i sistemi GPR creano onde polarizzate risulta necessario descrivere i fenomeni di 
rifrazione e riflessione in relazione alla polarizzazione della perturbazione. Se 
definiamo “piano di incidenza” il piano contenente le direzioni di propagazione 
dell’onda diretta, dell’onda riflessa e dell’onda rifratta, (individuate rispettivamente dal 
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vettore d’onda ki, kr e kt), possiamo analizzare due situazioni particolari nel caso di 
onde polarizzate linearmente. 
La prima riguarda il caso di un’onda elettromagnetica trasmessa con polarizzazione 
perpendicolare (TE) o EV mode, avente il vettore campo elettrico oscillante su un piano 
perpendicolare al piano di incidenza ed il campo magnetico H oscillante parallelamente 
ad esso (incidenza perpendicolare); mentre, la seconda situazione vede un’onda 
elettromagnetica trasmessa con polarizzazione parallela (TM) o EH mode, con il 
vettore campo elettrico contenuto nel piano d’incidenza (incidenza parallela) (figura 8 a 
e b) 
        
 




Come già accennato, l’energia totale dell’onda incidente viene ripartita in una porzione 
d’onda riflessa ed in una porzione trasmessa: RTE ed RTM, indicano i coefficienti di 
riflessione rispettivamente nel caso di incidenza perpendicolare e di incidenza parallela, 
e sono funzione dell’angolo di incidenza   ; mentre TTE e TTM  indicano i rispettivi 
coefficienti di trasmissione, quindi la porzione di energia trasmessa.  
È interessante analizzare una situazione particolare che si verifica quando un’onda 
polarizzata linearmente (con il vettore campo elettrico formante un angolo qualsiasi con 
il piano di incidenza) incide sull’interfaccia tra i due mezzi con l’angolo di Brewster αB: 
quando il raggio riflesso forma un angolo retto con quello rifratto, l’onda 
elettromagnetica contiene solo la componente perpendicolare al piano di incidenza (si 
veda la figura), dando origine ad un’onda riflessa polarizzata perpendicolarmente (TE), 
qualunque sia il tipo di polarizzazione dell’onda incidente. La componente parallela è 
totalmente trasmessa. Il fenomeno associato a tale situazione (     ) è definito 
rifrazione totale. La figura 9 illustra la situazione appena esposta (si è riportato solo il 
vettore campo elettrico). 
 
Figura 9 Incidenza con angolo di Brewster αB: il raggio riflesso risulta completamente polarizzato con il 
vettore elettrico normale al piano di incidenza; il raggio rifratto viceversa risulta polarizzato solo 




Nel caso in cui v2 > v1 e per un angolo di incidenza maggiore di un certo valore (noto 
come angolo critico) tutta la radiazione elettromagnetica viene riflessa e RTE = RTM = 1; 
si ha così una riflessione totale. 
1.4.3 Perdita di natura strumentale 
L’energia del segnale radar può essere compromessa anche da altri fattori, riguardanti 
però le caratteristiche dello strumento. Questi sono di seguito elencati: 
1. Perdita per disallineamento (misfit) tra le antenne; 
2. Perdita di accoppiamento (coupling effects) antenna-terreno. 
La perdita per misfit tra le antenne è una misura di come l’antenna sia ben accoppiata al 
trasmitter, mentre la perdita per il coupling effects tiene conto dell’energia persa per la 
trasmissione dall’antenna al materiale. 
Chiaramente la potenza del segnale ricevuto sarà naturalmente molto più piccola di 
quella effettivamente generata, a causa di tutti i fenomeni di attenuazione del segnale 
appena descritti. Per ottenere dei risultati soddisfacenti sarebbe dunque necessario 
disporre di una strumentazione sofisticata, curare la fase di acquisizione in campagna al 
fine di non introdurre una componente  rumorosa elevata che potrebbe mascherare le 
informazioni utili presenti nel segnale ricevuto. 
In generale, tutti i fattori d’attenuazione del segnale radar vengono sintetizzati dal 
fattore Q (Quality Factor) rappresentante la misura, espressa in dB, del rapporto tra 
l’ampiezza del segnale input e la potenza del segnale output. (si veda capitolo 7 
Determinazione delle tipologie di materiali mediante l’analisi del segnale GPR) 
           
            
                    
  
1.5 Componenti elettroniche di un sistema GPR 
I sistemi di acquisizione delle onde elettromagnetiche sono concettualmente semplici ed 
hanno l’obiettivo di misurare l’ampiezza del campo rispetto al tempo dopo 
un’eccitazione. Il cuore del sistema GPR è rappresentato dalla unità di controllo che 
sincronizza l’emissione e la ricezione dei segnali e controlla il numero di campioni per 
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scan. I sistemi standard GPR sono costituiti da quattro elementi principali, unità di 
controllo,  unità di trasmissione, unità di ricezione e unità di visualizzazione (figura 10). 
L’unità di controllo produce un impulso elettrico ad alto voltaggio che viene inviato, via 
cavo, alla trasmittente che amplifica il voltaggio e forma l’impulso che è poi emesso 
dall’antenna. L’energia elettromagnetica captata dall’antenna ricevente dopo i fenomeni 
di diffrazione e riflessione, viene inviata successivamente al receiver che provvederà a 
filtrare e, in seguito, convertire il segnale analogico in un segnale digitale (conversione 
A/D). Il segnale ricevuto è poi visualizzato su un computer. 
 
Figura 10 Elementi chiave di una unità GPR e meccanismo di dispersione, rifrazione e riflessione (Lester 
e Bernold, 2007). 
1.6 Propagazione dell’energia radar  
La propagazione del segnale radar si verifica attraverso le antenne, dispositivi in grado 
di trasformare una tensione elettrica in energia elettromagnetica e di creare/rilevare 
campi elettromagnetici. Nel caso bistatico, una antenna trasmittente ha il compito di 
tradurre l’eccitazione di un voltaggio in un campo elettromagnetico e nel contempo 
irradiarlo nel mezzo interessato, mentre un’antenna ricevente deve rilevare la variazione 
temporale di una componente vettoriale del campo e trasdurla in un segnale registrabile. 
Le onde elettromagnetiche prodotte da un’antenna standard irradiano energia radar nel 
terreno in un cono ellittico (figura) il cui apice è al centro dell’antenna trasmittente. 
Questo cono ellittico di trasmissione è generalmente allungato e parallelo alla direzione 
di moto dell’antenna lungo la superficie del terreno (Conyers e Goodman, 2007). Il 
cono di radiazione che intercetta una superficie piana e orizzontale ne illumina una zona 
23 
 
a forma di ellisse (footprint) con l’asse maggiore parallelo alla direzione di 
trascinamento dell’antenna (figura 11).  
 
Figura 11 Cono ellittico di propagazione del segnale GPR nel terreno. L’equazione 3 definisce la 
geometria del cono al variare della profondità e della lunghezza d’onda. Il footprint (di raggio A) è 
l’area illuminata della superficie orizzontale sepolta. D è la profondità della superficie riflettente; K è la 
costante dielettrica relativa e λ è la lunghezza d’onda relativa alla frequenza centrale dell’antenna 
utilizzata. (da Conyers, Goodman 2007). 
Il lobo di radiazione nel sottosuolo permette così di “guardare” non solo direttamente 
sotto l’antenna ma anche di fronte, indietro e ai lati man mano che l’antenna avanza 
sulla superficie del terreno. 
In base alla direzione di emissione della radiazione si distinguono antenne omni-
direzionali e direzionali (figura 12): le prime irradiano energia in tutte le direzioni 
simultaneamente, mentre le seconde irradiano energia secondo fasci e vengono 





Figura 12 A sinistra sorgente omnidirezionale, a destra sorgente direzionale (da Jol H.M., 2009) 
La direttività di un antenna è definita dal grado di apertura del suo fascio: se questo è 
stretto sia lungo il piano azimut che lungo il piano di elevazione, allora l’antenna avrà 
un’alta direttività (o guadagno massimo); al contrario, se il fascio è ampio in entrambi i 
piani, la direttività dell’antenna è bassa. Ancora, se un antenna possiede un fascio 
azimutale stretto ed un fascio di elevazione ampio, la direttività orizzontale è alta e 
quella verticale è bassa. Quando la direttività di un antenna è in aumento, cioè, quando 
il fascio o il lobo principale sono stretti, è richiesta una potenza minore per ricoprire lo 
stesso range (Jol H.M., 2009). Il guadagno direttivo dipende dal pattern di radiazione 
dell’antenna, quindi dalla direzione con cui l’energia viene irradiata ed assume un 
valore massimo nella direzione di massima radiazione. 
Il parametro che tiene conto delle perdite di potenza di una antenna è invece il  
guadagno di potenza, assolutamente analogo al guadagno direttivo, con la sola 
differenza che viene considerata la potenza effettiva in ingresso anziché quella 
effettivamente irradiata (Peffettiva = Ptotale – Pdissipata ).  
1.6.1 Antenne radar: dipoli elettrici perfetti 
Il principio di funzionamento di un’antenna radar può essere schematizzato come un 
dipolo elettrico oscillante, dove le cariche q concentrate ai suoi capi vengono eccitate 
da un generatore di corrente alternata ed iniziano a variare in modo sinusoidale. La 
tensione elettrica risultante sarà uguale a:  
V= V0 sin (ώt) 
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q = q0 sin(ώt)     
  
  
 = ώ q0 cos(ώt) 
Viene così indotto un momento di dipolo elettrico oscillante, parallelo all’asse 
dell’antenna, ovvero l’asse x di figura: 
                     sin     
Il momento di dipolo è una quantità vettoriale ed è sempre diretto dalla carica negativa 
alla carica positiva. 
Il campo elettrico E (figura 13) in un punto P in coordinate polari piane (r, ) sarà 
uguale a: 
        
 
      
  
 
            
 
Figura 13 a) geometria del campo di un dipolo elettrico; b) vettore campo elettrico (da Blum R. e Roller 
D. E., 1982).  
È particolarmente importante notare che il comportamento di dipolo E è proporzionale a 
 
   . Con l’aumentare della distanza quindi esso diminuisce più rapidamente del campo 
di una singola carica puntiforme. A lunghe distanze dal dipolo, r  , fissata una 
direzione r , lungo questa si propagherà un’onda elettromagnetica trasversale. Il campo 
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elettrico giacerà su un piano meridiano mentre il campo magnetico sarà su un piano 
parallelo. 
1.6.2 Pattern di radiazione 
L’accoppiamento dell’antenna al terreno influenza la direttività della radiazione nel 
sottosuolo. Attraverso il pattern di radiazione vengono rappresentate la caratteristiche 
direzionali di un’antenna e dunque la direzione di propagazione dell’energia 
elettromagnetica, mediante opportuni grafici specifici del pattern considerato (figura). 
Questi possono riportare sia il valore dell’angolo al quale tenderà il guadagno 
dell’antenna (diagramma di potenza), che l’ampiezza del fascio principale (diagramma 
di ampiezza del campo). Un pattern di radiazione non contiene soltanto i valori del 
guadagno e del fascio principale dell’antenna, ma anche i lobi laterali (conosciuti come 
sidelobe o blacklobe) che però influenzano poco la radiazione principale (da Jol H.M. , 
2009). Tali modelli possono essere sia in forma polare (figura 14) che in forma lineare 
(figura 15) 
 
Figura 14 Pattern di radiazione in forma polare: a sinistra un pattern di radiazione nel piano TE; a 




Figura 15 Pattern di radiazione espresso in funzione dell’angolo di irraggiamento, in forma lineare (da 
Jol H.M., 2009) 
La schematizzazione di un piccolo dipolo elettrico ed il relativo campo (prodotto nello 
spazio vuoto) aiutano a comprendere meglio l’andamento del pattern di radiazione. Si 
osserva come l’energia venga irradiata uniformemente lungo un piano perpendicolare 
all’asse del dipolo (figura 16 a,b): 
 
Figura 16  a) antenna dipolare parallela all’asse x; b) pattern di radiazione tridimensionale ideale nello 
spazio vuoto. È evidente la forma caratteristica a “ciambella” del campo (da  Jol H.M., 2009) 
In figura 17 vengono inoltre riportate le sezioni trasversali ortogonali relative al pattern 




Figura 17 sezioni trasversali del pattern a ciambella e campi elettrici relativamente ai pattern TE e 
pattern TM (da Jol H.M., 2009) 
Il pattern di radiazione di un’antenna all’interno di un mezzo invece assume un 
comportamento diverso rispetto a quello assunto nello spazio libero, poiché entrano in 
gioco fattori, come le caratteristiche proprie del mezzo (ε,σ) e i fenomeni di rifrazione 
associati all’interfaccia aria-terreno, a modificare le caratteristiche di direzionalità delle 
antenne. Quindi l’interazione dell’antenna con il semispazio dielettrico è un fattore 
estremamente importante che deve essere preso in considerazione in fase di 
progettazione. 
Generalmente le antenne sono appoggiate direttamente sulla superficie del terreno , ma 
se esse sono sospese (casi di rugosità del terreno) l’accoppiamento con il terreno può 
mancare: l’effetto dell’elevazione dell’antenna modifica la sua direttività, riducendo 




Figura 18 pattern di radiazione per un’antenna elevata dal suolo. L’efficienza dell’antenna diminuisce 
all’aumentare della distanza da terra: i blacklobes mostrano questo effetto (da Jol H.M., 2009) 
1.6.3 Polarizzazione di un’antenna 
La polarizzazione dell’onda elettromagnetica indica l’orientazione del campo elettrico E 
su un’antenna, quindi la direzione del suo vettore rispetto alla direzione di 
propagazione. Esistono molti tipi di polarizzazioni ma le più comuni sono quella 
lineare, ellittica e circolare. Solitamente i sistemi GPR generano onde elettromagnetiche 
polarizzate linearmente (direzione del vettore    costante durante la propagazione 
dell’onda;     ed     sono contenuti in un piano e variano di intensità). Per una antenna 
polarizzata linearmente esistono due tipi di configurazioni, classificate sulla base 
dell’orientazione assunta dal vettore    rispetto alla direzione di propagazione dell’onda 
(figura 19 a,b) : 
1. Polarizzazione EH, campo elettrico oscilla su un piano orizzontale rispetto alla 
direzione di propagazione dell’onda; 
2. Polarizzazione EV, campo elettrico oscilla su un piano verticale rispetto alla 
direzione di propagazione dell’onda. 
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a      b  
Figura 19 a) polarizzazione EV mode; b) polarizzazione EH mode. Direzione di propagazione dell’onda 
avviene lungo x. 
Il tipo di polarizzazione di un’antenna consente di rilevare oggetti lineari e l’ampiezza 
del segnale riflesso dipenderà dalle combinazioni tra orientazione target, polarizzazione 
del fascio e disposizione delle antenne rispetto alla direzione di acquisizione (figura 20). 
Tale dipendenza può portare a non vedere gli oggetti durante l’acquisizione a causa di 
un orientamento sfavorevole di questi rispetto ai dipoli, oppure dell’antenna rispetto alla 
direzione di avanzamento. Il tipo di configurazione con cui operare deve essere scelta in 
maniera tale da coprire interamente i bersagli sepolti e spesso una sola orientazione 
dell’antenna non è sufficiente a garantire una buona copertura, quindi se ne svolge 
un’altra in direzione opposta alla precedente. 
 
Figura 20 Varie orientazioni delle antenne rispetto alla direzione di indagine (da Ribolini A., 2012) 
1.6.4 Schermatura delle antenne 
Può capitare che alle antenne radar vengano aggiunti elementi chiamati di protezione 
che riducono effettivamente la radiazione verso l’alto (schermatura). Qualche volta il 
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solo meccanismo di protezione consiste in una lamina di metallo che è posta 
sull’antenna per re-reflettere l’energia irradiata verso l’alto (Conyers e Goodman,2007). 
Lo scudo di protezione serve quindi a minimizzare l’accoppiamento con i segnali 
nell’aria generati dal GPR stesso o da altre sorgenti esterne (Jol H.M.,2009) (figura 21 ).  
 
 
Figura 21 Schematizzazione di un’antenna schermata (da Jol HM., 2009) 
 
I principali vantaggi offerti da un’antenna scudo sono: 
a. Massimizzare l’energia sul percorso trasmettitore - target - ricevitore; 
b. Minimizzare l’energia diretta dal trasmettitore al ricevitore; 
c. Minimizzare l’energia riflessa da altri oggetti esterni; 
d. Minimizzare il rumore ambientale. 
Nonostante tutto la schermatura può essere dannosa, essendo costituita di un materiale 
di  metallo altamente riflettente i segnali possono riverberare per un lungo periodo di 
tempo tra le pareti della schermatura ed il ricevitore, generando risposte addizionali che 
possono interferire (fenomeni di ringing). Le antenne schermate sono più comuni in 
sistemi GPR aventi frequenze sopra i 100 MHz caratterizzati da antenne più piccole 
mentre quelle non schermate vengono impiegate in sistemi radar di basse frequenze, 
questo per ragioni puramente pratiche: la presenza di uno schermo può aumentare 
notevolmente il peso di uno strumento e perché questo sia efficiente, lo scudo deve 
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essere tre o quattro volte più grande dell’antenna e dunque, quest’ultima, deve 
necessariamente essere piccola (Jol H.M., 2009) 
1.6.5 Array di antenne 
I sistemi multicanale costituiscono un metodo assai impiegato nelle indagini su vasta 
scala perché consente una copertura maggiore in tempi rapidi, grazie all’impiego di 
schiere di antenne operanti simultaneamente durante un’acquisizione radar. Il vantaggio 
offerto da una configurazione simile è di fornire immagini più complete ed affidabili e 
con un ampio grado risolutivo. Per  indagini su un’area di piccole dimensioni vengono 
utilizzati invece sistemi monocanale caratterizzati da un potere risolutivo inferiore 
rispetto alle configurazioni multicanale.  
Un sistema monocanale e multicanale sono schematizzati in figura 22, mentre un 
esempio di acquisizione effettuata con entrambe le configurazioni è riportata in figura 
23. Nello specifico, l’array è composto da 14 dipoli (13 canali) orientati parallelamente 
alla direzione della linea di acquisizione, e collocati all’interno di un sistema di 
riferimento, con origine in zero, dato dall’incrocio tra l’asse x e l’asse y. Viene scelto un 
passo di campionamento opportuno in- line e cross-line indicato rispettivamente con 
   e   . La linea in rosso mostra il profilo acquisito lungo il baricentro dell’array 
mentre le frecce in nero si riferiscono ai profili acquisiti lungo gli altri canali. La 
struttura in giallo rappresenterebbe un ipotetico target, come ad esempio una struttura 
muraria. Questa si compone di una parte centrale, orizzontale, con le estremità che si 
estroflettono inclinate rispetto agli assi di riferimento. Supponiamo di voler scoprire 
questa struttura e di determinarne l’orientazione spaziale. Nel caso di acquisizione 
monocanale, questa porterà ad un errato posizionamento del target a causa di un 
campionamento poco fitto lungo la direzione Y mentre sarà migliore nel caso di 
acquisizione multicanale. Le due interpretazioni sono rappresentate dalla linea spessa 
tratto-punto. (figura 23a,b) 
La simulazione svolta con entrambe le configurazioni ha messo in luce alcune 
sostanziali differenze relativamente ai tempi di lavoro, i quali saranno ridotti nel 
multicanale che sarà in grado di ricoprire la stessa area con un numero di scansioni 
inferiori. Un altro aspetto che differenzia le due metodologie riguarda il concetto di 
aliasing spaziale, assai ridotto utilizzando l’array che permette di rispettare le regole 
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imposte dal campionamento spaziale attraverso la scelta di precise spaziature tra le 
antenne e restituisce una qualità del dato migliore (figura 23).  
 
Figura 22 Rappresentazione schematica di una configurazione monocanale (in alto) e multicanale (in 
basso). La distanza tra i canali, nel caso del multicanale, fornisce il passo di campionamento in y mentre 





Figura 23 a) schema di acquisizione monocanale su un sito ipotetico ed errata interpretazione (linea 
tratteggiata in nero) della struttura sepolta (tratto giallo) tramite correlazione di riflessioni omologhe 
riscontrate sui radar grammi; b) Schema di acquisizione multicanale su un sito ipotetico e corretta 
interpretazione (linea tratteggiata in nero) della struttura sepolta (tratto giallo) tramite correlazione di 
riflessioni omologhe riscontrate sui radar grammi acquisizione multicanale. In entrambe la direzione di 
avanzamento è indicata dalla freccia nera in tratteggio 
1.6.6 Fattori determinanti la scelta dell’antenna  
Alcuni fattori importanti devono essere considerati nella scelta dell’antenna: 
 Proprietà elettriche e magnetiche del sito in cui verranno effettuati i rilievi 
 Profondità d’indagine; 
 Dimensioni dell’oggetto archeologico che deve essere individuato; 
 Accesso al sito; 
 Presenza di possibile di interferenza elettrica esterna della stessa lunghezza 
d’onda delle onde radar che si propagano nel terreno. 
È fondamentale ottenere le massime informazioni possibili circa le proprietà elettriche e 
magnetiche del sito. Se queste non possono essere determinate da misure dirette in 
campagna, il tipo di terreno e materiali geologici dovrebbero essere noti in anticipo per 
stimare la permettività elettrica relativa. Anche definire profondità e risoluzione risulta 
necessario per mettere in evidenza l’obiettivo archeologico di interesse. Usando il 
valore stimato della RDP (permettività dielettrica relativa) il cono di trasmissione può 
essere calcolato (fig.11, paragrafo 1.6) e può. essere stimata una potenziale risoluzione 
delle dimensioni del footprint a differenti frequenze. È importante verificare 
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l’accessibilità al sito, quindi decidere se è possibile adoperare l’antenna selezionata nel 
sito dove verrà effettuato il rilievo. Trasportabilità dal e al sito, rimozione ed 
aggiramento di ostacoli e ostruzioni devono essere presi in considerazione. Infine 
bisogna sapere se è presente una quantità sostanziale di interferenze radio nel sito, e se 
la sorgente può essere identificata, allora deve scelta l’antenna più appropriata per 
ridurre queste interferenze. Nel fare questo, ovviamente, non si deve perdere di vista 
l’obiettivo del rilievo . 
1.7 Acquisizione dei dati 
Le antenne generalmente trascinate sul terreno registrano i dati in continuo lungo i 
profili. Le riflessioni ottenute e registrate come una serie di onde discrete chiamate 
tracce (o meglio tracce di riflettività) costruiscono un profilo radar di riflessione. Ogni 
traccia deriva dall’emissione di un corto impulso ad alta frequenza di energia 
elettromagnetica del sistema GPR, tipicamente nel range dei MHz. Sebbene la sorgente 
di energia trasmessa può essere pensata come un distinto impulso radar questo non è 
tecnicamente corretto. Molti sistemi GPR trasmettono impulsi radar a velocità 
estremamente alta, in un range tra i 25000 e i 50000 impulsi per secondo. Il sistema di 
controllo radar utilizza un metodo di campionamento incrementale che produce una 
traccia composta prendendo il primo campione da una riflessione derivante dal primo 
impulso trasmesso, il secondo campione derivante dal secondo impulso e così via fino 
alla costruzione della traccia completa. Nell’acquisizione dei dati in continuo, se le 
antenne sono trascinate alla velocità media di passeggio, il campionamento 
incrementale produrrà delle medie del segnale registrato al variare delle condizioni del 
sottosuolo. Il tempo impiegato dall’onda, conosciuto come two-way travel time (TWT) 
è misurato in nanosecondi (     s . Tutte le tracce registrate sono visualizzate in un 
formato in cui il tempo doppio delle onde riflesse è riportato sull’asse verticale e il 
numero di tracce sull’asse orizzontale. Il travel time dell’onda dipende dalla profondità 
del riflettore, dalla distanza tra le antenne (dispositivo bistatico) e dalla velocità media 
delle onde radar negli strati sovrastanti. Il primo arrivo ad essere visualizzato nel profilo 
radar è l’onda in aria, propagantesi dall’antenna trasmittente all’antenna ricevente alla 
velocità della luce; il secondo arrivo è costituito dall’onda di terra che viaggia 
direttamente attraverso il terreno tra le antenne trasmittente e ricevente. I primi arrivi, 
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collocati nella parte alta del profilo, spesso mascherano le riflessioni primarie. Sono 
inoltre presenti onde laterali, attribuibili a riflessioni profonde che si avvicinano alla 
superficie con un angolo critico appropriato e vengono rifratte successivamente lungo 
l’interfaccia aria-terreno.  
Affinché i risultati di un’indagine GPR siano soddisfacenti è necessario ottimizzare quei 
fattori che governano le operazioni di prospezione radar, dal settaggio dei parametri di 
acquisizione nelle impostazioni del software, alla pianificazione dell’indagine in 
campagna di carattere puramente pratico. Dunque i principali fattori che determinano 
l’esito di un rilievo radar possono essere sia di carattere strumentale che di carattere 
pratico. 
1.7.1 Larghezza di banda e frequenza centrale 
Una delle decisioni più importanti in un rilievo GPR è la scelta dell’antenna con la 
corretta frequenza operativa necessaria per la profondità di penetrazione e la risoluzione 
dei target di interesse. La distribuzione di frequenza non è una curva a campana intorno 
ad un valore medio, ma una distribuzione asimmetrica intorno alla frequenza dominante 




Figura 24 Onda idealizzata dall’impulso radar trasmesso e distribuzione della frequenza di un’’antenna 
da 500 MHz. La figura in alto mostra l’impulso idealizzato così come esse è trasmesso nel terreno sul 
tempo.  La figura in basso mostra la distribuzione calcolata della frequenza di quell’impulso, con una 
calcolata frequenza di 516 MHz (da Conyers e Goodman, 2007). 
Un’ondina inviata sul terreno da un’antenna trasmittente ha una specifica larghezza di 
banda B che può essere determinata ricostruendo il suo spettro di ampiezza tramite 
trasformata di Fourier. In particolare per larghezza di banda si intende l’intervallo di 
frequenze compreso tra la minima e la massima frequenza contenuto nello spettro di 
ampiezza del segnale. La frequenza operativa di un GPR è definita dalla frequenza 
centrale della banda B (Jol H.M. 2009). I segnali GPR sono caratterizzati dal rapporto 





Il valore di R deve essere il più grande possibile affinché l’efficienza dello strumento 
sia accettabile e perciò l’obiettivo della strumentazione è sempre quello di massimizzare 
B e minimizzare fc, limitando R ad un valore circa unitario (ad esempio, F = 100 MHz, 
B = 50 ÷ 150 MHz). 
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Quando le onde radar attraversano il mezzo, la frequenza di centro banda si sposta 
sistematicamente al di sotto della frequenza dominante. Ecco perché l’antenna ricevente 
rileva più comunemente la frequenza centrale di ritorno, tipicamente più bassa della 
frequenza centrale nominale dell’antenna trasmittente. La nuova frequenza di 
propagazione varierà in modo dipendente dalle proprietà elettriche del mezzo che 
influiscono sulla velocità di propagazione e sulla quantità di energia, che si propaga, nel 
terreno.  
Per molti rilievi archeologici, è importante essere consapevoli che c’è un effetto i 
spostamento della frequenza radar dominante il che influisce sui calcoli del lobo di 
trasmissione nel sottosuolo, della profondità di penetrazione, della risoluzione e di altri 
parametri (Conyers e Goodman, 2007). I sistemi Gpr solitamente hanno bisogno di 
registrare i dati con una durata dell’impulso di trasmissione che varia inversamente con 
la larghezza di banda. La risoluzione verticale (  ) guida la larghezza di banda in modo 
tale che sia:  
B  v/ 4    
La selezione di un’antenna con la frequenza di centro banda appropriata,, in molti casi, 
può fare la differenza tra il successo o il fallimento di un rilievo GPR. In generale, più è 
grande la profondità necessaria per l’investigazione, più è bassa la frequenza 
dell’antenna che dovrebbe essere adoperata. Più è bassa la frequenza, più le antenne 
sono larghe, pesanti e ingombranti da trasportare. 
1.7.2 Finestra temporale (time window) 
Tutti i sistemi GPR consentono di selezionare un range temporale entro il quale 
registrare i dati riflessi attraverso una finestra temporale chiamata time window che 
definisce la quantità di tempo, misurata in nanosecondi, all’interno della quale l’antenna 
ricevente “ascolterà” e registrerà l’energia dell’onda radar riflessa. 
La finestra viene normalmente aperta giusto poco prima la trasmissione dell’impulso 
radar e chiusa dopo aver registrato tutte le riflessioni di interesse. Se la velocità del 
materiale e la profondità approssimativa del target sono conosciute, può essere stimata 
la quantità di tempo necessaria affinché l’energia del radar si propaghi verso il basso e 
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poi venga  riflessa indietro. La time window è direttamente proporzionale alla profondità 
che si pensa di poter raggiungere unitamente al alla frequenza dell’antenna e viene 
calcolata come segue: 
Range temporale 
2     
        
 
Oppure: 
Range temporale = 1. 3 
2     
        
 
Quest’ultima relazione si riferisce ai casi incertezza sulle velocità e viene  utilizzata se 
si vuole incrementare il tempo. 
La time window dovrebbe generalmente essere fissata in modo da ricevere riflessioni da 
una profondità superiore a quella stimata. Spesso, a causa di impreviste variazioni di 
velocità nel sottosuolo, le riflessioni dalle zone di interesse potrebbero essere ricevute a 
tempi più grandi di quelli stimati con i calcoli, e se la finestra temporale non resta 
sufficientemente aperta, queste non saranno registrate. 
Può capitare che gli oggetti di interesse siano coperti da spessori variabili di terreno, 
anche in questo caso se la time window non è sufficientemente ampia le riflessioni non 
saranno registrate. Inoltre è importante non aumentare eccessivamente la time window 
al fine di non saturare la  memoria disponibile del sistema e di non introdurre una 
eccesiva quantità di rumore, perché più è grande la time window e il numero di 
campioni per traccia, più aumenta l’occupazione di memoria sull’hard disk. Il molte 
applicazioni archeologiche, è sufficiente una finestra temporale di 100 ns (tempi doppio, 
TWT) o meno, per registrare riflessioni dai 2 ai 4 metri dalla superficie. 
1.8 Risoluzione del GPR 
Sappiamo quanto i fenomeni di attenuazione influenzino la risoluzione dei segnali. Con 
il termine risoluzione si indica il limite di incertezza nella determinazione della 
posizione e delle relazioni geometriche di un determinato oggetto (dimensione, forma, e 
spessore)  spesso controllato dal processo di osservazione.  
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Consideriamo un sistema in grado di generare e rilevare segnali, i quali possono arrivare 
simultaneamente, parzialmente sovrapposti o separati nel tempo.  Nel caso in cui siano 
presenti due echi, è importante stimare l’intervallo temporale minimo necessario 
affinché questi possano essere distinti come due eventi e non come un unico evento 
prodotto dall’interazione dei due impulsi. È chiaro che se due impulsi sono sovrapposti, 
quindi coincidenti nel tempo, daranno luogo ad un unico evento con una ampiezza pari 
alla sovrapposizione dei singoli eventi. Generalmente per caratterizzare un impulso si 
utilizza la sua larghezza a mezza altezza (W) e cioè che due impulsi sono distinguibili 
se separati da una distanza (temporale) maggiore o uguale W/2. Se sono separati da una 
distanza minore, allora saranno erroneamente interpretati come un singolo evento e la 
loro risoluzione risulterà difficoltosa (figura 25) 
 
Figura 25 Coppia di impulsi caratterizzati da larghezza a mezz’altezza W. (a) Impulsi chiaramente 
separati quando T >> W; (b) Impulsi parzialmente sovrapposti ma ancora distinguibili per T ≈ W; (c) 
Impulsi sovrapposti e non distinguibili per T << W (Jol H.M., 2009) 
Questi concetti possono essere approfonditi rifacendosi alla sismica a riflessione. 
Secondo quest’ultima esistono due modi per definire la risoluzione validi anche per la 
teoria radar (Jol.H.M. 2009) e sono la risoluzione verticale e la risoluzione orizzontale 




Figura 26 Risoluzione di un GPR divisa in due parti, chiamate risoluzione verticale (range resolution) e 
risoluzione orizzontale (laterale) (Jol H.M.,2009) 
1.8.1 Risoluzione verticale 
La capacità di determinare la posizione di più riflettori lungo la verticale al piano di 
indagine, è detta risoluzione verticale (figura 27) 
 
Figura 27 Schema di due oggetti posti a due diverse profondità lungo la verticale rispetto alla superficie 
(Ribolini A., 2011)  
È possibile calcolare i tempi di primo arrivo in superficie di due raggi riflessi da due 
oggetti alla stessa velocità V come: 
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La differenza dei tempi di arrivo dei due raggi in superficie è data da: 













La lunghezza d’onda   
 
 
      con    periodo dell’onda), sapendo che due eventi 
sinusoidali con la stessa frequenza risultano distinguibili se la differenza nei tempi di 
primo arrivo risulta essere maggiore rispetto alla metà del loro periodo, avremo allora: 
   
  
 







Affinché la distinzione tra i due oggetti possa essere svolta è necessario che la loro 





Da questa definizione e per ragione pratiche, la risoluzione verticale risulta 
proporzionale alla frequenza, quindi a frequenze nominali (centrali) maggiori si avranno 
risoluzioni migliori.  Il potere risolutivo diminuisce con la propagazione del segnale 
trasmesso poiché le alte frequenze verranno maggiormente attenuate; si assisterà ad un 
allargamento temporale dell’ondina ed una effettiva riduzione della banda del segnale 
che si traduce in una peggiore risoluzione verticale in profondità. La figura 28 mostra 




Figura 28 Allargamento temporale dell’ondina (linea continua) come conseguenza della propagazione 
del segnale in profondità. La linea tratteggiata mostra il segnale di input, avente una banda temporale 
più stretta (DanielsD.J., 2004). 
1.8.2 Risoluzione orizzontale 
La risoluzione orizzontale (figura 29) indica la capacità di distinguere due oggetti 
spazialmente vicini. Essa è controllata dalla lunghezza d’onda (λ) della sorgente 





Dalla relazione si evince come la lunghezza d’onda del segnale ricevuto risulterà più 
grande per valori bassi della frequenza, derivanti inevitabilmente dalla perdita delle alte 
frequenze rispetto alle basse. Secondo un’assunzione della sismica, valida anche per la 
teoria radar, la risoluzione orizzontale è governata dal raggio della prima zona di 
Fresnel, all’interno della quale due riflettori adiacenti risultano indistinguibili poiché le 
riflessioni interferiranno costruttivamente a formarne una singola: tutte le riflessioni 




La zona di Fresnel è funzione della lunghezza d’onda e della profondità per un 
particolare riflettore. La profondità risulta essere importante perché l’energia irradiata si 
espande anche lateralmente man mano che l’onda si propaga verso il basso, con un 
conseguente aumento della larghezza della zona di Fresnel e un peggioramento in 




Figura 29 a) cono di propagazione delle onde elettromagnetiche; b) ampiezza d’interferenza costruttiva 
degli impulsi all’interno della zona di Fresnel; c) relazione frequenza/ raggio della prima zona di 
Fresnel (Emery e Myers, 1996 modificata) 
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Vediamo di seguito le equazioni descriventi le relazioni esistenti tra velocità dell’onda 
(V), profondità (Z) e frequenza centrale che costituiscono le componenti principali della 
risoluzione orizzontale. Il raggio della zona di Fresnel si può ricavare come segue: 











     









 ,   per λ   
Da cui:  
    
  
 




Dal’equazione si evince che a parità di profondità, maggiore sarà la frequenza (minore 
sarà la λ) migliore risulterà la risoluzione orizzontale. 
1.9 Campionamento dei segnali GPR 
Le prime fasi del settaggio sull’unità digitale consistono nell’impostare la time window 
ed il numero di campioni per traccia. Avendo già trattato la time window ora ci 
occuperemo del campionamento. Un segnale GPR, essendo funzione continua nello 
spazio e nel tempo, deve essere necessariamente campionato prima di un’eventuale 
registrazione. Un campione è un valore digitale che definisce un valore d’ampiezza 
dell’onda riflessa sulla traccia. Più è ampia la time window, più elevato sarà il numero 
di campioni necessari per definire adeguatamente la traccia dell’onda riflessa, quindi 
più accurata sarà la forma dell’onda. Alcune unità offrono la possibilità di impostare un 
numero arbitrario di campioni per scan ma generalmente viene selezionato uno dei 
seguenti numeri: 128, 256, 512, 1024, 2048. In genere 512 campioni per scan sono 
sufficienti a definire adeguatamente la traccia.  
Per effettuare un campionamento corretto devono essere rispettate le fondamentali 
condizioni della teoria del campionamento. Consideriamo una sinusoide (armonica) di 
periodo T, essa verrà correttamente rappresentata solo se sarà campionata almeno due 
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volte per ogni periodo, ovvero la frequenza di campionamento    deve essere almeno 
doppia della frequenza F dell’armonica. Pertanto dovrà valere la seguente relazione: 
      
Quando un segnale possiede invece una banda di frequenza limitata (come nel caso di 
un sistema GPR) per ricostruirlo fedelmente a partire dai suoi campioni, la frequenza di 
campionamento deve essere scelta in relazione alla frequenza più alta posseduta dallo 
spettro del segnale (    ).In particolare la frequenza massima dello spettro del segnale 
deve essere minore o uguale rispetto alla metà della frequenza di campionamento: 
     
  
 
    
La massima frequenza correttamente campionabile è chiamata frequenza di Nyquist   . 
Nello specifico caso di segnali GPR, la massima frequenza dello spettro del segnale 
campionato risulta essere pari a 1.5 volte la frequenza centrale dell’antenna.  
            
Pertanto l’intervallo di campionamento    sarà uguale a: 
         
Quando non vengono rispettate le condizioni sopracitate e il passo di campionamento 
non è sufficientemente fitto si assiste ad una sovrapposizione degli spettri del segnale 
campionato, con ribaltamento all’indietro (folding back) delle frequenze maggiori della 
frequenza di Nyquist Fn e la comparsa di frequenze apparenti pari a:  
Fa = 2Fn – Fmax 
Questo fenomeno è conosciuto come aliasing e comporta la distorsione del segnale 




Figura 30 fenomeno di aliasing: le frequenze superiori a quella di Nyquist (area in nero) sono ribaltate 
all’indietro simmetricamente rispetto alla Fn  e sono definite frequenze apparenti  (da Mazzotti A., 
2009). 
Per evitare questo è quindi necessario aumentare la frequenza di campionamento oppure 
filtrare preventivamente il segnale a monte della conversione A/D, mediante un filtro 
antialias con frequenza di taglio pari alla frequenza di Nyquist.  
Il teorema del campionamento ha anche una valenza spaziale. Esso impone che la 
distanza tra ogni scan                                         ) e la distanza 
tra i profili   ) non superino di un quarto della lunghezza d’onda minima λmin relativa 
alla frequenza massima del segnale:  
dx ≤   
    
 
  =  
    
      
 
La massima frequenza spaziale campionabile correttamente (Kn) è pari a: 
Kn ≥ 
 
   
 
Anche in questo caso se non dovessero venire rispettati i criteri del campionamento in 
ambito spaziale si avrebbero fenomeni di aliasing spaziale dei dati acquisiti. Le 
frequenze spaziali maggiori di Kn appariranno come frequenze ribaltate nello spettro a 




Figura 31 Maglia regolare di dati.    distanza tra ogni traccia (scan),    distanza tra i profili di 
acquisizione (linee tratteggiate). L’origine in x = 0 (Ribolini, Geomorfologia radar, 20  ). 
1.10 Profili continui di riflessione: i Radargrammi 
I tempi di arrivo delle onde riflesse, derivate dagli impulsi inviati nel terreno man mano 
che le antenne vengono trascinate lungo la linea del rilievo, vengono poi misurati e 
visualizzati tramite profili continui in riflessione, detti radar grammi. Ricordiamo che 
una traccia è una registrazione dell’energia elettromagnetica della superficie fino al 




Figura 32 Generazione dell’iperbole di riflessione da un punto sorgente (da Conyers e Goodman, 2007) 
Man mano che l’antenna viene trascinata sul terreno il suo ampio campo visivo le 
permette di “vedere” il punto sorgente prima di arrivare sopra esso (figura 32 (1)). Il 
tempo di riflessione (  ), tuttavia, è registrato come se il punto sorgente fosse 
direttamente sotto l’antenna (figura 32 (2)). Solo quando l’antenna è direttamente 
sull’oggetto verrà registrato il tempo corretto. Allontanandosi dal punto sorgente , le 
riflessioni continueranno ad essere registrate dallo stesso punto, creando un’iperbole di 
riflessione nel risultante profilo bidimensionale (figura 32 (3)).  
Nei radargrammi sono registrati i diversi arrivi delle onde riflesse dal sottosuolo: si 
distinguono i  primi arrivi rappresentati dall’onda diretta in aria (airwave) la quale 
viaggia alla velocità della luce dall’antenna trasmittente all’antenna ricevente e le onde 
dirette superficialmente  (groundwave) viaggianti attraverso la superficie presente tra le 




Figura 33 Segnali ricevuti dall’antenna RX (Fisher et al.,1996) 
I dati registrati con un GPR vengono generalmente rappresentati da uno, due o tre 
dataset dimensionali, denominati dalla terminologia acustica come A-B-C- scans:  
1) A-scan 
La A-scan (34b ) è una rappresentazione dei tempi di arrivo degli impulsi riflessi. Si 
tratta di una singola traccia registrata da un GPR , con le antenne aventi posizione fissa 
(xi,xj). L’unica variabile è rappresentata dal tempo, legato alla profondità dalla velocità 
di propagazione delle onde elettromagnetiche nel mezzo. Questo tipo di visualizzazione 
permette di analizzare dettagliatamente l’ondina rilevata al ricevitore, chiamata wevelet 





Figura 34 a) Impulso trasmesso; b) A-Scan contenente il segnale relativo all’accoppiamento tra le due 
antenne nel caso bistatico,  alla riflessione del terreno e alle riflessioni di minor ampiezza del sottosuolo 
(Lahour S., 2003) 
Dalla seconda figura si osservano il primo arrivo (coupling pulse) ossia un impulso 
privo di informazione ed associato all’accoppiamento diretto tra antenna trasmittente e 
antenna ricevente. Il coupling pulse si osserva quando le due antenne sono separate e 
non hanno una adeguata schermatura tale da limitarne la direttività. Tale impulso è 
sempre caratterizzato da valori di ampiezza e ritardo costanti quando la distanza tra le 
antenne rimane fissa.  
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Il secondo arrivo è rappresentato dal groundwave, indicante la riflessione 
dell’interfaccia aria-superficie del terreno (surface reflection). Tale riflessione è 
anch’essa sempre presente: l’antenna è infatti sempre posta al di sopra della superficie 
del terreno, limitando la possibilità di eliminare l’interfaccia tra il terreno stesso e l’aria. 
Anche tale impulso mostra valori di ritardo costanti se l’altezza delle antenne da terra è 
fissa, mentre la sua ampiezza dipenderà dalle caratteristiche del terreno. La porzione di 
energia non riflessa dall’interfaccia aria-terreno continuerà a propagarsi verso il basso 
fino ad incontrare altre discontinuità, come i target oggetto di studio. I tempi di arrivo in 
superficie delle riflessioni profonde saranno maggiori rispetto a quelle dell’ airwave e 
del groundwave e le relative ampiezze mostreranno picchi d’ampiezza meno ampi, a 
causa dei fenomeni di attenuazione. Nonostante ciò le riflessioni profonde sono i veri 
portatori d’informazione, in quanto legate ai target in esame.  
La visualizzazione di tipo A-scan fornisce un’impronta troppo semplicistica e la 
possibilità di estrarre informazioni utili all’indagine del sottosuolo analizzando una 
singola traccia, risulta molto difficoltosa; quindi sarà opportuno acquisire un numero 
maggiore di tracce, ognuna associata ad una posizione diversa delle antenne poste in 
superficie.  
2) B-scan 
La visualizzazione di tipo B-scan è un’immagine formata dall’insieme di tante A-scan 
spazialmente distribuite ed identifica proprio il radargramma, ovvero una 
rappresentazione in 2D delle ampiezze degli impulsi riflessi dalle discontinuità  
elettromagnetiche del sottosuolo lungo l’intero profilo percorso. Un radargramma è 
ottenibile dalla ripetizione del ciclo di trasmissione e ricezione in continuo mentre 
l’antenna viene progressivamente spostata lungo una determinata direzione. Sarà poi il 
software di acquisizione ad accostare le singole tracce. L’ampiezza del segnale ricevuto 
può essere rappresentata da una scala di grigio, Gray Tones, o in formato classico 
Wiggle Mode, rappresentante un insieme di tracce vicine in bianco e nero in relazione 




Figura 35 B-Scan GPR post rimozione primi arrivi in formato Wiggle mode (sinistra) e in formato gray 
tones (destra) (Ribolini, Geomorfologia Radar, 2011) 
La visualizzazione di tipo B-scan rappresenta una pseudo - sezione verticale del terreno 
con un significato fisico di rilievo. La presenza di elevati valori di ampiezza possono 
esser indicativi della presenza del target cercato e le riflessioni, provenienti da un punto 
scatteratore, sono visualizzate come iperboli su un profilo B-scan.  
L’insieme di più immagini 2D consente di ottenere una rappresentazione volumetrica 
del sottosuolo indagato, conosciuta come C-scan. 
3) C-scan 
La visualizzazione B-Scan limita fortemente la possibilità di osservare sia l’estensione 
spaziale che l’orientamento dei target sepolti,  introducendo un consistente fattore 
d’incertezza nell’interpretazione. Per limitare questo fattore, si preferisce adottare la 
correlazione tra più sezioni, una tecnica piuttosto comune nella pratica archeologica, la 
quale consente di  affiancare elementi omologhi osservati in diversi profili (M. Lualdi et 
al,  2004). 
 Il profilo C-scan è il frutto del raggruppamento di più profili B-scan paralleli tra loro 
(figura 36). Questo tipo di visualizzazione dei dati radar è ottenuta dalla combinazione 
di più immagini 2D, ovvero sezioni verticali adiacenti in cui sono riportate le ampiezze 
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dei dati registrati ad un dato momento e grazie alle quali è possibile ottenere una 




Figura 36 a) Multipli B-scan paralleli formanti un C-scan; b) Costruzione di un radargramma 
tridimensionale: ogni sezione parallela della rappresentazione a destra corrisponde ad un profilo. La 
linea tratteggiata indica un oggetto ricostruito tridimensionalmente (da M. Lualdi, L. Zanzi e G. Sosio, 
2004). 
In realtà la visualizzazione di tipo C-scan non rappresenta un vero e proprio 3D; 
tuttavia, permette di seguire l’andamento spaziale delle strutture.  
L’intero volume di dati può essere sezionato a diverse profondità, tramite la selezione, 
effettuata sulle B-scan, di una finestra temporale avente un certo spessore. All’interno di 
tali finestre vengono interpolati i valori dei campioni dai radar grammi adiacenti 
attraverso tecniche di interpolazione spaziale (krigging ). Questo procedimento porta 
alla costruzione delle timeslices (fette temporali), mappe raffiguranti la distribuzione 





1.10.1 Fattori determinanti il pattern iperbolico in un radargramma 
a) Caso di un target puntiforme 
Analizziamo il semplice caso di un’acquisizione monostatica (antenne TX e RX 
alloggiate nella medesima struttura) di oggetti di forma cilindrica e supponiamo le 
dimensioni del target inferiori alla lunghezza d’onda del segnale. Secondo quest’ultima 
definizione, l’oggetto può essere considerato puntiforme (figura 37).   
 
Figura 37 Acquisizione monostatica in cui l’antenna viene traslata di una quantità dx rispetto alla 
verticale al target. 
Quando l’antenna risulta esattamente lungo la verticale del target si può considerare la 
variabile p come profondità dell’oggetto dalla superficie e la variabile d la distanza 
target-antenna  (in questo caso coincidente con p) (figura). Conoscendo i tempi T1 E T0, 
rispettivamente tempo di ritardo e tempo del segnale di input, sarà possibile stimare la 
profondità dell’oggetto: 
   
        
 
  
        
    
    , con    
   
  
L’energia  trasmessa dal fascio radar in un cono 3D “illuminerà” gli oggetti ricadenti 
all’interno di questo volume e verranno rilevati come se si trovassero proprio sotto 




Figura 38 Qualsiasi oggetto illuminato dal cono di energia elettromagnetica apparirà come se si 
trovasse sotto l’antenna e verrà posizionato in una posizione fittizia (Keary e Brooks, modificata,  99 ) 
Quando invece si presenta la situazione opposta, antenna non perfettamente sopra il 
target, (figura 39) l’equazione precedente ricavata per stimare la profondità non potrà 
essere utilizzata. Tuttavia, esiste un’equazione in grado di determinare la profondità per 
la nuova situazione, illustrata di seguito: 




        
 
 
L’equazione relativa al caso di un target puntiforme descrive la cosiddetta iperbole di 
diffrazione da cui si osserva il maggiore ritardo dovuto allo spostamento orizzontale 
dell’antenna dx. Il tempo sarà correttamente registrato soltanto nel caso in cui l’antenna 
si trovi lungo la verticale dell’oggetto. La figura .39 mostra come viene generata 
un’iperbole di diffrazione da un punto sorgente man mano ch l’antenna viene traslata 




Figura 39 schema di un’iperbole di diffrazione. Le onde sferiche generate dal target sono registrate dal 
sistema di misura e sono visualizzate sui radar grammi sottoforma di iperboli 
La forma del’iperbole è una conseguenza della velocità dell’onda nel terreno (iperbole 
piatta = velocità maggiore; iperbole stretta = velocità minore) e della geometria 
dell’oggetto sepolto. La figura mostra le varie forma del’iperbole di riflessione assunte 
in relazione alla profondità del punto diffrattore ed alla variazione della velocità del 
mezzo ( e profondità del punto costante). Nel primo caso di fig. 40a il vertice si sposta 
verso tempi maggiori, mentre gli asintoti rimangono costanti. Nel secondo caso (figura 
40b) invece si ha un’inclinazione differente degli asintoti a causa della variazione di 
velocità (vertici mantenuti costanti). In sostanza, maggiore sarà la velocità del mezzo in 
cui l’onda si propaga e più aperta risulterà l’iperbole,  al contrario risulterà più chiusa 




Figura 40 Relazioni tra profondità del target e velocità di propagazione dell’onda. a) target sepolto a 
differenti profondità, il vertice cambia ma l’asintoto mantiene una posizione costante; b) differenti 
velocità di propagazione per uno stesso punto diffrattore, iperbole di riflessione più aperta e posizione 
degli asintoti variabile. 
In realtà finora è stato trattato il caso ideale di un  target puntiforme, nella realtà le 
situazioni appaiono molto più complesse a causa della presenza di un maggior numero 
di oggetti diffrattori sepolti. Assumendo inoltre un oggetto dalle dimensioni finite, 
assimilabile ad un punto è una prospettiva assolutamente irreale, poiché gli oggetti 
possono presentare svariate forme e dimensioni.  
b) Target non puntiforme 
Nei casi reali si assiste a situazioni in cui i target in esame possiedono dimensioni dello 
stesso ordine di grandezza o maggiori della lunghezza d’onda del segnale. Inoltre può 
capitare che oggetti di piccole dimensioni diano origine a riflessioni deboli spesso 
mascherate da segnali riflessi inerenti ad oggetti più grandi.  
Un altro caso da considerare è rappresentato da un target avente estensione infinita, in 
tale caso l’immagine GPR visualizzerà una forma lineare con orientamento e direzione 
dipendenti dalla superficie di discontinuità rilevata. I corpi estesi lateralmente risentono 
meno de’effetto del cono di trasmissione e sono caratterizzati da una forma più 
prossima a quella reale. In questi casi, unitamente ad una certa esperienza, è possibile 
fornire un’interpretazione sufficientemente precisa delle anomalie radar relative 
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all’osservazione delle sezioni. I riflettori finora considerati sono caratterizzati da 
superfici lisce, in realtà in natura tutte le superfici mostrano una certa rugosità. 
L’approssimazione a riflettore liscio è valida per strutture vaste e più grandi della 
lunghezza d’onda.  
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2 Applicazioni in archeologia 
2.1 Introduzione  
I metodi non invasivi di prospezione del sottosuolo hanno acquisito un’importanza 
sempre crescente nel corso degli anni, soprattutto nella salvaguardia dei beni 
archeologici. I limiti imposti dalle risorse finanziarie non permette, in molti casi, di 
realizzare scavi su aree molto estese, impedendo così la raccolta di informazioni sulle 
risorse culturali sepolte, non visibili direttamente sulla superficie.  È per questo motivo 
che la strategia degli scavi archeologici è cambiata drasticamente negli ultimi dieci anni. 
Molte volte non è assolutamente possibile scavare impedendo all’archeologo di ottenere 
informazioni con i soli metodi tradizionali. La possibilità di rivelare la presenza di 
strutture e manufatti sepolti prima di eseguire lo scavo è di grande interesse per il lavoro 
dell’archeologo: è in particolare il georadar (o GPR) ad aver conosciuto una diffusa 
popolarità per l’utilizzo in quest’ambito.  
Studi recenti legati ai metodi di esplorazione geofisica e alle tecniche di acquisizione ed 
elaborazione dei dati per l’individuazione di superfici e strutture sepolte hanno 
avvalorato le grandi potenzialità della geofisica stessa nell’aiuto offerto per la 
progettazione di eventuali scavi futuri. Uno dei metodi più recenti di esplorazione 
geofisica, è il GPR (Ground Penetrating Radar) “ il radar che penetra nel sottosuolo”. 
Questo metodo consente di ottenere informazioni di interesse archeologico, in maniera 
veloce ed accurata, consentendo un notevole risparmio di tempo e denaro. I vantaggi del 
metodo stanno nella versatilità della strumentazione, adattabile all’esecuzione di rilievi 
in ambienti e con estensioni diverse, nella possibilità di produrre sezioni continue, 
convertibili in ricostruzioni realistiche piuttosto che informazioni puntuali, e soprattutto 
nella grande precisione e risoluzione dei rilevamenti (M. Lualdi, L. Zanzi e G. Sosio, 
2004). 
Gli studi archeologici si basano, nella maggior parte dei casi, su dati estremamente 
eterogenei e di diversa attendibilità. C’è molta arbitrarietà e accidentalità nelle scoperte 
di resti archeologici, e le successive strategie di scavo sono talvolta basate su una scarsa 
conoscenza della estensione e distribuzione delle strutture del sottosuolo. Raramente 
l’area di interesse viene completamente scavata. In questo caso le prospezioni svolte 
con il GPR aiutano ad ottenere informazioni relative alla estensione e distribuzione 
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delle strutture di interesse archeologico, dalle quali è possibile estrarre i risultati ottenuti 
in corrispondenza di piccole aree scavate.  
Nei casi più sfortunati, le opere di costruzione e di urbanizzazione, possono distruggere 
irrimediabilmente interessanti strutture archeologiche. L’eccellente potere risolutivo 
offerto dal GPR, consente l’identificazione delle aree potenzialmente di interesse 
archeologico prima delle opere di urbanizzazione e consentirne così la conservazione e 
la tutela.  
2.2 Storia del GPR in archeologia 
Le prime applicazioni del GPR come tecnica geofisica di aiuto per la localizzazione di 
strutture archeologiche si hanno già nei primi anni del 20 esimo secolo in ricerche 
condotte da scienziati tedeschi (Daniels, 1996; Reynolds, 1997) che cercarono di 
brevettare tecniche per indagare oggetti sepolti di varia natura. Seguendo questi sviluppi 
iniziali, il radar fu utilizzato anche in altri ambiti, come in glaciologia (Plewes L.A. e 
Hubbard B., 2001)ed in ingegneria civile per la localizzazione di cavità, tubi, tunnel e 
miniere. Le applicazioni archeologiche e geologiche diventarono più frequenti dal 1970 
in poi (Daniel, 1996; Conyers e Goodman, 1997; Reynolds, 1997; Neal 2004). Negli 
anni successivi, parallelamente allo sviluppo della strumentazione e dei metodi di 
elaborazione dei dati, si sono moltiplicate le esperienze di utilizzo del GPR nella 
prospezione archeologica. Durante gli anni ’80 i sistemi radar divennero disponibili 
commercialmente ma non furono effettivamente utilizzati prima della metà degli 
anni’90, perché geologi sedimentari e altri vollero esplorare ampiamente la nuova 
tecnica prima di avviarla direttamente sul mercato. L’utilizzo del GPR in archeologia si 
afferma definitivamente dagli inizi degli anni ’90 come metodo di indagine utile e 
affidabile, soprattutto con lo sviluppo delle prime tecniche di elaborazione bi- e tri-
dimensionali. Durante l’ultimo decennio numerosi studi sedimentologici hanno usato il 
GPR per ricostruire paesaggi de posizionali passati e la natura di processi sedimentari al 
fine di caratterizzare serbatoi sotterranei di acqua e di idrocarburi (Neal A.,2004). 
Per tutta la fine degli anni ’80 e gli inizi degli anni ’90 il GPR è stato continuamente 
usato con successo per innumerevoli indagini archeologiche. Gli studi radar 
incominciarono ad essere molto numerosi per la ricerca archeologica alla fine degli anni 
’80 e venivano principalmente utilizzati per individuare lineamenti sepolti. 
62 
 
Una delle prime applicazioni del GPR all’archeologia venne condotta a Chaco Canyon, 
Nuovo Messico (1975), il cui scopo fu quello di scoprire la collocazione di possibili 
mura sepolte a profondità superiori al metro. Vennero così realizzati un certo numero di 
profili trasversali in quattro siti differenti, e la successiva interpretazione delle carte 
registrate in campagna concluse che le anomalie presenti su alcuni profili 
rappresentavano la posizione delle mura sepolte. 
In seguito, i sistemi GPR si sono progressivamente diffusi anche nel settore delle 
indagini non distruttive per la diagnostica degli edifici, che utilizzano frequenze più 
elevate (> 500MHz) per ottenere risoluzioni migliori (Lualdi M. e Zanzi L., 2008). 
Un’altro importante caso di applicazione del GPR in archeologa è stato lo studio di 
terreni agrari comprendenti l’area archeologica di Mont’e Prama, nella Sardegna 
Centro-Occidentale. Le indagini georadar a Monte Prama hanno avuto inizio nel Luglio 
2013 nei terreni confinanti a Nord, Ovest e Sud con quello nel quale vennero eseguiti 
gli scavi degli anni ’70 (Ranieri et al.2015).  
Nel 2014 l’indagine è stata invece rivolta proprio al terreno oggetto delle indagini 
archeologiche degli anni ‘70 al fine di verificare se vi fossero ulteriori presenze di 
reperti, non evidenziati dagli scavi precedenti, per indirizzare l’ubicazione dei nuovi 
scavi. Lo studio ha effettivamente messo in evidenza la presenza di alcuni tipi di forme 
di riflessione che si ripetono in modo molto similare in diverse zone dell’area 
investigata. 
La tecnica GPR continua ad essere in rapida evoluzione e ad ampliare notevolmente i 
possibili orizzonti applicativi. Negli ultimi 10-15 anni la tecnologia GPR ha fatto 
progressi notevoli, contribuendo al miglioramento delle potenzialità del metodo, ad 
esempio nelle procedure di indagine 3D ed il conseguente sviluppo di nuovi software 
per l’elaborazione e la restituzione di risultati tridimensionali, nuovi sistemi di 
georeferenziazione, sistemi multi-canale con array di antenne e antenne multi polari. 
D’altra parte, ci sono altri aspetti tecnologici sconosciuti sui quali si attendono nuovi 
sviluppi e maggiore competizione tra i produttori di sistemi. 
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3 Il GPR STREAM-X: strumento innovativo per indagini 
archeologiche su vasta scala 
I rilievi effettuati con il GPR consentono agli archeologi di coprire vaste aree in un 
breve periodo di tempo. In condizioni del sottosuolo estremamente favorevoli, alcuni 
sistemi radar sono in grado di penetrare fino a profondità che superano i 40 metri. È 
grazie a questo strumento che si può ottenere una copertura di una vasta superficie, con 
una densità di misure spaziali impensabili con altre tecniche geofisiche, oggi disponibile 
sul mercato e con una risoluzione eccezionale.  
Pertanto per poter indagare un’area vasta, con costi e tempi contenuti, è consigliabile 
utilizzare un sistema multicanale in grado di acquisire contemporaneamente più profili 
paralleli a distanza fissa l’uno dall’altro. L’array di antenne, che consente di effettuare 
questo tipo di configurazione, viene trascinato lungo profili paralleli sulla superficie del 
terreno, ottenendo profili bidimensionali contenenti un gran numero di riflessioni. 
L’andamento di tali riflessioni mette in evidenza la stratigrafia del sottosuolo o la 
presenza di oggetti sepolti. Se i dati vengono raccolti su profili equispaziati,  la 
correlazione e l’analisi delle riflessioni permette di costruire un’accurata immagine 
tridimensionale delle strutture sepolte e della stratigrafia ad essi associata.  
Utilizzando un comune GPR monocanale sarebbe necessario realizzare un elevato 
numero di profili, poco distanziati, per essere sicuri di rilevare i corpi anomali. Anche il 
parallelismo tra le linee viene a mancare con un’indagine di questo tipo. Ne risulta un 
rilievo frammentato che difficilmente può essere “recuperato” in fase di elaborazione, 
soprattutto se l’oggetto della ricerca ha strutture non lineari. I profili lineari condotti con 
sistemi monocanale introducono incertezze tali da equivocare l’interpretazione 
riguardanti l’orientazione e l’estensione delle strutture individuate dai profili 
bidimensionali così acquisiti.  
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4 Trattamento post-acquisizione: elaborazione standard e 
avanzata  
4.1 Introduzione  
I dati GPR, visualizzati direttamente dopo l’acquisizione contengono quello che molti 
chiamano “rumore“, il quale rende difficile l’interpretazione. Per eliminarlo e 
correggere le scale orizzontale e verticale dei dati grezzi, è necessario che essi vengano 
trattati prima dell’interpretazione. 
La procedura più semplice di trattamento prende le singole tracce (A-Scan) e le stampa 
in ordine sequenziale in modo tale da ottenere un profilo verticale bidimensionale in cui 
in ascissa viene riportata la distanza percorsa dall’antenna sulla superficie del terreno e 
in ordinata i tempi doppi di viaggio delle onde radar riflesse dagli oggetti sepolti.  
In fase di elaborazione dati la scelta delle tecniche di trattamento è del tutto personale e 
dipende soprattutto dalla qualità del dato grezzo; il processo di elaborazione risulterà 
più impegnativo se si possiede un set di dati dalle qualità scadenti. Occorre quindi 
scegliere con criterio i parametri di elaborazione, i quali non devono modificare 
eccessivamente l’originalità del dato al fine di evitare un over-processing che 
introdurrebbe, inevitabilmente, situazioni poco realistiche. In generale, appare 
opportuno operare con sequenze processing semplici ma efficaci, quindi fermarsi 
quando l’output non presenta migliorie. 
Molte operazioni del processing dei dati radar derivano dall’elaborazione digitale dei 
dati sismici. Nonostante un’apparente somiglianza, i due metodi differiscono ad 
esempio per la natura e la forma della wavelet trasmessa (più complessa nel GPR) e per 
gli effetti di dispersione ed attenuazione del segnale; mentre il segnale GPR appare più 
sensibile, i segnali sismici invece non subiscono lo stesso grado di alterazione durante la 
propagazione.  
Appare chiaro quanto sia più esteso il lavoro di processing dei dati GPR rispetto a 
quello dei dati sismici. L’obiettivo è quello di raggiungere una elaborazione quanto più 
efficiente possibile, che può essere realizzata seguendo fin dall’inizio alcune linee guida 
fondamentali (Jol H.M., 2008): 
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1. Mantenere le cose semplici: significa svolgere una buona elaborazione dei dati 
senza necessariamente spingersi oltre le operazioni base del processing; 
generalmente, la maggior parte dei dati necessita solo di un processing base, 
evidentemente perché i risultati offerti da quest’ultimo forniscono già 
interpretazioni soddisfacenti. Resta opportuna quindi la scelta di un processing 
semplice; 
2. Mantenere le cose reali: “overprocessare” i dati significa il più delle volte 
produrre artefatti nelle immagini GPR e causare una interpretazione distorta. È 
buona norma quindi evitare l’overprocessing; 
3. Capire cosa si sta facendo: capire cosa fanno i vari steps del processing sui dati 
permette di settare al meglio i parametri in modo da ottenere il risultato 
desiderato; 
4. Essere sistematici e coerenti: seguire un percorso coerente durante il processing 
dei dati ed utilizzare gli stessi parametri su dataset equivalenti conferisce 
coerenza ed armonia al lavoro che si svolge. E’ inoltre fondamentale annotare i 
dettagli di ogni operazione  soprattutto per una mole di sezioni GPR simili 
elevata. 
4.2 Sequenza di elaborazione 
Appare evidente come il dato GPR, inizialmente poco chiaro, necessiti di essere 
elaborato per rendere interpretabile il suo contenuto informativo. A tal fine sono stati 
utilizzati i programmi Gred HD e ReflexW7, mettendo a confronto sia gli operatori 
propri di ognuno che i risultati ottenuti, in termini di qualità del dato.  
La prima parte della sequenza di elaborazione, comune ai due programmi, ha inizio con 
una fase di Preprocessing che prepara il dato all’elaborazione vera e propria ed esegue 
operazioni quali Dewow e Correzione T0 seguita da un processing standard con 
l’applicazione di Gain, Background removal, Filtraggio passa banda. 
Successivamente la sequenza di elaborazione si differenzia nel contesto del Processing 
avanzato, che prevede processi di deconvoluzione, analisi delle velocità e migrazione 
tempi nel Reflex, mentre nel Gred sarà limitata al solo svolgimento delle analisi di 
velocità e migrazione tempi. 
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Nel paragrafo successivo verranno analizzate nel dettaglio le fasi di elaborazione svolte 
con il software Reflex, focalizzando l’attenzione sulle migliorie apportate al dato prima 
e dopo l’applicazione di ogni operatore. Si affronterà il discorso da un punto di vista 
teorico, spiegando il significato di ogni operatore utilizzato e giustificandolo con esempi 
di carattere pratico, attraverso applicazioni a dati reali.  
Seguirà un paragrafo sul processing di default offerto dal software Gred HD, e un 
paragrafo conclusivo dove verranno evidenziate le differenze tra i risultati ottenuti con i 
due differenti software sia in termini di qualità del dato che di tempi di lavoro.  
Nell’elenco che segue vengono elencati i principali operatori applicati ai dati del caso di 
studio:  
 Preprocessing  
1) Dewow (detrendizzazione del dato) 
2) Correzione T0 (elimina l’airwave e sincronizza i primi arrivi) 
 Processing standard  
3) Gain (recupero delle ampiezze) 
4) Background removal (rimozione degli eventi lineari ) 
5) Filtraggio passa banda (filtraggio delle frequenze e rimozione di quelle inutili) 
 Processing avanzato 
6) Deconvoluzione Spiking (concentrazione dell’energia nel dominio temporale)  
7) Deconvoluzione predittiva (rimozione delle multiple) 
8) Analisi di velocità (ricostruzione velocità media sottosuolo) 




4.3 Elaborazione mediante Reflex 
4.3.1 Preprocessing 
a) Dewow filter 
L’operazione di dewowing ha l’obiettivo di riportare i dati ad un livello medio nullo, 
eliminando il rumore a bassa frequenza (wow) del segnale che si presenta “shiftato” 
rispetto allo zero (figura 41). 
L’effetto del trend a bassa frequenza sul dato è spesso causato dalla saturazione del 
segnale registrato a seguito dei primi arrivi (air/ground wave) e/o da effetti di 
accoppiamento induttivi antenna-terreno. Il filtro viene applicato su ogni singola A-scan 
lungo il profilo. 
Affinché il filtro agisca correttamente e offra un buon risultato, è fondamentale la scelta 
ottimale dei suoi parametri. L’utente dovrà scegliere la lunghezza della finestra 
temporale, all’interno della quale sarà calcolato un valore di media mobile che sarà 
applicato ai campioni della traccia all’interno della finestra. La media trovata sarà 
successivamente sottratta al punto centrale di ogni finestra temporale (Sandmeier K.J., 
2014). 
Da un punto di vista matematico (Daniels, 2004): 
             
 
 





 An (t)= ampiezza del campione non processato 
 A’ (t)= ampiezza del campione processato 
 N = lunghezza della finestra (espressa in numero di campioni) 




Figura 41 Si osserva lo spostamento della traccia dal valor zero indicato dalla linea rossa tratteggiata. 
Il filtro suddivide l’intera traccia in più finestre temporali e per ognuna di queste calcola 
un valore medio delle ampiezze. Una regola empirica consiglia la scelta di un range 
temporale (time-window) pari ad un periodo principale: per far questo si prende il valore 
di picco della frequenza principale, dallo spettro di ampiezza del segnale, e si calcola 
l’inverso (T = 1/f). Il valore così ottenuto rappresenterà la corretta lunghezza della 
finestra temporale da utilizzare e l’effetto sarà un’omogenea distribuzione delle 
ampiezze rispetto al valore centrale, che deve mantenersi costante durante tutta la durata 




Figura 42 A-scan dopo l’applicazione del Dewow; le ampiezze risultano equamente distribuite tra i 
domini positivi e negativi. L’effetto del filtro (time-window = 6ns ) ha rimosso il drift in maniera 
soddisfacente ed ha riportato la media del segnale al valore zero. 
È fondamentale scegliere una finestra del filtro ottimale affinché questo operi con 
successo sui dati; se questo non avvenisse si avrebbero distorsioni evidenti sui risultati: 
a) lunghezza della finestra pari alla lunghezza dell’intera traccia (per esempio 
512 campioni): una lunghezza eccessiva limita l’operatività del filtro, il quale 
non potrebbe scorrere lungo la traccia e l’unico valore medio possibile, 
costante lungo l’intera traccia, non rifletterebbe la reale natura del drift che 




Figura 43 Le ampiezze della traccia non vengono omogeneamente distribuite a causa della finestra del 
filtro eccessivamente lunga (timewindow 100 ns) 
b) lunghezza della finestra unitaria: in questo caso, i valori medi trovati 
coinciderebbero con gli i-esimi campioni della traccia, che dovrebbero essere 
successivamente sottratti in corrispondenza del valore centrale (coincidente 
con il campione stesso), causando un annullamento dei valori medi a seguito 
del filtraggio. 
Appare logico applicare l’operazione di Dewow prima del T0 search, in modo da non 
perdere campioni (a seguito del troncamento per la rimozione dell’airwave) nel calcolo 
della media mobile. 
b) Correzione del T0 e troncamento 
Generalmente nei radargrammi si osserva un disallineamento dalla posizione 0 delle 
tracce in misura più o meno marcata lungo tutta la direzione di acquisizione (figura 44). 
Questo non perfetto allineamento può essere causato da fattori come deriva termica, 
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instabilità dei componenti elettronici, differenze di lunghezza nei cavi o variazioni 
dell’altezza dell’antenna dal terreno in fase di acquisizione (causate dalla rugosità della 
superficie). Appare necessario correggere questo effetto cercando di riportare lo zero di 
tutte le tracce ad una posizione comune, cioè ad un T0 comune 
 
Figura 44 Spostamento delle tracce dal punto 0 osservabile lungo tutto il radargramma; in dettaglio 
l’entità dello spostamento 
L’operazione eseguita dal filtro è chiamata move start time e si articola in due fasi: 
1) Identificazione dei primi arrivi; 
2) Troncamento delle tracce 
Per la corretta individuazione del tempo di primo arrivo è necessario identificare nella 
wiggle l’inizio della prima riflessione; in questo modo si individua il valore temporale 
da assegnare al procedimento. L’effetto risultante sarà un troncamento delle tracce (i 
campioni precedenti la prima riflessione saranno “eliminati”) con lo spostamento del 
punto di primo arrivo del segnale al valore zero. La finestra temporale d’acquisizione 
risultante, minore di quella originale, sarà pari a : 
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effective time window      =     =                         = dt     
            
dove 
 T = finestra temporale originale 
 T0 = finestra temporale dalla posizione del T0 
 nc = numero campioni della finestra temporale originale 
 nc0 = numero campioni eliminati dalla traccia 
 dt = passo di campionamento temporale 
Quando il primo arrivo coincide con lo zero della traccia originale, la finestra temporale 
effettiva e quella originale risultano coincidenti; se invece il T0 trovato è 1/10 della 
lunghezza della traccia originale, allora la finestra temporale effettiva sarà lunga il 90% 
rispetto a quella originale. In figura 45 è mostrato il risultato dopo l’applicazione 
dell’operatore di troncamento: 
 
Figura 45 Allineamento delle tracce al punto 0 con la scelta di un move start time pari a 5,6 ns. 
Di norma, il filtro lavora bene. Quando però sono presenti tracce rumorose, la 
correzione di move start time potrebbe risultare problematica, a causa della difficoltà nel 
riconoscimento della parte iniziale dell’air/ground wave. Occorre prestare attenzione 
nel garantire che la correzione del tempo zero produca risultati coerenti attraverso le 
tracce. Ciò è particolarmente vero quando si tenta di correlare riflessioni tra sezioni 
singole (Jol, 2008). 
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4.3.2 Processing standard  
Nonostante una preliminare elaborazione, i dati appaiono ancora molto “semplici” e 
possono sembrare del tutto privi di informazioni; ad esempio le riflessioni inerenti a 
strutture sepolte risultano mascherate da numerosi “ostacoli” presenti nei radargrammi, i 
quali devono essere necessariamente eliminati per renderle leggibili. 
Per raggiungere queste informazioni è necessario applicare filtri più sofisticati che 
migliorino la qualità di visualizzazione dei dati in modo da estrapolare gli aspetti più 
interessanti che aiutino l’interpretazione delle sezioni radar (Jol H.M.,2008). 
Esistono molti tipi differenti di filtri, come semplici filtri passa banda particolarmente 
efficaci per la rimozione di rumore ad alta e bassa frequenza, e filtri più sofisticati per 
eliminare problemi specifici come ringing eccessivo o spikes.  
La scelta dei filtri da applicare sui dati deve essere ponderata in funzione della qualità 
del dato disponibile anche se alcuni di essi vengono di norma utilizzati sempre 
(processing standard).  
In generale, i filtri possono essere classificati secondo due tipologie: 
 filtri temporali (1D): operano sulle singole tracce lungo i tempi e sono 
estremamente efficaci per la rimozione di frequenze di disturbo (superiori o 
inferiori) rispetto alla banda principale del segnale GPR. Essendo filtri che 
“ripuliscono” il dato, rendono visivamente migliore la sezione GPR. Quelli più 
comuni sono quelli a media semplice, mediana semplice, filtri passa alto-basso e 
passa banda (dominio della frequenza) 
 filtri spaziali (2D): operano sulle singole tracce lungo la direzione di 
acquisizione (X) e offrono buoni risultati se lavorano su dati di buona qualità, 
privi di rumore. Offrono ottimi risultati nella rimozione delle forti riflessioni 
causate dall’ airwave  e del rumore coerente dei radargrammi che si presenta 
come bande orizzontali (background removal). Tra i più usati abbiamo quelli a 
media mobile semplice, sottrazione della media, e background removal. 
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La sequenza di elaborazione standard inizierà con l’operatore gain, la cui scelta si è 
rivelata particolarmente utile per evidenziare le riflessioni di interesse; a seguire le 
operazioni di band pass e background removal. 
a) Gain 
Il guadagno è un’operazione molto importante del processing in quanto permette di 
compensare le perdite di energia della perturbazione elettromagnetica che si propaga in 
un mezzo dissipativo a seguito dei fenomeni di attenuazione (geometrical spreading, 
scattering, perdite per trasmissione, ecc..). 
Applicare un gain significa moltiplicare la traccia stessa per una funzione di guadagno. 
Questa operazione non altera il contenuto in frequenza della traccia e corregge le 
ampiezze soltanto da un punto di vista grafico, in modo che dopo la sua applicazione la 
traccia in uscita sia abbastanza omogenea nelle ampiezze su tutti i tempi (Mazzotti A., 
Stucchi E.,2009). In formule possiamo scrivere quanto segue: 
                
do e      è la traccia “guadagnata” e     è la traccia originale, G (t) è la funzione di 
guadagno. 
Il software in uso offre varie tipologie di guadagno, ognuna delle quali permette 
all’utente di modellare la forma della funzione di guadagno più opportuna in relazione 
alle specifiche esigenze.  
Quelle disponibili sono le seguenti: 
 A.G.C. Gain 
 Energy decay 
 Gain function 
 Manual gain (y) 
A.G.C. Gain (controllo automatico del guadagno) 
La tipologia di guadagno A.G.C. consente un distribuzione omogenea delle ampiezze in 
direzione Y (asse temporale) attraverso un processo di guadagno automatico applicato a 
ciascuna traccia. Le operazioni principali che caratterizzano l’A.G.C. sono le seguenti: 
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1) Si calcola per ogni traccia una finestra temporale la cui dimensione, espressa in 
nanosecondi (ns), viene scelta direttamente dall’utente e può essere costante o 
variabile. Le finestre non scorrono e non si sovrappongono. 
2) Per ciascuna finestra, il programma calcola inizialmente  un’ ampiezza media sul 
range totale di tempo per ogni traccia: 
        
   2       
 
 
3) Per ciascuna finestra viene calcolata la funzione di guadagno G (t) dal rapporto 
tra il valore di ampiezza desiderato (in genere il valore di ampiezza massimo 
della traccia Amax (Jol,H.M.,2008)) e quello medio calcolato: 
      
    
    
 
4) I valori delle funzioni di guadagno calcolati verranno interpolati dando vita ad 
una curva di guadagno che avrà lo stesso numero di campioni della traccia alla 
quale viene applicata. Automaticamente i campioni all’interno delle finestre 
temporali vengono moltiplicati tutti per lo stesso fattore di scala (Mazzotti, 
Stucchi, 2009). 
Il settaggio della finestra temporale è il passaggio preliminare nell’applicazione dell’ 
A.G.C. ed è anche quello più importante poiché determina il tipo di distribuzione di 
ampiezza. 
In figura 48 è possibile osservare l’effetto dell’applicazione di una funzione di 
guadagno di tipo A.G.C. per diverse finestre temporali: quando la dimensione della 
finestra comprende un solo campione incrementale (finestra molto piccola) significa che 
ad ogni campione temporale all’interno di una traccia viene attribuito il suo stesso 
valore di ampiezza portando ad una amplificazione in egual misura sia del segnale che 
del rumore e ad una rappresentazione disordinata degli eventi (scelta non ragionevole)  
Quando la dimensione della finestra è pari alla quella della traccia, gli impulsi di 
ampiezza maggiore tenderanno a dominare il calcolo della funzione di guadagno. Di 
76 
 
conseguenza si generano zone d’ombra che sbiadiscono alcune parti del radargramma. 
Questi effetti iniziano ad essere evidenti per finestre temporali di circa sei volte la 
lunghezza dell’ondina GPR (Jol H.M., 2009) (figura 46a) 
 
 
Figura 46 Effetti dell’applicazione dell’A.G.C. con diversi valori di lunghezza della finestra temporale. 
a) appare evidente la zona d’ombra compresa tra circa 20 e 50 ns, dovuta ad un effetto della lunghezza 
della finestra eccessiva; b) finestra temporale di lunghezza pari a circa il 16% la lunghezza totale della 
traccia (15 ns). 
L’A.G.C. si rivela una tecnica particolarmente utile per enfatizzare eventi deboli più 
profondi ma ha anche l’effetto di amplificare sia il rumore che i segnali coerenti, 
determinando una diminuzione del rapporto S/N. Questo si può osservare in figura 48b 




Purtroppo dopo l’applicazione del Gain viene automaticamente persa ogni informazione 
relativa all’ampiezza originale. Qualora il guadagno venisse applicato direttamente sui 
campioni delle tracce, e se ne alterino le ampiezze originali, queste possono essere 
ricostruite applicando alla traccia stessa la funzione di guadagno inversa (      ).   
Energy decay 
La tipologia di guadagno Energy decay corregge automaticamente le ampiezze del 
segnale applicando una curva di guadagno (in direzione y-tempo) lungo tutta la sezione; 
l’operatore procede al calcolo automatico di una curva di decadimento di ampiezza 
media di tutte le tracce costituenti il profilo radar. 
Tutti i punti della curva di decadimento vengono automaticamente moltiplicati per un 
fattore di scala. Anche questa funzione di guadagno ha l’effetto di omogeneizzare 
l’energia delle ampiezze su tutti i tempi enfatizzando in egual misura (attraverso un 
fattore di scala) i diversi valori d’ampiezza. Inevitabilmente viene amplificato il rumore 
ed i segnali coerenti (figura 47) 
 
Figura 47 Radargramma post- Energy decay. Si notano gli effetti a tendina relativi al rumore che viene 
inevitabilmente amplificato. La distribuzione di energia sembra essere abbastanza omogenea su tutti i 
tempi, anche se alcune zone risultano maggiormente amplificate. 
 Gain Function 
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Questo tipo di funzione può essere svolta sia in modo automatico (attraverso il software 
stesso che offre questa possibilità) sia in maniera del tutto personalizzata. La Gain 
Function consiste in una parte lineare ed una parte esponenziale: 
                     
con a=a’/ pulse width e b=b’*v/8.69 (v = 0.1 m/ns). 
Il parametro a’ indica la parte lineare del guadagno, mentre b’ quella esponenziale. In 
aggiunta vanno inseriti lo start time ( il programma inizia con il valore 1) e il max.gain 
che specifica il fattore di guadagno massimo che sarà moltiplicato con i dati. 
L’ampiezza dell’impulso viene presa automaticamente dalla frequenza nominale se 
data, altrimenti è determinata automaticamente dal primo arrivo (manuale Reflex) 
In seguito a varie prove, è stato scelto questo operatore di guadagno perché ha mostrato 
i risultati migliori in termini di distribuzione delle ampiezze; questo è stato possibile 
grazie alla scelta personalizzata dei parametri (lineare ed esponenziale); le precedenti 
tipologie di guadagno amplificavano le ampiezze del segnale in egual misura su tutti i 
tempi, rendendo impossibile la distinzione delle anomalie più interessanti. I risultati 
della Gain function sono mostrati in figura 48. 
 




La Manual gain è una tipologia di guadagno che consente di costruire la curva di 
guadagno manualmente. Talvolta si è dimostrata l’operazione più efficace perché è 
l’utente stesso a decidere le “dosi” giuste di guadagno da applicare alla traccia, 
osservando in parallelo la traccia wiggle (figura 49A). 
Questa tecnica consente di definire una curva di guadagno digitalizzata in direzione y 
(asse temporale, di norma) e di modellarla ai dati. I valori scelti vengono interpolati 
linearmente (figura 49B). 
 
Figura 49 A) wiggle trace, B) curva di guadagno costruita manualmente, C) radargramma guadagnato. 
b) Background removal  
Solitamente il riconoscimento delle anomalie contenute nei radargrammi può risultare 
complicato dalla presenza di un rumore che si manifesta con forti bande orizzontali 
(ringing noise). Questo disturbo può essere legato sia a fattori interni allo strumento 
(system ringing), relativamente alla vicinanza tra le antenne dove il segnale può 
rimbalzare ripetutamente, che a fattori esterni quali riflessioni prodotte da oggetti posti 
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al di sopra della superficie (surface scattering) o dalle persone che muovono l’antenna e 
che si mantengono a distanza costante dall’antenna stessa. 
L’applicazione di un filtro spaziale consente di rimuovere tale disturbo eliminando le 
sue componenti in frequenza che ricadono in quelle del segnale utile, purtroppo non 
rimovibili con il classico filtraggio passabanda. Poiché il ringing noise assume un 
andamento quasi costante per tutta la sezione GPR mentre, gli eventi riflessi mostrano 
un andamento casuale, allora il rumore di ringing può essere considerato come una 
media del rumore. Secondo questa assunzione, le bande orizzontali del ringing 
consentono di rimuovere il disturbo dalla semplice sottrazione di una traccia media. 
Questo metodo è conosciuto come background removal (Jung-Ho Kim et al, 2007). Il 
filtro esegue un processo aritmetico  molto semplice qui brevemente sintetizzato: 
 Somma tutte le ampiezze delle riflessioni che vengono registrate all’interno 
di una finestra 2D, ad uno stesso tempo e lungo tutto il profilo; 
 Divide la risultante onda digitale composita (frutto della somma di tutte le 
ampiezze ad un certo tempo) per il numero di tracce sommate e comprese 
all’interno della finestra. In questo modo si ottiene una traccia media del 
rumore di background  
 Sottrae il valore medio calcolato all’intero set di dati (cioè tutte le tracce 
componenti il radargramma)  
Nell’operazione di media vengono preservati solo gli elementi comuni a tutte le tracce 
(bande orizzontali), mentre gli eventi riflessi che tendono ad avere una distribuzione 
casuale lungo tutto il profilo radar, si elimineranno a vicenda (interferenza distruttiva). 
Il termini matematici, il filtro genera la seguente traccia filtrata (Daniels D.J., 2004): 
     
             
 
  
        
  
   
 
dove 
          (A- scan ) traccia non filtrata 
      
      traccia filtrata 
 N = numero di campioni 
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 n = ennesimo campione 
   = numero di tracce (A- scan)  
L’effetto del filtro è quello di attenuare tutti gli eventi che si distribuiscono linearmente 
lungo tutto il profilo radar. Alcuni pattern iperbolici o riflessioni precedentemente 
nascoste vengono così messi in risalto L’applicazione del filtro di background 
presuppone la conoscenza degli eventi di origine rumorosa (tipici del background) e 
delle riflessioni di interesse che possono mostrare lo stesso comportamento, lineare, 
lungo la direzione di acquisizione. 
I profili radar dell’area di studio presentano un ringing distribuito spazialmente e per 
eliminarlo è stato utilizzato il parametro whole line dal software REFLEX che ha 
consentito di calcolare la traccia media su una finestra di dimensioni pari alla larghezza 
del profilo (numero totale di A-scan) e per tutta la lunghezza in numero di campioni. La 
media è stata poi sottratta all’intero set di dati permettendo di ottenere il risultato 
mostrato in figura 50. 
Le altre tipologie di filtraggio contemplate dal software consentono di operare per parti 
sui radar grammi (es. distance range), quindi permettono di definire finestre tempo-
distanza di dimensioni consone all’estensione del livello di rumore presenti nei dati. 
 
 
Figura 50 Confronto tra i radar grammi prima (in alto) e dopo (in basso) l’applicazione del background. 
Sono state fortemente attenuate le bande orizzontali dovute all’onda in aria e messe in risalto alcune 
iperboli precedentemente occultate. Anche il ringing risulta attenuato. 
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c) Filtraggio passa banda 
Le frequenze immesse nel terreno dalle antenne radar sono comprese in una banda 
solitamente più grande della banda del segnale effettivamente utile. È opportuno quindi 
eliminare le frequenze costituenti rumore al fine di aumentare il rapporto S/N. Il 
filtraggio passabanda consente di selezionare le frequenze del segnale effettivamente 
utile  
Relativamente al filtraggio dati, sappiamo (dalla sismica) che è consigliabile operare nel 
dominio della frequenza piuttosto che nel dominio dei tempi proprio per il minor tempo 
di calcolo necessario; infatti il filtraggio nel dominio del tempo equivale ad 
un’operazione di convoluzione tra il filtro e la traccia mentre nel dominio della 
frequenza si traduce in una moltiplicazione degli spettri di ampiezza dei due termini e 
nella somma dei loro spettri di fase (Mazzotti A.,2009). 
È possibile selezionare i valori delle frequenze di taglio da impostare al filtro 
semplicemente osservando lo spettro di ampiezza del segnale acquisito; in questo modo 
saranno soppresse le componenti frequenziali indesiderate e messe in risalto quelle 
d’interesse. Una regola empirica, spesso utilizzata, prevede che la regione passante sia 
simmetrica rispetto al picco della frequenza centrale ed ampia 1.5 quest’ultimo valore 
(ad esempio, F pari a 200 MHz, banda 100-300 MHz); naturalmente è necessario 
valutare caso per caso, ricordando che la frequenza centrale di ritorno è minore di quella 
inviata (Jol H.M., 2008). 
La forma del filtro viene scelta “trapezoidale” per ottenere dei tagli dolci sulle 
frequenze; un filtro di forma “rettangolare” invece causerebbe inevitabilmente dei tagli 
netti delle alte e basse frequenze portando a fenomeni chiamati di ripple del segnale. La 
forma trapezoidale è caratterizzata da due rampe che possono essere più o meno ripide a 
seconda del valore attribuito. Più alta sarà la loro pendenza e più accentuato risulterà il 
fenomeno di ripple. Risulta importante quindi la scelta ottimale dei valori in frequenza 





Figura 51 Filtro passabanda trapezoidale, disegnato da un set di quattro frequenze principali: Fc 
frequenza centrale del filtro, F1 ed F2 rispettivamente frequenza di lower e upper cutoff (frequenze alle 
quali l’ampiezza del segnale si riduce di 2 dB), regione tra F1 ed F2 banda passante, regioni di 
transizione tra A ed F1 e B ed F2 . 
Al fine di non introdurre distorsioni, la risposta in ampiezza del filtro deve essere 
costante all’interno della banda del segnale utile mentre la risposta in fase proporzionale 
alla frequenza ( le componenti in fase vengono ritardate tutte della medesima quantità) o 
a fase zero ( nessun ritardo delle componenti del segnale). Non è stato però possibile 
conoscere la risposta in fase del filtro che dovrebbe essere tale da non introdurre 
distorsioni (come è stato dedotto dai risultati ottenuti).  
L’operazione di band pass filtering applicata ai nostri dati è stata eseguita osservando 
dapprima lo spettro di ampiezza del segnale ed individuando il picco massimo della 
frequenza centrale di ritorno del segnale registrato. In questo modo è stato possibile 
definire i “limiti” di banda utile e di conseguenza impostare le frequenze di taglio per 
eliminare le frequenze di disturbo. Come frequenza centrale è stato trovato un valore di 
circa 150 MHz contro i 200 MHz della frequenza nominale dell’antenna (figura 52) 
 
Figura 52 Spettro di ampiezza del segnale (da REFLEX). Il picco è relativo alla frequenza centrale di 
ritorno del segnale 
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Seguendo la regola empirica per il calcolo della banda passante le due frequenze di 
taglio ideali sono uguali a: 
Banda passante                    
Lower cutoff  7    
   
 
         
Upper cutoff  7   
   
 
        
In realtà è stata utilizzata una frequenza di Lower cutoff pari a 86 MHz ed una frequenza 
di Upper cutoff maggiore di quella ideale, pari a 300 MHz, per non perdere troppe 
informazioni ad alte frequenze (relative ai target superficiali). Il risultato di tale 
operazione può essere osservato in figura 53 a,b) 
a) 
b) 
Figura 53a) radargramma prima dell’applicazione di un filtro passa banda; b) stesso radargramma 
filtrato delle frequenze di disturbo, l’effetto è un’immagine più nitida che conferma il successo del filtro. 
Dal confronto tra i due profili si nota come il secondo appaia più attenuato dal rumore, dimostrando un 
migliore rapporto S/N.  
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Se invece avessimo scelto dei limiti di banda diversi ed una forma del filtro con fianchi 
più ripidi, avremmo inevitabilmente osservato un fenomeno di ringing diffuso (Figura 
54) 
 
Figura 54 Evidente effetto di ripple dell’ondina sia in sezione che sulla A-Scan. I valori delle frequenze di 
taglio sono stati selezionati di proposito per meglio evidenziare il fenomeno di ripple.  
In generale i filtri possono essere applicati prima o dopo le funzioni di guadagno ma se 
applicati successivamente allora l’effetto del guadagno sulle ampiezze e sul contenuto 
spettrale dei dati deve necessariamente essere compreso prima (Jol,2008). 
4.3.3 Processing avanzato 
L’obiettivo principale è quello di aumentare la risoluzione degli eventi, ovvero di render 
distinguibili le varie riflessioni da altri segnali vicini. L’operazione che permette di 
raggiungere tale obiettivo è chiamata deconvoluzione e rappresenta una tecnica di 
“filtraggio inverso” digitale. 
Essa consente di rimuovere, dalle tracce registrate, gli effetti filtranti operati dal terreno 
e/o della strumentazione che alterano inevitabilmente la forma originale dell’ondina 
causando una scarsa risoluzione del dato. Gli effetti filtranti che la deconvoluzione si 
occupa di eliminare sono per lo più l’azione che il terreno non elastico opera 
sull’impulso della sorgente, le riflessioni multiple e le riflessioni “fantasma”, dovute 
alla presenza di una zona di discontinuità posta al di sopra della sorgente (es. 
l’interfaccia acqua/aria).  
Poiché la deconvoluzione può essere pensata come l’operazione inversa della 
convoluzione, è opportuno riprendere le assunzioni fatte per il modello convoluzionale. 
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Una traccia radar viene considerata come un insieme di “ondine” derivanti 
dall’interazione della perturbazione prodotta dalla sorgente con il mezzo nel quale essa 
si propaga e con le apparecchiature di registrazione. L’operazione che consente di 
rappresentare la traccia radar è la convoluzione (figura 55), descritta dalla nota 
equazione:  
xt = wt * et + nt 
 
Figura 55 Convoluzione tra la traccia di riflettività e l’ondina sorgente 
dove: 
xt = traccia registrata al tempo t; 
wt = ondina emessa dalla sorgente; 
et = traccia di riflettività, costituita dalla serie dei coefficienti di riflessione; 
nt = rumore casuale (noise) 
Assumendo la componente nt nulla o trascurabile e invertendo l’operazione di 
convoluzione, otteniamo il modello deconvoluzionale, espresso dalla seguente 
relazione:  
         
   
La convoluzione della traccia radar      con l’operatore inverso    
    darà come 
risultato la traccia dei coefficienti di riflessione     . Per risolvere l’equazione bisogna 
conoscere wt (l’ondina sorgente) dalla quale ricavare il filtro inverso   
  . Fin’ora 
l’unica quantità nota è la traccia registrata sul ricevitore   , mentre l’ondina sorgente wt 
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, assieme alla serie dei coefficienti di riflessione    ed al rumore casuale nt risultano 
incognite. Per poter risolvere l’equazione del modello deconvoluzionale è necessario 
assumere nulla o trascurabile la componente rumorosa nt e considerare nota l’ondina 
sorgente (stimata grazie ad un approccio deterministico
1
). È altrettanto importante 
tenere in considerazione le assunzioni cardine del modello convoluzionale: 
 strati piani e paralleli;  
 velocità costante all’interno degli strati;  
 onde incidenti perpendicolarmente sulle interfacce;  
 stazionarietà dell’ondina: mantenimento delle caratteristiche medie dell’ondina 
sorgente lungo la traiettoria di propagazione, si trascurano pertanto i fenomeni 
di assorbimento e smorzamento in modo tale che l’ondina si presenterà uguale a 
se stessa di fronte a ciascuna interfaccia.  
Il calcolo dell’operatore inverso viene svolto attraverso il metodo del filtraggio inverso 
ai minimi quadrati (Filtro Ottimo di Wiener-Levinson) che consente di ottenere risultati 
molto soddisfacenti utilizzando filtri di lunghezza finita, decisa a priori dall’utente, 
paragonabile a quelli dell’ondina di input. 
Il modello su cui si basa il processo di filtraggio consiste in un segnale di input   , un 
segnale di output desiderato zt ed un segnale di output reale yt ; il filtro incognito ft è 
ottenuto minimizzando lo squarto quadratico tra l’output desiderato e l’output reale, 
ossia rendendo minima una funzione errore I sulla base unicamente del segnale di input 
e del segnale di output desiderato. Il procedimento è schematizzato in figura 56 
                                                 
1
 Approccio deterministico: l’ondina di propagazione wt  viene misurata direttamente durante 
l’esperimento oppure calcolata sulla base delle caratteristiche specifiche della sorgente e delle condizioni 
fisiche circostanti la stessa (pressione, temperatura, salinità, ecc) oppure determinata su certi tipi di dati ( 





Figura 56 Diagramma a blocchi rappresentante il modello del filtraggio inverso ai minimi quadrati (da 
Mazzotti A., Stucchi E. 2009) 
Ai nostri dati sono stati applicati due modelli deconvoluzionli, uno finalizzato a 
comprimere l’ondina incrementando la risoluzione verticale del dato (deconvoluzione 
spiking), l’altro utilizzato per eliminare le riflessioni multiple (deconvoluzione 
predittiva). Seguirà una descrizione teorica dei metodi di deconvoluzione applicati e 
saranno presentati gli esempi relativi all’applicazione dei filtri deconvoluzionali sui dati 
acquisiti in campagna.  
a) Deconvoluzione spiking 
La deconvoluzione spiking ha lo scopo di trasformare ogni ondina appartenente ad una 
traccia in uno spike (ondina di Dirac) ed ottenere così la serie dei coefficienti di 
riflessione et. L’effetto ottenuto dall’applicazione della deconvoluzione spiking consiste 
in una sezione ad alta risoluzione temporale della traccia acquisita; in pratica viene 
eliminato l’effetto dovuto all’onda sorgente a seguito di una compressione temporale 
della forma d’onda che corrisponde ad un allargamento dello spettro di ampiezza del 
segnale nel dominio frequenze (Yilmaz, 2001). In relazione al modello del filtraggio 
inverso ai minimi quadrati risulterà che l’output desiderato zt coincida con et. e 
l’impianto matematico per stimare la funzione filtro sarà lo stesso.  
Poiché l’operatore di deconvoluzione  ha uno spettro di ampiezza approssimativamente 
inverso allo spettro di ampiezza del segnale di input, se questo possiede ampiezze nulle 
per determinate frequenze, nello spettro di ampiezza dell’operatore, per quelle stesse 
frequenze, si avranno ampiezze infinite. Per conferire stabilità all’operatore di 
89 
 
deconvoluzione si aggiunge allo spettro di ampiezza del segnale di input una 
percentuale di rumore bianco: tale operazione si chiama prewhitening e consiste nel 
“truccare il segnale” aggiungendo nella diagonale della matrice di autocorrelazione il 
rumore bianco. Non è così immediato ricavare la risposta impulsiva del suolo et perché 
la funzione di trasferimento dell’antenna   
   può presentare dei valori nulli in 
corrispondenza dei quali la risposta del suolo non è definita e i dati ottenuti dalla 
deconvoluzione non hanno alcuna relazione con la risposta del suolo.  
Resta ancora da determinare lo spettro di fase dell’ondina sorgente che può essere 
ricavato dal suo spettro di ampiezza; è possibile trovare, tra l’insieme di onde 
caratterizzate dallo stesso spettro di ampiezza, quella particolare ondina caratterizzata 
da una fase minima (attraverso la trasformata Z). 
L’operazione di deconvoluzione spiking quindi arricchisce in frequenze lo spettro delle 
ondine risultanti (smussa lo spettro di ampiezza) ma può anche introdurre nella traccia 
deconvoluta alte frequenze relative a noise di fondo che pertanto riducono il rapporto 
S/N.A tale problema si può rimediare applicando un filtro passa banda dopo la 
deconvoluzione. 
Il software utilizzato durante il processing consente questo tipo di filtraggio 
selezionando il parametro “filter spectrum”, attraverso il quale lo spettro di ampiezza 
della traccia de convoluta sarà in scala con lo spettro di ampiezza della traccia non 
deconvoluta. I risultati ottenuti sono mostrati nelle figure seguenti (figura 57 a,b,c) 
La sezione deconvoluta mostra le ampiezze delle riflessioni più strette in tempi (forte 




Figura 57 Applicazione della deconvoluzione spiking e confronto tra i radar grammi: a) radargramma 
prima dell’operazione spiking; b) è evidente la notevole quantità di rumore a causa della presenza di 
frequenze esterne alla banda d’interesse in seguito all’operazione di spiking; c) la sezione appare più 
nitida dopo l’applicazione di un filtraggio passabanda (filter spectrum) ed a più alta risoluzione rispetto 






b) Deconvoluzione Predittiva 
L’operazione che ha consentito di rimuovere le multiple dai dati è stata la 
deconvoluzione predittiva, la cui efficacia è stata confermata in sede di processing. 
Attraverso l’analisi predittiva è stato possibile riconoscere quegli eventi che si 
ripetevano ciclicamente nei radar grammi, quali ad esempio le riflessioni multiple. Le 
basi teoriche sulle quali si fonda la deconvoluzione predittiva sono le stesse sulle quali 
si basa la deconvoluzione spiking, ad eccezione della costruzione del filtro inverso ed in 
particolare, come vedremo, nella scelta dei parametri legati alla deconvoluzione. 
La deconvoluzione predittiva utilizza anch’essa l’impianto matematico del filtraggio 
inverso ai minimi quadrati, con la sola differenza nell’output desiderato, rappresentato 
dal segnale di input avanzato nel tempo di una quantità α , ossia         . Si vuole 
quindi determinare un filtro, detto operatore di predizione, che predica quelle 
componenti della traccia che hanno caratteristiche di ripetitività, quali ad esempio le 
riflessioni multiple. L’operatore di predizione per una distanza generica α viene 
comunemente determinato col metodo dei minimi quadrati minimizzando l’errore 
quadratico medio di predizione. 
Avendo quindi calcolato l’operatore di predizione kt  e avendolo convoluto con la 
traccia di input xt si ottiene la traccia di output      che rappresenta la stima ottima 
delle componenti predicibili della traccia xt ovvero, in generale delle riverberazioni o 
della stessa ondina di propagazione: 




Dall’operatore di predizione kt  è possibile ricavare il corrispondente operatore di 
predizione degli errori at, ovvero quell’operatore che stima le componenti non 
predicibili della traccia di input (riflessioni primarie). La convoluzione di tale operatore 
con la traccia xt fornisce la traccia deconvoluta (traccia priva degli eventi ripetitivi), 
ossia la serie degli errori di predizione εt   






È importante richiamare l’attenzione sulla distanza di predizione α, poichè la scelta 
ottimale del suo valore consente di decidere la porzione di energia predicibile da 
eliminare: se fosse posta uguale al tempo doppio di propagazione della multipla, la serie 
dei coefficienti di predizione corrisponderebbe alla traccia contenente solamente le 
ondine corrispondenti alle riflessioni primarie, ossia le ondine wt private della porzione 
dovuta alla riverberazione. Risulta quindi molto vantaggioso utilizzare operatori di 
predizione degli errori in quanto si può avere un facile controllo sia sulla risoluzione 
tramite una scelta appropriata di α che ,tramite la scelta della lunghezza della finestra 
filtro, quindi sulla larghezza della finestra di funzione di autocorrelazione da eliminare. 
La deconvoluzione predittiva risulta efficace se la distanza di predizione è breve, cioè 
per riflessioni multiple di breve periodo. Quelle a lungo periodo invece la 
deconvoluzione predittiva non riesce a rimuoverle.  
In fase di elaborazione dati il software REFLEX ha consentito di agire con successo alla 
rimozione delle multiple attraverso il settaggio di alcuni importanti parametri, qui di 
seguito elencati: 
 Finestra d’applicazione: il range su cui si applica l’autocorrelazione al dato (nel 
REFLEX autocorrelazione start-autocorrelazione end rispettivamente,) 
 Distanza di predizione α: il ritardo prima della multipla o della riverberazione da 
eliminare (parametro lag); per sopprimere le multiple, in genere, si sceglie un 
lag corrispondente al tempo doppio di propagazione della multipla  
 Lunghezza dell’operatore inverso: rappresenta la lunghezza del filtro (parametro 
filter length), normalmente deve essere più piccola o uguale al range 
dell’autocorrelazione  
I risultati dell’operazione di deconvoluzione predittiva sono mostrati nelle figure in 




Figura 58 In alto a sinistra, radargramma non de convoluto in cui sono evidente le riflessioni multiple. A 
destra, stessa sezione deconvoluta. 
c) Analisi di velocità 
L’analisi di velocità consiste nel ricostruire l’andamento di velocità delle onde 
elettromagnetiche del sottosuolo al fine di ricostruire le reali profondità dei target 
sepolti (migrazione di kirchoff). La stima delle velocità nel sottosuolo viene effettuata 
da un’attenta analisi delle iperboli di diffrazione presenti nei radar grammi. Il 
procedimento, chiamato hyperbola shape analysis, consiste nel trovare l’iperbole che 
meglio fitta i dati reali, attraverso il matching di una funzione di iperbola sintetica di 
velocità su una iperbole di riflessione reale. Il best fitting tra le due si realizza 
gradualmente identificando il vertice dell’iperbole di diffrazione e si cerca di adattare 
l‘iperbole sintetica fino alla migliore sovrapposizione delle due curve (figura 59). 
L’efficacia del metodo si ottiene estendendo l’analisi delle iperboli a profondità 
differenti ma non sempre questo è possibile a causa dello scarso contenuto di iperboli 
lungo i profili. L’ampiezza dei rami di iperbole è legata al valore di velocità dell’onda 
nel terreno, per cui ad un’iperbole aperta corrisponde una elevata velocità di 
propagazione mentre ad un’iperbole stretta corrisponde una minore velocità di 





Figura 59 Procedimento di best fitting tra l’iperbola sintetica e quella reale applicata ai dati  
d) Migrazione di Kirchhoff 
La sequenza processing si conclude con il processo di migrazione (migrazione di 
kirchoff) volto a migliorare la risoluzione delle sezioni e sviluppare immagini più 
realistiche da un punto di vista spaziale. La tecnica di migrazione consiste nel 
focalizzare e collassare le iperboli di diffrazione fino a ridurle alle dimensioni del punto, 
posto nel sottosuolo, che le ha generate (punto sorgente) (Conyers e Goodman, 2007). Il 
processo di migrazione ha anche l’effetto di posizionare correttamente l’inclinazione dei 
riflettori (Figura 60). 
L’efficacia della migrazione dipenderà dall’accuratezza con cui si è stato calcolato il 
profilo di velocità durante il procedimento di hyperbola shape analysis. Il processo di 
migrazione avrà successo nel caso in cui la stima di velocità verrà eseguita 
correttamente e l’effetto risultante sarà un collasso delle iperboli, le quali ricadranno in 





Figura 60 Principi metodologici base della migrazione: l’energia diffratta/scatterata viene collassata 
indietro al punto sorgente mentre l’angolo di inclinazione reale dei riflettori pendenti viene ripristinata.  
Nel caso in cui il matching tra l’iperbola sintetica e quella reale venisse effettuata in 
maniera errata il processo di migrazione porterebbe ad artefatti sulle sezioni radar (ad 
esempio gli smiley up e smiley down che compaiono quando si utilizzano 
rispettivamente velocità maggiori o minori di quelle reali). (Figura 61) 
Nella figura 62(a,b) sono mostrati i risultati ottenuti in seguito all’operazione di 





Figura 61 a) Dato non migrato; b) dato sovra migrato
 
; c) dato sotto migrato; d) dato migrato 
correttamente (l’energia delle iperboli viene concentrata in un’area in corrispondenza del punto sorgente 







Figura 62 Nelle due immagini ‘a’ e ‘b’ appartenenti a casi differenti le sezioni non migrate e quelle 
migrate sono riportate rispettivamente nei radargrammi superiori e in quelli inferiori. Le aree in rosso 
evidenziano le principali iperboli. 
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4.4 Elaborazione tramite Macro (Gred HD) 
L’elaborazione tramite Gred HD consente un trattamento del dato più semplice rispetto 
al trattamento ottenuto dal Reflex ma non per questo va sminuita la sua importanza. 
Infatti esso offre la possibilità di elaborare una vasta mole di dati in tempi molto brevi 
semplicemente applicando sequenze di elaborazione standard chiamate “macro” 
disponibili di default nel software di elaborazione. L’applicazione di queste ai dati 
riduce fortemente i tempi di processing permettendo di ottenere immagini del sottosuolo 
affidabili in tempi rapidi (quasi real-time).  
In campo archeologico è pertanto possibile fornire informazioni attendibili sulla 
distribuzione spaziale delle principali anomalie già entro poche ore dall’acquisizione dei 
dati, con conseguente ottimizzazione dei tempi e costi di scavo. Per contro, le 
informazioni relative alle profondità delle anomalie risultano poco affidabili in questa 
fase di processing veloce a causa della mancanza dell’analisi di velocità, non 
implementabile nell’automazione dell’elaborazione mediante macro. 
Pertanto, per ottenere dati correttamente elaborati in tutti gli aspetti, è necessario 
procedere con l’elaborazione passo-passo dei dati, parametrizzando correttamente ogni 
operatore, con conseguente allungamento (notevole) dei tempi di processing. 
L’elaborazione tramite Gred HD ha inizio con la georeferenziazione dei dati e consiste 
nel calcolare la posizione delle singole tracce (A-Scan) e dei singoli dipoli (antenne) 




Figura 63: Schermata del software di elaborazione: a sinistra, il settaggio dei parametri per la 
georeferenziazione; a destra, mappa GPS ( in particolare i pallini verdi indicano i punti GPS registrati e 
le linee gialle identificano il centro antenna) 
La traccia GPS di figura 63 rappresenta la posizione corretta di ogni strisciata. Conclusa 
la fase di georeferenziazione si procede con l’applicazione della “macro” ai dati 
acquisiti. La sequenza di elaborazione mediante macro si articola in alcuni semplici step 
qui di seguito elencati: 
 Band pass filtering (tipo FIR) 
 Soil sample (correzione T0) 
 Subtract mean (background removal) 
 Gain (di tipo smooth) 
 Migrazione 
Come si può notare, nell’elaborazione standard del Gred HD non sono previsti né il 
Dewow e né l’operatore di deconvoluzione, quest’ultimo non disponibile neppure per 
l’elaborazione manuale. Inoltre la possibilità di modificare la macro standard, 
adattandola alle esigenze specifiche, risulta limitata dalla scarsa disponibilità di 
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operatori e dalla loro ridotta possibilità di parametrizzazione (ad esempio l’operatore 
Dewow non consente alcun tipo di controllo sui parametri). 
La mancanza di un operatore di deconvoluzione si fa particolarmente sentire in presenza 
di multiple, che non sono quindi rimovibili neanche con l’elaborazione manuale. 
4.5 Confronto dei risultati 
In questa parte conclusiva sono riassunti i principali vantaggi e svantaggi caratterizzanti 
entrambe le sequenze di elaborazione utilizzate nel presente lavoro: 
 
Sequenza Processing Gred HD 
 
Vantaggi Svantaggi 
Possibilità di elaborare una vasta mole 
di dati in tempi molto brevi attraverso 
l’utilizzo di Macro. 
Scarsa disponibilità di operatori e ridotta 
possibilità di parametrizzazione degli 
stessi. 
Fornisce informazioni attendibili sulla 
distribuzione spaziale delle principali 
anomalie già entro poche ore 
dall’acquisizione dei dati. 
Scarsa affidabilità della profondità delle 
anomalie in seguito all’applicazione di 





Sequenza Processing Reflex 
 
Vantaggi  Svantaggi 
Vasta scelta degli algoritmi di calcolo 
per diversi tipi di operatore 
Tempi processing notevoli 
Possibilità di implementare 
manualmente i valori ottimali dei diversi 
operatori 




Fornisce immagini a più alta risoluzione 
in seguito all’applicazione della 
deconvoluzione spiking 
 
Restituisce immagini pulite dalle 
riflessioni multiple, eliminabili 
attraverso la deconvoluzione predittiva 
 
Buona affidabilità delle profondità delle 




Di seguito è mostrato un confronto tra due radargrammi ottenuti dalle sequenze 
processing tramite Gred HD e tramite Reflex, in cui si osserva la buona attenuazione 
delle riflessioni multiple nella sezione in uscita dall’elaborazione con il Reflex. (figura 
64) 
 
Figura 64 In alto, radargramma relativo all’Area A ottenuto dalla Macro del Gred HD in cui non è stato 
possibile eliminare né attenuare le riflessioni multiple per l’impossibilità di implementare manualmente 
un’operatore deconvoluzionale;in basso, stesso radargramma in uscita dall’elaborazione con Reflex 




5 Time slice  
Il principale obiettivo in una prospezione archeologica è quello di identificare le 
anomalie relative alle riflessioni prodotte dai target sepolti, cercando di ricostruirne la 
forma, la dimensione, la profondità e la stratigrafia, e ottenere quindi una 
interpretazione del sottosuolo. Il modo migliore di mostrare queste informazioni è 
mediante l’utilizzo delle Timeslices, ossia mappe 2D che rappresentano la distribuzione 
dei valori di ampiezza del segnale GPR ad un determinato tempo. 
Quindi le timeslices costituiscono piani isotemporali creati attraverso la connessione 
delle riflessioni registrate nei singoli radargrammi attraverso opportune tecniche di 
interpolazione. In particolare ogni singola timeslice sarà il risultato di una operazione di 
stack effettuata su una determinata finestra temporale. Questa tecnica di visualizzazione 
è particolarmente utile in campo archeologico in quanto permette un riconoscimento 
rapido delle geometrie delle strutture sepolte a diverse profondità.  
Uno degli effetti principali della mappatura delle ampiezze è l’attenuazione del 
background noise. Appare chiaro come le sezioni isotemporali siano parallele al tipico 
rumore a bande orizzontali caratteristico del background, smorzando conseguentemente 
il rumore incoerente. In questo senso l’operazione di costruzione delle timeslices agisce 
come un filtro. 
Le timeslices rappresentano la fase conclusiva del processing, la loro qualità determina 
l’attendibilità e l’accuratezza dell’interpretazione finale. 
Per la loro rappresentazione è necessario passare attraverso alcuni processi di 
interpolazione per la creazione della mesh necessaria al fine di poterle generare. Tra gli 
algoritmi di calcolo più utilizzati vi è certamente il kriging, il quale per una corretta 
parametrizzazione necessita della preliminare realizzazione di un semivariogramma. 
La generazione della mesh non è comunque l’unico passaggio che richiede una accurata 
valutazione dei parametri. Infatti sono previste anche la scelta dei parametri da 
utilizzare per lo stack e la dimensione della finestra temporale sulla quale operare il 
calcolo della timeslice. 
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In generale le fasi principali per la costruzione delle timeslices, nel caso dell’utilizzo del 
kriging come algoritmo di calcolo, possono essere brevemente riassunte nei seguenti 
punti: 
1. Calcolo del Semi Variogramma 
2. Calcolo della mesh mediante kriging 
3. Scelta della finestra temporale  
4. Scelta dei parametri di stack  
Per la realizzazione pratica delle timeslices è stato utilizzato il software Surfer che 
consente di utilizzare sia l’algoritmo di kriging che il necessario semivariogramma. 
5.1 Semi-Variogramma  
Per poter correttamente parametrizzare l’algoritmo di kriging è necessario 
preliminarmente eseguire il calcolo di un semivariogramma, ossia un grafico 
rappresentativo del grado di correlazione spaziale dei punti misurati posti a distanza 
crescente, in cui in ascisse è rappresentata la distanza (lag distance) e in ordinata il loro 
valore di semivarianza (figura 65) 
L’analisi dei parametri che descrivono il semivariogramma è essenziale nel processo di 
calcolo svolto dal kriging, il quale utilizza proprio questi parametri per calcolare il 
valore ai nodi della mesh.  
Il modello teorico, scelto tra una serie di funzioni matematiche, viene adattato al trend 
sperimentale dei dati. Il calcolo del modello teorico consiste nel trovare la curva di 
regressione lineare che minimizza la funzione errore, cioè rendendo minimo l’errore tra 
il valore misurato e quello calcolato. 
I parametri essenziali che descrivono un semivariogramma sono i seguenti: 
 Nugget: costituisce la parte non spiegata della semivarianza, imputabile alla 
variabilità casuale (errori di laboratorio, errori strumentali) e alla variabilità 
spaziale presente a distanza minore di quella dei siti campionati. 
 Sill: descrive il livello di variabilità spaziale, cioè quella porzione di varianza 
che si osserva in funzione della distanza. Fornisce anche una precisa indicazione 
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riguardo alla distanza di massima correlazione delle misure sperimentali oltre la 
quale esse possono considerarsi statisticamente indipendenti. 
 Range: distanza massima alla quale si osserva correlazione spaziale 
 Scale: è la differenza tra Sill e Nugget , e se questa varrà zero allora Scale e Sill 
coincideranno 
 
Figura 65 Semivariogramma sintetico e parametri caratteristici. 
La parte più importante del semivariogramma è la sua forma nei pressi dell’origine 
poiché ai punti più vicini verrà dato un peso maggiore durante l’interpolazione. 
Nel nostro caso è stato ottenuto il seguente semivariogramma sperimentale (figura 66) 
da un campione di dati acquisito nell’area di San Salvatore di Sinis. 
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Figura 66 Semivariogramma sperimentale ottenuto dalla combinazione di due tipi di curva 
(esponenziale, lineare) assieme all’effetto nugget. . 
In generale, le fasi principali di modellizzazione di un semivariogramma sono riassunte 
nell’immagine di figura 67  
Figura 67 Step del Modelling di un variogramma: a) posizionamento di punti; b) variogramma a nuvola 





5.2  Tecniche di interpolazione  
La tecnica dell’interpolazione spaziale si rivela particolarmente utile nei casi di 
sottocampionamento, cioè nei punti in cui una determinata grandezza non è stata 
misurata. L’interpolazione spaziale  assegna i valori, della variabile in esame, nei punti 
dove la grandezza non è stata stimata, consentendo di andare al di là di Nyquist. Essa 
fornisce informazioni aggiuntive e garantisce contemporaneamente una buona copertura 
del dato.  
Il risultato dell’interpolazione spaziale è una superficie che rappresenta i valori assunti 
dalla grandezza nello spazio (figura 68) 
 
Figura 68 Dati i punti P1, P2, P3, P4 e P5, in cui la grandezza V è stata direttamente misurata ed è quindi 
nota, il processo di interpolazione permette di stimare il valore approssimato di V nel punto Px. 
Le metodologie di interpolazione possibili vengono di seguito elencate: 
 Metodi esatti: sono in grado di stimare il valore misurato quando nodo della 
griglia e punto di misura coincidono (Triangulation with Linear Interpolation, 
Natural Neighbor, Nearest Neighbor, Inverse Distance to a Power, Kriging, 
ecc.); 
 Metodi approssimati: non sono in grado di stimare il valore misurato quando 
nodo della griglia e punto di misura coincidono (Moving Average, Inverse 
Distance to a Power, Kriging, ecc.); 
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 Metodi Locali: predicono un valore facendo uso di un insieme limitato di punti 
circostanti; 
 Metodi Globali: fanno uso di tutti i punti campionati per predire ciascun valore 
(Polynomial Regression); 
 Metodi Deterministici: la stima avviene a partire dai punti misurati 
essenzialmente sulla base di un criterio di similarità. Le interpolazioni vengono 
condotte senza considerare l’errore che viene commesso (Triangulation with 
Linear Interpolation, Moving Average, Inverse Distance to a Power, ecc); 
 Metodi geostatistici : considerano le proprietà statistiche dei punti misurati e si 
basano sulla misura dell’autocorrelazione spaziale. È possibile ottenere una 
stima dell’errore commesso nell’interpolazione (Kriging). 
La scelta, tra quelle disponibili, è ricaduta sul metodo di interpolazione locale 
geostatistico Kriging che, secondo gli autori (Isaaks and Srivastava, 1989) fornisce la 
migliore risoluzione per lo sviluppo di Timeslices per applicazioni archeologiche. 
5.2.1 Kriging  
Solitamente i dati registrati in campagna presentano una distribuzione irregolare che 
spesso si traduce in una carenza localizzata di dati tale da generare gap all’interno delle 
mappe. Appare chiaro quanto sia importante avere una copertura omogenea dei dati per 
poter stimare al meglio l’andamento delle ampiezze del segnale GPR nel sottosuolo. 
L’utilizzo di tecniche di interpolazione aiuta a compensare la mancanza di dati in 
corrispondenza dei gap, nei quali verrà ricalcolato un nuovo valore. Tra i vari algoritmi 
di interpolazione, il Kriging è conosciuto come il metodo di interpolazione più flessibile 
e versatile, capace di adattarsi a tutte le tipologie di dati ed alle loro probabili 
anisotropie spaziali. 
L’algoritmo utilizza il metodo di regressione lineare per calcolare i valori incogniti di 
una variabile, minimizzando l’errore quadratico medio tra il valore misurato e quello 
calcolato. L’operazione di stima del valore incognito della variabile Z si basa su una 
media lineare pesata dei dati osservati in un intorno del punto s0, secondo l’equazione:  
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dove    sono costanti incognite chiamate ponderatori (pesi). 
I pesi    sono attribuiti in base alla distribuzione spaziale dei dati misurati, ovvero alla 
loro distanza dal punto incognito (nodo della mesh). La correlazione spaziale dei dati 
viene fornita dal semivariogramma sperimentale di figura 66 
5.2.2 Gridding 
Il primo passo per la realizzazione pratica di una timeslice è la costruzione di una mesh 
regolare costituita da celle elementari di uguali dimensioni ai cui nodi vengono 
assegnati i valori della variabile mediante l’algoritmo di kriging, questo procedimento 
nel software utilizzato (Surfer) viene definito “gridding”. 
Il processo di Gridding crea una mesh ortogonale ai cui nodi, che sono distribuiti in 
modo equidistante nelle due direzioni, vengono attribuiti i valori calcolati mediante il 
kriging (figura 69) 
 
Figura 69 A sinistra, valori distribuiti irregolarmente nello spazio all’interno di un’area; a destra, dopo 
il processo di gridding, l’area è ricoperta da una mesh regolare ai cui nodi vengono attribuiti i valori 
calcolati mediante il kriging. 
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Esso opera realizzando una mesh, o grid, regolare i cui nodi sono definiti da una terna di 
valori X,Y,Z, consistente in una coppia di coordinate spaziali ed un valore Z della 
variabile (ampiezza). L’area in esame viene quindi divisa in una griglia, costituita da 
celle elementari tutte delle stesse dimensioni e adiacenti l’una all’altra i cui vertici 
vengono definiti “nodi” (figura 70) 
 
Figura 70 Grid composto da 5 righe e 5 colonne di uguali dimensioni, le cui intersezioni definiscono aree 
quadrangolari chiamate celle elementari (in arancione) e i cui vertici sono chiamati nodi (in celeste). 
La geometria del Grid, che definisce i limiti e la densità della griglia, deve essere 
impostata (fig.71) in funzione della spaziatura iniziale dei dati misurati, della 
risoluzione del metodo di indagine utilizzato e infine della risoluzione grafica che si 
vuole ottenere. 
Sono state effettuate svariate prove per scegliere i parametri che definissero al meglio la 
geometria della cella elementare partendo dalla spaziatura media iniziale dei dati 
misurati. 
Poiché i dati acquisiti dallo Stream-X nel sito di San Salvatore presentavano una 





Figura 71 La parentesi in alto mostra il settaggio per la scelta dei dati di input per la creazione del Grid, 
mentre la freccia evidenzia l’algoritmo di interpolazione utilizzato e la parentesi in basso indica i 
parametri che definiscono la geometria della griglia; 
Una volta determinati i parametri geometrici della mesh si procede con la 
valorizzazione dei suoi nodi mediante l’algoritmo di kriging. 
I pesi vengono attribuiti in base alle relazioni spaziali dei valori misurati 
(semivariogramma sperimentale). Il punto non misurato è rappresentato dai nodi del 
Grid, mentre i valori misurati sono i valori di ampiezza. I valori ai nodi del grid sono 
assegnati calcolando un raggio di ricerca in direzione X ed Y (search) che deve essere 
opportunamente valutato.  
Le dimensioni dei raggi definiscono l’area dove avviene la ricerca e queste devono 
essere parametrizzate al meglio per garantire una copertura totale dei dati ed evitare 
zone vuote nelle timeslice. In generale, l’area di ricerca può essere di tipo circolare, 
ellittica, quadrata o rettangolare: se il raggio di ricerca sarà uguale in entrambe le 
direzioni (X,Y) allora la ricerca produrrà aree circolari o quadrate (figura 72) mentre se i 





Figura 72 L’immagine a sinistra mostra un’area di ricerca rettangolare in cui il raggio di ricerca 
minimo si calcola attraverso il teorema di Pitagora, mentre l’immagine di destra mostra un’area di 
ricerca ellittica in cui il raggio di ricerca minimo coincide con i raggi di ricerca in direzione x e y. 
Raggi di ricerca maggiori prenderanno in considerazione valori distanti dal nodo 
considerato, mentre raggi di ricerca minori prenderanno valori ricadenti nelle immediate 
vicinanze del nodo stesso. I punti noti ricadenti all’interno dell’area di ricerca avranno 
una influenza maggiore dei punti noti al di fuori dell’area di ricerca, i quali non 
vengono evidentemente presi in considerazione nei calcoli. 
Talvolta, durante il processo di interpolazione spaziale nasce l’esigenza di definire 
direzioni di maggiore o minore correlazione tra i punti (i processi fisici che danno luogo 
ai fenomeni naturali agiscono spesso secondo direzioni preferenziali). Questo si traduce 
nella necessità di attribuire ai punti misurati lungo una determinata direzione 
preferenziale un peso maggiore nella stima del valore al nodo della griglia. Il peso 
maggiore viene attribuito attraverso un’ellissi di anisotropia. Nella stima al nodo della 
griglia avranno più peso i punti di misura ricadenti entro l’ellissi di anisotropia. 
Il software, utilizzato per i calcoli (Surfer 12) permette di controllare i punti da prendere 
in considerazione durante l’interpolazione, attraverso le opzioni di Search, che indicano 
al software come e dove cercare i punti da utilizzare durante il calcolo del valore al nodo 




Figura 73 Finestra di settaggio dei parametri di ricerca (search) 
Alcune prove effettuate modificando i parametri di Search hanno mostrato importanti 
differenze nella visualizzazione delle Timeslice. (si veda paragrafo 5.5.2). Bisogna 
sempre trovare un buon compromesso tra scelta ottimale della dimensione dei raggi e 
risoluzione dell’immagine.  
5.3 Scelta dello spessore della finestra temporale 
Per ottenere una buona leggibilità nelle timeslices è necessario scegliere uno spessore 
tale da compensare sia le variazioni locali della velocità dell’onda EM nel materiale 
ricoprente le anomalie e sia le variazioni di inclinazione dei target rispetto alla 
superficie. Lo spessore è definito da una finestra temporale. 
Ma, poiché le operazioni di interpolazione finora descritte si attuano su punti giacenti su 
un piano, è necessario ridurre la nube di punti contenuta nella finestra temporale ad un 
unico piano. Pertanto nel descrivere correttamente le anomalie presenti su una timeslice 
queste non dovranno essere riferite ad una profondità esatta ma ad un intervallo di 
profondità. 
In linea generale si osservano due casi limite: 
113 
 
 Spessore pari al numero di campioni della traccia (singola Timeslice); 
 Nessuno spessore (una timeslice individuale per ogni campione temporale). 
Nel primo caso verrà necessariamente costruita una singola timeslice. In questo caso si 
avrà una forte riduzione di informazione in quanto per ogni nodo della griglia verrà 
rappresentato un solo valore, perdendo così informazioni su eventuali anomalie 
sovrapposte. 
Nel secondo caso, opposto al primo, l’informazione sarebbe si rappresentativa della 
distribuzione delle ampiezza a profondità esattamente definite ma la continuità della 
geometria delle anomalie potrebbe essere pesantemente condizionata. 
Al fine di meglio consentire la leggibilità dell’andamento delle anomalie con la 
profondità può essere utile una sovrapposizione parziale delle finestre temporali di due 
timeslices consecutive presentino. 
5.4 Scelta dei parametri di stack  
Nella realizzazione delle Timeslice è importante determinare in che modo i campioni 
temporali all’interno della finestra di calcolo vengano “ridotti” su un unico piano. A tal 
fine si calcola il valore di ampiezza da attribuire al campione centrale di ogni finestra 
temporale scelta. Questo valore può essere definito in diversi modi:  
 Valore massimo di ampiezza assoluta (Sandameier K.J.,2014) 
o Assumendo il valore massimo di ampiezza assoluta come parametro 
fondamentale nella costruzione delle timeslice viene necessariamente 
alterato il segno nel caso di valori negativi e vengono evidenziati i 
diversi valori di ampiezza tra le varie slices a profondità diverse.  
 Somma del valore reale delle ampiezze (Sandameier K.J.,2014) 
o La somma del valore reale delle ampiezze, seppur rappresentando 
fedelmente i valori registrati, potrebbe fornire pochi contrasti di 
ampiezza tra le varie mappe; si avrebbe un’interferenza distruttiva tra i 
valori di ampiezza distribuiti nei domini positivi/negativi all’interno 
della finestra di calcolo. 
 Media dei quadrati delle ampiezze (Jol H.M., 2009; Novo A. 2012) 
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o Il valore quadratico medio fornisce valori di ampiezza esclusivamente 
positivi, altera modulo e segno, ed enfatizza le riflessioni più intense, 
riconducibili con ogni probabilità, alle superfici di contatto tra target e 
contesto geologico. Ampiezze minori, relative a rumore random, 
verranno attenuate. Questo valore attribuito alle Timeslices evidenzierà i 
“dislivelli di ampiezza” alle varie profondità, e consentirà di riconoscere 
le anomalie più interessanti rispetto ai valori circostanti. 
 Somma delle ampiezze assolute (Sandameier K.J.,2014) 
o La somma delle ampiezze assolute rappresenta valori di ampiezza 
positivi e questa tipologia di somma altera esclusivamente il segno. Tutti 
i valori che originariamente erano negativi, sono modificati in positivo 
per l’effetto del valore assoluto applicato. La scelta di questo parametro 
fornisce un discreto contrasto tra le anomalie di ampiezze  
In tabella 2 sono riassunti i valori utilizzati nella realizzazione delle Timeslice, 
rappresentativi delle varie fasi di lavoro appena descritte: 
Tabella 2 
Parametro Valore 
Spessore Slices  
(numero di campioni) 
22 campioni 
Sovrapposizione Slices 50% 
 
 
Parametri di ampiezza 
Valore massimo di ampiezza 
assoluta, Somma del valore 
reale delle ampiezze, Media 
dei quadrati delle ampiezze, 
Somma delle ampiezze 
assolute 
Metodo di interpolazione Kriging 
Regione di ricerca Circolare 
5.5 Confronto delle timeslices ottenute con diversi parametri  
La parte conclusiva di questo capitolo focalizzerà l’attenzione sui risultati ottenuti in 
seguito alla costruzione delle Timeslices e sui diversi parametri utilizzati per definirle. 
In particolare verranno confrontati i diversi valori di ampiezza utilizzati e l’effetto che 
questi presentano sulle mappe. Inoltre saranno mostrate le differenze, in termini di 
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risoluzione, a seguito della variazione della geometria del Grid (dimensione cella) e del 
raggio di ricerca, parametri cardine dell’operazione di Gridding. Allo scopo di 
verificare le differenze apportate al dato dalla scelta dei diversi parametri, verranno 
riportate solo le timeslices più significative. 
5.5.1 Differenze nella visualizzazione del dato per valori di ampiezza diversi 
Come già descritto, l’utilizzo di differenti parametri di ampiezza nel processo di “stack” 
delle timeslice produce un risultato unico in termini di qualità nella visualizzazione del 
dato. Per meglio evidenziarne le singolarità saranno messe a confronto, in un’unica 
immagine, le varie timeslice ognuna rappresentativa di uno specifico valore di ampiezza 
(figura 74) 
 
Figura 74 Confronto tra le timeslice ad una profondità di 0.30 m ed i relativi valori di ampiezza utilizzati 
per la loro costruzione: a) valore massimo assoluto,  b) media dei quadrati, c) somma dei valori assoluti 
e d) somma dei valori reali. 
L’immagine che sembrerebbe offrire il miglior contenuto informativo è quella relativa 
alla timeslice rappresentata dal valore massimo assoluto (figura 74a). In essa si 
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distinguono discretamente le varie anomalie che appaiono in risalto rispetto al 
background di fondo. Il valore di ampiezza massimo assoluto, ricordiamo, altera il 
segno per quelle riflessioni aventi polarità negativa, riportandole ad un valore positivo. 
A parità di segno, i valori di riflessione più alti spiccheranno rispetto a quelli più bassi e 
verranno così evidenziati i contrasti di ampiezze che aiuteranno a distinguere le 
anomalie più interessanti. Il risultato ottenuto confermerebbe l’efficacia del parametro 
d’ampiezza scelto. 
L’immagine più scadente da un punto di vista visivo risulta, indubbiamente, la timeslice 
definita dalla somma dei valori reali (figura 74d) perché è caratterizzata da pochi 
contrasti di ampiezza. Questo effetto è dovuto all’interferenza distruttiva che si genera 
in seguito alla somma dei valori di ampiezza distribuiti nei domini positivi/negativi 
all’interno del range temporale di calcolo. Nonostante sia fornita una rappresentazione 
fedele dei valori registrati, questa sembra non essere la scelta consigliata per gli scarsi 
risultati riportati da un punto di vista qualitativo della visualizzazione del dato. Questo 
parametro consente di ottenere pochi contrasti di ampiezza e rende difficoltosa quindi 
l’interpretazione.  
Per quanto riguarda le altre immagini invece non si evidenziano differenze significative 
nel tipo di visualizzazione. Probabilmente la timeslice definita dal valore quadratico 
medio mostra un maggior contrasto di ampiezza dovuto all’effetto del quadrato che 
enfatizza le riflessioni più alte, ponendole in risalto rispetto alle anomali circostanti. Le 
ampiezze minori, relative a rumore random, verranno invece attenuate.  
5.5.2 Confronto delle timeslices ottenute da variazioni della geometria di Gridding 
La parte conclusiva di questo capitolo analizzerà il processo di kriging alla base della 
generazione delle Timeslice. In particolare saranno evidenziati gli effetti risultanti dalla 
variazione della geometria del Grid (dimensione cella e raggio di ricerca) rappresentanti 
i parametri cardine dell’operazione di Gridding mediante kriging (a parità di 
variogramma).  
Al fine di verificare la bontà del processo di interpolazione sono stati calcolati i valori 
residui per ciascuna timeslice ottenuta, determinando l’errore in corrispondenza di ogni 
punto tra il valore del dato misurato e quello del dato calcolato. Per ogni combinazione 
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di dimensione della cella e raggio di ricerca utilizzato è stata quindi calcolata la media 
degli errori (espressa in percentuale) e la loro deviazione standard. Al di là di una mera 
valutazione visiva della resa grafica dei risultati ottenuti con diversi parametri della 
geometria di gridding, la valutazione delle differenze (errori) tra il valore del dato 
misurato è quello calcolato nello stesso punto è l’unica strada che consente di valutare 
la qualità del processo di gridding e l’affidabilità del prodotto finale (timeslice). In linea 
di massima gli errori più bassi si troveranno per i punti ubicati in prossimità dei nodi 
della griglia calcolata, mentre essi aumenteranno man mano che ci si allontana dagli 
stessi. 
La figura 75 mostra il confronto tra le Timeslices relative a 0.30 m di profondità, 
ottenute con un raggio di ricerca di 20 cm e dimensione delle celle rispettivamente di: 5, 
12 e 24 cm. 
Nonostante che, da un punto di vista visivo, la mappa più leggibile risulti quella relativa 
alla cella di 12 cm, in cui le anomalie di interesse appaiono definite e ben riconoscibili, 
l’errore più basso, al quale corrisponde anche il valore di deviazione standard migliore, 
è quello corrispondente alla cella di dimensioni 5 cm.  
La mappa corrispondente ad una dimensione della cella di 24 cm risulta essere la 
peggiore sia dal punto di vista visivo che dell’errore calcolato. 
In tabella 3 sono riportati gli errori percentuali medi e la deviazione standard per ogni 
coppia di combinazioni di raggio/dimensione cella. 
Tabella 3 
Raggio (cm) Dim. cella (cm)   % DevStd 
20 24 24,5 18.3 
20 12 18,5 13.8 








Le timeslice riportate in figura 76, relative sempre alla stessa profondità di 0.30 m, sono 
state ottenute con le stesse dimensioni delle celle (5, 12 e 24 cm) ma con un raggio di 
ricerca di 40 cm.  
Appare evidente come le mappe inizino ad apparire più sgranate e mal definite rispetto 
alle precedenti, questo effetto è dovuto all’aumento del raggio di ricerca. Nonostante la 
scarsa risoluzione caratterizzante ciascuna immagine, la slice più leggibile risulta quella 
ottenuta con le celle di 5 cm e la peggiore sempre quella calcolata con una dimensione 
della griglia di 24 cm. Aumentando il  raggio vengono inglobati all’interno dell’area di 
rierca più valori su cui fare la media e di conseguenza verranno riempite maggiormente 
le aree in cui non sono presenti punti di misura, dando come effetto una mappa più 
vasta. 
In questo caso la valutazione visiva della qualità delle timeslices è congrua con i 
risultati dell’analisi degli errori, sebbene le differenze (degli errori) siano meno 
accentuate rispetto al caso precedente, come si può vedere dalla tabella 4. 
Tabella 4 
Raggio (cm) Dim. cella (cm)   % DevStd 
40 24 24,6 18.4 
40 12 21,9 16.1 








Le ultime timeslice analizzate mostrano i risultati peggiori in termini sia di grafica che 
di errore calcolato. Sono state realizzate con un raggio di ricerca di 80 cm mantenendo 
sempre le stesse dimensioni delle celle utilizzate nei casi precedenti. Gli errori 
corrispondenti sono mostrati nella tabella seguente, mentre nella figura 77 sono 
riportate le timeslices ottenute. 
Raggio (cm) Dim. cella (cm)   % DevStd 
80 24 24.6 18.4 
80 12 22,9 17.0 








L’errore più basso si riscontra sempre per una cella di dimensioni pari a 5 cm, mentre 
quello maggiore sempre per celle di 24 cm. 
Complessivamente, tra le varie combinazioni di raggio/dimensione cella utilizzate, le 
timeslices ottenute con celle di dimensioni di 5 cm risultano essere sempre quelle con il 
minor errore tra dato calcolato e dato misurato. 
L’utilizzo di celle molto piccole ha però il difetto di aumentare considerevolmente il 
numero di nodi da calcolare e, inoltre, in alcuni casi può causare uno smoothing 
accentuato che tende a mascherare le anomalie più piccole. Tenendo quindi in 
considerazione anche i tempi di calcolo necessari ad elaborare le griglie e poiché, come 
si è potuto vedere nelle tre tabelle comparative precedenti, la differenza negli errori 
relativi a celle di 5 e 12 cm è minima, si è optato per l’utilizzo nel gridding di celle di 12 
cm. 
Sulla base della tabella 5 si è quindi potuto verificare che l’errore minimo, per celle di 
12 cm, si ottiene con un raggio di ricerca di 20 cm ed è pari al 18,5%. L’errore più 
basso in assoluto è pari al 18,4% ed è relativo alla combinazione di raggio di ricerca di 
20 cm e celle di 5 cm. Come si vede la differenza è veramente esigua e pertanto appare 
più che giustificata la scelta di procedere nell’elaborazione con l’uso di celle di 12 cm a 
vantaggio di tempi computazionali decisamente minori.  
Tabella 5 
Raggio (cm) Dim. cella (cm)   % DevStd 
80 12 22.9 17.0 
40 12 21.9 16.1 
20 12 18.5 13.8 
5.5.3 Confronto delle Timeslices ottenute dal Gred e dal Reflex /Surfer 
Come già detto, la Timeslice rappresenta il prodotto finale del processing e costituisce 
un importante strumento di analisi interpretativa del sottosuolo; per questo motivo si 
cerca di ottimizzarne la qualità, derivante in larga parte da una buona raccolta stessa dei 
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dati. Per la loro realizzazione sono state seguite diverse fasi di lavoro, dalla scelta dei 
parametri di stack alle tecniche di interpolazione utilizzate nel processo di gridding.  
Nella figura sottostante verranno confrontate le Timeslice ottenute dal GRED HD 
mediante un’elaborazione di base e quelle ottenute dal Reflex con una elaborazione 
avanzata e realizzate mediante il programma Surfer 12. Nelle successive figure di 
esempio (figura 78a,b,c,d) ogni timeslice è riferita al tempo di 3 ns (tempi doppi, 
equivalente alla profondità di 0.30 m considerando una velocità media di riferimento di 
10 cm/ns) ed è stata realizzata estraendo il valore massimo dell’ampiezza del segnale su 
una finestra temporale di 3 ns (0.30 m) compresa quindi tra 1,5 e 4,5 ns (0.15-0.45 m).  
 
Figura 78 a 
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Figura 78 Confronto tra le Timeslice ottenute dal Gred HD (figure a,c) e quelle ottenute dal 
Reflex/Surfer (figure b,d) per due differenti aree relative alla prospezione eseguita presso San Salvatore 
di Sinis. 
È immediato notare come le timeslices ottenute dalla sequenza processing del Gred HD 
mostrino immagini più dettagliate e definite, in cui sono ben evidenti i contrasti tra le 
varie anomalie ed il background di fondo. Al contrario le timeslices ottenute tramite il 
Surfer presentano una minore definizione delle anomalie. Ad ogni modo, le timeslices 
ottenute nei quattro casi risultano tutte interessanti da un punto di vista interpretativo in 




6 Caso di studio: San Salvatore di Sinis, Cabras (Oristano) 
6.1 Collocazione geografica e contesto geologico - tettonico 
L’area del Sinis è ubicata nel settore Centro-Occidentale della piana del Campidano, a 
Nord del Golfo di Oristano (figura 79). In particolare, la località di San Salvatore 
poggia su una piana quaternaria affiorante tra la laguna di Mistras a Est e le colline del 
Sinis a Ovest. Il settore Sud-Est è caratterizzato da affioramenti di arenaria che furono 
utilizzati come cave fin dall’età antica (A.Donati et Al,1992). 
 
Figura 79 Ubicazione dell’area di studio. Immagine da satellite 
Il Sinis mostra una morfologia ondulata nella parte Centro-Meridionale che delinea, alla 
quota media di 50/60 m s.l.m., un altopiano costituito da litotipi calcarei e marnosi; la 
quota massima, di 93 m.s.l.m., è situata sul bordo di un limitato «plateau» basaltico di 
debole spessore che occupa parzialmente il settore Sud-Orientale (S.Carboni et.Al, 
2002). Nel settore Centro-Meridionale l’altopiano termina verso est con una scarpata 
relativamente acclive, mentre verso ovest declina gradualmente fino alla linea di costa, 
prevalentemente bassa e sabbiosa alternata a dei bassi promontori rocciosi. Il settore 
settentrionale, al contrario, è caratterizzato da una linea di costa conformata 
prevalentemente in falesie; diversamente la porzione più interna bassa, regolarmente 
pianeggiante, è sede di alcune estese aree lagunari o stagnali, la cui alimentazione è 
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sostanzialmente legata al regime pluviometrico e conseguente al livello di una falda 
superficiale (S.Carboni et.Al, 2002).  
La configurazione geologica e morfologica del Sinis appare strettamente condizionata 
dagli eventi che hanno coinvolto la microplacca Sardo-Corsa a partire dall’Oligocene 
Medio-Aquitaniano, con le fasi di rifting Oligo-Mioceniche nel contesto dell’ampio e 
complesso sistema di rifts che ha interessato il Mediterraneo occidentale e, 
successivamente, con la rotazione antioraria avvenuta nel corso del Burdigaliano.  
In questo contesto il Sinis rappresenta il tratto settentrionale, ora emerso, del bacino 
Oligo-Miocenico Centro-Occidentale limitato dai blocchi paleozoici di Mal di Ventre e 
del Sulcis e i cui sedimenti si mostrano, nel complesso, relativamente di più giovane età 
rispetto a quelli degli altri bacini del Rift Sardo, sia nelle sue porzioni localizzate nel 
Margine continentale attuale sia nella porzione attualmente emersa. 
Il blocco paleozoico centro-occidentale , di natura granitica, costituisce con tali litotipi 
il basamento del Sinis. Vulcaniti andesitiche appartenenti al ciclo calco-alcalino pre-
serravalliano, sono presenti in affioramento nel Sinis e contribuiscono a costituirne la 
struttura di basamento pre-miocenico, così come recentemente proposto anche sulla 
base dell’interpretazione di dati sismostratigrafici e aeromagnetici. Questo vulcanismo, 
così come la formazione di bacini epicontinentali e pericontinentali, furono la 
conseguenza di un ampio sistema trastensivo che ha influenzato la Sardegna 
Occidentale, così come tutta l’area Mediterranea Occiedentale (S.Fais et Al, 1996) 
In alcuni settori del Rift Sardo, successivamente a locali brevi emersioni si manifesta, a 
partire dal Serravalliano Superiore-Tortoniano, una trasgressione marina che nel Sinis 
perdura fino al Messiniano inferiore. Durante questa fase trasgressiva si depone una 
successione marnoso-calcarea di piattaforma che assume progressivamente carattere 
lagunare tendente al continentale marcando, in tal modo, le fasi iniziali dell’ampia 
generalizzata regressione messiniana nel Mediterraneo. 
Successivamente alla deposizione di unità sedimentarie trasgressive del Pliocene 
Inferiore, il generale sollevamento degli horst preesistenti determina una fase erosiva, 
favorendo nel Sinis un parziale smantellamento delle unità messiniane. L’Horst del 
Sinis così delineatosi è interrotto da un sistema di faglie, ad andamento N-S, che ribassa 
l’area del Campidano di Oristano e che rappresenta la porzione settentrionale del 
Graben del Campidano. L’Horst del Sinis appare basculato verso ovest e la successione 
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sedimentaria miocenica che lo costituisce prosegue nella piattaforma continentale, 
colmando un half graben impostato durante una fase tettonica di carattere estensionale 
post-burdigaliana precedente la deposizione delle unità mioceniche del Sinis. Questa 
depressione è chiusa ad ovest dal blocco strutturale di Maldiventre, che emerge con i 
graniti paleozoici dell’omonima isola. 
Dall’osservazione della carta Geologica Progetto Carg è stato possibile estrarre la 
stratigrafia (figura 80) dell’area di studio descrivendo i vari depositi che la ricoprono, 
dai più recenti (visibili) ai più antichi. L’area di San Salvatore è attualmente ricoperta 
per larga parte da depositi antropici di età Olocenica (Quaternario) sui quali si 
osservano in particolare materiali di riporto (utilizzati per la realizzazione di 
riempimenti e rilevati, non assimilabili per caratteristiche geologiche e stratigrafiche al 
terreno in situ) e aree bonificate, talvolta con frammenti di materiale archeologico (resti 
di pasto, ceramiche, manufatti litici) (h1r). Lo spessore massimo è pari a 5m. Questi 
depositi poggiano su coltri eluvio- alluvionali, principalmente costituiti detriti immersi 
in matrice sabbioso-siltosa, talora con intercalazioni di suoli più o meno evoluti (b2). Lo 
spessore osservabile è fino a 3m. Si osservano lingue di depositi alluvionali che 
sembrano tagliare trasversalmente i depositi antropici appena citati: essi si compongono 
di sabbie quarzose e limi (bb).  
I depositi Pleistocenici, di età più antica, costituiscono la base dei depositi quaternari 
descritti sopra. Sono caratterizzati da conglomerati e arenarie litorali, calcareniti e limi 
lagunari. Lo spessore massimo in affioramento è circa 6m. Alla loro sommità si 











Figura 80 b. Legenda delle principali litologie affioranti nell’area in esame (Dettaglio della Carta 
Geologica d’Italia  :50 000 – Foglio 528 Oristano, Progetto CARG). 
6.2 Inquadramento storico-archeologico 
La penisola del Sinis si separa dall’ampio stagno di Cabras e si estende verso Sud nella 
Punta di Capo San Marco; anticamente essa consisteva in un territorio pianeggiante 
deserto e pittoresco, caratterizzato da dune, acquitrini ed infestato dalla malaria, entro il 
quale si stabilì  la prosperosa colonia fenicia di Tharros.  
In questa Penisola, ad Ovest del centro abitato di Cabras, sorge il villaggio di San 
Salvatore nel quale si svolge una festa popolare durante la prima settimana di settembre 
(l’inizio dell’anno secondo il calendario agricolo) che accoglie pastori, pescatori, 
contadini provenienti dai paesi limitrofi, i quali pernottano nelle casette costituenti il 
centro abitato, dette cumbessìas
2
, ma durante l’intero anno restano disabitate (D. Levi, 
                                                 
2
 Cumbessìas: abitazioni che hanno assunto nel tempo la funzione di ospitare i novenanti nel periodo che 
precede la festa annuale ed anche gli agricoltori  che avevano bisogno di un appoggio durante il periodo 
della semina, in autunno, e durante il periodo della raccolta, in estate. 
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1949); ciò lo identifica come centro religioso temporaneo. Al centro del villaggio sorge 
un’omonima chiesetta del XVII sec. entro la quale si trova un Ipogeo Pagano, al quale si 
accede attraverso una lunga scalinata ubicata immediatamente sotto la pavimentazione 
della chiesa. La pianta dell’Ipogeo, costruita attorno ad un pozzo d’acqua ritenuta 
salutifera (F.Barreca, 1948) e attorno a quale si sviluppano una serie di ambienti, 
attribuisce al monumento un carattere singolare, unico in Sardegna (figura 81) 
 
Figura 81 Planimetria della chiesa sovrapposta a quella dell’ipogeo  
La presenza di centri Neolitici lungo le rive della laguna del Sinis ed il ritrovamento di 
numerosi strumenti in ossidiana e selce testimonia come questo territorio fosse 
densamente popolato. 
L’assenza di ulteriori scavi non ha potuto confermare le varie fasi culturali prenuragiche 
nell’area di San Salvatore ma la presenza della civiltà nuragica è documentata sia 
all’interno dell’ipogeo sia dalla presenza di due nuraghi circostanti il villaggio: il primo 
nuraghe è sito a m 150 ad Est di San Salvatore (monotorre in blocchi poliedrici di 
basalto); il secondo, il Nuraghe Leporada, è sito a m 200 Nord-Est da San Salvatore 
(quadrilobato, realizzato attraverso l’utilizzo di grandi blocchi di basalto provenienti 
dalle colline occidentali del Sinis). I due nuraghi sono documentati all’età del Bronzo 
Recente (XIV secolo a.C.). Si presume la prosecuzione dell’insediamento nuragico nel 
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Bronzo Finale e nella prima metà del Ferro per il ritrovamento di un’ascia a tagli 
ortogonali in bronzo e un bacile in calcare. 
Alla fine del VI secolo a.C. il villaggio di San Salvatore fu conquistato dai Cartaginesi e 
quindi assoggettato alla diretta amministrazione punica (A. Donati et Al, 1992).  
Nel 238-237 a.C. l’isola venne conquistata dai Romani e continuò a mantenere il ruolo 
di risorsa cerealicola (F. Barreca, 1984) posseduto durante la precedente colonizzazione 
Punica; ciò fu confermato dal ritrovamento di un granaio nel 1983, durante i lavori di 
ricostruzione di una delle casette del villaggio di San Salvatore, la cui funzionalità è 
stata assicurata dal ritrovamento di un’ingente quantità di grano e orzo carbonizzati 
(probabilmente in seguito ad un incendio). 
È inoltre importante la posizione della località di San Salvatore nell’ambito della 
viabilità: infatti essa si trova a circa Km 5,7 Nord da Tharros, punto in cui è presente 
una biforcazione costituita dalla via che porta da Tharros ad Othoca (S. Giusta) e della 
via che porta da Tharros e Cornus (S. Architettu-Cuglieri). È presumibile che in 
corrispondenza del bivio stradale ci fosse un luogo di sosta, chiamato statio, la cui 
presenza parrebbe confermata da alcuni elementi relativi all’età imperiale: il santuario 
ipogenico stesso, la struttura termale di Domus ‘e Cubas (un edificio distrutto ma di cui 
si è conservato il pavimento in mosaico geometrico policromo), l’area di Necropoli ed 
una figlina individuata dai notevoli scarti di lavorazione di laterizi (Zucca R.,) 
L’area di San Salvatore andò a spopolarsi gradualmente per lasciare il posto ai centri 
dell’entroterra ma gli edifici di culto rimasero in piedi fino al XVII secolo, epoca in cui 
venne costruita la chiesa al di sopra del santuario sotterraneo che fu lungamente 
sfruttata per il culto cristiano nonostante le sue origini pagane.  
Il villaggio di San Salvatore costituisce dunque il tipico esempio di centro religioso 
temporaneo analogo a molti altri presenti in Sardegna (ad esempio San Michele di 
Ghilarza, N.S. del Rimedio di Orosei etc.); tutti questi presentano le caratteristiche 
casette che compongono l’abitato (le cumbessìas). Queste sono disposte in modo da 
formare un ampio quadrilatero racchiudente la vasta piazza dove sorse l’antica chiesa. 
Ivi si recano esclusivamente i Cabraresi e a differenza di quanto si era verificato 
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nell’antichità, oggi è completamente spopolata. Solo qualche casa è abitata tutto l’anno 
e per questo motivo il complesso rappresenta un centro temporaneo a prevalente 
funzione agricola di origine religiosa e costituisce il centro temporaneo più importante 
della Sardegna, essendo formato da un numero non inferiore di 130 casette (A. Mori, 
1951-52) 
6.3 Metodo di lavoro 
L’area di studio (figura 82) è stata indagata utilizzando un dispositivo multicanale 
chiamato STREAM X (Subsurface Tomography Radar Equipment Assets Mapping) 
prodotto dall’IDS di Pisa (figura 84) Si tratta di un georadar multicanale utilizzato per 
prospezione archeologica di larga scala, in grado di acquisire contemporaneamente più 
profili paralleli a distanza fissa l’uno dall’altro. È  composto da 16 antenne orientate 
parallelamente tra loro e rispetto alla direzione di acquisizione, distanziate di 12 cm e 
operanti ad una frequenza centrale di 200MHz e polarizzazione lineare verticale (EV 
mode).  
Il complesso è costituito da due array di 8 antenne ciascuno interconnessi fra loro a 
formare un unico array nel quale 8 antenne funzionano come trasmittenti, intervallate da 
altrettante antenne riceventi. Poiché l’impulso generato da ciascuna antenna trasmittente 
viene simultaneamente registrato dalle due antenne riceventi adiacenti alla trasmittente, 
nel complesso vengono registrati contemporaneamente 15 profili GPR (figura 82) 
 
Figura 82 Disegno schematico del sistema di acquisizione dello Stream-X. TX1-8 = antenne trasmittenti, 
RX1-8 = antenne riceventi, Ch1-15 = canali dati. (Ranieri et al., Trogu A., 2014). 
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Essendo progettato per lavorare su aree vaste il dispositivo viene abbinato ad un GPS 
differenziale che ha consentito la georeferenziazione di tutte le misure in tempo reale e 
il raggiungimento della migliore copertura possibile dell’area relativamente alla sua 
conformazione superficiale. Inoltre un dispositivo elettronico usato per misurare le 
distanze lungo la linea di acquisizione, chiamato “doppler”, completa il sistema.. Esso 
svolge contemporaneamente la funzione di misurare la distanza percorsa e di pilotare il 
GPR, interrompendo la registrazione a dispositivo fermo. Nell’auto che traina lo 
STREAM X è alloggiato un monitor nel quale è possibile osservare in tempo reale i 
punti coperti dal GPS e che le linee effettuate siano parallele (figura 83 ) 
 
Figura 83Mappa dei profili GPS  
Considerando l’involucro protettivo delle antenne e il supporto, munito di ruote, che 
alloggia le antenne stesse, la larghezza complessiva del dispositivo è di 2,40 m per una 
lunghezza in senso di marcia di 92cm. Si tratta certamente di un dispositivo 
ingombrante e pesante che deve necessariamente essere trainato da un veicolo al quale 
viene connesso attraverso un gancio per il traino. Un verricello consente di sollevare da 
terra tutto l’apparato delle antenne durante i trasferimenti e le manovre. Nel complesso 
l’array di antenne è in grado di coprire, con un unico passaggio, una fascia utile larga 





Figura 84 STREAM X trainato da fuoristrada 
Nell’auto che traina è allocato il monitor di controllo in tempo reale del percorso che il 
sistema segue e delle sezioni del sottosuolo con le anomalie presenti. Soluzioni simili 
consentono di impiegare un singolo operatore per le indagini GPR senza aver bisogno di 
personale aggiuntivo. 
Le indagini georadar effettuate a San Salvatore di Sinis si sono concentrate 
prevalentemente nel mese di Febbraio 2015 e sono state completate con alcune 
prospezioni avvenute nei mesi successivi (Marzo,Aprile,Luglio). L’impiego del 
georadar STREAM X ha consentito di registrare 2865 profili radar su un'area di 3.700 
m
2
 (figura 86) in un range di acquisizione del segnale riflesso di 100 ns (in andata e 
ritorno) che ha consentito di raggiungere una profondità di indagine massima di circa 4 
m. L’utilizzo dello STREAM X è stato particolarmente utile per ridurre i tempi di 
registrazione; basti pensare al grado di copertura che l’array di antenne garantisce con 
un unico passaggio. Questa situazione non sarebbe stata certamente possibile con il 
classico sistema trascinato a mano, dove la copertura della stessa area avrebbe 
necessariamente richiesto tempi di misura maggiori e molte difficoltà nel processing dei 
dati. 
In alcune aree la presenza di ostacoli, naturali e antropici (alberi, affioramenti rocciosi, 
pozzi), ha limitato l’operatività dello strumento e si è proceduto con lo stesso georadar 
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manovrato a mano e composto di una singola batteria (7 canali). Inoltre, per problemi 
tecnici di usura di alcuni canali dello STREAM X (attualmente in assistenza) non si è 
potuto registrare l’area sottostante la piazzetta della Chiesa, in cui è attestata da fonti 
archivistiche la presenza di altre strutture archeologiche adiacenti all’ipogeo e non 
collegate ad esso (figura 85).  
 
 
Figura 85 Planimetria Ipogeo con identificazione dell’ingombro della piazzetta retrostante la chiesa 
(evidenziata in celeste) e strutture archeologiche adiacenti (strutture murarie laterali). In rosa, perimetro 
della precedente piazzetta. 
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Le performance offerte dal sistema multicanale sono decisamente migliori rispetto a 
quelle offerte dal sistema monostatico e i vantaggi nell’utilizzo di questo strumento 
possono essere qui brevemente riassunti:  
 Indagare aree vaste in tempi rapidi 
 Riduzione dei tempi di misura in campagna grazie al GPS  
 Alta risoluzione orizzontale e verticale 
 Aliasing spaziale ridotta 
 
Fig. 86 – La linea in rosso delimita l’area indagata 
6.4 Settaggio preliminare dei parametri di acquisizione 
La fase di acquisizione prevede il settaggio di diversi parametri, la cui scelta deve essere 
eseguita in maniera ottimale e tale da ottenere una buona registrazione dei dati. Per 
quanto riguarda la scelta dello scan/interval, questo è stato impostato ogni 5 cm circa; 
vale a dire che ogni 5 cm viene generata una traccia (A-Scan).  
La finestra temporale dell’antenna di ricezione è stata impostata con un valore tale da 
compensare i tempi di arrivo differenti registrati dai vari canali dello strumento. 
Pertanto è stato impostato un tempo di acquisizione (o time window) pari a 100 ns ed un 
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campionamento di 512 campioni per A-Scan. La finestra di acquisizione è stata settata 
in base alla profondità ed alle caratteristiche dello strumento, in quanto è necessario fare 
attenzione nel non aumentare eccessivamente la lunghezza temporale della finestra per 
non introdurre rumore nei dati.  
Per verificare le qualità del campionamento occorre eseguire alcuni calcoli 
semplicemente applicando le equazioni relative alla teoria del campionamento di 
Nyquist. Dalla conoscenza del tempo di registrazione (t_rec) e del numero di campioni 
(nc) registrati all’interno della finestra temporale è possibile ricavare il passo di 
campionamento temporale dt: 
dt = (t_rec)/(nc-1)= 0.19 ns 
La frequenza di campionamento risulterà: 
    
 
  
      
Ora, affinché la traccia GPR venga ricostruita fedelmente è necessario che la frequenza 
di campionamento sia almeno il doppio della frequenza massima presente nello spettro 
del segnale originale, quindi valga la condizione: 
         
Nel caso specifico di un segnale GPR, la massima frequenza dello spetto del segnale 
campionato risulta essere di 1.5 volte la frequenza nominale dell’antenna: 
                 
Quindi per verificare l’assenza di Alias deve valere la seguente condizione: 
         
             
Tale condizione risulta essere ampiamente verificata, e presenta come output finale un 
segnale campionato privo di aliasing temporale.  
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Per quanto riguarda la verifica del campionamento spaziale è richiesta una stima della 
velocità di propagazione dell’onda nel sottosuolo. dall’analisi di velocità è risultata una 
velocità media di 0,07 ns.  
Le condizioni del campionamento spaziale in line e cross line (x e y) che 
garantiscono assenza di alias sono verificate dalla seguente equazione: 
   
    
 
 
    
     
 
Nel caso in esame avremo che: 
   
      
        
      cm 
Poiché le distanze    e    sono rispettivamente di 5 e 12 cm, il campionamento 
spaziale non è rispettato ed è probabile la presenza di alias sui dati acquisiti. 
Rimane poi da determinare quale sia la distanza minima tra due anomalie adiacenti 
affinché queste risultino distinguibili sia lateralmente che verticalmente. In entrambi i 
casi, a parità di caratteristiche dei materiali considerati, risulta determinante la scelta 
della frequenza dell’antenna utilizzata.  
La minima distanza orizzontale che permette di distinguere due anomalie vicine tra loro 
dipende sia dalla lunghezza d’onda centrale (    del segnale elettromagnetico sia dalla 
profondità dell’oggetto riflettente (z). 
In particolare all’interno della zona di Fresnel due riflettori risultano indistinguibili 
poiché le loro dimensioni sono pari a λ/4.  
Quindi affinché le condizioni relativamente al campionamento spaziale lungo x e lungo 
y (rispettivamente in line e cross line) vengano soddisfatte è necessario che la distanza 
tra le A-Scan (dx) e quella tra i profili (dy) sia inferiore a λ/4. Pertanto, assumendo che 
la lunghezza d’onda sia molto minore della profondità, la dimensione orizzontale 
minima distinguibile di un oggetto (  ) sarà proporzionale alla sua profondità e alla 
lunghezza d’onda centrale secondo la seguente formula: 
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Risulta quindi evidente come la risoluzione orizzontale (  ) aumenti con l’aumentare 
della frequenza e diminuisca con l’aumentare della profondità. Il significato della frase 
in senso stretto può essere fuorviante infatti da un punto di vista matematico 
aumentando la frequenza il L diminuisce. In realtà ciò indica la capacità di distinguere 
la dimensione orizzontale minima di un oggetto. In questo senso la risoluzione aumenta. 
La risoluzione verticale (  ), ovvero la capacità di distinguere due anomalie poste a 
distanza diversa lungo la verticale, viene espressa come segue: 







Anche in questo caso la risoluzione verticale aumenta all’aumentare della frequenza 
mentre risulta indipendente dalla profondità del riflettore.  
Prendiamo il caso delle indagini eseguite a San Salvatore di Sinis, dove è stata 
impiegata una batteria di antenne con frequenza centrale fc di 200 MHz ed una velocità 
media dell’onda elettromagnetica nel terreno v = 0,07 m/ns. Facendo riferimento ad una 
profondità di 0,5 e 1 m otteniamo i seguenti valori: 
          
Ed alla profondità di 1 m, avremo: 
          
Per quanto riguarda invece la risoluzione verticale risulterà: 
       7  
Alla luce dei risultati fin’ora ottenuti, delle caratteristiche strumentali e dei materiali 
geologici, possiamo affermare che la dimensione orizzontale minima distinguibile di un 
oggetto, ad una profondità di 0,5 m e 1 m, sia rispettivamente di 0,295 m e 0,591 m: è 
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dunque possibile riconoscere due oggetti che si trovano ad una distanza maggiore di 29 
cm e 59 cm. Mentre non è possibile riconoscere due oggetti che si trovano ad una 
distanza verticale minore di 8,7 cm.  
6.5 Discussione e presentazione dei dati  
L’indagine GPR eseguita nell’area del complesso di San Salvatore di Sinis (Cabras) è 
stata eseguita allo scopo di verificare la presenza di strutture antropiche sepolte 
correlabili all’ipogeo sottostante la chiesa. Di seguito vengono discussi i risultati 
ottenuti in due zone identificate nella figure 87 come “A” e “B”. Poiché l’area in esame 
è inserita in un contesto semi urbanizzato oltre ai target di interesse archeologico ci si 
aspetta di trovare anche anomalie dovute alla presenza di sottoservizi più o meno 
recenti. 
Le timeslice che verranno presentate sono state ottenute effettuando uno stack del 
valore massimo di ampiezza del segnale su una finestra temporale di 6 ns (tempi doppi) 
che, considerando la velocità media di 0,1 m/ns utilizzata dal GRED HD 
nell’elaborazione standard dei dati, equivale ad uno spessore di 30 cm. In entrambe le 
aree esaminate si evidenziano alcuni settori in cui sono presenti anomalie organizzate 
secondo geometrie regolari che fanno escludere l’origine naturale delle stesse. 
Verranno di seguito esposti e commentati i risultati più interessanti ottenuti nelle due 
zone indagate mediante timeslices e radargrammi. Nella discussione che segue tutte le 
profondità indicate sono state calcolate per una velocità media di 0,1 m/ns ed i tempi 




Figura 87 L’area di studio, sono evidenziate le due aree “A” e “B” discusse nel testo  
Area A 
In quest’area sono state rilevate numerose strutture sepolte, che in alcuni casi sembrano 
intersecarsi tra loro. Alcune di queste mostrano geometrie rettangolari mentre altre 
presentano forme circolari; in generale le varie anomalie riscontrate presentano 
profondità e spessori differenti . 
Nella figura 88a è evidenziata l’ubicazione di un’anomalia di forma rettangolare che 
inizia a manifestarsi a circa 6 ns (-30 cm), questa presenta un’orientamento dell’asse 
maggiore in direzione NW-SE. La struttura appare piuttosto regolare e ben definita, e 
tende pian piano ad attenuarsi fino ad estinguersi completamente a circa 12 ns (-60 cm).  
Questa anomalia sembra essere in asse con la struttura sopra suolo ora occupata dalla 
chiesa in corrispondenza dell’ipogeo tardo-romano (comunicazione personale del Prof. 




In figura 88b è anche riportata la traccia del radargramma (A-A’) di figura 88c,ottenuto 
mediante l’elaborazione standard del GRED HD, che permette di osservare i rapporti sia 
spaziali che di profondità delle varie riflessioni costituenti l’anomalia in esame. 
Le riflessioni inerenti alla struttura oggetto di discussione sono ben distinguibili in un 
range di profondità compreso tra 3 e 6 ns (corrispondenti a circa -15 e -30 cm) e 
sembrano attenuarsi fino a scomparire completamente intorno ai 12 ns (circa -60 cm). Si 
osservano anche riflessioni multiple relative a materiali fortemente conduttivi che non è 
stato possibile eliminare con l’elaborazione standard del GRED HD.  
La fase delle riflessioni relative alla struttura in esame presenta una variazione in 
corrispondenza dell’anomalia indicata dal numero 2 che decisamente é invertita rispetto 
alle altre. Poiché la fase del segnale registrato dipende essenzialmente dal valore del 
rapporto tra le costanti dielettriche dei due mezzi costituenti l’interfaccia che genera la 
riflessione, il cambiamento di polarità riscontrata può essere indicatrice sia di variazioni 
locali delle condizioni fisiche del suolo soprastante l’anomalia che di modifiche nel 
materiale costituente l’anomalia stessa. 
Come è possibile constatare dalla sezione di figura 88c, oltre alle riflessioni coincidenti 
con l’anomalia in esame ve ne sono molte altre che però non non sembrano essere 
correlate ad alcune struttura regolare. 
Dal radargramma in esame si può inoltre notare come per tempi superiori a 50-60 ns, 
corrispondenti a 2,5-3 metri di profondità, il rapporto segnale/rumore degradi fino a 
rendere il dato praticamente inutilizzabile. 
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 Figura 88 a 
 
 





Figura 88 Timeslice (3-9 ns). (a) Mappa dell’Area A con evidenziata la zona di anomalia; (b) zoom 
del’anomalia, che presenta una lunghezza di circa 8. 4 m; (c) sezione AA’ con indicate con i numeri da   
a 5 le riflessioni relative alla struttura rettangolare 
Nel settore occidentale dell’area A si osservano altre numerose ed interessanti anomalie 
ad una profondità di 15 ns (-75 cm) che sembrano alludere ad altre strutture regolari 
(indicate con il rettangolo giallo in figura 89a). 
Si tratta di 4 strutture (identificate con i numeri da 1 a 4). Mentre le anomalie 1 e 2 
mostrano una geometria rettangolare, le anomalie 3 e 4 possiedono una forma circolare. 
In generale esse rimangono ben riconoscibili fino ad una prodonfità di 18 ns (-90 cm) e 
tendono a scomparire intorno a 20 ns (1.00 m). L’aspetto frammentato delle anomalie 
può essere dovuto sia allo stato di integrità delle strutture sepolte, sia all’estensione 
della finestra temporale utilizzata per la realizzazione della timeslice (6 ns) che in alcun 
casi può non essere sufficiente a compensare le variazioni locali di velocità del 
background o le differenze di profondità di un medesimo target. 
Nel radargramma di figura 89c, relativo alla traccia di sezione AA’ di figura 89b1 si 
distinguono alcuni pattern che fanno pensare ad una struttura muraria. In genere, le 
riflessioni circoscritte nei riquadri in giallo compaiono a circa 6 ns (-30 cm) e tendono 
ad attenuarsi completamente oltre i 18 ns (-90 cm), mostrando uno sviluppo medio in 
profondità di circa 60 cm. 
Osservando attentamente le riflessioni entro le aree in giallo della figura 89c, possiamo 
notare come i top di queste siano a profondità differenti, con la struttura a SE (sulla 
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destra) più profonda rispetto a quella di SW (a sinistra). Questo potrebbe essere dovuto 
ad un parziale crollo o smantellamento della parte sudorientale. 
Nel radargramma di figura 89d, relativo alla traccia di sezione BB’ di figura 89b1, si 
osservano le riflessioni relative alle anomalie 1 e 3. In particolare, il pattern di 
riflessioni entro l’area in giallo di sinistra, identifica la struttura circolare (anomalia 3) 
che inizia a delinearsi a 6 ns (-30 cm) e rimane ben riconoscibile fino ad una profondità 
di 18 ns (-90 cm); le riflessioni circoscritte nel riquadro giallo di destra, inerenti 
all’anomalia 1, mostrano come il top sia a profondità diversa rispetto al top del pattern 
precedente (circa 12 ns, corrispondenti a -60 cm).  
È importante osservare come l’anomalia 1 analizzata su sezioni diverse (sezione AA’ e 
BB’ di figura 89b1) compaia a profondità differenti; infatti, nella sezione AA’ questa 
compare a 6 ns che corrisponde a circa -30 cm, mentre nella sezione BB’ la stessa 
anomalia inizia a riconoscersi a circa 12 ns, pertanto leggermente più profonda rispetto 
alla sezione precedente. Queste differenze di profondità fanno supporre che la probabile 
struttura muraria identificata dall’anomalia 1 possa dunque trovarsi parzialmente 
conservata. 
Nella stessa area A si osserva un’altra anomalia che inizia a comparire a circa 12 ns (-60 
cm) ed il cui aspetto piuttosto frammentato rende complicata l’interpretazione; si tratta 
dell’anomalia n.4 ben riconoscibile alla profondità di 14 ns (-70 cm) che presenta una 
forma circolare nettamente delimitata come mostra la figura 89b2. Il pattern di 
riflessioni caratterizzante l’anomalia in esame appare simile a quello dell’anomalia n.3 




 Figura 89 a 




 Figura 89 b2 
 Figura 89 c 
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 Figura 89 (a) Timeslice a 18 ns (finestra temporale 15-21 ns). Le aree gialle indicano le anomalie 
principali; (b1) particolare delle strutture e traccia della sezione AA’ in giallo; (b2) Timeslice a 14 ns 
(range temporale 11-17 ns)  e zoom dell’anomalia 4 che presenta un diametro di circa 3 metri;(c) 
radargramma passante per la sezione AA’. I riquadri in giallo indicano le riflessioni correlate alle 
anomalie evidenziate nella timeslice (probabilmente da riferirsi ad una struttura muraria); (d) 
radargramma passante per la sezione BB’. Nei riquadri in giallo si evidenziano le riflessioni delle 
anomalie 1 e 3 e come queste si trovino a diverse profondità. 
Spostandoci nella parte SE dell’area A si riscontrano un’altra serie di anomalie 
caratterizzate da un andamento piuttosto interessante e collocate a profondità 
decisamente maggiori rispetto alle precedenti (anomalie 5, 6, 7 di figura 90a). Esse si 
osservano da circa 6 ns fino a 24 ns, corrispondenti ad una profondità da circa 30 cm 
fino a circa 1,20 m, per poi attenuarsi fino ad estinguersi completamente intorno a 30 ns 
(1,50 m).  
Dal particolare di figura 90b è possibile osservare come le anomalie 5, 6 e7 siano 
caratterizzate da ampiezze intense mentre si registra un ampio gap di informazioni tra le 
anomalie 6 e 7. Una conferma di quanto appena detto è possibile averla osservando il 
radargramma corrispondente, mostrato in figura 90c; le anomalie 6 e 7 sembrano 
interrotte da un materiale decisamente conduttivo come conferma il notevole 
assorbimento subito dal segnale. 
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 Figura 90 a 




Figura 90 (a) Timeslice a 24 ns (21-27 ns) ed anomalie 5, 6, 7 evidenziate nell’area rettangolare in 
giallo; (b) particolare dell’anomalia evidenziata e sezione AA’; (c) radargramma lungo la sezione AA’, 
ed evidente gap tra le anomalie 6 e 7. 
Area B 
Nell’area B la situazione sembra essere più complessa in relazione ad anomalie di 
dimensioni rilevanti delimitate dalle aree in giallo (figura 91a).  
L’anomalia che nella figura 91a viene identificata con il n. 1 inizia a delinearsi ad una 
profondità di 6 ns (-30 cm) e presenta una geometria sub circolare interrotta da un pozzo 
di epoca successiva. 
L’anomalia indicata con il n. 2, sita nella parte settentrionale dell’area, mostra due 
allineamenti paralleli e nettamente delimitati che si estendono per circa 11 metri. Questa 
è un’anomalia particolarmente interessante che comincia a manifestarsi già a 12 ns (-60 
cm) continuando ad essere visibile fino ai 16 ns (-80 cm), come si può vedere nel 
radargramma riportato in figura 91c, relativo alla sezione A-A’ (figura 91b) dove le 
riflessioni mostrano un pattern probabilmente riferibile a due muri subparalleli che 






 Figura 91 




Figura 91 (a) Timeslice a 16 ns (13-19 ns) con evidenziate da rettangoli gialli le aree di anomalia più 
interessanti; (b) particolare della zona di anomalia n. 2 e traccia della sezione AA’; (c) radargramma 
riferito alla sezione AA’ in cui sono evidenti le riflessioni probabilmente ricoducibili ad una struttura 
muraria. 
Altre anomalie 
Allontanandoci dall’interpretazione dei target archeologici, sono emerse altre 
informazioni dall’analisi delle timeslice. Infatti, la parte più superficiale delle due aree 
(compresa tra 0 e 5 ns) sembra presentare alcuni allineamenti probabilmente 
riconducibili a sottoservizi vista la presenza di un abitato (le cumbessìas) intorno 
all’area indagata. L’anomalia a sud del battuto in cemento è relativa al solco di erosione 
delle acque di scolo. Le figure 92a e 92b mostrano le slice al tempo di 5 ns, in cui gli 





Figura 92Timeslice (2-8 ns) (a) area B e (b) area A. I sottoservizi sono marcati con segmenti in giallo 
mentre le lettere p e b indicano rispettivamente un pozzetto ed un battuto di cemento. 
156 
 
6.6 Discussione e interpretazione dei risultati 
L’indagine GPR condotta nell’area di San Salvatore di Sinis ha messo in evidenza la 
presenza di alcune anomalie ben definite e sicuramente attribuibili ad attività 
antropiche. 
Si tratta in generale di anomalie organizzate secondo geometrie rettangolari, i cui assi 
principali sono orientati sia in direzione Nordest-Sudovest che in direzione Nordovest-
Sudest, ma sono anche presenti alcune anomalie di forma circolare. Altre che 
presentano andamento parallelo potrebbero inoltre riferirsi ad una strada. 
È probabile che a San Salvatore in età romana potesse essere presente un centro abitato, 
probabilmente funzionale alla viabilità che si sviluppava ad Est ed a Ovest del sito. 
Poteva quindi trattarsi di una Statio Viaria. Pertanto le anomalie riscontrate possono 
riferirsi a strutture probabilmente romane (Prof. R. Zucca, Università di Sassari, 
comunicazione personale). 
In effetti le anomalie rettangolari potrebbero essere riferibili ad edifici allineati secondo 
un pattern ortogonale mentre più complicate da interpretare sono le anomalie circolari 
in quanto non è chiaro se possano riferirsi a strutture coeve a quelle presunte romane o 
se siano più antiche e da riferirsi quindi al periodo nuragico. 
In particolare, le anomalie presenti nella zona Sudest dell’area A sembrano sovrapporsi 
e intersecarsi col cambiare delle profondità, il che potrebbe indicare una stratificazione 
temporale delle stesse ma non è ben chiaro quali potessero essere le funzioni dei vari 
ambienti che sembrano delinearsi alle diverse profondità. 
Non sono ad oggi emersi elementi che permettano di correlare le anomalie riscontrare 




7 Determinazione delle tipologie di materiali mediante l’analisi 
del segnale GPR 
7.1 Introduzione 
Il Georadar multicanale STREAM X certamente può essere considerato un potente e 
versatile strumento di acquisizione, adattabile all’esecuzione di rilievi in ambienti e 
contesti di estensioni diverse. È altresì vero come esso offra innumerevoli vantaggi dal 
punto di vista dei tempi di acquisizione (assai brevi) e dia la possibilità di produrre 
mappe dettagliate del sottosuolo con grande precisione e risoluzione, dalle quali estrarre 
informazioni relativamente alle strutture sepolte.  
Però, la prospezione georadar si limita alla determinazione della presenza delle 
anomalie e difficilmente può distinguere il tipo di materiale che genera la riflessione. 
Per esempio un’acquisizione radar può mostrare certamente l’esistenza della serie di 
strati che normalmente caratterizza le nostre città ma non è in grado di distinguere le 
diverse fasi e tracciare i limiti della sequenza stratigrafica (Ranieri et al., 2007).  
Se dal segnale GPR si riuscisse ad estrarre gli elementi necessari per caratterizzare il 
materiale allora il metodo GPR diverrebbe uno strumento completo costituendo un 
importante supporto per la ricerca archeologica, poiché potrebbe consentire di 
discriminare i diversi target archeologici e di caratterizzare le unità stratigrafiche nel 
quale essi sono inglobati ancora prima di eseguire lo scavo: si tratterebbe di un successo 
unico per la metodologia radar. 
Lavori precedenti finalizzarono la ricerca alla caratterizzazione dello strato superficiale 
attraverso lo studio della velocità delle onde sismiche. Partendo dallo studio condotto da 
Nakamura nel 1989 in campo sismico per la determinazione del fattore Q, ossia un 
indice di qualità dei materiali determinato sulla base dell’attenuazione del segnale 
sismico, si è cercata una metodologia di analisi del segnale che consentisse di ottenere 
un indicatore caratteristico per ogni materiale.  
L’approccio è stato di tipo essenzialmente sperimentale in quanto si è cercato di 
verificare la possibilità di mettere a punto una metodologia che fosse effettivamente 
utilizzabile nella pratica. In sintesi l’idea è stata quella di verificare la possibilità di 
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ottenere una “firma spettrale” dei diversi materiali, cioè di determinare l’insieme delle 
componenti in frequenza del segnale che consenta di individuare univocamente un 
materiale. 
L’analisi è stata quindi condotta inizialmente su un modello fisico realizzato presso il 
Laboratorio di Geofisica Applicata dell’Università di Cagliari e successivamente su 
alcuni rinvenimenti dal sito di Monte Prama, dove era disponibile il riscontro di scavo. 
Nella prima parte di questo capitolo saranno illustrati gli studi precedenti basati 
sull’analisi del fattore di qualità per caratterizzare i materiali. Successivamente verranno 
descritte le proprietà elettriche dei materiali, quali permettività elettrica, conducibilità 
elettrica e permeabilità magnetica, le cui caratteristiche influenzano la propagazione del 
segnale elettromagnetico. 
Infine, saranno presentati i risultati ottenuti dal presente studio e le metodologie di 
analisi adottate. 
7.2 Stato dell’arte 
La teoria ed i metodi di misura associati alla stima del fattore di qualità Q sono già ben 
consolidati nel settore sismico, dove si utilizza questo parametro come un importante 
strumento di diagnostica per l’interpretazione di strutture, caratterizzazione di reservoir, 
e detenzione di giacimenti di idrocarburi (Fangyu Li et Al., 2015). 
I lavori precedenti studiarono e quantificarono l’attenuazione del segnale sismico, 
attraverso il fattore Q, per caratterizzare le proprietà delle rocce, le eterogeneità dei 
reservoir, le strutture geologiche sottili etc. Per esempio, in mezzi fratturati, l’entità 
della variazione dell’attenuazione con l’azimuth ha dimostrato di essere un utile 
indicatore della direzione di frattura (Maultzsch et al 2007). 
Nakamura (1989) propose di estrarre la frequenza di vibrazione tipica di un materiale 
studiando il rapporto tra lo spettro della componente orizzontale (legata alle onde S) e 
quello della componente verticale (legata alle onde longitudinali P) mentre Badri e 
Mooney, nel 1987, ricavarono il rapporto tra lo spettro delle onde longitudinali in due 
differenti punti di ricezione determinando il cosiddetto “fattore di qualità” Q di un 









Nella formula è riportato il calcolo del fattore Q in termini di densità di energia (   
 energia dissipata;   energia immagazzinata) 
Un esperimento che vale la pena ricordare è stato realizzato per caratterizzare uno strato 
da un punto di vista spettrale, in particolare è stata determinata la frequenza naturale di 
vibrazione  tramite stima del fattore Q. Infatti, ogni terreno, strato o materiale 
“vincolato” presenta una sua naturale tipica frequenza di vibrazione ( Ranieri et al, 
2007) 
Anche altri metodi hanno utilizzato il fattore Q per studiare l’attenuazione del segnale in 
un materiale. Tra questi, i più popolari sono il metodo del rapporto spettrale (SR), il 
metodo di spostamento della frequenza centrale (CFS) ed il metodo di spostamento 
della frequenza di picco (PFS). Ciascuno di essi, opera nel dominio delle frequenze, più 
affidabile e di semplice utilizzo. L’approccio più classico è il metodo del rapporto 
spettrale (SR), il quale misura il Logaritmo del Rapporto tra due ampiezze spettrali 
calcolate come funzione della frequenza.  
Un approccio simile fu applicato a misure realizzate con il georadar, per verificare la 
possibilità di riconoscere e caratterizzare strati archeologici e materiali di scavo 
attraverso la determinazione del fattore di qualità (Ranieri G. et al., 2007).  
7.3 Proprietà elettriche dei materiali 
I materiali del sottosuolo sono spesso descritti come “dielettrici”, ad indicare una classe 
di materiali non conduttivi. In realtà soltanto i materiali contenenti cariche elettriche 
confinate rientrano in questa categoria (solidi cristallini). 
Effettivamente tutti i materiali del sottosuolo possiedono alcune forme di cariche libere, 
come ioni ed elettroni di conduzione, le quali causano attenuazione di energia quando il 
mezzo è sottoposto ad un campo elettromagnetico esterno: questo tipo di materiali sono 
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definiti “dielettrici dissipativi”. Se nel materiale sono presenti alcune cariche libere, 
sotto l’azione di un campo elettromagnetico, queste fluiranno attraverso il materiale 
causando attenuazione e perdita di energia. 
In casi particolari, come un mezzo contenente un alto contenuto di cariche libere 
(materiale conduttore), l’energia elettromagnetica verrà persa nel processo di 
conduzione e dissipata sotto forma di calore. Questo spiega perché il metodo GPR 
risulti inefficace in ambienti ad alta conduttività (mezzi ad alto contenuto in argilla o in 
sali). Per contro, un mezzo con σ   faciliterebbe la propagazione del segnale che 
raggiungerebbe grandi profondità. 
Al fine di studiare il comportamento elettrico e la risposta ad una eccitazione 
elettromagnetica dei materiali del sottosuolo, seguirà un’analisi dettagliata delle loro 
proprietà elettromagnetiche, di seguito elencate: 
 Permettività elettrica (ε) 
 Conduttività elettrica (σ) 
 Permeabilità magnetica (µ) 
7.3.1 Permettività elettrica 
Affinché un oggetto possa essere rilevato mediante il GPR è necessario che questo 
presenti un contrasto di permettività dielettrica con il materiale (suolo) soprastante. La 
permettività elettrica esprime la capacità di un materiale di immagazzinare e rilasciare 
energia elettromagnetica sotto forma di cariche elettriche o, alternativamente, come la 
capacità di un materiale a polarizzarsi quando sottoposto all’influenza di un campo 
elettrico esterno.  
Solitamente, la permettività elettrica che viene presa in considerazione è la permettività 
elettrica relativa (r) intesa come rapporto tra la permettività elettrica del materiale () e 
la permettività elettrica del vuoto (0) convenzionalmente posta uguale a 1. 




con    indicante la permettività elettrica del vuoto, di poco differente da quella dell’aria. 
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In pratica, la permettività relativa è espressa come il rapporto tra la velocità dell’onda 
elettromagnetica nel vuoto e quella nel suolo: 




dove c rappresenta la velocità dell’onda elettromagnetica nel vuoto e v quella nel 
materiale in esame. 
I tipici valori della costante dielettrica variano tra 1 (aria) e 80 (acqua).  
La determinazione della costante dielettrica del mezzo soprastante l’anomalia ci 
consente quindi di calcolare la profondità dell’anomalia stessa mediante la seguente 
formula: 




   
 
dove z è la profondità dell’anomalia ricercata, c la velocità dell’onda elettromagnetica 
nel vuoto (3x10
8
 m/s), t/2 il tempo che l’onda elettromagnetica impiega per percorrere il 
tragitto tra la superficie del terreno e l’anomalia e εr è la costante dielettrica. 
Il valore di ε dei materiali componenti il sottosuolo può subire brusche variazioni che 
spesso sono dovute alla presenza di acqua libera, influenzante il comportamento 
elettrico. Lo schema di figura 7.1 illustra l’interazione dell’energia elettromagnetica con 
un materiale, analizzando cosa succede alla scala atomica ed immaginando il materiale 
composto da atomi o più semplicemente da un insieme di particelle confinate. 
In assenza del campo elettromagnetico le cariche libere non sono polarizzate e la carica 
totale del materiale sarà nulla. Applicando il campo, la propagazione dell’impulso 
elettromagnetico attraverso il materiale induce uno spostamento delle cariche dalla loro 
posizione di equilibrio: questo fenomeno è conosciuto come polarizzazione.  
Il fenomeno consiste nella formazione di un dipolo orientato in modo tale da contrastare 
il campo elettrico esterno: tale dipolo è il frutto delle deformazioni della struttura 
elettronica microscopica degli atomi attorno alla posizione di equilibrio (polarizzazione 
per deformazione), oppure dal loro orientamento (polarizzazione per orientamento). 
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In seguito alla polarizzazione si ha nel mezzo una concentrazione di cariche sia alla 
scala atomica locale (la nube elettronica devia leggermente dai nuclei positivi in seguito 
all’applicazione di un campo esterno, così da generare due cariche uguali in modulo ed 
opposte in segno) che alle estremità del mezzo coinvolto dove non è possibile bilanciare 
l’effetto per l’assenza di cariche vicine. 
Con il propagarsi dell’impulso elettromagnetico attraverso il mezzo, una parte 
dell’energia viene “trasferita” alle particelle sotto forma di separazione di carica 
(energia immagazzinata) e rilasciata al termine della propagazione. L’energia trasportata 
dall’impulso durante la propagazione fornisce una vera e propria accelerazione alle 
cariche separate, producendo un piccolo flusso di corrente che a sua volta produce 
energia elettromagnetica irradiata.  
Questa energia locale è leggermente fuori fase con l’impulso incidente ed il principale 
effetto è quello di rallentare la propagazione dell’onda. Nei materiali viene così indotto 
un momento dipolare ed una densità di momento dipolare è generata attraverso le 
cariche polarizzate (figura 93). 
 




Nei materiali ideali la densità di momento dipolare è legata all’intensità del campo 
elettrico applicato da una costante di proporzionalità propria del mezzo (la permettività 
elettrica appunto).  
Se le cariche eventualmente presenti nel materiale sono libere di muoversi e possono 
fisicamente interagire tra loro (come le molecole dipolari dell’acqua libera) allora il 
processo di polarizzazione converte parte dell’energia elettromagnetica in calore 
durante l’interazione tra le particelle. 
Viene quindi introdotta una componente dissipativa nel processo di polarizzazione che 
agisce fuori fase rispetto al meccanismo di immagazzinamento e rilascio di energia. 
Questo fenomeno si verifica in molti materiali e perciò la permettività viene solitamente 
descritta come una quantità complessa, con la componente reale (  ) rappresentante il 
meccanismo “istantaneo” di immagazzinamento e rilascio di energia e una componente 
immaginaria (     rappresentante la dissipazione di energia. 
     
  
      
    
     
Entrambe le componenti sono dipendenti dalla frequenza e tale dipendenza è una 
manifestazione del fenomeno di “rilassamento” della permettività, dove il meccanismo 
di separazione delle cariche (dipendente dal tempo) avviene a differenti velocità rispetto 
al campo elettrico applicato 
Il fenomeno di polarizzazione si verifica in tempi diversi e in funzione delle variazioni 
del campo elettrico applicato: se la frequenza del campo esterno applicato è inferiore 
alla frequenza di rilassamento, le particelle si polarizzeranno abbastanza velocemente e 
saranno in grado di reagire in fase alle variazioni del campo applicato; viceversa, se la 
frequenza del campo esterno è maggiore della frequenza di rilassamento le particelle 
faticheranno a polarizzarsi e perderanno molto tempo ad agitarsi, producendo una 
significativa dissipazione di energia sotto forma di calore a causa degli urti tra le 
particelle. 
In generale, la maggior parte dei materiali mostra un decremento globale nel valore 
della componente reale della permettività ed un picco nella componente immaginaria 
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all’aumentare della frequenza (il valore di picco di questa distribuzione è chiamato 
frequenza di rilassamento).  
I differenti fenomeni di polarizzazione (elettronico, atomico, dipolare e di Maxwell - 
Wagner) (figura 94) se combinati assieme danno una risposta complessiva del 
comportamento di un materiale sottoposto ad un campo esterno. Questa risposta può 
essere relativa a due effetti: 
 1)Effetti di carica confinata: relativa alla risposta individuale di rilassamento di atomi o 
molecole , include polarizzazione elettronica,atomica e dipolare. 
2) Effetti di carica libera: descrive il fenomeno di rilassamento di cariche ioniche libere 
presenti nell’acqua e sulle superfici di contatto dei grani ed include l’effetto della 
polarizzazione Waxwell - Wagner .  
Per il GPR la risposta più importante è dovuta alla polarizzazione dipolare di cariche 
libere (polarizzazione per orientamento), comune nel caso in cui la molecola presenta 
un dipolo elettrico permanente (es. molecola d’acqua), le altre risposte invece cadono al 
di fuori del range operativo di frequenze proprie del GPR. 
 
Figura 94 Meccanismi di polarizzazione per un mezzo dielettrico dissipativo. Si noti come il grado di 
polarizzazione (componente reale) si riduce quando l’oscillazione del campo è più rapida della velocità 
di riorientazione delle molecole (Jol, 2009). 
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È chiaro dunque che questo tipo di processi si manifestino soprattutto in liquidi aventi 
struttura dipolare come le molecole d’acqua, che possono essere libere di ruotare (“free 
water”), e che pertanto non sono costrette a mantenere una determinata posizione, 
oppure essere confinate in seguito a fenomeni di natura elettrostatica tra queste ed il 
materiale circostante (“bound water”).  
7.3.1 a) Materiali polari semplici: “acqua libera” 
L’acqua pura rappresenta il classico esempio di un materiale polare semplice, le cui 
molecole sono libere di ruotare (free water). I liquidi polari possono essere immaginati 
come un insieme di molecole isolate ognuna con un proprio momento di dipolo. In 
assenza di un campo elettrico, questi dipoli cambiano orientazione in modo casuale 
attraverso l’agitazione termica delle molecole vicine e conferiscono una carica nulla al 
mezzo che li ospita, risultando in uno stato di equilibrio con densità netta di 
polarizzazione zero. 
Quando un campo elettrico è applicato, ogni momento torcente tenterà di orientare i 
momenti dipolari paralleli alla direzione del campo applicato. L’agitazione termica, 
l’inerzia molecolare e la resistenza alla rottura dei deboli legami idrogeno 
intermolecolari (forze di Van der Waals) si oppongono a questo momento torcente, 
ritardando il raggiungimento di una polarizzazione netta estesa a tutto il materiale.  
Quando il campo viene rimosso, allora si verifica la situazione inversa e i momenti 
dipolari si rilasseranno con allineamenti casuali fino al raggiungimento di un proprio 
stato di equilibrio. 
Sappiamo che la risposta temporale del processo di polarizzazione viene descritta dal 
tempo di rilassamento τ ed è relativa alla frequenza di rilassamento frelax=1/2πτ. Dunque 
all’aumentare della frequenza del campo, la polarizzazione subisce un rallentamento e 
meno energia viene fornita alle molecole così da ridurre il valore della componente 
reale della permettività. Conseguentemente aumenteranno gli urti tra le particelle 
producendo una dissipazione di energia sotto forma di calore e la componente 
immaginaria della permettività mostrerà un graduale aumento fino ad un valore di 
picco) ad una determinata frequenza (frequenza di rilassamento critica/di picco: le 
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perdite energetiche risulteranno essere massime i corrispondenza di questo valore) 
(figura 95) 
A frequenze ancora maggiori, le molecole avranno molta difficoltà a rispondere alle 
rapide variazioni del campo, portando ad uno stato di polarizzazione nulla (la 
componente reale tenderà a zero). Entrambe le componenti si stabilizzeranno ad un 
valore chiamato valore molecolare ottico. 
 
Figura 95 Spettro della permettività dell’acqua pura e non confinata a temperatura ambiente (Jol, 2009). 
E’ stata inoltre dimostrata una forte dipendenza della permettività dalla temperatura e 
come gli effetti termici influenzino il processo di polarizzazione.  In generale la 
permettività tende ad aumentare con il decremento della temperatura e per molte 
applicazioni pratiche GPR l’effetto di questa può essere considerato non importante, 
soprattutto per indagini relative a piccoli periodi di tempo.  
Nell’acqua allo stato solido, le molecole non sono più libere di ruotare e restano 
vincolate per formare reticoli cristallini, quindi la polarizzazione verrà meno e 
permetterà al GPR di raggiungere profondità elevate. Questo spiega perché il GPR sia 
estremamente efficace nel ghiaccio (Arcone, 2002). 
7.3.1 b) Acqua confinata 
Le molecole d’acqua costrette a mantenere una determinata posizione, assunta in 
seguito a fenomeni di natura elettrostatica e quindi non più libere di ruotare nel 
materiale, costituiscono la cosiddetta acqua confinata (bound water). 
 La classica risposta di rilassamento dell’acqua dipolare è appropriata solo per volumi di 
acqua “libera” (ad esempio l’acqua saturante i pori, distante abbastanza dalle pareti dei 
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granuli costituenti la matrice, da non sentire le forze elettrostatiche). Nei suoli e nelle 
rocce, una porzione di acqua intergranulare è legata alla superficie dei grani generando 
una sottile pellicola di acqua di adsorbimento che limita la rotazione molecolare 
(Saarenketo, 1998).  
Questo è un fenomeno dielettrico ben conosciuto la cui frequenza di rilassamento critica 
(il valore di picco) è shiftata ad una frequenza più bassa di quella dell’acqua libera e 
produce uno spettro di permettività estremamente sensibile alla presenza di acqua 
confinata. L’effetto dipende dal grado di saturazione dei grani, forma e distribuzione 
delle fasi mineralogiche, livello di compattazione, percentuale di vuoti e conduttività 
ionica.  
Per le frequenze operative di un GPR, in suoli anidri o con scarso contenuto in argilla, il 
valore di picco della frequenza di rilassamento sarà shiftata a frequenze minori ( 
       . 
7.4 Conduttività elettrica(σ) 
Un altro fattore da prendere in considerazione è l’attenuazione del segnale 
elettromagnetico, cioè la riduzione dell’intensità dell’onda elettromagnetica con la 
profondità. L’attenuazione, oltre che dipendere dai fattori geometrici e dai fattori ottici 
già visti nel capitolo 1 (paragrafo 1.4) è anche strettamente dipendente dalla 
conducibilità elettrica dei materiali; infatti, maggiore è la conducibilità maggiore sarà 
l’attenuazione subita dal segnale elettromagnetico.  
Pertanto, a parità di altre condizioni, sarà la conducibilità del materiale indagato, e 
quindi il fattore di attenuazione del segnale, a condizionare la massima profondità 
raggiungibile con il GPR. 
La conduttività elettrica       esprime la capacità posseduta da un materiale di lasciar 
passare cariche elettriche libere sotto l’azione di un campo esterno, quantificando la 
capacità di movimento elettronico proprie del materiale. 
Nei metalli queste cariche sono legate agli elettroni liberi degli atomi metallici, mentre 











3). Questi vettori di carica rapidamente accelerano generando correnti di 
conduzione interna (conduzione elettrica nel caso di elettroni ed elettrolitica nel caso di 
ioni disciolti).  
Nei mezzi porosi la corrente elettrolitica è il processo dominante responsabile del 
movimento delle cariche. Essa è descritta dalla legge di Archie: 
σ =                                    
 
    
dove 
m = cost (1.3-2.5) 
           
                        
                 2O 
         2  
               à                     
               à                  
Durante il movimento, le cariche collidono tra loro casualmente, producendo una 




Figura 96 Dissipazione energetica dell’onda incidente (Jol, 2009). 
Anche la conducibilità è influenzata dalla frequenza. A basse frequenze GPR la risposta 
delle cariche è effettivamente istantanea e la corrente di conduzione prodotta appare in 
fase col campo elettrico applicato: in questo caso la conduttività può essere 
rappresentata da una componente reale (statica, σs).  
A frequenze più alte, l’effetto di inerzia delle cariche accelerate produce un ritardo nella 
corrente di conduzione che risulta fuori fase con le variazioni del campo elettrico: la 
conduttività è rappresentata da una quantità complessa, dove la parte immaginaria 
rappresenta la componente fuori fase della corrente ed aumenta all’aumentare della 
frequenza. 
In generale, la conducibilità è un parametro fondamentale assieme alla permettività 
elettrica, poiché il coefficiente di attenuazione che lo caratterizza consente di 
determinare la profondità massima di penetrazione. In generale, questa risulta essere 
limitata in materiali argillosi, limi, rocce ferromagnetiche e nei materiali con elevato 
contenuto in acqua mineralizzata. Sono proprio i materiali ad elevato coefficiente di 
attenuazione (materiali conduttori) che risultano degli ottimi bersagli in quanto nel 
passaggio tra un mezzo poco conduttivo ad uno fortemente conduttivo in segnale viene 
in gran parte riflesso. 
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Valori tipici dell’attenuazione vanno da 0 dB/m nell’aria (cioè il segnale non viene 
attenuato) a valori di più di 100 dB/m nelle argille o nell’acqua di mare (dove il segnale 
è fortemente attenuato, fino a non riuscire a penetrare che per pochi centimetri). 
7.5 Permeabilità (µ) 
La permeabilità magnetica esprime la capacità di un materiale a magnetizzarsi in 
presenza di un campo magnetico, in altre parole quantifica l’energia immagazzinata e 
persa a seguito di una magnetizzazione indotta. 
In molte circostanze, l’effetto magnetico dei materiali (diamagnetici, paramagnetici ) ha 
un effetto irrilevante sulla propagazione dell’onda GPR (Olhoeft) e la loro permeabilità 
magnetica è spesso semplificata al valore della permeabilità magnetica del vuoto 
(µ0=1.26x10
-6 
  ).  
Comunque, minerali ferromagnetici (ferro, nickel e loro ossidi/solfuri) possono avere un 
effetto significativo sulla velocità dell’onda GPR e sulla attenuazione del segnale, 
relativo alla riorientazione dei momenti magnetici di spin elettronico e la redistribuzione 
del dominio magnetico (Von Hippel,1954; Olhoeft,1998). In molti materiali geologici 
del sottosuolo, la presenza di minerali ferromagnetici è considerata non importante 
(tipicamente <2%) anche se una apprezzabile quantità di magnetite, maghemite ed 
ematite può essere trovato in rocce ignee, sabbie ricche in ferro e suoli, generando 
effetti di perdita comparabili a quelli prodotti dalla permettività (Olhoft and 
Capron,1993, Cassidy,2008).  
Da un aspetto pratico del GPR, le proprietà  magnetiche sono importanti solo se  i loro 
effetti  hanno una risposta elettrica rilevante. Come per la permettività, anche la 
permeabilità magnetica è dipendente dalla frequenza, con la componente reale 
rappresentante il meccanismo di immagazzinamento/rilascio di energia e la componente 
immaginaria rappresentante l’effetto dissipativo prodotto dalla presenza in percentuale 
di materiali magnetici dissipativi. 
Per la maggior parte dei materiali geologici (ad eccezione di quelli ferromagnetici) il 
valore di   è solitamente approssimato al valore di    (     . 
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7.6 Proprietà dei materiali e rapporti con le onde elettromagnetiche 
Finora, le proprietà dei materiali (     ) sono state considerate in relazione alle loro 
individuali risposte elettriche e magnetiche alla scala microscopica, riferendosi ad una 
propagazione ideale e quindi senza tenere conto dell’interazione tra le onde GPR ed il 
materiale e l’influenza sulla velocità di propagazione. 
Per un’onda armonica piana che si diffonde in un mezzo dielettrico elettricamente 
conduttivo, fattori quali propagazione, attenuazione, coefficiente di fase, impedenza 
intrinseca e velocità possono essere ricavati direttamente dalle equazioni dell’onda EM.  
Risolvendo l’equazione      0      
      ed esplicitando il numero d’onda  , troviamo: 
                   tan     
     
   
2
    tan   2     
 
     
   
2
    tan   2      
tan   




  0  
 
 
Nel dettaglio, i parametri   e   indicano rispettivamente il coefficiente di attenuazione e 
la costante di fase che dipendono entrambe dalla frequenza e dalle proprietà del mezzo 
(       e il termine tan   noto come tangente di perdita, rappresentante la capacità di 




Figura 97 Diagramma vettoriale mostrante i vettori di permettività reale ed immaginaria e la loro 
relazione con la tangente di perdita ( ) ( da Baker et Al., 2007). 
Quindi l’equazione delle onde elettromagnetiche potrà essere riscritta così: 
       
             
La prima funzione esponenziale rappresenta il termine di attenuazione mentre la 
seconda funzione esponenziale indica il termine di propagazione. 
Alcuni parametri descritti precedentemente sono utili per valutare sia come avviene la 
perdita di energia in un materiale dissipativo (tan    sia capire gli effetti fisici di 
attenuazione sulle onde GPR (     . 
Viene definita Skin Depth la distanza (m) che un’onda piana deve percorrere prima che 
la sua ampiezza venga ridotta di un fattore pari ad     (ad una distanza   
 
  ), o 
approssimativamente del 37% (Greaves et al., 1996). È utile per valutare la profondità 
di penetrazione delle onde GPR e probabilmente l’ampiezza di eventuali riflessioni 
(trascurando le perdite per spreading). 
È importante capire come l’attenuazione del segnale sia proporzionale e strettamente 
controllata dalla frequenza (equazione relativa al termine di attenuazione  ), mentre la 





   







7.7 Caso di studio  
7.7.1 Introduzione 
Come già accennato, si è cercato di mettere a punto una metodologia che potesse 
consentire di ottenere una “firma spettrale” dei diversi materiali e distinguerli 
univocamente. A tal fine, sono stati inizialmente elaborati i dati provenienti da un 
modello fisico e successivamente le medesime modalità di calcolo sono state utilizzate 
per elaborare i dati provenienti dal sito di Monte Prama, per i quali si disponeva del 
necessario feed-back archeologico. 
7.7.2 Metodologia di analisi del segnale 
Lo studio è stato condotto mediante il calcolo della trasformata veloce di Fourier (FFT) 
applicata solamente al tratto di segnale inerente i targets selezionati. 
Il primo passo è stato quindi l’operazione di estrazione dei dati ricadenti esclusivamente 
all’interno dei materiali che si volevano analizzare. Sono state pertanto isolate le parti di 
ciascun B-Scan che ricadevano completamente all’interno dell’oggetto sepolto e cioè le 
A-Scan che si trovavano esattamente sulla verticale del target e, per ogni A-Scan, i 




Fig. 98. a) Per ogni B-Scan è stata isolata solamente la parte di dati (A-Scan e campioni) che ricadeva 
tra l’interfaccia superiore e quella inferiore del target. b) Sono stati selezionati solamente gli A-Scan per 
i quali fossero chiaramente riconoscibili le due interfacce superiore e inferiore dell’oggetto sepolto. 
E’ stata quindi eseguita una FFT di ciascun segmento di A-Scan precedentemente 
identificato; in pratica è stata eseguita la FFT esclusivamente dei segnale compreso 






Fig. 99 Spettri di ampiezza calcolati per una B-Scan all’interno della finestra spazio-tempo ricoprente il 
target. 
Al fine di ottenere un indicatore globale delle proprietà spettrali degli oggetti 
attraversati dall’onda elettromagnetica, è stata effettuata la media degli spettri di 
ampiezza ottenuti per le varie parti di A-Scan ricadenti nella finestra spazio-tempo 





Fig. 100. Spettro di ampiezza medio riferito alla figura 99. 
Di ciascuno di questi è stata quindi estratta la coppia di valori di frequenza e di 
ampiezza corrispondenti al valore di ampiezza massimo dello spettro medio (figura 
101). 
  
Fig. 101. a) Gli spettri di ampiezza calcolati sulla finestra spazio-tempo per ciascuno dei tre B-Scan 
acquisiti. b) Per ogni spettro è stato quindi possibile ottenere la coppia di valori di ampiezza e frequenza 
corrispondenti al picco massimo. 
Limitando l’analisi al solo segnale compreso entro il campione di interesse si è limitata 




Fig. 102. Nella figura sono riportati gli spettri medi di ciascuna delle tre B-Scan rispettivamente 
nell’intervallo completo (0-7 ns) e all’interno della finestra ricoprente il campione (3.16-3.77 ns). Come 
si può notare, i tre spettri relativi alla sola finestra selezionata presentano una diversa frequenza di picco 
e valori massimi minori rispetto agli spettri relativi a tutto l’intervallo temporale (Gli A-Scan presi in 
considerazione sono gli stessi nei due casi). 
7.7.3 Il modello fisico 
Nel modello del laboratorio sono stati testati materiali riportati nella tabella 1. 
In particolare l’uso della terracotta (mattone) è stato deciso proprio per verificare la 
possibilità di applicare il metodo per discriminare i materiali di origine antropica nelle 
ricerche per archeologia. Inoltre, avendo a disposizione il modello, si è deciso di testare 
il metodo anche su materiali artificiali e sul vuoto, è stato quindi utilizzato un prisma di 
poliuretano e un contenitore in plastica vuoto. 
I campioni sono stati posizionati, uno alla volta, all’interno di una vasca in plexiglass 
(di dimensioni 75x125x60 cm) nel cui fondo è stato disposto uno strato di sabbia di 
circa 15 cm; i campioni sono stati posizionati in modo da garantire che al di sopra di 
essi vi fossero almeno 17 cm di sabbia in modo da eliminare l’interferenza del segnale 
Tutto il modello è stato quindi riempito di sabbia fino a 45 cm dal fondo per un totale di 
circa 0,4 m
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Calcare 19 19 11.2 20.3 
Trachite 12 20 12 19.5 
Tufo 39 19.5 11.5 21 
Terracotta 25 12 11 20.3 
Poliuretano 30 11.3 11.7 21 
Vuoto 21.5 36 16.2 20 
Tabella 1. Tipologia e dimensioni dei campioni utilizzati per la raccolta dei dati nel modello di 
laboratorio. 
Per ogni tipo di materiale è stata eseguita un’acquisizione con un’antenna da 2GHz. 
L’acquisizione è stata realizzata lungo tre profili paralleli distanziati di 4 cm ciascuno, 
al fine di ottenere un numero sufficienti di campioni confrontabili tra di loro e dai quali 
estrarre dei valori medi attendibili. 
Per ogni campione si sono potuti estrarre mediamente 7 A-Scan sui quali effettuare i 
calcoli e per ogni A-Scan sono stati isolati da un minimo di 33 campioni (vuoto) ad un 
massimo di 146 campioni (calcare). La variabilità nel numero di campioni dipende 










7.7.4 Il caso “reale” (Monte Prama) 
Il sito archeologico di Monte Prama è noto fin dagli anni ’70 quando dopo alcuni 
ritrovamenti casuali vennero eseguite alcune campagne di scavo che rinvennero tombe, 
betili, modelli di nuraghe e più di 5.000 frammenti litici che, dopo molti anni di 
restauro, furono in parte riassemblati restituendo 26 statue di tre tipologie (pugilatori, 
arcieri e guerrieri) oggi esposte nei musei di Cabras (OR) e Cagliari. 
Nel 2013 è stata avviata una campagna di studio geofisica mediante prospezione GPR 
multicanale nei terreni circostanti l’area archeologica e nel 2014 l’indagine è stata estesa 
all’interno dell’area stessa. A seguito dei risultati dell’indagine GPR sono stati realizzati 
alcuni scavi di saggio. Il più importante di questi ha restituito 8 tombe coperte da lastre 
in arenaria, due betili e due statue quasi integre, oltre a frammenti di modelli di nuraghe, 
betili di dimensioni inferiori ed una serie di tombe a pozzetto prive di copertura. Si è 
pertanto deciso di sfruttare la possibilità del feed-back archeologico per testare la 
presente metodologia su un caso di studio “reale”. 
Tra tutti i ritrovamenti realizzati nello scavo solamente i due betili più grandi, alcune 
lastre e una statua si prestavano a questo tipo di analisi in quanto, come già detto al fine 
della sua applicabilità è necessario che siano ben definibili le interfacce superiore ed 
inferiore di ogni materiale da studiare che purtroppo, nel caso in esame, non sempre 
erano ben riconoscibili per via della presenza diffusa di frammenti di varia natura a 
diretto contatto con le interfacce, sia superiore che inferiore, dei reperti. 
Le tre tipologie di oggetti selezionati sono costituite da arenaria (betili e lastre) e calcare 
(statua) (figura 104) A differenza del test in laboratorio, in questo caso le condizioni del 
background (materiale di ricoprimento e materiale sottostante i targets), le profondità e 
le dimensioni dei target erano ovviamente estremamente variabili. 
Le dimensioni dei betili sono approssimativamente di circa 2 ,5 m di lunghezza per un 
diametro del cerchio inscritto variabile da 40 a 60 cm, le lastre di copertura presentano 
invece una base di circa 1x1 m ed uno spessore variabile intorno ai 20 cm. Diverso il 
discorso per il busto di statua che a fronte di un’altezza di circa 2 metri presenta però 
sezioni di dimensioni e morfologia assai variabili. 
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I dati provenienti sono stati acquisiti con il sistema Stream-X che dispone di antenne da 
200MHz. Benché il numero di B-Scan che ricopriva ogni target selezionato fosse 
sicuramente abbondante, potendo disporre di un B-Scan ogni 12 cm, il numero di quelli 
effettivamente utilizzabili, dove cioè fossero chiaramente distinguibili le interfacce 
superiori ed inferiori degli oggetti selezionati è stato limitato, come già detto, dalla 
presenza di vari materiali adagiati sia sopra che sotto gli stessi. 
   
a) b) c) 
Figura 104. Le tre tipologie di target selezionate nel sito di Monte Prama. a) Betilo, b) Lastra di 
copertura di tombe, c) statua. 
7.7.5 Discussione e interpretazione dei risultati 
Nelle figure 105 e 106 sono riportati rispettivamente i risulta ottenuti dall’analisi 
spettrale condotta sul modello di laboratorio e sui materiali rinvenuti a Monte Prama. 
L’analisi dei materiali condotta sul modello ha messo in evidenza una buona 
differenziazione tra i vari tipi di materiali utilizzati. 
Infatti se consideriamo i soli materiali lapidei essi si presentano tutti ben differenziati. 
Anche la terracotta appare ben distinguibile dagli altri materiali. Meno netta è invece la 
differenziazione tra i materiale sintetico (poliuretano) e il vuoto che presentano 
entrambi una frequenza caratteristica di 2GHz. Con la stessa frequenza si presenta 
anche la trachite. I tre materiali rimangono tuttavia distinguibili rispetto all’ampiezza 




Nel caso dei materiali provenienti da Monte Prama invece la distinzione tra i vari 
oggetti è molto meno netta e i dati appaiono molto più dispersivi sia in termini di 
ampiezza che di frequenza. 
Si può comunque osservare che i dati riguardanti la statua (calcare), rappresentati dai 
quadratini rossi che nella figura appaiono quasi sovrapposti ma rappresentano tre dati 
distinti, appaiono abbastanza ben distinti, per lo meno riguardo all’ordine di grandezza 




Il differente comportamento tra i dati derivanti dal modello e quelli da Monte Prama si 
può certamente spiegare con la variabilità delle condizioni del background e dei 
campioni stessi: background omogeneo e campioni di dimensioni simili a profondità 
quasi costanti, nel caso del modello; background e dimensioni e profondità dei target 
variabili nel caso di Monte Prama. 
In conclusione, a parità di condizioni generali (frequenza dell’antenna e assetto generale 
del background) il metodo sperimentato sembra poter consentire la verifica della 
presenza di materiali di tipologie diverse a condizione che sia possibile identificare con 
certezza le interfacce sia superiore che inferiore dei target da analizzare. Il metodo, allo 
stato attuale non permette certamente di definire il tipo di materiale ma solamente di 





Nella presente tesi sono stati discussi due differenti approcci al trattamento di grandi 
quantità di dati GPR, l’utilizzo del georadar multicanale STREAM-X (prodotto 
dall’IDS di Pisa) nella ricerca archeologica e un tentativo sperimentale per la 
discriminazione dei materiali costituenti gli oggetti sepolti. 
Il confronto tra i due metodi di trattamento di grandi quantità di dati GPR è stato 
condotto con l’utilizzo di due software: il GRED-HD e il ReflexW. Nello specifico si è 
proceduto secondo due metodologie distinte: nel caso del GRED-HD (software 
appositamente sviluppato per il trattamento dei dati derivanti da dispositivi multicanale 
IDS) è stata realizzata una elaborazione “di default”, applicando le routine macro fornite 
di fabbrica con il software; l’elaborazione mediante il ReflexW (software di uso 
generico per il trattamento di dati sia sismici che GPR) è stata invece condotta mediante 
un’analisi approfondita di ogni singolo step di processing su una serie di profili 
campione per ottenere i parametri ottimali da utilizzare e la realizzazione di apposite 
macro per l’applicazione dei parametri ottenuti a tutti i dati raccolti. 
I risultati di questa comparazione hanno evidenziato pro e contro per ciascun metodo. A 
favore dell’elaborazione di default mediante GRED-HD gioca sicuramente la rapidità 
del processo e la buona qualità delle timeslices ottenute, per contro non sono previste 
alcune operazioni, come la deconvoluzione, che non consentono una ripulitura 
approfondita del segnale, mentre altri operatori benché disponibili nel software 
(DEWOW) non sono implementati nella macro di default. 
D’altro canto, l’analisi mediante ReflexW consente sicuramente un trattamento molto 
più approfondito del segnale, con un’ampia disponibilità di operatori e una buona 
possibilità di parametrizzarli secondo le esigenze. L’uso per grandi moli di dati richiede 
però in primo luogo la determinazione dei parametri da applicare ai vari operatori 
mediante una valutazione a campione e successivamente la realizzazione di macro che, 
come nel caso di questo studio, devono essere personalizzate per i vari canali dello 
strumento avendo essi diversi tempi di primo arrivo. L’elaborazione risulta quindi lunga 
e laboriosa. Inoltre la qualità grafica di restituzione delle timeslices risulta piuttosto 
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scadente obbligando al ricordo a programmi esterni di visualizzazione dei dati (tipo 
Surfer). 
Infine, benché, come già evidenziato, quelle ottenibili dal GRED-HD siano sicuramente 
di qualità migliore rispetto a quelle del ReflexW (e anche meno laboriose da ottenere) 
non va sottovalutato che nell’elaborazione di default del GRED-HD la conversione da 
tempi a profondità avviene sempre per la velocità standard di 10 cm/ns con conseguente 
scarsa affidabilità sull’interpretazione delle reali profondità dei targets. 
Le due diverse procedure sono state quindi applicate all’analisi dei dati provenienti 
dalla prospezione realizzata nell’area di San Salvatore di Sinis mediante lo STREAM-
X. 
Questi rilievi hanno confermato il ruolo fondamentale del sistema multicanale 
STREAM X 200, uno strumento così versatile ed adattabile a quasi ogni situazione che 
ha permesso di ottenere la copertura dell’area, con un’elevata densità spaziale dei dati, 
in soli due giorni lavorativi, con una mole di misure non ottenibile con qualsiasi altro 
metodo geofisico oggi disponibile sul mercato. 
Benché in contesti archeologici le metodologie di rilievo georadar siano ormai 
ampiamente utilizzate per la localizzazione di strutture sepolte, l’uso di uno strumento 
multicanale come lo STREAM-X ha determinato una vera e propria rivoluzione nel 
campo dell’archeologia fornendo la possibilità di avere una rappresentazione accurata 
del sottosuolo in tempo quasi reale e consentendo quindi una fruibilità immediata da 
parte degli archeologi. 
Il risultato dell’indagine è stata una mappatura georadar dell’area completa ed accurata, 
che ha permesso di ottenere mappe di anomalie ad intervalli di 30 cm di spessore, 
consentendo una dettagliata ed affidabile ricostruzione del sottosuolo. 
L’analisi dei dati GPR ha dimostrato la presenza diffusa di anomalie, principalmente di 
origine antropica, distribuite a varie profondità su gran parte dell’area indagata. 
Si tratta in diversi casi di anomalie distribuite secondo pattern geometrici ben definiti 
(rettangolari o circolari) di non semplice interpretazione a causa della mancanza di 
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rapporti diretti tra di loro e, soprattutto, con le strutture archeologiche conosciute. 
Potrebbe comunque trattarsi di edifici e strade connesse alla possibile presenza di un 
“Statio Viaria” che fungeva da raccordo della viabilità per Cornus ad Ovest e per 
Othoca a Est del sito. 
Di per se il dato GPR fornisce solo un’indicazione sulla presenza e profondità delle 
anomalie senza dare informazioni sul tipo di materiale che genera la riflessione. Se dai 
dati si riuscisse anche ad estrarre gli elementi necessari per caratterizzare il materiale 
allora il metodo GPR sarebbe uno strumento completo e un potente supporto per la 
ricerca archeologica. 
Si è quindi avviato uno studio sperimentale volto a cercare una metodologia che 
consentisse di caratterizzare il tipo di materiale sepolto e che potesse essere 
effettivamente utilizzabile nella pratica. Per questo sono stati utilizzati dati proveniente 
da un modello appositamente realizzato nel laboratorio di Geofisica Applicata 
dell’Università di Cagliari dove sono stati testati diversi materiali e quelli provenienti 
dallo scavo di Monte Prama per i quali si disponeva del necessario feed-back 
archeologico. 
In pratica, si è verificata la possibilità di ottenere una firma spettrale dei diversi 
materiali, determinando l’insieme delle componenti in frequenza del segnale relativo al 
target esaminato.  
I risultati ottenuti sembrano poter incoraggiare un ulteriore approfondimento del 
metodo. I dati ottenuti dal modello di laboratorio mostrano una ben definita 
differenziazione tra i materiali lapidei e la terracotta anche se appaiono meno chiari nel 
confronto con i materiali sintetici ed il vuoto. Meno definiti sono stati i risultati ottenuti 
dai dati provenienti dal caso reale di Monte Prama dove, la notevole variabilità delle 
condizioni al contorno e delle caratteristiche del target condiziona sicuramente i 
risultati. 
Nel complesso pare comunque verificata la possibilità di poter determinare perlomeno 
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