In this paper, we propose a novel e-exponentiated transformation, 0 ≤ e < 1, for loss functions. When the transformation is applied to a convex loss function, the transformed loss function become more robust to outliers. Using a novel generalization error bound, we have theoretically shown that the transformed loss function has a tighter bound for datasets corrupted by outliers. Our empirical observation shows that the accuracy obtained using the transformed loss function can be significantly better than the same obtained using the original loss function and comparable to that obtained by some other state of the art methods in the presence of label noise.
Introduction
Convex loss functions are widely used in machine learning as their usage lead to convex optimization problem in a single layer neural network or in a kernel method. That, in turn, provides the theoretical guarantee of getting a globally optimum solution efficiently. However, many earlier studies have pointed out that convex loss functions are not robust to outliers (Long & Servedio, 2008; 2010; Ding & Vishwanathan, 2010; Manwani & Sastry, 2013; Rooyen et al., 2015; Ghosh et al., 2015) . Indeed a convex loss imposes a penalty which grows at least linearly with the negative margin for a wrongly classified example, thus making the classification hyperplane greatly impacted by the outliers. Consequently, nonconvex loss functions have been widely studied as a robust alternative to convex loss function (Masnadi-Shirazi & Vasconcelos, 2008; Long & Servedio, 2010; Ding & Vishwanathan, 2010; Denchev et al., 2012; Manwani & Sastry, 2013; Ghosh et al., 2015) .
In this paper, we propose e-exponentiated transformation for loss function to make a convex loss functions more robust to outliers. Given a convex loss function l(ŷ, y), we define it's e-exponentiated transformation to be l e,c (ŷ, y) = l(σ e,c (ŷ), y) for 0 ≤ e < 1 and some real positive constant c where σ e,c (ŷ) is given by otherwise (1) with |ŷ| denoting the absolute value ofŷ ∈ R and the sign function sgn(ŷ) defined to be equal to 1 forŷ ≥ 0, −1 otherwise. For a differentiable convex loss function l(·, ·), its e-exponentiated transformation l e,c (·, ·) is differentiable everywhere except atŷ ∈ {−c, c}. Thus, a gradient based optimization algorithm can be used for empirical risk minimization with e-exponentiated loss function. Moreover, an e-exponentiated loss function l(ŷ, y) is more robust to outliers than the corresponding convex loss function l(ŷ, y) as the slope | Additionally, by introducing a novel generalization error bound, we show that the bound for an e-exponentiated loss function can be tighter than the corresponding convex loss function. Unlike existing generalization error bounds (Rosasco et al., 2004) which strongly depends on the Lipschitz constant of a loss function, our derived bound depends arXiv:1902.06127v2 [cs. LG] 20 Feb 2019 on the Lipschitz constant only weakly. Consequently, even having a larger Lipschitz constant for an e-exponentiated loss function compared to the corresponding convex loss function, the bound can be tighter.
In summary, the contributions of the paper are as follows:
1. In this paper, we propose an e-exponentiated transformation of convex loss function. The proposed transformation can make a convex loss function more robust to outliers.
2. Using a novel generalization error bound, we show that the bound for an e-exponentiated loss function can be tighter than the corresponding convex loss function. Our derived bound only weakly depends on the Lipschitz constant of a loss function. Consequently, our bound for a loss function can be tighter in spite of having a larger Lipschitz constant.
3. We have empirically verified the accuracy obtained by our proposed e-exponentiated loss functions on several datasets. The results show that we can get significantly better accuracies using the e-exponentiated loss function than that obtained by the corresponding convex loss and comparable accuracies to that obtained by some other state of the art methods in the presence of label noise.
The organization of the work is as follows. In Section 2, we have formally introduced the empirical risk minimization problem. Section 3 derives a novel generalization error bound. Using the bound, we have also shown that the bound can be tighter for e-exponentiated loss function. In Section 4, we have shown our experimental result. Finally, Section 5 concludes the work.
Empirical Risk Minimization Using e-Exponentiated Loss
We consider the empirical risk minimization of a linear classifier with e-exponentiated loss function for a binary classification problem. Given a convex loss function l(·, ·), the empirical risk minimization of a linear classifier is given by:R
where
is the training set, φ(x) ∈ R d is the feature representation of the sample x and the target y i s takes a value from {1, −1} for i ∈ {1, · · · , N }. The corresponding empirical risk with e-exponentiated loss l e,c (·, ·) is given by:
where e ∈ [0, 1), c > 0 and σ e,c (·) is as defined in Eq. (1). In the rest of the paper, we will ignore the second argument ofR l (w; D) andR l e,c (w; D) whenever D can be inferred from the context.
Generalization Error Bounds of Empirical
Risk Minimization with e-Exponentiated Loss
In this section, we present an upper bound for the generalization error incurred by an e-exponentiated loss function. Towards this end, we first propose a novel method for estimating the upper bound. Our introduced method of generalization error bound captures the average behaviour of a loss function as opposed to other existing methods (Rosasco et al., 2004) which captures the worst case behaviour. More particularly, our method is more suitable for analysing nonconvex problems where the risk function is smooth in most of the regions but contains some very low probable high gradient regions. Consequently, our bound shows an weak dependence on the Lipschitz constant of the loss functions as opposed to other existing methods (Rosasco et al., 2004) which depend on the Lipschitz constant monotonically. Finally, applying the derived bound, we show that empirical risk minimization with e-exponentiated loss function can have tighter generalization error bound than that can be obtained using the corresponding convex loss function.
Upper Bound for the Generalization Error
The gradient of an e-exponentiated loss function can be very large (in the order of c e−1 × L l where L l is the Lipschitz constant of the corresponding convex loss) making the Lipschitz constant of the transformed loss very large for c 1. On the other hand, the existing generalization error bound gets loose as the Lipschitz constant gets larger. To overcome this issue, we propose a novel bound for the same. Our bound is based on the work of (Rosasco et al., 2004) . Before stating our bound, let us introduce certain notations and definitions.
for every a, b ∈ A.
Definition 2 A function f : A → R, A ⊆ R n , is said to be Lipschitz in the small continuous, if there exists > 0 and
Note that, in general, whenever a function
is the gradient of f (x) at x. However, this might not be true when the function f (x) also depends on the distribution of the input x.
With the above definitions, we state our generalization error bound in the next theorem. Note that since a close ball in
is a compact set, we can cover the set by taking union of a finite number of balls of radius for any > 0. Let us denote the covering number of W M by C( ). Also, we define the expected risk corresponding to the empirical risk given by Eq. (2)
where E x,y [·] denotes expectation over the joint distribution of x and y. Also note that so far we have used the notation l(·, ·) to represent a convex loss function. However, in this section, we use the notation to represent any arbitrary loss function. With the above definitions and notations, we state our generalization error bound in the following theorem.
where > 0 such that ≥ min , 4LR l ( ) . (and this always exists).
Proof of Theorem 1 has been skipped to Appendix 6. To compare our result with the previous result, we state the result of (Rosasco et al., 2004) in the next theorem:
Then for all > 0, we have Remark 2 By comparing Eq. (7) and (8), we see that there are two main differences. First, in LHS of Eq. (7), has been replaced by a slightly larger quantity +L l 2 /2B. Since we generally take 1 and B ≥ 1, L l 2 /2B can be a negligible quantity even for reasonably large L l . Thus, it does not compromise the error bound significantly. Secondly, in RHS Eq. (7), C( /4L l ) has been replaced by C( /4L R l ( )) + 1.
Since for x 1, the covering number C(x) 1, Eq. (7) also does not compromise the confidence probability significantly. Moreover, if L R l ( ) is reasonably smaller than L l , the confidence bound given by Eq. (7) can be significantly better than that given by Eq. (8).
Remark 3 For the nonconvex problem where the risk is smooth on most of the regions in its domain but has very high gradient on some very low probable regions, the bound given by Theorem 2 can be very loose as the corresponding Lipschitz constant can be very large. However, Theorem 1 can still provides a tight bound under proper distributional assumption. Thus, Theorem 1 is better suitable for analysing nonconvex problems.
Comparison of Generalization Error Bound
From Theorem 1, we see that when L l /2B 1, the generalization error bound is a monotonically decreasing function of L R l ( ) where l(·, ·) is the loss function used in the empirical risk minimization. Thus, to compare the generalization error bound of an e-exponentiated loss function with that of the corresponding convex loss function, we compare L R l ( ) with L R l e,c ( ) where l(·, ·) is a convex loss function and l e,c (·, ·) is its e-exponentiated transformation. Since L R l ( ) depends on the distribution x and y, we assume that the margin yŷ = yw T φ(x) follows an uniform distribution. Moreover, since by our previous assumptions, ||φ(x)|| 2 ≤ 1 and ||w|| 2 ≤ M , |yŷ| ≤ M . Note that in this case,
Thus, we compute an upper bound of L R l e,c as
The RHS of Eq. (9) can be shown to be less than
| for sufficiently large M and convex loss function l(·, ·) with non-positive gradient. Note that most of the standard convex loss functions for classification have gradient which is non-positive.
In the next section, we show the experimental results using e-exponentiated loss functions.
Experimental Results
To demonstrate the improvement obtained using eexponentiated loss functions empirically, we show the results of two sets of experiments. In the first set of experiments, we have compared the accuracies obtained using e-exponentiated loss function with that obtained using the corresponding convex loss function on a subset of ImageNet dataset (Deng et al., 2009 ). In the second set of experiments, we compared the e-exponentiated loss functions with other state of the art methods for noisy label learning on four datasets.
Experiments on ImageNet Dataset
To show the improvement in accuracies using the eexponentiated loss functions over the corresponding convex loss functions, we have performed experiments on a subset of ImageNet dataset. Our collected subset of ImageNet dataset contains 511, 544 images of 1000 labels. We have randomly splitted the dataset into training set of 400, 000, validation set of 50, 000 and test set of 61, 544 images. For the experiments, we have extracted pre-trained features of the images by passing them through the first five layers of a pre-trained AlexNet model (Krizhevsky et al., 2012) . We have downloaded the pre-trained model from (Shelhamer, 2013 (accessed October, 2018 and use the code of (Kratzert, 2017 (accessed October, 2018 for extracting the pre-trained features. Note that there are only 223 labels common in between our subset of ImageNet dataset and ImageNet LSVRC-2010 contest dataset on which the AlexNet model has been pre-trained.
For classification using the pre-trained features, we have used a three layer fully connected neural network with ReLU activation. We performed the experiments using the e-exponentiated softmax loss and logistic loss by varying e = 1, 0.75 and 0.60 and setting c = 0. Note that e = 1 gives us the original convex loss function. We set the dimension of the hidden layers to be 800 and used Adam optimizer for optimization. To find the suitable value of initial learning rate and keep probability for the dropout, we performed cross-validation using the top-5 accuracy on the validation set. The top-1 and top-5 test accuracies of all the experiments are shown in Table 1 . The results shows that we have got a 3 to 4% improvement in top-1 and top-5 accuracies for e = 0.6 over e = 1.0 for both softmax and logistic loss. For e = 0.75, the accuracies obtained are in between the accuracies obtained by e = 0.60 and e = 1.0.
Comparison with Other State-of-the-art Methods for Noisy Label Learning
In this section, we compare the accuracies obtained using e-exponentiated loss function with other state-of-the-art methods by adding label noise on the training set. For the purpose, we have adopted the experimental setup of (Ma et al., 2018) .
Experimental Setup As in (Ma et al., 2018) , we performed the experiments by adding 0%, 20%, 40% and 60% symmetric label noise on four benchmark datasets: MNIST ((LeCun et al., 1998) ), SVHN ( (Netzer et al., 2011) ), CIFAR-10 ( (Krizhevsky, 2009) ) and CIFAR-100 ( (Krizhevsky, 2009) ). For all the datasets, we have used the same model and optimization setup as used in (Ma et al., 2018) . Additionally, we have performed experiments using e-exponentiated softmax loss function with c = 0.005 and varying e = 1.0, 0.75 and 1.0. As mentioned earlier, e = 1 gives us back the corresponding softmax loss. Following Ma et al. in (Ma et al., 2018) , we have repeated the experiments five times and reported the mean accuracies.
Baseline Methods For the comparison purpose, we have used the baseline methods which have been used in (Ma et al., 2018) . For the shake of completeness, we briefly describe those:
Forward (Patrini et al., 2017 ) Noisy labels are corrected by multiplying the network predictions with a label transition matrix.
Backward (Patrini et al., 2017) Noise labels are corrected by multiplying the loss by the inverse of a label transition matrix.
Boot-soft (Reed et al., 2014) Loss function is modified by replacing the target label by a convex combination of the target label and the network output.
Boot-hard (Reed et al., 2014) It is same as Boot-soft except that instead of directly using the class predictions in the convex combination, it converts the class prediction vector to a {0, 1}-vector by thresholding before using in the convex combination.
D2L (Ma et al., 2018) It uses an adaptive loss function which exploits the differential behaviour of the deep representation subspace while a network is trained on noisy labels.
Training with e-Exponentiated Loss function We have found that for larger network, the rate of convergence using e-exponentiated loss function in the initial iterations are slow due to smaller magnitude of gradients. For a similar problem, Barron et al., in (Barron, 2017) , have used an "annealing" approach in which, at the beginning of the optimization, they start with a convex loss function and at each epoch they gradually make the loss function nonconvex by slowly tuning a hyper-parameter. However, in our experiments, we take a simpler approach. For the first total epoch/10 epochs, where total epoch is the total number of epochs the model is trained, we trained the model by setting e = 1. After total epoch/10 epochs, we switch the value of e to our desired lower value. We take it as a future work to use a more sophisticated approaches like "annealing" in our experiments.
Results The results are shown in Table 2 . From the table, we can see that the accuracies obtained by e-exponentiated softmax loss with e = 0.6 are comparable (within the 1% margin) or better 12 out of 16 times for methods Backward, Boot-hard and 15 out of 16 times for method Boot-soft. However, its performance is relatively worse than that of the methods Forward and D2L in which cases the accuracies obtained by e-exponentiated loss function are comparable or better only 7 out of 16 times. Moreover, in some setting, the accuracy obtained by the two methods is better than that obtained by e-exponentiated loss function by a wide margin. However, it should be noted that the scope of our work is to develop better loss functions for the problem and many of the other label correction methods can be used along with our proposed loss functions.
Conclusion
In this paper, we have proposed e-exponentiated transformation of loss function. The e-exponentiated convex loss functions are almost differentiable, thus can be optimized using gradient descend based algorithm and more robust to outliers. Additionally, using a novel generalization error bound, we have shown that the bound can be tighter for an eexponentiated loss function than that for the corresponding convex loss function in spite of having a much larger Lipschitz constant. Finally, by empirical evaluation, we have shown that the accuracy obtained using e-exponentiated loss function can be significantly better than that obtained using the corresponding convex loss function and comparable to the accuracy obtained by some other state of the art methods in the presence of label noise. 
Proof of Theorem 1
Before going to the proof of Theorem 1, we will state and prove another result which is required for the proof.
Lemma 1 Let the expected risk R l (w) be Lipschitz in small continuous and the corresponding loss function is L l -Lipschitz. Then for ||w 1 − w 2 || 2 ≤ , > 0, and ρ > 0
is satisfied with probability at least 1
Proof : Since R l (w) is Lipschitz in small continuous and ||w 1 − w 2 || 2 ≤ , we have
If we let z i = l(w
Since ||w 1 − w 2 || 2 ≤ and the loss function
Combining Eq. (11) and (12), we complete the proof. Now we prove Theorem 1.
Proof of Theorem 1: We will mainly follow the proof of (Rosasco et al., 2004) . For simplifying the notation, we ignore the subscript of D N , R l (·) andR l (·) through out the proof. First of all, by denoting ∆ D (w) = R(w) −R(w)
and using Lemma 1, we get 
holds for all ||w 1 − w 2 || 2 ≤ for some > 0 with probability at least 1 − 2 exp − into the above statement, we get
with probability at least 1 − 2 exp − 
When ≥ 2LR( ) , for all w ∈ W M , there exists some i ∈ {1, · · · , m} such that w ∈ B w i , 2LR( ) i.e.
||w − w i || 2 ≤ 2L R ( )
Note that D ∈ A is the dataset for which there exists some w i whose empirical risk has not converged to its expected risk. Thus, for all D / ∈ A, we have |∆ D (w i )| ≤ for all i ∈ {1, · · · , m}. Now, combining Eq. (15) and (18), we can say that when there exists some > 0 such that ≥ 2LR( ) ,
holds for all w ∈ W M and some w i with probability at least 1−2 exp − N 2 2B 2 . Therefore, if there exists an > 0 such that ≥ 2LR( ) ,
hold with probability at least 1 − 2 exp − But, it still remains to show that there always exists an > 0 such that ≥ 2LR( ) . Note that L R ( ) is a monotonically increasing function of . If for some < , ≥ /2L R ( ) holds, we are already done. Else, we have 2 L R ( ) < . Thus, we can increase 2 L R ( ) unboundedly by increasing , making it larger than eventually.
