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JACOBI-TRUDI TYPE FORMULA FOR A CLASS OF IRREDUCIBLE
REPRESENTATIONS OF gl(m|n)
NGUYEˆN LUONG THA´I BI`NH
ABSTRACT. We prove a determinantal type formula to compute the characters for a class
of irreducible representations of the general Lie superalgebra gl(m|n) in terms of the
characters of the symmetric powers of the fundamental representation and their duals.
This formula was conjectured by J. van der Jeugt and E. Moens and was generalized the
well-known Jacobi-Trudi formula.
1. INTRODUCTION
The classical Jacobi-Trudi formula computes Schur symmetric functions in terms of the
elementary (resp. complete) symmetric functions. Since these symmetric functions can
be realized as irreducible characters of a general linear group, we can interpret the Jacobi-
Trudi formula as a formula for computing irreducible character of a general linear group
in terms of the characters of symmetric (resp. anti-symmetric) tensor representations.
This formula complements the Weyl determinantal formula which computes irreducible
characters in terms of the root system. Although the Jacobi-Trudi formula is well-defined
only for partitions, that is, for integral dominant weight with non-negative components, it
is well-known that an integral dominant weight can be led to a partition by adding some
multiple of the partition (1, 1, . . . , 1), which corresponds to the determinantal representa-
tion.
The aim of this work is to extend this famous formula to the case of the general lin-
ear Lie super algebras. According to V. Kac, irreducible representations of the general
linear Lie super-algebra gl(m|n) are determined by means of dominant weights. We
shall restrict ourselves to those representations with integral dominant weights, see Eq.
(5). In his foundational papers [12, 13, 14, 15] on Lie superalgebras, Kac raised the
problem of determining the formal characters of finite dimentional irreducible represen-
tations of Lie superalgebras, and he established in the 70s an analog of Weyl formula
to compute irreducible characters corresponding to typical weights. There have been
many attempts to establish formulas to computing atypical irreducible characters, see e.g.
[2, 3, 4, 5, 6, 17, 18, 19, 20, 21, 22, 23, 24, 25]. It took twenty years until V. Serganova
provides a method to compute atypical irreducible characters, which was subsequently
simplified by Brundan [2] and Su-Zhang [23].
For some classes of integral dominant weights, Jacobi-Trudi formula has been estab-
lished, for instance, when the weights correspond to partitions, i.e. the corresponding
representation is constructed from the fundamental representation using only tensor prod-
ucts and decomposition into direct sums, see [1, 6]. However, due to the more compli-
cated nature of the representation category of general linear Lie superalgebra, to extend
Jacobi-Trudi formula to characters of the so-called mixed representations one will need
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to incorporate characters of both symmetric tensor powers and their duals. A conjectural
determinantal formula was explained in detail in [22]. In fact, there was an unsuccessful
attempt to prove it in [20]. This formula can be considered as an analog of the Jacobi-
Trudi formula for irreducible characters of the general linear Lie superalgebras.
In this work we prove the above mentioned determinantal formula for the case of irre-
ducible representation correspond to integral dominant weight Λ which has the form
Λ = (α1, α2, . . . , αm;−k,−k, . . . ,−k)
such that 0 ≤ k ≤ m and αm−k ≥ 0 ≥ αm−k+1 (Theorem 3.1). A class of these weights
corresponds to a class ofm-standard composite partitions (cf. (11)). In particular, we have
also derived the results presented in [7], that is Jacobi-Trudi type formula for character of
irreducible representations of gl(m|1) (Corollary 3.3).
The structure of the paper is as follows. In section 2 we present some background
materials on gl(m|n). In section 3 we state the main theorem (see Theorem 3.1) and
some corollaries (Corollary 3.2 and Corollary 3.3). In section 4 we introduce the notion
special weights (cf. (8)) and establish the correspondence between these weights and the
(m|n)-standard composite partitions (Proposition 4.2). In section 5 we give a reduction
formula to represent irreducible characters of gl(m|n) in terms of irreducible characters
of its subalgebras (Theorem 5.6). In section 6, we recall the notion of super-symmetric
S-functions corresponding to a composite partitions and properties their (see Theorem
6.4). The last section gives a proof of the main theorem.
2. PRELIMINARIES
This section presents some results on linear Lie super-algebras for the later use. We
shall work over the field of complex numbers C.
A super vector space is a Z2-graded vector space V = V0¯ ⊕ V1¯. The vector spaces
V0¯, V1¯ are called the even and odd homogeneous components of V , their elements are also
called homogeneous. A homogeneous element x ∈ V0¯ has degree 0, denoted deg(x) = 0¯,
while x ∈ V1¯ has degree 1, denoted deg(x) = 1¯.
Let End(V ) be the space of linear endomorphisms of V . Then End(V ) = End0¯(V )⊕
End1¯(V ), where
End0¯(V ) = End(V0¯)⊕End(V1¯) and End1¯(V ) = Hom(V0¯, V1¯)⊕Hom(V1¯, V0¯). (1)
We can equipEnd(V )with the structure of a Lie superalgebra by defining the Lie bracket
[−,−] by setting
[x, y] = xy − (−1)deg(x)deg(y)yx, (2)
for all homogeneous elements x, y, then extending it linearly to the whole space End(V )
with V = V0¯ ⊕ V1¯ and dimV0¯ = m, dimV1¯ = n. We use the notation gl(m|n) for the
End(V ) with above Lie superalgebra structure.
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2.1. The Lie superalgebra gl(m|n). In this paper, g will denote the Lie superalgebra
gl(m|n) for fixed positive integersm,n. We can realize g as the set of (m+n)× (m+n)
matrices. Hence
g0¯ =
{(
A 0
0 D
)
|A ∈ Mm,m, D ∈Mn,n
}
(3)
and
g1¯ =
{(
0 B
C 0
)
|B ∈Mm,n, C ∈ Mn,m
}
, (4)
whereMr,t denotes the set of r × t matrices.
The standard basis for g consists of the matrices Ei,j, i, j = 1, 2, . . . , m+ n, with 1 on
the entry (i, j) and 0 elsewhere. The subalgebra h ⊂ g spanned by the elements Ej,j :
j = 1, 2, . . . , m + n, is called Cartan subalgebra of g. The dual vector space h∗ is called
the weight space, it is spanned by the weights {ǫi, δj|i = 1, 2, . . . , m; j = 1, 2, . . . , n},
where ǫi(Ej,j) = δij and δj(Ei,i) = −δ(m+j)i, with δ is symbol Kronecker .
A weight Λ will be denoted as follows:
Λ =
m∑
i=1
λiǫi +
n∑
j=1
µiδi =: (λ1, · · · , λm;µ1, µ2, . . . , µn). (5)
Λ is called integral if its components (the λ′is, µ
′
js) are integers. Λ is called dominant if
λ1 ≥ λ2 ≥ · · · ≥ λm and µ1 ≥ µ2 ≥ . . . ≥ µn.
We fix simple root system
Π = {ǫ1 − ǫ2, · · · , ǫm−1 − ǫm, ǫm − δ1, δ1 − δ2, . . . , δn−1 − δn}.
The set of positive even roots is denoted by
∆+0 = {ǫi − ǫj |1 ≤ i < j ≤ m} ∪ {δi − δj |1 ≤ i < j ≤ n},
and the set of positive odd roots is denoted by
∆+1 = {ǫi − δj |1 ≤ i ≤ m, 1 ≤ j ≤ n}.
As usual, we put
ρ0 =
1
2
∑
α∈∆+0
α =
1
2
(m− 1, m− 3, . . . , 1−m;n− 1, n− 3, . . . , 1− n),
ρ1 =
1
2
∑
α∈∆+1
α =
1
2
(n, n, . . . , n;−m,−m, . . . ,−m),
ρ = (m, . . . , 2, 1;−1,−2, . . . ,−n).
There is a symmetric bilinear form ( , ) on h∗ is defined by
(ǫi, ǫj) = δij , (ǫi, δj) = 0, (δi, δj) = −δij .
The Weyl group of g is the Weyl group W of g0, hence it identified with the product of
the symmetric groups Sm × Sn. For w ∈ W , we denote by ǫ(w) its signature.
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2.2. Typical and atypical weights. Let Λ = (λ1, · · · , λm;µ1, µ2, . . . , µn) be an integral
dominant weight. A positive odd root ǫi − δj , with i = 1, 2, . . . , m and j = 1, 2, . . . , n, is
called an atypical root of Λ if
(Λ + ρ, ǫi − δj) = 0. (6)
Explicitly, this condition reads: λi + m + 1 − i = −µj + j. Denote by ΓΛ the set of
atypical roots of Λ:
ΓΛ = {ǫi − δj |(Λ + ρ, ǫi − δj) = 0}.
A weight Λ is called typical if #ΓΛ = 0 and atypical if #ΓΛ = r ≥ 1 (in this case Λ is
also called r-fold atypical weight).
2.3. Kac modules. For every integral dominant weight Λ, we denote by V 0(Λ) the finite
dimensional irreducible g0¯-module with highest weight Λ. V
0(Λ) is a (g0¯⊕g+1)- module
with g+1 acting by 0, where g+1 is the set of matries of the form
(
0 B
0 0
)
. Set
V¯ (Λ) := Indgg0¯⊕g+1V
0(Λ).
Then V¯ (Λ) contains unique maximal submoduleM(Λ). So that, V¯ (Λ)/M(Λ) is an irre-
ducible module. Put
V (Λ) := V¯ (Λ)/M(Λ).
Then V (Λ) is an irreducible module with highest weight Λ. It is called Verma module or
Kac module [12].
2.4. Characters of gl(m|n). Let V (Λ) be an irreducible representation with highest
weight Λ of g. Such a representation is h-diagonalizable with weight decomposition
V (Λ) =
⊕
µ Vµ, where Vµ = {v ∈ V |hv = µ(h)v for all h ∈ h}. The character of
V (Λ) is defined to be the formal sum
ch V =
∑
µ
(dimVµ)e
µ,
where eµ (µ ∈ h∗) are the formal exponential functions.
3. THE MAIN THEOREM
In this section we will state the main theorem, the Jacobi-Trudi type formular to com-
pute characters of a class of irreducible representations of a general linear Lie superal-
gebra gl(m|n). This class consists of irreducible representations correspond to integral
dominant weights Λ of the form
Λ = (α1, α2, . . . , αm;−k,−k, . . . ,−k),
with 0 ≤ k ≤ m and αm−k ≥ 0 ≥ αm−k+1.
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Set xi = e
ǫi for i = 1, 2, . . . , m and yj = e
δj for j = 1, 2, . . . , n. It is well known
that the character of the r-th the symmetric power of the fundamental representation of
gl(m|n) is equal to
hr(x/y) :=
r∑
k=0
hk(x)er−k(y),
where ek(y) (resp. hk(x)) is the elementary (resp. complete) symmetric function on the
variables y = (y1, y2, . . . , yn) (reps. x = (x1, x2, . . . , xm)). It follows that the character
of the dual of the r-th symmetric power of the fundamental representation is h˙r(x/y)with
h˙r(x/y) := hr(x¯/y¯) where x¯ = (x
−1
1 , x
−1
2 , . . . , x
−1
m ), y¯ = (y
−1
1 , y
−1
2 , . . . , y
−1
m ).
Theorem 3.1. Let Λ = (α1, α2, . . . , αm;−k,−k, . . . ,−k) be an integral dominant weight
of a general linear Lie superalgebra gl(m|n) with 0 ≤ k ≤ m and αm−k ≥ 0 ≥ αm−k+1.
Then
chV (Λ) = det
(
h˙n−αm−t+1+s−t(x/y) hαj−s−j+1(x/y)
h˙n−αm−t+1−i−t+1(x/y) hαj+i−j(x/y)
)
,
where the indices i, j, s resp. t run from top to bottom, from left to right, from bottom to
top resp. from right to left with i, j = 1, 2, . . . , m− k and s, t = 1, 2, . . . , k.
Example: For Λ = (3, 2,−1;−1 − 1), an integral dominant weight of the linear Lie
superalgebra gl(3|2), we have
chV (Λ) =
∣∣∣∣∣∣
h˙3(x/y) h2(x/y) h0(x/y)
h˙2(x/y) h3(x/y) h1(x/y)
h˙1(x/y) h4(x/y) h2(x/y)
∣∣∣∣∣∣ .
Consider the weight σ = (1, 1, . . . , 1;−1,−1, . . . ,−1)which corresponds to the super-
determinantal representation. Let Λ = (λ1, λ2, . . . , λm; β, β, . . . , β) be an integral domi-
nant weight. Then there is a unique integer j such that
Λ+ jσ = Λ0,
where Λ0 = (α1, α2, . . . , αm;−k,−k, . . . ,−k) with 0 ≤ k ≤ m and such that αm−k ≥
0 ≥ αm−k+1 i.e, Λ0 satisfies the condition of Theorem 3.1(see Proposition 4.1). We
present an algorithm to find Λ0, i.e, to find j and k.
First, we see that, if Λ = (λ1, λ2, . . . , λm; β, β, . . . , β) then
Λ+ βσ = (λ1 + β, λ2 + β, . . . , λm + β; 0, 0, . . . , 0).
Without lost of generality, we can consider Λ = (λ1, λ2, . . . , λm; 0, 0, . . . , 0) instead of
Λ = (λ1, λ2, . . . , λm; β, β, . . . , β). Now, we will show an algorithm for finding j and k :
Λ + jσ = (α1, α2, . . . , αm;−k,−k, . . . ,−k),
such that αm−k ≥ 0 ≥ αm−k+1.
Step 1: If λm ≥ 0 then j = 0, k = 0. If λm < 0, we move on to Step 2.
Step 2: If λm−1 + 1 ≥ 0 then j = 1, k = 1. If λm−1 + 1 < 0, we move on to Step 3.
Step 3: If λm−2 + 2 ≥ 0 then j = 2, k = 2. If λm−2 + 2 < 0, we move on to Step 4.
. . .
Stepm: If λ1 +m− 1 ≥ 0 then j = m− 1, k = m− 1. If λ1 +m− 1 < 0 then j = m,
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k = m.
Thus, after no more thanm steps we find j and k that satisfy the requirement.
Corollary 3.2. Let Λ = (λ1, λ2, . . . , λm; β, β, . . . , β) be an integral dominant weight of
gl(m|n). Then there is a unique integer j such that
Λ + jσ = (α1, α2, . . . , αm;−k,−k, . . . ,−k),
with 0 ≤ k ≤ m and αm−k ≥ 0 ≥ αm−k+1. And
chV (Λ) =
(∏m
i=1 xi∏n
j=1 yj
)j
det
(
h˙n−αm−t+1+s−t(x/y) hαj−s−j+1(x/y)
h˙n−αm−t+1−i−t+1(x/y) hαj+i−j(x/y)
)
, (7)
where the indices i, j, s resp. t run from top to bottom, from left to right, from bottom to
top resp. from right to left with i, j = 1, 2, . . . , m− k and s, t = 1, 2, . . . , k.
Proof. This follows from the Theorem 3.1 and from the following formula, which is well-
known:
chV (Λ + jσ) = (eσ)jchV (Λ).

We now apply the above result to the case gl(m|1). The corollary below is proven by
direct computation in [7].
Corollary 3.3. Let V be an arbitrary irreducible representation of a linear Lie superal-
gebra gl(m|1). Then chV is the product of the power of y−1
∏m
i=1 xi and the Jacobi-Trudi
type formular.
Proof. Any integral dominant weight of gl(m|1) satisfies the condition of Corollary 3.2.

4. SPECIAL WEIGHTS AND COMPOSITE PARTITIONS
4.1. Special weights. An integral dominant weight
Λ = (α1, α2, . . . , αm; β1 := −k, β2, . . . , βn), (8)
with 0 ≤ k ≤ m and αm−k ≥ 0 ≥ αm−k+1 , is called a special weight. We denote by P
the set of all special weights. And for each integer k, 0 ≤ k ≤ m, set
Pk = {Λ = (α1, α2, . . . , αm; β1 := −k, β2, . . . , βn)|αm−k ≥ 0 ≥ αm−k+1}. (9)
It’s easy to see that
P =
m⋃
k=0
Pk. (10)
We will see that an arbitrary integral dominant weight of gl(m|n) is different from a
weight in P by an integer multiple of the weight σ := (1, . . . , 1;−1, . . . ,−1).
Proposition 4.1. Let λ be an integral dominant weight. Then, there is unique integer j
such that Λ := λ+ jσ has the following form: Λ = (α1, α2, . . . , αm;−k, β2, . . . , βn) with
0 ≤ k ≤ m and αm−k ≥ 0 ≥ αm−k+1.
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Proof. Existence of j. We use induction on m. Let’s consider the case m = 1. Consider
a weight (α1; β1, β2, . . . , βn). Then by adding a mutiple of the weight σ: j = β1 if
α1 + β1 ≥ 0 and j = β1 + 1 if α1 + β1 < 0, we have[
(α1; β1, β2, . . . , βn) + β1σ if α1 + β1 ≥ 0,
(α1; β1, β2, . . . , βn) + (β1 + 1)σ if α1 + β1 < 0.
this is equivalent to[
(α1 + β1; 0, β2 − β1, . . . , βn − β1) if α1 + β1 ≥ 0,
(α1 + β1 + 1;−1, β2 − β1 − 1, . . . , βn − β1 − 1) if α1 + β1 < 0.
Suppose this holds form. Consider a weight
(λ1, λ2, . . . , λm+1; ν1, ν2, . . . , νn),
using the induction hypothesis on the weight
(λ2, . . . , λm+1; ν1, ν2, . . . , νn),
we can bring it to the form
(α1, α2, . . . , αm, αm+1;−k, β2, . . . , βn),
with 0 ≤ k ≤ m (by adding a multiple of σ), such that
α(m+1)−k ≥ 0 ≥ α(m+1)−k+1.
Note the shift of indices and the condition α1 ≥ 0 is not imposed (when k = m) .
Thus, if in this new weight we have k < m, then it automatically satisfies the require-
ment. Similarly, if in this new weight we have k = m and α1 ≥ 0 then it also satisfies the
requirement. It remains the case k = m and α1 < 0. Then adding σ to this weight we get
the weight
(α1 + 1, α2 + 1, . . . , αm+1 + 1;−(m+ 1), . . . , βn − 1)
such that 0 ≥ α1 + 1.
Finally, we prove the uniqueness assertion. Let λ be a integral dominant weight. As-
sume j, j′ are integers such that
{
λ+ jσ = (λ1, λ2, . . . , λm;−k, ν2, . . . , νn), with λm−k ≥ 0 ≥ λm−k+1
λ+ j′σ = (α1, α2, . . . , αm;−k
′, β2, . . . , βn), with αm−k′ ≥ 0 ≥ αm−k′+1.
We need to show that j = j′. Assume the contrary i 6= j, then we can say j > j′. We
have
(j − j′)σ = λ+ jσ − (λ+ j′σ)
= (λ1 − α1, λ2 − α2, . . . , λm − αm;−(k − k
′), ν2 − β2, . . . , νn − βn).
Then
j − j′ = k − k′ := t > 0.
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On the other hand,
λ+ jσ = λ+ j′σ + tσ
= (α1 + t, α2 + t, . . . , αm + t;−(k
′ + t), β2 − t, . . . , βn − t).
Thus
αm−k + t ≥ 0 ≥ αm−k+1 + t.
This implies
0 ≥ αm−(k′+t)+1 + t ≥ αm−k′ + t ≥ t > 0,
which is a contradiction. Thus we conclude that j = j′.

4.2. Composite partitions. Let ν, µ be two partitions. We shall refer to ν¯;µ as a com-
posite partition.
A composite partition is called anm-standard composite partition if
l(µ) + l(ν) ≤ m. (11)
A composite partition ν¯;µ is said to be an (m|n)- standard if there exist 0 ≤ j ≤ n
and 0 ≤ l ≤ m such that {
µ′j+1 + ν
′
n−j+1 ≤ m
µm−l+1 + νl+1 ≤ n,
where µ′ (resp. ν ′) is conjugate partition of µ (resp. ν).
For each 0 ≤ k ≤ m let Qk be the subset of (m|n)-standard composite partitions ν¯;µ,
for which µ′1 ≤ m− k and ν
′
n = k:
Qk = {ν¯;µ|µ
′
1 ≤ m− k, ν
′
n = k}. (12)
Put
Q =
m⋃
k=0
Qk. (13)
We define a map ϕk : Pk → Qk as follows. For a Λ = (α1, α2, . . . , αm;−k, β2, . . . , βn) ∈
Pk with 0 ≤ k ≤ m. ϕk(Λ) is the composite partition ν¯;µ where the partition µ =
(α1, α2, . . . , αm−k) and the partition ν is given by ν1 = n−αm, ν2 = n−αm−1 . . . , νk =
n−αm−k+1 while νk+1, νk+2, . . . are uniquely determined by ν
′
n = k, ν
′
n−1 = −β2, . . . , ν
′
1 =
−βn. Notice that µ
′
1 ≤ m− k and ν
′
n = k. Thus, if Λ ∈ Pk then ϕk(Λ) = ν¯;µ ∈ Qk.
Proposition 4.2. ϕk defines a bijection between Pk and Qk for each 0 ≤ k ≤ m. Conse-
quently we have a bijective map ϕ from P to Q such that ϕ|Pk = ϕk.
Proof. It is easy to see that ϕk is injective.
For the surjectively, let ν¯;µ ∈ Qk be an (m|n)-standard composite partition. Then ν, µ
have the following form {
µ = (µ1, µ2, . . . , µm−k),
ν = (ν1, ν2, . . .) and ν
′
n = k.
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We set
Λ = (µ1, µ2, . . . , µm−k, n− νk, . . . , n− ν2, n− ν1;−k = −ν
′
n, . . . ,−ν
′
2,−ν
′
1).
This weight have µm−k ≥ 0 ≥ n − νk so Λ ∈ Pk. It is obviously the preimage of ν¯;µ
under ϕk. Thus ϕk and ϕ are bijection. 
Let ν¯;µ ∈ Q be an (m|n)-standard composite partition. We denote by Λν¯;µ the corre-
sponding special weight. In case µ = 0, we write Λν¯ for Λν¯ ; 0.
Lemma 4.3. Let Λ = Λν¯;µ ∈ Pk be a special weight corresponding to ν¯;µ ∈ Qk .
Set κ = (ν1, ν2, . . . , νk) and η = (νk+1, νk+2, . . .). Then we have
(a) Λ = (µ1, µ2, . . . , µm−k, n− νk, . . . , n− ν2, n− ν1;−ν
′
n, . . . ,−ν
′
2,−ν
′
1);
(b) η;µ ∈ Q0 is an (m− k|n)-standard composite partition and
Λη;µ =
(
µ1, . . . , µm−k;−(ν
′
n − k),−(ν
′
n−1 − k), . . . ,−(ν
′
1 − k)
)
∈ P0;
(c) κ; 0 ∈ Qk is an (k|n)-standard composite partition and Λκ;0 = (n− νk, . . . , n−
ν1;−k, . . . ,−k) ∈ Pk;
(d) Λ = Λη;µ + Λκ;0;
Proof. (a) can be readily seen from proof of Proposition 4.2.
Proof of (b). Since ν¯;µ ∈ Qk then{
µ′1 ≤ m− k
η′n = 0.
Thus η;µ ∈ Q0 is an (m − k|n)-standard composite partition. It follows from proof of
Proposition 4.2 that
Λη;µ = (µ1, . . . , µm−k;−η
′
n, . . . ,−η
′
1)
=
(
µ1, . . . , µm−k;−(ν
′
n − k) = 0,−(ν
′
n−1 − k), . . . ,−(ν
′
1 − k)
)
.
So Λη;µ ∈ P0 .
We verify (c). We have κ = (ν1, . . . , νk) and κ
′
n = ν
′
n = k, thus κ; 0 ∈ Qk is an
(k|n)-standard composite partition. By Proposition 4.2, we have
Λκ;0 = (n− κk, . . . , n− κ1;−κ
′
n, . . . ,−κ
′
1)
= (n− νk, . . . , n− ν1;−k, . . . ,−k) ∈ Pk.
(d). We have
Λη;µ + Λκ;0 = (µ1ǫ1 + . . .+ µm−kǫm−k − (ν
′
n − k)δ1 − (ν
′
n−1 − k)δ2 . . .− (ν
′
1 − k)δn)
+ ((n− νk)ǫm−k+1 . . .+ (n− ν1)ǫm − kδ1 + . . .− kδn)
= µ1ǫ1 + . . .+ µm−kǫm−k + (n− νk)ǫm−k+1 . . .+ (n− ν1)ǫm − (ν
′
n)δ1 − (ν
′
n−1)δ2 . . .− (ν
′
1)δn
= Λ.

10 NGUYEˆN LUONG THA´I BI`NH
5. REDUCTION FORMULA FOR IRREDUCIBLE CHARACTERS OF gl(m|n)
In this section, we shall establish a reduction formula to represent irreducible characters
of gl(m|n) in terms of irreducible characters of its subalgebras. Our main ingredient is
the character formular of Su-Zhang. We shall start the section by reviewing the formula.
We use notations of [23]
5.1. Su-Zhang’s character formular. In this subsection we recall a result of Su-Zhang
[23], for that we shall need some notations. Assume
Λ = (λ1, . . . , λmr , . . . , λi, . . . , λm1 , . . . , λm;µ1, . . . , µn1, . . . , µj, . . . , µnr , . . . , µn) ∈ h
∗
(14)
is r-fold atypical integral dominant weight with the set of atypical roots
ΓΛ = {γ1, . . . , γr}. (15)
Note that we have γ1 = ǫm1 − δn1 < · · · < γr = ǫmr − δnr , and mr < · · · < m1, n1 <
· · · < nr.
The total order on∆+1 is defined by
ǫi − δζ < ǫj − δη if ζ − i < η − j or ζ − i = η − j but i > j. (16)
We call γs the s-th atypical root of Λ for s = 1, 2, . . . , r.
For convenience, we introduce the notation Λρ for ρ-translation of Λ :
Λρ = Λ + ρ. (17)
We define the atypical tuple of Λ
atyΛ = (µ
ρ
n1
, . . . , µρnr) = (µn1 − n1, . . . , µnr − nr), (18)
and we call the s-th entry of atyΛ the s-th atypical entry of Λ for s = 1, 2, . . . , r. We also
define the typical tuple of Λ
typΛ ∈ Z
m−r|n−r (19)
to be the element obtained from Λρ by deleting all entries λρms , µ
ρ
ns for s = 1, 2, . . . , r.
We call Λ lexical if its atypical tuple atyΛ is lexical in the following sence:
µρn1 ≥ µ
ρ
n2
≥ . . . ≥ µρnr .
Corresponding to each atypical root γs of Λ, one defines the γs-height of Λ by the
following formula.
hs(Λ) = λms − ns + s. (20)
For 1 ≤ s ≤ t ≤ r, we set
ds,t(Λ) = ht(Λ)− hs(Λ) = λmt − λms − nt + ns + t− s. (21)
Then ds,t(Λ) is non-negative and one can observe that it is the number of integers between
the s-th atypical entry µρns and the t-th atypical entry µ
ρ
nt which are not entries of Λ
ρ. In
orther words,
ds,t(Λ) = #([µ
ρ
ns, µ
ρ
nt ]\Set(Λ
ρ)), (22)
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where
[i, j] =
{
{k ∈ Z|i ≤ k ≤ j} if i ≤ j
∅ otherwise,
for i, j ∈ Z (23)
Set(µ) = the set of the entries of a weight µ. (24)
For s ≤ t, we say that two atypical roots γs, γt of Λ are c-related if s = t or ds,t(Λ) <
t− s, and are strongly c-related if γs, γu+1 are c-related for all r such that s ≤ u < t.
The relation ds,t(Λ) < t− s is equivalent to
λmt − λms < nt − ns. (25)
A weight Λ is said to be totally connected if two atypical roots γs, γt of Λ are c-related
for all pairs (s, t) with s ≤ t.
For an r-fold atypical weight as given by (14) and σ is an element of symmetric group
Sr we define
σ(Λ) = (λ1, . . . , λm
σ−1(r)
, . . . , λi, . . . , λm
σ−1(1)
, . . . , λm;µ1, . . . , µn
σ−1(1)
, . . . , µj, . . . , µn
σ−1(r)
, . . . , µn).
Thus we also have the dot action
σ.Λ = σ(Λ + ρ)− ρ. (26)
Define SΛ to be a subset of the symmetric group Sr consisting of permutations σ which
do not change the order of s < t when the atypical roots γs and γt of Λ are strongly
c-related. That is,
SΛ = {σ ∈ Sr|σ
−1(s) < σ−1(t) for all s < t with γs, γt are strongly c-related}. (27)
Let Λ in (14) be an r-fold atypical weight with atypical roots ordered as in (15): γ1 <
γ2 < · · · < γr. We define the normal cone with vertex Λ:
CNormΛ = {Λ−
r∑
s=1
isγs|is ≥ 0}. (28)
Define partial order ′′ ≤′′ on CNormΛ such that for λ, µ ∈ C
Norm
Λ : µ ≤ λ iff µi ≤ λi
with i = 1, 2, . . . , m and µm+j ≥ λm+j with j = 1, 2, . . . , n.
For λ = Λ−
∑r
s=1 isγs ∈ C
Norm
Λ , we set
|Λ− λ| =
r∑
s=1
is .
This number is called the level of λ. For λ ∈ CNormΛ , denote by λ↑ the maximal lexical
weight which is ≤ λ, namely,
λ↑ = max{µ ∈ C
Norm
Λ |µ ≤ λ, and µ is lexical}. (29)
Denote by Cr the subset of Sr
Cr = {π ∈ Sr|π = (1, 2, . . . , i1)(i1+1, i1+2, . . . , i1+i−2) . . . (i1+. . .+it−1+1, . . . , r)},
(30)
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where i1, i2, . . . , it are positive integers such that
∑t
s=1 is = r. And(
r
π
)
=
r!
i1!i2! . . . it!
. (31)
Theorem 5.1. [23, Theorem 4.9] The formal character chV (Λ) of the finite dimensional
irreducible g-module V (Λ) is given by
chV (Λ) =
∑
σ∈SΛ,π∈Cr
1
r!
(
r
π
)
(−1)|Λ−(π.(σ.Λ)↑)↑|+l(π)
1
L0
∑
w∈W
ǫ(w)w(e(π.(σ.Λ)↑)↑+ρ0
∏
β∈∆+1 \ΓΛ
(1+e−β)),
(32)
where SΛ, λ↑, Cr are defined above and L0 =
∏
α∈∆+0
(eα/2 − e−α/2).
5.2. Reduction formula for irreducible characters of gl(m|n). The aim of this sub-
section is to prove a reduction formula, representing irreducible characters of gl(m|n) in
terms of irreducible characters of its subalgebras (cf. Theorem 5.6).
Denote ρ(p|q) = (p, p− 1, . . . , 1;−1,−2, . . . , q) with p, q being positive integers.
Lemma 5.2. Let Λ = Λν¯;µ ∈ Pk be a special weight corresponding to ν¯;µ ∈ Qk .
Set κ = (ν1, ν2, . . . , νk) and η = (νk+1, νk+2, . . .). Then we have
(a) ΓΛ = ΓΛη;µ and ΓΛκ;0 = ∅;
(b) SΛ = SΛη;µ .
Proof. First we prove (a). From Lemma 4.3 (a), (b) we have
Λ = (µ1, µ2, . . . , µm−k, n− νk, . . . , n− ν2, n− ν1;−ν
′
n, . . . ,−ν
′
2,−ν
′
1)
and
Λη;µ =
(
µ1, . . . , µm−k;−(ν
′
n − k),−(ν
′
n−1 − k), . . . ,−(ν
′
1 − k)
)
.
Assume ǫi − δj , 1 ≤ i ≤ m− k and 1 ≤ j ≤ n, is a root of Λ. Then
(Λ + ρ(m|n), ǫi − δj) = 0
that is
µi +m− i+ 1 = −(−ν
′
j − j).
This is equivalent to
µi + (m− k)− i+ 1 = −[−(ν
′
j − k)− j].
So
(Λη;µ + ρ(m− k|n), ǫi − δj) = 0.
Hence, ǫi − δj is a root of Λη;µ.
On the orther hand, ifm − k < i ≤ m and 1 ≤ j ≤ n then (Λ + ρ(m|n), ǫi − δj) 6= 0
since n− νi+m− i+1 < k+1 but−(−ν
′
j − j) ≥ k+1. Thus, ǫi− δj is not a root of Λ.
So, we conclude that
ΓΛ = ΓΛη;µ.
Next, from property (c) of Lemma 4.3 we haveΛκ;0 = (n−νk, . . . , n−ν1;−k, . . . ,−k).
Clearly, ΓΛκ;0 = ∅ because of (n − ν1) + 1 ≤ (n − ν2) + 2 ≤ . . . , (n − νk) + k ≤ k <
−(−k − j) for all j = 1, 2, . . . n.
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The second we prove (b). From (a), we have ΓΛ = ΓΛη;µ . By assumption, 1 ≤ mt ≤
ms ≤ m − k, it is easy to see that γs, γt ∈ ΓΛ are c- related if only if γs, γt ∈ ΓΛη;µ are c
- related. Thus SΛ = SΛη;µ . 
Lemma 5.3. Let Λ ∈ Pk be a special weight corresponding to ν¯;µ ∈ Qk .
Set κ = (ν1, ν2, . . . , νk) and η = (νk+1, νk+2, . . .). Then we have
(π.(σ.Λ)↑)↑ = (π.(σ.Λη;µ)↑)↑ + Λκ;0
and
|Λ− (π.(σ.Λ)↑)↑| = |Λη;µ − (π.(σ.Λη;µ)↑)↑|,
where π ∈ Cr, σ ∈ S
Λ.
Proof. This follows from Lemma 4.3 and Lemma 5.2 with notice that σ.Λ = σ.Λη;µ+Λκ;0
and π.(σ.Λ)↑ = π.(σ.Λη;µ)↑ + Λκ;0. 
Lemma 5.4. Let m,n, p, q be nonnegative integers such thatm = p+ q. We have
(a)
L0(p|n)
∏
0≤i<j≤q
(e(ǫp+i−ǫp+j)/2 − e−(ǫp+i−ǫp+j)/2)
p∏
i=1
q∏
j=1
(eǫi − eǫp+j)
= L0(m|n)e
1
2
(q,...,q,p,...,p;0,...,0),
where
L0(m|n) =
∏
α∈∆+0
(eα/2 − e−α/2)
and
L0(p|n) =
∏
α∈∆+0 \{(ǫi−ǫj)|p+1≤j≤m}
(eα/2 − e−α/2).
(b)
ρ0(m|n) =ρ0(p|n) +
1
2
(0, . . . , 0, q − 1, q − 3, . . . , 1− q; 0, . . . , 0)
+
1
2
(q, . . . , q,−p, . . . ,−p; 0, . . . , 0),
where
ρ0(m|n) =
1
2
(m− 1, m− 3, . . . , 1−m;n− 1, n− 3, . . . , 1− n)
and
ρ0(p|n) =
1
2
((m− q)− 1, (m− q)− 3, . . . , 1− (m− q);n− 1, n− 3, . . . , 1− n).
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Proof. We have
p∏
i=1
q∏
j=1
(eǫi − eǫp+j) =
p∏
i=1
q∏
j=1
eǫi/2eǫp+j/2(e(ǫi−ǫp+j)/2 − e−(ǫi−ǫp+j)/2)
=
(
p∏
i=1
eǫi/2
)q( q∏
j=1
eǫp+j/2
)p p∏
i=1
q∏
j=1
(e(ǫi−ǫp+j)/2 − e−(ǫi−ǫp+j)/2).
Thus
L0(p|n)
∏
0≤i<j≤q
(e(ǫp+i−ǫp+j)/2 − e−(ǫp+i−ǫp+j)/2)
p∏
i=1
q∏
j=1
(eǫi − eǫp+j)
= L0(m|n)
(
p∏
i=1
eǫi/2
)q( q∏
j=1
eǫp+j/2
)p
= L0(m|n)e
1
2
(q,...,q,p,...,p;0,...,0).
This show (a).
Finally, (b) is obvious. 
Lemma 5.5. Let Λ = (λ1, . . . , λm; q, . . . , q) be an integral dominant weight such that
ΓΛ = ∅. Then
ch V (Λ) =
∏
β∈∆+1
(1 + e−β)∏
i<j(e
(ǫi−ǫj)/2 − e−(ǫi−ǫj)/2)
∑
w∈Sm
ǫ(w)w(eΛ+
1
2
(m−1,m−3,...,1−m;0,...,0)).
Proof. Apply Theorem 5.1 with r = 0 we have
ch V (Λ) =
1
L0
∑
w∈Sm×Sn
ǫ(w)w

eΛ+ρ0 ∏
β∈∆+1
(1 + e−β)

 (33)
=
∏
β∈∆+1
(1 + e−β)
L0
∑
w∈Sm×Sn
ǫ(w)w(eΛ+ρ0) (34)
=
∏
β∈∆+1
(1 + e−β)∏
0≤i<j≤m(e
(ǫi−ǫj)/2 − e−(ǫi−ǫj)/2)
×
∑
w∈Sm×Sn
ǫ(w)w(eΛ+ρ0)∏
1≤i<j≤n(e
(δi−δj)/2 − e−(δi−δj)/2)
(35)
=
∏
β∈∆+1
(1 + e−β)∏
0≤i<j≤m(e
(ǫi−ǫj)/2 − e−(ǫi−ǫj)/2)
×
∑
w0∈Sm
ǫ(w0)w0(
∑
w1∈Sn
ǫ(w1)w1(e
Λ+ρ0))∏
1≤i<j≤n(e
(δi−δj)/2 − e−(δi−δj)/2)
,
(36)
where w = w0 × w1 ∈ Sm × Sn.
SinceΛ = (λ1, . . . , λm; q, . . . , q) thenw1(e
Λ+ 1
2
(m−1,m−3,...,1−m;0,...,0)) = eΛ+
1
2
(m−1,m−3,...,1−m;0,...,0),
for all w1 ∈ Sn. And ρ0 =
1
2
(m− 1, m− 3, . . . , 1−m; 0, . . . , 0)+ 1
2
(0, . . . , 0;n− 1, n−
3, . . . , 1− n). These follow
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ch V (Λ) =
∏
β∈∆+1
(1 + e−β)∏
0≤i<j≤m(e
(ǫi−ǫj)/2 − e−(ǫi−ǫj)/2)
(37)
×
∑
w0∈Sm
ǫ(w0)w0(e
Λ+ 1
2
(m−1,m−3,...,1−m;0,...,0)
∑
w1∈Sn
ǫ(w1)w1(e
1
2
(0,...,0;n−1,n−3,...,1−n)))∏
1≤i<j≤n(e
(δi−δj)/2 − e−(δi−δj)/2)
.
(38)
Because
∏
1≤i<j≤n(e
(δi−δj)/2 − e−(δi−δj)/2) =
∏
1≤i<j≤n(e
δi − eδj )(
∏n
i=1 e
δi)−(n−1)/2,
so
ch V (Λ) =
∏
β∈∆+1
(1 + e−β)∏
0≤i<j≤m(e
(ǫi−ǫj)/2 − e−(ǫi−ǫj)/2)
(39)
×
∑
w0∈Sm
ǫ(w0)w0(e
Λ+ 1
2
(m−1,m−3,...,1−m;0,...,0)
∑
w1∈Sn
ǫ(w1)w1(e
(0,...,0;n−1,n−2,...,0)))∏
1≤i<j≤n(e
δi − eδj )
.
(40)
Since ∑
w1∈Sn
ǫ(w1)w1(e
(0,...,0;n−1,n−2,...,0))) =
∏
1≤i<j≤n
(eδi − eδj ),
then
ch V (Λ) =
∏
β∈∆+1
(1 + e−β)∏
0≤i<j≤m(e
(ǫi−ǫj)/2 − e−(ǫi−ǫj)/2)
×
∑
w0∈Sm
ǫ(w0)w0(e
Λ+ 1
2
(m−1,m−3,...,1−m;0,...,0)).

We first define some substitution rules. Let x = (x1, x2, . . . , xm) and y = (y1, y2, . . . , yn)
be the sets of variables. For an any weight λ = (α1, α2, . . . , αm; β1, β2, . . . , βn), we de-
note by (x; y)λ the monomial xα11 . . . x
αm
2 y
β1
1 . . . y
βn
n .
Let r := {r1, r2, . . . , rm−k} ⊂ {1, 2, . . . , m} and s := {rm−k+1, rm−k+2, . . . , rm} =
{1, 2, . . . , m}\r, where k is a nonnegative integer less than or equal m. For f , a ratio-
nal function in x1, x2, . . . , xm−k, y1, y2, . . . , yn, define χr(f) to be the rational function
obtained from f by substituting xi by xri . That is, if
f =
P (x1, x2, . . . , xm−k, y1, y2, . . . , yn)
Q(x1, x2, . . . , xm−k, y1, y2, . . . , yn)
then
χr(f) =
P (xr1 , . . . , xrm−k , y1, . . . , yn)
Q(xr1 , . . . , xrm−k , y1, . . . , yn)
.
Theorem 5.6. Let Λ be a special weight in Pk and let ν¯;µ ∈ Qk be the corresponding
composite partition. Then
chV (Λ) =
∑
r,s
(
∏m−k
i=1 xri)
kχr(ch V (Λη;µ))χs(ch V (Λκ))∏m−k
i=1
∏k
j=1(xri − xrm−k+j )
, (41)
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where ν = (ν1, ν2, . . . , νk, νk+1, νk+2, . . .), κ = (ν1, ν2, . . . , νk), η = (νk+1, νk+2, . . .) and
the sum is over all possible decomposition {1, 2, . . . , m} = r ∪ s with |r| = m − k,
|s| = k.
Proof . Because κ = (ν1, ν2, . . . , νk) so we have Λκ = (n − νk, n − νk−1, . . . , n −
ν1;−k, . . . ,−k) (because of property (c) of Lemma 4.3) and ΓΛκ = ∅ (because of prop-
erty (a) of Lemma 5.2). From Lemma 5.5, we have
chV (Λκ) =
∏
β∈∆+1 (k|n)
(1 + e−β)∏
m−k+1≤i<j≤m(e
(ǫm−k+i−ǫm−k+j)/2 − e−(ǫm−k+i−ǫm−k+j)/2)
(42)
×
∑
w0∈Sk
ǫ(w0)w0(e
Λκ+
1
2
((k−1)ǫm−k+1+(k−3)ǫm−k+2+...+(1−k)ǫm)). (43)
We set
f : =
(
∏m−k
i=1 e
ǫi)kch V (Λη;µ)ch V (Λκ)∏m−k
i=1
∏k
j=1(e
ǫi − eǫm−k+j )
(44)
=
(
∏m−k
i=1 e
ǫi)k∏m−k
i=1
∏k
j=1(e
ǫi − eǫm−k+j )
× ch V (Λη;µ)× ch V (Λκ). (45)
By using Theorem 5.1 and Eq. (42), we obtain
f =
(
∏m−k
i=1 e
ǫi)k∏m−k
i=1
∏k
j=1(e
ǫi − eǫm−k+j )
(46)
×
∑
σ∈SΛη;µ ,π∈Cr
1
r!
(
r
π
)
(−1)|Λη;µ−(π.(σ.Λη;µ)↑)↑|+l(π) (47)
×
1
L0(m− k|n)
∑
w∈Sm−k×Sn
ǫ(w)w

e(π.(σ.Λη;µ)↑)↑+ρ0(m−k|n) ∏
β∈∆+1 (m−k|n)\ΓΛη;µ
(1 + e−β)


(48)
×
∏
β∈∆+1 (k|n)
(1 + e−β)∏
m−k+1≤i<j≤m(e
(ǫm−k+i−ǫm−k+j)/2 − e−(ǫm−k+i−ǫm−k+j)/2)
(49)
×
∑
w0∈Sk
ǫ(w0)w0(e
Λκ+
1
2
((k−1)ǫm−k+1+(k−3)ǫm−k+2+...+(1−k)ǫm)), (50)
where ∆+1 (m− k|n) = {ǫi − δj |1 ≤ i ≤ m− k, 1 ≤ j ≤ n} and ∆
+
1 (k|n) = {ǫm−k+i −
δj |1 ≤ i ≤ k, 1 ≤ j ≤ n}.
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From property (a) of Lemma 5.4, we deduce
f =
(
∏m−k
i=1 e
ǫi)k
L0(m|n)e
1
2
(k,...,k,m−k,...,m−k;0,...,0)
(51)
×
∑
σ∈SΛη;µ ,π∈Cr
1
r!
(
r
π
)
(−1)|Λη;µ−(π.(σ.Λη;µ)↑)↑|+l(π) (52)
×
∑
w∈Sm−k×Sn
ǫ(w)w(e(π.(σ.Λη;µ)↑)↑+ρ0(m−k|n)
∏
β∈∆+1 (m−k|n)\ΓΛη;µ
(1 + e−β)) (53)
×
∏
β∈∆+1 (k|n)
(1 + e−β)
∑
w0∈Sk
ǫ(w0)w0(e
Λκ+
1
2
((k−1)ǫm−k+1+(k−3)ǫm−k+2+...+(1−k)ǫm)). (54)
We can rewrite
f =
e
1
2
(k,...,k,−(m−k),...,−(m−k);0,...,0)
L0(m|n)
(55)
×
∑
σ∈SΛη;µ ,π∈Cr
1
r!
(
r
π
)
(−1)|Λη;µ−(π.(σ.Λη;µ)↑)↑|+l(π) (56)
×
∑
w∈Sm−k×Sn
ǫ(w)w

e(π.(σ.Λη;µ)↑)↑+ρ0(m−k|n) ∏
β∈∆+1 (m|n)\ΓΛη;µ
(1 + e−β)

 (57)
×
∑
w0∈Sk
ǫ(w0)w0(e
Λκ+
1
2
((k−1)ǫm−k+1+(k−3)ǫm−k+2+...+(1−k)ǫm)), (58)
where ∆+1 (m|n) = ∆
+
1 .
We imply
f =
e
1
2
(k,...,k,−(m−k),...,−(m−k);0,...,0)
L0(m|n)
(59)
×
∑
σ∈SΛη;µ ,π∈Cr
1
r!
(
r
π
)
(−1)|Λη;µ−(π.(σ.Λη;µ)↑)↑|+l(π) (60)
×
∑
w∈(Sm−k×Sk)×Sn
ǫ(w)w
(
e(π.(σ.Λη;µ)↑)↑+ρ0(m−k|n)eΛκ+
1
2
((k−1)ǫm−k+1+(k−3)ǫm−k+2+...+(1−k)ǫm)
(61)
×
∏
β∈∆+1 (m|n)\ΓΛη;µ
(1 + e−β)

 . (62)
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By using Lemma 5.2 and Lemma 5.3 we have
f =
e
1
2
(k,...,k,−(m−k),...,−(m−k);0,...,0)
L0(m|n)
(63)
∑
σ∈SΛ,π∈Cr
1
r!
(
r
π
)
(−1)|Λ−(π.(σ.Λ)↑)↑|+l(π) (64)
×
∑
w∈(Sm−k×Sk)×Sn
ǫ(w)w
(
e(π.(σ.Λ)↑)↑+ρ0(m−k|n)+
1
2
((k−1)ǫm−k+1+(k−3)ǫm−k+2+...+(1−k)ǫm)
(65)
×
∏
β∈∆+1 (m|n)\ΓΛ
(1 + e−β)

 . (66)
It follows from property (b) of Lemma 5.4:
f =
∑
σ∈SΛ,π∈Cr
1
r!
(
r
π
)
(−1)|Λ−(π.(σ.Λ)↑)↑|+l(π) (67)
1
L0(m|n)
∑
w∈(Sm−k×Sk)×Sn
ǫ(w)w

e(π.(σ.Λ)↑)↑+ρ0(m|n) ∏
β∈∆+1 (m|n)\ΓΛ
(1 + e−β)

 . (68)
Now we consider the right of (41). Set
Rhs :=
∑
r,s
(
∏m−k
i=1 xri)
kχr(ch V (Λη;µ))χs(ch V (Λκ))∏m−k
i=1
∏k
j=1(xri − xrm−k+j )
(69)
=
∑
r,s
χr∪s(f). (70)
By applying substitution rule to (67) we have
Rhs :=
∑
r,s
χr∪s(f) (71)
=
∑
r,s

 ∑
σ∈SΛ,π∈Cr
1
r!
(
r
π
)
(−1)|Λ−(π.(σ.Λ)↑)↑|+l(π)
(
∏m
i=1 xri)
m−1
2 (
∏n
j=1 yj)
n−1
2∏
1≤i<j≤m(xri − xrj )
∏
1≤i<j≤n(yi − yj)
(72)
∑
w∈(Sm−k×Sk)×Sn
ǫ(w)w

(x′; y)(π.(σ.Λ)↑)↑+ρ0(m|n) ∏
β∈∆+1 (m|n)\ΓΛ
(1 + (x′; y)−β)



 ,
(73)
where x′ = (xr1 , xr2 , . . . , xrm). Hence
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Rhs :=
∑
σ∈SΛ,π∈Cr
1
r!
(
r
π
)
(−1)|Λ−(π.(σ.Λ)↑)↑|+l(π)
∑
r,s
(
(
∏m
i=1 xi)
m−1
2 (
∏n
j=1 yj)
n−1
2∏
1≤i<j≤m(xri − xrj )
∏
1≤i<j≤n(yi − yj)
(74)
∑
w∈(Sm−k×Sk)×Sn
ǫ(w)w

(x′; y)(π.(σ.Λ)↑)↑+ρ0(m|n) ∏
β∈∆+1 (m|n)\ΓΛ
(1 + (x′; y)−β)



 .
(75)
For a fixed pair r, s, we have
(
∏m
i=1 xi)
m−1
2 (
∏n
j=1 yj)
n−1
2∏
1≤i<j≤m(xri − xrj )
∏
1≤i<j≤n(yi − yj)
(76)
×
∑
w∈(Sm−k×Sk)×Sn
ǫ(w)w

(x′; y)(π.(σ.Λ)↑)↑+ρ0(m|n) ∏
β∈∆+1 (m|n)\ΓΛ
(1 + (x′; y)−β)

 (77)
is equal to
(
∏m
i=1 xi)
m−1
2 (
∏n
j=1 yj)
n−1
2∏
1≤i<j≤m(xi − xj)
∏
1≤i<j≤n(yi − yj)
ǫ(τ) (78)
×
(m−k)!(k)!∑
i=1
∑
w1∈Sn
ǫ(wi × w1)w
i × w1

(x; y)(π.(σ.Λ)↑)↑+ρ0(m|n) ∏
β∈∆+1 (m|n)\ΓΛ
(1 + (x; y)−β)

 ,
(79)
where w1, w2, . . . , wk!(m−k)! are k!(m − k)! the different permutations of {1, 2, . . . , m}.
We need a little explanation for the wi. If {1, 2, . . . , m − k}\r = {u1, u2, . . . , uh} then
{m − k + 1, . . . , m}\s = {v1, v2, . . . , vh}. We put τ = (u1v1)(u2v2) . . . (uhvh) is the
permutation of {1, 2, . . . , m}. This permutation is a product of cycles which length
equal to 2. Assume that σ1 (resp. σ2) is a permutation of {r1, r2, . . . , rm−k} (resp.
{rm−k+1, rm−k+2, . . . , rm}) then w
i, i = 1, 2, . . . , k!(m − k)! will be of the form σ1σ2τ
(cf. Example 5.7). It’s easy to see that
1∏
1≤i<j≤m(xri − xrj )
=
1∏
1≤i<j≤m(xi − xj)
ǫ(τ).
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Because r is a set containing k different elements of {1, 2, . . . , m} so there are m!
k!(m−k!)
different sets r (in the orther words, there are m!
k!(m−k!)
different pairs of r, s). Thus
Rhs =
∑
σ∈SΛ,π∈Cr
1
r!
(
r
π
)
(−1)|Λ−(π.(σ.Λ)↑)↑|+l(π)
(
∏m
i=1 xi)
m−1
2 (
∏n
j=1 yj)
n−1
2∏
1≤i<j≤m(xi − xj)
∏
1≤i<j≤n(yi − yj)
(80)
∑
w∈Sm×Sn
ǫ(w)w

(x; y)(π.(σ.Λ)↑)↑+ρ0(m|n) ∏
β∈∆+1 (m|n)\ΓΛ
(1 + (x; y)−β)

 (81)
= ch V (Λ), (82)
where the last equality comes from Theorem 5.1:
ch V (Λ) =
∑
σ∈SΛ,π∈Cr
1
r!
(
r
π
)
(−1)|Λ−(π.(σ.Λ)↑)↑|+l(π)
1
L0(m|n)
(83)
×
∑
w∈Sm×Sn
ǫ(w)w(e(π.(σ.Λ)↑)↑+ρ0(m|n)
∏
β∈∆+1 (m|n)\ΓΛ
(1 + e−β)). (84)

Example 5.7. Assume that Λ = (1, 0,−1;−1,−2) ∈ Pk is special weight of gl(3|2).
Then
chV (Λ) =
∑
r
xr1xr2χr(ch V (Λη;µ))χs(ch V (Λκ))
(xr1 − xr3)(xr2 − xr3)
, (85)
where Λη;µ = (1, 0; 0,−1),Λκ = (−1;−1,−1), r = {r1, r2, } ⊂ {1, 2, 3} and s =
{r3} = {1, 2, 3}\r.
Proof. From Lemma 5.2, we have
(a) ΓΛ = ΓΛη;µ = {γ1 = ǫ1 − δ2, γ2 = ǫ2 − δ1} ;
(b) SΛ = SΛη = ∅ because γ1, γ2 ∈ ΓΛ are not c- related.
Because r = 2 so C2 = S2 is the symmetric group.
Since π ∈ S2 then π = (1) or π = (12).
If π = (1) then (π.Λη;µ)↑ = Λη;µ and (π.Λ)↑ = Λ.
If π = (12) then (π.Λη;µ)↑ = (−1, 0; 0, 1) and (π.Λ)↑ = (−1, 0,−1;−1, 0).
We need to compute χr(ch V (Λη;µ)), χs(ch V (Λκ)) and χt(chV (Λ)).
First, we compute χr(ch V (Λη;µ)). We have
chV (Λη;µ) =
∑
π∈S2
1
2!
(
2
π
)
(−1)|Λη;µ−(π.Λη;µ)↑|+l(π)
×
1
L0(2|2)
∑
w∈S2×S2
ǫ(w)w

e(π.Λη;µ)↑+ρ0(2|2) ∏
β∈∆+1 (2|2)\ΓΛη;µ
(1 + e−β)


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=
1
eǫ1 − eǫ1
.
1
eδ1 − eδ1

 ∑
w∈S2×S2
ǫ(w)w

e(2,0;1,−1) ∏
β∈∆+1 (2|2)\ΓΛη;µ
(1 + e−β)


−
1
2
∑
w∈S2×S2
ǫ(w)w

e(0,0;1,1) ∏
β∈∆+1 (2|2)\ΓΛη;µ
(1 + e−β)



 .
Hence
χr(chV (Λη;µ)) =
1
xr1 − xr2
.
1
y1 − y2

χr

 ∑
w∈S2×S2
ǫ(w)w

e(2,0;1,−1) ∏
β∈∆+1 (2|2)\ΓΛη;µ
(1 + e−β)




−
1
2
χr

 ∑
w∈S2×S2
ǫ(w)w

e(0,0;1,1) ∏
β∈∆+1 (2|2)\ΓΛη;µ
(1 + e−β)





 .
We have
χr

 ∑
w∈S2×S2
ǫ(w)w

e(2,0;1,−1) ∏
β∈∆+1 (2|2)\ΓΛη;µ
(1 + e−β)




=
∑
w∈S2×S2
ǫ(w)w
(
xr1x
−1
r2
y1y
−1
2 (xr1 + y1)(xr2 + y2)
)
=
∑
w1∈S2
xr1x
−1
r2
y1y
−1
2 (xr1 + y1)(xr2 + y2)−
∑
w1∈S2
xr2x
−1
r1
y1y
−1
2 (xr2 + y1)(xr1 + y2)
and
χr

 ∑
w∈S2×S2
ǫ(w)w

e(0,0;1,1) ∏
β∈∆+1 (2|2)\ΓΛη;µ
(1 + e−β)




=
∑
w∈S2×S2
ǫ(w)w
(
x−1r1 x
−1
r2
y1y2(xr1 + y1)(xr2 + y2)
)
=
∑
w1∈S2
x−1r1 x
−1
r2
y1y2(xr1 + y1)(xr2 + y2)−
∑
w1∈S2
x−1r2 x
−1
r1
y1y2(xr2 + y1)(xr1 + y2),
where w1 only acts on the indices of y.
The second, we Computate ch V (Λκ). Fallows by Lemma(5.5)
ch V (Λκ¯) =
∏
β∈∆+1
(1|2)(1 + e−β)∏
i<j≤1(e
(ǫi−ǫj)/2 − e−(ǫi−ǫj)/2)
∑
w∈S1
ǫ(w)w(eΛκ¯+
1
2
(0;0,0))
=
(eǫ3 + eδ1)(eǫ3 + eδ2)
e2ǫ3
eΛκ¯
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Thus
χs(ch V (Λκ¯)) = x
−3
r3
y−11 y
−1
2 (xr3 + y1)(xr3 + y2).
The right hand side of (85)∑
r
xr1xr2χr(ch V (Λη;µ))χs(ch V (Λκ))
(xr1 − xr3)(xr2 − xr3)
=
∑
r
xr1xr2
(xr1 − xr3)(xr2 − xr3)
χs(ch V (Λκ))
[
1
xr1 − xr2
.
1
y1 − y2
(∑
w1∈S2
xr1x
−1
r2
y1y
−1
2 (xr1 + y1)(xr2 + y2)−
∑
w1∈S2
xr2x
−1
r1
y1y
−1
2 (xr2 + y1)(xr1 + y2)
)
−
1
2
1
xr1 − xr2
.
1
y1 − y2
(∑
w1∈S2
x−1r1 x
−1
r2 y1y2(xr1 + y1)(xr2 + y2)−
∑
w1∈S2
x−1r2 x
−1
r1 y1y2(xr2 + y1)(xr1 + y2)
)]
= Rhs1−
1
2
Rhs2,
where
Rhs1 :=
∑
r
xr1xr2
(xr1 − xr3)(xr2 − xr3)
χs(ch V (Λκ))
1
xr1 − xr2
.
1
y1 − y2
(∑
w1∈S2
xr1x
−1
r2 y1y
−1
2 (xr1 + y1)(xr2 + y2)−
∑
w1∈S2
xr2x
−1
r1 y1y
−1
2 (xr2 + y1)(xr1 + y2)
)
and
Rhs2 :=
∑
r⊂{1,2,3}
xr1xr2
(xr1 − xr3)(xr2 − xr3)
χs(ch V (Λκ))
1
xr1 − xr2
.
1
y1 − y2
(∑
w1∈S2
x−1r1 x
−1
r2 y1y2(xr1 + y1)(xr2 + y2)−
∑
w1∈S2
x−1r2 x
−1
r1 y1y2(xr2 + y1)(xr1 + y2)
)
.
We have
Rhs1 =
∑
r
1
(xr1 − xr2)(xr1 − xr3)(xr2 − xr3)(y1 − y2)
χs(ch V (Λκ))
(∑
w1∈S2
x2r1y1y
−1
2 (xr1 + y1)(xr2 + y2)−
∑
w1∈S2
x2r2y1y
−1
2 (xr2 + y1)(xr1 + y2)
)
.
Expand this right hand side, we have
Rhs1 =
∑
r
1
(xr1 − xr2)(xr1 − xr3)(xr2 − xr3)(y1 − y2)((∑
w1∈S2
x2r1x
−3
r3 y
−2
2 (xr1 + y1)(xr2 + y2)−
∑
w1∈S2
x2r2x
−3
r3 y
−2
2 (xr2 + y1)(xr1 + y2)
)
(xr3 + y1)(xr3 + y2)
)
Since r ⊂ {1, 2, 3} then r equal to {1, 2}or{1, 3} or {2, 3}. By replacing r by {r1 =
1, r2 = 2} or {r1 = 1, r2 = 3} or {r1 = 3, r2 = 2} we obtain
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Rhs1 =
1
(x1 − x2)(x1 − x3)(x2 − x3)(y1 − y2)((∑
w1∈S2
x21x
−3
3 y
−2
2 (x1 + y1)(x2 + y2)−
∑
w1∈S2
x22x
−3
3 y
−2
2 (x2 + y1)(x1 + y2)
)
(x3 + y1)(x3 + y2)
)
+
1
(x1 − x3)(x1 − x2)(x3 − x2)(y1 − y2)((∑
w1∈S2
x21x
−3
2 y
−2
2 (x1 + y1)(x3 + y2)−
∑
w1∈S2
x23x
−3
2 y
−2
2 (x3 + y1)(x1 + y2)
)
(x2 + y1)(x2 + y2)
)
+
1
(x3 − x2)(x3 − x1)(x2 − x1)(y1 − y2)((∑
w1∈S2
x23x
−3
1 y
−2
2 (x3 + y1)(x2 + y2)−
∑
w1∈S2
x22x
−3
1 y
−2
2 (x2 + y1)(x3 + y2)
)
(x1 + y1)(x1 + y2)
)
.
Now, we rewrite
Rhs1 =
1∏
1≤i<j≤3(xi − xj)
1
y1 − y2((∑
w1∈S2
x21x
−3
3 y
−2
2 (x1 + y1)(x2 + y2)−
∑
w1∈S2
x22x
−3
3 y
−2
2 (x2 + y1)(x1 + y2)
)
(x3 + y1)(x3 + y2)
)
+
1∏
1≤i<j≤3(xi − xj)
1
y1 − y2((
−
∑
w1∈S2
x21x
−3
2 y
−2
2 (x1 + y1)(x3 + y2) +
∑
w1∈S2
x23x
−3
2 y
−2
2 (x3 + y1)(x1 + y2)
)
(x2 + y1)(x2 + y2)
)
+
1∏
1≤i<j≤3(xi − xj)
1
y1 − y2((
−
∑
w1∈S2
x23x
−3
1 y
−2
2 (x3 + y1)(x2 + y2) +
∑
w1∈S2
x22x
−3
1 y
−2
2 (x2 + y1)(x3 + y2)
)
(x1 + y1)(x1 + y2)
)
.
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In the orther words
Rhs1 =
1∏
1≤i<j≤3(xi − xj)
1
y1 − y2[
w1
(∑
w1∈S2
x21x
−3
3 y
−2
2 (x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
)
− w2
(∑
w1∈S2
x21x
−3
3 y
−2
2 (x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
)
+ w3
(∑
w1∈S2
x21x
−3
3 y
−2
2 (x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
)
− w4
(∑
w1∈S2
x21x
−3
3 y
−2
2 (x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
)
w5
(∑
w1∈S2
x21x
−3
3 y
−2
2 (x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
)
−w6
(∑
w1∈S2
x21x
−3
3 y
−2
2 (x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
)]
,
wherew1 = (1)(1)(1) = (1), w2 = (12)(1)(1) = (12);w3 = (1)(1)(23), w4 = (13)(1)(23) =
(132);w5 = (1)(1)(13) = (13), w6 = (23)(1)(13) = (123) are the permutation of
{1, 2, 3} and wi only acts on the indices of x. From this we have
Rhs1 =
1∏
1≤i<j≤3(xi − xj)
1
y1 − y2
[ ∑
w0∈S3
ǫ(w0)w0
(∑
w1∈S2
x21x
−3
3 y
−2
2 (x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
)]
=
1∏
1≤i<j≤3(xi − xj)
1
y1 − y2
[ ∑
w∈S3×S2
ǫ(w)w
(
x21x
−3
3 y
−2
2 (x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
)]
.
And
Rhs2 :=
∑
r⊂{1,2,3}
xr1xr2
(xr1 − xr3)(xr2 − xr3)
χs(ch V (Λκ))
1
xr1 − xr2
.
1
y1 − y2
(∑
w1∈S2
x−1r1 x
−1
r2 y1y2(xr1 + y1)(xr2 + y2)−
∑
w1∈S2
x−1r2 x
−1
r1 y1y2(xr2 + y1)(xr1 + y2)
)
.
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So
Rhs2 =
∑
r⊂{1,2,3}
1
(xr1 − xr2)(xr1 − xr3)(xr2 − xr3)(y1 − y2)
χs(ch V (Λκ))
(∑
w1∈S2
y1y2(xr1 + y1)(xr2 + y2)−
∑
w1∈S2
y1y2(xr2 + y1)(xr1 + y2)
)
.
The calculation is similar to the case of Rhs1, we have
Rhs2 =
1∏
1≤i<j≤3(xi − xj)
1
y1 − y2
( ∑
w∈S3×S2
ǫ(w)w
(
x−33 (x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
))
.
The last, we compute chV (Λ). We have
chV (Λ) =
∑
π∈S2
1
2!
(
2
π
)
(−1)|Λ−(π.Λ)↑|+l(π)
1
L0∑
w∈S3×S2
ǫ(w)w(e(π.Λ)↑+ρ0(3|2)
∏
β∈∆+1 \ΓΛ
(1 + e−β))
=
1∏
1≤i<j≤3(e
ǫi − eǫj)
1
eδ1 − eδ2

 ∑
w∈S3×S2
ǫ(w)w

e(3,1,−1;0,−2) ∏
β∈∆+1 \ΓΛ
(1 + e−β)


−
1
2
∑
w∈S3×S2
ǫ(w)w

e(1,1,−1;0,0) ∏
β∈∆+1 \ΓΛ
(1 + e−β)



 .
Consider
1∏
1≤i<j≤3(e
ǫi − eǫj)
1
eδ1 − eδ2
∑
w∈S3×S2
ǫ(w)w

e(3,1,−1;0,−2) ∏
β∈∆+1 \ΓΛ
(1 + e−β)


=
1∏
1≤i<j≤3(xi − xj)
1
y1 − y2
∑
w∈S3×S2
ǫ(w)w
(
x31x2x
−1
3 y
−2
2
(x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
x1x2x
2
3
)
=
1∏
1≤i<j≤3(xi − xj)
1
y1 − y2
∑
w∈S3×S2
ǫ(w)w
(
x21x
−3
3 y
−2
2 (x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
)
= Rhs1.
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And
1∏
1≤i<j≤3(e
ǫi − eǫj)
1
eδ1 − eδ2
∑
w∈S3×S2
ǫ(w)w

e(1,1,−1;0,0) ∏
β∈∆+1 \ΓΛ
(1 + e−β)

 .
=
1∏
1≤i<j≤3(xi − xj)
1
y1 − y2
∑
w∈S3×S2
ǫ(w)w
(
x1x2x
−1
3
(x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
x1x2x23
)
=
1∏
1≤i<j≤3(xi − xj)
1
y1 − y2
∑
w∈S3×S2
ǫ(w)w
(
x−33 (x1 + y1)(x2 + y2)(x3 + y1)(x3 + y2)
)
= Rhs2.
Thus
chV (Λ) = Rhs1−
1
2
Rhs2.
Finally, we have
chV (Λ) =
∑
r
xr1xr2χr(ch V (Λη;µ))χs(ch V (Λκ))
(xr1 − xr3)(xr2 − xr3)
.

6. SUPERSYMMETRIC S-FUCTIONS
6.1. Symmetric functions associated to composite partitions. Let x = (x1, . . . , xm)
be a set of variables. Let ν¯;µ be a composite partition with lengths l(µ) = p, l(ν) = q
such that p + q ≤ m. Thus ν¯;µ is an m-standard composite partition (cf. (11)). We can
associate to it anm-tuple (µ1, . . . , µp, 0, . . . , 0,−νq, . . . ,−ν1)with the composie partition
ν¯;µ. The symmetric Schur function indexed by this composite partition is defined by:
sν¯;µ(x) = (
m∏
i=1
x−ν1i )sλ(x), (86)
where λ is the partition of lengthm defined by
(µ1 + ν1, µ2 + ν1, . . . , µp + ν1, ν1, . . . , ν1,−νq + ν1, . . . ,−ν2 + ν1, 0).
A formula for symmetric Schur function indexed by the composite partition was pos-
tulated by Balantekin and Bars [4] in terms of characters, and proved in [5], namely
sν¯;µ(x) = det
(
h˙νl+k−l(x) hµj−k−j+1(x)
h˙νl−i−l+1(x) hµj+i−j(x)
)
, (87)
where the indices i, j, k resp. l run from top to bottom, from left to right, from bottom to
top resp. from right to left and h˙r(x) = hr(x¯) = hr(x
−1
1 , . . . , x
−1
m ).
Let x′ and x′′ be two subsets of {x1, x2, . . . , xm}. Denote byE(x
′, x′′) =
∏
xi∈x′
∏
xj∈x′′
(xi−
xj) and |x
′| (resp. |x′′|) is size of x′ (resp. x′′ ).
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Lemma 6.1. For m = p + q, let µ = (µ1, µ2, . . . , µp), ν = (ν1, ν2, . . . , νq) be two
partitions and λ = (µ1, . . . , µp, ν1, . . . , νq). Then∑
x′,x′′
sµ+qp(x
′)sν(x
′′)
E(x′, x′′)
= sλ(x), (88)
where the sum is over all possible decompositions {x1, x2, . . . , xm} = x
′ ∪ x′′ with |x′| =
p, |x′′| = q.
Proof. This follows from [17, Lemma 3.3]. 
6.2. Super-symmetric functions associated to composite partitions. Let x = (x1, x2, . . . , xm)
and y = y(n) = (y1, y2, . . . , yn) be two sets of independent variables. The complete su-
persymmetric functions can be expressed in terms of the elementery symmetric and the
complete symmetric functions:
hr(x/y) =
r∑
k=0
hk(x)er−k(y). (89)
Given the complete supersymmetric functions hr(x/y) and any partition λ = (λ1, λ2, . . .),
one defines the supersymmetric Schur fuctions sλ(x/y):
sλ(x/y) = det(hλi−i+j(x/y))1≤i,j≤l(λ). (90)
Obviously,
s(r)(x/y) = hr(x/y). (91)
Given a composite partition ν¯;µ, one can define the corresponding supersymmetric
Schur function, also called supersymmetric S-function[3, 4]:
sν¯;µ(x/y) = det
(
h˙νl+k−l(x/y) hµj−k−j+1(x/y)
h˙νl−i−l+1(x/y) hµj+i−j(x/y)
)
, (92)
where the indices i, j, k resp. l run from top to bottom, from left to right, from bottom
to top resp. from right to left and h˙r(x/y) = hr(x¯/y¯) with x¯ = (x
−1
1 , . . . , x
−1
m ), y¯ =
(y−11 , . . . , y
−1
n ).
For ν = 0, this supersymmetric S-function is so-called supersymmetric Schur function as
defined in (90).
Lemma 6.2. Let ν¯;µ be a composite partition. Then
sν¯;µ(x/y) =
∑
α,β
sβ¯;α(x/y
(n−1))ya−bn ,
where a = |µ− α| , b = |ν − β| and the sum is taken over all partitions α and β such
that (µ− α)i, (ν − β)i ∈ {0, 1}.
Proof. This follows from [20, Lemma A.3]. 
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6.3. A recurrent formula for supersymmetric S-function.
Lemma 6.3. Let α, µ be partitions such that α ⊂ µ. Then
m− l(µ) ≤ m− l(α),
for all positive integerm.
Proof. Because α ⊂ µ so l(α) ≤ l(µ). Thus
m− l(µ) ≤ m− l(α).

Theorem 6.4. Let ν¯;µ be a composite partition. Assume q is a nonnegative integer such
that 0 < q < m+ 1− l(µ) and p = m− q. Then∑
x′,x′′
(
∏
x′)qsη;µ(x
′/y)sκ(x
′′/y)
E(x′, x′′)
= sν;µ(x/y), (93)
where κ = (ν1, ν2, . . . , νq), η = (νq+1, νq+2, . . .) and the sum is over all possible decom-
positions {x1, x2, . . . , xm} = x
′ ∪ x′′ with |x′| = p , |x′′| = q.
Proof. We use induction on n. Let’s consider the case n = 0. We consider the following
subcases:
Subcase 1: l(µ) + l(ν) − m − 1 < 0, in the orther words ν;µ is m-standard composite
partition. Since q < m + 1 − l(µ) hence η;µ is p-standard composite partition. The left
hand side of (93) is:
Lhs : =
∑
x′,x′′
(
∏
x′)qsη;µ(x
′)sκ(x
′′)
E(x′, x′′)
=
∑
x′,x′′
(
∏
x′)q(
∏
x′)−η1s(µ1+η1,µ2+η1,...,−η2+η1,0)(x
′)sκ(x
′′)
E(x′, x′′)
= (
∏
x)−ν1
∑
x′,x′′
(
∏
x′)q(
∏
x′)−η1(
∏
x)ν1s(µ1+η1,µ2+η1,...,−η2+η1,0)(x
′)sκ(x
′′)
E(x′, x′′)
= (
∏
x)−ν1
∑
x′,x′′
s(µ1+ν1,µ2+ν1,...,−η2+ν1,−η1+ν1)+(qp)(x
′)sκ+(νq1 )(x
′′)
E(x′, x′′)
= (
∏
x)−ν1s(µ1+ν1,µ2+ν1,...,−ν2+ν1,0)(x),
where the last equality follows Lemma 6.1. We deduce
∑
x′,x′′
(
∏
x′)qsη;µ(x
′)sκ(x
′′)
E(x′, x′′)
= sν;µ(x).
Subcase 2: 0 ≤ l(µ) + l(ν)−m− 1 < l(ν). We put
q0 = l(µ) + l(ν)−m− 1,
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then
0 ≤ q0 = l(µ) + l(ν)−m− 1 = l(ν)− (m+ 1− l(µ)) ≤ l(ν)− q = l(η).
On the orther hand
q0 = l(µ) + l(ν)−m− 1
= l(µ) + q + l(η)−m− 1
= l(µ) + l(η)− (m− q)− 1
= l(µ) + l(η)− p− 1.
By applying modification rule (see [5]), we have{
sν;µ(x) = (−1)
c+c+1sν−q0;µ−q0(x)
sη;µ(x) = (−1)
c+c+1sη−q0;µ−q0(x).
Here ν− q0, µ− q0 ( resp. η− q0) are derived from Young diagrams F
ν , F µ (resp. F η) by
removing q0 cells which are continuous boundaries starting at the foot of the first column
of the Young diagram F ν , F µ (resp. F η), and ending at the c, c (resp. c ) column of Young
diagram F ν , F µ (resp. F η).
By applying repeatedly the modification rule after a finite number of steps, say affter k
steps, we obtain:
{
sν;µ(x) = ±sβ;α(x)
sη;µ(x) = ±sγ;α)(x),
where l(α) + l(β) < m+ 1, l(α) + l(γ) < p+ 1.
Here the number of times modification rule used to compute sν;µ(x) is equal to the
number of times that the used modification rule to compute sη;µ(x). At each step, their
two sign are the same. In addition, the numbers of elements removed in each column of
ν and η are the same. One have


α = (µ1, µ2, . . . , µl(µ)−(q0−1) − s(q0−1), µl(µ)−(q0−2) − s(q0−2), . . . , µl(µ) − s0)
β = (ν1, ν2, . . . , νl(ν)−(q0−1) − t(q0−1), νl(ν)−(q0−2) − t(q0−2), . . . , νl(ν) − t0)
γ = (νq+1, νq+2 . . . , νl(ν)−(q0−1) − t(q0−1), νl(ν)−(q0−2) − t(q0−2), . . . , νl(ν) − t0)
where si and ti, i = 0, 1, . . . , q0 − 1, are positive integers.
We are now reduced to subcase 1. Therefore, we have∑
x′,x′′
(
∏
x′)qsγ;α(x
′/y)sκ(x
′′/y)
E(x′, x′′)
= sβ;α(x/y),
where κ = (β1, β2, . . . , βq), γ = (βq+1, βq+2, . . .).
So, we obtain
30 NGUYEˆN LUONG THA´I BI`NH
∑
x′,x′′
(
∏
x′)qsη;µ(x
′/y)sκ(x
′′/y)
E(x′, x′′)
= sν;µ(x/y).
Let consider the induction step. Supose the equality holds for all values k < n. Denote
y(n) = (y1, y2, . . . , yn). We use Lemma 6.2 to isolate yn, this gives
Lhs : =
∑
x′,x′′
(
∏
x′)qsη;µ(x
′/y)sκ(x
′′/y)
E(x′, x′′)
=
∑
x′,x′′
(
∏
x′)q
E(x′, x′′)
(∑
α,β
sβ;α(x
′/y(n−1))ya−bn
)(∑
γ
sγ(x
′′/y(n−1))y−cn
)
,
where (µ− α)i, (η − β)i, (κ− γ)i ∈ {0, 1}, |µ− α| = a, |η − β| = b, |κ− γ| = c.
=
∑
α,β,γ
(∑
x′+x′′
(
∏
x′)q
E(x′, x′′)
sβ;α(x
′/y(n−1))sγ(x
′′/y(n−1))
)
ya−b−cn
=
∑
α,τ
sτ ;α(x/y
(n−1))ya−b−cn
where |µ−α| = a, |ν−τ | = b+c, (µ−α)i ∈ {0, 1}, (ν−τ)i ∈ {0, 1}. Further more, the
last equality comes from the inductive hypothesis with composite partition τ ;α satifies
q < m+ 1− l(µ) ≤ m+ 1− l(α).
Now, by reusing Lemma 6.2 we have
Lhs = sν;µ(x/y).
From this the statment follows for n.

7. PROOF THE MAIN THEOREM
Now we restate the main theorem (Theorem 3.1) and prove it.
Theorem 7.1. Let Λ = (α1, α2, . . . , αm;−k,−k, . . . ,−k) be an integral dominant weight
of a general linear Lie superalgebra gl(m|n) such that αm−k ≥ 0 ≥ αm−k+1 with k is a
nonnegative integer and 0 ≤ k ≤ m. Then
chV (Λ) = det
(
h˙n−αm−t+1+s−t(x/y) hαj−s−j+1(x/y)
h˙n−αm−t+1−i−t+1(x/y) hαj+i−j(x/y)
)
,
where the indices i, j, s resp. t run from top to bottom, from left to right, from bottom to
top resp. from right to left with i, j = 1, 2, . . . , m− k and s, t = 1, 2, . . . , k.
Proof. For Λ = (α1, α2, . . . , αm;−k,−k, . . . ,−k) with 0 ≤ k ≤ m and αm−k ≥ 0 ≥
αm−k+1. Then Λ is a special weight in Pk and the (m|n)-standard composite partiton
ν¯;µ ∈ Qk corresponds to Λ is defined by{
µ = (α1, α2, . . . , αm−k),
ν = (n− αm, n− αm−1, . . . , n− αm−k+1),
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(cf. Proposition 4.2 ).
By applying the Theorem 5.6 with η = (0), κ = ν we have
chV (Λ) =
∑
r,s
(
∏m−k
i=1 xri)
kχr(ch V (Λ0;µ))χs(ch V (Λν))∏m−k
i=1
∏k
j=1(xri − xrm−k+j )
, (94)
where the sum is over all possible decomposition r ∪ s with r := {r1, r2, . . . , rm−k} ⊂
{1, 2, . . . , m} and s = {rm−k+1, rm−k+2, . . . , rm} = {1, 2, . . . , m}\r.
By applying Theorem 6.4 with ν¯;µ as above, η = 0, κ = ν and q = k, p = m − k we
have
∑
x′,x′′
(
∏
x′)ksµ(x
′/y)sν(x
′′/y)
E(x′, x′′)
= sν;µ(x/y), (95)
where the sum is over all possible decompositions {x1, x2, . . . , xm} = x
′∪x′′ with |x′| =
m− k , |x′′| = k.
Now set x′ = {xr1 , xr2 , . . . , xrm−k}, x
′′ = {xrm−k+1 , xrm−k+2 , . . . , xrm} then {x1, x2, . . . , xm} =
x′ ∪ x′′ and as we know
χr(ch V (Λ0;µ)) = sµ(x
′/y),
χs(ch V (Λν)) = sν(x
′′/y).
So ∑
r,s
(
∏m−k
i=1 xri)
kχr(ch V (Λµ))χs(ch V (Λν))∏m−k
i=1
∏k
j=1(xri − xrm−k+j )
=
∑
x′,x′′
(
∏
x′)ksµ(x
′/y)sν(x
′′/y)
E(x′, x′′)
.
From equation (94) and equation (95) deduce
chV (Λ) = sν;µ(x/y).
Namely, in the formula (32), the formula used to calculate chV (Λ) if we substitute eδi =
xi for i = 1, 2, . . . , m and e
δj = yj for j = 1, 2, . . . , n then
chV (Λ) = det
(
h˙n−αm−t+1+s−t(x/y) hαj−s−j+1(x/y)
h˙n−αm−t+1−i−t+1(x/y) hαj+i−j(x/y)
)
,
where the indices i, j, s resp. t run from top to bottom, from left to right, from bottom to
top resp. from right to left with i, j = 1, 2, . . . , m− k and s, t = 1, 2, . . . , k. 
8. CONCLUDING REMARKS
The starting point of this work is the construction of irreducible representations of
gl(3|1), given in [8, 9, 10], which suggests a determinantal type formula expressing an
irreducible representations in terms of the symmetric powers of the fundamental repre-
sentation and their duals. We later discover that a vast generalization of this formula has
been provided by Moens and van der Jeugt. In the paper [20, 2004], E.M. Moens and J.
van der Jeugt announce the following theorem.
Theorem. [20, Theorem 4.3] Let ν¯;µ be a standard and critical composite partition (see
[20, Definition 3.1]) with no overlap (see [20, Section 2]) and Λν¯;µ be the corresponding
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super weight. The character chV (Λν¯;µ) is equal to sν¯;µ(x/y), which is defined in the same
manner as in (92).
The proof of this theorem is based on the following lemma.
Lemma. [20, Lemma A.5] Suppose |x| = m, |y| = n and h, p, q are positive integers
with m = p + q. Let κ = (κ1, κ2, . . . , κq), η = (η1, η2, . . .) and µ be partitions, and
ν = (κ1, κ2, . . . , κq, η1, η2, . . .). Then∑
x′+x′′
(
∏
x′)q(
∏
x′′)hsη;µ(x
′/y)sκ+(hq)(x¯′′/y¯)
E(x′, x′′)
= sν;µ(x/y),
where the sum is over all possible decompositions x = x′ + x′′ with |x′| = p , |x′′| = q.
However, Moens notices in his thesis that this Lemma is false and proposes to prove
the above theorem by using a weaker form of this Lemma, in which one assumes that
ν¯;µ is a critical composite partition with no zeros in the overlap when presented in the
m× n-rectangle [22, Lemma 5.14].
However no proofs are provided. Thus the mentioned above theorem in its general
form is still a conjecture.
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