Abstract. The Grassmann space of fc-subspaces of a polar space is defined and its geometry is examined. In particular, its cliques, subspaces and automorphisms are characterized. An analogue of Chow's theorem for the Grassmann space of fc-subspaces of a polar spaces is proved.
Introduction
The study of symplectic quadrics Qm (Qm is the set of all maximal totally isotropic subspaces of a vector space V equipped with a skew-symmetric form m being the Witt index of £) started from [2] . In this paper Chow proves in particular that bijective transformations of Qm preserving adjacency in both directions are induced by semilinear automorphisms of (V,£). After Chow had presented his result, Dieudonne in [5, 6] stated that it is also valid in case of any reflexive form
In [10] Huang slightly generalizes Chow's characterization and proves that an adjacency preserving surjection of Qm to Qm which preserves adjacency is bijective and preserving adjacency in both direction. Later, in [11] , Huang proves a more general result.
Transformations of Qm preserving the class of base subsets were determined in [12] .
It must be pointed out that all these results were established for maximal isotropic subspaces only! Our paper was started as an approach to prove an analogue of Chow's theorem for the set of totally isotropic subspaces of dimension k < m. This case is more complex in that we have two different types of adjacency. If U\,U2 are totally isotropic fc-subspaces such that U\ fl U2 is (k -1)-dimensional then the dimension of U\ + U2 is k + 1. In the case k -m the subspace U\ + U2 can not be totally isotropic. In the general case both possibilities can be realized.
In what follows we will study a more general construction related to polar spaces. Let us consider the set of strong fc-subspaces of a polar space 971. This set has the natural structure of the space of pencils (S^ = Pfc(9Jt). This partial linear space is known also as the shadow space of the building associated with 9Jt [3, 4] , Its collinearity relation is one of our adjacencies.
There are some classical notions primarily investigated in partial linear spaces. These are cliques, strong subspaces, and automorphisms. Following this tradition we determine cliques of (Sfc i n section 3 (cf. 3.3, 3.4). The class of maximal strong subspaces coincides with the class of maximal cliques in & k .
In the next section 4 we are looking for sufficient notions to characterize the geometry of <&k-Finally, Chow's theorem proved in section 5 is a byproduct of our investigations. It holds true except for one special case (3) and, roughly speaking, it states that automorphisms of <Sfc, automorphisms of any of adjacencies, automorphisms of perpendicularity, and automorphisms of 2Jt acting on subspaces of SUt all coincide 1 . Besides, this exceptional case (3), which corresponds to the geometry of singular lines in a 7-dimensional metric projective space with maximal singular subspaces being 3-subspaces seems to be interesting in itself.
It is worth to point out that, within the framework of polar spaces, Chow's theorem is a nearly immediate consequence of characterization of cliques for all cases of k, except one k = m, which corresponds to the classical case studied in [2, 5, 6] and which requires some more specific technique (cf. 5.1).
2. Models 2.1. General Grassmann spaces. Let P be a set of subsets of a certain set X. We assume that dim : P -> {0,..., n} is a dimension function such that I = (P, C,dim) is an incidence geometry [1] . We put P^ for the set of all U 6 P of dimension k.
If S and T are elements of P then the set of all U € Pfc such that S C U C T will be written as [S, T]k (this set is not empty only if dim S < k, dimT > k, and S C T). We define (1) [S) fc :={[/€ P fc : Set/} and (T] fc := {U G P fe : U C T).
'Further, instead of automorphism of some relation 7 we frequently say a transformation preserving 7, i.e. a transformation preserving 7 in both directions.
If S G Pfc_i and T G Pfc+i, then [S)k and (T]k will be called a star and a top, respectively.
If 0 < k < n, then for I we define the k-Grassmann space Pfe(7) = (Pki Sfc) the points of which are elements of Pk and blocks are pencils
where B G Pfc+i, H G Pfe_i, and H C B. Let us stress that Pfc is actually a functor that associates the block structure Pjt(/) to any incidence geometry I. EXAMPLE 2.1. If I is the incidence geometry associated with a certain projective space ty (each P{ is the set of ¿-dimensional subspaces of ^3) then we get the classical Grassmann space PfcOP) = Pfc(/) (cf. [8, 9] ). Equivalently, we can consider the Grassmann space Pfc(V) associated with a vector space V and the linear dimension function. If the projective space is represented as = Pi(V), then P*0P) = Pfc+i(F).
Polar spaces and associated Grassmann spaces.
In what follows we will need some well-known notions relevant for partial linear spaces. Let SPT = (P, £) be a partial linear space. A set S C P is called a subspace if for any two distinct collinear points p,q G S the line p, q is contained in S.
The empty set and one-point sets are subspaces (they do not contain two different points). A clique of SOT is a subset of P where any two points are collinear. A subspace is said to be strong if it is a clique. Maximal cliques need not to be maximal strong subspaces in general; but for some partial linear spaces these notions coincide. EXAMPLE 2.2. In classical Grassmann spaces (associated with projective spaces) maximal cliques are stars and tops [2] ; so any maximal clique is a maximal strong subspace.
From this moment we suppose that our partial linear space 9Jt = (P, £) is a polar space. This means that the following axioms hold true: This is the Buekenhout-Shult axiom system [1] , other equivalent axiomatizations can be found in [16] and [17] (see also [14] ). The complete list of all polar spaces is given in [16] . It follows from Tits' axiom system that any strong subspace is contained in a maximal strong subspace, and the restriction of VJl to every maximal strong subspace is a projective space. All these projective spaces have the same dimension m < oo. In particular, the restriction of 971 to any strong subspace is a projective space of the dimension at most TO. We put P for the set of all strong subspaces. For each k 6 {0,..., m} we denote by Pk the set of fc-dimensional strong subspaces.
By (BS3), we have the following. Observe that: for any S € P the set [5] of all points collinear to S is the union of all maximal strong subspaces containing S, and We say that subsets 1,7 CP are orthogonal and write X _L Y if any two points p £ X and q € Y are collinear. If X and Y are cliques then X LY iff there exists an element Z of P containing both X and Y; the minimal Z as above will be denoted by X U Y.
We call U\, U2 € Pk adjacent and write U\ ~ U2 if
Now let us consider the incidence geometry
where dim is the projective dimension. The Grassmann space P/c(9Jl) = P k (I m ) will be called the polar Grassmann space, which, in this case, is a partial linear space as well. The collinearity relation on Pfc(9Jl) will be denoted by rv. We have
for any Ui,U 2 6 Pk-Any collineation of 9Jt (a bijective transformation preserving £) induces a collineation of the Grassmann space Pfc(9Jt).
2.3.
Connections with the geometry of reflexive forms. Let V be a vector space over a field of odd characteristic, and let £ be a nondegenerate, bilinear, and reflexive form on V. By Sub(V) we denote the set of all subspaces of V, and by Subfc(F) the set of all fc-subspaces of V. The form £ determines orthogonality _L in the following way:
and Qfc := Q flSub^(F). The set Qfc is nonempty iff k < m, where m is the index of the form Since Pi(V) is a projective space, the structure £} = (Ql5 Q2) is a partial linear space, and, what is more important, it is a polar space 2 . So, we can define Pfc(0).
On the other hand, the (standard) map Q 9 I H Subi(X) identifies Qfc+i with Pfc(lJ). Clearly, = (Q, c,dim) is an incidence geometry. Then the above map establishes an isomorphism Pjt(£}) = Pfc+i(^)-The structure Pfc-fi (I{) was studied in [18] .
So, anyone interested in pure geometry of reflexive forms (including symplectic) can think of constructions involving P^, in particular polar Grassmann spaces investigated in the sequel, as of constructions of quadratic Grassmannians (cf. [15] ) and symplectic Grassmannians.
Prom now on till section 5 we fix a polar space 9Jt and we write simply in place of Pfc(9Jt) = (Pfc, St). Recall that the functor P^ is defined for 0 < k only, consequently we require that 0 < k.
Cliques
Let (X, p) be a set with a symmetric relation p. A subset Y C X is called a p-clique if x p y for all x, y 6 Y. In this section we determine maximal p-cliques in the case when X = Pfc and p -rv, _L (rv-cliques are cliques of Sfc). PROPOSITION 
Proof.
Let X be a ~-clique which is not contained in a star. Then it contains three elements U\, U2, f/3 such that Si := U2 n U3, S2 := Ux n U3, S3 := Ui n U2 are distinct elements of Pk-i-We have (2) t/i = 52U53, C/2 = 5iU53, C/3 = 5iU52;
hence Sl ~ Sj, and thus St _L S3 for all i,j 6 {1,2,3}. So, by (2),
belongs to Pfc+i-If an element of Pk is adjacent to all Ui, U2, U3 then it is contained in T. So X C (T]k, and we get the inverse inclusion if X is a maximal ~-clique.
•
Any top (T]k, T 6
Pk+1 is a maximal clique in <3^] moreover, it is a maximal strong subspace of (3 k-We also have another class of maximal cliques of &k consisting of segments [T,S]k where T € Pk-1 and S G Pm. Such cliques are said to be (Sfe-siars (they are proper subsets of stars defined in (1)). It is clear that ©¿-stars are maximal strong subspaces. 
Characterization theorems 4.1. Characterization of collinearity r* in terms of

Proof. =>: Let U\ ~ U2 and H, B be defined by (4). It suffices to take U3 G [H)k and U4 € (B]k such that U3, U4 0 [H)k n {B)k.
<=: Now suppose that Us,U4 £ Pk satisfy the conditions given above. There is a maximal ^-clique containing U\,U2,Uz and another one containing Ui,U2,U4. The condition U3 96 U4 guarantees that these cliques are different. By 4.1, U\ rv U2. • THEOREM 
Characterization of lines in terms of
Let k < m -1 and let U\,U2 be distinct collinear points of <&k. A point Uz lies on the line L = U\,U2 iff
(5) Vt/ G Pk [U ~ Ui A U ~ U2 U ~ U3] •
Proof. The condition (5) holds if and only if U3 belongs to all maximal strong subspaces containing Ui and U2. So we need to show that their intersection is L. The line L is contained in the top (T]k, where T = U\UU2 and in at least one <55fc-star [H,Y)k, where H = U\C\ U2. The intersection of (T]fc and [H, Y]k is our line L = P{H, B). •
Note that, generally, collinear points lie in more than one <J5fc-star. 
Let k < m -1. Any bijective transformation of Pk preserving collinearity is a collineation of <£>k.
In case k = m -1 the apparatus involving cliques can not be directly applied to the collinearity relation, as in this case all maximal strong subspaces are tops (B] k with B £ P m (cf. 3.4) . No line can be presented as an intersection of maximal strong subspaces.
4.3.
Characterization of ~ in terms of r*. In this subsection we require that k < m -1.
There are the following possibilities for the arrangement of three distinct mutually collinear points U\, U 2 Proof of (I) for A: < m. By 4.3, / preserves both ^v and Then / preserves the class of maximal ^-cliques (stars and tops) and the class of maximal cliques of <S5f c (tops and <8fc-stars). The intersection of these classes is the class of tops. Thus stars and tops can not be mixed. This means that / induces a bijective transformation fk~ 1 : Pk-1 -• Pk-i preserving collinearity; moreover, tops go to tops and fk-1 preserves the types of maximal strong subspaces. By 4.10, fk-1 preserves
Step by step we get a sequence of bijective transformations ft oi Pu 0 < i < k -I, where /o is a collineation of 971. It is trivial that / is induced by this collineation.
• Proof of (II) for k < m -1. It follows from 4.9 and (I)^.<m-• Proof of (II) for k = m -1. In this case maximal cliques of <3k are only tops (cf. 3.4). So, / defines a bijective transformation g of Pm preserving Using Chow's ideas [2] we show that / preserves Then 
Then (7) shows that
Since S C g~1(M) and U C g _1 (N), the latter inequality contradicts S~U.n Proof. Let / be a bijective transformation of Pk preserving J_. Since the class of maximal _L-cliques is invariant, / induces a bijective transformation f of P m satisfying the conditions of 5.2.
• 6. A special case: symplectic geometry As stated in 2.3, the results of sections 4 and 5, when applied to the structure (Grassmannian) of selfconjugate subspaces of a quadric determined by a reflexive form £ clarify relations between adjacencies and characterize the group of automorphisms of corresponding quadratic Grassmann space as the group of semilinear automorphisms of the form £ acting on this Grassmannian.
In the case when £ is symplectic a pencil L (a line of Grassmann space Pjk(V)) may lie on the quadric Q fc even if L £ Sk', we have L = P(H, B) C Qk iff B C H 1 -and H e Q fc _ 1 . Let us write for the class of such lines and examine in some details the geometry of the structure = (Q In what follows, the corresponding Grassmann space is considered, as defined in the incidence geometry (Q, C,dim) (cf. subsection 2.3) and we use the language of linear algebra.
The following is evident.
FACT 6.1. is a partial linear space and collinearity in it coincides with the relation
Consequently, the structure <&k is definable in <£k provided k < m -1. Now ~ is the collinearity of <£fc, and thus maximal strong subspaces of it are exactly ^-cliques which were characterized in 3.3. A direct analogue of 3.5 states in particular that a maximal strong subspace of is either a fc-dimensional projective space or a (2m -2k -l)-dimensional projective space.
In 
Final remarks
Investigations started in the paper can be continued in various directions.
1. We can study the adjacency of lines of &k (and of if meaningful). It is seen that the concurrency of such lines can be defined in terms of their adjacency. Thus characterization of maps on lines which preserve their adjacency reduces again to the problem of characterization of the automorphisms of <J5fc. 2. The framework of Grassmann space of an incidence geometry can be applied to geometries of various types. When applied to affine spaces it produces well known so called affine Grassmann spaces; results of [13] generalize, in fact, this construction. Similarly, we can construct Grassmann spaces over classical finite-dimensional hyperbolic geometry (Klein's Model). After that, some results generalizing investigations on line geometry of hyperbolic spaces and concerning various primitive relations for this geometry can be expected.
All of these questions are addressed in some future papers.
