Abstract. We study the volume of nodal sets for eigenfunctions of the Laplacian on the standard torus in two or more dimensions. We consider a sequence of eigenvalues 4π
Introduction
The nodal set of a function on a manifold is the set of points where it vanishes. Nodal sets for eigenfunctions of the Laplacian on a smooth, compact Riemannian manifold have been studied intensively for some time now. For instance, it is known [6] that except for a subset of lower dimension, the nodal sets of eigenfunctions are smooth manifolds of codimension one in the ambient manifold. In particular one can define their hypersurface volume (in two dimensions this is the length). A conjecture of Yau is that the volume of the nodal set is bounded above and below by constant multiples of square root of the Laplace eigenvalue. Yau's conjecture was proven for real-analytic metrics by Donnelly and Fefferman [7] . The lower bound in the case of smooth surfaces is due to Brüning [4] , see also [5] for planar domains.
In this paper we study the volume of nodal sets for eigenfunctions of the Laplacian on the standard flat torus
We write the eigenvalue equation as ∆f = −4π 2 Ef , where E ≥ 0 is an integer. The eigenvalues on the torus always have multiplicities, with the dimension N = N (E) of an eigenspace corresponding to eigenvalue 4π 2 E being the number of integer vectors λ ∈ Z d so that |λ| 2 = E. In dimension d ≥ 5 this number grows as E → ∞ roughly as E d 2 −1 , but for small values of d, particularly for d = 2, the behaviour is more erratic, and depends on the prime decomposition of E.
We will consider random eigenfunctions on the torus, that is random linear combinations with b λ , c λ ∼ N (0, 1) real Gaussians of zero mean and variance 1 which are independent save for the relations b −λ = b λ , c −λ = −c λ . Let E = E E be the eigenspace associated to the eigenvalue 4π 2 E (i.e. the space of functions of form (1.1)). We denote by E(•) the expected value of the quantity • in this ensemble. For instance, the expected amplitude of f is E(|f (x)| 2 ) = 1.
Denote by Z(f ) the volume of the nodal set of an eigenfunction (1.1). Our first result, Proposition 4.1, is that the expected value of Z is E(Z) = const · √ E for a certain constant depending only on the dimension d. This is of course consistent with the bounds of Donnelly and Fefferman [7] . Our main result, Theorem 6.1, is that the variance of the normalized volume Z/ √ E is bounded by
(We believe that the correct upper bound for the variance is O(1/N )). Thus the fluctuations of Z(f )/ √ E around its mean value die out as the multiplicity N tends to ∞. Note however that Z(f )/ √ E is not asymptotically constant; for instance, if E = dm 2 then for the eigenfunction
. Theorem 6.1 can be viewed as lending support to the expectation 1 that for eigenfunctions on negatively curved manifolds, which are believed to behave similarly to random waves [2] , the volumes of nodal sets, normalized by the square-root of the eigenvalue, do tend to a limiting value. See [12] for some work on the complexified nodal set of eigenfunctions in this context.
Previous work in this vein is due to Bérard [1] , who computed the expected surface measure of the nodal set for eigenfunctions of the Laplacian on spheres. Neuheisel [10] also worked on the sphere and gave an upper bound for the variance. Berry [3] computed the expected length of nodal lines for isotropic, monochromatic random waves in the plane, which are eigenfunctions of the Laplacian with eigenvalue E. He found that the expected length (per unit area) is again of size about √ E and argued that the variance should be of order log E.
More recently, F. Oravecz and ourselves have investigated a different characteristic of the nodal set of eigenfunctions on the torus, namely the Leray nodal measure [11] , and have succeeded in obtaining the precise asymptotics of the variance of the Leray measure as N → ∞.
1.1. Plan of the paper. We employ a version of the Kac-Rice formula for the volume of the nodal set, which using the Dirac delta function can be written as
see §3 for the rigorous version. To compute the expected value of Z is then a simple matter once we find that f (x) and ∂f /∂x j are independent Gaussians. This is done in § 4. In § 5 we derive a formula for the second moment of Z, which requires knowing the covariance structure of the 2d + 2-dimensional Gaussian vector v(x, y) = (f (x), f (y), ∇f (x), ∇f (y)). That v(x, y) is indeed a non-degenerate 2d + 2 dimensional Gaussian is verified in the Appendix. As a result, we find that E(
where u(z) = E(f (x)f (x+ z)) is the two-point function of the ensemble, and where Ω(z) is a certain positive definite 2d × 2d matrix which enters into the covariance structure of the Gaussian vector v(x, y). In section §6, which is the heart of the paper, we bound the variance of Z.
2.
The model: random eigenfunctions on the torus 2.1. Random eigenfunctions. We consider non-constant eigenfunctions of the Laplacian on the standard flat torus
form a finite dimensional vector space E = E E , having as a basis the exponentials e 2πi λ,x , for λ in the frequency set
We define an ensemble of Gaussian random functions f ∈ E by
with b λ , c λ ∼ N (0, 1) real Gaussians of zero mean and variance 1 which are independent save for the relations b −λ = b λ , c −λ = −c λ . Thus we can rewrite
where now only independent random variables appear. With our normalization, we have E(|f (x)| 2 ) = 1 for all x ∈ T d . Definition 2.1. An eigenfunction f ∈ E is singular if ∃x ∈ T d with f (x) = 0 and ∇f (x) = 0. An eigenfunction f ∈ E is nonsingular if ∇f = 0 on the nodal set.
Lemma 2.2 ([11], Lemma 2.3).
The set of singular eigenfunctions has codimension at least 1 in E, and so has measure zero in E.
2.2.
Properties of the frequency set. The dimension N = dim E is the number of the frequencies in Λ, which is the number of ways of expressing E as a sum of d integer squares. For d ≥ 5 this grows roughly as E d/2−1 as E → ∞. For d ≤ 4 the dimension of the eigenspace need not grow with E. For instance, for d = 2, N is given in terms of the prime decomposition of E as follows: If E = 2 α j p
where p j ≡ 1 mod 4 and q k ≡ 3 mod 4 are odd primes, α, β j , γ k ≥ are integers, then N = 4 j (β j + 1), and otherwise E is not a sum of two squares and N = 0. On average (over integers which are sums of two squares) the dimension is const · √ log E. The frequency set Λ is invariant under the group W d of signed permutations, consisting of coordinate permutations and sign-change of any coordinate, e.g. (λ 1 , λ 2 ) → (−λ 1 , λ 2 ) (for d = 2). In particular Λ is symmetric under λ → −λ and since 0 / ∈ Λ, we find N is even. We write Λ/± to denote representatives of the equivalence class of Λ under λ → −λ.
We will need some simple properties of Λ:
Lemma 2.3. For any subset O ⊂ Λ which is invariant under the group W d , we have
Proof. For i = j use the symmetry of O under the sign change of the i-th coordinate to change variables and deduce that the LHS of (2.2) vanishes. For i = j note that the sum λ∈O λ 2 i is independent of i since O is symmetric under permutations; hence we may average the RHS over i to find that
Note that (2.3) implies that the frequency set Λ spans R d .
2.3.
The two point function. The two-point function of the ensemble is
The two-point function clearly satisfies |u(z)| ≤ 1. We will need to know some of its basic properties, proved in [11] , which we summarize as:
Proposition 2.4. The two point function satisfies (1) There are only finitely many points
The mean fourth power of u is bounded by 
A formula for the volume of the nodal set
Let χ be the indicator function of the interval [−1, 1]. We define for ǫ > 0
Lemma 3.1. Suppose that f ∈ E is non-singular. Then
Proof. By the co-area formula [8] , for f smooth and φ integrable, we have
ǫ ), which is constant on the level sets f −1 (s) gives
) is continuous at s = 0 and so by the fundamental theorem of calculus,
We begin with the one variable case which we state as a separate lemma (cf [9, Lemma 2]): Lemma 3.3. Let g(t) be a trigonometric polynomial of degree at most M . Then for all ǫ > 0 we have
Proof. We partition the set {t :
, disjoint except perhaps for common edges, such that on each such interval g ′ has constant sign, that is either
and a k is a local minimum for g, and
and a k is a local maximum for g, and
Thus the total integral is bounded by the number ν of intervals [a k , b k ]:
Now the number of intervals is bounded by the number of a's for which g(a) = ±ǫ plus the number of a's for which g ′ (a) = 0. Since both g and g ′ are trigonometric polynomials of degree ≤ M , the number of such intervals is therefore 3 · 2M = 6M . This gives the required bound.
We now prove Lemma 3.2 by reduction to the one-dimensional case.
and we will bound each term. Taking j = 1, we have
In the inner integral we have for each y ∈ T d−1 a one variable polynomial g(t) = f (t, y) of degree at most √ E and hence by Lemma 3.3, the inner integral is at most 6 √ E. Summing over j introduces another factor of d.
As a consequence of the fact that for nonsingular functions we can compute the volume Z(f ) of the nodal set of f ∈ E via Lemma 3.1 and the fact that almost all f ∈ E are nonsingular (Lemma 2.2), we find: Corollary 3.4. The first and second moments of the volume Z(f ) of the nodal set of f are given by
The expected volume of the nodal set
In this section we show
Proof. Since Z ǫ is uniformly bounded by Lemma 3.2, we can use the Dominated Convergence Theorem to write
ǫ )|∇f (x)| is bounded and hence we may evaluate the integral by using the joint probability density of the variable (f (x), ∇f (x)), whose components are Gaussian of zero mean with covariance
by (2.2). Thus
Integrating over T d and taking the limit ǫ → 0 gives
In the one-dimensional case,
(which is consistent with the computation for d = 1). Thus
5. An integral formula for the second moment 5.1. The covariance matrix. The covariance matrix Σ(x, y) of the Gaussian vector (f (x), f (y), ∇f (x), ∇f (y)) is given by
For generic (x, y), the covariance matrix Σ(x, y) is nonsingular (see Appendix A).
Lemma 5.1. The covariance matrix Σ(x, y) depends only on the difference z = x − y and is given in terms of the two-point function u by
where
(here 0,∇u are row vectors), and
Proof. By definition of the two point function, we have A = 1 u u 1 . To compute B, use
and hence
(where 0 denotes the d-dimensional zero row vector). To compute C, use (4.1) to find
More generally
and so
The inverse of Σ (when it exists) is given by
with Ω being the 2d × 2d matrix
We will call Ω the reduced covariance matrix. We have
By Lemma 5.1, we have
where D(z) = ∇u(z) and H = (
) is the Hessian of u.
5.2.
A formula for the second moment. Proposition 5.2. The second moment of Z(f ) is given by
We have the following
where the implied constant depends only on the dimension d.
, where U (x) is the unit vector
and where we identify the function f with a vector in R N via (2.1). Note that U (x), U (y) = u(x − y) is the cosine of the angle between U (x) and U (y).
We have ∇f (x) = DU · f where the derivative DU is a d × N matrix. Equivalently,
By the triangle and Cauchy-Schwartz inequalities,
by a computation of
Consider the plane π ⊂ R N spanned by U (x) and U (y). The domain of the integration is all the vectors f ∈ R N so that the projection of f on π falls into the parallelogram P of lengths 2ǫ 1 and 2ǫ 2 . The cosine of the angle between the sides of P is U (x), U (y) = u(x − y). Therefore the area of P is area(P ) = 4ǫ 1 ǫ 2 1
Write the multiple integral in (5.7) as the iterated integral (5.8)
where the variable p runs over all the points of the parallelepiped P . The inner integral in (5.8) is O(1) with the constant depending on d only. Indeed, note that for every
since p 2 e − p 2 /2 is bounded. Our claim follows from convergence of the integral R N −2 (1 + w 2 )e − w 2 /2 dw. Therefore
Substituting the last estimate into (5.7) proves (5.6).
Proof of proposition 5.2. By Corollary 3.4, we have
where µ is the Gaussian measure dµ(f ) = e − f 2 /2 df (2π) N /2 . We wish to change the order of the limit and the integration. To do so, we notice that by Lemma 3.2, the integrand is bounded by O(E). Therefore, the change of order follows from the dominated convergence theorem. Thus the integral equals
Using Fubini's theorem, this equals to (5.9)
Now we wish to exchange the order of taking limit and the integration over (T d ) 2 . To justify it, we use the dominated convergence theorem with Lemma 5.3. The upper bound for u(x) = ±u(y) is sufficient, since this happens for almost all (x, y) ∈ (T d ) 2 , and changing the values of a function on a set of measure 0 does not have any impact on the integrability and the value of the integral of a function. The convergence of the RHS of (5.6) was shown in [11] . Therefore, we may exchange the order of the limit and the integral in (5.9) to obtain (5.10)
where K(x, y) = lim
We will replace the vector (f (x), f (y), ∇f (x), ∇f (y)) with a 2d+2 dimensional Gaussian vector with covariance matrix Σ(x, y) = Σ(x − y) defined in (5.1). The proof that for almost all x, y this is indeed a 2d + 2 dimensional process, is relegated to Proposition A.1 in the Appendix. This gives
We therefore have
Since the last integrand is continuous, we may use the fundamental theorem of the calculus to replace the averaging over w 1 , w 2 by the value at w 1 = w 2 = 0, to obtain
We have
with Ω = C − B T A −1 B being the reduced covariance matrix, which we computed in (5.3). Together with (5.2) we find
Finally, we get Proposition 5.2 by noticing that K(x, y) = K(x − y), and therefore the (double) integral in (5.10) may be expressed as a single integral.
In the course of the proof we saw that K(x, y) = lim ǫ 1 ,ǫ 2 →0 K ǫ 1 ,ǫ 2 (x) . Therefore, taking the limit ǫ 1 , ǫ 2 → 0 and using Lemma 5.3 we obtain
A bound for the variance
In this section we prove:
6.1. Plan of the proof. We use the integral formula (5.4) for the second moment of
As in [11] , we will define a notion of "singular points" in T d where the factor 1/ √ 1 − u 2 is large, and treat separately the singular and nonsingular points. The singular set is shown to give a contribution of O(E/N ). On the nonsingular set, the factor 1/ √ 1 − u 2 may, up to an admissible error, safely be replaced by 1. To treat the Gaussian integral, we write
and recover the square of the expected value E(Z) 2 from the contribution of the identity matrix I; the rest is then the key quantity for bounding the variance. Setting σ(z) to be the spectral norm of S(z), we show that that variance is bounded by
, whose integral we need to bound. We do this by using CauchySchwartz, which allows us to bound it by ( In [11] , we showed that the measure of the singular set is bounded by
In order to bound the contribution of the singular set to the integral in (5.4), we use Corollary 5.4. It was shown in [11] (see (6.3)) that
Therefore we obtain:
Corollary 6.5. The contribution of the singular set is bounded by
6.3. The nonsingular set. We now want to estimate the contribution of the nonsingular set to the integral formula of Proposition 5.2 for the second moment of Z. Recall that it reads E(Z 2 ) = T d K(z)dz with the kernel K(z) given by (5.5), that is
A consequence of the definition of singular points is that on the nonsingular set, u is bounded away from ±1. In [11, lemma 6.5] we showed that if x ∈ T d is nonsingular then
.
As a consequence, on the nonsingular set, we may expand
where the implied constant depends only on d.
We now wish to handle the "reduced covariance matrix" Ω of (5.3) on the nonsingular set. We write Ω = (4π 2 E/d) · Ω 1 and Ω 1 = I − S, where
Note that since outside a set of measure zero, Ω 1 ≫ 0 is positive definite, we have S ≪ I in the sense that all eigenvalues of S are in (−∞, 1). Let σ be the spectral norm of S, so that denoting the eigenvalues of S by α 1 , . . . , α 2d ,
We give a bound on the mean and the mean-square of σ on the complement B c of the singular set.
Lemma 6.6.
Proof. The bound (6.5) follows from (6.4) by applying Cauchy-Schwartz, so it suffices to prove (6.4). We have σ 2 ≤ α 2 j = tr(S 2 ), and so it suffices to show (6.6)
On the nonsingular set, the expression 1 1−u 2 is bounded, and hence for purposes of upper bounds may be ignored. The entries of S 2 on the nonsingular set are thus bounded by sums of the following expressions :
and it suffices to show that the integral of each over all of
By applying Cauchy-Schwartz, it suffices to show
and as above, we have
since λ 1 , λ 2 , λ 3 determine λ 4 once we decree that λ 1 ± λ 2 ± λ 3 ± λ 4 = 0, and
6.4. Concluding the proof of Theorem 6.1.
is symmetric and positive definite (away from a set of measure zero), it has a positive definite square root
on using the change of variables v =
Thus we may write zP 1 = z (1 + O(σ)).
On the nonsingular set, we may expand
and so we find that on the nonsingular set
Integrating over the nonsingular set, and using
we find
N , and by lemma 6.6
Furthermore, by (6.1),
so that we find
By Corollary 6.5, the singular set contributes at most
Therefore we find
Thus we have concluded the proof of Theorem 6.1.
Appendix A. The non-degeneracy of the covariance matrix
In this appendix we show that the covariance matrix defined by (4.1) is nonsingular for almost all (x, y) ∈ (T d ) 2 , thereby justifying the change of variables (5.11).
We want to show that for almost all pairs (x, y) ∈ T d ×T d , the only vector (α, β, C, D) ∈ R 2d+2 satisfying
is the zero vector. Taking f (x) = e 2πi λ,x , λ ∈ Λ gives
Thus we are reduced to proving the following:
Then for almost all z, the only solution for the equation
Proof. We divide the work into two steps: In the first step, we show that for all z ∈ T d , the solutions of (A.1) satisfy β = ±α and D = ±C. In the second step, we take β = ±α and D = ±C and show that for almost all z ∈ T d , the only solutions of (A.1) are α = 0 and C = 0.
Step 1: We first show that for all z ∈ T d , all solutions of (A.1) satisfy β = ±α and D = ±C. Taking squared norms of both sides of (A.1), we get
and it suffices to see that A = 0 or B = 0. If N ≫ d 1, then there is some λ ∈ Λ with two nonzero coordinates, say λ 1 λ 2 = 0 (by applying a permutation of the coordinates to λ we may replace 1 and 2 by any pair of distinct indices).
multiply the result by χ 1,2 (ǫ) = ǫ 1 ǫ 2 and sum the resulting equalities over all ǫ ∈ {±1} d , using
and using
and since we assume λ 1 λ 2 = 0, we find a 1 b 2 + a 1 b 2 = 0. Repeating the argument with any pair of distinct indices finally shows that
If A = 0, say a 1 = 0, then we find that
Thus if b 1 = 0 then all b j = 0, that is B = 0 and we are done. Therefore we may assume that b 1 = 0 (and we have also assumed a 1 = 0). We will show this cannot happen. If d > 2, we substitute (A.4) in (A.3) with any i = 1, j = 1 to get
Thus there is at most one index k = 1 with a k = 0, say k = 2, so we find that a j = 0 for j = 1, 2, and by (A.4) we therefore have b j = 0 for j = 1, 2.
this still holds, we just ignore the extra coordinates). Plugging this into (A.2) with λ so that λ 1 = ±λ 2 (which exists if N ≫ d 1) gives
and replacing λ = (λ 1 , λ 2 , . . . ) with (λ 2 , λ 1 , . 2 ) = 0 . Since we chose λ 2 = ±λ 1 this gives a 1 = a 2 = 0, contradicting a 1 = 0. Thus we are done with step 1.
Step 2: We take C = ±D and α = ±β in (A.1) and wish to show that for almost all z ∈ T d , the only solutions are α = 0 and C = 0. If either (α = β and C = D) or (α = −β and C = −D), then (A.1) gives e 2πi z,λ = −1 which is a measure zero condition.
Otherwise, assume α = β and C = −D (the other case is treated similarly). Here we have (A.7)
α + i C, λ = −e 2πi λ,z (α − i C, λ ) .
If α = 0 and C = 0 then there is some λ ∈ Λ so that C, λ = 0 and (A.7) forces e 2πi z,λ = 1, that is z lies on one of the hyperplanes ∪ λ∈Λ {z : λ, z = 0 mod 1}, which is a measure zero condition.
If α = 0, we replace C by − 1 α C and α by 1 and drop the negative sign. Taking the real part of (A.7), we have 1 + cos 2π λ, z = C, λ sin 2π λ, z .
We may assume that the sine on the RHS doesn't vanish, since sin 2π λ, z = 0 is a measure zero condition. Therefore, we may divide to get C, λ = 1 + cos 2π λ, z sin 2π λ, z = cot π λ, z . Since 1/(sin π λ, z ) 2 is even, we get the same term for λ and −λ and so we may replace the average over O by the average over O/± where we have taken only one of λ, −λ. Thus that is we have eliminated the variable C.
We claim that (A.9) forces the point z to lie on a measure zero subset of T d . Indeed, the functions involved are meromorphic in C d /Z d and hence if (A.9) does not hold for all z, it can only hold on a complex submanifold of codimension (at least) one and in particular its real points will have codimension at least one in T d . But near the origin z = 0, each of the functions 1/(sin π λ, z ) 2 has singularities on the hyperplane z, λ = 0 and these hyperplanes are distinct for λ's which are not collinear (here the condition d ≥ 2 comes in), as is the case for those appearing in (A.9). Thus these functions are linearly independent and so (A.9) is not valid for all z.
