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THE DWYER-KAN MODEL STRUCTURE FOR ENRICHED COLOURED
PROPS
GIOVANNI CAVIGLIA
Abstract. Coloured PROPs are a generalisation of coloured operads. In this article, we
prove the existence of a Dwyer-Kan model structure on the category of small coloured PROPs
enriched in a (sufficiently nice) monoidal model category V. This model structure extends
the known Dwyer-Kan model structures on the categories of (small) V-enriched categories and
V-enriched coloured operads.
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1. Introduction
PROPs were invented by Mac Lane and Adams (see [33] for the original definition) and provide
an effective way to encode algebraic structures with operations with multiple inputs and multiple
outputs in symmetric monoidal categories.
In homotopy theory, (topological) PROPs (called categories of operators with permutations
in [10]) were used by Boardman and Vogt in the study of homotopy invariance of algebraic
structures in topological spaces [11]; in their work they mainly restrict themselves to PROPs
whose set of operations is generated by those with only one output; these special PROPs (also
called categories of operators in standard form in [10]) correspond to the well-known notion of
operad.
Operads were defined by May for the formulation of his recognition principle for iterated
loop spaces [38] and have been proved to be an effective tool to study the homotopy theories
of algebraic structures; see for example [11], Rezk [46] for simplicial operads, Markl [35] for dg-
operads and the works of Berger and Moerdijk [5], [7],[8] for the more general case; one of the
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2 GIOVANNI CAVIGLIA
insights of this theory is that homotopy invariant structures are described by cofibrant operads
(in a suitable sense).
Many algebraic structures such as (commutative) monoids, Lie algebras, Poisson algebras, etc.
can be described by operads; still other important structures such as (Frobenius) bialgebras and
Hopf algebras can only be modeled by general PROPs.
Coloured PROPs (and operads), i.e. PROPs with multiple objects, are useful to describe
(and study the homotopy theory of) more involved algebraic structures such as morphisms and
diagrams between algebras over (uncoloured) PROPs (see [7]) and their resolutions; the theories
of PROPs and operads themselves can also be described via coloured operads ([13] and § 6).
As for operads, PROPs can be enriched in any symmetric monoidal category V. If V has a
(sufficiently nice) model structure, the category of V-enriched C-coloured PROPs (i.e. with a
fixed set of colours C) inherits a (semi-)model structure (see [18]).
In analogy with operads, it is therefore natural to investigate, for example, weather cofibrant
PROPs have homotopy invariant algebras.
The homotopy invariance of algebras over enriched (coloured) PROPs in the context of model
categories was studied by Fresse in [18] and Johnson and Yau in [24]. The higher degree of
complexity of the algebraic structures presented by PROPs makes their study more difficult
with respect to operadic theories; for example, there is not always a free construction for this
kind of algebras, thus there is no way to transfer the model structure from the ground category
to the category of algebras in general. In the dg-context, Yalin ([50]) was able to circumvent
this lack of model structures, proving a homotopy invariance result at the level of simplicial
localizations of the categories of algebras.
As we mention, under suitable conditions on V, the category of V-enriched C-coloured PROPs,
that will be denoted by V-PropC , admits a model structure. However, in this article we are
interested in V-Prop, the category of all (small) V-enriched coloured PROPs, where the set of
colours is allowed to vary. There are natural inclusions of the category of (small) V-enriched
categories and of the category of (small) V-enriched coloured operads in V-Prop:
V-Cat −→ V-Oper −→ V-Prop.
The 2-categorical structure on V-Cat (and V-Oper) extends to a 2-categorical structure on V-Prop
in such a way that the above inclusions become inclusions of 2-categories. We thus get a notion of
equivalence between coloured PROPs which is weaker than the isomorphism relation. When V is
a monoidal model category the homotopical notion corresponding to an equivalence of V-enriched
PROPs is the one of Dwyer-Kan weak equivalence ( def. 5.3).
Dwyer-Kan weak equivalences between simplicial categories were first introduced by Dwyer
and Kan in their seminal work on simplicial localization ([15]). Bergner ([9]) proved that Dwyer-
Kan weak equivalences are the weak equivalences for a model structure on the category of sim-
plicial categories that models ∞-categories.
The same result for V-enriched categories was proven by Lurie [32, A.3], Berger and Moerdijk
[6] and Muro [42] for V an arbitrary monoidal model category (satisfying certain hypotheses).
Cisinski and Moerdijk [14] and Robertson [47] independently proved that simplicial coloured
operads can be endowed with a model structure where the weak equivalences are the Dwyer-Kan
weak equivalences. In [13] the author addressed the same problem for coloured operads enriched
in an arbitrary monoidal model category.
The main goal of this paper, achieved in Theorem 5.5, is to prove that under suitable conditions
on a combinatorial monoidal model category V, there exists a combinatorial model structure on
V-Prop in which the weak equivalences are the Dwyer-Kan weak equivalences; the same result
holds also for V-cfProp (resp. V-afProp), the category of constant-free (resp. augmentation-free)
coloured V-PROPs (§2.3).
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Examples of model categories V for which the theorem applies are: simplicial sets (with
the Kan-Quillen model structure), chain complexes over a field of characteristic zero (with the
projective model structure) and symmetric spectra with the positive stable model structure.
As in [6] we also show that, under more restrictive hypotheses on V, the fibrant objects for
our model structure coincide with the locally fibrant one.
In the case V = Set (with the trivial model structure) the Dwyer-Kan model structure on
Set-Prop has equivalences of PROPs (in the 2-categorical sense) as weak equivalences (in analogy
with the “folk” model structure on the category of small categories).
The case V = sSet, the category of simplicial sets with the Kan-Quillen model structure, was
investigated by Hackney and Robertson in [20].
As in [13], the proof of Theorem 5.5 relies on the Interval Cofibrancy Theorem of [6] and
its analogue in [42, Theorem 7.13, 7.14] and a careful analysis of push-outs in the category of
PROPs (theorem 7.1).
Another crucial point is that, even though V-Prop (as V-Oper, V-Cat) can not be described as
the category of algebras for an operad, it is the total category of a bifibration over Set and each
fiber of this bifibration is the category of algebra for a certain operad. We call such bifibrations
operadic bifibrations. To study them, we introduce the notion of operadic family and a kind of
operadic Grothendieck construction. The author believes that these tools can be exploited in the
study of other “coloured” structures similar to PROPs, categories and operads such as PROs,
properads, and wheeled PROPs.
Lastly, we would like to bring the reader’s attention to the following issue: the operad describ-
ing C-coloured PROPs is not Σ-free, therefore, even if the unit of V is cofibrant, it will not be
a Σ-cofibrant operad (seen as an operad in V). In general, only for a Σ-cofibrant operad O the
homotopy theory of strict algebras is equivalent to the homotopy theory of homotopy algebras
(i.e. algebras for a cofibrant replacement of O, cf. theorem 4.4 [5]); this implies that the model
structure on V-PropC (and V-Prop) might not present the homotopy theory of homotopy PROPs.
This might not be a problem when V is a symmetric flat monoidal model category such as chain
complexes over a field of characteristic 0 or symmetric spectra with the positive model structure,
since the rectification result of Pavlov and Scholbach [44, Theorem 9.3.6 and § 7] guarantees
that the homotopy theories of homotopy PROPs and strict PROPs are equivalent. However this
condition is not satisfied, for example, by sSet (with the Kan-Quillen model structure).
In the general case, depending on the applications, one might want to restrict himself to
constant-free PROPs or augmentation-free PROPs; the operads encoding these structure are
Σ-free, therefore the above problem is solved in these cases.
Organization of the paper: In § 2 we recall the definitions of enriched coloured PROP, bicol-
lection, and morphisms between them. In § 3 we introduce operadic families, i.e. families of
operads parametrized by a category, that will help us to define V-Prop as the total category of
a special kind of bifibration over Set, i.e. an operadic bifibration. To study diagram in operadic
bifibrations we introduce a Grothendieck construction for operads, that permits to describe those
diagrams as algebras for certain operads.
In § 4 few facts about the transferred model structure on V-PropC are recalled.
Section 5 is the central section of the paper: the Dwyer-Kan model structure for enriched
coloured PROPs is introduced and sufficient conditions for its existence are given in Theorem
5.5. In § 5.4 it is proven that, when V is right proper and the unit is cofibrant, the fibrant objects
in V-Prop coincides with the locally fibrant ones.
The last sections of the paper contain the most technical parts of the paper. In § 6 we
carefully describe the operad for C-coloured PROPs; the composition law of this operad is based
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on graph insertion; the definition of graph that we use (borrowed from [29]) and graph insertion
are recalled in appendix B.
Our main result about push-outs of PROPs is proved in Section 7; operadic families and the
operadic Grothendieck are used to efficiently describe the combinatorics of push-outs in V-Prop.
In § 8 we study filtered colimits in operadic families. The results therein are used to show
that if V is locally presentable, then V-Oper is locally presentable.
Adjunctions between the categories of algebras induced by a morphism of operads are exten-
sively used through-out the paper. In Appendix A we give a characterisation of the left adjoints
of these adjunctions as left Kan extensions. This is closely related to the theory of Feynman
categories of Ward and Kaufmann ([27]); in fact we show that the notion of coloured operad and
Feynman category are equivalent in a certain sense (§A.1).
Acknowledgment. The author would like to thank Ieke Moerdijk for his constant support and
guidance and Dimitri Ara and Javier Gutie´rrez for many insightful discussions around this work.
1.1. Notation and conventions. In general we will mostly ignore set-theoretical size-issues
and we shall assume that we are working in a fixed universe of sets; a set will be called small if
it belong to this universe.
The category of (small) sets will be denoted by Set. The full subcategory of Set spanned by
the finite sets will be denoted by Fin.
For every non-negative integer n ∈ N let n be {1, . . . , n}, the finite cardinal of order n. Given
a finite set C we will denote by |C| ∈ N its cardinality.
For every n ∈ N the symbol Σn will denote the group of automorphisms of n (i.e. the n-
permutation group).
We denote by Σ finite permutation groupoid the , i.e. the maximal subgroupoid of Set that has
{n | n ∈ N} as set of objects; clearly Σ ∼= ∐n∈N Σn.
The term “operad” will always stand for coloured symmetric operads (cf. [7], also called
symmetric multicategories in the literature) if not specified otherwise.
The 2-category of (locally small) categories will be denoted by CAT, while Cat will denote
the (2-)category of small categories. Similarly OPER will stand for the 2-category of (locally
small) operads, while Oper will denote the 2-category of small operads.
Given a bicomplete closed symmetric monoidal category (V,⊗, IV) ([34]) and a V-category
W (i.e. a category enriched in V), for every a, b ∈ W we will denote by HomV(a, b) ∈ V the
hom-object from a to b.
A cocomplete symmetric V-algebra will be for us a cocomplete symmetric monoidal V-category
W ([2, §B.5]) together with a strong symmetric monoidal V-functor z : V→ W.
Remark 1.1. Every cocomplete symmetric monoidal category (W,⊗, I) with monoidal product
that commutes with coproducts in each variable is a cocomplete symmetric Set-algebra (where
Set is taken with the cartesian monoidal structure) via the functor − · I : Set→ V that sends
S ∈ Set to the coproduct ∐S I.
We assume the reader to be familiar with the basic theory of model categories and operads (and
algebras over them); for the former [23] should contain all the definitions and results that we will
need, for the latter the reader is referred to [5], [7]; see also [37] for a more broad survey on the
theory of operads.
Section 3 and appendix A make a mild use of (enriched) weighted colimits and limits, we refer
the reader to the book of Kelly [28] for the notation.
2. Enriched coloured PROPs
For the whole section (V,⊗, I) will be a bicomplete closed symmetric monoidal category.
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To define (enriched) coloured PROPs, we will proceed gradually starting from the definition
of uncoloured non-enriched PROP.
Uncoloured (or one-coloured) PROPs (cf. [33], [30], [36]) are symmetric (strict) monoidal
categories whose monoid of objects is freely generated by one object; it is custom to identify the
set of objects of an uncoloured PROP with N.
Given a symmetric monoidal category M and a PROP P, one can define the category of
algebras of P in V, denoted by AlgP(V), as the category of strong monoidal functor from P to
V.
Since P is freely generated on one object 1 such a functor A : P → M is determined (up
to isomorphisms) on objects by the value A(1), in fact A(n) ∼= A(1)⊗n. Each f ∈ P(n,m)
determines a morphism
A(1)⊗n
A(f)−→A(1)⊗m
that can be regarded as an operation with n inputs and m outputs defined on A(1). These
operations on A(1) are subject to constrains dictated by the composition in P.
(Uncoloured) operads can be seen as particular PROPs; in fact, they are nothing but PROPs
in which the morphisms are freely generated (via the monoidal product) by the ones with target
1.
PROPs enriched in V (or V-PROPs) are defined as symmetric monoidal V-category freely
generated by one object.
As for operads (and algebraic theories) PROPs come also in a C-coloured (or multi-sorted)
version: for every set C, a C-coloured V-PROPs is a symmetric monoidal V-category with monoid
of objects is freely generated by C.
Algebras for coloured PROPs are defined as expected: every C-coloured V-enriched PROP P
and every symmetric V-enriched monoidal model category M the category of algebras of P in
M can be defined as the category of strong monoidal V-functor from P to M (cf. §2.6).
Even though this is one of the most important and motivational aspects of the theory, we will
not be concerned with algebras over PROPs in this paper; we refer the reader to [18] and [24]
for more details on the theory of algebras and their homotopy theory.
As for (enriched) categories and coloured operads (cf. [13]), there is a category V-Prop whose
objects are all the coloured V-PROPs with all possible set of objects. The functor of colours
cl : V-Prop→ Set is a bifibration over Set (§ 3); for each C ∈ Set the fiber over C is isomorphic
to V-PropC , the category of C-coloured V-enriched PROPs.
2.1. Valences and bicollections. For every set C ∈ Set let (sq(C), ∗, []) be the free monoid
generated by C. The underlying set sq(C) is isomorphic to the set of finite ordered sequences
of elements of C, that is the set of couples (n, c) where n ∈ N and c : n→ C is a function. An
element (n, c) of sq(C) can also be represented as an array (c1, . . . , cn) where ci = c(i) for every
i ∈ n; the integer n is called the length of (n, c) and denoted by |(n, c)|. When not relevant for
the discussion we will omit the length and denote (n, c) simply by c. If we think of N as the
discrete subcategory of Set spanned by the sets n for every n ∈ N and we think of C as an object
of Set then sq(C) is isomorphic to the (discrete) comma category N ↓ C.
The monoid structure on sq(C) is given by the concatenation of sequences, more explicitly for
every couple of function f : n→ C, g : m→ C we define f ∗ g : n+m→ C in the following way:
(f ∗ g)(i) =
{
f(i) if i ≤ n
g(i− n) otherwise;
the unit [] is the unique sequence of length 0.
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We denote by Σsq(C) the comma category Σ ↓ C; Σsq(C) is actually a groupoid and it will
be called the C-sequences permutation groupoid : its set of objects is isomorphic to sq(C) and
for every σ ∈ Σn there is an isomorphism σ˜ : (n, cσ)→ (n, c).
A C-valence is an element of Val(C) = sq(C) × sq(C). Given (n, c), (m,d) ∈ sq(C) the
C-valence v = ((n, c), (m,d)) will be represented in different ways
v = (vin; vout) = (c; d) =
[
c1, . . . , cn
d1, . . . , dm
]
For every two C-valences v,u ∈ Val(C) let v ∗ u ∈ Val(C) be the C-valence represented by
(vin ∗ uin; vout ∗ uout).
Definition 2.1. The category of C-bicollection in V is VVal(C), the category of functors from
Val(C) (seen as a discrete category) to V.
A C-bicollection P in V is thus a collection {P(a; b)}(a;b)∈Val(C) of objects in V.
We can also define the permutation groupoid of C-valences ΣVal(C) as Σ sq(C)op × Σsq(C);
the set of objects of ΣVal(C) is Val(C); for every σ ∈ Σn and τ ∈ Σm and every a,b ∈ Sign(C)
such that |a| = n, |b| = m there is a morphism
(σ, τ) : (a; b) −→ (aσ; bτ−1).
Definition 2.2. The category of C-coloured symmetric V-bicollection in V is the functor category
VΣVal(C).
2.2. Coloured PROPs. Coloured PROPs can be defined in a compact and conceptual way as
follows.
Definition 2.3. A coloured V-PROP (or a PROP enriched in V) is a couple (C,P) where C is
a set and P a symmetric strict monoidal V-category (P,, I) (cf. [34]) such that ob(P) = sq(C)
and the induced monoid structure on objects is (sq(C), ∗, []). The set C is called the set of colours
of P.
A morphism of V-PROP F : (C,P)→ (D,R) is given by:
- a function f : C→ D;
- a strict monoidal V-functor F : P→ R that coincides with sq(f) : sq(C)→ sq(D) at the
level of objects.
Composition of morphisms is defined in the evident way; The category of coloured V-PROPs
and morphisms between them will be denoted by V-PROP; a PROP is small if its set of objects
is small; the category of small coloured PROPs will be denoted by V-Prop.
Remark 2.4. Even thought definition 2.3 is the classical one, asking that ob(P) is isomorphic
to sq(C) might sound more natural than asking that ob(P) and sq(C) are equal ; for this, one
can define a (coloured) V-PROP to be a triple (C,P, ι) where C is a set, P is a symmetric
strict monoidal V-category and ι : C→ P is a V-functor such that the induced map of monoids
ι : (sq(C), ∗, [])→ (ob(P),, IP) is an isomorphism. A morphism from (C,P, ι) to (D,R, ι′) is
just a couple (f, F ) as in definition 2.3 such that ι′f = Fι. This definition is clearly equivalent
to the above one, but it will be preferable in §A.1.
Unravelling definition 2.3 we get the following equivalent one (see [18]):
Definition 2.5. A coloured PROP enriched in V is given by the following data:
- A set C;
- A C-coloured bicollection P;
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- A vertical composition law , i.e. a morphism
(2.2.1) ◦ : P(b; c)⊗ P(a; b) −→ P(a; c)
for every a,b, c ∈ sq(C)
- For every a ∈ sq(C) a morphism
ua : I −→ P(c; c)
called the identity for a;
- An horizontal composition law , i.e. a morphism
(2.2.2)  : P(a; b)⊗ P(c; d) −→ P(a ∗ c; b ∗ d)
for every a,b, c,d ∈ sq(C).
- For every a,b ∈ sq(C) such that |a| = n and every σ ∈ Σn, two morphisms
σ∗ : P(a; b) −→ P(aσ; b)
σ∗ : P(b; a) −→ P(b; aσ−1)
called input-permutation and output-permutation respectively.
These data have to satisfy the following conditions:
(1) ◦ is associative and has ua as unit for a ∈ sq(C). In the case V = Set this translates
into the formulas
(f ◦ f ′) ◦ f ′′ = f ◦ (f ′ ◦ f ′′), ua ◦ f = f, f ◦ ua = f
whenever these compositions make sense;
(2)  is associative with u[] as unit. When V = Set, this is equivalent to require that
(f  f ′) f ′′ = f  (f ′  f ′′), f  u[] = f, u[]  f = f
whenever these compositions make sense;
(3) the vertical composition and the horizontal composition distribute (interchange law) one
over the other. If V = Set this constrains read as
(f  g) ◦ (f ′  g′) = (f ◦ f ′) (g ◦ g′) ua  ub = ua∗b
whenever the compositions above are defined;
(4) The input-permutations and the output-permutations define a right action and a left
action respectively
τ∗σ∗ = (στ)∗ τ∗σ∗ = (τσ)∗ id∗ = id∗ = id τ∗σ∗ = σ∗τ∗;
for every n,m ∈ N and (τ, σ) ∈ Σn × Σm;
(5) Permutations and vertical composition commute. In the case V = Set this translates in
the following equations
σ∗(g ◦ f) = g ◦ σ∗(f) σ∗(g ◦ f) = σ∗(g) ◦ f σ∗(g) ◦ f = g ◦ σ∗(f)
whenever these expressions make sense.
(6) Permutations and horizontal composition are compatible; that is, given a,b, c,d ∈ sq(C)
with |a| = a, |b| = b, |c| = c, |d| = d and α ∈ Σa, β ∈ Σb, γ ∈ Σc, δ ∈ Σd the diagram
P(a; b)⊗ P(c; d)  //
α∗β∗⊗γ∗δ∗

P(a ∗ b; c ∗ d)
(α×β)∗⊗(γ×δ)∗

P(aα; bβ−1)⊗ P(cγ; dδ−1)  // P((a ∗ b)(α× β); (c ∗ d)(γ × δ)−1)
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commutes.
Moreover the diagram
P(a,b)⊗ P(c,d)

 // P(a ∗ c,b ∗ d)
τ∗(a,b)τ(c,d)∗

P(c; d)⊗ P(a; b)  // P(c ∗ a; d ∗ b)
has to commute; the left vertical map is the symmetric morphism in V and τ(a,b) is the
unique element of Σa+b that restricts to two order preserving functions {1, . . . , a} →
{b+ 1, . . . , a+ b} and {a+ 1, . . . , a+ b} → {1, . . . , b+ 1}.
Note that the two monoid structures on P([]; []) defined by the vertical composition and the
horizontal composition (◦, u[]) and (, u[]) coincide and are commutative by the Heckmann-
Hilton argument.
Note that, given a function f : C → D and a D-coloured V-PROP Q the C-coloured V-
bicollection f∗(Q) = {Q(f(a), f(b))}(a,b)∈Val(C) inherits a natural C-coloured V-PROP struc-
ture. We leave to the reader to check that a morphism between coloured V-PROPs (C,P) →
(D,Q) is given by a function f : C→ D together with a morphism of C-coloured V-bicollection
P → f∗(Q) preserving compositions, permutations and identities in an obvious way.
As for operads, there is a functor cl : V-Prop→Set associating to each PROP its set of colours.
For every set C we will denote by V-PropC the category of C-coloured V-PROPs, i.e. the fiber
of cl over C.
Every C-coloured PROP P has an underlying C-coloured V-bicollection (by definition) which
is endowed with the structure of a symmetric V-bicollection by the permutation morphisms of
P.
In § 6 we will describe a Val(C)-coloured operad PROPC whose algebras in V are V-enriched C-
coloured PROPs. The forgetful functor from C-coloured V-PROPs to C-coloured V-bicollection
is thus the right adjoint of a free-forgetful adjunction (cf. §6.2.3):
(2.2.3) VVal(C)
FPROPC // V-PropC
UPROPC
oo
Similarly there is a free-forgetful adjunction between the category of symmetric C-coloured
V-bicollections and V-PropC (cf. §6.2.4):
(2.2.4) VΣVal(C)
η! // V-PropC .
η∗
oo
2.2.1. The endomorphisms PROP. As in the case of operads, the most fundamental example of
V-PROP is the one generated by a collection of objects in a symmetric monoidal V-category W.
Given a set C and a collection of objects X = {Xc}c∈C indexed by C, the strict symmetric
monoidal V-category EndV(X) defined in §A.2 is a C-coloured V-PROP called the endomorphism
V-PROP of X.
In particular there is an ob(W)-coloured V-PROP EndV(W) (§A.2) associated to W that we
will call the endomorphism V-PROP of W.
Endomorphism PROPs are used to define algebras over (other) PROPs (see §2.6).
2.3. Constant-free PROPs and augmentation-free PROPs. Operations with empty in-
put or empty output are a source of difficulties in the combinatorics of PROPs. For certain
applications it is enough, and it might be convenient, to restrict ourselves to PROPs with no
operations with empty input or empty output.
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Definition 2.6. Let C be a set. A V-enriched C-coloured PROP P is constant-free if P([],a) ∼= ∅
for every a ∈ sq(C).
A V-enriched C-coloured PROP P is augmentation-free if P(a, []) ∼= ∅ for every a ∈ sq(C).
There are Σ-free operads cfPROPC and afPROPC whose algebras are constant-free PROPs and
augmentation-free PROPs respectively (see § 6).
2.4. Categories, Operads and PROPs. As we said, PROPs can be regarded as a general-
isation of categories and operads. Let V-Cat be the category of (small) V-enriched categories
let and V-Oper be the category of V-enriched coloured operads (cf. [13]). There are well know
fully-faithful inclusions k! : V-Cat→ V-Prop and w! : V-Oper→ V-Prop that will be recalled in
§3.2.1 and 6.1.
Informally categories correspond to PROPs where all the operations are freely generated
(under horizontal composition) by the operation with one input and one output; similarly, the
essential image of w! is spanned by the PROPs in which the operations are freely generated by
the operations with precisely one output.
2.5. The 2-category of PROPs. The category V-Prop can be endowed with a 2-category
structure which extends the one on V-Oper and V-Cat.
Definition 2.7. Given two morphisms of coloured V-PROPs f, g : P → R a natural transfor-
mation from f to g is a monoidal V-natural transformation α between f and g.
Note that such a V-natural transformation is completely determined by the subset of its compo-
nents {αc | c ∈ C} (where we identify C with the subset of elements of length 1 of sq(C) ) by
the requirement that it is monoidal.
Natural transformations give to V-Prop the structure of a 2-category. The functor w! and k!
(§3.2.1) extends to 2-functors between 2-categories in an obvious way.
The next definition is now natural:
Definition 2.8. A morphism f : P→ R of V-PROPs is
- fully-faithful when it is fully-faithful as a V-functor of symmetric monoidal V-categories;
- essentially surjective when the V-functor k∗(f) is essentially surjective.
The following characterisation of equivalences is proved as in the case for V-categories:
Proposition 2.9. A morphism in the 2-category V-Prop is an equivalence if and only if it is
fully-faithful and essentially surjective.
2.6. Algebras over PROPs. Given an symmetric monoidal V-category W and a C-coloured
V-PROP P, the category of P-algebras AlgP(W), is defined to be the category of morphisms
V-PROP(P,EndV(W)).
SinceW is equivalent to EndV(W) ( §A.2), the category AlgP(W) is equivalent to the category
of strong symmetric monoidal V-functors from (the underlying symmetric monoidal V-category
of) P to W.
Given a collection of objects X = {Xc}c∈C in W a P-algebra structure on it is a morphism of
C-coloured PROPs from P to EndV(X), that is a P-algebra inW that factorises via the inclusion
EndV(X)→ EndV(W).
Note that when W is a cocomplete symmetric V-algebra, an equivalent (and perhaps more
familiar) definition of P-algebra using the tensored structure of W is available, in fact to give a
P-algebra structure on X is the same as giving a morphism
αc,d : P(c,d)⊗
⊗
i∈|c|
Xci −→
⊗
j∈|d|
Xdj
for every (c; d) ∈ Val(C), subjects to certain associativity, equivariancy and unitality constrains.
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3. Operadic bifibrations
We continue to fix a bicomplete closed symmetric monoidal category (V,⊗, I).
We want to describe the category V-Prop of V-enriched coloured PROPs as the total category
of a bifibration; to this end we will introduce operadic bifibrations. A bifibration is a functor
which is both a fibration (or cartesian fibration) and an opfibration (or cocartesian fibration);
§ 2 of [21] provides a nice introduction to bifibrations and their correspondence with pseudo-
functors via the Grothendieck construction (see also [13, Section 3] for the notation); a more
classical reference for fibered categories is [12, Section 8].
We will use the same notation and conventions used in [13]; in particular, given a bifibration
pi : E→ B, we will suppose that a cartesian arrow φf and a cocartesian arrow νf over f have been
chosen for every morphism f in B. For every morphism g : A→ B in E such that pi(g) = f we
will denote by gu : A→ f∗(B) the unique morphism such that φfgu = g and by gu : f!(A)→ B
the unique morphism such that guνf = g.
3.1. The 2-functor of algebras. We continue to assume (V,⊗, I) is a bicomplete symmetric
closed monoidal category. Let V-OPER be the (large) 2-category of V-operads and let V-Oper be
the 2-category of small coloured V-operads.
For every cocomplete symmetric V-algebra W (§1.1) and every O ∈ V-Oper let AlgO(W) be
the category of algebras of O in W (cf. [7]); it is well known (cf. [7],[17]) that every morphism
of V-operads f : O→ P produces adjunction between the categories of algebras
(3.1.1) f! : AlgO(W)  AlgP (W). : f∗
Recall that every symmetric monoidal V-category W generates an endomorphism V-operad
EndV(W): its colours are the elements of EndV(W)(s1, . . . , sn; s) ∼= HomV(s1 ⊗ · · · ⊗ sn, s,) for
every (s1, . . . , sn) ∈ sq(ob(W)) and s ∈ W; EndV(W) can also be described as the V-operad
underlying the endomorphism PROP EndV(W) (§2.2.1).
For every operad O ∈ V-Oper the category of algebras AlgO(W) is equivalent to category of
morphisms V-OPER(O,EndV(W)), thus we can denote the representable 2-functor
V-OPER(−,EndV(V)) : V-Operop→ CAT
by Alg−(W).
Under this identification a morphism of V-operad f : O→P is sent by Alg−(W) to the functor
f∗ described above; a description of f! is given in appendix A.
Since f∗ is right adjoint, Alg−(W) can be thought as a 2-functor
(3.1.2) Alg−(W) : V-Oper→ CATadj
where CATadj is the 2-category having categories as 0-cells, adjunctions as 1-cells (going in the
direction of the left adjoint) and natural transformations between right adjoints as 2-cells.
3.2. Operadic families. Consider the 2-category of (un-enriched) operads Oper and let C be a
category; every (pseudo)functor
F : C −→ Oper
can be though as a family of operads parameterized by C, thus we will call such objects operadic
C-families. A morphism of operadic C-families is just a natural transformation between them.
Recall that since V is closed, it is a cocomplete symmetric Set-algebra (remark 1.1). Given
an operadic family F : C→ Oper the composition
C F−→ Oper Alg−(V)−→ Catadj
will be denoted by F[V].
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By abuse of notation, for every morphism f in C we will denote the adjunction F[V](f) by
(f!, f
∗), when F is clear from the context.
Given such a family F, we can apply the Grothendieck construction to F[V] (cf. [21]) to get
a bifibration
piF :
∫
F[V] −→ C;
the total category
∫
F[V] will be called the category of F-algebras in V and denoted by AlgF(V).
The objects of AlgF(V) are couples (c,X) where x ∈ C and X ∈ AlgF(c)(V). A morphism
between (c,X) and (d, Y ) is a couple (f, g) where f : c→ d and g : X→F(f)∗(Y ) is a morphism
in AlgF(c)(V).
If V and C are bicomplete then AlgF(V) is also bicomplete and piF preserves limits and colimits
(cf. [13, Appendix A], [21, Section 2.4]).
The Grothendieck construction is functorial, so for every morphism of operadic C-families
α : F→ G we get a morphism of bifibrations
AlgF(V)
piF
##
α! --
AlgG(V)
α∗
mm
piG
{{C.
For example let cl : Oper → Oper be the functor which associates to every operad O the
unique discrete operad with the same set of colours (i.e. the initial cl(O)-coloured operad);
clearly Algcl(O)(V) ∼= Vcl(O).
For every operadic C-family F the composition cl ◦ F defines another operadic C-family, the
family of colours of F, that will be denoted by cl(F). The total category Algcl(F)(V) is called
the category of F-collection in V.
There is a unique morphism from cl(F) to F which is level-wise the identity on colours, the
associated adjunction at the level of total categories will be denoted by
(3.2.1) Algcl(F)(V)
FF //
AlgF(V)
UF
oo ;
when restricted to the fiber over an object c ∈ C this gives us the usual free-forgetful adjunction
(3.2.2) Vcl(F (c))
FF(c) //
AlgF(c)(V)
UF(c)
oo .
Moreover every morphism of operadic C-families α : F→ G produces a commutative square of
adjunctions
Algcl(F)(V)
F

cl(α)! //
Algcl(G)(V)
F

cl(α)∗
oo
AlgF(V)
U
OO
α! //
AlgG(V)
U
OO
α∗
oo
We will be mainly interested in the case in which C = Set and F = PROP, the operadic
Set-family
(3.2.3)
PROP :Set −→ Oper
C 7−→ PROPC
where PROPC is the operad described in § 6, whose algebras in V are the C-coloured V-enriched
PROPs; see § 6.2.5 for a description of PROP on the morphisms.
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The category of PROP-algebras in V is isomorphic to V-Prop, the category of coloured V-
enriched PROPs.
This is the same approach we used in [13] to describe the category of enriched categories V-Cat
and that of enriched operads V-Oper; In fact, there, V-Cat and V-Oper are presented as algebras
in V for certain operadic Set-families Cat and Op.
3.2.1. Categories, Operads and PROPs. The inclusions of operads displayed in (6.1.1) are natural
in C, that is they define morphisms of operadic Set-families
Cat
j // Op
w // PROP ;
the composite wj will be denoted by k.
The categories of Cat-collections and Op-collections are denoted by V-Graph and V-MultiGraph
respectively in [13] (but they should not be confused with the graphs of appendix B). The category
of PROP-collection in V will be called the category of bicollections in V and denoted by Bi(V).
Via the Grothendieck construction we get a commutative diagram of adjunctions
(3.2.4) V-Graph
FCat

j! // V-MultiGraph
FOp

j∗
oo
w! //
Bi(V)
FPROP

w∗
oo
V-Cat
UCat
OO
j! // V-Oper
UOp
OO
j∗
oo
w! // V-Prop
UPROP
OO
w∗
oo
where the right adjoints j∗ and w∗ are just the obvious forgetful functors. For every C ∈ Set
the restriction on the fibers over C of the above diagram is isomorphic to:
VC×C
FCatC

j! // Vsq(C)×C
FOpC

j∗
oo
w! // VVal(C)
FPROPC

w∗
oo
V-CatC
UCatC
OO
j! // V-OperC
UOpC
OO
j∗
oo
w! // V-PropC
UPROPC
OO
w∗
oo
3.2.2. Constant-free and augmentation-free PROPs. The operads for constant-free PROPs and
augmentation-free PROPs defined in § 2.3 define operadic Set-families cfPROP and afPROP as
well; the associated bifibered categories will be denoted by V-cfProp and V-afProp. The obvious
fully-faithful inclusions V-cfProp → V-Prop and V-afProp → V-Prop are induced by the obvious
morphism of operadic Set-families and are therefore left adjoints.
3.3. Diagram in operadic bifibrations. We now introduce a kind of Grothendieck construc-
tion for operads. This will allow us to describe diagrams in the total category of an operadic
bifibrations as algebras for a certain operad obtained from the starting operadic family via this
construction (cf. Propositions 3.2 and 3.3).
3.3.1. A Grothendieck construction for operads. Let C be a small category and let F be an
operadic C-family. We define a new operad ∫ F that we call the Grothendieck construction over
F:
the set of colours of
∫
F is the set of couples (c, x) such that c ∈ C and x ∈ F(c). For every
signature ((c1, x1), . . . , (cn, xn); (c, x)) the set of operations∫
F((c1, x1), . . . , (cn, xn); (c, x))
has for elements the couples ({fi}ni=1, o) where fi : ci→ c is a morphism in C for every i ∈ n and
o is an operation in F(c)(f1(ci), . . . , fn(cn); c).
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To define the operadic composition in
∫ F it is sufficient to define the partial compositions
(or ◦i-operations cf. [37, Section 1.3,1.7]). The partial composition is defined as
({fi}ni=1, o) ◦l ({gj}mj=1, p) = ({hk}m+n−1k=1 , o ◦l F(fl)(p))
for every l ∈ n, where
hk =

fk if k < l
flgk−l+1 if l ≤ k ≤ l +m
fk−m if k > l +m.
Note the similarity of this construction with the Boardman-Vogt tensor product for operads
(cf. [40, p. 4.1], [41, § 5.1]); in particular the rules for composition ( Figure 2) resemble the
interchange law in the Boardman-Vogt tensor product (see also Remark 3.4 below).
o
f1
(a, z1)
(b1, z1)
f2
(a, z2)
(b2, z2)
f3
(a, z3)
(b3, z3)
(a,w)
Figure 1. A possible graphical representation for operations in
∫ F ; o is an
operation in F(a), and f1, f2, f3 are morphisms in C.
o
f1
(a, z1)
(b1, z1)
f2
(a, z2)
(b2, z2)
f3
(a, z3)
(b3, z3)
p
g1
(b1, y1)
(c1, y1)
g2
(b1, y2)
(c2, y2)
(a,w)
= o ◦1 p
f1g1
(a, y1)
(c1, y1)
f1g2
(a, y2)
(c2, y2)
f2
(a, z2)
(b2, z2)
f3
(a, z3)
(b3, z3)
(a,w)
Figure 2. A representation of the composition (o, {f1, f2, f3}) ◦1 (p, {g1, g2}).
Remark 3.1. It can be shown that the operad
∫ F is the lax colimit of F in the 2-category
Oper. More precisely
∫
F is isomorphic to {w,F}, the Cat-weighted colimit of F with respect to
the weight
w :Cop −→ Cat
c 7−→ c ↓ C
where C is regarded as a 2-category with trivial 2-cells.
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We recall that, for a (pseudo)functor F : C → Cat, the (classical) Grothendieck construction∫
F is also isomorphic to {w,F}, i.e. to the lax colimit of F (in Cat); this justifies the name we
have chosen for our construction.
Proposition 3.2. The category of
∫
F-algebras in V is isomorphic to the category of sections of
the bifibration
piF : AlgF(V) −→ C.
Proof. It is not hard to prove the statement by and explicit description of the algebras of
∫
F.
A more concise proof can be given observing that the 2-functor Alg−(V) is equivalent to the
representable 2-functor OPER(−,EndSet(V)) (cf. §3.1). The proof follows from the commutation
properties of lax colimits and representable functors; in fact
AlgF(V) ∼= Oper(w ? F,EndSet(V)) ∼= {w,Oper(F,EndSet(V))} ∼= {w,F[V]}
where the last weighted limit is the lax limit of F[V], which is know to be isomorphic to the
category of sections of (the Grothendieck construction)
piF : AlgF(V)→ C
. 
In other words the
∫
F-algebras in V are couples (Acc∈C , {αi}i∈Ar(C)), where Ar(C) is the set of
morphisms of C, such that:
i. Ac ∈ F(c);
ii. αi : F(i)!(Ac)→ Ad is a morphism in AlgF(d)(V) for every i : c→ d;
iii. αgf = αgF(g)!(αf ) for every f, g ∈ Ar(C) that can be composed.
By adjunction, the last two conditions (and hence the definition of {αi}i∈Ar(C)) could be replaced
by:
ii’. αi : Ac→ F(i)∗(Ad) is a morphism in AlgF(c)(V) for every i : c→ d;
iii’. αgf = F(f)
∗(αg)(αf ) for every f, g ∈ Ar(C) that can be composed.
The following is an easy consequence of the previous proposition.
Proposition 3.3. Let C category, F an operadic C-family, I a small category and D : I→ C an
I-diagram. The category of
∫
(FD)-algebras in V is isomorphic to the category of I-diagrams D
in AlgF(V) such that piFD = D.
3.3.2. Mixed diagrams of algebras. There are certain operadic families for which the Grothendieck
construction takes a simpler form, namely when the family takes values in the category of full
suboperads of a certain fixed operad.
Suppose O is an D-coloured operad and let C be a small category with set of objects C (for
us it will be sufficient to consider the case in which C is a poset). Denote by P(D) the poset of
subsets of D ordered by inclusion; suppose a functor f : C→ P(D) is given, we will call such a
functor a hierarchy functor for C-diagrams of O-algebras.
For every S ⊆ D let O|S be the full suboperad of O spanned by the colours in S, and let
ξS : O|S→ O be the morphism of operads witnessing this inclusion.
Given a hierarchy functor f we can define an operadic C-family
O|f :C −→ Oper
c 7−→ O|f(c).
The operad
∫ O|f has for colours all the couples (o, c) ∈ D × C such that o ∈ f(i).
For every (o, c), (o1, c1), . . . , (on, cn) ∈ cl(
∫ O|f )
(
∫ O|f )((o1, c1), . . . , (on, cn); (o, c)) = O(o1, . . . , on; o)×∏ni=1 C(ci, c);
THE DWYER-KAN MODEL STRUCTURE FOR ENRICHED COLOURED PROPS 15
compositions, symmetries and identities are defined in the evident way.
The algebras of
∫ O|f in V are C-diagrams X in AlgO(V) such that X(c) ∼= ξf(c)! (Y ) for some
Y ∈ AlgO|f(c)(V) for every c ∈ C. Informally thus, we can think of them as diagram of O-algebras
in which certain nodes are particularly simple algebras (i.e. algebras for a suboperad of O).
There is a natural morphism l :
∫ O|f→ O and the induced functor
l! : Alg∫ O|f (V)→ AlgO(V)
sends each diagram to its colimit.
Remark 3.4. When f is the constant functor with constant value D the operad
∫ O|f will be
denoted O ⊗
BV
C, since it is isomorphic to the Boardman-Vogt tensor product of O with C (cf.
[40, § 4.1]). For every hierarchy functor f the operad ∫ O|f is a full suboperad of O ⊗
BV
C.
Remark 3.5. If C is a poset the description of O ⊗
BV
C is even simpler, in fact, for every
o, o1, . . . , on ∈ cl(O) and a, a1, . . . , an ∈ ob(C):
(O ⊗
BV
C)((o1, a1), . . . , (on, an); (o, a)) =
{
O(o1, . . . , on; o) if ai ≤ a ∀i ∈ n
∅ otherwise
3.3.3. Example: Push-out diagrams. In Sections 6.2.6 and 7 we will investigate push-outs of
PROPs. The case of interest for us will then be C = P, the poset with three elements O,A,B
such that O < B and O < A
(3.3.1) O
p0

p1 // B
A
we thus give a little bit more details for this case. To give f : P→ P(D) is equivalent to give a
commutative diagram of full inclusions of operads:
S
h

f // F
g

H
k
// O.
A algebra in V for ∫ (O|f ) is a P-diagram in AlgO(V) of the form
k!f!(S)
g!(m)

k!(l) // k!(F )
g!(H) .
where S ∈ AlgS(V),F ∈ AlgF (V), H ∈ AlgH(V).
Remark 3.6. For simplicity we defined operadic families with values in (un-enriched) operads;
however, given a (closed) symmetric monoidal category V it is possible to define operadic families
with values in V-operads and an operadic Grothendieck construction for them in a similar way;
this would permit to describe more general bifibrations and diagrams in their total categories.
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4. Homotopy theory of the fibers
Until this point there was no homotopy theory involved. From now one we suppose that the
monoidal category (V,⊗, I) we are enriching in is given with a cofibrantly generated monoidal
model structure with I (resp. J) as set of generating (trivial) cofibrations (cf. [23]).
Given a (coloured) operad O, under appropriate hypotheses, the model structure V can be
transferred to the category of algebras AlgO(V). Such an operad O was called admissible in V
in [13]. Admissibility of (enriched) operads was investigated under various constrains on O and
V in several papers, see for example [5], [7], [22], [43], [3], [44] and [49].
4.1. Admissible operadic families. We begin by extending the definition of admissible operad
to operadic families in a natural way.
Definition 4.1. An operadic C-family F : C → Oper is admissible in V if for every c ∈ C the
operad F(c) is admissible in V ( in the sense of [13]).
We are going to unravel a little bit the previous definition. Recall that for every set S ∈ Set
the product category VS has an induced model structure, where cofibrations, fibrations and
weak equivalences are defined level-wise ([23]). This model structure is cofibrantly generated; if
ιs : V→ VS is the left adjoint of the projection on the s-component, a set of generating (trivial)
cofibrations is given by
IS = {ιs(i) | s ∈ S, i ∈ I} (resp. JS = {ιs(j) | s ∈ S, j ∈ J} ).
If the C-family F : C→ Oper is admissible in V, for every c ∈ C the product model structure
on Vcl(F(c)) can be transferred to AlgF(c)(V) along the free-forgetful adjunction
(4.1.1) FF(c) : VclF(c)  AlgF(c)(V) : UF(c).
The transferred model structure on AlgF(c)(V) is often called the projective model structure;
fibrations and weak-equivalences are preserved and reflected by UF(c) while a set of generating
(trivial) cofibrations is given by FF(c)(IclF(c)) (resp. FF(c)(JclF(c))).
For every α : c→ d in C the adjunction
F(α)! : AlgF(c)(V)  AlgF(d)(V) : F(α)∗
is automatically a Quillen adjunction between the projective model structures.
In other words if F is admissible, the functor AlgF can be extended to a functor with values
in ModCat, the 2-category of Model Categories and Quillen adjunctions between them
(4.1.2) F[V] : C −→ ModCat.
4.1.1. Local fibrations and trivial fibrations. Suppose now that C is bicomplete and F is an
operadic C-family admissible in V. In this section we are going to characterize the level-wise
(trivial) fibrations in the total category AlgF(V) via the right lifting property with respect to a
certain set of maps.
Definition 4.2. A morphism f : X → Y in AlgF(V) is a local fibration (weak equivalence)
if for fu : X → f∗(Y ) is a fibration (weak equivalence) in the projective model structure on
AlgV(F(piFX)).
Remark 4.3. A morphism f : X→ Y in AlgF(V) is a local fibration (weak equivalence) if and
only if UF(f) is a local fibration (weak equivalence) in Algcl(F)(V).
Definition 4.4. Let F be an operadic C-family. A weakly initial set of colours for F is a set G
of colours of
∫
F such that for every colour (c, x) ∈ ∫ F there exist (g, y) ∈ G and a morphism
f : g→ c such that F(f)(y) = x.
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Proposition 4.5. Let C be a bicomplete category and let F be an operadic C-family with a weakly
initial set of colours G and admissible in V. A morphism f : (x,X)→ (y, Y ) in AlgF(V) is a
local (trivial) fibration if and only if it has the right lifting property with respect to:
Jloc = {(c, FF(c)ιs(j)) | (c, s) ∈ G, j ∈ J}
(resp.
Iloc = {(c, FF(c)ιs(i)) | (c, s) ∈ G, i ∈ I} )
Proof. Note that, given j : A→ B in J , (c, s) ∈ G, a commutative diagram
(4.1.3) (c, FF(c)ιs(A))
(c,FF(c)ιs(j))

a // (x,X)
f

(c, FF(c)ιs(B))
b
// (y, Y )
admits a diagonal filler if and only if the diagram
(4.1.4) a!FF(c)ιs(A)
a!FF(c)ιs(i)

au // X
fu

b!FF(c)ιs(B)
bu
// f∗(Y )
has a diagonal filler. If f is a local fibration then diagram (4.1.4) has a diagonal filler since a!,
FF(c) and ιs are left Quillen functors.
Conversely suppose that f has the right lifting property with respect to every map in Jloc.
To prove that f is a local fibration it is sufficient to show that ft : X(t)→ f∗(Y )(t) is a fibration
for every t ∈ cl(F(x)); in other words we have to prove that for every t ∈ cl(F(x)) and every
j ∈ J , every diagram of the form
(4.1.5) A
i

a // X(t)
ft

B
b
// f∗(Y )(t)
admits a diagonal filler.
Pick an element (c, s) ∈ G and a morphism a : c→ x such that F(a)(s) = t. The diagram
(4.1.5) has a diagonal filler if and only if (4.1.4) admits a diagonal filler, which is true by the
hypothesis we made on f . Thus the statement is proved. The proof for local trivial fibrations is
similar. 
4.2. The integral model structure. There is a way to get a model structure on the total
category of an operadic bifibration directly from the model structures on the fibers.
Suppose that C is bicomplete and F is an operadic C- parametrization admissible in V. We
can endow C with the trivial model structure where the classes of cofibrations and fibrations
coincides with the whole class of morphisms and weak equivalences are the isomorphisms.
In this way the functor F[V] becomes a relative proper functor in the sense of [21, def. 3.3,
3.6]; as a particular case of [21, Theorem 3.9] we get the following: result
Proposition 4.6. ([21]) Let F be an operadic C-parametrization. The category AlgF(V) admits
a model structure such that a morphism f : (c,X)→ (d, Y ) in AlgF(V) is
- a weak equivalence if and only if it is a local weak equivalence and piF(f) is an isomor-
phism.
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- a fibration if and only if fu : X→ f∗(Y ) is a local fibration;
- a fibration if and only if fu : f!(X)→ Y is a cofibration in AlgF(d)(V).
The model structure on AlgF(V) defined in Proposition 4.6 will be called the integral model
structure.
For our purposes the integral model structure on AlgPROP(V) has too many weak equivalences
(and cofibrations); in fact, as we are going to explain, in the Dwyer-Kan model structure the weak
equivalences must be the local weak equivalences which are essentially surjective in a homotopical
sense.
The identity functor is neither a left or right Quillen functor between the integral and the
Dwyer-Kan model structure on V-Prop (and the same holds for V-Cat and V-Oper).
5. The Dwyer-Kan model structure on enriched PROPs
We continue to fix a cofibrantly generated monoidal model category (V,⊗, I).
We now return to our main goal which is to prove the existence of a sensible model structure
on V-Prop = AlgPROP(V) (cf. (3.2.3)), the category of coloured V-enriched PROPs, at least
under certain conditions on V.
First of all we want to ensure that PROP is admissible in V.
Definition 5.1. A cofibrantly generated monoidal model category V admits transfer for PROPs
if PROP is admissible (in V).
PROP is certainly admissible in V if every operad is admissible in V. Sufficient conditions for
this to happen are given in [5] (see also [7]), [22] and more recently in [44] and [49]. In particular,
we would like to cite the following result:
Theorem 5.2. (Pavlov, Scholbach [44, Theorem 9.2.11]) If V is a combinatorial, pretty small,
symmetric i-monoidal model category the category every coloured operad is admissible in V.
Monoidal model categories of interest satisfying the above hypothesis are:
- Simplicial Sets with the Kan-Quillen model structure;
- (Unbounded) chain complexes over a ring R ⊇ Q, with the projective model structure;
- Symmetric spectra (in Simplicial sets) with the positive stable model structure (and more
generally symmetric spectra in other monoidal model category, cf. [44],[45]);
We refer the reader to § 7 of loc.cit. for other examples and the definitions of symmetric
i-monoidal and pretty small.
The operadic Set-family PROP is finitary (def. 8.6), this can be checked by and explicit
description of filtered colimits in Oper, see for example [13, Appendix A].
The family PROP also has a weakly initial set of colours (def. 4.4) that we are now going to
describe; for every (m,n) ∈ N × N let bmn be the n+m-valence (m + 1, . . . , n + m; 1, . . . ,m), a
weakly initial set of colours for PROP is
B = {(n+m, bmn ) | (n,m) ∈ N× N}.
For every (m,n) ∈ N × N we are going to denote by Bmn : V → V-Propn+m the composition
FPROPC ιbmn .
Suppose that PROP is admissible in V; according to Proposition 4.5 the local (trivial) fibrations
in V-Prop are characterized by the right lifting property with respect to:
Jloc = {Bmn (j) | (m,n) ∈ N× N, j ∈ J}
(resp.
Iloc = {Bmn (i) | (m,n) ∈ N× N, i ∈ I} ).
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5.1. The Dwyer-Kan model structure. Let (V,⊗, I) be a monoidal model category and let
Ho(V) be its homotopy category (cf. [23]). The functor of “path components”
pi0 :(V,⊗, I) −→ (Set,×, ∗)
X 7−→ Ho(V)(I, X)
is symmetric monoidal and therefore induces functors
pi0 : V-Cat −→ Set-Cat,
pi0 : V-Prop −→ Set-Prop.
We recall that a morphism f : X→ Y in V-Prop is a local weak equivalence if fu : X→ f∗(Y )
is a weak equivalence V-Propcl(X) (def. 4.2).
Definition 5.3. A morphism f : X→ Y in in V-Prop is a Dwyer-Kan weak equivalence if it is
a local weak equivalence and the functor pi0(k
∗(f)) is essentially surjective (that is k∗(f) is a
Dwyer-Kan weak equivalence in V-Cat in the sense of [42]).
Definition 5.4. A Dwyer-Kan model structure for V-Prop is a model structure on V-Prop in
which the class of weak equivalences coincides with the one of Dwyer-Kan weak equivalences and
the class of trivial fibrations coincides with the class of the local trivial fibrations surjective on
objects.
Note that if a Dwyer-Kan model structure for V-Prop exists, it is unique.
Our main theorem about the existence of the Dwyer-Kan model structure is the following:
Theorem 5.5. Suppose that (V,⊗, I) is a combinatorial monoidal model structure such that:
- it satisfies the monoid axiom;
- the class of weak equivalences is closed under transfinite composition;
- it admits transfer for PROPs.
then the Dwyer-Kan model structure on V-Prop exists and it is combinatorial.
We recall that a monoidal model category satisfies the monoid axiom if the closure of the class
of trivial cofibrations under push-outs, transfinite compositions and tensor product with an
arbitrary object is contained in the class of weak equivalences. The monoid axiom was first
introduced by Schwede and Shipley in [48] to study the transferred model structure on monoids;
it ensure that every non-symmetric operad is admissible in V, see [43] and [3].
We have the following immediate Corollary:
Corollary 5.6. Let (V,⊗, I) be a combinatorial monoidal model category which is pretty small
and i-symmetric monoidal. Then The Dwyer-Kan model structure on V-Prop exists and it is
combinatorial.
Proof. Under these hypotheses V satisfies all the hypotheses of 5.5 (cf. [44]). 
The proof of Theorem 5.5 is postponed to § 5.3; before that, we need to describe the set of
generating (trivial) cofibrations.
On the category V-cfProp (resp. V-afProp) of constant-free (augmentation-free) PROPs there
is an equivalent notion of Dwyer-Kan model structure, that is a model structure in which the
weak equivalences are the Dwyer-Kan weak equivalences and the trivial fibrations are locally
trivial fibrations surjective on colours. The proof of Theorem 5.5 can be adapted to prove the
following analogous statement; we leave the details to the reader.
Theorem 5.7. Suppose that (V,⊗, I) is a combinatorial monoidal model structure such that:
- it satisfies the monoid axiom;
- the class of weak equivalences is closed under transfinite composition;
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- it admits transfer for constant-free (augmentation-free) PROPs .
The Dwyer-Kan model structure on V-cfProp (V-afProp) exists and it is combinatorial.
5.2. Generation (trivial) cofibrations. Let 0 be the initial object in V-Prop and let 1 be
the initial object in V-Prop∗ (the category of one-coloured PROPs) and let r : 0→ 1 be the
unique morphism between them in V-Prop. For every X ∈ V-Prop the Hom-set V-Prop(1, X) is
isomorphic to cl(X).
A morphism X : Y → in V-Prop has the right lifting property with respect to r if and only if
it is surjective on colours.
It follows that, if we assume that PROP is admissible in V, local trivial fibrations surjective
on colours are characterized by the right lifting property with respect to
(5.2.1) IDK = {r} ∪ Iloc,
where Jloc is the set of morphisms defined in Proposition 4.5.
The description of the set of generating trivial cofibrations is more subtle and is based on the
work of Muro [42] and the notion of interval introduced there that we are now going to recall.
5.2.1. Weak intervals. We assume that (V,⊗, I) is a monoidal model category in which the
operadic family Cat is admissible.
Recall that two objects in a V-category C are homotopy equivalent if they are isomorphic in
pi0(C).
Definition 5.8. Given a V-enriched PROP X ∈ V-Prop two colours x, y ∈ X are homotopy
equivalent if they are isomorphic as objects of pi0(k
∗(X)), i.e. if they are homotopy equivalent
in the underlying V-category of X.
Definition 5.9. A weak interval in V-Cat is a V-enriched category with two objects I ∈
V-Cat{0,1} such that 0 and 1 are homotopy equivalent.
A set of weak intervals G is said to be generating if for every X ∈ V-Cat and every pair
of homotopy equivalent objects x, y ∈ X there exist a weak interval G ∈ G and a morphism
f : G→ X such that f(0) = x and f(1) = y.
We remark that weak intervals are just called intervals in [42]; we use a different terminology in
order to distinguish them from the intervals of Berger and Moerdijk (cf. § 5.2.2).
Proposition 5.10. ([42]) Suppose that V is a combinatorial monoidal model category satisfying
the monoid axiom; there exists a generating set of weak intervals G for V-Cat.
Consider the inclusion i0 : {0} → {0, 1}; for every weak interval K let iK0 : i∗0(K)→ K the
cartesian arrow over i0 with target K; Let cK : i˜∗0(K) → i∗0(K) be a cofibrant replacement in
V-Prop{0}; factor the morphism (iK0 cK)u in V-Prop{0,1} into a cofibration lK : i0!i˜∗0(K)→ K˜ followed
by a weak equivalence w : K˜→ K; We will denote by θK the morphism (i0, lK) : i˜∗0(K)→ K˜.
(5.2.2) i˜∗0(K)
θK //
∼

K˜
∼

i∗0(K)
iK0 // K;
of course the definition of θK depends on the choice of cofibrant replacement and factorization
that we made; we will assume that one such a θK has been chosen for every weak interval K.
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Given a generating set of weak intervals G we will denote by J CatG the set of morphisms
(5.2.3) J CatG = {θG | G ∈ G};
this set is part of the set of generating trivial cofibrations for the Dwyer-Kan model structure on
V-Cat introduced in [42].
Let JG = k!J CatG be the incarnation of J CatG in V-Prop.
We define a set of morphisms
(5.2.4) JDK = Jloc ∪ JG
that will serve as a set of generating trivial cofibrations for the Dwyer-Kan model structure.
5.2.2. Berger and Moerdijk’s V-intervals. We continue to assume that Cat is admissible in V.
The notion of weak interval is strictly related to the notion of V-interval defined in [6].
We will denote by I ∈ V-Cat{0, 1} the V-enriched category representing isomorphisms, that
is I(0, 0) = I(1, 0) = I(0, 1) = I(1, 1) = I; the V-monoid 1 = I(0, 0) ∈ V-Cat{0} is the V-enriched
category representing objects.
Definition 5.11. ([6]) A V-interval is a cofibrant object in V-Cat{0,1} (considered with the
projective model structure) which is weakly equivalent to I.
Remark 5.12. Every V-interval is a weak interval. Furthermore since H is cofibrant V-Cat{0, 1}
and i∗0(H) is weakly equivalent to 1 in V-Cat{0}, the morphism θH defined in § 5.2.1 can be chosen
to be the unique morphism
θH : 1→ H
such that θH(0) = 0.
It is clear that every V-interval is a weak interval.
Definition 5.13. A set of V-interval M is generating if every V-interval is a retract of a trivial
extension on an element of M (cf. [6, def. 1.11]).
Proposition 5.14. ([6]) If V is combinatorial a generating set of V-intervals always exists.
Proposition 5.15. ([6]) Suppose that V is a right proper monoidal model category in which
the unit is cofibrant and the operadic Set-family Cat is admissible. Then a generating set of
V-interval M is a generating set of intervals in the sense of def. 5.9.
Proof. This is basically a consequence of Proposition 2.24 and Lemma 2.10 in [6] as remarked
there (proof of Proposition 2.20): if V is right proper and Cat is admissible then given X ∈ V-Cat,
two objects x, y ∈ X are homotopy equivalent if and only if there exist a V-interval H and a
morphism f : H→ X such that f(0) = x and f(1) = y. 
It follows that if V is a combinatorial right proper monoidal model category in which the unit is
cofibrant an Cat is admissible then the set (5.2.3) can be chosen to be:
(5.2.5) J CatM = {1
θH−→H | H ∈M}
where M is a generating set of V-intervals.
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5.3. Proof of Theorem 5.5. Under the hypothesis of Theorem 5.5 the category V-Prop is
locally presentable according to Corollary 8.9. In particular V-Prop is bicomplete and the set of
morphisms IDK and JDK in (5.2.1) and (5.2.4) both admit the small object argument. Therefore,
according to Theorem 2.1.19 [23], to prove the existence of the Dwyer-Kan model structure it is
sufficient to check that:
1) The class WDK has the 2-out-of-3 property and it is closed under retracts;
2) IDK-inj =WDK ∩ JDK-inj;
3) JDK-cell ⊆ WDK .
Point 1) follows from the closure properties of the classes of weak equivalences in V and of
essentially surjective functors in Cat.
Recall that f ∈ IDK-inj if and only if it is a local trivial fibration surjective on colours; it is
clear that IDK-inj ⊆ WDK ∩ JDK-inj. Observe that f ∈ WDK ∩ JDK-inj if and only if it is a
local trivial fibration and k∗(f) is a trivial fibration in the Dwyer-Kan model structure on V-Cat
(cf. [42]); in V-Cat the trivial fibrations are the local trivial fibrations which are surjective on
colours. It follows that f ∈ WDK ∩ JDK-inj if and only if f is a local trivial fibration surjective
on colours, that is if and only if f ∈ IDK-inj.
We are now left to prove point 3). Since we have supposed that the class of weak equivalences
in V is closed under transfinite composition the class of Dwyer-Kan weak equivalences is closed
under transfinite composition. It is therefore sufficient to prove that for every k ∈ JDK and
every push-out diagram
(5.3.1) A
k

f // X
h

B
g
// Y,
if f is a Dwyer-Kan weak equivalence then h is a Dwyer-Kan weak equivalence.
If k ∈ Jloc then the following diagram
(5.3.2) f!(A)
k

fu // X
h

f!(B) gu
// Y
is a push-out diagram in the fiber V-Propcl(A). In particular h is an isomorphism on objects and
it is a local weak equivalence since f! is a left Quillen functor and k is a trivial cofibration in the
projective model structure on V-Propcl(A); thus h is a Dwyer-Kan weak equivalence.
Suppose now that k ∈ JG, then k = k!(θG) for some weak interval G ∈ G.
We can decompose θG as ψφ where φ is in V-Cat{0} and ψ is fully faithful. Diagram (5.3.1)
is decomposed in two push-out squares:
(5.3.3) k!i˜∗0(G)
k!(φ)

f // X
φ′

w!j!i
∗
0(G˜)
k!(ψ)

// X ′
ψ′

w!j!G˜ g
// Y.
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In [42, Theorem 7.13, 7.14] Muro proved that φ is a trivial cofibration in V-Cat{0}, thus φ is a
weak equivalence in V-Cat{0}. Since ψ is a fully faithful and injective on objects, j!(ψ) is also
fully faithful and injective on colours; it follows by Theorem 7.1 that j!(ψ) is a fully faithful and
injective on colours. This prove that h = ψ′φ′ is a local weak equivalence.
To conclude we only have to prove that pi0(h) is essentially surjective; this follows immediately
from the fact that 0 and 1 are equivalent in pi0(G˜) and the unique colour not in the image of h
is g(1). This completes the proof of Theorem 5.5.
Remark 5.16. It is clear that, under the hypotheses of Theorem 5.5 on V the Dwyer-Kan
model structure on V-Cat and V-Prop (cf. [42] and [13]) and the adjunctions in the bottom row
of diagram (3.2.4) are Quillen equivalences between the respective Dwyer-Kan model structures.
5.4. Fibrant objects. Suppose V is a combinatorial monoidal model category satisfying the
hypothesis of Theorem 5.5; then the Dwyer-Kan model structure on V-Prop exists and the chosen
set of generating trivial cofibrations contains Jloc, so every fibration in this model structure is
a local fibration; the converse is not true since in general fibrations in the Dwyer-Kan model
structure has the right lifting property with respect to JG (for a chosen generating set of weak
intervals M). However, as done in [6], it can be proved that if V is right proper and has cofibrant
unit the class of Dwyer-Kan fibrant objects coincides with the one of locally fibrant objects.
Proposition 5.17. Suppose that V satisfies the hypothesis of Theorem 5.5 an furthermore that it
is right proper and with cofibrant unit, then a V-PROP X ∈ V-Prop is fibrant in the Dwyer-Kan
model structure if and only if it is locally fibrant.
Proof. Clearly every Dwyer-Kan fibrant object is a locally fibrant object. Suppose X is locally
fibrant. Under our hypothesis the set of generating trivial cofibrations for the Dwyer-Kan model
structure can be chosen to be Jloc∪k!(J CatM ) where M is a generating set of V-intervals and J CatM
is as in (5.2.5). Since X is locally fibrant, it has the right lifting property with respect to Jloc;
by adjunction X has the right lifting property with respect to k!(J CatM ) if and only if k∗(X) has
the right lifting property with respect to J CatM , and this is indeed the case by [6, Lemma 2.10]
since k∗(X) is locally fibrant (in V-Cat). 
Under these conditions it is also easy to prove that V-Prop is right proper.
Proposition 5.18. Suppose that V satisfies the hypothesis of Theorem 5.5 an furthermore that
it is right proper, then the Dwyer-Kan model structure on V-Prop is right proper.
Proof. The proof is almost identical to the one of [13, Proposition 5.3]. 
6. The operads for PROPs
Fixed a set C, the algebraic structure of a C-coloured PROP is defined by a bicollection of
operations with two inputs and one output, i.e. the vertical and the horizontal composition
laws, a collection of operations with no input and one output, i.e. the identities (see 2.5) and a
collection of morphisms with one input and one output, i.e. the permutation morphisms of the
underlying bicollection. This suggests that the category of C-coloured PROPs V-PropC can be
presented as the category of algebras for a certain operad PROPC ; this is indeed the case and
the aim of this section is to describe PROPC .
The operad PROPC is a Val(C)-coloured Set-operad. For every n ∈ N and s1, . . . , sn, s0 ∈
Val(C) the set of operations PROPC(s1, . . . , sn; s0) is defined to be the set of all isomorphism
classes of completely ordered acyclic (coa ) C-graphs of arity (s1, . . . , sn; s0) (B.6, def. B.29).
For every G ∈ PROPC(s1, . . . , sn; s0), every i ∈ n and every H ∈ PROPC(t1, . . . , tm; si) the
partial composition G ◦i H is defined as the insertion G ◦σG(i) H (§B.9.1), which is indeed an
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element of
PROPC(s1, . . . , si−1, t1, . . . , tm, si+1, . . . , sn; s0).
For every s ∈ Val(C) the unit in PROPC(s; s) is given by the unique c.o. C-corolla with C-valence
(s; s) and trivial twist.
For every n ∈ N, every γ ∈ Σn and s1, . . . , sn, s0 ∈ Val(C), the symmetric action
γ∗ : PROPC(s1, . . . , sn; s0) −→ PROPC(sσ(1), . . . , sσ(n); s0)
sends G to γ∗G (def. B.22).
The underlying category j∗(cfPROPC) is equivalent to ΣVal(C) (§2.1).
Constant-free and augmentation-free C-coloured V-PROPs (§2.3) are algebras for two full
suboperads of PROPC , denoted by cfPROPC and afPROPC ; cfPROPC is spanned by the C-
valences with non-empty input and afPROPC is spanned by the C-valences with non-empty
output.
6.0.1. Comments on PROPC . We think that the fact that the operad PROPC has C-coloured
PROPs as algebras is well known. In any case we would like to provide some justifications about
why this is true.
The following argument is basically a reformulation of Chapter 2 of [26] for enriched symmetric
monoidal categories ( called symmetric tensor categories in loc.cit.).
One of the main result of Joyal and Street in [26] is Theorem 2.2 (and Corollary 2.3), that
can be reformulated in the following way: given a (un-enriched) symmetric monoidal category
M and an ordered ob(M)-graph G (there called an anchored progressive polarised graph) it is
possible to define a value function
(6.0.1) VG :
∏
v∈NG
M(in(v),out(v))→M(in(G),out(G))
using composition, tensor product and symmetries in M; this function only depends on the
isomorphism class of G in the sense that for every isomorphism of ordered ob(M)-graphs f : G→
H there is a commutative triangle∏
v∈NGM(in(v),out(v))
sf

VG //M(in(G),out(G))
∏
u∈NHM(in(u),out(u))
VH
44
where sf is the symmetric morphism in M induced by the restriction of f on nodes.
In [26] graphs are defined as particular one dimensional topological spaces, but it should be
clear that the result still holds with our definition of graphs.
Using the same methods of [26] (decomposition of graphs in elementary graphs) it is possible
(and not difficult) to generalise the above result to the enriched context, that is: given a V-
enriched symmetric monoidal category W and an ordered ob(W)-graph G there is a morphism
(in V)
(6.0.2) VG :
⊗
v∈NG
HomW(in(v),out(v))→ HomW(in(G),out(G))
which is invariant under isomorphisms of ordered ob(M)- graphs in the above sense.
Let C be a fixed of colours, recall that C-coloured PROPs are just symmetric monoidal
category with set of objects freely generated by C.
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Consider the obvious forgetful functor U : V-PropC→ VVal(C). It admits a left adjoint F that
we are now going to describe. For every P ∈ VVal(C) and every (a,b) ∈ Val(C)
(6.0.3) FP(a,b) = lim−→
G∈Gord,(a,b)
⊗
v∈NG
P(in(v),out(v))
where Gord,(a,b) is the groupoid of ordered acyclic C-graphs with C-valence (a,b) and isomor-
phisms between them.
For every a,b, c ∈ sq(C), insertion over an appropriate untwisted vertical composition (def.
B.33) defines a functor
Gord,(b,c) ×Gord,(a,b) → Gord,(a,c)
that is used to define the composition in FP. In the same way, for every a,b, c,d ∈ sq(C),
insertion over an appropriate untwisted horizontal composition gives
Gord,(a,b) ×Gord,(c,d) → Gord,(a∗c,b∗d)
that is used to define the tensor product in FP.
Permutation morphisms and identities in FP correspond to the components of an appropriate
ordered C-graph with no nodes Sα.
I
∼= //⊗
v∈Sα HomW(in(v),out(v))
// FP(in(Sα),out(Sα))
The functor F is defined on morphisms in the evident way.
This construction FP is the enriched analogous of the free symmetric tensor category on a
bicollection (a tensor scheme in loc.cit.) constructed in [26, Theorem 2.3].
Given a C-PROP R The natural bijection
φ : VVal(C)(P, UR) −→ V-PropC(FP,R)
is defined in the following way.
For every k ∈ VVal(C)(P, UV), φ(k) is the unique morphism of C coloured PROPs that makes
the following diagram commute
(6.0.4)
⊗
v∈NG P(in(v),out(v))

⊗
k //⊗
v∈NG R(in(v),out(v))
VG

FP(a,b) φ(k) // R(a,b)
for every (a,b) ∈ Val(C) and every G ∈ Gord,(a,b). It is routine to show that φ is bijective.
The functor U is monadic in the sense that it satisfies one of the equivalent conditions of
Beck’s theorem [34, § VI.7, Theorem 1].
An explicit description of the monad on VVal(C) associated to the operad PROPC (c.f. §6.2.3)
shows that it is isomorphic to UF ; in other words V-PropC is isomorphic to the category of
PROPC-algebras in V.
6.0.2. Freeness of the permutation action. Recall that every C-coloured operad O has and under-
lying symmetric C-coloured collection, i.e. an element of VΣsq(C)op×C . The following definition
is classical.
Definition 6.1. A C-coloured operad O is Σ-free if its underlying symmetric V-collection is
free, i.e. if O(s) is a free as and Aut(s)-set for every s ∈ Σsq(C)op × C (where Aut(s) ⊂ Σ|s|
denotes the automorphism group of s).
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1 2
Figure 3
The operad PROPC is not Σ-free. For example, let o ∈ PROPC(([], []), ([], []); ([], [])) be the
operation represented by the graph in Figure 3; τ∗(o) = o for every τ ∈ Σ2.
As another example, the permutation (1 2)(3 4) ∈ Σ4 has the operation represented by the
graph in Figure 4 as fixed point.
1
2
3 4
b a
a b
Figure 4
However the permutation groups act freely on the operations represented by completely or-
dered C-graph with no connected components of valence (0, 0) by Proposition B.28.
Proposition 6.2. The operads cfPROPC and afPROPC are Σ-free.
Proof. All the operations in cfPROPC (resp. afPROPC) are represented by graphs whose nodes
are connected to a port. Proposition B.28 implies that a completely ordered C-graph can not
be isomorphic to a graph with the same underlying ordered C-graph and a different node order;
therefore the actions of the permutation groups in cfPROPC and afPROPC are free. 
6.1. PROPs, Operads and Categories. The operad PROPC has two important full subop-
erads:
(6.1.1) CatC
j // OpC
w // PROPC .
OpC is the full suboperad spanned by the C-valences with exactly one output; as a conse-
quence, its operations are all the c.o. C-graphs which are trees; the category of OpC-algebras in
V is isomorphic to the category of C-coloured V-enriched operads V-OperC .
CatC is the full suboperad spanned by the C-valences with exactly one output and one input; as
a consequence, its operations are all the c.o. linear C-graphs (i.e. non-empty coa graphs in which
all the nodes has valence (1, 1)). the category of CatC-algebras in V is isomorphic to V-CatC
the category of V-enriched categories with set of objects equal to C. The composite wj will be
denoted by k.
The inclusions j and w produce adjunctions between the categories of algebras:
V-CatC
j! // V-OperC
j∗
oo
w! // V-PropC
w∗
oo
and by composition
V-CatC
k! // V-PropC ;
k∗
oo
the left adjoints j! and w! are both fully faithful (cf. corollary A.7).
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The underlying category of the operad V-PropC is isomorphic to ΣVal(C), i.e. the permutation
groupoid of C-valences; seen ΣVal(C) as an operads, its category of algebras in V is equivalent
to the functor category VΣVal(C), i.e. the category of symmetric Val(C)-bicollections. Similarly
the discrete operad cl(V-PropC) ∼= Val(C) has V-bicollections as algebras (in V). The inclusions:
Val(C) // ΣVal(C) w // PROPC .
induce adjunctions (2.2.3) and (2.2.4).
6.1.1. Free PROP generated by an operad. For every C-coloured V-operad O the free C-coloured
V-PROP w!O can be described by the following formula:
(6.1.2) w!(O)(c; d) =
∐
f : n→m
m⊗
i=1
O(cf−1(i); di).
In the case V = Set thus for every c = (n, c),d = (m, d) ∈ sq(C) the elements of w!O(c,d)
are couples (f, {oi}mi=1) where f : n→ m is a function of sets and oi ∈ O(cf−1(i), di) for every
i ∈ m; such a couple can be represented as a forest of one-node trees labelled by operations of
O with inports shuffled by ωf ,the unshuffling of f (Figure 5).
a b c c a
o1 o2 o3 o4 o5
ab b c dd a b c a
ωf
Figure 5. Presentation of (f, {oi}5i=1) ∈ w!O(a, b, b, c, d, d, a, b, c, a; a, b, c, c, a)
Given a morphism g : n→ m and every i ∈ m let g]i : l→ n be the unique order preserving
injective function whose image is g−1(i); for every c = (n, c) ∈ sq(C) define cg−1(i) = (l, cf ]).
For example if g : 3→ 2 is such that g(1) = f(3) = 1 and g(2) = 2 and c = (c1, c2, c3) then
cg−1(1) = (c1, c3) and cg−1(2) = (c2).
Given e = (l, e) ∈ sq(C) and morphisms (f, {oi}mi=1) ∈ w!O(c,d) and (g, {pi}ei=1) ∈ w!O(d, e)
their composition is defined as
(gf, {ω∗i (pi ◦ (og]i (1), . . . , og]i (ki)))}
e
i=1)
where ki = |f−1(i)| for every i ∈ m and ωi ∈ Σ|(gf)−1(i)| is the permutation that makes sure that
the operation has the right valence (and it depends only on f and g); more precisely ωi is the
the unshuffling of f restricted to (gf)−1(i) (§B.4).
The identity of c is given by (idn, {idci}ni=0).
The tensor product is defined on objects as (n, c) (m, d) = (n+m, c ∗ d) and on morphisms
in the obvious way.
Let Com be the terminal coloured Set-operad, then w!Com is isomorphic to Γ (i.e. the skeletal
category of the category of finite sets).
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p1
a
p2
b
a b c ac
o1 o2 o3 o4 o5
ab b c dd a b c a
ωf
ωg
f
g
p1
a
p2
b
o1 o2 o4 o3 o5
ω1 ω2 gf
ωgf
Figure 6. Graphical presentation of the composition of two morphisms
(f, {oi}5i=1), (g, {pj}2j=1) in w!O
The construction of the PROP w!O is not new and appears in several places in the literature;
for example, a detailed description of this construction (in the one-coloured case) appears in [31,
§5.4.1] and [16, §2].
For convenience we also rewrite formula (6.1.2) in the case in which O is generated by a
V-category, i.e. when O ∼= j!(C) for some C ∈ V-Cat:
(6.1.3) k!C(c,d) ∼= w!j!C(c,d) ∼=
∐
f∈Σ(n,m)
⊗
i∈m
C(cf−1(i), di)
for every c,d ∈ sq(C) of length n and m respectively. Note that (the underlying symmet-
ric monoidal V-category of) k!C can be characterised as the free symmetric monoidal category
generated by C.
6.2. Some Operadic Adjunctions. In appendix A we give a description of the adjunction
between the categories of algebras induced by a morphism f of operads; in particular we described
the left adjoint as a left Kan extension along w!f . Here we focus on examples in which the target
of f is PROPC ; as usual for left Kan extensions, the description of f! will involve colimits indexed
by the comma category w!f ↓ v for some v ∈ w!PROPC .
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Figure 7. Example of a morphism in w!PROPC ↓ s; the graph in the n-th box
from the left is inserted on the n-th node of the target. The numbers on the
lower-right corner of the n-th box indicate which nodes of the source are sent to
the n-th node of the target.
Since f! is strong monoidal, it value on the objects is determined (up to isomorphisms) by its
value on v ∈ Val(C) ⊂ cl(w!PROPC).
To better understand how the objects of these comma categories look like we are going to
describe the slice categories over objects of w!PROPC . We then proceed with the description
of the PROP associated to an operadic Grothendieck construction. Finally, we describe the
adjunctions of algebras which are relevant for us.
6.2.1. Slice in w!PROPC . Fix a set C and a C-valence s; the comma category (w!PROPC) ↓ s
can be described in the following way:
Objects: are all the coa C-graphs with C-valence s;
Morphisms: suppose two coa C-graphs G, H with residue s are given; an element of the
hom-set (w!PROPC/s)(G,H) is a couple ({Ki}mi=1, α), where {Ki}mi=1 is a sequence of coa C-
graphs insertable over H and α is a permutation for its insertion over H (def. B.32) such that
G ∼= H ◦α (K1, . . . ,Km) (§B.9.1).
In Figure 7 for example, G is the graph on the left, x, y are the nodes marked by 1 and 2, HGx,y
is the target and KGxy is the graph in the first box from the left; f : 3→ 2 is such that f(3) = 2,
f(1) = f(2) = 1.
As another example let G be a coa C-graph of C-valence s and x, y be two nodes of G with no
dead-ends paths of length greater than 1 between them and consider the coa C-graphs HGxy and
KGxy defined in §B.10; proposition B.34 tell us that fxy = ((CσG(1), . . . ,KGxy, . . . , CσG(n)), αxy) is
a morphism in w!PROPC/v
(6.2.1) fxy : G −→ HGxy.
A morphism ({Ki}mi=1, α) : G→ H is an isomorphism if and only if α is a bijection and in
that case all Ki’s are C-corollas; such an isomorphism uniquely define an isomorphism of (not
completely ordered) C-graph from G to H preserving the port order: α determines the image of
the nodes and the Ki determines the image of edges (note that edges which are not ports of a
node are necessarily ports of G, thus their image is determined by the requirement that the port
order is preserved).
This assignment establishes a bijection between the set of isomorphisms from G to H in
w!PROPC ↓ s and the set of isomorphisms of C-graphs from G to H preserving the port order.
30 GIOVANNI CAVIGLIA
6.2.2. The PROP for operadic I-families. Let F : I→ Oper be an operadic I-family.
Consider the operadic Grothendieck construction
∫
F. The PROP w!(
∫
F) has the following
description:
Objects: are finite sequences {(ik, ck)}nk=1 where ik ∈ I and ck ∈ F(ik) for every 1 ≤ k ≤ n.
Morphisms: given two objects {(ik, ck)}nk=1 and {(jh, dh)}mh=1 a morphism between them are
triples (α, {fk}nk=1, {ph}mh=1) where:
- α : n→ m is a function;
- fk : ik→ jαk is a morphism in I for every 1 ≤ k ≤ n;
- ph is an operation in F(dh)({fk(ck)}k∈α−1(h); ch) for every 1 ≤ l ≤ m.
There is a canonical morphism of operads colim:
∫
(F)→ lim−→F which produces a morphism
of PROPs
colim: w!(
∫
F)→ w!(lim−→F)
For every i ∈ I let ei : F(i)→ lim−→F be the i-morphism defining the colimit.
Let E = lim−→(cl ◦ F) be the set of colours of lim−→F. For every e ∈ E the comma category
colim ↓ e has the following description:
Objects: are couples ({(ik, ck)}k∈n, o) where {(ik, ck)}k∈n is an object in w!(
∫
F) and o is an
operation in (lim−→F)({ei1(ci1)}
n
i=1; e).
Morphisms: a morphism between ({(ik, ck)}nk=1, o1) and ({(jh, dh)}nh=1, o2) is a morphism
(α, {fk}nk=1, {ph}ml=1) in w!(
∫
F) such that ω∗α(o2 ◦ ({ejh(ph)}mh=1)) = o1.
Remark 6.3. When I is a poset we can omit the collection {fk}nk=1 from the description of a
morphism, since it is completely determined by the source and the target.
6.2.3. Example I: Free PROPs generated by a bicollection. As a trivial example consider the
morphism of operads Val(C)→ PROPC which induces the free-forgetful adjunction (2.2.3). For
every c ∈ Val(C) the comma category w!i ↓ c is equivalent to Gord,c, the category of coa (i.e.
completely ordered acyclic,§B.6) C-graph of C-valence c and isomorphisms of ordered graphs
between them. For every C-coloured bicollection A ∈MVal(C)
(6.2.2) FPROPCA(c)
∼= lim−→
G∈Gord,c
⊗
v∈vert(G)
A(a(v)).
6.2.4. Example II: Free PROP generated by a symmetric bicollection. Consider now the mor-
phism of operads η : ΣVal(C)→ PROPC (§6) which induces adjunction (2.2.4); for every C-
valence v ∈ Val(C), the comma category w!η ↓ v the category w!η ↓ v is the the maximal
subgroupoid of the slice w!PROPC ↓ v; it is equivalent to Gport,v, the category with acyclic C-
graph with a port order of C-valence v as objects and isomorphisms of C-graphs that preserves
the port order as morphisms.
Let Gv be the groupoid of C-graph with residue v and isomorphisms between them; the
functor pi : Gport,v → Gv that forgets the order on the ports is a discrete opfibration with all
fibers isomorphic to Aut(v), the set of automorphisms of v in ΣVal(C).
It follows that for every C-coloured symmetricM-bicollection A ∈MΣVal(C) the free PROPs
generated by A has v-component
n!A(v) =
∐
G∈pi0(Gc)
Aut(v) ⊗
Aut(G)
 ⊗
g∈vert(G)
A(a(g))
 .
6.2.5. Example III: Change of colours. For every C,D ∈ Set and every function f : C → D,
there is a morphism of operads f˜ : PROPC→ PROPD sending an operation (i.e. a coa C-graph)
(G, λ¯, τ, σ) to (f(G), λ¯, τ, σ) (the same graph with the labelling changed).
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This produces an adjunction between the categories of algebras
f˜! : V-PropC  V-PropD : f˜∗
Note that when f is injective the morphism f˜ is fully-faithful, thus f! is a fully faithful functor
(corollary A.7).
To describe f˜! it will be useful to give the following definition
Definition 6.4. A (coa ) f -graph is a couple (G, {lu}u∈NG) where G is a (coa ) graph, and lu
is a C-labelling on res(u), such that flu and flt coincide on cie(u, t).
In other words f -graphs are graphs whose ports are labelled by C and whose inner edges are
labelled by C ×
D
C. Isomorphisms of (coa ) f -graphs are defined in the obvious way.
Given a C-coloured PROP P and a D-valence v
f˜!(P )(v) ∼= lim−→
(u,g)∈w!f˜/v
P (u).
The comma category w!f˜ ↓ v has the following description:
Objects: according to the definition, the objects are couples ({ui}ni=1, G) where {ui}ni=1 is a
sequence of C-valences (for some n ∈ N) and G is a coa D-graph G of arity (f(u1), . . . , f(un); v).
Alternatively these objects can be described as coa f -graphs with residue v.
Morphisms: given two f -graphs (G, {li}i∈NG) and (H, {kj}j∈NH ),with |NG| = n and |NH | = m,
an element in f˜/v(G,H) is a couple ({Ki}mi=1, α) and the {Ki}mi=1 is a sequence of coa C-graphs
such that {f(Ki)}mi=1 is insertable over H and α : n→m is a permutation for that insertion over
H such that G = H ◦α (f(K1), . . . , f(Km)).
Proposition 6.5. Given a function f : C→ D, in the commutative diagram of adjunctions
V-OperC
w! //
f!

V-PropC
f!

w∗
oo
V-OperD
w! //
f∗
OO
V-PropD
w∗
oo
f∗
OO
the mate w!f
∗ ⇒ f∗w! is an isomorphism.
Proof. For every O ∈ V-OperD and every C-valence (a; b) ∈ Val(C) of valence (n,m) the (a; b)-
component of the considered mate at O coincides with the isomorphism
w!f
∗O(a; b) ∼=
∐
α : n→m
m⊗
i=1
O(f(aα−1(i)); f(bi)) ∼=
∼=
∐
α : n→m
m⊗
i=1
O(f(a)α−1(i); f(b)i) ∼= f∗w!O(a; b).

The following corollary can also be proven directly.
Corollary 6.6. Suppose that
A
i

f // B
h

C
g
// D
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is a push-out diagram in Set such that i is an injective function; consider the commutative
diagram of adjunctions
V-OperA
f! //
i!

V-PropC
h!

f∗
oo
V-OperB
g! //
i∗
OO
V-PropD.
g∗
oo
h∗
OO
The mate f!i
∗ ⇒ h∗g! is an isomorphism.
Proof. This is an immediate consequence of [13, Proposition B.26] and Proposition 6.5. 
6.2.6. Example IV: Push-outs of PROPs. Let P be the poset with three elements O,A,B such
that O < B and O < A (as in (3.3.1)). Colimits over P-diagram in V are just push-outs in V.
From § 3.3.2 (see also Remark 3.4) we know that the colimits adjunction
lim−→ : V-Prop
P
C  V-OperC : const
is isomorphic to the adjunction
c! : V-PropPC  V-OperC : c∗
induced by the morphism of operads c : PROPC ⊗
BV
P→ PROPC .
So, given a P-diagram of C-coloured PROPs D ∈ V-PropPC , the value of the push-out of D at
a C-valence v ∈ Val(C) is
(6.2.3) c!(D) ∼= (lim−→D)(v) ∼= lim−→
(u,g)∈w!(PROPC ⊗
BV
P)↓v
D(u).
It will be convenient to denote the PROPs D(A), D(B) and D(O) by DA,DB and DO.
The index category w!(PROPC ⊗
BV
P) ↓ v has the following description:
Objects are couples (u, g); u = {(si, pi)}ni=1 is a sequence of couples where si ∈ Val(C) and
pi ∈ P for every i ∈ n, while g is a coa C graph of arity (s1, . . . , sn; v); alternatively we can
describe this objects as couples (g,M) where g is a coa C-graph of valence v and M : Ng →
{A,O,B} = ob(P) is a function of sets (to recover the previous description set pi = M(σg(i))
for every i ∈ n).
It will be convenient to give a name to this kind of objects:
Definition 6.7. A P-marking for a (coa ) C-graph G is a function M : NG→ ob(P).
A P-marked (coa ) C-graph (or coa P-C-graph for short) is a couple (G,M) where G is a (coa )
C-graph M is a P-marking for G. The marking of a P-marked coa C-graph G will be denoted
by MG.
Morphisms: observe that graph insertion is defined for coa P-C-graphs as well:
Definition 6.8. Given a coa P-C-graph G and a node s ∈ NG a coa P-C-graph K is called
insertable over G at s if so is the underlying graph of K and MK(x) ≤MG(s) for every x ∈ NK .
The coa C-graph G ◦K inherits a P-marking from G and K.
A sequence of coa P-C-graphs {Ki}mi=1 with m = |NG| is called insertable over G if Ki is
insertable at σG(i) for every i ∈ m. If α : n→ m is a permutation for the insertion of {Ki}mi=1
over G, the resulting coa C-graph
G ◦α (K1, . . . ,Km)
inherits an obvious P-marking.
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Figure 8. A graphical representation of a P-marked C-graph of valence
(a, c, a, d, d; d, d, b): nodes marked by A have the shape of a down-pointing tri-
angle, nodes marked by B have the shape of a right-pointing triangle, nodes
marked by O have the shape of a diamond.
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Figure 9. A morphism
Suppose two coa P-C-graphs G and H of valence v are given and set n = |NG|, m = |NH |. As
one might expect, an element of (w!(PROPC ⊗
BV
P) ↓ v)(G,H) is a couple ({Ki}mi=1, α) where
{Ki}mi=1 is a sequence of coa P-C-graphs insertable over H and α : n→ m is a permutation for
the insertion of {Ki}mi=1 over H such that G = H ◦α (K1, . . . ,Km).
The functor w!(c) : w!(PROPC ⊗
BV
P) ↓ v→ w!PROPC ↓ v forgets the P-marking.
Definition 6.9. A morphism f : G→ H in w!(PROPC ⊗
BV
P) ↓ v is said to be graph-preserving
if w!(c)(G) = w!(c)(H) and w!(c)(f) is equal to the identity.
Informally, a morphism is graph-preserving if and only if it changes only the marking on the
nodes from the source to the target.
We can rewrite (6.2.3) as
(lim−→D)(v) ∼= lim−→
(g,M)∈w!(PROPC ⊗
BV
P)↓v
(
⊗
k∈Ng
DM(k)(res(k)))
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To get a feeling on how the right-hand side looks like, if (g,M) is the P-C-graph of Figure 8
then ⊗
k∈Ng
DM(k)(res(k)) = Db((d, d;B))⊗DA((c, a, a; c, b))⊗DO((c, b; d, d)).
The unit l : D =⇒ c∗c!(D) has also an explicit description; for every X ∈ P and v ∈ Val(C),
let CX,v be the unique untwisted P-C-corolla with C-valence v and with its node marked by X;
the v-component of lX is the canonical morphism
(6.2.4) ιCX,v : DX(v) −→ lim−→
(g,M)∈(w!PROPC ⊗
BV
P)↓v
(
⊗
k∈Ng
DM(k)(res(k)))
7. Push-out of a PROP along a morphism of operads
We are now ready to prove our main theorem about push-out of PROPs:
Theorem 7.1. Let a : U → V be a morphism of V-operads injective on the colours and fully
faithful and let f : w!(U)→ P be a morphism of PROPs. In the push-out diagram
w!(U)
w!(a)

f // P
b

w!(V ) g
// R
the morphism b is injective on colours and fully-faithful.
Proof. Since cl : V-Prop→ Set is a bifibration and a is injective on colours, then b is injective on
colours. Let D = cl(R) and C = cl(P ); the two diagrams
(7.0.5) g!a!w!(U)
g!(w!(a)u)

b!(fu) // b!(P )
bu

g!w!(V ) gu
// R
w!g!a!(U)
w!g!(au)

b!(fu) // b!(P )
bu

w!g!(V ) gu
// R
are isomorphic and they are both push-outs in V-PropD.
Since b is injective on colours the unit of (b!, b
∗) is an isomorphism (cf. § 6.2.5), therefore to
prove that bu is an isomorphism it is sufficient to prove that b∗(bu) is an isomorphism.
Let D : P→V-PropD be the diagram represented by the upper-left corner of the right diagram
in (7.0.5), so DA = w!g!(V ), DO = w!g!a!(U) and DB = b!(P ); it is actually a mixed P-diagram
of algebras in V (§ 3.3.2) with hierarchy functor κ represented by the following inclusions of
operads
OpC
b

w // PROPC
w

OpD b
// PROPD,
in other words D is an algebra in V for the operad G = ∫ (PROPD|κ).
To prove that b∗(bu) is an isomorphism is equivalent to check that for every v ∈ Val(C)
(bu)v : b!(P )(v) −→ R(v)
is an isomorphism.
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From § 6.2.6 we know that this map is isomorphic to
(7.0.6) ιCB,v : b!(P )(v) −→ lim−→
g∈w!G↓v
⊗
k∈Ng
DMg(k)(res(k)).
Observe that g!(w!(a)u)
u is and isomorphism; in fact it is isomorphic to f!w!(a
u) : f!w!(U)→
f!a
∗w!(V ) (cf. Corollary 6.6), which is an isomorphism since au is an isomorphism by assumption.
The category w!G ↓ v is the full subcategory of w!PROPD ⊗
BV
P ↓ v that contains every coa
P-D-graphs G such that:
- every node marked by A or O has exactly one export;
- every node marked by O or B has all the port labelled by elements of C.
For every coa P-D-graph G in w!G ↓ v and every u ∈ NG marked by O let Gu be the coa
P-D-graph that has the same underlying coa D-graph and the same P-marking except on u,
where MGu(u) = A. Let wG,u : G→ Gu be the unique graph-preserving morphism from G to
Gu; Let (w!G ↓ v)+ ∼= (w!G ↓ v)[W−1] be the small category obtained from w!G ↓ v by formally
inverting the morphisms in
W = {wG,u : G→ Gu | G ∈ w!G ↓ v, u ∈ NG,MG(u) = O}.
The diagram defining the colimit on the right in expression (7.0.6) can be extended to (w!G ↓ v)+
in a unique way since every morphism in W is sent to an isomorphism in V and clearly
lim−→
g∈w!G↓v
⊗
k∈Ng
DMg(k)(res(k)) ∼= lim−→
g∈(w!G↓v)+
⊗
k∈Ng
DMg(k)(res(k))
Therefore, to prove that (7.0.6) is an isomorphism, it is sufficient to prove that CB,v is final in
(w!G ↓ v)+.
Note that the canonical functor (which basically forget the P-marking)
cv : w!G ↓ v −→ w!PROPD ↓ v
is faithful and send the element of W to isomorphisms. Therefore there is a canonical faithful
functor
c+v : (w!G ↓ v)+ −→ w!PROPD ↓ v
which sends CB,v to the corolla Cv. Since Cv is final in w!PROPD ↓ v, to check that CB,v is final
it is sufficient to check that there exists a morphism from G to CB,v for every G ∈ (w!G ↓ v)+.
Let G be coa P-D-graph G in (w!G ↓ v)+, if G has nodes marked by O we can compose
graph-preserving morphisms (changing the markings from O to A) to get a morphism q : G→ G′
where G′ is a coa P-D-graph without nodes marked by O; thus we can restrict ourselves to the
case in which G has no nodes marked by O.
Suppose G has no nodes marked by O; note that since G has D-valence v (which is actually
a C-valence), there can not be ports labelled by elements of D\C; let n be the number of inner
edges of G labelled by elements in D\C; we claim that it is not restrictive to suppose that n = 0.
In fact suppose n ≥ 0 and e is an inner edge of G; then e has to be an export of a node x and
the input of a node y, so both x and y has to be marked by A. As a consequence, cie(x, y) = {e}
(since x has e has unique output) and x and y has no other dead-ends paths between them. Let
HGxy be the coa graph D-graph defined in § B.10; the P-marking of G induces a natural P-D-
graph structure on HGxy. The morphism (6.2.1) in (w!PROPD) ↓ v (obtained from proposition
B.34) can be lifted to a morphism in P-D-graph
f˜xy : G −→ HGxy
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the P-D-graph HGxy has less (inner) edges labelled by elements of D\C than G and (no nodes
marked by O). Iterating this process we can find a morphism m : G→ H such that H has no
edges labelled by elements of D\C.
Suppose then that G has no edges labelled by elements of D\C and no nodes marked by O;
let G˜ be the P-D-graph which as the same underlying coa D-graph but all nodes marked by
B. There is a morphism l : G→ G˜ in (w!G ↓ v)+ such that c+v (l) is the identity, obtained as
composition of maps in W (to change all the A-marking in O-marking) and a graph-preserving
map (changing all the O-marking in B-marking).
Now G˜ has all the nodes marked by B, therefore the unique morphism c+v (G˜) → Cv (in
(w!PROPD) ↓ v) lifts to a unique marking preserving morphism G˜ → CB,v; this last morphism
composed with l gives the desired morphism from G to CB,v. 
Remark 7.2. It is not true, in general, that the push-out of a fully-faithful inclusion of PROPs
is again fully-faithful; in fact there are P-D-graphs, as the one in Figure 10, that can not be
reduced to P-D-graphs with all the node marked by B.
1
2
4
x
d
y
z
y
Figure 10
The following two corollaries are immediate since the inclusions
V-cfProp ↪→ V-Prop and V-afProp ↪→ V-Prop
preserve colimits (they are left adjoints).
Corollary 7.3. Let a : U → V be a morphism of V-operads injective on the colours and fully
faithful and let f : w!(U)→ P be a morphism of constant-free (augmentation-free) PROPs. In
the push-out diagram of constant-free (augmentation-free) PROPs
w!(U)
w!(a)

f // P
b

w!(V ) g
// R
the morphism b is injective on colours and fully-faithful.
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8. Locally presentable operadic families
This section gives sufficient conditions on a operadic family F to guarantee that the total
category AlgF(V) is locally presentable (when V is locally presentable).
Along the way, we also prove that the adjunction (3.2.1) between F-collections and F-algebras
is monadic and that it is finitary if F is. For the whole section V will be a bicomplete symmetric
monoidal category whose tensor product commutes with colimits in each variable.
8.1. F-Collections. A discrete (coloured) operad is a (coloured) operad whose unique opera-
tions are the identities. The full subcategory of Oper spanned by discrete coloured operads is
isomorphic to Set; this inclusion of Set into Oper correspond to the section of the bifibration
cl : Oper→ Set which associate to every set C the initial C-coloured operad.
A discrete C-family is an operadic C-family which takes values in discrete operads; equivalently,
it is a C-diagram in Set. The category of F-algebras of a discrete family F is isomorphic to the
category of F-collection.
Lemma 8.1. Suppose I is a λ-directed poset and let D : I→ Set be an I-diagram in Set with
colimit L. For every l ∈ L the comma category (∫ D) ↓ l is a λ-filtered poset.
Proof. For every i ∈ I let ιi : D(i)→ L be the map defining L as colimit. The category
∫
D is a
poset: its objects are couples (i, x) where i ∈ I and x ∈ D(i); (i, x) ≤ (j, y) if and only if i ≤ j
and dij(x) = y, where dij is the unique arrow dij : D(i)→ D(j) in the diagram D.
Given a non-empty set A of cardinality less than λ and a collection of objects {(ia, xa)}a∈A
in (
∫
D) ↓ l, fix an element a ∈ A; for every b ∈ A, since eia(xa) = eib(xb) = l there must exist
(jb, yb) bigger than (ia, xa) and (jb, xb). Now the collection {jb}b∈A must have an upper bound z
in I; furthermore dib,z(ib) = djb,z(yb) = dia,z(xa) for every b ∈ A, thus (z, dia,z(xa)) is an upper
bound for the collection {(ia, xa)}a∈A. 
Proposition 8.2. Let λ be a regular cardinal, C be a category and F a discrete C-family. Suppose
c ∈ C and v ∈ V are λ-small in their respective categories and let s ∈ cl(F(c)); then (c, ιs(v)) is
small in AlgF(V).
Proof. Consider a small λ-directed poset I and let D : I→ AlgF(V) an I-diagram. Let D : I→
Oper be its associated operadic I-family. Let L = lim−→(piFD) ∈ C; then lim−→D ∼= (L,X) where X
is the F(L) algebra associated to the left Kan extension of D : w!
∫
D→ V along the canonical
morphism u : w!
∫
D→ w!F(L)
w!
∫
D
D //
u

V
w!F(L)
X
<<
.
A morphism f : (c, ιs(v))→ (L,X) is just a couple (f, g) where f : c→ L and g : v→ X(F(f)(s)).
Now X(F(f)(s)) = lim−→((i,y),α)∈u↓F(f)(s)D(i)(y) thus g factor via some D(i)(y), since u ↓ F(f)(s)
is λ-directed by Lemma 8.1; since c is λ-small it is not restrictive to assume that f factors via
piFD(i); it follows that (f, g) factors via D(i). 
Given a discrete C-family F and a F-algebra (c, x) ∈ AlgF(V), recall that we denote by ιx : VF(c)→
V the left adjoint of the projection on the x-component. For every c ∈ C we will denote by ∗a
the initial object in AlgF(a)(V) ∼= VF. Recall the definition of (strong) generator from [1, §0.6].
Proposition 8.3. Let C be a category and let F be a discrete C-family. Suppose that A is a
strong generator for C, B is a strong generator for V and G is a weakly initial set of colours for
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F (def. 4.4). Then the set
G = {(a, ∗a) | a ∈ A} ∪ {(c, ιx(b)) | (c, x) ∈ G, b ∈ B}
is a strong generator for AlgF(V).
Proof. We first prove that G is a generator.
Suppose let (z, Z) and (w,W ) be two objects of AlgF(V) and let (f, α), (f, α′) : (z, Z) ⇒ (w,W )
be two distinct morphism between them. If f 6= f ′ then there exist a ∈ A and k : a→ z such
that fk 6= f ′k, thus (f, α)(k, ∗) 6= (f ′, α)(k, ∗).
On the other hand, if f = f ′ then there must exist s ∈ F(W ) such that αs : Z(s)→ f∗(W )(s)
is different from α′s : Z(s) → f∗(W )(s); thus there exist b ∈ B and β : b → Z(s) such that
αsβ 6= α′sβ. It follows that (f, α)(idz, ιsβ) 6= (f, α′)(idz, ιsβ).
We are left to prove that G is a strong generator. Let (z, Z) ∈ AlgF(V) and let (i, γ) : (k,K)→
(z, Z) be a subobject of (z, Z); it follows that i is a subobject of z and γ is a subobject of i∗(Z).
Suppose that for every (d, y) ∈ G every morphism (j, δ) : (d, y)→ (z, Z) factors via (i, γ).
Given that for every a ∈ A and every morphism m : a→ z there is a morphism (m, ∗) : (a, ∗a)→
(z, Z), i has to be an isomorphism.
For every colour s ∈ F(z) there is a (c, x) ∈ G and a q : c→ z such that q(x) = s. For every
b ∈ B each morphism p : b→ i∗(Z(s)) produces a morphism (q, ιxp) : (c, ιx(b))→ (z, Z), that, by
hypothesis has to factor via (i, γ); this implies that γi−1(s) is an isomorphism for every s ∈ F(z),
that is γ is an isomorphism. 
Corollary 8.4. Let λ be a regular cardinal. Suppose that C and V are λ-locally presentable,
and F : C → Set is a discrete C-family with a weakly initial set of colours, then the category of
F-collection in V is λ-locally presentable.
Proof. The category AlgF(V) is cocomplete and has a strong generator formed by λ-small objects
by Propositions 8.3 and 8.2, thus it is locally presentable by [1, Theorem 1.20]. 
8.2. Finitary operadic families. Now consider a general operadic C-family F; suppose that C
is cocomplete.
Lemma 8.5. The adjunction 3.2.1 is monadic.
Proof. This is a straightforward generalisation of Proposition 3.3 [13] (where C = Set). 
Definition 8.6. An operadic C-family F is finitary if it preserves filtered colimits.
Lemma 8.7. Suppose that F is finitary, then the adjunction 3.2.1 is finitary.
Proof. Take I a directed poset and a I-diagram D : I→ AlgF(V) and let d = piFD. Consider
the operadic Grothendieck construction
∫
(Fd), according to prop. 3.3 its algebras in V are the
I-diagram in AlgF(V) that lies over d.
There is a commutative diagram of operads∫
(cl(F)d) //
cl(l)

∫
(Fd)
l

lim−→(cl(F)d) // lim−→(Fd).
D is a
∫
(Fd)-algebra, so it can be represented by a strong monoidal functor D̂ : w!
∫
(Fd)→V;
the colimit of D is then represented by the left Kan extension of D̂ along w!l (cf. appendix A);
similarly the colimit of cl(D) is represented by Lanw!cl(l)Dˆ, the left Kan extension of D̂ĉl along
w!cl(l).
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All we have to do is to prove that the canonical natural transformation
ν : Lancl(l)(cl(Dˆ)) =⇒ cl((LanlDˆ))
is a natural isomorphism.
Let C = lim−→(cl◦F) be the set of colours of lim−→(cl(F)d) (and lim−→(Fd)). It is sufficient to prove
that the morphism
νc : lim−→
(a,f)∈w!cl(l)↓c
D(a) −→ lim−→
(a,f)∈(w!l)↓c
D(a)
is an isomorphism for every c ∈ C; this morphism is induced by the inclusion of the indexing
categories
ιc : w!cl(l) ↓ c→ (w!l) ↓ c
thus it is sufficient to show that w!cl(l) ↓ c is final in (w!l) ↓ c. We use the description of (w!l) ↓ c
given in § 6.2.2 (Remark 6.3 therein). For every i ∈ I let ei : F(i)→ lim−→F be the i-morphism
defining the colimit; for every s ≤ t in I let dst : F(s)→ F(t) be the unique such arrow in the
diagram D.
The objects of (w!l) ↓ c in the image of ic are the ones of the type ((i, x), idc), for some i ∈ I
and x ∈ F(i) (such that ei(x) = d); the morphisms in the image of ιc are the ones of the form
(id1, id) : ((i, x), idc)→ ((i′, x′), idc) (with i ≤ i′). where f is a morphism in I.
To prove that w!cl(l) ↓ c is final in (w!l) ↓ c we have to show that for every y = ({ik, ck}nk=1, o)
in (w!l) ↓ c the category y ↓ (w!cl(l) ↓ c) is non-empty and connected.
The operation o belongs to (lim−→F)({eik(ck)}
n
i=1; c); since I is filtered there exists s ∈ I such
that s ≥ ik for every 1 ≤ k ≤ n, a colour c′ ∈ F(s) such that es(c′) = c and an operation
o′ ∈ F(s)({dsik(ck)}nk=1; c′) such that es(o′) = o (cf. 8.8).
Therefore there is a morphism
(∗, o′) : y→ ((s, c′), idc′)
which defines an object in y ↓ (w!cl(l) ↓ c). To show that y ↓ (w!cl(l) ↓ c) is connected suppose
we have another object
(∗, o′′) : y→ ((t, c′′), idc′′);
we can find v ∈ I such that v ≥ s and v ≥ t and dsv(o′) = dsv(o′′) = o′′′; (∗, o′′′) is an object in
y ↓ (w!cl(l) ↓ c) connected to both (∗, o′) and (∗, o′′). 
Remark 8.8. We remark that, in the proof of the previous lemma we used an explicit description
the filtered colimits in Oper, namely we have used the fact that the forgetful functor U : Oper→
Set-MultiGraph reflects filtered colimits; for a proof of this fact and the description of filtered
colimits in Set-MultiGraph we refer the reader to [13, App. A].
Corollary 8.9. Let C and V be λ-locally presentable categories for a regular cardinal λ. Suppose
F is a finitary operadic C-family with a weakly initial set of colours, then AlgF(V) is λ-locally
presentable.
Proof. Under our assumptions Algcl(F)(V), the category of F-collection in V, is locally pre-
sentable and adjunction 3.2.1 is monadic and finitary, therefore AlgF(V) is λ-locally presentable
by [19, Satz 10.3]. 
Appendix A. Operadic morphisms
The goal of this section is to give a more explicit description of the left adjoint of the adjunction
between the categories of algebras induced by a morphism of operads.
The considerations done in this section should be put in the broadest context presented in
[39], from which this section took inspiration.
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In this section we will make use of enriched coends and left Kan extensions, we refer the reader
to [28] for the notation.
Fix a bicomplete closed symmetric monoidal category V.
Suppose u : A→B is a morphism of coloured V-PROPs and let (M⊗, I) be a cocomplete symmet-
ric V-algebra (§1.1). Consider MA, the category of V-functors from (the underlying symmetric
monoidal V-category of) A to M; identifying AlgA(M) with the category of strong monoidal
V-functors from A toM and symmetric monoidal V-natural transformations between them there
is a natural functor AlgA(M) → MA which forgets the monoidal structure; in between there
is the category LaxMon(A,M) of (lax) symmetric monoidal V-functor and symmetric monoidal
V-natural transformations, of which AlgA(M) is a full subcategory
AlgA(M) ↪→ LaxMon(A,M) −→MA.
Restriction and Left Kan extension along u define an adjunction
(A.0.1) MA
u! //MB.
u∗
oo
For every G ∈ MB, a symmetric (strong) monoidal structure on G induces a symmetric
(strong) monoidal structure on u∗G in a natural way; in other words u∗ extends to functors
u∗ : LaxMon(B,M)→ LaxMon(A,M) and u∗ : AlgB(M)→ AlgA(M).
The behaviour of u! on monoidal functors is more subtle; for every F ∈ MA and b ∈ B, the
b-component of u!F is isomorphic to the coend:
u!F (b) = LanuF (b) ∼=
∫ a∈A B(u(a),b)⊗ F (a).
Suppose that F is endowed with a symmetric monoidal structure (φ, ψ); from the commutative
diagrams
B × B A×A M×M
B A M
u× u
u F
F × F
 ⊗∼= φ
1
B M
A
I I
u F
I∼= ψ
we get a natural transformation
(A.0.2) φ˜ : ⊗ (u!F × u!F ) ∼= Lanuu(⊗(F × F ))→ (u!F )
and a morphism
(A.0.3) ψ˜ : I −→ u!F ([])
that define a (lax) symmetric monoidal structure on u!F . This assignment is natural in F and
the functor f! sends symmetric monoidal V-natural transformation to symmetric monoidal V-
natural transformation, i.e. it extends to a functor f! : LaxMon(A,V)→ LaxMon(B,V) which is
left adjoint to u∗.
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Hence we have the following commutative diagram:
(A.0.4) AlgA(M)

AlgB(M)

u∗
oo
LaxMon(A,M)

u! //
LaxMon(B,M)

u∗
oo
MA
u! //MB
u∗
oo
The functor u! does not always restrict to u! : AlgA(M)→ AlgB(M); in fact, even when the
monoidal structure on A is strong the morphisms (A.0.2) and (A.0.3) are not isomorphisms in
general, i.e. the induced monoidal structure on u!A is not strong; but this is the only obstruction
that does not allow us to restrict u!.
To understand for which u this obstruction vanishes, it is useful to look closer to (A.0.2) and
(A.0.3).
For every p,q ∈ B set
Wp :Aop −→ V
s 7−→ B(u(s),p) ,
Wp,q :Aop ×Aop −→ V
(s, t) 7−→ B(u(s),p)⊗ B(u(t),q);
there are natural transformations
(A.0.5)
Aop ×Aop V
Aop
Wp,q
op
Wpq
α
1 V
Aop
I
[]
W[]
λ
induced by the monoidal structure of A, B and u.
The (p,q)-component of φ˜ is isomorphic to∫ s,t∈A B(u(s),p)⊗ B(u(t),q)⊗ F (s)⊗ F (t)→ ∫ z∈A B(u(s),p q)⊗ F (z)
that, if F is strong monoidal, is isomorphic to the map between weighted colimits
α∗ : Wp,q ? (F ◦) −→ Wpq ? F
Similarly (A.0.3) is isomorphic to the map between weighted colimits
I ∼= I ? F ([]) −→W[] ? F
induced by λ in (A.0.5).
This leads to the following definition:
Definition A.1. (cf. [39, §3, def. 9]) A morphism u : A → B between V-PROPs (or more
in general, between small symmetric monoidal V-categories) is operadic if α and λ in diagram
(A.0.5) exhibit
- Wpq as the left Kan extension of Wp,q along op and
- W[] as the left Kan extension of I along [].
for every p,q ∈ B.
The previous discussion can be subsumed in the following proposition:
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Proposition A.2. Suppose that u : A→ B is an operadic morphism of V-PROPs. For every
cocomplete symmetric monoidal V-categoryM, the functor u! in (A.0.4) restricts to a left adjoint
for u∗ : AlgA(M)→ AlgB(M).
Proof. Under our hypothesis, for every V-functor F : A→ M and every p,q ∈ B the canonical
maps α∗ : Wp,q ? (F ◦)→Wpq ? F and λ∗ : I⊗ F ([])→W[] ? F are isomorphisms by the dual
of [28, Theorem 4.63].
In particular, if F is a strong monoidal functor, (A.0.2) and (A.0.3) are isomorphisms. 
Remark A.3. The operadic condition of definition A.1 for a strong monoidal morphism u : A→
B can be formulated in a different way (cf. [27, §1.1.2]). Since A and B are symmetric monoidal,
the functor category VAop (resp. VBop) has a symmetric monoidal structure given by the Day
convolution. To ask that u : A→ B is equivalent to ask that the restriction functor u∗ : VBop→
VAop is strong monoidal (with respect to the Day convolution).
For every p ∈ B of length n let ⊗ni=1Wpi : ∏ni=1Aop → V be the composition of
n∏
i=1
Wpi :
n∏
i=1
Aop→
n∏
i=1
V
with the n-fold tensor product ⊗ : ∏ni=1 V → V. There is a canonical natural transformation
λp :
⊗n
i=1Wpi =⇒Wpop. Operadicity can also be formulated in the following way.
Proposition A.4. A morphism of of V-PROPs u : A→ B is operadic if and only if for every
p ∈ B the natural transformation λp exhibits Wp as the left Kan extension of
⊗n
i=1Wpi along
op, i.e. if and only if the canonical map:
(A.0.6)
∫ s1,...,sn∈AA(z, s1  · · · sn)⊗ B(u(s1), p1)⊗ · · · ⊗ B(u(sn), pn) −→ B(u(z),p)
is an isomorphism for every z ∈ A.
Proof. Suppose u is operadic. We are going to prove that Wp is the left Kan extension of⊗n
i=1Wpi along op for every p ∈ B by induction on the length of p.
If p = [] then λ[] coincides with λ thus the statement follows from the hypothesis that u
is operadic. If |p| = 1 the statement is trivial. Suppose that p = (p1, . . . , pn) and that the
statement is true for every object of B of length smaller than n; let p′ = (p2, . . . , pn); then in
the diagram
Aop ×∏ni=1Aop V
Aop ×Aop
Aop
⊗n
i=1Wpi
Wp1 ⊗Wp′
Wp
id×op
op
id⊗ λp′
αpi,p′
the top triangle is a left Kan extension by inductive hypothesis and the bottom triangle is a left
Kan extension since u is operadic; it follows that the outer triangle exhibits Wp as the left Kan
extension of
⊗n
i=1Wpi along op.
Conversely suppose that λp exhibits Wp as left Kan extension for every p ∈ B; since λ in
diagram (A.0.5) is isomorphic to λ[] we only need to check the first condition of definition A.1.
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Given p,q ∈ B of length n and m respectively, we have a commutative diagram:∏n
i=1Aop ×
∏m
i=1Aop V
Aop ×Aop
Aop
⊗n
i=1Wpi ⊗
⊗m
j=1Wqj
Wp,q
Wpq
op ×op
op
λp ⊗ λq
αp,q
The composition of λp⊗λq with αp,q is isomorphic to λpq, thus the outer triangle and the top
triangle are left Kan extensions; this implies that the bottom triangle is a left Kan extension as
well; hence u is operadic. 
Our next goal is to show that every morphism of V-PROPs generated by a morphism of V-operads
is operadic.
More in details, suppose u : O → P is a morphism of V-operads; by abuse of notation let
u : w!O→ w!P be the induced map of PROPs.
Recall the description of the V-PROP w!P we gave in §6.1; as a shorthand, for every s, t ∈ w!P
such that |s| = n and |t| = m and every function f : n→m we will denote by P(s, t)f the tensor
product
⊗m
i=1 P(sf−1(i)), ti), i.e. the component of w!P(s, t) determined by f .
Consider p,q ∈ w!P and z ∈ w!O with lengths |p| = m1, |q| = m2 and |z| = n.
The weights we are considering have the following expressions:
Wpq(z) ∼= w!P(u(z), p q) ∼=
∐
f : n→m1unionsqm2
(
m1⊗
i=1
P(u(zf−1(i)), pi))⊗ (
m2⊗
j=1
P(u(zf−1(j)), qj)) ∼=
(A.0.7) ∼=
∐
f : n→m1unionsqm2
P(u(zf−1(m1)),p)f1 ⊗ P(u(zf−1(m1)),q)f2
where fi is the restriction of f to f
−1(mi) for every i ∈ {1, 2}.
For every s, t ∈ w!O with lengths |s| = k1 and |t| = k2:
(A.0.8) Wp,q(s, t) ∼= w!P(u(s), p)⊗ w!P(u(t), q) ∼=∐
a : k1→m1
b : k2→m2
P(u(s), p)a ⊗ P(u(t), q)b ∼=
∼=
∐
a : k1→m1
b : k2→m2
(
m1⊗
i=1
P(u(sa−1(i)), pi)
)
⊗
m2⊗
j=1
P(u(tb−1(j)), qj)

and
(A.0.9) w!O(z, s⊗ t) ∼=
∐
g : n→k1unionsqk2
(
k1⊗
i=1
O(zg−1(i), si)
)
⊗
 k2⊗
j=1
O(zg−1(j), tj)
 ∼=
∼=
∐
g : n→k1unionsqk2
O(zg−1(k1),p)g1 ⊗O(zg−1(k2),p)g2
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Lemma A.5. Let u : O→ P be a map of V-operads. The induced map of PROPs u : w!O→ w!P
is operadic.
Proof. We start by showing that for every p,q ∈ w!O diagram (A.0.5) exhibits Wpq as the left
Kan extension LanopWp,q. Since V is cocomplete as a V-category, for every z ∈ w!O the left
Kan extension LanopWp,q has z-component:
LanopWp,q(z) ∼=
∫ s,t∈w!O×w!O w!O(z, s⊗ t)⊗ w!P(u(s), p)⊗ w!P(u(t), q)
According to (A.0.8) and (A.0.9) w!O(z, s t)⊗ w!P(u(s),p)⊗ w!P(u(t),q) is isomorphic to
(A.0.10)
∐
g : n→k1unionsqk2
∐
a : k1→m1
b : k2→m2
O(zg−1(k1),p)g1 ⊗O(zg−1(k2),p)g2 ⊗ P(u(s), p)a ⊗ P(u(t), q)b
The V-natural transformation α in diagram (A.0.5) induces a canonical natural transformation
α˜ : Lan⊗opWp,q =⇒Wpq. It is sufficient to show that for every z in w!O the component map:
α˜z :
∫ s,t∈w!O×w!O w!O(z, s t)⊗ w!P(u(s), p)⊗ w!P(u(t), q) −→ w!P(u(z),p q).
is an isomorphism. By the universal property of coends, this is equivalent to show that the
induced map
(A.0.11) α˜∗z : V(Wpq(z), X)→ V-ExtNat (w!O(z,−−)⊗Wp,q(−−), X)
is a bijection for every X ∈ V; here V-ExtNat (w!O(z,−−)⊗Wp,q(−−), X) denotes the
set of extra natural V-transformations from w!O(z,−  −) ⊗Wp,q(−  −) : w!Oop × w!Oop ×
w!O × w!O→ V to X (see [28, §1.7]).
We are going to describe α˜∗z and its inverse β explicitly.
Consider a morphism h : Wpq→X; for every s, t ∈ w!O the component α∗z(h)s,t : w!O(z, s
t)⊗Wp,q(s, t)→ X of the extra-natural transformation α∗z(h) has the following description: for
every g : n→ k1 unionsq k2 and every a : k1→m1, b : k2→m2 the restriction to the (g, a, b)-component
of the coproduct (A.0.10) is:
(A.0.12) O(z, s t)g ⊗ P(u(s),p)a ⊗ P(u(t),q)b
composition after applying u

P(u(zg−1(k1)),p)a◦g1 ⊗ P(u(zg−1(k2)),p)b◦g2
tensor in w!P

P(u(z),p q)(aunionsqb)◦g
h

X.
For every extra-natural transformation γ ∈ V-ExtNat (w!O(z,−−)⊗Wp,q(−−), X) and
for every f : n→ m1 unionsqm2 the map β(γ) : Wpq(z)→ X is defined on the f -component of the
coproduct (A.0.7):
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(A.0.13) I⊗ P(z,p q)f
v⊗id

O(z, zf−1(m1) ⊗ zf−1(m2))ωf̂ ⊗ P(u(zf−1(m1)),p)f1 ⊗ P(u(zf−1(m2),q)f2
γ

X
where v is the tensor product of the unit morphisms of every component of
O(z, zf−1(m1)  zf−1(m2))ωf̂ ∼=
n⊗
i=1
O(zω−1
f̂
(i), zω−1
f̂
(i)).
It is easy to check that α∗zβ(h) = h for every h ∈ V(Wpq(z), X).
To check that for every βα∗z = id it is sufficient to observe that for every
γ ∈ V-ExtNat(w!O(z,−−)⊗Wp,q(−−), X),
every s, t ∈ w!O and every g : n→ k1 unionsq k2 and every a : k1→ m1, b : k2→ m2 the following
diagram commutes
O(zg−1(k1), s)g1 ⊗O(zg−1(k2), t)g2 ⊗ I⊗ P(s,p))a ⊗ P(s,q))b
O(zg−1(k1), s)g1 ⊗O(zg−1(k2), t)g2 ⊗O(z, zg−1(k1) ⊗ zg−1(k2))ωĝ ⊗ P(s,p))a ⊗ P(s,q))b
O(z, s t)g ⊗ P(s,p)a ⊗ P(s,q))b
O(z, zg−1(k1) ⊗ zg−1(k2))ω ̂(aunionsqb)g ⊗ P(zg−1(k1),p)ag1 ⊗ P(zg−1(k2),q)bg2
X
γzg−1(k1),zg−1(k2),ω ̂(aunionsqb)g,ag1,bg2
γs,t,g,ag,b
∼=
extra-naturality of γ
The composition of the inverse of the isomorphism on the top left with the descending chain of
arrows on the right is equal to α∗zβ(γ)s,t,g,ag,b; this shows that α
∗
zβ(γ) = γ.
To show that W[] is the left Kan extension Lan[]I notice that the map induced by λ (diagram
A.0.5)
λ˜z : Lan[]I(z) −→ W[](z)
is isomorphic to uz : w!O(z, [])→ w!P(z, []), which is an isomorphism for every z ∈ w!O. 
Corollary A.6. For every morphism of V-operads u : O→ P and every algebra A ∈ AlgO(M)
the P-algebra u!A : w!P→ V is the left Kan extension of A along w!(u); in particular:
u!A(c) ∼=
∫ s∈w!O P(u(s); c)⊗A(s1)⊗ · · · ⊗A(s|s|)
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for every colour c of P.
Proof. It is a direct application of Proposition A.2; in fact Lemma A.5 shows that u satisfies all
the required hypotheses. 
Corollary A.7. For every fully faithful morphism of V-operads u : O→ P the induced functor
u! : AlgO(M)→ AlgP(M) is fully faithful.
Proof. If u is fully-faithful, w!(u) is fully-faithful thus the unit of the adjunction (u!, u
∗) is a
natural isomorphism, i.e. u! is fully-faithful. 
Proposition A.8. A C-coloured V-PROPs is in the image of w! if and only if the unique
morphism of C-coloured PROPs i : sq(C)→ P is operadic.
Proof. Suppose that i is operadic; to show that P is in the image of w! it is sufficient to prove
that the counit ηP : w!w∗P→ P is an isomorphism.
According to Proposition A.4, the morphism i is operadic if and only if for every c,d ∈ sq(C),
with length n and m respectively, the c-component of the map induced by λd
(A.0.14)
∫ e1,...,en∈sq(C) sq(C)(c, e1  · · · em)⊗⊗mi=1 P(ei, di) −→ P(c,d)
is an isomorphism.
The left hand side is isomorphic to:
lim−→
(c→e)∈c↓
P(ei, di)
The comma category c ↓  (where  : sq(C)×n→ sq(C) denotes the m-fold tensor product) is
a simply connected groupoid and its set of connected components is isomorphic to pi0(c ↓ ) ∼=
Set(n,m). Under these identifications the morphism (A.0.14) becomes∐
f : n→m
P(cf−1(i), di) −→ P(c,d)
We leave to the reader to check that this map coincides with the (c,d)-component of the counit
of (w!, w
∗) at P (cf. formula (6.1.2)).
If P is in the image of w!, the morphism i is in the image of w!, thus i is operadic by lemma
A.5. 
A.0.1. Extensions of Set-Operads. In ordinary categories (i.e. in Set-categories) all weighted
colimits can be computed as ordinary colimits indexed by the category of elements of the con-
sidered weight; it follows that (point-wise) left Kan extension along a functor f are computed
object-wise as colimits indexed by the comma category of f over the considered object.
In particular, given a morphism of Set-operads u : O → P and a strong monoidal functor
A : w!O→M (i.e. an O-algebra in M), for every p ∈ cl(P):
(A.0.15) u!A(p) ∼= lim−→{u(o)→p}∈u↓p
A(o1)⊗ · · · ⊗A(o|o|)
It is thus useful to analyse the structure of the comma category w!u ↓ p to get information over
u!. Examples were presented in §6.2.
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A.1. Feynman Categories. Kaufmann and Ward defines in [27] another class of symmetric
monoidal categories that serve to model algebraic objects, namely the class of Feynman cate-
gories.
An instance of operadic functor (def. A.1) appears in the formulation of the hierarchy condi-
tion for Feynman categories (c.f. 1.1.2 in loc.cit.).
In this section we would like to compare the notion of coloured operad and Feynman categories,
showing that they are equivalent and that the former can be regarded as a strictification of the
latter. The equivalence between Feynman categories and coloured operad has also been proved
independently by Batanin, Kock and Weber and will appear in [4].
We begin by defining what we call a “pre-Feynman category”, that should be regarded as a
non-strict version of a PROP.
The results of this section should also indicate that the requirement that the symmetric
monoidal category underlying a PROP is strict monoidal is more a simplification than a restric-
tion.
A.1.1. Pre-Feynman Categories. Fix a bicomplete closed symmetric monoidal category (V,⊗, I).
For every category C we denote by Cor(C) its core, i.e. the maximal subgroupoid of C; for a
V-enriched category W, Cor(W) will stand for the core of its underlying (un-enriched) category.
Recall that for every category C, the symmetric monoidal category underlying the PROP k!(C)
can be characterised as the free symmetric monoidal category generated by C.
Definition A.9. A (small) pre-Feynman V-category is a triple (G,F , ι) where G is an (un-
enriched) groupoid, F is a (small) symmetric monoidal V-category and ι is a fully-faithful functor
ι : G → Cor(F) such that the induced strong monoidal V-functor ι˜ : k!G → F is essentially
surjective, that is every object x ∈ F is isomorphic to ιg1 ⊗ · · · ⊗ ιgn for some n ∈ N and some
g1, . . . , gn ∈ G.
A morphism of pre-Feynman V-categories f : (G,F , ι)→ (G′,F ′, ι′) is a triple (vf ,mf , αf )
where vf : G→ G′ is a morphism of groupoid, mf : F → F ′ is a strong monoidal V-functor and
αf : ι˜′k!(vf ) =⇒ mf ι˜ is an invertible monoidal V-natural transformation.
k!G
ι˜

k!(vf ) // k!G′
αf
x  ι˜′

F
mf
// F ′
Remark A.10. Note that α is completely determined by its behaviour on G, thus we could have
defined α as an invertible V-natural transformation from ι′vf to ιmf .
Composition of morphisms of pre-Feynman V-categories is defined in the evident way.
We will denote by V-preF the 2-category where 0-cells are pre-Feynman V-categories, 1-cells are
morphisms between them and 2-cells are described in the following way: given f, g : (G,F , ι)→
(G′,F ′, ι′) a 2-cell f ⇒ g is a couple (γ, η) where η : mf =⇒ mg is a monoidal V-natural trans-
formation and γ : ι′vf =⇒ ι′vg is an V-natural transformation such that (ηι)αf = αgγ (figure
11).
A 1-cell (vf ,mf ) is an equivalence in the 2-category V-preF if and only if mf is an equivalence
of V-categories.
Definition A.11. For a pre-Feynman V-category (G,F , ι) and a symmetric monoidal V-category
W the category of F-algebras in W is the category of strong symmetric monoidal functor from
F to W (and monoidal natural transformations between them) and it is denoted by AlgF (W).
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Figure 11. A 2-cell in preF.
Recall that a C-coloured V-PROP can be defined as a triple as (C,P, i) as in Remark 2.4.
There is a 2-functor:
(A.1.1)
T :V-Prop −→ V-preF
(C,P) 7−→ (Cor(P),P, i)
where Cor(P) = Cor(k∗P) is the core of k∗(P) and i is the canonical inclusion i : Cor(P)→ P.
T is defined on 1-cells and 2-cells in the evident way.
There is also a 2-functor going in the opposite direction:
(A.1.2)
S : V-preF −→ V-Prop
(G,F , ι) 7−→ (ob(G),EndV(G))
where EndV(G) is the endomorphism V-PROP for the collection G = {ι(g)}g∈ob(G) (§2.2.1).
Proposition A.12. The 2-functors T and S defines a biequivalence of 2-categories.
Proof. It is straight-forward to check that ST is isomorphic to the identity on V-Prop. Thus it
is sufficient to exhibit an equivalence of pre-Feynman categories κ : TS(F)→ F pseudo natural
in F = (G,F , ι) ∈ V-preF.
For every (G,F , ι) ∈ V-preF we have two morphisms of pre-Feynman categories, represented
by the left and the right square of the following diagram
G //

G

id
u}
id
'
Goo

TS(F) // EndV(F) Foo
where EndV(F) is the V-PROP associated to F (or equivalently the strictification of F , §2.2.1,
A.2). Both squares are equivalence of pre-Feynman V-categories and are pseudo natural in
F ; choosing an inverse for the right square (for every F) we get the desired pseudo natural
equivalence κ : TS =⇒ idV-preF. 
Remark A.13. Note that it also follows that for every symmetric monoidal V-category W and
every pre-Feynman category F there is an equivalence of categories AlgF (W) ∼= AlgS(F)(W)
and conversely, for every V-PROP P the categories of algebras AlgP(W) and AlgT (P)(W) are
equivalent.
A.1.2. Feynman Categories and Operads.
Definition A.14. ([27] def. 1.1) A (small) Feynman V-categories is a pre-Feynman category
(G,F , ι) such the functor ι˜ : k!G→ F is operadic.
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Remark A.15. Feynman categories are defined in [27] in the case in which V = Set; their
definition is formulated in a different way than the above one, but it is equivalent (at least for
small Feynman categories). In fact, in definition 1.1 of loc.cit. a Feynman category is defined to
be triple (G,F , ι) as above satisfying three condition: the isomorphism condition, the hierarchy
condition and the size condition.
The size condition requires that the comma category F ↓ ιg is essentially small for every
g ∈ G; Since we are only considering small Feynman categories the size condition is automatically
satisfied.
The fact that the hierarchy condition is equivalent to the operadicity of ι˜ under the isomor-
phism condition is clearly explained in §1.1.2 of loc.cit..
Thus it is enough to prove that, under the assumption that (G,F , ι) is a Pre-Feynman category,
the operadicity of ι˜ implies the isomorphism condition.
The isomorphism condition requires that ι˜ : k!G → Cor(F) is an equivalence of groupoids;
since (G,F , ι) is a pre-Feynman categories, it is sufficient to show that ι˜ is fully faithful on the
isomorphisms.
For every g,h ∈ sq(ob(G)) with length |g| = n and |h| = n, the requirement that ι˜ is operadic
implies that the canonical map
(A.1.3)
∫ s1,...,sm∈k!G k!G(g, s1 · · · sn)⊗F(ι˜(s1), ιh1)⊗· · ·⊗F(ι˜(sm), ιhm) −→ F(ι˜(g), ι˜(h))
is an isomorphism. Since g ↓ m is a simply connected groupoid with set of connected compo-
nents isomorphic to Set(n,m), (A.1.3) becomes∐
f : n→m
F(ι˜(gf−1(1)), ιh1)⊗ · · · ⊗ F(ι˜(gf−1(m)), ιhm) −→ F(ι˜(g), ι˜(h))
In the case V = Set, this implies that the set of isomorphism in F(ι˜(g), ι˜(h)) is non-empty only
if n = m and in that case it canonically isomorphic to∐
f∈Σn
Cor(F)(ι(gf−1(1)), ι(h1))⊗ · · · ⊗ Cor(F)(ι(gf−1(m)), ι(hm));
in view of the fact that ι is fully faithful on isomorphism this implies that ι˜ : k!G → Cor(F) is
fully faithful; thus the isomorphism condition is satisfied.
The 2-category of Feynman V-category V-Feyn is defined to be the full 2-subcategory of V-preF
spanned by all Feynman V-categories. We will denote by z : V-Feyn→ V-preF the canonical 2-
inclusion.
Proposition A.16. The biequivalence of Proposition A.12 restricts to a biequivalence between
V-Oper and V-Feyn.
Proof. We begin by proving that for every V- operad O the pre-Feynman V-category T (O) is in
the essential image of z; in fact, the morphism k!Cor(O)→ w!O is operadic by Lemma A.5.
We only need to prove that for every Feynman V-category (F ,G, ι), S(F) is in the essential
image of w; first notice that (k!G,G, ηG) also a Feynman V-category (here η is the counit of the
adjunction (k!, k
∗)); since ι˜ : k!G→ G is operadic the induced morphism S(ι˜) : k!G ∼= S(k!G)→ F
is also operadic; the morphism S(ι˜) is a morphism of ob(G)-coloured V-PROPs; the unique
morphism ob(G)-coloured V-PROPs sq(ob(G))→ k!G is operadic, thus the composition
sq(ob(G)) −→ k!G S(ι˜)−→ S(F)
is also operadic; it follows that S(F) is in the essential image of w! by Proposition A.8. 
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To summarise, we have a commutative diagram of 2-functors
V-Oper T //
w!

V-Feyn
S
oo
z

V-Prop T // V-preF
S
oo
where the horizontal arrows are biequivalences. This shows that every small Feynman category
can be “strictified” into a small coloured operad with an equivalent category of algebras.
A.2. Strictification. Every monoidal V-category (W,⊗, IW) is equivalent to a strict monoidal
V-category. Following Joyal and Street ([26]), we recall how this strictification can be constructed;
we are going to define a slightly more general construction that associate to each collection of
objects W a strict monoidal V-category; we will recover a strictification of W as a special case.
Let C be a (possibly large) set and let X = {Xc}c∈C be a collection of objects in W indexed
by C. for every c ∈ sq(C) define the object 〈c〉 ∈ W by induction on the length of c by
the requirement that 〈[]〉 = IW , 〈(c)〉 = Xc and 〈c ∗ (Xc)〉 = 〈c〉 ⊗ Xc for every w ∈ W and
w ∈ str(W). We define a strict monoidal V-category EndV(X); the set of objects of EndV(X) is
sq(C) and for every for every c,d ∈ sq(C) we set str(W )(c,d) =W(〈c〉, 〈d〉) and c⊗ d = s ∗ t.
On the morphisms the tensor product is defined to be:
W(〈a〉, 〈c〉)⊗W(〈b〉, 〈d〉) ⊗ // W(〈a〉 ⊗ 〈b〉, 〈c〉 ⊗ 〈s〉) ∼= // W(〈a ∗ b〉, 〈c ∗ d〉)
where the last isomorphism is defined by composition with the unique isomorphisms 〈a ∗ b〉 →
〈a〉 ⊗ 〈b〉, 〈c〉 ⊗ 〈d〉 → 〈c ∗ d〉 obtained from the associator. Composition and identities in
EndV(X) are defined from the ones in W in the obvious way. With this tensor product EndV(X)
is clearly strict monoidal.
There is a strong monoidal fully faithful V-functor RX : EndV(X)→W sending each c ∈ sq(C)
to 〈c〉.
Furthermore, if every objects in W is isomorphic to a tensor product of elements of X then
RX is essentially surjective and thus an equivalence of monoidal V-categories.
In particular if we take C = ob(W) and W = {w}w∈W then EndV(W) is a strict monoidal
V-category equivalent to W via RW; this particular strict monoidal V-category will be denoted
by EndV(W).
Note that ifW is symmetric (as a monoidal V-category) then EndV(X) has a natural symmetric
structure that makes the functor RX into a symmetric monoidal functor. In particular EndV(W)
is a symmetric strict monoidal category (but not strict symmetric) equivalent to W.
Appendix B. Graphs
In this appendix we review the different notions of graph that are used in this work. Graphs
are defined in many different ways trough-out the literature (see for example [25],[3],[27]). For
the present work, we need to work with directed graphs which are open; informally this means
that we do not require that the extremes of each edge end into a node. We chose to work with
the definition of (directed) graph given by Kock in [29]; other choices would have been possible
and the reader is free to adapt our definitions to the definition of graph that he prefers.
In part B.9 we recall the operation of graph insertion, that was essential for defining the
operad for PROPs.
THE DWYER-KAN MODEL STRUCTURE FOR ENRICHED COLOURED PROPS 51
B.1. Directed graphs. A graph will be for use the following amount of data:
Definition B.1. ([29]) A (directed) graph G = (A,N, I,O, s, t, p, q) is a diagram in Fin of the
form
(B.1.1) A I
soo p // N O
qoo t // A
such that s and t are injective maps. The set A is called the set of edges, while N is the set
of nodes (or nodes). The intersection I ∩ O form the set of inner edges of G. A morphism of
graphs from G = (A,N, I,O, s, t, p, q) to G′ = (A′, N ′, I ′, O′, s′, t′, p′, q′) is just a collection of
maps (a, n, i, o) that make the following diagram commute
(B.1.2) A
a

I
soo
i

p // N
n

O
qoo
o

t // A
a

A′ Is
′
oo p
′
// N ′ O
q′oo t
′
// A′.
A morphism of graphs is called etale if the two central squares in (B.1.2) are pullbacks.
The category of graphs and morphisms between them will be denoted by Gr.
Remark B.2. It is clear from the definition that Gr is a full subcategory of the category SetG
where G is the small category indexing the diagram of shape (B.1.1). The category Gr has finite
coproducts, which are preserved by these inclusions.
B.2. Residue and ports.
Definition B.3. For every n,m ∈ N let Cnm be the graph defined by the diagram:
n+m noo // 1 moo // n+m .
A corolla is a graph G isomorphic to Cnm for (n,m) ∈ N× N; if such an isomorphism exists, the
couple (n,m) is uniquely determined and is called the valence of G.
Definition B.4. The residue of a graph G = (A,N, I,O, s, t, p, q) is the corolla
A\(I ∩O) A\Ooo // ∗ A\Ioo // A\(I ∩O)
and will be denoted res(G). The valence of G is the valence of res(G). The sets A\(O ∩ I), A\O
and A\I will be called the set of ports of G, the set of inports of G and the set of exports of G,
we will denote them by port(G),in(G) and out(G) respectively.
For every node x ∈ NG the residue of x is the corolla:
p−1(x)
∐
q−1(x) p−1(x)oo // {x} q−1(x)oo // p−1(x)∐ q−1(x)
The valence of x is the valence of res(x).
We also define the set of ports of x, the set of inports of x and and the set of exports of x as
port(x) = port(res(x)), in(x) = in(res(x)), out(x) = out(res(x)) respectively.
B.3. Paths.
Definition B.5. Let n be a positive integer. An open linear graph of length n is a graph of the
form
n+ 1 I
soo p // n O
qoo t // n+ 1
such that
- for |p−1(v) unionsq q−1(v)| = 2 for every v ∈ n;
- I ∪ 0 = n+ 1;
- |I ∩O| = n+ 1\1, n+ 1.
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An open linear graph of length n is monotone if |p−1(v)| = |q−1(v)| = 1 for every v ∈ n and
the edge 1 is the only inport. An open linear graph of length 0 is by definition a graph with no
nodes and 1 as set of edges. The monotone open linear graph of length n is the open linear graph
Ln represented by
n+ 1 n
+0oo id // n n
idoo +1 // n+ 1 .
Definition B.6. Let n be a positive integer. A dead-ends linear graph of length n is a graph of
the form
n n
idoo p // n+ 1 n
qoo id // n
such that ≤ |p−1(v) unionsq |q−1(v)|| = 2 for every v ∈ n+ 1\{1, n + 1} and |p−1(1) unionsq q−1(1)| =
|p−1(n) unionsq q−1(n)| = 1.
An open linear graph of length n is monotone if |p−1(v)| and |q−1(v)| are smaller than 2 for
every v ∈ n and the node 1 has one export.
A dead-end linear graph of length 0 is by definition a graph with set of nodes 1 and no edges.
The monotone dead-ends linear graph of length n is the graph Pn represented by
n n
idoo +1 // n+ 1 n
+0oo id // n
Definition B.7. Let n be a positive integer. A semi-open linear graph of length n is a graph of
the form
n I
soo p // n O
qoo r // n
such that
- for |p−1(v) unionsq q−1(v)| = 2 for every v ∈ n\{1};
- |p−1(1) unionsq q−1(1)| = 1;
- I ∩O = n\{1}.
A semi-open linear graph starts at a node if q−1(1) = 1, otherwise it ends at a node.
The monotone semi-open linear graph of length n starting at a node is the graph:
n n− 1+0oo +1 // n nidoo id // n
The monotone semi-open linear graph of length n starting at an edge is the graph:
n n
idoo id // n n− 1+1oo +0 // n
Definition B.8. Given a graph G an open (dead-ends, semi-open) path of length n in G is a
morphism from an open (dead-ends, semi-open) linear graph to G which is injective on nodes
and edges. A monotone open (dead-ends) path of length n in G is an open (dead-ends) path
with source Ln (resp. Pn).
For an open path p of length n we will denote by st(p) and end(p) the edges pA(1) and pA(n+1)
respectively; for a dead-ends path p of length n we will denote by st(p) and end(p) the nodes
pN (1) and pN (n+ 1); for a semi-open path of length n starting at a node (starting at an edge)
we will denote by st(p) (resp. end(p)) the node pN (1) and by end(p) (resp. st(p)) the edge pA(1).
Definition B.9. Let G be a graph G; two edges x, y ∈ AG are connected by an open path p if
st(p) = x and end(p) = y.
Two nodes v, u ∈ NG are connected by a dead-ends path p if st(p) = u and end(p) = v.
A node v and an edge x in G are connected by a semi-open path p starting at a node (ending
at a node) if st(p) = v and end(p) = x (st(p) = x and end(p) = v).
Definition B.10. A graph G is connected if it can not be decomposed as a coproduct of smaller
graph.
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The following proposition is routine to check.
Proposition B.11. A graph G is connected if and only if the following two holds:
- every two edges x, y in G are connected by an open path;
- every two nodes v, u ∈ NG are connected by a dead-ends path.
Every graph G can be decomposed as the disjoint union of connected smaller graphs in a essen-
tially unique way; the components of this sum are called the connected components of G.
There are different ways of defining rooted trees, the following is the one that we chose.
Definition B.12. A connected graph G is a (rooted) tree if it has exactly one export r and
every edge x in G is connected to r by exactly one monotone open path.
Definition B.13. For every v, u ∈ NG we will denote by cie(u, v) (common inner edges) the
set of monotone dead-ends paths p of length 1 such that pN (1) = u and pN (2) = v; that is all
the inner edges that start at u and end at v.
Definition B.14. For every n ∈ N we will denote by Wn the graph represented by
n n
idoo id // n n
idoo id // n
Definition B.15. A graph G is acyclic if the set of morphisms Gr(Wn, G) is empty for every
n > 0.
We will only be interested in acyclic graphs. They can be pictured as in Figure 12: the circles
are the nodes and the segments are the edges; the ports of a node correspond to the edges that
has that node as an extreme: the inports are the ones above the node while the exports are
pictured below the node.
Of course, similar pictures can be drawn for graphs which are not acyclic but then a direction
on the edges (which in Figure 12 is implicitly from the top to the bottom) should be specified
to distinguish inports and exports.
We would also like to emphasise that, despite the pictures we are drawing, our graphs are not
planar.
Figure 12. A graphical representation of a graph
B.4. Total orders and unshuffles. In the upcoming sections we are going to decorate graphs
and their nodes with total orders on their ports; we use this section to fix the notation for
permutations, partitions and total orders on finite sets.
A total order on a finite set C of cardinality n will be for us a bijection α : n→ C. Given
two total orders α, β on a finite set C, the twist between α and β is the permutation tw(α, β) =
β−1α ∼= Σn.
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Figure 13. A function f : 6→ 3 (on the left) and its unshuffling ωf (on the right).
Clearly a total order on a set X restricts to a total order on each subset of X in a unique way;
the following definition just express this concept coherently with our definition of total order.
Definition B.16. Let α be a total order on a finite set C of cardinality n and D be a subset of
C of cardinality m; let rα : m→ n be the unique order preserving function with image α−1(D).
Then the restriction of α to D is the total order α|D = αrα.
Definition B.17. Let C and D be two finite sets, α : n→ C and β : m→ D be two total order,
and let d be an element of D. The insertion of α over β in d is the total order β◦dα : n+m− 1→
C unionsq (D\{d}) such that
β ◦i α(j) =

β(j) if j ≤ β−1(d)
α(i) if β−1(d) ≤ j < β−1(d) + n
β(j − n+ 1) if β−1(d) + n ≤ j
Let α : n→m be a function of sets; consider the set m×n endowed with the lexicographic order:
(a, b) ≤ (c, d) if and only if a < c or a = c and b ≤ d (where < is the usual order on the natural
numbers). Consider the function (α, id) : n → m × n. There exists a unique injective order
preserving function tα : n→ m × n. We define the unshuffling of α as the unique permutation
ωα : n→ n that makes the following diagram commute
n
(α,id)//
ωα
""
m× n
n.
tα
OO
Partitions and permutations by blocks. Let n ∈ N an ordered m-partition of n is a sequence of m
natural numbers (k1, . . . , km) ∈ Nm such that
∑m
i=1 ki = n; Every function α : n→m determines
an ordered m-partition of n, namely (|α−1(1)|, . . . , |α−1(m)|), called the partition associated to α
and denoted by pα; this assignment restricts to a bijection between the set of ordered maps from
n to m and the set of ordered m-partitions of n, therefore we will abusively make no distinctions
between these two sets.
Every m-partition p of n, if we think to Σ|p−1(i)| as the automorphism group of the set p−1(1),
determines a subgroup ip :
∏m
i=1 Σ|p−1(i)| ↪→ Σn that we will denote by Σp and call the subgroup
of p-permutations; when the partition p we are considering is evident from the context, given
τi ∈ Σ|p−1(i)| for every i ∈ m we will denote the image of (τ1, . . . , τm) by [τ1 . . . τm].
For every m-partition p of n let let Σp\Σn be the right coset of Σp (i.e. the set of orbits of
Σn with respect to the left action of Σp).
Every function α : n→ m can be decompose as pf pre-composed with a bijection σ, uniquely
determined up to p-permutations; σ can always be chosen to be the unshuffling of f , i.e. f =
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pfωf . In other words, the function
(B.4.1)
d :Set(n,m) −→ ∐
(k1,...,km)∈Nm
(Σk1 × · · · × Σkm\Σn)
f 7−→ [ωf ]pf
is an isomorphism.
Given p an ordered m-partition of n and a permutation σ ∈ Σm we will denote by b(σ) ∈ Σn
the unshuffling ωσp; informally b(σ) is the permutation of n which changes the order of the fibers
of p according to σ, leaving the order of the elements inside of each fiber unchanged.
B.5. Orders on the ports.
Definition B.18. Given a graph G and a node v ∈ NG a port-order on v is an etale morphism
λ : Cnm→ G such that f(1) = v (here 1 stands for the unique node of Cnm) for some n,m ∈ N.
Note that such a λ exists if and only if Cnm is isomorphic to res(v) therefore n,m are uniquely
determined by v. In fact, giving a port-order on v is the same as giving a total order on the
inports and a total order on the exports of res(v).
Definition B.19. A covering order for a graph G is a collection {λv}v∈NG such that λv is a
port-order on v.
A port-order on a graph G is a port-order on the unique node of res(G).
A node order on G is a bijection σ : n→ NG, where n = |NG|.
B.6. Completely Ordered Coloured Graphs.
Definition B.20. For every C ∈ Set a C-labelling for a graph G is a function of sets l : AG→ C.
A C-coloured graph (or C-graph for short) is a couple (G, l) where G is a graph and l is a
C-labelling for G.
Given two C-coloured graphs (G, l) and (G′, l′), a morphism of C-graphs is a morphism of
graphs f : G→ G′ preserving the C-labelling, i.e. l′f = l.
A C-labelling on res(G) induces a C-labelling on res(G).
Given a function f : C→ D and a C-graph G = (G, l) we will denote by f(G) the D-graph
(G, fl).
Definition B.21. An ordered C-graph is a triple (G, λ¯, τ) where G is a C-graph, λ¯ is a covering
order for G and τ is a port-order on G. Given an ordered C-graph G, its covering order and port
order will be denoted by λ¯G and τG respectively.
A C-corolla is an ordered C-graph whose underlying graph is a corolla.
An isomorphism of ordered C-graphs from G to H is an isomorphism of C-graphs f : G→ H
respecting the given orders, that is λHf (v)f = λ
G
v for every v ∈ NG and τHf = τG.
A completely ordered C-graph (a c.o. C-graph, for short) is a couple (G, σ) where G is an
ordered C-graph and σ is a node order on G. Given a c.o. C-graph G, its node order will be
denoted by σG.
An isomorphism of completely ordered C-graphs from G to H is an isomorphism of ordered
C-graphs such that σHf = σG.
Completely ordered C-graphs can be pictured as in Figure 14. The labels on the edges are
elements of C. The numbers in the nodes determines the node order. the circles are the nodes
and the segments are the edges; the inports and exports of the graph are ordered from the left
to the right; the same holds for inports and exports of the nodes.
Definition B.22. Given a permutation γ ∈ Σn and a completely ordered C-graph G = (G, σ)
with n nodes, we will denote by γ∗G the completely ordered C-graph (G, σγ).
The only difference between G and γ∗G is in the node order (permuted by γ).
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Figure 14. A graphical representation of a c.o. acyclic C-graph
B.7. Twists. Suppose a c.o. C-corolla (D, λ¯D, τD, σD) is given. Since D has only one node
∗ there is no choice for σ while the collection λ¯D contains a unique element λ∗, that can be
regarded as a port-order on D.
Consider now a c.o. C-graph G (even though the C-labelling will not be relevant for this
discussion) and two nodes u, v ∈ NG. Let l be the cardinality of the set of common inner edges
cie(u, v) (def. B.13); the total ordering λ¯G induces two different orders on cie(u, v); the first is
obtained by restriction from λGu considering cie(u, v) as a subset of the inports of u, let us denote
it by γu : l→ cie(u, v); the second is obtained in the same way from λGu considering cie(u, v) as
a subset of the exports of v, denote it by γv : l→ cie(u, v).
Definition B.23. Given a c.o. graph G and two nodes u, v ∈ NG the twist between u and v,
denoted by tw(u, v) is the twist (§B.4) tw(γu, γv) ∈ Σl (where l = |cie(u, v)|).
In the same way we can express the difference between the port order and the covering order.
Definition B.24. Given a c.o. graph G and a node v the set l(v) = in(G) ∩ in(v) comes with
two total order: ι induced from the port order σG and ι
′ induced from λGv ; the input-twist of G in
v is tw(v,G)in = tw(ι
′, ι). Similarly, there are two induced order on r(v) = out(G) ∩ out(v): ω
induced from σG and ω
′ induced form λGv ; the output-twist of G in v is tw(v,G)out = tw(ω
′, ω).
Definition B.25. Given a c.o. C-corolla (D, λ¯D, τD, σD) of valence (n,m), the twist of D is
(tw(∗, D)in, tw(∗, D)out) ∈ Σn × Σm, where ∗ is the unique node of D.
Remark B.26. Note that given a C-labelled corolla D of valence (n,m), a covering order λ¯D
and an element α ∈ Σn × Σm there is a unique c.o. C-corolla structure (D, λ¯D, τD, σD) with
twist α (up to unique isomorphisms of completely ordered graphs).
Definition B.27. A c.o. C-graph is untwisted if tw(u, v), tw(v,G)in and tw(v,G)out are equal
to the identity for every v, u ∈ NG.
B.8. Automorphisms of ordered graphs. Completely ordered C-graphs have always trivial
automorphism group. This is not true in general for ordered C-graphs, for example the ordered
graphs in Figure 3 and 4 at page 26 have non-trivial automorphisms. However non-trivial au-
tomorphisms can only occur if the graph has components with no inports and exports, as the
following proposition shows.
Proposition B.28. Let G be an ordered C-graph such that every node of G is connected (via a
semi-open path) to an inport or an export, then the automorphisms group of G is trivial.
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Proof. It is easy to show that under our hypothesis every edge e ∈ AG is connected to an inport
or an export. For every v ∈ NG let d(v) be the minimal length of a semi-open path connecting v
to an inport or an export. Similarly, for every e ∈ AG let δ(e) be the minimal length of an open
path connecting e to an inport or an export.
Let f be an automorphism of G. If δ(e) = 0 then e is a port and since f preserves the
port-order f(e) = e.
We are going to prove by induction on n ∈ N that for every v ∈ NG ( e ∈ AG) if d(v) = n
(resp. δ(e) = n) then f(v) = v (resp. f(e) = e).
We have already checked the case n = 0. Suppose that n > 0 and that the statement holds
for every m < n. Let v ∈ AG be such that d(v) = n and let p be a semi-open path of minimal
length from v to a port r, then v has a port c (in the image of p) such that δc < n; by inductive
hypothesis f(e) = e, thus f(v) = v. Let e ∈ AG be such that δ(e) = n and let p be an open
path of minimal length from v to a port r, then e is a port of a node u (in the image of p)
such that d(u) ≤ n; by inductive hypothesis f(u) = u and since f preserves the covering orders
f(e) = e. 
B.9. Graph Insertion. In this section we are going to recall the graph insertion operation;
intuitively this should encode a way of plug a C-graph into a node (of another C-graph) with
the same valence.
Suppose two graphs H and G, a node v ∈ NG and an isomorphism φ : res(v)→ res(H) are
given (note that φ exists if and only if H and v have the same valence). Via φ we can define the
following sets:
A′ = AH unionsq
Ares(v)
AG, I
′ = IH unionsq
Ires(v)
IG, O
′ = OH unionsq
Ores(v)
OG.
The insertion of H in v is the graph defined by the diagram:
A′ I ′
sHunionsqsGoo pHunionsqpG// NH unionsq (NG\{v}) O′qHunionsqqGoo tHunionsqtG // A′
and denoted by G ◦φ H.
Note that
- for every u ∈ NG\{v} ( u ∈ NH) the residue of u as a node of G (resp. of H) is
canonically isomorphic to the residue of u as a node of G ◦φ H.
- the residue of G ◦φ H is canonically isomorphic to the residue of G.
The set of C-valences (§2.1) is isomorphic to V˜al(C), the set of triple (n,m, l) where n,m ∈ N,
and l is a C-labelling for the corolla Cnm; a bijection is explicitly given by
φ : V˜al(C) −→ Val(C)
v = (n,m, l) 7−→ (vin,vout)
where vin = (l(1), . . . , l(n)) and vout = (l(n + 1), . . . , l(n + m)). From now on we will make no
distinction between Val(C) and V˜al(C).
v = (n,m, l) = (l(1), . . . , l(n); l(n+ 1), . . . , l(m)) = (vin; vout)
Figure 15. Representation of a C-labelling of Cnm as a C-valence.
Given a completely ordered C-graph G, each node v ∈ NG comes with an associated C-valence
val(v) = (n,m, lv) where (n,m) is the valence of v and lv is the composition lGλ
G
v ; this C-valence
will be called the C-valence of v.
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In the same way, the residue res(G) come also with a C-valence associated: if (n,m) is the
valence of G then the C-valence (n,m, lGτG) is called the C-valence of G and denoted by val(G).
Definition B.29. For every c.o. C-graph G there exist unique n ∈ N and s0, s1, . . . , sn ∈ Val(C)
such that
- |NG| = n;
- val(σG(i)) = si for every i ∈ 1, . . . , n;
- val(G) = s0.
The Val(C)-signature (s1, . . . , sn; s0) is called the arity of G.
Definition B.30. For every C-valence c let Cc be the unique (up to isomorphisms) untwisted
C-corolla with valence c.
Suppose now that H and G are c.o. C-graphs, v is a node of G and that v and H has the same
C-valence (n,m, l). This automatically induce and isomorphism φ : res(v)→ res(H)
res(v)
λGv // Cnm
τH // res(H)
We will denote by G ◦v H the insertion G ◦φ H.
Note that, since the C-valences of v and H are assumed to be the same, the C-labellings of G
and H induce a labelling on G ◦φH. The port-order τG induces a port order on G ◦v H and the
given covering orders for G and H induce a covering order for G ◦vH. Let a, b be the number of
nodes of G and H respectively. The only thing missing to endow G◦vH with a completely ordered
C-graph structure is a node order, i.e. an isomorphism σG◦vH : a+ b− 1→ NH unionsq NG\{v}; let
k = σ−1G (v), then σG◦vH is defined in the following way
σG◦vH(i) =

σG(i) i < k
σH(i− k + 1) k ≤ i < k + b
σG(i− b) i ≥ k + b.
This complete the definition of the structure of completely ordered C-graph that G◦vH inherits
from G and H; it will always be considered with this structure.
It is easy to check that the insertion of an untwisted corolla do not change the graph, that is
G ∼= G ◦v Cval(v)
for every v ∈ NG.
The proof of the following proposition is routine.
Proposition B.31. Suppose that G is a c.o. C-graph, v is a node in G and H1 is a c.o. graph
with the same C-valence as v:
- if G and H1 are acyclic then G ◦v H1 is acyclic;
- if u is a node of G different from v and H2 is a c.o. graph with the same C-valence as
v then (G ◦v H1) ◦u H2 ∼= (G ◦u H2) ◦v H1;
- if k is a node of H1 and H2 is a graph with the same C-valence as k then (G◦vH1)◦kH2 ∼=
(G ◦v (H2 ◦k H1).
- if H1 ∼= res(v) then G ◦v H1 ∼= G;
- let us endow res(H1) with the unique c.o. structure with trivial twist, then res(H1)◦∗H1 =
H1.
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B.9.1. Multiple insertion. Let (G, σG) be a c.o. C-graph with |NG| = m; for every µ ∈ Σm we
define µ∗(G) to be the c.o. graph (G, σGµ), that is the same ordered C-graph with the node
order permuted by µ.
Suppose that a sequence of c.o. C-graph {Ki}mi=1 is given such that res(Ki) = res(σG(i))
and |NKi | = ki for every i ∈ m, such a sequence is called insertable over G; define the C-graph
G ◦ (K1, . . . ,Km) to be the iterated insertion:
(. . . (((G ◦σG(1) K1) ◦σG(2) K2) . . . ) ◦σG(m) Km)
(note that the order in which we insert the Ki’s does not matter, in the light of Proposition
B.31).
The number of nodes of G ◦ (K1, . . . ,Km) is n =
∑m
i=1 ki.
Definition B.32. Given a sequence of c.o. graphs {Ki}mi=1 a function α : n→m is a permutation
for the insertion of {Ki}mi=1 if |NKi | = |α−1(i)| for every i ∈ m.
In other words, every sequence of graphs (K1, . . . ,Km) determines an ordered m-partition
(|NK1 |, . . . , |NKm |) and a permutation for (K1, . . . ,Km) is a function with the same associated
partition (§B.4).
Given a sequence {Ki}mi=1 insertable over G and a permutation α for the insertion of {Ki}mi=1,
we define the c.o. C-graph G ◦α (K1, . . . ,Km) to be
ω∗α(G ◦ (K1, . . . ,Km))
where ωα is the unshuffling of α (§B.4).
An insertion can also be regarded as a particular case of multiple insertion, in fact given two
c.o. C-graph G and K such that val(K) = val(σG(m)) for some m ∈ |NG|
G ◦σG(m) K ∼= G ◦ (CσG(1), . . . , CσG(m−1),K,CσG(m+1), . . . , CσG(|NG|));
If α is a permutation for the insertion of (CσG(1), . . . , CσG(m−1),K,CσG(m+1), . . . , CσG(|NG|)) over
G we will simply write G ◦σG(m),α K for
G ◦α (CσG(1), . . . , CσG(m−1),K,CσG(m+1), . . . , CσG(|NG|)).
B.10. Decomposition of Acyclic Graphs. A completely ordered acyclic C-graph will often
be called simply a coa graph.
We first notice that, given an acyclic graph G and two distinct nodes x, y ∈ NG, there are
three possible scenarios:
- there are no dead-ends monotone paths between x and y; in this case we will say that x
and y are disconnected ;
- all monotone dead-ends paths p between x and y are such that pN (1) = x (that is the
path “starts” at x); in this case we say that x dominates y;
- y dominates x.
We are now going to show that every coa graph can be written as iterated insertions of certain
simple coa graphs (called composition graph) over a corolla.
Definition B.33. A composition graph is a coa graph G with exactly two nodes.
A horizontal composition graph (or merging graph or hc graph for short) is a composition
graph such that the its two nodes have no common inner edges.
A composition graph which is not a horizontal composition graph is called a vertical compo-
sition graph (or vc graph for short).
Let G be a coa C-graph an let x, y ∈ NG be two vertices with no dead-ends path of length
greater than one between them such that x dominates y. Suppose that σ−1G (x) < σ
−1
G (y). Define
in(x, y) = in(y) ∩ cie(x, y) and out(x, y) = out(x) ∩ cie(x, y).
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Figure 17. A vertical composition graph
Let HGxy be the c.o. C-graph, whose underlying graph is
AG\cie(x, y) I\in(y)soo
p // NG/{x ∼ y} O\in(x)qoo
t // A
and whose C-labelling, port order are obtained by restriction from the ones of G; the covering
order is also induced by restriction from G, except on the node [x]; let i and j the minimal
elements in in(x, y) and out(x, y) respectively, (with respect to the covering order λG); on the
node [x] the order on in([x]) = (in(y)\in(x, y)) ∪ in(x) (resp. out([x]) = (out(x)\out(x, y)) ∪
out(y) is the restriction of the insertion (def.B.17) of the order on in(x) over the order in(y) in
i (resp. of the order on out(y) over the order out(x) in j).
The node order σH is determined by the requirements that
∀u, v ∈ NH\[x] σ−1H (u) ≤ σ−1H (v) ⇔ σ−1G (u) ≤ σ−1G (v)
and
∀u ∈ NH\[x] σ−1H (u) < σ−1H ([x]).
Informally HGxy is obtained by G by shrinking x, y and their common inner edges in one node.
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Let KGxy be the composition graph
in(x) unionsq in(y)
s
tt p ''
out(x) unionsq out(y)
qvv
t
**
port(x) unionsq port(y) {x, y} port(x) unionsq port(y)
with C-colouring, covering order and node order induced from the ones of G; the residue of KGxy
has the same ports of the node [x] of HGxy and we set the port order on K
G
xy equal to the port
order of [x] in HGxy.
Note that KGxy is a horizontal composition if and only if x and y are disconnected.
Let αxy : n→ n− 1 be the composition σGpiσ−1H , where pi : NG→ NH = NG/{x ∼ y} is the
quotient map.
The following proposition asserts that if we insert KGxy over H
G
xy at [x] we get G again.
Proposition B.34. Let G be a coa C-graph an let x, y ∈ NG be two nodes with no monotone
death-paths of length greater than one between them. Then HGxy is a coa C-graph and
G ∼= HGxy ◦[x],αxy KGxy.
Proof. The proof of the last formula is routine, thus we just prove that H is acyclic.
Suppose there is a loop l : Wn→H; if [x] is not in the image of l then l would define a loop in
G which is in contradiction with the fact that G is acyclic; therefore [x] is in the image of l; on
the other hand this would implies the existence of a monotone dead-ends path of length at least
2 in G between x and y and this is in contradiction with our hypothesis. This implies that H is
acyclic. 
Proposition B.35. Given a coa C-graph G one of the followings always occurs:
i. G has no dead-ends paths of length greater than 0;
ii. there exist two distinct nodes x, y ∈ NG such that cie(x, y) is non-empty and there are no
monotone dead-ends path between them of length greater than 1.
Proof. Suppose that i. do not hold. Then there are two nodes x, y ∈ NG such that there exist
a monotone death-path from x to y. Let p be a monotone dead-ends path of maximal length
n between x and y, it is not restrictive to suppose that pN (1) = x; if n = 1 then ii. holds.
Otherwise take y′ to be pv(2), then x and y′ are connected and there is no monotone dead-end
path from x to y′ of length greater than 1, otherwise there would be a monotone dead-end path
from x to y of length bigger than n; therefore x and y′ satisfy condition ii. 
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