We present a maximum likelihood method for the modelling of aggregated Markov processes. The method utilizes the joint probability density of the observed dwell time sequence as likelihood. A forward-backward recursive procedure is developed for efficient computation of the likelihood function and its derivatives with respect to the model parameters. Based on the calculated forward and backward vectors, analytical formulae for the derivatives of the likelihood function are derived. The method exploits the variable metric optimizer for search of the likelihood space. It converges rapidly and is numerically stable. Numerical examples are given to show the effectiveness of the method.
INTRODUCTION
We consider a finite state, continuous time Markov process. The complete process is not observable, rather the state space is partitioned into classes, and it is only possible to observe which class the process is in. Such Markov processes have been termed aggregated Markov processes, and have found considerable application in the modelling and analysis of single ion channel currents that occur in certain neurophysiological investigations (see, for example, Colquhoun & Hawkes 1995) .
The theoretical properties of aggregated Markov processes have been extensively studied in the literature, both to determine what properties of the underlying Markov process can be deduced from the observable aggregated process and also to aid the validation of proposed ion channel gating mechanisms (see, for example, Colquhoun & Hawkes 1982 ; Fredkin & Rice 1986 ; Ball & Sansom 1988 ). Here we focus on the computational aspect. Our objective is to estimate the model parameters of the underlying Markov process from the observable aggregated process.
The prime difficulty in modelling aggregated Markov processes is the ambiguity arising from the aggregation of the underlying state space into observation classes. It has been shown that this ambiguity is even more serious than that caused by the observation noise (Fredkin & Rice 1992) . In this work we will deal with the ambiguity from state aggregation, assuming no observation noise. We will also ignore the effects of missed events due to the finite detector bandwidth.
When each state can be observed distinctly, the aggregated Markov process reduces to a traditional Markov process. For the latter, it is well known that the distribution of the dwell times in a given state follows a single exponential. This property can be extended to aggregated Markov processes. In general, the probability density for the lifetime of an aggregated Markov process in a given class is a multi-exponential, with as many components as states in that class. Consequently, some aspects of the underlying Markov process can be inferred by constructing the lifetime histograms of the observed dwell times and then fitting these histograms with sums of exponentials. This has been the traditional histogram fitting technique for single-channel data analysis (Colquhoun & Sigworth 1995) . It is conceptually simple and has been used extensively. However, it has several disadvantages. For example, it requires a relatively large amount of data, otherwise the histogram may be inaccurate to approximate the lifetime distribution. More importantly, it does not include the cross-correlation information between adjacent dwell times. As a consequence, conversion of the histogram-fitting results to the underlying model parameters may be impossible due to incomplete information.
More recently, the maximum likelihood approach has gained increasing popularity because of its associated optimality. Pioneering studies in this area by Horn & Lange (1983) yielded an algorithm that fits a model to the data set directly, without the need to construct the histograms. Their method was based on the discretization of the continuous Markov process (although they also suggest the use of continuous dwell time distributions). The likelihood was defined as the joint probability of all discrete samples. A procedure based on probability recursions was developed for practical evaluation of the likelihood. This procedure may be considered as a variant of the forward algorithm for hidden Markov modelling (Rabiner 1989) in the case of clean observations. Maximization of the likelihood is performed by a nonlinear regressive technique where the required partial derivatives are calculated numerically. A major drawback of their method is the requirement of considerable computing time and a large memory space, mainly due to the discretization of the underlying continuous process.
More efficient likelihood methods have been explored by several authors (Chay 1988 ; Ball & Sansom 1989) . These methods deal with the continuous Markov process directly without discretization, and exploit the dwell times of the process as observations rather than the data samples. The likelihood function is defined as the joint probability density of the observed dwell time sequence (Fredkin & Rice 1986) . Because there are many fewer dwells than samples, the evaluation of the dwell time likelihood function has a significantly reduced computational requirement as compared with the likelihood function defined over discrete samples. The general dwell time likelihood method implemented by Ball & Sansom (1989) is applicable to both binary channels and channels with multiple conductance levels. However, the method relies on numerically calculated derivatives for the search of the likelihood surface, which slows the computation because an accurate evaluation of a derivative requires multiple evaluations of the likelihood function (Press et al. 1992) . This problem becomes more serious as the number of model parameters increases.
The purpose of this work is to advance a general and efficient maximum likelihood procedure for modelling of aggregated Markov processes. As before, the method utilizes the joint probability density of the observed dwell time series as likelihood. By fully exploiting the structure of the likelihood function, a forwardbackward recursive procedure is developed for efficient computation of the likelihood function and its derivatives with respect to model parameters. This forwardbackward procedure has a similar spirit to that used in hidden Markov modelling (Rabiner 1989) , but is conceptually different. Based on the calculated forward and backward vectors, analytical formulae for the derivatives of the likelihood function are derived. Our method makes use of a variable metric optimizer (Press et al. 1992) for searching the likelihood surface. Besides its rapid convergence, this optimizer also has the advantage of generating a good approximation to the curvature of the likelihood surface at the maximum point, thus allowing the parameter error estimates to be calculated relatively easily. Because analytical derivatives are used, the method is fast, taking a few seconds for a multistate model with thousands of events.
AGGREGATED MARKOV PROCESSES
The theory of aggregated Markov processes has been extensively studied, mainly in the context of ion channel modelling (see, for example, Colquhoun & Hawkes 1982 ; Fredkin & Rice 1986) . We describe here only those aspects essential to understanding the maximum likelihood estimation. It should be pointed out that most results in the literature have been specialized, covering the case of only two aggregates, primarily due to the fact that the early findings on biological channels showed only two conducting states, closed and open. Fortunately, the extension of these results to the general case is fairly straightforward. Here we present the results with an arbitrary number of aggregates.
Let X(t), t 0 be a stationary Markov process in continuous time with a finite number of states. Label the states 1, 2, …, . The transitions between these states are governed by a transition rate matrix, , in which the off-diagonal elements, q ij , are the transition rates between states i and j, and the diagonal elements are defined so that the rows sum to zero. The forward
with the initial condition P(0) l I. P(t) is known as the transition probability matrix, the (i, j)th element of which defines the probability of the process being in state j at time t given that it was in state i at time 0. The solution to the forward equation may be represented by
where the matrix exponential is defined in the usual manner (see, for example, Bellman 1960) . X(t) is not completely observable. The state space is aggregated into M (M ) observation classes, and it is only possible to observe which class the process is in. Suppose there are n a states in class a. Throughout the paper, we denote the observation classes by the letters a, b, c, etc. In the context of ion channel modelling, a class refers to the states with the same current. One of the most important results in the theory of aggregated Markov processes is an analytical formula for the probabilities of the transitions confined within a class. To state the formula, we partition the -matrix into
where, for example, ab is the submatrix of the transition rates between the states of classes a and b. Then, the transitions for X(t) to stay within a class, a, for a given duration, t, and then exit into another class, b, have probability densities given by the following matrix (Colquhoun & Hawkes 1982) :
where the (i, j)th element of this matrix is the conditional probability that X(t) enters class a from its ith state, remains in the class throughout the time interval [0, t] and then exits into the jth state of class b.
The observations for X(t) consist of a series of dwell times during which X(t) is in a given class a for a time t "
, then in a class b for a time t # , etc. A fundamental description of such dwell times is the so-called onedimensional distribution, f a (t), i.e. the probability density of a given dwell time, t, in class a. Colquhoun & Hawkes (1982) have derived f a (t) in the case of two observation classes. As generalized to multiple classes, their results may be stated as
where π a is a row vector of the equilibrium probabilities for the process to enter the states in class a, and the 1 denotes any column vector of ones of appropriate length. That is, the probability density of a dwell time, t, in a class, a, is obtained by the entry probabilities into that class, post multiplied by the probabilities of the transitions occurring within that class, and post multiplied by the probability densities of leaving that class. The summation in the last term takes into account the uncertainty of the next class in the process.
In this study, we assume that X(t) is at thermodynamic equilibrium. Such an assumption yields several important consequences. For example, the equilibrium probabilities of X(t), denoted by j , j l 1, 2, …, , may be obtained via solution of the detailed balance equations :
The entry probability vector, π a , is given by (Colquhoun & Hawkes 1982 )
where b is a row vector of the equilibrium probabilities of the states in class b. Another consequence of the equilibrium assumption is that the matrix, as well as its submatrices aa , are ensured to be diagonalizable and that the corresponding eigenvalues are all strictly negative except one equal to 0 for (see, for example, Fredkin et al. 1985 ; Ball & Sansom 1988) . Obviously, such properties are desirable from a computational point of view, as discussed in the next section. Taking one step further, Fredkin & Rice (1986) showed that the one-dimensional distribution (equation (5)) may be extended to consecutive dwell time pairs, and even more generally, to any series of dwell times. To state their results, let t l t " t # …t L be the list of time intervals and a l a " a # …a L the list of corresponding classes. Then, the joint probability density of such a dwell time series is given by
where a L+" refers to the subset of the states that do not belong to a L . That is, the joint probability density is given by the vector of the entry probabilities into class a " , post multiplied by the matrix of the probability densities of transitions within class a " for a duration, t " , and then exit into class a # , post multiplied by the matrix of probability densities of transitions within class a # for a duration, t # , and then exit into class a $ , and so on.
When viewed as a function of the model parameters, equation (8) is the likelihood of observing the dwell time series t and a given the model. To exhibit the model dependence, we denote the likelihood function by f(θ) where θ designates the unknown transition rates in the matrix. Maximization of f(θ) with respect to θ yields the maximum likelihood estimates of the model parameters for a given data set. These estimates are assured to be asymptotically unbiased and maximally efficient in terms of the information content (Cox & Miller 1965) .
MAXIMUM LIKELIHOOD ESTIMATION
We have seen that the likelihood of an observed dwell time sequence is a complicated function of the underlying model parameters. In this section, we show how to efficiently evaluate this function as well as its derivatives with respect to the model parameters. We also describe the optimization method for search of the likelihood space. Finally, we discuss how to assess the error estimates of the estimated parameters.
(a) Forward and backward recursions
Equation (8) shows that the likelihood of a series of dwell times consists of the product of the probability density matrices of individual dwell times. This suggests that the practical calculation of the likelihood function may be implemented recursively. Specifically, we define the forward vectors, α k , as
i.e. the forward partial product of the likelihood function from the beginning to the kth dwell time.
Then we can solve for α k inductively by forward recursions
where the initial condition α T ! l π a " . The final result of this recursion gives the likelihood as
i.e. the sum of the components of the last forward vector, α L . In a similar manner, we can define the backward vectors, β k , as:
i.e. the backward partial product of the likelihood function from the end to the kth dwell time. Again we can solve for β k inductively by backward recursions
where the initial condition β L+" l 1.
Strictly speaking, only the forward vectors, α k , are required for calculating the likelihood, as seen from equation (11). The backward vectors, β k , however, are needed for calculating the derivatives of the likelihood function, as shown below.
The physical meaning of the forward and backward vectors is easily visualized. The forward vector, α k , has the dimension equal to the number of the states in class a k and its ith component, α k (i), represents the probability density of the partial dwell time series from the beginning to the kth dwell and then exiting into the ith state of class a k+" . Another simple interpretation of α k is the vector of entry probabilities for the (kj1)th sojourn. Similarly, the backward vector, β k , has the same dimension as α k , and the ith component, β k (i), corresponds to the probability density of the partial dwell time series from the kth dwell to the end, given the starting state being the ith state of class a k .
The overall computation involved in the forward and backward recursions can be estimated approximately as follows. Each calculation of G ab (t) takes about n a (εjn a jn a n b ) multiplications, where ε is the number of multiplications needed for an exponential operation. Multiplying G ab (t) by a previous forward or backward vector takes another n a n b multiplications. Thus, each recursion takes a total number of n a (εjn a jn b jn a n b ) multiplications. Suppose the dwell pair ' ab ' occurs l ab times in the observed dwell time sequence. Then the total amount of the calculation involved in the forward or backward recursions is approximately
Obviously, this number not only varies with the model size and data length, but also with the model structure and the dwell time distributions. In the case of m l 2, which is often encountered in ion channel modelling, there are only two possible dwell pairs, either  or , thus l ab l l ba l L\2, and the above estimate may be simplified as
which is proportional to the data length and approximately quadratic in the number of states. Finally, readers familiar with the literature on hidden Markov models may notice the similarity between the forward-backward procedure described here and that used in hidden Markov modelling (Rabiner 1989) . Indeed, they have the same spirit and motivation. However, they are also conceptually different. The forward-backward procedure in the hidden Markov modelling performs recursions over individual samples, while the recursion here is over dwells. Moreover, the underlying processes are different : one is the hidden Markov chain in discrete time, and the other is the aggregated Markov process in continuous time. The probability density matrix G ab (t) is involved in each forward and backward recursion. Thus, the efficiency on its calculation has a direct effect on the efficiency of the overall procedure. Fortunately, there exists an efficient way for its calculation. This is accomplished by making use of the spectral representation of aa . In this approach, we decompose the
where λ a, i is the ith eigenvalue of aa , and A a, i is a matrix determined from the corresponding left and right eigenvectors, satisfying
and
Note that the eigenvalues λ a, i are all strictly negative, as a consequence of the reversibility of X(t). Substituting equation (16) into equation (4) and then making use of equations (17) and (18), yields
This equation implies that G ab (t) may be calculated from the spectral decomposition results of aa through plain matrix addition and multiplication. The quantities λ a, i and A a, i do not change with t, thus they need to be evaluated only once for a given set of parameter values.
(c) Derivatives of likelihood function
We now show how to calculate the derivatives of the likelihood function with respect to the model parameters. We assume the initial probability π a " is known, so it is independent of the model parameters. Experiments suggest that with long records, the estimation results are insensitive to the choice of the initial probabilities as long as they are made consistent with the first dwell class. This insensitivity may be attributed to the fact that the effect of the initial probabilities decays exponentially with time.
Applying the chain rule for differentiating matrix products to equation (8) and then making use of equations (9) and (12), we obtain
where α and β are viewed as constant vectors, so the differentiation in the summand is only with respect to the G matrix. Equation (20) suggests that the key to calculate bf\b is to calculate the derivatives of the following expression :
where α and β are appropriate vectors. Note that only the submatrices aa and ab are involved in expression (21). Thus we only need to calculate its derivatives with respect to the elements of these two submatrices.
As G ab (t) depends linearly on ab , the derivative to ab is relatively easy ; a straightforward application of matrix differentiation rules yields
To derive the derivative to aa , we notice the following equality (Ball & Sansom 1989) : 
From equation (23) it follows that
Taking x as an element of aa and writing the subsequent derivatives in matrix form, we derive
. (26) This equation, together with equation (22), provide the derivatives of expression (21) with respect to the elements of the matrix. We now go back to equation (20) . By the use of the formulae (22) and (26), we arrive at
These two equations show that the derivatives of the likelihood function with respect to the elements of the matrix may be calculated analytically from the forward and backward vectors as well as the spectral factors of the submatrices aa . Evaluations of these two equations are straightforward. From equation (27) we see that only those dwell times at class a with a successor at class b are involved in the calculation of bf\b ab . Similarly, equation (28) shows that only the dwell times at class a are used in the calculation of bf\b aa .
Finally, we notice that the derivatives given in equations (27) and (28) do not take into account the constraints that the sum of each row of is equal to zero. This problem may be circumvented by considering the diagonal elements in as functions of offdiagonal elements and then making use of the chain rule. That is, if bf\q ij , 1 i, j are the derivatives obtained from equations (27) and (28), then the ' true ' derivative of the likelihood f with respect to the rate q ij , i j, after taking account of the constraint j q ij l 0, can be calculated by
where bq ii \q ij lk1. These corrected derivatives are used in optimization.
(d) Maximization of likelihood
We have described how to compute the likelihood and its derivatives. The next step is to maximize the likelihood with respect to the chosen parameters. This is essentially an optimization problem, and can be solved by a variety of methods. Perhaps the most powerful one among them is the variable metric method of Davidon, which uses the Fletcher-Powell approximation to the inverse of the Hessian matrix of second derivatives and an exact line search with adaptive step sizes (see, for example, Press et al. 1992) . This optimizer has several advantages. First, it converges rapidly, and the convergence becomes quadratic when the parameters are sufficiently close to the maximum point. Second, a programmed version of the method exists in most numerical libraries, making it almost universally available. Finally, it has been successfully applied to solve a wide range of problems, demonstrating its practicability and reliability.
(e) Parameter error estimates
After obtaining the optimum estimates of the model parameters, it is necessary to assess the variability for these estimates. Approximate standard errors can be obtained from the curvature of the likelihood function at its maximum (Cox & Miller 1965) :
where Cov is the covariance matrix, and H is the Hessian matrix of second derivatives. The diagonal elements of the covariance matrix correspond to the variances of the estimated parameters. The exact Hessian matrix can be calculated numerically, but involves intensive computing. A faster, although less accurate, way is to use directly the approximate inverse Hessian matrix generated by the optimizer. This is another reason why we chose the variable metric method for maximizing f. It can be shown that for a quadratic function of n variables the matrices generated by the method converge to the correct inverse Hessian matrix after n steps. Clearly, for a non-quadratic function this no longer holds. However, in the vicinity of a maximum point the likelihood function may usually be well approximated by a quadratic function. Thus we can still expect it to provide information about the local Hessian matrix at that point.
IMPLEMENTATION
The forward and backward recursions described in the previous section may run into numerical problems. Because the probability density matrix for a dwell time often has elements less than one, the forward vectors usually decay with increasing k and the backward vectors with decreasing k. For sufficiently large k, the dynamic range of these vectors will exceed the precision range of essentially any machine. Fortunately, this problem can be avoided by ongoing scaling using a procedure similar to that in hidden Markov modelling (Rabiner 1989 ).
Consider the computation of the forward vectors. For each k, 0 k L, we first compute α k according to the induction formula (10), and then we multiply it by a scaling coefficient c k ,
where R:R represents the sum of the components of a vector. The scaled vector, denoted by α-k , is then used for computing the next α k+" . By induction we can write α-k as
Setting k l L and multiplying both sides by the unit vector 1, we have
Thus the log likelihood can be computed properly from the scaling coefficients. Next we compute the β vectors from the backward recursion. The only difference here is that we use the same scale factors for each k, 1 k L for the βs as was used for the αs. Then the scaled β -
Multiplying equations (32) and (35) and then using the equality α k β k l f, gives
As Rα-k R l 1, this equation implies that using the same scaling factors on the βs as was used on the αs is indeed an effective way of keeping the computation within reasonable bounds. In terms of the scaled forward and backward vectors, the partial derivatives of the likelihood function given in equations (27) and (28) can be rewritten as
If we choose to maximize the log likelihood, then
As the α-and β -vectors have been properly scaled, the right-hand sides of the above equations can be computed without any numerical problem. Thus, the scaling of the forward and backward vectors provides a means for the direct evaluation of the partial derivatives of the log likelihood with respect to the model parameters.
SIMULATION
The method described in this paper for the maximum likelihood estimation of an aggregated Markov process has been implemented and tested extensively with a variety of models. We present here two examples for illustration. For these examples, the dwell time sequences were generated using a method described by Lauger (1988) , which is based on the generation of exponentially distributed random numbers.
The program was written in C language, and the current executable version is available from the authors on request. The subroutines for variable metric optimization and matrix eigenvalue calculation are taken from Press et al. (1992) . The calculations were done on an IBM RS\6000 Model 590, which is a 200 SPECfp computer, about four times faster than a Pentium 90.
(a) Example 1
The first example is based on the following model
where C is closed and O open. Thus, there are two classes. This model was proposed as a gating mechanism for calcium-activated potassium channels in cultured rat muscle, as described by Magleby & Pallotta (1983) . The parameter values of the model are given in table 1. A sequence of 5000 dwell times with a total duration of 18s were simulated for analysis.
Parameter estimation results are presented in table 1. It can be seen that the estimated values are close to the underlying ' true ' values employed to generate the data. Furthermore, the parameter error estimates are small, the standard deviations being about 3-13 % of the parameter values. This is not surprising because the Figure 1 . Sections of the likelihood surface for example 1. The sections are cut parallel to the parameter axes, and pass through the maximum point. The ordinate is the relative log likelihood. For abscissae, k* is the optimal value of the rate constant. Figure 1 shows sections of the likelihood surface cut through the maximum point and parallel to the parameter axes. It is seen that the maximum is well defined along all axes. This is consistent with the calculated small error estimates. It is also seen that there is no local maximum point on these curves. We also tried the maximization by using different starting points and obtained the same final result, suggesting that the likelihood surface is smooth and has no local maxima. This is interesting since the likelihood is a complicated function of the model parameters, as seen from equation (8).
(b) Example 2
This is an example with a subconductance class. The model is a cyclic one of four states :
where C " The model contains a loop. For a process at thermodynamic equilibrium, the rate constants around the loop must satisfy detailed balance, that is, the clockwise and anticlockwise products of the rate constants must be equal. To allow for these constraints Figure 2 . Sections of the likelihood surface for example 2. The sections are cut parallel to the parameter axes, and pass through the maximum point. The ordinate is the relative log likelihood. For abscissae, k* is the optimal value of the rate constant.
as well as for global fitting across different experimental conditions, e.g. concentration and voltage, in implementing the program we formulated the rate constants in an exponential form : k ij l ij e a ij +b ij V , where ij is the ligand concentration that affects k ij , V is the voltage, and a ij and b ij are new variables. For rates that are not scaled by any ligand, ij l 1, and for rates that are voltage independent, b ij l 0. The detailed balance constraints, which are nonlinear in k ij , become linear in the new variables a ij and b ij . Such linear equality constraints may be incorporated into an unconstrained optimization procedure by making use of an elimination method (Fletcher 1981) to reduce the constrained problem into an unconstrained one. For a more detailed description of this technique, see in et al. (1996) .
With the imposition of the detailed balance constraint, there are seven independent parameters to be estimated. The estimation results are shown in table 2. Again, the parameter estimates are very close to their true values, and the corresponding error estimates are small. Convergence occurred in 12 s, taking nine iterations and 29 evaluations of likelihood and its derivatives.
As before, the maximization was repeated by varying the initial guesses of the parameters, and was shown to be robust. Examination of sections of the likelihood surface (figure 2) shows that the maximum is well defined and also confirms no local maxima.
DISCUSSION
We have described a maximum likelihood method for the modelling of aggregated Markov processes. The method employs a forward-backward recursive procedure for calculating the likelihood function and its derivatives. Maximization of the likelihood function is performed by a variable metric optimizer. Because analytical derivatives are used, the method is computationally efficient. It converges rapidly and is numerically stable.
Although the likelihood appears to be a complicated function of the model parameters, we have found empirically that the likelihood surface is relatively smooth and does not seem to involve local maxima for typical models. This makes it relatively easy to choose the initial guesses of parameters. In this context, it is interesting to notice similar findings reported by several other authors (Horn & Lange 1983 ; Ball & Sansom 1989) . Nevertheless, caution must be taken and different initial guesses should be tried, especially for large and complicated models. We are planning to investigate the use of global optimization techniques to avoid local maximums. Aggregated Marko processes F. in and others
We have used the curvature of the likelihood function at the maximum point to estimate the standard errors of the model parameters. This approach assumes the likelihood surface is quadratic near the maximum point, which is approximately true in practice as shown in the examples. There are some other approaches for obtaining parameter error estimates, e.g. the segmentation method (Fredkin & Rice 1992) , the resampling method (Horn 1987 ) and the likelihood interval method (Auerbach 1993 ; Colquhoun & Sigworth 1995) . These approaches do not involve the quadratic assumption. Thus they may be used to obtain more accurate error estimates if the quadratic assumption was of doubtful reliability. These approaches have not been widely used in practice because of the intensive computation. Given the high speed of our algorithm, they could now become more accessible.
The current method assumes the availability of perfect data. This assumption fails in practice due to missed events arising from low-pass filtering and the presence of noise. The missed events lead to an overestimation of the observed dwell times and consequently adversely affect the estimation of model parameters. As shown by in et al. (1996) , the current method can be partially corrected for the effects of missed events. That paper shows how reasonable parameter estimates can be derived from both synthesized data containing noise and subjected to lowpass filtering, and from patch-clamp data. An alternative correction for missed events is presented by Colquhoun et al. (1996) , but that method requires more complicated computation.
Finally, we stress that the method can be applied to a wide class of problems, though we have confined our analysis to ion channel modelling. Possible applications include analysis of enzyme conformation changes (Radmacher et al. 1995) , molecular motor movements (Finer et al. 1994) , intensity fluctuations from single fluorophores (Basche et al. 1995) and capacitance changes of the cell membrane during synaptic vesicle fusion (Fernandez et al. 1984) . Common to all these kinds of data are discrete steps of activity, a feature that is well suited for modelling via a Markov process.
