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Prologue
The aim of theoretical physics is to understand and provide a mathematical
description of the fundamental laws of Nature. At present, the understand-
ing of physical phenomena encountered in Nature is based on two rather
different pillars. On the one hand, there is Einstein’s theory of general
relativity, providing a description of the gravitational interaction using the
classical theory of fields. It is founded on elegant geometric concepts drawn
from thinking of spacetime as a curved manifold. On the other hand, there
is the standard model of particle physics, describing the quantum interac-
tions of elementary particles of spins zero, one half and one.
There are several reasons for which the theory of general relativity cannot
be the final theory in order to describe the gravitational interaction. On
the one side, the theory predicts the existence of singularities but does not
resolve them. This is clearly an internal evidence that general relativity
theory is incomplete. On the other side, general relativity is a classical
theory but Nature is fundamentally quantum, and at present a quantum
theory of gravity is still missing. This is an external piece of evidence that
general relativity cannot be the final theory concerning gravity.
The search for quantum gravity
The theory of general relativity predicts the existence of particular solu-
tions, known as black holes. Black holes are surrounded by a surface, the
event horizon, such that in classical general relativity nothing inside the
event horizon can escape from it. In the context of quantum fields theory in
curved spacetimes however, it has been shown by Hawking [1,2] in the early
seventies that black holes behave as thermodynamic systems, emit radia-
tion at a certain temperature and finally evaporate. Black holes solutions
are completely classified by their mass, angular momentum and charge, and
furthermore their dynamics is governed by a few laws [3], analogous to those
of thermodynamics.
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Black holes have an entropy S, known as the Bekenstein-Hawking en-
tropy, given by the simple expression (in Planck units)
S =
A
4
,
where A is the area of the horizon. This formula is macroscopic and univer-
sal. Macroscopic, because it only depends on the geometric quantity that is
the area of the horizon of the black hole; universal, because it is valid for
any black hole independently of its shape, and is also valid for cosmologi-
cal horizons such as those found for de Sitter or Rindler spacetimes. The
appearance of an area in the entropy is somehow counterintuitive, since the
entropy of common physical systems is usually proportional to the volume
of the region where the physical system evolves.
A natural question one can wonder about is whether this macroscopic
relation for the black hole entropy can be understood and described from
a microscopic (i.e. statistical) point of view, as being the logarithm of the
number of quantum states associated with the black hole. A positive answer
to this question would allow to understand and to identify the microscopic
degrees of freedom of the gravitational interaction and, as a consequence,
it would represent a promising step in the search for a quantum theory of
gravity.
In 1995, progress was made by Strominger and Vafa [4] towards under-
standing the microscopic origin of the Bekenstein-Hawking entropy formula.
Their microscopic derivation heavily depends on string theory and super-
symmetry and only applies to a restricted class of black holes (extremal
black holes) that does not include the most basic black hole solution (the
Schwarzschild one) and furthermore does not explain the case of cosmolog-
ical horizons. This microscopic derivation relies on the holographic duality;
more precisely, the microstates are counted by the conformal field theory
that describes the black hole in string theory in the weak-coupling regime.
This intertwining between gravity and conformal field theory can be
seen as an illustration of the holographic principle [5,6], according to which
information contained inside a spacetime region can be described by data
located at the boundary of that region. The holographic principle is an ex-
tremely fruitful idea that pervades modern research in high energy physics.
At present, the most concrete realization of it is the celebrated AdS-CFT
correspondence, proposed by Maldacena [7] in 1998. It is the best under-
stood holographic duality, between superconformal field theory in the limit
of a large number of colors from one side and supergravity theory embedded
in string theory on the other side. Beyond its AdS-CFT realization, holog-
raphy is argued to be a key ingredient for gravity in general [6].
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At first sight, it thus seems that precise detail of the string theory are
needed in order to provide a microscopic derivation of the entropy of black
holes. Actually the derivation can be performed without the help of string
theory, at least in some cases. In fact, the aforementioned relation be-
tween gravity and conformal field theory had already been anticipated more
than ten years before by Brown and Henneaux [8], coming from asymptotic
computations in gravity. More precisely, it was shown in 1986 that the
asymptotic symmetry algebra of gravity in three dimensions with a negative
cosmological constant consists of the conformal algebra in two dimensions
(two copies of the Witt algebra). Moreover, it was also shown that the
charges associated with the asymptotic symmetries form a representation
of the symmetry algebra, with a classical central extension (the Viraroso
algebra). In other words, this result shows that in three dimensions, a con-
sistent theory of quantum gravity defined around anti-de Sitter space should
be holographically dual to a two dimensional conformal field theory.
This purely classical observation was used by Strominger in 1998 [9] to
give a completely non-stringy microscopic derivation of the macroscopic en-
tropy law for black holes whose near horizon geometry is locally anti-de
Sitter, by combining the value of the classical Virasoro central extension
of Brown and Henneaux, with a statistical formula for the entropy of bi-
dimensional conformal field theories, due to Cardy [10]. The important
point in Strominger’s derivation is that neither string theory nor supersym-
metry is required.
Besides the fact that the appearance of a classical central extension in
the algebra of asymptotic charges is a sign that the entropy of black holes can
be understood microscopically, the result of Brown and Henneaux illustrates
another physical phenomenon, known as symmetry enhancement.
Symmetry enhancement phenomenon
The phenomenon of symmetry enhancement occurs in gauge theories con-
taining gravity, when the symmetry algebra at the boundary of the space-
time differs from the rigid symmetry algebra of the bulk theory. In this
case, the asymptotic symmetry algebra may become infinite-dimensional.
Furthermore, the asymptotic symmetry algebra becomes the global symme-
try algebra of the dual theory.
The role of symmetries cannot be overestimated in theoretical physics.
Symmetries allow, for instance, to make complicated problems tractable,
to classify solutions and to describe fundamental laws of Nature. In non-
linear fields theories such as general relativity, the benefits of symmetries
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are particularly important in the search of new solutions and in the building
of conserved quantities.
bms
global
4 : appearance of supertranslations
In gravitational theories, the symmetry enhancement phenomenon was first
observed in the sixties in the case of asymptotically flat four dimensional
spacetimes at null infinity with a vanishing cosmological constant. In this
setup, it was shown by Bondi, Metzner and Sachs [11–13] that the asymp-
totic symmetry algebra was not the usual Poincare´ algebra (the symmetry
algebra of flat Minkowski space) but instead an infinite dimensional exten-
sion of it, which is called the bmsglobal4 algebra below. The structure of the
bmsglobal4 algebra and associated group with respect to the Poincare´ group
is the following,
Poincare´ : translations⋉ Lorentz transformations,
bmsglobal4 : supertranslations⋉ Lorentz transformations.
When the elements of the symmetry algebra are expanded in globally well-
defined modes (as explicitly assumed in the original papers [11–13]), the
algebra then consists of the semi-direct sum between the usual infinitesi-
mal Lorentz transformations and an infinite dimensional enhancement of
the infinitesimal Poincare´ translations to supertranslations1, that are char-
acterized by arbitrary smooth functions over the 2-sphere.
Asymptotically adS3: appearance of Virasoro algebra
The enhancement phenomenon is of particular interest when the asymp-
totic symmetry algebra is realized by the Virasoro algebra, the infinite-
dimensional algebra of conformal field theory in two dimensions,
{Qm,Qn} = (m− n)Qn+m + c
12
m(m2 − 1)δm+n,0.
This case is interesting because it gives the perspective that gravity can
be analyzed by the powerful techniques [14] available in these theories.
This symmetry enhancement was first observed in 1986 by Brown and Hen-
neaux [8] in the case of gravity with a negative cosmological constant, when
expanded around anti-de Sitter space in three dimensions with suitable
boundary conditions. As already mentioned in the first part of this pro-
logue, this symmetry enhancement to a Virasoro algebra relates gravity and
conformal field theory and, in particular, allows for a kind of symmetry
based counting [9] of the microscopic degrees of freedom of the bulk three
dimensional gravity, thereby exhibiting its quantum properties.
1The prefixe “super” in this context has nothing to do with supersymmetry.
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bmslocal4 : appearance of superrotations
A generalization of the work of Brown and Henneaux to four spacetime di-
mensions was performed in the case of asymptotically flat spacetimes (there-
fore going beyond the standard AdS-CFT correspondence) by Barnich and
Troessaert [15,16] at null infinity in 2010. The novel feature of this analysis
is that local singularities are allowed in the symmetry generators (more pre-
cisely: meromorphic functions). This has the effect of enhancing the Lorentz
factor in the bmsglobal4 algebra to the non-centrally extended Virasoro alge-
bra. The generators of this Virasoro algebra are called superrotations [17],
and both factors in the bmslocal4 algebra (i.e. superrotations and supertrans-
lations) are infinite dimensional,
bmsglobal4 : supertranslations⋉ Lorentz transformations,
bmslocal4 : supertranslations⋉ superrotations.
New results of this thesis
In this thesis, the symmetry structure of gravity at null infinity is studied
further, in the case of pure gravity in four dimensions, and also in the case of
Einstein-Yang-Mills theory in d dimensions with and without a cosmological
constant.
Firstly, it is shown that the enhancement from Lorentz to Virasoro al-
gebra also occurs for asymptotically flat spacetimes defined in the sense
of Newman-Unti [18]. Their definition corresponds to a gauge that differs
from the one by BMS through a different choice of radial coordinate. As
a first application, the transformation laws of the Newman-Penrose coeffi-
cients characterizing the solution space of the Newman-Unti approach are
worked out, focusing on the inhomogeneous terms that contain the infor-
mation about central extensions of the theory. These transformations laws
make the conformal structure particularly transparent, and constitute the
main original result of the thesis.
Secondly, asymptotic symmetries of the Einstein-Yang-Mills system with
or without cosmological constant are explicitly worked out in a unified man-
ner in d dimensions. In agreement with a recent conjecture [19], one finds a
Virasoro-Kac-Moody type algebra not only in three dimensions but also in
the four dimensional asymptotically flat case.
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During the realization of this thesis, the following research papers and
proceedings have been published:
1. G. Barnich and P.-H. Lambert, “A Note on the Newman-Unti Group
and the BMS Charge Algebra in Terms of Newman-Penrose Coeffi-
cients,” Adv. Math. Phys. 16 (2012) 197385, arXiv:1102.0589 [gr-qc].
http://dx.doi.org/10.1155/2012/197385, see also: J. Phys. Conf.
Ser. 410, 012142 (2013) http://iopscience.iop.org/1742-6596/410/1/012142/.
2. G. Barnich and P.-H. Lambert, “Asymptotic symmetries at null infin-
ity and local conformal properties of spin coefficients”, Tomsk State
Pedagogical University Bulletin, 2012, 13 (128), arXiv:1301.5754 [gr-qc].
3. G. Barnich and P. -H. Lambert, “Einstein-Yang-Mills theory: Asymp-
totic symmetries,” Phys. Rev. D 88, 103006 (2013) arXiv:1310.2698 [hep-th].
http://dx.doi.org/10.1103/PhysRevD.88.103006
4. P. -H. Lambert, “Introduction to Black Hole Evaporation,” PoS Mo-
dave 2013, 001 (2013) arXiv:1310.8312 [gr-qc]. http://pos.sissa.it/archive/conferences/201/001/Modave%202013_001.pdf.
Outline of the thesis
Besides the present prologue, this thesis contains two main parts and a few
appendices.
The first part of this thesis is devoted to the presentation of asymptotic
methods (symmetries, solution space and surface charges) applied to grav-
ity in the case of the BMS gauge in three and four spacetime dimensions.
Most results presented in this first part are not new, but the emphasis is
put on the fact that BMS gauge can describe in a unified way the case of
asymptotically flat, anti-de Sitter and de Sitter spacetimes. More precisely,
the first chapter consists of an introduction to the BMS gauge, from the
very beginning in the sixties up to the recent literature on the subject. The
second and third chapters present asymptotic symmetries, solution space
and surface charges of gravity in the BMS gauge with and without a cosmo-
logical constant in four and three dimensions, respectively.
The second part of this thesis contains the original contributions. Chap-
ter four is devoted to the asymptotic symmetry analysis in the case of
asymptotically flat spacetimes in the Newman-Unti gauge, while chapter five
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presents the asymptotic symmetries analysis in the case of Einstein-Yang-
Mills system in d dimensions with and without cosmological constant. Chap-
ter six contains a presentation of the equations of motion for the Einstein-
Maxwell set-up.
These two parts of the thesis are supplemented by appendices. In ap-
pendix A, some properties of conformal Killing vectors in d dimensions are
proven. These properties are used in the first part of the thesis. Appendix
B is devoted to attempting deriving the charged rotating BTZ black hole
through the Newman-Janis’ trick applied to the static charged BTZ black
hole. In appendix C, the relation between the bms boundary conditions and
those obtained by acting with the Minkowski Killing vectors on the Kerr
metric is investigated.
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Part I
BMS gauge - a guided tour

Chapter 1
Introduction to the BMS
gauge
One of the main research areas in general relativity in the sixties was the
problem of gravitational radiation. For instance, the following questions
concerning the nature of gravitational waves were investigated in the case
of asymptotically flat spacetime in four dimensions [12]: What is the re-
lation between gravitational radiation and the mass loss of the radiative
source? What is the precise mechanism of the mass loss phenomenon?
The asymptotic symmetry group leaves invariant the form of the bound-
ary conditions for asymptotically flat spacetimes: what is the structure of
this group? In order to investigate these physically interesting questions,
a metric ansatz representing asymptotically flat spacetimes in four dimen-
sions was constructed1, based on geometric considerations [22]. This general
ansatz for the metric field is called the BMS metric2.
Asymptotically flat spacetimes defined with the use of the BMS metric
is, by definition, coordinate dependent. A natural question one can wonder
is whether asymptotically flat spacetimes can be studied without referring
to any particular coordinate system. The answer to this question is positive
and was given by Penrose [23, 24] who introduced conformal compactifica-
tion in order to describe asymptotic regions of spacetimes in a geometric
way. Moreover, infinity is brought to a finite distance through a conformal
factor. However, both approaches to asymptotically flat spacetimes can be
shown to be equivalent (see [25], section (11.1) and also [26]).
At the level of the symmetries that preserve asymptotically flat space-
times at null infinity, the interesting result obtained in the sixties by Bondi,
1Bondi, Metzner and van der Burgh [11] in the axially symmetric case, and Sachs [12]
when the latter condition is removed.
2From Bondi, Metzner and Sachs. Throughout this thesis, capital “BMS” refers to the
metric ansatz, while small “bms” refers to the associated asymptotic symmetry algebra.
11
12 Chapter 1. Introduction to the BMS gauge
Metzner and Sachs is that the symmetry algebra is not the Poincare´ al-
gebra, but an infinite extension of it, called the bms algebra. The main
difference with respect to the Poincare´ algebra is that the translations are
replaced by arbitrary angle-dependent translations, called supertranslations.
Recently, it has been pointed out by Barnich and Troessaert [15] that be-
sides the usual difference between BMS and Poincare´ translations, another
difference between the two algebras can be considered. Indeed, if one admits
local singularities (meromorphic functions) in the asymptotic Killing vector,
then the Lorentz part of the bms algebra becomes enhanced to two copies
of the Virasoro algebra. In [17], the original bms algebra (i.e. supertransla-
tions and Lorentz transformations) is called bmsglobal, the enhanced algebra
is called bmslocal. Throughout this thesis, this nomenclature will be used.
Note that the Virasoro enhancement of the bms algebra was conjectured in
2003 by Banks3.
In four spacetime dimensions, the BMS ansatz can be generalized by al-
lowing for a conformal factor in front on the angular part of the metric4. In
this case, both the symmetry algebra and the equations of motion change.
This extension of the BMS gauge was considered in detail in [16], and the
associated symmetry algebra is called bms extended5: it is the direct sum
between the Weyl transformations with bmslocal.
The symmetries of asymptotically flat spacetimes at null infinity can be
worked out in other spacetime dimensions than four. In three dimensions for
instance, the bms algebra was introduced by Ashtekar, Bicak and Schmidt
in [30]. In higher dimensions, a first computation of bmsn algebra was com-
puted by Barnich and Compe`re in [31].
In three spacetime dimensions, the relation between asymptotically anti-
de Sitter and asymptotically flat spaces has been studied in detail in [32,33],
where there is a nice observation that the BMS gauge can be adapted to
describe asymptotically anti-de Sitter spaces as well, in addition to the de-
scription of asymptotically flat spaces. This adaptation of the BMS metric
to include the presence of a non-vanishing cosmological constant has previ-
ously been considered, for instance in [34].
It is worth stressing that the BMS gauge can be used to describe the
3Footnote 17, page 29 of [27].
4This is related to the ambiguity in the Penrose conformal compactification scheme.
5“Extended” thus refers to the presence of Weyl transformations in the symmetry
algebra, and not to the enhancement of the Lorentz subalgebra to the Virasoro subalgebra;
contrary to the nomenclature used in [28], [29] and related papers, in which “extended
bms” algebra refers to the Virasoro enhanced symmetry algebra.
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cases of a non-vanishing cosmological constant (positive or negative) in any
dimensions, even though the BMS gauge was first build in order to describe
asymptotically flat spaces in four dimensions.
An interesting property of the BMS ansatz is the fact that the gauge
is completely fixed6. In three spacetime dimensions, one can also observes
that the perturbative expansion of the solution (in the pure gravity case)
stops at next to leading order, while for on-shell asymptotic symmetry gen-
erators, the expansion stops at next-to-next to leading order. Furthemore,
the associated surface charges computed at any radial coordinate appear to
be the same [35].
6Contrary to the Brown-Henneaux gauge fixing for asymptotically anti-de Sitter space
in three dimensions, see section 2 of [17] for a nice discussion about the difference between
complete versus asymptotic gauge fixing.

Chapter 2
BMS gauge in four
dimensions
In this chapter, the BMS gauge in four dimensions is reviewed. Except for
the presentation, the example of section (2.2.3) and the proof of (2.95) in
section (2.4), the results described in this chapter are not new. This chapter
is mainly based on [16,17,36] and also on the original BMS papers [11,12].
The three first sections concern the BMS gauge in the case of asymptotically
flat spacetimes; the last two sections present the case of (anti-)de Sitter
spacetimes and introduce the Newman-Unti gauge, respectively.
2.1 BMS4 metric and bms4 symmetry algebra
In four spacetime dimensions with coordinates (u, r, xA)1, the BMS metric
ansatz representing asymptotically flat spacetimes depends on seven func-
tions (V, β, UA, gAB) and is given (off-shell) by
gµν =


V
r
e2β + gABU
AUB −e2β −gBCUC
−e2β 0 0
−gACUC 0 gAB

 , (2.1)
with the following boundary conditions
β = O(r−2), UA = O(r−2), (2.2)
gAB = r
2γ¯AB +O(r), det(gAB) = r4det(γ¯AB), (2.3)
where γ¯AB is the metric of the two-sphere (for instance with coordinates
xA = (θ, φ) : γ¯ABdx
AdxB = dθ2 + sin2 θdφ2). The covariant derivative,
Laplacian and Ricci scalar associated with the two-sphere are denoted by
D¯A, ∆¯,
(2)R¯, respectively.
1xA represents the two angular coordinates.
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16 Chapter 2. BMS gauge in four dimensions
The gauge fixing condition of the function V is actually a consequence of
the boundary conditions (2.2), due to the equations of motion. See section
2.2, equation (2.62) for a detailed explanation. However in this section, the
asymptotic symmetries analysis is performed in an off-shell way. The gauge
fixing condition for the function V is given to be
V
r
= −1 +O(r−1). (2.4)
In the asymptotic symmetry analysis (see below), asking that the gauge
transformations leave invariant this boundary condition will not impose any
new constraint on the symmetry parameter.
2.1.1 Asymptotic symmetries and algebra
By definition, asymptotic symmetries are gauge transformations that pre-
serve the boundary conditions of the field2. For gravitational theories, the
gauge transformations are given by the Lie derivative acting of the metric,
δξgµν = −Lξgµν . Explicitly, asymptotic symmetries of the BMS gauge (2.1)
are solutions to
Lξgµν = −δgµν
=

O(r−1) O(r−2) O(r−2)O(r−2) 0 0
O(r−2) 0 O(r)

 , (2.5)
Lξ(detgAB) = 0
= (detgAB)(g
DCLξgDC)→ gABLξgAB = 0. (2.6)
The explicit form of the asymptotic symmetry parameter ξ is obtained
in two steps:
• First, the exact3 equations of (2.5) and (2.6) are solved,
Lξgrr = 0, LξgrA = 0, gABLξgAB = 0. (2.7)
The three first equations in (2.7) give differential equations for the
components of the gauge parameters (ξu, ξA) with respect to the ra-
dial coordinate, and produce three integration functions (f, Y A) with
respect to r. The last equation in (2.7) is an algebraic equation for ξr.
2This is not the only way to define asymptotic symmetries, see [37] section (1.3.1).
3Exact, as opposite to asymptotic.
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More precisely,
∂rξ
u = 0 ⇒ ξu = f(u, xA), (2.8)
∂rξ
A = (∂Bf)e
2βgAB ⇒ ξA = Y A(u, xB)− ∂Bf
∫ ∞
r′
dr′e2βgAB ,
(2.9)
ξr = −r
2
(
D¯Aξ
A − UC∂Cf
)
, (2.10)
with f(u, xC) and Y A(u, xC) arbitrary integration functions.
• The second step in finding the asymptotic symmetry parameter ξ is
to solve the remaining equations in (2.5), i.e.
Lξgur = O(r−2), LξguA = O(r−2), LξgAB = O(r), Lξguu = O(r−1).
(2.11)
These equations give relations between integration functions f, Y A.
Solutions to equations (2.11) are, respectively,
∂uf =
1
2
D¯AY
A, ∂uY
A = 0, (2.12)
Y C∂C γ¯AB + γ¯CB∂AY
C + γ¯AC∂BY
C = D¯CY
C γ¯AB. (2.13)
Equation (2.13) is the conformal Killing equation for Y A with respect
to the metric γ¯AB. The last equation of (2.11) does not give any
new relation, due to the following property, satisfied by any conformal
Killing vector of the two-sphere,
D¯AD¯BYC =
1
2
(γ¯CAD¯Bψ + γ¯CBD¯Aψ − γ¯ABD¯Cψ)−
− γ¯ABYC + γ¯ACYD, (2.14)
where ψ is the conformal factor of the conformal Killing vector, i.e.
ψ = D¯CY
C . See equation (A.5) of appendix A for a proof of this
formula and for a generalization in d dimensions. The first equation
of (2.12) can be integrated with respect to u so that ξu = T (xA) +
u
2
D¯CY
C .
Therefore, the most general gauge parameter leaving invariant the form
of the BMS gauge in four dimensions in the case of vanishing cosmological
constant can be written, in components, as
ξu = T (xA) +
u
2
D¯CY
C , (2.15)
ξA = Y A(xC)− ∂Bf
∫ ∞
r′
e2βgABdr′, (2.16)
ξr = −r
2
(
D¯Aξ
A − UC∂Cf
)
. (2.17)
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and is characterized by three functions of the angles: T (xA) and Y A(xC),
a conformal Killing vector of the two-sphere. Note that this vector field
ξ explicitly depends on the metric components, through β, gAB and UC .
When performing an expansion in inverse power of r, the gauge parameter
(2.15)-(2.17) becomes asymptotically
ξ =
(
T +
u
2
D¯CY
C
)
∂u + Y
A∂A − 1
2
(
rD¯CY
C − ∆¯f)∂r +O(r−1). (2.18)
At future null infinity4 (with coordinates (u, xA) and by taking limr→∞)
the vector field (2.18) reduces to
ξ¯ =
(
T +
u
2
D¯CY
C
)
∂u + Y
A∂A, (2.19)
and does no longer depend on the metric components, but is still parametrized
by three functions of the angles (T and Y A). One can also consider the T
and Y A generators separately,
ξ¯T = T∂u, ξ¯Y =
(u
2
D¯CY
C
)
∂u + Y
A∂A. (2.20)
The two types of generators in the BMS asymptotic symmetries are thus the
supertranslations (translations depending on the angles xC), generated by
ξ¯T , and the conformal transformations (global or local, see later) generated
by ξ¯Y .
The algebra of a field-independent gauge parameter is found by consider-
ing the commutator of two variations acting on the metric field, [δξ¯1 , δξ¯2 ]gµν =
δ[ξ¯1,ξ¯2]gµν with the Lie bracket defined by
[ξ¯1, ξ¯2] = ξ¯
σ
1 ∂σ ξ¯2 − ξ¯σ2 ∂σ ξ¯1. (2.21)
In the case of the vector field (2.19), let fˆ denote the u component of the
Lie bracket, and let Yˆ A denote the angular components,
[ξ¯1, ξ¯2] = [ξ¯1, ξ¯2]
u∂u + [ξ¯1, ξ¯2]
A∂A ≡ fˆ∂u + Yˆ A∂A. (2.22)
A computation shows that these components of the Lie bracket are
Yˆ A = Y C1 ∂CY
A
2 − Y C2 ∂CY A1 , (2.23)
Tˆ = Y C1 ∂CT2 − Y C2 ∂CT1 +
1
2
(T1D¯CY
C
2 − T2D¯CY C1 ), (2.24)
fˆ = Tˆ +
1
2
D¯C Yˆ
C . (2.25)
4Null infinity is denoted by I, pronounced scri (for “SCRipt Infinity”). As noted by
Valiente Kroon in [38], the phonetic transliteration of scri to polish incidentally means
“boundary”.
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These relations define the bms4 symmetry algebra. Relations (2.22)-(2.24)
can also be written more compactly as
[(T1, Y1), (T2, Y2)] = (Tˆ , Yˆ
A), (2.26)
with Tˆ , Yˆ A defined in (2.23) and (2.25). The symmetry algebra can be
developped in modes by choosing suitable generators basis and the resulting
symmetry algebra then depends on the space of integration functions (T, Y A)
that one considers. As observed by Barnich and Troessaert in [15,16], there
is not only one but actually two possible choices for the mode expansion of
the elements of the symmetry algebra:
1. The algebra elements are required to be globally well-defined. In this
case, the functions T, Y A are developped in spherical harmonics and
the resulting symmetry algebra is bmsglobal4 . This is the original choice
for the mode expansions since the sixties.
2. The algebra elements are allowed to be meromorphic functions (i.e.
to admit pole singularities). In this case the functions T, Y A are de-
velopped in Laurent series and the associated symmetry algebra is
bmslocal4 . This is the new approach to the BMS symmetry [15,16,36].
In both cases (global and local), the BMS metric ansatz can be extended
to take into account a conformal factor in front of the angular part of the
metric, see (2.37) below.
Before entering into the detail of the two different mode developments of
the symmetry algebra, let us digress briefly about the asymptotic symmetry
vector field (2.15)-(2.17),
ξ =
(
T +
u
2
D¯CY
C
)
∂u +
(
Y A(xC)− ∂Bf
∫ ∞
r′
e2βgABdr′
)
∂A−
− r
2
(
D¯Aξ
A − UC∂Cf
)
∂r. (2.27)
2.1.2 Realization of the symmetry algebra in the bulk
The vector field (2.27) is defined everywhere in the bulk of the spacetime
(i.e. for all coordinates u, r, xA) and, as mentioned before, is field dependent
through the functions β, gAB , UA that are present in ξφ and ξr.
The algebra of this field-dependent gauge parameter can be found in
the same way as before, by considering the commutator of two variations
acting on the metric, [δξ1 , δξ2 ]gµν = δ[ξ1,ξ2]M gµν but now with the modified
Lie bracket in the right hand side, defined by
[ξ1, ξ2]M = ξ
σ
1 ∂σξ2 − ξσ2 ∂σξ1 + δξ1ξ2(g)− δξ2ξ1(g), (2.28)
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where the two last terms take into account the fact that the gauge param-
eters are field dependent, so that the second variation in the commutators
affects both the metric and the first variation,
δξ1(g)(δξ2(g)gµν) = δξ1(−Lξ2(g)gµν) = Lξ2(g)Lξ1(g)gµν − Lδξ1ξ2(g)gµν
= Lξ2(g)Lξ1(g)gµν + δ(δξ1 ξ2(g))gµν . (2.29)
[δξ1(g), δξ2(g)]gµν = Lξ2(g)Lξ1(g)gµν + δ(δξ1 ξ2(g))gµν − (1↔ 2)
= δ[ξ1,ξ2]gµν + (δ(δξ1 ξ2(g))
− δ(δξ2 ξ1(g)))gµν ,
= δ([ξ1,ξ2]+δξ1ξ2(g)−δξ2 ξ1(g))gµν . (2.30)
hence the result (2.28). With this modified bracket, one can show [16] that
the vector field ξ defined in the bulk of the spacetime by (2.27) forms a
representation of the bms4 symmetry algebra (2.26),
[ξ1, ξ2]M =
(
Tˆ +
u
2
D¯C Yˆ
C
)
∂u +
(
Yˆ A(xC)− ∂B fˆ
∫ ∞
r′
e2βgABdr′
)
∂A−
− r
2
(
D¯Aξˆ
A − UC∂C fˆ
)
∂r, (2.31)
with ξˆA defined by ξA in which T, f are replaced by fˆ , Yˆ A. The proof of
this representation of the asymptotic symmetry algebra in the bulk is given
in [16] and consists in showing that the modified Lie bracket satisfies the
same initial conditions and differential equations as the vector field (2.27).
This result shows that the bms4 symmetry algebra, even though it has
been defined at infinity with the vector field ξ¯ of (2.19), is actually rep-
resented everywhere in the bulk of the spacetime throught the modified
bracket.
The different mode expansions of the bms4 algebra are now considered.
2.1.3 Global bms4
In this case, the functions T, Y A are developped in spherical harmonics on
the two-sphere. The resulting bmsglobal4 symmetry algebra consists of the
semi-direct sum between smooth functions on the two-sphere (supertransla-
tions) with global conformal Killing vectors. The latter is isomorphic to the
Lorentz algebra. This is the first approach of bms4 symmetries, see [11–13].
2.1.4 Local bms4
In this new approach, advocated by Barnich and Troessaert [15–17,36], the
integration constants are allowed to be meromorphic functions (i.e. to admit
poles singularities) and in particular the functions T, Y A are now developped
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in Laurent series.
More precisely, let us introduce complex coordinates (z, z¯) by the stere-
ographic relations
z = eiφ cot
θ
2
, z¯ = e−iφ cot
θ
2
, (2.32)
so that the leading of the angular part of the metric becomes conformally
flat5, γ¯ABdx
AdxB = 4
(1+zz¯)2
dzdz¯, and the conformal Killing equation (2.14)
is solved for factorized vector fields Y z = Y z(z) ≡ Y and Y z¯ = Y z¯(z¯) ≡ Y¯ ,
so that the symmetry generator (2.19) becomes
ξ¯(T,Y,Y¯ ) =
(
T (z, z¯) +
u
2
(∂zY + ∂z¯Y¯ )− u
1 + zz¯
(z¯Y + zY¯ )
)
∂u +
+Y (z)∂z + Y¯ (z¯)∂z¯ . (2.33)
Let the generators be expanded in modes in the following way,
ln = {ξ¯T,Y,Y¯ : T = 0, Y = −zn+1, Y¯ = 0},
l¯n = {ξ¯T,Y,Y¯ : T = 0, Y = 0, Y¯ = −z¯n+1}, (2.34)
Tm,n = {ξ¯T,Y,Y¯ : T = 2
zmz¯n
1 + zz¯
, Y = 0, Y¯ = 0}.
The non-vanishing commutation relations of the bmslocal4 symmetry algebra,
derived from (2.26) with mode expansion (2.34), read
[lm, ln] = (m− n)lm+n, [ll, Tm,n] =
(
l + 1
2
−m
)
Tm+l,n, (2.35)
[l¯m, l¯n] = (m− n)l¯m+n, [l¯l, Tm,n] =
(
l + 1
2
− n
)
Tm,n+l. (2.36)
Two copies of the Witt algebra are recognized in the first commuation
relation of (2.35) and (2.35). The bmslocal4 symmetry algebra consists of
the semi-direct sum between the supertranslations and the local conformal
transformations. The latter were called superrotations in [17], and contain
the Lorentz algebra as a subalgebra6. The commutation relations between
the superrotations
2.1.5 Extended bms4
In [16], a generalization of the BMS metric ansatz was considered, in which
an arbitrary conformal factor is present in front of the angular part of the
5Recall that conformal Killing vectors are invariant under conformal rescalings of the
metric.
6When the indice n takes the values (−1, 0, 1) in ln.
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metric. The gauge fixing conditions (2.3) are replaced by
gAB = e
2ϕr2γ¯AB +O(r), det(gAB) = r4e4ϕdet(γ¯AB), (2.37)
with ϕ an arbitrary function of (u, xA). This conformal factor in front the
two-sphere is important, for instance in the case of the Robinson-Trautman
solutions. The symmetries and solutions to equations of motion of this
extended BMS gauge were studied in detail in [16]. In particular, the vector
field (2.27) is replaced by
ξ =eϕ
(
T +
∫ u
0
D¯CY
C
2
e−ϕdu′
)
∂u +
(
Y A(xC)− ∂Bf
∫ ∞
r′
e2βgABdr′
)
∂A−
− r
2
(
D¯Aξ
A − UC∂Cξu + 2ξu∂uϕ
)
∂r, (2.38)
with Y A a conformal Killing vector of e2ϕγ¯AB and also of γ¯AB .
2.2 BMS4 equations of motion
All the results described above were derived off-shell. In this section, the
equations of motion are first considered and then solved for the metric ansatz
(2.1) with boundary conditions (2.2) and (2.3)7.
2.2.1 Integration procedure
Bianchi identities for the gravitational field written in the BMS gauge allow
to solve the field equations in a very convenient way. First, a relation be-
tween the equations of motion is derived, that is valid in d dimensions for
any metric field8. Then, the form of the BMS metric in four dimensions is
explicitly used to obtain a suitable hierarchy of the field equations that sim-
plifies their resolution. The justification of using this hierarchy will become
clear a posteriori; at this stage it is only a practical tool.
The Bianchi identitites in d dimensions can always be written as
gαǫ
(
Rµα,ǫ − 1
2
Rαǫ,µ − ΓσαǫRµσ
)
= 0. (2.39)
7Recall that no boundary condition is needed to be imposed on the function V in
order to solve to equations of motion.
8The original proof in [11] was only given for d = 4, without cosmological constant
and without gauge field.
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Indeed, one has
0 = gαǫGµα;ǫ = g
αǫ(Rµα − 1
2
Rgµα);ǫ
= gαǫ(Rµα;ǫ − 1
2
Rαǫ;µ)
= gαǫ(Rµα,ǫ − 1
2
Rαǫ,µ − ΓσαǫRµσ).
Let us now focus on d = 4. Bianchi identities (2.39) imply that for the
BMS metric one has the
Theorem 2.1. If the six equations of motion Rrr = 0, RrA = 0, RAB = 0
are satisfied, then the four relations Rur = 0 and RAu =
fct(u, xA)
r2
, Ruu =
fct(u, xA)
r2
are valid.
The proof goes as follow. Suppose that the six following equations of
motion (called the main equations) are satisfied,
Rrr = 0, RrA = 0, RAB = 0, (2.40)
then the Bianchi identities (2.39) applied to the BMS metric (2.1) reduce to
the following relations
µ = r : − gαǫΓuαǫRur = 0, (2.41)
µ = A : gur(RAu,r −Rur,A)− gαǫΓuαǫRuA = 0, (2.42)
µ = u : gurRuu,r + g
rrRur,r + g
rA(Rur,A +RuA,r) + g
ABRuA,B−
− gαǫΓuαǫRuu − gαǫΓrαǫRur − gαǫΓAαǫRAu = 0. (2.43)
From the BMS metric (2.1) one has gαǫΓuαǫ = g
ABΓuAB = 2
e−2β
r and thus
equation (2.41) implies that
Rur = 0. (2.44)
This means that if the six main equations (2.40) are satisfied, then the
equation of motion Rur is automatically satisfied, as a direct consequence of
the Bianchi identities. For this reason, equation Rur = 0 is called the trivial
equation.
This result in relation (2.42) implies
−e−2β
(
∂r +
2
r
)
RAu = 0
−e
−2β
r2
∂r(r
2RAu) = 0 ⇒ RAu = fct(u, x
A)
r2
, (2.45)
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and means that if the six main equations (2.40) are satisfied, then the equa-
tion of motion RuA = 0 is automatically satisfied at all orders, except the
one of r−2. In other words, after the main equations (2.40) have been solved,
solving RAu = 0 is equivalent to solve the same equation but only at order
r−2.
Finally, using Rur = 0 and Ruφ = 0 in (2.43) yields
−e−2β
(
∂r +
2
r
)
Ruu = 0
−e
−2β
r2
∂r(r
2Ruu) = 0 ⇒ Ruu = fct(u, x
A)
r2
, (2.46)
and, again, means that if the six main equations are satisfied, and also the
equation RuA = 0, then the equation of motion Ruu = 0 is automatically
satisfied at all orders, except at order r−2. This concludes the proof.
In summary, the Bianchi identities (2.39) therefore allow to organize the
integration procedure of the equations of motion for the BMS metric field in
a very convenient way. Once the six equations Rrr = 0, RrA = 0, RAB = 0
(the main equations) are solved, then the equation Rur = 0 (the trivial equa-
tion) is automatically satisfied, and furthermore the last three equations of
motion RAu = 0, Ruu = 0 (the supplementary equations) are automatically
solved at all orders for r except at order r−2, which remains to be solved.
As will be seen below, the main equations produce arbitrary integration
functions (with respect to r). Some of these functions will be set to zero
(in order to preserve the fall-off conditions that were imposed on the BMS
metric), and the time evolution of some of the remaining constants will be
constrained by the supplementary equations. The only free data (apart from
integration constants) needed to characterize a solution of the equations of
motion is the angular part of the metric, gAB .
Comment on the main equations and Bondi-Sachs classification
The main equations Rrr = 0 and RrA = 0 give differential equations with
respect to r for the functions β and UA, respectively. These differential
equations can be solved in term of gAB .
The last main equation, RAB = 0, contains three equations
9 and can be
splitted in a trace part (gABRAB) and a traceless part (g
DARAB
10). The
trace part equation gives rise to a differential equation with respect to r for
9RAB is symmetric.
10A priori these traceless part equations represent four different equations, because
each of the indices (B,D) takes the values (θ, φ). However, in the case when D = B = θ
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the function V/r, while the traceless part equation fixes the u dependence
of the initial data gAB. When expanded in inverse power of r, there is one
subleading of the free data gAB whose time derivative is not determined by
the traceless equation, and it is the first subleading of gAB (denoted CAB,
see (2.54) below).
The equations of motion can be named as follows, according to the orig-
inal papers [11,12].
• Main equations:
– Hypersurface equations: Rrr = 0, RrA = 0, g
ABRAB = 0;
– Standard equations: gDARAB = 0;
• Trivial equation: Rur = 0;
• Supplementary equations: RuA = 0, Ruu = 0.
In the next subsection, the Einstein’s field equations are solved for the
BMS metric ansatz (2.1).
2.2.2 General solution
Following [16], let us introduce some auxiliary quantities (for computational
convenience) kAB ,KAB , lAB , LAB , nA, defined by the relations
kAB =
1
2
∂rgAB , k
A
B = g
ACkCB , k
A
B =
δAB
r
+
KAB(r)
r2
, (2.47)
lAB =
1
2
∂ugAB , l
A
B = g
AC lCB , l
A
B =
LAB(r)
r
, (2.48)
nA =
1
2
e−2βgAB∂rUB. (2.49)
and when D = B = φ, these two equations are not independent with respect to the trace
part equation gABRAB . In other words, the only linearly independent equations in the
traceless part equation gDARAB is when B = θ and D = φ or when B = φ and D = θ.
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The main equations (hypersurface and standard) are
Rrr = 0 : ∂rβ =
−1
2r
+
r
16
(∂rg
BC )(∂rgBC) =
1
4r3
KABK
B
A (2.50)
RAr = 0 : ∂r(r
2nA) = r
2
(
∂r − 2
r
)
∂Aβ − (2)DBKBA (2.51)
gABRAB = 0 : ∂rV = e
2βr2
[
∆β + ∂Aβ∂Aβ − 1
2
(2)R
]
−
− r
2
2
(
∂r +
4
r
)
(2)DAU
A, (2.52)
gADRAB = 0 : ∂r(r l
D
B) + r(l
C
Bk
D
C − lDCkCB) =
= re2β
(
(2)DB∂
cβ + ∂Dβ∂Bβ + n
DnB − 1
2
(2)RDB
)
−
− 1
2r
∂r
(
r2
2
(DDUB +DBU
D) + rV kDB
)
−
− r
2
(
kBCD
CUD − kCDDBUC − (2)DC(kDBUC)
)
,
(2.53)
where (2)DA and
(2)R respectively refer to the covariant derivative and Ricci
scalar with respect to the two-dimensional metric gAB . These equations can
be integrated, up to integration constants NA(u, xC) (for equation (2.51))
and M(u, xC) (for equation (2.52)). Note that there is no integration con-
stant coming for equation (2.50), because the fall-off condition for the beta
function reduces it to be zero, β = O(r−2) see (2.2).
Before integrating these equations, let us assume (following the approach
of [11, 12]) that the angular part of the metric can be expanded in inverse
power of r, as follow
gAB = r
2γ¯AB + rCAB +DAB +
1
4
γ¯ABC
EFCEF +
EAB
r
+O(r−2), (2.54)
with CAB ,DAB , EAB some functions of (u, x
C) and where indices on these
symmetric tensors are raised with the metric γ¯AB11. The determinant con-
dition (2.3) implies CAA = 0,D
A
A = 0, E
A
A = 0. Defining g
BC such that
gBCgAB = δ
C
A gives
gAB =
γ¯AB
r2
− C
AB
r3
− D
AB
r4
+
CAECBE
2r4
− E
AB
r5
+
+
CAED
BE +DAEC
BE
r5
+O(r−6). (2.55)
11Note that γ¯AB is independent of u.
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These expansions on the auxiliary quantities (2.47)-(2.49) imply
kAB = rγ¯AB +
CAB
2
− EAB
2r2
+O(r−3), (2.56)
lAB =
r
2
C˙AB +
D˙AB
2
+
C˙AEC
E
B + CAEC˙
E
B
4
+
E˙AB
2r
+O(r−2), (2.57)
kDB =
δDB
r
− C
D
B
2r2
− D
D
B
r3
− 3
2r4
EDB +
1
r4
DBEC
DE+
+
1
2r4
CBED
DE +
1
4r4
CBEC
EFC DF +O(r−5), (2.58)
lDB =
C˙DB
2r
+
1
2r2
(
D˙DB +
1
2
CBEC˙
ED − 1
2
C˙BEC
DE
)
+
+
1
2r3
(
E˙DB − C˙BEDDE + D˙BECDE −
1
2
CBEC˙
EFCDF
)
+O(r−4),
(2.59)
where a dot denotes u derivative, and where the identity for traceless matrix
in two dimensions 12δ
A
BC
EFCEF = C
AFCBF has been used in order to get
the last relation of (2.59). Even though a perturbative expansion in inverse
power of r has been performed, the integration of the field equations is still
exact and closed: in principle, the solution can be known at every order in r.
Under these assumptions, the integration of the main equations (2.50),
(2.51) and (2.52) gives
β =
∫ ∞
r
dr′
1
4r′3
KABK
B
A = −
1
32
CABC
B
A
r2
+O(r−3), (2.60)
UB = − 1
2r2
(2)DCC
BC−
− 2
3r3
(
NB(u, xC)− 1
2
CABDCC
C
A +
(
ln r +
1
3
)
D¯CD
CA
)
+O(r−4),
(2.61)
V
r
= −1 + 2M(u, x
C )
r
+O(r−2). (2.62)
Note that the fall-off condition for the function V is not needed during the
integration procedure. Equation (2.62) is only a consequence of the gauge
fixing conditions of functions β,UA, gAB and of the dynamics of the system.
The integration provides integration constants (with respect to r)M(u, xC),
called the Bondi mass aspect, andNA(u, x
C), the angular momentum aspect.
The two tensors CAB andDAB defined in the expansion of gAB in inverse
power of r, (2.54) play the following role:
• As first observed in [12], the presence of D¯ADAB and DAB are re-
lated to logarithmic terms in the solution and to singularities on the
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two-sphere, respectively. Indeed as can be seen from (2.61), impos-
ing D¯AD
AB = 0 kills the logarithmic terms in the solution, and the
globally well-defined solutions to D¯AD
AB = 0 are DAB = 0. To see
this, let us use stereographic coordinates (z, z¯), defined by (2.32). The
trace condition γ¯ABD
AB = 0 becomes Dz¯z = 0 so that equations
D¯AD
AB = 0 become explicitly
∂zD
zz − 4z¯
1 + zz¯
Dzz = 0, ∂z¯D
z¯z¯ − 4z
1 + zz¯
Dz¯z¯ = 0, (2.63)
whose solutions are
Dzz = f(z¯) (1 + zz¯)4, Dz¯z¯ = g(z) (1 + zz¯)4, (2.64)
with f and g arbitrary functions of their argument. The factor (1+z¯z)4
in the right hand side of these solutions is equal to 1
sin8 θ
in (θ, φ)
coordinates, and the coordinate singularity at θ = 0 therefore becomes
a physical singularity, except if the functions f and g are zero. In this
case, the solutions become DAB = 0. This concludes the proof.
In view of the interesting symmetry enhancement that occurs when
singularities are allowed on the two-sphere, the condition D¯AD
AB = 0
is assumed to hold in this thesis, but not the further restriction DAB =
0.
• As will be seen later, the time derivative of the CAB tensors is respon-
sible for the non-conservation of the mass of the system and is called
the news tensors (∂uCAB = NAB). The tensor CAB is related to the
presence of supertranslations.
The last main equation (2.53) gives the time evolution (contained in the
auxiliary quantity lDB) of the subleadings of the expansion of the free data
gAB , in terms of functions β,U
A, Vr that are known functions at this stage of
the integration procedure. However, the time derivative of the tensor CAB
is not given by equation (2.53). This can be seen by considering the left
hand side of the equation of motion (2.53), when taking into account the
relations (2.59),
∂r
[
1
2
∂uC
D
B +O(r−1)
]
+ r
[
1
2r
∂uC
C
B +O(r−2)
] [
δDC
r
+O(r−2)
]
−
− r
[
1
2r
∂uC
D
C +O(r−2)
] [
δCB
r
+O(r−2)
]
= . . . (2.65)
One immediatly sees from (2.65) that all the terms ∂uC
D
B cancel, and there-
fore one concludes that the time evolution of the tensor CAB is not given
by the dynamics of the system and must therefore be given as part of the
initial data, as announced earlier.
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The main equations are now completely solved. Following the general
integration procedure described in previous section, one has that the trivial
equation is satisfied as a consequence of the main equations. The only re-
maining equations to consider are the three supplementary equations. These
equations are needed to be solved at order O(r−2)12, and determine the u-
dependence of the three integration constants M(u, xC), NA(u, xC).
Using the results obtained so far, the supplementary equations become
RuA = 0 : ∂uN
A = ∂AM +
1
16
∂A(CBC∂uC
BC)− 1
4
(∂uCBA)D¯AC
BC
− 1
4
D¯B(D¯
BD¯CCCA − D¯AD¯CCBC)
− 1
4
D¯B(C
CB∂uCAC − CAC∂uCCB), (2.66)
Ruu = 0 : ∂uM =
1
4
D¯AD¯B(∂uC
AB)− 1
8
(∂uC
AB)(∂uCAB). (2.67)
As can be seen from equation (2.67), the non-conservation of the mass is
related to the presence of news (defined by ∂uCAB). When there is no news
in the system, evolution equations (2.67) and (2.66) reduce to
∂uN
A = ∂AM − 1
4
D¯B(D¯
BD¯CCCA − D¯AD¯CCBC), (2.68)
∂uM = 0. (2.69)
The most general solution of the equations of motion for a metric in
the BMS gauge (2.1) depends on the initial data gAB (assumed to be ex-
panded in inverse power of r, see (2.54)) and is characterized by functions
β,UA,
V
r
given explicitely by equations (2.60)-(2.62), up to arbitrary in-
tegration functions M,NA subject to constraint (or evolution) equations
(2.67),(2.66). The time evolution of the first subleading in the expansion of
gAB (i.e. the news, ∂uCAB) is not determined by the equations of motion,
and must also be given as initial data to characterize the solution uniquely.
When there is no u dependence in the initial data gAB , then the trace-
less equations (2.53) become constraint equations for the functions β,UA, V
and, as a consequence, restrict the choice of integration functions M and
NA. See the next subsection for an explicit example with no u dependence
in the choice of the initial data.
2.2.3 Example of initial data: gAB = r
2γ¯AB
In this section, the general solution of the integration procedure described
in detail in the previous section is applied in the simplest case of initial data
12Recall that all the remaining orders of these supplementary equations of motion are
already satisfied, as a consequence of the main equations.
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one could think of: the case where the initial data is just the metric of the
two-sphere, i.e. gAB = r
2γ¯AB. Comparison between the form of gAB and
the expansion (2.54), and definitions (2.47)-(2.49), gives that both tensors
CAB and DAB are zero, and also that the auxiliary quantities are
kAB = rγ¯AB, lAB = 0, (2.70)
kAB =
δAB
r
, lAB = 0. (2.71)
Solutions to the main equations (2.50) (2.53) are in this case
β = 0, (2.72)
UA = −2N
A(u, xC)
3r3
, (2.73)
V
r
= −1 + 2M(u, x
C )
r
− 1
r2
D¯CU
C − 3
r4
(γ¯ABN
ANB). (2.74)
Finally, the traceless equation (2.53) gives the following condition
0 = r
(
nDnB − 1
2
(2)RDB
)
− 1
2r
∂r
(
r2
2
(DDUB +DBU
D) + 2rV kDB
)
−
− r
2
(
kBCD
CUD − kCDDBUC − (2)DC(kDBUC)
)
. (2.75)
Equation (2.75) can then be interpreted as a constraint equation for the
function UA. Secondly, this equation can be expanded in inverse power of
r, and so one can solve this equation order by order in r. At order O(r−4)
equation (2.75) reduces to
− 18N
φN θ sin2 θ
r4
= 0, (2.76)
so either Nφ or N θ must be zero. Combining this result with the equation
Rθθ = 0 at order O(r−4),
− 9
r4
[(N θ)2 − (Nφ)2 sin2 θ] = 0, (2.77)
forces the other component of NA to vanish as well.
The traceless part equations therefore reduce NA to be zero.
The two supplementary equations give the following constraint on the
integration function M(u, xC),
∂AM(u, x
C) = 0, ∂uM(u, x
C) = 0. (2.78)
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The BMS gauge ansatz with initial data gAB = r
2γ¯AB therefore becomes
on-shell
ds2 = −
(
1− 2M
r
)
du2 − 2dudr + r2γ¯ABdxAdxB , (2.79)
with a constant parameter M . This is nothing but the Schwarzschild metric
written in retarded null coordinates (u, r, xA). This final metric is by no
means surprising, since the choice of initial data is equivalent to requiring
spherical symmetry, and the resulting metric can only be the Schwarzschild
one, due to Birkoff’s theorem.
This exercise of solving the equation of motion for the BMS gauge with
the initial data gAB = r
2γ¯AB is nevertheless interesting. To the best, it
is a new derivation of the Schwarzschild metric. To the worst, it is just a
consistency check of the integration procedure that is associated with the
bms gauge ansatz.
2.2.4 News and Bondi-Sachs mass-loss formula
In terms of stereographic coordinates (2.32), the CAB tensor can be parametrized
by Czz = c, Cz¯z¯ = c¯, Czz¯ = 0. The evolution equation for the mass, equation
(2.67), becomes
∂uM = ∂
2
z (∂uc¯) + ∂
2
z¯ (∂uc)− (∂uc)(∂u c¯). (2.80)
Note that the two first terms are total derivative with respect to (z, z¯),
and the last term can be written as a square. This equation can then be
integrated over (z, z¯) to give
∂u
∫
dzdz¯γ¯zz¯M = −
∫
dzdz¯γ¯zz¯(∂uc)(∂u c¯). (2.81)
This is the famous Bondi-Sachs mass loss formula: the total energy of the
system (i.e. when integrated over the angles) is decreasing. The physical
interpretation of this formula is the following: the source emits waves and
waves carry energy, so that the total mass of the source decreases when
emitting waves.
In some recent considerations [28,29] concerning the relation between the
BMS symmetry and soft theorems, the evolution equation for the mass was
integrated over u, instead of the angles. Writing ∆M(z, z¯) =
∫ +∞
−∞ du(∂uM),
equation (2.80) becomes
∆M(z, z¯) = −
∫ +∞
−∞
du (∂uc)(∂u c¯) +
∫ +∞
−∞
du
(
∂2z (∂uc¯) + ∂
2
z¯ (∂uc)
)
.(2.82)
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There are two terms in the right hand side of (2.82): a radiative term (the
first one) and a term linear in the gravitational field (the second one). This
second term was argued to be a soft graviton contribution to the local en-
ergy [28]. This term does not contribute to the total energy (it is a total
derivative term), but gives only localized contributions. This term is impor-
tant in the proof of the conservation of energy at every angles [28,29].
2.2.5 News and supertranslations
In view of the importance of the CAB tensor and its time derivative, it is
interesting to see how the asymptotic symmetries act on it. In order to do
this, the variation of gAB is computed on-shell, at order O(r)
−δξCAB = (LξgAB) |O(r)
=
(
f∂u + LY C −
D¯CY
C
2
)
CAB +
(
γ¯AB∆¯f − 2D¯AD¯Bf
)
. (2.83)
Note that the inhomogeneous term in the transformation law (2.83) is identi-
cally zero when the gauge parameter ξ is an element of the Poincare´ algebra.
In other words, the inhomogeneous term is non-zero only in the case of super-
translations that are not pure translations, and in the case of superrotations.
In the globally well-defined case, comments about this inhomogeneous term
can be made when the general transformation law of the CAB tensor is re-
stricted to the case of supertranslations transformations (i.e. T 6= 0, Y = 0
in ξ). In this case, equation (2.83) becomes
− δTCAB = T∂uCAB + (γAB∆¯T − 2D¯AD¯BT ). (2.84)
The first term on the right hand side acts as a usual translation, the second
term is the non-zero inhomogeneous term in the transformation law. This
relation means that even if one starts with CAB = 0, then a supertransla-
tion will produce a non-zero CAB tensor. In other word, there is a mixing
between the CAB and the supertranslations.
In recent works relating BMS with soft theorems [28,29], equation (2.84)
is the statement that the Minkowski vacuum spontaneously breaks super-
translation invariance.
2.2.6 Magnetic part of Weyl tensor is zero:
no supertranslation for SPI - no superrotation for BMS
The covariant derivative of the DAB tensor, defined in (2.54), controls the
presence of logarithmic terms in the solution of the equations of motion
and the presence of singularities on the two-sphere, as can be seen from
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equation (2.61) and the discussion below. The condition D¯AD
AB = 0,
which was assumed when solving the main equations of motion, can be seen
as an extra gauge fixing condition. It is therefore of interest to see if this
condition restricts the form of the symmetry algebra. In order to see this,
the variation of gAB is computed at order O(1). One finds
δξDAB = 0. (2.85)
Since there is no inhomogeneous term in the transformation (2.85), the con-
dition D¯AD
AB = 0 is therefore invariant under the asymptotic symmetry
transformations. In other words, the gauge fixing condition D¯AD
AB does
not impose any new condition on ξ.
In some discussion about the asymptotic symmetry group at spatial in-
finity13, supertranslations symmetry transformations can be reduced to or-
dinary translations in two different ways [39]: either by imposing parity
conditions on the fields, either by requiring that the magnetic part of the
Weyl tensor vanishes. It is interesting to observe that in the case of asymp-
totic symmetries at null infinity in the BMS gauge, the magnetic part of the
Weyl tensor is nothing but the DAB tensor
14, and that DAB is zero in the
case where singularities on the two-sphere are not allowed.
So at spatial infinity, the vanishing of the magnetic part of the Weyl
tensor is related to the absence of supertranslation, while at null infinity its
vanishing is related to absence of singularities on the two-sphere and, as a
consequence, to the absence of superrotation.
2.3 BMS4 surface charges
Properties of surface charges associated with asymptotic symmetries are of
direct physical interest and allow, in some cases, for insights on the micro-
scopic degrees of freedom for the gravitational interaction. For instance, in
the case of black holes whose geometry are locally AdS3, the central exten-
sion appearing in the algebra of surface charges [8] is a crucial ingredient for a
non-stringy microscopic derivation of the macroscopic Bekenstein-Hawking
entropy [9]. In general, properties of surface charges (such as their alge-
bra and possible central extension of it) depend crucially on the question
whether charges are (or not) integrable.
13The so-called SPI group (for “SPatial Infinity”).
14See equation (4.38) of [16].
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2.3.1 Surface charges and non-integrability
The surface charges associated with the BMS symmetry parameters (T, Y A)
and with the on-shell solution were computed in [36], and are
/δQT = 1
16πG
∫
dxAdxB
√
γ¯
[
4TδM +
T
2
(∂uCAB)δ(C
AB)
]
, (2.86)
/δQY A =
1
16πG
∫
dxAdxB
√
γ¯[2uD¯AY
AδM + Y Aδ
(
2NA +
1
16
∂A(C
EFCEF )
)
+ uD¯AY
A(∂uCAB)δ(C
AB)]. (2.87)
These charges are non-integrable due to the presence of the news tensors
∂uCAB .
2.3.2 Algebra of surface charges
In the integrable case, there exists some theorems (in both hamiltonian
formalism [40] and covariant approach [37,41]) that garantee that the surface
charges always form a representation of the asymptotic symmetry algebra,
up to a possible central extension (i.e. {Qξ1 , Qξ2}∗ = Q[ξ1,ξ2]+Kξ1,ξ2), where
the Dirac bracket for the surface charges was defined by
{Qξ1 , Qξ2}∗ = −δξ2Qξ1 . (2.88)
In the non-integrable case, no such theorem exists, but there is however a
recent proposition for the Dirac bracket in the literature. Indeed, in the case
of charges associated with the BMS algebra in four spacetime dimensions
at null infinity, it was shown in [36] that the non-integrable surface charge
/δQξ can be decomposed into a sum of an integrable piece δQξ and a non-
integrable piece Θξ, so that the resulting expression for the surface charge
can be cast in the following form /δQξ(δχ, χ) = δQξ(χ)+Θξ(δχ, χ)15. It was
furthermore proved that if the Dirac bracket is defined taking into account
the non-integrable piece, than the (integrable part of the) charges realize
the asymptotic symmetry algebra, up to a possible (field dependent) central
extension. Explicitly [36], if the Dirac bracket is defined by16
{Qξ1 , Qξ2}∗[χ] = −δξ2Qξ1 [χ] + Θξ2 [−δξ1χ, χ], (2.89)
then the charges satisfy
{Qξ1 , Qξ2}∗[χ] = Q[ξ1,ξ2][χ] +Kξ1,ξ2 [χ]. (2.90)
15Up to an ambiguity in the definition of Θ, and where χ denotes the free data of the
theory, χ = {gAB, ∂uCAB ,M,N
A}.
16Note the indices in the variation in the two terms.
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In [36], the field-dependent central extension appearing in the algebra of
the integrable part of the charges associated with the BMS gauge in four
dimensions was computed to be
Kξ1,ξ2 =
1
16πG
∫
dxAdxB
√
γ¯ [(f1∂AF2 − f2∂Af1) ∂AR¯+
+ CAB
(
f1D¯AD¯BD¯CY
C
2 − f2D¯AD¯BD¯CY C1
)
]. (2.91)
2.3.3 Superrotations and holographic currents
In [43], the charges were evaluated in the case of the superrotation symmetry
parameter. However, it was shown that these charges were diverging because
of the presence of pole singularities.The way to cure this problem is not to
integrate and to consider instead the associated hologaphic currents algebra,
see [43] for more detail.
2.4 Anti-de Sitter and de Sitter cases
In four dimensions, the BMS metric ansatz described in the three first sec-
tions of this chapter was only discussed in the case of a vanishing cosmolog-
ical constant. Interestingly, the BMS gauge (2.1)
gµν =


V
r
e2β + gABU
AUB −e2β −gBCUC
−e2β 0 0
−gACUC 0 gAB

 , (2.92)
can be used to describe asymptotically anti-de Sitter (see [44], [33] for a
discussion about the symmetries and equations of motion, respectively) and
de Sitter cases as well.
To describe the case of a non-vanishing cosmological constant in a uni-
fied way, a parameter α is introduced and defined as being the sign of the
cosmological constant and zero otherwise. When α 6= 0, the only difference
with respect to the asymptotically flat case lies in the BMS function Vr , for
which the (off-shell) gauge fixing condition (2.4) now becomes
V
r
= α
r2
l2
+O(1). (2.93)
Of course, this modification in the gauge fixing of the metric affects the
symmetry algebra. As in the asymptotically flat case, the fall-off for the
function V is not needed during the integration of the equations of motion,
as it is only a consequence of the remaining boundary conditions (for β,UA),
due to the equations of motion. As shown in [44], there is no symmetry en-
hancement for asymptotically anti-de Sitter in dimension higher than three.
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In the rest of this section, only the equations of motion will be considered.
The integration procedure of the equations of motion for the BMS gauge,
described in section 3.2 in the asymptotically flat case, can also be used in
the case of a non-vanishing cosmological constant. Indeed, Bianchi identities
allow to have the same hierarchy between the equations of motion (main,
trivial, supplementary), simplifying therefore the quest of solving them.
The generalization of (2.39) in the presence of a cosmological constant is
the following (to be as general as possible, the proof is given in d dimensions).
When a cosmological constant17 is present, the equations of motion read
Gµν + Λgµν = 0 ⇔ Rµν − 2
d− 2Λgµν = 0. (2.94)
Let the equations of motion be denoted by Eµν = Rµν − 2
d− 2Λgµν in
this case. The generalization of (2.39) in the case of non-zero cosmological
constant is
gαǫ
(
Eµα,ǫ − 1
2
Eαǫ,µ − ΓσαǫEµσ
)
= 0. (2.95)
Note that
gαǫ(Gµα + Λgµν);ǫ = g
αǫ
(
Rµν − 2
d− 2Λgµν
)
;ǫ
(2.96)
= gαǫ(Rµα);ǫ − 2
d− 2Λ;µ (2.97)
with Λ;µ = Λ,µ = (cst),µ = 0. The rest of the proof is therefore exactly the
same as for the flat case (equation (2.39)) and will not be reproduced.
The integration procedure starts with the main equations. Due to the
form of (2.92), the three first main equations are the same as in the flat
case, Err = Rrr = 0 and ErA = RrA = 0. The solutions for β and U
A are
thus exactly the same as in the asymptotically flat case, (2.60),(2.61).
The last main equations (trace part and trace free part) now involve the
17With Λ = α (d−1)(d−2)
2l2
, so that the equations of motion in d dimensions are Rµν =
α
(d−1)
l2
gµν .
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cosmological constant, so that (2.52) and (2.53) are replaced by
gABRAB = 0 : ∂rV = e
2βr2
[
∆β + ∂Aβ∂Aβ − 1
2
(2)R
]
−
− r
2
2
(
∂r +
4
r
)
(2)DAU
A +
3αr2
l2
e2β, (2.98)
gADRAB = 0 : ∂r(r l
D
B) + r(l
C
Bk
D
C − lDCkCB) =
= re2β
(
(2)DB∂
cβ + ∂Dβ∂Bβ + n
DnB − 1
2
(2)RDB
)
−
− 1
2r
∂r
(
r2
2
(DDUB +DBU
D) + rV kDB
)
+
3αr
2l2
e2βδDB−
− r
2
(
kBCD
CUD − kCDDBUC − (2)DC(kDBUC)
)
.
(2.99)
Under the assumption of a perturbative expansion in inverse power of r of
gAB , (2.54), (2.55), the trace equation (2.98) can be integrated to give
V
r
= α
r2
l2
−
(
1 +
3α
l2
CABC
AB
16
)
+
2M(u, xC)
r
+O(r−2), (2.100)
with M(u, φ) an integration function.
Some comments are in order.
• The fall-off condition for the function V is not needed during the
integration procedure, exactly as in the asymptotically flat case (α =
0).
• When α = 0, (2.100) reduces to (2.62) as it should.
• Besides the contribution to the leading term (order O(r2)), the pres-
ence of the cosmological constant also affects the first subleading term
(order O(r)) in Vr . This subleading contribution comes from the term
3αr2
l2
e2β in (2.98).
The traceless equation (2.99) gives the time evolution of the initial data
gAB , (2.54). Expanding in inverse power of r up to order O(r−2), and using
the solution for β,UA,
V
r
already obtained during the integration (equations
(2.60),(2.61),(2.100)), the traceless equation becomes
− αC
D
B
2l2
+
α
r
DDB
2l2
+O(r−2) = 0. (2.101)
Solving this equation at order O(1) and O(r−1) gives
CDB = 0, D
D
B = 0. (2.102)
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This result reduces gAB , kAB , lAB , k
D
B, l
D
B to
gAB = r
2γ¯AB +
EAB
r
+O(r−2), (2.103)
kAB = rγ¯AB − EAB
2r2
+O(r−3), lAB = E˙AB
2r
+O(r−2), (2.104)
kDB =
δDB
r
− 3
2r4
EDB +O(r−5), lDB =
1
2r3
E˙DB +O(r−4). (2.105)
With these simplifications, the solutions for β,UA,
V
r
given by equations
(2.60), (2.61), (2.100) become
β = − 3
32
EABE
BA
r6
+O(r−7), (2.106)
UB = − 2
3r3
NB(u, xC) +
3
4r4
D¯BE
AB +O(r−5), (2.107)
V
r
= α
r2
l2
− 1 + 2M(u, x
C )
r
− 1
3r2
D¯AN
A +O(r−3). (2.108)
The last equations of motion to be solved are the supplementary equations.
Due to the cosmological constant, there is one more term to consider in
addition to those of asymptotically flat case (2.66),(2.67),
RuA − 3α
l2
guA = 0, Ruu − 3α
l2
guu = 0. (2.109)
Recall from the integration procedure that in the perturbative expansion in
inverse power of r, the only order that remains to be solved is the one of
O(r−2). Explicitly,(
RuA − 3α
l2
guA
)
= 0 : ∂uN
A = ∂AM +
9α
4l2
D¯CE
C
A, (2.110)(
Ruu − 3α
l2
guu
)
= 0 : ∂uM =
α
2l2
D¯AN
A. (2.111)
In the absence of cosmological constat (i.e. when α = 0), one recovers the
results (2.67) (2.66) when the CAB and DAB tensors are switched-off, as it
should.
The general solution to Rµν = α
3
l2 gµν for the metric ansatz (2.92) with
the boundary conditions β = O(r−2) = UA is completely characterized
by the initial data gAB , up to integration functions M(u, x
C), NA(u, xC).
When gAB is assumed to be expanded in inverse power of r, the solution
becomes asymptotically (2.103), (2.106)-(2.108) with integration functions
NA,M satisfying the evolution equations (2.110)(2.111), respectively. The
first and the second subleading parts of gAB are zero (2.102) which implies
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in particular that there is no news in this system, contrary to the asymp-
totically flat case.
As an example, choosing the initial data to be gAB = r
2γ¯AB reduces the
general solution described above to
ds2 =
(
α
r2
l2
− 1 + 2M
r
)
du2 − 2dudr + r2γ¯ABdxAdxB , (2.112)
in the same way as in section (3.2.3). This corresponds to the Schwarschild-
(anti-)de Sitter black hole in four dimensions.
2.5 BMS gauge versus Newman-Unti gauge
As explained in chapter 1, the BMS gauge is the original way to describe
asymptotically flat spacetimes. However, there are other gauges which de-
scribe asymptotically flat spacetimes as well, in particular the Newman-
Unti [18] gauge (based on the Newman-Penrose formalism [45]). It is there-
fore interesting to see if the two gauge are physically equivalent.
This question will be addressed in detail in chapter 4, but at this point,
let us just stress that the problem in comparing these two gauges is that,
besides a different gauge choice of the radial coordinate, the Newman-Unti
gauge allows a conformal factor in front of the angular part of the metric.
More precisely in the bms gauge, the radial coordinate is defined as being
a luminosity distance, i.e. by being the r that satisfies the gauge fixing
condition of the determinant,
r such that det (gAB) = r
4 sin2 θ. (2.113)
In the Newman-Unti gauge for asymptotically flat spacetimes, the r coordi-
nates is defined to be the affine parameter of the null geodesic congruence,
r such that lµ;ν l
ν = 0. (2.114)

Chapter 3
BMS gauge in three
dimensions
In this chapter, the BMS gauge in three dimensions is described in purely
gravitational theories. For Einstein-Yang-Mills systems, see chapter five.
For higher spins and supergravity considerations, see [46] and [47] respec-
tively. In the cases of asymptotically flat and asymptotically anti-de Sitter,
this chapter is based on [16,32]. Apart from the presentation, there are two
new observations in this chapter. The first one [35] is the fact that the sur-
face charges associated to the bms3 algebra can be computed for any value
of the radial coordinate and are the same1. The second observation is the
fact that the BMS gauge covers all the Penrose diagram of de Sitter space.
3.1 BMS3 gauge: Flat, AdS and dS cases
One of the nice features of the BMS gauge is the fact that it can describe
spacetimes with or without a cosmological constant. In order to provide a
description in an unified way of these three cases (flat, AdS, dS), a param-
eter α is introduced and defined to be the sign of the cosmological constant
(and zero in the flat case).
In three spacetime dimensions with coordinates (u, r, φ), the BMS gauge
depends on three functions (V, β, U) and is given (off-shell) by the metric
gµν =


V
r
e2β + r2U2 −e2β −r2U
−e2β 0 0
−r2U 0 r2

 , (3.1)
supplemented by gauge fixing conditions on U, β. The fall-off for U is
U = O(r−2), (3.2)
1This result is true for the three cases: flat and (anti-)de Sitter.
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while the fall-off for the beta function depends on the presence of the cos-
mological constant and is given by
β = O(r−1) (α = 0), (3.3)
β = O(r−2) (α 6= 0). (3.4)
As in the four dimensional case, the boundary condition on the function V
is a consequence of the other gauge fixing conditions (i.e. on U and β), due
to the equations of motion. However in an off-shell description, this fall-off
is needed and given to be
V
r
= α
r2
l2
+O(1). (3.5)
In this BMS gauge (3.1), flat, anti de Siter and de Sitter spaces are
described by taking U = 0 = β and
V
r
= α
r2
l2
− 1, so that the line element
becomes
ds2 =
(
α
r2
l2
− 1
)
du2 − 2dudr + r2dφ2. (3.6)
As in the four dimensional case, one can consider an extended gauge
fixing, by introducing a conformal factor ϕ = ϕ(u, φ) in the angular part of
the metric, 

V
r
e2β + e2ϕr2U2 −e2β −e2ϕr2U
−e2β 0 0
−e2ϕr2U 0 e2ϕr2

 . (3.7)
See [16,48] for a detailed analysis of this extended gauge in the asymptoti-
cally flat and anti-de Sitter cases, respectively. In the rest of this chapter,
this extended gauge fixing will not be considered.
3.2 BMS3 symmetry algebra
The asymptotic symmetries are, by definition, the gauge transformations
leaving invariant the gauge fixing of the metric field. Explicitly, asymptotic
symmetries are the ξµ solutions to
Lξgµν = −δgµν (3.8)
=

 O(1) −δgur O(1)−δgur 0 0
O(1) 0 0

 . (3.9)
As in the four dimensional case, the explicit form of the asymptotic symme-
try parameter ξ is found in two steps:
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• First, the following equations of (3.9) are solved,
Lξgrr = 0, Lξgrφ = 0, Lξgφφ = 0. (3.10)
The two first equations of (3.10) give differential equations with re-
spect to r for the components of the gauge parameter (ξu, ξφ) and can
be integrated exactly, up to some integration functions (with respect
to r). The third equation in (3.10) is an algebraic equation for ξr.
Explicitly,
∂rξ
u = 0, ⇒ ξu = f(u, φ), (3.11)
∂rξ
φ =
1
r2
e2β∂φf ⇒ ξφ = Y (u, φ) − ∂φf
∫ +∞
r′
dr′
e2β
r′2
, (3.12)
ξr = −r(∂φξφ − U∂φf), (3.13)
with f(u, φ), Y (u, φ) arbitrary integration functions.
• The second step in finding the symmetry parameter, is to solve the
remaining equations of (3.9), i.e.
Lξguφ = O(1), Lξguu = O(1), (3.14)
while for the component gur the right hand side depends on the gauge
fixing condition on β,
Lξgur = O(r−1) (asymptotically flat case), (3.15)
Lξgur = O(r−2) (asymptotically adS, dS cases). (3.16)
The equations (3.15) and (3.16) give the same relation on the u deriva-
tive of f ,
∂uf = ∂φY. (3.17)
The first equation of (3.14) implies
∂uY = −α
l2
∂φf, (3.18)
while the last equation of (3.14) does not impose any new condition
on the gauge parameter.
Therefore, the most general gauge parameter leaving invariant the form
of the BMS metric ansatz in three dimensions (3.1) is given by (3.11)-(3.13)
with integration functions f, Y subject to (3.17),(3.18).
Note that as in the four dimensional case, the gauge parameter ξ depends
explicitly on the metric throught the functions U, β present in ξφ and ξr.
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At future null infinity (limr→∞ with coordinates u, φ), the vector field ξ
defined by the components (3.11)-(3.13) reduces to
ξ¯ = f∂u + Y ∂φ. (3.19)
The algebra of this field independent gauge parameter is found in the same
way as in the four dimensional case, i.e. by considering the commutator
of two variations acting on the metric field. In the case of the vector field
(3.19), let the u and φ components of the Lie bracket be denoted by fˆ , Yˆ ,
respectively.
[ξ¯1, ξ¯2] ≡ fˆ∂u + Yˆ ∂φ. (3.20)
A computation shows that these components of the Lie bracket associated
with the gauge parameter (3.19) are
Yˆ = Y1∂φY2 − Y2∂φY1 − α
l2
(f1∂φf2 − f2∂φf1) , (3.21)
fˆ = Y1∂φf2 − Y2∂φf1 + f1∂φY2 − f2∂φY1. (3.22)
These relations define the symmetry algebra and can be written more com-
pactly as
[(f1, Y1), (f2, Y2)] = (fˆ , Yˆ ), (3.23)
with fˆ , Yˆ defined by (3.21) and (3.22).
This result is true for the three cases (flat, anti-de Sitter, de Sitter) in a
unified way. Let us stress that this does not mean that the algebra is the
same in the three cases! The explicit form of the right hand side of (3.21)
depends on the parameter α explicitly, but also implicitly through relations
(3.17)-(3.18), so that the three symmetry algebras are of course not the
same.
3.2.1 Realization of the symmetry algebra in the bulk
Note that the vector field, given in components by (3.11)-(3.13)
ξ = f∂u − r
(
∂φ
[
Y − ∂φf
∫ ∞
r
dr′
e2β
r′2
]
− U∂φf
)
∂r+
+
(
Y − ∂φf
∫ ∞
r
dr′
e2β
r′2
)
∂φ, (3.24)
is defined everywhere in the bulk of the spacetime (i.e. for all coordinates
u, r, φ) and is moreover field dependent.
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As in the four dimensional case, the algebra of this field dependent gauge
parameter can be found by considering the commutator of two variations
acting on the metric field. This will give rise to the modified bracket,
[ξ1, ξ2]M = [ξ1, ξ2] + δξ1ξ2(g) − δξ2ξ1(g), (3.25)
in which the two corrections terms are due to the fact that the second
variation in the commutator acts not only on the metric, but also on the
metric-dependent gauge parameter of the first variation. The proof of (3.25)
is the same as in the four dimensional case2.
When using the modified bracket, one can show that the bulk vector field
(3.11)-(3.13) form a representation of the symmetry algebra,
[ξ1, ξ2]M = fˆ∂u − r
(
∂φ
[
Yˆ − ∂φfˆ
∫ ∞
r
dr′
e2β
r′2
]
− U∂φfˆ
)
∂r+
+
(
Yˆ − ∂φfˆ
∫ ∞
r
dr′
e2β
r′2
)
∂φ. (3.26)
The proof of this representation result is given in [16] in the asymptotically
flat case (α = 0), and consists in showing that the modified Lie bracket
satisfies the same initial conditions and differential equations as the vector
field (3.24).
This result means that the bms3 symmetry algebra is represented (throught
the modified bracket) everywhere in the bulk of the spacetime, even though
it has been defined at infinity.
3.2.2 Mode expansions
In order to recover the usual asymptotic symmetry algebra, at least for anti-
de Sitter and flat cases, let us make a mode expansion of the integration
functions f, T present in the gauge parameter.
Asymptotically flat: α = 0
In the asymptotically flat case, the relations (3.17) and (3.18) simplify to
∂uf = ∂φY, ∂uY = 0, (3.27)
so that the first relation can be integrated to give f = T (φ) + u∂φY . The
asymptotic symmetry parameter ξ¯ (3.19) of the BMS gauge in the asymp-
totically flat case is therefore
ξ¯T,Y = (T (φ) + u∂φY )∂u + Y ∂φ. (3.28)
2The proof given in section 2.1.2 does actually not depend on the spacetime dimen-
sions.
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Let the generators be expanded in the following way,
ln = {ξ¯T,Y : T = 0, Y = einφ}, (3.29)
tn = {ξ¯T,Y : T = einφ, Y = 0}. (3.30)
The non-vanishing commutation relations (3.20) of the asymptotically flat
algebra are
i[ln, lm] = (n−m)lm+n, i[ln, tm] = (n −m)tn+m. (3.31)
This is the symmetry algebra of asymptotically flat spacetimes in three
dimensions.
Asymptotically anti-de Sitter: α = −1
In the asymptotically anti-de Sitter case, the relations (3.17) and (3.18)
become
∂uf = ∂φY, ∂uY =
1
l2
∂φf. (3.32)
These relations are equivalent to(
∂2u −
1
l2
∂φ
)
f = 0,
(
∂2u −
1
l2
∂φ
)
Y = 0, (3.33)
and can be solved for f, Y by introducing coordinates x± = ul ± φ. The
wave equations (3.33) become 4
l2
∂+∂−f = 0 and 4l2 ∂+∂−Y = 0 and can be
integrated for f, Y in terms of two arbitrary functions Y +(x+), Y −(x−),
f =
l
2
(
Y +(x+) + Y −(x−)
)
, Y =
1
2
(
Y +(x+)− Y −(x−)) . (3.34)
The symmetry parameter ξ¯ (3.19) of the BMS gauge in the asymptotically
anti-de Sitter case therefore becomes
ξ¯Y +,Y − = Y
+∂+ + Y
−∂−. (3.35)
Let the generators be expanded in the following way,
l+n = {ξ¯Y +,Y − : Y + = einx
+
, Y − = 0}, (3.36)
l−n = {ξ¯Y +,Y − : Y + = 0, Y − = einx
−}. (3.37)
The non-vanishing commutation relation (3.20) of the asymptotically anti-de
Sitter algebra thus become two copies of the Witt algebra,
i[l+n , l
+
m] = (n−m)l+m+n, i[l−n , l−m] = (n−m)l−m+n. (3.38)
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3.3 BMS3 equations of motion
In this section, the equations of motion are solved in BMS gauge (3.1). In
order to do so, the equations of motion are organized in the same way as
in four dimensions. The reason for doing so is both physical and technical.
Physical, because it allows to go back and forth between the four dimen-
sional and three dimensional cases to compare the results concerning the
physical quantities that are the news of the system, the mass, and the an-
gular momentum. Technical, because this way of arranging the equations of
motion is very efficient.
3.3.1 Integration procedure
The relation between the Bianchi identities (2.95) holds in any dimensions
and with or without a cosmological constant,
gαǫ
(
Eµα,ǫ − 1
2
Eαǫ,µ − ΓσαǫEµσ
)
= 0, (3.39)
with Eµν ≡ Rµν − 2αl2 gµν in three dimensions. When the three following
equations of motion (called the main equations) are satisfied,
Err = 0, Erφ = 0, Eφφ = 0, (3.40)
then the three Bianchi identities (3.39) reduce to
µ = r : − gαǫΓuαǫEur = 0, (3.41)
µ = φ : gur(Eφu,r − Eur,φ)− gαǫΓuαǫEuφ = 0, (3.42)
µ = u : gurEuu,r + g
rrEur,r + g
rφ(Eur,φ + Euφ,r) + g
φφEuφ,φ−
− gαǫΓuαǫEuu − gαǫΓrαǫEur − gαǫΓφαǫEφu = 0. (3.43)
From the metric (3.2) one has gαǫΓuαǫ =
e−2β
r and the Bianchi identity (3.39)
then implies
Eur = 0. (3.44)
Equation of motion Eur is therefore called the trivial equation, because it
is automatically satisfied as consequence of the main equations (3.40) only.
This result in the Bianchi identity (3.42) implies
−e−2β
(
∂r +
1
r
)
Eφu = 0
−e
−2β
r
∂r(rEφu) = 0 ⇒ Eφu = f(u, φ)
r
, (3.45)
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where f(u, φ) is an arbitrary function of its arguments. When the main
equations are satisfied, the function Euφ contains only terms of orderO(r−1).
Finally, the last Bianchi identity (3.43) becomes
−e−2β
(
∂r +
1
r
)
Euu = 0
−e
−2β
r
∂r(rEuu) = 0 ⇒ Euu = g(u, φ)
r
, (3.46)
where g(u, φ) is an arbitrary function of its arguments.
In summary, the Bianchi identities (3.39) allow one to organize the equa-
tions of motion for the metric field in a very convenient way, similar to the
four dimensional case. Indeed, once the main equations Err = 0, Erφ =
0, Eφφ = 0 are solved, then Eur = 0 is trivially satified and Eφu is of the
form Euφ =
f
r , and solving Euφ = 0 reduces f to zero. Finally, equation
Euu is of the form Euu =
g
r , and solving Euu = 0 restricts g to be zero.
3.3.2 General solution
In this section, the Einstein’s field equations of motion
Rµν − 2α
l2
gµν = 0, (3.47)
are solved in a unified3 way for the BMS metric ansatz (3.1) with boundary
conditions (3.2) and (3.3). The boundary condition for the function V is not
needed in the integration procedure, as it is a consequence of the remaining
boundary conditions.
Following the general procedure presented in section 3.3.1, the three
main equations are first solved.
Rrr = 0 :
2
r
∂rβ = 0. (3.48)
This equation implies that the function β is zero, due to the boundary
condition (3.3). The next main equation to solve is
Rrφ = 0 :
1
2r
∂r(r
3∂rU) = 0. (3.49)
Using the boundary condition (3.2), this equation can be integrated twice
to give U = −N(u, φ)
2r2
with N(u, φ) an integration function.
The last main equation depends on α,
Rφφ − 2α
l2
gφφ = 0 : ∂r
(
V
r
)
=
N2
2r3
+
2α
l2
r. (3.50)
3Both for α = 0 and α 6= 0.
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Integration gives
V
r
=
αr2
l2
+M(u, φ) − N
2
4r2
, with M(u, φ) an integration
function.
One can check that the trivial equation of motion Rur − 2α
l2
gur = 0 is
satisfied, as a consequence of the main equations.
The last equations to be solved are the two supplementary equations. Using
the previous results, one finds for Euφ = 0,
Ruφ − 2α
l2
guφ = 0 :
∂φM
2r
− ∂uN
2r
= 0. (3.51)
Recall that there are only terms of order O(r−1) in this equation, due to
(6.18) as a consequence of the main equation. Equation (3.53) gives the
time evolution of the function N ,
∂uN = ∂φM. (3.52)
The last equation of motion to solve is
Ruu − 2α
l2
guu = 0 : −α∂φN
2l2r
− ∂uM
2r
= 0. (3.53)
This equation only involves terms of order O(r−1), due to (6.19), and de-
pends on α. This equation gives the time evolution of the function M ,
∂uM = −α
l2
∂φN. (3.54)
The general solution of the equations of motion (3.47) in BMS gauge
(3.1) is therefore
ds2 =
(
α
r2
l2
+M(u, φ)
)
du2 − 2dudr +N(u, φ)dudφ + r2dφ2, (3.55)
with functions M,N satisfying the evolution equations (3.52),(3.54). In the
asymptotically flat case, this solution was derived in [16].
3.3.3 Equations of motion and asymptotic symmetries
The general solution to the equations of motion for the BMS gauge in three
dimensions depends on two integration functions M,N . On the other side,
the asymptotic symmetries associated with the BMS gauge also depend on
two integration functions f, Y . The time evolution of all these integration
functions are fixed, and are
∂uf = ∂φY, ∂uY = −α
l2
∂φf, (3.56)
∂uN = ∂φM, ∂uM = −α
l2
∂φN. (3.57)
These relations show the close relation between parameters characterizing
the symmetry algebra (functions f, Y ) and those characterizing the general
solution (functions M,N).
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3.3.4 On-shell expansion of symmetry generators
On-shell, the symmetry generator (3.24) can be written
ξ = f∂u +
(
−r∂φY + ∂2φf −
N
2r
∂φf
)
∂r +
(
Y − ∂φf
r
)
∂φ. (3.58)
Equation (3.58) shows that the perturbative expansion in inverse power of
r of the symmetry parameter associated to the BMS gauge stops at next-
to-next to leading order.
3.3.5 Action of asymptotic symmetries on solution space
The solution (3.55) to the equations of motion for the BMS gauge is charac-
terize by two functionsM,N subject to relations (3.57). In the next section,
the algebra of the surface charge will be computed. In order to do so, the
variation of the data M,N is needed and computed via the on-shell Lie
derivative of the metric. More precisely,
Lξguu = −δguu = −δM, Lξguφ = −δguφ = −δN
2
. (3.59)
The evaluation of these Lie derivatives on-shell with ξ given in (3.58) is
−δM = (f∂u + Y ∂φ + 2∂φY )M − 2∂3φY − 2
α
l2
N∂φf, (3.60)
−δN = (f∂u + Y ∂φ + 2∂φY )N − 2∂3φf + 2M∂φf. (3.61)
In these transformation laws, the field independent part of the inhomo-
geneous term is responsible for the presence of a central extension in the
algebra of the surface charges.
3.4 BMS3 surface charges
In this section, the surface charges associated to the BMS symmetry gener-
ator are computed. To perform the computation, the assumption of asymp-
totic linearity is not made but it is the variation of the charge that is really
computed, and then shown to be integrable. The charge is computed for
the three regimes (flat, anti-de Sitter, de Sitter) and is shown [35] to be
independent or the r coordinate.
3.4.1 Computation of the surface charges
The covariant formalism of Barnich-Brandt-Compe`re [37,41] is used in order
to compute the surface associated with the on-shell solution (3.55)
ds2 =
(
α
r2
l2
+M(u, φ)
)
du2 − 2dudr +N(u, φ)dudφ + r2dφ2, (3.62)
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and associated to the on-shell asymptotic symmetry vector field (3.24).
More precisely [37, 41], to any vector field ξ is associated a 1-form /δQξ
depending on a solution g, and its variation δg, and is defined 4 in three
spacetime dimensions by
/δQξ(g, δg) = 1
16πG
∫
rdφ kξ, (3.63)
kξ = ξ
r (Duh−Dσhuσ +Drhur −Duhrr)−
−ξu (Drh−Dσhrσ −Drhuu +Duhru)+
+ξφ
(
Drhuφ −Duhrφ
)
+
1
2
h (Drξu −Duξr)+
+
1
2
hrσ (Duξσ −Dσξu)− 1
2
huσ (Drξσ −Dσξr) , (3.64)
where hµν = δgµν , h
µ
ν = gµσδgσν , h = h
σ
σ.
In the case of the solution g given by (3.62), the only non-vanishing hµν are
huu = δM and huφ =
δN
2
. Evaluating kξ in (3.64) gives
kξ = f
δM
r
− f ∂φδN
2r2
+
(
Y − ∂φf
r
)
δN
2r
+ δN
Y
2r
, (3.65)
=
1
r
(fδM + Y δN) − 1
2r2
∂φ (fδN) , (3.66)
so that (3.63) is
/δQξ(g, δg) = 1
16πG
∫
dφ (fδM + Y δN) . (3.67)
Note that the second term of kξ in (3.66) is a total derivative and vanishes
when integrated along the φ coordinate. Because the right-hand side of
(3.67) is made of δ exact terms5, the charge associated to the BMS gauge
in three dimensions is integrable, and reads
Qξ = 1
16πG
∫
dφ (fM + Y N) . (3.68)
Some remarks concerning this result for the charge are in order.
4The form kξ in (3.64) can be defined in terms of a symplectic form by dkξ =W with
the symplectic form W defined byW = 1
2
Inδφ
(
δL
δφ
δφ
)
, where Inδφ is the homotopy operator
acting on an n form. This expression of kξ differs from the one proposed by Iyer-Wald [42],
dkIWξ = ω
IW , with the symplectic form ωIW defined by ωIW = δ(InδφL). The two different
symplectic forms differ by a total derivative term, W = ωIW +dE with E = 1
2
(In−1δφ I
n
δφL).
This E term plays no role in the case of exact symmetries but is however relevant in the
asymptotic context. See [41] appendix A5 for more detail.
5Recall that the variation δ only acts on the field and not on the gauge parameters,
when these latter are field independent.
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• The final result for the charge, equation (3.68) is r independent [35].
This means that one can evaluate the charge on a closed circle at any
radius r and get the same result.
• The result (3.68) is valid for asymptotically flat, anti-de Sitter and de
Sitter cases. Indeed, the only difference between these three cases in
the BMS symmetry parameter ξ shows up in the relations between
the integration functions f, Y , but not in the expression (3.68) for the
charge.
• Equation (3.68) makes explicit the isomorphism between the integra-
tion functions of the asymptotic symmetries (f, Y ) and the integration
functions of the solution to the equations of motion (M,N). More pre-
cisely, the charge Qξ in (3.68) provides an inner product between the
space of solutions and the asymptotic symmetries.
3.4.2 Algebra of surface charges and central extension
The algebra of surface charges can be computed with the Poisson bracket
given by
{Qξ1 ,Qξ2} = −δξ2Qξ1 . (3.69)
One finds
−δξ2Qξ1 =
1
16πG
∫
dφ [f1(−δ2M) + Y1(−δ2N)] ,
=
1
16πG
∫
dφ
(
fˆM + Yˆ N
)
− 1
8πG
∫
dφ(f1∂
3
φY2 + Y1∂
3
φf2),
(3.70)
with fˆ , Yˆ defined in (3.21) and (3.22). This can be rewritten as
{Qξ1 ,Qξ2} = Q[ξ1,ξ2] +Kξ1,ξ2 , (3.71)
where Kξ1,ξ2 is by definition the second term of (3.70). The algebra of the
surface charges associated with the BMS gauge is centrally extended, in the
three cases (flat, anti-de Sitter, de Sitter). In the asymptotically flat and
anti-de Sitter cases, the same mode expansion as in section 3.3 can be made.
Mode expansion in asymptotically flat case
In the asymptotically flat case, let the charges associated with the generators
ln, tn be denoted by
Ln = {QT,Y : T = 0, Y = einφ}, (3.72)
Tn = {QT,Y : T = einφ, Y = 0}. (3.73)
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The charge algebra (3.71) becomes
i{Ln, Lm} = (n −m)Lm+n, (3.74)
i{Ln, Tm} = (n −m)Tm+n + 1
4G
n3δm+n,0, (3.75)
where δk,0 =
1
2π
∫
dφ eikφ. From (3.75), the classical central charge is iden-
tified6 to be c = 3G .
Mode expansion in asymptotically anti-de Sitter case
In the asymptotically anti-de Sitter case, with the same notation as in section
4.3, let the charges associated with the generators ln, tn be denoted by,
L+n = {QY +,Y − : Y + = einx
+
, Y − = 0}, (3.76)
L−n = {QY +,Y − : Y + = 0, Y − = einx
−}. (3.77)
The charge algebra (3.71) becomes two copies of the (classical) Virasoro
algebra,
i{L+n , L+m} = (n−m)L+m+n +
c
12
n3δm+n,0, (3.78)
i{L−n , L−m} = (n−m)L−m+n +
c
12
n3δm+n,0. (3.79)
The two classical central charges are the same and equal to c = 3l2G .
6Usually, i{Ln, Tm} = (n−m)Tm+n +
c
12
n3δn+m,0.

Part II
Original contributions

Chapter 4
The Newman-Unti gauge
The symmetry algebra of asymptotically flat spacetimes at null infinity in
four dimensions in the sense of Newman and Unti is revisited. As in the
Bondi-Metzner-Sachs gauge, it is shown to be isomorphic to the direct sum
of the abelian algebra of infinitesimal conformal rescalings with bms4. The
latter algebra is the semi-direct sum of infinitesimal supertranslations with
the conformal Killing vectors of the Riemann sphere. Infinitesimal local
conformal transformations can then consistently be included. We work out
the local conformal properties of the relevant Newman-Penrose coefficients,
construct the surface charges and derive their algebra.
4.1 Motivation
The definitions of asymptotically flat four dimensional space-times at null
infinity by Bondi-Van der Burg-Metzner-Sachs [11,12] (BMS) and Newman-
Unti (NU) [18] in 1962 merely differ by the choice of the radial coordinate.
Such a change of gauge should not affect the asymptotic symmetry algebra
if, as we contend, this concept is to have a major physical significance.
The problem of comparing the symmetry algebra in both cases is that,
besides the difference in gauge, the very definitions of these algebras are not
the same. Indeed, NU allow the leading part of the metric induced on Scri
to undergo a conformal rescaling. When this generalization is considered
in the BMS setting, it turns out that the symmetry algebra is the direct
sum of the BMS algebra bms4 [13] with the abelian algebra of infinitesimal
conformal rescalings [15], [16]. There are two novel and independent aspects
in this computation.
• The first concerns the fact that the BMS algebra in 4 dimension in-
volves the conformal Killing vectors of the unit, or equivalently, the
Riemann sphere and can consistently accommodate infinitesimal lo-
cal conformal transformations. The symmetry algebra bms4 then in-
volves two commuting copies of the non centrally extended Virasoro
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algebra, called superrotations in [17], and simultaneously the super-
translations generators are expanded in Laurent series. The standard,
globally well-defined symmetry algebra bmsglob4 consists in restricting
to the globally well-defined conformal Killing vectors of the sphere
which correspond to infinitesimal Lorentz transformation, while the
supertranslation generators are expanded into spherical harmonics.
This local versus global versions of the symmetry algebra are of course
not related to the BMS gauge choice, but will also occur in alterna-
tive characterizations of the asymptotic symmetry algebra where the
conformal Killing vectors of the sphere play a role. Examples of this
are the geometrical approach of Geroch [50] based on Penrose’s defi-
nition of null infinity [23] and also, as we will explicitly discuss in this
chapter, the asymptotic symmetries in the NU framework.
• The second aspect is related to the modified Lie bracket that should
be used when the vector fields parametrising infinitesimal diffeomor-
phisms depend explicitly on the metric. Indeed, when using the modi-
fied Lie bracket, the space-time vectors realize the asymptotic symme-
try algebra everywhere in the bulk and furthermore, even on Scri, this
bracket is needed to disentangle the algebra when conformal rescalings
of the induced metric on Scri are allowed. Similarly, in the context of
the AdS/CFT correspondence, this bracket allows one to realize the
asymptotic symmetry algebra in the bulk and to disentangle the sym-
metry algebra at infinity when considering transformations that leave
the Fefferman-Graham ansatz invariant only up to conformal rescaling
of the boundary metric [51]. From a mathematical point of view, the
modified Lie bracket is the natural bracket of the Lie algebroid that is
associated to any theory with gauge invariance [52].
What we will do in this chapter is to re-derive from scratch the asymp-
totic symmetry algebra in the NU framework by focusing on metric aspects
and on the two novel features discussed above. As expected, the symmetry
algebra is again the direct sum of bms4 with the abelian algebra of infinites-
imal conformal rescalings of the metric on Scri and thus coincides, as it
should, with the generalized symmetry algebra in the BMS approach. A re-
lated analysis of asymptotic symmetries in the NU context from the point of
view of Scri and emphasizing global issues instead can be found in [53], [54].
Even though the results presented here are not really surprising in view
of those in the BMS framework and the close relation between the NU and
BMS approaches, the exercise of working out the details is justified because
the NU framework is embedded in the context of the widely used Newman-
Penrose formalism [45] so that explicit formulae in this context are directly
relevant in many applications, see e.g. the review articles [55].
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As a first application, we study the transformation properties of the
Newman-Penrose coefficients parametrizing the solution space in the NU
approach. Our main focus is on the inhomogeneous terms in the transfor-
mation laws that contain the information on the central extensions of the
theory. We then discuss the associated surface charges by following the anal-
ysis in the BMS gauge [36] and briefly compare with standard expressions
that can be found in the literature. The algebra of these charges is derived
and shown to involve field dependent central charges in the case of bms4
which vanish for bmsglob4 .
4.2 NUmetric ansatz for asymptotically flat space-
times
The metric ansatz of NU is based on a family of null hypersurfaces labelled
by the first coordinate, x0 ≡ u = const. The second coordinate x1 ≡
r is chosen as an affine parameter for the null geodesic generators lµ of
these hypersurfaces, so that lµ = −δµr . Up to a change of signature from
(+,−,−,−) to (−,+,+,+), a renumbering of the indices and the tetrad
transformation that makes PNU real, the line element considered in chapter
4 of NU [18] can be written as
ds2 =Wdu2 − 2drdu+ gAB(dxA − V Adu)(dxB − V Bdu) , (4.1)
with associated inverse metric
gµν =

 0 −1 0−1 −W −V B
0 −V A gAB

 , (4.2)
where
gABdx
AdxB = r2γ¯ABdx
AdxB + rCABdx
AdxB + o(r) , (4.3)
with γ¯AB conformally flat. Below, we will use standard stereographic coor-
dinates ζ = cot θ2e
iφ, ζ¯, γ¯ABdx
AdxB = e2ϕ˜dζdζ¯, ϕ˜ = ϕ˜(u, x).
In addition, the choice of origin for the affine parameter of the null
geodesics is fixed through the requirement that the term proportional to
r−2 in the expansion of the spin coefficient −ρ = Dρlνmρm¯ν is absent1.
When expressed in terms of the metric, one finds
ρ = −1
4
gABgAB,r = −1
4
∂r ln |g| = −r−1 + 1
4
CAAr
−2 + o(r−2) , (4.4)
1lµ and mµ being two of the four complex null tetrad vectors.
60 Chapter 4. The Newman-Unti gauge
where g = det gρν and the index has been raised with the inverse of γ¯AB .
The requirement is thus equivalent to the condition
CAA = 0 . (4.5)
In the following we denote by D¯A the covariant derivative with respect to
γ¯AB and by ∆¯ the associated Laplacian and by R¯ the scalar curvature.
In complex coordinates ζ, ζ¯, Cζζ¯ = 0 and we define for later convenience
Cζζ = e
2ϕ˜c, Cζ¯ ζ¯ = e
2ϕ˜c¯. Finally,
V A = O(r−2), W = −2r∂uϕ˜+ ∆¯ϕ˜+O(r−1) , (4.6)
where ∆¯ϕ˜ = 4e−2ϕ˜∂∂¯ϕ˜ with ∂ = ∂ζ , ∂¯ = ∂ζ¯ .
The more restrictive fall-off conditions in [18] are relevant for integrating
the field equations but play no role in the discussion of the asymptotic
symmetry algebra.
4.3 Asymptotic symmetries in the NU approach
The infinitesimal NU transformations can be defined as those infinitesi-
mal transformations that leave the form (4.2) and the fall-off conditions
(4.3)-(4.6) invariant, up to a rescaling of the conformal factor δϕ˜(u, xA) =
ω˜(u, xA). In other words, they satisfy
Lξguu = 0, LξguA = 0, Lξgur = 0, (4.7)
∂r
[ 1√|g|∂ρ(
√
|g|ξρ)
]
= o(r−2) , (4.8)
LξgrA = O(r−2), LξgAB = −2ω˜gAB +O(r−3),
Lξgrr = 2r∂uω˜ + 2ω˜∆¯ϕ˜− ∆¯ω˜ +O(r−1) .
(4.9)
Equations (4.7) are equivalent to
∂rξ
ν = gνρ∂ρξ
u ⇐⇒


∂rξ
u = 0 ,
∂rξ
A = ∂Bξ
ugBA ,
∂rξ
r = −∂uξu − ∂AξuV A ,
(4.10)
and are explicitly solved by

ξu = f,
ξA = Y A + IA, IA = −∂Bf
∫∞
r dr
′gAB ,
ξr = −r∂uf + Z + J, J = ∂Af
∫∞
r dr
′V A,
(4.11)
with ∂rf = 0 = ∂rY
A = ∂rZ. Equation (4.8) then implies
Z =
1
2
∆¯f . (4.12)
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The first equation of (4.9) requires ∂uY
A = 0, the second that Y A is a
conformal Killing vector of γ¯AB , which amounts to
Y ζ ≡ Y = Y (ζ), Y ζ¯ ≡ Y¯ = Y¯ (ζ¯) , (4.13)
in the coordinates ζ, ζ¯, and also that
∂uf = f∂uϕ˜+
1
2
ψ˜ , (4.14)
with ψ = D¯AY
A, or more explicitly in ζ, ζ¯ coordinates, ψ = ∂Y + ∂¯Y¯ +
2Y ∂ϕ˜+ 2Y¯ ∂¯ϕ˜, and ψ˜ = ψ − 2ω˜. Finally, the last equation of (4.9) implies
2(∂uZ+Z∂uϕ˜) = Y
A∂A∆¯ϕ˜+ψ∆¯ϕ˜+2∂Af γ¯
AB∂B∂uϕ˜+f∆¯∂uϕ˜−∆¯ω˜, (4.15)
which is identically satisfied when taking the previous relations into account.
One approach is to consider that (4.14) fixes ω˜ in terms of f and Y ,
ω˜ = 12ψ + f∂uϕ˜ − ∂uf . Consider Scri, the space I with coordinates u, ζ, ζ¯
and metric
ds2I = 0du
2 + e2ϕ˜dζdζ¯ . (4.16)
The NU algebra is then defined as the commutator algebra of the vector
fields
ξ¯ = f
∂
∂u
+ Y A
∂
∂xA
, (4.17)
with f = f(u, xA) arbitrary and Y A(x) conformal Killing vectors of a confor-
mally flat metric in 2 dimensions, or equivalently, the algebra of conformal
vector fields of the degenerate metric (4.16).
This is not the symmetry algebra of asymptotically flat spacetimes in the
sense of NU however. Indeed, ϕ˜ is arbitrary, it can for instance be considered
as the finite ambiguity related to Penrose’s conformal approach [23,24,56] to
null infinity. One can then interpret ϕ˜ as part of the background structure,
or in other words, of the gauge fixing [50], and compute the asymptotic
symmetries for a fixed choice of ϕ˜, i.e., ω˜ = 0 in the formulae above, or
ask the more general question of how the asymptotic symmetries depend
on changes in ϕ˜ by an arbitrary infinitesimal amount ω˜. In both cases, one
has to consider (4.14) as a differential equation for f . As we now show, the
symmetry algebra will then be isomorphic to the trivially extended bms4
algebra by the abelian algebra of infinitesimal conformal rescalings, as it
should, and as a consequence, the Poincare´ algebra is embedded therein in
a natural way. Furthermore, there is a natural realization of the asymptotic
symmetry algebra on an asymptotically flat 4 dimensional bulk spacetime.
Note also that, for ω˜ = 0, equation (4.14) has been interpreted from the
point of view of Penrose’s conformal approach to null infinity in [53] follow-
ing [26] and related to the preservation of null angles, which is the standard
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way [23,24,57,58] to recover the BMS algebra from geometrical data on Scri.
The general solution for (4.14) reads
f = eϕ˜
[
T˜ +
1
2
∫ u
0
du′e−ϕ˜ψ˜
]
, T˜ = T˜ (ζ, ζ¯) , (4.18)
and the general solution to equations (4.7)-(4.9) defining the asymptotic
symmetries is given by ξρ as in (4.11) where Z,Y A,f satisfy (4.12), (4.13),
(4.18) with ω˜ arbitrary. Asymptotic Killing vectors thus depend on Y A, T˜ , ω˜
and the metric, ξ = ξ[Y, T˜ , ω˜; g].
For such metric dependent vector fields, consider on the one hand the
suitably modified Lie bracket taking the metric dependence of the spacetime
vectors into account,
[ξ1, ξ2]M = [ξ1, ξ2]− δgξ1ξ2 + δ
g
ξ2
ξ1, (4.19)
where δgξ1ξ2 denotes the variation in ξ2 under the variation of the metric
induced by ξ1, δ
g
ξ1
gµν = Lξ1gµν .
Consider on the other hand the extended bms4 algebra, i.e., the semi-
direct sum of the algebra of conformal Killing vectors of the Riemann sphere
with the abelian ideal of infinitesimal supertranslations, trivially extended
by infinitesimal conformal rescalings of the conformally flat degenerate met-
ric on Scri. More explicitly, the commutation relations are given by
[(Y1, T˜1, ω˜1), (Y2, T˜2, ω˜2)] = (Yˆ ,
ˆ˜T, ˆ˜ω) where

Yˆ A = Y B1 ∂BY
A
2 − Y B2 ∂BY A1 ,
ˆ˜T = Y A1 ∂AT˜2 − Y A2 ∂AT˜1 + 12(T˜1∂AY A2 − T˜2∂AY A1 ),
ˆ˜ω = 0 .
(4.20)
It thus follows that
Theorem 4.1. The spacetime vectors ξ[Y, T˜ , ω˜; g] realize the extended bms4
algebra in the modified Lie bracket,[
ξ[Y1, T˜1, ω˜1; g], ξ[Y2, T˜2, ω˜2; g]
]
M
= ξ[Yˆ , ˆ˜T, ˆ˜ω; g] , (4.21)
in the bulk of an asymptotically flat spacetime in the sense of Newman and
Unti.
Note in particular that for two different choices of the conformal factor ϕ˜
which is held fixed, ω˜ = 0, the asymptotic symmetry algebras are isomorphic
to bms4, which is thus a gauge invariant statement.
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Proof. The proof follows closely the one in [16] for the BMS gauge. In order
to be self-contained we recall the different steps here. In a first stage, one
shows that on I , the vectors fields ξ¯[Y, T˜ , ω˜; γ¯] given in (4.17) with f as in
(4.18) realize the extended bms4 algebra in terms of the modified Lie bracket.
Indeed, this is obvious for the A components which do not depend on the
metric so that the modified bracket reduces to the standard Lie bracket for
these components. For the u component, taking into account that
δg
ξ¯1
f2 = ω˜1f2 +
1
2
eϕ˜
∫ u
0
du′e−ϕ˜[−ω˜1(ψ2 − 2ω˜2) + 2Y A2 ∂Aω˜1] ,
we have [ξ¯1, ξ¯2]
u
M |u=0 = eϕ˜|u=0Tˆ . Direct computation then shows that
∂u([ξ¯1, ξ¯2]
u
M ) = fˆ∂uϕ˜+
1
2D¯AYˆ
A with fˆ given by (4.18) with T˜ , Y, ω˜ replaced
by their hatted counterparts, implying the result for the u component.
For the spacetime vectors, direct computation gives [ξ1, ξ2]
u
M = [ξ¯1, ξ¯2]
u
M =
fˆ . Using the defining property (4.10), one then finds that ∂r([ξ1, ξ2]
ρ
M ) =
gρν∂ν fˆ . For the A components the result then follows from the one on I ,
limr→∞[ξ1, ξ2]AM = Yˆ
A. This is due to the fact that IA goes to zero at in-
finity, that the non-vanishing term at infinity does not involve the metric
and that the correction term in the bracket does not change the asymptotic
behaviour. Finally, for the r component, we still need to check that the r
independent component of [ξ1, ξ2]
r
M is given by
1
2∆¯fˆ , which follows by direct
computation.
For completeness, let us also stress here that, if one focuses on local prop-
erties and expands the conformal Killing vectors Y A∂A and the infinitesimal
supertranslations T in Laurent series,
ln = −ζn+1 ∂
∂ζ
, l¯n = −ζ¯n+1 ∂
∂ζ¯
, n ∈ Z , (4.22)
T˜m,n = ζ
mζ¯n, m, n ∈ Z , (4.23)
the commutation relations for the complexified bms4 algebra read
[lm, ln] = (m− n)lm+n, [l¯m, l¯n] = (m− n)l¯m+n, [lm, l¯n] = 0,
[ll, Tm,n] = (
l + 1
2
−m)Tm+l,n, [l¯l, Tm,n] = ( l + 1
2
− n)Tm,n+l.
(4.24)
The bms4 algebra contains as subalgebra the Poincare´ algebra, which we
identify with the algebra of exact Killing vectors of the Minkowski metric
equipped with the standard Lie bracket. It is spanned by the generators
l−1, l0, l1, l¯−1, l¯0, l¯1, T˜0,0, T˜1,0, T˜0,1, T˜1,1 . (4.25)
Non trivial central extensions of the algebra (4.24) have been studied in
[17]: the computation of H2(bms4) reveals that there are only the standard
ones for the Virasoro algebra extending the first two commutation relations.
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4.4 Explicit relation between the NU and the BMS
gauges
The definition of asymptotically flat space-times in the BMS approach [11],
[12], [13] as reviewed in [15], [16], amounts to replacing guu = 1/g
uu = −1
by
guu = 1/g
uu = −e2β , β = O(r−2) (4.26)
in (4.1) and (4.2) while imposing the additional requirement that
det gAB = r
4det γ¯AB . (4.27)
Both definitions then differ just by a choice of radial coordinate. Indeed,
replacing the radial coordinate by a function of the 4 coordinates preserves
the zeros in (5.33) and (4.2) (see e.g. the discussion in [59]). Furthermore,
to first non trivial order in r, the determinant condition leads to the same
restriction (4.5) as the choice of the origin of the affine parameter. It fol-
lows that the relation between the two radial coordinates does not involve
constant terms and is of the form
r′ = r +O(r−1) . (4.28)
More explicitly, starting from the NU approach, BMS coordinates are ob-
tained by defining the new radial coordinates as [60]
rBMS =
(det gAB
det γ¯AB
) 1
4 . (4.29)
Conversely, starting from the BMS approach with radial coordinate r, NU
coordinates are obtained by changing the radial coordinate to
rN = r −
∫ ∞
r
dr′(e2β − 1) . (4.30)
These changes of coordinates only affect lower order terms in the asymptotic
expansion of the metric that play no role in the definition of asymptotic sym-
metries and explains a posteriori why the asymptotic symmetry algebras in
both approaches are isomorphic.
We will now work out the explicit relation between the free data charac-
terizing asymptotic solution space in both approaches. The inverse metric
in the BMS gauge (as discussed in [16]) is given by
gµνBMS =

 0 −e−2β 0−e−2β −e−2β Vr −e−2βUB
0 −e−2βUA gAB

 . (4.31)
4.4. Explicit relation between the NU and the BMS gauges 65
gAB = r
2γ¯AB + rCAB +
1
4
γ¯ABC
C
DC
D
C +O(r
−1), (4.32)
For simplicity, we assume here that there is no trace-free part DAB at order
0 and that the conformal factor is time-independent, ∂uϕ˜ = 0, in which case
the news tensor is simply NAB = ∂uCAB and f = T +
1
2uψ˜ with T = e
ϕ˜T˜ .
Writing
Cζζ = e
2ϕ˜c, Cζ¯ζ¯ = e
2ϕ˜c¯, Cζζ¯ = 0, (4.33)
we have
β = −1
4
r−2cc¯+O(r−4),
U ζ = − 2
r2
e−4ϕ˜∂(e2ϕ˜c¯)− 2
3r3
[
N ζ − 4e−4ϕ˜c¯∂¯(e2ϕ˜c)
]
+O(r−4),
V
r
= 4e−2ϕ˜∂∂¯ϕ˜+ r−12M +O(r−2),
(4.34)
which implies in particular that
rN = r +
cc¯
2r
+O(r−3) . (4.35)
The angular momentum and mass aspects N ζ = N ζ(u, ζ, ζ¯),M =M(u, ζ, ζ¯)
satisfy the evolution equations
∂uM = −1
8
NABN
B
A +
1
8
∆¯R¯+
1
4
D¯AD¯CN
CA, (4.36)
∂uNA = ∂AM +
1
4
CBA∂BR¯+
1
16
∂A
[
NBC C
C
B
]− 1
4
D¯AC
C
BN
B
C
− 1
4
D¯B
[
CBCN
C
A −NBC CCA
]− 1
4
D¯B
[
D¯BD¯CC
C
A − D¯AD¯CCBC
]
. (4.37)
Consider now the “eth” operators [61] defined here for a field ηs of spin
weight s according to the conventions of [62] through
ðηs = P 1−s∂¯(P sηs), ð¯ηs = P 1+s∂(P−sηs) , P =
√
2e−ϕ˜ , (4.38)
where ð, ð¯ raise respectively lower the spin weight by one unit and satisfy
[ð¯,ð]ηs =
s
2
R¯ ηs . (4.39)
The spin weights of the various quantities are summarized in table 4.1. Note
that the P used here differs from the one used in [18], which we will denote
by PN below. It also no longer denotes the particular function
1
2(1 + ζζ¯),
contrary to the notation used in [16, 36]. In the current conventions, the
particular value of P adapted to the unit sphere is 1√
2
(1 + ζζ¯).
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In order to compare with the notation used in [18], we use ζ = x3 +
ix4. With x′α = u, rN, x3, x4 and xµ = u, r, ζ, ζ¯, computing g
αβ
N (x
′) =
−
(
∂x′α
∂xµ g
µν
BMS
∂x′β
∂xν
)
(x(x′)), where the overall minus sign takes the change of
signature into account, then gives the following dictionary by comparing
with [18]:
PN =
1√
2
e−ϕ˜ =
1
2
P , ∇ = 2∂¯ , µ0 = −P 2∂∂¯ lnP = 1
2
∆¯ϕ˜ = −1
4
R¯ ,
Ψ02 + Ψ¯
0
2 = −2M − ∂u(cc¯) , σ0 = c¯ , ω0 = ð¯σ0 ,
Ψ01 = −PNζ¯ − σ0ðσ¯0 −
3
4
ð(σ0σ¯0) .
(4.40)
For convenience, let us also use
Ψ03 = −ð ˙¯σ0 −
1
4
ð¯R¯, Ψ04 = −¨¯σ0 . (4.41)
In these terms,
Ψ˙03 = ðΨ
0
4, Ψ˙
0
2 = ðΨ
0
3 + σ
0Ψ04, Ψ˙
0
1 = ðΨ
0
2 + 2σ
0Ψ03 . (4.42)
Indeed, the first equation holds by definition and the assumed time-independence
of P . The evolution equation (4.36) is equivalent to the real part of the
second equation. Taking into account the on-shell relation of the NU frame-
work,
Ψ02 − Ψ¯02 = ð¯2σ0 − ð2σ¯0 + σ¯0σ˙0 − σ0 ˙¯σ0 , (4.43)
we find
M = −Ψ02 − σ0 ˙¯σ0 +
1
2
ð¯
2σ0 − 1
2
ð
2σ¯0 , (4.44)
in terms of which (4.36) is fully equivalent to the second equation of (4.42)
and (4.37) is equivalent to the last equation of (4.42), in agreement with [18].
4.5 Transformation laws of the NU coefficients char-
acterizing asymptotic solutions
Let Y = P−1Y¯ and Y¯ = P−1Y . The conformal Killing equations and the
conformal factor then become
ðY¯ = 0 = ð¯Y, ψ = (ðY + ð¯Y¯) . (4.45)
It follows for instance that
ð¯ðY = − R¯
2
Y, ð2ψ = ð3Y− 1
2
Y¯ðR¯, ð¯ðψ = −1
2
[ð(R¯Y)+ð¯(R¯Y¯)] . (4.46)
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Using the notation S = (Y, T˜ , ω˜), we have −δS γ¯AB = 2ω˜γ¯AB for the back-
ground metric and
[−δS , ð¯]ηs = −ω˜ð¯ηs + sð¯ω˜ηs, [−δS ,ð]ηs = −ω˜ðηs − sðω˜ηs . (4.47)
To work out the transformation properties of the NU coefficients char-
acterizing asymptotic solution space, one needs to evaluate the subleading
terms in LξgαβN on-shell. This can also be done by translating the results
from the BMS gauge, which yields
−δSσ0 = [f∂u + Yð+ Y¯ð¯+ 3
2
ðY − 1
2
ð¯Y¯ − ω˜]σ0 − ð2f ,
−δS σ˙0 = [f∂u + Yð+ Y¯ð¯+ 2ðY − 2ω˜]σ˙0 − 1
2
ð
2ψ˜ ,
−δSΨ04 = [f∂u + Yð+ Y¯ð¯+
1
2
ðY + 5
2
ð¯Y¯ − 3ω˜]Ψ04 ,
−δSΨ03 = [f∂u + Yð+ Y¯ð¯+ ðY + 2ð¯Y¯ − 3ω˜]Ψ03 + ðfΨ04 ,
−δSΨ02 = [f∂u + Yð+ Y¯ð¯+
3
2
ðY + 3
2
ð¯Y¯ − 3ω˜]Ψ02 + 2ðfΨ03,
−δSΨ01 = [f∂u + Yð+ Y¯ð¯+ 2ðY + ð¯Y¯ − 3ω˜]Ψ01 + 3ðfΨ02 .
(4.48)
Following for instance the terminology in [63] chapter 3, but now for
general infinitesimal transformations ζ ′ = ζ + ǫY (ζ), ζ¯ ′ = ζ¯ + ǫY¯ (ζ¯) instead
of those associated to linear fractional transformations on the sphere and
also considering ζ¯ as the holomorphic coordinate instead of ζ, a field η has
spin weight s and conformal weight w if it transforms as
− δY,Y¯ η =
[
Y A∂A +
s
2
(∂¯Y¯ − ∂Y )− w
2
ψ
]
η . (4.49)
A tensor density of rank s ≥ 0 and weight n transforms as
− δY,Y¯Aζ¯...ζ¯ =
[
Y A∂A + s∂¯Y¯ + n(∂Y + ∂¯Y¯ )
]
Aζ¯...ζ¯ . (4.50)
while for rank s ≤ 0 and weight n, we have
− δY,Y¯Aζ...ζ =
[
Y A∂A − s∂Y + n(∂Y + ∂¯Y¯ )
]
Aζ...ζ . (4.51)
It then follows that a tensor density of weights (s, n) defines a field of weights
(s,−(2n + |s|)) and conversely, a field of weights (s,w) defines a tensor
density of weights (s,−12(w + |s|)). For s ≥ 0, this is done through η =
Aζ¯...ζ¯P
2n+s and Aζ¯...ζ¯ = P
wη. For s ≤ 0, we have η = Aζ...ζP 2n−s and
Aζ...ζ = P
wη. Note that complex conjugation gives rise to opposite spin
weight and rank but leaves the conformal and density weights unchanged.
Alternatively, (4.49) can be written as
− δY ,Y¯η =
[Yð+ Y¯ð¯+ s− w
2
ðY − s+ w
2
ð¯Y¯]η . (4.52)
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Table 4.1: Spin and conformal weights
σ0 σ˙0 Ψ04 Ψ
0
3 Ψ
0
2 Ψ
0
1 Y T
s 2 2 −2 −1 0 1 −1 0
w −1 −2 −3 −3 −3 −3 1 1
Table 4.2: Rank and density weights
P−1σ0 P−2σ˙0 P−3Ψ04 P
−3Ψ03 P
−3Ψ02 P
−3Ψ01 Y¯ T˜
s 2 2 −2 −1 0 1 −1 0
n −12 0 12 1 32 1 −1 −12
When focusing on T = 0 = ω˜ at the surface u = 0 and on the ho-
mogeneous part of the transformations, this gives the weights summarized
in tables 4.1, 4.2. These tables are extended to the Lie algebra elements,
which are passive in all our computations, by writing [Y, T˜ ] = −δY,Y¯ T˜ and
[Y, Y ′]A = −δY,Y¯ Y ′A.
4.6 Surface charge algebra
In this section, the local conformal rescalings are switched off (ω˜ = 0) so
that f = T + 12uψ and we use the notation s = (Y, Y¯ , T ) for elements of the
symmetry algebra, which is given in these terms by [s1, s2] = sˆ where
Yˆ = Y1ðY2 − (1↔ 2), ˆ¯Y = Y¯1ð¯Y¯2 − (1↔ 2),
Tˆ = (Y1ð+ Y¯1ð¯)T2 − 1
2
ψ1T2 − (1↔ 2) .
(4.53)
The translation of the charges, the non-integrable piece due to the news and
the central charges computed in [36] gives here
Qs[X ] = − 1
8πG
∫
d2Ωϕ
[(
f(Ψ02 + σ
0 ˙¯σ0) + Y(Ψ01 + σ0ðσ¯0 +
1
2
ð(σ0σ¯0))
)
+ c.c.
]
,
Θs[δX ,X ] = 1
8πG
∫
d2Ωϕ f
[
˙¯σ0δσ0 + c.c.
]
, (4.54)
Ks1,s2 [X ] =
1
8πG
∫
d2Ωϕ
[(1
4
f1ðf2ð¯R¯+
1
2
σ¯0f1ð
2ψ2 − (1↔ 2)
)
+ c.c.
]
.
Note that one could also write the charges Qs[X ] by allowing for the ad-
ditional terms (12ð
2σ¯0 − 12 ð¯2σ0) in the first parenthesis since these terms
cancel with the corresponding terms in the complex conjugate expression.
Note also that not Ψ02 but only Ψ
0
2 + Ψ¯
0
2 is free data on-shell because of the
relation (4.43).
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We recognize all the ingredients of the surface charges described in [64],
which in turn have been related there to previous expressions in the literature
and, in particular, to the twistorial approach of Penrose [65]. More precisely,
up to conventions, Q0,0,T agrees with Geroch’s linear super-momentum [50]
Qgn + Qgn, as given in equation (A1.12) of [64]. The angular (super-
)momentum that we get is
QY ,0,0 = − 1
8πG
∫
d2Ωϕ Y
[
Ψ01+σ
0
ðσ¯0+
1
2
ð(σ0σ¯0)−u
2
ð
(
Ψ02+Ψ¯
0
2+∂u(σ
0σ¯0)
)]
.
(4.55)
It differs from Qηc given in equation (4) of [64] by the explicitly u-dependent
term of the second line. It thus has a similar structure to Penrose’s angular
momentum as described in equations (11), (12), and (17a) of [64] in the
sense that it also differs by a specific amount of linear supermomentum, but
the amount is different and explicitly u-dependent,
QY ,0,0 = Qu=0Y ,0,0 +
1
2
uQ0,0,ðY . (4.56)
The main result derived in [36] states that
• if one is allowed to integrate by parts,∫
d2Ωϕ ðη−1 = 0 =
∫
d2Ωϕ ð¯η1, (4.57)
where d2Ωϕ = 2dζ∧dζ¯
iP 2
,
• if one defines the “Dirac bracket” through
{Qs1 , Qs2}∗[X ] = −δs2Qs1 [X ] + Θs2 [−δs1X ,X ], (4.58)
then the charges define a representation of the bms4 algebra, up to a field
dependent central extension,
{Qs1 , Qs2}∗ = Q[s1,s2] +Ks1,s2 , (4.59)
where Ks1,s2 satisfies the generalized cocycle condition
K[s1,s2],s3 − δs3Ks1,s2 + cyclic(1, 2, 3) = 0 . (4.60)
The representation theorem contained in equations (4.59) and (4.60) can be
verified directly in the present context by starting from (4.54), (4.43) and
using the properties (5.26), (4.57) of ð, the evolution equations (4.42), the
conformal Killing equations (5.27), the bms4 algebra (4.53) and the trans-
formation laws (4.48).
Several remarks are in order:
70 Chapter 4. The Newman-Unti gauge
• Integrations by parts are justified for regular functions on the sphere
and thus for bmsglob4 and regular solutions. In the case of Laurent
series more care is needed, see e.g. [66].
• For the globally well-defined bmsglob4 algebra on the sphere, the central
charge Ks1,s2 vanishes.
• The non-conservation of the charges follows by taking s2 = (0, 0, 1)
and s1 = s. Indeed, since
d
duQs =
∂
∂uQs − δ(0,0,1)Qs, the equality of
the right hand sides of (4.58) and (4.59) gives
d
du
Qs = − 1
8πG
∫
d2Ωϕ
[
˙¯σ0(−δsσ0)+1
4
ðf ð¯R¯+
1
2
σ¯0ð2ψ+c.c.
]
. (4.61)
For s = (0, 0, 1), this gives the standard Bondi-Sachs mass loss formula,
d
du
Q0,0,1 = − 1
8πG
∫
d2Ωϕ
[
˙¯σ0σ˙0 + c.c.
]
. (4.62)
It also follows that the standard bmsglob4 charges are all conserved on
the sphere in the absence of news.
4.7 Conclusion and perspective
In this chapter, we have shown that the symmetry algebra of asymptotically
flat spacetimes at null infinity in four dimensions in the sense of Newman and
Unti is isomorphic to the direct sum of the abelian algebra of infinitesimal
conformal rescalings with bms4. We have worked out the local conformal
properties of the relevant Newman-Penrose coefficients, constructed the sur-
face charges and derived their algebra.
To the best of our knowledge, except for the previous analysis in the
BMS gauge, the above representation result does not exist elsewhere in the
literature. In the future, it should be interesting to discuss in more detail the
implication of this result, and to provide a self-contained derivation of the
bms4 transformation laws in the context of the Newman-Penrose formalism.
Chapter 5
Einstein-Yang-Mills:
Asymptotic symmetries
In this chapter, asymptotic symmetries of the Einstein-Yang-Mills system
with or without cosmological constant are explicitly worked out in a uni-
fied manner. In agreement with a recent conjecture, one finds a Virasoro-
Kac-Moody type algebra not only in three dimensions but also in the four
dimensional asymptotically flat case.
5.1 Motivation
Even though the first discussions of asymptotic symmetries dealt with four
dimensional general relativity, both at null [11–13] and at spatial infinity [67],
most of the recent work was devoted to three dimensions because of the oc-
curence of a classical central charge [8] that plays a key role in symmetry
based explanations [9] of the entropy of the BTZ black hole [68, 69] and in
other aspects of the AdS/CFT correspondence (see e.g. [70], chapter 5).
In recent work [19], Strominger suggested to extend the analysis for grav-
ity in four dimensions at null infinity to include Yang-Mills fields and estab-
lished a relation to field theoretic soft photon and graviton theorems [71].
During these considerations, the symmetry algebra was argued to be of
Virasoro-Kac-Moody type.
In this chapter, we confirm this conjecture. We start by showing that
the residual symmetry algebra of a standard gauge choice adapted to the
asymptotic analysis of the Einstein-Yang-Mills system is simply the gauge
algebra in one dimension lower. The asymptotic symmetry algebra is then
obtained by a further reduction that comes from suitable fall-off conditions
on the remaining fields. Details for various standard cases, including the
flat case with asymptotics at null infinity, are provided.
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At this stage, one might wonder why the enhancement of the U(1)
electromagnetic gauge symmetry has not been discussed in previous de-
tailed investigations of the asymptotic properties of the Einstein-Maxwell
system [72–74]. With hindsight, the reason is that the focus was on the
modifications of the equations of motions and their solutions due to the
presence of the electro-magnetic field which had been included through its
field strength. It turns out however that a formulation in terms of gauge
potentials is required if one wants to discuss action principles and asymp-
totic symmetries for both gravitational and Yang-Mills type gauge fields in
a unified manner.
5.2 Gauge structure of the Einstein-Yang-Mills sys-
tem
The Einstein-Yang-Mills system in d dimensions is described by the action
S =
1
16πG
∫
ddx
√
|g| [R−2Λ−gijF iµνF jµν ], Λ = −
(d− 1)(d − 2)
2l2
, (5.1)
where gij is an invariant non-degenerate metric in a basis Ti of the inter-
nal gauge algebra g, Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] is the field strength,
Aµ = A
i
µTi and the bracket denotes the Lie bracket in g, [Ti, Tj ] = f
k
ijTk.
The complete gauge algebra consists of pairs (ξ, ǫ) of a vector field ξµ∂µ
and an internal gauge parameter ǫiTi. A generating set of gauge symmetries
is given by
δ(ξ,ǫ)gµν = −Lξgµν , δ(ξ,ǫ)Aµ = −LξAµ +DAµ ǫ, (5.2)
with DAµ ǫ = ∂µǫ+ [Aµ, ǫ].
Let the fields be collectively denoted by φα = (gµν , Aµ). When the gauge
parameters (ξ, ǫ) depend only on the spacetime coordinates but not on the
fields φα, one has
[δ(ξ1,ǫ1), δ(ξ2,ǫ2)]φ
α = δ(ξˆ,ǫˆ)φ
α, (5.3)
with ξˆ = [ξ1, ξ2] the Lie bracket for vector fields and ǫˆ = ξ
µ
1 ∂µǫ2 − ξµ2 ∂µǫ1 +
[ǫ1, ǫ2]. The Lie bracket for field independent gauge parameters is given by
[(ξ1, ǫ1), (ξ2, ǫ2)] = (ξˆ, ǫˆ). (5.4)
In the case of gauge parameters (ξ, ǫ) that are field dependent, one finds
instead
[δ(ξ1,ǫ1), δ(ξ2,ǫ2)]φ
α = δ(ξˆM ,ǫˆM )φ
α, (5.5)
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with
ξˆM = ξˆ + δ(ξ1,ǫ1)ξ2 − δ(ξ2,ǫ2)ξ1, (5.6)
ǫˆM = ǫˆ+ δ(ξ1,ǫ1)ǫ2 − δ(ξ2,ǫ2)ǫ1, (5.7)
and the Lie (algebroid) bracket for field dependent gauge parameters is thus
defined through
[(ξ1, ǫ1), (ξ2, ǫ2)]M = (ξˆM , ǫˆM ). (5.8)
5.3 Dimensional reduction through gauge fixation
In terms of coordinates xµ = (u, r, xA), where xA are angular variables in
d− 2 dimensions, we make the following gauge fixing ansatz for the metric
and Yang-Mills potentials:
gµν =

e
2β V
r
+ gCDU
CUD −e2β −gBCUC
−e2β 0 0
−gACUC 0 gAB

 ,
Aµ =
(
Au, 0, AA
)
.
(5.9)
In addition, one imposes the determinant condition det gAB = r
2(d−2)detγ¯AB,
with γ¯AB the metric on the unit d− 2-sphere.
As in the purely gravitational four dimensional case [12], these conditions
fix the gauge freedom up to some r independent functions. Indeed, the gauge
transformations (5.2) that preserve this gauge choice, i.e., the residual gauge
symmetries, are determined by gauge parameters that have to satisfy
Lξgrr = 0, LξgrA = 0, gABLξgAB = 0, −LξAr +DAr ǫ = 0. (5.10)
This gives the differential conditions
∂rξ
u = 0, ∂rξ
A = ∂Bξ
ugABe2β ,
∂r(
ξr
r
) = − 1
d− 2(D¯B∂rξ
B − ∂Bξu∂rUB), ∂rǫ = ∂BξugABe2βAA,
(5.11)
the general solution of which is
ξu = F (u, xA), ξA = Y A(u, xB)− ∂BF
∫ ∞
r
dr′(e2βgAB),
ξr = − r
d− 2(D¯Bξ
B − ∂BFUB), ǫ = E(u, xA)− ∂BF
∫ ∞
r
dr′(gBAe2βAA),
(5.12)
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and involves d−1+n arbitrary r-independent functions F (u, xA), Y A(u, xB),
Ei(u, xA).
At this stage, it is sufficient to impose the following fall-off conditions
on the components of the metric and the gauge potentials,
e2βgAB = O(r−1−ǫ) = e2βgABAA, UCe2βgAB = o(r−1) for d > 3. (5.13)
In particular, the first of these conditions guarantee that the integrals for
ξA and ǫ in (5.12) are well-defined and that limr→∞ ξA = Y A, limr→∞ ǫ = E.
Consider then the vector fields ξR = F∂u+Y
A∂A and the internal gauge
parameter ǫR = EiTi, equipped with the Lie bracket
[(ξR1 , ǫ
R
1 ), (ξ
R
2 , ǫ
R
2 )] = (ξˆ
R, ǫˆR), (5.14)
for field independent gauge parameters (5.4) of the Einstein-Yang-Mills sys-
tem in d− 1 dimensions. We are now ready to state the main result of this
chapter:
The Lie algebra of residual gauge parameters (5.12) equipped with the Lie
bracket [·, ·]M of the d dimensional Einstein-Yang-Mills system is a faith-
ful representation of the Lie algebra of field independent gauge parameters
(ξR, ǫR) of the d− 1 dimensional Einstein-Yang-Mills system.
The proof for the diffeomorphism part is almost exactly the same as
in [16], except for the additional u dependence in Y A, which is easily taken
into account. We will thus not repeat all details here. First, one needs
to check that the result holds for ξˆuM , ξˆ
A
M , r
−1ξˆrM , ǫˆM at r → ∞. This
is where the fall-off conditions (5.13) are needed. Note however that the
fall-off condition on UA have been considerably relaxed and, in particular,
there are no conditions for d = 3. The rest of the proof consists in verifying
that ∂r ξˆ
u
M , ∂r ξˆ
A
M , ∂r(r
−1ξˆrM ), ∂r ǫˆM satisfy equations (5.11) with (ξ
R, ǫR)
replaced by (ξˆR, ǫˆR).
5.4 Fall-off conditions and asymptotic symmetry
structure
Suppose now that in spacetime dimensions 4 or higher, precise fall-off con-
ditions for the metric coefficients and gauge potentials are given by
β = o(1), UA = o(1), gABdx
AdxB = r2γ¯AB(x
C)dxAdxB + o(r2),
V
r
= −r
2
l2
+ o(r2), Au = o(1), AB = A
0
B(u, x
C) + o(1).
(5.15)
In the asymptotically flat U(1) case in four dimensions, these fall-off con-
ditions are consistent with those of [72–74]. They imply in particular the
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conditions required in (5.13).
The gauge transformations that preserve these fall-off conditions have to
satisfy, in addition to (5.10), the supplementary conditions
Lξgur = o(1), LξguA = o(r2), LξgAB = o(r2), Lξguu = o(r2),
− LξAu +DAu ǫ = o(1), −LξAB +DABǫ = O(1).
(5.16)
They are equivalent to the following differential equations on the (ξR, ǫR)
∂uF =
1
d− 2Ψ, ∂uY
Aγ¯AB =
1
l2
∂BF,
LY γ¯AB = 2
d− 2Ψγ¯AB, ∂uE =
1
l2
∂BFA0B ,
(5.17)
with Ψ = D¯BY
B, the general solution of which is
F = f(xA) +
1
d− 2
∫ u
0
du′ Ψ, Y A = yA(xB) +
1
l2
∫ u
0
du′(γ¯AB∂BF ),
E = e(xA) +
1
l2
∫ u
0
du′(γ¯AB∂AFA0B).
(5.18)
Let us denote by aB the values of A
0
B at u = 0 and consider time independent
conformal Killing vectors of the d− 2 sphere,
Lyγ¯AB = 2
d− 2ψγ¯AB , (5.19)
with ψ = D¯By
B. In addition, in the case of a non-vanishing cosmologi-
cal constant, the vectors ∂Af = γ¯AB∂Bf are also required to be conformal
Killing vectors of the d− 2 sphere, as follows by differentiating the third of
(5.17) with respect to u and setting u = 0. A second derivative with respect
to u at u = 0 then implies that ∂Aψ are also conformal Killing vectors of
the d− 2 sphere. This can be continued for higher order derivatives.
In terms of these quantities, the asymptotic symmetry structure is de-
scribed through the brackets
fˆ =
1
d− 2f1ψ2 + y
A
1 ∂Af2 − (1↔ 2), yˆA =
1
l2
f1∂
Af2 + y
B
1 ∂By
A
2 − (1↔ 2),
eˆ =
1
l2
f1∂
Af2aA + y
A
1 ∂Ae2 − (1↔ 2) + [e1, e2].
(5.20)
On account of the explicit field dependence in eˆ, one has to use the Lie
algebroid bracket in order to check the Jacobi identity for e with δy,eaA =
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−LyaA +DaAe in the case of a non-vanishing cosmological constant. More
generally, it is implicitly understood that each time an element depends ex-
plicitly on the fields, the Lie algebroid bracket has to be used.
By the same reasoning as before, one then shows that the asymptotic
symmetry structure is represented at infinity for all values of u through the
Lie algebroid bracket that involves the dependence on A0B , and then also in
the bulk spacetime through the result of the previous section.
The gauge theory part of the asymptotic symmetry structure consists
of elements of the form(0, 0, e). It is is a non-abelian ideal that contains
an arbitrary g-valued function on the d − 2 sphere. In that sense, it is a
generalisation of a loop algebra where the base space is a higher dimensional
sphere instead of a circle.
The quotient of the total structure by this ideal is the spacetime part. It
can be described by elements of the form (f, yA, 0) with brackets determined
by the first line of (5.20). In the case of vanishing cosmological constant,
elements of the form (f, yA, 0) form a subalgebra that acts on the gauge
theory ideal.
5.5 Explicit description of asymptotic symmetry
structure in particular cases
5.5.1 Dimensions 4 and higher, anti-de Sitter case
For d ≥ 4 and l 6= 0, the space-time part of the asymptotic symmetry struc-
ture is isomorphic to so(d − 1, 2), the algebra of exact Killing vectors of
d-dimensional anti-de Sitter space, in agreement with the analysis in [44].
Indeed, in the coordinates we are using, the anti-de Sitter metric is given
by
gµν =

− r
2
l2
− 1 −1 0
−1 0 0
0 0 r2γ¯AB

 . (5.21)
Besides the conditions
ξ¯u = F¯ (u, x), ξ¯A = Y¯ A(u, x) − 1
r
∂AF¯ , ξ¯r =
1
d− 2(−rΨ¯ + ∆¯F¯ ), (5.22)
∂uF¯ =
1
d− 2Ψ¯, ∂uY¯
A =
1
l2
∂AF¯ , (5.23)
where Y¯ A and ∂AF¯ are conformal Killing vectors of γ¯AB, which correspond
to an asymptotic Killing vector evaluated for the anti-de Sitter metric, an
5.5. Explicit description of asymptotic symmetry structure in particular
cases 77
exact Killing vector ξ¯ = ξ¯u∂u+ ξ¯
r∂r+ ξ¯
A∂A has also to satisfy the additional
conditions
∂BF¯ = − 1
d− 2∂B∆¯F¯ , Ψ¯ = −
1
d− 2∆¯Ψ¯. (5.24)
The latter are automatically satisfied for conformal Killing vectors Y¯ A, ∂AF¯
of the unit d− 2 sphere.
Even though it is not needed for this proof, one can also check directly
that, if yA are conformal Killing vectors of the d−2 sphere, then the require-
ment that ∂Aψ are also conformal Killing vectors is automatically satisfied
if d 6= 4, while for d = 4, this reduces the local conformal algebra in 2
dimensions to the globally well-defined algebra so(3, 1) on the 2 sphere.
5.5.2 Dimensions 5 and higher, flat case
For l → ∞, the asymptotic symmetry structure of field independent pa-
rameters (f, yA, e) simplifies. The subalgebra (0, yA, 0) of conformal Killing
vectors of the d−2 ≥ 3 sphere represents the Lorentz algebra so(d−1, 1). It
acts both on the abelian ideal (f, 0, 0) of arbitrary functions on the sphere,
representing supertranslations, and on the gauge theory ideal.
Stronger fall-off conditions motivated by the Einstein equations of mo-
tions have been considered in [75]. They require ∂AF to be conformal Killing
of the d−2 sphere. In turn this requires both ∂Af and ∂Aψ to be conformal
Killing vectors. Again, by comparing with the conditions satisfied by ex-
act Killing vectors of Minkowski space-time, the only additional conditions
are (5.24), which are automatically satisfied for conformal Killing vectors
Y A, ∂AF . This shows that the additional conditions reduce super to stan-
dard translations so that the spacetime part of the asymptotic structure
becomes the Poincare´ algebra iso(d− 1, 1).
5.5.3 4 dimensional flat case
In 4 dimensions, it is useful to introduce stereographic coordinates ζ =
cot θ2e
iφ and its complex conjugate, so that γ¯ABdx
AdxB = 2P−2S dζdζ with
PS =
1√
2
(1 + ζζ). The covariant derivative on the 2 surface is then encoded
in the operator
ðηs = P 1−sS ∂¯(P
s
Sη
s), ðηs = P 1+s∂(P−sηs) , (5.25)
where ð, ð¯ raise respectively lower the spin weight s by one unit and satisfy
[ð¯,ð]ηs =
s
2
RS η
s , (5.26)
with RS = 4P
2
S∂∂¯ lnPS = 2.
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Let Y = P−1S yζ¯ and Y = P−1S yζ be of spin weights −1 and 1 respectively.
The conformal Killing equations and the conformal factor then become
ðY = 0 = ðY, ψ = (ðY + ðY) . (5.27)
It follows for instance that ððY = −Y, ð2ψ = ð3Y, ððψ = −ψ.
In order to describe the asymptotic symmetry structure there are then
two options.
The first is to require well-defined functions on the 2-sphere. This
amounts to restricting oneself to the conformal Killing vectors that sat-
isfy ð3Y = 0 = ð3Y and require that the functions f, ea that occur in (5.20)
(with l → ∞) can be expanded in spherical harmonics. The asymptotic
symmetry algebra is then the semi-direct sum of the globally well-defined
bms
glob
4 algebra [11,13] with a globally well-defined “sphere” algebra.
Alternatively [15, 16], one admits Laurent series and expands yζ∂ζ in
terms of lm = −ζm+1∂ζ , yζ¯∂ζ¯ in terms of l¯m, f in terms of tm,n = P−1S ζmζ¯n
and e in terms of jm,ni = Tiζ
mζ¯n. In these terms, the non-vanishing brackets
of the asymptotic symmetry algebra become
[ll, tm,n] =
(
l + 1
2
−m
)
tm+l,n, [lm, ln] = (m− n) lm+n, (5.28)
[l¯l, tm,n] =
(
l + 1
2
− n
)
tm,n+l, [l¯m, l¯n] = (m− n) l¯m+n, (5.29)
[ll, j
m,n
i ] = −m jm+l,ni , [l¯l, jm,ni ] = −n jm,n+li , (5.30)
[jl,pi , j
m,n
j ] = f
k
ij j
l+m,p+n
k . (5.31)
5.5.4 3 dimensional anti-de Sitter case
On the metric components, we use the same fall-off conditions as in 5.4.
Note that the determinant condition requires gφφ = r
2 and that the fall-off
conditions allow for ln r terms both in guu and guφ. The spacetime part of the
asymptotic symmetry structure is then described by two copies of the con-
formal algebra [8], F∂u+Y ∂φ = Y
+(x+)∂++Y
−(x−)∂−, where x± = ul ±φ.
In order to accommodate the charged and rotating black hole solu-
tion [76], the fall off conditions on the gauge potentials can be chosen as
A+ = O(ln r), while one simultaneously requires A− = o(1). Alternatively,
one could also exchange the roˆle of + and −. Requiring −LξA+ + DA+ǫ =
O(ln r) gives no conditions, while −LξA− +DA−ǫ = o(1) leads to ∂−E = 0.
In this case, there is no explicit field dependence and the asymptotic sym-
metry structure simplifies as compared to the higher dimensional case.
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When expanding Y +∂+, Y
−∂−, E in terms of modes, l±m = eimx
±
∂±, jmi =
Tie
imx+ , the non-vanishing brackets of the asymptotic symmetry algebra are
explicitly given by
i[l±m, l
±
n ] = (m− n)l±m+n, i[l+m, jni ] = −njm+ni , i[jmi , jni ] = ifkijjm+nk .
(5.32)
5.5.5 3 dimensional flat case
In this case, the spacetime part of the asymptotic symmetry structure is the
bms3 algebra described by F∂u + Y ∂φ = [f(φ) + uy(φ)]∂u + y∂φ. For the
gauge potentials, one may then choose Au = o(1), Aφ = O(ln r). Requiring
−LξAu+DAu ǫ = o(1) leads to ∂uE = 0, while −LξAφ+DAφ ǫ = O(ln r) gives
no conditions.
When expanding F∂u + Y ∂φ, E in terms of modes, lm = e
imφ∂φ +
uimφeimφ∂u, tm = e
imφ∂u, j
m
i = Tie
imφ, the non vanishing brackets of
the asymptotic symmetry algebra are given by
i[lm, ln] = (m− n)lm+n, i[lm, tn] = (m− n)tm+n,
i[lm, j
n
i ] = −njm+ni , i[jmi , jnj ] = ifkijjm+nk .
(5.33)
5.6 Discussion and outlook
The gauge fixing and fall-off conditions that we have considered have been
mainly dictated by the desire to yield the usual asymptotic symmetry struc-
ture, at least for the spacetime part, while otherwise being as relaxed as
possible. As partly already discussed in the text, additional more restric-
tive conditions motivated by finiteness of associated conserved currents or
their integrability for example can further reduce the asymptotic symmetry
structure, in particular also in the Yang-Mills part.
On the other hand, one may wonder how far these conditions can be
relaxed even further. From a holographic point of view, the role of the
gauge fixing conditions considered in section 5.3 is to fix the dependence
in r of the gauge parameters. This can be achieved in various ways. In
the Newman-Unti gauge [18] for instance, one can require gur = −1 instead
of the determinant condition, leading to another integration function in ξr,
that may or may not be fixed through additional conditions, see e.g. [20].
One may also relax conditions (5.13). For instance at fixed but finite r no
such conditions are needed. Even though one will then not get the symme-
try structure of the Einstein-Yang-Mills system in one dimension lower, the
resulting structure will still be well-defined.
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Similarly, except for the fall-off conditions on gAB , the role of the other
conditions in section 5.4 is to fix the time dependence of the gauge parame-
ters and thus of the symmetry structure of the dual boundary theory. In the
present set-up, the fall-off conditions on gAB are the only ones that constrain
the dependence of the symmetry structure, or more precisely of Y A, F , on
the spatial coordinates xA. In other words, relaxing this condition leads
to “superrotations” that, like supertranslations and the Yang-Mills gauge
parameters, have an arbitrary xA dependence.
With the symmetries under control, the next stage is to work out asymp-
totic solutions. This will be done in the next chapter, for simplicity first in
three, and then in four dimensions, in the case of the Einstein-Maxwell
system. Once this is done, the symmetry transformations of the fields char-
acterizing asymptotic solutions can be computed.
Chapter 6
Einstein-Maxwell theory:
equations of motion
In chapter five, the Einstein-Yang-Mills system was studied in d dimensions
from the point of view of asymptotic symmetries. The next step in the
asymptotic analysis is to work out the solution space of the theory. This
is the goal of this chapter. For simplicity, the analysis is carried out in the
case of Einstein-Maxwell theory, in three and four spacetime dimensions.
The first section generalizes Bianchi identities (2.39) to the case of Einstein-
Maxwell equations of motion. In sections 6.2 and 6.3, the equations of
motion are solved (under the assumption of a perturbative expansion in
inverse power or r) in three and four dimensions.
6.1 Identitites for equations of motion
The Einstein-Maxwell system in d dimensions (d > 2) with a cosmological
constant is described by the action
S =
1
16π
∫
ddx
√−g(R− 2Λ− FµνFµν), Λ = −(d− 1)(d− 2)
2l2
, (6.1)
where Fµν = ∂µAν − ∂νAµ is the U(1) field strengh. Equations of motion,
obtained by varying the action with respect to the fields (g,A), read
Rµν − 1
2
Rgµν + Λgµν = 2
(
FµσF
σ
ν −
1
4
F 2gµν
)
≡ 8πTµν , (6.2)
Fµν;µ = 0. (6.3)
Contracting equation (6.2) gives R = −2d−2 (8πT − dΛ), where T ≡ T µµ, so
that equations of motion (6.2) simplify to
Rµν − 2
d− 2Λgµν = 8π
(
Tµν − T
d− 2gµν
)
. (6.4)
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In four dimensions it follows from the definition of Tµν that T = 0, and
equations of motion (6.4) become Rµν − 2d−2Λgµν = 8πTµν . Note that this
is no longer true in d 6= 4 where in general T 6= 0.
Suppose that equations of motion (6.3) are satisfied. Then, the associ-
ated electromagnetic energy momentum tensor is conserved, T µν;µ = 0 [77].
This fact, and the contracted Bianchi identitites in d dimensions for the
metric, allows one to organize the field equations of the Einstein-Maxwell
system in a very convenient way, as in the pure gravity case. A general
expression for the equations of motion is proven, valid in d dimensions with
and without a cosmological constant. This expression is used explicitly in
sections 6.2 and 6.3 when solving equations of motion. Let the equations of
motion Rµν − 2d−2Λgµν − 8π
(
Tµν − Td−2gµν
)
be denoted by Eµν for briefty.
Then, one has1
Theorem 6.1.
gαǫ
(
Eµα,ǫ − 1
2
Eαǫ,µ − ΓσαǫEµσ
)
= 0. (6.5)
The proof goes as follow:
• In the case of a vanishing cosmological constant,
Eµν = Rµν − 8π
(
Tµν − Td−2gµν
)
and one has
1This result is explicitly used in four dimensions in [73], but the proof was not given. In
this thesis, the result is proven in d dimensions and includes the presence of a cosmological
constant.
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0 =gαǫ(Gµα − 8πTµα);ǫ =
= gαǫ(Rµα;ǫ − 1
2
Rαǫ;µ − 8πTµα;ǫ)
= gαǫ
[
(Rµα − 8πTµα),ǫ − 1
2
Rαǫ,µ − Γσαǫ(Rµσ − 8πTµσ) + 8πΓσµǫTσα
]
= gαǫ
[
(Rµα − 8πTµα),ǫ − 1
2
(Rαǫ − 8πTαǫ),µ − Γσαǫ(Rµσ − 8πTµσ)− 4πTαǫ;µ
]
= gαǫ[Eµα,ǫ − 8π
d− 2(Tgµα),ǫ −
1
2
Eαǫ,µ +
4π
d− 2(Tgαǫ),µ − Γ
σ
αǫEµσ+
+
8π
d− 2Γ
σ
αǫTµσ − 4πTαǫ;µ]
= gαǫ
[
Eµα,ǫ − 8π
d− 2(Tgµα);ǫ −
1
2
Eαǫ,µ +
4π
d− 2(Tgαǫ);µ − Γ
σ
αǫEµσ − 4πTαǫ;µ
]
= gαǫ
[
Eµα,ǫ − 1
2
Eαǫ,µ − ΓσαǫEµσ
]
+
T;µ
d− 2 (−8π + 4πd− 4π(d − 2))
= gαǫ
(
Eµα,ǫ − 1
2
Eαǫ,µ − ΓσαǫEµσ
)
.
• This result can be generalized in the case of gravity with a non-
vanishing cosmological constant. Indeed, with Eµν = Rµν− 2
d− 2Λgµν−
8π
(
Tµν − T
d− 2gµν
)
a similar computation as before shows that
gαǫ(Gµα − 8πTµα);ǫ = gαǫ
(
Eµα,ǫ − 1
2
Eαǫ,µ − ΓσαǫEµσ
)
.
This concludes the proof of (6.5).
6.2 Einstein-Maxwell system in three dimensions
In three spacetime dimensions, the following gauge fixing ansatz for the
metric and gauge potential is made, in terms of coordinates (u, r, φ),
gµν =

e
2β V
r
+ r2U2 −e2β −r2U
−e2β 0 0
−r2U 0 r2

 , gµν =


0 −e−2β 0
−e−2β −V
r
e−2β −Ue−2β
0 −Ue−2β 1
r2

 ,
(6.6)
Aµ =
(
Au, 0, Aφ
)
, (6.7)
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in agreement with the gauge ansatz considered in the asymptotic symmetries
analysis of the Einstein-Yang-Mills system in chapter 5, when restricted to
the case of abelian gauge fields. The boundary conditions of these fields will
be introduced in section 6.2.2.
6.2.1 Integration procedure
First, equations of motion (6.3) must be solved in order to use the result
(6.5). The ansatz (6.6) implies the following relations
Γuur + Γ
r
rr + Γ
φ
rφ =
1
r
+ 2βr, Γ
u
uφ + Γ
r
rφ + Γ
φ
φφ = 2βφ, Γ
φ
φu + Γ
u
uu + Γ
r
ru = 2βu,
and moreover let Fµν be defined by Fµν = e−2βFµν .
The field equations (6.3) then become
F uσ;σ = e
−2β
(
Fur,r +
1
r
Fur + Fuφ,φ
)
, (6.8)
Fφσ;σ = e
−2β
(
Fφu,u +
1
r
Fφr + Fφr,r
)
, (6.9)
F rσ;σ = e
−2β
(
Fru,u + Frφ,φ
)
. (6.10)
Suppose that the two following equations of motion (called main equa-
tions) are satisfied,
F uσ;σ = 0, F
φσ
;σ = 0. (6.11)
Then, by dropping the e−2β , taking the r–derivative of (6.10) and by com-
bining with the u–derivative of (6.8) and the φ–derivative of (6.9), one finds
the following differential equation for (Fru,u + Frφ,φ) ≡ D,
∂rD = −1
r
D
1
r
∂r(rD) = 0 ⇒ D = e2βF rσ;σ =
h(u, φ)
r
. (6.12)
where h(u, φ) is an arbitrary function of its arguments. The equation of
motion D = 0 restricts the function h to vanish.
When equations (6.3) are solved, relations (6.5) allow one to solve the
equations of motion (6.2) in a very convenient way.
First, suppose that the three following equations of motion (main equations),
are satisfied2
Err = 0, Erφ = 0, Eφφ = 0. (6.13)
2In three dimensions: Eµν = Rµν − 2Λgµν − 8π (Tµν − Tgµν).
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Then, the identities (6.5) reduce to
µ = r : − gαǫΓuαǫEur = 0, (6.14)
µ = φ : gur(Eφu,r − Eur,φ)− gαǫΓuαǫEuφ = 0, (6.15)
µ = u : gurEuu,r + g
rrEur,r + g
rφ(Eur,φ + Euφ,r) + g
φφEuφ,φ−
− gαǫΓuαǫEuu − gαǫΓrαǫEur − gαǫΓφαǫEφu = 0. (6.16)
From the gauge fixing of the metric (6.6), we get gαǫΓuαǫ =
e−2β
r and
therefore equation (6.14) implies
Eur = 0. (6.17)
Equation of motion Eur = 0 is called the trivial equation because it is
automatically satisfied as a consequence of the main equations (6.13). This
result implies that (6.15) becomes
−e−2β
(
∂r +
1
r
)
Eφu = 0
−e
−2β
r
∂r(rEφu) = 0 ⇒ Eφu = f(u, φ)
r
. (6.18)
where f(u, φ) is an arbitrary function of its arguments. This equation (called
supplementary equation) implies that the equations of motion Eφu = 0 re-
stricts that the function f(u, φ) vanishes. Finally, when equations of motion
Eur = 0 and Euφ = 0 are satisfied, (6.16) becomes
−e−2β
(
∂r +
1
r
)
Euu = 0
−e
−2β
r
∂r(rEuu) = 0 ⇒ Euu = g(u, φ)
r
. (6.19)
where g(u, φ) is an arbitrary function of its arguments.
In summary, the following hierarchy can be introduced between the equa-
tions of motion, for computational convenience:
• 5 main equations: Err = 0, F uσ;σ = 0, Erφ = 0, Eφφ = 0, Fφσ;σ = 0,
• 1 trivial equation: Eur = 0 (automatically satisfied),
• 3 supplementary equations: F rσ;σ = 0, Euφ = 0, Euu = 0.
As will be seen in the next section, the main equations produce arbitrary
integration functions (with respect to r). Some of these functions will be
set to zero in order to preserve the gauge fixing conditions imposed on the
metric and gauge field, while the time evolution of the remaining constants
will be constrained by supplementary equations.
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Remark on main equations
In the case of pure gravity in four dimensions, there is a further splitting [12]
between main equations that contain time derivative (called the standard
equations) and those that do not (called hypersurface equation), see chapter
2. This splitting does not occur for Einstein-Maxell set-up.
6.2.2 General solution when Λ = 0
For simplicity, let us consider the case of a vanishing cosmological constant.
Besides the gauge fixing (6.6)(6.7), some additional fall-off conditions are
imposed on the coefficients of the metric field,
β = O(r−1), U = O
(
ln r
r2
)
, (6.20)
As in the four dimensional case, the function V is completely determined by
the other boundary conditions, due to the equations of motion.
Case 1: Au = O(r
−1) and Aφ = O(ln r)
In addition to the fall-off conditions for the metric field (6.20), the following
boundary conditions are imposed on the gauge potential,
Au = O(r−1), Aφ = αφ ln r +O(1), (6.21)
in agreement with the boundary conditions considered in chapter 5 in the
case of the Einstein-Yang-Mills system.
One has the following result concerning the solution of the equations of
motion for the fields g and A,
Theorem 6.2. If one prescribes Aφ and the the gauge fixing conditions
(6.20) and (6.21) on hypersurface u = u0, then the 6 main equations can be
integrated and determine completely β,U, V,Au up to 2 arbitrary integration
functions: M(u, φ), N(u, φ) and determine also the u–derivative of Aφ. The
time evolution of integration functions M(u, φ), N(u, φ) is determined by the
supplementary equations.
The proof goes as follows. 3
3Christoffel symbols associated with the metric (6.6) were computed in [16], up to one
misprint in Γruu (the last term here below):
Γruu =
V
r
βu −
Vu
2r
+
V 2
r2
βr +
V
2r2
Vr −
V 2
2r3
+ e−2βV U2 + re−2βUV Ur +
+
UV
r
βφ +
U
2r
Vφ + r
2
e
−2β
U
2
Uφ,
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• The equation of motion Rrr = 8π(Trr − Tgrr) gives
βr =
1
r
(Frφ)
2, ⇒ β = −
∫ ∞
r
dr
1
r′
(Frφ)
2. (6.22)
Note that Frφ is a known function (since Aφ is a initial data and
Ar = 0), and that there is no integration function due to the fall-off
condition β = O(r−1).
• Using (6.8), the equation F uσ;σ = 0 becomes
Fur,r +
1
r
Fur + Fuφ,φ = 0. (6.23)
Let us define E ≡ e−2β(Fur − UFrφ) so that Fur = −E and Fuφ =
− 1
r2
Frφ. Equation (6.23) is a first order differential equation for E.
Writing g ≡ − 1
r2
(Frφ),φ one finds
E,r +
E
r
= g ⇒ E = Q(u, φ)−
∫∞
r dr
′ (r′g)
r
, (6.24)
withQ(u, φ) an integration function. Boundary conditions (6.20)(6.21)
imply E = O(r−2), therefore requiring Q(u, φ) to be zero. The solu-
tion for E is thus
E =
1
r
(∫ ∞
r
dr′
∂φFrφ
r′
)
. (6.25)
• By defining n ≡ r
2
2
e−2βUr, equation Rrφ = 8π(Trφ − Tgrφ) is
Rrφ = −βφr +
βφ
r
+
(
∂r +
1
r
)
n, (6.26)
and becomes a first order differential equation for n. Writing h ≡
−2FrφE + βrφ −
βφ
r
, one finds
n,r +
n
r
= h ⇒ n = N(u, φ)−
∫∞
r dr
′ (r′h)
r
, (6.27)
where indices on functions indicate derivatives. The Ricci tensors Rrr, Rrφ and Rφφ were
also computed in [16], up to one misprint in Rrφ (first term here below):
Rrφ = −βφr +
βφ
r
− r2e−2ββrUr +
3
2
re
−2β
Ur +
r2
2
e
−2β
Urr.
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with N(u, φ) an integration function. From (6.27), the definition of n
and the boundary condition (6.20), one finds
U =
∫ ∞
r
dr′
2e2β
r′2
(
N
r′
+
∫ ∞
r′
dr˜(2r˜Fr˜φE − r˜βr˜φ + βφ)
)
, (6.28)
the leading of which being U = −N(u,φ)
r2
+O(r−3). Results (6.25) and
(6.28) determine Au uniquely, by using the definition of E.
• Equation Rφφ = 8π(Tφφ − Tgφφ) is a differential equation for V ,
Vr − V
r
= 2r2e2βE2 − 2rUφ + 2e2ββφφ − r2Uφr+
+2e2β(βφ)
2 +
e−2β
2
r4(Ur)
2. (6.29)
Let the auxiliary quantities q and W be defined by the relations
W ≡ V
r
,
q ≡ 2r2e2βE2 − 2rUφ + 2e2ββφφ − r2Uφr + 2e2β(βφ)2 + e
−2β
2
r4(Ur)
2.
Then the equation of motion (6.29) reads
rW,r = q ⇒ V
r
=
[
M(u, φ)−
∫ ∞
r
dr′
q
r′
]
, (6.30)
with M(u, φ) an integration function.
• Finally, by using (6.9) and the definition of E, the last main equation
Fφσ;σ = 0 becomes
Fφu,u +
1
r
Fφr + Fφr,r = 0 (6.31)
with: Fφr = −UE + 1
r2
(
Fuφ +
V
r Frφ
)
and Fuφ = − 1
r2
Frφ. Equation
of motion (6.31) thus becomes
Frφ,u = r
2
(
∂r +
1
r
)[
UE − 1
r2
(
Fuφ +
V
r
Frφ
)]
(6.32)
which is a differential equation governing the u–dependance of the
initial data Aφ. Using the fact that (∂r+1/r)X = 1/r∂r(rX), and the
general identity
(
α∂r − 1r
)
X = α r1/α ∂r
(
r−1/αX
)
, equation (6.32)
reduces to
2
√
r ∂u∂r
(
Aφ√
r
)
= r∂r
(
rUE − V
r2
∂rAφ +
1
r
∂φAu
)
(6.33)
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So far, no assumption has been made about the development of the
initial data Aφ in terms of r. However, in order to extract more in-
formation from equation (6.33), one assumes that all the data can be
expanded in inverse power of r, as in the case of pure gravity in four
dimensions. In particular, Aφ is assumed to be of the form
Aφ = αφ(u, φ) ln r +A
0
φ(u, φ) +O(r−1), (6.34)
with only one logarithmic term, in the leading term of the expansion.
Due to the derivative ∂u∂r in the left hand side of (6.33), the u-
derivative of all terms in the expansion of Aφ are determined by ex-
pression (6.33), except the one proportional to
√
r. The u-derivative
of this term is not determined by the above equation, and must be
given as part of the initial data.
However, there is no such a term in the expansion (6.34) of Aφ, due
to the boundary condition (6.21). Solving equation (6.33) at order
O(ln r) and O(r−1) gives
∂uαφ = 0, ∂uA
0
φ = 0. (6.35)
The solution to the 3 supplementary equations goes as follows.
• The last supplementary equation D = hr can be computed using (6.12).
The equation of motion D = 0 does not lead to any new constraint.
• The equation of motion Euu = 0 yields
Euu = −∂uM
2r
. (6.36)
This gives differential equation on the integration constant M ,
∂uM = 0 ⇒ M =M(φ). (6.37)
• For the supplementary equation Euφ, one finds
Euφ =
1
r
(
∂φM
2
− ∂uN
)
. (6.38)
The integration constant N therefore satisfies
∂uN =
1
2
∂φM ⇒ N(u, φ) = Ξ(φ) + u
2
∂φM(φ). (6.39)
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Case 2: Au = O(ln r) and Aφ = O(r−1)
In this second case, the boundary conditions imposed on the gauge potential
are given by
Au = O(ln r), Aφ = O(r−1). (6.40)
The integration of the equations of motion is the same as for case 1 and will
not be reproduced here. However, the boundary conditions (6.40) of the
gauge potential are different and affect the solution. Let us assume that all
the data can be expanded in inverse power of r,
Aφ =
A0φ
r
+O(r−2). (6.41)
Then, the six main equations yield
β = O(r−4), (6.42)
E =
Q(u, φ)
r
+O(r−3), ⇒ Fur = Q
r
+O(r−3),
⇒ Au = −Q ln r +O(r−2), (6.43)
U = −N
r2
+O(r−3), (6.44)
V
r
= 2Q2 ln r +M(u, φ) +O(r−1). (6.45)
The equation of motion (6.33) restricts the form of the solution, due to the
perturbative expansion. Solving this equation at order O(ln r),O(r−1) im-
plies either Q = 0 or the conditions Aφ = 0 and ∂φQ = 0. The second choice
implies that the gauge potential is of the form Ar = 0 = Aφ and is called
the monopole solution, in analogy with the case studied in Minkowskian
gravity [72].
Monopole solution
The explicit form of the monopole solution is given by fields (6.6),(6.7) with
Aφ = 0, (6.46)
β = 0, (6.47)
E =
Q(u, φ)
r
= Fur, ⇒ Au = −Q(u, φ) ln r (6.48)
U = −N(u, φ)
r2
(6.49)
V
r
= 2Q2(u, φ) ln r +M(u, φ) − N
2(u, φ)
r2
(6.50)
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The main condition (6.33) imposes ∂φQ = 0 and N = 0. Finally, the three
supplementary equations restrict M to be constant.
In summary, the metric and gauge field for the monopole solution read
gµν =

2Q2(u) ln r +M 1 01 0 0
0 0 r2

 , Aµ = (−Q(u) ln r, 0, 0), (6.51)
and this solution is static.
6.2.3 Comment on a possible rotation trick
The integration procedure described in the previous section does not seem
to produce a solution that is both charged and rotating. In the case of a
negative cosmological constant, such a solution exists and is the charged
rotating BTZ, derived implicitly in [76, 78]. It could be interesting to find
an explicit form for this solution.
Usually, one of the motivations for studying lower dimensional gravity
is the fact that it is more trackable than four dimensional gravity. From
this perspective, three dimensional gravity plays the role of a toy model to
get insight in the four dimensional case. To get an explicit expression for
the charged rotating BTZ black hole, one first idea could be to apply the
inverse logic and use the four dimensional case to get a hint of the three
dimensional solution.
In four dimensions, the rotating charged black hole (Kerr-Newman [79])
was found by using a rotation trick, due to Newman and Janis [80], applied
to the Reissner-Nordstrom metric. The original Newman-Janis trick is only
efficient to produce the form of the metric; the form of the gauge field must
be found by direct integration of the fields equations. However, a recent ex-
tension [81] of the Newman-Janis’ algorithm allows one to obtain the form
of the gauge field without having to solve the equations of motion, by adding
a null rotation in the original algorithm of Newman-Janis.
Interestingly, the Newman-Janis’ rotation algorithm can be adapted to
be applied in the case of gravity in three dimensions, as noted by Kim [82].
One natural question one can wonder is whether the modified algorithm can
also be adapted to three dimensions, by using the prescription of Kim. A
positive answer to this question will produce the solution of interest, i.e.
the charged rotating BTZ black hole in an explicit form. This question is
investigated in appendix B, but the answer appears to be negative.
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6.3 Einstein-Maxwell system in four dimensions
The starting point is the following action for Einstein-Maxwell theory in
four dimensions without cosmological constant,
S =
1
16π
∫
d4x
√−g
(
R− 1
4
F 2
)
, (6.52)
with F 2 = FµνF
µν and Fµν = ∂µAν − ∂νAµ. Equations of motion are
Rµν = 8πTµν , (6.53)
Fµν;µ = 0. (6.54)
The following gauge fixing ansatz for the metric and gauge potential is made,
in terms of coordinates (u, r, xA),
gµν =


V
r
e2β + gABU
AUB −e2β −gBCUC
−e2β 0 0
−gACUC 0 gAB

 , (6.55)
Aµ =
(
Au, 0, AA
)
, (6.56)
in agreement with the gauge ansatz considered in the asymptotic symmetries
analysis of the Einstein-Yang-Mills system in chapter 5, when restricted to
the case of abelian gauge fields. The boundary conditions of these fields are
β = O(r−2) = UA, gAB = r2γ¯AB +O(r), (6.57)
Au = O(r−1), AA = O(1), (6.58)
where γ¯AB is the metric of the two-sphere. Moreover, the determinant of gAB
is fixed and given to be det(gAB) = r
4det(γ¯AB). The fall-off condition of V
is a consequence of boundary conditions (6.57),(6.58), due to the equations
of motion.
6.3.1 Integration procedure
First, equations (6.54) must be solve in order to use identities (6.5). One
has the
Theorem 6.3. If the 3 equations of motion F uσ;σ = 0, F
Aσ
;σ = 0 are satis-
fied on-shell, then the following relation is valid off-shell: e2βF rσ;σ =
h(u,xA)
r2
.
The proof is the following. Suppose that the three following equations
are satisfied (the main equations)
F uσ;σ = 0, F
Aσ
;σ = 0. (6.59)
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Then, a short computation shows that
∂r(F
rσ
;σ) = −
(
2β,r +
2
r
)(
F rσ;σ
)− ∂uF uσ;σ − ∂AFAσ;σ − ΓEAEFAσ;σ,
(6.60)
or equivalently, taking into account the main equations (6.59),(
∂r +
2
r
)(
e2βF rσ;σ
)
= 0
1
r2
∂r
(
r2e2βF rσ;σ
)
= 0 ⇒ e2βF rσ;σ =
h(u, xA)
r2
. (6.61)
This means that the equation of motion F rσ;σ = 0 is automatically satisfied
at all orders, except at order O(r−2), due to main equations (6.59). This
concludes the proof.
The identities (6.5) were derived in d dimensions. By taking on d = 4,
one has the
Theorem 6.4. If the 6 equations of motion Err = 0, ErA = 0, EAB = 0 are
satisfied on-shell, then the 4 following relations are valid off-shell: Eur = 0
and EAu =
fA(u, x
C)
r2
, Euu =
g(u, xC)
r2
.
The proof goes as follow. Suppose that the 6 following equations of
motion (main equations) are satisfied,
Err = 0, ErA = 0, EAB = 0, (6.62)
then the identities (6.5) reduce to
µ = r : − gαǫΓuαǫEur = 0, (6.63)
µ = A : gur(EAu,r − Eur,A)− gαǫΓuαǫEuA = 0, (6.64)
µ = u : gurEuu,r + g
rrEur,r + g
rA(Eur,A + EuA,r) + g
ABEuA,B−
− gαǫΓuαǫEuu − gαǫΓrαǫEur − gαǫΓAαǫEAu = 0. (6.65)
From the form of the BMS metric (6.55), one has gαǫΓuαǫ = g
ABΓuAB = 2
e−2β
r .
Equation (6.63) thus implies
Eur = 0. (6.66)
Equation Eur = 0 is called the trivial equation.
This result in (6.64) implies
−e−2β
(
∂r +
2
r
)
EAu = 0
−e
−2β
r2
∂r(r
2EAu) = 0 ⇒ EAu = fA(u, x
C)
r2
, (6.67)
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for some integration function fA(u, x
C).
Finally, equations Eur = 0 and Euφ = 0 in (6.65) gives
−e−2β
(
∂r +
2
r
)
Euu = 0
−e
−2β
r2
∂r(r
2Euu) = 0 ⇒ Euu = fct(u, x
A)
r2
, (6.68)
with g(u, xC ) an integration function. This concludes the proof.
In summary, equations of motion (6.53) (6.54) can be organized as follow,
for computational convenience:
• 9 main: Err = 0, F uσ;σ = 0, ErA = 0, EAB = 0, FAσ;σ = 0,
• 1 trivial: Eur = 0 (automatically satisfied),
• 4 supplementary: Euu = 0, EuA = 0, e2βF rσ;σ = 0.
As we will see in the next section, main equations produce arbitrary inte-
gration functions (with respect to r), some of these functions will be set to
zero in order to preserve boundary conditions, while the time evolution of
the remaining constants will be constrained by supplementary equations.
6.3.2 General solution
The rest of this section is devoted to the proof of the following result:
Theorem 6.5. If one prescribes gAB and AA on hypersurface u = u0, then:
The 9 main equations can be integrated and determine β,UA, V, Fur, FuA up
to arbitrary integration constants (with respect to r): M(u0, x
B), NA(u0, x
B),
Q(u0, x
B), and determine also the u–derivative of FrA and of gAB, up to the
first subleading terms in gAB and up to the leading term in AA. Trivial equa-
tion is then satisfied, and finally the supplementary equations determine the
u-derivative of integration functions [M(u0, x
B), NA(u0, x
B), Q(u0, x
B)].
The proof is the following. First, the main equations are integrated:
• Equation of motion Err gives
βr =
1
4r3
KABK
B
A +
r
8
(∂rAA)(∂rAB)g
AB , (6.69)
β = −
∫ ∞
r
(
1
4r3
KABK
B
A +
r
8
(∂rAA)(∂rAB)g
AB
)
, (6.70)
with kAB =
δAB
r
+
KAB (r)
r2
, kAB ≡ gAC(12∂rgBC). There is no integration
function, due to the boundary condition β = O(r−2). The function β
6.3. Einstein-Maxwell system in four dimensions 95
is known in terms of initial data gAB and AA.
• The equation F uσ;σ = 0 yields
F uσ;σ = e
−2β
[(
∂r +
2
r
)
Fur + (∂A +(2) ΓEAE)FuA
]
, (6.71)
with Fµν ≡ e2βFµν . The equation of motion reduces to
∂rAu + U
A∂rAA =
e2β
r2
[
Q(u, xA)−
∫ ∞
r
r2(∂A +
(2) ΓEAE)g
AB∂rABdr
]
,
(6.72)
with Q(u, xA) an integration function.
• As in the pure gravity case [16], let us introduce the auxiliary quantity
nA ≡ e
−2β
2
gAB∂rU
B . The equation ErA = 0 implies
∂r(r
2nA) = r
2
(
∂r − 2
r
)
βA −(2) DBKBA+
+
e−2β
2
(∂rAA)
(
∂rAu + (∂rAB)U
B
)
+
∂rAB
2
(∂AAC − ∂CAA)gBC .
(6.73)
This expression for nA is known in a closed form, due to equation (6.72)
for
(
∂rAu + (∂rAB)U
B
)
. By using the definition of nA, equation (6.73)
can be integrated twice to give
UB = −
∫ ∞
r
dr′
[
2
r2
e2βgAB
(
NA −
∫ ∞
r′
dr′′LA
)]
, (6.74)
where NA in an integration function
4, and where LA denotes the right
hand side of equation (6.73). The knowledge of UB allows one to get
the solution for Au, by using equation (6.72).
• The trace part equation gABEAB gives
∂rV −
{
e2βr2
(
∆β + ∂αβ∂αβ + n
αnα − 1
2
(2)
R
)
− 1
2r2
∂r
[
r4
(
DAU
A
)]}
= FurFArg
urgAr +
1
2
(gur)2(Fur)
2 +
1
2
FArg
Br(FBrg
Ar + FBCg
BC ).
(6.75)
4The indice of NA is raised with the metric γ¯
AB.
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This equations determine the function V up to an arbitrary integra-
tion function 2M(u, xC ).
The traceless equation gADEAB = 0 gives the time evolution of all the
terms in the expansion of gAB in inverse power of r, except for the
first subleading. The time derivative of this subleading must therefore
be given as part of the initial data, and is called the news function.
• The equation FAσ;σ = 0 is a differential equation for FrA:
∂u
[
FrBg
AB
]
+
1
r
∂r
[
r2UA(Frug
ru + FrBg
rB) + r2gAB(FuB +
V
r
FBr + FBCU
C)
]
+
+
(
∂B +
(2) ΓEEB
)
(FrCg
CBUC + FrCg
ACUB − e2βgACgBDFCD) = 0,
(6.76)
and determine the time evolution of ∂rAA in terms of known functions.
Note that the time evolution of the leading term of AA is thus not
determined by this equation, and must be given.
Let us assume that the angular part of the metric and the gauge potential
can be expanded in inverse power of r,
gAB(u, r, x
C ) = r2γ¯AB(x
C) + rCAB(u, x
C) +O(1), (6.77)
AA(u, r, x
C ) = CA(u, x
C) +
EA(u, x
C)
r
+O(r−2), (6.78)
where indices on functions CAB , CA, EA are raised with the metric γ¯
AB. The
time derivative of CAB in (6.77) and CA in (6.78) must be given as part of
the initial data and are the news functions.
Due to the perturbative expansion, solution for β,UB , Au, V become
β = − 1
32r2
CABCAB +O(r−3), (6.79)
UB = − 1
2r2
D¯CC
BC − 2
3r3
[
NB(u, xC)− 1
2
CABD¯CC
C
A
]
+O(r−4), (6.80)
Au = −Q(u, x
A)
r
− D¯AE
A
2r2
+O(r−2), (6.81)
V
r
= −1 + 2M(u, x
C)
r
+O(r−2). (6.82)
Functions β,UB , V have contributions from the gauge potential at order
O(r−4),O(r−4),O(r−2), respectively.
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In summary, the integration of the main equations determine functions
β, V, UA, Au in terms of the initial free data gAB , AB up to arbitrary func-
tions (M,NA, Q) and to news functions ∂uCAB, ∂uCA.
The final step in the integration of the equations of motion is to solve
the supplementary equations. These equations determine the time evolution
of integration functions M,NA, Q and yield
∂uM(u, x
A) =
1
4
D¯AD¯B∂uC
AB − 1
8
∂uC
AB∂uCAB − 1
4
∂uCA∂uC
A, (6.83)
∂uNA(u, x
B) = ∂AM +
1
16
∂A(CBC∂uC
BC)− 1
4
(∂uCBC)∂AC
BC−
− 1
4
D¯B(D¯
BD¯CCCA − D¯AD¯CCBC)−
− 1
4
D¯B(C
CB∂uCAC − CAC∂uCCB)
− 1
2
(Q∂uCA + (∂ACB − ∂BCA)∂uCC), (6.84)
∂uQ(u, x
A) = D¯A(∂uC
A). (6.85)
6.3.3 On-shell variation of the electromagnetic solution space
As a first application, let us compute the action of the asymptotic symme-
tries (found in chapter 5) on the functions Q,CA, ∂uCA, parametrizing the
electromagnetic part of the solution space. This is done by computing the
on-shell variation5 of the field Au, AA at leading order. One finds
−δQ = (f∂u + Y A∂A + D¯AY A)Q + (CA ∂Aψ + ∂uCA ∂Af), (6.86)
−δCA = (f∂u + Y B∂B)CA + (CB∂AY B + ∂AE), (6.87)
where functions f, Y,E characterize the asymptotic symmetries of the Einstein-
Maxell system, see chapter 5 for more detail.
Taking the time derivative of (6.87) yields6
− δ(∂uCA) =
(
f∂u + Y
B∂B +
1
2
D¯BY
B
)
(∂uCA) + (∂uCB)∂AY
B. (6.88)
6.4 Conclusions et perspectives
In this chapter, the solution space of the Einstein-Maxwell system has been
worked out, in three and four spacetime dimensions. During the integration
5−δ(ξ,ǫ)Aµ = LξAµ + ∂µǫ.
6Recall from chapter 5 that ∂uE = 0.
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of the equations of motion, a perturbative expansion in inverse power of the
radial coordinate was performed. It could be interesting to use more general
perturbative expansion, for instance with logarithmic terms. The next step
in the asymptotic analysis is to work out the holographic current algebra,
including potential central extensions.
Chapter 7
Conclusions
In the past, asymptotic methods developed for studying the symmetry struc-
ture of gravity [8] have allowed to anticipate the AdS-CFT correspondence
[7] and also to reproduce microscopically, in a completely non-stringy way,
the entropy of black-holes that are locally AdS3 [9]. Due to the richness of
these results, it is of interest to try to extend these results to other cases
than the one of AdS gravity.
Moreover, the study of asymptotic symmetries sheds light on the sym-
metry enhancement phenomenon, according to which the symmetry algebra
at the boundary of the spacetime differs from the rigid symmetry algebra of
the bulk theory. In gravitational theories, the enhancement phenomenon is
particularly interesting when the asymptotic symmetry algebra is realized
by the Virasoro algebra, as first observed in the case of gravity with a neg-
ative cosmological constant, when expanded around anti-de Sitter space in
three dimensions with suitable boundary conditions [8]. This enhancement
to a Virasoro algebra can be generalized to four spacetime dimensions, in
the case of asymptotically flat spacetimes at null infinity [15]. The novel
feature of this generalization is that local singularities are allowed in the
symmetry algebra. A natural question one could wonder about is to find
other examples of enhancement to a Virasoro algebra.
In view of these motivations, the symmetry structure of gravity at null
infinity was studied further in this thesis, in the case of pure gravity in four
spacetime dimensions, and also in the case of gravity coupled to matter in
d spacetime dimensions with and without a cosmological constant.
Firstly, we have shown that the symmetry enhancement from Lorentz to
Virasoro algebra also occurs for asymptotically flat spacetimes defined in the
sense of Newman-Unti [18]. In this set-up, the asymptotic symmetry alge-
bra was derived, focusing on the local conformal properties, and was shown
to be given by the direct sum of the bms algebra with the abelian algebra
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of infinitesimal conformal rescalings. As a first application, the transfor-
mation laws of the Newman-Penrose coefficients characterizing the solution
space of the Newman-Unti approach were worked out, focusing on the inho-
mogeneous terms that contain the information about central extensions of
the theory. These transformations laws make the conformal structure par-
ticularly transparent, and constitute the main original result of the thesis.
We have also constructed the dictionary between BMS and Newman-Unti
gauges, constructed the surface charges and derived their algebra. In future,
it should be interesting to provide a self-contained derivation of the trans-
formations laws in the context of the Newman-Penrose formalism.
Secondly, we have worked out the asymptotic symmetries of the Einstein-
Yang-Mills system with or without cosmological constant in a unified manner
in d dimensions. In agreement with a recent conjecture [19], we have found
a Virasoro-Kac-Moody type algebra not only in three dimensions but also
in the four dimensional asymptotically flat case.
The gauge fixing and fall-off conditions that we have considered have
been mainly dictated by the desire to yield the usual asymptotic symmetry
structure (at least for the spacetime part) while otherwise being as relaxed
as possible. As partly already discussed at the end of chapter five, additional
more restrictive conditions motivated by finiteness of associated conserved
currents or their integrability can further reduce the asymptotic symmetry
structure, in particular also in the Yang-Mills part.
With the symmetries under control, the next stage of the asymptotic
analysis of the Einstein-Yang-Mills system is to work out asymptotic solu-
tions. This has been done in chapter six for simplicity first in three, and
then in four dimensions, in the case of the Einstein-Maxwell system under
the assumption of a perturbative expansion in inverse power of the radial
coordinate. Once this is done, the symmetry transformations of the fields
characterizing asymptotic solutions can be computed. It could be interesting
to use more general perturbative expansion, for instance with logarithmic
terms and analyze its consequences. The next step in the asymptotic anal-
ysis will be to work out the holographic current algebra, including potential
central extensions.
In this thesis, we have frequently assumed that the physical quantities
could be expanded in inverse power of the radial coordinate. This assump-
tion was motivated by the fact of having the solution space under control but
this assumption can be relaxed to admit other types of perturbative expan-
sions, like for instance with logarithmic terms (polyhomogeneity, see [86]).
Very recently [28], a correspondence was found between the supertrans-
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lations part of the BMS symmetry group and the Weinberg’ soft theorems.
This observation links gravitational symmetries in four dimensions and S-
matrix physics and therefore provides an additional motivation for studying
asymptotic symmetries. It could be interesting to try to connect the results
developed in this thesis to that approach. For instance, one can wonder
about wether the local conformal rescalings present in the Newman-Unti
symmetry algebra are also a symmetry of the S-matrix, in the same spirit
as for the supertranslations transformations [29].

Appendix A
Conformal Killing vectors in
d dimensions
In this appendix, some properties of conformal Killing vectors are established
in d spacetime dimensions.
A.1 XA conformal Killing vector field
Let XA be a conformal Killing vector of the sphere in (d− 2) dimensions1,
D¯AXB + D¯BXA =
2
d− 2ψγ¯AB , (A.1)
where the metric of the sphere is denoted by γ¯AB and associated covariant
derivative by D¯A, and with the conformal factor ψ = D¯AX¯
A. Recall that
the Riemann curvature tensor associated with the metric γ¯AB is defined by
the commutator of the covariant derivatives D¯C acting on a vector field U
A,
[D¯A, D¯B ]U
C = R¯ CAB D U
D. (A.2)
In the case of a maximally symmetric spacetime (here the (d − 2)-sphere,
but a similar expression also exists for de Sitter or Anti-de Sitter spaces)
the Riemann tensor is given explicitly by
R¯ CAB D = κ(γ¯
C
A γ¯BD − γ¯ADγ¯ CB ), (A.3)
where κ = 1 in the case of the sphere (and κ = −1
l2
for AdS).
Finally, one also have the following relation for any vector field UA
[D¯A, D¯B ]D¯CUD = γ¯CAD¯BUD − γ¯CBD¯AUD + γ¯DAD¯CUB − γ¯DBD¯CUA.
(A.4)
1In this chapter (as in the rest of this thesis) the spacetime dimension d is assumed
to be d ≥ 3, and capital latin indices A,B, . . . denote the coordinates on the d− 2 sphere
γ¯AB.
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The proof follows from (A.2) and (A.3). The relation (A.4) implies in par-
ticular that [D¯C , D¯B ]D¯
BUC = 0.
After having reviewed these definitions, some properties of the conformal
Killing vector can be derived:
• One can write the commutator (A.2) three times (by permuting the
indices A,B,C) with the vector field UC replaced by the conformal
Killing vector field XC and using the conformal Killing equation (A.1)
to rewrite the second term of all these commutators. Finally, by using
the definition of the curvature tensor (A.3), one obtains the first prop-
erty satisfied by any conformal Killing vector XC of the (d−2)-sphere
γ¯AB ,
D¯AD¯BXC =
1
d− 2 (γ¯CAD¯Bψ + γ¯CBD¯Aψ − γ¯ABD¯Cψ)−
− γ¯ABXC + γ¯ACXD. (A.5)
• By contracting the indices A and B of (A.5) (and writing ∆¯ = D¯AD¯A
the Laplacian of the (d− 2)-sphere), one gets the second property,
∆¯XC =
4− d
d− 2 D¯Cψ + (3− d)XC . (A.6)
In four spacetime dimensions, γ¯AB is a two-sphere and (A.6) implies
that ∆¯XC = −XC .
• Finally, by taking the covariant derivative D¯C of (A.6) and using the
property (A.4) on the left hand side, one obtains the last property,
∆¯ψ = −(d− 2)ψ. (A.7)
In four space-time dimensions, this relation reduces to ∆¯ψ = −2ψ.
A.2 XA = ∂Af conformal Killing vector field
Suppose that the conformal Killing vector XA is a gradient field, i.e. the
derivative of a scalar field f , XA = ∂Af . Then, one has D¯AXB = D¯BXA
because of the symmetry of the Christoffel symbols, D¯AXB = D¯A∂Bf =
D¯B∂Af = D¯BXA. The conformal Killing equation (A.1) then becomes
D¯AXB =
1
d− 2ψγ¯AB , (A.8)
A.3. Property of ∂Af a conformal killing vector 105
with the conformal factor ψ ≡ D¯AXA = D¯A∂Af = ∆¯f .
Taking the covariant derivative D¯C of (A.8) gives
D¯CD¯A∂Bf =
1
d− 2(D¯C∆¯f) γ¯AB . (A.9)
Using the property (A.3) and contracting the indices B and C gives the
relation,
∂Af = − 1
d− 2D¯A∆¯f, (A.10)
which in four spacetime dimensions reduces to ∂Af = −1
2
D¯A∆¯f .
A.3 Property of ∂Af a conformal killing vector
In this last section, a theorem is proved relating the conformal Killing char-
acter of a vector XC and the derivative of its conformal factor ∂Aψ (recall
ψ = D¯CX
C). More precisely, we will prove the
Theorem A.1. In d 6= 4, if XC is a conformal Killing vector of γ¯AB, then
∂Aψ is also a conformal Killing vector of γ¯AB.
Proof. By hypothesis XC is a conformal Killing vector in d dimensions,
so the relations (A.1), (A.6) and (A.7) can be used,
D¯AXB + D¯BXA =
2
d− 2ψγ¯AB , (A.11)
∆¯XC =
4− d
d− 2D¯Cψ + (3− d)XC , (A.12)
∆¯ψ = −(d− 2)ψ, (A.13)
with ψ = D¯AX
A the conformal factor of XC .
From (A.12), we get
∂Bψ =
d− 2
4− d (∆¯XB − (3− d)XB), (A.14)
which is valid since we are in d 6= 4, by hypothesis.
To prove that ∂Aψ is a conformal Killing vector of γ¯AB , we have to show
that ∂Aψ satisfies
D¯A∂Bψ + D¯B∂Aψ =
2
d− 2(D¯C∂
Cψ)γ¯AB . (A.15)
Using the conformal Killing equation (A.1), the property (A.14) and the
following relation (consequence of (A.4))
D¯B∆¯XA = ∆¯D¯BXA + 2γ¯ABψ − 2D¯AXB − (d− 3)D¯BXA, (A.16)
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the left hand side of (A.15) becomes
D¯A∂Bψ + D¯B∂Aψ =
2
4− d [∆¯ψγ¯AB + 2(d− 3)ψγ¯AB ]. (A.17)
Finally, the relation (A.13) allows to simplify the right hand side of equation
(A.17) to
2
4− d [∆¯ψγ¯AB + 2(d − 3)ψγ¯AB ] =
2
d− 2∆¯ψγ¯AB . (A.18)
Relations (A.17) and (A.18) give
D¯A∂Bψ + D¯B∂Aψ =
2
d− 2∆¯ψγ¯AB , (A.19)
which concludes the proof.
So we have shown that when one has a conformal Killing vector in d 6= 4
spacetime dimensions, then the derivative of its conformal factor is also a
conformal Killing vector.
Appendix B
Newman-Janis rotation
algorithm applied to BTZ
In this appendix, the following question is investigated: in three spacetime
dimensions, can one find the metric of the charged rotating BTZ black hole
by applying the Newman-Janis rotation trick to the static charged BTZ
black hole? This question is answered in this appendix, but appears to be
negative.
B.1 Introduction
The Newman-Janis rotation algorithm is a trick that allows, in some cases,
to produce a rotating black-hole metric, starting from a non-rotating one. It
has been proposed in the sixties by Newman and Janis [80] who re-derived
the Kerr black-hole metric starting from the Schwarzschild black hole. This
algorithm successively consists of writting the non-rotating black-hole met-
ric in a suitable Newman-Penrose complex null tetrad, then allowing the
radial coordinate to become complex and performing a complex change of
variables (this is the main part of the rotation trick), and finally reducing
the radial coordinate to its real value1. The use of this algorithm allowed
to find [79] the rotating version of the Reissner-Nordstrom black hole, by
applying the same complex coordinates transformation, but in the Einstein-
Maxwell set-up. The Newman-Janis rotation algorithm can be schematized
in the following way (see section B.2 for more detail),
Aµ Fµν (φ0, φ1, φ2) (φ
′
0, φ
′
1, φ
′
2) F
′
µν A
′
µ
Rotation trick
Rot.
trick
gµν (lµ, nµ,mµ, m¯µ) (l′µ, n′µ,m′µ, m¯′µ) g′µν
1See [22] for a pedagogical presentation.
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Interestingly, the Newman-Janis’ trick can be applied in three spacetime
dimensions as well, as noted by Kim in [82]. The procedure he proposed
in this lower dimensional case is the following: first, a dimensional contin-
uation to four dimensions is made from the three dimensional non-rotating
solution, then the rotation algorithm of Newman-Janis is applied to this four
dimensional metric, and finally a dimensional reduction to three dimensions
is performed on the resulting metric. In [82], Kim illustrated this procedure
in the case of the uncharged non-rotating BTZ black hole to successfully
obtain the uncharged rotating BTZ solution.
The main drawback of the Newman-Janis’ algorithm in the Einstein-
Maxwell set-up is that it does not provide the right expression for the gauge
field (i.e. A′ in the schema on previous page does not satisfies the equa-
tions of motion). As already stressed in [79], the form of the Kerr-Newman
gauge field was found by integrating the field equations of motion. This
incompleteness of the rotation algorithm in the case of the Maxwell gauge
field is by no mean peculiar to four dimensions, but is also present in higher
dimensions [83].
Very recently however, it has been proposed by Keane [81] to extend
the original Newman-Janis’ algorithm by adding to it a null rotation that
has the effect (among other things) of provinding the right Maxwell field
in an algorithmic way, contrary to the original algorithm. This extended
algorithm comes from the nice observation that the Newman-Janis’ algo-
rithm does not preserve the principal null directions2 of the initial and final
tetrads, but that this issue can be solved by applying a null rotation of class
I3 on the final rotating tetrad. The extended algorithm of Keane can be
schematized as follow (see section B.2 for further detail):
Aµ Fµν (φ0, φ1, φ2) (φ
′
0, φ
′
1, φ
′
2) F
′
µν A
′
µ
Rotation trick
Rot.
trick
Null
rotation
gµν (lµ, nµ,mµ, m¯µ) (l′µ, n′µ,m′µ, m¯′µ)
(lˆµ, nˆµ, mˆµ, ¯ˆmµ) gˆµν
And now, the fields g′µν and Aˆµ solve the equations of motion.
This extended Newman-Janis algorithm gives the hope that it can be ap-
2See [25], section (7.3) for more detail.
3See [85], page 53 for detail.
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plied in three dimensions as well, by following the prescription of Kim. In the
rest of this appendix, the algorithm of Newman-Janis-Kim-Keane is applied
to the case of the charged unrotating BTZ black hole to attempt a derivation
of the charged rotating BTZ black hole. However, the final fields obtained
by this algorithm do not satisfy the equations of motion DµF
µν = 0. The
conclusion is that the four dimensional extended algorithm of Keane [81] to-
gether with the three dimensional prescription of Kim [82] are not sucessful
in the search of the charged rotating BTZ black hole.
It should be interesting to try to adapt this approach in higher di-
mensions. In [83] for instance, the author uses the rotation algorithm of
Newman-Janis to recover rotating black holes from non-rotating ones, in
even higher dimensions. The hope given by the extended algorithm of
Keane [81] is to be able to find an exact analytical expression for the Kerr-
Newman black hole in higher dimensions.
B.2 Trick of Newman-Janis-Kim-Keane for BTZ
In this section, the procedure of Newman-Janis-Kim-Keane [80–82] is ap-
plied in the case of the static charged BTZ black hole. The starting point
is the following action in three spacetime dimensions,
S =
1
16πG
∫
d3x
√−g
(
R− 2Λ− 1
4
F 2
)
, (B.1)
where F 2 = FµνF
µν , Fµν = ∂µAν − ∂νAµ and Λ = −1l2 . Equations of motion
read
Rµν − 1
2
Rgµν − 1
l2
gµν = −1
8
F 2gµν +
1
2
FµσF
σ
ν , DµF
νµ = 0. (B.2)
The charged static BTZ black hole [84] is given by the following fields,
ds2 = −
(
r2
l2
−M − Q
2
4
ln r2
)
dt2 +
(
r2
l2
−M − Q
2
4
ln r2
)−1
dr2 + r2dϕ2,
(B.3)
A = −Q ln r dt ⇒ Fµν =

 0 Qr 0−Qr 0 0
0 0 0

 . (B.4)
In view of applying the rotation trick, it is advantageous to change the
signature of the metric (B.3),
ds2 =
(
r2
l2
−M − Q
2
4
ln r2
)
dt2 −
(
r2
l2
−M − Q
2
4
ln r2
)−1
dr2 − r2dϕ2.
(B.5)
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This metric is now a solution to Rµν − 12Rgµν + 1l2 gµν = 18F 2gµν − 12FµσF σν .
In four spacetime dimensions, the Newman-Janis’ trick consists of a com-
plex coordinates transformation performed on the complex null tetrad as-
sociated with a metric beforehand written in Eddington-Finkelstein coordi-
nates. To apply this trick in three dimensions, Kim [82] proposed to perform
a dimensional continuation of the three spacetime solution (B.4)(B.5), by
assuming the three-dimensional solutions are the θ = π/2 slice of four-
dimensional fields,
Aµ = (−Q ln r, 0, 0, 0), (B.6)
ds2 =
(
r2
l2
−M − Q
2
4
ln r2
)
dt2 −
(
r2
l2
−M − Q
2
4
ln r2
)−1
dr2 − r2dΩ2,
(B.7)
where dΩ2 = dθ2 + sin2 θdϕ2. It is important to stress that the four-
dimensional metric (B.7) is not supposed to be a solution to the Einstein’s
field equations in four dimensions. It is only required the slice θ = π/2 to
be a solution to the field equations in three dimensions.
Then, Eddington-Finkelstein coordinates are introduced,
dt = du+
dr(
r2
l2
−M − Q
2
4
ln r2
) , (B.8)
so that the metric (B.7) and the U(1) field strength become
ds2 =
(
r2
l2
−M − Q
2
4
ln r2
)
du2 + 2dudr − r2(dθ2 + sin2 θdϕ2), (B.9)
Fµν =


0 Qr 0 0
−Qr 0 0 0
0 0 0 0
0 0 0 0

 , (B.10)
and the contravariant form of the metric is
gµν =


0 1 0 0
1
(
r2
l2
−M − Q
2
4
ln r2
)
0 0
0 0 −1
r2
0
0 0 0 −1
r2 sin2 θ

 . (B.11)
Newman-Penrose formalism in very short
The rotation algorithm is based on the Newman-Penrose formalism [45],
that can be quickly summarized as follow: To a metric gµν with signature
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(+,−,−,−) is constructed a complex4 null tetrad eaµ = (lµ, nµ,mµ, m¯µ)
defined by the relation
gµν = eaµebνη
ab, (B.12)
where ηab represents the normalization of the tetrad vectors, given by lµnµ =
1 = −mµm¯µ, or equivalently in terms of ηab,
eaµe
µ
b = ηab =


0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0

 , ηacηcb = δab. (B.13)
The explicit relation between the complex null tetrad vectors and the metric
is therefore
gµν = lµnν + lνnµ −mµm¯ν −mνm¯µ. (B.14)
In the Newman-Penrose formalism, the six components of the Maxwell ten-
sor Fµν are represented by three complex scalars, defined by
φ0 = Fµν l
µmν , φ1 =
1
2
Fµν(l
µnν + m¯µmν), φ2 = Fµνm¯
νnν. (B.15)
In terms of the Newman-Penrose scalars, the Maxwell tensor reads
Fµν = −φ0(nµm¯ν − nνm¯µ)− φ¯0(nµmν − nνmµ)
+(φ1 + φ¯1)(nµlν − nν lµ) + (φ1 − φ¯1)(mµm¯ν −mνm¯µ) (B.16)
−φ2(mµlν −mν lµ)− φ¯2(m¯µlν − m¯ν lµ).
B.2.1 Algorithm of Newman-Janis-Kim for gµν
Complex null tetrad vectors associated with the metric (B.11) are given by
lµ = (0, 1, 0, 0), nµ = (1,−1
2
(
r2
l2
−M − Q
2
4
ln r2
)
, 0, 0), (B.17)
mµ =
1√
2r
(
0, 0, 1,
i
sin θ
)
, m¯µ =
1√
2r
(
0, 0, 1,
−i
sin θ
)
. (B.18)
This complex null tetrad is the starting point of the rotation trick, which
consists in two different parts. Firstly, the r coordinate becomes complex,
so the tetrad vectors (B.17)(B.18) can be re-written as
lµ = (0, 1, 0, 0), nµ = (1,−1
2
(
rr
l2
−M − Q
2
4
ln rr
)
, 0, 0), (B.19)
mµ =
1√
2 r
(
0, 0, 1,
i
sin θ
)
, m¯µ =
1√
2 r
(
0, 0, 1,
−i
sin θ
)
. (B.20)
4The complex conjugation is denoted by a bar.
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Secondly, the following complex coordinate transformation is performed
(with a being a constant real parameter),
r′ = r + ia sin θ, u′ = u− ia cos θ, a ∈ R. (B.21)
Under this coordinates transformation, the four complex null tetrad vectors
(B.19)(B.20) become (the prime is omitted)
lµ = (0, 1, 0, 0), (B.22)
nµ = (1,−1
2
(
r2 + a2 cos2 θ
l2
−M − Q
2
4
ln(r2 + a2 cos2 θ)
)
, 0, 0), (B.23)
mµ =
1√
2 (r + ia cos θ)
(
ia sin θ,−ia sin θ, 1, i
sin θ
)
, (B.24)
m¯µ =
1√
2 (r − ia cos θ)
(
−ia sin θ, ia sin θ, 1, −i
sin θ
)
, (B.25)
from which the metric is known, by using (B.14).
The three-dimensional metric is found by considering the θ = π/2 slice
of this metric
gµν =


− a
r2
1 + a
2
r2
−a
r2
1 + a
2
r2
−
(
r2
l2
−M − Q
2
4
ln r2
)
− a2
r2
a
r2
−a
r2
a
r2
−1
r2

 , (B.26)
which can be inverted to give the line element
ds2 =
(
r2
l2
−M − Q
2
4
ln r2
)
(du− adϕ)2 + 2(du− adϕ)(dr + adϕ)− r2dϕ2.
(B.27)
This metric can be re-written using Boyer-Lindquist coordinates, by making
the following coordinates transformation,
dt = du+
(a2 + r2) dr
a2 + r2
(
r2
l2
−M − Q
2
4
ln r2
) , (B.28)
dφ = dϕ+
a dr
a2 + r2
(
r2
l2
−M − Q
2
4
ln r2
) . (B.29)
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In Boyer-Lindquist coordinates, the metric (B.27) becomes
ds2 =
(
r2
l2
−M − Q
2
4
ln r2
)
dt2 − r
2dr2
a2 + r2
(
r2
l2
−M − Q
2
4
ln r2
)+
+ 2a
[
1−
(
r2
l2
−M − Q
2
4
ln r2
)]
dtdφ−
−
[
r2 + 2a2 − a2
(
r2
l2
−M − Q
2
4
ln r2
)]
dφ2. (B.30)
Finally, this metric can be cast in the ADM form [84], using the following
coordinates transformation
t˜ = t− aφ. (B.31)
The metric in ADM form reads
ds2 =
[
a2
r2
+
(
r2
l2
−M − Q
2
4
ln r2
)]
dt˜2 − dr
2
a2
r2 +
(
r2
l2
−M − Q
2
4
ln r2
)−
− r2
(
dφ− a
r2
dt˜
)2
. (B.32)
When Q = 0, one recovers the rotating BTZ black hole that is solution to
Rµν − 12Rgµν + 1l2 gµν = 0, in agreement with [82]5.
B.2.2 Keane’s extended algorithm for Aµ
The three complex electromagnetic scalars (B.15) associated with field strength
(B.10) and tetrad (B.17)(B.18) are
φ0 = 0, φ1 = −Q
2r
, φ2 = 0. (B.33)
Following the algorithm, the rotation trick of Newman-Janis is applied and
(B.33) become
φ′0 = 0, φ
′
1 = −
Q
2(r − ia cos θ) , φ
′
2 = 0. (B.34)
Note that one recovers (B.4) when the dimensional reduction is perfomed
by taking θ = π/2. The gauge field associated with (B.34) and the metric
(B.27) do not solve the equations of motions.
5In [82], there is a sign misprint in the last term of the equation of motion, just after
equation (12). This change of sign comes from the signature of the metric, which has been
changed in order to apply the Newman-Janis algorithm.
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The final step in the extended algorithm of Keane is to perfom a null
rotation on the tetrad vectors. This null rotation preserves the tetrad vector
lµ (called null rotation of class I in [85]) and is parametrized by a complex
parameter α. It acts on the tetrad vectors and complex scalars as follow,
lˆµ = lµ, mˆµ = mµ + αlµ, nˆµ = nµ + αm¯µ + α¯mµ + αα¯lµ, (B.35)
φˆ0 = φ0, φˆ1 = φ1 + α¯φ0, φˆ2 = φ2 + 2α¯φ1 + α¯
2φ0. (B.36)
Of course, both the metric tensor gµν and the Maxwell tensor Fµν are invari-
ant under the null rotation (B.35)(B.36). However Fµν is no longer invariant
if only one of the two transformations between (B.35) (B.36) is performed
on it, see (B.16).
Under (B.35) with parameter α =
ia sin θ√
2(r − ia cos θ), the tetrad vectors
(B.22)(B.25) become
lˆµ = (0, 1, 0, 0), (B.37)
mˆµ =
1√
2(r + ia cos θ)
(
ia sin θ, 0, 1,
i
sin θ
)
, (B.38)
nˆu = 1 +
a2 sin2 θ
r2 + a2 cos2 θ
, nˆθ = 0, nˆφ =
a
r2 + a2 cos2 θ
, (B.39)
nˆr = −1
2
(
r2 + a2 cos2 θ
l2
−M − Q
2
4
ln(r2 + a2 cos2 θ)
)
+
a2 sin2 θ
r2 + a2 cos2 θ
,
(B.40)
so that the Maxwell field Fµν associated with scalars (B.34) and tetrad
(B.37)(B.40) is known, due to equation (B.16). The dimensional reduction
is done by taking θ = π2 , and the non-vanishing components of the field
strength are given by
F ur = −Q
r
(
1 +
a2
r2
)
, F rφ =
aQ
r3
, (B.41)
⇔ Fur = Q
r
, Frφ =
aQ
r
. (B.42)
The rotation algorithm of Newman-Janis, modified by Keane, adapted
to three dimensions by Kim, therefore leads to the expressions (B.27) and
(B.42) for the metric and gauge field, respectively. These fields are solutions
to Rµν − 12Rgµν + 1l2 gµν = 18F 2gµν − 12FµσF σν . Unfortunalety, they are not
solutions to DµF
µν = 0, due to
DµF
µu =
2a2Q
r4
, DµF
µφ =
2aQ
r3
. (B.43)
Equations (B.43) are zero either for Q = 0 (i.e. uncharged case), or for
a = 0 (i.e. unrotating case).
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B.2.3 Modification of Keane’s algorithm in 4d
The algorithm of Keane [81] performs a null rotation on the tetrad vectors,
while leaving invariant the complex electromagnetic scalars. In this section,
we simply note that one can slightly modify this algorithm, by performing
the null rotation on the electromagnetic complex scalars, while leaving the
rotating tetrad invariant. The new scheme is the following,
Aµ Fµν (φ0, φ1, φ2) (φ
′
0, φ
′
1, φ
′
2)
(φˆ0, φˆ1, φˆ2) Fˆµν Aˆµ
Rotation trick
Rot.
trick
Null
rot.
gµν (lµ, nµ,mµ, m¯µ) (l′µ, n′µ,m′µ, m¯′µ) g′µν
This modified algorithm is equivalent to the one proposed by Keane. In the
four dimensional case, the rotation trick applied to the Reissner-Nordstrom
fields yields (φ0 = 0, φ1 6= 0, φ2 = 0), while a null rotation of parameter
α = ia sin θ√
2(r−ia cos θ) produces (φˆ0 = 0, φˆ1 6= 0, φˆ2 = 2α¯φˆ1) as it should, see
equation (6) of [79].

Appendix C
Boundary conditions from
Kerr metric
C.1 Introduction
In this appendix, the relation between BMS boundary conditions and those
obtained by acting with the Minkowski Killing vectors on the Kerr metric
is investigated. The strategy is similar to the case of asymptotically anti-de
Sitter [39], and is the following:
• Start with Minkowski in spherical coordinates (u, r, θ, φ) and find the
exact Killing vectors of it. The simplest way is to consider the Minkoswki
metric in cartesian coordinates (t, x, y, z) and then translate the exact
Killing vector from cartesian coordinates to spherical coordinates.
• The Kerr metric can be written in retarded null coordinates (u, r, θ, φ).
When m = 0, it reduces to the Minkowski coordinates written in
unusual coordinates. The change of coordinates that brings the Kerr
metric when m = 0 to the Minkowski metric in spherical coordinates
is found.
• The change of coordinates found in previous item is then performed
on the general (m 6= 0) Kerr metric but it appears to be quite heavy.
Only the leading order in the radial coordinate is really needed. Then,
the Kerr metric can be written as the sum of Minkoski metric plus a
deviation tensor,
gKerrµν = g
Mink
µν + kµν . (C.1)
This is the asymptotic expansion of the Kerr metric in the new coor-
dinates system.
• The exact Killing vectors of the Minkowski metric act on this asymp-
totic expansion of the Kerr metric and generate boundary conditions,
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hµν ,
δξMink g
Kerr
µν = hµν , (C.2)
• The last step is to find asymptotic Killing vectors preserving the
boundary conditions hµν . This means solving the asymptotic Killing
equation
Lξgµν = O(hµν), (C.3)
for any asymptotically flat metric g. Relation (C.3) is also valid in the
case of the Minkowski metric.
C.2 Killing vectors of Minkoswki in spherical co-
ordinates
The isometries of the Minkowski metric in cartesian coordinates ds2 =
−dt2 + dx2 + dy2 + dz2 are given by the solutions of the Killing equation,
ξµ;ν + ξν;µ = 0 ↔ ξµ,ν + ξν,µ = 0, (C.4)
where the covariant derivatives can be replaced by partial derivatives, be-
cause Γσµν = 0 in cartesian coordinates. The most general solutions to (C.4)
are found by considering polynomials in the coordinates xσ:
• ξµ = aµ is a solution (with aµ constant);
• ξµ = bµνxν is a solution (with bµν = −bνµ);
• ξµ = cµνρxνxρ is also a solution for cµνρ = −cνµρ, but the symmetry on
the last two indices and the antisymmetry on the first two reduce cµνρ
to be zero: cµνρ = cµρν = −cρµν = −cρνµ = cνρµ = cνµρ = −cµνρ = 0.
• There is no higher order polynomial in the coordinate xσ that is solu-
tion to (C.4), due to the same symmetry argument as for the quadratic
term.
The components of the most general isometry vector field of the Minkowski
metric can therefore be written as
ξt = a0 + b01x+ b02y + b03z = −ξt, (C.5)
ξx = a1 + b10t+ b12y + b13z = ξ
x, (C.6)
ξy = a2 + b20t+ b21x+ b23z = ξ
y, (C.7)
ξz = a3 + b30t+ b31x+ b32y = ξ
z, (C.8)
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and depend on ten arbitrary constants (aµ, bµν) therefore giving rise to ten
different Killing vectors 1
ξ0 = − ∂
∂t
, ξ1 = − ∂
∂x
, ξ2 = − ∂
∂y
, ξ3 = − ∂
∂z
, (C.9)
ξ01 = x
∂
∂t
− t ∂
∂x
, ξ02 = y
∂
∂t
− t ∂
∂y
, ξ03 = z
∂
∂t
− t ∂
∂z
, (C.10)
ξ12 = y
∂
∂x
− x ∂
∂y
, ξ13 = z
∂
∂x
− x ∂
∂z
, ξ23 = z
∂
∂y
− y ∂
∂z
. (C.11)
ξ0 represents invariance of the spacetime under time translation, (ξ1, ξ2, ξ3)
represent invariance under space translations, (ξ01, ξ02, ξ03) represent invari-
ance under spacetime rotations (boosts), and (ξ12, ξ13, ξ23) represent invari-
ance under space rotations.
Spherical coordinates with a retarded null time coordinate u are intro-
duced,
t = u+ r, x = r sin θ cosφ, (C.12)
y = r sin θ sinφ, z = r cos θ, (C.13)
so that the Minkowski line element becomes ds2 = −du2−2dudr+ r2(dθ2+
sin2 θdφ2), and the isometry vector field (C.6)(C.8) becomes in this coordi-
nates system
ξ˜µ =
∂xσ
∂x˜µ
ξσ, x˜
µ = (u, r, θ, φ), ξ˜µ = gµν ξ˜ν . (C.14)
1The following notation is introduced: ξ0 will denotes the vector field ξ
µ∂µ such that
in ξµ the constant a0 is set to one, and all other constants are set to zero (i.e. ξ0 is the
span of a0) and similarly for the other constants.
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They can be written explicitly (droping the tilde on them)
ξu =− (a0 + a1 sin θ cosφ+ a2 sin θ sinφ+ a3 cos θ)−
−u(b10 sin θ cosφ+ b20 sin θ sinφ+ b30 cos θ), (C.15)
ξr =− r(b01 sin θ cosφ+ b02 sin θ sinφ+ b03 cos θ)+
+((a1 + ub10) sin θ cosφ+ (a2 + ub20) sin θ sinφ+ (a3 + ub30) cos θ),
(C.16)
ξθ =(b10 cos θ cosφ+ b20 cos θ sinφ− b30 sin θ + b13 cosφ+ b23 sinφ)+
+
1
r
[(a1 + ub10) cos θ cosφ+ (a2 + ub20) cos θ sinφ− (a3 + ub30) sin θ] ,
(C.17)
ξφ =
1
sin θ
(−b10 sinφ+ b20 cosφ− b12 sin θ − b13 sinφ cos θ + b23 cosφ cos θ)+
+
1
r
1
sin θ
(−(a1 + ub10) sin φ+ (a2 + ub20) cosφ)) . (C.18)
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This isometry vector field still depends on ten constants, and the ten
Killing vectors can be written as
ξ0 = − ∂
∂u
, (C.19)
ξ1 = − sin θ cosφ ∂
∂u
+ sin θ cosφ
∂
∂r
+
1
r
(
cos θ cosφ
∂
∂θ
− sinφ
sin θ
∂
∂φ
)
,
(C.20)
ξ2 = − sin θ sinφ ∂
∂u
+ sin θ sinφ
∂
∂r
+
1
r
(
cos θ sinφ
∂
∂θ
+
cosφ
sin θ
∂
∂φ
)
,
(C.21)
ξ3 = − cos θ ∂
∂u
+ cos θ
∂
∂r
− 1
r
sin θ
∂
∂θ
, (C.22)
ξ01 = u sin θ cosφ
∂
∂u
− (r + u) sin θ cosφ ∂
∂r
−
−
(
1 +
u
r
)
cos θ cosφ
∂
∂θ
+
(
1 +
u
r
) sinφ
sin θ
∂
∂φ
, (C.23)
ξ02 = u sin θ sinφ
∂
∂u
− (r + u) sin θ sinφ ∂
∂r
−
−
(
1 +
u
r
)
cos θ sinφ
∂
∂θ
−
(
1 +
u
r
) cosφ
sin θ
∂
∂φ
, (C.24)
ξ03 = u cos θ
∂
∂u
− (r + u) cos θ ∂
∂r
+
(
1 +
u
r
)
sin θ
∂
∂θ
, (C.25)
ξ12 = − ∂
∂φ
(C.26)
ξ13 = cosφ
∂
∂θ
− sinφcos θ
sin θ
∂
∂θ
, (C.27)
ξ13 = sinφ
∂
∂θ
+ cosφ
cos θ
sin θ
∂
∂θ
. (C.28)
Let us introduce some notation, in order to make a comparison later on with
the BMS vector field:
f(u, xA) ≡ ξu, xA = (θ, φ), (C.29)
T (xA) ≡ −(a0 + a1 sin θ cosφ+ a2 sin θ sinφ+ a3 cos θ), (C.30)
Y θ(xA) ≡ (b10 cos θ cosφ+ b20 cos θ sinφ− b30 sin θ + b13 cosφ+ b23 sinφ),
(C.31)
Y φ(xA) ≡ (−b01 sinφ+ b20 cosφ− b12 sin θ − b13 sinφ cos θ + b23 cosφ cos θ)
sin θ
(C.32)
gAB = r
2γ¯AB , γ¯ABdx
AdxB = dθ2 + sin2 θdφ2. (C.33)
Let D¯A(∆¯) denotes the covariant derivative (Laplacian) with respect to the
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two-sphere γ¯AB , and using Γ
φ
θφ =
cos θ
sin θ
a short computation shows that
D¯AY
A = ∂θY
θ + ∂φY
φ + ΓφθφY
θ
= −2b10 sin θ cosφ− 2b20 sin θ sinφ− 2b30 cos θ, (C.34)
∆¯f =
1
sin θ
∂A(g
AB sin θ∂B)f
= 2(a1 + ub10) sin θ cosφ+ 2(a2 + ub20) sin θ sinφ+ 2(a3 + ub30) cos θ.
(C.35)
It follows from these notations that Y A defined by (C.31),(C.32) is a con-
formal Killing vector with respect to the two-sphere γ¯AB ,
Y C∂C γ¯AB + γ¯CB∂AY
C + γ¯AC∂BY
C = (DCY
C)γ¯AB . (C.36)
Let us finally introduce the notation ψ = D¯CY
C for the conformal factor.
Using Γφθθ = 0 = Γ
θ
θθ, we find that ∂Aψ is also a conformal Killing vector
with respect to the two-sphere γAB,
D¯A∂Bψ + D¯B∂Aψ = ∆¯ψγAB . (C.37)
Note that in d 6= 4, relation (C.36) always implies (C.37), due to theorem A.1
of appendix A. The definitions (C.30)-(C.32) and properties (C.34)-(C.35)
allow to rewrite the components of the isometry vector field of Minkowski
metric in spherical coordinates as
ξu ≡ f = T + u
2
D¯AY
A, (C.38)
ξr = −r
2
D¯AY
A +
1
2
∆¯f, (C.39)
ξA = Y A − ∂Bf γ
AB
r
i.e. ξθ = Y θ − ∂θf
r
, ξφ = Y φ − ∂φf
r sin2 θ
, (C.40)
with Y A and ∂Bψ both conformal Killing vectors.
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C.2.1 Kerr metric
The Kerr metric is (with the notation ρ2 = r2 + a2 cos2 θ)
ds2 = −
(
1− 2mr
ρ2
)
du2 − 2dudr − 2a sin2 θ2mr
ρ2
dudφ− 2a sin2 θdrdφ+
+ ρ2dθ2 + sin2 θ
(
a2 + r2 + a2 sin2 θ
2mr
ρ2
)
dφ2 (C.41)
gµν =


−
(
1− 2mr
ρ2
)
−1 0 −a sin2 θ
(
2mr
ρ2
)
−1 0 0 a sin2 θ
0 0 ρ2 0
−a sin2 θ
(
2mr
ρ2
)
a sin2 θ 0 sin2 θ
(
r2 + a2 + a2 sin2 θ
2mr
ρ2
)


.
(C.42)
When a = 0, the metric (C.42) reduces to the Schwarschild one (C.44).
When m = 0 instead, the Kerr metric (C.42) reduces to
ds2 = −du2 − 2dudr − 2a sin2 θdrdφ+ ρ2dθ2 + sin2 θ(a2 + r2)dφ2, (C.43)
which is also the Minkowski metric, but written in unusual coordinates. To
see it, let us define new coordinates (U,R,Θ,Φ) by the implicit relations
U = u+ r −R, R cosΘ = r cos θ, (C.44)
R2 = r2 + a2 sin2 θ, Φ = φ+ arctan
( r
a
)
, (C.45)
so that the metric (C.43) becomes
ds2 = −dU2 − 2dUdR +R2(dΘ2 + sin2ΘdΦ2). (C.46)
The explicit coordinates transformation (C.44)-(C.45) is given by
u = U −
√
R2 − a2 +
√
(R2 − a2)2 + 4a2R2 cos2Θ
2
+R, (C.47)
r =
√
R2 − a2 +
√
(R2 − a2)2 + 4a2R2 cos2Θ
2
, (C.48)
θ = arccos

 √2R cosΘ√
R2 − a2 +
√
(R2 − a2)2 + 4a2R2 cos2Θ

 , (C.49)
φ = Φ− arctan


√
R2 − a2 +
√
(R2 − a2)2 + 4a2R2 cos2Θ
2a2

 . (C.50)
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The perturbative expansion of this coordinates transformation in inverse
power of R is given by
u = U +
a2 sin2Θ
2R
+ . . . , (C.51)
r = R− a
2 sin2Θ
2R
+ . . . , (C.52)
θ = Θ+O(R−3), (C.53)
φ = Φ− arctan
(
R
a
− a
2 sin2Θ
2R
+ . . .
)
. (C.54)
Let us compute the Kerr metric (C.42) (when m 6= 0) in this new coordi-
nates system, up to the leading order in 1/R. First, note the the Kerr metric
in Boyer-Lindquist coordinates can be written as the sum of the Minkowski
metric (ds20 = −du2 − 2dudr + r2dΩ2) plus a deviation tensor (kµνdxµdxν),
ds2Kerr =−
(
1− 2mr
ρ2
)
du2 − 2dudr − 2a sin2 θ2mr
ρ2
dudφ− 2a sin2 θdrdφ+
(C.55)
+ ρ2dθ2 + sin2 θ
(
a2 + r2 + a2 sin2 θ
2mr
ρ2
)
dφ2, (C.56)
= ds20 + kµνdx
µdxν . (C.57)
with the non-vanishing kµν given by
kuu =
2mr
r2 + a2 cos2 θ
, (C.58)
kuφ = −a sin2 θ 2mr
r2 + a2 cos2 θ
, (C.59)
kφφ = a
2 sin4 θ
2mr
r2 + a2 cos2 θ
. (C.60)
In order to have the Kerr metric in coordinates (U,R,Θ,Φ), let us compute
the deviation tensor kµν in the new coordinates system, up to the leading
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order in R,
kUU =
2m
R
+O(R−3), (C.61)
kUΦ = −a sin2Θ2m
R
+O(R−3), (C.62)
kΦΦ = a
2 sin4Θ
2m
R
+O(R−3), (C.63)
kΘΘ = a
4 sin2Θcos2Θ
2m
R3
+O(R−5), (C.64)
kRR =
3
2
a4 sin4Θ
m
R5
+O(R−3), (C.65)
kRΘ = a
4 sin3ΘcosΘ
m
R4
+O(R−6), (C.66)
kUΘ = a
2 sinΘ cosΘ
m
R2
+O(R−4), (C.67)
kUR = a
2 sin2Θ
m
R3
+O(R−5), (C.68)
kΦΘ = −a3 sinΘ cosΘ2m
R2
+O(R−4), (C.69)
kRΦ = −a3 sin4Θ m
R3
+O(R−5). (C.70)
We can observe that whenm = 0, all the components of the deviation tensor
kµν are zero, as it should. These deviation vectors define the asymptotic
form of the Kerr metric in the coordinates (U,R,Θ,Φ).
C.2.2 Boundary conditions for asymptotically flat spacetimes
In this subsection, we act with the Killing vectors of Minkowski metric, given
in components by (C.15)-(C.18), on the asymptotic Kerr metric, defined by
(C.61)-(C.70). This procedure produces boundary conditions hµν ,
δξMink
(
gKerrµν
)
= hµν , (C.71)
where δξ(g
Kerr
µν ) = Lξ(gKerrµν ). These boundary conditions are (capital coor-
dinates are replace by small ones for conveniance)
hrr = O(r−5), hrθ = O(r−3), hrφ = O(r−3),
hθθ = O(r−1), hθφ = O(r−1), hφφ = O(r−1), (C.72)
hur = O(r−3), huθ = O(r−1), huφ = O(r−1), huu = O(r−1).
C.2.3 Asymptotic symmetries
Asymptotic symmetries are the most general gauge transformation that pre-
serve the boundary conditions (C.61)-(C.70). The gauge parameter of such
transformation is such that
Lξg = O(hµν), (C.73)
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with hµν given by (C.72). Equation (C.73) is valid for any metric with
boundary conditions (C.72), so in particular the Minkowski metric can be
used. Solving (C.73) for the Minkowski metric gives,
δξg
Mink
µν = O(hµν). (C.74)
The solutions are
• grr : ξ2 = f(u, xA) +O(r−4),
• grA : ξA = Y A − ∂
Af
r
+O(r−4),
• gAB : ξr = −r
2
DCY
C +
1
2
∆f +O(r−2), and Y A, ∂Af are confor-
mal Killing of γAB,
• gur : ∂uf = 1
2
DCY
C ,
• guA : ∂uY C = 0 and −∂Af − 1
2
∆f = 0,
• guu : DCY C + 1
2
∆DCY
C = 0.
The two last relations are automatically satisfied for any conformal Killing
vectors, see equation (A.10) of Appendix A for more detail. This symmetry
algebra is not the BMS symmetry algebra, but the Poincare´ one, see (C.38)-
(C.40).
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