We propose to use the complex quantum dynamics of a massive particle in a non-quadratic potential to reconstruct an initial unknown motional quantum state. We theoretically show that the reconstruction can be efficiently done by measuring the mean value and the variance of the position quantum operator at different instances of time in a quartic potential. We train a neural network to successfully solve this hard regression problem. We discuss the experimental feasibility of the method by analyzing the impact of decoherence and uncertainties in the potential.
Standard strategies to perform quantum motional state tomography [5] are to couple the motion of the particle to a few-level system [6, 7] , to transfer the mechanical state to a cavity electromagnetic mode whose state can be reconstructed with homodyne tomography [8] , to apply coherent displacements and phonon number measurements on the motional degree of freedom [9] [10] [11] , as done with ions see e.g. [12] , or to measure the position distribution function at different instances of time in an harmonic potential [13, 14] . In this article, we propose an alternative approach based on exploiting two distinctive features of levitated particles: (i) Their low level of motional decoherence and (ii) the possibility to engineer the potential of the particle, in particular to let the particle coherently evolve in a non-quadratic potential. We show that by solely measuring the mean value and the variance of the position of the particle as a function of time during the evolution in a non-quadratic potential, one can efficiently reconstruct the initial unknown quantum motional state. Such reconstruction is a hard quantum regression problem that, as we show below, is ideally suited for neural networks.
More specifically, let us consider the one-dimensional motion of a particle of mass m in a quartic potential such that its coherent dynamics is described by the , with the motivation that we will consider initial motional quantum states assumed to be prepared in an harmonic potential of frequency ω 0 . Additionally, we consider a standard source of position localization type of decoherence [15] [16] [17] in levitated particles (e.g. due to recoil heating or a fluctuating white-noise force), such that the evolution of the density-matrix operator describing the motional state is modelled by the master equationρ
Here Γ is the decoherence rate. At t = 0, the particle is assumed to be in an unknown motional quantum stateη ≡ρ(0) that we aim to reconstruct. The system evolves according to Eq. (2) and the state at a later time t ≥ 0 is given byρ(t) = exp(Lt)η. The positionX is sufficiently measured at different instances of time to retrieve the mean value and its variance, that is, to obtain the dimensionless trajectories u 1 (t) ≡ x(t) − x(0) = tr[x(ρ(t) −η)] and u 2 (t) ≡ x 2 (t) − x(t) 2 = tr[x 2ρ (t)] − (tr[xρ]) 2 . Note that, as defined, u 1 (0) = 0, and hence one does not need to assume an absolute position measurement. In the supplementary material [18] , we show examples of the trajectories u 1 (t) and u 2 (t) numerically calculated by solving Eq. (2) on a truncated Hilbert space using the python toolbox QuTiP [19, 20] . The question addressed in this article is thus the following: can the information provided by u 1 (t) and u 2 (t) be used to reconstruct the unknown quantum motional stateη?
The reconstruction of a quantum motional stateη could be performed should one have full knowledge of
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the mean values x and p and all the moments defined by
Weyl , where · Weyl denotes the mean value of the Weyl-ordered product of operators calculated for the stateη, and a, b are nonnegative integers. As we show in detail in [18] based on [21] [22] [23] , the trajectories u 1 (t) and u 2 (t) depend, for t larger than a given critical time, on basically all the moments G a,b of the state at t = 0. This is a manifestation of the non-linear quantum dynamics induced by the quartic potential and has two consequences. First, it shows that, indeed, the trajectories u 1 (t) and u 2 (t) should provide sufficient information to reconstructη. Second, it shows that, consequently, it is not possible to correctly approximate u 1 (t) and u 2 (t) as a function of a finite set of initial moments and, hence, the regression problem of derivingη based on u 1 (t) and u 2 (t) is a hard problem that, to our knowledge, cannot be solved with analytical tools. Nevertheless, this problem is very well suited to a neural network trained by supervised learning. The neural network will not require us to input how exactly the initial moments affect the trajectories. Instead, the neural network will, based on the training examples, find by itself an internal representation of the underlying regression problem. We remark that such setting, inferring the quantum state from the time evolution of observables, is very different from recent works using neural networks for quantum state tomography of systems of many qubits [24] [25] [26] [27] , or for filtering experimental data before performing quantum state tomography [28] .
Let us show how the neural network is trained and tested. Initial statesη are randomly sampled from a Hilbert Schmidt ensemble of density matrices of dimensions d × d. That is, we assume thatη is prepared in an harmonic potential of frequency ω 0 with zero probability to contain more than d − 1 excitations, an assumption motivated by experiments preparing nonGaussian quantum states after the particle has been cooled near the ground state of an harmonic potential [14] . While such subspace is considered for the initial stateη, note that during the evolution the statê ρ(t) = exp(Lt)η can populate a much larger space that is only limited by numerical restrictions in the integration of the master equation Eq. (2) . With the input of the trajectories u 1 (t) and u 2 (t), the neural network reconstructs a density-matrix operatorη est of size d × d with infidelity
We remark that, in practice, any prior knowledge about the initially prepared quantum state should be used to accordingly choose the subspace and sampling distribution of training states in order to optimize the performance. Here, we sample the trajectories with timesteps δt = 0.05/ω 0 and each datapoint is represented by a neuron in the input layer of the network. 
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w r i R 7 l b C h 8 w w j i 6 h o g u B L r 6 8 T B o X F e p X 6 P 1 l u X q T x 1 G A Y z i B M 6 B w B V W 4 g x r U g c M I n u E V 3 r z E e / H e v Y 9 5 6 4 q X z x z B H 3 i f P z t p j t U = < / l a t e x i t > Throughout the paper we used four hidden layers of 800, 800, 400, and 200 neurons and an output layer of 2d 2 neurons, representing the real numbers definingη est . The output is interpreted as a complex matrix M that, generally, does not strictly fulfill the conditions of a physical density-matrix operator (positive semi-definite with unit trace). Consequently, the reconstructed physical state is obtained viaη
. The network is trained via supervised learning using the mean squared error as the loss function and a training set of 10000 randomly drawn quantum states. All results shown in the figures are obtained from a validation set, i.e. , another set of 10000 random states that were not used during training. More details on the network architecture and training can be found in the supplemental material [18] .
Let us first show the results obtained in the absence of decoherence using Eq. (2) with Γ = 0. In Fig. 1a , we show the average infidelity on the validation set reached by a neural network given input trajectories of a certain length (denoted by the time t) for d = 2, 3 and 4, and with a quartic potential strength given by 
w r i R 7 l b C h 8 w w j i 6 h o g u B L r 6 8 T B o X F e p X 6 P 1 l u X q T x 1 G A Y z i B M 6 B w B V W 4 g x r U g c M I n u E V 3 r z E e / H e v Y 9 5 6 4 q X z x z B H 3 i f P z t p j t U = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " Fig. 1a , is the case without decoherence. The colored stars indicate the points for which the respective distribution of infidelities of all quantum states in the validation set is shown in the inset. With longer trajectories the overall performance increases by improving both on the peak infidelity and the infidelity spread. α = 5. In every data point a new network was trained on the specific trajectory length (defining the input layer size of the network) and initial state dimension d (defining the output layer size). In all cases, the infidelity decreases significantly with trajectory length and eventually saturates (all fluctuations around the saturation level are not of physical origin, as explained in [18] ). The saturation occurs later for larger d, as an increasing number of d 2 − 1 independent moments need to be extracted from the trajectories in order to determine an arbitrary state of dimension d. The achieved infidelity also saturates on different levels depending on d, as we use the same number of training states (10000) despite the increasing size of the initial subspace. The achieved low infidelities demonstrate that the neural network can reconstruct the initial state from the trajectories with high accuracy, see Fig. 1b ,c and caption for some examples. To show that the nonquadratic potential is indeed crucial, we also plot the performance of neural networks that were trained on trajectories in an harmonic potential (dotted lines in Fig. 1a ) described by the HamiltonianĤ =P 2 /(2m) + mω 2 0X 2 /2. As expected, the non-quadratic potential outperforms the quadratic one, with the exception of the d = 2 case, where the trajectories in the quadratic potential contain information about the only three moments that are required to fully determine the state.
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Let us now show the impact of decoherence, which will limit the length of the trajectories that can be used for quantum state reconstruction since, eventually, all information about the initial state is lost. In Fig. 2 , we plot the achieved infidelities using Eq. (2) for different values of Γ, a quartic potential strength given by α = 5, the same set of quantum states as sampled for d = 4 in Fig. 1a , and with neural networks trained and validated using the simulated trajectories in the presences of decoherence. The inset shows the distribution of infidelities reached in the validation set, see caption for details. If the decoherence is sufficiently small (dashed line) the reached infidelity does not differ significantly from the performance achievable in absence of decoherence (green line, same as in Fig. 1a ), since the trajectories are only significantly altered by decoherence after all information necessary to reconstruct the initial state has already been extracted. In contrast, at larger decoherence rates (dash-dotted and dotted line), the trajectories are altered much earlier and both the average performance at intermediate times and the final performance become worse. The reason is that there is neither enough information contained in a trajectory up to the time where decoherence acts, nor sufficient time for the neural network to infer all the moments determining the initial state before decoherence erases the initial state dependence.
The above discussion shows that to experimentally implement the proposed method, the tradeoff between decoherence rate and the strength of the non-quadratic potential is decisive. Let us obtain a rough quantitative estimate of a necessary requirement. The initial stateη is spatially confined in a length scale given by (tr[ηX 2 ]) 1/2 ∼ x 0 and has a kinetic energy of the order of ω 0 . During the evolution in the quartic potential, the initial state spreads as (tr[ρ(t)X 2 ]) 1/2 ∼ x 0 ω 0 t and the effect of the quartic potential is relevant when the potential energy is comparable to the initial kinetic energy, namely for t such that
Using the definition of the dimensionless parameter quantifying the strength of the quartic potential α = [4m 2 ω 3 0 /( λ)] 1/4 , one obtains t ≈ α/ω 0 . Trajectories longer than t are required to be affected from the quartic potential, and the requirement that they are coherent demands that 1/Γ t , or alternatively, α ω 0 /Γ. Such a rough estimate is a necessary but not a sufficient requirement, as can be seen in Fig. 2 . Nevertheless, it provides a good reference for experimental implementations. For instance, let us assume that the quartic potential is engineered using a potential of the form
g. generated by optical tweezers), which has been used to generate the quadratic potential,
. A pure quartic potential can then be obtained around X = 0 by superimposing two such Gaussians
, and, hence, α ≈ 1.8 σ/x 0 . In this case, the necessary requirement reads 1. 
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o 7 w r i R 7 l b C h 8 w w j i 6 h o g u B L r 6 8 T B o X F e p X 6 P 1 l u X q T x 1 G A Y z i B M 6 B w B V W 4 g x r U g c M I n u E V 3 r z E e / H e v Y 9 5 6 4 q X z x z B H 3 i f P z t p j t U = < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 , and x 0 ∼ 10 −12 m, the condition reads σ 10 nm, which is not compatible with optical potentials where σ is lower bounded by an optical wavelength. Therefore, levitated nanoparticles require either longer coherent times, achievable by evolution in the absence of recoil heating from laser light (quasi-electrostatic traps [31] [32] [33] [34] , magnetic traps [35] [36] [37] , or in free fall [38, 39] ) or the use of electromagnetic forces near surfaces [40] [41] [42] such that σ can be potentially smaller than an optical wavelength.
Regarding the experimental implementation of the method, it is also clear that a perfect quartic potential cannot be engineered. Related to the discussion above, let us assume that the two Gaussian potentials are not perfectly symmetric aligned, namely one has
, where parameterizes the imperfection of the quartic potential. The form of such imperfect potentials is illustrated in the insets of Fig. 3 (dotted line for > 0, dashed line for < 0). In Fig. 3 we show the quantum state tomography performance of neural networks trained on trajectories from the perturbed potential (black dotted line: /x 0 = 0.1, black dashed line: /x 0 = −0.1). A similar overall performance can be achieved compared to the purely quartic potential = 0 (solid green line). Thus, the neural network finds an appropriate model to each scenario and the quantum state tomography does not crucially depend on the details of the nonquadratic potential, even in the presence of small linear and quadratic contributions. One could also be ignorant of the exact form of the potential and hence use a neural network trained in slightly different potentials. The red lines in Fig. 3 show the reached average infidelity of neural networks that were trained on trajectories from the purely quartic potential ( = 0) but that are then used to estimate the quantum state given trajectories from the perturbed potential (dotted and dashed again refer to /x 0 = 0.1 and /x 0 = −0.1, respectively). At very short trajectory lengths the internal model of the trained neural network allows to reconstruct the quantum state with similar infidelity to the scenarios where training and validation situation had the same physical origin. If longer trajectories are used, the performance still improves, although the network is not able to retrieve as much information as in the ideal scenario. Given any specific accuracy goal, a numerical study would easily allow to estimate beforehand what size of experimental uncertainties a neural network trained with ignorance could bear.
In summary, we have proposed a new method to perform quantum motional state tomography for levitated particles (e.g. ions, nanoparticles), based on inferring the initial state from the time evolution of few moments in a non-quadratic potential. The reconstruction is efficiently done with a neural network. We have analyzed the impact of decoherence and potential imperfections. As a proof-of-principle, we have shown results for a quartic potential in which the mean value and variance of the position is measured. We emphasize, however, that the method is very general since a neural network allows to optimally adapt the quantum state tomography to any given physical scenario in an experiment by using training examples from the particular situation. For the case of levitated nanoparticles, ground state cooling is imminent [29, 30, [43] [44] [45] [46] [47] [48] [49] [50] , and hence the development of quantum tomography schemes is not only important but timely. At the same time, implementing non-quadratic potentials is also a fantastic tool to prepare non-Gaussian states. We therefore hope that this work will further motivate experimentalists in the field of levitated nanoparticles to engineer nonquadratic potentials to bring and probe nanoparticles in the quantum regime.
We acknowledge discussions with L. Novotny, F. 
EXPANSION IN MOMENTS
Let us consider the quartic Hamiltonian used in the main text written in dimensionless operatorŝ
Using the results of Refs. [S1-S3], one can write the equations of motions of all moments:
As defined in the main text, the moments of order a + b (a, b are non-negative integers) are defined by
Weyl , where · Weyl denotes the expectation value of the Weyl-ordered operators. This set of differential equations is exact but infinite. However, an approximation can be applied by only keeping all moments with combinations of a and b such that a + b ≤ N t , where N t is the truncation order. The resulting system of coupled, non-linear differential equations can then be solved numerically. In Fig. S1 we illustrate the performance of this approximation using the Fock state |1 as the initial state, α = 5 and no decoherence Γ = 0. The symmetry of a Fock state leads to vanishing first order moments, i.e. , x = p = 0 for all times, and odd order moments do not significantly contribute to the motion (the results of truncating to an odd order are shown as black dashed lines and coincide with the respective solution of the next lower even truncation order). In Fig. S1a we also display the exact solution (blue line) which we obtain by numerically integrating the Schrödinger equation using QuTiP. We show approximations up to N t = 14. In Fig. S1b , we show the relative error between the full quantum solution x 2 q and the truncated solution x 2 t . Increasing the truncation order increases the time where the error remains below a certain threshold only slightly. Even more importantly, the gain of accuracy by increasing the truncation order (by two) decreases. Therefore, truncating the number of moments used to simulate the non-linear dynamics is not a good approximation. This means that the trajectories depend, in general, on an unbounded number of initial moments, and hence provide sufficient information to reconstruct the initial quantum state. Such task for arbitrary quantum states can, however, not be done analytically but with a neural network, as we show in this work. Here we show examples of trajectories that were used for training the neural network to give an impression about their diversity, Fig. S2 , the impact of decoherence, Fig. S3 , and the motion in a perturbed non-quadratic potential, Fig. S4 .
The effect of position localization type of decoherence, Fig. S3 , reveals a damping of the position and eventually an increase in variance (after the oscillations disappeared). As expected, all trajectories approach each other at long times (even more significantly for times later than the ones shown and used throughout this work). This is a manifestation of the loss of information about the initial state.
In contrast, the deviation from a purely quartic potential does alter the trajectories in a systematic manner. The position and variance show no sign of damping or heating (in those simulations no decoherence was included, only a changed potential) and the trajectories remain distinguishable. Thus, the initial state dependence remains although the mapping from the trajectory to the state is changed. A neural network trained on either scenario will therefore end up with a different internal representation to reconstruct the quantum state in an optimal way.
For the input of the neural network, we sampled each trajectory of maximal length tω 0 = 20 with 400 data points, resulting in a spacing of δtω 0 = 0.05. However, this is not crucial for the training of the network as long as the number of sampled datapoints is sufficiently high to accurately represent the trajectories. The datapoints from the (shifted) position and variance trajectory are concatenated to one large input vector that is then fed to the input layer of the neural network. For the figures in the main text that show the performance of the quantum state tomography with shorter trajectories we use the same trajectories, but instead of using all 400 datapoints as an input we shorten it appropriately. Thereby, we only had to simulate the trajectories once with full length instead of creating many different data sets for various lengths.
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Training
Loss function: The neural networks are trained via standard supervised training using keras. However, as discussed in the main text, the output of the neural network cannot directly be interpreted as the desired density matrix. Instead, we interpret the output vector of size 2d 2 as the real and imaginary parts of the d 2 entries of a complex matrix M from which the density matrix is obtained viaη
. Therefore, we define a custom loss function where we first calculate the real and imaginary parts of all entries of the estimated density matrixη est . These values form a vector η est with 2d 2 entries (with some values equal to zero by definition since the density matrix is hermitian). Similarly, we write the true density matrixη as a vector η of length 2d
2 . Finally we calculate the element-wise mean-squared error between η and η est which we use as the loss to train the neural network.
Early stopping: Instead of training all neural networks for a fixed amount of epochs, we made use of an early stopping routine. Thereby training is stopped when no significant improvement is achieved anymore (or at a chosen maximum of 10000 epochs). In particular, we have used a 'patience' value of 500, i.e. , if the so far lowest validation loss is not lowered even further (by the tiniest amount) within the following 500 epochs then training is stopped. The neural network state achieving the lowest validation loss reached so far is stored and eventually used for quantum state reconstruction. The usage of early stopping prevents us from spending too much computational time if no longer significant progress is made (with the risk of missing very slow improvements) and is a common tool to avoid ending up in overfitting. Note that we attribute the fluctuations around (and small increase above) the saturation level shown in Fig. 1 of the main text (most prominently visible for the d = 2 curves) to our particular choice of patience. Datapoints at larger tω 0 correspond to training a neural network with longer trajectories, i.e. , more input data is provided to a larger number of input neurons. However, all other parameters concerning the network architecture and training are kept fixed. It can be anticipated that this generically means that the overall learning rate is slowed down since a larger amount of data has to be processed with the same tools. This, in turn, makes it more likely that the next best value of validation loss is shifted out of the fixed patience interval. Randomly this might or might not be the case, leading to an earlier or later stop of the training and thereby to the fluctuations in performance (with a small trend of performing worse). This becomes particularly evident, if the trajectory is sufficiently long to gain all information (the regime where the performance saturates) and no huge further improvements can be expected anyways. Indeed, in this regime we notice that the stopping epochs of two consecutive datapoints (two networks that receive trajectories with just a small change in trajectory length) can differ significantly (e.g. one of the networks training almost twice as many epochs as the other). This effect can be avoided (or at least attenuated) by training all networks with the same, much larger, number of epochs while still storing the network with the overall best performance during training. However, this would significantly increase the overall computational time needed.
Learning curve: In Fig. S5 we show a typical learning curve. In particular, we show the performance of a neural network that is trained to reconstruct four-dimensional quantum states from trajectories in the absence of decoherence and in a perfect quartic potential. The maximal trajectory length tω 0 = 20 was used. While the blue line shows the validation loss at every epoch, we only calculated the validation infidelity every 50th epoch (green line) and the orange line shows the validation loss at the same epochs. At very late epochs the validation loss rises again, indicating overfitting. For our main results, we used early stopping with a patience of 500 epochs to avoid ending up in this regime. In Fig. S5 , the solid black line marks where the early stopping criterion would have canceled further training. The best validation loss value so far is indicated by the dashed black line which was not improved in the following 500 epochs up to the solid black line. The actual lowest value of the validation loss in this figure occurred roughly 2000 epochs later, as marked by the blue dashed line in the zoom in shown in Fig. S5b . The minimum of the orange line, showing the validation loss on a rougher grid, occurs at a very similar epoch. Notably, the overall improvement of validation loss from the best value reached before the early stopping (black dashed line) and the actual best value (blue dashed line) is small. The improvement of the validation infidelity from the early stopping threshold to the actual lowest infidelity value indicated by the green dotted line is more significant though. The lowest validation loss (of the orange curve) and the lowest validation infidelity (green curve) do not coincide at the same epoch (although being relatively close). This shows that, although the mean squared error loss function works very well for training, it does not perfectly match the physical objective of small infidelity. Another interesting observation is that the infidelity does not immediately increase when the validation loss starts to rise again at very late training epochs shown in Fig. S5 .
Finally, we want to remark that throughout this work we used a total set of 20000 randomly sampled quantum states, 10000 each for training and validation. The states were sampled using QuTiP's rand_dm_ginibre() function, where the default is to produce full rank matrices that correspond to sampling from a Hilbert Schmidt ensemble. For this fixed set of random states trajectories were newly simulated according to the discussed physical situations and with a maximal length of tω 0 = 20. Furthermore, the same fixed random seed was used for training all neural networks. Thereby, the comparison between our results, e.g. comparing the performance of neural networks on the same physical scenario but with different trajectory length, is simplified: The neural network trains on the same trajectories in the same order, just that those trajectories are a bit longer. The long trajectories contain the same information as the short trajectories plus some additional datapoints that can either contribute additional information or not depending on the scenario. This is also a reason, why, e.g. in Fig. 1 of the main text, we can clearly state that the fluctuations around the saturation level (most prominently seen for both d = 2 results) are not physical. Indeed, there cannot be less information in the longer trajectories than in the shorter ones and we have to attribute the observed deviations to the neural network learning less efficiently.
