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Abstract
Global in time classical solutions near the relativistic Maxwellian are constructed for the relativis-
tic Landau equation in the whole space. The construction of global solutions is based on refined
energy analysis.
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1. Introduction
The Landau equation is used for the description of binary collisions between charged
particles, for which the interaction potential is the long-range Coulomb interaction. If
F(t, x, v) is the distribution function of particles, then the classical Landau equation takes
the form
∂tF + v · ∇xF = Qc(F,F ), (1.1)
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(v, v1) ∈ (R3)2,
Qc(F,F ) = ∇v ·
[ ∫
R3
Φ(v − v1)
[
F(v1)∇vF (v) − F(v)∇v1F(v1)
]
dv1
]
,
where ∇v is the partial derivative of F with respect to velocity vector v and for w ∈ R3,
Φ(w) is the positive semi-definite matrix which has the general form
Φ(w) = B(|w|)S(w),
where B is a function depending on the nature of the interaction between the particles, and
S(w) is the 3 × 3 matrix
S(w) = I3 − w ⊗ w|w|2
which is the orthogonal projection onto the orthogonal plane to w and I3 is the identity
matrix of order 3. When an interaction force  between the particles depends on the inter-
particle distance r according to an inverse power law  = r−s with s  2, the function B
takes the form B(|w|) = |w|γ+2 where γ = s−5
s−1 . This leads to the usual classification in
terms of hard potentials (γ > 0), Maxwellian molecules (γ = 0) or soft potentials (γ < 0)
[2,9].
When the particle’s velocities in a plasma are not small compared with the light speed,
one has to modify the classical Landau collision in order to take the relativistic effects
into account. The detail of this derivation can be founded in [10] and the expression of the
relativistic Landau equation is
∂tF + p
p0
· ∇xF = Qr(F,F ), (1.2)
with the initial data F(0, x,p) = F0(x,p), where for all (p,p1) ∈ (R3)2,
Qr(g,h) = ∇p ·
[∫
R3
Φ(p,p1)
[
h(p1)∇pg(p) − g(p)∇p1h(p1)
]
dp1
]
,
and Φ(p,p1) is the following 3 × 3 matrix:
Φ(p,p1) = Λ(p,p1)Sr(p,p1), with
Λ(p,p1) = 1
(
p0p10 − p · p12
)2[(
p0p10 − p · p12
)2
− 1
]γ /2
,p0p10 c c
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[(
p0p10 − p · p1
c2
)2
− 1
]
I3 − 1
c2
p ⊗ p − 1
c2
p1 ⊗ p1
+ 1
c2
(
p0p10 − p · p1
c2
)
(p ⊗ p + p1 ⊗ p1)
and
p0 =
(
1 + p
2
c2
)1/2
, p10 =
(
1 + p
2
1
c2
)1/2
,
c is the light speed, and γ is the usual parameter leading to the standard classification in
hard potentials (γ > 0), Maxwellian molecules (γ = 0) or soft potentials (γ < 0). The
present study is restricted to the interesting case that γ = −3, i.e., the Coulomb interaction
in plasma physics. For simplicity, we assume that c = 1 in all the sequel.
We denote a normalized global relativistic Maxwellian by μ(p) ≡ e−
√
1+p2
. We define
the standard perturbation f (t, x,p) to μ(p) as F = μ + √μf . We plug this perturbation
into (1.2) to derive a perturbation equation for f (t, x,p). The relativistic Landau equation
for the perturbation f (t, x,p) takes the form
∂tf + p
p0
· ∇xf + Lf = Γ (f,f ), (1.3)
with the initial data f (0, x,p) = f0(x,p). The linearized collision operator L is defined
by Lf = −Af − Kf , where
Af = 1√
μ
Qr
(√
μf,μ
)
, Kf = 1√
μ
Qr
(
μ,
√
μf
)
and the bilinear collision operator Γ (f,f ) is given by Γ (f,f ) = 1√
μ
Qr(
√
μf,
√
μf ).
As expected from the H-theorem, L is nonnegative and for every fixed (t, x) the null
space of L is given by the five-dimensional space (1 j  3)
N = span{1,pj√μ,p0√μ}. (1.4)
We define the orthogonal projection from L2(R3) onto the null space N by P.
Notation. For notational simplicity, we shall use 〈·,·〉 to denote the standard L2 inner
product in R3 and (·,·) to denote the standard L2 inner product in R3 × R3. We define the
collision frequency as
σ ij =
∫
R3
Φij (p,p1)μ(p1) dp1. (1.5)
With (1.5), we define the weighted norms
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∫
R3
[
σ ij ∂ig∂j g + σ ij pipj
p20
g2
]
dp,
‖g‖σ =
∫
R3
∫
R3
[
σ ij ∂ig∂j g + σ ij pipj
p20
g2
]
dp dx.
We use | · |2 to denote the L2 norm in R3 and ‖ · ‖ to denote the L2 norms in R3 × R3. Let
α and β be α = [α0, α1, α2, α3] and β = [β1, β2, β3]. We denote
∂αβ ≡ ∂α0t ∂α1x1 ∂α2x2 ∂α3x3 ∂α1p1 ∂α2p2 ∂α3p3 .
If each component of β is not greater than that of β1’s, we denote it by β  β1. We define
β < β1 if β  β1, and |β| < |β1|. We denote
(β
β¯
)
by Cβ
β
. Let
|‖f |‖2 =
∑
|α|+|β|N
∥∥∂αβ f (t)∥∥2,
|‖f |‖2σ =
∑
|β|N
∥∥∂β{I − P}f (t)∥∥2σ + ∑
|α|+|β|N, |α|=0
∥∥∂αβ f (t)∥∥2σ .
We next define the high order energy norm as
E
(
f (t)
)≡ 1
2
|‖f |‖2(t) +
t∫
0
|‖f |‖2σ (s) ds,
with the initial energy
E(f0) = E
(
f (0)
)≡ |‖f0|‖2.
Throughout this paper, N  4. The main results are stated as follows:
Theorem 1.1. Let F0(x,p) = μ + √μf0(x,p)  0. There exist C0 > 0 and M > 0 such
that if E(f0) M , then there exists a unique global classical solution f (t, x,p) to the
initial value problem (1.3). Moreover, F(t, x,p) = μ+√μf (t, x,p) 0 solves the initial
value problem (1.2) and sup0s∞ E(f (s)) C0E(f0).
There have been some investigations about the classical (nonrelativistic) Landau equa-
tion [1–3,6,13,15–18]. Desvillettes and Villani [3] proved global existence and uniqueness
of classical solutions for spatially homogeneous Landau equation for hard potentials and
a large class of initial data. Degond and Lemou [2] studied the spectral properties and
dispersion relation of linearized Landau operator. Guo [6] constructed global classical so-
lutions near a global Maxwellian for a general Landau equation in a periodic box via energy
method.
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has received scant attention. Lemou [9] extended the results of [2] to the relativistic ver-
sion. Recently, Strain and Guo [12] obtained the global classical solution of the relativistic
Landau–Maxwell system near a global relativistic Maxwellian in a periodic box based on
an energy method developed in [7]. As for the relativistic Landau equation, the only global
existence result up to date is [12], to our knowledge. Therefore, our existence result is the
first global existence result on the relativistic Landau equation near a global relativistic
Maxwellian in the whole space.
In the present paper, we obtain global in time classical solution of the relativistic Lan-
dau equation near a relativistic Maxwellian for the Colombic interaction case in the whole
space. Although our construction of the global solution is based on an energy method
developed in [6–8,11], but some new difficulties appear due to the requirement on the dif-
ferentiability of p. This is because the collision operator evolved in the relativistic Landau
equation contains the derivative of p, which is different to the Boltzmann equation [8].
If we directly take p-derivative of (1.3), the estimate of the zeroth order hydrodynamic
part ‖∂βPf ‖σ appears, which is difficult to be controlled. Therefore we first introduce
the weighted norm |‖f |‖σ which only excludes the L2(R3) norm of zeroth order hydro-
dynamic part, compared to the norm |‖f |‖. Then we turn Eq. (1.3) into microscopic-type
equation (4.3) and use the technique of [11,14] to overcome these difficulties. On the other
hand, since the crucial Poincaré inequality does not hold for the problem in the whole
space, we have to refine the energy analysis in [6,7,12] to obtain our results.
2. Preliminary
We first review the local existence results. For periodic initial data, the local existence
result of the relativistic Landau–Maxwell system was given in [12]. By a straightforward
modification of the argument there, we have the following local existence result for the
relativistic Landau equation (1.2) in the whole space.
Lemma 2.1. There exist M0 > 0 and T ∗ > 0 such that if T ∗ M0/2 and E(f0)M0/2,
there is a unique solution f (t, x,p) to the relativistic Landau equation (1.3) in [0, T ∗) ×
R3 × R3 such that
1
2
|‖f |‖2(t) +
∑
|α|+|β|N
t∫
0
∥∥∂αβ f ∥∥2σ (s) ds M0. (2.1)
Moreover, |‖f |‖2(t) is continuous over [0, T ∗). If F0(x,p) = μ + √μf0(x,p)  0, then
F(t, x,p) = μ + √μf (t, x,p) 0.
In the following, we recall the basic estimates in [12].
Lemma 2.2. Let |β| + |α|N . For any small η > 0, there exists Cη > 0 such that
−〈∂β [Ag], ∂βg〉 |∂βg|2σ − η ∑ |∂β1g|2σ − Cη|g|22, |β| > 0, (2.2)
|β1||β|
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[
η
∑
|β1||β|
|∂β1g|σ + Cη|g|2
]
|∂βh|σ , |β| > 0, (2.3)
∥∥〈∂αΓ (f,f ),h〉∥∥2  C ∑
|β|2
|∂βh|22
∑
|α1||α|
∫
R3
∣∣∂α1f ∣∣22∣∣∂α−α1f ∣∣2σ dx, (2.4)
∣∣〈∂αβ Γ (f,g), ∂αβ h〉∣∣ C∑[∣∣∂α1β1 f ∣∣2∣∣∂α−α1β2 g∣∣σ + ∣∣∂α1β1 f ∣∣σ ∣∣∂α−α1β2 g∣∣2]∣∣∂αβ h∣∣σ , (2.5)
where the summation is over α  α, β1 + β2  β .
3. Positivity of L
In this section, we shall establish the positivity of the linearized operator L for any small
amplitude solution f (t, x,p) to (1.3).
Lemma 3.1. It holds that ∂αPf = P∂αf . Moreover, there exists C > 1 such that
1
C
∥∥∂αPf ∥∥2
σ

∥∥∂αa∥∥2 + ∥∥∂αb∥∥2 + ∥∥∂αc∥∥2
 C
∥∥∂αPf ∥∥2 (3.1)
and
1
C
[|∂if |22 + |f |22] |f |2σ  C[|∂if |22 + |f |22]. (3.2)
We know that P is a projection from L2(R3) to the null space N of the linearized
operator L. Thus for any fixed (t, x), we can decompose any function g(t, x,p) uniquely
as
f (t, x,p) = {Pf }(t, x,p) + {I − P}f (t, x,p),
where Pf is called the hydrodynamic part, and {I − P}f the microscopic part [11,12]. We
plug f = {Pf } + {I − P}f into the relativistic equation (1.3). By separating its linear and
nonlinear part, and using L{Pf } = 0, we can express the hydrodynamic part through the
microscopic part {I − P}f :[
∂t + p
p0
· ∇x
]
Pf = −
[
∂t + p
p0
· ∇x + L
]
{I − P}f + Γ (f,f ). (3.3)
By further expanding Pf as a linear combination of the basis in (1.4)
[
a(t, x) +
3∑
bj (t, x)pj + c(t, x)p0
]
√
μ,j=1
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left-hand side of (3.3) now becomes
∑
i
[
∂0a + pi
p0
∂ia + ∂ibi p
2
i
p0
+
∑
j>i
[
∂ibj + ∂j bi
]pipj
p0
+ pi
[
∂0bi + ∂ic
]+ p0∂0c
]√
μ,
(3.4)
where ∂0 = ∂t , ∂j = ∂xj and ∂i = ∂xi . For fixed (t, x), this is an expansion to the left-hand
side of (3.3) with respect to the basis of (1 i, j  3)
√
μ,
pi
p0
√
μ,
pipj
p0
√
μ, pi
√
μ, p0
√
μ.
We denote an orthogonal basis for this 14-dimensional space by j , 1 j  14, as in [4,5].
Expand the right-hand side of (3.3) with respect to the same basis, and compare with their
coefficients on both sides. Then we have
(1) ∂0c = lc + hc,
(2) ∂0bi + ∂ic = li + hi,
(3) (1 − δij )∂ibj + ∂j bi = lij + hij ,
(4) ∂ia = lai + hai,
(5) ∂0a = la + ha.
Here lc(t, x), li (t, x), lij (t, x), lai(t, x) and la(t, x) are the corresponding coefficients of
such an expansion to the linear term −[∂t + pp0 · ∇x +L]{I − P}f , while hc(t, x), hi(t, x),
hij (t, x), hai(t, x) and ha(t, x) are the corresponding coefficients of the same expansion
of the higher-order term Γ (f,f ).
For convenience, we define the temporary energy norm:
f 2σ =
∥∥{I − P}f (t)∥∥2
σ
+
∑
|α|N, α =0
∥∥∂αf (t)∥∥2
σ
.
We now estimate the coefficients of the high order terms in the macroscopic equations, in
terms of the weaker dissipation rate f 2σ without L2 norms of a, b and c.
For fixed (t, x), we can use the Gram–Schmidt procedure to argue that the terms hc , hi ,
hij , hai , and ha are of the form [4,5]
14∑
j=1
cj
〈
h(f ), j
〉
,
where cj are constants which do not depend on f . If 0 < |α|  N , we are able to apply
(2.4) in Lemma 2.2 to get
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j 〉∥∥2 C ∑
|α1||α|
∫
R3
∣∣∂α1f ∣∣22∣∣∂α−α1f ∣∣2σ dx

[
sup
x
∣∣∂α1f ∣∣22] ∑
|α−α1|>0
∥∥∂α−α1f ∥∥2
σ
,
where we have assumed |α1| |α|/2. Clearly, |α − α1| > 0. The second factor is bounded
by the term f 2σ . For the first factor, since H 2(R3) ⊂ L∞(R3), we have that
sup
x
∣∣∂α1f ∣∣22  C ∑
|λ||α|
∥∥∂λf ∥∥2  C|‖f |‖2.
In the following we consider the case α = 0. We split f = Pf + {I − P}f so that
〈Γ (f,f ), j 〉 is decomposed into
〈
Γ
(
Pf, {I − P}f ), j 〉+ 〈Γ ({I − P}f,Pf ), j 〉
+ 〈Γ ({I − P}f, {I − P}f ), j 〉+ 〈Γ (Pf,Pf ), j 〉.
In order to estimate the first part, we first apply (2.5) in Lemma 2.2 to get
∥∥〈Γ (Pf, {I − P}f ), j 〉∥∥2 =
∫
R3
∣∣〈Γ (Pf, {I − P}f ), j 〉∣∣2 dx
 C
∫
R3
[|Pf |2∣∣{I − P}f ∣∣σ + |Pf |σ ∣∣{I − P}f ∣∣2]2 dx
 C
∫
R3
[|Pf |22∣∣{I − P}f ∣∣2σ + |Pf |2σ ∣∣{I − P}f ∣∣22]dx.
The first term is bounded by Sobolev’s inequality
C sup
x
|Pf |22
∫
R3
∣∣{I − P}f ∣∣2
σ
dx
 C sup
x
|f |22
∥∥{I − P}f ∥∥2
σ
 C
∑
|λ|N
∥∥∂λf ∥∥2∥∥{I − P}f ∥∥2
σ
 C|‖f |‖2 · f 2σ .
If we use (3.1) and (3.2) in Lemma 3.1, the second term is also bounded by C|‖f |‖2 · f 2σ .
The similar argument implies that the second and third part of ‖〈Γ (f,f ), j 〉‖ are also
bounded by |‖f |‖ · f σ .
For the last part, we apply (2.4) in Lemma 2.2 and Lemma 3.1 to get
∥∥〈Γ (Pf,Pf ), j 〉∥∥ C∥∥a2 + |b|2 + c2∥∥.
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generalized Hölder inequality, we obtain
∥∥a2 + |b|2 + c2∥∥C[∥∥a(t, ·)∥∥
L6 +
∥∥b(t, ·)∥∥
L6 +
∥∥c(t, ·)∥∥
L6
]
× [∥∥a(t, ·)∥∥
L3 +
∥∥b(t, ·)∥∥
L3 +
∥∥c(t, ·)∥∥
L3
]
. (3.5)
This first factor is bounded by the Sobolev’s inequality in R3
[∥∥∇xa(t, ·)∥∥+ ∥∥∇xb(t, ·)∥∥+ ∥∥∇xc(t, ·)∥∥]Cf σ ,
while the second factor is bounded by an interpolation as
[∥∥a(t, ·)∥∥
H 1 +
∥∥b(t, ·)∥∥
H 1 +
∥∥c(t, ·)∥∥
H 1
]
 C|‖f |‖.
Thus, we have the following L2(R3) estimate for Γ (f,f ),
∑
|α|N
[∥∥∂αhc∥∥+ ∥∥∂αhi∥∥+ ∥∥∂αhij∥∥+ ∥∥∂αhai∥∥+ ∥∥∂αha∥∥] C|‖f |‖ · f σ . (3.6)
For any fixed (t, x), lc(t, x), li (t, x), lij (t, x), lai(t, x) and la(t, x), which are the coef-
ficients of the projection of {I − P}f , take the form again
14∑
j=1
c¯j
〈
l
({I − P}f ), j 〉.
Let |α|N − 1. By (3.3), we have
∫
∂αl
({I − P}f ) · j (p)dp = −
∫ [
∂t + p
p0
· ∇x + L
]
{I − P}∂αf j (p)dp.
We estimate the first two terms
∥∥∥∥
∫ [
∂t + p
p0
· ∇x
]({I − P}∂αf ) · j (p)dp
∥∥∥∥
2
 C
∫ ∣∣j (p)∣∣dp
∫ ∣∣j (p)∣∣[∣∣{I − P}∂0∂αf ∣∣2 + ∣∣{I − P}∇x∂αf ∣∣2]dp dx
 C
{∥∥{I − P}∂0∂αf ∥∥+ ∥∥{I − P}∇x∂αf ∥∥}2,
where we have used the exponential decay of j (p). By [12, Theorem 5], we can estimate
the last term
∥∥〈L{I − P}∂αf, j 〉∥∥ C∥∥{I − P}∂αf ∥∥.
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∑
|α|N−1
{∥∥∂αlc∥∥+ ∥∥∂αli∥∥+ ∥∥∂αlij∥∥+ ∥∥∂αlai∥∥+ ∥∥∂αla∥∥} C ∑
|α|N
∥∥{I − P}∂αf ∥∥.
(3.7)
Theorem 3.2. Let f (t, x,p) be the unique classical solution to (1.3). There exist positive
constant M0, δ0 = δ0(M0), C1 and C2 such that if
1
2
|‖f |‖2(t)M0, (3.8)
then
∑
0<|α|N
(
L∂αf (s), ∂αf (s)
)
 δ0
∑
0<|α|N
∥∥∂αf (s)∥∥2
σ
− C1 d
dt
∫
R3
∇ · bc dx − C2
∥∥{I − P}f ∥∥
σ
.
Proof. From [12, Lemma 8], it is known that
(
L∂αf, ∂αf
)
 δ
∥∥{I − P}∂αf ∥∥2
σ
. (3.9)
It thus suffices to show that if (3.8) is valid for some small M0 > 0, then there is a
constant C > 0 such that
∑
0<|α|N
∥∥P∂αf ∥∥2
σ
 C
∑
0<|α|N
∥∥{I − P}∂αf (s)∥∥2
σ
+ C2
∥∥{I − P}f ∥∥2
σ
+ C1 d
dt
∫
R3
∇ · bc dx. (3.10)
By Lemma 3.1, equivalently, we therefore need only to establish that
∑
0<|α|N
{∥∥∂αa∥∥+ ∥∥∂αb∥∥+ ∥∥∂αc∥∥}2
 C
∑
|α|N
∥∥{I − P}∂αf (t)∥∥2
σ
+ C|‖f |‖2 · f 2σ + C1
d
dt
∫
R3
∇ · bc dx. (3.11)
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∑
0<|α|N
{∥∥∂αa∥∥+ ∥∥∂αb∥∥+ ∥∥∂αc∥∥}2
 C
∑
|α|N
∥∥{I − P}∂αf (t)∥∥2
σ
+ C1 d
dt
∫
R3
∇ · bc dx,
+ CM0
{ ∑
0<|α|N
{∥∥∂αa∥∥+ ∥∥∂αb∥∥+ ∥∥∂αc∥∥}+ ∑
|α|N
∥∥{I − P}∂αf (t)∥∥
σ
}2
,
which implies (3.10) by using (3.8) and choosing M0 is sufficiently small.
We will estimate each of the terms a, b and c in (3.11) one at a time. We first estimate
∇∂αb. Let |α|N − 1. From (3), we have
Δ∂αbj + ∂j
(∇ · ∂αb)=∑
i
∂i
(
∂α∂ibj + ∂α∂j bi
)=∑
i
∂i∂α(lij + hij )(1 + δij ).
Multiplying it with ∂αbj and summing over j yield
∑
i,j
∫ [(
∂i∂αbj
)2 + (∂α∂j bj )(∂α∂ibi)]dx =∑
i,j
∫ (
∂αlij + ∂αhij
)
(1 + δij )∂i∂αbj dx.
Therefore, we easily obtain
∑
i,j
∥∥∂i∂αbj∥∥2  C
[∑
i,j
∥∥∂i∂αbj∥∥
][∑
i,j
(∥∥∂αlij∥∥+ ∥∥∂αhij∥∥)
]
,
which implies that
∑
i,j
∥∥∂i∂αbj∥∥ C∑
i,j
(∥∥∂αlij∥∥+ ∥∥∂αhij∥∥).
This is bounded by the right-hand side of (3.11) in view of (3.6) and (3.7). We shall
treat the remaining pure temporal derivatives of b(t, x) later.
Next we will estimate the derivatives of a(t, x). From (4) and (5), we have
∥∥∂0∂αa∥∥ ∥∥∂αla∥∥+ ∥∥∂αha∥∥, ∥∥∇∂αa∥∥ ∥∥∂αlai∥∥+ ∥∥∂αhai∥∥.
Thus, for |α|  N − 1, both ‖∂0∂αa‖ and ‖∇∂αa‖ are bounded by the right-hand side
of (3.11), due to (3.6) and (3.7).
Now we consider the derivatives of c(t, x). From (1), we have
∥∥∂0∂αc∥∥ ∥∥∂αlc∥∥+ ∥∥∂αhc∥∥.
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spatial derivatives of c(t, x), let |α|N − 1, and α = [0, α1, α2, α3] = 0.
From (2), we have ∥∥∇∂αc∥∥ ∥∥∂0∂αbi∥∥+ ∥∥∂αhc∥∥+ ∥∥∂αlc∥∥.
Since ∂α is pure spatial derivative, ‖∇∂αc‖ are bounded by the right-hand side of (3.8) in
view of the above argument for b, (3.3) and (3.4). On the other hand, for α = 0, we take ∂i
of (2), sum over i and multiply the resulting equation by c to get
∥∥∂ic∥∥2  ∫ ∂i∂0bc + C∑∥∥[li + hi]∥∥2.
By integration by parts in t , we will estimate the first term on the right-hand side of the
above inequality by∫
∂i∂0bc = d
dt
∫
∂ibc −
∫
∂ib∂0c d
dt
∫
∂ibc + [∥∥∂ib∥∥2 + ∥∥∂0c∥∥2],
where the last term above has been estimated.
We finally estimate the pure temporal derivatives of bi(t, x). α = [α0,0,0,0] = 0. Tak-
ing ∂α−1 of (2), we get
∥∥∂αbi∥∥2 = ∥∥−∂α∂ic + ∂α−1[li + hi]∥∥2  2∥∥−∂α∂ic∥∥2 + 2∥∥∂α−1[li + hi]∥∥2.
We thus complete the estimate for a(t, x), b(t, x), and c(t, x) and our theorem follows. 
4. Global solutions
In this section we shall derive a refined energy estimate for the relativistic Landau equa-
tion and then obtain our existence results.
Proof of Theorem 1.1. Taking ∂α on (1.3) (0 < |α|N ), we obtain
1
2
d
dt
∑
|α|=0
∥∥∂αf (t)∥∥2 + ∑
|α|=0
(
L∂αf, ∂αf
)= ∑
|α|=0
(
∂αΓ (f,f ), ∂αf
)
.
The goal is to show (
∂αΓ (f,f ), ∂αf
)
 C|‖f |‖ · |‖f |‖2σ .
We split f = {Pf } + {I − P}f to further decompose (∂αΓ (f,f ), ∂αf ) into
(
∂αΓ (Pf,Pf ), ∂αf
)+ (∂αΓ ({I − P}f,Pf ), ∂αf )
+ (∂αΓ (Pf, {I − P}f ), ∂αf )+ (∂αΓ ({I − P}f, {I − P}f ), ∂αf ). (4.1)
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c(t, x)p0]√μ into the expression and apply the Hölder inequality to get
(
∂αΓ (Pf,Pf ), ∂αf
)
 C
∥∥∂α(a2 + b2 + c2)∥∥ · ∥∥∂αf ∥∥
 C
∑
α1α
[∥∥∂α1a∥∥+ ∥∥∂α1b∥∥+ ∥∥∂α1b∥∥]
× [∥∥∂α−α1a∥∥+ ∥∥∂α−α1b∥∥+ ∥∥∂α−α1b∥∥] · ∥∥∂αf ∥∥
σ
 C
∑
|α1||α|/2
∥∥∂α1f ∥∥∥∥∂α−α1f ∥∥
σ
· ∥∥∂αf ∥∥
σ
+ C
∑
|α1||α|/2
∥∥∂α1f ∥∥
σ
∥∥∂α−α1f ∥∥ · ∥∥∂αf ∥∥
σ
,
where we have used Lemma 3.1. Clearly, the above summations are both bounded by
C|‖f |‖ · |‖f |‖2σ . We apply (2.5) and (3.1-2) directly to get
〈
∂αΓ
({I − P}f,Pf ), ∂αf 〉 C ∑
α1α
∣∣{I − P}∂α1f ∣∣2∣∣P∂α−α1f ∣∣σ ∣∣∂αf ∣∣σ
+ C
∑
α1α
∣∣{I − P}∂α1f ∣∣
σ
∣∣P∂α−α1f ∣∣2∣∣∂αf ∣∣σ .
For the integral of the first summation about x-variable on R3, we have that
∑
|α1||α|/2
∫
R3
∣∣{I − P}∂α1f ∣∣2∣∣P∂α−α1f ∣∣σ ∣∣∂αf ∣∣σ dx
+
∑
|α1||α|/2
∫
R3
∣∣{I − P}∂α1f ∣∣2∣∣P∂α−α1f ∣∣σ ∣∣∂αf ∣∣σ dx

∑
|α1||α|/2
sup
x
∣∣{I − P}∂α1f ∣∣2
∫
R3
∣∣P∂α−α1f ∣∣
σ
∣∣∂αf ∣∣
σ
dx
+
∑
|α1||α|/2
sup
x
∣∣P∂α−α1f ∣∣
σ
∫
R3
∣∣{I − P}∂α1f ∣∣2∣∣∂αf ∣∣σ dx

∑
|α1||α|/2
[ ∑
|λ|N
∥∥{I − P}∂λf ∥∥]∥∥∂α−α1f ∥∥∥∥∂αf ∥∥
σ
+
∑
|α1||α|/2
[ ∑
|λ|N
∥∥∂λf ∥∥]∥∥{I − P}∂α1f ∥∥∥∥∂αf ∥∥
σ
 C|‖f |‖ · |‖f |‖2σ ,
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above implies that the second summation, the third and fourth parts of (4.1) are easily
bounded by C|‖f |‖ · |‖f |‖2σ .
We therefore conclude by Theorem 3.2 that
d
dt
[ ∑
|α|=0
∥∥∂αf (t)∥∥2 − 2C1
∫
R3
∇ · bc dx
]
+ δ0
∑
|α|=0
∥∥∂αf (s)∥∥2
σ
 C|‖f |‖ · |‖f |‖2σ + C
∥∥{I − P}f ∥∥2
σ
. (4.2)
The second step is to treat pure p-derivatives of {I − P}f . We first turn (1.3) into the
microscopic equation:[
∂t + p
p0
· ∇x + L
]
{I − P}f = −
[
∂t + p
p0
· ∇x
]
Pf + Γ (f,f ). (4.3)
Taking the pure ∂β (0 < |β|N ) derivatives of (4.3), we obtain
[
∂t + p
p0
· ∇x
]
∂β{I − P}f +
∑
β1<β
C
β1
β ∂β−β1
(
p
p0
)
· ∇x∂β1{I − P}f + ∂βL{I − P}f
= ∂βΓ (f,f ) −
[
∂t + p
p0
· ∇x
]
∂βPf −
∑
β1<β
C
β1
β ∂β−β1
(
p
p0
)
· ∇x∂β1 Pf. (4.4)
We take the inner product of (4.4) over R3 × R3 with ∂β{I − P}f . The first inner product
on the left is equal to 12
d
dt
‖∂β{I − P}f ‖2. The second inner product on the left is bounded
by
∑
β1<β
(
∂β−β1
(
p
p0
)
· ∇x∂β1{I − P}f, ∂β{I − P}f
)
C
∑
β1<β
∥∥∂β{I − P}f ∥∥∥∥∇x∂β1{I − P}f ∥∥
 η
∥∥∂β{I − P}f ∥∥2 + Cη ∑
β1<β
∥∥∇x∂β1{I − P}f ∥∥2,
where η > 0 is small enough. From Lemma 2.2 and Cauchy–Schwartz inequality, we de-
duce that, for η > 0 small enough, the third inner product on the left is bounded from below
as
(
∂βL{I − P}f, ∂β{I − P}f
)

∥∥∂β{I − P}f ∥∥2σ − η ∑∥∥∂β1{I − P}f ∥∥2σ − Cη∥∥{I − P}f ∥∥2σ .β1β
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(
−
[
∂t + p
p0
· ∇x
]
∂βPf, ∂β{I − P}f
)
 η
∥∥∂β{I − P}f ∥∥2 + Cη
∥∥∥∥
[
∂t + p
p0
· ∇x
]
∂βPf
∥∥∥∥
2
 η
∥∥∂β{I − P}f ∥∥2 + Cη ∑
|α1|=1
∥∥∂α1f ∥∥2.
For the third term, we have, for any η > 0, that
(
∂β−β1
(
p
p0
)
· ∇x∂β1 Pf, ∂β{I − P}f
)
 η
∥∥∂β{I − P}f ∥∥2 + Cη ∑
|α1|=1
∥∥∂α1f ∥∥2.
For the nonlinear collision term, our goal is still to show
(
∂βΓ (f,f ), ∂β{I − P}f
)
 C|‖f |‖ · |‖f |‖2σ .
We treat this term similarly by the above decomposition. For the term ∂βΓ (Pf,Pf ),
we apply (2.5) in Lemma 2.2 to get
〈
∂βΓ (Pf,Pf ), ∂β{I − P}f
〉
 C
∑[|∂β1 Pf |2|∂β2 Pf |σ + |∂β1 Pf |σ |∂β2 Pf |2]∣∣∂β{I − P}f ∣∣σ
 C
∑
|∂β1 Pf |σ |∂β2 Pf |σ
∣∣∂β{I − P}f ∣∣σ  C[a2 + |b|2 + c2]∣∣∂β{I − P}f ∣∣σ ,
where the summation is over β1 + β2  β and we have used (3.2) and the fact |∂βPf |σ 
C(|a| + |b| + |c|). For the term ∂βΓ (Pf,Pf ), we thus have
(
∂βΓ (Pf,Pf ), ∂β{I − P}f
)
 C
∥∥a2 + |b|2 + c2∥∥∥∥∂β{I − P}f ∥∥σ . (4.5)
The similar argument to (3.3) implies that (4.5) is bounded by C|‖f |‖ · |‖f |‖2σ .
For the term ∂βΓ (Pf, {I − P}f ), we also apply (2.5) in Lemma 2.2 to get
〈
∂βΓ
(
Pf, {I − P}f ), ∂β{I − P}f 〉
 C
∑[|∂β1 Pf |2∣∣∂β2{I − P}f ∣∣σ + |∂β1 Pf |σ ∣∣∂β2{I − P}f ∣∣2]∣∣∂β{I − P}f ∣∣σ
 C
∑
|∂β1 Pf |2
∣∣∂β2{I − P}f ∣∣σ ∣∣∂β{I − P}f ∣∣σ ,
where we have used Lemma 3.1. Using Sobolev’s embedding theorem, we obtain
(
∂βΓ
(
Pf, {I − P}f ), ∂β{I − P}f )C|‖f |‖ · |‖f |‖2σ .
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If we collect the above inequalities and choose η > 0 small enough, we have
1
2
d
dt
∑
|β|=0
∥∥∂β{I − P}f ∥∥2 + ∑
|β|=0
∥∥∂β{I − P}f ∥∥2σ
 C|‖f |‖ · |‖f |‖2σ + C
∑
|α1|=1
∥∥∂α1f ∥∥2 + C∥∥{I − P}f ∥∥2
σ
. (4.6)
The standard energy estimate for β = 0 is
1
2
d
dt
‖f ‖2 + (Lf,f ) = (Γ (f,f ), f ).
It is easily seen that
〈
Γ (f,f ),Pf
〉= 0.
The similar argument to (3.5) implies that
(
Γ (f,f ), {I − P}f ) C|‖f |‖ · |‖f |‖2σ .
By (3.9), we get
1
2
d
dt
‖f ‖2 + δ1
∥∥{I − P}f ∥∥2
σ
 C|‖f |‖ · |‖f |‖2σ . (4.7)
In the following we consider ∂αβ derivatives of (1.3), where |α| = 0 and |β| = 0. Assum-
ing |α| + |β|N and taking ∂αβ derivatives of (1.3), we obtain
[
∂t + p
p0
· ∇x
]
∂αβ f +
∑
β1<β
C
β1
β ∂β−β1
(
p
p0
)
· ∇x∂αβ1f + ∂β
[
L∂αf
]= ∂αβ Γ (f,f ). (4.8)
We take the inner product of (4.8) with ∂αβ f over R3 × R3 and estimate this inner product
term by term.
Now we consider the nonlinear collision term ∂αβ Γ (f,f ). Applying (2.5) in Lemma 2.2,
we obtain
∣∣〈∂αβ Γ (f,f ), ∂αβ f 〉∣∣ C ∑
α1α, β1β
[∣∣∂α1β1 f ∣∣2∣∣∂α−α1β2 f ∣∣σ + ∣∣∂α1β1 f ∣∣σ ∣∣∂α−α1β2 f ∣∣2]∣∣∂αβ f ∣∣σ .
We first consider the integral of the first summation about x-variable on R3 on the right-
hand side of the above inequality. If α − α1 > 0, then we have that
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|α1|+|β1|N/2
∫
R3
∣∣∂α1β1 f ∣∣2∣∣∂α−α1β2 f ∣∣σ ∣∣∂αβ f ∣∣σ dx
+
∑
|α1|+|β1|N/2
∫
R3
∣∣∂α1β1 f ∣∣2∣∣∂α−α1β2 f ∣∣σ ∣∣∂αβ f ∣∣σ dx

∑
|α1|+|β1|N/2
sup
x
∣∣∂α1β1 f ∣∣2
∫
R3
∣∣∂α−α1β2 f ∣∣σ ∣∣∂αβ f ∣∣σ dx
+
∑
|α1|+|β1|N/2
sup
x
∣∣∂α−α1β2 f ∣∣σ
∫
R3
∣∣∂α1β1 f ∣∣2∣∣∂αβ f ∣∣σ dx

[ ∑
|λ|+|β1|N
∥∥∂λβ1f ∥∥
]∥∥∂α−α1β2 f ∥∥σ∥∥∂αβ f ∥∥σ +
[ ∑
|λ|+|β2|N
∥∥∂λβ2f ∥∥σ
]∥∥∂α1β1 f ∥∥∥∥∂αβ f ∥∥σ
 C|‖f |‖ · |‖f |‖2σ ,
where we have used Lemma 3.1. If α − α1 = 0, we plug f = Pf + {I − P}f into the first
summation to get
∫
R3
∣∣∂αβ1f ∣∣2∣∣∂β2{I − P}f ∣∣σ ∣∣∂αβ f ∣∣σ dx +
∫
R3
∣∣∂αβ1f ∣∣2|∂β2 Pf |σ ∣∣∂αβ f ∣∣σ dx

∫
R3
∣∣∂αβ1f ∣∣2∣∣∂β2{I − P}f ∣∣σ ∣∣∂αβ f ∣∣σ dx + C
∫
R3
(|a| + |b| + |c|)∣∣∂αβ1f ∣∣σ ∣∣∂αβ f ∣∣σ dx.
Obviously, the above two terms are bounded by C|‖f |‖ · |‖f |‖2σ . The similar argument
to the above implies that the integral of the second summation above are bounded by
C|‖f |‖ · |‖f |‖2σ .
Using Cauchy–Schwartz inequality, we deduce that, for η > 0 small enough, the inner
product of the second term on the left-hand side of (4.8) is bounded by
∑
β1<β
(
∂β−β1
(
p
p0
)
· ∇x∂αβ1f, ∂αβ f
)
 Cη
∑
β1<β
∥∥∇x∂αβ1f ∥∥2 + η∥∥∂αβ f ∥∥2.
From (2.2) and (2.3) in Lemma 2.2 and Cauchy–Schwartz inequality, we deduce that, for
η > 0 small enough, the inner product of the third term on the left-hand side of (4.8) is
controlled by
(
∂βL∂
αf, ∂αβ f
)

∥∥∂αβ f ∥∥2σ − η ∑
β β
∥∥∂αβ1f ∥∥2σ − Cη∥∥∂αf ∥∥2σ .
1
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1
2
d
dt
∥∥∂αβ f ∥∥2 + δN∥∥∂αβ f ∥∥2σ
C|‖f |‖ · |‖f |‖2σ + C
∑
|α|=0
∥∥∂αf ∥∥2 + Cη ∑
β1<β
∥∥∇x∂αβ1f ∥∥2 + η ∑
β1<β
∥∥∂αβ1f ∥∥2σ . (4.9)
Thus, for any 0 < |β| N and suitable linear combination of (4.9) depending on |β|, we
have that
∑
α,β∈Λ
[
1
2
d
dt
∥∥∂αβ f ∥∥2 + δN∥∥∂αβ f ∥∥2σ
]
 C|‖f |‖ · |‖f |‖2σ + C
∑
|α|=0
∥∥∂αf ∥∥2, (4.10)
where the set of indices Λ = {|α| + |β|N , |α| = 0, |β| = 0}.
A suitable linear combination of (4.2), (4.6), (4.7) and (4.10) yields the following esti-
mates:
1
2
d
dt
[
C1
∑
α,β∈Λ
∥∥∂αβ f ∥∥2 + C2 ∑
0<|β|N
∥∥∂β{I − P}f ∥∥2
+ C3
∑
0<|α|N
∥∥∂αf ∥∥2 + C4‖f ‖2 − C5
∫
R3
∇ · bc dx
]
+ δ
[ ∑
|β|N
∥∥∂β{I − P}f ∥∥2σ + ∑
|α|+|β|N, |α|=0
∥∥∂αβ f (t)∥∥2σ
]
 C|‖f |‖ · |‖f |‖2σ . (4.11)
Here C1, C2, C3, C4, C5 and δ are positive constants, where C4 is sufficiently large.
We can choose C4 such that, for some constant C6 > 0,
y(t) ≡ C1
∑
α,β∈Λ
∥∥∂αβ f ∥∥2 + C2 ∑
0<|β|N
∥∥∂β{I − P}f ∥∥2
+ C3
∑
0<|α|N
∥∥∂αf ∥∥2 + C4‖f ‖2 − C5
∫
R3
∇ · bc dx  C6|‖f |‖2.
We easily obtain that y(t) C7|‖f |‖2 for some constant C7 > 0.
Therefore, (4.11) is rewritten as
1
y′(t) + δ|‖f |‖2σ  C|‖f |‖ · |‖f |‖2σ . (4.12)2
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M ≡ min
{
δ
2C
,M0
}
> 0,
and choose initial data so that y(0)  M2 < M0. From Lemma 2.1 we may choose T > 0
so that
T = sup{t : y(t)M}> 0,
since y(t) is continuous. Notice that for 0  t  T , M M0. Thus, the small-amplitude
assumption (3.8) is valid. We apply (4.12) to get, for 0 t  T , that
1
2
y′(t) + δ|‖f |‖2σ (t) C|‖f |‖ · |‖f |‖2σ (t)
δ
2
|‖f |‖2σ (t).
Therefore, an integration over 0 t  s < T yields
y(t) + δ
t∫
0
|‖f |‖2σ (s) ds  y(0)
M
2
< M. (4.13)
Since y(t) is continuous in t , this implies that y(T )M if T < ∞. This is a contradiction
to the definition of T . Hence T = ∞. It is straightforward to verify that, for any s > 0,
E(f (s)) C0E(f0) by (4.11). 
Acknowledgments
The research of the first author was supported by the Special Funds of State Major
Basic Research Projects (Grant No. 1999075107), the Funds of NSAF of China (Grant
No. 10276036) and the Funds of NSF of China (Grant No. 10431060).
References
[1] R. Alexandre, C. Villani, On the Landau approximation in plasma physics, Ann. Inst. H. Poincaré Anal. Non
Linéaire 21 (1) (2004) 61–95.
[2] P. Degond, M. Lemou, Dispersion relations for the linearized Fokker–Planck equation, Arch. Ration. Mech.
Anal. 138 (2) (1997) 137–167.
[3] L. Desvillettes, C. Villani, On the spatially homogeneous Landau equation for hard potentials (I, II), Comm.
Partial Differential Equations 25 (1/2) (2000) 179–298.
[4] R.T. Glassey, The Cauchy Problem in Kinetic Theory, SIAM, Philadelphia, PA, 1996.
[5] R.T. Glassey, W. Strauss, Asymptotic stability of the relativistic Maxwellian via fourteen moments, Trans-
port Theory Statist. Phys. 24 (4/5) (1995) 657–678.
[6] Y. Guo, The Landau equation in periodic box, Comm. Math. Phys. 231 (2002) 391–434.
[7] Y. Guo, The Vlasov–Maxwell–Boltzmann system near Maxwellians, Invent. Math. 153 (3) (2003) 593–630.
660 L. Hsiao, H.-J. Yu / J. Differential Equations 228 (2006) 641–660[8] Y. Guo, The Boltzmann equation in the whole space, Indiana Univ. Math. J. 53 (4) (2004) 1081–1094.
[9] M. Lemou, Linearized quantum and relativistic Fokker–Planck–Landau equations, Math. Methods Appl.
Sci. 23 (12) (2000) 1093–1119.
[10] E.M. Lifschitz, L.P. Petaevski, Equations Cinétiques, vol. 10, Mir, Moscow, 1975.
[11] T.-P. Liu, T. Yang, S.-H. Yu, Energy method for the Boltzmann equation, Phys. D 188 (3/4) (2004) 178–192.
[12] R.M. Strain, Y. Guo, Stability of the relativistic Maxwellian in a collisional plasma, Comm. Math.
Phys. 251 (2) (2004) 263–320.
[13] C. Villani, A survey of mathematical topics in kinetic theory, in: S. Friedlander, D. Serre (Eds.), Handbook
of Fluid Mechanics, in press.
[14] T. Yang, H.-J. Yu, H.-J. Zhao, Cauchy problem for the Vlasov–Poisson–Boltzmann system, Arch. Ration.
Mech. Anal., 2005, in press.
[15] H.-J. Yu, Global solution of the Vlasov–Poisson–Landau systems near Maxwellians with small amplitude,
J. Partial Differential Equations 17 (2) (2004) 173–192.
[16] H.-J. Yu, Global classical solution of the Vlasov–Maxwell–Landau system near Maxwellians, J. Math.
Phys. 11 (45) (2004) 4360–4376.
[17] M. Zhan, Local existence of classical solutions to the Landau equations, Transport Theory Statist.
Phys. 23 (4) (1994) 479–499.
[18] M. Zhan, Local existence of solutions to the Landau–Maxwell system, Math. Methods Appl. Sci. 17 (8)
(1994) 613–641.
