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Resumen
Los recientes avances en Biolog¶³a Molecular y en Inform¶atica son respons-
ables de la acumulaci¶on de muchos y cada vez m¶as complejos tipos de datos.
Este incremento se ha visto tambi¶en re°ejado en el elevado n¶umero de publi-
caciones relacionadas. Todo esto se debe a los experimentos a gran escala que
ahora se pueden llevar a cabo en este tipo de investigaci¶on. Genomas comple-
tos pueden ser secuenciados en meses o semanas, m¶etodos computacionales
permiten la identi¯caci¶on de miles de genes en el DNA secuenciado y se han
desarrollado herramientas que analizan autom¶aticamente las propiedaddes
de los genes y las prote¶³nas.
No obstante, no s¶olo los resultados de los distintos experimentos sirven
para encontrar informaci¶on biol¶ogica, actualmente es posible explorar la lit-
eratura biom¶edica en busca de evidencias biol¶ogicas. Sin embargo, ese pro-
ceso de extracci¶on de informaci¶on a partir de las publicaciones es, en su
gran mayor¶³a, manual. Un grupo de anotadores se encarga de leer todos los
art¶³culos cient¶³¯cos, extraer evidencias biol¶ogicas y almacenarlas en las bases
de datos y ontolog¶³as biol¶ogicas p¶ublicas accesibles a trav¶es de internet.
Debido a la gran acumulaci¶on de documentos cient¶³¯cos, se necesita de-
sarrollar m¶etodos y herramientas que automaticen el proceso de extracci¶on
de informaci¶on.
En este contexto se propone un m¶etodo de extracci¶on de informaci¶on
biol¶ogica a partir de la literatura biom¶edica basado en la extracci¶on de an-
otaciones enriquecidas en t¶erminos encontrados en publicaciones y bases de
datos. Un posterior an¶alisis estad¶³stico, utilizando varios test como el de Â2 o
el de la distribuci¶on hipergeom¶etrica y corrigiendo el problema de la hip¶otesis
m¶ultiple, nos permitir¶a evaluar el nivel de relevancia de las anotaciones recu-
peradas. Esta metodolog¶³a permite integrar datos obtenidos de la literatura
con otras fuentes de informaci¶on como anotaciones funcionales o reguladores
transcripcionales y es de gran utilidad para el descubrimiento de asociaciones
entre informaci¶on biol¶ogica de los genes y prote¶³nas y documentos o conjuntos
de palabras.
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Cap¶³tulo 1
Introducci¶on
La ¶ultima d¶ecada se ha caracterizado por un crecimiento sin precedentes en
la obtenci¶on de datos biom¶edicos que pueden ir desde secuencias biol¶ogicas
derivadas de experimentos gen¶eticos hasta datos estructurales de distintas
biomol¶eculas. Este incremento se ha visto tambi¶en re°ejado en el elevado
n¶umero de publicaciones relacionadas. Todo se debe al tipo de experimen-
tos a gran escala que ahora pueden llevarse a cabo en este tipo de investi-
gaci¶on, gracias a los avances en los campos de la inform¶atica y de la biolog¶³a.
Genomas completos pueden ser secuenciados en meses o semanas, m¶etodos
computacionales permiten la identi¯caci¶on de miles de genes en el DNA se-
cuenciado y se han desarrollado herramientas que analizan autom¶aticamente
las propiedaddes de los genes y las prote¶³nas. T¶ecnicas como los microar-
rays de DNA permiten medir simult¶aneamente el nivel de expresi¶on de todos
los genes o prote¶³nas de un sistema biol¶ogico. Estos experimentos a gran
escala producen enormes cantidades de datos que, cuando son procesados,
ofrecen los patrones de expresi¶on de los genes estudiados ante determinadas
condiciones experimentales (distintos tejidos, enfermedades, fases celulares,
etc...). El ¶ultimo objetivo de esta cadena es traducir esa gran cantidad de
informaci¶on al conocimiento de los complejos procesos biol¶ogicos que ocurren
dentro del ser humano, y utilizar ese conocimiento en favor del avance de la
medicina.
Casi todos los conocimientos que se adquieren en los distintos trabajos
de gen¶omica o prote¶omica son publicados en la, ya de por s¶³, vasta colecci¶on
de literatura biom¶edica debido a que es muy utilizada por la comunidad
cient¶³¯ca para diseminar los resultados. El avance de las t¶ecnicas de secuen-
ciaci¶on del genoma, aunque muy importante, ha propiciado una desbordante
acumulaci¶on de informaci¶on, adem¶as del descubrimiento de nuevos genes
y funciones o propiedades biol¶ogicas. Esta abundancia de genes, productos
gen¶eticos y literatura, en de¯nitiva de informaci¶on, es responsable de que al
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interpretar los resultados de los experimentos gen¶omicos, o incluso al planear
dichos experimentos, se produzca un importante cuello de botella. Se nece-
sita poder procesar toda esta informaci¶on de manera efectiva y r¶apida para
poder dise~nar e interpretar los experimentos a gran escala que nos permiten
llevar a cabo las t¶ecnicas m¶as actuales. Adem¶as de todo esto, es interesante el
desarrollo de m¶etodos y herramientas que posibiliten la integraci¶on de frag-
mentos de informaci¶on de diferentes campos de estudios, pudiendo de esta
manera ofrecer un panorama general en el que se dibujen los roles de varios
genes, prote¶³nas y reacciones qu¶³micas en c¶elulas y organismos.
Durante los ¶ultimos a~nos se ha incrementado el inter¶es del uso de la lit-
eratura biom¶edica. Dado que la literatura cubre todos los aspectos de la bi-
olog¶³a, qu¶³mica y medicina, no hay casi l¶³mites en los tipos de informaci¶on que
pueden ser recuperados a trav¶es de una miner¶³a exaustiva y cuidada. Entre
las posibles aplicaciones tenemos por ejemplo la reconstrucci¶on y predicci¶on
de v¶³as metab¶olicas, establecer conexiones entre genes y enfermedades, encon-
trar relaciones entre genes y funciones biol¶ogicas espec¶³¯cas y muchas m¶as.
En este sentido, uno de los campos de estudio m¶as importantes es la caracter-
izaci¶on de las funciones de cada gen y prote¶³na. Por otra parte, es indudable
que una ¶unica estrategia de miner¶³a no es su¯ciente para poder abarcar el
amplio espectro de objetivos y necesidades que surgen a este respecto.
Para poder abarcar el creciente n¶umero de tipos de datos, para poder
procesar toda esa informaci¶on y para poder almacenarla se han desarrol-
lado muchos m¶etodos inform¶aticos en las areas de la bioinform¶atica y la
biolog¶³a computacional. El procesado autom¶atico de textos es una area de
investigaci¶on formada por diversas disciplinas. Incluyen Recuperaci¶on de la
Informaci¶on (IR), que se ocupa de encontrar documentos que satisfagan una
determinada informaci¶on o consulta dentro de una gran base de datos de
documentos, como pudiera ser, por ejemplo, Internet; Procesamiento Natu-
ral del Lenguaje (NLP), que es una disciplina que abarca todos las t¶ecnicas
de procesamiento autom¶atico tanto de lenguaje escrito como hablado; la Ex-
tracci¶on de la Informaci¶on (IE), que puede ser considerada un campo de NLP
y est¶a centrada en encontrar entidades expl¶³citas y hechos dentro de un texto
no estructurado. Por ejemplo, encontrar dentro de un texto todas las veces
que aparece una determinada prote¶³na. Finalmente, la Miner¶³a de Texto es
el proceso de analizar el lenguaje natural escrito para descubrir informaci¶on
o conocimientos que son comunmente dif¶³ciles de recuperar.
El creciente inter¶es en Recuperaci¶on de la Informaci¶on (IR), Extracci¶on
de la Informaci¶on (IE) y la Miner¶³a de Texto centr¶andose en la literatura
biom¶edica est¶a relacionado por una parte con el incremento y acumulaci¶on
de literatura cient¶³¯ca (PubMed contiene actualmente m¶as de 12.000.000 en-
tradas) y por otra con ese acelerado proceso de descubrimiento de informaci¶on
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biol¶ogica. El tipo de t¶ecnicas inform¶aticas que procesan literatura biom¶edica
son muy ¶utiles para facilitar el acceso a textos relevantes a bi¶ologos, bioin-
form¶aticos e incluso a anotadores de bases de datos. Sin embargo, el proceso
actual de extracci¶on de la informaci¶on es en su gran mayor¶³a manual. Se
extrae dicha informaci¶on de las publicaciones cient¶³¯cas pertinentes y se al-
macena en las grandes bases de datos y ontolog¶³as biol¶ogicas que hay repar-
tidas por la red. Dichas bases de informaci¶on son de gran importancia ya
que los resultados de las distintas t¶ecnicas experimentales y bioinform¶aticas
han de ser, en muchos casos, interpretados recurriendo a la informaci¶on que
contienen.
Una de las herramientas m¶as importantes para representar y procesar
informaci¶on acerca de los genes y sus funciones es Gene Ontology (GO) [2].
Se trata de una de las ontolog¶³as p¶ublicas del campo de la biolog¶³a m¶as
importantes y provee un vocabulario controlado de m¶as de 22.000 t¶erminos
que se utiliza para describir componentes celulares, funciones moleculares
y procesos biol¶ogicos en cualquier organismo. La ontolog¶³a de componentes
celulares est¶a compuesta por localizaciones o estructuras f¶³sicas (°agellum,
chromosome), la ontolog¶³a de funciones moleculares comprende actividades
o tareas elementales (mitosis, purine metabolism) y la ontolog¶³a de procesos
biol¶ogicos contiene t¶erminos que representan objetivos o metas biol¶ogicas
(glycolysis, death).
Asociada a GO se encuentra GOA (Gene Ontology Annotations), una
base de datos que relaciona el genoma de determinados organismos con
t¶erminos de GO. Adem¶as de establecer dicha relaci¶on (genes - GOterms),
proporciona la publicaci¶on que la evidencia. El m¶etodo de extracci¶on de in-
formaci¶on e incorporaci¶on en la base de datos es totalmente manual, existe un
cuerpo de anotadores encargados de leer todas las publicaciones biom¶edicas,
concluir las relaciones entre genes y t¶erminos de GO e introducir la infor-
maci¶on en la base de datos de GOA. Debido a la creciente acumulaci¶on de
informaci¶on biom¶edica, se hace necesario el desarrollo de una aplicaci¶on que
automatice el proceso.
Uno de los temas que m¶as interesa a la comunidad cient¶³¯ca es precisa-
mente la de clasi¯car documentos de acuerdo a los procesos biol¶ogicos y las
funciones moleculares que describen. Sabiendo de qu¶e procesos biol¶ogicos
o funciones moleculares habla un documento, podremos establecer ascocia-
ciones entre las entidades (genes o prote¶³nas) que aparecen en el documento
y los t¶opicos encontrados. Dicho de otra manera, es posible caracterizar en-
tidades biol¶ogicas a trav¶es de sus funciones y del papel que desempe~nan en
distintos procesos biol¶ogicos a trav¶es del estudio de la literatura biom¶edica
y, m¶as en concreto, de la clasi¯caci¶on de documentos.
Precisamente, dentro de este contexto se encuentra el trabajo presentado.
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Se propone un sistema que utiliza una fuente de informaci¶on espec¶³¯ca de
contenido biol¶ogico, de amplio espectro y plenamente aceptada dentro de la
comunidad cient¶³¯ca: Gene Ontology. El sistema trata de encontrar todos los
t¶erminos de GO relacionados con el texto que sirve como entrada. De esta
manera se etiqueta el texto y se resume su contenido basado en un vocabulario
controlado. El n¶umero de apariciones de cada categor¶³a de GO es entonces
determinado tanto para el conjunto de palabras del texto de entrada como
para el corpus que se utilice de referencia (por defecto, el conjunto total de
abstracts de PUBMED junto con la informaci¶on propia de Gene Ontology),
y un test estad¶³stico - usualmente la hypergeom¶etrica, Â2, binomial o el test
de Fisher - es usado para calcular los p valores.
El trabajo est¶a enmarcado dentro de un proceso de tres etapas en el
que la primera etapa clasi¯ca los textos de PUBMED y escoge s¶olo aquellos
que tengan relaci¶on con procesos biol¶ogicos. La segunda etapa extrae de ¶ese
conjunto los documentos que referencien las prote¶³nas o genes de una lista
que se toma como entrada. La tercera fase, la que nos ocupa, se encargar¶³a
de recuperar los t¶erminos de Gene Ontology relacionados con ese subcon-
junto de documentos. De esta manera podr¶³amos establecer relaciones entre
las prote¶³nas o genes de la lista de entrada y t¶erminos de Gene Ontology,
pudiendo aportar adem¶as los textos que evidencien dicha relaci¶on.
Existen otras aproximaciones que intentan resolver este problema o prob-
lemas parecidos. En [3] se aprenden modelos de n-gramas para cada t¶ermino
de GO mediante un modelo estad¶³stico y se utiliza esta informaci¶on para
encontrar anotaciones en los documentos, en [4] utilizan redes de t¶erminos y
nodos de GO y en [5] agrupan diversas palabras en conjuntos y juegan con
las probabilidades de pertenencia o no al conjunto para sacar conclusiones.
En la secci¶on siguiente se presenta la Miner¶³a de Datos como m¶etodo
de extracci¶on de la informaci¶on, as¶³ como algunos m¶etodos y trabajos rela-
cionados. En el cap¶³tulo 3 se explican los distintos m¶etodos de Miner¶³a de
Texto y procesamiento textual, incluyendo una exposici¶on de ¶areas como Re-
cuperaci¶on de la Informaci¶on, Extracci¶on de la informaci¶on y Procesamiento
de Lenguaje Natural. Y en el cap¶³tulo 4 se desarrolla el trabajo de la miner¶³a
de literatura, pero en el contexto de la Bioinform¶atica. En el cap¶³tulo 5 se
hablar¶a acerca de la ontolog¶³a Gene Ontology, utilizada en este trabajo como
fuente de informaci¶on, de la estructura de datos y de su utilidad.
A partir de aqu¶³, nos centraremos en la metodolog¶³a propuesta. En el
cap¶³tulo 6 se especi¯can los objetivos perseguidos en este trabajo, en el
cap¶³tulo 7 se exponen los m¶etodos estudiados y utilizados y en 8 se explica
la implementaci¶on llevada a cabo de la herramienta desarrollada. En ¶ultimo
lugar se explicar¶an los resultados obtenidos en 9 y las conclusiones ¯nales del
trabajo ser¶an expuestas en 10.
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Cap¶³tulo 2
Miner¶³a de Datos
Tradicionalmente, Miner¶³a de Datos se de¯ne como "un proceso no trivial de
identi¯caci¶on v¶alida, novedosa, potencialmente ¶util y entendible de patrones
comprensibles que se encuentran ocultos en los datos" [6]. Realmente se trata
de una etapa dentro de un proceso mayor llamado extracci¶on de conocimiento
en bases de datos (Knowledge Discovery in Databases o KDD). Lo que en
verdad hace el Miner¶³a de Datos es reunir las ventajas de varias ¶areas como
la Estad¶³stica, la Inteligencia Arti¯cial, la Computaci¶on Gr¶a¯ca, las Bases
de Datos y el Procesamiento Masivo de Datos, principalmente usando como
materia prima fuentes de informaci¶on como las bases de datos o las ontolog¶³as.
En una era en la que se ha producido un crecimiento explosivo de la in-
formaci¶on biol¶ogica generada por la comunidad cient¶³¯ca (V¶eanse las ¯guras
2.1, 2.2 y 2.3, donde se aprecia el incre¶³ble aumento de entradas en tres de las
bases de datos biol¶ogicas m¶as importantes actualmente, las del NCBI, Swiss-
Port y PDB), debido al desarrollo de t¶ecnicas expermientales muy poderosas
capaces de producir en un solo experimento la informaci¶on equivalente a cien-
tos de miles de experimentos tradicionales las t¶ecnicas de miner¶³a de datos
se han convertido en una herramienta muy importante.
Las principales fuentes de datos utilizadas son ¯cheros planos, bases de
datos relacionales, base de datos de transacciones, bases de datos objeto-
relacionales, bases de datos espaciales, series de tiempo, textos, literatura
e incluso multimedia (video, audio) o datos en Internet. De ellos se pre-
tende extraer informaci¶on que abarca desde caracterizaci¶on de entidades,
discriminaci¶on, clasi¯caci¶on, agrupamiento, descubrir tendencias, calcular la
desviaci¶on, detecci¶on de datos an¶omalos, etc.
Las t¶ecnicas de miner¶³a de datos son muy utilizadas en distintas ¶areas y
tienen diversas aplicaciones. Evidentemente son muy ¶utiles en investigaci¶on
cient¶³¯ca, pero tambi¶en en telecomunicaciones o en la banca. Tambi¶en es
usada por determinados organismos para detecci¶on de fraudes y es muy
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Figura 2.1: Crecimiento de la base de datos de nucleotidos de EMBL
Figura 2.2: Crecimiento de la base de datos de estructuras (coordenadas
at¶omicas) de PDB
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Figura 2.3: Crecimiento de la base de datos de secuencias de prote¶³nas de
SwissProt
apreciada en el mundo de los negocios, ya que permite hacer an¶alisis de
mercado o an¶alisis de bolsa. Adem¶as ocupan una posici¶on especial dentro
del ¶area de la Bioinform¶atica, donde, por ejemplo, permite la extracci¶on
de conocimiento biol¶ogico a partir de anotaciones de genes o prote¶³nas. Un
an¶alisis muy com¶un es la identi¯caci¶on de anotaciones biol¶ogicas que apare-
cen frecuentemente relacionadas con un listado de genes (por ejemplo un
cluster) con respecto a una lista de referencia (un microchip de ADN o un
genoma completo). Formalmente, si queremos saber la probabilidad de que i
genes de una lista de n tengan una anotaci¶on com¶un (por ejemplo, un t¶ermino
GO [V¶ease cap¶³tulo 5]), dada una lista de referencia con M genes donde N
tienen comparten dicha anotaci¶on, tendr¶³amos que calular el resultado de la
ecuaci¶on (2.1).
P =
¡
M
i
¢¡
N¡M
N¡i
¢¡
N
i
¢ (2.1)
Aunque esta aproximaci¶on tiene el problema de que analiza cada ano-
taci¶on de manera independiente. En [7] se desarrolla una herramienta que
descubre co-ocurrencias de anotaciones en genes, permitiendo as¶³ analizar
m¶ultiples anotaciones en un solo paso, integrar distintos tipos de anotaciones
en el mismo an¶alisis (GO, rutas metab¶alicas, etc.) y, en de¯nitiva, reportar
informaci¶on mucho m¶as completa para entender los mecanismos celulares
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que aparecen en un experimento determinado. En cuanto a su metodolog¶³a,
sin entrar mucho en detalle, en primer lugar se encuentran combinaciones de
t¶erminos que aparecen en al menos x genes mediante extracci¶on de reglas.
De esta manera, ahora tenemos x genes de un grupo de n que comparten
una determinada combinaci¶on de anotaciones y M genes de un grupo de N
que comparten una determinada combinaci¶on de anotaciones, aplicando la
ecuaci¶on (2.1) podemos realizar el mismo tipo de an¶alisis.
Dentro de la miner¶³a de datos, uno de los campos m¶as importantes es
la miner¶³a de texto. Se trata de un tipo especial de Miner¶³a de Datos en el
que la informaci¶on es extra¶³da a partir de textos y de la literatura. Debido
a su extensi¶on y a su relaci¶on con el trabajo, ser¶a explicado en un cap¶³tulo
a parte mostrando las distintas alternativas, m¶etodos y t¶ecnicas m¶as usados
y repasando en el cap¶³tulo 4 el uso de la Miner¶³a de Texto aplicada a la
Bioinform¶atica.
Aunque existen muchos y muy diversos m¶etodos en la Miner¶³a de Datos,
dado que se trata de un campo de investigaci¶on multidiscipinar, existen al-
gunas t¶ecnicas cl¶asicas o que son muy utilizadas dentro de la Bioinform¶atica,
sobre todo en el contexto del an¶alisis de micorarrays de ADN. Se trata de
algoritmos de agrupamiento, clasi¯caci¶on y m¶etodos de extracci¶on de carac-
ter¶³sticas como pueden ser SVD o PCA.
2.1 Algoritmos de agrupamiento
Una de las metodolog¶³as que se usa con m¶as frecuencia en la miner¶³a de datos
son los algoritmos de agrupamiento o clustering. Este tipo de algoritmos di-
vide un conjunto de elementos en grupos que satisfacen las condiciones de
homogeneidad (alta similitud entre los elementos de un mismo grupo) y sep-
araci¶on (baja similitud entre elementos de grupos distintos). Por ejemplo son
muy usados en el contexto del an¶alisis de datos de expresi¶on g¶enica, donde
el principal objetivo al usar este tipo de algoritmos es encontrar conjuntos
de genes, o condiciones experimentales, que muestran per¯les de expresi¶on
parecidos. Este tipo de an¶alisis tiene un claro signi¯cado biol¶ogico ya que
genes que muestran un patr¶on de expresi¶on similar es probable que est¶en
implicados en los mismos procesos biol¶ogicos o regulados por los mismos
mecanismos y, del mismo modo, condiciones experimentales con per¯les de
expresi¶on similares es probable que est¶en relacionadas con un mismo estado
¯siol¶ogico, por ejemplo muestras procedentes del mismo tipo de tumor. Esta
familia de t¶ecnicas permite subdividir el problema en diferentes grupos y
abordar el an¶alisis individual de cada uno de ellos, dividiendo as¶³ la dimen-
sionalidad del problema. Entre los algoritmos de agrupamiento m¶as utilizados
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est¶an el algoritmo de agrupamiento jer¶arquico, el de las k-medias y los mapas
auto-organizativos.
2.1.1 Agrupamiento jer¶arquico
El agrupamiento jer¶arquico ordena los elementos de una poblaci¶on en base
a un ¶arbol de distancias que re°eja la similitud que hay entre los elementos
y grupos. Los algoritmos aglomerativos se inician asignando cada elemento
individual a un grupo, se calculan las distancias de todos contra todos y los
dos elementos m¶as similares se unen para formar un nuevo grupo. Finalizado
este proceso, se vuelve a recalcular la matriz de distancias considerando el
nuevo grupo y se vuelven a unir los dos elementos m¶as similares. Este proceso
se repite hasta que se unen los dos ¶ultimos grupos. Por el contrario, los
algoritmos divisivos comienzan con un solo grupo que engloba al conjunto
total de elementos, y en cada paso se subdivide en grupos de menor tama~no
hasta llegar a los elementos ¶unicos. Este tipo de algoritmos fue introducido al
an¶alisis de datos de expresi¶on g¶enica por Eisen et. al [54] y se han convertido
en uno de los m¶etodos m¶as populares en este contexto. Presentan las ventajas
de que es una metodolog¶³a simple y los resultados pueden ser f¶acilmente
visualizados. Sin embargo, tambi¶en pueden presentar ciertos problemas como
es el que, al ir creciendo en tama~no, los vectores representativos de un grupo
puede que no se asemejen a los elementos englobados en el mismo. Adem¶as,
con este tipo de t¶ecnicas si se comete un error de asignaci¶on en estadios
iniciales del proceso este se arrastrar¶a hasta el ¯nal .
2.1.2 K-medias
El algoritmo de k-medias es un algoritmo de agrupamiento cl¶asico que divide
un conjunto de elementos en un n¶umero prede¯nido de grupos. Este m¶etodo
requiere por tanto especi¯car el n¶umero de grupos (k) a priori. Dado un
valor de k, el algoritmo de k-medias divide el conjunto de datos en k grupos
minimizando la siguiente funci¶on:
E =
kX
i=1
X
O2Ci
jO ¡ ¹ij2 (2.2)
donde O es un elemento en el grupo Ci y ¹i es el centroide (media de
los elementos de un grupo) del grupo Ci. De forma resumida, este algoritmo
trabaja de la siguiente manera: Los datos son asignados de forma aleatoria a
k grupos. A continuaci¶on los centroides de cada grupo son calculados y cada
dato es asignado a su centroide m¶as cercano formando k nuevos grupos. Este
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proceso es repetido hasta que se alcanza alg¶un criterio de parada, usualmente
cuando las variaciones de los centroides entre distintas iteraciones sean muy
peque~nas o cuando se alcanza un n¶umero pre¯jado de las mismas.
El algoritmo de k-medias es r¶apido y sencillo, pero presenta tambi¶en cier-
tas limitaciones para el an¶alisis de datos de expresi¶on como, por ejemplo,
que normalmente el n¶umero de grupos no se conoce a priori. Adem¶as, este
algoritmo no garantiza que se alcance un m¶³nimo global en la funci¶on de op-
timizaci¶on, por lo que los resultados obtenidos en muchas ocasiones pueden
no ser ¶optimos.
2.1.3 Mapas auto-organizativos
Los mapas auto-organizativos constituyen un m¶etodo de agrupamiento basado
en redes neuronales desarrollado por Teuvo Kohonen. Un SOM asigna los el-
ementos a una serie de vectores, o neuronas, dentro de una red que presenta
una topolog¶³a prede¯nida. El algoritmo de SOM fue introducido para an¶alisis
de datos de expresi¶on por Tamayo et al. [55] y Toronen et al. [56] y tiene algu-
nas propiedades que lo hacen interesante para este tipo de an¶alisis: facilita la
visualizaci¶on e interpretaci¶on de datos multidimencionales en espacios usual-
mente bidimensionales, organiza los grupos de forma que los m¶as cercanos
en la red son los m¶as parecidos y es relativamente m¶as robusto al ruido en
los datos que otros algoritmos como el de k-medias. Las desventajas de este
m¶etodo es que requiere determinar a priori el tama~no y la estructura del
mapa, aunque este par¶ametro no es tan cr¶³tico como establecer el n¶umero
de grupos en el algoritmo de k-medias. Adem¶as si los datos contienen una
gran cantidad de elementos irrelevantes, como por ejemplo genes con poca
variaci¶on en sus per¯les de expresi¶on, este m¶etodo generar¶a unos resultados
en los cuales este tipo de datos ser¶an asignados a la gran mayor¶³a de las
neuronas y los patrones m¶as interesantes pueden ser asignados y mezclados
en unos pocos grupos .
2.2 Algoritmos de Clasi¯caci¶on
La diferencia entre los algoritmos de clasi¯caci¶on y los de agrupamiento rad-
ica en que los primeros conocen a priori el n¶umero de grupos que se van a
formar y utilizan esta informaci¶on mientras que los segundos no. Debido a
esto se considera a los algoritmos de clasi¯caci¶on como algoritmos de apren-
dizaje supervisado (es decir, que cuentan con informaci¶on previa que les
ayuda a resolver el problema).
10
CAP¶ITULO 2. MINER¶IA DE DATOS
Formalmente se pueden de¯nir como una funci¶on en la que dada un con-
junto de instancias del problema a resolver, devuelve la categor¶³a a la que
pertenecen (de un conjunto de categor¶³as prede¯nidas). A pesar de necesitar
conocer previamente el n¶umero de categor¶³as son algoritmos muy utilizados
y de gran utilidad. Incluso pueden combinarse con otros algoritmos que de-
ducen el numero de clases existentes dentro de un conjunto de instancias del
problema (selecci¶on del rango de factorizaci¶on).
2.2.1 ¶Arboles de decisi¶on
Los sistemas de aprendizaje basados en ¶arboles de decisi¶on son quiz¶as el
m¶etodo m¶as f¶acil de utilizar y de entender. Un ¶arbol de decisi¶on es un con-
junto de condiciones organizadas en una estructura jer¶arquica, de tal manera
que la decisi¶on ¯nal a tomar se puede determinar siguiendo las condiciones
que se cumplen desde la ra¶³z del ¶arbol hasta alguna de sus hojas. Los ¶arboles
de decisi¶on se utilizan desde hace siglos, y son especialmente apropiados para
expresar procedimientos m¶edicos, matem¶aticos, l¶ogicos, etc.
Una de las grandes ventajas de los ¶arboles de decisi¶on es que, en su forma
m¶as general, las opciones posibles a partir de una determinada condici¶on
son excluyentes. Esto permite analizar una situaci¶on y, siguiendo el ¶arbol
de decisi¶on apropiadamente, llegar a una sola acci¶on o decisi¶on a tomar.
Estos algoritmos se llaman algoritmos de partici¶on o algoritmos de "divide y
vencer¶as", donde la elecci¶on del criterio de partici¶on puede llevar a un buen
o mal resultado.
Existen muchos tipos de ¶arboles de decisi¶on, en funci¶on del algoritmo que
utilizan para ser generados o por ejemplo el tipo de datos con los que se
trabaje. En el campo de la Bioinform¶atica, ¶ultimamente est¶an siendo muy
utilizada la t¶ecnica conocida como Random Forests, que implica el uso de
diversos ¶arboles de decisi¶on para llevar a cabo la clasi¯caci¶on. Por ejemplo
en [57], donde se utiliza para clasi¯car genes en funci¶on de sus patrones de
expresi¶on en microarrays.
2.2.2 M¶aquinas de soporte vectorial
Las m¶aquinas de vectores de soporte (SVM, por sus siglas en ingl¶es) han
mostrado conseguir buen desempe~no de generalizaci¶on sobre una amplia var-
iedad de problemas de clasi¯caci¶on, destacando en problemas de clasi¯caci¶on
de textos, donde se aprecia que SVM tiende a minimizar el error de general-
izaci¶on, i.e. los errores del clasi¯cador sobre nuevas instancias.
En t¶erminos geom¶etricos, SVM puede ser visto como el intento de encon-
trar una super¯cie (¾1) que separe a los ejemplos de un tipo u otro por el
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Figura 2.4: Problema de clasi¯caci¶on mediante SVD
margen m¶as amplio posible.
La b¶usqueda de ¾1 que cumple que la distancia m¶³nima entre ¶el y un
ejemplo de entrenamiento sea m¶axima, se realiza a trav¶es de todas las su-
per¯cies ¾1; ¾2; ::: en el espacio n-dimensional que separan a los ejemplos de
diversos tipos en el conjunto de entrenamiento (conocidas como super¯cies
de decisi¶on). Gr¶a¯camente, el m¶etodo de SVM se explica en la ¯gura 2.4
donde se ve un espacio de 2 dimensiones con dos tipos de casos, positivos y
negativos representados por puntos y cruces. Se trata de encontrar la super-
¯cie ¾i capaz de separar unos de otros de la mejor manera posible, en este
caso esa super¯cie se trata de la l¶³nea marcada en negrita.
En el campo de la Bioinform¶atica se han publicado diversos trabajos de
miner¶³a de datos uilizando este m¶etodo, como por ejemplo [58] y [59], donde
se utiliza SVM en la miner¶³a de datos biom¶edicos y para clasi¯car genes en
funci¶on de sus nombres respectivamente.
2.3 Extracci¶on de caracter¶³sticas
Como se ha mencionado anteriormente, en un experimento t¶³pico con mi-
crochips de ADN se cuanti¯ca la expresi¶on de miles de genes, o incluso geno-
mas completos, a lo largo de varias condiciones experimentales. Algunas de
estas condiciones experimentales pueden mostrar una alta correlaci¶on y s¶olo
una peque~na parte de todos los genes incluidos en el chip ser¶an importantes
para explicar la mayor parte de variabilidad entre los distintos experimen-
tos. Esto hace que las matrices de expresi¶on g¶enica contengan informaci¶on
redundante y ruidosa.
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M¶etodos tales como el an¶alisis de componentes principales (PCA), la de-
scomposici¶on en valores singulares (SVD) o el an¶alisis de componentes in-
dependientes (ICA) son muy ¶utiles para reducir la dimensionalidad de los
datos reteniendo los principales patrones de los mismos. Dada una matriz ini-
cial de m variables (genes) y n observaciones (experimentos), estos m¶etodos
permiten encontrar k nuevas variables donde k < m mediante una descom-
posici¶on de la matriz inicial como un producto de matrices de menor rango:
Am£n » (WH)m£n =
kX
i=1
Wm£iHi£n (2.3)
Las k columnas de W son denominadas componentes o factores. Las
columnas de H est¶an en correspondencia uno a uno con los n experimentos
en la matriz A y contienen los coe¯cientes por los cuales cada experimento
de la matriz original es representado como una combinaci¶on lineal de los k-
factores. En PCA y SVD estos componentes capturan la mayor varianza de
los datos y son ortogonales entre si mientras que en ICA los componentes
son estad¶³sticamente independientes entre si.
Esta descomposici¶on se puede usar para descubrir patrones en los datos,
eliminar ruido y transformar los datos para una mejor visualizaci¶on y an¶alisis
. Tambi¶en se suele utilizar como un paso previo antes de aplicar otros m¶etodos
de an¶alisis, como los algoritmos de agrupamiento.
13
2.3. EXTRACCI¶ON DE CARACTER¶ISTICAS
14
Cap¶³tulo 3
M¶etodos de procesamiento de
texto y Text Mining
Esta secci¶on introduce las disciplinas involcuradas en el procesamiento de
texto as¶³ como con las t¶ecnicas y m¶etodos que usan. Empezamos con t¶ecnicas
generales de Procesamiento Natural de Lenguaje (NLP) y text mining. De-
spu¶es procederemos con ¶ares m¶as espec¶³¯cas de Information Retrieval e Infor-
mation Extraction. La primera est¶a centrada alrededor de tareas de alto nivel
de identi¯car documentos relevantes que satisfagan una determinada infor-
maci¶on o consulta, no involucr¶andose demasiado en tareas de representaci¶on
o comprensi¶on de lenguaje natural. Por otra parte, Information Extraction se
ocupa de la extracci¶on de entidades espec¶³¯cas, hechos y eventos de dentro
del texto, y est¶a m¶as relacionada con t¶ecnias NLP. Concluimos la secci¶on
con una revisi¶on corta de los m¶etodos est¶andares de evaluaci¶on empleados
en estos campos.
3.1 Procesamiento de Lenguaje Natural: T¶ecnicas
Generales
Las t¶ecnicas de NLP cubren todos los aspectos y etapas necesarias para con-
vertir el lenguaje escrito o hablado en informaci¶on que pueda ser usada por
otros humanos o agentes automatizados. En el contexto de la bioinform¶atica
se suele hacer referencia s¶olo al texto escrito que suele ser accesible en for-
mato electr¶onico. Esto implica que s¶olo nos concentremos en las operaciones
comunes de procesamiento de texto usadas por los sistemas tipicos de text
mining. Esto incluye tokenizaci¶on, part of speech, lematizaci¶on y parsing.
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3.1.1 Tokenizaci¶on
Este primer paso en el an¶alisis de texto es el proceso de separar el texto en
unidades, los denominados tokens. Los tokens pueden variar su granularidad
en funci¶on de las necesidades. De esta manera, la tokenizaci¶on se puede dar en
distintos niveles: el texto puede ser dividido en cap¶³tulos, secciones, p¶arrafos,
frases, palabras, s¶³labas o fonemas. Existen muchos algoritmos diferentes para
cualquier nivel de tokenizaci¶on aunque generalmente el texto suele fragmen-
tarse en frases o palabras y en algunos sistemas en s¶³labas. No se trata de
una tarea especialmente complicada, pero s¶³ que hay que tener en cuenta una
serie de problemas, por ejemplo:
² Combinaci¶on de letras y n¶umeros en el nombre de determinados genes,
prote¶³nas u otras entidads biol¶ogicas: ACC1, SPO1, CWP1
² N¶umeros: Para los n¶umeros se suele hacer otro tipo de indexaci¶on.
Adem¶as, debe tenerse en cuenta que no todos los n¶umeros signi¯can lo
mismo: Motorola 68000 (nombre propio), 68000 euros (cantidad), 2003
(a~no). >C¶omo reconocer los n¶umeros que son relevantes? En general,
los n¶umeros no se consideran t¶erminos ¶³ndice, en el contexto que nos
ocupa tampoco son especialmente relevantes como para a~nadir o restar
signi¯cado al documento que se est¶e analizando.
² Guiones y signos: Los guiones se suelen eliminar para evitar inconsisten-
cias de uso. Sin embargo, hay muchas palabras (generalmente nombres
del campo de la biolog¶³a o qu¶³mica) que poseen guiones que forman
parte ingtegral de las mismas: AP-1-luciferase, FR-antigen. Para estos
casos, se puede recurrir al uso de reglas que especi¯quen excepciones.
² Palabras compuestas: Neuronal Network
En general, no resulta complejo implementar estas operaciones de texto.
Sin embargo, deben estudiarse las distintas excepciones con cuidado ya que
pueden provocar un importante impacto en el momento de la recuperaci¶on
de documentos.
Existe otro tipo de tokenizaci¶on especial, los n-gramas (n-grams), que son
subsecuencias de n elementos (caracteres) de un texto dado. As¶³ por ejem-
plo si tenemos "decaboxylase" los trigramas correspondientes ser¶³an "dec",
"eca", "cab", etc. Los n-gramas se emplean a menudo en sistemas de re-
conocimiento de patrones para determinar la probabilidad de que una pal-
abra dada aparezca en un texto (¶util a la hora de encontrar menciones de
distintas entidades biol¶ogicas en un texto) o en el proceso de recopilaci¶on
de informaci¶on cuando es necesario encontrar documentos similares dado un
documento y una base de datos de documentos de referencia.
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3.1.2 Eliminaci¶on de stopwords
Las palabras que son m¶as frecuentes en los textos de una colecci¶on no son
buenos discriminantes y se denominan stopwords. Art¶³culos, preposiciones y
conjunciones, as¶³ como algunos verbos, adverbios y adjetivos son candidatos
naturales para formar parte de la lista de stopwords. Son caracter¶³sticos de
cada lenguaje por lo que se requiere detectar el idioma de cada documento
tratado. En bioinform¶atica generalmente eso no supon ning¶un problema al
estar casi toda la literatura en ingl¶es.
La eliminaci¶on de stopwords permite reducir el tama~no de la estructura
de indexaci¶on que se use. Sin embargo, hay controversia sobre sus bene¯cios.
La eliminaci¶on de stopwrods puede empeorar el resultado de la consulta que
se haga o de la informaci¶on que se pretenda buscar dentro de un texto (si, por
ejemplo buscamos la expresi¶on "to be or not to be", puede que la lematizaci¶on
deje ¶unicamente el t¶ermino "be"), aunque ese problema es quiz¶a de menor
grado dentro del campo de la bioinform¶atica.
3.1.3 Lematizaci¶on
El prop¶osito de la lematizaci¶on o stemming es obtener un ¶unico t¶ermino de
indexaci¶on a partir de las diferentes variaciones morfol¶ogicas de una pal-
abra (por ejemplo, representar "analysis", "analyzer" o "analyzing" medi-
ante "analy"). Frecuentemente, una palabra no aparece exactamente en un
documento, pero s¶³ alguna variante gramatical de la misma como plurales,
gerundios, su¯jos de tiempo verbal, etc. Este problema puede resolverse con
la sustituci¶on de las palabras por su ra¶³z (stem).
Un stem es la porci¶on de una palabra que resulta de la eliminaci¶on de sus
a¯jos (pre¯jos y su¯jos). Los stems son interesantes ya que pemiten reducir
variantes de la misma ra¶³z gramtical a un concepto com¶un. Consecuente-
mente, el stemming permite reducir el tama~no de la estructura de indexaci¶on
ya que el n¶umero de t¶erminos ¶³ndice se reduce. Adem¶as, permite ampliar la
de¯nicion de la informaci¶on que poseemos o la consulta que se pretende satis-
facer con las variantes morfol¶ogicas de los t¶erminos usados, mejorando as¶³ el
performance de recuperaci¶on. Sin embargo, hay controversia en la literatura
acerca de sus bene¯cios.
Se pueden distinguir varios tipos de estrategias de stemming: mediante
un diccionario, n-gramas y eliminaci¶on de a¯jos. La aproximaci¶on mediante
diccionario consiste en la b¶esqueda del stem en una tabla. Es un proceso
simple pero la construcci¶on del diccionario es costosa, por lo que esta aprox-
imaci¶on no suele ser pr¶actica. El stemming mediante n-gramas se basa en la
identi¯caci¶on de diagramas y trigramas y se trata m¶as de un procedimiento
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de clustering que de stemming como tal. La eliminaci¶on de a¯jos es intuitiva,
simple y se puede implementar e¯cientemente, Por ello la vemos en detalle.
En eliminacion de a¯jos, la parte m¶as importante es la eliminaci¶on de
su¯jos porque la mayor¶³a de las variantes de una palabra se generan con
su introducci¶on. El algoritmo m¶as popular de eliminaci¶on de su¯jos es el
algoritmo de Porter [8]. Este algoritmo usa una lista para la detecci¶on de
su¯jos. La t¶ecnica se basa en aplicar una serie de reglas a los su¯jos de las
palabras del texto. Por ejemplo la regla fs ! ¿g se utiliza para convertir
las formas plurales en singulares sustituyendo la "s" por "nulo". siempre se
busca el su¯jo m¶as largo de la palabra que empareje con los antecedentes
en un conjunto de reglas. Las reglas de Porter est¶an separadas en 5 grupos
distintos.
Al aplicar lematizaci¶on podemos provocar, sin embargo, dos tipos de er-
rores:
² Infraradicaci¶on (understemming): Obtener distintas formas can¶onicas
para una palabra.
² Sobrerradicaci¶on (overstemming): Obtener la misma forma can¶onica
para dos palabras distintas.
3.1.4 Part of Speech
Consiste en el uso de etiquetas que representen conjuntos de categor¶³as de
palabras, bas¶andose en el papel que las palabras pueden desempe~nar en la
frase en la que aparecen. El etiquetado Part of Speech (PoS) es la anotaci¶on
de las palabras con su etiqueta correspondiente en funci¶on del contexto de la
frase. Las etiquetas almacenan informaci¶on del contenido sem¶antico de la pal-
abra. Los sustantivos denotan comunmente entidades tangibles o intenagibles
mientras que las preposiciones expresan relaciones entre entidades. Aunque
las etiquetas pueden variar de un sistema a otro, existen normalmente unas
categor¶³as b¶asicas: art¶³culo, nombre, verbo, adjetivo, preposici¶on, n¶umero y
nombre propio, aunque por supuesto las etiquetas pueden ser mucho m¶as
complicadas y elaboradas. Por ejemplo, el Corpus Brown [9] contiene 87 eti-
quetas b¶asicas.
Existen muchas aproximaciones que pueden llevar a cabo este tipo de
an¶alisis. Los an¶alisis m¶as comunes est¶an basados en reglas o son estad¶³sticos
basados en los modelos ocultos de Markov (HMM) Los etiquetados basados
en modelos de Markov ([10][11][12]) estiman la probabilidad de que una se-
cuencia de etiquetas pueda ser asignada a una secuencia de palabras. Con el
¯n de estimar los par¶ametros del modelo utilizado, se entrena el sistema en
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una etapa anterior, usando un corpus anotado, como el corpus WSJ de Pen
TreeBank [13].
Por otra parte, las aproximaciones basadas en reglas ([14][15][16]) usan
informaci¶on contextual para asignar etiquetas a palabras ambiguas o de-
sconocidas mediante reglas, por ejemplo "Si la palabra X es precedida por
un determinante y seguida por un nombre se trata de un adjetivo". Tambi¶en
pueden usar informaci¶on morfol¶ogica, por ejemplo que la palabra termine en
"ing" indica que se trata de un verbo ([17]) o en las letras may¶usculas o la
puntuaci¶on, por ejemplo si es un nombre y empieza por may¶uscula, se trata
de un nombre propio.
Los sistemas basados en reglas suelen requerir un conjunto de entre-
namiento que est¶e etiquetado previamente, por lo que se consideran sistemas
de aprendizaje supervisado, aunque s¶³ que existen algunos sistemas no su-
pervisados ([18]).
3.1.5 An¶alisis sint¶actico
Es el proceso de determinar la estructura sint¶actica completa de una frase.
Los sistemas que llevan a cabo este tipo de an¶alisis toman como entrada
una secuencia de tokens extra¶³dos del texto original. La salida suele ser un
¶arbol sint¶actico, cuyas hojas corresponden con las palabras del texto y cuyos
nodos internos representan estructuras sint¶acticas, identi¯cadas por etiquetas
gramaticales, como: sustantivo, verbo, sujeto, predicado, etc. Actualmente no
existe un sistema lo su¯cientemente e¯ciente que analice sint¶aticamente un
texto sin ning¶un tipo de restricci¶on. Los algoritmos est¶andar suelen consumir
muchos recursos en corpora grandes y no son lo su¯cientemente robustos.
Una alternativa es realizar el mismo an¶alisis que identi¯que las partes de
una oraci¶on, pero sin especi¯car su estructura interna ni su papel en la oraci¶on
principal, es decir, realizando el an¶alisis con menor granuralidad. Esta opci¶on
tiene la ventaja de ser m¶as r¶apida y robusta, aunque evidentemente el an¶alisis
realizado es menos profundo, ha de alcanzarse un compromiso entre ambas
cuestiones. Suele emplearse en un paso previo de preproceso y despu¶es llevar
a cabo un an¶alisis m¶as exahustivo. Tambi¶en permite identi¯car relaciones
entre objetos, el sujeto y complementos espaciales o temporales dentro de la
oraci¶on.
3.2 Miner¶³a de Textos
La Miner¶³a de Textos o Text Mining tiene como objetivo examinar una
colecci¶on de documentos no estructurados escritos en lenguaje natural y
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descubrir informaci¶on no contenida en ning¶un documento individual de la
colecci¶on; en otras palabras, trata de obtener informaci¶on sin haber partido
de algo ([19]). Aunque se apoya en t¶ecnicas de miner¶³a de datos ([20]) al tra-
bajar con textos, se invierte un mayor porcentaje del esfuerzo en el preproceso
de la colecci¶on de documentos, as¶³ se puede decir que la miner¶³a de textos es
un ¶area multidisciplinaria basada en la recuperaci¶on de informaci¶on, miner¶³a
de datos, aprendizaje autom¶atico, estad¶³sticas y NLP. Adem¶as del prepro-
ceso de documentos, la miner¶³a de texto cubre tambi¶en el almacenamiento de
representaciones intermedias, las t¶ecnicas para analizarlas (tales como clus-
tering ([21], [22]), an¶alisis de tendencias ([23]) o mediante reglas asociativas
([24]) y visualizaci¶on de los resultados ([25], [26]).
Un sistema t¶³pico de miner¶³a de texto comienza con una colecci¶on de
documentos, sin ning¶un tipo de etiqueta. Los documentos son etiquetados en
primer lugar por categor¶³as, o por t¶erminos o relaciones extra¶³dos directa-
mente de los documentos. Este proceso se denomina categorizaci¶on de textos,
y divide enormes colecciones de textos en subconjuntos que est¶en interrela-
cionados por alg¶un criterio prede¯nido. ¶Esta es una sub¶area de Information
Retrieval que se ver¶a m¶as adelante. En la siguiente fase se utilizan operaciones
de miner¶³a de datos sobre los documentos en base a las categor¶³as asignadas
y a las entidades y relaciones encontradas dentro del texto (mediante IE).
Una aplicaci¶on muy popular del text mining es explicada en [27]. Se
intenta extraer informaci¶on derivada de colecciones de texto. Teniendo en
cuenta que los expertos s¶olo pueden leer una peque~na parte de lo que se
publica en su campo, por lo general no se dan cuenta de los nuevos desar-
rollos que se suceden en otros campos. As¶³, se ha demostrado c¶omo cadenas
de implicaciones causales dentro de la literatura m¶edica pueden conducir
a hip¶otesis para enfermedades poco frecuentes, algunas de las cuales han
recibido pruebas de soporte experimental. Investigando las causas de la mi-
gra~na, se extrajeron varias evidencias a partir de t¶³tulos de art¶³culos presentes
en la literatura biom¶edica. Algunas de esas claves fueron:
² El estr¶es est¶a asociado con la migra~na.
² El estr¶es puede conducir a la p¶erdida de magnesio.
² Los bloqueadores de canales de calcio previenen algunas migra~nas.
² El magnesio es un bloqueador natural del canal de calcio.
² La depresi¶on cortical diseminada (DCD) est¶a implicada en algunas mi-
gra~nas.
² Los niveles altos de magnesio inhiben la DCD.
20
CAP¶ITULO 3. M¶ETODOS DE PROCESAMIENTO DE TEXTO Y
TEXT MINING
² Los pacientes con migra~na tienen una alta agregaci¶on plaquetaria.
² El magnesio puede suprimir la agregaci¶on plaquetaria.
Esta informaci¶on sugieren que la falta de magnesio podr¶³a representar un
papel importante en algunos tipos de migra~na, una hip¶otesis que no exist¶³a en
la literatura y que se encontr¶o mediante esas claves. De acuerdo con Swanson
([28]), estudios posteriores han probado experimentalmente esta hip¶otesis
obtenida por text mining con buenos resultados.
3.3 Recuperaci¶on de la Informaci¶on
La recuperaci¶on de informaci¶on (Information Retrieval o IR) ([29], [30]) se
ocupa de la representaci¶on, almacenamiento, organizaci¶on y acceso a la in-
formaci¶on ([31]). Dada una base de datos de documentos extensa (bases de
datos, ontolog¶³as, diccionarios, internet), y una informaci¶on espec¶³¯ca (que
generalmente es expresada como una consulta por un usuario), el objetivo de
los m¶etodos de recuperaci¶on de informaci¶on es rescatar los documentos de la
base de datos que satisfagan la informaci¶on dada. Naturalmente, ¶esto se debe
conseguir r¶apidamente y de manera e¯caz. Estos documentos pueden ser tex-
tos, pero tambi¶en sonidos, im¶agenes o cualquier otro tipo de datos, aunque
en el campo de la bioinform¶atica, lo que interesa genralmente es la b¶esqueda
de textos. Dentro de este tipo de b¶usqueda, existen distintas aproximaciones
para recuperar informaci¶on. Las tres cl¶asicas (los m¶etodos m¶as usados) son el
modelo booleano, el vectorial y el probabil¶³stico, sin embargo existen muchas
m¶as como las redes Bayesianas, redes neuronales, redes de inferencia, etc.
3.3.1 Modelo booleano
Existen muchas maneras de expresar una determinada informaci¶on que se
necesita satisfacer (una consulta). Una manera simple y muy com¶un de hac-
erlo es a trav¶es de una consulta de tipo booleano. El modelo booleano es
un modelo de recuperaci¶on simple basado en la teor¶³a de conjuntos y el
¶algebra de Boole. El usuario proporciona un termino (DNA) o una combina-
cion booleana de t¶erminos (DNA and lipid utilizando operadores tales como
AND (los documentos han de contener todas las palabras) u OR (los docu-
mentos han de contener alguna de las palabras). De esta manera el grado de
relevancia de un documento es binario, es decir, una informaci¶on determinada
es relevante o no lo es. El resultado es el conjunto de todos los documentos de
la base de datos que satisfagan las restricciones de la consulta, por ejemplo,
que contengan los t¶erminos DNA y lipid. Esta estrategia es la seguida por la
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base de datos de literatura biom¶edica PUBMED y por otras bases de datos
de textos, incluso por los motores de b¶usqueda de internet. Se implementa
mediante una estructura de¶³ndices que apunta a todos los t¶erminos en la base
de datos de documentos entera. Cada t¶ermino puede ser una ¶unica palabra
("polymerase") o un conjunto de ellas ("polymerase chain reaction"). Una
pr¶actica com¶un es la de omitir del ¶³ndice de t¶erminos aqu¶ellas palabras que
sean muy frecuentes y carentes de signi¯cado, como las preposiciones (Tal y
como se cont¶o en la secci¶on 3.1.2). La estructura de ¶³ndices cotiene todos los
t¶erminos, tipicamente ordenados alfab¶eticamente para facilitar el acceso, y
por cada t¶ermino guarda una referencia a todos los documentos de la base
de datos que lo contienen.
Cuando un usuario realiza una consulta, se busca en la estructura de
¶³ndices y se devuelven los documentos que contienen el t¶ermino o combi-
naci¶on de t¶erminos que se buscan. Existen varios m¶etodos para crear ¶³ndices
y usarlos.
aunque este tipo de estrategias tienen la ventaja de ser muy r¶apidas,
tienen algunas limitaciones:
² El n¶umero de documentos recuperado puede llegar a ser prohibitiva-
mente grande.
² Una parte substancial de los documentos recuperados puede ser irrele-
vante para el usuario.
² Muchos documentos que s¶³ son relevantes pueden no ser devueltos. Por
ejemplo, si buscamos en PubMed "OLE1", muchos documentos que
hablan de OLE1 pero a trav¶es de un sin¶onimo (por ejemplo, "DNA
repair protein" o "fatty-acid desaturase 1") no ser¶³an recuperados.
En este punto es importante hablar de polisemia y sinonimia. Polisemia es
el conocido fen¶omeno por el cual una palabra puede tener muchos signi¯cados
diferentes, en funci¶on del contexto. Debido a esto, si por ejemplo buscamos
en PubMed por el t¶ermino "Cytosine Deaminase" bajo su acr¶onimo "CD",
nos encontraremos con un buen n¶umero de documentos que hagan referencia
al concepto que buscamos, pero tambi¶en recuperaremos muchos documentos
que hablen de "Crohn's Disease" (tambi¶en conocido por "CD") que no tiene
nada que ver. Esta es la causa del segundo problema relatado anteriormente.
Por otra parte, el tercer problema es debido a la sinonimia, que hace que
un mismo pueda ser referido en distintos documentos mediante diferentes
nombres.
Sin embargo, el modelo booleano es muy popular, sobre todo debido a sus
sencillez y a que es una de las primeras ideas que surgen en el dise~no de un
sistema IR. Su sencillez hace que sea muy f¶acil de formalizar e implementar.
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3.3.2 Modelo vectorial
El modelo vectorial descarta las soluciones binarias y propone un sistema en
el que las coincidencias parciales son posibles, gracias a que se asignan pesos
no binarios a los t¶erminos que aparecen en el texto. Tanto los documentos de
la base de datos como la consulta el usuario son ahora vistos como vectores
de t¶erminos. La tarea de recuperaci¶on busca dentro de la base de datos
los documentos que son mas similares al vector consulta. Existen diversas
maneras de medir la similitud entre vectores de documentos ([32], [22]).
Se elaboran vectores de t¶erminos a partir de los documentos seleccionando
un conjunto de palabras que sea ¶util para discriminar unos textos de otros
(se denominan t¶erminos o keywords). En los sistemas modernos todas las
palabras del texto se consideran t¶erminos, excepto las stopwords o palabras
vac¶³as. Se puede enriquecer esto con procesos de lematizaci¶on (stemming),
etiquetado e identi¯caci¶on de frases. A cada uno de los t¶erminos que aparecen
en el vector hay que asignarle un peso en funci¶on de la frecuencia con la que
aparece la palabra en el documento o en la colecci¶on de documentos entera.
Sea ft1; :::; tkg el conjunto de t¶erminos y fd1; :::; dNg el de documentos.
Un documento di se modela como un vector
di ¡! ~di = (w(t1; di); :::; w(tk; di))
donde w(tr; di) es el peso del t¶ermino tr en el documento di. Dicho peso rep-
resenta la frecuencia de aparici¶on del t¶ermino en el documento o su nivel de
importancia. La elecci¶on de los pesos de los t¶erminos puede in°uir signi¯ca-
tivamente en los resultados de la b¶usqueda, de esta manera han aparecido
diferentes maneras para calcularlos.
Una representaci¶on intuitiva es la binaria, donde el peso es o bien 1 o bien
0, correspondiendo con la presencia o ausencia del t¶ermino en el documento.
Dicha representaci¶on se ve en la ecuaci¶on (3.1).
w(tr; di) = wri =
½
1 si tr 2 di;
0 en otro caso:
(3.1)
A pesar de ser una representaci¶on clara y simple, no tiene en cuenta
diversas propiedades de los documentos y t¶erminos que pueden mejorar la
calidad de la b¶usqueda. Por ejemplo, una simple extensi¶on del sistema binario
usa como peso el n¶umero de veces que aparece el t¶ermino en el documento. De
manera intuitiva se puede llegar a la conclusi¶on de que aquel documento en el
que alg¶un t¶ermino de la consulta aparezca muchas veces va a ser considerado
como relevante para el usuario. Formalmente ser¶³a obtendr¶³amos la ecuaci¶on
(3.2).
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wri = ndi () ti aparece en el documento di un n¶umero de veces igual a ndi , 0 · ndi
(3.2)
Esta aproximaci¶on tiene en cuenta la frecuencia de aparici¶on del t¶ermino
en el documento, pero no considera el tama~no del documento. Un docu-
mento peque~no pero muy relevante puede contener menos apariciones de los
t¶erminos de la consulta que un documento mucho mas extenso pero menos
relevante. Para corregir esto se puede normalizar el peso calculado en la
ecuaci¶on (3.2), dividiendo por el n¶umero total de t¶erminos en el documento,
que denotamos con Nd. De esta manera, la f¶ormula para calcular del peso
ser¶³a la que indica la ecuaci¶on (3.3).
wri =
ndi
Nd
(3.3)
Ahora podemos hacer otra consideraci¶on, si un t¶ermino t1 de la consulta
aparece de manera frecuente en muchos documentos de la base de datos,
mientras que otro t2 es m¶as raro o espec¶³¯co, los documentos que contengan
el t¶ermino t2 deber¶³an ser considerados m¶as relevantes para el usuario frente
a los que contengan el t¶ermino t1, m¶as frecuente. Esto contado de manera
intuitiva, es lo que formalizan una familia de esquemas de peso comunmente
conocidos como TFIDF (acr¶onimo de "Term Frequency x Inverse Document
Frequency"). Bajo este esquema general, el peso se calcula como indica la
ecuaci¶on (3.4).
wri = tfri ¢ idfr (3.4)
donde tfri es la medida local de la frecuencia del t¶ermino tr en el doc-
umento di, y idfr es la medida global, inversamente proporcional al n¶umero
de documentos que contienen tr en toda la base de datos.
Existen muchas maneras de calcular la medida local tfri. Por ejemplo,
hemos visto tfri = 1 (Eq. 3.1) o tfri = nri (Eq. 3.2), donde en ambos casos
idfr = 1. Otras alternativas ser¶³an las que se muestran en las ecuaciones (3.5)
y (3.6).
tfri = 1 + ln(nri) (3.5)
tfri = k + (1¡ k) ¢ nri
maxj[nji]
(3.6)
donde k es una constante, 0 · k · 1, y el denominador es la moda del
documento di, es decir, la frecuencia del t¶ermino que aparece m¶as veces en
el documento.
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De la misma manera, existen varias opciones para calcular la medida
global, idfr. Por ejemplo, denotamos por Nr al n¶umero total de documentos
que contienen el t¶ermino tr en la base de datos. Una expresi¶on simple para
idfr ser¶³a entonces la de la ecuaci¶on (3.7).
idfr =
1
Nr
(3.7)
Otras alternativas ser¶³an (3.8) o (3.9), donde N denota el n¶umero total
de documentos en la base de datos.
idfr = ln(1 +
N
Nr
) (3.8)
idfr = ln(
N ¡Nr
Nr
) (3.9)
Se pueden encontrar muchos estudios en la literatura de recuperaci¶on de
la informaci¶on al respecto de qu¶e esquema de peso es mejor ([32], [33], [34]).
En concreto, se puede ver que uno de los m¶as usados es el representado por
la ecuaci¶on (3.10).
wri =
nri £ idfr
j~dij
=
nri £ ln NNrqPk
s=1(nsi £ ln NNs )2
(3.10)
Si un t¶ermino aparece mucho en un documento, se supone que es impor-
tante en ese documento (nri crece), pero si aparece en muchos documentos,
entonces no es ¶util para distinguir a un documento de los dem¶as (idfr de-
crece).
Hemos visto varios m¶etodos usados para representar documentos y consul-
tas mediante vectores. Usando esta representaci¶on, podemos aplicar medidas
de similitud de vectores para calcular la similitud entre un par de documentos
o entre una consulta y cada documento de la base de datos.
Existen muchas edidas de similitud entre vectores n-dimensionales. Sin
embargo la mas conocida, fuera del ¶ambito de recuperaci¶on de informaci¶on,
es la distancia Eucl¶³dea. Cuanto menor sea la distancia, m¶as similares ser¶an
los documentos. Formalmente, la distancia Eucl¶³dea entre dos vectores de
dimensi¶on n, V1 = hv11; :::; v1ni y V2 = hv21; :::; v2ni se de¯ne como en la
ecuaci¶on (3.11).
dEuc(V1; V2) =
vuut nX
i=1
(v1i ¡ v2i)2 (3.11)
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Figura 3.1: Coseno de dos vectores como medida de similitud entre documen-
tos
Se puede ver gr¶a¯camente en la ¯gura 3.1 la distancia Eucl¶³dea entre dos
vectores de dimensi¶on 2, en ese caso el coseno de Â es la similitud entre dj
y q. Se aprecia que la longitud de los vectores afecta signi¯cativamente a la
distancia que existe entre ellos. En el contexto de los documentos, esto sig-
ni¯ca que dos documentos que contienen muchos t¶erminos tienden a divergir
m¶as que otros que contienen menos t¶erminos.
La medida de similitud m¶as extendida dentro de los sistemas de recu-
peraci¶on de la informaci¶on y que no depende de la longitud de los vectores
es la distancia coseno ([33]). Se trata del coseno del ¶angulo que forman dos
vectores, formalmente, sean dos vectores V1 y V2, cuyas respectivas longi-
tudes son kV1k y kV2k, el coseno del ¶angulo que forman se de¯ne como en la
ecuaci¶on (3.12).
cos(V1; V2) = ~V1 ¢ ~V2 =
Pn
j=1 v1j ¢ v2j
kV1k ¢ kV2k (3.12)
Al contrario que la medida Eucl¶³dea, no se trata de distancia sino de
similitud. Esto se traduce en que su valor, que est¶a contenido dentro del
rango [0,1], cuanto m¶as cerca est¶a de 1, m¶as similares ser¶an los dos vectores
y cuanto m¶as cerca de 0, m¶as divergen los vectores el uno del otro (m¶as
perpendiculares son).
Bajo una representaci¶on binaria, una simple consulta booleana de tipo
disyuntivo (e.g. "DNA" or "AIDS") puede ser transformada en un vector
con un 1 en las posiciones correspondientes a los t¶erminos de la consulta y 0
en todas las dem¶as. Una b¶usqueda de vectores de documentos que encajen con
el vector consulta, usando la medida del coseno, devolver¶a exactamente los
mismos documentos que un sistema booleano basado en¶³ndices. Sin embargo,
diferentes sistemas de pesado devolver¶an distintos resultados. Adem¶as, para
consultas que contienen varios t¶erminos, el uso de un sistema de b¶usqueda por
similitud tiene dos ventajas principales. Primero, no es necesario especi¯car
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una consulta mediante una expresi¶on booleana complicada que puede no
corresponder con lo que se quiere buscar, de esta manera, se puede utilizar
como consulta incluso un documento entero. Y en segundo lugar, devuelve
documentos que encajan mejor con la informaci¶on necesaria que un sistema
booleano, y adem¶as ordena los resultados acorde con el nivel de similitud
que guarda con el conjunto de t¶erminos de la consulta. Esto es porque es la
combinaci¶on de palabras de la consulta la que determina el resultado, y no
una determinada palabra espec¶³¯ca.
Por ejemplo, consideramos la consulta "paciente c¶ancer Kaposi Sarcoma
VIH" en una base de datos biom¶edica cuyo sistema de b¶usqueda es vectorial.
Mediante esta consulta se pretende recuperar todos los art¶³culos m¶edicos
acerca de los pacientes con VIH que tienen un tumor de sarcoma de Kaposi
y no los art¶³culos acerca de gente que sea paciente o que pertenezca al signo
zodiacal de c¶ancer. Las palabras "VIH", "kaposi", "sarcoma", sirven en este
caso para desambiguar las palabras "paciente" y "c¶ancer", dando as¶³ mayor
puntuaci¶on a los documentos que traten de pacientes con VIH que sufren un
Sarcoma de Kaposi. N¶otese que no es necesario especi¯car ninguna consulta
mediante operadores booleanos y que ninguno de los documentos devueltos
tiene que tener todos los t¶erminos especi¯cados en la consulta. Este ejemplo
muestra que la polisemia de las palabras "c¶ancer" y "paciente" se resuelve
de manera impl¶³cita por la presencia de los otros t¶erminos, sin necesitar que
ninguno de los t¶erminos deba de aparecer en los documentos un n¶umero
elevado de veces.
Aunque es sin lugar a dudas muy ¶util, el modelo vectorial basado en
el c¶alculo del coseno tiene algunos inconvenientes. Ya se ha hablado de
la polisemia y la sinonimia como los problemas principales que impone el
lenguaje natural en los sistemas de recuperaci¶on de la informaci¶on. El mod-
elo vectorial ataja esos problemas hasta cierto punto, como se ve en el ejemplo
anterior. Sin embargo, la presencia de las palabras de manera expl¶³cita sigue
siendo un problema. Si ning¶un documento de la base de datos biom¶edica del
ejemplo contiene el t¶ermino "VIH" para referirse a los pacientes con el virus
de inmunode¯ciencia (por ejemplo, utilizan la palabra SIDA), se podr¶an re-
cuperar todos los documentos que hablan de los pacientes con Sarcoma de
Kaposi, aun cuando no est¶en infectados con el VIH, simplemente porque
ning¶un documento encaja con el t¶ermino "VIH" de la consulta.
3.3.3 Modelo probabil¶³stico
Una manera de relajar la dependencia entre los resultados recuperados y
los t¶erminos expl¶³citos de la consulta es usando el modelo probabil¶³stico. El
modelo probabil¶³stico cl¶asico fue propuesto en 1976 por Robertson y Sparck
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Jones ([35]) y m¶as tarde ser¶³a conocido como modelo de recuperaci¶on bi-
naria independiente (BIR). Este modelo trata de abarcar el problema de
la recuperaci¶on de informaci¶on dentro del marco de la Probabilidad. Dada
una cosulta de un usuario, el modelo presupone que existe un conjunto de
documentos que contiene todos los documentos que son relevantes y ninguno
m¶as, a este conjunto le vamos a llamar respuesta ideal. Si tuvi¶esemos una de-
scripci¶on de c¶omo debe ser esa respuesta ideal, no habr¶³a muchos problemas
en recuperar el conjunto de documentos, el problema es que inicialmente no
disponemos de esa informaci¶on. as¶³ que se propone una respuesta ideal inicial,
y se da al usuario la oportunidad de decir qu¶e documentos son relevantes y
cu¶ales no del conjunto propuesto. Repitiendo este proceso, el sistema deber¶³a
ser capaz de conocer la descripci¶on de la respuesta ideal y devolverla.
El modelo probabil¶³stico se basa en el siguiente supuesto: dada una con-
sulta q y un documento dj en la colecci¶on, el modelo probabil¶³stico trata
de estimar la probabilidad de que el usuario encuentre a dicho documento
relevante. El modelo asume que esta probabilidad de relevancia depende
¶unicamente de la consulta hecha y del propio documento. De esta manera,
se asume que existe un subconjunto de entre todos los documentos que el
usuario quiere como respuesta a la consulta q. Ese conjunto R que forma la
respuesta ideal maximiza la probabilidad de relevancia para el usario. Todos
los documentos que se encuentren en el conjunto R se dice que son relevantes
para la consulta y los que no est¶an en la consulta son no relevantes.
El problema es que no se dice de qu¶e manera calcular la probabilidad de
que un determinado documento sea relevante o no. Dada una consulta q, la
relevancia de un documento dj se calcula como indica la ecuaci¶on (3.13)
sim(dj; q) =
P (dj relevante para q)
P (dj no relevante para q)
(3.13)
Para el modelo probabil¶³stico, los pesos de los t¶erminos son siempre bi-
narios. Una consulta q es un subconjunto del ¶³ndice de t¶erminos. Sea R el
conjunto de documentos conocidos (o propuesto inicialmente) que son rel-
evantes. Sea ¹R el conjunto complementario de R (el conjunto de todos los
documentos que no son relevanes). Sea P (Rj~dj)la probabilidad de que el doc-
umento dj sea relevante para la consulta q y P ( ¹Rj~dj) la probabilidad de que
dj nos sea relevante para q. De esta manera, la similitud sim(dj; q) de el
documento dj y la consulta q se de¯ne como en (3.14).
sim(dj; q) =
P (Rj~dj)
P ( ¹Rj~dj)
(3.14)
Mediante Bayes llegamos a (3.15)
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sim(dj; q) =
P (~djjR)£ P (R)
P (~djj ¹R)£ P ( ¹R)
(3.15)
donde P (~djjR) es la probabilidad de que el documento dj sea seleccionado
de el conjunto R de documentos relevantes y P (R) la probabilidad de que un
documento seleccionado aleatoriamente de la colecci¶on entera sea relevante.
El razonamiento con P (~djj ¹R) y P ( ¹R) es an¶alogo. Como P (R) y P ( ¹R) son
iguales para todos los documentos de la colecci¶on, podemos escribir:
sim(dj; q) » P (
~djjR)
P (~djj ¹R)
Asumiendo independencia del ¶³ndice de t¶erminos:
sim(dj; q) »
(¦gi( ~dj)=1P (kijR))£ (¦gi( ~dj)=0P ( ¹kijR))
(¦gi( ~dj)=1P (kij ¹R))£ (¦gi( ~dj)=0P ( ¹kij ¹R))
donde P (kijR) es la probabilidad de que el t¶ermino ki est¶e presente en un
documento seleccionado aleatoriamente de el conjunto R y P ( ¹kijR) es la prob-
abilidad de que el t¶ermino ki no est¶e presente en un documento seleccionado
aleatoriamente del conjunto R. De nuevo, las probabilidades asociadas a ¹R
tienen una explicaci¶on an¶aloga.
Haciendo c¶alculos, sabiendo que P (kijR)+P ( ¹kijR) = 1, llegamos a (3.16).
sim(dj; q) »
tX
i=1
Wiq ¢Wij ¢
µ
log
P (kijR)
1¡ P (kijR) + log
1¡ P (kij ¹R)
P (kij ¹R)
¶
(3.16)
=
X
ki2q
T
di
µ
log
P (kijR)
1¡ P (kijR) + log
1¡ P (kij ¹R)
P (kij ¹R)
¶
(3.17)
donde Wij es 1 si ki aparece en dj y 0 en otro caso. Como no conocemos
el conjunto R desde el principio, necesitamos alg¶un m¶etodo para calcular
tanto P (kijR) como P (kij ¹R). Existen muchas alternativas para hacer esto,
aunque s¶olo veremos dos. Al comienzo, se pueden hacer una serie de suposi-
ciones b¶asicas, como asumir que P (kijR) es constante para todos los t¶erminos
¶³ndice ki (t¶³picamente se supone P (kijR) = 0,5) y que la distribuci¶on de los
t¶erminos ¶³ndice en el conjunto ¹R es igual a la distribuci¶on de los t¶erminos
¶³ndice en toda la colecci¶on de documentos (tendr¶³amos que P (kij ¹R) = ni=N ,
donde ni es el n¶umero de documentos que contienen el t¶ermino ki y N es
el n¶umero total de documentos que tenemos). Tras una primera iteraci¶on se
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recuperan V documentos, ¯jamos un umbral r y nos quedamos con el sub-
cojunto de los r documentos con mayor probabilidad. Sea vi el n¶umero de
documentos recuperados que contienen el t¶ermino ki. Ahora debemos mejo-
rar los valores de P (kijR) y P (kij ¹R) para mejorar los resultados, podemos
asumir que podemos aproximar P (kijR) por la distribuci¶on de los t¶erminos
¶³ndice ki en los documentos recuperados y que podemos aproximar P (kij ¹R)
considerando que los documentos no recuperados son no relevantes. Con eso
llegar¶³amos a:
P (kijR) = viV
P (kij ¹R) = ni¡viN¡V
Este proceso se repite recursivamente, mejorando P (kijR) y P (kij ¹R) sin
la necesidad de la intervenci¶on de un humano, sin embargo, se puede usar
tambi¶en la asistencia del usuario para de¯nir el subconjunto V, tal y como
suger¶³a la idea original del modelo.
La mayor ventaja de este modelo es que los documentos son ordenados de
manera decreciente respecto a la probabilidad que tienen de ser relevantes.
Pero tiene una serie de desventajas como por ejemplo:
² La necesidad de suponer inicialmente la separaci¶on de documentos rel-
evantes y no relevantes, es decir que se comienza adivinando y luego se
re¯na esa apuesta iterativamente.
² El m¶etodo no considera la frecuencia con la que un t¶ermino aparece
en un documento, sino que ve cada documento como un conjunto de
t¶erminos (la informaci¶on es binaria).
² Necesita presuponer que los t¶erminos son independientes.
Sin embargo tiene una base te¶orica que es distinta al del modelo vec-
torial y permite algunas extensiones que s¶³ son bastantes populares. En
([36]) se ve cada documento de la colecci¶on como un modelo de lenguaje
donde los t¶erminos siguen aproximadamente una distribuci¶on multinomial.
Los documentos devueltos por el sistema son aquellos que se consideran ¯rmes
candidatos a ser el modelo de lenguaje fuente de la consulta hecha. Otra
aproximaci¶on fue la desarrollada en [37], donde los documentos son vistos
como si hubiesen sido generados por alg¶un modelo probabil¶³stico en el que la
sem¶antica de los t¶erminos seleccionados fuese determinada estoc¶asticamente
por un conjunto de variables escondidas. Otra aproximaci¶on m¶as es la iden-
ti¯caci¶on probabil¶³stica de temas por Shatkey et. al. ([38]) donde se ve a los
documentos de la misma manera que en [36], como un modelo de lenguaje
donde los t¶erminos, en este caso, siguen la distribuci¶on de Bernuilli.
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3.3.4 Latent Semantic Indexing
Como ya se ha dicho antes, resumir el contenido de los documentos y las
consultas a un conjunto de t¶erminos puede ocasionar problemas a la hora de
recuperar informaci¶on debido a que muchos documentos no relevantes pueden
ser incluidos dentro del conjunto de respuesta por compartir t¶erminos con
la consulta y a que documentos que s¶³ son relevantes, pero que no tengan
ninguno de los t¶erminos que aparecen en la consulta, no son recuperados.
La sinonimia y la polisemia son las dos principales causantes de estos
problemas. Al hablar de sinonimia nos referimos al hecho de que existen
diferentes maneras de llamar a una misma cosa. Los usuarios en diferentes
contextos, con diferentes necesidades, conocimientos, h¶abitos lingÄu¶³sticos de-
scribir¶an la misma informaci¶on usando distintos t¶erminos. La sinonimia es
la principal culpable de disminuir el valor de "recall" de los sitemas de recu-
peraci¶on.
Por polisemia se entiende al hecho de que muchas palabras puedan tener
m¶as de un ¶unico signi¯cado. Una misma palabra usada en diferentes contex-
tos o por distintas personas puede llegar a signi¯car cosas completamente
distintas. De esta manera, el hecho de que un determinado t¶ermino aparezca
en una consulta no signi¯ca necesariamente que un documento que contenga
dicho t¶ermino sea de inter¶es. La polisemia hace que los sistemas de recu-
peraci¶on obtengan una baja "precisi¶on".
Los sistemas de recuperaci¶on e indexado no son capaces de superar el
problema de la sinonimia y la polisemia debido principalmete a tres factores:
² Los t¶erminos indice identi¯cados no son su¯cientes. s¶olo se emplea uan
fracci¶on de todos los posibles t¶erminos que existen para describir a
un documento correctamente. Eso es debido en parte a que los mismo
documentos no contienen todas esas palabras y a que determinados
sistemas omiten algunas de las palabras o simplemente las desechan.
² El segundo factor es el propio m¶etodo usado para intentar solventar
el problema de la polisemia. Algunos sistemas reducen su campo a un
vocabulario controlado e incluso utilizan la intervenci¶on del ser humano
para traducir las palabras a los t¶erminos conocidos. Esto no s¶olo es muy
caro y poco e¯ciente, sino que ni si quiera es necesariamente efectivo.
Otros intentan desambiguar las palabras de una consulta a trav¶es del
resto de palabras mediante expresiones booleanas, pero en este caso
se necesita que el usuario conozca el ¶algebra de Boole o que utilice
los t¶erminos necesarios en la consulta para que la desambiguaci¶on sea
efectiva, y no siempre se da el caso.
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² El tercer factor es algo m¶as t¶ecnico. Este tipo de sistemas tratan cada
t¶ermino como si fuera independiente de todos los dem¶as [Ve¶ase Van
Rijsbergen [9]]. De esta manera las palabras que aparecen casi siempre
juntas en un documento son tratadas o "puntuadas" de la misma man-
era que aquellas palabras que s¶olo aparecen en el mismo documento en
raras ocasiones.
El m¶etodo Latent Semantic Indexing (LSI), propuesto inicialmente en
[39], utiliza la relaci¶on impl¶³cita que existe en t¶erminos y documentos, pero a
nivel sem¶antico, prentendiendo as¶³ mejorar la detecci¶on de aquellos documen-
tos que sean relevantes en funci¶on de los t¶erminos que se hayan encontrado
en la consulta. Se vale de un m¶etodo matem¶atico conocido como Singular
Value Descomposition (SVD), cuyo cometido es el de factorizar matrices. En
este caso se trata de una matriz de t¶erminos por documentos, que una vez
factorizada representa la estructura sem¶antica latente entre la colecci¶on de
documentos y los t¶erminos contenidos. El motivo de usar SVD es el de reducir
la dimensionalidad del espacio de t¶erminos, que terminan agrup¶andose como
conceptos (ideas m¶as generales que pueden englobar uno o m¶as t¶erminos).
De esta manera se reducen los efectos de la sinonimia y la polisemia.
Sea t el n¶umero total de t¶erminos ¶³ndice y N el n¶umero total de docu-
mentos en la colecci¶on. Se de¯ne ~M = (Mij) como la matriz de t¶erminos por
documentos asociada con t ¯las y N columnas. A cada elemento Mij de la
matriz se le asigna un pesoWij asociado al par t¶ermino-documento [ki; dj]. El
pesoWij puede ser binario o generado mediante una t¶ecnica de pesado, como
la TFIDF comentada en el modelo vectorial. LSI propone la descomposici¶on
de ~M mediante SVD obteniendo otras tres matrices, de la siguiente manera:
~M = ~T0 ¢ ~S0 ¢ ~Dt0
de tal manera que tanto ~T0 como ~D0 tienen columnas ortonormales y que
~S0 es diagonal de r £ r donde r = min(t; N) es el rango de ~M . ~T0 y ~D0
son las matrices de los vectores singulares de la izquierda y la derecha y ~S0
es la matriz diagonal de los valores singulares. La descomposici¶on SVD es
¶unica (salvo permutaciones de ¯las o columnas)y adem¶as, por convenio, los
elementos de la diagonal de ~S0 han de ser todos positivos y ordenados de
mayor a menor.
El m¶etodo SVD adem¶as permite aproximar el modelo mediante matrices
m¶as peque~nas de una manera muy sencilla. Si lo valores singulares de la
matriz ~S0 est¶en ordenados por magnitud, los k primeros elementos mayores
deben ser conservados y el resto puestos a cero junto con las correspondientes
columnas en ~T0 y ~D0. El producto de las matrices resultantes es la matriz
~Mk, de rango k y aproximadamente igual a ~M
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~Mk = ~Tk ¢ ~Sk ¢ ~Dtk
donde k, k < r, es la dimensionalidad del espacio de conceptos reducido
que se utiliza para representar los datos. Aunque la elecci¶on de k es un punto
cr¶³tico para que el algoritmo funcione bien, generalmente se elige una k tal
que la suma de los k primeros elementos de la diagonal de ~S0 represente al
menos el 80% de la suma total de todos los elementos.
La relaci¶on entre dos documentos cualesquiera en el espacio reducido de
dimensionalidad k se obtiene de la matriz ~M tk
~Mk.
~M tk
~Mk = ( ~Tk ~Sk ~Dtk)
t ~Tk ~Sk ~Dtk
= ~Dk ~Sk ~T tk
~Tk ~Sk ~Dtk
= ~Dk ~Sk ~Sk ~Dtk
= ( ~Dk ~Sk)( ~Dk ~Sk)
t
En la matriz resultante, el elemento (i; j) cuanti¯ca la relaci¶on entre los
documentos di y dj. Para tener la similitud de todos los documentos con
respecto a una consulta dada por un usuario, podemos simplemente mod-
elar dicha consulta como si fuese un pseudo-documento que se encontrase
en la matriz ~M original, por ejemplo el documento d0. De esta manera, la
primera ¯la de la matriz ~M tk
~Mk contendr¶a el grado de similitud de todos los
documentos de la colecci¶on respecto de la consulta.
Como las matrices usadas en el modelo LSI son de rango k, k ¿ t y
k ¿ N , indexan de manera muy e¯ciente a los documentos de la colecci¶on.
Adem¶as, eliminan ruido y redundancias.
El m¶etodo LSI, a pesar de ser una muy buena opci¶on, tiene tambi¶en sus
desventajas:
² Es muy efectivo en colecciones peque~nas de documentos, pero no tanto
en colecciones grandes.
² La transformaci¶on algebraica que se lleva a cabo hace que el m¶etodo
no sea capaz de devolver qu¶e t¶erminos son responsables de la similitud
de los documentos.
3.3.5 Modelo de redes neuronales
En un sistema de Recuperaci¶on de la Informaci¶on, los vectores de documentos
son comparados con los vectores consulta para calcular el grado de similitud
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entre ellos. Esto se hace capturando y pesando los t¶erminos ¶³ndice que apare-
cen en los documentos y en las consultas y comparando los patrones de unos
y otros. Como las redes neuronales son conocidas por ser buenas encontrando
patrones, es natural considerar su uso como un modelo alternativo para la
recuperaci¶on de informaci¶on.
Es un hecho constatado que nuestro cerebro esta compuesto por billones
de neuronas. Cada neurona puede ser entendida como una unidad b¶asicas
de proceso que al recibir una determinada se~nal, es estimulada y reacciona
emitiendo una serie de se~nales. Las se~nales emitidas por una neurona son
enviadas a otras neuronas que pueden a su vez emitir nuevas se~nales de salida
y as¶³ propagarse la se~nal inicial durante varias capas de neuronas. La se~nal
ser¶a ¯nalmente procesada en el cerebro y puede producir alguna reacci¶on
f¶³sica en respuesta (por ejemplo, una acci¶on motora).
Una red neuronal representa de manera muy simpli¯cada mediante un
grafo el conjunto de neuronas interconectadas en un cerebro humano. Los
nodos del grafo son las unidades de proceso mientras que las aristas ser¶³an
las conexiones sin¶apticas. Para simular el hecho de que la intensidad de las
conexiones sin¶apticas en el cerebro humano cambian constantemente se asig-
nan pesos a las aristas del grafo que forma la red neuronal. En cada momento
el estado de un nodo se de¯ne por su nivel de activaci¶on (que es una funci¶on
de su estado inicial y de las se~nales que recibe como entrada). Dependiendo
de su nivel de activaci¶on, un nodo A enviar¶a una se~nal a su vecino B. La
intensidad de la se~nal enviada depender¶a del peso asociado a la arista que
conecta el nodo A y el nodo B.
Una red neuronal empleada en recuperaci¶on de la informaci¶on puede ser
de¯nida como ilustra la ¯gura 3.2. Se observa que la red neuronal est¶a com-
puesta por tres capas: una para los t¶erminos de la consulta, otra para los
t¶erminos de los documentos y la tercera para los documentos mismos. En
este modelo los nodos de la primera capa (los t¶erminos de la consulta) son
los que inician el proceso de inferencia enviando se~nales a los nodos de los
t¶erminos de los documentos (segunda capa). Seguidamente, los nodos de la
segunda capa propagan la se~nal (o no) hasta los nodos que representan a
los documentos (tercera capa). as¶³ se completa la primera fase en la que una
se~nal viaja desde los nodos de los t¶erminos de la consulta hasta los nodos de
los documentos.
La red neuronal, sin embargo, no termina tras esta primera fase, sino que
los nodos de los documentos generan nuevas se~nales y las propagan hacia
atr¶as, hacia los nodos de los t¶erminos de los documentos (esa es la raz¶on por la
cual las aristas que conectan la segunda y a tercera capa son bidireccionales).
El proceso se repite recursivamente mientras la se~nal se hace cada vez m¶as
d¶ebil, hasta que llega un momento en el que el proceso de activaci¶on se
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Figura 3.2: Un modelo de red neuronal para Recuperaci¶on de la Informaci¶on,
extra¶³do de [31]
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termina parando. Este proceso puede activar a un documento dl aun cuando
dicho documento no contenga ning¶un t¶ermino de la consulta. as¶³, el proceso
entero puede ser interpretado como la activaci¶on de un tesauro integrado.
En primer lugar se asigna un nivel de activaci¶on igual a 1 a los nodos
de los t¶erminos de consulta. ¶estos propagan a los nodos de la segunda capa
se~nales que son atenuadas por los pesos normalizados de los t¶erminos de la
consulta, ¹Wiq. Los pesos Wiq se de¯nen del mismo modo que en el modelo
vectorial, de tal manera que tenemos:
¹Wiq =
WiqqPt
i=1W
2
iq
donde la normalizaci¶on se hace usando la norma del vector consulta.
Una vez que las se~nales llegan a los nodos de los t¶erminos de los documen-
tos, ¶estos env¶³an nuevas se~nales a los nodos de los documentos. Estas se~nales
son atenuadas por los pesos de los t¶erminos de los docuemntos normalizados
Wij que derivan de los pesos Wij de¯nidos en el modelo vectorial.
¹Wij =
WijqPt
i=1W
2
ij
donde la normalizaci¶on se hace usando la norma de los vectores de los
documentos. De esta manera, en una primera vuelta, el nivel de activaci¶on
del nodo asociado al documento dj es el dado por:
tX
i=1
¹Wiq ¹Wij =
Pt
i=1WiqWijqPt
i=1W
2
iq £
qPt
i=1W
2
ij
que encaja exactamente con la ecuaci¶on (3.12) descrita en el modelo vec-
torial.
Para mejorar la e¯cacia de la recuperaci¶on, la red cotinua con la difusi¶on
de la se~nal de activaci¶on. Esto modi¯ca el ranking inicial del mismo modo
que si el usuario especi¯cara qu¶e documentos son relevantes y cuales no dada
una respuesta inicial por parte del sistema (m¶etodo parecido al explicado
en el modelo probabil¶³stico). Para hacer que el proceso sea m¶as efectivo, se
puede asociar un umbral m¶³nimo de activaci¶on que haga que aquellos nodos
de documentos que reciban una se~nal tal que no supera dicho umbral, no la
propaguen (V¶ease [40]).
No hay evidencia de que las redes neuronales consigan resultados superi-
ores con colecciones de documentos generales. Sin embargo, una red neuronal
presenta un modelo paradigm¶atico alternativo y adem¶as, consigue recuperar
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documentos aun cuando ¶estos no hayan sido relacionados inicialmente a los
t¶erminos consulta.
3.3.6 CBR para recuperaci¶on de la informaci¶on
Aunque no se incluye exactamente dentro de las t¶ecnicas de recuperaci¶on de la
informaci¶on, se puede citar la t¶ecnica de CBR como m¶etodo de recuperaci¶on
de documentos. El Razonamiento Basado en Casos (CBR) es una t¶ecnica de
resoluci¶on de problemas que se basa en la manera de razonar del ser humano.
Muchos estudios en Psicolog¶³a a¯rman que la mente del ser humano trata de
resolver determinadas situaciones utilizando informaci¶on espec¶³¯ca de expe-
riencias anteriores (e.g. [41]). De esta manera, en CBR un nuevo problema
ser¶a resuelto encontrando casos pasados similares y reutiliz¶andolos, adap-
tando la soluci¶on a la situaci¶on del caso nuevo. Una de las ventajas es que el
caso nuevo se incorpora a la base de conocimiento del sistema, poni¶andolo a
disposici¶on de problemas futuros, de esta manera a medida que se resuelven
problemas mejorar¶an los resultados obtenidos. Adem¶as CBR permite com-
binar la informaci¶on de problemas anteriores con conocimiento adicional del
contexto en el que se trabaje, por ejemplo si es un sistema relacionado con
la abogac¶³a se puede incorporar informaci¶on acerca de la legislaci¶on vigente.
A los sistemas de este tipo se les considera CBR de conocimiento intensivo.
En [42] se explican las cuatro fases que generalmente componen el ciclo
de un sistema CBR: recuperaci¶on, reutilizaci¶on, revisi¶on y recuerdo.
² La fase de recuperaci¶on se ocupa por una parte de determinar qu¶e car-
acter¶³sticas del caso nuevo son las que van a permitir encontrar casos
relevantes de la base de casos del sistema. Despu¶es se acceder¶a a memo-
ria para recuperar los casos m¶as similares, se ordenar¶an seg¶un el grado
de similitud y se escoger¶an aquellos que pasen de un determinado valor
umbral o simplemente se selecciona aquel que presente m¶as semejanza.
² En la fase de reutilizaci¶on se utiliza el conocimiento incluido en el caso
recuperado para resolver/clasi¯car el problema/situaci¶on actual. Aqu¶e
existen dos posibles alternativas, se puede ofrecer sin m¶as la soluci¶on
recuperada sin modi¯car o se puede adaptar previamente a la situaci¶on
actual. Esto ¶ultimo requiere encontrar las diferencias entre el caso re-
cuperado y el actual y aplicar alg¶un mecanismo que sugiera cambios
en funci¶on de esas diferencias encontradas.
² En la fase de revisi¶on se pone a prueba la soluci¶on propuesta, ya sea
siendo evaluada por un experto, o aplic¶andola directamente a un sis-
tema real. En caso de no ser una soluci¶on adecuada se incorpora de
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alguna manera la informaci¶on al respecto, reparando la soluci¶on o in-
corporando alg¶un mecanismo en el sistema que se encargue de llevar a
cabo alguna estrategia de reparaci¶on.
² La fase de recuerdo es la que integra el nuevo caso con sus caracter¶³sticas
m¶as relevantes y su soluci¶on en la base de casos del sistema. Es esta
fase la que hace que el sitema CBR mejore su funcionamiento a medida
que va adquiriendo nuevas experiencias.
En el caso de recuperaci¶on de la informaci¶on los documentos han de ser
representados como conjuntos de caracter¶³sticas que se establecen durante
la adquisici¶on del conocimiento (fase necesaria) y la medida de similitud de-
pender¶a del dominio en que nos encontremos. Esta es la principal desventaja
del uso de CBR, que se necesita poseer conocimiento previo del dominio en
el que se est¶a trabajando, lo que hace que s¶olo se pueda aplicar en cam-
pos muy limitados. Por otra parte, adem¶as de tratarse de una alternativa a
los m¶etodos tradicionales, el uso de CBR permite integrar informaci¶on no
textual que puede ayudar a mejorar los resultados obtenidos por ¶estos.
Algunos sistemas han sido implementados siguiendo esta l¶³nea como por
ejemplo en [43], donde se implementa un sistema de recuperaci¶on de docu-
mentos al modo de una FAQ para la empresa privada, o en [44], donde el
sitema SPYRO dise~nado recupera en una primera fase documentos relevantes
mediante CBR y una segunda fase utiliza t¶ecnicas de IR. En general, se trata
de trabajos muy limitados y orientados a campos muy concretos.
3.3.7 Categorizaci¶on de textos
Se trata de una tarea que a veces llevana cabo los sistemas de recuperaci¶on
de la informaci¶on. Se etiquetan los textos de lenguaje natural con categor¶³as
tem¶aticas que se extraen de un conjunto previamente de¯nido. Existen dos
maneras de hacerlo, en la primera (Ingenier¶³a de Conocimiento) ([45], [46]) el
usuario de¯ne una serie de reglas manualmente que codi¯can la informaci¶on
de los expertos, estas reglas hacen que los textos sean despu¶es etiquetados
correctamente. La otra aproximaci¶on esta basada en t¶ecnicas de Aprendizaje
Autom¶atico o Machine Learning ([47], [48], [49], [50]) donde un proceso pre-
viamente entrenado clasi¯ca autom¶aticamente los textos a partir de un con-
junto de textos preclasi¯cados. Dentro de esta categor¶³a podr¶³amos enmarcar
algunas de los trabajos mediante CBR comentadas en el punto anterior.
Un ejemplo de Ingenier¶³a de Conocimiento es el sistema CONSTRUE
([45],[46]) implementado por el Carnegie Group para la agencia de noticias
Reuters. Una regla del sistema consiste en de¯nir una codici¶on como una
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disyunci¶on de cl¶ausulas conjuntivas seguida de una categor¶³a como resultado.
Por ejemplo, la siguiente regla identi¯ca art¶³culos que deben ser considerados
como relevantes para "wheat":
If ((wheat & farm) or
(wheat & commodity) or
(bushels & export) or
(wheat & tones) or
(wheat & winter & soft))
then Wheat
else ~Wheat
La principal desventaja de este m¶etodo es el cuello de botella que supone
la adquisici¶on de conocimiento (como en el caso de la t¶ecnica de CBR co-
mentada antes). Las reglas deben ser de¯nidas manualmente por un ingeniero
de conocimiento a trav¶es de la informaci¶on que reciba de los expertos en el
dominio. Si se modi¯ca el conjunto de categor¶³as, se necesita de nuevo la
participaci¶on de ambas partes. Hayes et. al. ([45], [46]) consigui¶o un 90% de
recall y precisi¶on en un conjunto de test reducido (cerca de 723 documen-
tos). Sin embargo, el proceso de desarollo fue demasiado costoso (tom¶o varios
a~nos) y el conjunto de test no era lo su¯cientemente signi¯cativo como para
validar los resultados, no est¶a claro si los resultados escalar¶³an en un sistema
m¶as grande.
3.4 Extracci¶on de la Informaci¶on
Opuestamente a la recuperaci¶on de informaci¶on, encargada de seleccionar los
documentos m¶as relevantes en funci¶on de las necesidades del usuario, la ex-
tracci¶on de la informaci¶on (Information Extraction o IE) es el nombre dado
a cualquier proceso que recupera informaci¶on que se encuentren de manera
expl¶³cita o impl¶³cita en uno o m¶as textos [51]. Se trata de una t¶ecnica de
text mining que combinada con herramientas NLP, recursos l¶exicos y restric-
ciones sem¶anticas, proporciona modulos efectivos para identi¯car hechos y
relaciones en la literatura.
Los sistemas de extracci¶on buscan entidades, relaciones entre ellas u otros
hechos espec¶³¯cos dentro de los textos. Permite adem¶as el etiquetado de los
documentos, pero no tal y como se comentaba en el apartado correspondiente
a Text Categorization, utilizando un conjunto de categor¶³a prede¯nidas, sino
que identi¯ca conceptos expl¶³citos y relaciones dentro de los textos, y asocia
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partes espec¶³¯cas del documento con alg¶un asunto que sea de inter¶es, es
utilizando estas entidades espec¶³¯cas, hechos y eventos encontrados como se
puede etiquetar al documento, y no mediante categor¶³as ¯jadas de antemano.
3.4.1 Arquitectura de los sistemas de extracci¶on de la
informaci¶on
Seg¶un Shatkay et al. ([52]), un sistema de extracci¶on de la informaci¶on tiene
tres o cuatro fases principales. La primera fase consiste en la tokenizaci¶on,
dividir el documento en bloques b¶asicos. Estos bloques suelen ser palabras,
oraciones o p¶arrafos, en raras ocasiones se elige tener unos bloques m¶as
grandes (como cap¶³tulos o secciones). La segunda fase consiste en el an¶alisis
morfol¶ogico y l¶exico, asignar etiquetas PoS (Part of Speech) a las palabras,
creaci¶on de sintagmas b¶asicos (nominales o verbales) y desambig?aci¶on de
palabras o expresiones. La tercera fase trata del an¶alisis sint¶actico, estable-
ciendo la conexi¶on entre las diferentes partes de cada oraci¶on, explicado en
una secci¶on previa. La cuarta fase consiste en el an¶alisis de dominio, donde
se combina toda la informaci¶on extra¶³da en las fases anteriores para describir
las relaciones entre las distintas entidades. El an¶alisis de dominio lleva a cabo
tambi¶en un proceso de resoluci¶on de an¶aforas.
3.4.2 Resoluci¶on de an¶aforas
Uno de los principales desaf¶³os que tienen los sistemas de text-mining es
la resoluci¶on de an¶aforas, esto es, la habilidad para resolver co-referencias
(varias palabras distintas re¯ri¶ondose a la misma entidad dentro del texto)
(Hobbs, 1986).
Se ha concluido (Lappin y Leass, 1994) que, en general, resolver el prob-
lema entre nombres propios y alias o pseud¶onimos es algo m¶as f¶acil, resolver
el problema de los pronombres personales como it, this, theses, he, she, etc.
es m¶as dif¶³cil y resolver el problema en sintagmas nominales como "the two
genes" es la tarea m¶as complicada y propensa a errores.
Lo m¶as com¶un parece ser utilizar una t¶ecnica basada en conocimiento
([53]) donde todos los antecedentes de cada frase que haga referencia que se
quiera estudiar son tenidos en cuenta. Estos antecedentes son computados
bas¶³ndose en el tipo de frase que se est¶a observando. Para nombres pro-
pios, todas las entidades previas sirven como candidatos. Para pronombres,
se miran las entidades que aparecen en oraciones anteriores pero del mismo
p¶arrafo. Para de¯nir los sintagmas nominales, se tienen en cuenta todas las
entidades que aparezcan tanto en el p¶arrafo actual como el anterior. una
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excepci¶on son las entidades de la forma "the X" donde X es el nombre de
una compa~n¶³a, corporaci¶on, organizaci¶on, etc. cuyo alcance abarca todo el
texto previo. con el ¯n de seleccionar el antecedente correcto del conjunto de
posibles candidatos, se eliminan en primer lugar aquellos que sean incompati-
bles con la expresi¶on que se est¶a estudiando (por cuesti¶on de g¶enero, n¶umero,
tipo, etc). De los candidatos que quedan, se selecciona uno acorde a un orden
de importancia, cuanto m¶as cerca de la oraci¶on actual mejor.
Parece ser que este sistema consigue resultados relativamente buenos lo-
grando encajar correctamente entidades con expresiones que hacen referencia
a ellas en el texto en porcentajes alrededor del 80%.
3.5 M¶etodos de evaluaci¶on de los resultados
Cuando se aplica alg¶un tipo de an¶alisis textual sobre una colecci¶on de docu-
mentos determinada o, m¶as importante, cuando se desarrolla una herramienta
nueva, es fundamental saber si los resultados obtenidos son ¯ables. Dado que
es imposible conocer todos los posibles casos con los que se puede encon-
trar una herramienta de estas caracter¶³sticas (por ejemplo, todos los posibles
art¶³culos que pueden aparecer) y, por lo tanto, evaluar los resultados de man-
era anticipada no es viable, lo m¶as razonables es medir la efectividad de una
determinada herramienta compar¶andola con otra t¶ecnica candidata que haga
el mismo tipo de an¶alisis, utilizando en ambos casos el mismo dominio. El
dominio consiste en un corpus anotado o etiquetado que est¶a compuesto por
elementos textuales. Adem¶as de eso, ser¶a necesario una medida o m¶etrica
para denotar la efectividad del sistema ejecutad sobre ese dominio.
Una buena manera para evaluar tanto sistemas de recuperaci¶on de la
informaci¶on como sistemas de extracci¶on de la informacion es midiendo los
valores de recall y precisi¶on. Tenemos un conjunto de N elementos (ya sean
terminos, oraciones o documentos) y tenemos un sistema qe esencialmente se
encarga de etiquetar positiva o negativamente a dicho eslementos siguiendo
alg¶un criterio determinado, por ejemplo si son relevantes para una determi-
nada consulta, o si pertenecen a una categor¶³a de documentos determinada
o a alguna clase de t¶ermino. Mediante este etiquetado, que no es perfecto, se
divide el conjunto original en 4 sunconjuntos:
² Verdaderos positivos: A elementos correctamente etiquetados como pos-
itivos.
² Falsos positivos: B elementos etiquetados como positivos err¶oneamente.
² Verdaderos negativos: C elementos etiquetados como negativos correc-
tamente.
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² Falsos negativos: D elementos etiquetados como negativos de manera
incorrecta
de tal manera que el n¶umero de elementos en el conjunto es N = A+B+
C +D
La Precisi¶on, P, es la proporci¶on de verdaderos positivos con respecto
a todos los elementos que el sistema ha considerado positivos, es decir, en
recuperaci¶on de la informaci¶on, la proporci¶on existente entre el n¶umero de
documentos que eran relevantes para la consulta y que ha devuelto el sistema
y el n¶umero total de documentos que ha devuelto el sistema. El recall, R,
es la proporci¶on de verdaderos positivos con respecto a todos los elementos
que deber¶³an haber sido etiquetados como positivos, en el caso anterior, la
proporci¶on entre los documentos relevantes que ha extra¶³do el sistema y el
n¶umero total de documentos que deber¶³an haber extra¶³do.
P =
A
A+B
y R =
A
A+D
(3.18)
Por ejemplo, suponemos que tenemos un conjunto de 50 documentos, y
deseamos que nuestro sistema marque como positivos aquellos documentos
que hablan de expresi¶on g¶unica y como falsos todos los dem¶as. Suponemos
adem¶as que 30 documentos del total tratan la expresi¶on g¶unica y que nuestro
sistema marca como positivos 40 documentos de los cuales s¶olo 25 realmente
lo son. De esta manera, la precisi¶on calculada P ser¶a igual a 25/40 (P =
0:625) y el recall ser¶a igual a 25/30 (R = 0:83).
Una medida que combina los valores de precision y recall es el valor F-
score, propuesto en ?? que de manera simple se trata de:
F =
2PR
P +R
F es un n¶umero entre 0 y 1, pero s¶olo llega a ser 1 cuando el sistema no
produce ni falsos negativos ni falsos positivos. Si se de¯ne el valor de F-score
de una manera m¶as generl, se puede asignar m¶as o menos peso al valor de
precisi¶on o recall.
F¯ =
(¯2 + 1)PR
¯2P +R
de tal manera que si ¯ = 1, se le da el mismo peso a la precisi¶on y al
recall y F¯ produce el mismo resultado que F .
Existe otra medida que eval¶ua la exactitud del sistema, el ratio entre las
respuestas correctas con respecto al n¶umero total de respuestas. Usando la
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misma notaci¶on que en la ecuaci¶on (3.18), este valor (acc) se calcula de la
siguiente manera:
acc =
A+ C
A+B + C +D
=
A+ C
N
Cuando se trata de recuperar documentos (ordenados seg¶un su grado de
relevancia), se puede limitar la medida a los documentos de la lista que est¶an
al principio (los m¶as relevantes), calculando la precision y el recall teniendo
en cuenta s¶olo esos documentos. Obviamente, si estudiamos la lista entera
el valor de recall ser¶a muy alto pero el de precisi¶on ser¶a muy bajo. Si em-
bargo, si s¶olo miramos los documentos que est¶an muy al principio de la lista
(estableciendo un umbral para el grado de relevancia muy alto) la precisi¶on
aumentar¶a pero el recall ser¶a m¶as bajo. Para tener en cuenta esta relaci¶on
que existe entre el recall y la precisi¶on en funci¶on del n¶umero de documen-
tos examinados, es com¶un dibujar una curva recall-precisi¶on en funci¶on de
dicho n¶umero. De esta manera, muchos de los sistemas de recuperaci¶on son
comparados bas¶³ndose en sus curvas de recall y precisi¶on.
Obviamente, para poder comparar correctamente el rendimiento de dos
herramientas se necesita un corpus de referencia de alg¶un dominio espec¶³¯co
donde poder tomar las medidas antes comentadas. En este sentido existen
varias colecciones de documentos estandarizadas e incluso varias tareas o
problemas concretos de recuperaci¶on y extracci¶on, tambi¶en estandarizados.
Un ejemplo de colecci¶on de documentos es el conjunto Reuters de art¶³culos
clasi¯cados dentro de categor¶³as tem¶aticas ([60]). Esta colecci¶on se utiliza mu-
cho a la hora de evaluar sistemas de categorizaci¶on de textos. Otra colecci¶on
es el corpus de Brown (??) de ejemplos de textos americanos, categorizados
por tipos de litratura (por ejemplo, prensa, escritos religiosos, narrativa de
misterio, etc..). El corpus esta adem¶as etiquetado hasta el nivel de las pal-
abras y de varias maneras: Part of Speech (nombre, verbo, etc), funci¶on (de-
terminante, preprosici¶on), etc. Este corpus ha sido muy utilizado en m¶odulos
de proceso de lenguaje natural, tanto prob¶andolos como entren¶andolos.
Un forum donde se eval¶uan distintos m¶etodos de recuperaci¶on es el TREC,
conferencia de recuperaci¶on de texto (Text Retrieval Conference), ([62]). Se
form¶o en 1992 con el ¯n de evaluar sisemas de recuperacion a gran escala.
Cada a~no se ofrecen distintos programas, en cada uno se proporciona un
conjunto de datos y se proponen una serie de tareas que tienen que ser
llevadas a cabo sobre esos datos. Los participantes utilizan su propio sistema
y los resultados son evaluados por un jurado. Los campos tem¶aticos que
abarca ese concurso son muy variados, en los ¶ultimos a~nos ha surgido TREC
Genomics, cuyo objetivo es recuperar datos gen¶omicos de la literatura.
Otro forum parecido a TREC es el concurso de BioCreAtIvE ((Critical
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Assessment of Information Extraction systems in Biology)) que celebra el
EMBL-EBI (European Molecular Boiology Laboratory-European Bioinfor-
matics Institute) [63]. Se han celebrado dos ediciones de BioCreAtIvE. En
la primera se trataban dos temas principales, los dos relacionados con la ex-
tracci¶on de informaci¶on ¶util y relevante en el campo de la Biolog¶³a. El primer
tema ten¶³a que ver con la detecci¶on de entidades biol¶ogicas (nombres) como
genes o prote¶³nas y relaciones entre ellas. El segundo tema estaba reacionado
con la detecci¶on de asociaciones de entidades con determinados hechos o
eventos (por ejemplo, relacionar una prote¶³na con los t¶erminos que describen
su funci¶on). Para ambas tareas, se proporcionaban dos conjuntos de datos,
uno de pruebas y otro de entrenamiento.
Esta primera edici¶on de BioCreAtIvE, celebrada en 2003-2004, atrajo una
considerable atenci¶on por parte de la comunidad bioinform¶atica y biom¶edica,
lleg¶andose a presentar 27 grupos de 10 pa?ses distintos, y se organiz¶o gracias
a la colaboraci¶on de grupos de NLP, anotadores de bases de datos biol¶ogicas
e investigadores bioinform¶oticos.
La segunda edici¶on de BioCreAtIvE se celebr¶o en 2006-2007, y esta vez
se trataron tres problemas principales:
1. Gene mention tagging
2. Gene normalization
3. Extracci¶on de interacciones prote¶³na-prote¶³na del texto.
La primera tarea trata de encontrar menciones de genes y prote¶³nas en
oraciones dentro de los abstracts de art¶³culos de MEDLINE. El segundo prob-
lema est¶a implicado en la creaci¶on de una lista de identi¯cadores EntrezGene
(que permite el acceso a la base de datos del NCBI, National Center for
Biotechnology Information) compuesta por todos los genes y prote¶³nas del ser
humano mencionados en una colecci¶on de abstracts tambi¶en de MEDLINE.
El tercer y ¶ultimo tema tratado se centra en la identi¯caci¶on de interacciones
prote¶³na - prote¶³na de textos (art¶³culos) enteros, incluyendo la extracci¶on de
fragmentos de estos art¶³culos que describen esas interacciones, para anotar los
resultados en dos bases de datos de interacciones: IntAct [64] and MINT [65].
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La secuenciaci¶on de el genoma humano marc¶o el comienzo de la era de la
gen¶omica y la prote¶omica a gran escala. Los experimentos a gran escala estu-
dian la conducta de miles de genes y prote¶³nas. Sin embargo, la interpretaci¶on
de sus resultados puede llegar a ser un problema. Por ejemplo, muchos de los
an¶alisis a gran escala de datos gen¶omicos estudian los patrones de expresi¶on
de los genes, y particularmente, tratan de esblacer grupos de genes en base
a su nivel de expresi¶on ([75],[55]). Aunque este tipo de herramientas pro-
porcionan una informaci¶on aproximada de las correlaciones existentes entre
grupos de genes en funci¶on a su patr¶on de expresi¶on, tienen una serie de
limitacines ([38]). En primer lugar, dos genes pueden funcionar de manera
antag¶onica dentro de un mismo proceso biol¶ogico y esto se traducir¶³a en falta
de correlaci¶on en sus niveles de expresi¶on, a pesar de estar funcionalmente
relacionados. Por otra parte, hay genes que a pesar de mostrar patrones de
expresi¶on similares, no participan en los mismos procesos biol¶ogicos. Adem¶as,
un mismo gen puede participar en m¶as de un proceso biol¶ogico por lo que no
deber¶³a ser agrupado ¶unicamente dentro de un mismo cluster. y, m¶as impor-
tante a¶un, incluso cuando los patrones de expresi¶on est¶an perfectamente bien
diferenciados y relacionados con los distintos grupos de genes que se hayan
formado, las relaciones funcionales que existen entre los genes no pueden ser
determinadas simplemente por los datos extra¶³dos de los clusters, sino que
se precisa levar a cabo mucho m¶as an¶alisis posterior.
La informaci¶on que se necesita para estos tipos de an¶alisis puede ser la
mayor parte de las veces encontrada en la literatura publicada. Sin embargo,
no es un tipo de b¶usqueda que pueda llevar a cabo una persona mirando en la
literatura relacionada con un determinado gen o grupo de genes a peque~na
escala, sino que al estar implicados miles de genes, se necesita un tipo de
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b¶usqueda Autom¶atica que recopile toda la informaci¶on respecto de ellos,
las relaciones existentes entre ellos y el papel que juegan en las reacciones
bioquimicas.
La fuente de informaci¶on on-line m¶as importante se trata de PUBMED
[76] una base de datos de literatura biom¶edica mantenida por el National
Center of Biotechnology Information (NCBI). Contiene m¶as de 12.000.000
abstracts cient¶³¯cos, y es accedida por millones de usuarios de todo el mundo
diariamente. Una b¶usqueda tipica de documentos relevantes en PUBMED
comienza con una consulta de tipo booleano, el usuario proporciona un con-
junto de t¶erminos y el sistema devuelve todos los documentos que cree que
satisfacen la consulta. En PUBMED podemos, sin embargo, encontrarnos
con el problema de la sinonimia debido a la falta de uniformidad que siguen
los autores al esribir sus art¶³culos. Des esta manera, si uno busca por el
gen "AGP1" no va a recuperar todos los abstracts de los documentos que
hablen de ese gen, porque en algunos documentos se le referencia mediante
un sin¶onimo (por ejemplo, "YCC5"). Aun as¶³, si el usuario identi¯ca un doc-
umento verdaderamente relevante entre los resultados devueltos, PUBMED
permite acceder a todos los documentos que est¶an relacionados con ¶este.
Aunque PUBMED sea un recurso indispensable hoy en d¶³a, est¶a claro
que un metodo de b¶usqueda que vaya de gen a gen no es viable cuando
hablamos de hacer una miner¶³a de la literatura a gran escala. Para mejorar la
efectividad y e¯ciencia del estudio de la literatura, se han desarrollado muchos
m¶etodos que procesan la literatura autom¶aticamente. Se puede distinguir
entre dos tipos de herramientas en este sentido, las basadas en extracci¶ond e
la informaci¶on y NLP y las que se basan en recuperaci¶on de la informaci¶on.
4.1 Extracci¶on de la informaci¶on en Bioin-
form¶atica
Muchos de los esfuerzos centrados en la miner¶³a de la literatura biomedica
hasta la fecha han sido destinados a la extracci¶on de la informaci¶on Au-
tom¶atica, empleando mecanismos de NLP para identi¯cr entidades, expre-
siones o hechos relevantes en el texto. Sin entrar demasiado en detalle, merece
la pena mencionar las principales fuentes de informaci¶on de t¶erminos rela-
cionados con los genes. Por una parte tenemos las bases de datos de genomas
y proteomas de distintos organismos como LocusLink ([77]), SwissProt ([78])
y HUGO ([79]), que contienen muchos de los nombres y sin¶onimos de los dis-
tintos genes conocidos. Por otra parte, tenemos vocabularios controlados de
t¶erminos biom¶edicos como el National Library of Medicine's MeSH (Medical
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Subject Heading) ([80]) y UMLS (Uni¯ed Medical Language System)([81]).
La ontolog¶³a m¶as importante provista de un vocabulario controlado del pa-
pel biol¶ogico, quimico y celular de los genes y del producto de los genes
(ARN, prote¶³nas, etc) es Gene Ontology, GO ([1]), de la que hablaremos m¶as
adelante.
En [82], uno de los trabajos m¶as antiguos en este dominio, usa modelos
ocultos de Markov (HHMs) para extraer oraciones que hablaran de la local-
izaci¶on de los genes en los cromosomas (los HMMS son usados frecuentemente
por las t¶ecnicas NLP para representar la estructura de una oraci¶on). En el
caso de las oraciones que describ¶³an la localizaci¶on de los genes en los cro-
mosomas, estaban compuestas por el nombre de los genes y los cromosomas,
palabras que describian la localizaci¶on, y t¶erminos que denotaban los m¶etodos
experimentales que validaban la localizaci¶on del gen en el cromosoma. Los
nombres de genes y cromosomas se identi¯caban por heur¶³sticas simples (por
ejemplo, t¶erminos que tengan todas las letras may¶usculas con alg¶un n¶umero
son vistos como genes), y los m¶etodos experimentales se identi¯can com-
par¶andolos con los que aparecen en una lista prede¯nida. Los conjuntos de
entrenamiento y test consist¶³an en cientos de oraciones. Los resultados se
evaluaban en funci¶on de los valores obtenidos de recall y precisi¶on, en con-
juntos relativamente peque~nos de test se obten¶³a un ratio de ¶exito de 0.6 en
el punto donde recall y precisi¶on coincid¶³an.
Craven et. al. ([83], [84]) han extendido esta linea de trabajo, desarrol-
lando sistemas que distinguen oraciones que contienen hechos relevantes de
aquellas que no. Los sistemas fueron dise~nados para identi¯car dos tipos de
hechos: localizaci¶on subcelular de las prote¶³nas y asociaci¶on entre genes y en-
fermedades. El primer trabajo ([83]) consist¶³a en clasi¯cadores que aprend¶³an,
con o sin uso de reglas gramaticales, a reconocer oraciones que discut¶³an ac-
erca de la localizaci¶on de las prote¶³nas dentro de la c¶elula. Usando la lexica
prede¯nida de localizaciones y prote¶³nas y varios cientos de oraciones de en-
trenamientos derivadas de YPD (Yeast Proteome Database), se entrenaban
los clasi¯cadores y se probaban despu¶es con un corpus formado por unos
3000 abstracts de PUBMED. En el test se intentaba evauar la capacidad
del sistema para ditinguir correctamente las oraciones que hablaban de la
localizaci¶on de las prote¶³nas, m¶as que extraer cual era esa localizaci¶on exac-
tamente. Sin utilizar reglas basadas en gramatica, la mejor precisi¶on obtenida
era del 77% con un recall del 30%. Usando reglas gramaticales y parseando
las oraciones, se obten¶³a una precisi¶on del 92% pero un recall del 21%. El
segundo m¶etodo decide que una oraci¶on proporciona una localizaci¶on celular
si aparece el nombre de una prote¶³na y de una localizaci¶on dentro de la frase.
Este m¶etodo tan simple, que es actualmente de los m¶as populares en el con-
texto de la literatura Bioinform¶atica, obten¶³a una precisi¶on m¶as baja que el
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sistema anterior basado en clasi¯cadores (cerca de un 35% de precisi¶on con
un recall de 30% y un 45% de precisi¶on con un recall de 21%). El m¶etodo
basado en la ocurrencia conjunta en la misma oraci¶on puede alcanzar mejores
resultados de recall (~70%) sin perder mucha precisi¶on (~40%). Sin embargo,
con el mismo nivel de recall, un sistema basado en clasi¯cadores tambi¶en
puede alcanzar el mismo nivel, o incluso algo mayor, de precision (~45 -
50%). El estudio sugiere que los clasi¯cadores a nivel de oraci¶on puede mejo-
rar la precisi¶on con respecto a los m¶etodos que se basan en la co-ocurrencia
en la misma frase, siempre hablando en el contexto biom¶edico.
Este trabajo fue extendido m¶as ([84]), utilizando HMMs para represen-
tar la estructura de la oraci¶on e identi¯cando las frases que hablaban de las
relaciones entre genes y enfermedades. En este caso, se utilizaron varios cien-
tos de oraciones preetiquetadas como ejemplos positivos y miles de oraciones
como ejemplos negativos para aprender los modelos ocultos de Markov. La
identi¯caci¶on correcta de oraciones que hicieran referencia expl¶³cita a genes y
prote¶³nas se limitaba a aquellas contuvieran los nombres previamente usados
en los ejemplos de entrenamiento.
Una aproximaci¶on simple que se basaba en la coocurrencia de genes/prote¶³nas
dentro de una misma oraci¶on, sin utilizar ning¶un mecanismo avanzado de
Aprendizaje Autom¶atico o NLP, fue la usada por Blaschke et. al [85]. Su ob-
jetivo era extraer informaci¶on acerca de interacciones entre prote¶³nas de un
conjunto prede¯nido de prote¶³nas relacionadas. Usando una lista de nombres
de prote¶³nas y una lista de palabras que indicaran alguna interacci¶on de alg¶un
tipo, se buscaban frases donde aparecieran los nombres de dos prote¶³nas sep-
aradas por una de esas palabras, para identi¯car el tipo de relaci¶on entre
las prote¶³nas. Una extensi¶on de este trabajo es descrita en [86], donde se
usa un m¶odulo de detecci¶on de nombres de prote¶³nas y se excluyen las ne-
gaciones, es decir que s¶olo se recupera informaci¶on de oraciones que hablan
a¯rmativmente de una interacci¶on.
La exclusi¶on de la negaci¶on es un punto interesante y merece ser discutido.
Si tenemos por ejemplo una oraci¶on como "We have found no evidence that
a protein A is involved in the regulation of gene B", si nuestro sistema est¶a
extrayendo rutas reguladoras Autom¶aticamente de la literatura, no deber¶³a
relacionar nunca la proteina A con la prote¶³na B. Sin embargo, en un escenario
diferente, es posible que la informaci¶on negativa pueda ser ¶util, si por ejemplo
¯nalmente somos capaces de establecer una relaci¶on entre las prote¶³nas A y B
mediante un m¶etodo experimental, gracias a ese documento podremos saber
que hemos hecho un descubrimiento relevante. De esta manera la omisi¶on de
la informaci¶on negativa debe ser considerada seg¶un el caso.
El trabajo de Jensen et. al [87] fue llevado a cabo m¶as a gran escala.
Usando una lista prede¯nida de nombres de genes y s¶³mbolos, se ejecut¶o
48
CAP¶ITULO 4. MINER¶IA DE TEXTOS EN BIOINFORM¶ATICA
una b¶usqueda booleana sobre PUBMED, encontrando todos los abstracts
que mencionaran a esos genes. Entonces se construy¶o un grafo con un nodo
por cada gen y arcos conectando a aquellos genes que fuesen nombrados en
el mismo abstract. El peso asociado a cada arco consist¶³a en el n¶umero de
coocurrencias. El resultado fue una red a gran escala de genes interrelaciona-
dos por la literatura donde los abstracts justi¯caban cada uno de los arcos.
Esta red consist¶³a en una herramienta sin precedentes para los investigadores.
Han aparecido muchos otros sistemas basados en coocurrencia, todos
referidos a la extracci¶on de la informaci¶on de textos bom¶edicos de hechos
acerca de entidades biol¶ogicas. Todos tienen en com¶un que intentan iden-
ti¯car coocurrecias de nombres o identi¯cadores de entidades, com¶unmente
junto con t¶erminos de dependencia o de activaci¶on. Las diferencias entre
los distintos sistemas suelen radicar en la extensi¶on del uso que le den a los
m¶etodos de an¶alisis sint¶actico y m¶etodos NLP, y a los vocabularios o tesauros
que utilicen ([26],[88], [89], [90])
Sin embargo, todos los m¶etodos citados antes tienen diversas limitaciones.
Por una parte casi todos necesitan que en las consultas deban ser puestos
los nombres de los genes o prote¶³nas expl¶³citamente si se quieren obtener
buenos resultados. Por otra parte, y esto es m¶as importante, todos hacen
suposiciones acerca del uso dellenguaje natural, como qu¶e terminos implican
necesariamente relaci¶on, la estructura t¶³pica de una oraci¶on, los nombres de
prote¶³nas y genes y su formato y la manera en la que esos nombres son usados
dentro de las oraciones. Evidentemente dichas suposiciones simpli¯can mucho
el tipo de lenguaje que se puede encontrar a lo largo de toda la literatura y
limita la e¯cacia de estos m¶etodos.
Adem¶as, estos m¶etodos se basan en la coocurrencia de genes o prote¶³nas
dentro de abstracts publicados, es decir, que no van a revelar relaciones que
no haya sido ya publicads en la literatura aunque se puede hacer un matiz.
Y es que por ejemplo se puede seguir la metodolog¶³a de Swanson ([91], [92],
[93]) y usar las relaciones transitivas para detectar nuevas relaciones. Esto
s¶³, si en la literatura aparecen relacionados el gen A con el gen B y el gen
B con el gen C, un sistema de estas caracter¶³sticas deber¶³a poder inferir una
relaci¶on entre el gen A y el gen C.
Tambi¶en cabe rese~nar que, aunque la mayor¶³a de los trabajos realizados al
respecto conf¶³an en la aparicion de nombres de genes o prote¶³nas en el texto,
y esos nombres son extra¶³dos previamente de bases de datos p¶ublicas, s¶³ que
existen tambi¶en trabajos de detecci¶on Autom¶atica de nombres de genes o
prote¶³nas en textos ([94], [95]).
Por ¶ultimo, se ha visto el esfuerzo puesto en los m¶etodos de extracci¶on de
la informaci¶on y NLP en los trabajos desarrollados, aunque estos m¶etodos
dependen en gran medida de informaci¶on prede¯nida, que por regla general es
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dif¶³cil de obtener. Es necesario un sistema que relaje esos requerimientos. Una
alternativa o complemento a ese an¶alisis tan exhaustivo y a bajo nivel como
es la b¶usqueda de nombres o sin¶onimos dentro de los textos, es mediante la
recuperaci¶on de abstracts m¶as relevantes. En este sentido, la recuperaci¶on de
informaci¶on, que trabaja a mayor nivel al tratar con documentos y abstracts
tiene mucho que ofrecer.
4.2 Recuperaci¶on de la informaci¶on en Bioin-
form¶atica
La maera m¶as com¶un y simple de recuperaci¶on de la informaci¶on ya se usa
de manera regular por todos los investigadores a la hora de buscar art¶³culos.
Como se coment¶oal principio de la secci¶on, PUBMED permite tanto con-
sultas de tipo booleano como consultas basadas en la similitud (aunque de
una manera limitada). Aunque PUBMED es una herramienta efectiva para
recuperar art¶³culos de inter¶es (bien etiquetados), no se puede pretender usar
el mismo sistema para recuperar o explicar relaciones entre genes y enti-
dades biol¶ogicas a gran escala. Sin embargo, s¶³ que se han desarrollado varios
m¶etodos para llevar a cabo esto mismo.
En Shakay et. al ([38],[52]) se trataba de encontrar relaciones funcionales
entre genes, sin que imporatara demasiado la nomenclatura de los genes o
de la estructura de las oraciones. El trabajo se basa en la hip¶otesis de que
muchos genes individuales y sus funciones aparecen ya en la literatura. Se
usaron decenas de miles de abstracts extra¶³dos de PUBMED del dominio
que se estuviera tratando (por ejemplo, todos los abstracts que tuvieran
relaci¶on con los genes de la levadura). Para encontrar relaciones entre grandes
conjuntos de genes, se buscaba para cada gen un abstract que hablara de su
funci¶on biol¶ogica. Este abstract era tratado como el representante del gen y
se le daba el nombre de kernel abstract para ese gen.
Entonces se aplicaba un algoritmo probabil¶³stico ([38]). Dicho algoritmo,
dado un documento de ejemplo, encuentra un conjunto de documentos m¶as
relevantes para ¶el y produce un conjunto de t¶erminos resumiendo el con-
tenido de dicho conjunto. Aplicando este algoritmo a cada kernel, se produc?a
para cada gen un cuerpo de literatura relacionada junto con un conjunto de
t¶erminos que caracterizaba a dicha literatura relacionada, siempre bas¶³ndose
en la informaci¶on contenida en el kernel de cada gen. Una vez hecho esto, se
aplicaba un algoritmo que comparaba los conjuntos de abstracts y extra?a
relaciones funcionales entre los genes.
Otros grupos han aplicado m¶etodos de clustering y clasi¯caci¶on para re-
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cuperaci¶on de la informaci¶on. En [96] se suger¶³a un m¶etodo de clustering
de anotaciones de prote¶³nas. La idea b¶asica era que mediante el clustering
de prote¶³nas dentro de grupos, uno pod¶³a inferir la funci¶on com¶un que las
prote¶³nas podr¶aan tener. El m¶etodo se basaba en agrupar en primer lugar los
t¶erminos que aparec¶³an en las anotaciones de las prote¶³nas dentro de conjun-
tos, de acuerdo a su tendencia a coocurrir. Se utilizaba entonces una medida
de similitud que se basaba en la proporci¶on de los t¶erminos que ten¶³an en
com¶un unos grupos con otros.
En [97] se aplicaba un clustering de k-means sobre un conjunto de ab-
stracts e PUBMED relativamente peque~no (alrededor de 2000 documentos)
con el ¯n de encontrar subconjuntos signi¯cativos donde cada uno tratara
un asunto determinado. Cada uno de esos asuntos era entonces representado
por los t¶erminos extra¶³dos mediante un an¶alisis estad¶³stico de las frecuen-
cias de los t¶erminos dentro de los clusters formados. En [98] se aplicaba un
clasi¯cador de Bayes que se basaba en la discriminaci¶on de t¶erminos para
identi¯car abstracts que discutieran acerca de interacciones entre prote¶³nas.
El trabajo presentado en [26] representaba las prote¶³nas a trav¶es de los
abstracts que las mencionaran. Se utilizaba entonces el algoritmo SVM (Sup-
port vector Machine) para llevar a cabo una clasi¯caci¶on distinguiendo los
abstracts que hablaran de unas u otras prote¶³nas, bas¶³ndose en las diferentes
localizaciones celulares de las prote¶³nas mencionadas en el texto. Su prop¶osito
era el de determinar el org¶anilo donde se ubica cada prote¶³na dentro de la
c¶elula.
Stephens et. al. ([99]) deduce relaciones entre genes bas¶³ndose en la coocur-
rencia de sus nombres (donde los nombres son dados por un tesauro) pero
mediante m¶etodos de information retrieval. Se representaba a los documen-
tos como vectores con pesos, donde los t¶erminos eran los genes mencionados
en el texto. Mirando la matriz traspuesta, cada gen es entonces visto como
un vector cuyos elementos son los documentos que le mencionan. La aso-
ciaci¶on entre dos genes era entonces calculada mediante el producto escalar
de los vectores que les representaban. De esta manera se cuanti¯caban ls
coocurrencias de los genes dentro de los coumentos de manera efectiva.
En [100] se propuso el sistema PreBind/Textomy en el que se combinan
t¶ecnicas de recuperaci¶on de la informaci¶on y extracci¶on de la informaci¶on
para recuperar interacciones entre prote¶³nas de la literatura. En la fase de
recuperaci¶on de la informaci¶on, se entrenaba un clasi¯cador SVM para dis-
tinguir entre los abstracts de PUBMED que hablaban de interacciones de
prote¶³nas y aquellos que no lo hacen. El clasi¯cador se usaba para recuperar
los abstracts relevantes respecto a las interacciones de las prote¶³nas y una vez
hecho esto, se aplicaba t¶ecnicas de extracci¶on de la informaci¶on para buscar
la informaci¶on concreta en los textos. Se usaba entonces SVM para recuperar
51
4.2. RECUPERACI¶ON DE LA INFORMACI¶ON EN BIOINFORM¶ATICA
aquellas oraciones donde se encontrara la informaci¶on de las interacciones.
Se buscaba el nombre de las prote¶³nas en cada una de esas oraciones (los
nombres estaban contenidos en una lista de nombres y sin¶onimos).
Un trabajo m¶as reciente es el propuesto por Chagoyen et. al [101]. En
¶el se presenta un m¶etodo para crear per¯les literarios de grandes grupos
de genes o prote¶³nas bas¶³ndose en la sem¶antica com¶un extra¶³da de un gran
corpus de documentos relevantes. Para conseguirlo proponen usar un m¶etodo
de an¶alisis, non-negative matrix factorization (NMF), introducido en [102]
en un contexto distinto, pero usado despu¶es en an¶alisis de expresi¶on g¶enica
([103],[104]], secuenciaci¶on de datos ([105]) y anotaciones funcionales de genes
([106]). La idea es crear por cada gen un documento concatenando todos los
t¶erminos de t¶³tulos y abstracts relevantes para dicho t¶ermino. Se representa
cada uno de estos documentos arti¯ciales en el espacio vectorial, mediante
vectores de t¶erminos con pesos asociados y obtenemos una matriz V de genes
(documentos de genes) por t¶erminos. Se aplica el algoritmo de NMF sobre
dicha matriz. Formalmente, la factorizaci¶on no negativa de matrices (NMF)
se describe como sigue:
V ¼ WH
donde V es una matriz positiva de pxn elementos, W es una matriz pos-
itiva de compuesta por k vectores b¶asicos o factores y H es una matriz de k
x n elementos, que contiene los coe¯cientes de la combinaci¶on lineal de los
vectores b¶asicos para reconstruir la matriz original, k · p y adicionalmente
las columnas de W est¶an normalizadas (suman 1). Evidentemente, la elecci¶on
de una k correcta es un asunto cr¶³tico en este m¶etodo.
Para la aplicaci¶on descrita, se demuestra que cada columna de W es
representada por un conjunto peque~no de t¶erminos, que de alguna manera
identi¯ca a cada uno de los grupos formados mediante NMF (un grupo de
t¶erminos relacionados sem¶anticamente que representan un determinado per¯l
literario). Por otra parte, el an¶alisis de los vectores de H proporciona infor-
maci¶on acerca de c¶omo la combinaci¶on de esos per¯les literarios describe
sem¶anticamente a cada gen o prote¶³na. De esta manera, dado un gran grupo
de genes o prote¶³nas, podemos extraer informacci¶on sem¶antica o latente que
estuviese contenida en la literatura biom¶edica relevante.
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Gene Ontology
Gene Ontology ([1]) es un proyecto que se gest¶o a partir de la idea de que
todos los organismos eukaryotas compart¶³an un elevado porcentaje de genes
y prote¶³nas. De esta manera, se pens¶o que toda la informaci¶on acerca de
dichos genes y prote¶³nas ayudar¶aan a entender el comportamiento de todos
los organismos que los comparten. Por otra parte, la existencia de muchos
sistemas diversi¯cados para nombrar tanto a los genes como a sus productos y
la falta de un est¶andar imped¶³an la interoperabilidad entre las distintas bases
de datos, lo que de alguna manera obstaculizaba el desarrollo o progreso de
la Bioinform¶atica.
La propuesta del GO Consortium consist¶³a en producir un vocabulario
controlado, estructurado bien de¯nido y com¶un que describiera el papel de
los genes y sus productos dentro de cualquier organismo ([1]) y se crearon tres
ontolog¶³as independientes, accesibles a trav¶es de internet: procesos biol¶ogicos,
funciones moleculares y componentes celulares.
Cada nodo de las ontolog¶³as GO ser¶³a enlazado por otros tipos de bases
de datos de genes y prote¶³nas como SwissPROT, GeneBank, EMBL, PDB,
NCBI, etc. Una raz¶on para esto es que el conocimiento biol¶ogico que se tiene
de los genes y prote¶³nas cambia r¶apidamente y todo los descubrimientos nece-
sarios para entender el papel y funcionamiento de los genes y las prote¶³nas
se publican en este tipo de bases de datos.
Por otra parte, el conocimiento que se tiene de unos genes o prote¶³nas y
otros es muy distinto en cuanto a profundidad. De esta manera era necesario
organizar, describir y visualizar la informaci¶on en estos diferentes niveles de
conocimiento. Cualquier sistema debe ser adem¶as °exible y tolerante a los
continuos cambios y actualizaciones de la informaci¶on.
La ventaja de usar ontolog¶³as es que son capaces de representar las dis-
tintas entidades que aparecen dentro de un determinado ¶area, adem¶as de
las relaciones existentes entre ellas. Precisamente, una ontolog¶³a se trata de
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un conjunto de t¶erminos y de relaciones de¯nidas entre esos t¶erminos. La
estructura en s¶³ representa el conocimiento biol¶ogico actual y a la vez per-
mite organizar los nuevos conocimientos que se vayan adquiriendo. Los datos
pueden ser anotados en diferentes niveles de la jerarqu¶ea en funci¶on de su
grado de profundidad. Por ¶ultimo, permite a los investigadores acceder de
manera f¶acil a la informaci¶on y ser una fuente de informaci¶on ¶util a la hora
de desarrollar herramientas Bioinform¶aticas.
Las tres categor¶³as de GO son procesos biol¶ogicos, funciones mol¶eculares
y componentes celulares. En [1] explican el signi¯cado de cada categor¶³a:
por proceso biol¶ogico se entiende el objetivo biol¶ogico en el que contribuye
un gen o un producto gen¶etico. Cada proceso es una ruta compleja en la
que intervienen una o m¶as funciones moleculares. Una funci¶on molecular es
de¯nida como una actividad bioqu¶emica de un producto gen¶etico, describi-
endo s¶olo que es lo que ocurre, sin especi¯car donde o cuando ocurre. Por
componente celular se entiende el lugar de la c¶elula (eukaryota) donde un
producto gen¶etico es activo.
Procesos biol¶ogicos, funciones moleculares y componentes celulares son
todos atributos de genes, productos gen¶eticos o grupos de productos gen¶eticos,
f¶acilmente reconocibles e independientes entre s¶³. Las relaciones entre un
gen, producto gen¶etico o grupo de ¶estos con procesos biol¶ogicos, funciones
moleculares y componentes celulares es uno a muchos, re°ejando la realidad
biol¶ogica de que una misma prote¶³na puede verse involucrada en m¶as de un
proceso.
Por ejemplo, en la ¯gura 5.1 podemos observar tres ejemplos del tipo de es-
tructura utilizada en Gene Ontology para representar y asociar la informaci¶on
y los genes. Las ontolog¶³as est¶an construidas en base a un vocabulario con-
trolado. Por simplicidad, no se incluyen todos los genes en la ¯gura. La ¯gura
5.1.a, muestra una porci¶on de la ontolog¶³a de procesos biol¶ogicos que describe
describing el metaboilismo del ADN (DNA metabolism). Se puede observar
que un mismo nodo puede tener m¶as de un padre, por ejemplo "DNA liga-
tion" tiene tres padres: "DNA-dependent DNA replication", "DNA repair" y
"DNA recombination". La ¯gura 5.1.b, muestra un estracto de la ontolog¶³a
de funciones moleculares. Esta ontolog¶³a no est¶a pensada para representar la
ruta de una reacci¶on, sino re°ejar las categor¶³as conceptuales de las funciones
de los productos gen¶eticos. Un producto gen¶etico puede asociarse con m¶as de
un nodo de la ontolog¶³a, como ilustran las prote¶³nas MCM. Se sabe que estas
prote¶³nas est¶an relacionadas con varias funciones moleculares y por lo tanto
aparecen asociadas a varios nodos. La ¯gura 5.1.c muestra la ontolog¶³a de
componentes celulares. Las ontolog¶³as han sido concebidas para una c¶elula
eukaryota gen¶erica y son lo su¯cientemente °exibles como para representar
las diferencias entre los distintos organismos.
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Figura 5.1: Ejemplos de Gene Ontology. Im¶agen extra¶³da de [1]
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Asociada a GO se encuentra GOA (Gene Ontology Annotations), una
base de datos que relaciona el genoma de determinados organismos con
t¶erminos que aparecen en GO. Adem¶as de establecer dicha relaci¶on (genes
- GOterms), proporcionan la publicaci¶on biom¶edica que recoge la evidencia.
El m¶etodo de extracci¶on de informaci¶on e incorporac¶on en la base de datos es
totalmente manual, existe un cuerpo de anotadores encargados de leer todas
las publicaciones biom¶edicas, concluir las relaciones entre genes y t¶erminos
de GO e introducir la informaci¶on en la base de datos de GOA. Esto, debido
a la creciente acumulaci¶on de informaci¶on biom¶edica ya comentada, hace
que sea una tarea cada vez m¶as ardua y que sea necesario el desarrollo de
herramientas que automaticen el proceso.
A pesar de todo, Gene Ontology es hoy por hoy una de las principales
fuentes de informaci¶on biol¶ogicas y una herramienta indispensable para los
investigadores.
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Objetivos
El objetivo general de este trabajo se centra en el estudio, desarrollo y apli-
caci¶on de nuevas metodolog¶³as para el an¶alisis de datos biol¶ogicos a trav¶es de
la literatura biom¶edica. Se han abordado los m¶etodos cl¶asicos de Miner¶³a
de Datos, Procesamiento de Textos, Extracci¶on de la Informaci¶on y Re-
cuperaci¶on de la Informaci¶on y se han estudiado las distintas alternativas
propuestas en distintos ¶ambitos de la Bioinform¶atica y las bases de datos y
recursos disponibles en la web.
En concreto, los objetivos desglosados son:
1. Desarrollo y evaluaci¶on de una metodolog¶³a basada en un m¶etodo usado
en extracci¶on de informaci¶on biol¶ogica a partir de grandes listas de
genes resultantes del an¶alisis de estos experimentos, pero en el ¶ambito
de la literatura biom¶edica, con dos claros prop¶ositos:
² Permitir, por una parte, establecer relaciones entre genes o prote¶³nas
e informaci¶on biol¶ogica como anotaciones funcionales o reguladores
transcripcionales.
² Por otra parte, se puede realizar el proceso de categorizaci¶on de
documentos, llevado a cabo actualmente por los anotadores de las
bases de datos, autom¶aticamente.
2. Desarrollo de una herramienta gratuita accesible a trav¶es de la web
que implemente dicho m¶etodo y que sea de utilidad para la comunidad
cient¶³¯ca.
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Materiales y m¶etodos
En esta secci¶on se detallan los m¶etodos y algoritmos que han sido prop-
uestos para el an¶alisis y extracci¶on de informaci¶on biol¶ogica a partir liter-
atura biom¶edica e informaci¶on biol¶ogica de distintas bases de datos. Dichos
m¶etodos y algoritmos se basan en los trabajos propuestos durante los ¶ultimos
a~nos centrados en el an¶alisis funcional de genes, como [66], [67], [68], [69] y
[70].
En primer lugar, en la secci¶on 8.5 se describen las metodolog¶³as prop-
uestas para la extracci¶on de informaci¶on biol¶ogica a partir de la literatura
biom¶edica basado en la extracci¶on de reglas asociativas. Esta metodolog¶³a
permite integrar datos obtenidos de la literatura con otras fuentes de in-
formaci¶on como anotaciones funcionales o reguladores transcripcionales y es
de gran utilidad para el descubrimiento de asociaciones entre informaci¶on
biol¶ogica de los genes y prote¶³nas y documentos o conjuntos de palabras.
La creaci¶on de bases de datos, a partir de la extracci¶on de reglas asocia-
tivas que relacionan t¶erminos con anotaciones, son el medio utilizado para
recuperar posteriormente las anotaciones enriquecidas en un determinado
conjunto de palabras.
En segundo lugar, en la secci¶on 7.2 se explican los distintos tipos de
an¶alisis estad¶³sticos implementados para evaluar estad¶³sticamente las anota-
ciones concurrentes procedentes de distintas bases de datos recuperadas: el
test de la distribuci¶on hipergeom¶etrica y el test de Â2.
Por ¶ultimo, en la secci¶on 7.3 se presenta el problema de las comparaciones
multiples que aparece cuando se baraja un elevado n¶umero de hip¶otesis (como
es el caso, donde el n¶umero de anotaciones evaluadas puede llegar a ser
muy grande) y los distintos m¶etodos propuestos para corregir los p-valores
calculados y obtener as¶³ datos m¶as ¯ables.
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AN¶ALISIS INTEGRADO DE DATOS
7.1 Uso del an¶alisis del enriquecimiento para
el an¶alisis integrado de datos
La extracci¶on de reglas asociativas (ARD) es una t¶ecnica de miner¶³a de datos,
propuesta originalmente por Agrawal et al. [71], que ha sido ampliamente uti-
lizada para encontrar asociaciones o relaciones entre conjuntos de elementos
presentes en una base de datos de transacciones. Este m¶etodo extrae con-
juntos de elementos que ocurren frecuentemente en la misma transacci¶on, y
formula reglas que caracterizan esas relaciones. Esta t¶ecnica se ha utilizado
tradicionalmente en el an¶alisis de matrices de expresi¶on con el objetivo de
extraer relaciones entre genes en base a sus patrones de expresi¶on g¶enica. En
este trabajo se ha desarrollado una novedosa aplicaci¶on de esta t¶ecnica para
el an¶alisis de literatura biom¶edica capaz de integrar y extraer asociaciones
entre t¶erminos de documentos cient¶³¯cos y caracter¶³sticas biol¶ogicas de los
genes (categor¶³as de Gene Ontology).
7.1.1 De¯nici¶on de reglas asociativas
La de¯nici¶on formal de una regla asociativa se puede expresar como:
Sea I = fi1; i2; i3; ¢ ¢ ¢ ; ing un conjunto de n elementos en una base de
datos S. Una transacci¶on T , perteneciente a dicha base de datos, est¶a com-
puesta de un conjunto de elementos que satisface T µ I, es decir, es una
subconjunto de elementos de I. Se puede decir que una transacci¶on T con-
tiene un conjunto de elementos X en I si X µ T . Una regla asociativa es
una expresi¶on de la forma fX ! Y g, donde X µ I, Y µ I y X \ Y = ¿.
La parte izquierda de la regla se denomina antecedente y la parte derecha
consecuente. Estas reglas se interpretan de la siguiente forma: cuando ocurre
X es probable que tambi¶en ocurra Y en la misma transacci¶on.
Dada una regla asociativa , hay dos medidas que de¯nen la calidad de la
regla;
² Su soporte, el cual es de¯nido como P (X [ Y ) , o sea, la probabilidad
de que X e Y aparezcan juntos.
² Su con¯anza, que se de¯ne por la probabilidad condicional de que
ocurra Y dado X, y se expresa como P (Y jX) = P (X[Y )
P (X)
.
El soporte y la con¯anza son las medidas m¶as comunes y, en muchos
casos, las ¶unicas utilizadas para cuanti¯car la relevancia de este tipo de aso-
ciaciones. Sin embargo, el uso de estas dos medidas puede conllevar que en
ciertos casos se generen reglas que en principio pueden parecer signi¯cativas
60
CAP¶ITULO 7. MATERIALES Y M¶ETODOS
por presentar altos valores de soporte y con¯anza, pero sin embargo re°e-
jan asociaciones entre conjuntos de elementos no correlacionados. Esto pasa
cuando los elementos del consecuente son muy frecuentes en la base de datos.
Por ejemplo, imaginemos la asociaci¶on fA ¢ B;Cg en la que el valor del so-
porte sea del 70% y el de la con¯anza del 80%. Esta regla indica que el 70%
de todas las transacciones contienen los elementos A,B y C y que el 80%
de las veces ocurre A tambi¶en ocurren B y C. Aunque esta regla parece que
ofrece una fuerte correlaci¶on entre los elementos A con B y C, esto no es nece-
sariamente cierto si B y C est¶an presentes en el 100% de las transacciones.
Se necesita por lo tanto una medida de correlaci¶on entre el antecedente y
el consecuente que eval¶ue ¯elmente la calidad de una regla asociativa. Esta
medida es:
² La mejora de la regla, la cual es de¯nida como P (X[Y )
P (X)£P (Y ) , esto es, la
con¯anza de la regla dividida por el soporte del consecuente.
Cualquier regla con un valor de mejora menor que 1 indica que no hay
una correlaci¶on real entre el antecedente y el consecuente y, por el contrario,
reglas con valores mayores que uno re°ejan reglas con mejores propiedades
para predecir el consecuente. Esta metodolog¶³a ha sido muy utilizada para la
b¶usqueda de patrones entre art¶³culos de venta en transacciones comerciales,
lo que se ha venido a denominar an¶alisis de la "cesta de la compra". Las reglas
extra¶³das en este contexto tienen como objetivo descubrir h¶abitos de compra
de los consumidores, lo cual tiene una aplicaci¶on directa en estrategias de
marketing tales como la disposici¶on y ubicaci¶on de los productos en unos
grandes almacenes, dise~no de cat¶alogos o publicidad personalizada.
Un ejemplo sencillo que ilustra este tipo de patrones es el siguiente: Imag-
inemos una base de datos de transacciones en la que cada transacci¶on repre-
senta un cliente y los productos comprados por cada cliente el conjunto de
elementos (tabla 7.1). Una regla asociativa que se podr¶³a extraer de esta base
de transacciones es: fmanzanas ! peras; naranjasg , con un soporte del
40% y una con¯anza del 50%. Esta regla indicar¶³a que el 50% de las personas
que compran manzanas tambi¶en compran peras y naranjas y la compra de
estos tres productos ocurre en el 40% de las transacciones.
Esta metodolog¶³a puede extenderse a cualquier tipo datos en los que in-
terese extraer este tipo de asociaciones. El requisito es poder estructurar la
base de datos en forma de transacciones que re°ejen la presencia o ausencia
de cada uno de los elementos de la misma. En el campo de la bioinform¶atica
este m¶etodo se ha usado en numerosos contextos, como por ejemplo la ex-
tracci¶on de asociaciones entre motivos de secuencia en promotores , entre
caracter¶³sticas estructurales y funcionales de prote¶³nas que interaccionan en-
tre s¶³, entre elementos de secuencia y funci¶on biol¶ogica, entre motivos de
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Table 7.1: Ejemplo de una base de datos de transacciones comerciales
Transacci¶on (clientes) Elementos (productos)
Transacci¶on 1 Pan, queso, manzanas, refrescos
Transacci¶on 2 Pan, manzanas, peras, naranjas
Transacci¶on 3 Pan, leche, manzanas, peras
Transacci¶on 4 Leche, peras, naranjas
Transacci¶on 5 Manzanas, peras, az¶ucar, naranjas
InterPro y clases enzim¶aticas o entre conjuntos de genes en base a datos de
expresi¶on.
7.1.2 Bases de datos de transacciones a partir de liter-
atura biom¶edica y Gene Ontology Annotations
Del procesado de la literatura biom¶edica y la base de datos de Gene Ontology
Annotations se puede extraer una base de datos de transacciones. Para poder
encontrar relaciones entre t¶erminos y categor¶³as GO, el sistema propuesto
bebe de dos fuentes distintas. Por una parte, se busca informaci¶on en la
misma base de datos de Gene Ontology. Cada una de las entradas de GO tiene
una serie de campos asociados que proporcionan informaci¶on de la categor¶³a,
nosotros extraemos su nombre, su de¯nici¶on y sus sin¶onimos, resaltadas en
al ¯gura 7.1.
Los t¶erminos de estos tres campos son entonces procesados, salvo los
t¶erminos de parada o stopwords, que no son tenidos en cuenta. En primer
lugar se les aplica el algoritmo de stemming de Porter con el ¯n de trabajar
s¶olo con la ra¶³z de cada palabra, y que las distintas formas verbales, los
plurales y otras declinaciones lingÄu¶³sticas no sean problema para reconocer
los t¶erminos. De esta manera, creamos un vector por cada categor¶³a GO
donde almacenamos todos las ra¶³ces de los t¶erminos relacionados junto con las
respectivas frecuencias con las que aparecen en total en los campos parseados
(ver esquema en ¯gura 7.2).
Para saber qu¶e art¶³culos est¶an relacionados con cada una de los nodos de
GO, recurrimos a la base de datos de Gene Ontology Annotations. Como se
ha explicado en la secci¶on anterior, las anotaciones publicadas en esta base
de datos establecen asociaciones entre genes y entradas de Gene Ontology,
proporcionando adem¶as (entre otro tipo de informaci¶on) los art¶³culos publi-
cados en la literatura que presentan la evidencia de dicha relaci¶on. De esta
manera, podemos establecer tuplas de tres componentes gen - entrada GO -
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Figura 7.1: Ejemplo de informaci¶on contenida en Gene Ontology por cada
anotaci¶on
Figura 7.2: Esquema del procesado del texto
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art¶³culo.
Aunque es muy interesante contar con la informaci¶on que relaciona los
genes con las entradas de GO o con los art¶³culos y, siguiendo la misma
metodolog¶³a que la propuesta se podr¶³a hacer un an¶alisis an¶alogo al expli-
cado en este trabajo, la informaci¶on que extraemos es la concerniente a la
relaci¶on establecida entre las entradas de GO y los art¶³culos publicados. Ev-
identemente, si una determinada publicaci¶on evidencia una asociaci¶on entre
un gen y una determinada categor¶³a de GO, se puede concluir que dicha
publicaci¶on habla tanto de ese gen como de esa categor¶³a de GO y podemos
relacionar los t¶erminos contenidos en el texto tanto con uno como con otro.
De esta manera, se extrae del ¯chero de anotaciones (¶unico para cada
organismo) los art¶³culos relacionados con cada una de las categor¶³as de GO.
El siguiente paso es acudir a PUBMED, de donde se extrae tanto el abstract
como el t¶³tulo de cada publicaci¶on. Se extraen todos los t¶erminos y aquellos
que no est¶en inclu¶³dos dentro de una lista de stopwords se procesan de la
misma manera que se ha comentado anteriormente. Por ¶ultimo, con estas
palabras, se completan los vectores de t¶erminos creados para cada categor¶³a
de GO. Cada uno de estos t¶erminos tiene una frecuencia asociada, que indica
el n¶umero de veces que aparece relacionada la palabra en cuesti¶on con la
categor¶³a de GO, sea cual sea la fuente de informaci¶on de donde haya sido
extra¶³do. De esta manera, tenemos cada una de las categor¶³as de Gene On-
tology de¯nidas con un conjunto de palabras (un metadocumento), extra¶³das
tanto de la propia base de datos de Gene Ontology como de los art¶³culos
relacionados en PUBMED. En la im¶agen 7.3 se puede ver un ejemplo del
metadocumento creado para la categor¶³a GO:0031145
El siguiente paso consiste en el ¯ltrado de esas palabras, ya que no todas
son igual de relevantes ni aportan la misma informaci¶on. Un m¶etodo muy
com¶un es eliminar las palabras que aparecen de manera recurrente, en este
caso, para todas las categor¶³as de GO, ya que no aportan demasiada infor-
maci¶on ni sirven para distinguir unas categor¶³as de otras. Para ello, aquellos
t¶erminos que aparecen en m¶as del 80% de las categor¶³as estudiadas no son
tenidos en cuenta. Por ejemplo, al trabajar con art¶³culos relacionados con la
levadura, el t¶ermino "yeast", que no tiene porque ser considerado como un
t¶emino de parada, aparecer¶a en la gran mayor¶³a de los art¶³culos sino en todos,
considerarla s¶olo implicar¶³a m¶as trabajo de computaci¶on en la siguiente fase
adem¶as de a~nadir ruido y emperorar los resultados.
Por otra parte, tambi¶en es com¶un eliminar las palabras que no aparecen
en al menos un determinado umbral de documentos (se suele usar el 20%
como umbral). De esta manera sabremos a ciencia cierta que no estamos
tomando palabras poco relevantes (o excepcionales). Aunque este ¯ltro puede
traer controversia, dado que seg¶un el tipo de an¶alisis que se est¶e realizando
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Figura 7.3: Ejemplo de metadocumento para una categor¶³a de GO
podemos estar eliminando informaci¶on realmente importante, en este caso
parec¶³a preferible hacerlo. Por una parte, es una medida de reducci¶on la
potencial magnitud del corpus (facilitando as¶³ el c¶omputo posterior) y por
otra parte, dado que la intenci¶on del proceso es la de caracterizar una entidad
(una categor¶³a GO), no ser¶³a buena idea hacerlo utilizando palabras, como se
ha dicho antes poco relevantes o incluso excepcionales, que quiz¶a s¶olo sirven
para a~nadir ruido.
Tenemos cada documento representado por un vector de pesos siguiendo
el modelo de espacio vectorial cl¶asico en sistemas de extracci¶on de infor-
maci¶on a partir de textos: cada metadocumentoDi 2 ip, donde p es el n¶umero
total de t¶erminos en el vocabulario del corpus entero, es representado como
un vector num¶erico donde cada elemento Dij representa la importancia rel-
ativa del t¶ermino j en el metadocumento i.
Varios criterios han sido propuestos para de¯nir la importancia de cada
t¶ermino en un documento. El esquema m¶as frecuente es el com¶unmente cono-
cido como TF£IDF , donde TF es la frecuencia del t¶ermino (term frequency).
Este esquema de pesos penaliza la importancia de t¶erminos comunes que
aparecen en muchos documentos y que por tanto no son signi¯cativos del
contenido de los mismos. Formalmente, el IDF para el t¶ermino j-¶esimo es
calculado como:
idfj = log(
T
tj
)
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Table 7.2: Matriz de categor¶³as GO por t¶erminos
Categor¶³as GO Term. 1 Term. 2 Term. 3 Term. 4 Term. 5 Term. 6
Categor¶³a A 1 1 0 1 1 0
Categor¶³a B 1 1 0 1 1 0
Categor¶³a C 1 1 0 1 1 1
Catergor¶³a D 0 0 0 1 0 0
Categor¶³a E 1 1 0 0 0 0
Categor¶³a F 1 1 0 0 0 0
donde T es el n¶umero total de metadocumentos (n¶umero total de cat-
egor¶³as GO en nuestro caso) y tj es el n¶umero de metadocumentos que
contienen el t¶ermino j. Por lo tanto, el peso asignado al t¶ermino j en el
metadocumento i bajo el esquema TF £ IDF queda de¯nido como:
Dij = idfij £ tfij
maxk[tfik]
donde maxk[tfik] es la moda del metadocumento i , es decir, la frecuencia
con la que aparece la palabra m¶as recurrente del metadocumento. Dividir la
frecuencia de un t¶ermino por la moda del documento es muy frecuente y se
utiliza para normalizar los valores.
El ¶ultimo paso de esta fase consiste en el ¯ltrado del corpus total en
funci¶on de los pesos asignados. El prop¶osito b¶asico de este proceso es el de
ir depurando el corpus paso a paso para poder identi¯car cada categor¶³a con
las palabras que mejor la de¯nen. De esta manera, eliminamos del sistema
todas aquellas palabras que no alcanzan un determinado peso umbral, es de-
cir, aquellas que son poco representativas y no han de tenerse en cuenta. De
esta manera, hemos conseguido crear un conjunto de palabras (un metadoc-
umento) que representa a cada categor¶³a de GO.
Una vez hecho esto, s¶olo hay que saber si un t¶ermino aparece o no dentro
de un metadocumento. Por ejemplo, consideremos la tabla binaria 8.9, que
indica si una palabra est¶a contenida dentro de una caegor¶³a GO o no.
Este tipo de matrices pueden ser transformadas f¶acilmente en una base
de datos de transacciones en la cual cada t¶ermino representa una transacci¶on
(un cliente, en analog¶³a con el caso de las transacciones comerciales) y el
conjunto de categor¶³as GO representa el conjunto de elementos que aparecen
en cada transacci¶on (los productos que compra cada cliente) (ver tabla 7.3).
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Table 7.3: Base de datos de transacciones para extraer reglas asociativas entre
conjuntos de t¶erminos
Transacciones Conjunto de elementos
Term. 1 Categor¶³a A, Categor¶³a B, Categor¶³a C, Categor¶³a E, Categor¶³a F
Term. 2 Categor¶³a A, Categor¶³a B, Categor¶³a C, Categor¶³a E, Categor¶³a F
Term. 4 Categor¶³a A, Categor¶³a B, Categor¶³a C, Categor¶³a D
Term. 5 Categor¶³a A, Categor¶³a B, Categor¶³a C
Term. 6 Categor¶³a C, Categor¶³a F
7.1.3 Extracci¶on de anotaciones enriquecidas en la base
de datos
La base de datos creada consta de un conjunto de t¶erminos anotados con
categor¶³as de Gene Ontology. Dada una consulta del usuario, compuesta por
una combinaci¶on de palabras (que puede ser el resultado de un experimento
anterior, puede ser un conjunto de palabras relacionadas con un determi-
nado gen o prote¶³na o simplemente el abstract de un documento), el sistema
procesa las palabras de la lista de entrada, elimina los t¶erminos de parada,
aplica sobre ellas el algoritmo de stemming de Porter y las busca en la lista
de t¶erminos del sistema.
En el siguiente paso, por cada palabra encontrada, se recuperan todas las
categor¶³as GO asociadas a, como m¶³nimo, un n¶umero determinado de pal-
abras. Dicho n¶umero, que por defecto el sistema considera que es 3, puede ser
modi¯cado por el usuario. De esta manera, s¶olo se recuperar¶an aquellas ano-
taciones que aparezcan relacionadas con al menos 3 t¶erminos de la consulta
del usuario.
Por ejemplo, si utilizamos el caso de la tabla 7.3 con un soporte umbral
de 3 y la entrada del usuario es una lista compuesta por los t¶erminos fTerm
1., Term. 6, Term. 5g , el sistema devolver¶³a la salida fCategor¶³a Cg. Si
observamos la tabla, notaremos que Categor¶³a C es la ¶unica anotaci¶on com-
partida por los tres t¶erminos. Sin embargo, si el soporte umbral hubiese sido
de 2, la salida del sistema hubiese sido fCategor¶³a A, Categor¶³a B, Categor¶³a
C, Categor¶³a Fg , el conjunto de todas las anotaciones compartidas por al
menos 2 t¶erminos de la lista de entrada.
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7.2 An¶alisis estad¶³stico
Una vez extra¶³das todas las anotaciones (categor¶³as GO) enriquecidas en la
lista de t¶erminos, el siguiente paso es realizar el an¶alisis estad¶³stico. Para
esto el m¶etodo debe contar las ocurrencias de cada anotaci¶on en la lista de
palabras de entrada y en la lista de palabras que se tome por referencia (que
por defecto es la base de datos entera). N¶otese que la frecuencia calculada
de cada anotaci¶on es calculada como el n¶umero de palabras que est¶an simul-
taneamente co-anotadas con ella.
A partir de esta informaci¶on se aplica un an¶alisis estad¶³stico para identi-
¯car las categor¶³as que est¶an signi¯cativamente enriquecidas en la lista de pal-
abras. Existen varios tests estad¶³sticos para calcular la su¯ciencia estad¶³stica
(p-valor) de cada anotaci¶on. En este trabajo se han implementado dos an¶alisis
distintos: el basado en la distribuci¶on hipergeom¶etrica y el test de indepencia
de Â2.
En este caso, el signi¯cado biol¶ogico de los p-valores calculados no es dif¶³cil
de entender. Si tenemos una lista de t¶erminos de entrada y observamos que
"mitosis" aparece enriquecida y con un valor de p-value muy bajo (pr¶oximo
a cero), es que la entrada est¶a relacionada de manera signi¯cativa con el
concepto de "mitosis" por alguna raz¶on. Aunque no se incluye informaci¶on
negativa en esta primera implementaci¶on del trabajo, no ser¶³a descabellado,
del mismo modo que se hace en los an¶alisis de patrones de expresi¶on gen¶eticos,
incorporar informaci¶on acerca de qu¶e t¶erminos aparecen "inhibidos" ante de-
terminadas categor¶³as de GO (extrayendo dicha informaci¶on de la literatura
o a trav¶es de varios expertos), de tal manera que se pudiese incorporar como
un ¯ltro. En ese caso una anotaci¶on que aparece relacionada negativamente
con un grupo de t¶erminos, y lo hace de manera signi¯cativa, nunca podr¶³a
ser relacionada con dichos t¶erminos, mejorando as¶³ la precisi¶on del sistema.
En algunos an¶alisis, los investigadores desean clasi¯car un documento
o conjunto de palabras, pero en funci¶on de un determinado subgrupo de
documentos. Por ejemplo, s¶olo desea an¶alizar unos resultados previos com-
par¶andolos con los documentos relacionados con la "meiosis". En este caso
se permite que la lista de referencia utilizada no sean los t¶erminos de toda la
base de datos sino los t¶erminos que el investigador indique (en este caso, los
extra¶³dos de todos los documentos de PUBMED relacionados con la "meio-
sis").
7.2.1 Test basado en la distribuci¶on hipergeom¶etrica
La distribuci¶on hipergeom¶etrica es una distribuci¶on de probabilidad discreta.
Es el modelo que se aplica en experimentos del tipo En una urna hay bolas de
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dos colores (blancas y negras), >cu¶al es la probabilidad de que al sacar 2 bolas
las dos sean blancas?. Son experimentos donde, al igual que en la distribuci¶on
binomial, en cada ensayo hay tan s¶olo dos posibles resultados: o sale blanca o
no. Pero se diferencia de la distribuci¶on binomial en que los distintos ensayos
son dependientes entre s¶³, si en una urna con 5 bolas blancas y 3 negras, en
un primer ensayo saco una bola blanca, en el segundo ensayo hay una bola
blanca menos, por lo que las probabilidades son diferentes (hay dependencia
entre los distintos ensayos).
Para nuestro problema, consideremos que existen N t¶erminos en total en
nuestra base de datos. Un determinado t¶ermino puede estar anotado o no por
una determinada categor¶³a de GO que vamos a llamar F. En otra palabras,
podemos decir que nuestros N t¶erminos pueden ser de dos tipos: los que estan
anotados con la categor¶³a F y los que no lo est¶an (F y NF). Supongamos ahora
que en la entrada el usuario ha introducido un subconjunto de K t¶erminos.
Observamos que x de esos K t¶erminos son de tipo F y queremos saber cu¶al
es la probabilidad de que eso sea fruto del azar. De esta manera, podemos
plantear nuestro problema de la siguiente manera: tenemos N t¶erminos de los
cuales M son de tipo F y N ¡M son de tipo NF, si cogemos aleatoriamente
K t¶erminos, cu¶al es la probabilidad de que exactamente x de esos K t¶erminos
sean de tipo F. Una vez que se ha cogido un t¶ermino de la base de datos,
evidentemente no se puede volver a coger, as¶³ que est¶a claro que no hay
reemplazamiento.
La probabilidad de que una cierta categor¶³a GO ocurra x veces s¶olo por
azar en una lista de t¶erminos se puede calcular mediante la distribuci¶on
hipergeom¶etrica con los par¶ametros (N,M,K) (7.1).
P (X = xjN;M;K) =
¡
M
x
¢¡
N¡M
K¡x
¢¡
N
K
¢ (7.1)
Bas¶andonos en esto, el p-valor de tener x t¶erminos o menos anotados con
F puede ser calculado sumando las probilidades de que en una lista aleatoria
de K t¶erminos haya 1, 2, ¢ ¢ ¢ , x t¶erminos de la categor¶³a F (7.2).
p =
xX
i=0
¡
M
i
¢¡
N¡M
K¡i
¢¡
N
K
¢ (7.2)
Este test corresponde eval¶ua el p-valor de categor¶³as poco enriquecidas,
sin embargo si quisi¶eramos calcular el p-value de categor¶³as muy enriquecidas
la ecuaci¶on ser¶³a distinta (7.3)
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Aunque la distribuci¶on hipergeom¶etrica es en ocasiones dif¶³cil de calcular,
se sabe que tiende a la binomial cuando el valor de N es muy elevado. Si se
usa la binomial, la probabilidad de tener x t¶erminos anotados con F en un
conjunto de K t¶erminos extra¶³dos al azar es dada por la cl¶asica f¶ormula de
la probabilidad binomial (7.6)
P (X = xjK;M=N) =
µ
K
x
¶µ
M
N
¶xµ
1¡ M
N
¶K¡x
(7.5)
y, de manera an¶aloga a antes, el p-valor ser¶³a calculado por (??)
p =
NX
i=x
µ
K
i
¶µ
M
N
¶iµ
1¡ M
N
¶K¡i
(7.6)
7.2.2 Test de Â2
Existen, sin embargo, otras alternativas para llevar a cabo este test, como es
el test de la Â2, la prueba exacta de ¯sher, la prueba de McNemar o la prueba
Q de Cochran, entre otras. El test de la Â2 permite determinar si dos variables
cualitativas est¶an o no asociadas. Si al ¯nal del estudio se concluye que las
variables no est¶an relacionadas podremos decir con un determinado nivel de
con¯anza, previamente ¯jado, que ambas son independientes. Para llevar a
cabo un an¶alisis mediante el test de la Â2, los datos deben ser organizados en
tablas de contingencia como la que se muestra en la tabla 7.4. La notaci¶on de
un punto en el sub¶³ndice indica la suma de todos los elementos de esa ¯la o
columna. Mediante esta notaci¶on, el n¶umero de t¶erminos en la base de datos
(o en la lista de referencia usada)N = N:1, el n¶umero de t¶erminos anotados en
F en la base de datos (o en la lista de referencia usada) esM = n11, el n¶umero
de t¶erminos de la lista de entrada K = N:2 y el n¶umero de t¶erminos en la lista
de entrada anotados en F x = n12. La relevancia de una anotaci¶on F concreta
puede ser calculada usando una tabla de contingencia de dimensiones 2£ 2.
Los N t¶erminos de la lista de referencia pueden ser divididos en dos grupos:
los que est¶an anotados en F (n11 = M) y los que no lo est¶an (n21). Los K
t¶erminos de la entrada son a su vez tambi¶en divididos en dos grupos, los
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Table 7.4: Tabla de contingencia
T¶erminos en lista de referencia T¶erminos en entrada
F n11 n12 N1: =
P2
j=1 n1j
No F n21 n22 N2: =
P2
j=1 n2j
N:1 =
P2
i=1 ni1 N:2 =
P2
i=1 ni2 N:: =
P
i;j nij
anotados en F (n21 = x) y los que no lo est¶an (n22). Usando esta notaci¶on,
el valor del estad¶³stico Â2 ser¶³a el de la ecuaci¶on (7.7)
Â2 =
2X
i=1
2X
j=1
(nij ¡ Eij)2
Eij
(7.7)
donde Eij son las frecuencias esperadas para cada celda de la tabla de
contingencia y se calculan como las frecuencias totales en la ¯la y columna
divididas por la frecuencia total. As¶³, el estad¶³stico Â2 mide la diferencia entre
el valor que debiera resultar si las dos variables fuesen independientes y el
que se ha observado en la realidad. Cuanto mayor sea esa diferencia (y, por lo
tanto, el valor del estad¶³stico), mayor ser¶a la relaci¶on entre ambas variables.
El hecho de que las diferencias entre los valores observados y esperados est¶en
elevadas al cuadrado convierte cualquier diferencia en positiva. Si se hacen
c¶alculos se puede llegar a la ecuaci¶on (7.8)
Â2 =
N::
¡jn11n22 ¡ n12n21j ¡ N::2 ¢2
N1:N2:N:1N:2
(7.8)
donde N::=2 en el numerador es un factor de correcci¶on que puede ser
omitido cuando la muestra es muy grande.
Cada valor de Â2 puede ser comparado con los valores cr¶³ticos obtenidos
de una distribuci¶on con grado de libertad 1.
7.3 Correcci¶on de p-valores en comparaciones
m¶ultiples
El problema de las comparaciones m¶ultiples aparece cuando un test es-
tad¶³stico es usado repetidamente para evaluar un n¶umero relativamente el-
evado de observaciones. En un experimento estad¶³stico, se considera que un
p-valor es signi¯cativo siempre que sea menor que un determinado valor al-
pha. El valor alpha consiste simplemente el umbral a partir del cual se acepta
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que un determinado hecho no es producto del azar. Por ejemplo, en un ex-
perimento usando un valor alpha de 0.05, existe una posibilidad entre 20
de que un determinada hip¶otesis nula pueda ser dada por signi¯cativa por
pura probabilidad. Cuando se realiza un test de comparaciones m¶ultiple,
cada hip¶otesis tiene una determinada probabilidad de ser considerada como
verdadera a pesar de ser falsa. Si se prueban 10 hip¶otesis y el valor de al-
pha es de 0.05, entonces la probabilidad de encontrar al menos una diferencia
aparentemente signi¯cativa debido a una posibilidad arbitraria es de 0.4 (que
es 1¡ 0:9510).
Por tanto este problema es crucial en el an¶alisis de datos que estamos
haciendo, ya que el n¶umero de anotaciones de GO es del orden de unos pocos
miles para un determinado organoismo. Cuando se aplica un test estad¶³stico
a un n¶umero elevado de casos la probabilidad de encontrar falsos positivos
(lo que se denomina error tipo 1) aumenta signi¯cativamente. Por ejemplo,
si en nuestro an¶alisis eval¶uamos 5000 anotaciones de Gene Ontology, si con-
sideramos como estad¶³sticamente signi¯cativos aquellas anotaciones con un
p-valor de 0.01 tendr¶³amos que esperar una tasa de error del orden de 50
falsos positivos.
Existen varios m¶etodos para corregir este tipo de errores y su uso es m¶as
que recomendable en cualquier an¶alisis donde se lleven a cabo comparaciones
m¶ultiples.
Las t¶ecnicas se explicar¶an en el contexto de un an¶alisis de expresi¶on difer-
encial donde se ha calculado un determinado p-valor (utilizando cualquier
an¶alisis estad¶³stico) para cada una de las N anotaciones entiquecidas en una
lista de t¶erminos.
7.3.1 Correcci¶on de Bonferroni
Es el m¶etodo de correcci¶on m¶as com¶un. Puede ser descrito de manera muy
simple. Cuando un tests eval¶ua varias hip¶otesis nulas Hi(i = 1; ¢ ¢ ¢ ; n), con
el ¯n de corregir el error de tipo 1 de manera global, cada uno de los corre-
spondientes p-valores Pi es comparado con el valor de alpha dividido por el
n¶umero de hip¶otesis (anotaciones). De esta manera, la probabilidad global de
encontrar un falso positivo es la misma que la de encontrar un falso positivo
en un experimento con una ¶unica hip¶otesis, asumiendo que las pruebas son
independientes.
La correcci¶on de Bonferroni se considera extremadamente conservativa,
de tal manera que cuando se analizan muchas anotaciones, como es el caso,
puede que al aplicar la correcci¶on por Bonferroni no quede ninguna ano-
taci¶on signi¯cativa. Adem¶as, en nuestro caso, no estar¶³a claro si las hip¶otesis
(anotaciones de GO) son independientes, porque los mismos nodos de GO
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Table 7.5: Correcci¶on de Holm
t¶erminos ti1 ti2 ¢ ¢ ¢ tiN
p-values crecientes p1 p2 ¢ ¢ ¢ pN
p-values ajustados p1 £N p2 £N ¡ 1 ¢ ¢ ¢ pN
est¶an estructurados en forma de grafo. En cualcuier caso, el procedimiento
de la correcci¶on de Bonferroni es equivalente a corregir los p-valores multi-
plic¶andolos por el n¶umero de anotaciones evaluadas (7.9)
p-valorajustado = p-valor£N (7.9)
7.3.2 Correcci¶on de Holm
Holm propuso un m¶etodo que se aplicaba en los mismos casos que el proced-
imiento de Bonferroni, pero que es m¶as potente. En este caso el procedimiento
ser¶³a de la siguiente manera. En primer lugar se deben ordenar los p-valores
de menor a mayor. Diremos que P1 es el m¶as peque~no y PN el mayor de todos.
En segundo lugar, cada p-valor es comparado con ®=(n¡ i+ 1), empezando
por P1 y continuando hasta llegar al primer p-valor no rechazado. De esta
manera, las hip¶otesis Hi rechazadas ser¶an aquellas para las que Pj · ®n¡j+1 <
para toda j · i.
El procedimiento a seguir ser¶³a an¶alogo a multiplicar cada p-valor por
N ¡K + 1, donde k es la posici¶on (rango) que ocupa en la lista 7.5.
Esta correcci¶on es un poco menos conservativa que la de Bonferroni
aunque tambi¶en asume independencia entre las variables.
7.3.3 FDR propuesto por Benjamini y Hochberg
Las correcciones cl¶asicas en comparaciones m¶ultiples suelen corregir s¶olo el
error de tipo 1 (un falso positivo). Esto es a veces insu¯ciente y adem¶as
puede no controlar la aparici¶on de falsos negativos. Un m¶etodo alternativo de
correcci¶on es calcular el ratio de descubrimiento falso (FDR), que consiste en
la proporci¶on entre las hip¶otesis nulas ciertas rechazadas y todas las hip¶otesis
nulas rechazadas (Benjamin y Hochberg, 1995 [72]), en otras palabras, es la
proporci¶on de todas las hip¶otesis que se estima que ser¶an signi¯cativas, pero
que actualmente no lo son.
Sean H1 : : : HN las hip¶otesis nulas y P1 : : : PN sus correspondiente p-
valores. En primer lugar hay que ordenar los p-valores, en este caso de mayor
a menor. Les denotaremos como P(1) : : : P(N). Para un valor de ® dado, hay
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Table 7.6: FDR
t¶erminos ti1 ti2 ¢ ¢ ¢ tiN
p-values crecientes p1 p2 ¢ ¢ ¢ pN
p-values ajustados p1£N
1
p2£N
2
¢ ¢ ¢ pN£N
N
que encontrar la k mayor tal que P(k) · kN®: De esta manera, se rechazan
(se declaran positivas) todas las hip¶oteis H(i) para i = 1; : : : ; k.
En este caso, el m¶etodo es an¶alogo a multiplicar cada p-valor por N=K 7.6
7.3.4 Correcci¶on basada en permutaciones
Por ¶ultimo, se decribir¶a la correcci¶on basada en permutaciones. En primer
lugar, se deben calcular los p-valores para cada anotaci¶on en los datos, como
en los m¶etodos anteriores. Una vez que se ha hecho esto, lo siguiente es
permutar aleatoriamente las clases, y entonces volver a calcular los p-valores
en estos datos. Este paso se repite n veces, en algunos sistemas se debe repetir
del orden de unas 1000 veces. El valor de n depende de la magnitud de la base
de datos con la que se est¶e trabajando y el n¶umero de hip¶otesis. Para cada
anotaci¶on, el p-valor ajustado se calcular¶a como el n¶umero de permutaciones
en las que se ha encontrado un p-valor menor o igual que el p-valor real para
esa anotaci¶on, dividido por el n¶umero total de permutaciones hechas (n).
Este m¶etodo tiene en cuenta las posibles correlaciones entre anotaciones,
aunque es computacionalmente costoso y lento dado el elevado n¶umero de
iteraciones que se necesitan. Una alternativa es implementar este algoritmo
y que su ejecuci¶on pueda realizarse en paralelo, aliviando de esa manera esa
carga computacional.
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Implementaci¶on
La aplicaci¶on que se propone es sencilla en su planteamiento: se toma una
lista de t¶erminos como entrada (por ejemplo de un abstract de un determi-
nado art¶³culo) y se determinan todas las anotaciones que tengan relaci¶on con
ellas. No s¶olo es una manera de etiquetar tem¶aticamente un determinado
texto, sino que puede ser utilizado como fase posterior de an¶alisis que de-
vuelvan documentos o conjuntos de palabras, por ejemplo, si caracterizamos
un determinado gen mediante un conjunto de palabras, podremos establecer
directamente relaciones entre genes y anotaciones (por ejemplo, entradas de
Gene Ontology), es decir, podremos caracterizar la funci¶on de un gen y los
procesos biol¶ogicos con los que est¶e relacionado.
El proceso de implementaci¶on del sistema se desarroll¶o en dos etapas bien
de¯nidas. La primera de ellas se centraba en la adquisici¶on de conocimiento
y creaci¶on de una estructura de datos que contuviera toda la informaci¶on
necesaria. Para ello se accedi¶o a distintas bases de datos Bioinform¶aticas a
trav¶es de la red y se llev¶o a cabo toda la parte de procesamiento de texto.
La segunda etapa tiene que ver con el desarrollo del algoritmo de extracci¶on
de anotaciones enriquecidas, el an¶alisis estad¶³stico y la correcci¶on de los p-
valores, as¶³ como la presentaci¶on de los resultados.
8.1 Etapa de entrenamiento: adquisici¶on de
la informaci¶on
En esta fase se recupera toda la informaci¶on de PUBMED y Gene Ontology.
Para ello nos servimos de la base de datos de anotaciones GOA. En esta
primera aproximaci¶on, nos centramos ¶unicamente en la base de datos dedi-
cada a la levadura (Saccharomyces cerevisiae), pero el sistema es tan °exible
que m¶as adelante se podr¶a ampliar f¶acilmente utilizando las distintas bases
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de anotaciones de otros organismos como Arabidopsis thaliana, Bos taurus,
Caenorhabditis elegans, Danio rerio, Drosophila melanogaster, Gallus gal-
lus, Homo sapiens, Mus musculus, Rattus norvegicus, Schizosaccharomyces
pombe y Vibrio Cholerae.
El °ujo de ejecuci¶on de esta primera fase puede verse en la ¯gura 8.1.
Gene Ontology Annotations (GOA) es una base de datos generada con el
¯n de anotar cada gen con entradas de Gene Ontology, determinando as¶³ el
papel que juega dicho gen en el organismo al que haga referencia la base de
datos (exisen distintos ¯cheros de anotaciones, uno por organismo). Dentro de
GOA, no s¶olo podemos ver asociaciones entre genes y t¶erminos de Gene On-
tology, sino que, adem¶as de otro tipo de informaci¶on, se puede ver qu¶e art¶³culo
publicado en PUBMED evidencia dicha anotaci¶on. El sistema recorre toda
la base de datos y recupera todas las tuplas del tipo fIdenti¯cador de GO,
Identi¯cador de PUBMEDg. De esta manera conocemos todos los documen-
tos publicados relacionados con cada categor¶³a de Gene Ontology que tiene
algo que ver con el organismo de la levadura. Una vez conocidas dichas rela-
ciones, el sistema se encarga de extraer informaci¶on de Gene Ontology y de
PUBMED. En primer lugar accede a Gene Ontology y por cada identi¯cador
recupera los campos fNombre; De¯nici¶on; Sin¶onimosg. Por ejemplo, para el
identi¯cador GO:0006200 tendr¶³amos fATP catabolic process; The chemical
reactions and pathways resulting in the breakdown of ATP, adenosine 5'-
triphosphate, a universally important coenzyme and enzyme regulator; ATP
breakdown, ATP catabolism, ATP degradation, ATP hydrolysisg. El sistema
se encarga de dividir cada uno de estos campos en palabras. Las palabras de
parada son eliminadas y a las restantes se les aplica el algoritmo de lemati-
zaci¶on de Porter, qued¶andose ¶unicamente con la ra¶³z de cada t¶ermino. Una
vez hecho esto, el sistema crea un metadocumento relacionado a la categor¶³a
GO:0006200, compuesto por todas las ra¶³ces de los t¶erminos recuperados.
Una vez extra¶³da la informaci¶on de Gene Ontology, la siguiente base de
datos a analizar es PUBMED. PUBMED es una base de datos compuesta por
documentos biom¶edicos publicados. Establecidas las relaciones entre identi-
¯cadores de GO y de PUBMED gracias a la base de datos de GOA, sabemos
qu¶e documentos est¶an relacionados con qu¶e categor¶³as. Recuperamos por
cada uno de los documentos los campos fT¶³tulo, Abstractg. De la misma
manera que antes, se divide cada campo en t¶erminos, y aquellos que no se
encuentren en la lista de palabras de parada son lematizados aplic¶andoles el
algoritmo de Porter. Por ¶ultimo, a~nadimos las ra¶³ces de los t¶erminos recu-
perados de PUBMED a los metadocumentos creados para cada categor¶³a de
Gene Ontology.
De esta manera, una misma palabra puede estar contenida en m¶as de
un metadocumento. En este punto, y con el ¯n de disminuir la cantidad
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Figura 8.1: Flujo de informaci¶on en el proceso de extracci¶on de datos de las
bases de datos
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de c¶omputo necesaria en la siguiente etapa, nos disponemos a reducir en
la medida de lo posible el tama~no de la base de datos creada. La idea es
que cada categor¶³a GO quede representada por una serie de t¶erminos que
re°ejen ¯elmente sus caracter¶³sticas, es decir, aquellas palabras que sean m¶as
importantes dentro de la categor¶³a. Esto lo conseguimos mediante dos pasos.
En primer lugar hacemos pasar las palabras por un ¯ltro, aquellas palabras
que aparezcan en m¶as del 80% de los metadocumentos no ser¶an tenidas en
cuenta. De esta manera, evitamos tener palabras poco representativas en
nuestra base de datos, por ejemplo, es de esperar que el t¶ermino "yeast"
(levadura en ingl¶es) aparezca en todos o casi todos los documentos publicados
acerca del organismo de la levadura y sin embargo no es una palabra que
aparezca tradicionalmente en una lista de stopwords.
Una vez hecho esto, es el momento de calcular el peso que tiene cada
una de las palabras de cada uno de los metadocumentos, es decir, asignamos
pesos a las palabras en funci¶on a su relaci¶on con la categor¶³a de GO. Para
ello seguimos el esquema TFIDF ya comentado, por una parte dividimos cada
frecuencia de cada palabra por la moda del metadocumento (la frecuencia de
la palabra m¶as frecuente) y, una vez hecho esto, se calcula el peso mediante
la ecuaci¶on (8.1)
Dij = log(
T
tj
)£ tfijnormalizada (8.1)
donde T es el n¶umero total de metadocumentos (n¶umero total de cate-
gor¶³as GO en nuestro caso), tj es el n¶umero de metadocumentos que contienen
el t¶ermino j y tfijnormalizada es la frecuencia con la que aparece el t¶ermino en
el metadocumento, normalizada tal y como se ha explicado antes.
El c¶alculo de los pesos se utiliza como segundo paso para ¯ltrar las pal-
abras, s¶olo aquellas cuyo peso alcance un determinado umbral ser¶a utilizadas
para representar cada categor¶³a GO, el resto de palabras no ser¶a tenido en
cuenta.
Una vez creados los metadocumentos y ¯ltrado las palabras, el siguiente
paso es crear la base de datos de transacciones. Si lo que tenemos hasta
este punto es una serie de categor¶³as GO representadas por un conjunto de
palabras, nuestra base de datos estar¶a formada por una serie de palabras,
cada una relacionada con una serie de categor¶³as GO (¯gura 8.2). Esta es la
manera de que en la siguiente etapa podamos recuperar aquellas anotaciones
enriquecidas en un conjunto de palabras determinado.
Todo el proceso desarrollado en este punto se lleva a cabo tres veces.
Como se ha comentado en el cap¶³tulo 5, Gene Ontology es un sistema que
en realidad est¶a compuesto por tres ontolog¶³as distintas: procesos biol¶ogicos,
funciones moleculares y componentes celulares. El sistema que presentamos
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Figura 8.2: A partir de los metadocumentos de cada anotaci¶on creamos las
bases de transacciones, compuestas por palabras anotadas
crea una base de datos por cada una de estas ontolog¶³as, es decir, una base
de datos compuesta por t¶erminos relacionados con categor¶³as GO de proce-
sos biol¶ogicos, otra con funciones moleculares y otra con componentes celu-
lares. El usuario podr¶a elegir al hacer la consulta qu¶e base de datos debe ser
utilizada. Por ¶ultimo, y con el ¯n de dar uniformidad a todo el sistema y
acelerar la respuesta una vez el usuario introduzca su consulta, se asigna un
identi¯cador ¶unico a cada palabra que est¶e presente en alguna de las tres, o
las tres, bases de transacciones. Este identi¯cador permanecer¶a guardado en
una estructura a parte y apuntar¶a a una ¶unica palabra, est¶e en la base de
transacciones que est¶e (¯gura 8.3)
8.2 Etapa de an¶alisis
En este trabajo se ha desarrollado una herramienta que fuese accesible a
trav¶es de la web de manera gratuita. Inicialmente dicha herramienta s¶olo
proporciona anotaciones de Gene Ontology, pero en un futuro incorporar¶a
tambi¶en rutas de KEGG, Interpro Motifs, SwissProt Keywords o t¶erminos
GO Slim. Adem¶as, aunque en esta primera versi¶on s¶olo se trabaje con el or-
ganismo de la levadura, la herramienta desarrollada es f¶acilmente escalable
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Figura 8.3: Estructura de ¶Indices que enlaza con las bases de transacciones
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y soportar¶a en breve organismos como Arabidopsis thaliana, Bos taurus,
Caenorhabditis elegans, Danio rerio, Drosophila melanogaster, Gallus gal-
lus, Homo sapiens, Mus musculus, Rattus norvegicus, Schizosaccharomyces
pombe y Vibrio Cholerae.
El interfaz permite elegir el organismo y tipo de anotaci¶on que se pretende
analizar, elegir el test estad¶³stico que se quiere llevar a cabo, si se quiere
corregir los p-valores calculados, la inclusi¶on de una lista de t¶erminos de
referencia y, por su puesto, la introdcucci¶on del documento de entrada.
Una vez hecha una consulta, el sistema recupera el documento de en-
trada y lo divide en palabras. Se analiza cada palabra, si est¶a inclu¶³da dentro
de nuestra lista de stopwords se descarta, sino, se le aplica el algoritmo de
stemming de Porter y nos quedamos s¶olo con la ra¶³z. Una vez hecho esto,
se acude al esqueleto de la base de datos para recuperar los identi¯cadores
de las palabras introducidas en la consulta. Esos identi¯cadores nos permi-
tir¶an acceder de manera m¶as r¶apida a la base de transacciones adecuada (en
funci¶on del organismo y el tipo de anotaciones elegidos, ¯gura 8.4).
En este punto es necesario hacer una breve aclaraci¶on. Si la entrada no
contiene ninguna palabra contemplada por el sistema, indudablemente no se
podr¶a devolver ninguna salida. En este caso, no se considera que el documento
introducido por el usuario est¶e su¯cientemente relacionado con ninguna an-
otaci¶on. Es posible que una relajaci¶on en el ¯ltrado comentado en la secci¶on
anterior pudiera aliviar este resultado, pero en ese caso empeorar¶³a consid-
erablemente la precisi¶on de los resultados y adem¶as se podr¶³an relacionar
documentos y anotaciones que en un principio tienen poco o nada en com¶un.
Una vez identi¯cadas las palabras en la base de transacciones correspon-
diente, el sistema procede a extraer las anotaciones enriquecidas. Como se ha
mostrado, la base de transacciones creada consta de un conjunto de t¶erminos
anotados. Se recuperan todas las anotaciones asociadas a cada palabra en-
contrada. Una vez hecho esto, se analiza cada anotacion, se considera en-
riquecida si aparece relacionada a, como m¶³nimo, un n¶umero determinado
de palabras. Dicho n¶umero, que por defecto el sistema considera que es 3,
puede ser modi¯cado por el usuario. De esta manera, por defecto s¶olo se re-
cuperar¶an aquellas anotaciones que aparezcan relacionadas con al menos 3
t¶erminos de la consulta del usuario (¯gura 8.5).
Una vez extra¶³das todas las anotaciones enriquecidas el sitema realiza el
an¶alisis estad¶³stico elegido por el usuario. Se han implementado dos algo-
ritmos de test estad¶³stico: el de la distribuci¶on hipergeom¶etrica y el test de
Â2. Sea cual sea el m¶etodo elegido, el sistema debe contar las ocurrencias de
cada anotaci¶on en la lista de palabras de entrada y en la lista de palabras
que se tome por referencia (que por defecto es la base de transacciones en-
tera). N¶otese que la frecuencia calculada de cada anotaci¶on es calculada como
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Figura 8.4: Una vez hecha la consulta, se buscan los identi¯cadores en la
estructura de ¶³ndices y se acude a la base de transacciones adecuada, en
este caso la base de datos correspondiente al organismo de la levadura y
anotaciones de procesos biol¶ogicos de GO
82
CAP¶ITULO 8. IMPLEMENTACI¶ON
Figura 8.5: El sistema devolver¶a aquellas anotaciones que est¶en enriquecidas
en el conjunto de palabras de entrada. En este caso el soporte m¶³nimo es de
3
el n¶umero de palabras que est¶an simultaneamente co-anotadas con ella. En
la ¯gura 8.5 podemos ver que la salida del sistema est¶a compuesta por las
anotaciones GO:0000002 y GO:0000012, que aparecen co-anotadas en tres
palabras, mientras que otras anotaciones como GO:00075800 o GO:0000034
no forman parte de la salida al estar anotadas s¶olamente 2 veces.
Seg¶un el test elegido, el p-valor de cada anotaci¶on ser¶a calculado de una
manera u otra. Como ya se ha visto en el punto 7.2, si se ha elegido el test de
la distribuci¶on hipergeom¶etrica, el p-valor se calcula seg¶un la ecuaci¶on (7.3);
en cambio si se elige la opci¶on del test de Â2 se crea una tabla de contingencia
del mismo tipo que la tabla 7.4 y se calcula el valor del estad¶³stico siguiendo
la ecuaci¶on (7.7). De esta manera, el sistema ya tiene todas las anotaciones
enriquecidas en la lista de palabras introducidas por el usuario con sus re-
spectivos p-valores calculados seg¶un uno de los dos m¶etodos implementados.
El siguiente paso es la correcion de los p-valores calculados. En el punto 7.3
se explica el problema de la hip¶otesis m¶ultiple y se exponen una serie de
m¶etodos para corregirlo. En el sistema se han implementado tres opciones: el
usuario tiene la posibilidad de elegir entre no corregir los p-valores o corre-
girlos mediante el m¶etodo FDR o el m¶etodo basado en permutaciones. En el
primer m¶etodo se ordenan las anotaciones en funci¶on de su p-valor calculado
de mayor a menor, y se ajusta cada p-valor multiplicando por N=K donde
N es el n¶umero total de anotaciones extra¶³das y K la posici¶on que ocupa la
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Figura 8.6: Salida ¯nal de TEXTCODIS
anotaci¶on una vez se han ordenado todas, v¶ease tabla 7.6.
En el segundo m¶etodo se permutan las transacciones, de tal manera que
cada t¶ermino queda anotado aleatoriamente. Se extrae de esta manera el
grupo de anotaciones asignadas a los t¶erminos de entrada por puro azar, y
se calculan sus p-valores. El p-valor ajustado se calcula como el n¶umero de
permutaciones en las que se ha encontrado un p-valor menor o igual que el
p-valor real para ese t¶ermino, dividido por el n¶umero total de permutaciones.
El n¶umero de permutaciones que realiza el sistema es de 1000.
Una vez hecho esto, el sistema ya tiene calculadas las anotaciones enrique-
cidas en la lista de t¶erminos, con sus p-valores calculados y posteriormente
corregidos si el usuario as¶³ lo ha querido. La salida ¯nal del sistema ser¶a una
tabla donde se muestran los resultados, en c¶odigo html y accesible a trav¶es
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Figura 8.7: Interfaz de TEXTCODIS
de la web, y en formato ascii, vease ¯gura 8.6. Si el usuario as¶³ lo ha decidido,
le llegar¶a un correo electr¶onico a su direcci¶on de email avis¶andole de que el
an¶alisis ha terminado e indic¶andole donde puede ver los resultados.
8.3 Software desarrollado
TEXTCODIS es una herramienta web accesible p¶ublica y gratuitamente que
actualmente se encuentra ya implementada y disponible en su primera versi¶on
beta. La interfaz de la aplicaci¶on se muestra en la ¯gura 8.7. Como se puede
observar, el sistema cuenta con diversos cuadros de texto y listas desplegables
para con¯gurar las diversas opciones.
En primer lugar 8.8 se puede elegir el tipo de algoritmo que se desea eje-
cutar, buscar anotaciones simples (an¶alisis comentado en este trabajo) o con-
juntos de anotaciones que co-ocurren en una determinada lista de t¶erminos
(a¶un en fase de desarrollo). Una vez hecho esto, se debe elegir el orgnaismo
para el que se desea realiza el an¶alisis. Aunque para este trabajo s¶olo se
ha inclu¶³do el an¶alisis para el organismo de la levadura (Saccharomyces cere-
visiae), est¶a prevista la inclusi¶on a corto plazo de otros organismos (Arabidop-
sis thaliana, Bos taurus, Caenorhabditis elegans, Danio rerio, Drosophila
melanogaster, Gallus gallus, Homo sapiens, Mus musculus, Rattus norvegi-
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Figura 8.8: Selecci¶on de algoritmo, organismo y anotaciones en TEXTCODIS
cus, Schizosaccharomyces pombe y Vibrio Cholerae.) Para cada organismo el
sistema proporcionar¶a un an¶alisis para diferentes anotaciones, incluyendo las
tres categor¶³as de Gene Ontology (biological process, cellular component, and
molecular function), rutas KEGG, motivos de InterPro y keywords de Swis-
sProt, pudiendo elegir m¶as de una anotaci¶on de manera simult¶anea. Como se
ha explicado anteriormente, en esta primera versi¶on se han inclu¶³do las tres
categor¶³as de Gene Ontology.
Una vez seleccionado el tipo de algoritmo, el organismo y las anotaciones,
el siguiente paso es pegar el documento o conjunto de palabas que se quieren
analizar en el campo de texto indicado 8.9. M¶as adelante se permitir¶a subir
directamente un ¯chero con el contenido del documento. Tambi¶en es posi-
ble pegar un conjunto de documentos de referencia en el siguiente campo de
texto, por si el usuario desea conocer las anotaciones enriquecidas con re-
specto a un corpus determinado (y no a toda la base de datos de PUBMED
y la informaci¶on recogida de Gene Ontology).
En el campo "N¶umero m¶³nimo de t¶erminos" (Mininum number of terms)
se puede elegir el soporte m¶³nimo que deben tener las anotaciones recuper-
adas 8.10. Si se elige 3, el sistema recuperar¶a aquellas anotaciones que est¶en
co-anotadas en al menos 3 t¶erminos. En "Test estad¶³stico" (Statistical test),
se puede seleccionar el test estad¶³stico que se quiere llevar a cabo para calcular
el nivel de signi¯cancia de las anoaciones recuperadas. En este sentido, se han
implementado dos posibilidades, el test de Â2 y el de la distribuci¶on hiper-
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Figura 8.9: Campo indicado para introducir el documento y una lista de
t¶erminos de referencia en TEXTCODIS
geom¶etrica. En el campo "Correci¶on de p-valores" (p-value correction) se
puede elegir el algoritmo para corregir el problema de las m¶ultiples hip¶otesis.
Las tres opciones permitidas son no corregir los p-valores, corregirlos medi-
ante el algoritmo de FDR o hacerlo mediante el algoritmo basado en per-
mutaciones. ambos algoritmos fueron comentados en las secciones 7.6 y 7.3.4
respectivamente.
Por ¶ultimo, se permite al usuario proporcionar su direcci¶on de correo
electr¶onico por si desea que se le avise una vez el an¶alisis haya terminado y
se le facilite la direcci¶on donde acceder a los resultados.
Una vez seleccionados todos los par¶ametros correctamente, se lanza el tra-
bajo pulsando el bot¶on "submit" y aparece una pantalla como la de la ¯gura
8.11 en la que se indica el estado del proceso. Cuando el an¶alisis est¶e com-
pleto, el navegador te redirecciona autom¶aticamente a la p¶agina que contiene
los resultados de tu an¶alisis 9
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Figura 8.10: Selecci¶on de par¶ametros de an¶alisis en TEXTCODIS
Figura 8.11: Pantalla que indica el estado de el an¶alisis en TEXTCODIS
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Figura 8.12: Pantalla de resultados de TEXTCODIS
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Cap¶³tulo 9
Resultados
Dada la di¯cultad de encontrar un corpus de documentos anotados lo su¯-
cientemente °exible y completo como para poder evaluar los resultados de
la herramienta implementada, se recurri¶o a la opini¶on de expertos biol¶ogos
para que introdujeran los documentos que creyeran convenientes y evaluaran
los resultados obtenidos.
Podemos comentar, por ejemplo, los resultados de dos de los documentos
evaluados para extraer conclusiones. Para el documento con PMID 10089879
([73]), los resultados con soporte 5 y test de la distribucion hipergeom¶etrica
se obtuvieron los resultados mostrados en la tabla 9.1
Las dos primeras anotaciones, poliubiquitinaci¶on de prote¶³nas y catabolismo
de prote¶³nas dependiente de ubiquitina, (cuyo p-valor les asigna mayor sig-
ni¯cancia) se corresponden efectivamente con los procesos biol¶ogicos de-
scritos en el abstract del art¶³culo. La tercera anotaci¶on, SCF-dependent pro-
teasomal ubiquitin-dependent protein catabolism, matiza el segundo proceso
se~nalado, mediante los t¶erminos proteasomal y dependiente de SCF (siglas
de Skp1/Cul1/F-box protein), siendo efectivamente, dicha anotaci¶on un nodo
descendiente de la segunda anotaci¶on en la jerarqu¶³a de GO. Sin embargo,
el conjunto de t¶erminos identi¯cados en la regla (ver tabla 9.2) s¶olo sopor-
tar¶³an la cali¯caci¶on de proteasomal, mientras que no evidencian ninguna
dependencia con SCF.
Esto es una indicaci¶on de que parece ser necesario considerar la jerarqu¶³a
(la estructura interna de Gene Ontology), bien en la propia creaci¶on de la
base de datos de transacciones, bien en un proceso posterior de ¯ltrado de
reglas, o en ambos lugares.
Los dos procesos restantes son considerados a priori como falsos positivos.
Por ejemplo, la identi¯caci¶on de "enzyme linked receptor protein signaling
pathway" se hace en base a, entre otros t¶erminos, 'link', que en el texto del
abstract aparece utilizado en un contexto totalmente diferente.
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Table 9.1: Resultados de TEXTCODIS para el documento PMID:10089879
con soporte 5 y test de distribuci¶on hipergeom¶etrica
Anotaciones Entrada Referencia p-valor Descripci¶on
GO:0000209 5(67) 10(15072) 1:21¡12 protein polyubiquiti-
nation
GO:0006511 5(67) 11(15072) 2:72¡12 ubiquitin-dependent
protein catabolism
GO:0031146 5(67) 14(15072) 1:78¡11 SCF-dependent pro-
teasomal ubiquitin-
dependent protein
catabolism
GO:0035103 5(67) 22(15072) 4:33¡10 sterol regulatory ele-
ment binding-protein
cleavage
GO:0007167 5(67) 17(15072) 7:29¡11 enzyme linked recep-
tor protein signaling
pathway
Table 9.2: T¶erminos identi¯cados en el an¶alisis de TEXTCODIS para el doc-
umento PMID:10089879
Anotaciones T¶erminos
GO:0000209 multipl, chain, ubiq-
uitin, protein, moieti
GO:0006511 ubiquitinprotein,
catalyz, ubiquitin,
proteasom, protein
GO:0031146 bind, activ, protein,
regulatori, target
GO:0035103 bind, enzym, link,
protein, target
GO:0007167 multipl, proteolysi,
ubiquitin, protein,
moieti
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Table 9.3: Resultados de TEXTCODIS para el documento PMID:10329624
con soporte 6 y test de distribuci¶on hipergeom¶etrica
GO:0031929 7(81) 17(15072) 0.00e+00 TOR signaling path-
way
GO:0002768 6(81) 16(15072) 9.01e-13 immune response-
regulating cell
surface receptor
signaling pathway
GO:0007167 6(81) 17(15072) 1.64e-12 enzyme linked recep-
tor protein signaling
pathway
Table 9.4: T¶erminos identi¯cados en el an¶alisis de TEXTCODIS para el doc-
umento PMID:10329624
GO:0031929 signal, kinas, ra-
pamycin, avail, tor,
target, nutrient
GO:0002768 signal, bind, inhibit,
activ, respons, target
GO:0007167 signal, bind, kinas,
catalyt, protein, tar-
get
De esta manera parece plausible que un tipo de an¶alisis alternativo basado
en frases o bifrases pudiera ser menos ruidoso, mejorando los resultados.
Para el documento con PMID 10329624 ([74]), los resultados con so-
porte 6 y test de la distribucion hipergeom¶etrica se obtuvieron los resultados
mostrados en la tabla 9.3
De nuevo, la primera anotaci¶on (la de mejor p-valor) es correcta, corre-
spondiento con la ruta de se~nalizaci¶on mediada por prote¶³nas TOR (Target
of rapamycin) que se describe en el abstract del documento utilizado.
Las dos anotaciones siguientes ser¶³a falsos positivos. Se trata de dos proce-
sos hijos del t¶ermino GO que describe las rutas de se~nalizaci¶on iniciadas por
receptores de la super¯cie celular. Sin embargo, ninguno de los t¶erminos de
la regla o su conjunto (ver 9.4)parecen implicar que se trate espec¶³¯camente
de dichos tipos de rutas.
En este caso se evidencia la necesidad de tener cierta medida de especi-
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¯dad o bondad de los t¶erminos asignados a las anotaciones, en el caso del
modelo vectorial est¶a claro que se tratar¶³a del peso t¯df, pero en este caso
parece ser necesario tener en cuenta de alguna manera si un determinado
t¶ermino describe a una determinada anotaci¶on o no. En este sentido, tambi¶en
es factible asignar una medida de puntuaci¶on a las propias anotaciones en
funci¶on de lo bien representadas o no que est¶an, esto puede hacerse en funci¶on
del n¶umero de documentos que hablan de ellas, del n¶umero de palabras uti-
lizadas, de la frecuencia con la que aparecen esas palabras relacionadas con
otras anotaciones, etc.
En de¯nitiva, el an¶alisis de los expertos bi¶ologos es favorable, mostrando
que la medida hipot¶etica de recall ser¶³a elevada, aunque sin embargo es nece-
sario corregir la aparici¶on de falsos positivos para mejorar la medida de pre-
cisi¶on.
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Cap¶³tulo 10
Conclusiones
En el presente trabajo se ha propuesto un nuevo m¶etodo para la extracci¶on
de informaci¶on biol¶ogica a partir de grandes listas de t¶erminos resultantes del
an¶alisis de la literatura biom¶edica y de bases de datos como Gene Ontology.
Adem¶as, se ha desarrollado una herramienta que implementa dicho m¶etodo,
accesible de manera gratuita por los investigadores.
La principal conclusi¶on que puede derivarse de este trabajo es que la
metodolog¶³a propuesta basada en la extracci¶on de categor¶³as funcionales, y
sus combinaciones, enriquecidas signi¯cativamente en un conjunto de t¶erminos
de texto libre, es capaz de extraer informaci¶on biol¶ogica relevante latente en
el documento y por lo tanto no solo es capaz de etiquetarlo sino que adem¶as
permite el descubrimiento autom¶atico de nuevos t¶erminos relevantes para
describir procesos biol¶ogicos descritos en la literatura cient¶³¯ca.
El m¶etodo propuesto en este trabajo ha sido inspirado en las t¶ecnicas exis-
tentes de an¶alisis funcional de genes, pero hasta donde sabemos es la primera
vez que se propone para la extracci¶on de informaci¶on en texto cient¶³¯co. Los
resultados experimentales demuestran que el sistema es efectivo en la carac-
terizaci¶on funcional de res¶umenes de texto, a la vez que detecta la importan-
cia de nuevos t¶erminos para la descripci¶on de procesos biol¶ogicos.
Por otra parte, el an¶alisis estad¶³stico posterior y la correcci¶on de los p-
valores parece ser adecuado, siendo en este caso las anotaciones m¶as signi¯ca-
tivas (con un p-valor mejor) aquellas que precisamente m¶as relaci¶on guardan
con el documento de entrada.
A pesar de esto, los resultados revelan que es necesario mejorar el valor
de precisi¶on del sistema con el ¯n de no devolver falsos positivos que no
est¶en realmente relacionados con los documentos. A partir de la investigaci¶on
llevada a cabo en este trabajo han surgido muchas ideas que permiten la
mejora de esos resultados. Por una parte, parece hacerse imprescindible el
uso de la informaci¶on que proporciona la misma jerarqu¶³a de Gene Ontology,
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pudiendo heredar los nodos padres la informaci¶on concerniente a sus nodos
hijos, podando la jerarqu¶³a a un determinado nivel o analizando los resultados
y devolviendo los antecesores m¶as cercanos a las anotaciones propuestas.
Por otra parte, tambi¶en es factible establecer un valor que indique el
nivel de representaci¶on de cada anotaci¶on, bas¶andonos en informaci¶on como
el n¶umero de documentos y palabras relacionados o en la frecuencia de dichas
palabras, tanto para la anotaci¶on en s¶³ como para el resto de anotaciones.
En este sentido, y con el ¯n de mejorar la representaci¶on sem¶antica de cada
anotaci¶on es posible el uso de algunos de los m¶etodos estudiados, como por
ejemplo la t¶ecnica de Latent Semantic Indexing, comentada en el apartado
3.3.4
Aunque a nivel computacional el an¶alisis implementado no es ine¯ciente
(su ejecuci¶on no demora demasiado tiempo), el desarrollo de la aplicaci¶on
ha revelado que es factible pararelizar en algunos puntos el c¶odigo y hacer,
por ejemplo, uso de un cl¶uster de varios nodos para acelerar el an¶alisis, por
ejemplo en la correcci¶on de los p-valores mediante el m¶etodo de las permuta-
ciones. Tambi¶en se pretende gridi¯car la aplicaci¶on, esto es, poder lanzar m¶as
de una petici¶on a una estructura grid, con el ¯n de mejorar la productividad
y as¶³ ser capaces de atender simult¶aneamente muchas m¶as peticiones.
As¶³ pues, el trabajo futuro se encuentra enmarcado dentro de estos t¶opicos.
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