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HIGHER-ORDER CONGRUENCE RELATIONS ON
AFFINE MOMENT GRAPHS I
KSENIJA KITANOV
Abstract. We study the structure algebra Z of the stable moment graph for the
case of the affine root system A1. The structure algebra Z is an algebra over
a symmetric algebra and in particular, it is a module over a symmetric algebra.
We study this module structure on Z and we construct a basis. By “setting c
equal to zero” in Z, we obtain the module Zc=0. This module can be described in
terms of the finite root system A1 and we show that it is determined by a set of
certain divisibility relations. These relations can be regarded as a generalization of
ordinary moment graph relations that define sections of sheaves on moment graphs,
and because of this we call them higher-order congruence relations.
1. INTRODUCTION
In 1979 Kazhdan and Lusztig introduced a special basis of the Hecke alge-
bra attached to a Coxeter system (cf. [KL79]). Entries of the transition matrix
between the standard basis and this special basis are given by the Kazhdan-
Lusztig polynomials. In the same article a character formula for simple highest
weight modules over a complex semisimple Lie algebra was conjectured. This
character formula was expressed in terms of the Kazhdan-Lusztig polynomials
associated with the Weyl group of a semisimple Lie algebra. The Kazhdan-
Lusztig polynomials together with the Kazhdan-Lusztig conjecture, which was
proved independently by Beilinson and Bernstein (cf. [BB81]) and by Brylinski
and Kashiwara (cf. [BK81]), constitute the foundations of geometric represen-
tation theory.
From a Coxeter group, a standard parabolic subgroup and a sign Deod-
har constructed parabolic (spherical or anti-spherical—depending on the sign)
modules over the Hecke algebra (cf. [Deo87]). More precisely, following the
notation of [Soe97], let (W ,S) be a Coxeter system and H its Hecke algebra
over the ring L = Z[v, v−1] of Laurent polynomials in one variable with integer
coefficients. Let I ⊂ S be a subset of the set of simple reflections,WI = 〈I〉 the
parabolic subgroup corresponding to I and HI the Hecke algebra of (WI , I).
For u ∈ {−v, v−1}, L = L(u) can be endowed with a structure of an HI-
bimodule. After induction two right H-modules are obtained: the spherical
moduleM = L(v−1)⊗HI H and the anti-spherical module N = L(−v)⊗HI H
(the terms spherical and anti-spherical are taken from [LW]). Parabolic (spher-
ical or anti-spherical) Kazhdan-Lusztig polynomials appear as elements of the
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transition matrix between the standard basis and the Kazhdan-Lusztig basis
of the parabolic (spherical or anti-spherical) Hecke module and they can be re-
garded as a generalization of the ordinary Kazhdan-Lusztig polynomials (when
I = ∅, i.e. the parabolic subgroupWI is trivial, the parabolic Kazhdan-Lusztig
polynomials coincide with the ordinary Kazhdan-Lusztig polynomials).
The Kazhdan-Lusztig polynomials possess fascinating properties, which
are not apparent from their definition. Let us mention non-negativity of
their coefficients, which was proved in full generality by Elias and Williamson
(cf. [EW14]). The same property was established for the parabolic Kazhdan-
Lusztig polynomials in [LW].
Another distinguished property, proved by Lusztig in [Lus80], is the sta-
bilization property of the Kazhdan-Lusztig polynomials. It can be stated
in terms of the parabolic Kazhdan-Lusztig polynomials corresponding to the
spherical module M (m-polynomials in Soergel’s notation, cf. [Soe97], Theo-
rem 6.1.): far enough inside the fundamental (Weyl) chamber the m-polyno-
mials stabilize. In this stabilization phenomenon the generic Kazhdan-Lusztig
polynomials (q-polynomials in Soergel’s notation) make their appearance.
Via sheaves on moment graphs (these notions were introduced in [GKM98]
and [BM01]) the stabilization property of the Kazhdan-Lusztig polynomials
is lifted to the categorical level. In [Lan15] the moment graph analogue of
this stabilization property—the stable moment graph—is defined. It is an ori-
ented graph whose vertices are given by the alcoves in the fundamental (Weyl)
chamber and whose edges are labeled with affine coroots. The stable moment
graph arises as a subgraph of the parabolic Bruhat graph and with the help
of the stable moment graph the stabilization property is established in the
categorical framework of sheaves on moment graphs: the stalks of indecom-
posable Braden-MacPherson sheaves (canonical sheaves in [BM01], which are
constructed to compensate for failure of flabbiness of the structure sheaf) on fi-
nite intervals of the parabolic Bruhat graph (far enough inside the fundamental
(Weyl) chamber) stabilize as well (cf. [Lan15]). In addition, in characteristic
0, graded ranks of the stalks of indecomposable Braden-MacPherson sheaves
(for the definition of the graded rank and connection to the Kazhdan-Lusztig
polynomials, the reader may refer to [Fie10]) on the stable moment graph are
given by the generic Kazhdan-Lusztig polynomials—the previously mentioned
q-polynomials that, besides appearing in the stabilization phenomenon of the
parabolic spherical polynomials, also appear as coefficients (up to a factor ±1
and an involution) in the expansion with respect to the standard basis of the
periodic Hecke module (for more details on the periodic Hecke module, the
reader may consult [Lus80] and [Soe97]) of certain self-dual elements of a com-
pletion of the periodic Hecke module (cf. [Kat85], [Soe97], Theorem 6.4.2.).
Also via sheaves on moment graphs in [Fie11] Fiebig constructs a cate-
gorification of the affine Hecke algebra. The category in this categorification
is a category of special modules over the affine structure algebra that can be
interpreted as a category of sheaves on moment graphs and even as Soergel’s
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category of bimodules associated with a reflection faithful representation of
a Coxeter system (the latter interpretation is established in [Fie08b] and So-
ergel’s construction can be found in [Soe07]). Furthermore, Fiebig’s combina-
torial categorification of the affine Hecke algebra is generalized to the case of
the (parabolic) spherical Hecke module in [Lan14].
Let us now observe another categorification of the Hecke algebra that is
representation-theoretic in its nature—category O of Bernstein, Gelfand and
Gelfand. In [Fie08a] a link between (equivariant) representation theory and
theory of sheaves on moment graphs is formed: if a moment graph is associated
with a non-critical block OΛ of the equivariant category O over a symmetriz-
able Kac-Moody algebra, then a certain subcategory of the category of sheaves
on this associated moment graph is equivalent (as an exact category) to the
subcategory of OΛ of modules that admit a finite (equivariant) Verma flag.
Therefore, the stable moment graph should conjecturally yield information on
stabilization phenomena for non-critical singular blocks of the (equivariant)
category O for affine Kac-Moody algebras.
Let us add a few words on the structure algebra of the moment graph asso-
ciated with a root system. Let k be a field and S the symmetric algebra over
k associated with the coroot lattice. The structure algebra is a commutative
algebra over S. If k = C, the structure algebra of the moment graph associated
with a non-critical block of the equivariant category O over a symmetrizable
Kac-Moody algebra is isomorphic to the categorical center of that non-critical
block (cf. [Fie08a]). If char(k) = 0, the structure algebra of the moment graph
associated with a complex equivariantly formal variety with a torus action is
isomorphic to the torus equivariant cohomology with coefficients in k of that
equivariantly formal variety (cf. [GKM98]).
In this article we study the structure algebra Z of the stable moment graph
for the case of the affine root system A1 (the subgeneric case). Let us mention
that the obtained results apply to an arbitrary affine root system—the studied
phenomena occur in all root directions. In the forthcoming article we will study
the structure algebra of a certain (translated) subgraph of the stable moment
graph, first for the case of the affine root system A2 and then for the general
case. In particular, the structure algebra Z is a module over the polynomial
algebra S (Subsection 3.2) and we examine this S-module structure of Z. We
construct an S-basis (of “linear-algebraic type”) of Z. Then we regard the
same notions for the case of the finite root system A1 (Subsection 4.1): the
associated moment graph Gfin, the corresponding symmetric algebra Sfin and
the structure algebra Zfin. After “setting c equal to zero” (c is a central element
of the affine Kac-Moody algebra ŝl2) in the structure algebra Z, we obtain the
Sfin-module Zc=0. We observe that this Sfin-module is contained in
∏
j∈Z≥0 Zfin
(we could say that it is “locally finite”) and our main result (Theorem 4.3) is
that the module Zc=0 is determined by (quite surprising) divisibility relations,
which we call higher-order congruence relations.
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1.1. Contents. In Section 2 we collect the basic structural results on affine
Kac-Moody algebras (e.g. affine roots, the affine Weyl group, alcoves) with
the purpose of setting the notation.
In Section 3 we consider affine Bruhat graphs (Definition 3.2) with special
emphasis placed on the parabolic Bruhat graph (Subsection 3.1) and its sub-
graph that contains only stable edges—edges whose labels are invariant under
translation by an element of the finite coroot lattice (Proposition 3.1), i.e. the
stable moment graph (Definition 3.3). Next we introduce sheaves on moment
graphs and give an example of the most natural sheaf on a moment graph: the
structure sheaf Z (Example 3.3). Then we define sections of sheaves on mo-
ment graphs and we end Section 3 with the definition of the structure algebra
Z of a moment graph (Subsection 3.3).
In Section 4 first we construct a basis of the S-module Z of the stable
moment graph in the subgeneric case (Propositions 4.1 and 4.2). Then we
define the Sfin-module Zc=0 by “setting c equal to zero” in the S-module Z
(Subsection 4.1) and we establish the main result of this article:
Theorem 4.3
Zc=0 =
{
(aj) ∈
∏
j∈Z≥0
Zfin
∣∣∣∣ m∑
j=0
(−1)j
(
m
j
)
aj ∈ ((−α)m, αm)Zfin ∀m ∈ Z≥0
}
.
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2. PRELIMINARIES
2.1. Affine Kac-Moody algebras. Let g be a finite-dimensional simple
complex Lie algebra and let ĝ be the corresponding affine Kac-Moody algebra.
As a vector space, ĝ = g ⊗C C[t, t−1] ⊕ Cc ⊕ Cd, where c is a central element
and d is a derivation operator and the Lie bracket on ĝ is determined by:
[x⊗ tm, y ⊗ tn] = [x, y]⊗ tm+n +mδm,−n(x, y)c,
[c, ĝ] = {0},
[d, x⊗ tn] = nx⊗ tn,
for x, y ∈ g, m,n ∈ Z and (·, ·) : g× g→ C denotes the Killing form on g.
Let h ⊂ g be a Cartan subalgebra. Then ĥ = h ⊕ Cc ⊕ Cd denotes the
corresponding affine Cartan subalgebra of ĝ and its dual is ĥ∗ = h∗⊕Cδ⊕CΛ0,
where if 〈·, ·〉 : ĥ∗ × ĥ→ C is the natural pairing, we have:
〈δ, h⊕ Cc〉 = {0},
〈δ, d〉 = 1,
〈Λ0, h⊕ Cd〉 = {0},
〈Λ0, c〉 = 1.
4
We regard h∗ as a subspace of ĥ∗ by letting each λ ∈ h∗ act trivially on
Cc⊕ Cd.
The Killing form (·, ·) on g can be extended to a symmetric non-degenerate
bilinear form on ĝ. It is determined by the following:
(x⊗ tm, y ⊗ tn) = δm,−n(x, y),
(c, g⊗C C[t, t−1]⊕ Cc) = {0},
(d, g⊗C C[t, t−1]⊕ Cd) = {0},
(c, d) = 1
for x, y ∈ g and m,n ∈ Z. This form induces a non-degenerate bilinear form on
the Cartan subalgebra ĥ and consequently establishes an isomorphism ĥ
∼→ ĥ∗.
We also denote by (·, ·) the induced symmetric non-degenerate bilinear form
on the dual ĥ∗. Let us observe that from the definitions it follows directly that
the isomorphism ĥ
∼→ ĥ∗ identifies c with δ, i.e. for any λ ∈ ĥ∗ we have
〈λ, c〉 = (δ, λ).
In particular, (δ, β) = 0 for any β ∈ ∆̂ (Definition (1)).
2.2. Affine roots. Let ∆ ⊂ h∗ be the set of roots of g with respect to h. The
set ∆̂ ⊂ ĥ∗ of roots of ĝ with respect to ĥ is
∆̂ = {α + nδ | α ∈ ∆, n ∈ Z} ∪ {nδ | n ∈ Z, n 6= 0}. (1)
The subsets
∆̂re = {α + nδ | α ∈ ∆, n ∈ Z},
∆̂im = {nδ | n ∈ Z, n 6= 0}
are called the sets of real roots and of imaginary roots, respectively.
We denote by ∆+ ⊂ ∆ the subset of chosen positive (finite) roots. Then
the set of positive affine roots is
∆̂+ = {α + nδ | α ∈ ∆, n ≥ 1} ∪∆+ ∪ {nδ | n ≥ 1},
while the set of positive real roots is given by
∆̂re+ = {α + nδ | α ∈ ∆, n ≥ 1} ∪∆+.
Furthermore, if Π is the set of simple (finite) roots and θ ∈ ∆+ is the
highest root, then
Π̂ = Π ∪ {−θ + δ}
is the set of simple affine roots.
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2.3. The Weyl group and its set of alcoves. For every real root α+nδ it
holds that (α+nδ, α+nδ) = (α, α) 6= 0, therefore we can define the reflection
sα+nδ : ĥ
∗ → ĥ∗
λ 7→ λ− 2(λ, α + nδ)
(α, α)
(α + nδ).
Notice that the reflection sα+nδ fixes pointwise the hyperplane (·, α + nδ) = 0
and maps α+ nδ to −α− nδ. Using the isomorphism ĥ ∼→ ĥ∗ we may identify
the affine coroot (α + nδ)∨ with 2(α+nδ)
(α,α)
and then the reflection sα+nδ is given
by sα+nδ(λ) = λ− 〈λ, (α + nδ)∨〉(α + nδ).
We denote by Ŵ ⊂ GL(ĥ∗) the affine Weyl group, namely the subgroup
generated by the reflections sβ for β ∈ ∆̂re+. The subgroup W ⊂ Ŵ generated
by the reflections sβ with β ∈ ∆+ can be identified with the Weyl group of g.
Let us denote by
Ŝ = {sβ | β ∈ Π̂}
the set of simple reflections of Ŵ . Then (Ŵ , Ŝ) forms a Coxeter system. We
denote by ` : Ŵ → Z≥0 the associated length function and by ≤ the Bruhat
order on Ŵ .
Let h∗R be the linear span over R of Π. We set ĥ∗R = h∗R⊕Rδ⊕RΛ0. Now we
will consider another realization of Ŵ , as a group of affine transformations of
h∗R. In order to do that, we identify h
∗
R with the affine space ĥ
∗
1 mod Rδ where
ĥ∗1 = {λ ∈ ĥ∗R | 〈λ, c〉 = 1}
(cf. [Kac90, §6.6.]). Then Ŵ acts on λ ∈ h∗R by
sα+nδ(λ) = sα(λ)− 2 n
(α, α)
α mod Rδ = sα(λ)− nα∨ mod Rδ. (2)
We denote by Q∨ the coroot lattice of g and by Tµ the translation by
µ ∈ Q∨, i.e. Tµ(λ) = λ+ µ for λ ∈ h∗R, so (2) can be written as
sα+nδ(λ) = T−nα∨sα(λ) for λ ∈ h∗R,
i.e. sα+nδ = T−nα∨sα. The group of translations by an element of the coroot
lattice is a normal subgroup of the affine Weyl group and it holds that Ŵ =
W nQ∨.
Let us denote by
Hα,n := {λ ∈ h∗R | (λ, α) = −n}
and note that the affine reflection sα+nδ fixes Hα,n pointwise. The connected
components of
h∗R \
⋃
α+nδ∈∆̂re+
Hα,n
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are called alcoves and we denote by A the set of all alcoves.
The fundamental (Weyl) chamber is
C+ := {λ ∈ h∗R | 〈λ, α∨〉 > 0 ∀α ∈ Π}
and an element λ ∈ C+ is called dominant weight. LetA+ = {A ∈ A | A ⊂ C+}
be the set of all alcoves contained in C+.
We denote by X := {λ ∈ h∗R | 〈λ, α∨〉 ∈ Z ∀α ∈ ∆} the (finite) integral
weight lattice and by X̂ := X ⊕ Zδ the affine integral weight lattice. The
latter contains the affine root lattice Z∆̂re. Furthermore, we denote by X∨ the
(finite) integral coweight lattice, i.e. (under the identification of hR and h
∗
R)
X∨ := {λ ∈ h∗R | (λ, α) ∈ Z ∀α ∈ ∆}.
There is a one-to-one correspondence between Ŵ and A. Let A+ be the
unique alcove in A+ whose closure contains the zero vector. A+ is called the
fundamental alcove and we have
A+ = {λ ∈ h∗R | 0 < (λ, α) < 1 ∀α ∈ ∆+} =
= {λ ∈ h∗R | 0 < (λ, α) ∀α ∈ Π, (λ, θ) < 1}
(cf. [Hum90, §4.3.]).
Since the left action (given by (2)) of the affine Weyl group Ŵ on A is
simply transitive (cf. [Hum90, §4.5.]), the bijection between Ŵ and A is given
by
w 7→ wA+. (3)
Notice that each reflection s ∈ Ŝ fixes pointwise exactly one wall of A+.
That wall is called s-wall of A+. In general, every A ∈ A has one and only
one wall in the Ŵ-orbit of the s-wall of A+ and this is called s-wall of A.
We can also define a right action of the affine Weyl group Ŵ on A using
the right action of Ŵ on itself via right multiplication. We define the action
of an arbitrary generator of the group: for each alcove A let As be the unique
alcove having in common with A the s-wall, i.e. if A = wA+, w ∈ Ŵ , then
the alcove As is defined by As := wsA+, for s ∈ Ŝ (cf. [Soe97]).
Finally, let us observe that the Bruhat order on Ŵ induces a partial order
on A: for A,B ∈ A where A = xA+, B = yA+, x, y ∈ Ŵ
A ≤ B ⇐⇒ x ≤ y.
It is again called Bruhat order.
3. MOMENT GRAPHS
In the first part of this section we introduce the notion of a moment graph
over a lattice and then we consider closely particular moment graphs that are
important for the representation theory of affine Kac-Moody algebras. In the
second part we define sheaves on moment graphs and sections of sheaves on
moment graphs.
7
Definition 3.1. (cf. [Fie16]) Let Y ∼= Zr be a lattice of finite rank. A moment
graph over the lattice Y is the datum G = (V , E ,≤, l) where:
(i) (V , E) is a directed graph without loops or multiple edges,
(ii) ≤ is a partial order on V such that if x, y ∈ V and E : x → y, then
x ≤ y,
(iii) l : E → Y \ {0} is a map called the labeling.
Using the notation of the previous section, for any subset I of Ŝ we define
now the affine Bruhat graph ĜI in the following way.
Definition 3.2. (cf. [Fie11]) ĜI is the moment graph over the affine coroot
lattice Q̂∨ = Q∨ ⊕ Z given by
(i) V := ŴI where ŴI is the set of minimal length representatives of the
left cosets of 〈I〉 in Ŵ ,
(ii) ≤ is the Bruhat order on Ŵ and E := {x→ y | x < y, ∃β ∈ ∆̂re+, ∃w ∈
〈I〉 such that y = sβxw},
(iii) l(x→ sβxw) := β∨.
If I = ∅, the corresponding affine Bruhat graph Ĝ∅ we denote by Ĝreg and
we call it the regular Bruhat graph of ĝ. If I = S := {sβ | β ∈ Π}, we denote
by Ĝpar := ĜS the parabolic Bruhat graph of ĝ.
Example 3.1. Let ĝ = ŝl2. Then the set of positive real roots is
∆̂re+ = {±α + nδ | n ≥ 1} ∪ {α}
where α is the unique positive root of sl2 with the property (α, α) = 2. Simple
affine reflections are s0 := s−θ+δ = s−α+δ = Tαsα and s1 := sα, so we have
Tα = s0s1,
s−α+nδ = Tnαsα = (s0s1)ns1 = (s0s1)n−1s0,
sα+nδ = T−nαsα = (s1s0)ns1
for n ∈ Z>0. Using the isomorphism ĥ ∼→ ĥ∗ we obtain
(±α + nδ)∨ = ±α∨ + 2n
(α, α)
c = ±α + nc.
Therefore a subgraph of the corresponding regular Bruhat graph is as in Fig-
ure 1.
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Figure 1: A finite full subgraph of the regular Bruhat graph of
ŝl2
3.1. Parabolic Bruhat graph. Let us observe that we can approach the set
of vertices of the parabolic Bruhat graph Ĝpar in two ways:
(i) via the identification with the finite coroot lattice Q∨ or
(ii) via the identification with the set A+ of alcoves contained in the funda-
mental chamber C+.
Let us consider the left action (given by (2)) of the affine Weyl group Ŵ on
h∗R. The orbit of 0 is the finite coroot lattice Q
∨, while the stabilizer subgroup
of Ŵ with respect to 0 is the finite Weyl groupW . The orbit-stabilizer theorem
then gives a bijection between Ŵ/W and Q∨ and for any two minimal length
9
representatives x, y of the left cosets of W in Ŵ we have
∃β ∈ ∆̂re+, ∃w ∈ W such that y = sβxw ⇐⇒
∃β ∈ ∆̂re+ such that y(0) = sβx(0).
Now observe that the map xW 7→ Wx−1 defines a bijection between the
left cosets and the right cosets of W . In particular, we obtain the bijection
between the set of minimal length representatives of the left cosets of W and
the set of minimal length representatives of the right cosets ofW . The latter is
in bijection with the set A+ of alcoves contained in the fundamental chamber
C+ via (3). Furthermore, for any two minimal length representatives x−1, y−1
of the left cosets of W in Ŵ we have
∃β ∈ ∆̂re+, ∃w−1 ∈ W such that y−1 = sβx−1w−1 ⇐⇒
∃β ∈ ∆̂re+, ∃w ∈ W such that y = wxsβ,
therefore the vertices xA+, yA+ ∈ A+ are adjacent if and only if there exist
β ∈ ∆̂re+ and w ∈ W such that y = wxsβ.
Example 3.2. Let ĝ = ŝl2. Then by (i) the set of vertices of Ĝpar is Zα∨ = Zα
and we have
s−α+(n+n′)δ(nα) = sα−(n+n′)δ(nα) = T(n+n′)αsα(nα) =
= −nα + (n+ n′)α = n′α, n, n′ ∈ Z.
It follows that Ĝpar (considered as an undirected graph) is a complete graph
and the labeling is given by
l(nα — n′α) =
{
−α + (n+ n′)c if n+ n′ > 0
α− (n+ n′)c if n+ n′ ≤ 0.
Regarding the direction of the edges, notice that
nα = (s0s1)
n−1s0(0) for n > 0
and
nα = (s1s0)
|n|(0) for n ≤ 0,
so we have
nα < n′α ⇐⇒ |n| < ∣∣n′∣∣ Y n′ = −n < 0.
Hence the interval [nα, (−n− 2)α], n > 0 of the parabolic Bruhat graph Ĝpar
is as in Figure 2.
Let ρ = 1
2
∑
α∈∆+ α
∨. Finite intervals of the parabolic Bruhat graph Ĝpar
far enough in the fundamental chamber C+ have the following property.
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Figure 2: The interval [nα, (−n− 2)α], n > 0 of the parabolic
Bruhat graph of ŝl2
Proposition 3.1. (cf. [Lan15]) Let A,B ∈ A+. There exists an integer n0 =
n0(A,B) such that for any λ ∈ X∨ ∩ (C+ + nρ), n ≥ n0 and for any D,E ∈
[A+ λ,B + λ] there is an edge D — E in Ĝpar if and only if
(i) either E = sβD for some β ∈ ∆̂re+
(ii) or E = Tkα∨D for some k ∈ Z, k 6= 0 and α ∈ ∆+.
Remark. Let D = xA+ and E = yA+ for some x, y ∈ Ŵ . If E = sβD for some
β ∈ ∆̂re+, i.e. yA+ = sβxA+, then y = sβx because the left action of Ŵ on A
is simply transitive. Therefore we obtain
x−1y = x−1sβx = sγ
for some γ ∈ ∆̂re+ (cf. [Hum90, §4.2.]). It follows that y = xsγ and since the
right action of Ŵ on A is given by 2.3, we have
Dsγ = xsγA
+ = yA+ = E.
The edges in (i) are called stable and the edges in (ii) are called non-
stable. It holds that the labels of stable edges are invariant under translation
by µ ∈ Q∨, but that does not hold for the labels of non-stable edges (Figure 3).
Now the stable moment graph is defined as follows.
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Figure 3: The subgraph of the parabolic Bruhat graph of ŝl2
that contains only stable edges
Definition 3.3. (cf. [Lan15]) The stable moment graph Ĝstab = (V , E ,≤, l) is
the moment graph over the affine coroot lattice Q̂∨ given by
(i) V := A+,
(ii) ≤ is the Bruhat order on A and E := {xA+ → yA+ | x ≤ y, ∃β ∈
∆̂re+ such that y = xsβ},
(iii) l(xA+ → xsβA+) := β∨.
3.2. Sheaves on moment graphs. Let G be a moment graph defined over
the lattice Y and k a field. Let us denote by Yk = Y ⊗Z k the k-vector space
spanned by Y and by S = S(Yk) the symmetric algebra of Yk, which is a
polynomial algebra (over k) of rank dimk Yk. We double the standard grading
on that polynomial algebra, i.e. we set S2 = Yk and we consider all S-modules
to be finitely generated and graded.
Definition 3.4. (cf. [BM01])
A k-sheaf on G is a triple F = ({F x}, {FE}, {ρx,E}) where
(i) F x is an S-module for each vertex x ∈ V ,
(ii) FE is an S-module such that l(E)FE = {0} for each edge E ∈ E ,
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(iii) ρx,E : F x → FE is a homomorphism of S-modules defined whenever the
vertex x and the edge E are incident.
Definition 3.5. (cf. [Fie16])
Let F1 = ({F x1 }, {FE1 }, {ρ1x,E}) and F2 = ({F x2 }, {FE2 }, {ρ2x,E}) be two
sheaves on G. A morphism f : F1 → F2 is a family of homomorphisms of
S-modules fx : F x1 → F x2 and fE : FE1 → FE2 for all x ∈ V and E ∈ E such
that if the vertex x and the edge E are incident, the diagram
F x1
ρ1x,E−−−→ FE1yfx yfE
F x2
ρ2x,E−−−→ FE2
commutes.
Therefore we obtain the category of k-sheaves on G, which we denote by
Shk(G).
Example 3.3. The structure sheaf on G is an object Z in Shk(G) given by
(i) Z x := S for each vertex x ∈ V ,
(ii) Z E := S/l(E)S for each edge E ∈ E ,
(iii) ρx,E : S → S/l(E)S is the canonical surjection, whenever the vertex x
and the edge E are incident.
3.3. Sections of sheaves. Let F be a sheaf on G. For I ⊆ V the set of local
sections of F over I is
Γ(I,F ) :=
{
(fx) ∈
∏
x∈I
F x
∣∣∣∣ ρx,E(fx) = ρy,E(fy) for each edge E : x — y
such that x, y ∈ I
}
.
We denote by Γ(F ) := Γ(V ,F ) the set of global sections of F .
Let I1 and I2 be two subsets of the set of vertices V such that I2 ⊆ I1.
Then the projection ∏
x∈I1
F x →
∏
x∈I2
F x
gives a restriction morphism
Γ(I1,F )→ Γ(I2,F ).
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The structure algebra Z of G is the set of global sections of the structure
sheaf Z , i.e.
Z := Γ(Z ) =
{
(zx) ∈
∏
x∈V
S
∣∣∣∣ for each edge E : x — y
zx − zy = l(E)s for some s ∈ S
}
.
Z is indeed an S-algebra: the addition and the multiplication are given com-
ponentwise and S acts on Z via the diagonal action. Remark that for any
sheaf F the set Γ(F ) has a structure of a Z-module.
4. THE STRUCTURE ALGEBRA OF THE STABLE MOMENT
GRAPH IN THE SUBGENERIC CASE
Let ĝ = ŝl2. Then the (coroot) lattice Y is Zα⊕Zc (Example 3.1) and the
corresponding symmetric algebra S over the field k = C is k[α, c] = C[α, c]. Let
Z = Z(Ĝstab>0α) be the structure algebra of the moment graph Ĝstab>0α (Figure 3).
Let us remark that omitting the vertex 0α corresponds to being far enough
inside the fundamental (Weyl) chamber, away from its walls.
We explore now the S-module structure of the structure algebra Z. The
first step in that direction consists of constructing perhaps the most natural
(from a linear algebra perspective) elements un, n ∈ Z≥0 and vn, n ∈ Z>0 of
the structure algebra Z (Proposition 4.1). Afterwards, we will show that these
elements form a basis of the S-module Z (Proposition 4.2).
We use the following conventions: a product with only one factor evaluates
to that factor, while a product with no factors, i.e. an empty product evaluates
to 1.
Proposition 4.1. Let un, n ∈ Z≥0 and vn, n ∈ Z>0 be defined by
(un)jα :=

0 if 0 < |j| ≤ n
n∏
l=1
(−α + lc) if j = n+ 1
n∏
l=1
(α + lc) if j = −n− 1
kj−n−1,n ·
j−1∏
l=j−n
(−α + lc) if j ≥ n+ 2
k|j|−n−1,n ·
|j|−1∏
l=|j|−n
(α + lc) if j ≤ −n− 2
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where ki,n, i ∈ Z>0 are elements of the field k = C given by
ki,n =
(
n+ i
n
)
, i ∈ Z>0 (4)
and
(vn)jα :=

0 if 0 < |j| ≤ n− 1
0 if j = n
n−1∏
l=0
(α + lc) if j = −n
(aj−n,nα + (j − n)bj−n,nc) ·
j−1∏
l=j−n+1
(−α + lc) if j ≥ n+ 1
b|j|−n,n ·
|j|−1∏
l=|j|−n
(α + lc) if j ≤ −n− 1
where ai,n and bi,n, i ∈ Z>0 are elements of the field k = C given by
ai,n =
(
n+ i− 1
n
)
(n− 1), (5)
bi,n =
(
n+ i− 1
n
)
i− (i− 1)n
i
, i ∈ Z>0.
Then in that way defined elements un, n ∈ Z≥0 and vn, n ∈ Z>0 of the direct
product
∏
jα∈V(Ĝstab>0α)
S belong to the structure algebra Z of the moment graph Ĝstab>0α.
Remark. One can think of un as
un =

...
...
k3,n ·
n+3∏
l=4
(−α + lc) k3,n ·
n+3∏
l=4
(α + lc)
k2,n ·
n+2∏
l=3
(−α + lc) k2,n ·
n+2∏
l=3
(α + lc)
k1,n ·
n+1∏
l=2
(−α + lc) k1,n ·
n+1∏
l=2
(α + lc)
n∏
l=1
(−α + lc)
n∏
l=1
(α + lc)
0 0
...
...
0 0
0 0

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where the first n (n ≥ 0) rows are zero and ki,n, i ∈ Z>0 are elements of the
field k = C given by
ki,n =
(
n+ i
n
)
, i ∈ Z>0
and vn as
vn =

...
...
(a3,nα + 3b3,nc) ·
n+2∏
l=4
(−α + lc) b3,n ·
n+2∏
l=3
(α + lc)
(a2,nα + 2b2,nc) ·
n+1∏
l=3
(−α + lc) b2,n ·
n+1∏
l=2
(α + lc)
(a1,nα + b1,nc) ·
n∏
l=2
(−α + lc) b1,n ·
n∏
l=1
(α + lc)
0
n−1∏
l=0
(α + lc)
0 0
...
...
0 0
0 0

where the first n− 1 (n ≥ 1) rows are zero and ai,n, bi,n, i ∈ Z>0 are elements
of the field k = C given by
ai,n =
(
n+ i− 1
n
)
(n− 1),
bi,n =
(
n+ i− 1
n
)
i− (i− 1)n
i
, i ∈ Z>0.
This very convenient notation will be used throughout the rest of the article.
Proof. First we prove that un, n ∈ Z≥0 are elements of the structure algebra
Z. Let n, i, i′ ∈ Z≥0, i 6= i′ (if i = i′, then the corresponding structure algebra
condition is obviously satisfied, i.e.
α
∣∣ ki,n · i+n∏
l=i+1
(−α + lc)− ki,n ·
i+n∏
l=i+1
(α + lc),
where we set k0,n := 1). If i > i
′, we need to prove that
α− (i′ − i)c = α + (i− i′)c ∣∣ ki,n · i+n∏
l=i+1
(α + lc)− ki′,n ·
i′+n∏
l=i′+1
(−α + lc)
(this structure algebra condition corresponds to the following edge: Figure 4).
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Figure 4: An edge of the stable moment graph of ŝl2
Since the polynomial α + (i− i′)c is irreducible, it is enough to show that
ki,n ·
i+n∏
l=i+1
(α + lc)− ki′,n ·
i′+n∏
l=i′+1
(−α + lc)
∣∣∣∣
α=−(i−i′)c
= 0,
i.e.
ki,n ·
i+n∏
l=i+1
((i′ − i)c+ lc)− ki′,n ·
i′+n∏
l=i′+1
((i− i′)c+ lc) = 0. (6)
We have
ki,n ·
i+n∏
l=i+1
((i′ − i)c+ lc) =
(
n+ i
n
)
(i′ + 1)(i′ + 2) · · · (i′ + n)cn =
=
(
n+ i
n
)(
n+ i′
n
)
n!cn.
Furthermore, we have
ki′,n ·
i′+n∏
l=i′+1
((i− i′)c+ lc) =
(
n+ i′
n
)
(i+ 1)(i+ 2) · · · (i+ n)cn =
=
(
n+ i′
n
)(
n+ i
n
)
n!cn.
This proves (6).
Now if i < i′, we need to prove that
−α + (i′ − i)c ∣∣ ki′,n · i′+n∏
l=i′+1
(−α + lc)− ki,n ·
i+n∏
l=i+1
(α + lc),
which is equivalent to
α− (i′ − i)c ∣∣ ki,n · i+n∏
l=i+1
(α + lc)− ki′,n ·
i′+n∏
l=i′+1
(−α + lc),
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but that we have already proved. With this we have proved that un ∈ Z for
every n ∈ Z≥0.
Now we prove that vn, n ∈ Z>0 are also elements of the structure algebra
Z. Let n ∈ Z>0. First, let i′ ∈ Z>0. We need to prove that
−α + i′c ∣∣ (ai′,nα + i′bi′,nc) · i′+n−1∏
l=i′+1
(−α + lc)−
n−1∏
l=0
(α + lc)
(this structure algebra condition corresponds to the following edge: Figure 5).
Figure 5: Another edge of the stable moment graph of ŝl2
Because the polynomial −α+ i′c is also irreducible, it suffices to show that
(ai′,nα + i
′bi′,nc) ·
i′+n−1∏
l=i′+1
(−α + lc)−
n−1∏
l=0
(α + lc)
∣∣∣∣
α=i′c
= 0,
i.e.
(ai′,ni
′c+ i′bi′,nc) ·
i′+n−1∏
l=i′+1
(−i′c+ lc)−
n−1∏
l=0
(i′c+ lc) = 0. (7)
We have
(ai′,ni
′c+ i′bi′,nc) ·
i′+n−1∏
l=i′+1
(−i′c+ lc) = i′(ai′,n + bi′,n)(n− 1)!cn =
= i′
((
n+ i′ − 1
n
)
(n− 1) +
(
n+ i′ − 1
n
)
i′ − (i′ − 1)n
i′
)
(n− 1)!cn =
= i′
(
n+ i′ − 1
n
)(
n− 1 + i
′ − (i′ − 1)n
i′
)
(n− 1)!cn =
= i′
(
n+ i′ − 1
n
)
i′(n− 1) + i′ − (i′ − 1)n
i′
(n− 1)!cn =
= i′
(
n+ i′ − 1
n
)
n
i′
(n− 1)!cn =
(
n+ i′ − 1
n
)
n!cn.
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Then we have
n−1∏
l=0
(i′c+ lc) = i′(i′ + 1)(i′ + 2) · · · (i′ + n− 1)cn =
=
(
i′ + n− 1
n
)
n!cn.
Thus (7) is proved.
Next, let i, i′ ∈ Z>0, i 6= i′ (if i = i′, then
α
∣∣ (ai,nα + ibi,nc) · i+n−1∏
l=i+1
(−α + lc)− bi,n ·
i+n−1∏
l=i
(α + lc),
i.e. the corresponding structure algebra condition is satisfied). If i′ > i, we
need to prove that
−α + (i′ − i)c ∣∣ (ai′,nα + i′bi′,nc) · i′+n−1∏
l=i′+1
(−α + lc)− bi,n ·
i+n−1∏
l=i
(α + lc).
Again it is enough to show that
(ai′,n(i
′− i)c+ i′bi′,nc) ·
i′+n−1∏
l=i′+1
((i− i′)c+ lc)− bi,n ·
i+n−1∏
l=i
((i′− i)c+ lc) = 0. (8)
We have
(ai′,n(i
′ − i)c+ i′bi′,nc) ·
i′+n−1∏
l=i′+1
((i− i′)c+ lc) =
=
((
n+ i′ − 1
n
)
(n− 1)(i′ − i) + i′
(
n+ i′ − 1
n
)
i′ − (i′ − 1)n
i′
)
·
n−1∏
l=1
(i+ l)·
· cn =
(
n+ i′ − 1
n
)(
(n− 1)(i′ − i) + i′ − (i′ − 1)n
)
·
n−1∏
l=1
(i+ l) · cn =
=
(
n+ i′ − 1
n
)(− ni+ i+ n) · n−1∏
l=1
(i+ l) · cn =
=
(
n+ i′ − 1
n
)(
i− (i− 1)n) · n−1∏
l=1
(i+ l) · cn
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and
bi,n ·
i+n−1∏
l=i
((i′ − i)c+ lc) =
=
(
n+ i− 1
n
)
i− (i− 1)n
i
i′(i′ + 1) · · · (i′ + n− 1)cn =
= (n+ i− 1)(n+ i− 2) · · · ii− (i− 1)n
i
i′(i′ + 1) · · · (i′ + n− 1)
n!
cn =
=
( n−1∏
l=1
(i+ l)
)
· (i− (i− 1)n)(n+ i′ − 1
n
)
cn,
so we have proved (8).
Last, if i′ < i, we need to prove that
α + (i− i′)c ∣∣ bi,n · i+n−1∏
l=i
(α + lc)− (ai′,nα + i′bi′,nc) ·
i′+n−1∏
l=i′+1
(−α + lc)
or equivalently
−α + (i′ − i)c ∣∣ (ai′,nα + i′bi′,nc) · i′+n−1∏
l=i′+1
(−α + lc)− bi,n ·
i+n−1∏
l=i
(α + lc),
which has been previously proved. With this the proof has been completed.
Proposition 4.2. The elements un, n ∈ Z≥0 and vn, n ∈ Z>0 of the structure
algebra Z of the moment graph Ĝstab>0α from the Proposition 4.1 form a basis of
the S-module Z.
Proof. Let us consider an arbitrary global section w of the following form:
w =

...
...
f g
0 0
...
...
0 0
0 0

where the first n (for some n ∈ Z≥0) rows are zero and f and g are some
elements of the algebra S = k[α, c] = C[α, c]. Since
∏
jα∈V(Ĝstab>0α)
S is a direct
product of graded algebras and the section conditions imply that
n∏
l=1
(−α + lc) | f and
n∏
l=1
(α + lc) | g,
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we may assume without loss of generality that f and g (and all other com-
ponents) are homogeneous polynomials of degree m, for some non-negative
integer m ≥ n.
If m = n, then
f = s ·
n∏
l=1
(−α + lc),
g = s ·
n∏
l=1
(α + lc),
for some s ∈ k = C as
n∏
l=1
(−α + lc) | f,
n∏
l=1
(α + lc) | g,
α | g − f.
After subtraction we obtain the section
w − sun =

...
...
f˜ g˜
0 0
...
...
0 0
0 0

where the first n + 1 rows are zero and f˜ and g˜ are some homogeneous poly-
nomials of degree m = n. Because
n+1∏
l=1
(−α + lc) | f˜ and
n+1∏
l=1
(α + lc) | g˜, the
polynomials f˜ and g˜ must be equal to zero. The same is true for all other
components, i.e. w = sun.
Now if m > n, because we again have the following:
n∏
l=1
(−α + lc) | f,
n∏
l=1
(α + lc) | g,
α | g − f,
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it follows that
g ·
n∏
l=1
(−α + lc)− f ·
n∏
l=1
(α + lc)
n∏
l=1
(α + lc) ·
n∏
l=1
(−α + lc)
=
g
n∏
l=1
(α + lc)
− fn∏
l=1
(−α + lc)
is a polynomial in S, i.e.
n∏
l=1
(α + lc) ·
n∏
l=1
(−α + lc) ∣∣ g · n∏
l=1
(−α + lc)− f ·
n∏
l=1
(α + lc)
and
α
∣∣ g · n∏
l=1
(−α + lc)− f ·
n∏
l=1
(α + lc).
Therefore we can define the following homogeneous polynomials:
x :=
f
n∏
l=1
(−α + lc)
and
y :=
g ·
n∏
l=1
(−α + lc)− f ·
n∏
l=1
(α + lc)
α ·
n∏
l=1
(α + lc) ·
n∏
l=1
(−α + lc)
=
1
α
(
g
n∏
l=1
(α + lc)
− fn∏
l=1
(−α + lc)
)
.
Now we have
xun + yvn+1 =
= x

...
...
n∏
l=1
(−α + lc)
n∏
l=1
(α + lc)
0 0
...
...
0 0
0 0

+ y

...
...
0
n∏
l=0
(α + lc)
0 0
...
...
0 0
0 0

=

...
...
f g
0 0
...
...
0 0
0 0

.
If the obtained section differs from the section w, then we apply the same
procedure to the section w − (xun + yvn+1). We stop this procedure when we
obtain the section that has m zero rows, i.e. the degree of the components and
the number of zero rows coincide and that brings us to the above case.
Hence we have shown that the set {un | n ∈ Z≥0}∪{vn | n ∈ Z>0} generates
the S-module Z. Since the linear independence is obvious, we conclude that
the set {un | n ∈ Z≥0} ∪ {vn | n ∈ Z>0} is indeed a basis of the S-module
Z.
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4.1. “Setting c equal to zero”. We denote by Gfin the moment graph asso-
ciated with the finite root system A1, i.e. the root system {α,−α} (cf. [Fie16]).
This is the graph with two vertices that are connected by one edge labeled with
α.
Then we denote by Sfin = k[α] = C[α] the corresponding symmetric algebra
and by Zfin the structure algebra of Gfin, i.e.
Zfin =
{
(z1, z2)
∣∣∣∣ z1, z2 ∈ Sfin, α | z1 − z2}.
We define now the Sfin-module Zc=0 by “setting c equal to zero” in the
S-module Z in the following way.
For f ∈ S = k[α, c] = C[α, c] we define f := f ∣∣
c=0
∈ Sfin = k[α] = C[α].
Then
Zc=0 :=
{
(zkα)k∈Z\{0}
∣∣∣∣ (zkα)k∈Z\{0} ∈ Z}.
The elements un := ((un)kα)k∈Z\{0}, n ∈ Z≥0 and vn := ((vn)kα)k∈Z\{0}, n ∈ Z>0
form a basis of the Sfin-module Zc=0.
Indeed, because un, n ∈ Z≥0 and vn, n ∈ Z>0 are generators of the S-
module Z, un, n ∈ Z≥0 and vn, n ∈ Z>0 are generators of the Sfin-module
Zc=0. Furthermore, observe that “the row echelon form” of un, n ∈ Z≥0 and
vn, n ∈ Z>0 is preserved under “setting c equal to zero”, which means that
un, n ∈ Z≥0 and vn, n ∈ Z>0 are of the same form. For this reason, un, n ∈ Z≥0
and vn, n ∈ Z>0 are Sfin-linearly independent in Zc=0.
Let w = (wkα)k∈Z\{0} be an arbitrary element of Zc=0, i.e.
w =

...
...
wkα w−kα
...
...
w2α w−2α
wα w−α
 .
We regard the rows of w as ordered pairs:
aj := (w(j+1)α, w(−j−1)α), j ∈ Z≥0.
Observe that aj ∈ Zfin for all non-negative integers j as w(j+1)α − w(−j−1)α is
divisible by α. Now we have the following theorem.
Theorem 4.3.
Zc=0 =
{
(aj) ∈
∏
j∈Z≥0
Zfin
∣∣∣∣ m∑
j=0
(−1)j
(
m
j
)
aj ∈ ((−α)m, αm)Zfin ∀m ∈ Z≥0
}
.
(9)
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Proof. In order to prove that Zc=0 is a subset of the set given on the right-hand
side, it is enough to show that the basis elements un, n ∈ Z≥0 and vn, n ∈ Z>0
of the Sfin-module Zc=0 satisfy divisibility relations.
Let
un =

...
...
k3,n(−α)n k3,nαn
k2,n(−α)n k2,nαn
k1,n(−α)n k1,nαn
(−α)n αn
0 0
...
...
0 0
0 0

be a basis element of the Sfin-module Zc=0, where the first n rows are zero for
an arbitrary n ∈ Z≥0 and ki,n, i ∈ Z>0 are as in (4).
If m ≤ n, then the corresponding divisibility relation is obviously satisfied.
Therefore let us assume that m = n + k for some k ∈ Z>0. We want to
show that ((−α)n+k, αn+k) divides
n+k∑
j=0
(−1)j
(
n+ k
j
)
aj.
The sum above equals to
n+k∑
j=n
(−1)j
(
n+ k
j
)(
j
n
)
((−α)n, αn),
so we need to prove that
n+k∑
j=n
(−1)j
(
n+ k
j
)(
j
n
)
= 0. (10)
We have
k∑
l=0
(−1)n+l
(
n+ k
n+ l
)(
n+ l
n
)
=
k∑
l=0
(−1)n+l
(
n+ k
n
)(
k
l
)
=
= (−1)n
(
n+ k
n
) k∑
l=0
(−1)l
(
k
l
)
︸ ︷︷ ︸
=0
= 0,
which proves (10) (here we have used the following binomial coefficient identity:(
n
m
)(
m
k
)
=
(
n
k
)(
n− k
m− k
)
, 0 ≤ k ≤ m ≤ n, which is sometimes called in
the literature the subset-of-a-subset identity).
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Now let
vn =

...
...
−a3,n(−α)n b3,nαn
−a2,n(−α)n b2,nαn
−a1,n(−α)n b1,nαn
0 αn
0 0
...
...
0 0
0 0

be a basis element of the Sfin-module Zc=0, where the first n− 1 rows are zero
for an arbitrary n ∈ Z>0 and ai,n, bi,n, i ∈ Z>0 are as in (5).
Ifm ≤ n−2, then the corresponding divisibility relation is trivially satisfied.
If m = n− 1, then we have
n−1∑
j=0
(−1)j
(
n− 1
j
)
aj = (−1)n−1(0, αn) = (0, (−1)n−1α)︸ ︷︷ ︸
∈Zfin
((−α)n−1, αn−1).
If m = n, we have
n∑
j=0
(−1)j
(
n
j
)
aj = (−1)n−1
(
n
n− 1
)
(0, αn) + (−1)n(−a1,n(−α)n, b1,nαn) =
=
(
0, (−1)n−1nαn
)
+
(
(−1)n−1(n− 1)(−α)n, (−1)nαn
)
=
=
(
(−1)n−1(n− 1), (−1)n−1n+ (−1)n
)
︸ ︷︷ ︸
∈Zfin
(
(−α)n, αn
)
.
Now let m = n+ k for some k ∈ Z>0. Then
n+k∑
j=0
(−1)j
(
n+ k
j
)
aj =
= (−1)n−1
(
n+ k
n− 1
)
(0, αn) +
n+k∑
j=n
(−1)j
(
n+ k
j
)
(−aj−n+1,n(−α)n, bj−n+1,nαn),
hence we need to show that
(−1)n−1
(
n+ k
n− 1
)
(0, αn) +
n+k∑
j=n
(−1)j
(
n+ k
j
)
(−aj−n+1,n(−α)n, bj−n+1,nαn) = 0,
i.e.
n+k∑
j=n
(−1)j
(
n+ k
j
)
aj−n+1,n = 0 (11)
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and
(−1)n−1
(
n+ k
n− 1
)
+
n+k∑
j=n
(−1)j
(
n+ k
j
)
bj−n+1,n = 0. (12)
The left-hand side of (11) equals
n+k∑
j=n
(−1)j
(
n+ k
j
)(
j
n
)
(n− 1) =
= (n− 1)
k∑
l=0
(−1)n+l
(
n+ k
n+ l
)(
n+ l
n
)
=
= (−1)n(n− 1)
(
n+ k
n
) k∑
l=0
(−1)l
(
k
l
)
︸ ︷︷ ︸
=0
= 0.
Therefore (11) is proved.
Then on the left-hand side of (12) we have the following:
(−1)n−1
(
n+ k
n− 1
)
+
n+k∑
j=n
(−1)j
(
n+ k
j
)(
j
n
)
(j − n+ 1)− (j − n)n
j − n+ 1 =
= (−1)n−1
(
n+ k
n− 1
)
+
n+k∑
j=n
(−1)j
(
n+ k
j
)(
j
n
)(
1− j − n
j − n+ 1n
)
=
= (−1)n−1
(
n+ k
n− 1
)
+
k∑
l1=0
(−1)n+l1
(
n+ k
n+ l1
)(
n+ l1
n
)
−
−
k∑
l2=0
(−1)n+l2
(
n+ k
n+ l2
)(
n+ l2
n
)
l2
l2 + 1
n =
= (−1)n−1
(
n+ k
n− 1
)
+ (−1)n
(
n+ k
n
) k∑
l1=0
(−1)l1
(
k
l1
)
︸ ︷︷ ︸
=0
−
− (−1)nn
(
n+ k
n
) k∑
l2=0
(−1)l2
(
k
l2
)
l2
l2 + 1︸ ︷︷ ︸
(•)
.
(13)
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Now we calculate the sum (•).
k∑
l2=0
(−1)l2
(
k
l2
)
l2
l2 + 1
=
k∑
l2=0
(−1)l2
(
k + 1
l2 + 1
)
l2
k + 1
=
= − 1
k + 1
k∑
l2=0
(−1)l2+1
(
k + 1
l2 + 1
)
l2 = − 1
k + 1
k+1∑
l3=1
(−1)l3
(
k + 1
l3
)
(l3 − 1) =
= − 1
k + 1
(
k+1∑
l3=1
(−1)l3
(
k + 1
l3
)
l3︸ ︷︷ ︸
(••)
−
k+1∑
l3=1
(−1)l3
(
k + 1
l3
)
︸ ︷︷ ︸
(•••)
)
.
The sum (••) is equal to
k+1∑
l3=1
(−1)l3(k + 1)
(
k
l3 − 1
)
= (k + 1)
k∑
l4=0
(−1)l4+1
(
k
l4
)
=
= −(k + 1)
k∑
l4=0
(−1)l4
(
k
l4
)
︸ ︷︷ ︸
=0
= 0
and the sum (•••) is equal to
k+1∑
l3=0
(−1)l3
(
k + 1
l3
)
︸ ︷︷ ︸
=0
−1 = −1.
Therefore the sum (•) equals − 1
k + 1
and we have in (13) the following:
(−1)n−1
(
n+ k
n− 1
)
+ (−1)nn
(
n+ k
n
)
1
k + 1
=
= (−1)n−1
(
n+ k
n− 1
)
+ (−1)n
(
n+ k
n− 1
)
=
=
(
n+ k
n− 1
)(
(−1)n−1 + (−1)n
)
︸ ︷︷ ︸
=0
= 0.
Thus we have proved (12).
Finally, to prove that the Sfin-module given on the right-hand side of (9)
is included in Zc=0, we will show that the basis elements un, n ∈ Z≥0 and
vn, n ∈ Z>0 of Zc=0 generate that Sfin-module (by performing a procedure
similar to Gaussian elimination).
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For n ≥ 1, because of the gradation on the direct product
∏
jα∈V(Ĝstab>0α)
S (and on
the direct product
∏
jα∈V(Ĝstab>0α)
Sfin ), we may assume without loss of generality that
an arbitrary element of that Sfin-module is of the following form:
...
...
x2α
n y2α
n
x1α
n y1α
n
x0α
n y0α
n

where xi, yi ∈ k = C, i ∈ Z≥0. We have the following:
...
...
x2α
n y2α
n
x1α
n y1α
n
x0α
n y0α
n
− x0αn

...
...
1 1
1 1
1 1

︸ ︷︷ ︸
=u0
=

...
...
(x2 − x0)αn (y2 − x0)αn
(x1 − x0)αn (y1 − x0)αn
0 (y0 − x0)αn


...
...
(x2 − x0)αn (y2 − x0)αn
(x1 − x0)αn (y1 − x0)αn
0 (y0 − x0)αn
− (y0 − x0)αn−1

...
...
0 α
0 α
0 α

︸ ︷︷ ︸
=v1
=
=

...
...
(x2 − x0)αn (y2 − y0)αn
(x1 − x0)αn (y1 − y0)αn
0 0

...
The procedure stops at: 
...
...
z2α
n z3α
n
0 z1α
n
0 0
...
...
0 0

where the first n rows are zero and zi ∈ k = C, i ∈ Z>0.
Since ((−α)n, αn) ∣∣ n∑
j=0
(−1)j
(
n
j
)
aj, it follows that
(−1)n(0, z1αn) = (u, u)︸ ︷︷ ︸
∈Zfin
((−α)n, αn) for some u ∈ k = C.
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Therefore z1 is equal to zero.
By applying the divisibility relations for m ≥ n + 1, we conclude that all
rows are zero.
For n = 0, let 
...
...
c2 c2
c1 c1
c0 c0
 , ci ∈ k = C, i ∈ Z≥0
be an arbitrary element of the Sfin-module on the right-hand side of (9).
Then 
...
...
c2 c2
c1 c1
c0 c0
− c0

...
...
1 1
1 1
1 1

︸ ︷︷ ︸
=u0
=

...
...
c2 − c0 c2 − c0
c1 − c0 c1 − c0
0 0

and again by applying the divisibility relations for m ≥ 1, we obtain
ci = c0 ∀i ∈ Z>0.
This completes the proof.
Remark. The structure algebra Z is an S-algebra and the Sfin-module Zc=0
inherits the algebra structure. Therefore Zc=0 is an Sfin-algebra, where the
multiplication is given componentwise. This algebra structure on Zc=0 implies
that higher-order congruence relations from Theorem 4.3 are closed under mul-
tiplication. This property is far from obvious.
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