Abstract. In this paper, we present a general framework for extracting 3D centerlines from volumetric datasets. Unlike the majority of previous approaches, we do not require a prior segmentation of the volume nor we do assume any particular tubular shape. Centerline extraction is performed using a morphology-guided level set model. Our approach consists of: i) learning the structural patterns of a tubular-like object, and ii) estimating the centerline of a tubular object as the path with minimal cost with respect to outward flux in gray level images. Such shortest path is found by solving the Eikonal equation. We compare the performance of our method with existing approaches in synthetic, CT, and multiphoton 3D images, obtaining substantial improvements, especially in the case of irregular tubular objects.
Introduction
A central goal of modern neuroscience is to elucidate the computational principles and cellular mechanisms that underlie brain function in both normal and diseased states. For over a century it has been appreciated that neuronal morphologies are highly variable (presenting tubular-like shapes), and today it is clear that morphology contributes significantly to the unique computations performed by different classes of neurons.
To achieve realistic modeling of neuronal morphology, one must use centerline extraction from imaging data of dendrites-highly irregular tubular structures (Fig. 1) . The challenges in centerline extraction of dendritic structures include: i) a poor signal-to-noise ratio, ii) the objects of interest are at the limit of optical imaging (resolution is typically on the order of 0.2 μm), iii) a non-homogeneous distribution of optical intensity throughout the cell, and, most importantly, iv) there is an extreme variation in shape among dendrites.
Different methods have been proposed to extract the medial axis of tubular structures by using the distance transform to identify the centerline. In Deschamps et al. [1] centerline extraction of segmented tubular objects is accomplished by evolving monotonic fronts, where the cost function is a distance function from the edges of the binary object of interest. Similarly, Hossouna et al. [2] proposed centerline extraction from monotonic front evolution, where the centerline follows the maximal distance from the boundary of the binary object. In recent work, Bouix et al. [3] used the average outward flux through a Jordan curve. In this case, the gradient vector field of the Euclidean distance to the boundary was exploited to approximate the centerlines. However, these methods require binary images to make the result dependent on the quality of the segmentation.
In work related to vessel segmentation, Vasilevskiy and Siddiqi [4] , and Nain et al. [5] developed a geometric flow framework to perform 2D and 3D vessel segmentation using prior knowledge of the vessel shape. Kimmel [6] offers a review of different geometric measures in variational methods. Complementary, elegant statistical methods for vessel segmentation have been proposed by Florin et al. [7] , where shape variations of the vessel are learned on-line during the segmentation. Similarly, in [8] we presented a method for detection of tubular structures by learning different tubular shapes. Such methods allow segmentation or detection of the overall tubular model as opposed to enhancing the centerline of the tubular object.
In this paper, we propose a robust centerline extraction method of tubularlike structures with considerable cross sectional and radius variation. Our main contributions are: i) a novel approach for learning and predicting generalized 3D centerline models, ii) a centerline extraction method using a shortest path formulation in terms of regions of maxima outer flux, and iii) centerline extraction is accomplished without prior segmentation.
Materials and Methods
Experimental Data: Multiphoton data correspond to cells of interest from mouse cortical CA1 pyramidal neuron cells (Fig. 4(k) ) from rat hippocampi. Images were acquired with a customized multiphoton Galvo microscope and loaded with Alexa Fluor 594 dye. We have collected twelve image datasets consisting of seven or more partially overlapping stacks with approximately size of 640 x 480 x 150 each, with voxel size 0.3 μm in the x-y axis and 1.0 μm in the z axis. Excitation wavelength was set to 810 nm while the lens and index of refraction both correspond to water. Step 1 -Frames-based Denoising: We constructed a non-separable 3D Parseval frame to remove noise that follows a Poisson distribution from optical images. Our method uses 3D multidirectional filters, which are used both for analysis and synthesis. Noise is suppressed by shrinking frame coefficients to zero according to an ensemble operator [9] .
Step 2 -Learning Generalized Tubular Models: Dendritic neurons do not follow complete cylindrical or elliptical shape patterns as vessels; instead they present highly irregular tubular-like patterns in addition to adjoining structures ( Fig. 1 ). Different types of tubular measures have been proposed in the literature (Frangi et al. [10] , Sato et al. [11] ) by assuming ideal cylindrical or elliptical geometrical shapes. These measures discriminate among different structural features such as: plates, lines, and blob-like structures. However, they cannot be applied to irregular tubular structures since the structural information they contain does not fulfill the hypothesis of the assumed model. We hypothesize that regular and irregular cylindrical shape models lead to different probability density functions that can encode tubular shape descriptors. Then, we reformulate the problem of detecting tubular structures to learning a structural tubular model from the object of interest itself (as opposed to defining an ideal tubular measure).
Let us consider the volumetric representation of a 3D tubular structure ( Fig. 2(a) ) and use the centerline to select the eigenvalues which correspond to the centerline itself. The selected eigenvalues capture shape information along the tubular model, which includes branching points and branches with different diameters at a given scale σ [10] . Then, we want to define a function which takes high values in the centerline of the object and low values in the boundary. Figure 2 (b) depicts the class distribution of the normalized eigenvalues. Note that there is high overlap of the two classes. Thus, in order to estimate the class distributions, an algorithm with flexible decision limits and still able to generalize well (due to the sparseness of the data) is required.
Support Vector Machines (SVMs) estimate a decision function f (x):
where
Instead of using SVMs for classification, we use them to robustly estimate a posterior probability density function using the approached proposed by Platt [12] . The posterior probability P (y = 1|f ) is approximated by fitting a parametric sigmoid function as:
where the parameters A and B are computed by defining a new training set
and using a maximum likelihood estimation:
where Step 3 -Probabilistic Wave Propagation: Given two points p 0 , p ∈ R 3 , the optimal path between p 0 and p with respect to a cost function G(x), is defined as the path c(s) = {x(s), y(s), z(s)} that minimizes the function T (p) defined as:
is the total Euclidian arc-length, and
T (x, y, z) = t} is a strictly monotonic front and it is the set of points that can be reached from p 0 with minimum cost at time t. Assume that C evolves according to:
where N (x) is a normal vector to the surface C at the point x. Then T (C(p, t)) = t implies the well known Eikonal equation [1] :
where U > 0 and U (x) = 1/G(x) is the speed of the front propagation. If we relate Eq. 5 with the inward flux of a given vector field V defined in R 3 , as it was proved by Vasilevskiy and Siddiqi [4] , the direction of the inward flux of V through the surface C is increasing most rapidly according to:
. The divergence of V can be approximated as:
where n is the outward unit vector, normal to the surface S surrounding a volume element ΔV . From Eq. 7, it can be deduced that the divergence of V at a point x is the flux of V per unit of volume. If div(V(x)) > 0, we say that x is a source point and the outward flux is positive, and if div(V(x)) < 0, we say that x is a sink point and the outward flux is negative [4] . Next, we propose to define an energy function U such that the embedded level set C evolves with higher curvature at the center of a tubular structure, guided by: i) a tubular morphological operator, and ii) the outward flux in gray level images governed by the following partial differential equation:
which is a case of the Eikonal Eq. 6. The term g(P (x)) is a probabilistic morphological operator composed of a non-negative function g, and the posterior probability density function P (y = 1|f (x)) from a parametric sigmoid function (Eq. 2); it is used for enhancement of the centerline of tubular-like objects. It favors maximum propagation of C at the centerlines, preventing the front from propagating outside the tubular object ( Fig. 3(a) ). The second term div −
∇I(x) ∇I(x)
is the mean 3D curvature k of the front C [4] , and it favors fast front propagations orthogonal to the gradient ∇I(x).
Step 4 -Centerline Extraction: For the specific application presented in this paper, morphological reconstruction is performed in four sub-steps. In the first sub-step, the soma center point p 0 is automatically detected and a front with low curvature from p 0 is propagated. This is always possible since in Eq. 8 we can set the term div −
= 1, and g can be a constant function in regions with greater or equal to a given posterior probability value. The surface evolution produces a distance map that captures the distance from p 0 to every voxel. In the second sub-step, terminating voxels are found by creating a number of connected components and finding those components with maximum distance from p 0 . In the third sub-step, a wave starting from the initial voxel p 0 is initiated according to Eq. 8. Finally, centerlines are extracted by marching along the gradient from the terminating voxels to the initial voxel p 0 (note that convergence is always guaranteed since the global minimum corresponds to p 0 ). Figure 3(b) depicts the terminating voxels (marked in yellow) and the discretization of the initial distance map (overlapping areas marked in white).
Results
We have applied our method to both synthetic and real data. We created synthetic data to: i) learn a generic tubular shape model, and ii) detect tubular structures in unseen examples from synthetic and CT data. The model to be learned is depicted in Fig. 2(a) . Its morphological properties include: i) variation of intensity, ii) radius variation from 0.5 to 1.5 μm, iii) variety of branching sections, and iv) high and low curvature segments. Voxel size was isotropic and it was set to 1.0 μm. The real data are described in Section 2.
Training:
In both synthetic and real data, parameter selection was performed with a grid search using three-fold cross-validation with different kernels, penalty, and sigma values. With respect to synthetic data, the best performance was obtained using the penalty value equal to 10, a linear kernel, and sigma equal to 0.5 μm. Optimal SVMs parameters were found to be: b = 4.19 (Eq. 1) with a number of support vectors equal to 638, while A = −1.7955 and B = −0.0539 (Fig. 2(c) ). Concerning multiphoton data, for which the training data consisted of dendrite segments depicted in Fig. 4(g) , the best performance was found using a linear kernel and a penalty value equal to 50. The estimated SVMs parameters were: A = −1.94, B = −0.222 (Eq. 3), b = 8.269 (Eq. 1), and σ = 1.5 μm. Figure 4 (a) depicts an unseen example to detect the centerline. Note that the radius decreases gradually from the bottom (1.5 μm) to the top (0.5 μm). The centerline is overlaid in white color. Figure 4 (b) depicts the predicted centerline with the estimated model in (Fig. 2(a) ), while Figure 4 (c) depicts the centerline according to Sato's measure [11] (σ = 0.5 μm, α = 1, β = 1, and γ = 1). Note the difference of these two models, especially at the bottom of the structure. Figure 4 (d) depicts the extracted centerline (white line) and the ground truth centerline (brown line). Figures 4(e)(f) illustrate centerline detection from two different CT volumes using the information learned from the synthetic tubular model in Fig. 2(a) . We have created 20 synthetic phantoms with a variety of tubular structures and computed the distance from the extracted centerlines to the ground truth. The maximum and average distances from the extracted centerlines using our method were 0.87 μm and 0.57 μm, while the maximum and average distances from the extracted centerlines using Sato's method were 0.94 μm and 0.63 μm. (Fig. 2(a) ), (c) predicted centerline from Sato's measure, and (d) extracted centerline (white) and ground true centerline (brown). (e),(f) Tubular structures detected in a CT angiography dataset using the model depicted in Fig. 2(a) .
Synthetic Data:
(g) Dendrite segments used for training, (h) segment of a given dendrite, (i) after Sato's measure, (j) after our measure. (k) Top: frames-based denoised multiphoton imaging volume, (k) middle: extracted centerlines with our method (white), and (k) bottom: manually extracted centerlines (magenta).
Multiphoton Microscopy: Figures 4(h) -(j) depict a dendrite segment, centerline enhancement using Sato's measure (parameters: α = 1, β = 1, and γ = 0.5) and our measure respectively. We have performed centerline extraction in all the datasets. In Fig. 4 (k) the top subfigure depicts a typical cell with dimensions of 2546 x 912 x 121 voxels, the middle subfigure depicts the extracted centerline (white) with our method, and the bottom subfigure depicts the centerline (magenta) manually traced by an expert. Details about the volume registration and soma detection can be found in [13] . When expressing the morphology of a neuron a tree structure, the number of segments that we were able to detect automatically was 149, compared with 136, 150, and 161 that three human experts were able to trace.
Conclusion
We have presented a general framework for centerline extraction of tubularlike structures without prior segmentation. Our novel approach consists of: i) learning the structural patterns of a tubular-like structure as opposed to defining a tubularity measure, and ii) combining structural information to be used by a morphology-guided level set. Our method is general since it does not assume any particular tubular shape.
