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Dissipativity-Based Filtering of Time-Varying Delay
Interval Type-2 Polynomial Fuzzy Systems under
Imperfect Premise Matching
Hongying Zhou, Hak-Keung Lam, Fellow, IEEE, Bo Xiao, Member, IEEE, and Zhixiong Zhong
Abstract—This paper investigates the dissipativity-based filter-
ing problem for the nonlinear systems subject to both uncertain-
ties and time-varying delay in the time-delay interval type-2 (IT2)
polynomial fuzzy framework. Filter design is a challenging issue
for complex nonlinear systems especially when the uncertainties
and time delay exist. IT2 polynomial fuzzy model is an effective
and powerful approach to analyze and synthesize uncertain
nonlinear systems. This is the first attempt to design both the full-
order and reduced-order IT2 polynomial fuzzy filters to ensure
that the filtering error system is asymptotically stable under
the dissipativity constraint. The design of filtering is based on
the imperfect premise matching scheme where the number of
fuzzy rules and shapes of membership functions of the designed
fuzzy filter can differ from those of IT2 polynomial fuzzy model,
to provide greater design flexibility and lower implementation
burden. By utilizing the Lyapunov-Krasovskii functional based
approach, the information of membership functions, time delay
and system states is taken into account in the design process to
develop the relaxed membership-function-dependent (MFD) and
delay-dependent filtering existence criteria. Finally, simulation
results are presented to illustrate the effectiveness of the filtering
algorithm reported in this paper.
Index Terms—Interval type-2 fuzzy sets, polynomial fuzzy
model, time-varying delay, filter design, membership-function-
dependent approach, sum-of-squares.
I. INTRODUCTION
THE Takagi-Sugeno (T-S) fuzzy model [1] offers a pow-erful framework to conduct system analysis and control
synthesis of nonlinear systems that are pervasive in a wide
range of control applications. It effectively characterizes the
dynamics of nonlinear systems by connecting a family of local
linear subsystems described by IF-THEN rules through the
membership functions. Thanks to its favorable model structure
to facilitate system analysis and synthesis, T-S fuzzy systems
have caught considerable concerns of researchers and a large
body of achievements have been established, see, e.g., [2]-
[5]. Among these studies, the filtering problem is a research
hotspot owing to its vital theoretical and practical significance
in signal processing and control applications. To date, various
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methodologies have been reported such as H∞ filtering [5],
H2 filtering [6] and dissipative filtering [7]. It is worth pointing
out that dissipativity [8], is a more generic criterion which
unifies some important system performance indices including
H∞ index and passivity index. There are enormous outcomes
related to dissipativity theory published [9]-[11].
Polynomial fuzzy model serves as an effective general-
ization and expansion of the T-S fuzzy model to construct,
analyze and control nonlinear systems [12]. It not only inherits
the superiority possessed by T-S fuzzy model, but has more
potential to depict nonlinear dynamics by permitting poly-
nomial terms to emerge in the consequent part. Due to the
existence of polynomial terms, the linear matrix inequalities
(LMI) approaches [13] adopted for T-S fuzzy systems are in-
applicable for polynomial fuzzy systems. Instead, the sum-of-
squares (SOS) based method is employed for polynomial fuzzy
systems with the third-party Matlab toolbox SOSTOOLS [14].
In [12], the SOS-based approaches were proposed to tackle
the model and control design of polynomial fuzzy systems,
which set up the foundation research on polynomial fuzzy
systems. Although some crucial results such as [15]-[18] are
published on polynomial fuzzy systems, there are still very
limited research works to be found.
As discussed before, both polynomial fuzzy model and T-S
fuzzy model are equipped with the ability to address nonlin-
earities of the concerned systems by resorting to the type-
1 fuzzy sets. However, type-1 fuzzy sets lack the capability
to represent and capture uncertainties directly which are fre-
quently encountered in realistic systems. To endow the fuzzy
sets with the potential to handle uncertainties compromising
on computational complexity, interval type-2 (IT2) fuzzy sets
[19] are put forward to capture uncertainties. Different from
the crisp values owned by type-1 membership functions, the
IT2 membership functions are indeterminate and vary in a
specific interval characterized by upper and lower bounds
of membership functions. Generally speaking, the IT2 fuzzy
systems can be deemed as a set of infinite type-1 systems
[20]. An effective construction approach of IT2 fuzzy model
was first developed in [20] in favor of further research on this
class of systems. In the pioneering work [21], by virtue of the
imperfect premise matching (IPM) concept which grants the
fuzzy controller freedom to select the number of fuzzy rules
and the membership functions not restricted to the counterparts
of the fuzzy model, the novel membership-function-dependent
(MFD) control techniques [22] are developed for IT2 fuzzy
model to enhance design flexibility and decrease result con-
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servatism. Other related works are reported in [23]-[25].
Apart from uncertainties incorporated in the systems, time
delay is another primary factor to be considered in practical
systems which poses a threat to system performance and
even stability [3]. Thereby, research on time-delay systems
is essential and meaningful and a great deal of literature
on investigation of the T-S fuzzy systems perturbed by time
delay has been published [3], [4], [10], [26]. In contrast,
there are relatively much less works reported on time-delay
IT2 polynomial systems. In [27] and [28], the time delay
issues concerning tracking and stabilization control for IT2
polynomial fuzzy systems are handled. To the authors’ best
knowledge, so far no attempt has been made to design filters
for the IT2 polynomial fuzzy systems with time-varying delay.
In addition, most studied filtering techniques are limited to
the assumption that the membership functions of the designed
fuzzy filter and the fuzzy model are perfectly matched with
each other [10], [16] or there is a constrained relationship
between them [26], [29], which restrains the design flexibility
and increases the implementation costs. Thus, how to design a
filter for time-delay IT2 polynomial fuzzy systems using IPM
concept and MFD analysis is an interesting and challenging
topic, which motivates this work.
Responding to the discussion above, the problem of filtering
design with strictly dissipative performance for delayed IT2
polynomial fuzzy systems will be addressed in this paper.
Firstly, a delay-dependent sufficient criterion of dissipativity
analysis is developed based on Lyapunov-Krasovskii func-
tional approach to ensure that the filter error system is asymp-
totically stable under the predefined dissipative constraint
index. In order to obtain more relaxed results, the MFD tech-
nique is applied which brings the information of membership
functions into analysis and allows the designed fuzzy filter to
freely select membership functions. And then, the existence
criteria of IT2 polynomial fuzzy filters are obtained in terms
of SOS. Finally, the simulation is given to exhibit the validity
of the filter design approach developed. The main contributions
of this paper can be summarized as follows.
1) In this paper, a more generic category of fuzzy systems
considering both uncertainties and time-varying delay, i.e.
time-delay IT2 polynomial fuzzy system is investigated,
which enlarges the application range of the developed
filtering strategy.
2) The imperfectly matching membership functions between
the designed filter and IT2 polynomial fuzzy systems are
adopted, which grants the fuzzy filter design flexibility to
select membership functions according to practical require-
ments and reduces the implementation burden.
3) To further relax the resultant conditions, the whole operat-
ing domain is partitioned into a series of subdomains and
much richer information related to membership functions
are involved in the analysis and design. From the simulation
results, it can be found that the filtering performance can
be enhanced along with richer information of membership
functions being utilized.
4) The strictly dissipative full-order and reduced-order filter-
ing design approaches in terms of SOS are proposed for
the delayed IT2 polynomial fuzzy systems, which cover the
design of H∞ filtering and passive filtering as the special
cases.
The remainder of this paper is organized as follows. The
problem formulation and some preliminaries are depicted in
Section II. The main results are shown in Section III. Section
IV presents an example to demonstrate the effectiveness of the
filtering technique reported. Our conclusions are summarized
in Section V.
Notation: P > 0(≥ 0) signifies that P is real symmetric and
positive definite (semidefinite); diag(. . .) represents a block-
diagonal matrix; ? is used to denote an element induced
by symmetry; g(x(t)) is called as a polynomial of x(t) if
g(x(t)) can be represented as finite linear combination of





signifies g(x(t)) can be depicted in the form of SOS as
well as g(x(t)) ≥ 0. Matrices without explicit definition of
the dimensions, are assumed to be compatible for algebraic
operations.
II. PROBLEM FORMULATION AND
PRELIMINARIES
A. IT2 Polynomial Fuzzy Model with Time-varying Delay
Consider a nonlinear system subject to uncertainties and
time-varying delay which can be characterized by the follow-
ing IT2 polynomial fuzzy model.
 Plant Form:
Rule i: IF θ1(x(t)) is M̃ i1 and θ2(x(t)) is M̃ i2 and · · · and
θΨ(x(t)) is M̃ iΨ, THEN
ẋ(t) = Ai(x(t))x̂(x(t)) +Adi(x(t))x̂(x(t− d(t)))
+Bi(x(t))ω(t),
y(t) = Ci(x(t))x̂(x(t)) + Cdi(x(t))x̂(x(t− d(t)))
+Di(x(t))ω(t),
z(t) = Ei(x(t))x̂(x(t)) + Edi(x(t))x̂(x(t− d(t)))




where x(t) ∈ Rn is the state vector; x̂(x(t)) ∈ Rn is a vector
of monomials in x(t); y(t) ∈ Rp is the measurement output;
z(t) ∈ Rq is the signal to be estimated; ω(t) ∈ Rl denotes the
disturbance signal belonging to L2[0,∞); θα(x(t)) and M̃ iα,
i = 1, 2, . . . , r, α = 1, 2, . . . ,Ψ, signify the premise variables
and IT2 fuzzy sets, respectively; d(t) signifies the time-varying
delay satisfying d(t) ∈ (0, d̄], ḋ(t) ≤ τ ; ϕ(t) is the initial
condition. Ai(x(t)), Adi(x(t)), Bi(x(t)), Ci(x(t)), Cdi(x(t)),
Di(x(t)), Ei(x(t)), Edi(x(t)) are known polynomial matrices.
The firing strength of rule i is determined by the following
interval sets




(θα(x(t))) and w̄i(x(t)) =∏Ψ
α=1 µ̄M̃iα




represent the lower and upper membership functions re-
spectively and possess the property of µ̄M̃iα(θα(x(t))) ≥
µ
M̃iα
(θα(x(t))) ≥ 0, resulting in w̄i(x(t)) ≥ wi(x(t)) ≥ 0.
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where wi(x(t)) = λi(x(t))wi(x(t)) + λ̄i(x(t))w̄i(x(t)) ≥ 0,∑r
i=1 wi(x(t)) = 1, in which λi(x(t)) ∈ [0, 1] and λ̄i(x(t)) ∈
[0, 1] are nonlinear weighting functions with the property of
λi(x(t)) + λ̄i(x(t)) = 1 for all i.
B. IT2 Polynomial Fuzzy Filter
In order to prompt design flexibility, the IT2 polynomial
fuzzy filters are considered under the IPM concept. The details
of the IT2 polynomial fuzzy filter are presented by
 Filter Form:
Rule j: IF g1(x(t)) is Ñ j1 and g2(x(t)) is Ñ
j




ẋf (t) = Afj(xf (t))xf (t) +Bfj(xf (t))y(t)
zf (t) = Efj(xf (t))xf (t)
where xf ∈ Rk denotes the filter’s state vector with k ≤ n;
zf ∈ Rq represents the estimate signal of z(t); gβ(x(t)) and
Ñ jβ , j = 1, 2, . . . , c, β = 1, 2, . . . ,Ω signify the premise vari-
ables and IT2 fuzzy sets respectively; Afj(xf (t)), Bfj(xf (t)),
Efj(xf (t)) are the filter gain matrices to be determined. The
firing strength of rule j is determined by the following interval
sets




(gβ(x(t)) and m̄j(x(t)) =∏Ω
β=1 µ̄Ñjβ
(gβ(x(t)) stand for the lower and upper grades of
membership respectively. µ
Ñjβ
(gβ(x(t))) and µ̄Ñjβ (gβ(x(t)))
represent the lower and upper membership functions respec-
tively and equip with the property of µ̄Ñjβ (gβ(x(t))) ≥
µ
Ñjβ
(gβ(x(t))) ≥ 0, resulting in m̄j(x(t)) ≥ mj(x(t)) ≥ 0.



















mj(x(t)) = 1, in which β(x(t)) ∈ [0, 1] and β̄(x(t)) ∈
[0, 1] are nonlinear weighting functions serving as the type-
reduction purpose, which have the property of β
j
(x(t)) +
β̄j(x(t)) = 1 for all j [20], [29].
C. IT2 Polynomial Fuzzy Filtering Error System
Considering the plant (1) to include the filter system







j=1mj(x(t)) = 1, we obtain the IT2












hij(x(t)){Ēij ˆ̄x(x̄(t)) + Ēdi ˆ̄x(x̄(t−d(t)))}
(3)
where x̄(t) = [xT (t), xTf (t)]
T , ˆ̄x(t) = [x̂T (x(t)), xTf (t)]
T ,



























In order to facilitate the performance analysis, we partition
the whole state space of interest Ψ into L connected substate
space expressed by Ψl, l = 1, 2, . . . ,L, such that Ψ = ∪Ll=1Ψl.
Besides, hij(x(t)) is reconstructed as follows [21]
hij(x(t)) = γij(x(t))hij(x(t)) + γ̄ij(x(t))h̄ij(x(t)) (4)
where γ
ij
(x(t)) ∈ [0, 1] and γ̄ij(x(t)) ∈ [0, 1] are nonlin-
ear weighting functions which are unnecessary to be known
but exist, equipping with the characteristic of γ
ij
(x(t)) +
γ̄ij(x(t)) = 1 for all i, j. The functions hij(x(t)) and
h̄ij(x(t)) are denoted as the lower and upper bounds
of hij(x(t)) and possess the property that hij(x(t)) ≤




























in which 0 ≤ δiji1i2...inl ≤ δ̄iji1i2...inl ≤ 1 are con-
stant scalars to be determined; υgigl(xg(t)) ∈ [0, 1] and
υg1l(xg(t)) + υg2l(xg(t)) = 1 for all g, l, x(t) ∈ Ψl. Other-













1, which is useful in the following deduction. For simplifi-
cation, we remove t, x(t), xf (t) from the notations for the
situation without ambiguity. For instance, x̄(t), Ai(x(t)) and
Afj(xf (t)) are represented as x̄, Ai and Afj respectively.
Before stepping into the next section, we introduce the
following definition and lemma first.
Definition 1. [30] Given a scalar α and constant matrices
X ≤ 0, Y and Z = ZT , the IT2 polynomial filtering error
system (3) is called strictly (X ,Y,Z)-α dissipative if for any












Without loss of generality, it is assumed that X = −X̄ T X̄ ≤ 0
for some X̄ ≥ 0.





≥ 0, scalar d(t) ∈
(0, d̄] and a vector function ˙̄̂x : [−d̄, 0) −→ Rn+k such that




˙̄̂xT (w)R ˙̄̂xdw ≤ vT (t)4 v(t) (8)
in which
4 =





ˆ̄xT (t) ˆ̄xT (t− d(t)) ˆ̄xT (t− d̄)
]T
The purpose of this paper is to develop IT2 polynomial
fuzzy filters to satisfy the following conditions.
1) The IT2 polynomial fuzzy filtering error system in (3) is
asymptotically stable with w(t) = 0.
2) The IT2 polynomial fuzzy filtering error system in (3)
satisfies strictly dissipativity in the sense of Definition 1.
III. MAIN RESULTS
A. Strictly Dissipative Analysis
Based on Lyapunov-Krasovskii functional method, the
asymptotical stability and strict dissipativity performance for
the delayed IT2 polynomial filter error system in (3) are dis-
cussed in this section. The mismatched membership functions
and time-varying delay are taken into account in the deduction
of sufficient conditions. In order to facilitate analysis, let us





































Ẽij = Ēij , Ẽdi = EdiN, N = [I, 0] , Ãi = T Ai,
Ãdi = T Adi, B̃i = T Bi,





, i = 1, 2, . . . , n, j = 1, 2, . . . , n.
To lighten notations in the derivation, we rewrite the above














in which z(t)=[ˆ̄xT(x̄(t)) ˆ̄xT(x̄(t−d(t)) ˆ̄xT(x̄(t−d̄)) wT (t)]T ,
Γ1ij = [Ãij ÃdijN 0 B̃ij ] and Γ2ij = [Ẽij Ẽdi 0 0].
Theorem 1. Consider the time-varying delay IT2 polynomial
fuzzy system in (1) and suppose the filter parameter matrices
in (2) are known in advance. Given scalars α, d̄, τ , δiji1i2...inl,
δ̄iji1i2...inl and matrices X = −X̄ T X̄ ≤ 0, Y and Z = ZT ,
the IT2 polynomial fuzzy filtering error system in (3) is asymp-
totically stable and satisfies strict (X ,Y,Z)-α dissipativity, if
there exist matrices P > 0, Q > 0, R > 0, S, M(x̄) =
MT (x̄), Wij(x̄) = WTij (x̄) ≥ 0 and T (x) = TT (x) ≥ 0 with
appropriate dimensions satisfying the following SOS-based
conditions for i = 1, 2, . . . , r, j = 1, 2, . . . , c.
vT1 (P − ε1I)v1 is SOS (11)








v3 is SOS (13)
vT4 (T (x)− ε4(x)I)v4 is SOS (14)
vT4 (Wij(x̄)− ε5(x̄)I)v4 is SOS (15)
vT4
(
Ωij +Wij(x̄) +M(x̄)− ε6(x̄)I
)







+ δ̄iji1i2...inlM(x̄))−M(x̄) + (x− xl)TΛ(x̄l − x)T (x)
+ ε7(x̄)I
)
v4 is SOS, ∀i1, i2, . . . , in, l (17)
where v1, v2, v3 and v4 are arbitrary vectors independent of
x̄; ε1, ε2, ε3, ε4(x), ε5(x̄), ε6(x̄) and ε7(x̄) are predefined and
nonnegative scalars. In addition,
Ωij=








? Φ22 R−S −ETdiY
? ? −R 0
? ? ? αI −Z
,












X̄ Ẽij X̄Edi 0 0
]
.
Proof. Considering time-varying delay existing in the plant
system, we construct the Lyapunov-Krasovskii functional can-
didate as













in which P > 0, Q > 0, R > 0. To make stability
analysis more succinct, we introduce an augment vector







T , where ξ1(t) = ˆ̄x(x̄(t)),
ξ2(t) = N ˆ̄x(x̄(t−d(t))), ξ3(t) = N ˆ̄x(x̄(t−d̄)), ξ4(t) = w(t).
Then, it is easy to obtain the derivative of V1(t), V2(t) and
V3(t) as follows:
V̇1(t)=










V̇2(t)≤ ˆ̄xT (x̄(t))NTQN ˆ̄x(x̄(t))
−(1− τ)ˆ̄xT (x̄(t− d(t)))NTQN ˆ̄x(x̄(t− d(t)))
=ξT1 (t)N
TQNξ1(t)− (1− τ)ξT2 (t)Qξ2(t),
V̇3(t)= d̄























−NTRN NT (R− S) NTS 0
? −2R+ S + ST R− S 0
? ? −R 0
? ? ? 0
 .
Based on the deduction above, the time derivative of V (t)
can be derived as follows:


























































? Φ22 R− S 0
? ? −R 0













In order to set up the strict dissipativity performance of IT2
polynomial filtering error system in (3) based on Definition 1,
we introduce the following performance index
H(t)=V̇ (t)−eT (t)X e(t)−2eT (t)Yw(t)−wT (t)(Z−αI)w(t).
(20)











































? Φ22 R− S −ETdiY
? ? −R 0
? ? ? αI −Z
,Σ2ij=[ X̄ Ẽij X̄Edi0 0].
The other symbols are the same as defined in Theorem 1.
The index H(t) ≤ 0 can be ensured by the following





hijΩij ≤ 0 (21)
where
Ωij =
 Φ̄ij d̄ΣT1ij ΣT2ij? −R 0
? ? −I
 .
To reduce the conservatism, the information of IT2 mem-
bership functions are employed to deduce the stability con-
ditions in terms of (4) and the slack polynomial matrices
M(x̄) = MT (x̄) and Wij(x̄) = WTij (x̄) ≥ 0, i = 1, 2, . . . , r,

















)(hij − h̄ij)Wij(x̄) ≥ 0.
(22)
























































By virtue of the result (23) and the fact γ
ij
(hij − h̄ij) ≤ 0,∑r
i=1
∑c
j=1 hijΩij ≤ 0 is guaranteed if the following inequal-
ities hold









The inequality (24) can be directly solved by SOSTOOLS,
but the inequality (25) cannot owing to the existence of
the lower and upper bounds of the membership functions
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hij(x) and h̄ij(x). Therefore, rewriting the above mentioned



































g=1 υgigl(xg(t)) = 1, the in-






δ̄iji1i2...inlΩij − (δiji1i2...inl − δ̄iji1i2...inl)Wij(x̄)
+δ̄iji1i2...inlM(x̄)
)
−M(x̄)< 0, ∀i1, i2, . . . , in, l, (27)
where δiji1i2...inl and δ̄iji1i2...inl are constant scalars, which
allow the inequality (27) to be solved by SOSTOOLS.
In addition, in order to further relax the criteria obtained, the
state information stemmed from each subregion is also con-
sidered into stability analysis. Define slack matrices T (x) =
TT (x) ≥ 0 and assume that xl and x̄l, l = 1, 2, . . . ,L denote
the minimal and maximal bounds of the system state x(t) in
the l-th subregion. Hence, we have
(x− xl)TΛ(x̄l − x)T (x) ≥ 0, ∀l, (28)
where Λ = diag{Λ1, . . . ,Λi, . . . ,Λn}, i = 1, 2, . . . , n, repre-
sents a diagonal matrix whose elements are either 0 or 1 to
determine whether the ith state information of the lth subspace
is included in the stability analysis. That is, when Λi = 1,
the information of state xi corresponding to the lth subspace
is involved into stability analysis, otherwise not. Considering






δ̄iji1i2...inlΩij − (δiji1i2...inl − δ̄iji1i2...inl)Wij(x̄)
+ δ̄iji1i2...inlM(x̄)
)
−M(x̄) + (x−xl)TΛ(x̄l−x)T (x) < 0.
Hence, it can be concluded that if the conditions (11)-(17)
of Theorem 1 are feasible, we have H(t) ≤ 0, which means
V̇ (t)−eT (t)X e(t)−2eT (t)Yw(t)−wT (t)(Z − αI)w(t) ≤0.
(29)
Integrating both sides of the aforementioned inequality from
0 to tf yields




− eT (t)X e(t)− 2eT (t)Yw(t)
−wT (t)(Z − αI)w(t)
)
dt ≤ 0.
According to V (0) = 0 and V (tf ) ≥ 0, for nonzero w(t),
we can deduce the following inequality∫ tf
0





Therefore, on the basis of Definition 1, we can make a
conclusion that the IT2 polynomial filtering error system in (3)
is strictly (X ,Y,Z)-α dissipative. In addition, when w(t) = 0,
considering (29), we have V̇ (t) < 0 for all ˆ̄x 6= 0, which
means the IT2 polynomial filtering error system in (3) is
asymptotically stability. The proof is completed.
Remark 1. When the whole operating domain of interest is
partitioned into more subdomains, the approximating mem-
bership functions will be more accurate as well as ampler
information of membership functions would be incorporated in
the stability analysis conditions, which leads to more relaxed
results. However, the number of SOS conditions will also
increase resulting in a higher computational cost. In a con-
sequence, there is a tradeoff between conservatism reduction
and computational complexity.
B. IT2 Polynomial Fuzzy Filter Design with Strict Dissipativ-
ity
The filter parameter matrices cannot be directly obtained
from Theorem 1 due to the existing non-convex terms in the
conditions (16) and (17). To solve this problem, we develop
the following theorem to design the IT2 polynomial fuzzy
filter based on the results obtained from Theorem 1 where
all the conditions are convex to be solved. First, the full-order
dissipative filter will be designed.
Theorem 2. Consider the time-varying delay IT2 polynomial
fuzzy system in (1). Given scalars α, a, d̄, τ , δiji1i2...inl,
δ̄iji1i2...inl and matrices X = −X̄ T X̄ ≤ 0, Y and Z = ZT ,
there exists an IT2 polynomial fuzzy filter in (2) to ensure
the filtering error system in (3) is asymptotically stable with
strictly (X ,Y,Z)-α dissipative performance, if there exist
matrices U > 0, V > 0, Q > 0, R > 0, S and polynomial
matrices Ăfj ∈ Rn×n, B̆fj ∈ Rn×p, Ĕfj ∈ Rq×n, M(x̄) =
MT (x̄), Wij(x̄) = WTij (x̄) ≥ 0 and T (x) = TT (x) ≥ 0 with
appropriate dimensions satisfying the following SOS-based
















v1 is SOS (32)
vT2 (Q− ε3I)v2 is SOS (33)
vT3 (T (x)− ε4(x)I)v3 is SOS (34)
vT3 (Wij(x̄)− ε5(x̄)I)v3 is SOS (35)
vT3
(
Ω̃ij +Wij(x̄) +M(x̄)− ε6(x̄)I
)







+ δ̄iji1i2...inlM(x̄))−M(x̄) + (x− xl)TΛ(x̄l − x)T (x)
+ ε7(x̄)I
)
v3 is SOS, ∀i1, i2, . . . , in, l (37)
where v1, v2 and v3 are arbitrary vectors independent of x̄;
ε1, ε2, ε3, ε4(x), ε5(x̄), ε6(x̄) and ε7(x̄) are predefined and
nonnegative scalars. In addition,
Ω̃ij =











? Φ22 R− S −ETdiY
? ? −R 0


























UÃdi + aB̆fjCdi +R− S










UB̃i + aB̆fjDi − ETi Y












X̄Ei −X̄ Ĕfj | X̄Edi 0q×n 0q×l
]
.
The other variables are the same as depicted in Theorem 1.
Then, the gain matrices of the IT2 polynomial fuzzy filter in













Proof. In Theorem 1, there exist nonconvex terms tangled by
Lyapunov matrix variable P and unknown filter gain matrices.
Therefore, a decoupling technique is required to compute the
filter gain matrices Afj , Bfj and Efj . Based on Theorem 1,







where U and V are both positive definite matrices. a is an
arbitrary scalar determined by the user. Now, we utilize the
matrix P denoted in the format of (39), Afj = V −1Ăfj and
Bfj = V
−1B̆fj to rewrite PÃij , PÃdij and PB̃ij in Theorem
1. Then we have
PÃij =
[
UÃi + aB̆fjCi aĂfj






aV Ãdi + B̆fjCdi
]
, P B̃ij =
[
UB̃i + aB̆fjDi
aV B̃i + B̆fjDi
]
.
According to the derivation process of Theorem 1, we can






The corresponding symbols are defined in Theorem 2. Fol-
lowing the similar deduction built in Theorem 1, we can get
Theorem 2. The proof is completed.
Next, we will propose a reduced-order IT2 polynomial fuzzy
filtering design approach equipped with strictly dissipative
performance. The reduced-order filter is beneficial to simpli-
fying structural complexity and reduce implementation costs
in practical applications.
Theorem 3. Consider the time-varying delay IT2 polynomial
fuzzy system in (1). Given scalars α, a, d̄, τ δiji1i2...inl,
δ̄iji1i2...inl and matrices X = −X̄ T X̄ ≤ 0, Y and Z = ZT ,
there exists a reduced-order IT2 polynomial fuzzy filter in (2)
to ensure the filtering error system in (3) is asymptotically
stable with strictly (X ,Y,Z)-α dissipative performance, if
there exist matrices U > 0, V > 0, Q > 0, R > 0,
S and polynomial matrices Ăfj ∈ Rk×k, B̆fj ∈ Rk×p,
Ĕfj ∈ Rq×k, M(x̄) = MT (x̄), Wij(x̄) = WTij (x̄) ≥ 0 and
T (x) = TT (x) ≥ 0 with appropriate dimensions satisfying
the following SOS-based conditions for k < n, i = 1, 2, . . . , r,
















v2 is SOS (41)
vT3 (Q− ε3I)v3 is SOS (42)
vT4 (T (x)− ε4(x)I)v4 is SOS (43)
vT4 (Wij(x̄)− ε5(x̄)I)v4 is SOS (44)
vT4
(
Ω̆ij +Wij(x̄) +M(x̄)− ε6(x̄)I
)










−M(x̄) + (x− xl)TΛ(x̄l − x)T (x)
+ ε7(x̄)I
)
v4 is SOS, ∀i1, i2, . . . , in, l (46)
where v1, v2, v3 and v4 are arbitrary vectors independent of
x̄; ε1, ε2, ε3, ε4(x), ε5(x̄), ε6(x̄) and ε7(x̄) are predefined and
nonnegative scalars. In addition,
Ω̆ij=











? Φ22 R− S −ETdiY
? ? −R 0


























UÃdi + aHB̆fjCdi +R− S










UB̃i + aHB̆fjDi − ETi Y

















X̄Ei −X̄ Ĕfj | X̄Edi 0q×n 0q×l
]
.
The other variables are the same as depicted in Theorem 1.
Then, the gain matrices of the IT2 polynomial fuzzy filter in













Proof. Consider the filter’s state xf ∈ Rk, k < n, hence we







where U and V are both positive definite matrices. a is an
arbitrary scalar determined by the user. The following proof
can resort to the same lines in the proving process of Theorem
2. This fulfills the proof.
Remark 2. Note that due to the inconsistent state dimensions
between the concerned system and the designed filter, the
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matrix H adopted in Theorem 3 plays an important role in
dealing with the reduced-order filter design, which acts as an
order reduction factor to facilitate analysis.
IV. NUMERICAL EXAMPLE
In this section, we will give a simulation example to
clarify the validity of the full-order and reduced-order IT2
polynomial fuzzy filtering algorithm developed in this paper.
Also, we demonstrate that Theorem 2 adopting the information
of membership functions earns less conservative results with
regard to those independent of membership functions.
Consider an uncertain nonlinear system with time-varying
delay represented by a three-rule IT2 polynomial fuzzy model







































































































The lower and upper membership functions of the IT2
polynomial fuzzy model are selected as w1(x1) = 1 −
1/(1 + e(−x1−3.5)), w3(x1) = 1/(1 + e
(−x1+3.5)), w̄2(x1) =
1 − w1(x1) − w3(x1), w̄1(x1) = 1 − 1/(1 + e(−x1−2.5)),
w̄3(x1) = 1/(1+e
(−x1+2.5)), w2(x1) = 1−w̄1(x1)−w̄3(x1).
It is assumed the system’s operating domain for x1 is set
as x1 ∈ [−10, 10]. Partition the domain of interest of x1 to





3 l], l = 1, 2, . . . , 15. We set the upper bound
of the time-varying delay d̄ as 0.55 and τ as 0.1.
In this simulation, we choose different number of fuzzy
rules and membership functions between the designed filter
and the IT2 polynomial fuzzy model to exhibit the design
flexibility. Here, the two-rule IT2 polynomial fuzzy filters in
(2) are built whose lower and upper membership functions are
selected as m1(x1) = {1, when x1 < −5.2; (−x1 + 4.8)/10,
when −5.2 ≤ x1 ≤ 4.8; 0, when x1 > 4.8}. m̄1(x1) = {1,
when x1 < −4.8; (−x1 + 5.2)/10, when −4.8 ≤ x1 ≤ 5.2;
0, when x1 > 5.2}. m̄2(x1) = 1 − m1(x1), m2(x1) = 1 −
m̄1(x1). Let ε1 = ε2 = ε3 = ε4(x) = ε5(x̄) = ε6(x̄) =
ε7(x̄) = 0.001, M(x1) and Wij(x1), i = 1, 2, 3, j = 1, 2 as
the polynomial of degree 2 in x1, T (x1) as a polynomial of
degree 0 and Λ = diag(1, 0).
In order to perform simulation of the designed filter, we
assume weighting functions λ1(x1) = (sin(5x1) + 1)/2,
λ̄1(x1) = 1− λ1(x1), λ3(x1) = (cos(5x1) + 1)/2, λ̄3(x1) =
1 − λ3(x1). It is lucid to obtain w2(x1) by resorting to the
relationship w2(x1) = 1−w1(x1)−w3(x1) without providing
the concrete expression of λ2(x1) and λ̄2(x1) as long as
w1(x1) and w3(x1) are defined. In addition, the weighting
functions of the filter are defined as β
j
(x1) = β̄j(x1) = 0.5,
j = 1, 2. By employing Theorem 2 and Theorem 3, the
results achieved by H∞ filter and strictly dissipative filter are
illustrated as follows:
1) H∞ performance case: According to Definition 1, set
X = −I , Y = 0, Z = (α+α2)I with α = 0.765. Employing
SOSTOOLS to solve the SOS-based conditions (31)-(37) with
the assumption of the IT2 polynomial filter gain matrices of
degree 0 in xf , the full-order filter gain matrices referring to

































Employing SOSTOOLS to solve the SOS conditions (40)-
(46) with the assumption of the IT2 polynomial filter gain
matrices of degree 0 in xf , the corresponding reduced-order
filter gain matrices referring to (47) are computed as follows:
Af1 = −25.3983, Bf1 = −3.3075, Ef1 = −0.2036,
Af2 = −23.8586, Bf2 = −9.1185, Ef2 = −0.1368.
To investigate the filtering performance, we assume the




0.3 sin(0.3t), t 6 42,
0, otherwise. (49)
The simulation results of the designed full-order and
reduced-order filters with the prescribed H∞ performance
index are presented in Fig. 1, which depicts the trajecto-
ries of the signal to be estimated (solid line), its full-order
estimation signal (dashed line) and reduced-order estimation
signal (dashed-dotted line) in presence of the aforementioned
disturbance input. Based on the idea of mismatched member-
ship functions, both full-order and reduced-order 2-rule IT2
polynomial fuzzy filters are designed to estimate the unknown
signal stemming from a 3-rule IT2 polynomial fuzzy system.
By employing fewer number of fuzzy rules and simpler
structure of membership functions in fuzzy filtering design, the
implementation cost can be eased. From the figures displayed,
one can see that the designed IT2 polynomial fuzzy filter
can produce an effective estimation for the unknown signal.
Besides, the full-order H∞ filter provides a more superior
estimation performance contrast with the reduced one.
2) Strictly dissipative performance case: In light of Defi-
nition 1, let X = −0.2025I , Y = −0.18I , Z = 2αI with
α = 0.8. Utilizing SOSTOOLS to solve the SOS conditions
(31)-(37) with the assumption of the IT2 polynomial filter gain
matrices of degree 0 in xf , the full-order filter gain matrices



























Estimation Signal with Full-order Filter
Estimation Signal with Reduced-order Filter























Calculate the SOS conditions (40)-(46) with the assumption
of the IT2 polynomial filter gain matrices of degree 0 in xf ,
the corresponding reduced-order filter gain matrices referring
to (47) are denoted as follows:
Af1 = −28.2034, Bf1 = 2.6354, Ef1 = −0.2280,
Af2 = −26.0669, Bf2 = −9.1274, Ef2 = −0.2423.
To investigate the strictly dissipative filtering performance
for the concerned system, let the initial conditions and distur-
bance input be the same as above. The simulation results of the
designed filter with the predefined dissipativity performance
index are presented in Fig. 2, which draws the trajectories
of the signal to be estimated (solid line), its full-order es-
timation signal (dashed line) and reduced-order estimation
signal (dashed-dotted line). It can be seen that the estimation
performance is decent and the validity of filtering algorithm
investigated is confirmed again.
Remark 3. To illustrate the advantages of the membership
functions dependent filtering technique proposed, we drop
the information of membership functions when coping with
filtering design by utilizing the similar line of the derivation
of Theorem 1 and Theorem 2. Then the obtained filtering
existence conditions independent on membership function are
described by (31)-(33), and (34) with T (x) replaced by Ω̃ij ,
i = 1, 2, . . . , r, j = 1, 2, . . . , c. Under the same settings
aforementioned, there is no feasible solution found by using
SOSTOOLS. It manifests that the filtering design algorithm
equipped with the information of membership functions yields
less conservative results with regard to the counterparts inde-
pendent of membership functions.
In addition, in order to clarify the estimation performance












Estimation Signal with Full-order Filter
Estimation Signal with Reduced-order Filter
Fig. 2. Original signal and its estimations generated by the full-order and
reduced-order dissipative filters














Estimation Signal with 15 Subdomains
Estimation Signal with 10 Subdomains
Estimation Signal with 5 Subdomains
Fig. 3. Original signal and its estimations generated by the H∞ filters with
different number of subdomains
influenced by different number of subdomains, we divide the
working region of x1 into 15, 10 and 5 intervals. Based on
H∞ performance case, the simulation results are shown in
Fig. 3, which exhibits the trajectories of the original signal
(solid line), its full-order estimation signal with 15 subdo-
mains (dashed line), its full-order estimation signal with 10
subdomains ( dashed-dotted line) and its full-order estimation
signal with 5 subdomains (dotted line). It can be observed that
the filtering estimation performance becomes more preferable
along with the number of partitioned subdomains increasing
because more useful information of membership functions
is involved in the resultant conditions, which verifies the
effectiveness and merits again of our membership functions
dependent filtering algorithm.
Remark 4. Because of the uncertainties included within
the IT2 membership functions, the type-1 fuzzy filtering ap-
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proaches cannot be applied for IT2 fuzzy systems directly.
Furthermore, up to now, no related result has been reported
concerning filter design for the time-delay IT2 polynomial
fuzzy systems. Therefore, there is no comparison simulation
made in this paper.
V. CONCLUSIONS
The problem of strict dissipativity based IT2 polynomial
fuzzy filtering for continuous-time IT2 polynomial fuzzy sys-
tems subject to time-varying delay has been studied in this pa-
per. Firstly, a delay-dependent sufficient criterion is developed
by adopting Lyapunov-Krasovskii functional based approach
such that the filtering error system is asymptotically stable
restricted to the predefined dissipative performance index. In
order to achieve more relaxed results, the MFD techniques
are utilized where the information of membership functions
is injected into the resultant conditions. Then, on the basis
of the results derived, both the full-order and reduced-order
IT2 polynomial fuzzy filters whose membership functions are
not required to coincide with those of the concerned fuzzy
system have been designed under the SOS-based conditions.
Finally, simulation results have been presented to demonstrate
the validity of the IT2 polynomial fuzzy filtering approach
proposed. In addition, the method investigated in this paper
can be extended to the event-triggered fault detection for the
IT2 polynomial systems subject to cyber attacks, which could
be our future work.
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