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M A T E M A T I C K O - F Y Z I K Á L N Y Č A S O P I S 
R O Č N Í K U 1966 Č Í S L O 2 
ÜBER DAS SCHNELLSTE SUCHEN EINES PUNKTES 
AUF EINER LINIE 
PAVOL BRUNOVSKY, Bratislava 
Das Problem, das hier u n t e r s u c h t wird, h a t seinen U r s p r u n g im Orientier­
ungslauf, und zwar in folgender Aufgabe: 
Fs seien ein P u n k t auf einer im Celände leicht u n d genau identifizierbarer 
Linie /) (zB. auf einem Bach. Weg usw.) u n d ein auf der Linie nicht liegender 
Ausgangspunk t Q. von d e m der P u n k t P zu finden ist, gegeben. 
Nehmen wir an, dass wir i m s t a n d e sind, vom P u n k t Q in beliebiger be­
st immter vorher gewäh l ter R i c h t u n g for tzuschrei ten, aber m i t einer gewissen 
Ungenauigkei t , deren Wahrscheinl ichkei tsver tei lung b e k a n n t ist. Netzen 
wir ferner voraus, dass wir der Linie /; genau folgen, die F n t f e r n u n g genau 
messen und die R i c h t u n g des Fortschre i tens e n t l a n g der Linie j ; augenblicklich 
ändern können. Dann k a n n m a n den P u n k t P folgendermasscn suchen: 
Man wählt, von Q ausgehend, eine gewisse R i c h t u n g 7, e n t l a n g welcher 
man (ungenau) fortschrei tet, bis m a n die Linie p in einem gewissen P u n k t R 
erre icht . Weiter geht m a n von R en t lang der Linie p wechselweise nach r e c h t s 
und nach links wachsende Strecken, l)is m a n P erre icht . 
N u n t a u c h t das Problem der W a h l einer R i c h t u n g y u n d einer Strateg ie 
des Suchens des P u n k t e s P der Linie p e n t l a n g auf. womi t m a n P in durch­
schnitt l ich kürzester Zeit erreicht . 
In diesem Artikel wird ein Problem u n t e r s u c h t , das d e m Fall einer fest­
gewählten L i c h t u n g (/> e n t s p r i c h t . In diesem Fall k a n n m a n vorausse tzen, 
dass man sich an der Jänie /; befindet, wobei die Wahrscheinl ichkei t sver te i lung 
der Ortes b e k a n n t ist. 
Fs sei also eine Wahrscheinl ichkei t sver te i lung F(x), x e (— x , x ) a n einer 
Oeraden gegeben, die angibt , m i t welcher Wahrscheinl ichkei t wir uns im 
Interval l ( x , x) befinden. Unsere Aufgabe sei es, den N u l l p u n k t der Koordi­
naten P in kürzester Zeit zu erreichen . 
Der Prozess des Suchens des P u n k t e s P s ieht folgendermasscn aus : 
Vom A u s g a n g s p u n k t m i t der K o o r d i n a t e x gehen wir eine Strecke xi > 0 
nach rechts . 
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Wenn w ir den j>unkt P n icht rinden, k o m m e n wir in den Ausgangspunkt 
zurück und gehen eine Strecke y\ > 0 nach links. Wenn wir den P u n k t F 
wieder nicht rinden, kehren wir in den Ausgangspunkt zurück und gehen 
eine Strecke x2 > 0 wieder nach rechts . 1n solcher weise setzen wir unser 
Suchen fort, bis wir den P u n k t P finden. Die Strateg ie (N. Y) dv* Suchens 
ist also d u r c h zwei nicht Fallende Folgen X — {.*',,)/, { . Y [//„ \° \ 
(xn. yn sind nicht negative Zahlen oder oo) gegeben, wo xn(yn) die Strecke ist. 
die wir vom Ausgangs}»unkt der Linie p ent lang nach rechts (links) gehen, 
wenn sich der P u n k t P n icht im intorwall \ r — yn-i, x -\- xtt \ (,x yh \ . 
x f xn>) befindet. Die (J-eschwindigkeit unseres Fortschrei tons sei l. 
B e m e r k u n g e n 1. Es ist klar, dass wir das Suchen n i c h t n a c h r e c h t s 
atifangen müssen. Lm Fall, dass wir das Suchen nach links a n f a n g e n , setzen 
wir x{ -- 0. 
2. Offensichtlich ist es im Fall, wenn die Ungleichungen 
(D 0 < F(x) < I 
für jedes x gelten, nur so möglieh den P u n k t P in jedem Falle in endlicher Zeit 
zu finden, wenn wir unendi ichmal n a c h der endl ichen E n t f e r n u n g u m k e h r e n , 
d. h. alle xn, yn endlich sind. W e n n aber eine von den Ungle ichungen (1) 
(zB. die erste) für irgendein x n icht erfüllt ist, k a n n m a n den P u n k t P so 
suchen, dass m a n nach der U m k e h r u n g in dem P u n k t x + x\ = x x 
n u r n o c h n a c h links geht. I m solchen Fall setzen wir xn = x für n > N r 1 
und yn — oo für n > N. 
Für eine gewisse Strategie (X, Y) k ö n n e n wir den Mitte lwert r (N . >') 
der Zeit, die zum Finden des P u n k t e s P notwendig ist, berechnen. Bezeichnen 
wir durch T(x, A\ Y) die Zeit, die bei der gewähl ten Strateg ie (A\ Y) not­
wendig ist, um vom P u n k t e x in den P u n k t P zu k o m m e n . Es gilt 
T(x, X. Y) 
\x\ 4 •> V xţ + УІ) ŕü r ,r e -л"/н-i. Xn) 
2 2 (xм + !H) 
i 0 
für x e (//„, / / / н i ) : 
(wir setzen für weiteres x0 Уo = 0) und 
r(X. V) - | 'T(; (:.A'.Y)(lE(.r) „ V [ j T(.r. X. Y)dF(.v) -+- | > ( . r . A \ Y)dF(.v)] 
\ Ћ í [* 2 £ (*» + //„)] dF(x) -f it "X) J \X\ 4 2 > (xn + i 4 !/n) n 0 <lŕ\.f) 
УS 
;.»•• d / < » + 2 2 [(*„ + //») 2 (*"(—*.-) - I+--^n)) + 
+ (.r«,i + ( / , , ) ^ ( % u ) ~ % ) ) ] -
i - - n 
- | :.r dE(.r) -f 2 T | (a„ + /yw)K(-.r„) + (.r„+i + ?/„) (I - - !'(.'/«))!• 
•' w - - - ( ) 
Offensichtlich kann T(X, 7) auch unendlich sein. 
Die Menge der Mittelwerte, die sämtlichen Strategien entsprechen, hat 
ein Infimum T*, das endlich oder unendlich sein kann. Ist das Infimum T* 
endlich, und existiert eine Strategie (Ar*, 7*) für die T(X* , 7*) = T* gilt. 
so bezeichnen wir sie als optimal. 
Satz. Die Funktion F(x) sei stetig und genüge den Bedingungen 
\F(y) — F(—x)\ 
(-') lim sup I 
•r, y -> 0 \ \ X + // 
< oc, 
(3) F(-~.r) - o(.r-2-/'). 1 — F(x) = o(x 2-0), ^ > 0 /#r .r -> 00 . 
/1OHH ?\sL T* endlich und es existiert eine optimale Strategie (K*, 7*). 
Beweis . Wir beweisen zuerst, dass es eine Strategie gibt, für die r endlich ist. 
Setzen wir xn ~ //„ =7?. Dann ist 
/. 0 0 
r(A', Y) - |.r| dE(.c) + 2 ^ [2nF(—n) + (2» + 1) (1 — / < » ) ] • 
J u 0 
Nach (3) gilt 
co 0 oo X 
dF(x) =— I" a;d2<» + (" .»xlA» = — [r f dF( | ) l ^ + 
— oo 0 — oo 
,r OO OO OO o 
da: | ' dE (D— L; (* d^( + + ("da- fdF(f) = J o(|a;!--- ") da; + 







V [2F(—n) + (2я. + 1) (1 —F(n))] = 2 (4™ + ^ ^ - 2 " " " ) < ^ 0 
woraus folgt, dass T(X, Y) endlich ist. 
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Hieraus folgt, dass r* endlich ist. i_s exist ier t so eine Folge |(A'(< ) , A ) ) ! 
von Strategion, dass 
lim r(.Y(< YW) - 7* 
k- -> >T 
gilt. 
Wenn F(0) -T. 0 oder F(0) ----- l ist. dann ist die opt imale Strategie offen-
sichtlich X\ ---• 0, X), - X), .. 2. 3, . . . ; }/n - - 0, N 1 ,2 . . . . bzw. xn « 
// 1, 2, 3, . . . . Darum worden wir im Weiteren voraussetzen, dass 
(4) 0 < F(0) < 1 
gilt. 
Wenn wir von den Folgen \xn\, \t/)h} die Elemente x\ , //i auslassen, hinkom-
men wir neue Folgen !><}, (//',} wo xl( — . < , i , //;/ //^ ; i - " 1. 2, 3. . . . ist. 
die eine neue Strategie (A r /, Y') definieren. Ähnlieh erhal ten wir durch Aus-
lassen der Kiemente //_, < eine neue Strategie (X". Y") mit .r'[ .r t . < 
:rw f i, n =- 2, 3, . . . ; //'' — yn (j , n 1, 2, . . . . Wir beweisen, dass es so eine 
K o n s t a n t e X > 0 gibt , wobei wenn wenigstens eine von den Zahlen .r_. //•_ 
kleiner als /. ist — wenigstens eine von den Ung leichungen 
r(A", }") r(.V. }•). r(X'\ V") r(X. )') 
irilt. 
Zun. Beweis nehmen wir an. dass keine von den Ungleichungen <>) erfüllt i< , 
d. h. es gilt 
(<)) r(A\ Y) < T(X\ }"). < V , Y) -̂  r (N". )'") 
Ks ist 
(7) T(X. Y)- T(X\ } " ) - 2 V | ( a ' „ -1 i/n)F( xn) i (.r„. i -< //, ,)(! Fi //,,)) j 
n '() 
- - ^ >; (r„ -{- //„)/<-( •-.»•„) 2 V (.!•„ : i •;• //„) | 1 E(//„) | - 2r ,( 1 /•'(()) ) 
ii 2 u :_ 
2(J'i r //i)r( •'•,) -4 2U-2 -I- //l) (1 - •*'(//.)) T -V,(1 r(0)) — 
- - 2.r2(l — E(<>)) .-- _{(.r, -i //,) |1 - • E(,-'/i) 4- F(---»'i)| -j~ (.»•, •- .r2) ;/•'(//,) — 
Aus ((>) und (7) ergibt sich für genügend kleine x} . j/\ 
i F(//i) F(o) ^F i l / i ) - F ( - , < 
•»'•- ^ l ( / r ' ( y / 1 ) _ F(())) _) (J.J 4 - / y i ) [ l — F(//i) -| F( -u-,)'J ~ x\ -:-//, 
woraus nach (2) folgt, dass . 4 1 für genügend kleine ,u . //i beschränkt ist. 
Daraus ergibt sich die Kxtstenz eitles solchen si > 0 dass für genügend kleine <)\ 
aus x\ < <)\, i/i < <)\ und (i\) < .>*-•_ folgt. Wenn aber i/\ ; r)_. .r_ < < ist, 
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dann ergibt sich aus (t>) und (7) .r2 + ,r2 [F(//i) — F(0)J > !/i [1 —
 F(lh) ] 
F(- •• , i) | ' ->//i / 'V-^i) > diF(-di). Da F s tet ig ist u n d (4) gilt, k a n n O, 
so klein gewähl t werden, dass F( — ()\) > 0 ist. Setzen wir^ i —min {eu ^\F(—Oi) !• 
Dann ist x\ positiv und es gilt .r2 > x\. sobald x\ < ()\ ist und die Ungleich-
ungen (()) erfüllt sind. 
Ahnlich bekommen wir 
(S) r(X.Y) r ( .V , ) " ) - :>| "V | ( , . v i ?/»)A'( - . r») + (a:»n -! ,i/8)(l - F(y„))\ -
11 -0 
(•'•i : !h)F( •'•]) >;(• '•//-- . ' / « ) E ( - . r » ) - . r : 1 ( l - F(0)) • -
/ / • - • « 
2. (•»•«•i - .'/«) (' — *'(//«)) •- -i('«:i V !l\)F(—x\) + (.'-2 + 'h)F(--x-i) : 
^ (.,-.. : / / , ) ( ! - ***(.'/!)) - ( * i - f / 2 ) r ( - a - , ) ] •--
(./••_> - //,) | 1 -F(/ / , . ) -f- F(—,r+| -|- (//, - / / , ) (F( -.r,) - /+ - , / ; , ) ) . 
Aus ((}) und (8) ergibt sieb 
00 .'/2(E(-,n) E( .'••>)) > 
//,(/+ .r,) - F( - .r,)) > !n(F( - X]) - F(—x2)) v (,'•,
 : //,) [1 
• - / - Y — n ) ' !'( -•'•'-) K 
w oraus 
I F(-x,)- F(--2) F(//i) F( ,r2) 
(10) - • - - • 
.'>-> (.''2 r/72)|l - / 'T- .r,)-l F(-- X2)\ ( .r2+-//2)li F( ,r ,) 4-A
T(--.r2)| 
folgt. 
Aus (2) und (10) erhal ten wir, dass so eine positive Zahl r2 ex is t ier t , 
dass für ein genügend kleines r}2 aus ,r_ ; rV2, //1 < r>2 und (4) ,r2 > £2 folgt. 
Wenn aber //i < <>. ,r2 > rV> ist, dann folgt aus (0) 
//2 > / / 2 ( - ^ ( — ^ l ) - Z',(--,l'2)) > 
"-•*••-> LI — ^O/O + ^(-.<*2)| > 2̂ [1 — F(»]. 
Da (1) gilt und F stetig ist, können wir O2 > 0 so klein wählen, dass 1 
F(/V>) 0 ist. Wenn wir j e tz t x2 min {^2,^2(1 F(^i))] wählen, dann 
ist X2 positiv und für tj\ < ()>> folgt aus (8) //2 >X2-
Setzen wir X -----min (Oi, rV>, x\, x<>\. Wenn j'2 < X wäre, dann wäre auch 
x\ .r- < X - ()\. Wenn aber ((>) erfüllt sein soll, d a n n folgt da raus x* > 
x X. was dev Voraussetzung widerspricht . Darum muss x<> > X sein. 
Analogisch beweist man /y2 > A. 
Wenn je tz t (N, }') eine Stra tegie ist, worin wenigstens eine von den Zahlen 
r2 . f/2 kleiner als X ist, können wir durch das Auslassen eines von den Paa ren 
•'1 - !/\'- r2. //1 eine neue Strategie (X. V) bilden, wobei T nicht grösser wird. 
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Ist eine von den Zah len x<z, //_ wieder kleiner als /, so können wir wieder d u r c h 
Auslassen eines geeignetes Paares eine Strategie bilden, wobei r nicht grösser 
wird. Dieses Verfahren können wir, Yvenn notwendig, weiter fortsetzen. Da aber 
nur endlich viele von den Zahlen xn, yn kleiner als / sind, b e k o m m e n wir 
nach endl ich vielen Schri t ten eine Strategie (X, Y), für die x-> > L y-i ?. 
und T(X, Y) - T{X, Y) gilt. 
Durch Umbilden der Strategien (Xik). Y<Ä">) in der oben beschriebenen 
weise e rha l ten wir eine Folge von Strategien 
ťür die 
und folglich auch 
(A<<v\ Yw>) 
Я. ///"' > Å . т(X<k'K } ' i h ' ] ) т{X'k). )'^-») 
l i m г ( K ^ - > . Yi*'>ì - r * 
£-->oo 
dlt . 
Wir können also für Weiteres annehmen, dass schon die ursprüngl iche 
Folge (A>), FW) so gewählt ist, dass r ^ >L yT >L k 1 . 2 , . . . gilt. 
Es seien j e t z t L\ - L> zwei Zahlen. Wir bezeichnen durch c/( ; (A~. Y) 
die Zahl derjenigen Elemente x„, y„ der Folgen \xH). {y,f}* die im Intervall 
L\. L2> liegen. Es gilt 
T(K<*->. Y<^) ;>2;.( y F( ^f*}) --t- V (i / ,t(///' ,)i • 
/ __ _ / > _ 
>2A[r< A i f V / (K (*LY^>) - 2 | m i n JK(Li). 1 - F(K>)L 
Yvoraus folgt, dass Yvenn 0 < F ( L i ) F(L>) .; 1 gilt, dann ist die Folg«-
| c ( / i i L , ( A > ) >
r(A;))}^ i beschränkt . 
Wählen wir j e tz t eine solche Folge \k).}p. , von naturel len Zahlern, das^ 
die Folgen [x^) }, j / /^ ' )} endliche oder unendliche Limiten haben, die wir 
durch x'l. y'\ bezeichnen. Weiter wählen wir aus der .Folge \k),} eine solche 
Folge {k'j}, dass die Folgen {x^'D}. {y[k^} die Limiten x^. yt haben . Wenn 
wir in solcher Weise fortschrei ten werden, erhal ten wir eine solche Folge 
von Folgen {{k„}*:, j / ' L wo {k"\ aus {k'"~
1} gewähl t ist und die Folgen 
\x\k'v) },?? {, J//^"Mr i endliche oder unendliche Limiten ;*•*, //* haben. Offen-
sichtlich ^ind A* I^Cfe Y (//*] nicht fallende Folgen und folglich ist 
(X*, Y* eine Stra tegie . Wir zeigen, das.s r(A*, Y*) r* gilt und daher die 
Stra tegie (A"*, Y*) opt imal ist. 
Bezeichnen wir der Einfachhei t wegen von neuem x(W V,r) ///v'<:) --- / / ' / . 
Offensichtlich gilt T(N^), Y<»'>) -> r* und T(/?
V) -> x*. //;} > //* für beliebiges /„. 
Bezeichnen wir durch A'i, K-z solche Zahlen, dass F(x) —•- 0 für x K\. F(x) > 0 
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für x > lu, F(x) < 1 für x < K> und F(.r) -- 1 für x > / < gilt. (K\, K> 
können auch — co, bzw. -|- oo sein). Es sei K\ < Li L> < / \2 , und Li / ./;*. 
L2 /- \il für beliebiges w. Wie bewiesen wurde , ist die Folge c<L L>JX
(V\ Y°>) 
beschränk t und daher existieren solche Zahlen m, H2, dass x* < — L i < .i'JJ i 
und //* < L2 < / / * ,_ L gilt. Für genügend grosso r wird dann auch x\^ 
L\ < .r^, J und ift] < L-> < z /^ , , gelten. 
Bezeichnen wir j e tz t ku rze rhand 
fA-r) =T(xt X<
VK Y{v)) — ]x\ . 
/*(.r) - T(x. X*. V* ) -— : > . 
Offensichtlich ist 
/(.T) ------f(—.r/H.i) für , . r > —.rw,i . a-«), 
t(v) - t( //Wri) für ,r e (//,,, / > m > . 
I)ie Funkt ionen T(x, X<r\ Y0'>) sind offensichtlich fallend füi' x o un<l 
wachsend für x > 0. Daher gilt 
T(X(< Y(!')) > i ( >(L1)F(L i ) -i- > , (L 2 ) [1 — F(L2).| -
-n: i c^ + ^;vv^ + 1 « i - y;0) u - *v--))i, 
» 0 N 0 
woraus folgt, dass die Folgen {x"t} für u < ; m a x \m, )h> - 1 j und ;//*;'>] 
für H v m a x [Hi, ^ 2 } beschränk t sind und daher gegen endliche Limiten 
konvergieren. Fs gilt 
L, /,, 
(11) ( (F(>. N<> ) » ) - - T V , N*. Y*))dF(x-) = | (f.,u-) -- t*(.r)) dF(>) 
/*, Lx 
-->,( -•»•!?,) (lv-v*) - l'«,)) + w î) ( r f - o !'W > 
>/ o 
•i- "y '„(.'/!,",) (I,(.'/!;,,) -I,(//<;))) + tu*) ( l w - ^v;;?) -
o 
V t*(-x*: ,) (F(-x*) F( -x*. ,)) - t*(U) (F(—x*t) - F(L,)) 
i) 0 
- Š '*(//*, .) (F(H*И- i) — !VЛ) - ŕ*(Л2) (ЃUз) - *'(.'/*))
 : 
ìi 0 
•"І (',(-<,) - '*(-->,)) • (!'(•-» -n-v ' , ) ) 4-
-i (ЦLI) t*(Lx)) (F( < ) -ғ(Li)) +"ÿ(t,.a/:\,) -
n 0 
'*(.'/,!..»(!'V,;ì.) - I+y!;1)) -4 (K(U) - í*(л2)) (/<u?) - !''<//!;?)) 
+ ït*(-x*:,)(A'(--<
))--!''(->) + I+-<,)- !'+--<,) + 
I 0 :>, 
• : t*{Li)(F[ • - < ' ) - r ( •<)) '-^*(!/!.,)|f '(, '/!) -!"(.<') : 
!- W , ) - - r(//*.,)! •; '*(/^>) (!'(//*) - - r(.<'))-
Da aber, wie oben bewiesen wurde, ,r-\ //^ für i : n endlich sind, gilt 
n 
(U -•«•!," ,) '*< -•<"* ,)) - - \ I(•'•!•"' ••!- //!"') - (•«•* -i- //*)] -»'» 
für // • /?, . woraus sich 
2: (U-^ ! , " 1 . ) •• -'•*( -•»•*.,)) (*'( - • < ' ) - - ! ' ( - - < ) , ) ) 
// o 
ergibt . Weiter folgt von d(vi* Stet igkei t der Funkt ion F 
El- -,.•;;') -E ( - ,.•*)-><» 
f üi' /t - /!i . v\ oraus 
v o 
V /* / • * ( - • » • * , ) ( r t •»•',:'') ••-••*'(—•<•*) ••'„",)--л -•<;;: ,)) -«» 
folgt. Ähnlich beweist man leicht, dass auch die bleibenden (oioder in der 
Formol (11) gegen Xuil konvergieren. Daraus ergibt sieh 
L2 L. 
Jim | T V , A » , yo')) dF(x) -: I T(,i\ A*, }'*) dF(.r). 
L. A : 
Wählen wir jetzt zwei solche Folgen |Au-j, [L^k} ^ a s s I-n- ~ lW . I-..Ä-—^ A'_ 
und L\k - — xn, L-ik '}'- //.. für /l 1, 2, . . . gilt. Dann gilt 
/-L>A- L2* 
lim j T(x, A » . } » ) dF(.r) --, j F(.r, .V*. r * ) dF( .r) , 
/", <. LiK 
woraus 
Es 
T* ^ lim | 77(,r. A » , r<^)dF ( . r ) - h m I F(.r. A<">. Y^)dF(x) 
A', 
Eo 
--- f TU\ A*. r* )dF ( a : ) =---T(A*, r * ) 
A 
folgt. .Damit ist dcv Satz bewiesen. 
Kinixegan^'cj . a m 10. 9. l.M>4. 
(~SA V, F*.s7f/c tccLnickij ktfJwrhttikif 
Sforcuskcj <tk'/(fc/nic ricif, L> /v/t islir i 
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