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Abstract
Let u = u(x, t,u0) represent the global strong/weak solutions of the Cauchy problems for the general
n-dimensional incompressible Navier–Stokes equations
ut + ε2nut − αu + (u · ∇)u + ∇p + (β · ∇)u = 0, ∇ · u = 0,
u(x,0) = u0(x), ∇ · u0 = 0,
where the spatial dimension n  2, 0  ε  1 is a constant and β = (β1, β2, . . . , βn)T ∈ Rn is a constant
vector. Note that if ε = 0 and β = 0, then the problem reduces to the traditional Navier–Stokes equations.
Let the scalar functions φij ∈ C2(Rn) ∩ L1(Rn), ∂φij∂xj ∈ L1(Rn) ∩ H 2n(Rn), i, j ∈ {1,2, . . . , n}. Define
the real vector-valued functions Φi = (φi1, φi2, . . . , φin)T . Let the initial data
u0(x) =
(
n∑
j=1
∂φ1j
∂xj
(x),
n∑
j=1
∂φ2j
∂xj
(x), . . . ,
n∑
j=1
∂φnj
∂xj
(x)
)T
satisfy
n∑
i=1
n∑
j=1
∂2φij
∂xi∂xj
(x) = 0.
Then
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t→∞
{
(1 + t)1+n/2
∫
Rn
[∣∣u(x, t)∣∣2 + ε∣∣nu(x, t)∣∣2]dx}
= 1
(2π)n
(
π
2α
)n/2 1
4α
n∑
k=1
[ ∫
Rn
Φk(x)dx
]2
.
For any integer m 1, we will establish the following limit
lim
t→∞
{
(1 + t)2m+1+n/2
∫
Rn
[∣∣mu(x, t)∣∣2 + ε∣∣m+nu(x, t)∣∣2]dx}
= 1
(2π)n
(
π
2α
)n/2( 1
4α
)2m+1[ 2m∏
l=1
(2l + n)
]
n∑
k=1
[ ∫
Rn
Φk(x)dx
]2
.
This kind of exact limit will have great influence on the Hausdorff dimension of the global attractor of the
model equations.
© 2008 Elsevier Inc. All rights reserved.
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1.1. The general n-dimensional incompressible Navier–Stokes equations
Consider the Cauchy problems for the general n-dimensional incompressible Navier–Stokes
equations, where n 2, with arbitrarily large initial data in L1(Rn)∩H 2n(Rn):
ut + ε2nut − αu + (u · ∇)u + ∇p + (β · ∇)u = 0, ∇ · u = 0, in Rn × R+, (1)
u(x,0) = u0(x), ∇ · u0 = 0, in Rn. (2)
In Eq. (1), u = u(x, t,u0) stands for the velocity of fluids at position x and time t , p = p(x, t,u0)
represents the pressure of the fluid, and α > 0 is a dissipation constant, representing the kine-
matic viscosity. Additionally, 0 ε  1 is a real number and β = (β1, β2, . . . , βn)T is a constant
vector. The condition ∇ · u = 0 means that the fluid is incompressible. Note that if ε = 0 and
β = 0, then the problem reduces to the traditional Navier–Stokes equations. If ε = 0, then mak-
ing a simple change of variable can eliminate (β · ∇)u. But if ε > 0, then we cannot eliminate
it. The introduction of the dispersion 2nut is motivated by the n-dimensional Benjamin–Bona–
Mahony–Burgers equations.1 It seems to be a bit artificial, but it helps to make the solutions reg-
ular. In fact, if ε > 0, n 2 and u0 ∈ H 2n(Rn), then u ∈ L∞(R+,H 2n(Rn))∩L2(R+,H 1(Rn)).
Furthermore
(̂−u)(ξ, t) = |ξ |2û(ξ, t).
Moreover, u = (u1, u2, . . . , un)T , and
(u · ∇)u =
n∑
j=1
uj
∂u
∂xj
=
n∑
j=1
∂
∂xj
(uju), ∇p =
(
∂p
∂x1
,
∂p
∂x2
, . . . ,
∂p
∂xn
)T
,
and
|∇u|2 =
n∑
i=1
n∑
j=1
∣∣∣∣ ∂ui∂xj
∣∣∣∣2.
The initial data u0 ∈ L1(Rn) ∩ H 2n(Rn), ∇ · u0 = 0. In this paper, we are concerned with the
exact limit of the L2-norm of the global strong/weak solutions of (1)–(2). The mathematical
analysis and results are rigorous for all ε > 0. The solution should depend on ε continuously, and
there exists a limit as ε → 0:
u(x, t) = lim
ε→0 u(x, t, ε).
1 The nonlinear Benjamin–Bona–Mahony–Burgers equation is
∂u
∂t
− ∂u
∂t
+
n∑
i=1
βi
∂u
∂xi
+
n∑
i=1
∂ϕi (u)
∂xi
= αu,
where β1, β2, . . . , βn are real constants, and ϕ1(u),ϕ2(u), . . . , ϕn(u) are real functions of u.
Linghai Zhang / J. Differential Equations 245 (2008) 3470–3502 3473If ε = 0, then the mathematical analysis provided in this paper is purely formal and is done in
the sense of tempered distributions. But one can always make the analysis rigorous by using
hypothesis three and by introducing testing functions in C∞(R+;C∞0 (Rn)), which are also di-
vergence free. As is well known, strong solutions of the Navier–Stokes equations (1) may blow
up before they become smooth everywhere. See Stein [33]. Our results suggest that after a long
time, the solutions of the Navier–Stokes equations become closer and closer to the solutions of
the linearized equation, just as indicated by the results of Ana Carpio [8], Maria Schonbek [28]
and Michael Wiegner [38].
The traditional Fourier splitting technique had been developed very well by Maria Schonbek
in [27,28]. We modify the traditional Fourier splitting technique to provide a general method
to study the exact limits. We are able to achieve our goal by using energy estimates, Fourier
transform, Plancherel’s identity, upper limit estimate, lower limit estimate and the results of the
corresponding linear problems.
1.2. Hypotheses
First of all, let us look at an important observation. If ∇ · u0 = 0, then
∫
Rn
u0(x)dx = 0. Note
that, if the initial data u0 converges to zero sufficiently fast as |x| → ∞, then we must have that
|x|u0 ∈ L1(Rn). Now, for each of the integers k = 1,2, . . . , n, we have
0 =
∫
Rn
∇ · (xku0(x))dx = ∫
Rn
u0k(x)dx +
∫
Rn
xk∇ · u0(x)dx,
where the first equality follows from the divergence theorem, and the last of these integrals
vanishes because u0 is divergence free and hence we find that
∫
Rn
u0k(x)dx = 0, for each integer
k = 1,2, . . . , n. Therefore, for any divergence free vector field, there holds ∫
Rn
u0(x)dx = 0.
This result may be true even if |x|u0 /∈ L1(Rn).
Another quick proof of the same result: Since the initial data is divergence free, ∇ · u0 = 0,
and u0 ∈ L1(Rn), taking the Fourier transform yields ξ · û0(ξ) = 0. From this equation we claim
that û0(0) = 0, that is,
∫
Rn
u0(x)dx = 0. In fact, suppose that this is not true, say a := û0(0) = 0.
Recall that u0 ∈ L1(Rn), thus û0(ξ) is continuous in ξ . Then by continuity we must have that
0 = (τa) · û0(τa) τ2 |a|2 > 0, where 0 < τ 	 1, this is a contradiction.
It turns out that this observation has a great influence on the form of the initial data.
Hypothesis One. Suppose that u0 ∈ L1(Rn)∩H 2n(Rn) and ∇ · u0 = 0. We will consider initial
functions of the form
u0(x) =
(
n∑
j=1
∂φ1j
∂xj
(x),
n∑
j=1
∂φ2j
∂xj
(x), . . . ,
n∑
j=1
∂φnj
∂xj
(x)
)T
,
where φij ∈ C2(Rn)∩L1(Rn) and ∂φij∂xj ∈ L1(Rn)∩H 2n(Rn), for all i, j = 1,2, . . . , n. Note that∇ · u0 = 0 is equivalent to
n∑ n∑ ∂2φij
∂xi∂xj
(x) = 0.i=1 j=1
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vector subspace of L1(Rn)∩H 2n(Rn). A concrete example of the initial data is the following:
φij (x) = A exp
(−|x|2), for all (i, j) = (n,n), φnn = A[1 +ω(x)] exp(−|x|2),
where A is a real number, arbitrarily large, ω = ω(x) is a smooth solution of the second-order,
linear, ordinary differential equation
d2ω
dx2n
(x)− 4xn dω
dxn
(x)+ 4x2nω(x)+
(
2
n∑
i=1
xi
)2
− 2n = 0.
Here x = (x1, x2, . . . , xn−1, xn)T and x1, x2, . . . , xn−1 are treated as real parameters. The exis-
tence and uniqueness of such a solution is guaranteed, if some initial conditions are specified,
say ω(x1, x2, . . . , xn−1,0) = 0 and dωdxn (x1, x2, . . . , xn−1,0) = 0. It is not difficult to see that∣∣ω(x)∣∣ C(1 + |x|4),
for all x ∈ Rn, and for some positive constant C. Therefore, φnn(x) = A[1 +ω(x)] exp(−|x|2) ∈
C∞(Rn)∩W∞,1(Rn). Note that
n∑
i=1
n∑
j=1
∂2
∂xi∂xj
[
exp
(−|x|2)]= [(2 n∑
i=1
xi
)2
− 2n
]
exp
(−|x|2),
∂2
∂x2n
[
ω(x) exp
(−|x|2)]= {∂2ω
∂x2n
(x)− 4xn ∂ω
∂xn
(x)+ 4x2nω(x)
}
exp
(−|x|2).
Therefore, φij ∈ C∞(Rn)∩W∞,1(Rn), and
n∑
i=1
n∑
j=1
∂2φij
∂xi∂xj
(x) = 0.
Hypothesis Two. Assume that
lim|x|→∞
∂α0+α1+α2+···+αn(u(x, t), p(x, t))
∂tα0∂x
α1
1 ∂x
α2
2 · · · ∂xαnn
= (0,0),
for all t ∈ R+ and for all integers α0  0, α1  0, α2  0, . . . , αn  0.
Hypothesis Three. (This is not necessary if the spatial dimension n = 2, or if ε > 0.) Suppose
that there exist two positive constants p and q , such that p > n  3, q > 2, and n
p
+ 2
q
= 1.
Suppose also that the global solutions of problems (1)–(2) satisfy u ∈ Lq(R+,Lp(Rn)). See [2,
3,39] and [43] for the same assumption.
This assumption implies that if the initial data u0 ∈ C∞(Rn) ∩ L∞(Rn) ∩ Hn(Rn), then u ∈
C∞(R+,C∞(Rn)). Furthermore, for each integer m 1, there exists a constant C(m,u0) > 0,
such that the global solutions of problem (1)–(2) satisfy the decay estimate
Linghai Zhang / J. Differential Equations 245 (2008) 3470–3502 3475(1 + t)2m+1+n/2
∫
Rn
[∣∣mu(x, t)∣∣2 + ε∣∣m+nu(x, t)∣∣2]dx C(m,u0),
for all time t > 0.
1.3. Previous results
To make this paper self-contained, we will review some related well-known results regarding
the global weak solutions of the Cauchy problems for the classical n-dimensional incompressible
Navier–Stokes equations: ut + (u · ∇)u − u + ∇p = 0, ∇ · u = 0. For any given divergence
free initial data u0 ∈ L1(Rn) ∩ H 2(Rn), there exists at least a global weak solution u, such
that (1 + t)1+n/2 ∫
Rn
|u(x, t)|2 dx  C, with C being independent of time. See [2–6,19–32,
34–36,38,40] and [41–44]. Of course, many other people also established the decay estimates
with optimal rate of decay for the global weak solutions of the Cauchy problems. Under cer-
tain conditions, Miyakawa and Schonbek proved that limt→∞[(1 + t)1+n/2
∫
Rn
|u(x, t)|2 dx] = 0
or (1 + t)1+n/2 ∫
Rn
|u(x, t)|2 dx  C, respectively, for all sufficiently large t , with some time-
independent constant C > 0, see [24]. We are going to explore necessary and sufficient conditions
so that the above limit exists but is not zero. For more references, see Oliver and Titi [26], Maria
E. Schonbek [27,28], Michael Wiegner [39,40].
Yanping Cao, Evelyn M. Lunasin and Edriss S. Titi [7] investigated a similar model, called
the simplified Bardina equations, given by
ut − ε2ut − αu + αε22u + (u · ∇)u + ∇p = f, ∇ · u = 0, in R3 × R+.
Alexei A. Ilyin and Edriss S. Titi [18] studied the two-dimensional Navier–Stokes-ε model
ut − ε2ut − αu + αε22u + (u · ∇)
(
u − ε2u)+ ∇p = f, ∇ · u = 0.
Behaviors of the solutions as ε → 0 or as ε → ∞ are investigated.
Very recently, the author obtained some exact limits for the global solutions of some dissipa-
tive partial differential equations. See [45,46].
1.4. Main results
Now we are ready to state the main results of this paper. Note that the model equations include
the traditional Navier–Stokes equations as a special example, if ε = 0 and β = 0.
Theorem 1. Suppose that the initial data u0 ∈ L1(Rn) ∩ H 2n(Rn) and ∇ · u0 = 0. Suppose
also that there are functions Φi = (φi1, φi2, . . . , φin)T , where φij ∈ C2(Rn) ∩ L1(Rn), ∂φij∂xj ∈
L1(Rn)∩H 2n(Rn), for all i, j ∈ {1,2, . . . , n}, such that
u0(x) =
(
n∑
j=1
∂φ1j
∂xj
(x),
n∑
j=1
∂φ2j
∂xj
(x), . . . ,
n∑
j=1
∂φnj
∂xj
(x)
)T
and
n∑ n∑ ∂2φij
∂xi∂xj
(x) = 0.
i=1 j=1
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(1)–(2) enjoy the limit
lim
t→∞
{
(1+ t)1+n/2
∫
Rn
[∣∣u(x, t)∣∣2 + ε∣∣nu(x, t)∣∣2]dx}
= 1
(2π)n
(
π
2α
)n/2 1
4α
n∑
k=1
[ ∫
Rn
Φk(x)dx
]2
.
This limit is positive if for some integer k ∈ {1,2, . . . , n},2∫
Rn
Φk(x)dx = 0.
Additionally
lim
t→∞
{
(1 + t)1+n/2
∫
Rn
[∣∣u(x, t)∣∣2 + ε∣∣nu(x, t)∣∣2]dx}= 0,
if there are scalar smooth integrable functions φijk ∈ C2(Rn) ∩ L1(Rn), ∂
2φijk
∂xj ∂xk
∈ L1(Rn) ∩
H 2n(Rn), for all i, j, k = 1,2, . . . , n, such that
u0(x) =
(
n∑
j=1
n∑
k=1
∂2φ1jk
∂xj ∂xk
(x),
n∑
j=1
n∑
k=1
∂2φ2jk
∂xj ∂xk
(x), . . . ,
n∑
j=1
n∑
k=1
∂2φnjk
∂xj ∂xk
(x)
)T
.
Theorem 2. Suppose that the global solutions of problems (1)–(2) satisfy u ∈ Lq(R+,Lp(Rn)),
for some constants p and q , with p > n 3, q > 2, and n
p
+ 2
q
= 1. Then
lim
t→∞
{
(1 + t)2m+1+n/2
∫
Rn
[∣∣mu(x, t)∣∣2 + ε∣∣m+nu(x, t)∣∣2]dx}
= 1
(2π)2m+n+1
(
π
2α
)2m+1+n/2[ 2m∏
l=1
(2l + n)
]
n∑
k=1
[ ∫
Rn
Φk(x)dx
]2
,
for any integer m 1.
The proofs of the main results will be provided in Section 2. The exact limits may play sig-
nificant roles in the Hausdorff dimension and fractal dimension of the global attractor and the
inertial manifold, respectively, of the infinite-dimensional dynamical systems.
2 This condition is not only sufficient but also necessary for the limit to be positive.
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will apply the regular Banach space Lp(Rn), where p ∈ [1,∞]. This space is endowed with the
Lp-norm, which is defined by
‖φ‖p
Lp(Rn)
=
∫
Rn
∣∣φ(x)∣∣p dx, for 1 p < ∞,
‖φ‖L∞(Rn) = sup
Rn
∣∣φ(x)∣∣, for p = ∞.
As usual, the Sobolev space Wm,p(Rn) is endowed with the norm ‖φ‖Wm,p(R), which is defined
by
‖φ‖p
Wm,p
(
Rn
) = ∑
α1+α2+···+αnm
∥∥∥∥ ∂α1+α2+···+αnφ∂xα11 ∂xα22 · · · ∂xαnn
∥∥∥∥p
Lp(Rn)
, for 1 p < ∞,
‖φ‖Wm,∞(Rn) = sup
α1+α2+···+αnm
∥∥∥∥ ∂α1+α2+···+αnφ∂xα11 ∂xα22 · · · ∂xαnn
∥∥∥∥
L∞(Rn)
, for p = ∞.
In particular, if φ = φ(·, t) ∈ L2(Rn), then ‖φ(·, t)‖ is a function of t :
∥∥φ(·, t)∥∥2 = ∥∥φ(·, t)∥∥2
L2(Rn) =
∫
Rn
∣∣φ(x, t)∣∣2 dx,
and if φ ∈ L∞(R+,Wm,2(Rn)), then
‖φ‖L∞(R+,Wm,2(Rn)) =
[
sup
t∈R+
∑
α1+α2+···+αnm
∥∥∥∥ ∂α1+α2+···+αnφ∂xα11 ∂xα22 · · · ∂xαnn (·, t)
∥∥∥∥2]1/2
=
[
sup
t∈R+
∑
α1+α2+···+αnm
∫
Rn
∣∣∣∣ ∂α1+α2+···+αnφ∂xα11 ∂xα22 · · · ∂xαnn (x, t)
∣∣∣∣2 dx]1/2,
where α1  0, α2  0, . . . , αn  0 are integers, α1 + α2 + · · · + αn m.
i = √−1. Moreover,
φ̂(ξ) =
∫
Rn
exp(−ix · ξ)φ(x)dx
stands for the Fourier transform of the function φ ∈ L1(Rn). We will use the same letter C to
denote many positive, time-independent constants and they may be different from one place to
another.
2. The analysis of the Navier–Stokes equations
In this section, we will focus on the rigorous mathematical analysis of the global solutions of
the Cauchy problems for the general n-dimensional incompressible Navier–Stokes equations.
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Let α > 0 and 0  ε  1 be constants, let β1, β2, . . . , βn be real numbers. Denote by
β = (β1, β2, . . . , βn)T . Suppose that the initial function v0 ∈ L1(Rn) ∩ H 2n(Rn). Consider the
Cauchy problems for the elementary linear equation
∂v
∂t
+ ε ∂
2nv
∂t
− α
n∑
k=1
∂2v
∂x2k
+
n∑
k=1
βk
∂v
∂xk
= 0, in Rn × R+, (3)
v(x,0) = v0(x), in Rn. (4)
The quantity
(1 + t)1+n/2
∫
Rn
[∣∣v(x, t)∣∣2 + ε∣∣nv(x, t)∣∣2]dx
plays a significant role in physics and fluid dynamics. It is believed that the evolution of this
quantity is closely related to the initial momentum of the fluids. Physically, it means the total
energy of the fluids. It turns out that the Hausdorff dimension and fractal dimension of the global
attractor and the inertial manifold, respectively, depend on the exact limit of this physically im-
portant quantity.
Lemma 1. Suppose that the initial function v0 ∈ L1(Rn)∩H 2n(Rn), ∇ · v0 = 0, and there exist
scalar functions φij ∈ C2(Rn) ∩ L1(Rn), ∂φij∂xj ∈ L1(Rn) ∩ H 2n(Rn), for all i, j = 1,2, . . . , n,
such that
v0(x) =
(
n∑
j=1
∂φ1j
∂xj
(x),
n∑
j=1
∂φ2j
∂xj
(x), . . . ,
n∑
j=1
∂φnj
∂xj
(x)
)T
.
Then
lim
t→∞
{
(1 + t)1+n/2
∫
Rn
∣∣v(x, t)∣∣2 dx}= 1
(2π)n
(
π
2α
)n/2 1
4α
n∑
k=1
[ ∫
Rn
Φk(x)dx
]2
,
lim
t→∞
{
(1 + t)2m+1+n/2
∫
Rn
∣∣mv(x, t)∣∣2 dx}
= 1
(2π)n
(
π
2α
)n/2( 1
4α
)2m+1[ 2m∏
l=1
(2l + n)
]
n∑
k=1
[ ∫
Rn
Φk(x)dx
]2
.
For any nonnegative integers α0  0, α1  0, α2  0, . . . , αn  0, we have the exact limit
lim
t→∞
{
(1 + t)1+α0+α1+α2+···+αn+n/2
∫
n
∣∣∣∣ ∂α0+α1+α2+···+αnv∂tα0∂xα11 ∂xα22 · · · ∂xαnn (x, t)
∣∣∣∣2 dx}R
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2α0
(2π)n
(
π
2α
)n/2 1
(4α)2α0+α1+α2+···+αn
[
n∏
i=0
(αi)!!
]
×
[ 2α0∏
j=1
(
j + n
2
+ α1 + α2 + · · · + αn
)] n∑
k=1
[ ∫
Rn
Φk(x)dx
]2
.
Furthermore, there holds the decay estimate∥∥∇v(·, t)∥∥
L∞(Rn)  C(1 + t)−1−n/2.
Proof. By using the Fourier transform, we obtain
v̂0(ξ, t) = exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n t
]̂
v0(ξ).
Note that
v̂0(ξ) =
(
i
n∑
j=1
ξj φ̂1j (ξ), i
n∑
j=1
ξj φ̂2j (ξ), . . . , i
n∑
j=1
ξj φ̂nj (ξ)
)
.
Therefore
∣∣̂v0(ξ, t)∣∣2 = exp(− α|ξ |21 + ε|ξ |4n t
) n∑
i=1
∣∣∣∣∣
n∑
j=1
ξj φ̂ij (ξ)
∣∣∣∣∣
2
.
By the Plancherel’s identity, Lebesgue’s dominated convergence theorem and certain change of
variables, we can easily obtain the limits. The proof of Lemma 1 is completed. 
2.2. Nonlinear analysis
Let us derive some preliminary estimates concerning the global solutions of the Cauchy prob-
lems for the general Navier–Stokes equations.
Lemma 2. Let u be any global solution of the general Navier–Stokes equations corresponding
to the initial data u(x,0) = u0(x), where u0 ∈ L1(Rn)∩H 2n(Rn). Then we have the elementary
estimates ∫
Rn
[∣∣u(x, t)∣∣2 + ε∣∣nu(x, t)∣∣2]dx ∫
Rn
[∣∣u0(x)∣∣2 + ε∣∣nu0(x)∣∣2]dx,
2α
∞∫
0
[ ∫
Rn
∣∣∇u(x, t)∣∣2 dx]dt  ∫
Rn
[∣∣u0(x)∣∣2 + ε∣∣nu0(x)∣∣2]dx,
∣∣ ̂(u · ∇)u(ξ, t)∣∣ |ξ |∫
n
∣∣u(x, t)∣∣2 dx,
R
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Rn
∣∣u(x, t)∣∣2 dx,
for any positive time t .
Proof. (I) Making the scalar product of the vector field 2u with the Navier–Stokes equations,
integrating the result with respect to (x, τ ) over Rn × [0, t], applying integration by parts and
using the condition ∇ · u = 0, we obtain the new equation
∫
Rn
[∣∣u(x, t)∣∣2 + ε∣∣nu(x, t)∣∣2]dx + 2α t∫
0
[ ∫
Rn
∣∣∇u(x, τ )∣∣2 dx]dτ
=
∫
Rn
[∣∣u0(x)∣∣2 + ε∣∣nu0(x)∣∣2]dx,
where ∫
Rn
u · [(u · ∇)u]dx = 0, ∫
Rn
u · (∇p)dx = 0,
∫
Rn
u · [(β · ∇)u]dx = 0.
From this equation, we obtain the first two estimates of Lemma 2. By the way, it is also possible
to derive the following limits
lim
t→∞
∫
Rn
[∣∣u(x, t)∣∣2 + ε∣∣nu(x, t)∣∣2]dx = 0,
2α
∞∫
0
[ ∫
Rn
∣∣∇u(x, t)∣∣2 dx]dt = ∫
Rn
[∣∣u0(x)∣∣2 + ε∣∣nu0(x)∣∣2]dx,
if u0 ∈ H 2n(Rn), but not necessarily u0 ∈ Lr(Rn), where r is any constant satisfying the condi-
tion 1 r < 2.
(II) To get the third estimate, first of all, note that
[
(u · ∇)u](x, t) = n∑
j=1
uj (x, t)
∂u
∂xj
(x, t) =
n∑
j=1
∂
∂xj
[
uj (x, t)u(x, t)
]
.
Upon applying the Fourier transform, we have
̂(u · ∇)u(ξ, t) = i
n∑
j=1
ξj ûju(ξ, t),
and then we get the delicate estimate
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n∑
j=1
ξj ûju(ξ, t)
∣∣∣∣∣
2

[
n∑
j=1
|ξj |2
][
n∑
j=1
∣∣ûju(ξ, t)∣∣2]
= |ξ |2∥∥u(·, t)∥∥4
L2(Rn),
where we have applied Cauchy–Schwartz inequality and Hölder’s inequality. Now we obtain the
desired estimate ∣∣ ̂(u · ∇)u(ξ, t)∣∣ |ξ |∥∥u(·, t)∥∥2
L2(Rn).
(III) To obtain the fourth estimate, taking the divergence of the general Navier–Stokes equa-
tions, noting that ∇ · u = 0, we have
p = −∇ · [(u · ∇)u]= − n∑
i=1
n∑
j=1
∂2
∂xi∂xj
(uiuj ).
Performing the Fourier transform to this above equation, we get
−|ξ |2p̂(ξ, t) =
n∑
i=1
n∑
j=1
[
ξiξj ûiuj (ξ, t)
]
.
Now the Hölder’s inequality implies that
|ξ |2∣∣p̂(ξ, t)∣∣ [ n∑
i=1
n∑
j=1
|ξiξj |2
]1/2[ n∑
i=1
n∑
j=1
∣∣ûiuj (ξ, t)∣∣2]1/2
 |ξ |2∥∥u(·, t)∥∥2
L2(Rn),
that is, ∣∣p̂(ξ, t)∣∣ ∥∥u(·, t)∥∥2
L2(Rn),
if ξ = 0. By continuity, the same estimate is also true if ξ = 0. The proof of Lemma 2 is com-
pletely finished. 
Now let u and v be the global solutions of the general Navier–Stokes equations (1) and the
linear equation (3), respectively, corresponding to the initial data u(x,0) = u0(x) and v(x,0) =
v0(x). Define w(x, t) = u(x, t)− v(x, t) and w0(x) = u0(x)− v0(x). Then
wt + ε2nwt − αw + (u · ∇)u + ∇p + (β · ∇)w = 0, ∇ · w = 0, in Rn × R+, (5)
w(x,0) = w0(x), ∇ · w0 = 0, in Rn, (6)
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L1(Rn) ∩ H 2n(Rn) and v0(x) ∈ L1(Rn) ∩ H 2n(Rn), but we are particularly interested in the
following cases: (i) u0(x) = v0(x), (ii) v0(x) = 0. Certainly v(x, t) ≡ 0 for all x ∈ Rn and t > 0
if v0(x) ≡ 0. Suppose that t > 0 is sufficiently large. We define three small balls in Rn: Ωlarge(t),
Ωmiddle(t) and Ωsmall(t), by
Ωlarge(t) ≡
{
ξ ∈ Rn: |ξ | t−1/4},
Ωmiddle(t) ≡
{
ξ ∈ Rn: α(1 + t)|ξ |2  (n+ 1)(1 + ε|ξ |4n)},
Ωsmall(t) ≡
{
ξ ∈ Rn: α(1 + t)2|ξ |2  (n+ 1)(1 + ε|ξ |4n)}.
We will decompose the whole space in three ways:
Rn = Ωlarge(t)∪Ωlarge(t)c,
Rn = Ωmiddle(t)∪Ωmiddle(t)c,
Rn = Ωsmall(t)∪Ωsmall(t)c.
Lemma 3. Let u0 and v0 ∈ L1(Rn) ∩ H 2n(Rn). Suppose that the global solutions of problem
(1)–(2) satisfy the decay estimate3
(1 + t)1+n/2
∫
Rn
[∣∣u(x, t)∣∣2 + ε∣∣nu(x, t)∣∣2]dx C,
where C > 0 is a constant, independent of time t . Then the Fourier transform of the global
solutions of problem (5)–(6) satisfies
ŵ(ξ, t) = exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n t
]
ŵ0(x)
−
t∫
0
exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n (t − τ)
]
̂(u · ∇)u(ξ, τ )+ ∇̂p(ξ, τ )
1 + ε|ξ |4n dτ,
∣∣ŵ(ξ, t)∣∣ ‖w0‖L1(Rn) + 2|ξ | t∫
0
∥∥u(·, τ )∥∥2
L2(Rn) dτ.
Moreover, if u0 = v0, then we have the estimates
lim
ξ→0
|ŵ(ξ, t)|2
|ξ |2  4
∣∣∣∣∣
t∫
0
[ ∫
R
∣∣u(x, τ )∣∣2 dx]dτ ∣∣∣∣∣
2
, ∀t > 0,
3 This result can be proved even without Hypothesis Three, by following the standard ideas in energy estimates and
the traditional Fourier splitting technique, see Maria E. Schonbek [27,28]. For simplicity, the details are omitted.
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t→∞
[
max
ξ∈Ωmiddle(t)∩Ωsmall(t)c
|ŵ(ξ, t)|2
|ξ |2
]
 4
∣∣∣∣∣
∞∫
0
[ ∫
R
∣∣u(x, t)∣∣2 dx]dt∣∣∣∣∣
2
,
lim
t→∞
[
min
ξ∈Ωmiddle(t)c∩Ωlarge(t)
|ŵ(ξ, t)|2
|ξ |2
]
 4
∣∣∣∣∣
∞∫
0
[ ∫
R
∣∣u(x, t)∣∣2 dx]dt∣∣∣∣∣
2
.
There exists an appropriate positive number M > 0, not necessarily very small, and there exists
a sufficiently large number T (M)  1, such that
−M < max
ξ∈Ωmiddle(t)∩Ωsmall(t)c
|ŵ(ξ, t)|2
|ξ |2 − minξ∈Ωmiddle(t)c∩Ωlarge(t)
|ŵ(ξ, t)|2
|ξ |2 <M,
whenever t > T (M).
Proof. Performing the Fourier transform to Eq. (5), we have
(
1 + ε|ξ |4n)ŵt (ξ, t)+ [α|ξ |2 + i(β · ξ)]ŵ(ξ, t)+ ̂(u · ∇)u(ξ, t)+ ∇̂p(ξ, t) = 0.
This equation can be regarded as an ordinary differential equation, with ξ being a real vector-
valued parameter. Multiplying this equation by the integrating factor exp[α|ξ |2+i(β·ξ)1+ε|ξ |4n t], we get
d
dt
{
exp
[
α|ξ |2 + i(β · ξ)
1 + ε|ξ |4n t
]
ŵ(ξ, t)
}
+ exp
[
α|ξ |2 + i(β · ξ)
1 + ε|ξ |4n t
]
̂(u · ∇)u(ξ, t)+ ∇̂p(ξ, t)
1 + ε|ξ |4n = 0.
Integrating in time yields
exp
[
α|ξ |2 + i(β · ξ)
1 + ε|ξ |4n t
]
ŵ(ξ, t)
+
t∫
0
exp
[
α|ξ |2 + i(β · ξ)
1 + ε|ξ |4n τ
]
̂(u · ∇)u(ξ, τ )+ ∇̂p(ξ, τ )
1 + ε|ξ |4n dτ = ŵ0(ξ).
Therefore
ŵ(ξ, t) = exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n t
]
ŵ0(ξ)
−
t∫
0
exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n (t − τ)
]
̂(u · ∇)u(ξ, τ )+ ∇̂p(ξ, τ )
1 + ε|ξ |4n dτ.
If we apply the results of Lemma 2, then immediately we obtain the following estimates
3484 Linghai Zhang / J. Differential Equations 245 (2008) 3470–3502∣∣ŵ(ξ, t)∣∣ ∣∣∣∣exp[−α|ξ |2 + i(β · ξ)1 + ε|ξ |4n t
]
ŵ0(ξ)
∣∣∣∣
+
∣∣∣∣∣
t∫
0
exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n (t − τ)
]
̂(u · ∇)u(ξ, τ )+ ∇̂p(ξ, τ )
1 + ε|ξ |4n dτ
∣∣∣∣∣

∣∣∣∣exp[−α|ξ |2 + i(β · ξ)1 + ε|ξ |4n t
]
ŵ0(ξ)
∣∣∣∣
+
t∫
0
∣∣∣∣exp[−α|ξ |2 + i(β · ξ)1 + ε|ξ |4n (t − τ)
]
̂(u · ∇)u(ξ, τ )+ ∇̂p(ξ, τ )
1 + ε|ξ |4n
∣∣∣∣dτ

∣∣ŵ0(ξ)∣∣+ t∫
0
| ̂(u · ∇)u(ξ, τ )| + |∇̂p(ξ, τ )|
1 + ε|ξ |4n dτ

∣∣ŵ0(ξ)∣∣+ 2|ξ | t∫
0
∥∥u(·, τ )∥∥2
L2(Rn) dτ
 ‖w0‖L1(Rn) + 2|ξ |
t∫
0
∥∥u(·, τ )∥∥2
L2(Rn)dτ.
Furthermore if u0 = v0, then w0 = 0 and
∣∣ŵ(ξ, t)∣∣ 2|ξ | t∫
0
∥∥u(·, τ )∥∥2
L2(Rn) dτ.
All other limits and estimates are not difficult to prove. The proof of Lemma 3 is completely
finished now if we apply the assumption in this lemma. 
Lemma 4. (I) Let R > 0 be a given constant. Then∫
{ξ∈Rn: |ξ |R}
|ξ |m dξ = Rm+n
∫
{η∈Rn: |η|1}
|η|m dη = Rm+nC(m,n),
where C(m,n) = ∫{ξ∈Rn: |ξ |1} |ξ |m dξ > 0 is a constant.
(II) Let r and R satisfy 0 < 2r < R. Then∫
{ξ∈Rn: r|ξ |R}
|ξ |m dξ  1
2
Rm+nC(m,n).
(III) Let t > 0 be sufficiently large. Then
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ξ∈Ωmiddle(t)c∩Ωlarge(t)
|ŵ(ξ, t)|2
|ξ |2
}
+ 2(1 + t)3n/2{[α(1 + t)− (n+ 1)ε]C(4, n)− (n+ 1)C(2, n)}
×
{
max
ξ∈Ωmiddle(t)∩Ωsmall(t)c
|ŵ(ξ, t)|2
|ξ |2
}
 0.
Proof. It is trivial to prove (I). Note that
∫
{ξ∈Rn: r|ξ |R}
|ξ |m dξ = Rm+n
∫
{η∈Rn: r/R|η|1}
|η|m dη.
We have the following estimates
∫
{η∈Rn: r/R|η|1}
|η|m dη =
∫
{η∈Rn: |η|1}
|η|m dη −
∫
{η∈Rn: |η|r/R}
|η|m dη
=
∫
{η∈Rn: |η|1}
|η|m dη −
(
r
R
)m+n ∫
{η∈Rn: |η|1}
|η|m dη
=
[
1 −
(
r
R
)m+n] ∫
{
η∈Rn: |η|1}
|η|m dη
 1
2
∫
{η∈Rn: |η|1}
|η|m dη.
Therefore ∫
{ξ∈Rn: r|ξ |R}
|ξ |m dξ  1
2
Rm+n
∫
{η∈Rn: |η|1}
|η|m dη = 1
2
Rm+nC(m,n).
The estimate in (III) follows from the estimates in (I) and (II). The proof of Lemma 4 is fin-
ished. 
Lemma 5. Let t > 0 be sufficiently large. Then
2α(1 + t)2n+2
∫
Ωsmall(t)c
|ξ |2∣∣ŵ(ξ, t)∣∣2 dξ
 (2n+ 2)(1 + t)2n+1
∫
Ωsmall(t)c
(
1 + ε|ξ |4n)∣∣ŵ(ξ, t)∣∣2 dξ.
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Ωsmall(t)c
[
2α(1 + t)2n+2|ξ |2 − (2n+ 2)(1 + t)2n+1(1 + ε|ξ |4n)]∣∣ŵ(ξ, t)∣∣2 dξ
=
∫
Ωmiddle(t)c
[
2α(1 + t)2n+2|ξ |2 − (2n+ 2)(1 + t)2n+1(1 + ε|ξ |4n)]∣∣ŵ(ξ, t)∣∣2 dξ
+
∫
Ωmiddle(t)∩Ωsmall(t)c
[
2α(1 + t)2n+2|ξ |2 − (2n+ 2)(1 + t)2n+1(1 + ε|ξ |4n)]∣∣ŵ(ξ, t)∣∣2 dξ

∫
Ωmiddle(t)c∩Ωlarge(t)
[
2α(1 + t)2n+2|ξ |2 − (2n+ 2)(1 + t)2n+1(1 + ε|ξ |4n)]∣∣ŵ(ξ, t)∣∣2 dξ
+
∫
Ωmiddle(t)∩Ωsmall(t)c
[
2α(1 + t)2n+2|ξ |2 − (2n+ 2)(1 + t)2n+1(1 + ε|ξ |4n)]∣∣ŵ(ξ, t)∣∣2 dξ

{ ∫
Ωmiddle(t)c∩Ωlarge(t)
[
2α(1 + t)2n+2|ξ |2 − (2n+ 2)(1 + t)2n+1(1 + ε|ξ |4n)]|ξ |2 dξ}
×
{
min
ξ∈Ωmiddle(t)c∩Ωlarge(t)
|ŵ(ξ, t)|2
|ξ |2
}
+
{ ∫
Ωmiddle(t)∩Ωsmall(t)c
[
2α(1 + t)2n+2|ξ |2 − (2n+ 2)(1 + t)2n+1(1 + ε|ξ |4n)]|ξ |2 dξ}
×
{
max
ξ∈Ωmiddle(t)∩Ωsmall(t)c
|ŵ(ξ, t)|2
|ξ |2
}
 (1 + t)7n/4{[α(1 + t)− (n+ 1)ε]C(4, n)− (n+ 1)C(2, n)}
×
{
min
ξ∈Ωmiddle(t)c∩Ωlarge(t)
|ŵ(ξ, t)|2
|ξ |2
}
+ 2(1 + t)3n/2{[α(1 + t)− (n+ 1)ε]C(4, n)− (n+ 1)C(2, n)}
×
[
max
ξ∈Ωmiddle(t)∩Ωsmall(t)c
|ŵ(ξ, t)|2
|ξ |2
]
.
If we apply the last estimate of Lemma 4, then the proof of Lemma 5 is completed immedi-
ately. 
Lemma 6. Suppose that u0 ∈ L1(Rn)∩H 2n(Rn), ∇ · u0 = 0. If u0 = v0, then
(1 + t)n+1
∫
n
[∣∣u(x, t)− v(x, t)∣∣2 + ε∣∣nu(x, t)−nv(x, t)∣∣2]dx C
R
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(1 + t)2m+n+1
∫
Rn
[∣∣mu(x, t)−mv(x, t)∣∣2 + ε∣∣m+nu(x, t)−m+nv(x, t)∣∣2]dx Cm,
where C > 0 and Cm > 0 are constants, independent of time.
Proof. The starting point is the energy equation
d
dt
∫
Rn
[∣∣w(x, t)∣∣2 + ε∣∣nw(x, t)∣∣2]dx + 2α ∫
Rn
∣∣∇w(x, t)∣∣2 dx
+ 2
∫
Rn
w · [(u · ∇)u]dx + 2∫
Rn
w · (∇p)dx + 2
∫
Rn
w · [(β · ∇)w]dx = 0.
This equation is obtained by making the scalar product of the vector 2w and Eq. (5), integrating
with respect to x over Rn. Note that∫
Rn
u · [(u · ∇)u]dx = 0, ∫
Rn
w · (∇p)dx = 0,
∫
Rn
w · [(β · ∇)w]dx = 0.
For the linear equation: vt + ε2nvt + (β · ∇)v = αv, if the initial data is divergence free, i.e.
∇ · v0 = 0, then the solution of the Cauchy problem v(x,0) = v0(x) is also divergence free, that
is, ∇ · v = 0, because
ξ · v̂(ξ, t) = exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n t
][
ξ · v̂0(ξ)
]= 0,
for all (ξ, t) ∈ Rn × R+. Now the above energy equation becomes
d
dt
∫
Rn
[∣∣w(x, t)∣∣2 + ε∣∣nw(x, t)∣∣2]dx + 2α ∫
Rn
∣∣∇w(x, t)∣∣2 dx = 2∫
Rn
v · [(u · ∇)u]dx.
Applying the Plancherel’s identity and then multiplying the new equation by (1 + t)2n+2 yield
d
dt
[
(1 + t)2n+2
∫
Rn
(
1 + ε|ξ |4n)∣∣ŵ(ξ, t)∣∣2 dξ]+ 2α(1 + t)2n+2 ∫
Rn
|ξ |2∣∣ŵ(ξ, t)∣∣2 dξ
= (2n+ 2)(1 + t)2n+1
∫
Rn
(
1 + ε|ξ |4n)∣∣ŵ(ξ, t)∣∣2 dξ
+ 2(1 + t)2n+2
∫
n
̂v(ξ, t) ̂(u · ∇)u(ξ, t)dξ.
R
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method is good for most supercritical equations, see [27,28], but not good for critical equa-
tions. The modified Fourier splitting method is good for both critical and supercritical equations.
Splitting the whole space Rn into time-dependent subspaces: Rn = Ωsmall(t)∪Ωsmall(t)c , where
t  1. Based on Lemma 5, for all t  1, we get the following estimates
2α(1 + t)2n+2
∫
Rn
|ξ |2∣∣ŵ(ξ, t)∣∣2dξ
= 2α(1 + t)2n+2
∫
Ωsmall(t)
|ξ |2∣∣ŵ(ξ, t)∣∣2 dξ + 2α(1 + t)2n+2 ∫
Ωsmall(t)c
|ξ |2∣∣ŵ(ξ, t)∣∣2 dξ
 (2n+ 2)(1 + t)2n+1
∫
Ωsmall(t)c
(
1 + ε|ξ |4n)∣∣ŵ(ξ, t)∣∣2 dξ
= (2n+ 2)(1 + t)2n+1
∫
Rn
(
1 + ε|ξ |4n)∣∣ŵ(ξ, t)∣∣2 dξ − (2n+ 2)(1 + t)2n+1
×
∫
Ωsmall(t)
(
1 + ε|ξ |4n)∣∣ŵ(ξ, t)∣∣2 dξ.
It is easy to get the following estimates for all t  1
(2n+ 2)(1 + t)2n+1
∫
Ωsmall(t)
(
1 + ε|ξ |4n)∣∣ŵ(ξ, t)∣∣2 dξ  C(1 + t)n−1.
The decay estimates of Lemma 1 imply that
2(1 + t)2n+2
∣∣∣∣ ∫
Rn
̂v(ξ, t) · ̂(u · ∇)u(ξ, t)dξ
∣∣∣∣
= 2(1 + t)2n+2
∣∣∣∣ ∫
Rn
̂u(ξ, t) · ̂(u · ∇)v(ξ, t)dξ
∣∣∣∣ C(1 + t)n.
From the energy inequality
d
dt
[
(1 + t)2n+2
∫
Rn
(
1 + ε|ξ |4n)∣∣ŵ(ξ, t)∣∣2 dξ]+ 2α(1 + t)2n+2 ∫
Rn
|ξ |2∣∣ŵ(ξ, t)∣∣2 dξ
 (2n+ 2)(1 + t)2n+1
∫
Rn
(
1 + ε|ξ |4n)∣∣ŵ(ξ, t)∣∣2 dξ
+ 2(1 + t)2n+2
∣∣∣∣ ∫
n
̂v(ξ, t) ̂(u · ∇)u(ξ, t)dξ
∣∣∣∣,R
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d
dt
[
(1 + t)2n+2
∫
Rn
(
1 + ε|ξ |4n)∣∣ŵ(ξ, t)∣∣2 dξ] C(1 + t)n, for all t  1.
Without loss of generality, we may extend this inequality to (0,∞), with a possibly larger con-
stant C > 0. Integrating this above differential inequality in time yields the decay estimate
(1 + t)2n+2
∫
Rn
(
1 + ε|ξ |4n)∣∣ŵ(ξ, t)∣∣2 dξ  ∫
Rn
(
1 + ε|ξ |4n)∣∣ŵ0(ξ)∣∣2 dξ +C(1 + t)n+1.
Finally, noting that u0 = v0, we get the estimate
(1 + t)2n+2
∫
Rn
[∣∣u(x, t)− v(x, t)∣∣2 + ε∣∣nu(x, t)−nv(x, t)∣∣2]dx C(1 + t)n+1,
where C is a positive constant independent of t . The second estimate can be proved very simi-
larly. The proof of Lemma 6 is finished. 
Lemma 7. Suppose that the initial functions satisfy u0 = v0 ∈ L1(Rn)∩H 2n(Rn) and ∇ ·u0 = 0.
Then
lim
t→∞
{
(1 + t)1+n/2
∫
Rn
[∣∣u(x, t)∣∣2 + ε∣∣nu(x, t)∣∣2]dx}
= lim
t→∞
{
(1 + t)1+n/2
∫
Rn
[∣∣v(x, t)∣∣2 + ε∣∣nv(x, t)∣∣2]dx}
and
lim
t→∞
{
(1 + t)2m+1+n/2
∫
Rn
[∣∣mu(x, t)∣∣2 + ε∣∣m+nu(x, t)∣∣2]dx}
= lim
t→∞
{
(1 + t)2m+1+n/2
∫
Rn
[∣∣mv(x, t)∣∣2 + ε∣∣m+nv(x, t)∣∣2]dx},
where m 1 is any integer.
Proof. Let u = u(x, t,u0) and v = v(x, t,u0) be the solutions of (1) and (3), respectively, with
the same initial data u(x,0,u0) = v(x,0,u0) = u0(x). First of all, let us consider the case ε = 0.
Suppose that the integer m 0. By using triangle inequality, we have the upper bound estimate
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L2(Rn)
= (1 + t)m+(n+2)/4∥∥mv(·, t)+mu(·, t)−mv(·, t)∥∥
L2(Rn)
 (1 + t)m+(n+2)/4∥∥mv(·, t)∥∥
L2(Rn) + (1 + t)m+(n+2)/4
∥∥mu(·, t)−mv(·, t)∥∥
L2(Rn)
 (1 + t)m+(n+2)/4∥∥mv(·, t)∥∥
L2(Rn) +Cm(1 + t)−n/4,
where we have taken the results of Lemma 6 into account. Now we get a bound for the upper
limit:
lim sup
t→∞
[
(1 + t)m+(n+2)/4∥∥mu(·, t)∥∥
L2(Rn)
]
 lim
t→∞
[
(1 + t)m+(n+2)/4∥∥mv(·, t)∥∥
L2(Rn)
]
.
On the other hand, we have the lower bound estimate
(1 + t)m+(n+2)/4∥∥mu(·, t)∥∥
L2(Rn)
= (1 + t)m+(n+2)/4∥∥mv(·, t)+mu(·, t)−mv(·, t)∥∥
L2(Rn)
 (1 + t)m+(n+2)/4∥∥mv(·, t)∥∥
L2(Rn) − (1 + t)m+(n+2)/4
∥∥mu(·, t)−mv(·, t)∥∥
L2(Rn)
 (1 + t)m+(n+2)/4∥∥mv(·, t)∥∥
L2(Rn) −Cm(1 + t)−n/4.
Therefore, we also get a bound for the lower limit:
lim inf
t→∞
[
(1 + t)m+(n+2)/4∥∥mu(·, t)∥∥
L2(Rn)
]
 lim
t→∞
[
(1 + t)m+(n+2)/4∥∥mv(·, t)∥∥
L2(Rn)
]
.
By coupling these two estimates together, we obtain
lim sup
t→∞
[
(1 + t)m+(n+2)/4∥∥mu(·, t)∥∥
L2(Rn)
]
 lim inf
t→∞
[
(1 + t)m+(n+2)/4∥∥mu(·, t)∥∥
L2(Rn)
]
.
There also holds the estimate
lim inf
t→∞
[
(1 + t)m+(n+2)/4∥∥mu(·, t)∥∥
L2(Rn)
]
 lim sup
t→∞
[
(1 + t)m+(n+2)/4∥∥mu(·, t)∥∥
L2(Rn)
]
.
Therefore, there exists the following limit
lim
t→∞
{
(1 + t)m+(n+2)/4∥∥mu(·, t)∥∥
L2(Rn)
}= lim
t→∞
{
(1 + t)m+(n+2)/4∥∥mv(·, t)∥∥
L2(Rn)
}
.
The idea in the analysis for the case ε > 0 is the same as the idea for the case ε = 0. Therefore
lim
t→∞
{
(1 + t)2m+(n+2)/2[∥∥mu(·, t)∥∥2
L2(Rn) + ε
∥∥m+nu(·, t)∥∥2
L2(Rn)
]}
= lim
t→∞
{
(1 + t)2m+(n+2)/2[∥∥mv(·, t)∥∥2
L2(Rn) + ε
∥∥m+nv(·, t)∥∥2
L2(Rn)
]}
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t→∞
[
(1 + t)2m+(n+2)/2∥∥mv(·, t)∥∥2
L2(Rn)
]
= 1
(2π)2m+n+1
(
π
2α
)2m+1+n/2[ 2m∏
l=1
(2l + n)
]
n∑
k=1
∣∣∣∣ ∫
Rn
Φk(x)dx
∣∣∣∣2.
The proof of Lemma 7 is completed. 
2.3. Proofs of main results
Suppose that the initial data satisfy u0 ∈ L1(Rn) ∩ H 2n(Rn) and ∇ · u0 = 0. Suppose also
that there exist scalar functions φij ∈ C2(Rn)∩L1(Rn), ∂φij∂xj ∈ L1(Rn)∩H 2n(Rn), where i, j =
1,2, . . . , n, such that
u0(x) =
(
n∑
j=1
∂φ1j
∂xj
(x),
n∑
j=1
∂φ2j
∂xj
(x), . . . ,
n∑
j=1
∂φnj
∂xj
(x)
)T
and that
n∑
i=1
n∑
j=1
∂2φij
∂xi∂xj
= 0.
Proof of Theorem 1. The proof of Theorem 1 is finished by coupling the results of Lemma 1
through Lemma 7. 
Proof of Theorem 2. The proof of Theorem 2 is completed by coupling the results of Lemma 1
through Lemma 7. 
Remark. For any nonnegative integers α0  0, α1  0, α2  0, . . . , αn  0, we have the exact
limit
lim
t→∞
{
(1 + t)1+α0+α1+α2+···+αn+n/2
∫
Rn
[∣∣∣∣ ∂α0+α1+α2+···+αnu∂tα0∂xα11 ∂xα22 · · · ∂xαnn (x, t)
∣∣∣∣2
+ ε
∣∣∣∣ ∂α0+α1+α2+···+αnnu∂tα0∂xα11 ∂xα22 · · · ∂xαnn (x, t)
∣∣∣∣2]dx}
= (2α)
2α0
(2π)n
(
π
2α
)n/2 1
(4α)2α0+α1+α2+···+αn
[
n∏
i=0
(αi)!!
]
×
[ 2α0∏
j=1
(
j + n
2
+ α1 + α2 + · · · + αn
)] n∑
k=1
[ ∫
Rn
Φk(x)dx
]2
.
Sketch. Let α0  0, α1  0, α2  0, . . . , αn  0 be nonnegative integers, such that 2α0 + α1 +
α2 + · · · + αn  1. We can verify that
3492 Linghai Zhang / J. Differential Equations 245 (2008) 3470–3502(1 + t)1+α0+α1+α2+···+αn+n/2
∫
Rn
[∣∣∣∣ ∂α0+α1+α2+···+αnw∂tα0∂xα11 ∂xα22 · · · ∂xαnn (x, t)
∣∣∣∣2
+ ε
∣∣∣∣ ∂α0+α1+α2+···+αnnw∂tα0∂xα11 ∂xα22 · · · ∂xαnn (x, t)
∣∣∣∣2]dx C(α1, α2, . . . , αn)(1 + t)n/2 ,
where C(α0, α1, α2, . . . , αn) is a constant, depending only on α0, α1, α2, . . . , αn, but independent
of time t . The main idea to derive this estimate is very similar to that to obtain the estimate
(1 + t)n+1
∫
Rn
[∣∣u(x, t)− v(x, t)∣∣2 + ε∣∣nu(x, t)−nv(x, t)∣∣2]dx C.
The details are omitted.
2.4. Summary
We showed how to use very simple ideas to solve very complicated mathematical problems.
We explored and developed a very general approach to establish the exact limits of physical
quantities as long as some general assumptions are satisfied. The basic hypothesis is that there
exists at least a global solution, and the nonlinearity and its Fourier transform satisfy certain
mild conditions. The main ingredients and technical tools in the analysis are the modified Fourier
splitting method, Fourier transform, Plancherel’s identity, energy estimates, lower and upper limit
estimates.
We modified the traditional Fourier splitting method, which is a powerful tool to establish
decay estimates of solutions of supercritical partial differential equations. However, many im-
portant problems, in particular, those equations involving critical nonlinearities, cannot be solved
through this method due to its limitation. This new modification may be used to obtain the ex-
act limits of global solutions of much more dissipative equations, including both critical and
supercritical equations. The improvements and developments of the mathematical methods and
results are important in advances of general theory of partial differential equations. Not only
can we establish solutions to important open problems in fluid dynamics, but we also can use the
same or similar ideas in infinite-dimensional dynamical systems. All these may have a significant
influence in future mathematics research activities.
For the general n-dimensional incompressible Navier–Stokes equations, letting the initial data
u0 ∈ L1(Rn) ∩ H 2n(Rn) and ∇ · u0 = 0. Suppose also that there exist scalar functions φij ∈
C2(Rn)∩L1(Rn), ∂φij
∂xj
∈ L1(Rn)∩H 2n(Rn), where i, j = 1,2, . . . , n, such that
u0(x) =
(
n∑
j=1
∂φ1j
∂xj
(x),
n∑
j=1
∂φ2j
∂xj
(x), . . . ,
n∑
j=1
∂φnj
∂xj
(x)
)T
.
Let Φi(x) = (φi1(x),φi2(x), . . . , φin(x))T , for all integers i = 1,2, . . . , n. We compute the exact
limits of the global solutions:
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t→∞
{
(1 + t)1+n/2[∥∥u(·, t)∥∥2
L2(Rn) + ε
∥∥nu(·, t)∥∥2
L2(Rn)
]}
= 1
(2π)n
(
π
2α
)n/2 1
4α
n∑
k=1
[ ∫
Rn
Φk(x)dx
]2
and
lim
t→∞
{
(1 + t)2m+1+n/2[∥∥mu(·, t)∥∥2
L2(Rn) + ε
∥∥m+nu(·, t)∥∥2
L2(Rn)
]}
= 1
(2π)n
(
π
2α
)n/2( 1
4α
)2m+1[ 2m∏
l=1
(2l + n)
]
n∑
k=1
[ ∫
Rn
Φk(x)dx
]2
.
The key new estimates leading to the above results are
(1 + t)n+1
∫
Rn
[∣∣u(x, t)− v(x, t)∣∣2 + ε∣∣nu(x, t)−nv(x, t)∣∣2]dx C
and
(1 + t)2m+n+1
∫
Rn
[∣∣mu(x, t)−mv(x, t)∣∣2 + ε∣∣m+nu(x, t)−m+nv(x, t)∣∣2]dx Cm,
where u and v are the global solutions of the general n-dimensional incompressible Navier–
Stokes equations and the linear equation, respectively, with the same initial data u(x,0) =
v(x,0) = u0(x).
These limits are given in terms of the initial data and the dissipative coefficient. The limit
problems have been open for a long time.
The importance of the exact limit: they provide sharp rate of decay, they are related to the
Hausdorff dimension of the global attractor of the dynamical systems, they show how the evo-
lution of the total energy of the fluids depends on the initial momentum as well as the rate of
diffusion.
3. Concluding remarks
3.1. Remarks on global solutions of nonhomogeneous equations
Consider the following nonhomogeneous equations
ut + ε2nut − αu + (u · ∇)u + ∇p + (β · ∇)u = f(x, t), ∇ · u = 0, (7)
u(x,0) = u0(x), ∇ · u0 = 0, (8)
where f = 0. We can always assume without loss of generality that ∇ · f = 0. In fact, if this is not
true, then we can let g be the solution in L2 of the equation: g = ∇ · f, and we can define a new
nonhomogeneous function h ≡ f − ∇g as well as a new pressure function q ≡ p − g, then h is
divergence free, because ∇ · h = ∇ · f −g = 0.
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Let us look at the definition of the global solutions of the Cauchy problems for the gen-
eral n-dimensional incompressible Navier–Stokes equations, where n  3. A vector (u,p)
is called a suitably weak solution of problem (7)–(8) in Rn × R+, if u is divergence-
free, u ∈ L∞(R+,L2(Rn)) ∩ L2(R+,H 1(Rn)) ∩ Cweak(R+,L2(Rn)), p ∈ L1(R+,L1(Rn)) ∩
L∞(R+,L1(Rn)), and
t∫
0
∫
Rn
u(x, τ ) · {Γt(x, τ )+ ε2nΓt (x, τ )+ αΓ (x, τ )
+ [u(x, τ ) · ∇]Γ (x, τ )+ (β · ∇)Γ (x, τ )}dx dτ
+
t∫
0
∫
Rn
f(x, τ ) · Γ (x, τ )dx dτ +
t∫
0
∫
Rn
p(x, τ )
[∇ · Γ (x, τ )]dx dτ
=
∫
Rn
u(x, t) · [Γ (x, t)+ ε2nΓ (x, t)]dx
−
∫
Rn
u(x,0) · [Γ (x,0)+ ε2nΓ (x,0)]dx, ∀t > 0,
t∫
0
∫
Rn
{
p(x, τ )Γ (x, τ )+
n∑
i=1
n∑
j=1
ui(x, τ )uj (x, τ )
∂2Γ
∂xi∂xj
(x, τ )
}
dx dτ = 0, ∀t > 0,
and
∥∥u(·, t)∥∥2
L2(Rn) + ε
∥∥nu(·, t)∥∥2
L2(Rn) + 2α
t∫
0
∥∥∇u(·, τ )∥∥2
L2(Rn) dτ
 ‖u0‖2L2(Rn) + ε
∥∥nu0∥∥2L2(Rn), ∀t > 0,
for all testing functions Γ ∈ C∞(R+;C∞0 (Rn)), with ∇ · Γ = 0.
Following Leray’s original terminology, the global solutions satisfying the above equations
and inequality may be called turbulent.
We summarize some relevant results as follows.
Theorem A (Existence). Suppose that the initial data satisfy u0 ∈ H 2n(Rn) and ∇ · u0 = 0.
Then there exists a global solution to the Cauchy problem (7)–(8). Formally, we have the solution
representation
u(x, t) = 1
(2π)n
∫
n
exp(+ix · ξ) exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n t
]
û0(ξ)dξR
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(2π)n
t∫
0
{∫
Rn
exp(+ix · ξ) exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n (t − τ)
]
f̂(ξ, τ )
1 + ε|ξ |4n dξ
}
dτ
− 1
(2π)n
t∫
0
{∫
Rn
exp(+ix · ξ) exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n (t − τ)
]
× ̂(u · ∇)u(ξ, τ )+ iξ p̂(ξ, τ )
1 + ε|ξ |4n dξ
}
dτ
≡ [Stu0](x)+
t∫
0
[
S˜t−τ f(·, τ )
]
(x)dτ −
t∫
0
[
S˜t−τ
((
u(·, τ ) · ∇)u(·, τ )+ ∇p(·, τ ))](x)dτ,
where the semigroup operators St and S˜t are defined by
[Stu0](x) = 1
(2π)n
∫
Rn
exp(+ix · ξ) exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n t
]
û0(ξ)dξ
and
[S˜tu0](x) = 1
(2π)n
∫
Rn
exp(+ix · ξ) exp
[
−α|ξ |
2 + i(β · ξ)
1 + ε|ξ |4n t
]
û0(ξ)
1 + ε|ξ |4n dξ.
If ε = 0, then the representation for the global weak solutions is
u(x, t) = 1
(4παt)n/2
∫
Rn
exp
(
−|x − βt − y|
2
4αt
)
u0(y)dy
+
t∫
0
1
[4πα(t − τ)]n/2
∫
Rn
exp
[
−|x − β(t − τ)− y|
2
4α(t − τ)
]
f(y, τ )dy dτ
−
t∫
0
1
[4πα(t − τ)]n/2
∫
Rn
exp
[
−|x − β(t − τ)− y|
2
4α(t − τ)
]
×
[
n∑
j=1
∂
∂yj
(
uj (y, τ )u(y, τ )
)]
dy dτ
−
t∫
0
1
[4πα(t − τ)]n/2
∫
Rn
exp
[
−|x − β(t − τ)− y|
2
4α(t − τ)
]
∇p(y, τ )dy dτ
≡ [G(·, t) ∗ u0](x − βt)+ t∫ [G(·, t − τ) ∗ f(·, τ )](x − βt + βτ)dτ
0
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t∫
0
[
G(·, t − τ) ∗ ((u(·, τ ) · ∇)u(·, τ ))](x − βt + βτ)dτ
−
t∫
0
[
G(·, t − τ) ∗ ∇p(·, τ )](x − βt + βτ)dτ
≡ [Ltu0](x − βt)+
t∫
0
[
Lt−τ f(·, τ )
]
(x − βt + βτ)dτ
−
t∫
0
[
Lt−τ
((
u(·, τ ) · ∇)u(·, τ )+ ∇p(·, τ ))](x − βt + βτ)dτ,
where the heat kernel function is defined by
G(x, t) = 1
(4παt)n/2
exp
(
−|x|
2
4αt
)
, for all t > 0,
and the semigroup operator Lt is defined by
[Ltu0](x) = 1
(4παt)n/2
∫
Rn
exp
(
−|x − y|
2
4αt
)
u0(y)dy =
[
G(·, t) ∗ u0
]
(x).
Theorem B (Decay estimates). Suppose that u0 ∈ L1(Rn) ∩ H 2n(Rn) and ∇ · u0 = 0. Suppose
also that
u0(x) =
(
n∑
j=1
∂φ1j
∂xj
(x),
n∑
j=1
∂φ2j
∂xj
(x), . . . ,
n∑
j=1
∂φnj
∂xj
(x)
)T
,
where φij ∈ C2(Rn) ∩ L1(Rn), ∂φij∂xj ∈ L1(Rn) ∩ H 2n(Rn), for all i, j ∈ {1,2, . . . , n}. Suppose
further that there are integers i, j = 1,2, . . . , n, such that∫
Rn
φij (x)dx = 0.
Then
C1  (1 + t)1+n/2
∫
Rn
[∣∣u(x, t)∣∣2 + ε∣∣nu(x, t)∣∣2]dx C2,
where the positive constants C1 and C2 are independent of time, but they do depend on the initial
data u0.
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Many mathematicians have investigated the existence of global attractors and the existence of
inertial manifolds of infinite-dimensional dynamical systems, which are governed by dissipative
nonlinear partial differential equations, for example, the n-dimensional incompressible Navier–
Stokes equations. An inertial manifold is a finite-dimensional invariant Lipschitz manifold which
attracts exponentially all orbits and contains the global attractor. Estimates of Hausdorff dimen-
sion and fractal dimension of the global attractor and inertial manifold, respectively, have been
obtained by using various advanced techniques. Some authors have constructed approximate
finite-dimensional inertial manifolds and applied the results to reaction diffusion equations. An
approximate inertial manifold can be defined as a finite-dimensional Lipschitz manifold and a
thin surrounding neighbourhood into which any orbit enters in a finite time. It is clear that the
global attractor lies in this neighbourhood. The lowest dimension of inertial manifolds for some
particular system have also been established. The finite-dimensional global attractor and the in-
ertial manifold open an important way for the reduction of the dynamics of infinite-dimensional
dissipative differential equations to a finite-dimensional system. More precisely, people consider
a finite-dimensional system that will capture all the asymptotic behavior of the original system.
See [1,9–17] and [37].
It has been suggested that the limit will determine the Hausdorff dimension and the fractal
dimension of the global attractor and the inertial manifold, respectively. That is why we study
the evolution of the functions (1 + t)2m+1+n/2 ∫
Rn
[|mu(x, t)|2 + ε|m+nu(x, t)|2]dx, where
the integer m 0. In particular, we investigate their limits as t → ∞.
3.3. A correction of my previous result
For the two-dimensional incompressible Navier–Stokes equations: ut + (u · ∇)u − u +
∇p = 0, ∇ · u = 0, the following decay estimate
(1 + t)
∫
R2
∣∣u(x, t)∣∣2 dx C,
for some constant C depending only on ‖u0‖L1(R2) and ‖u0‖L2(R2), was also proved in [41,42],
where I claim the rate of decay is sharp, but it is not. Since the initial data satisfy ∇ · u0 = 0,
there must hold ∫
R2
u0(x)dx = 0.
Therefore, for the Navier–Stokes equations, to establish the sharp rate of decay, we may consider
the initial data of the following form
u0(x) =
( 2∑
j=1
∂φ1j
∂xj
(x),
2∑
j=1
∂φ2j
∂xj
(x)
)T
,
where φij ∈ C2(R2) ∩ L1(R2), ∂φij∂xj ∈ L1(Rn) ∩ H 2n(Rn), i, j,= 1,2. If there is an integer
i ∈ {1,2}, such that
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R2
Φi(x)dx = 0,
then the decay estimates with sharp rate are the following
C1  (1 + t)2
∫
R2
∣∣u(x, t)∣∣2 dx C2,
for all t > 0, and for some constants C1 and C2, independent of x, t and u.
3.4. An open problem
Let ∇ · u0 = 0 and u0 ∈ L1(R3). Then we find that ξ · û0(ξ) = 0, for all ξ ∈ R3, that means
ξ , û0(ξ) and ξ × û0(ξ) form an orthogonal basis of C3. Similarly, ∇ · u(x, t) = 0, we find that
ξ · û(ξ, t) = 0, for all ξ ∈ R3, that means for each fixed time t > 0, ξ , û(ξ, t) and ξ × û(ξ, t) also
form an orthogonal basis of C3. Question: Can we express ̂(u · ∇)u(ξ, t) and ∇̂p(ξ, t) as linear
combinations of these three mutually perpendicular vectors? Note that, for the homogeneous
incompressible Navier–Stokes equations
ut + (u · ∇)u −u + ∇p = 0, ∇ · u = 0,
we already have
û(ξ, t) = exp(−α|ξ |2t)û0(ξ)− t∫
0
exp
[−α|ξ |2(t − τ)][ ̂(u · ∇)u(ξ, τ )+ iξ p̂(ξ, τ )]dτ.
3.5. An appendix about Eqs. (1)–(2)
Let u0 ∈ H 2n(Rn) and ∇ · u0 = 0. We can easily derive the following energy equation from
system (1)–(2):
∫
Rn
[∣∣u(x, t)∣∣2 + ε∣∣nu(x, t)∣∣2]dx + 2α t∫
0
{ ∫
Rn
∣∣∇u(x, τ )∣∣2 dx}dτ
=
∫
Rn
[∣∣u0(x)∣∣2 + ε∣∣nu0(x)∣∣2]dx.
Therefore, if ε > 0, then the solutions of problem (1)–(2) satisfy
u ∈ C(R+,C(Rn))∩L∞(R+,H 2n(Rn))∩L2loc(R+,H 1(Rn)).
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We hope to extend the ideas presented in this paper to establish the exact limits of the global
solutions of the following problems.
Consider the following Cauchy problem for the n-dimensional general dissipative partial dif-
ferential equations
Put + Qu + Ru + F(u,∇u,u) = 0, in Rn × R+, (9)
u(x,0) = u0(x), in Rn. (10)
P , Q and R are linear differential operators, defined by using the Fourier transform
P̂u(ξ, t) = P(ξ )̂u(ξ, t),
Q̂u(ξ, t) = Q(ξ )̂u(ξ, t),
R̂u(ξ, t) = iR(ξ )̂u(ξ, t).
P , Q and R are real functions defined in Rn, satisfying the following conditions
P(0) = 1, P (−ξ) = P(ξ), P (ξ) 1, ∀ξ ∈ Rn,
Q(0) 0, Q(−ξ) = Q(ξ), Q(ξ) > 0, ∀ξ = 0,
R(−ξ) = −R(ξ), ∀ξ ∈ Rn.
Suppose that∫
Rn
u(x, t) · Ru(x, t)dx = 0,
∫
R
u(x, t) · F(u(x, t),∇u(x, t),u(x, t))dx 0.
Suppose also that the global solutions satisfy the boundary conditions
lim|x|→∞
∂α1+α2+···+αnu
∂x
α1
1 ∂x
α2
2 · · · ∂xαnn
(x, t) = 0,
for all α1  0, α2  0, . . . , αn  0 with 0 α1 + α2 + · · · + αn  2.
The general system includes the following model equations:
1. The one-dimensional fluid dynamics equation
∂u
∂t
− ε ∂
3u
∂x2∂t
+ δ ∂u
∂x
+ γH ∂
2u
∂x2
+ β ∂
3u
∂x3
+ ∂f (u)
∂x
= α ∂
2u
∂x2
.
This equation may be viewed as the one-dimensional reduction of the n-dimensional incompress-
ible Navier–Stokes equations.
2. The n-dimensional non-degenerate system of filtration type
ut − αxu = x
[∇uϕ(u)],
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∇uϕ(u) =
(
∂ϕ
∂u1
(u),
∂ϕ
∂u2
(u), . . . ,
∂ϕ
∂un
(u)
)T
.
3. The n-dimensional incompressible Navier–Stokes equations
∂u
∂t
+ (u · ∇)u + ∇p = αu, ∇ · u = 0, in Rn × R+,
u(x,0) = u0(x), ∇ · u0 = 0, in Rn.
4. The n-dimensional magnetohydrodynamics equations
∂u
∂t
+ (u · ∇)u − (A · ∇)A + ∇
(
p + κ
2
|A|2
)
= 1
RE
u, ∇ · u = 0,
∂A
∂t
+ (u · ∇)A − (A · ∇)u = 1
RM
A, ∇ · A = 0,
where RE represents the Reynolds number and RM denotes the magnetic Reynolds number. Both
are positive constants. Here κ = M2/RE · RM is another constant. If we define P = p + κ2 |A|2,
then the magnetohydrodynamics equations become a little simpler.
5. The n-dimensional Landau–Lifschitz system
∂Z
∂t
= Z ×Z + Z × (Z ×Z),
Z(x,0) = Z0(x), |Z0(x)| = 1, for all x ∈ Rn,
where Z = Z(x, t) = (Z1,Z2,Z3) ∈ R3 is a real vector-valued function of x = (x1, x2,
. . . , xn)
T ∈ Rn and t > 0.
6. The n-dimensional Camassa–Holm–Burgers equation
ut −ut + β · ∇u+ γ · ∇
(
u2
)= αu+ u(Λ · ∇u)+ 2(Λ · ∇u)u, in Rn × R+, (11)
u(x,0) = u0(x), in Rn. (12)
In this system, α > 0 is a positive constant, β = (β1, β2, . . . , βn)T , γ = (γ1, γ2, . . . , γn)T , and
Λ = (Λ1,Λ2, . . . ,Λn)T are constant vectors in Rn.
7. The two-dimensional nonlinear nonlocal quasi-geostrophic equation
ut + α(−)σu+ (ψy,−ψx) · ∇u = 0, u = (−)1/2ψ, in R2 × R+,
where 0 < σ < 1 is a constant. The Fourier transform of the dissipation is
̂(−)σu(ξ, η, t) = (|ξ |2 + |η|2)σ û(ξ, η, t).
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ut −ut + β · ∇u+ γ · ∇u+2u+ uxuy − uyux + δ · ∇
(
u3
)= 0, in R2 × R+,
where β = (β1, β2)T , γ = (γ1, γ2)T and δ = (δ1, δ2)T are real constant vectors.
We hope to extend the ideas, methods, and techniques developed in this paper to investigate
the more general model equation to obtain similar exact limits.
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