We study Granger causality in the context of wide-sense stationary time series, where our focus is on the topological aspects of the underlying causality graph. We establish sufficient conditions (in particular, we develop the notion of a "strongly causal" graph topology) under which the true causality graph can be recovered via pairwise causality testing alone, and provide examples from the gene regulatory network literature suggesting that our concept of a strongly causal graph may be applicable to this field. We implement and detail finite-sample heuristics derived from our theory, and establish through simulation the efficiency gains (both statistical and computational) which can be obtained (in comparison to LASSO-type algorithms) when structural assumptions are met.
Introduction and Review
In this paper we study the notion of Granger causality [1] [2] as a means of uncovering an underlying causal structure in multivariate time series. Though the underlying causality graph cannot be observed directly, it's presence is inferred as a latent structure among observed time series data. This notion is leveraged in a variety of applications e.g. in Neuroscience as a means of recovering interactions amongst brain regions [3] , [4] , [5] ; in the study of the dependence and connectedness of financial institutions [6] ; gene expression networks [7] , [8] , [9] , [10] ; and power system design [11] , [12] .
Granger causality can generally be formulated by searching for the "best" graph structure consistent with observed data, which is in general an extremely challenging problem (i.e. it may be framed as a best subset selection problem, see [13] for recent improvements in BSS methods), moreover, the comparison of quality between different structures, and hence the notion of "best" needs qualification. In applications where we are interested merely in minimizing the mean squared error of a linear one-stepahead predictor, then we will be satisfied with an entirely dense graph of connections, since each edge can only serve to reduce estimation error. However, since the number of edges scales quadratically in n (the number of nodes) it becomes imperative to infer a sparse causality graph for large systems, both to avoid overfitting observed data, as well as to aid the interpretability of the results.
A fairly early approach to the problem in the context of large systems is provided by [14] , where the authors apply a local search heuristic to the Whittle likelihood with an AIC penalization. The local search heuristic is a common approach to combinatorial optimization due to it's simplicity, but is liable to get stuck in shallow local minima.
A second and wildly successful heuristic is the LASSO regularizer [15] , which can be understood as a natural convex relaxation to penalizing the count of the non-zero edges. The LASSO enjoys fairly strong theoretical guarantees [16] , extending largely to the case of stationary time series data with a sufficiently fast rate of dependence decay [17] [18] [19] , and variations on the LASSO have been applied in a number of different time series contexts as well as Granger causality [20] [21] [22] [23] [9] . One of the key improvements to the original LASSO algorithm is the adaptive (i.e. weighted) "adaLASSO" [24] , for which oracle results (i.e. asymptotic support recovery) are established under less restrictive conditions than for the vanilla LASSO.
In the context of time series data, sparsity assumptions remain important, but there is significant additional structure that may arise as a result of considering the topology of the underlying Granger causality graph. The focus of this paper is to shed light on some of these topological questions, in particular, we study a particularly simple notion of graph topology which we term "strongly causal" and show that stationary times series whose underlying causality graph has this structure satisfy natural intuitive notions of "information flow" through the graph. Moreover, we show that such graphs are perfectly recoverable with only pairwise Granger causality tests, which would otherwise suffer from serious confounding problems (see [25] for earlier work on pairwise testing and [26] for earlier work on some of the problems considered here). Aside from being an interesting theoretical perspective, prior assumptions about the underlying graph (similarly to sparsity assumptions) can greatly improve upon the statistical power of causality graph recovery algorithms when the assumptions are met.
Detailed study of Granger causality for star structured graphs has been carried out in [27] . See as well [28] , [29] for state space formulations.
In the case of gene expression networks, we show examples from the literature which suggest our concept of a "strongly causal graph" topology may have application in this field (see Section 2.5).
The principal contributions of this paper are as follows: firstly, in section 2 we study pairwise Granger causality relations, providing novel theorems connecting the structure of the causality graph to the pairwise "causality flow" in the system, as well as an interpretation in terms of the graph topology of the sparsity pattern of matrices arising in the Wold decomposition, generalizing in some sense the notion of "feedbackfree" processes studied by [30] in close connection with Granger causality. We establish sufficient conditions (sections 2.5, 2.6) under which a fully conditional Granger causality graph can be recovered from pairwise tests alone (sec 2.7). We report a summary of simulation results in 3, with additional results reported in the supplementary material Section D. Our simulation results establish that there is significant potential for improvement over existing methods, and that the graph-topological aspects of time series analysis are relevant for both theory and practice. Concluding remarks on further open problems and extensions are provided in Section 4. The proofs of each proposition and theorem are also relegated to the supplementary material, simple corollaries have proofs included in the main text.
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.1 Formal Setting
Consider the space L 2 (Ω), the usual Hilbert space of finite variance random variables over a probability space (Ω, F, P) having inner product x, y = E[xy]. We will work with a discrete time and wide-sense stationary (WSS) n-dimensional vector valued process x(t) (with t ∈ Z) where the n elements take values in L 2 . We suppose that x(t) has zero mean, Ex(t) = 0, and has absolutely summable matrix valued covariance sequence R(τ ) ∆ = Ex(t)x(t − τ ) T , and an absolutely continuous spectral density. We will also work frequently with the spaces spanned by the values of such a process H (x)
where the closure is naturally in mean-square. We will often omit the superscript x which should be clear from context. Evidently these spaces are separable, and as closed subspaces of a Hilbert space they are themselves Hilbert. We will denote the spaces generated in analogous ways by particular components of x as e.g. H As a consequence of the Wold decomposition theorem (see e.g. [31] ), every WSS sequence has the moving average MA(∞) representation
where c(t) is a purely deterministic sequence, v(t) is an uncorrelated sequence and A(0) = I. We will assume that c(t) = 0. Given our setup, this representation can be inverted to yield the VAR(∞) form
The Equations (2), (3) can be represented as
action (convolution) of the operators (LTI filters)
where the operator z −1 is the back shift operator acting on n 2 (Ω, F, P), that is:
Finally, we have the inversion formula
The aforementioned assumptions are quite weak. The strongest assumption we require is finally that Σ v is a diagonal positive-definite matrix, which is referred to as a lack of instantaneous feedback in x(t). We formally state our setup as a definition, which is the setup for the remainder of the paper: Definition 1 (Basic Setup). The process x(t) is an n dimensional wide sense stationary process having invertible VAR(∞) representation (3) where v(t) is sequentially uncorrelated and has a diagonal positive-definite covariance matrix. The MA(∞) representation of Equation (2) has c(t) = 0 and A(0) = I.
Granger Causality
Definition 2 (Granger Causality). For the WSS series x(t) satisfying the assumptions of Definition 1 we will say that component x j Granger-Causes (GC) component x i (with respect to x) and write x j This notion captures the idea that the process x j provides information about x i that is not available from elsewhere. The caveat "with respect to x" is important in that GC relations can change when components are added to or removed from our collection x of observations, e.g. new GC relations can arise if we remove the observations of a common cause, and existing GC relations can disappear if we observe a new mediating series. The notion is closely related to the information theoretic measure of transfer entropy, indeed, if the distribution of v(t) is known to be Gaussian then they are equivalent [32] .
The notion of conditional orthogonality is the essence of Granger causality, and enables us to obtain results for a fairly general class of WSS processes, rather than simply VAR(p) models.
Definition 3 (Conditional Orthogonality). Consider three closed subspaces of a Hilbert space A, B, X . We say that A is conditionally orthogonal to B given X and write
An equivalent condition is that (see [31] 
Theorem 1 (Granger Causality Equivalences). The following are equivalent:
Granger Causality Graphs
We establish some graph theoretic notation and terminology, collected formally in definitions for the reader's convenient reference.
Definition 4 (Graph Theory Review). A graph G = (V, E) is simply a tuple of sets respectively called nodes and edges. Throughout this paper, we have in all cases V = [n] ∆ = {1, 2, . . . , n}. We will also focus solely on directed graphs, where the edges E ⊆ V × V are ordered pairs. A (directed) path (of length r) from node i to node j, denoted i → · · · → j, is a sequence a 0 , a 1 , . . . , a r−1 , a r with a 0 = i and a r = j such that ∀ 0 ≤ k ≤ r (a k , a k+1 ) ∈ E, and where (a k , a k−1 ) are distinct for 0 ≤ k < r.
A cycle is a path of length 2 or more between a node and itself. An edge between a node and itself (i, i) ∈ E (which we do not consider to be a cycle) is referred to as a loop.
A graph G is a directed acyclic graph (DAG) if it is a directed graph and does not contain any cycles.
Definition 5 (Parents, Grandparents, Ancestors). A node j is a parent of node i if (j, i) ∈ E. The set of all i's parents will be denoted pa(i), and we explicitly exclude loops as a special case, that is,
The set of level grandparents of node i, denoted gp (i), is the set such that j ∈ gp (i) if and only if there is a directed path of length in G from j to i. Clearly, pa(i) = gp 1 (i).
Finally, the set of level ancestors of i: A (i) = λ≤ gp λ (i) is the set such that j ∈ A (i) if and only if there is a directed path of length or less in G from j to i. The set of all ancestors of i (i.e. A n (i)) is denoted simply A(i).
Recall that we do not allow a node to be it's own parent, although unless G is a DAG, a node can be it's own ancestor. We will occasionally need to explicitly exclude i from A(i), in which case we will write A(i) \ {i}.
Our principal object of study will be a graph determined by Granger causality relations as follows.
Definition 6 (Causality graph). We define the Granger causality graph G = ([n], E) to be the directed graph formed on n vertices where an edge (j, i) ∈ E if and only if x j Granger-causes x i (with respect to x). That is,
The edges of the Granger causality graph G can be given a general notion of "weight" by associating an edge (j, i) with the strictly causal LTI filter B ij (z) (see Equation (4)). Thence, the matrix B(z) is analogous to a weighted adjacency matrix 1 for the graph G. And, in the same way that the k th power of an adjacency matrix counts the number of paths of length k between nodes, (B(z) k ) ij is a filter isolating the "action" of j on i at a time lag of k steps, this is exemplified in the inversion formula (5) .
From the VAR representation of x(t) there is clearly a tight relationship between each node and it's parent nodes, the relationship is quantified through the sparsity pattern of B(z). Similarly, the following proposition is analogous to the definition of feedback free processes of [30] and provides an interpretation of the sparsity pattern of A(z) (from the MA representation of x(t)) in terms of the causality graph G.
Proposition 1 (Ancestor Expansion). The component x i (t) of x(t) can be represented in terms of it's parents in G:
Moreover, x i can be expanded in terms of it's ancestor's v(t) components only:
where
This statement is ultimately about the sparsity pattern in the Wold decomposition matrices
Pairwise Granger Causality
Recall that Granger causality in general must be understood with respect to a particular universe of observations. If x j GC → x i with respect to x −k , it may not hold with respect to x. For example, x k may be a common ancestor which when observed, completely explains the connection from x j to x i . In this section we study pairwise Granger causality, and seek to understand when knowledge of pairwise relations is sufficient to deduce the true fully conditional relations of G.
Definition 7 (Pairwise Granger causality). We will say that x j pairwise Granger-
This notion is of interest for a variety of reasons. From a purely conceptual standpoint, we will see how the notion can in some sense capture the idea of "flow of information" in the underlying graph, in the sense that if j ∈ A(i) we expect that j PW → i. It may also be useful for reasoning about the conditions under which unobserved components of x(t) may or may not interfere with inference in the actually observed components. Finally, motivated from a practical standpoint to analyze causation in large systems, practical estimation procedures based purely on pairwise causality tests are of interest since the computation of such pairwise relations is substantially easier.
The following propositions are essentially lemmas used for the proof of the upcoming Proposition 11, but remain relevant for providing intuitive insight into the problems at hand. Proposition 2. Consider distinct nodes i, j in a Granger causality graph G. If (a) j ∈ A(i) and i ∈ A(j)
t ] = 0. Remark 1. It is possible for components of x(t) to be correlated at some time lags without resulting in pairwise causality. For instance, the conclusion j PW i of Proposition 9 will still hold even if i ∈ A(j), since j cannot provide any information about i that is not available from observing i itself.
Proposition 3. Consider distinct nodes i, j in a Granger causality graph G. If (a) j ∈ A(i)
The previous result can still be strengthened significantly; notice that it is possible to have some k ∈ A(i) ∩ A(j) where still j PW i, an example is furnished by the three node graph k → i → j where clearly k ∈ A(i)∩A(j) but j PW i. We must introduce the concept of a confounding variable, which effectively eliminates the possibility presented in this example.
Definition 8 (Confounder). A node k will be referred to as a confounder of nodes i, j (neither of which are equal to k) if k ∈ A(i) ∩ A(j) and there exists a path k → · · · → i not containing j, and a path k → · · · → j not containing i. A simple example is furnished by the "fork" graph i ← k → j.
Proposition 4. If in a Granger causality graph G where j PW → i then j ∈ A(i) or ∃k ∈ A(i) ∩ A(j) which is a confounder of (i, j).
Remark 2. The interpretation of this proposition is that for j PW → i then there must either be "causal flow" from j to i (j ∈ A(i)) or there must be a confounder k through which common information is received.
An interesting corollary is the following:
It seems reasonable to expect a converse of Proposition 11 to hold, i.e. j ∈ A(i) ⇒ j PW → i. Unfortunately, this is not the case in general, as different paths through G can lead to cancellation (see Figure 1a ). In fact, we do not even have j ∈ pa(i) ⇒ j PW → i (see Figure 1b ). Example 1. Firstly, on n = 4 nodes, "diamond" shapes can lead to cancellation on paths of length 2:
with Ev(t) = 0, Ev(t)v(t − τ ) T = δ τ I. By directly calculating 
The problem here is that there are multiple paths from x 1 to x 4 .
Example 2.
A second example on n = 3 nodes is also worth examining, in this case cancellation is a result of differing time lags.
Then
and again 1 PW 3.
Strongly Causal Graphs
In this section and the next we will seek to understand when converse statements of Proposition 11 do hold. One possibility is to restrict the coefficients of the system matrix, e.g. by requiring that B ij (τ ) ≥ 0. Instead, we think it more meaningful to focus on the defining feature of time series networks, that is, the topology of G.
Definition 9 (Strongly Causal). We will say that a Granger causality graph G is strongly causal if there is at most one directed path between any two nodes. Strongly Causal Graphs will be referred to as SCGs.
Examples of strongly causal graphs include directed trees (or forests), DAGs where each node has at most one parent, and Figure 3 of this paper. A complete bipartite graph with 2n nodes is also strongly causal, demonstrating that the number of edges of such a graph can still scale quadratically with the number of nodes. It is evident that the strong causal property is inherited by subgraphs.
Though examples of SCGs are easy to construct in theory, should practitioners expect SCGs to arise in application? While a positive answer to this question is not necessary for the concept to be useful, it is certainly sufficient. Though the answer is likely to depend upon the particular application area, examples appear to be available in biology, in particular, the authors of [10] cite an example of the so called "transcription regulatory network of E.coli ", and [33] study a much larger regulatory network of Saccharomyces cerevisiae. These networks, which we reproduce in Figure  2 , appear to have at most a small number of edges which violate the strong-causality condition. For later use, and to get a feel for the topological implications of strong causality, we explore a number of properties of such graphs before moving into the main result of this section. The following important property essentially strengthens Proposition 11 for the case of strongly causal graphs.
Figure 2: Transcription Regulatory Networks
Proposition 5. In a strongly causal graph if j ∈ A(i) then any k ∈ A(i) ∩ A(j) is not a confounder, that is, the unique path from k to i contains j.
Proof. Suppose that i PW → j and j ∈ A(i). Then since G is acyclic i ∈ A(j), and by Proposition 11 there is some k ∈ A(i) ∩ A(j) which is a confounder. However, by Proposition 12 k cannot be a confounder, a contradiction.
and j ∈ A(i). In particular, a pairwise bidirectional edge indicates the absence of any edge in G.
Proof. This follows directly from applying Corollary 2 to i PW → j and j PW → i.
In light of Proposition 12, the following provides a partial converse to Proposition 11, and supports the intuition of "causal flow" through paths in G.
We immediately obtain the corollary, which we remind the reader is, surprisingly, not true in a general graph.
Example 4. As a final remark of this subsection we note that a complete converse to Proposition 11 is not possible without additional conditions. Consider the "fork" system on 3 nodes (i.e. 2 ← 1 → 3) defined by
In this case, node 1 is a confounder for nodes 2 and 3, but If we were to augment this system by simply adding an autoregressive component (i.e. some "memory") to x 1 (t) e.g.
. We develop this idea further in the next section.
Persistent Systems
In section 2.5 we obtained a converse to part (a) of Proposition 11 via the notion of a strongly causal graph topology (see Proposition 13) . In this section, we study conditions under which a converse to part (b) will hold.
i.e. the "first" and "last" coefficients of the filter
filter has an infinite length, and τ 0 (B)
Definition 11 (Persistent). We will say that the process
Remark 3. In the context of Granger causality, "most" systems should be persistent.
In particular, VAR(p) models are likely to be persistent since these naturally result in an equivalent MA(∞) representation, see Example 5. Moreover, persistence is not the weakest condition necessary for the results of this section, the condition that for each i, j there is some k ∈ A(i)∩A(j) such that τ 0 (A jk ) < τ ∞ (A ik ) is enough. The intuition being that nodes i and j are not receiving temporally disjoint information from k.
The etymology for the persistence condition can be explained by supposing that the two nodes i, j each have a loop (i.e. B ii (z) = 0, B jj (z) = 0) then this autoregressive component acts as "memory", and so the influence from the confounder k persists in x i (t), and τ ∞ (A ik ) = ∞ for each confounder is expected.
Example 5. Consider a process x(t) generated by the VAR(1) model 2 having B(z) = Bz −1 . If B is diagonalizable, and has at least 2 distinct eigenvalues, then x(t) is persistent.
See the supplementary material for an analysis of this example.
In order to eliminate the possibility of a particular sort of cancellation, an ad-hoc assumption is required. Strictly speaking, the persistence condition is not a necessary or sufficient condition for the following, but cases where the following fails to hold, and persistence does hold, are unavoidable pathologies.
and let H i (z) be the strictly-causal filter such that
and similarly for H j (z). Then define
containing only z −k terms, for k ≥ 0) or anti-causal (i.e. containing only z k terms, for k ≥ 0). Put succinctly, T ij (z) must be two-sided.
Remark 4.
Under the condition of persistence, the only way for Assumption 1 to fail is through cancellation in the terms defining T ij (z). For example, the condition is assured if x(t) is persistent, and there is only a single confounder. Unfortunately, some pathological behaviour resulting from confounding nodes seems to be unavoidable without some assumptions about the parameters of the MA(∞) system defining x(t).
This implies that in a strongly causal graph every bidirectional pairwise causality relation must be the result of a confounder. Therefore, in a strongly causal graph, pairwise causality analysis is immune to confounding (since we can safely remove all bidirectional edges).
Recovering G via Pairwise Tests
We arrive at the main conclusion of the theoretical analysis in this paper.
Theorem 2 (Pairwise Recovery). If the Granger causality graph G for the process x(t) is a strongly causal DAG and Assumption 1 holds, then G can be inferred from pairwise causality tests. The procedure can be carried out, assuming we have an oracle for pairwise causality, via Algorithm (2) .
The theorem is proven in the supplementary material by establishing the correctness of Algorithm (2) . The idea is to iteratively "peel away layers" of nodes by removing the nodes that have no parents remaining. The requirement of strong causality ensures that all actual edges of G manifest in some way as pairwise relations (by Proposition 13), and the no-cancellation condition of Assumption 1 allows confounding to be eliminated by removing bidirectional edges (by Proposition 14 and Corollary 3). Without Assumption 1, then each confounded pair would give rise to 4 possible pairwise topologies consistent with G, one for each type of pairwise edge (no edge, unidirectional, bidirectional). Example 6. The set W collects ancestor relations in G (see Lemma 5) . In reference to Figure 3 , each of the solid black edges, as well as the dotted red edges will be included Algorithm 1: Pairwise Granger Causality Algorithm 1 Algorithm: Pairwise Graph Recovery input : Pairwise Granger causality relations between a persistent process of dimension n whose joint Granger causality relations are known to form a strongly causal DAG G. output : in W , but not the bidirectional green dash-dotted edges, which we are able to exclude as results of confounding. The groupings P 0 , . . . , P 3 are also indicated in Figure 3 .
The algorithm proceeds first with the parent-less nodes 1, 2 on the initial iteration where the edge (1, 3) is added to E. On the next iteration, the edges (3, 4) , (2, 4) , (3, 5) are added, and the false edges (1, 4) , (1, 5) are excluded due to the paths 1 → 3 → 4 and 1 → 3 → 5 already being present. Finally, edge (4, 6) is added, and the false (1, 6) , (3, 6) , (2, 6) edges are similarly excluded due to the ordering of the inner loop.
That we need to proceed backwards through P k−r as in the inner loop on r can also be seen from this example, where if instead we simply added the set
to E k then we would infer the false positive edge 1 → 4. Moreover, the same example shows that simply using the set 
Simulation
We implement an heuristic inspired by Algorithm 2 by replacing the population statistics with finite sample tests, the details of which can be found in the supplementary material Section C.5 (see Algorithm 3). The heuristic is essentially controlling the false discovery rate substantially below what it would be with a threshold based pairwise scheme. The methods are easily parallelizable, and can scale to graphs with thousands of nodes on a single machine. By contrast, scaling the LASSO to this large of a network (millions of variables) is nontrivial and extremely computationally demanding.
We run experiments using two separate graph topologies having n = 50 nodes: a strongly causal graph (SCG) and a directed acyclic graph (DAG). Consult Section D for details on how data is generated from these models.
We compare our results against the adaptive LASSO [24] , which outperformed both the LASSO and the grouped LASSO by a large margin. Motivated by scaling, we split the squared error term into separate terms, one for each group of incident edges on a node, and estimate the collection of n incident filters B ij (z) n j=1 that minimizes ξ LASSO i in the following:
where we are choosing λ, the regularization parameters, via the BIC. This is similar to the work of [34] , except that we have replacing the LASSO with the Adaptive LASSO, which provides dramatically superior performance.
Remark 6 (Graph Topologies). We depict in Figure 4 the topologies of random graphs used in our empirical evaluation. For values of q close to 2 n , the resulting random graphs tend to have a topology which is, at least qualitatively, close to the SCG. As the value of q increases, the random graphs deviate farther from the SCG topology, and we therefore expect the LASSO to outperform PWGC for larger values of q.
Remark 7 (MCC as a Support Recovery Measurement). We apply Matthew's Correlation Coefficient (MCC) [35] as a statistic for measuring support recovery performance (see also [36] tip # 8). This statistic synthesizes the confusion matrix into a single score appropriate for unbalanced labels and is calibrated to fall into the range [−1, 1] with 1 being perfect performance, 0 being the performance of random guessing, and −1 being perfectly opposed.
Remark 8 (Error Measurement). We estimate the 1-step ahead prediction error by forming the variance matrix estimate
on a long stream of out-of-sample data. We then report the quantity
Results
Our simulation results are summarized in Table 5 , with additional figures provided in the supplementary material Section D. It is clear that the superior performance of PWGC in comparison to AdaLASSO is as a result of limiting the false discovery rate. It is unsurprising that PWGC exhibits superior performance when the graph is an SCG, but even in the case of more general DAGs, the PWGC heuristic is still able to more reliably uncover the graph structure for small values of q. We would conjecture that for small q, random graphs are "likely" to be "close" to SCGs in some appropriate sense. As q increases, there are simply not enough edges allowed by the SCG topology for it to be possible to accurately recover G.
Interestingly, we can observe that the AdaLASSO appears to perform marginally better on strongly causal graphs than directed acyclic graphs with an equivalent number of edges (q ≈ 0.04 is chosen for this purpose). This provides supporting evidence for one of the main assertions of this work: that the topological structure of G is an important distinguishing feature of time series networks in comparison to classical multivariate regression where it is only the sparsity rate which is considered.
Conclusion
In this paper we have argued that considering particular topological properties of Granger causality networks can provide substantial insights into the structure of causality graphs with potential for providing improvements to causality graph estimation when structural assumptions are met. In particular, the notion of a strongly-causal graph has been exploited to establish conditions under which pairwise causality testing alone is sufficient for recovering a complete Granger causality graph. Moreover, examples from the literature suggest that such topological assumptions may be reasonable in some applications. And secondly, even when the strong-causality assumption is not met, we have provided simulation evidence to suggest that our pairwise testing algorithm PWGC can still outperform the LASSO and adaLASSO, both of which are commonly employed in applications. We emphasize that the causality graph topology is one of the key defining features of time series analysis in comparison to standard multivariate regression and therefore advocate for further study of how different topological assumptions may impact the recovery of causality graphs. For example, are there provable guarantees on the error rate of PWGC when applied to non strongly-causal graphs? Can constraint systems or cunning adaptive weighting schemes impose useful prior knowledge about graph topology for the LASSO algorithm? Finally, the work of [28] has established the superiority of Granger causality testing by state space models (as opposed to pure autoregressions) in many cases. Combining this work with our PWGC algorithm (by modifying the approach described in Section C.1 to instead utilize state-space Granger causality testing) therefore is likely to enable application to very large networks of time series data which are not well approximated by finite VAR(p) models. Moreover, our heuristics are in principle applicable in a model-free context. As long as a primitive for testing the pairwise causation between two components of a multivariate time series is available, our methods may be useful.
Appendix A Overview
We restate our main results and provide detailed proofs. Simple Corollaries have their proofs in the main text, and are occasionally referenced here. The main Theorem is proven in Section B.2, and all of the building blocks are established in Section B.1.
We detail the methods used for our simulations and finite sample implementation in Section C and provide additional simulation results in Section D.
References to equations, lemmas, etc., in this document are prefixed with their section, whereas prefix-free equation numbers refer to the main document. e.g. "Equation (1)" refers to the first equation in the main document, and "Equation (A.1)" refers to the first equation in this document.
Code will be made available at https://github.com/RJTK/granger_causality, as well as accompanying this supplementary material.
Appendix B Proofs

B.1 Preparatory Results
Theorem 3 (Granger Causality Equivalences 1). The following are equivalent:
Proof. it is sufficient to consider y = x i (t) by linearity, then since H Proof. This is a well known theorem, proof follows by induction.
Proposition 8 (Ancestor Expansion).
The component x i (t) of x(t) can be represented in terms of it's parents in G:
Proof. Equation (B.1) is immediate from the VAR(∞) representation of Equation (3) and Theorem 1, we are left to demonstrate (B.2).
From Equation (3), which we are assuming throughout the paper to be invertible, we can write Let S be a matrix with elements in {0, 1} which represents the sparsity pattern of B(z), from Lemma 1 S is the transpose of the adjacency matrix for G and hence (S k ) ij is non-zero if and only if j ∈ gp k (i), and therefore B(z) k ij = 0 if j ∈ gp k (i). Finally, since A(i) = n k=1 gp k (i) we see that A ij (z) is zero if j ∈ A(i). Therefore
Proposition 9. Consider distinct nodes i, j in a Granger causality graph G. If (a) j ∈ A(i) and i ∈ A(j)
Proof. We show directly that ∀s,
To this end, fix s, τ ≥ 0, then by expanding with Equation (B.2) we have
Keeping in mind that v(t) is an isotropic and uncorrelated sequence we see that each of these above four terms are 0: the first term since i = j, the second and third since j ∈ A(i) and i ∈ A(j) and finally the fourth since A(i) ∩ A(j) = ∅. 
Proof. Fix τ, s ≥ 0, then by expanding with Equation (B.2)
This follows since i = j and j ∈ A(i) and v(t) is isotrophic and uncorrelated. Proof. By Theorem 1 it suffices to show that
which by the orthogonality principle and by representing ψ ∈ H (j) t−1 via the action of some strictly causal filter Φ(z) on x j (t) is equivalent to
If we expand x j (t) using Equation (B.2), the left hand side of (B.4) becomes
We see that this is 0 by Lemma 2 since j ∈ A(i), and
Remark 9. In order to prove Proposition 11 we require some additional notation, as well as another representation theorem. The difficulty addressed by the following Definition 12 and Lemma 3 is that in the representation of x j (t) in terms of it's parents (i.e. Equation (B.1))
the filter B ii (z) need not be stable. That is, the inverse filter (1 − B ii (z)) −1 need not exist. An example of this issue is furnished by
for which, depending on the value of a, may still be stable even if |ρ| > 1. This implies that it is not always possible to represent x i (t) in terms of v i (t) and x k (t), k ∈ pa(i) alone, i.e. as
The difficulty presented by the non-existence of such a representation may become apparent upon studying the proof of Proposition 11.
Definition 12 (Strongly Connected Components). In a graph G, the ordered (by the natural ordering on N) subset S ⊆ [n] is strongly connected if ∀i, j ∈ S, i ∈ A(j) and j ∈ A(i). We will denote by S(j) (which may be the singleton (j)) the largest strongly connected component (SCC) containing j. We will denote x S(j) (t) to be the vector of processes x S(j) (t) = x s (t) | s ∈ S(j) , whose indices are given the same (natural) ordering as S(j). Similarly, the sub-filter of B(z) acting on x S(j) (t) will be denoted B S(j) (z).
Lemma 3 (Expansion in SCCs)
. Given some j ∈ [n], the process x S(j) (t) can be represented by
where e S(j) s denotes the length |S(j)| canonical basis vector with a 1 in the component corresponding to x s in the vector x S(j) , and the summation is a double sum on s and k.
Moreover, the filter B(z) is stable with I − B S(j) (z) invertible:
Proof. The representation of Equation (B.5) follows directly from the VAR representation of x(t) (i.e. Equation (3))
which, when rearranged appropriately, can be written as
Theorem 1 is invoked in order to restrict the summation to k ∈ pa(s) (since other elements are 0). Now, we can partition G into it's maximal SCCs S 1 , . . . , S N , (one of which is S(j)) and then consider the DAG formed on N nodes with edges I → J included on the condition that ∃j ∈ S J , i ∈ S I s.t. i ∈ A(j). By topologically sorting this DAG, we obtain an ordering σ of [n] such that B σ (z) is block upper triangluar, with one of it's diagonal blocks consisting of the (possibly reordered) matrix B S(j) (z). So we have
and therefore B S(j) (z) is stable, invertible, and Equation (B.6) holds.
Proposition 11. If in a Granger causality graph G where j PW → i then j ∈ A(i) or ∃k ∈ A(i) ∩ A(j) which is a confounder of (i, j).
Proof. We will prove by way of contradiction. To this end, suppose that j is a node such that:
Firstly, notice that every u ∈ pa(j) \ {i} necessarily inherits these same two properties. This follows since if we also had u ∈ A(i) then u ∈ A(i) ∩ A(j) so by our assumption every u → · · · → j path must contain i, but u ∈ pa(j) so u → j is a path that doesn't contain i, and therefore u ∈ A(i); moreover, if we consider w ∈ A(i) ∩ A(u) then we also have w ∈ A(i) ∩ A(j) so the assumption implies that every w → · · · → j path must contain i. These properties therefore extend inductively to every u ∈ A(j) \ {i} .
In order to deploy a recursive argument, define the following partition of pa(u), for some node u:
We notice that for any u having the properties (a), (b) above, we must have C 2 (u) = ∅ since if k ∈ C 2 (u) then ∃w ∈ A(i) ∩ A(k) (and w ∈ A(i) ∩ A(u), since k ∈ pa(u)) such that i ∈ A(k) and therefore there must be a path w → · · · → k → u which does not contain i, contradicting property (b). Moreover, for any u ∈ A(j) \ {i} and k ∈ C 0 (u), Proposition 10 shows that H
In order to establish j PW i, choose an arbitrary element of H (j) t−1 and represent it via the action of a strictly causal filter Φ(z), i.e. Φ(z)x j (t) ∈ H (j) t−1 , by Theorem 1 it suffices to show that
Denote e j ∆ = e S(j) j , we can write x j (t) = e T j x S(j) (t), and therefore from Equation (B.7) there exist strictly causal filters Γ s (z) and Λ sk (z) (defined for ease of notation) such that
When we substitute this expression into the left hand side of Equation (B.8), we may cancel each term involving v s by Lemma 2, and each k ∈ C 0 (s) by our earlier argument, leaving us with
Since each k ∈ C 1 (s) with k = i inherits properties (a) and (b) above, we can recursively expand each x k of the above summation until reaching k = i (which is garaunteed to terminate due to the definition of C 1 (u)) which leaves us with some strictly causal filter F (z) such that the left hand side of Equation (B.8) is equal to
Proposition 12. In a strongly causal graph if j ∈ A(i) then any k ∈ A(i) ∩ A(j) is not a confounder, that is, the unique path from k to i contains j.
Proof. Suppose that there is a path from k to i which does not contain j. In this case, there are multiple paths from k to i (one of which does go through j, since j ∈ A(i)) which contradicts the assumption of strong causality. Proposition 13. If G is a strongly causal DAG then j ∈ A(i) ⇒ j PW → i.
Proof. We will show that for some ψ ∈ H (j)
and therefore that H
t−1 , which by Theorem (1) is enough to establish that j PW → i. Firstly, we will establish a representation of x i (t) that involves x j (t). Denote by a r+1 → a r → · · · → a 1 → a 0 with a r+1 ∆ = j and a 0 ∆ = i the unique j → · · · → i path in G, we will expand the representation of Equation (B.1) backwards along this path:
where (a) follows by a routine induction argument and where we define −1 m=0 • ∆ = 1 for notational convenience.
Using this representation to expand Equation (B.9), we obtain the following cumbersome expression: 
Note that by the orthogonality principle, ψ −Ê[ψ | H
or by rearranging and applying the representation for x i (t) obtained earlier, if and only if
Example 7. Consider a process x(t) generated by the VAR(1) model 4 having B(z) = Bz −1 . If B is diagonalizable, and has at least 2 distinct eigenvalues, then x(t) is persistent.
Pick any i ∈ [n], j ∈ A(i) \ {i}. Then the stability of B allows us to write
whereby we see that ∃k > 0 such that [B k ] ij = 0 (since j ∈ A(i)). Then consider
where (a) utilizes the Jordan Normal Form of B, and (b) denotes u = P T e i and v = P −1 e j . In order for τ ∞ (A ij ) < ∞, there must be some N > 1 such that ∀r ≥ N , the above term is 0. This may be the case for instance if B is a nilpotent matrix.
Using the supposition that B is diagonalizable (i.e. J is a diagonal matrix) with at least 2 distinct eigenvalues (in this case B is not nilpotent), we can then rewrite the above as
where λ ν denotes the eigenvalues of B and β ν = u ν v ν . Note that f (0) = 0 since i = j and u is a row of P and v is a column of P −1 . Moreover, f (1) = 0 by hypothesis. But, in order for f (r) = 0 ∀r ≥ N , it would need to be the case that Dg(λ) r λ = V z had a solution in z for every r ≥ N , where V is an n × n − 1 full-rank matrix whose columns span the nullspace of β, and λ = (λ 1 , . . . , λ n ). That is, iterates of Dg(λ) applied to λ would need to remain inside β's nullspace. This would imply that
i.e. that λ r+1 is an eigenvector of V V † for an infinite number of integers r (the exponentiation is to be understood as a point wise operation). However, since there can only be a finite number of (unit length) eigenvectors, this cannot be the case unless every eigenvalue (λ 1 , . . . , λ n ) were equal. We see from this example that the collection of VAR(1) systems which are not persistent are pathological, in the sense that their system matrices have zero measure when viewed as a subset of R n 2 . Proof. We have Specializing this fact to F (z)A(z)v(t), B(z)v(t) we see that the coefficients cannot be orthogonal for every choice of F , and that sup F τ ∞ (F A) = ∞, leaving only the possibility that
where (a) follows since τ 0 (F A) = τ 0 (F ) + τ 0 (A), and (b) since min F τ 0 (F ) = 1.
Proof. The final equivalence follows immediately from Lemma 4. For the first equivalence we haveÊ
which can be expanded by Equation (B.2) to obtain (after cancelling all ancestors of i other than k)
which by the Lemma is equivalent to τ 0 (A jk ) ≥ τ ∞ (A ik ) as stated.
Proposition 14. Fix i, j ∈ [n] and suppose ∃k ∈ A(i) ∩ A(j) which confounds i, j.
Proof. Recalling Theorem 1, consider some ψ ∈ H (j) t−1 and represent it as ψ(t) = F (z)x j (t) for some strictly causal filter F (z). Then
where (a) applies the orthogonality principle, (b) expands with Equation (B.2) with
, and (c) follows by performing cancellations of v k (t) ⊥ v (t) and noting that by the contrapositive of Proposition 12 we cannot have i ∈ A(j) or j ∈ A(i).
Through symmetric calculation, we can obtain the expression relevant to the deter-
The persistence condition, by Corollary 5, ensures that for each k ∈ A(i) ∩ A(j) there is some F (z) and some G(z) such that at least one of the above terms constituting the sum over k is non-zero. It remains to eliminate the possibility of cancellation in the sum.
The adjoint of a linear filter C(z) is simply C(z −1 ), which recall is strictly anticausal if C(z) is strictly causal. Using this, we can write
Moreover, it is sufficient to find some strictly causal F (z) of the form F (z)(1−H j (z)) (abusing notation) since 1−H j (z) is causal. Similarly for G(z), this leads to symmetric expressions for j PW → i and i PW → j respectively:
Recall the filter from Assumption 1 Similarly, if T ij (z) is not anti-causal, then ∃k > 0 such that the z −k coefficient of T ij (z) is non-zero, and we can choose strictly causal G(z) so that G(z −1 ) = z k , and then B.17 is non-zero and therefore i PW → j.
B.2 The Main Theorem
Theorem 4 (Pairwise Recovery). If the Granger causality graph G for the process x(t) is a strongly causal DAG and Assumption 1 holds, then G can be inferred from pairwise causality tests. The procedure can be carried out, assuming we have an oracle for pairwise causality, via Algorithm (2).
Algorithm 2: Pairwise Granger Causality Algorithm (PWGC)
input : Pairwise Granger causality relations output :
# a counter used only for notation
Our proof proceeds in 5 steps stated formally as lemmas. Firstly, we characterize the sets W and P k . Then we establish a correctness result for the inner loop on r, a correctness result for the outer loop on k, and finally that the algorithm terminates in a finite number of steps.
Lemma 5 (W Represents Ancestor Relations). In Algorithm 2 we have (i, j) ∈ W if and only if i ∈ A(j). In particular, W ⊆ E.
Proof. Let j ∈ [n] and suppose that i ∈ A(j). Then i PW → j by Proposition 13. Proposition 12 ensures that (i, j) are not confounded and Corollary 2 that j ∈ A(i) so j PW i by Proposition and therefore 11 (i, j) ∈ W .
Conversely, suppose (i, j) ∈ W . Then since j PW i, Proposition 14 ensures that (j, i) are not confounded and so by Proposition 11 we must have i ∈ A(j).
Definition 13 (Depth). For our present purposes we will define the depth d(j) of a node j in G to be the length of the longest path from a node in P 0 to j, where d(j) = 0 if j ∈ P 0 . It is apparent that such a path will always exist. For example, in Figure 3 we have d(3) = 1 and d(4) = 2.
Lemma 6 (Depth Characterization of P k and S k ). i ∈ P k ⇐⇒ d(i) = k and j ∈ S k ⇐⇒ d(j) ≥ k.
Proof. We proceed by induction, noting that P 0 is non-empty since G is acyclic and therefore G contains nodes without parents. The base case i ∈ P 0 ⇐⇒ d(i) = 0 is by definition, and j ∈ S 0 ⇐⇒ d(j) ≥ 0 is trivial since S 0 = [n]. So suppose that the lemma is true up to k − 1.
, this implies that j ∈ S k with (j, i) ∈ W (by Lemma 5) which is not possible due to the construction of P k and therefore d(i) ≤ k.
We have by induction that d(s) ≥ k−1, but again by induction (this time on P k−1 ) we have d(s) = k − 1 since S k = S k−1 \ P k−1 and therefore d(s) ≥ k.
(
if s ∈ S k is such that (s, i) ∈ W then s PW → i and i PW s so that by Proposition 14 there cannot be a confounder of (s, i) (otherwise i PW → s) so then by Proposition 11 we have s ∈ A(i). We have shown that s ∈ S k =⇒ d(s) ≥ k and so we must have d(i) > k, a contradiction, therefore there is no such s ∈ S k so i ∈ P k .
(d(j) ≥ k =⇒ j ∈ S k ): Let j ∈ [n] such that d(j) ≥ k, then by induction we have j ∈ S k−1 . This implies by the construction of S k that j ∈ S k only if j ∈ P k−1 , but we have shown that this only occurs when d(j) = k − 1, but d(j) > k − 1 so j ∈ S k . Proof. We prove by induction on r, keeping in mind the results of Lemmas 5 and 6. For the base case, let r = 1 and suppose that (i, j) ∈ E with d(j) = k and d(i) = k − 1. Then, by Corollary 4 (i, j) ∈ W and by our assumptions on E k−1 there is no i → · · · → j path in E k−1 and therefore (i, j) ∈ D k1 . Conversely, suppose that (i, j) ∈ D k1 . Then, d(i) = k − 1 and d(j) = k which, since (i, j) ∈ W =⇒ i ∈ A(j) implies that i ∈ pa(j) and (i, j) ∈ E. Now, fix r > 1 and suppose that the result holds up to r − 1. Let (i, j) ∈ E with d(j) = k and d(i) = k − r. Then, (i, j) ∈ W and by induction and strong causality there cannot already be an i → · · · → j path in E k−1 ∪ r−1 =0 D kr , therefore (i, j) ∈ D kr . Conversely, suppose (i, j) ∈ D kr . Then we have d(i) = k − r, d(j) = k, and i ∈ A(j). Suppose by way of contradiction that i ∈ pa(j), then there must be some u ∈ pa(j) such that i ∈ A(u). But, this implies that d(i) < d(u) and by induction that (u, j) ∈ r−1 =1 D k . Moreover, since d(u) < k (otherwise d(j) > k) each edge in the i → · · · → u path must already be in E k−1 , and so there must be an i → · · · → j path in E k−1 ∪ r−1 =0 D kr , which is a contradiction since we assumed (i, j) ∈ D kr . Therefore i ∈ pa(j) and (i, j) ∈ E. Lemma 8 (Outer Loop). We have (i, j) ∈ E k if and only if (i, j) ∈ E and d(j) ≤ k. That is, at iteration k, E k and E agree on the set of edges whose terminating node is at most k steps away from P 0 .
Proof. We will proceed by induction. The base case E 0 = ∅ is trivial, so fix some k ≥ 1, and suppose that the lemma holds for all nodes of depth less than k.
Then clearly there is some 1 ≤ r ≤ k such that (i, j) ∈ D kr so that by Lemma 7 we have (i, j) ∈ E and d(j) = k.
Conversely, suppose that (i, j) ∈ E and d(j) ≤ k. If d(j) < k then by induction (i, j) ∈ E k−1 ⊆ E k so suppose further than d(j) = k. Since i ∈ pa(j) we must have d(i) < k (else d(j) > k) and again by Lemma 7 (i, j) ∈ k r=1 D kr which implies that (i, j) ∈ E k . Lemma 9 (Finite Termination). Algorithm 2 terminates and returns the set E k −1 = E for some k ≤ n.
Proof. If n = 1, the algorithm is clearly correct, returning on the first iteration with E 1 = ∅. When n > 1 Lemma 8 ensures that E k coincides with {(i, j) ∈ E | d(j) ≤ k} and since d(j) ≤ n − 1 for any j ∈ [n] there is some k ≤ n such that E k −1 = E. We must have S k = ∅ since j ∈ S k ⇐⇒ d(j) ≥ k (if d(j) > k − 1 then E k −1 = E) and therefore the algorithm terminates.
Appendix C Finite Sample Implementation
In this section we provide a review of our methods for implementing Algorithm 1 given a finite sample of T data points. We apply the simplest reasonable methods in order to maintain a focus on our main contributions (i.e. Algorithm 2), more sophisticated schemes can only serve to improve the results. Textbook reviews of the following concepts are provided e.g. by [37] , [38] , and elsewhere.
In subsection C.1 we define pairwise Granger causality hypothesis tests, in subsection C.2 a model order selection criteria, in subsection C.3 an efficient estimation algorithm, in subsection C.4 the method for choosing an hypothesis testing threshold, and finally in subsection C.5 the unified finite sample algorithm.
C.1 Pairwise Hypothesis Testing
In performing pairwise checks for Granger causality x j PW → x i we follow the simple scheme of estimating the following two linear models:
We formulate the statistic
where ξ i (p) is the sample mean square of the residuals 5 
and similarly for ξ ij (p). We test F ij (p) against a χ 2 (p) distribution. If the estimation procedure is consistent, we will have the following convergence (in P or a.s.):
In our finite sample implementation (see Algorithm 3) we add edges to G in order of the decreasing magnitude of F ij instead of proceeding backwards through P k−r in Algorithm 2. This makes greater use of the information provided by the test statistic F ij , moreover, if x i GC → x j and x j GC → x k , it is expected that F kj > F ki , thereby providing the same effect as proceeding backwards through P k−r .
C.2 Model Order Selection
There are a variety of methods to choose the filter order p (see e.g. [39] ), but we will focus in particular on the Bayesian Information Criteria (BIC). The BIC is substantially more conservative than the popular alternative Akaiake Information Criteria (the BIC is also asymptotically consistent), and since we are searching for sparse graphs, we therefore prefer the BIC, where we seek to minimize over p:
where Σ ij (p) is the 2 × 2 residual covariance matrix for the VAR(p) model of (x i (t), x j (t)). The bivariate errors ξ ij (p) and ξ ji (p) are the diagonal entries of Σ ij (p).
We carry this out by a simple direct search on each model order between 0 and some prescribed p max , resulting in a collection p ij of model order estimates. In practice, it is sufficient to pick p max ad-hoc or via some simple heuristic e.g. plotting the sequence BIC(p) over p, though it is not technically possible to guarantee that the optimal p is less than the chosen p max (since there can in general be arbitrarily long lags from one variable to another).
C.3 Efficient Model Estimation
In practice, the vast majority of computational effort involved in implementing our estimation algorithm is spent calculating the error estimates ξ i (p i ) and ξ ij (p ij ). This requires fitting a total of n 2 p max autoregressive models, where the most naive algorithm (e.g. solving a least squares problem for each model) for this task will consume O(n 2 p 4 max T ) time, it is possible to carry out this task in a much more modest O(n 2 p 2 max ) + O(n 2 p max T ) time via the autocorrelation method [40] which substitutes the following autocovariance estimates in the Yule-Walker equations: 6
It is imperative that the first index in the summation is τ + 1, as opposed perhaps to p max and that the normalization is 1/T , as opposed perhaps to 1/(T − p max ), in order to guarantee that R x (τ ) forms a valid (i.e. positive definite) covariance sequence. This results in some bias, however the dramatic computational speedup is worth it for our purposes.
These covariance estimates constitute the O(n 2 p max T ) operation. Given these particular estimates, the variances ξ i (p) for p = 1, . . . , p max can be evaluated in O(p 2 max ) time each by applying the Levinson-Durbin recursion to R ii (τ ), which effectively estimates a sequence of AR models, producing ξ i (p) as a side-effect (see [40] and [41] 
C.4 Edge Probabilities and Error Rate Controls
Denote F ij the Granger causality statistic of Equation (C.3) with model orders chosen by the methods of Section C.2. We assume that this statistic is asymptotically χ 2 (p ij ) distributed (e.g. the disturbances are Gaussian), and denote by G the cumulative distribution function thereof. We will define the matrix
to be the matrix of pairwise edge inclusion P-values. This is motivated by the hypothesis test where the hypothesis H 0 will be rejected (and thence we will conclude
The value δ can be chosen by a variety of methods, in our case we apply the Benjamini Hochberg criteria [43] [37] to control the false discovery rate of pairwise edges to a level α (where we generally take α = 0.05).
C.5 Finite Sample Recovery Algorithm
After the graph topology G has been estimated via Algorithm 3, we refit the entire model with the specified sparsity pattern directly via ordinary least squares.
We note that producing graph estimates which are not strongly causal can potentially be achieved by performing sequential estimates x 1 (t), x 2 (t), . . . estimating a strongly causal graph with the residuals of the previous model as input, and then refitting on the combined sparsity pattern. We intend to consider this heuristic in future work.
Appendix D Simulation
We have implemented our empirical experiments in Python [44] , in particular we leverage the LASSO implementation from sklearn [45] and the random graph generators from networkx [46] . We run experiments using two separate graph topologies having n = 50 nodes. These are generated respectively by drawing a random tree and a random Erdos Renyi graph then creating a directed graph by directing edges from lower numbered nodes to higher numbered nodes.
We populate each of the edges (including self loops) with random linear filters constructed by placing 5 transfer function poles (i.e. p = 5) uniformly at random in a disc of radius 3/4 (which guarantees stability for acyclic graphs). The resulting system is driven by i.i.d. Gaussian random noise, each component having random variance σ 2 i = 1/2 + r i where r i ∼ exp(1/2). To ensure we are generating data from a stationary system, we first discard samples during a long burnin period.
For both PWGC and adaLASSO We set the maximum lag length p max = 10.
Results are collected in Figures 6, 7, 8, 9. In reference to Figure 6 it should not be overly surprising that our PWGC algorithm performs better than the LASSO for the case of a strongly causal graph, since in this case the theory from which our heuristic derives is valid. However, the performance is still markedly superior in the case of a more general DAG. We would conjecture that a DAG having a similar degree of sparsity as an SCG is "likely" to be "close" to an SCG, in some appropriate sense. 
Prediction Error
Test Errors against T (Random SCG graph on n = 50 nodes)
Comparison of PWGC and LASSO for VAR(p) model estimation. We make comparisons against both the MCC and the relative log mean-squared prediction error ln tr Σv ln trΣv . Results in Figure 6 are for systems guaranteed to satisfy the assumptions required for Theorem 4. Figure 8a measures support recovery performance as the number of nodes n increases, and the edge proportion as well as the number of samples T is held fixed. Remarkably, the degradation as n increases is limited, it is primarily the graph topology (SCG or non-SCG) as well as the level of sparsity (measured by q) which are the determining factors for support recovery performance. Figure 8b provides a support recovery comparison for very small values of, T typical for many applications. Figure 9 illustrates the severe (expected) degradation in performance as the number of edges increases while the number of data samples T remains fixed. For larger values q in this plot, the number of edges in the graph is comparable to the number of data samples.
We have also paid close attention to the performance of PWGC in the very small sample (T ≤ 100) regime (see Figure 8b ), as this is the regime many applications must contend with.
In regards scalability, we have observed that performing the O(n 2 ) pairwise Granger causality calculations consumes the vast majority (> 90%) of the computation time. Since this step is trivially parallelizable, our algorithm also scales well with multiple cores or multiple machines. Figure 8a is a demonstration of this scalability, where we are able to estimate graphs having over 1500 nodes (over 2.25 × 10 6 possible edges) using only T = 500 data points, granted, an SCG on this many nodes is extremely sparse. Log Prediction Error Relative to Noise Floor
Prediction Error Comparison
Test Errors Against q for T = 500, n = 50 Figure 9 provides a comparison between PWGC and AdaLASSO as the density of graph edges (as measured by q) increases. For reference, 2 n = 0.04 has approximately the same level of sparsity as the SCGs we simulated. As q increases, the AdaLASSO outperforms PWGC as measured by the MCC. However, PWGC maintains superior performance for 1-step-ahead prediction. We speculate that this is a result of fitting the sparsity pattern recovered by PWGC via OLS which directly seeks to optimize this metric, whereas the LASSO is encumbered by the sparsity inducing penalty.
