Suppose G is a graph and k, d are integers. The (k, d)-relaxed colouring game on G is a game played by two players, Alice and Bob, who take turns colouring the vertices of G with legal colours from a set X of k colours. Here a colour i is legal for an uncoloured vertex x if after colouring x with colour i, the subgraph induced by vertices of colour i has maximum degree at most d. Alice's goal is to have all the vertices coloured, and Bob's goal is the opposite: to have an uncoloured vertex without a legal colour. The d-relaxed game chromatic number of G, denoted by χ
Introduction
Suppose G = (V, E) is a graph, d ≥ 0 is an integer and X is a set of k colours. Consider the following game played by Alice and Bob. The two players alternate their turns, with Alice having the first move. At each move, the player who has the turn colours an uncoloured vertex with a legal colour from X . Here a colour i ∈ X is legal for an uncoloured vertex x ∈ V (G) if by colouring x with colour i, each vertex of colour i is adjacent to at most d vertices of colour i. In other words, colour i is legal for x if the following hold:
1. x has at most d neighbours that are coloured by colour i. 2. If y is a neighbour of x coloured by colour i, then y has at most d − 1 neighbours that are coloured by colour i.
The d-relaxed game chromatic number χ (d) g (G) of G is the least cardinality of a colour set X for which Alice has a winning strategy for the d-relaxed colouring game played on G with colour set X . A 0-relaxed colouring game is the same as the colouring game, and the 0-relaxed game chromatic number of a graph G is called the game chromatic number of G. For convenience, we call a d-relaxed colouring game with k colours a (k, d)-colouring game.
The game chromatic number of a graph was introduced by Bodlaender [1] , and has been studied in [2, [7] [8] [9] [11] [12] [13] [14] [15] [17] [18] [19] . The relaxed game chromatic number was introduced in [3] , and has been studied in [4] [5] [6] 10, 16] . For a class C of graphs, let
: G ∈ C}. Let F be the class of forests, Q the class of outerplanar graphs, PK k the class of partial k-trees and P the class of planar graphs. The following theorems are combinations of results proved in a series of papers [3] [4] [5] [6] 8, 10, 11, 16, 18, 19] . 
Notation
Let G be a 2-connected triangulated outerplanar graph (i.e., each inner face of G is a triangle). We produce an ordering of the vertices of G as follows: choose an edge incident to the infinite face and label its two end vertices v 1 , v 2 . Suppose we have labeled vertices v 1 , v 2 , . . . , v i , and there are unlabeled vertices. Then choose a triangle which contains only one unlabeled vertex and label it v i+1 . This method produces a labeling v 1 
is an edge and j < i. The ordering constructed above has the following properties:
(1) For i ≥ 3, the vertex v i has exactly two parents and these two parents are adjacent.
(2) If i = j, then v i and v j have at most one parent in common.
For each i ≥ 3, suppose v i 1 , v i 2 are the two parents of v i . If i 1 < i 2 , we call v i 1 the major parent of v i , and call v i 2 the minor parent of v i . The vertex v i is called a major child of v i 1 and a minor child of v i 2 . For each vertex v = v 1 , v 2 , we shall denote by f (v), m(v), Ma(v) and Mi(v) the major parent, minor parent, the set of major children, the set of minor children of v, respectively. Observe that
Note that if two vertices of G are joined by an edge, then one is a parent of the other. If w is a minor child of v, then f (w) is a parent of v. By Property (2) of the ordering, two minor children of v have different major parents. Therefore, we have |Mi(v)| ≤ 2. If |Mi(v)| = 2, then one has major parent f (v) and the other has major parent m(v).
When v and f (v) have a common child, we denote this child by s 1 (v). When v and m(v) have a common child, we denote this child by s 2 (v).
A winning strategy for Alice for the (2, 6)-relaxed colouring game on outerplanar graphs
The main result of this paper is the following theorem:
It is obvious that χ (d) g (Q) ≥ 2 for any d. So to prove Theorem 5, it suffices to show that for d ≥ 6, Alice has a winning strategy for the (2, d)-relaxed game on any outerplanar graph G. We shall prove this for the case where G is a 2-connected outerplanar graph, and it is easy to see that the proof works for any subgraph of G and hence the theorem holds for all outerplanar graphs. In the following, the colour set is {1, 2}. For convenience, we define a unary operation on the colour set:2 = 1 and1 = 2.
The strategy is an activation strategy: Alice will create and keep record of a set A of active vertices. In the usual activation strategy, after activating a vertex x, Alice jumps to a parent v of x, to either activate v or colour v. However, in the activation strategy in this paper, after activating a vertex x, Alice may jump to a parent v of x or jump to a special sibling x of x.
Let U denote the set of uncoloured vertices. If a vertex x is coloured, then c(x) denotes the colour of x. Initially, the set A of active vertices is empty. In the process of the game, vertices will be added to A. When a vertex x is added to A, we say x is activated. Once a vertex is activated, it remains active forever.
In her first move, Alice colours v 1 and activates v 1 . Suppose Bob has just coloured a vertex b and it is now Alice's turn. We shall first describe a strategy for Alice to select the vertex to be coloured in her next move. The search for the vertex to be coloured in Alice's next move consists of jumps from vertex to vertex. Usually, the jumps are from a vertex x directly to a parent u of x, or through a parent u of x to a neighbor w of u. In the former case, we say x made a contribution to u, and u received a contribution from x. In the latter case, we say u made a contribution to w, and w received a contribution from u. Sometimes, a jump can also be from a vertex x to the smallest uncoloured vertex u. In this case, x and u are not necessary adjacent, and no contribution is counted.
To describe the jumping rules and colouring rules, we need some notation. For a vertex v, let Jumping rules. The search stage has two steps, an initial step and a recursive step. After Bob coloured a vertex b, Alice goes to the initial step. Suppose X, Y are subsets of V (G). When we say jump to X , we mean jump to the least uncoloured vertex of X ; when we say jump to an uncoloured vertex in the order of preference X, Y , it means jump to the least uncoloured vertex of X if X ∩ U = ∅, and jump to the least uncoloured vertex of Y otherwise. In the case where X = {x} is a single vertex, we write x instead of {x}. Initial step:
, then through f (b), jump to an uncoloured vertex in the following order of preference:
jump to an uncoloured vertex in the following order of preference:
After the initial step, assume that Alice reached vertex x. Now move to the recursive step.
is uncoloured then jump from x to f (x); x = f (x); else break; end if; end do; colour x. Note that the vertex x in the recursive step will never be the vertex v 1 and hence f (x) is defined. Colouring rules. Suppose Alice has selected x to be coloured in her move. Alice colours x with colour i, where i is chosen as follows:
where v is the least vertex among those coloured neighbours which made a contribution to x. 3. If none of the above is true, then i := c( f (x)). Proof. Assume x ∈ U . Each time a major child v of x is activated, Alice will jump from v to x. Therefore, x has at most six active neighbours: two parents f (x) and m(x), two minor children, two major children. If x has six active neighbours, then it is Alice's turn and Alice will colour x. Lemmas 2 and 3 below follow from the description of the strategy. 
For a subset T of coloured vertices, we shall order the vertices of T as T = {x 1 , x 2 , . . . , x t } in such a way that x i is coloured before x i+1 . In this way, we can refer to the first vertex, the second vertex, etc. of T . Proof. Assume x 1 , x 2 are the first vertex and the second vertex of S(v). First we show that x 2 is coloured after v. Otherwise, each of x 1 , x 2 made a contribution to v. By Lemma 2, v is coloured by Alice and v ∈ B( f (v)). By the colouring rule, c(v) = c(x 1 ) or c(v) = c(x 2 ), contrary to the assumption that x 1 , x 2 ∈ S(v).
Next is coloured or it is Alice's turn and in her current move Alice will colour s 1 (v) with colour c(v); if |S(v)| ≥ 6, then either m(v) is coloured or it is Alice's turn and in her current move Alice will colour m(v) with colour c(v).
. Hence Alice will not colour x i with the same colour as v. Therefore, for i ≥ 3, x i is coloured by Bob and at the time
is coloured before v is activated. By the jumping rules, v can receive at most one contribution. This implies at the time v is coloured, A(v) = ∅ and |S(v)| + |B(v) ∪ B (v)| ≤ 1. Therefore, for i ≥ 2, x i is coloured by Bob, and at the time Proof. Assume |Def(v)| = 6 and m(v) is uncoloured. Then |S(v)| ≥ 3. By Lemma 6, if |S(v)| ≥ 6, then we are done. Assume |S(v)| ≤ 5. If m(v) received two contributions from v, then by Lemma 2, it is Alice's turn and in her current move Alice will colour m(v) with colour c(v). Assume m(v) received at most one contribution from v. We divide the proof into three cases. A( f (v) ). Therefore, after s 1 (v) received one contribution from v, Alice colours s 1 (v) with the same colour as f (v). Since f (v), s 1 (v) ∈ Def(v), we obtain s 2 (v) ∈ Def(v). When s 2 (v) is activated, Alice jumps to m(v). Therefore, m(v) received two contributions, one from s 2 (v) and one from v. So it is Alice's turn and in her current move Alice will colour m(v) with colour c(v).
