We propose a digital spectral separation (DSS) system and methods to extract spectral information optimally from a weak multispectral signal such as in the bioluminescent imaging (BLI) studies. This system utilizes our newly invented spatially-translated spectral-image mixer (SSM), which consists of dichroic beam splitters, a mirror, and a DSS algorithm. The DSS approach overcomes the shortcomings of the data acquisition scheme used for the current BLI systems. Primarily, using our DSS scheme, spectral information will not be filtered out. Accordingly, truly parallel multi-spectral multi-view acquisition is enabled for the first time to minimize experimental time and optimize data quality. This approach also permits recovery of the bioluminescent signal time course, which is useful to study the kinetics of multiple bioluminescent probes using multi-spectral bioluminescence tomography (MSBT).
Introduction
Among molecular imaging modalities, optical imaging and bioluminescence imaging in particular, has attracted remarkable attention for its unique advantages in probing capabilities, sensitivity, specificity, and cost-effectiveness [1, 2, 3] . There are two main companies in the bioluminescence imaging area: BERTHOLD TECHNOLOGIES (http://www.berthold.com/) which provides NightOWL II LB 983 systems, and Caliper Life Science (http://www.caliperls.com) which markets IVIS image systems, including IVIS Lumina, IVIS 100, IVIS 200, IVIS-3D and IVIS-Spectrum [4, 5, 6] . These systems have gained significant popularity over the past years. However, due to the light scatter and absorption in biological tissues, bioluminescence imaging is seriously limited in quantitative studies when bioluminescent sources are deep inside a small animal.
Bioluminescence tomography (BLT) is an emerging and promising molecular imaging technology that aims to reconstruct a 3D bioluminescent source distribution reflecting the concentration of bioluminescent cells in a living mouse from external views around the mouse [7, 8, 9, 10, 11, 12, 13, 14] . Similar to the development of x-ray CT from planar radiography, BLT allows localized and quantitative analyses of bioluminescent source/probe distributions while existing planar bioluminescent imaging is primarily qualitative. While fluorescence Fig. 1. Bioluminescent intensity change over time at 37 • C using the Xenogen IVIS 100 in a transgenic mouse injected with 150mg/kg D-luciferin [21] . molecular tomography (FMT) of small animals has seen significant progress over the past four years [15] , BLT is only emerging. The major reason for this developmental delay is that the bioluminescence tomography problem is rather less accurately posed and significantly more challenging than the fluorescence problem. We have studied and rigorously showcased this point [16] . For this reason, BLT development requires italicized information to compensate for the lack of intrinsic information in the external bioluminescent measurement. It is already recognized that a significant improvement in BLT reconstruction quality can be achieved by 1) utilization of spectral information in the bioluminescent signal, 2) incorporation of a priori knowledge, 3) registration of an individualized anatomical volume and the corresponding attenuation map derived optically at the wavelengths of bioluminescence propagation.
To improve the BLT result, we proposed multi-spectral bioluminescence tomography (MSBT) to sample the bioluminescence spectrum into a number of bands or channels for multiwavelength imaging, and then perform the source reconstruction [10, 17] . Other groups in the BLT field also studied multi-spectral bioluminescence tomography [18, 19, 20] . The results all demonstrated that multi-spectral information can improve the BLT reconstruction.
All the current commercial BLI/BLT systems use a filter wheel approach to capture multiple spectral images sequentially, each time with a different filter. This approach assumes that the bioluminescence signal is stable in the data acquisition process. Unfortunately, this assumption is only realistic for a very short time. Several studies show that the time-course of the bioluminescence signal can have a very board dynamic range during BLI/BLT experiments. For example, as shown in Fig. 1 , the bioluminescent signal changes over 10-fold during a 30 minute experiment [21] . In an MSBT experiment, at least 4 views and 2 spectral channel are needed, and the experimental time is often over 40 minutes using existing systems such as the IVIS 100. In this situation, the assumption is clearly violated and it becomes very difficult to improve the fundamentally compromised data quality retrospectively. Hence, this kind of measurement will introduce significant inconsistency in the resulting datasets and most likely render the reconstruction useless.
In the photography field, there are other designs which can get the multi-spectral signal simultaneously. The three-CCD (charge-coupled device) technology [22] is used in some cameras and camcorders, which relies on three dichroic prisms to divide the spectrum and direct each spectral component to its corresponding CCD. Since three CCDs are required in this process, the hardware expense is high, and it is not suitable for low f-number (large aperture) applications. Recently, Foveon Inc. (http://www.foveon.com/) introduced a new type of imaging sensor, with three layers for three spectral bands based on the fact that red, green, and blue signals penetrate silicon to different depths, which means that the spectral partition is fixed. Nikon has an alternative design which put a micro-lens and micro-dichroic array in front of the sensor [23] . Since the spectrum-splitting device is rigidly attached to the sensor, which means that the spectral partition cannot be changed flexibly.
In this paper, we present a digital spectral separation (DSS) approach, which uses dichroic beam splitters and a digital spectral separation method to extract different spectral components from multi-spectral images. Primarily, spectral information will not be filtered out, and the time-course of the bioluminescence signal can be optimally recovered. As a result, truly parallel multi-spectral multi-view acquisition is enabled, substantially reducing the experimental time for multi-spectral imaging. Furthermore, all the component images are on the same focal plane of a single CCD camera, providing maximum image clarity. In the subsequent sections, we will present a representative prototype, describe associated DSS algorithms, and report numerical simulation results. In the last section, we discuss several relevant issues and conclude the paper. Figure 2 illustrates a two-spectrum Spatially-translated Spectral-image Mixer (SSM). The base of this device is a glass with two surface coatings: a long-wave-pass dichroic coating [24] on the first surface and a mirror coating on the back surface. To demonstrate the principle of SSM, let us assume that both the dichroic coating and the mirror have ideal physical characteristics, and the light source contains two spectral components: blue and red. The long-wave-pass dichroic coating transmits the light of the longer wavelength (red) and reflects that of the shorter wavelength (blue). The red component will then be reflected by the mirror and mixed with the blue component after a spatial shift. Note that in the mixed signal, the first and last parts are spectrally pure, while those in between are spectrally mixed.
DSS prototype

SSM device
This layered combination of the dichroic coating and mirror surface is the key for our proposed digital spectral separation. From now on, for convenience we call such a device a p q + spatially-translated spectral-image mixer or splitter-covered signal-reflection mirror (SSM). We use SSM p q for an SSM device with a dichroic coating for stopping a signal in band p and transmitting a signal in band q; as a special case, a mirror can be denoted as SSM p+q 0 . Note that the surfaces in an SSM are not necessarily flat and can be adapted into different shapes and orientations for various applications. In contrast to the most popular filter wheel techniques, the most important advantage of an SSM is that it utilizes all the intercepted photons of various colors with all the involved virtual images on the focal plane of the camera.
In our prototype design, the dichroic coating at the first surface will have a stop band [380, 540]nm and a pass band [540, 780]nm. At a 45 • incident angle, the stop band can have a > 97% reflectivity, and the pass band can have a > 90% transmittance. The second surface will be coated by an enhanced silver coating or a dielectric mirror stack coating which can have a 99.9% reflectivity. The base of the SSM device is made of optical grade synthetic fused silica, which has a > 94% external transmittance from 380nm to 780nm. The thickness of the SSM device will be set between 5mm to 10mm. This SSM device can be customized from CVI Optical Components and Assemblies (http://www.cvilaser.com/).
Let a be the stop band reflectivity efficiency and b be the pass band transmission efficiency. As shown in Fig. 3 , the SSM device can be modeled as follows. The beam splitter will reflect ap + (1 − b)q and transmit (1 − a)p + bq. The initially transmitted part will be reflected back to the dichroic coating by the mirror, and be reflected again in a proportion a(1 − a)p + b(1 − b)q of the total energy with the rest (1 − a) 2 p + b 2 q going through the dichroic coating to the CCD. The reflected part will repeat this route until its energy vanishes. The beams transmitted to the CCD can be calculated as:
Definitely, the process cannot be repeated forever; after l = t the residual energy becomes which can be ignored for practical purposes when it is comparable with the Poisson data noise.
The coefficient a and b can be used to decide the number of significant reflections. Another important parameter is the spatial shift. This spatial shift can be easily calculated from the thickness of the SSM, the incident angle, and the refraction index of the glass. We can also measure the spatial shift after the experimental setting is fixed, as shown in section 4.3.
Four-view DSS prototype
As shown in Fig. 4 , the four-view DSS system, which is based on our previously published fourview design [25] , is unique because it allows digital separation of two spectral components. The main difference from the previous design lies in that the four mirrors are replaced by four SSMs. In this system, two of the SSMs are mirrors (5mm thickness), which will redirect the original left and right view to the CCD. The other two SSMs are of the same type (SSM p q ), which will redirect the top and down views with remixed spectral components. The whole setting can be rotated by 90 • to acquire two independent views from each orthogonal direction around the mouse body. The resulting datasets will give us sufficient information to recover the two spectral components for all the four views. Figure 5 shows a comparison between our proposed DSS system and an ordinary multiview system. Assume that a bioluminescence image has two spectral components: (blue) and (red), with differing time courses (the middle row of Fig. 5 ). To perform a two-spectral imaging experiment, a conventional multi-view system needs to take two images using red and blue filters sequentially (the upper row of Fig. 5 ). For each data acquisition session, part of the energy (blue then red) will be filtered out, and the associated information will not be recorded. On the other hand, our DSS system will not filter out any information and will fully utilize all the photons through an entire experimental process (the lower row of Fig. 5 ). Specifically, for the image the DSS system captures using the first SSM device, the first surface of that SSM device is a dichroic beam splitter to reflect the blue component and allow the red component to transmit. The red component will then be reflected by the mirror coating on the second surface. As a result, the red and blue signal will form two images with a spatial shift on the CCD. If the bioluminescent signal is spatially localized relative to that shift on the CCD, the DSS will directly separate the two spectral components; otherwise, the two images will be mixed on the CCD and can be digitally separated. Similarly, the image captured by DSS using a mirror contains both the red and blue components to offer sufficient information for digital separation. Clearly, in both the imaging sessions, no energy and information will be lost. In contrast, with the conventional BLI/BLT system design, for example, when the system captures an image in the blue band, nothing will be recorded about the red component. Therefore, the system cannot monitor the time-course of the signal closely, and will introduce significant inconsistency in the dataset. As shown in section 3.2, the DSS system can recover optimally the dynamics of both spectral components using an algorithm and provide a superior dataset for multi-spectral and especially dynamic BLI/BLT.
DSS algorithm
Static DSS algorithm
The digital spectral separation (DSS) will superimpose spectrally resolved and spatially shifted components physically for optical measurement and separate them from the composite images using a computing technique. How can individual spectral components of spectrally mixed signals be separated? Given two or more composite images with different spatial shift, a linear equation system can be inverted for the DSS. To simplify the discussion, let us first assume the dichroic and mirror coating have perfect optical properties. Taking Fig. 2 as an example, a composite image can be regarded as a linear combination of two virtual images in different spectral bands after a spatial shift. Let us assume that a line object has two spectral components p and q. A SSM p q will split and mix the spectra as following:
where M is the image on the CCD, M k the kth pixel of M , p k the kth pixel of p, q k the kth pixel of q, q k = 0 for k < 1 and k > n, and i > 0. If the distance between the two coatings change, the spatial shift will be changed accordingly (i will be different). That is, we can obtain a new set of linear equations; for example, if the distance is set to zero (mirror coating only), we have
.., n. Combining these two equation sets, we have:
which is an over-determined linear system with n variables and n + i equations. Given the mathematic model of SSM p q in 2.1, the linear system will have the form:
where M k and M k are the kth pixels in the image using mirror and SSM p q respectively. Since bioluminescence images generally very weak, and only a very small area will have signal, this means most the variables p k and q k will be forced zeros and will make the system smaller and over determined.
Multiple-component algorithm
In the preceding subsection, we have considered the two-component case, which can be extended to the multiple-component case. Let us assume that there are m spectral components: p (l) . One straight-forward extension is the use of m − 1 dichroic beam splitter layers. There is another way to un-mix more spectral components using a single dichroic layer SSM. Specifically, we can use m different SSMs: SSM (2) p ( . The equations can be setup as follows:
In this linear system, i l need not to be different.
Least squares reconstruction
In all the aforementioned cases, the corresponding linear system can be expressed as AX = B, where A denotes the system matrix associated with the spectral separation setup, B the measurement (the composite image), and X the spectral components of interest. Considering the measurement noise, the linear least-squares method is preferred to assure a stable solution. In addition to the linear system, we add non-negative constraints upon the variables to confine the results further. The least squares problem is given by:
for X > 0
Since the A matrix is a sparse matrix, a sparse non-negative least squares algorithm can be used to solve the problem efficiently [26, 27, 28] .
Dynamic DSS algorithm
Monitoring the time-course of the bioluminescence multi-spectral signal is fundamentally limited using a conventional BLI/BLT system. The DSS scheme can naturally compensate for the dynamic change of the bioluminescent signal. For clarity, in the following we will use the ideal optical SSM model. Let us first consider the simple case where there is only one type of bioluminescence probe, when the total intensity of the bioluminescent signal changes over time, while the relative percentages of the spectrum remain constant. Here, the signal change can be compensated for by normalizing the images against the total energy of each image. In the case where there are two or more types of bioluminescence probes, we can still compensate for the time-course as follows. Taking the ideal SSM and two-spectral case as an example, assume we take a series of images:
where t
k are the time-courses of the spectral components p and q respectively. Since t To improve the stability of the DSS solution, we can use several SSM devices with varying thickness. Since measurements with different SSM thicknesses are linearly independent, the number of different thicknesses involved can be increased to make the results more accurate and more robust.
Non-linear least squares
The dynamic DSS problem can be solved using a non-linear least squares approach. Typically, this approach enforces the descending condition such that the next step is always better. This method converges fast but it may be trapped at a local minimum. This kind of iterative method is theoretically guaranteed to converge. However, the method my be lengthy in the case of an ill-posed condition of the DSS setup, a large number of unknowns, and/or noisy data coupled with a poor initial guess. An alternative method is the differential evolution (DE) scheme [29, 30, 31] that can solve the inversion problem with an enhanced stability and accuracy. This method has been recently demonstrated by our group in BLT reconstructions [32] . The DE approach is population-based and driven by the differentiation operator. Each candidate solution is perturbed by adding a scaled difference from two randomly selected solution vectors. This unique operator grants the DE with several advantages over other stochastic-based optimizers, including an unprecedented capability for finding the true global minimum regardless of the initial parameter values, superior convergence behavior, and high numerical precision. More importantly, DE exhibits a reliable convergence behavior. The DE almost always finds the exact global optimum and therefore does not need hybridization with the gradient-based methods.
Hence, we have developed a DE algorithm for DSS using C/C++ by combining the DE and the non-negative linear least squares algorithm.
Numerical simulation
Static DSS simulation with perfect coefficient
All the numerical simulations were conducted on an Intel Xeon 3.20GHz 4GB memory using the MATLAB 2006, Intel C/C++ compiler 10.0 and Intel Math Kernel Library 9.1. The first simulation was done with a real bioluminescent image of a mouse. In this case, the original pixel size was about 0.07 mm. A 5 × 5 pixel binning was applied to form an 180 × 80 image, as shown in Fig. 6(a) . Since this was a spectrally mixed image, there is no spectral information. As shown in Fig. 6(b) , we assumed that there were two spectral components p and q in the image, and the percentages for the two spectral components were 40% and 60% respectively. In the simulation, we assumed that a = 0.99 and b = 0.90 for the dichroic coating. A three-reflection model was used to generate the images:
For M , the spatial shift is i = 10 (about 3.5mm). Poisson noise was added to the images according to the signal level. As shown in Fig. 6(c) , the top image used SSM p q while the lower image used a mirror. Then DSS algorithm was applied to every column of the images to recover the spectral information using a same model. Figure 6 (d) shows the reconstructed spectral components. Figure 6 (e) is the mixed result. The simulation results were in excellent agreement with the original spectral image. The reconstruction errors for the two bands were 5.4% and 4.2% respectively.We also noticed that while the spatial shift was increased, the reconstruction error would be decreased. For example, using the same setting as in the first experiment, if the spatial shift was set to 20 pixels, the errors would be 4.4% and 3.5% respectively; and if the spatial shift was 30 pixels, the error would be 4.1% and 3.0% only. Clearly, if the spatial shift was set sufficiently large, the signals in the two spectral bands would be fully separated.
Dynamic DSS simulation
The second simulation was to recover two spectral images and corresponding time-course functions. Assume that we have a 1D image with two spectra: p and q, as shown in Fig. 7(a) . The time-courses for the two spectra were p(t) and q(t) in the form of chi-square functions. In our recent study on the time-courses of the bioluminescence probes, the time-course functions can be approximated by two different Gaussian/Chi-square distribution functions before and after the signal peak. For simplicity, here we used the Chi-square function to approximate the time-course function, as shown in Fig. 7(b) . In the simulation, from the time interval 4 to 28 minutes, we captured 12 images, with an exposure time of 2 minutes per image. The images [1, 5, 9] were captured using a mirror, while the images [2, 6, 10] were taken using an SSM with a 5 pixels shift, images [3, 7, 11] using an SSM with a 10 pixels shift, and the images [4, 8, 12] using an SSM with a 15 pixels shift. Figure 7(a) shows the reconstructed results for p and q, with the errors 2.3% and 3.6% respectively. Figure 7(b) shows the recovered results for the two time-course functions, with the errors 1.6% and 3.3% respectively. We regenerated a set of data set with random Poisson noise and our DSS program gave similar results.
A similar experiment conduced with the IVIS Spectrum system (a filter-wheel based system) to capture the multi-spectral data for four views, would marginally capture one data set (8 images), while the time-course information will be completely lost.
Static DSS with imperfect coefficient
The third simulation was similar to the first one but with imperfect coefficients: a and b. The forward imaging was implemented using the forward ray tracing method, which is the most accurate algorithm in the optical engineering field. Then, our DSS algorithm was applied to the realistically simulated dataset to compare the recovered result and the filtered counterpart. As shown in Fig. 8(a) , the focus length of the lens was set to 55mm, the aperture of the lens 50mm, and the distance between the lens to the virtual images 500mm. The thickness of each SSM component was 5mm, with true coefficients a = 0.95 and b = 0.80. It is well known that the coefficient of dichroic coating will change when the incident angle varies; in our cases, the half cone angle (within the cone, the photon can enter the lens) for each point on the virtual image is less than arcsin(50/2/500) = 2.87 • . Since this aperture is very small, we can ignore the variation in the coefficient. A cylinder object was then placed in the middle of the four view DSS prototype. To reduce the forward simulation time, we only simulated a band on the cylindrical surface. The band source will form line images on the CCD. The two images captured from the mirror and SSM were shown in Fig. 8(b) . To measure the spatial shift, we used a small point source on the cylinder surface. The point source was spectrally pure within the pass band of the SSM. The distance was measured between the corresponding light spots formed on the CCD. In this configuration, the spatial shift was 9 pixels, as shown in Fig. 8(c) . This method can be used to calibrate the coefficients a and b. In the calibration, a much stronger light source (laser) would reduce noise greatly. In the simulation, the calibration procedure was repeated several times. The calibrated coefficients were found to be a = 0.9487 and b = 0.7970. Finally, the DSS data was shown in Fig. 8(d) . The reconstruction errors were about 2.27% and 2.49% for spectral bands p and q respectively. In comparison with the errors from the first and the second simulations, the relative error in the third simulation was in the same level.
Discussions and conclusions
Bioluminescent signals are generally very weak. Even using a state of art liquid nitrogen cooled CCD camera, several minutes are needed to obtain a decent signal-to-noise ratio. To obtain multi-spectral data, the filter wheel approach requires long imaging times. The digital spectral separation approach proposed here provides a novel solution to multi-spectral low light imaging. In the digital spectral separation method, we shift the spectral components in space and collect all of them simultaneously, instead of filtering out any spectral information. Due to space limitations, we could not cover all possible designs using digital spectral separation principles. For example, the mirror and the dichroic beam splitter do not need to be parallel. Also, the mirror and dichroic beam splitter can be shaped flexibly as needed. We can have one view, two view, eight view, or even cone-shape designs. In the presented prototype design, the system still needs to take several images to recover multiple spectral components; for example, if we compare the four-view DSS prototype with the four-view BLT system, it will not reduce the experimental time. Alternatively, we can capture all the spectra information in one shot. As shown in Fig. 9(a) , where (A, ..., H) are eight SSMs, each SSM covers two parts of the surface. For example, 1 is covered by A and B, so the same portion of the mouse body surface can be imaged twice by two adjacent optical elements. Therefore, the spectral information can be simultaneously recorded and subsequently recovered up to two components. However, the 3D mouse body surface model is required for signal calibration. This type of the design can be extended to separate more spectral components, as shown in Fig. 9(b) . Note that we can also use more views to separate less spectral components. Comparing this eight-view DSS prototype with the ordinary IVIS system, the DSS system can reduce experimental time by 8 folds. In addition to the time saving, it can compensate for the temporal variation of the signal automatically. If we compare this eight-view DSS prototype with the multi-view design, the experimental time can be cut by half.
In the single probe case, the time-varying ratios between different spectral components are the same, and this ratio can be easily estimated from the bioluminescent images. If we have two or more types of probes in the mouse, the time-varying behaviors of different probes will not be the same. Because these probes generally differ in spectral profiles, the time-courses of different spectral profiles will not be the same. In this case, the dynamic DSS algorithm will be very useful to monitor the time-course of each spectral component according to Eq. (8) . To recover the multi-probe source distributions, we definitely need to apply a BLT algorithm to the multi-spectral images extracted using the DSS algorithm, since the DSS algorithm itself cannot reconstruct multi-probe distributions directly.
Most importantly, the applications are not limited to bioluminescence imaging. Actually, the proposed DSS concept can be applied to any multi-spectral imaging studies if faster data acquisition is desirable. The focus of this paper is on the DSS method; further efforts will be made on system prototypes and reconstruction methods. Theoretical and animal studies on the performance optimization (such as noise minimization) of the DSS scheme will be conducted in the future.
In conclusion, we have proposed a DSS approach for optimal acquisition of multi-spectral data. Specifically, we have formulated the static and dynamic DSS algorithms, and described a four-view DSS prototype for bioluminescence tomography. Our results should be generally useful for multi-spectral imaging in the case of weak and/or variable signals.
