Abstract. Aiming at the shortcomings in practice of disassembling course of ship power equipment in the real environment and advantages of AR (Augmented Reality) technology in education and training, this paper mainly deals with developing a set of disassembling system of marine power machinery with virtual-real combination and good human-computer interaction. The system uses Unity3D as the development engine and runs on the HoloLens device. It realizes the operation of the virtual model while users can see the real physical world. The system uses Server / Client mode to carry out the Socket data communication, so as to realize the cooperation of virtual disassembly. The system solves the space and time limitation of disassembly in real environment and greatly saves the cost of disassembly. The system is highly evaluated after being experienced and tested, and therefore, it is of great value in application and dissemination.
Introduction
With the development of international shipping industry and the improvement of ship science and technology, more and more countries are concerned about maritime security. According to research and analysis, IMO (International Maritime Organization) draws a conclusion that about 80 percent of shipwrecks are caused by anthropic factors. To solve this problem effectively, IMO passed the STCW (International Convention on Standards of Training, Certification and Watch keeping for Seafarers) convention. The convention clearly states that the engineer must pass the engineer's certificate of competency, and one of the most important subjects in the assessment of Marine engineers' competency certificate test is the disassembly of ship power equipment. Marine power is a very important part of the ship power equipment. The marine power equipment are complex and varied, and many students fail in this subject due to lack of adequate practice. There are many problems in practice of disassembly of marine power in the real environment, for example the ship power equipment are bulky or the laboratory space is limited. Because of this, only a certain number of power equipment can be placed. Students can only take part in the practice of disassembly in class, and there is no chance to practice disassembling under class.
This paper develops a set of disassembling system of ship power equipment based on augmented reality technology, the system can achieve all the operations only by using one HoloLens glasses. Users wear the HoloLens glasses and open the system, and then they can directly add virtual model to the real environment. The virtual model is combined with the real environment, so users can see both the virtual model and the real environment and operate virtual model through gaze, gestures and voice [1] . In this way, users can open the system and take disassembling practice anytime and anywhere. The system uses Unity3D as the development engine, is developed in C# compiler environment and at last it is posted on HoloLens. Finally, in order to make virtual disassembly more realistic and improve the interaction between users, the system achieves collaborative operations through the Socket protocol.
System Overall Framework Design

System Functional Framework
This paper deals with developing the system of ship power equipment based on augmented reality, which in the course of use does not need computer, redundant data lines, a variety of signal sensors, handles and mouse peripherals. Users only need to wear a HoloLens glasses to achieve all the operations. After the users enter the system, the first thing is to choose power equipment, and then according to their needs to choose learning mode or independent disassembly training mode, and then they can choose the right tool to disassemble the corresponding parts. In the disassembly process, there will be a message prompt if the user operates by mistake. Learning model is like a teacher who can answer all the problems of users. Users can see a complete disassembly process through the system, and can compare the real physical ship power equipment while learning the process of actual disassembly. And the training mode will simulate the real disassembly environment loading the virtual model and tools according to the power equipment which is selected by users and allows users to practice repeatedly, system functional framework shown in Figure 1 . In order to improve the authenticity of the system and the interaction between users, the system achieves a perfect multiplayer collaboration function through the Socket agreement. Figure 1 . System functional framework.
System Technology Framework
Ship power equipment dismantling system based on augmented reality technical framework shown in Figure 3 , consists of three systems and six functional modules. The three systems include augmented reality system, virtual-real system and intelligent processing system [2] , the core of the whole system is the intelligent processing system. The virtual-real interaction system is mainly responsible for the instruction recognition and transmission. The augmented reality system is responsible for the spatial mapping and the final scene enhancement display.
Signal recognition module
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Guidance retrieval module Figure 2 . System technical framework.
System Development Process
The system is developed and implemented mainly based on C # programming environment and Unity3D three-dimensional drive engine. C # is a modern object-oriented programming language whose editing environment is very powerful, and it has high fault tolerance and greatly improves the work efficiency and system security. In addition, this paper also uses the toolkit of HoloToolkit-Unity to carry out the secondary development of the dismantling system after creating the Unity3D project, so that it realizes the interoperability of gaze, voice and gesture commands. Meanwhile this paper edits the script and adds the animation demo process according to the disassembly order. Added error correction procedures, the system will give information tips when the user has disassembly errors or unreasonable operation, the logic flow shown in Figure 4 . 
Key Technologies Model Building
Model building is not only the necessary part of the development of the system, but also the cornerstone of virtual disassembly. The system uses 3ds Max 3D modeling software for modeling.
Ship power equipment is complex and diverse, so the equipment must be disassembled in strict order, in particular, some plunger and barrel assembly, needle valve assembly and so on. In order to simulate the ship power equipment disassembly training of the real environment, after the completion of the model, the most important step is to plan the dismantling relationship and determine the disassembly order of the power equipment. Import the model into Unity3d, and then divide the parent-child relationship between the various components of the ship's power equipment, and the same level of components are independent of each other. In hierarchical relationship of the model, when the parent part is moved, all the subcomponents of the parent part will move as the parent moves. In the process of augmented reality disassembly, a variety of ship power equipment such as boilers, sub-oil machine, generators, hydraulic oil motors, centrifugal pumps are as basic equipment. When the basic equipment is moved, all parts move with the basic equipment. After the level relationship is determined, the disassembly order is also determined.
Simultaneous Localization and Mapping
SLAM (Simultaneous Localization and Mapping) is one of the key technologies of this system, which is used to identify the spatial structure of the scene where the user is located and synchronize the user's location in real time. So that the virtual object can be placed in the appropriate location of the scene and is avoided collision with the outside world; On the other hand, it can ensure that the virtual objects' location which users see through HoloLens will not change with users' physical movement [3] .
To achieve SLAM, first, the depth maps of the objects in the real scene need to be captured [4] . Stereo Vision can be used to achieve this goal [5] , the principle shown in Figure 6 . In the figure above, the camera C L and the camera C R respectively simulate the two eyes of the human, and the projection centerline distance is base distance B. Two cameras can see the printer A in physical world at the same time, and get the image. Assume that the acquired image coordinates are a (X L ,Y L ,Z L ); b(X R ,Y R ,Z R ). Because the images of the two cameras are on the same horizontal plane, the Y coordinates of points a and point b are the same, therefore: Y L =Y R =Y. Assume that focal length of camera is f. The following relational expression can be obtained:
Parallax distance: D=X L -X R , The three-dimensional coordinates of the printer A can be obtained:
Following this algorithm, the depth map of the entire scene can be obtained. And couple with the Sensor, Mapping, Loop Detection function module, real-time SLAM can be got.
Next, an anchor which is the origin of coordinates is created in the acquired three-dimensional space scene. When adding a virtual 3D model, the system automatically records the relative position of the model with anchor. During the disassembly process, the system also automatically records the relative position relationship between Anchor and the user. When users move, the system realizes the position change value through the iterative alignment algorithm, and determines the change value between the user and the space object compared with the initial state. In this way, even if the user move or rotate in the room freely, the virtual three-dimensional model shown by HoloLens is always placed in the initial position.
Human-computer Interaction
Human-computer interaction of ship power machine disassembly system based on augmented reality is divided into two parts. The first part is the selection of the virtual model and the other is the realization of interactive gestures.
To achieve the virtual model selection, firstly, launch a ray through HoloLens to the user's eyes gaze direction and make collision detection with three-dimensional model. Both the ray and the virtual model must be within the field of view, that is the area between the front and near shearing surface, beyond this area, the collision can't be detected, as shown in Figure 7 . If there is a collision, it means that the object is selected, and there is no collision that is not selected. Each ray has two conditions. One is to determine the starting position of the ray that is middle position of user's HoloLens, and the other is the direction of the radiation that is the direction of user's gaze [6] . The above figure shows the radiation collision detection schematic and the algorithm process is as follows:
Point P is the intersection of ray and three -dimensional model, feedback collision information, so the point P is selected. The ray intersects the front and rear shearing surface at points P 1 (X 1 ,Y 1 ,Z 1 ) and P 2 (X 2 ,Y 2 ,Z 2 ), the connection between P1 and P2 can determines whether the ray collides with the 3D model which is the user want to select. The coordinates of each point on the ray can be expressed by the ray unit vector E and M, the coordinates of the point P can be expressed as: 
The value of κ, ν and the modulus M can be calculated from the formula (6), and then bringing them into the formula (4) can obtain the coordinates of point P. According to this algorithm, detect the collision information, compare the spatial coordinates of the object in the depth map, and it can be determined whether the collision object is the selected object.
The realization of interactive gestures is another highlight of the system, disassemble through the interactive gesture after selecting the target, completely free from dependence on the mouse, keyboard and other input devices. Usually in the research of the AR interactive gestures, the interactive gestures are divided into static gestures and dynamic gestures according to the application purpose and gesture status respectively [7] . The system mainly uses dynamic gesture detection method. The user places hand in the front view of 120 ° × 120 °, by collecting the depth map of the human hand bone node, the movement track of the bone node as the main gesture recognition feature [8] . By comparing the moving distance of the bone node and the position of start point and end point, finally, get the gesture recognition results by processing and calculating [9] .
Multi-person Collaboration Based on HoloLens
The multi-person collaborative data transfer of the system is achieved through the Socket protocol, and the system builds the server and client by the interface of Server/Client server for data transfer. The communication framework is shown in Figure 9 . In the multi-person collaborative disassembly, firstly, one HoloLens as server enter the system, select the equipment to be disassembled training equipment and put it in a suitable position, and began to listen to the specified window. When other users wear HoloLens opening the virtual disassembly system, the system will automatically set it as a client, and then issue a connection request to the server port of the same network segment. When the server hears this request, it will establish a connection and generate a session. Server will send the initial location information of the model to client. In this way, the location information of the selected virtual ship power model is synchronized to each client, and all the users will see the virtual ship power model in the same location. When anyone disassembles the operation, the relevant data will be sent to the other HoloLens client through the server, so the other users will see the entire disassembly process. When the data transfer is finished, the client will end the connection. In this way, the system multiplayer collaborative operation of the synchronization process is achieved. 
System Implementation Effect
Limited to the length of this article, the author selects the more complex multi-person collaborative virtual disassembly to show the function of the system which is developed in this article. Three HoloLens will be used in the display process (the same principle of multiple devices).The user should first click the calibration button to calibrate before using HoloLens. Three HoloLens connect the same LAN through the WIFI, any of them as a host that is the server side, the other two devices as clients. The host first enters the system and selects the power equipment according to the training subject, and puts the selected ship power model in a suitable position, and then clicks on the training mode to start the test. During the testing process, the user chooses to disassemble the fuel injection pump, the first view of the host shown in Figure 10 (a) . Then the other two HoloLens enter the system, and connect to the host to carry out multi-person collaborative practice training, the effect shown in Figure 10 (b) . Each user can use the Air tap gesture to select the Phillips screwdriver, 10mm Hex wrench and 6.5mm Hex wrench and other tools, to disassemble the corresponding parts. Users can see the entire disassembly process synchronously through the HoloLens and there is no disassembly timing problems among them, completely free disassembly. In addition, the standalone mode was tested. Standalone mode uses one HoloLens to carry out. Open the system in the real disassembly laboratory, choose oil motor as virtual disassembly power equipment and place it in the right position. Choosing the learning model, the user can learn while he carries out the real disassembly, compare the virtual demonstration of the oil motor, and then make a real disassembly, which is a real realization of "virtual-real combination". From the actual disassembly effect, human-computer interaction is better in multi-person collaborative operation, and the system runs smoothly. Single learning mode, no need to configure the network, no need to synchronize multiple HoloLens, the response time is significantly shorter, so the system runs more smoothly. Through the study and testing, testers give a very high evaluation of the system, because there are no complex equipment and the system doesn't rely on the handle to operate. The system only needs a HoloLens glasses to complete all operations which can be operated only through gestures. 
Conclusion and Prospect
This paper studies a set of ship power equipment dismantling system based on augmented reality. The main technologies of the system are studied from four aspects: 3D modeling, SLAM, human-computer interaction and Socket communication framework. The system has great development prospect in the field of marine engineering training and maritime system exam evaluation. It not only saves the cost and improves the efficiency, but also truly adds virtual three-dimensional model on the basis of the reality, and has successfully achieved the purpose of the study. However, when some individual components are dismantled, the animation demonstration process is not realistic enough, so it has a big gap with the actual operation of the real world. During the following study period, the author will optimize the model material and animation demonstration of disassembly process and further improve the system. The virtual-real combination technology which is based on HoloLens is also applicable to the maintenance, detection and assembly of most mechanical industries. It will have a leading role in the future development of machinery manufacturing and other industries, and therefore, it is of great value in application and dissemination.
