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El h–principio
Aunque tocaremos muchos otros temas, podr´ıa argumentarse que buena parte de los resultados
que presentamos tratan sobre h–principio. As´ı que empecemos, ¿que´ es el h–principio?
Supongamos que tenemos una cierta ecuacio´n diferencial F (f, f ′) = 0, donde F no es ma´s
que una expresio´n que combina la funcio´n f y su derivada f ′ de alguna manera (por ejemplo:
F (f, f ′) = f2 − f ′). Estamos interesados en encontrar funciones f que precisamente hagan
que F nos de cero. Esta´ claro que primero podemos intentar resolver el siguiente problema
ma´s sencillo: encontrar funciones g y h que no este´n relacionadas de ninguna manera pero que
cumplan F (g, h) = 0. Lo que hemos hecho es desacoplar las variables: lo que antes eran una
funcio´n y su derivada ahora son dos funciones independientes. Se suele decir que h es la derivada
formal de g y llamamos solucio´n formal de F al par (g, h).
En vez de una ecuacio´n diferencial como la que hemos presentado, podr´ıamos trabajar con un
concepto un poco ma´s general. F podr´ıan ser varias expresiones que dependen de ma´s de una
funcio´n y de derivadas de orden mayor. A la vez, en vez de pedir que F sea cero, podr´ıamos
pedir que sea distinta de cero, o mayor que un cierto nu´mero o, en general, que tome valores
en un cierto conjunto. Entonces decimos que estamos considerando una relacio´n en derivadas
parciales.
Una cierta relacio´n en derivadas parciales se dice que satiface el h–principio (principio de ho-
motop´ıa) si toda solucio´n formal se puede homotopar (digamos, modificar adecuadamente) a
una solucio´n de verdad. Si esto ocurre, un geo´metra esta´ contento, porque el problema que se
hab´ıa planteado ahora se reduce a resolver la ecuacio´n desacoplada y esto suele ser relativamente
sencillo (o, al menos, se convierte en un problema que su amigo que estudia topolog´ıa algebraica
sabe resolver). Probar que el h–principio se satisface depende mucho del problema en cuestio´n.
Existen resultados cla´sicos que dan criterios generales bajo los cuales esto ocurre. Para explicarlo,
necesitamos un par de conceptos adicionales.
Los espacios en los que trabajamos son lo que llamamos variedades. Una variedad es por ejemplo
la recta real, el plano, o la esfera. Variedades como la recta, donde uno puede alejarse infini-
tamente, se dicen abiertas. Variedades donde esto no ocurre, como la esfera, se dicen cerradas.
Entonces, las funciones con las que trabajamos no dependen de un nu´mero, si no del punto en
la variedad correspondiente. Esto es muy natural. El lector por ejemplo puede pensar que la
temperatura es una funcio´n que a cada punto de la superficie de nuestro planeta le asigna un
nu´mero.
Por otro lado, generalmente no estamos interesados en funciones que nos den nu´meros. Estamos
interesados en funciones que toman valores en lo que llamamos fibrados. Un ejemplo sencillo es
el siguiente: en cada punto de la superficie de la Tierra (fuera de los polos) ponemos una flecha
apuntando al polo norte. Podemos pensar que esto es una funcio´n que a cada punto le esta´
asignando un vector en el correspondiente plano tangente.
M. Gromov probo´ en su tesis que muchas relaciones en derivadas parciales en variedades abiertas
satisfacen el h–principio. La idea (vaga) subyacente a este feno´meno es que somos capaces de
empujar nuestros problemas al infinito de la variedad. El problema usual al que nos enfrentamos
entonces es al de dilucidar si una relacio´n en una variedad cerrada satisface el h–principio o no.
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Distribuciones totalmente no–holo´nomas
El h–principio se estudia en muchos contextos, pero nosotros vamos a centrarnos en usarlo en
el estudio de distribuciones. Una distribucio´n es lo siguiente: es una funcio´n que a cada punto
de nuestra variedad le asigna un cierto espacio lineal de direcciones (por ejemplo, un plano).
La idea es que una part´ıcula en la variedad so´lo puede moverse siguiendo direcciones tangentes
a dicho espacio. Un ejemplo (ma´s o menos) de este feno´meno es por ejemplo un ascensor. El
ascensor so´lo puede moverse hacia arriba y hacia abajo, as´ı que el espacio lineal que describe
esta restriccio´n es una l´ınea vertical.
Muchos sistemas meca´nicos y de teor´ıa de control pueden entenderse en este lenguaje. Una
pregunta natural en este contexto es la siguiente: si tenemos una cierta distribucio´n, ¿podemos
llegar desde el punto A de nuestra variedad al punto B (siguiendo caminos tangentes a la dis-
tribucio´n)? Para ciertas distribuciones esto no es posible (por ejemplo, el ascensor no puede
salirse de la vertical en la que esta´ situado). Una distribucio´n se dice totalmente no-holo´noma
si podemos llegar a un punto desde cualquier otro (la definicio´n dice que adema´s esto se ha de
cumplir infinitesimalmente, es decir, si tomamos bolitas cada vez ma´s pequen˜as podemos llegar
desde un punto de la bolita a cualquier otro sin salirnos de ella). Esto no quiere decir que la
distribucio´n le permita a uno moverse en todas direcciones; el ejemplo usual que se suele dar es
el siguiente: si estamos montados en un coche, so´lo podemos hacer dos cosas: girar el volante o
movernos hacia adelante o hacia atra´s (en particular, no podemos movernos hacia los lados). Sin
embargo, todos sabemos que a base de hacer maniobras moviendo el volante y yendo un poco
hacia adelante y un poco hacia atra´s, s´ı que podemos realizar un desplazamiento a los lados (esto
es lo que hacemos al aparcar). Es decir, la direccio´n de movimiento que nos falta la obtenemos
por combinacio´n de las otras dos.
Volviendo a nuestra discusio´n anterior, resulta que ser totalmente no–holo´nomo es una relacio´n
en derivadas parciales. Esta tesis esta´ dedicada a probar que existen distribuciones totalmente
no–holo´nomas en variedades de dimensio´n 4.
El estudio de las distribuciones totalmente no-holo´nomas es importante en dina´mica. El primer
ejemplo es el de las distribuciones de rango 2 (esto es, planos) en variedades de dimensio´n 3, a las
que llamamos estructuras de contacto. Desde los an˜os setenta han sido estudiadas en profundidad
y se ha descubierto que interaccionan fuertemente con las variedades en las que viven (esto es,
que podemos deducir propiedades de la variedad a partir de la clasificacio´n de las estructuras de
contacto en ella), as´ı como con otras estructuras geome´tricas.
Lo que es relevante para nuestra discus´ıon es lo siguiente: existen dos tipos de estructuras de
contacto. Las estructuras overtwisted y las estructuras tight. Una estructura es overtwisted si
existe una bola donde la estructura tiene un aspecto especial; a este modelo especial lo llamamos
el disco overtwisted. Ocurre el siguiente feno´meno: la relacio´n en derivadas parciales de ser
de contacto y contener a un disco overtwisted satisface el h–principio. Esto quiere decir que
cualquier distribucio´n de planos en dimensio´n 3 puede ser deformada para ser una estructura de
contacto overtwisted. Esto automa´ticamente dice que las estructuras overtwisted no son muy
interesantes (porque las podemos construir fa´cilmente); de esta forma, durante los u´ltimos treinta
an˜os el a´rea de la topolog´ıa de contacto se ha dedicado a entender las estructuras tight, que son
las que tienen propiedades interesantes y no detectables con h–principio.
La Parte II de esta tesis trata del siguiente posible ejemplo de distribucio´n totalmente no–
holo´noma: las estructuras Engel. E´stas son distribuciones de planos pero ahora en variedades
de dimensio´n 4. Esta tesis define lo que es una estructura Engel overtwisted y prueba que la
correspondiente relacio´n en derivadas parciales satisface el h–principio. En particular, se muestra
co´mo construir estructuras Engel en abundancia y co´mo clasificarlas si son overtwisted.
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La gran pregunta que se deja abierta es: ¿hay estructuras Engel no overtwisted?
Foliaciones
La Parte I de la tesis trata sobre foliaciones, as´ı que empecemos explicando que´ son. Si cogemos
un taco de folios, podemos pensar en e´l de dos maneras. Por un lado, podemos tratarlo como
un objeto tridimensional indivisible. Por otro, podemos ver que en realidad se trata de una
multitud de folios diferentes apilados. Idealmente, podr´ıamos imaginar un taco de folios donde
hay infinitos folios infinitamente finos apilados. En esta situacio´n, el taco de folios es nuestra
variedad, y cada uno de los folios es lo que llamamos una hoja. La divisio´n de la variedad en
hojas es lo que llamamos la foliacio´n. Una foliacio´n es un ejemplo particular de distribucio´n
(invito al lector a pensar en ello un rato), pero no es un ejemplo de distribucio´n totalmente no
holo´noma. Al contrario: la idea es que so´lo nos podemos mover de un punto a otro si esta´n en
la misma hoja.
Resulta que la teor´ıa de foliaciones en dimensio´n 3 es incre´ıblemente rica. Su historia es muy
similar a la de las estructuras de contacto. Por un lado, se cumple el h–principio: hay una
receta general para construir foliaciones en cualquier variedad. Sin embargo, esta receta es muy
particular: en el u´ltimo paso se introduce un cierto modelo local por todos lados. A este modelo
se le llama la componente de Reeb y juega un papel similar al del disco overtwisted. Lo que
queremos entonces es estudiar aquellas foliaciones que no contienen componentes de Reeb. Se
definen entonces lo que se llaman las foliaciones taut, que ma´s o menos vienen a ser esto mismo.
Hoy en d´ıa una de las conjeturas abiertas ma´s importantes en topolog´ıa de dimensio´n baja dice
que para ciertas variedades de dimensio´n 3 (las esferas de homolog´ıa) el poseer o no una foliacio´n
taut puede caracterizarse de otras dos maneras que son puramente topolo´gicas. En general, la
idea que queremos transmitir es que, si queremos entender “la forma” que tiene una variedad,
una de las herramientas que tenemos a nuestra disposicio´n es ver si admite foliaciones taut e
intentar clasificarlas.
La definicio´n de foliacio´n taut (que no daremos al lector porque resulta un poco innecesaria
para la discusio´n), puede darse tambie´n para variedades de dimensio´n superior. Sin embargo,
la situacio´n es muy diferente de dimensio´n 4 en adelante, ya que un resultado muy reciente
prueba que existe una receta para construirlas. La pregunta que exploramos en la Parte I de la
tesis es co´mo generalizar esto de ser taut a dimensio´n superior de forma que las foliaciones que
consideremos tengan propiedades interesantes.
Parte I
Una foliacio´n por superficies en una 3–variedad se dice taut si existe una 2–forma global cerrada
que es a´rea sobre cada hoja. La generalizacio´n usual a dimensio´n superior consiste en considerar
foliaciones de codimensio´n–1 calibradas por una forma cerrada de codimensio´n–1. Sin embargo,
como explicamos en la seccio´n anterior, un resultado de Meigniez [57] prueba que a partir de
dimensio´n 4 esta clase de foliaciones satisface el h–principio.
En [52], Mart´ınez–Torres propuso una generalizacio´n alternativa ma´s natural desde el punto de
vista simple´ctico: una foliacio´n se dice fuertemente simple´ctica si existe una 2–forma global cer-
rada que es no–degenerada sobre cada hoja. Entonces, de la misma manera en que las variedades
de contacto aparecen como condicio´n de frontera natural para las variedades simple´cticas, uno
xii
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puede introducir el concepto de foliacio´n de contacto en el contexto foliado. E´stas no son ma´s
que foliaciones que admiten una distribucio´n de corango–1 que es de contacto en cada hoja.
El h–principio de existencia
El primer resultado que presentamos muestra que, si no introducimos restricciones adicionales,
las foliaciones de contacto no son muy interesantes:
Theorem 2.1. Sea V una 4–variedad y sea F una foliacio´n de rango 3. La inclusio´n
ContFol(V,F)→ FContFol(V,F)
del espacio de foliaciones de contacto en el espacio de foliaciones de contacto formales es una
sobreyeccio´n en todos los grupos de homotop´ıa.
Una foliacio´n de contacto formal no es ma´s que una solucio´n formal de la relacio´n en derivadas
parciales que define a las foliaciones de contacto. Es decir, este enunciado simplemente dice que
se cumple el h–principio (de existencia).
El resultado no es muy sorprendente de acuerdo a lo que hemos explicado antes. Existe una
clase de estructuras de contacto, las overtwisted, que satisfacen el h–principio y el teorema es
una manifestacio´n de esto mismo en el contexto foliado. La referencia original es mi art´ıculo [9],
pero la prueba que damos aqu´ı ha sido simplificada considerablemente.
Te´cnicas de Donaldson
A continuacio´n, dejamos las foliaciones de contacto para centrarnos en las foliaciones simple´cticas
fuertes. El teorema principal en esta direccio´n, que aparecio´ primero en [53], es una ana´logo del
teorema del hiperplano de Lefschetz:
Theorem 3.5. Sea M2n+1 una variedad cerrada. Sea (F , ω) una foliacio´n fuertemente simple´ctica
en M y sea W un divisor de Donaldson de codimensio´n 2.
Para toda hoja L de F se cumple:
pik(L,L ∩W ) = {1}, 0 ≤ k ≤ n− 1.
Necesitamos introducir un poco de terminolog´ıa adicional antes de explicar el teorema. Cuando
una foliacio´n admite una 2–forma global que es simple´ctica en cada hoja, se dice que es (de´bilmente)
simple´ctica. La diferencia entre fuerte y de´bil esta´ en que so´lo en el caso fuerte la 2–forma define
una clase de cohomolog´ıa, y esto es esencial para adaptar ciertas te´cnicas de topolog´ıa simple´ctica
al contexto foliado.
Cuando la 2–forma no so´lo es cerrada si no que adema´s es integral, existe un fibrado hermı´tico
L→M del cual es la curvatura. Bajo estas hipo´tesis, uno es capaz de construir secciones de Lk,
para k grande, cuyos ceros son subvariedades que heredan la estructura de foliacio´n simple´ctica
fuerte. A estas subvariedades las llamamos divisores de Donaldson. El teorema dice que (al igual
que en el caso proyectivo y en el caso simple´ctico), los divisores recuerdan parte de la topolog´ıa
del ambiente.
Una consecuencia particularmente relevante es que toda variedad con una foliacio´n simple´ctica
fuerte tiene una subvariedad con una foliacio´n taut y sus espacios de hojas son isomorfos.
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Dina´mica foliada
En los Cap´ıtulos 4 y 5 estudiamos dos cuestiones que se alejan un poco del hilo conductor de la
tesis (aparentemente al menos), pero que esta´n relacionadas entre s´ı.
Consideremos la siguiente pregunta natural: ¿existe alguna relacio´n entre la topolog´ıa del espacio
ambiente y la dina´mica de los campos de vectores en el mismo? De forma au´n ma´s precisa: ¿existe
alguna condicio´n topolo´gica que fuerce la aparicio´n de o´rbitas perio´dicas para cualquier campo?
La respuesta a esta segunda pregunta es que no. Por trabajos de Wilson [87] y Kuperberg [48]
sabemos que cualquier variedad de dimensio´n al menos 3 posee campos sin o´rbitas perio´dicas.
El resultado principal del Cap´ıtulo 4 generaliza este feno´meno a familias de campos de vectores
de cualquier dimensio´n:
Theorem 4.1. Sea (Mn+m,Fn), n ≥ 3, una foliacio´n. Denotamos por Xns(M,F) al espacio de
campos de vectores sin ceros tangentes a F . Escribimos Xno(M,F) para denotar al subespacio
de aquellos campos que adema´s no tienen o´rbitas cerradas.
La siguiente inclusio´n es una equivalencia de homotop´ıa de´bil:
ιn : Xno(M,F)→ Xns(M,F).
Aunque se trata de una cuestio´n de dina´mica, la respuesta tiene la forma de un h–principio.
Por otro lado, sabemos que ciertas clases de campos de vectores siempre tienen que tener o´rbitas
cerradas. Para justificar esta afirmacio´n necesitamos introducir algunas nociones nuevas. Las
variedades de contacto no son ma´s que el lenguaje natural (aunque ligeramente ma´s general) para
formalizar el concepto de nivel de energ´ıa en meca´nica hamiltoniana. Como tal, toda variedad
de contacto tiene una serie de flujos asociados (los flujos de Reeb) que juegan el papel del flujo
hamiltoniano del sistema. Una famosa conjetura de Weinstein que ha guiado buena parte de la
investigacio´n en dina´mica de contacto dice que todo flujo de Reeb tiene una o´rbita cerrada. A
principios de este milenio, Taubes probo´ que este era el caso en toda variedad de dimensio´n 3.
En el Cap´ıtulo 5, que se corresponde a mi art´ıculo [16], estudiamos la cuestio´n ana´loga en el
contexto foliado:
Theorem 5.1. Sea (M3+m,F3, ξ2) una foliacio´n de contacto en una variedad cerrada M . Sea
α una forma de contacto para una extensio´n de ξ y sea R su campo de Reeb. Sea L3 ↪→M una
hoja.
i. Si (L, ξ|L) es una variedad de contacto overtwisted, R tiene una o´rbita cerrada en la
clausura de L.
ii. Si pi2(L) 6= 0, R tiene una o´rbita cerrada en la clausura de L.
Las te´cnicas que usamos para probar el resultado se basan en el uso de curvas pseudoholomor-
fas, que fueron introducidas por Hofer para probar la conjetura de Weinstein para variedades
overtwisted. En particular, parte de nuestro trabajo ha sido el de sentar las bases de la teor´ıa
para foliaciones. Es de esperar que estas ideas puedan ser usadas para atacar cuestiones de
clasificacio´n de foliaciones de contacto.
Hay que recalcar que en este mismo cap´ıtulo se construyen varios ejemplos que demuestran que
las hipo´tesis del teorema no son so´lo suficientes, sino necesarias. En particular, probamos que la
conjetura de Weinstein no es cierta para foliaciones que tengan so´lo hojas tight.
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Parte II
Por poner las cosas en contexto, la situacio´n actual en el estudio de espacios de distribuciones es
un poco la siguiente. Por un lado, existen sendas industrias dedicadas a entender estructuras de
contacto y foliaciones. Al menos en dimensio´n tres, se ha llegado a un punto donde buena parte
de ello es zoolog´ıa: ¿cua´ntas estructuras de contacto tight admiten las variedades de la familia
tal? Muy recientemente, nuevos resultados [6] han iniciado el estudio de variedades de contacto
de dimensio´n superior; esto es un campo todav´ıa inexplorado.
Fuera de estos casos particulares, el estudio de distribuciones es puramente local. No se entiende
si otras clases de distribuciones interaccionan de alguna manera interesante con la topolog´ıa del
espacio ambiente en el que viven o si tienen alguna relacio´n con otras estructuras geome´tricas.
Las estructuras Engel son el siguiente ejemplo ma´s sencillo de distribucio´n totalmente no–
holo´noma y, por tanto, son un candidato natural para iniciar un estudio sistema´tico de otros
espacios de distribuciones. La segunda parte de esta tesis pretende ser un texto de referencia
para aquellos que quieran iniciarse en este a´rea, explicando los avances recientes llevados a cabo
por mis colaboradores y yo mismo.
Cap´ıtulo 1
Este cap´ıtulo sienta las bases de la teor´ıa, dando definiciones y resultados elementales. Parte del
material presentado aqu´ı puede encontrarse tambie´n en los art´ıculos [10, 15, 14]. Adicionalmente,
es muy recomendable la lectura de [60], que condensa buena parte de la literatura aparecida antes
del an˜o 2000.
El resultado ma´s importante en esta parte es la caracterizacio´n de la condicio´n Engel para 2–
planos que han sido trivializados usando un campo de l´ıneas. Al igual que en topolog´ıa de
contacto se dice que “ser de contacto” es equivalente a girar consistentemente respecto a un
campo de l´ıneas legendriano, uno puede caracterizar “ser Engel” en te´rminos de curvas en la
2–esfera. Entender esto es clave para construir y clasificar estructuras Engel.
Por otro lado, y por completitud, damos algunas construcciones (conocidas por algunos expertos)
que muestran la rigidez de las estructuras Engel. Esto es manifiesta de dos maneras: existe mo´duli
localmente y tienen muy pocos automorfismos gene´ricamente.
Adicionalmente, se introduce el concepto de proyeccio´n de Geiges para estudiar inmersiones de
S1 tangentes a la estructura Engel. Aunque se trata de una idea sencilla, demuestra ser muy
u´til, pues transforma la manipulacio´n de dichas inmersiones en un problema sobre curvas con
cu´spides en el plano cumpliendo una condicio´n de a´rea.
Cap´ıtulo 2
A partir de una 3–variedad de contacto podemos construir una variedad Engel a la que llamamos
la prolongacio´n de Cartan. En mi art´ıculo [14] (y en este cap´ıtulo) se estudia el tipo de homotop´ıa
del espacio de prolongaciones. Es claro que esto no es exactamente un problema de topolog´ıa
Engel, sino un problema acerca de este espacio ma´s restrictivo. En particular, el estudio de las
prolongaciones esta´ muy relacionado con el estudio de las estructuras de contacto subyacentes.
Esto se manifiesta en el hecho de que es muy sencillo describir el espacio de prolongaciones
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obtenidas a partir de estructuras de contacto overtwisted. El resultado principal del cap´ıtulo
dice precisamente esto.
Cap´ıtulos 3 y 4
Estos dos cap´ıtulos constituyen el grueso de la tesis, tanto en volumen como en relevancia. En
ellos nos enfrentamos, finalmente, al problema de construccio´n y clasificacio´n de estructuras
Engel y probamos que hay un h–principio completo para estructuras Engel overtwisted. Buena
parte del trabajo es precisamente entender co´mo se manifiesta la flexibilidad en topolog´ıa Engel
y usar esto para dar una definicio´n buena de overtwistedness.
Las te´cnicas usadas aparecieron por vez primera en [10], donde se probaba el h–principio de
existencia. El teorema principal del art´ıculo dec´ıa:
Theorem 3.1. Sea M una 4–variedad, no necesariamente orientable. El siguiente mapa es
sobreyectivo:
pik(i) : pik(Engel(M)) −→ pik(FEngel(M)),
donde Engel(M) denota el espacio de estructuras Engel y FEngel(M) es su ana´logo formal. En
particular, toda estructura formal Engel puede ser homotopada a una estructura Engel.
En la tesis (Cap´ıtulo 3) ofrecemos diferentes estrategias de prueba para llegar a este resultado.
Cada una de ellas proporciona una perspectiva diferente para manipular estructuras Engel. Mi
intencio´n es que esto permita al lector enfrentarse a problemas similares teniendo ma´s herramien-
tas a su disposicio´n (adema´s de las de [10]).
Los contenidos del Cap´ıtulo 4 no han aparecido todav´ıa en forma de art´ıculo. Basa´ndonos en
una de las nuevas estrategias de prueba dadas para Teorema 3.1, somos capaces de identificar
que´ ha de pedirse para que una estructura Engel sea overtwisted. Esto nos permite probar un
h–principio completo (a nivel de componentes conexas) para ellas:
Theorem 4.22. Sea M una 4–variedad, no necesariamente orientable. Sea K una variedad
compacta.
Cualesquiera dos familias D0,D1 : K → Engel(M) que sean loose y formalmente homoto´pas son
homoto´pas a trave´s de familias loose. En particular, el espacio de estructuras loose tiene las
mismas componentes conexas que el espacio de estructuras Engel formales.
A estas estructuras las llamamos loose y no overtwisted porque resulta que la definicio´n que
tenemos depende de la dimensio´n de la familia que consideremos. Esto es: una familia de
estructuras que son individualmente loose no tiene por que´ ser loose ella misma. Este problema
es puramente te´cnico y la expectativa es que podamos definir overtwistedness para obtener un
h–principio en todos los pik.
Cap´ıtulo 5
La cuestio´n que nuestro trabajo de clasificacio´n deja abierta es si existen estructuras Engel que
no sean loose/overtwisted. Es decir: ¿existen estructuras Engel ma´s alla´ del h–principio? ¿Es
posible que algunas de ellas tengan propiedades geome´tricas/topolo´gicas interesantes que so´lo
puedan ser detectadas con te´cnicas nuevas?
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La idea clave en este u´ltimo cap´ıtulo es intentar utilizar subvariedades para tantear esta posi-
bilidad. Para ello, tenemos que restringirnos a subvariedades adaptadas a la estructura Engel
(por ejemplo, que sean tangentes o transversas). Como ocurre en topolog´ıa de contacto, el
primer resultado es negativo: si simplemente nos restringimos a variedades inmersas, no hay
nada interesante:
Theorem 5.14. Sea (M,D) una variedad Engel. Sea HIn.e.t.(S1,D) el espacio de inmersiones
tangentes que no son o´rbitas del nu´cleo de D. Sea FHI(S1,D) el espacio de inmersiones tan-
gentes formales. La siguiente inclusio´n es una equivalencia de homotop´ıa de´bil:
HIn.e.t.(S1,D)→ FHI(S1,D).
Theorem 5.22. Sea (M,D) una variedad Engel y sea V una variedad cualquiera. Mapas e
inmersiones f : V →M transversas a D satisfacen el h–principio completo y C0–denso.
No es importante explicar que´ es el nu´cleo de una estructura Engel. Basta con decir que se trata
de un campo de l´ıneas contenido en ella y definido de forma cano´nica. En particular, dentro
del espacio de todas las inmersiones de S1 tangentes, sus o´rbitas cerradas son un espacio de
codimensio´n de Hausdorff infinita.
Conclusiones
Aunque esta tesis es la conclusio´n de cuatro an˜os de esfuerzo, los resultados que contiene son sobre
todo un comienzo. Los Teoremas 3.1 y 4.22 responden a una pregunta que llevaba abierta 40 an˜os:
¿satisfacen las estructuras Engel alguna forma de h–principio? (ve´ase por ejemplo [20][Intrigue
F2]). La respuesta es que s´ı, pero en lugar de zanjar por completo la cuestio´n, desterra´ndola al
olvido matema´tico, esto nos abre nuevas puertas. La ma´s importante es: ¿podemos construir
una estructura Engel no overtwisted?
En el mundo de las estructuras de contacto, el primer ejemplo de tightness vino de la mano de
Bennequin [3], que probo´ que hab´ıa dos estructuras de contacto que eran homo´topas formalmente
pero no geome´tricamente. La forma en que lo hizo fue probando que para una de ellas y no para
la otra exist´ıa un nudo tangente con ciertas propiedades. Esto motiva el trabajo que hemos
presentado en el Cap´ıtulo 5. Actualmente estoy intentando entender variedades embebidas para
reproducir un resultado de ese estilo.
Uno de los problemas fundamentales en este enfoque es que no existe un ana´logo de la estabil-
idad de Gray para estructuras Engel. Esto es, a diferencia de las estructuras de contacto, dos
estructuras Engel homo´topas no son necesariamente iso´topas. Esto hace dif´ıcil la construccio´n
de invariantes bajo homotop´ıa Engel. La idea entonces, si queremos usar subvariedades para
definir invariantes, es entender que´ puede pasar en una homotop´ıa de pares (D, N) con D una
estructura Engel y N una subvariedad, donde N satisface alguna condicio´n geome´tricamente
relevante como ser tangente o transversa.
Uno de los corolarios del Teorema 3.1 dice que las 3–variedades transversas al nu´cleo de la
estructura Engel no satisfacen la homotopy lifting property (¿propiedad de alzado homoto´pico?).
Esto es, dada una homotop´ıa de estructuras Engel Ds, s ∈ [0, 1], y una subvariedad N0 transversa,
no podemos en general definir un camino de subvariedades con Ns transversa al nu´cleo de Ds.
Esto implica que estos objetos no son buenos candidatos para definir invariantes. Dos de los
proyectos en los que estoy involucrado tienen co´mo objetivo entender si los nudos tangentes a la
estructura Engel y las superficies transversas a ella dan lugar a invariantes.
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Otra direccio´n de investigacio´n interesante, a la que ya he apuntado antes, es la de estudiar otros
espacios de distribuciones. Las estructuras Engel forman parte de una jerarqu´ıa de distribuciones
en todas dimensiones llamadas estructuras de Goursat. No es inmediato reproducir los resultados
que hemos presentado aqu´ı en este contexto ma´s general, y por ello se trata de un problema
interesante. Una cuestio´n ma´s profunda es si diferentes estructuras de Goursat interaccionan de
alguna manera y, en particular, si interaccionan con las estructuras Engel.
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The (hardly rigorous) preamble
Disclaimer: The aim of this chapter is to serve as an introductory point for those not coming
from contact topology. On the one hand, I try to introduce some of the language that I assume
later on in the thesis and, on the other, I try to motivate the questions this thesis deals with.
For a roadmap of the results proven in the thesis, I invite the reader to read the next chapter.
Often, one is interested in understanding smooth manifolds endowed with structures that satisfy
some geometric condition. The structures that we will care about will be described as sections
of some bundle X over a base manifold M and, in local coordinates, the geometric condition
that a section s : M → X must satisfy will be given as a partial differential relation (PDR)
depending on s and its derivatives s(k).
In the cases of interest for us, the bundle X will have a natural action of Diff(M), lifting the obvi-
ous action on the base. This is the case, for instance, of the tangent bundle, the cotangent bundle,
and any other bundle that arises by direct sum, tensor product, and (anti-)symmetrisation from
them. We then require for the PDR to be invariant under the action of Diff(M); this invari-
ance amounts to being able to give an intrinsic definition of the PDR, without resorting to local
coordinates.
Many cases of interest fall within this framework: immersions, complex, symplectic, and contact
structures, foliations... Once one such a structure is defined, some natural questions arise, for
instance: which manifolds admit structure “X”? What is the topology of the space of structures
“X” over a given manifold M? These are the sort of questions that we aim to answer in this
thesis.
The h–principle
A PDR is nothing but some relation that a section and its (suitably defined) derivatives are
asked to verify. For instance, when we say a map f : N →M it is an immersion, it simply means
that its associated tangent map Tf : TN → TM is a monomorphism. Imagine we are given
manifolds N and M and we ask the question: is there any immersion from N to M? Then,
necessarily, we must be able to find a morphism TN → TM of rank dim(N) lifting some map
N → M . That is, we have decoupled f from its derivative Tf , and we have tried to solve this
decoupled problem. If this cannot be achieved then, certainly, our PDR will have no solutions
either. Given a PDR, we will say that a solution of the corresponding decoupled problem is a
formal solution. Going back to our example of immersions, a formal solution is simply a pair
(f : N →M,F : TN → f∗TM) with F a monomorphism.
In many cases, of course, one is unable to transform a formal solution into an real one. Consider,
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for instance, the following problem: find a smooth function f : R→ R that is strictly increasing
and agrees with x → x in (−∞, 0] and with x → x − 1 in [1,∞). Bolzano’s theorem readily
implies that no solution exists, since f(0) = f(1) = 0 and yet, there is a formal solution given
by (f, 1), with f any function satisfying the boundary conditions and 1 its constant “formal”
derivative.
This very simple example might discourage the reader: maybe there are not many meaningful
problems in which one is able to obtain useful information from the space of formal solutions.
The following theorem of Whitney [86] says otherwise:
Theorem 0.1. Immersions S1 → R2 are classified by their rotation number.
Given an immersion f : S1 → R2, its rotation is nothing but the degree of its Gauss map
.
f
|
.
f | : S
1 → S1. The theorem is saying that, in order to show that two immersions are homotopic
(through immersions), it suffices to take their derivatives and check that they are homotopic as
maps S1 → R2 \ {0} (this is what having the same rotation number means). That is, we just
have to check that they are homotopic as formal solutions!
Theorem 0.1 can be phrased by saying that the space of solutions of the PDR describing im-
mersions has the same connected components as the space of formal solutions. Thinking in
these terms it can readily be seen that the existence and classification questions for geometric
structures that we posed before are essentially questions about the action of the natural inclusion
i : {Solutions of the PDR} → {Formal solutions of the PDR}
at the level of homotopy groups. For instance, showing that the map
pi0(i) : pi0{Solutions of the PDR} → pi0{Formal solutions of the PDR}
is surjective means that any formal solution is homotopic to an honest one. Similarly, saying that
it is injective means that any two solutions that are formally homotopic are homotopic through
actual solutions.
Without being too precise about the concepts involved, we are ready to define the essential
concept that this thesis deals with:
Definition 0.2. For a given partial differential relation, consider the inclusion
i : {Solutions of the PDR} → {Formal solutions of the PDR}
The PDR is said to satisfy the existence h–principle if pi0(i) is surjective. It satisfies the
complete h–principle if i is a (weak) homotopy equivalence.
The h–principle (where the h stands for homotopy) is, in some sense, a philosophy. On the one
hand, it encompasses many techniques that can be regarded as “standard” and that allow the
user to show that, for certain families of structures, it holds. Because of this, the interesting
problems in the area are those that lie beyond those standard techniques. At the same time,
there are usually a number of big picture strategies that apply in a wide variety of settings even
if the specifics change.
We will introduce the techniques we need as we go along, instead of reviewing them here. The
point of this is making the text flow slightly better, without making the reader go back to check
for a reference.
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Distributions
Given a smooth manifold, its tangent space is a vector bundle. That is, at every point the
tangent fibre has the structure of a real vector space. Then, we define a (tangent) distribution
to be a smooth choice of linear subspace (of constant dimension) at every point. Equivalently, it
is just a smooth section of the Grassmann fibration Gr(TM, k)→M .
The physical motivation of such an object is quite immediate. If we think of our manifold M as
the set of possible positions/states, the directions contained in a distribution ξ : M → Gr(TM, k)
can be thought of as “allowed directions of motion” for an object living in M . As such, one is led
to consider curves that are tangent to the distribution, since those are the possible trajectories an
object in our mechanical system can take. Then, a meaningful question one can pose is: “given
two points, is there an admissible trajectory connecting them?”. A celebrated theorem of Chow
[11] says that this is always possible for a certain class of distributions:
Theorem 0.3. Let (M, ξ) be a manifold endowed with a distribution ξ. Assume that ξ is bracket–
generating. Then, for any two points p, q ∈ M , there is a map γ : [0, 1] → M with γ(0) = p,
γ(1) = q, γ′(t) ∈ ξγ(t). That is, there is a trajectory tangent to ξ connecting p with q. 2
So, what does bracket–generating mean? Some of the readers might know this notion under
the name of being non–holonomic. Essentially, it boils down to the following: at every point
p ∈M one must be able to realise any possible direction in TpM by infinitesimal motions tangent
to ξ. More rigorously:
Definition 0.4. Let (M, ξ) be a manifold endowed with a distribution ξ. Then, the sequence:
ξ0 = ξ ⊂ ξ1 = [ξ0, ξ0] ⊂ ξ2 = [ξ1, ξ0] ⊂ · · · ⊂ ξl = [ξl−1, ξ0]
stabilises, i.e. ξl+j = ξl for some l and all j ≥ 0. If ξl = TM , we say that ξ is bracket–generating.
Maybe this definition confuses more than it explains. ξ1 is defined by taking Lie brackets of pairs
of vector fields tangent to ξ. Observe that, in general, this is not a distribution anymore; ξ1 is
still given as a family of linear subspaces, but now its rank might vary with the point (we could
say that ξ1 is then a sheaf)
3. This is, however, not a problem, one can still consider vector fields
that are tangent to ξ1 and take Lie brackets. The bracket–generating condition means that, by
iterated Lie bracket, we are able to obtain any direction of motion. Then, Chow’s theorem is
probably not very surprising! It is in some sense a local to global statement: since infinitesimally
we can go wherever we want, the same holds true at large scales.
Let us go back to the h–principle terminology we introduced before. Chow’s theorem says
something like this: for p, q ∈M , the space of maps
Ωp,q(ξ) = {γ : [0, 1]→M |γ(0) = p, γ(1) = q, γ′(t) ∈ ξγ(t)}
is non–empty if ξ is bracket–generating. Of course now the natural question is whether it has
several connected components and what the topology of each one of them is. At the same time,
we can define a formal counterpart for Ωp,q(ξ). In view of our example about immersions, it is
clear what it should be:
FΩp,q(ξ) = {(γ : [0, 1]→M,F : [0, 1]→ ξ \ {0})|γ(0) = p, γ(1) = q, F (t) ∈ ξγ(t)}.
2This statement is not an if and only if. Being bracket–generating is a sufficient (but not necessary) condition
for the conclusion to hold. A counterexample is given by a transitive confoliation that is a foliation in an open
set (we invite the reader to look up the beautiful theory of confoliations [21, 84]).
3In this thesis we will be interested in distributions whose iterated Lie brackets always produce distributions
and not just sheaves.
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That is, we decouple the equation γ′(t) ∈ ξγ(t) by replacing γ′ by an independent map F .
The topology of FΩp,q(ξ) is particularly simple. Firstly, the maps from p to q can be (non–
canonically) identified with the loop space of M . Secondly, since γ∗ξ is a trivial bundle, F is
just a map of the interval into Rrank(ξ) \ {0} whose ends are not fixed; therefore, the space of all
the possible F s is contractible! Note that the homotopy groups of the loop space of M are not
trivial to compute in many cases, but at least it is not anymore a question about geometry, but
a question about algebraic topology.
Having (somewhat) understood FΩp,q(ξ), we pose the question: if ξ is bracket–generating, what
is the homotopy theoretical nature of the inclusion
i : Ωp,q(ξ)→ FΩp,q(ξ)?
Chow’s theorem actually is stronger than what we stated above; it can be readily seen that
it actually produces a path in each homotopy class connecting the two given points: that is,
i is surjective at the level of connected components. However, pi0–injectivity and the higher
homotopy groups are much harder to address. In fact, it is known [7] that pi0–injectivity fails in
general. In Part II, Chapter 5, we will study this question for a specific family of distributions:
Engel structures.
Studying spaces of distributions
We have introduced bracket–generating distributions as the natural class of distributions where
Chow’s theorem holds. Being bracket–generating (up to a given order) is itself an instance of a
PDR, since the Lie bracket is a first order linear operator. It is therefore natural to ask whether
the h–principle holds for meaningful classes of bracket–generating distributions (as a subset of
the space of all distributions of a given rank in a given ambient space). Since line fields can never
be bracket–generating (as soon as the ambient is not a 1–dimensional manifold....), let us jump
to the first non–trivial example.
Contact structures (in dimension 3)
Considering 2–distributions in 3–manifolds that are bracket–generating in one step yields the
following definition:
Definition 0.5. Let N be a 3–dimensional manifold. A 2–dimensional distribution ξ ⊂ TN is
said to be a contact structure if it is everywhere non–integrable. That is, [ξ, ξ] = TN .
A contact structure ξ can always be given locally as ker(α) = ξ, with α a 1–form. Then, the
non–integrability condition reads as α ∧ dα 6= 0. If ξ has a global defining equation α, it is said
to be coorientable.
Contact structures have a rich mathematical history. They appear as natural boundary con-
ditions of symplectic manifolds and, as such, both notions are often studied together. More
important to this introduction is the role the h–principle plays in their study. The following is
a remarkable theorem of Gromov:
Theorem 0.6. The complete h–principle holds for contact structures if M is open.
xxii
PREAMBLE
This statement is a particular instance of a much more general phenomenon. Gromov [33]
actually proved in his thesis that many PDR’s satisfy the h–principle if the ambient manifold
is open. Consider the following baby example: suppose we wanted to build a function in M
without critical points. Then, what we can do is build a exhaustion M0 ⊂ M1 ⊂ · · · of M by
compact sets and a Morse function f : M → R. We can then iteratively push the critical points
of f by an isotopy so that, at step i, there are no critical points of f in Mi. Taking the limit
yields the desired function. Effectively, we have “pushed our problems to infinity”. 4
What about the case where the manifold is closed? In the 70’s, work of Lutz and Martinet
showed that any closed 3–manifold admits a contact structure, so the existence h–principle is
true. The proof used four ingredients: any closed 3–manifold can be obtained from the 3–sphere
by performing surgery on a link, there is a canonical contact structure in the 3–sphere, links can
be homotoped to be transverse to a contact structure, transverse links have a well understood
local model and one can explicitly give a formula to extend the contact structure after the surgery.
A particular instance of this construction is the following: one can start with a transverse knot
and perform a surgery that is topologically trivial but not contactly trivial (a priori). That is, we
cut out a torus and we glue in back in exactly the same way, but we make the contact structure
describe an extra turn radially. This is called a Lutz twist; we will review it in detail in Part
I, Chapter 2, it is not important how it works for the discussion now.
The punchline is that this provided a method of constructing not only contact structures in every
3–manifold, but also of constructing new contact structures in S3. Not only that, but a certain
version of the Lutz twist (the so–called full Lutz twist), preserves the homotopy class of the
contact structure as a distribution. This raises the question: are any of these not homotopic as
contact structures? An answer came in 1983 with work of Bennequin: the standard structure and
the one obtained from it by performing full Lutz twist along the unknot are genuinely different!
At that point, one could have hoped that maybe one can keep performing Lutz twists along
different unknots to yield new contact structures that are not homotopic to one another. This
is not the case:
Theorem 0.7. (Eliashberg, 1989) The following inclusion is a weak homotopy equivalence:
C-StrsOT (M,∆)→ Planes(M,∆).
What does this mean? Let us setup some notation. Suppose we perform a Lutz twist in a tubular
neighbourhood of a knot γ, and we take one of the normal disks of γ in such a neighbourhood.
Such a disc, endowed with the germ of contact structure around it, is called an overtwisted
disc. A solid torus in which we have performed a Lutz twist is then foliated by an S1–family
of overtwisted disks. C-StrsOT (M,∆) denotes the space of contact structures that have a fixed
overtwisted disk ∆. Planes(M,∆) are the 2–distributions that are tangent to ∆ at its origin.
The theorem says (in particular): if a contact structure ξ contains an overtwisted disk, any other
contact structure obtained from it by performing full Lutz twist is homotopic to ξ!
All of these facts brought together explain why contact topology has become a vibrant field.
On the one hand, there is a class of contact structures, the ones containing an overtwisted disc,
that are flexible and, thus, easy to understand thanks to the h–principle. On the other hand,
thanks to Bennequin’s result, we know that not all contact structures are of this form! We call
the former overtwisted, and the latter tight. Most of the work in the area for the last 30 years
has focused on developing techniques for classifying tight contact structures. We will not explore
this angle in this thesis.
4I was reminded of this very nice example by a talk of T. Vogel.
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Even–contact structures
Having covered dimension 3, we can consider bracket–generating distributions in 4–manifolds.
Part II of this thesis actually deals with the very next case: rank–2 distributions in dimension 4
that are bracket–generating in two steps. These are called Engel structures. However, it turns
out that rank–3 distributions are much easier to understand:
Definition 0.8. Let M be a 4–dimensional manifold. A 3–dimensional distribution E ⊂ TM is
said to be an even–contact structure if it is everywhere non–integrable, i.e. if [E , E ] = TM .
As above, one can consider a (possibly local) defining equation α for E = ker(α). The even–
contact condition amounts to asking α ∧ dα 6= 0. We also ask for E to be coorientable.
At this point maybe one could hope for the theory of even–contact structures to be as rich as
the theory of contact ones. However, we are in for a disappointment:
Theorem 0.9. (McDuff) Even–contact structures satisfy the complete h–principle.
This result is actually a consequence of previous work of Gromov about partial differential
relations that satisfy a property called ampleness: if they do, the complete h–principle holds
even in closed manifolds. Roughly speaking, the idea behind ampleness is that the PDR is
defined by an inequality that fails in large codimension.
This does not mean that even–contact structures are completely uninteresting. Even if the
classification question is completely understood, there are still things to be studied from the point
of view of dynamics. Even–contact structures contain a canonical line field called the kernel:
very little is known about its dynamical properties. Even–contact structures will reappear again
in Part I and in Part II.
Remark: Contact structures (respectively, even–contact structures) can be defined in all odd
(resp. even) dimensions. A proper definition will be given later on, but it is irrelevant for our
purposes now.
Topologically stable distributions
We have already (somewhat) motivated our interest in Engel structures: after contact structures
(in dimension 3), they conform the next simplest instance of a bracket–generating distribution.
There is one result of Cartan that is often quoted to further support the idea that Engel structures
are worth studying:
Theorem 0.10. There are four classes of topologically stable distributions: line fields, contact
structures, even–contact structures, and Engel structures.
Topological stability means two things. First, we require that the class is an open subset of
the space of distributions (of a given rank and dimension). Secondly, we require that all of the
structures of the class are locally diffeomorphic (meaning that, given any two points, we can find
a diffeomorphism of their neighbourhoods identifying the distributions).
The second condition means in particular that, for topologically stable distributions, there is
nothing to be studied locally: there cannot possibly be local invariants, since any two points
look the same. This makes them good subjects of study in topology, since we are forced to look
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for global invariants. As we explained above, contact structures have interesting invariants, but
even–contact ones do not. The motivating question for the second part of this thesis is: what
about Engel structures? (Spoiler: we do not know yet.)
Foliations
Instead of focusing on bracket–generating distributions, we can consider the completely opposite
assumption: distributions satisfying [ξ, ξ] = ξ. By Frobenius theorem, this is equivalent to the
fact that, through every point, we can find a little disc of dimension rank(ξ) that is everywhere
tangent to ξ. Even more: all these discs glue with one another to decompose the ambient manifold
in a collection of (possibly open) manifolds of dimension rank(ξ). This we call a foliation and
each of the lower dimensional submanifolds is called a leaf.
We have defined foliations as a particular class of distributions satisfying a certain PDR. As
such, we can pose the existence and classification questions we started this preamble with. It
turns out that the existence h–principle holds for foliations in all dimensions:
Theorem 0.11. (Thurston, ’73) Let M be a closed orientable n–manifold. Then, M admits a
foliation in any given homotopy class of plane fields.
In dimension 3, constructing these foliations is achieved by paying a certain price: all of them
have many Reeb components, that is, solid tori whose boundary is a leaf of the foliation and whose
interior is foliated by planes that are asymptotic at infinity to the torus leaf. Reeb components
play a similar role to that of Lutz tubes in a contact structure: they introduce flexibility.
Looking at Thurston’s result, one can wonder whether foliations without Reeb components be-
have flexibly as well. However, at that point, it was already known by work of Novikov that
taut foliations (a notion closely related to having no Reeb components) display rigidity:
Theorem 0.12. (Novikov, ’65) Let M be a closed orientable 3–manifold and let F be a taut
foliation by surfaces. Then:
• any map γ : S1 → M everywhere transverse to F represents a non–trivial element of
pi1(M),
• any leaf L pi1–injects into M ,
• M is irreducible.
We will define tautness with precision in Part I. The main question that motivates the work
in Part I of this thesis is: what is a good analogue of tautness in higher dimensions? In par-
ticular, knowing that foliations without further restrictions seem to be very flexible in light of
Thurston’s result, what is a reasonable condition that guarantees an interesting behaviour that
is still topological in nature?
So what is this thesis about?
Simply put: this thesis is about distributions and their global topology.
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Guide to the contents of the
thesis
Much of what is contained in the thesis can be found in the articles I have written during my
PhD. Some of them have been reproduced almost literally, cutting down the fat and streamlining
some of the exposition, and some others have been fully reworked and expanded. Many of them
shared a certain amount of preliminary material, which I have collected in the first chapters of
Parts I and II, respectively.
The idea behind this guide is to have all the main theorems in one place, so that the reader
can navigate the thesis a bit better. In agreement with these nice intentions, I have also tried,
hopefully successfully, to make this chapter self–contained (assuming the reader is familiar with
the contents of the Preamble).
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Part I
The first half of this thesis deals with contact and symplectic foliations. These are simply
foliations that possess a leafwise contact or symplectic structure that is varying smoothly. The
expectation/hope is that the rich behaviour seen in 3–dimensional foliation theory should emerge
in higher dimensions by restricting to a suitable class of foliations. Perhaps because of bias, we
propose that contact/symplectic foliations conform a reasonable candidate for this.
Chapter 1
In this chapter we will go over the basic definitions and constructions, many of which appeared
already in [9]. In some sense, this reduces to adapting many standard constructions arising in
contact and symplectic topology to the foliated setting. Examples include the analogues of the
space of contact elements, the symplectisation, the Boothby–Wang construction, or the Lutz
twist.
Chapter 2
The second chapter of Part I goes over the main result of [9], although the argument has been
rewritten completely in a more streamlined fashion. It reads as follows:
Theorem 2.1. Let V be a 4–manifold and let F be a foliation of rank 3. Then, the inclusion:
ContFol(V,F)→ FContFol(V,F)
of the contact foliations into the formal contact foliations induces a surjection in homotopy
groups.
Let us elaborate on this. As seen in the Preamble, overtwisted contact structures present a flexible
behaviour (meaning that the only obstructions to their existence are of algebraic topological
nature) and are thus not well–suited to be used as tools in the topological study of manifolds.
This is not the case of tight contact structures: their rich theory interacts heavily with the
topology of the ambient manifold (there are many such results in dimension 3, but this is still
largely unexplored in higher dimensions). Theorem 2.1 says that a similar phenomenon can be
observed in the foliated setting: given a foliation, it is easy to endow it with a leafwise contact
structure, but it turns out that the method by which this is done makes all leaves overtwisted.
There are still no examples showing that the existence of a contact foliation with all leaves tight
has interesting topological consequences for the ambient manifold; this is a current subject of
research by the author and others.
It is worth pointing out that after [9] was published, it was proven in [6] that a complete h–
principle holds for contact foliations of any (odd) rank and any dimension where a system of
transverse overtwisted disks has been fixed. In particular, the results in [6] recover Theorem 2.1.
Chapter 3
This chapter corresponds to my article[53]. The main result is the analogue of the Lefschetz
hyperplane theorem for (strong) symplectic foliations, namely:
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Theorem 3.5. Let (M2n+1,F , ω) be a strong symplectic foliation on a closed manifold. Let W
be a Donaldson divisor of dimension 2n− 1. Then, for every leaf L of F it holds that:
pik(L,L ∩W ) = {1}, 0 ≤ k ≤ n− 1.
For this statement to be understood, we should briefly explain what strongness means in this
context. A foliation is symplectic if there exists a global 2–form ω that is symplectic on each
leaf. The observation is that this implies that ω is closed leafwise, but not necessarily globally.
If it is closed, we say that the foliation is strong symplectic.
From a symplectic perspective, strongness is a natural condition, since many constructions require
for ω to define a cohomology class. This is the case for the results presented in this chapter. The
idea is as follows: if ω is a closed 2–form defining an integral cohomology class, we can consider
the associated complex line bundle L→M . Without going into details, one is able to construct
sections of L whose zeroes are submanifolds that inherit a symplectic foliation structure from the
ambient space; these are the so–called Donaldson divisors. The result can then be understood by
saying that the leaves of these submanifolds recall much of the topology of the original leaves. In
particular, the leaf spaces of M and its Donaldson divisors (down to dimension 3) are isomorphic.
One of the key observations is that a 3–dimensional strong symplectic foliation is exactly the
same as a taut foliation. The result is then saying that the leaf space of any strong symplectic
foliation is homeomorphic to the one arising from a taut foliation (which have been deeply studied
in 3–dimensional topology).
Chapters 4 and 5
These chapters correspond to the articles [68, 16], whose contents developed simultaneously. Let
us explain.
A natural question one can pose is the following: is there any relation between the topology of
a manifold and the dynamics of the non–vanishing vector fields on it? In particular, are there
topological conditions forcing all vector fields to have closed orbits? By work of Wilson and K.
Kuperberg, it is known that the answer to the latter question is no: there are vector fields with
no closed orbits in all manifolds of dimension at least 3.
The main theorem in [68], which we explain in Chapter 4, generalises this result to families of
vector fields of all dimensions:
Theorem 4.1. Let (Mn+m,Fn), n ≥ 3, be a foliated manifold. Denote by Xns(M,F) the space
of non–singular vector fields tangent to F . Denote by Xno(M,F) the subspace of those with no
closed orbits. The inclusion:
ιn : Xno(M,F)→ Xns(M,F)
is a weak homotopy equivalence.
However, it is also known that certain classes of vector fields always have closed orbits. We
need some additional explanations before we give a precise statement. A contact manifold can
be understood as a generalisation of the notion of energy level in Hamiltonian dynamics. In
particular, it has a set of associated flows (the Reeb flows), that play the role of the Hamiltonian
flow describing the motions in the system. It was conjectured by Weinstein that all Reeb flows
possess a closed orbit. Much later, it was proven by Taubes that this is the case in dimension 3;
it has also been proven in several higher dimensional instances.
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In Chapter 5, corresponding to my article [16], we study this very same question in the foliated
setting:
Theorem 5.1. Let (M3+m,F3, ξ2) be a contact foliation in a closed manifold M . Let α be a
defining 1–form for an extension of ξ and let R be its Reeb vector field. Let L3 ↪→M be a leaf.
i. If (L, ξ|L) is an overtwisted contact manifold, R possesses a closed orbit in the closure of
L.
ii. If pi2(L) 6= 0, R possesses a closed orbit in the closure of L.
The techniques used are based on Hofer’s approach to prove the Weinstein conjecture for over-
twisted contact manifolds. In particular, the main ingredient is the introduction of pseudoholo-
morphic curves to the foliated setting; this material is in some sense, foundational. Some of
the most interesting contents of this chapter are the examples, where we show that the assump-
tions of Theorem 5.1 are actually sharp. In particular, the Weinstein conjecture is not true for
foliations with all leaves tight.
Part II
The second half of this thesis deals with Engel structures. It turns out that, apart from the classes
we have discussed (contact, even–contact, and foliations), the global topology of other spaces of
distributions has not really been explored that much. We do not know if they meaningfully
interact with the topology of the ambient manifold they live in, or if they interact with other
geometrical structures.
Engel structures, being the next simplest example of bracket–generating distribution to consider,
are therefore a great candidate to start our programme with. What is proven about them in this
thesis?
Chapter 1
In this chapter we go over the main definitions and basic results about Engel structures; some of
the material can be found in [10, 15, 14] and, for an alternate view, there is the excellent survey
[60] by Montgomery.
The emphasis is put on characterising the Engel condition when a plane field has been trivialised
by applying the flowbox theorem to a line field contained in it. In 3–dimensional topology we
usually say that the contact condition amounts to “turning” with respect to a legendrian line
field, and what we do here is analogous. This innocuous result is actually key to all the subsequent
manipulations we do to construct and classify Engel structures in Chapters 3 and 4.
We also present results that are quite similar to some of the constructions in [60]. In particular,
we show that Engel structures are very rigid. This manifests in two forms: they have local
moduli and they have very few automorphisms (generically).
Somewhat separately, we explain the basics in the study of immersions of S1 tangent to Engel
structures. In particular, we define the concept of Geiges projection, which transforms the
problem into a question about planar curves with cusps satisfying an area constraint.
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Chapter 2
There is an operation, called Cartan prolongation, that assigns an Engel manifold to each contact
3–manifold. The contents of this chapter reproduce the first half of [14], which is dedicated to
the study of this particular family of Engel structures. As such, we are not strictly studying
Engel topology, but just the space of Cartan prolongations in itself.
A major difference with more general Engel structures is that the study of prolongations is very
intimately related to the study of the underlying contact structures. In particular, just like the
overtwisted contact structures present a flexible behaviour, the associated prolongations do too;
this is exactly what the main theorem of the chapter says.
Chapter 3
This chapter and the next constitute the main body of the thesis. The results presented in
Chapter 3 are based on the article [10], but the material has been almost completely rewritten
and largely expanded. The main theorem reads as follows:
Theorem 3.1. Let M be a smooth 4–manifold, not necessarily orientable. Then, the map
pik(i) : pik(Engel(M)) −→ pik(FEngel(M))
is surjective for every k ≥ 0. In particular, every formal Engel structure is homotopic to the flag
of a genuine Engel structure.
The additional content compared to [10] is that several alternate approaches to the proof are
provided, each of them with a slightly different flavour. The hope of the author is that this will
provide a bigger toolbox for those who want to deal with Engel structures.
Chapter 4
The material in this chapter is original and has not yet appeared in article form. It uses one
of the new proofs of Theorem 3.1 to show that the existence h–principle can be improved to a
complete h–principle (in pi0) for a suitably defined class of overtwisted Engel structures. The
chapter begins introducing several notions of looseness that are then shown to be equivalent.
Then, the main theorem is proven:
Theorem 4.22. Let M be a smooth 4–manifold. Let K be a compact manifold. Let D0,D1 :
K → Engel(M) be two formally homotopic loose families. Then, they are Engel homotopic
through loose families.
In particular, the class of loose Engel structures has the same connected components as the class
of formal Engel structures.
In particular, we will say that a loose Engel structure is (0–)overtwisted, because it allows us to
prove the h–principle at the level of pi0. Upgrading this to a full h–principle (in all pik) is work
in progress.
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Chapter 5
The material in this chapter appeared originally in [15]. Transverse and tangent immersions to
Engel manifolds are shown to abide to the h–principle (for immersions, it is shown that a set of
finite Hausdorff measure has to be discarded for this to be true). Namely:
Theorem 5.14. Let (M,D) be an Engel manifold. Let HIn.e.t.(S1,D) be the space of the hor-
izontal immersions that are not orbits of the kernel. Let FHI(S1,D) be the space of formal
horizontal immersions.
The inclusion
HIn.e.t.(S1,D)→ FHI(S1,D)
is a weak homotopy equivalence.
Theorem 5.22. Let (M,D) be an Engel manifold and V be any manifold. Maps and immersions
f : V →M transverse to D satisfy a C0–close, parametric, relative, and relative to the parameter
h–principle.
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Part I
Symplectic and contact foliations

Chapter 1
Basics on symplectic and contact
foliations
Disclaimer: we will henceforth assume that our manifolds/distributions are smooth unless we
explicitly say otherwise. We will additionally assume that they are orientable. This is done for
simplicity.
In Part I of this thesis we will study foliations. In the Preamble we claimed that there is a
well–understood dichotomy for foliations by surfaces in dimension 3. On the one hand, we have
the foliations with Reeb components produced by Thurston’s theorem. These are a paradigm
of flexibility. On the other hand, Novikov’s result says that taut foliations impose topological
constraints on the manifolds they live in; in particular, not every manifold admits one.
We shall not explore this any further in this thesis, but the theory of 3–dimensional taut foliations
is possibly one of the better understood instances of interaction between a geometric object (the
taut foliation) and the topology of the ambient manifold. Indeed, there is a wealth of results,
starting with the work of Gabai [24, 25, 26], relating taut foliations to several flavours/ideas of
3–dimensional topology (knot theory, the geometrisation conjecture...)
We have delayed introducing the definition long enough:
Definition 1.1. Let M be a closed n–dimensional manifold. A codimension–1 foliation F is
said to be taut if any of the following equivalent properties hold:
a. for each point p ∈ M , there exists a closed curve γ : S1 → M that is transverse to F and
satisfies γ(1) = p,
b. there exists a metric g in M making all the leaves of F minimal hypersurfaces,
c. there exists a closed codimension–1 form Ω in M that is volume on the leaves of F .
Equivalence between all these three notions was shown by Rummler and Sullivan [76, 75]. Prop-
erty (a.) is topological in nature, whereas the other two are more geometrical. It is worth
remarking that their equivalence relies on M being closed. For open manifolds, Property (a.) is
stronger than the other two.
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Since there is such a rich theory lurking in the background in the 3–dimensional case, one could
hope for the same to be true in higher dimensions. However, a recent result of Meigniez shows
that the 3–dimensional case and the higher dimensional cases are markedly different:
Theorem 1.2. (Meigniez, ’12) Let M be a closed n–manifold, n > 3. Then, M admits a
minimal (and in particular, taut) foliation in every homotopy class of hyperplane fields and
Haefliger structures.
That is, Thurston’s theorem holds in higher dimensions even if we add the minimality hypothesis.
This is disappointing, so we would rather find an alternate way of defining tautness. A way that
is more topologically flavoured.
In this chapter, we will define two classes of foliations: (strong) symplectic foliations (Section
1.1) and contact foliations (Section 1.2). In dimension 3, the strong symplectic foliations are
precisely the taut ones, and we will wave our hands and argue that, perhaps, this is a more
natural generalisation of tautness. Much like contact manifolds arise naturally in symplectic
topology, contact foliations relate naturally to strong symplectic foliations. A bold claim (just
like the one before) would be that contact foliations with all leaves tight conform a class of
foliations whose behaviour is interesting.
The main theme of Part I is that techniques arising in contact and symplectic topology transfer
nicely to this foliated setting. Indeed, contact and symplectic foliations can be understood as
generalisations of parametric families of contact/symplectic structures, so the phenomena taking
place in the latter must occur in the former.
1.1 Symplectic foliations
1.1.1 Definitions
Let us start with the following definition.
Definition 1.3. Let M2n+m be a smooth manifold. Let F be a rank 2n foliation. Let ω ∈
Ω2(F) = Λ2(T ∗F) be a 2–form along the foliation. The triple (M,F , ω) is called a symplectic
foliation if, for every leaf iL : L →M , (L, i∗Lω) is a symplectic manifold.
(M,F , ω) is said to be strong if there exists a global closed 2–form ω˜ satisfying ω˜|F = ω. The
form ω˜ is said to be an extension of ω.
Remark 1.4. Often we will abuse notation and simply say that (M,F , ω˜) is a strong symplectic
foliation.
We will sometimes say that a symplectic foliation is weak to highlight the fact that it is not
strong. Weak symplectic foliations are also referred to as regular Poisson structures in the
literature, see [35], and can be understood as a generalisation of symplectic fibrations, see [56,
Chapter 6]. Strong symplectic foliations are referred to as 2–calibrated structures in [43],
where they were introduced first.
A moment of thought shows that, in dimension 3, any foliation by surfaces is symplectic, and
tautness amounts to being strong, so we can legitimately call this a generalisation. It is also
worth noting that, in higher dimensions, any strong symplectic foliation (of codimension–1) is
taut, since ω˜n is a leafwise volume form that is globally closed.
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A symplectic foliation being strong is meaningful also in the sense that many constructions
from symplectic topology are likely to extend to the foliated setting only under this hypoth-
esis. This is the case of the approximately holomorphic techniques (see Chapter 3): in the
strong, codimension–1 case they have been shown to work and they offer a fruitful approach for
understanding the leaf space.
Another example will be shown in Chapter 5. Pseudoholomorphic curve techniques can be used
in the strong setting because energy bounds retain their cohomological nature, as in the non–
foliated case. However, in the weak setting this is not true anymore.
1.1.2 Formal symplectic foliations
A question that we will not tackle in this thesis but that is of clear interest (as our discussion so
far has shown), is whether we can construct and classify strong/weak symplectic foliations. It is
convenient to phrase this problem in terms of the h–principle.
First, it is worth noting that there are two related but distinct problems one can pose. The first is
as follows: we fix an ambient manifold M and a foliation F and then we ask whether there exists
a symplectic foliation of the form (M,F , ω) (possibly with a extension ω˜). From this perspective,
we are interested in the foliation itself and maybe we expect the auxiliary symplectic data to shed
some light on its properties. As such, the formal counterpart of a symplectic foliation should be
a 2–form in Λ2(T ∗F) that is non–degenerate but not necessarily closed. Note that this is the
formal analogue of both weak and strong symplectic foliations.
Another question, which is probably more topological in nature, asks us to only fix the manifold
M and then to find a foliation F and a leafwise 2–form such that (M,F , ω) is a strong/weak
symplectic foliation. Now the object of interest is the manifold M , and the main motivation is
to relate its topology to the existence/classification of the symplectic foliations it admits. This
question is precisely the one that is interesting if M is 3–dimensional: to see whether M admits
some taut foliation or not.
In this latter case, a formal symplectic foliation would be a pair conformed of a distribution and
a non–degenerate 2–form over it. If the distribution is of codimension 1, this is the same as a
formal contact structure. If we were interested in the foliation per se, instead of a distribution
we could consider a Haefliger structure.
The problem of constructing and classifying symplectic structures in closed manifolds is extremely
hard, whereas in open manifolds, Gromov’s h–principle completely solves the problem. Similarly,
there has been some work (in the form of h–principles) in the open foliated setting [22, 4] and
some explicit constructions for closed foliated manifolds [59, 64].
1.1.3 Basic properties
A reasonable question is whether being strong symplectic is much more restrictive than being
just symplectic. Let us introduce some notation. Given a symplectic foliation, consider the space
E(F , ω) of all extensions of ω, which we endow with the C1–topology.
Lemma 1.5. The space E(F , ω) is either empty or has a natural affine space structure.
Proof. Suppose that E(F , ω) is non–empty and fix an extension ω˜0. We set:
{ω˜ ∈ Ω2(M) : ω˜|F = ω˜0|F , dω˜ = 0}
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is an affine space modelled on the space of closed 2–forms that vanish along the foliation.
The way in which we check that the space of extensions is not empty is cohomological in nature
and can be phrased in terms of obstruction classes, see [12, Example 10] and [81]. Let us elaborate.
Suppose we have fixed a foliation F . A first question to tackle is whether it is symplectic, as
discussed before. Suppose it is, and we are able to exhibit a particular ω achieving this. Then, for
that particular ω, we can do this obstruction theory computation to check whether ω possesses
an extension.
Strongness is relevant in regard to the concept of a symplectic connection.
Definition 1.6. Let (M,F , ω) be a symplectic foliation. Given an extension ω˜, the symplectic
connection is the distribution Hω˜ = (TF)⊥ω˜.
In the codimension–1 case, if a defining form β for the foliation is chosen (i.e. ker(β) = F), a
symplectic connection determines a distinguished transverse vector field T :
ω˜(T ) = 0, β(T ) = 1,
which is the analogue of the Reeb vector field in contact topology. Just as closedness of the
extension is the condition required in symplectic fibrations for the parallel transport to be by
symplectomorphisms, see [56, Lemma 6.18], closedness of ω˜ implies that T preserves ω˜:
LT ω˜ = diT ω˜ + iT dω˜ = 0.
The vector field T has been known in Poisson geometry for a while [81, Definition 4.8]. For
strong symplectic foliations defined by a closed 1–form, it was proven in [34] that T preserves
the Poisson structure. From our perspective, this can be rephrased by saying that, since β is
closed, T not only preserves ω˜, but also F . A particularly simple case is when [β] ∈ H1(M) is
rational: then (M,F , ω) is actually the mapping torus of a symplectomorphism.
1.1.4 Moser’s stability
Classic Moser’s stability says that homotopies of symplectic structures representing the same
cohomology class arise from isotopies. The same statement holds true in the foliated setting.
Since we are talking about cohomology, closedness is necessary:
Lemma 1.7 (Moser Stability [37]). Consider a foliation F on a closed manifold M . Let
{ωt}t∈[0,1] be a smooth family of foliated 2–forms such that (M,F , ωt) is a symplectic folia-
tion for every t. Let {ω˜t} be a smooth family of extensions. Suppose that [ω˜t] ∈ H2DR(M) is
constant.
Then, there exists a global flow {φt}t ∈ Diff(M) tangent to F and such that φ∗tωt = ω0.
Proof. Let us assume that the flow φt is tangent to the leaves. Denote by Xt the vector field
generating the flow φt. Differentiating with respect to t, we obtain:
[φ∗t (LXt ω˜t +
dω˜t
dt
)]|F = 0. (1.1)
Take the push forward by φt in the Equation (1.1) and expand using Cartan’s formula to yield:
(diXt ω˜t +
dω˜t
dt
)|F = 0,
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Applying Hodge theory, we can find a 1–parametric family of 1-forms λt satisfying dλt =
dω˜t
dt
,
by our assumption on the cohomology classes of the ω˜t. Now the equation reads:
(iXt ω˜t + λt)|F = 0.
Since ω˜t is non-degenerate when restricted to F , we can solve for Xt uniquely.
Similarly, one can prove an analogue of Darboux’s Theorem, providing a local normal form for
a symplectic foliation. We will state it in the codimension–1 case for simplicity.
Example 1.8. Consider the product M = R × Cn with coordinates (t;x, y) with (x, y) =
(x1, · · · , xn, y1, · · · , yn). This manifold can be endowed with a strong symplectic foliation:
Fstd =
∐
t∈R
{t} × Cn, ω˜std =
n∑
i=1
dxi ∧ dyi.
The standard defining form for Fstd is the 1–form βstd = dt.
Lemma 1.9 ((Strict) Darboux’s Theorem). Consider a symplectic foliation (M2n+1,F2n, ω)
and a point p ∈M . Then there exist a small ε > 0 and an embedding
φ : D2nε × (−ε, ε) −→M
φ(0, 0) = p, φ∗F = Fstd, φ∗ω = ω˜std|Fstd .
If (M,F , ω) is actually strong symplectic with extension ω˜, it can further be achieved that φ∗ω˜ =
ω˜std.
1.2 Contact foliations
Contact manifolds appear in symplectic topology as the natural boundary conditions for sym-
plectic manifolds. We will now introduce their foliated analogue. In Section 1.3 we will relate
the two foliated notions seen so far through examples and several constructions.
1.2.1 Definition
Definition 1.10. Let V 2n+1+v be a smooth manifold. Let F be a rank 2n + 1 foliation in V .
Let ξ be a codimension–1 distribution in TF such that (L, i∗Lξ) is a contact manifold for every
leaf iL : L → V . Then, the triple (V,F , ξ) is said to be a contact foliation.
If V and F have been fixed, the space of contact foliations is denoted as follows:
ContFol(V,F) = {ξ ⊂ TF | (V,F , ξ) is a contact foliation}
and we endow it with the C1–topology.
Let Θ ⊂ TV be a codimension–1 distribution that satisfies ξ = Θ ∩ TF . Then, Θ is said to be
an extension of the contact foliation. The reader should compare this with a contact fibration
[49]. Consider the space of possible extensions with the C1–topology:
E(V,F , ξ) = {Θ | Θ is an extension of (V,F , ξ)}.
Just like the space of connection 1–forms in a smooth vector bundle has a natural affine structure,
one can prove the following:
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Lemma 1.11. The space E(V,F , ξ) has an affine structure.
Proof. Consider an extension Θ0 with defining form α0. The space
A = {α ∈ Ω1(V ) : α|F = α0|F}
is an affine space modelled on the space of 1–forms vanishing on F . The map Ψ : A −→ E(V,F , ξ)
defined by Ψ(α) = (V,F , kerα) is bijective and endows E(V,F , ξ) with an affine structure.
In particular, E(V,F , ξ) is contractible and the choice of extension for a foliated contact structure
is unique up to homotopy.
The reader might wonder whether there is a sensible notion of closedness for contact foliations.
The key observation is that the form Θ is exact and hence closed, regardless of the choice of
extension. In particular, this will later imply that the symplectisation of a contact foliation is
strong symplectic, showing the desired relation between both notions.
1.2.2 Formal contact foliations
In Chapter 2, we will address the following question: given a manifold V and a foliation F , can
it be endowed with a contact foliation (V,F , ξ)? A big difference with the symplectic case is
that we will be able to provide a complete answer: if the formal problem is solvable, so is the
geometric one. This is a joint result [9] with C. Casals and F. Presas.
What does this mean? Fix the manifold V and the foliation F . Then, the space offormal
contact foliations is the following:
FContFol(V,F) ={(ξ, [ω]) | ξ is a codimension–1 distribution in TF ,
ω ∈ Λ2(ξ) is non–degenerate}
and we endow it with the C0–topology; [ω] means the conformal class of the 2–form ω. Contact
foliations can be regarded naturally as a subset of the formal contact ones by taking ω to be
dα|ξ with α any defining 1–form for an extension Θ of ξ.
Remark 1.12. When F has rank 3 (and thus ξ has rank 2), the formal data reduces to recalling
ξ as a plane field tangent to the foliation.
We could have opted to let the foliation F be part of the PDR as well; however, even with the
foliation fixed, our result reads:
Theorem 2.1. Let V be a 4–manifold and let F be a foliation of rank 3. Then, the inclusion:
ContFol(V,F)→ FContFol(V,F)
induces a surjection in homotopy groups.
However, this does not make contact foliations uninteresting. The foliations we produce will
have all leaves overtwisted, so the reasonable class of foliations to study is the class of contact
foliations with tight leaves. Future work should focus on understanding whether a given manifold
admits a foliation that can be made contact with tight leaves.
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1.2.3 The contact connection
Contact foliations relate to a class of distributions we have seen already:
Lemma 1.13. Let (V,F , ξ) be a contact foliation with F of codimension–1. Then, any extension
Θ is an even–contact structure.
Indeed, Θ restricted to ker(Θ) has maximal rank. This naturally ties in with the next definition:
Definition 1.14. Let Θ be an extension of a contact foliation (V,F , ξ). Let α be its defining
form. The associated contact connection is the distribution HΘ = ξ⊥dα ⊂ (Θ, dα).
In the language of even–contact structures (when F is of codimension–1), this is known as the
kernel. It is worth remarking that the contact connection does not depend on the choice of α,
it only depends on the extended distribution Θ; it is always transverse to F .
If F is of codimension–1, HΘ is the kernel, a line field. A particular vector field spanning it can
be chosen if we pick a defining form α for Θ and a defining form β for F . Then, we can set:
α(T ) = 0, (iT dα) ∧ α = 0, β(T ) = 1
We call T the transverse vector field. It is then obvious that:
Lemma 1.15. Let F be of codimension–1. Let (V,F , ξ) be a contact foliation. Let Θ be an
extension with α its defining 1–forms. Then
LTα = dα(T,R)α.
In particular the distribution Θ is preserved by the flow of the transverse field T of (β, α).
It does not hold in general that T preserves F since that would imply dβ = 0.
1.2.4 The Reeb vector field
Just like in standard contact topology, once we fix a defining–1 form for the extension Θ, there
is a uniquely defined vector field R that is tangent to each leaf. Namely:
α(R) = 1, (iRdα)|F = 0, R ⊂ TF .
In Chapter 5, we will pose the following question: does R have any closed orbits? In the closed
non–foliated case, the conjecture that says that it always does (for any choice of contact form) is
called the Weinstein conjecture. We shall see below (Subsection 1.3.2) that this is not the case
in the foliated setting, although the result can be salvaged when there are overtwisted leaves.
1.2.5 The space of transformations of a contact foliation
A diffeomorphism of V that preserves both F and ξ will be called a foliated contactomor-
phism. The infinitesimal symmetries are described as follows.
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Definition 1.16. Let (V,F , ξ) be a contact foliation. The space of contact vector fields of
(V,F , ξ) is defined as the subspace of X(V ) of those vector fields that preserve F and ξ.
If an extension Θ is fixed and a defining 1–form α is given, the space of contact vector fields is
equivalently defined as:
X(ξ) = {X ∈ X(V ) : LXα|F = fα|F for some f ∈ C∞(V ) and
[X,F ] ⊂ F}.
A flow by foliated contactomorphisms is induced by a 1–parametric family of contact vector
fields.
Lemma 1.17. The space X(ξ) is a Lie algebra. It contains a distinguished ideal X(ξ) ∩ X(F).
Proof. The first statement follows since the space of vector fields preserving a distribution is a Lie
algebra. The second claim is immediate, since [X,Y ] ∈ TF , for X preserving F and Y ∈ F .
1.2.6 Gray stability
Just like we proved Moser’s stability for strong symplectic foliations, Gray’s stability has a
foliated analogue. Similar Moser–type theorems were proven in [2] in the setting of symplectic
and contact pairs.
Proposition 1.18 (Foliated Gray’s Stability). Let F be a codimension 1–foliation on a closed
manifold V . Let {ξt}t∈[0,1] be a family of codimension–2 distributions such that (V,F , ξt) is a
foliated contact structure for every t ∈ [0, 1].
Then, there exists a global flow {φt}t∈[0,1] ∈ Diff(V ) tangent to F such that φ∗t ξt = ξ0.
Proof. We consider a smooth 1–parametric family of extensions Θt and their defining 1–forms
αt. We require a flow φt tangent to the leaves (and therefore preserving F) such that φ∗t ξt = ξ0.
This reads as
φ∗tαt|F = gtα0|F
for a suitable choice of {gt}t ∈ C∞(V ). We now apply the foliated version of Moser’s argument.
Denote by Xt the vector field generating the required flow φt (that is, Xt◦φt = φ˙t) and we further
suppose that Xt is contained in the contact structures ξt. Differentiating the above condition
with respect to t we obtain:
φ∗t (LXtαt + α˙t)|F = g′tα0|F =
g′t
gt
(φ∗tαt)|F . (1.2)
Define λt = (φt)∗
g′t
gt
. Equation (1.2) implies
(LXtαt + α˙t)|F = (iXtdαt + α˙t)|F = λtαt|F . (1.3)
This is an equation in 1–forms. In particular, it has to be satisfied by the Reeb vector Rt, thus
yielding the condition
iRt α˙t = λt.
This reads φ∗t (iRt α˙t) = (ln gt)
′, which is an ODE with an unique solution once the initial condition
g0 = 1 is fixed. Now, since Rt ∈ ker(α˙t − λtαt), Equation (1.3) can solved uniquely for Xt ∈
ξt.
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It is worth pointing out that we are not able to provide an isotopy taking the extensions to one
another. The isotopy only deals with the leafwise structures. Indeed, if F is codimension–1, an
extension is just an even–contact structure and it is well–known that Gray stability fails unless
the kernel is fixed [31, 60].
1.3 Examples and constructions
In this section we shall produce several examples of contact and symplectic foliations. Essentially,
the methods by which we produce them are a straightforward generalisation of their non–foliated
analogues.
1.3.1 Contact mapping tori
Let (L, ξL = kerαL) be a contact manifold. The manifold L× [0, 1], with coordinates (p, t), has
a natural contact foliation structure given by
F˜ = L × {t}, ξ˜(p, t) = (ιL×{t})∗ξL(p).
Let φ be a contactomorphism of ξL and consider the associated mapping torus M(φ), which is a
contact fibration. From the contact foliation viewpoint, it inherits the contact foliation structure
(F , ξ) from (L× [0, 1], F˜ , ξ˜) as a quotient. Given a vector field X ⊂ TF such that φ∗X = X, an
extension is obtained by declaring
Θ = ξ ⊕ 〈∂t +X〉.
Denote H = αL(X). Then the contact connection HΘ is the distribution generated by the vector
field 〈∂t + X˜〉 satisfying the equations
αL(X˜)−H = 0, dαL(X˜, v) + dH(v) = 0 ∀v ∈ kerαL.
Hence X˜ is the Hamiltonian vector field associated to H.
1.3.2 A contact foliation with no closed Reeb orbits
The following example is due to V. Ginzburg.
There are four natural types of foliations on the 4–torus obtained by quotienting the horizontal
foliation of a 4–polydisc by 3–polydiscs. In coordinates T4(t, x, y, z) their defining equations have
the form
β = (p, q, r, s) · (dx, dy, dz,−dt), (p, q, r, s) ∈ R4.
The numbers (p, q, r, s) generate a Q–submodule A of R. The leaves are diffeomorphic to
(S1)(4−rank(A)) × Rrank(A)−1.
Let us endow such foliations with a foliated contact structure. Suppose that s = 1 and consider
the form
α = sin(2piz)dx+ cos(2piz)dy.
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This is a well–defined 1–form on T4. The condition for a foliated contact structure reads
α ∧ dα ∧ β = (sin(2piz)dx+ cos(2piz)dy) ∧ (2pi cos(2piz)dz ∧ dx− 2pi sin(2piz)dz ∧ dy) ∧ β =
(2pidx ∧ dy ∧ dz) ∧ (p · dx+ q · dy + r · dz − dt) = 2pi · dt ∧ dx ∧ dy ∧ dz > 0
Hence, α defines a foliated contact structure for any 1–form β as above. In particular, we obtain a
contact foliation with (dense) tight contact R3 leaves on T4. Precisely in this case it is immediate
that all Reeb orbits are lines. This shows that the foliated Weinstein conjecture fails in general.
1.3.3 Cotangent bundle
Let W be a smooth manifold and let F be a foliation on W . The total space M of the fibration
pi : T ∗F −→W can be endowed with a strong symplectic foliation. The foliation is simply given
as a lift of F :
FM =
∐
L∈F
pi−1L.
The leafwise symplectic form ωM (or rather, its extension ω˜M ) is exact. A distinguished primitive
is constructed as follows. At a point (p, λ) ∈ T ∗F , where p is a point in W and λ is a covector
of F , the Liouville 1–form is defined to be:
λstd(p, λ) = λ ◦ d(p,λ)pi,
that is, vectors tangent to FM are projected to the base manifold and then they are evaluated
with the covector their basepoint in M = T ∗F represents. This defines a leaf–wise 1–form, and
we set ωM = dλstd. Then, λstd can be extended arbitrarily to a global 1–form and any such
choice yields an extension ω˜M (in particular, the extension is non–unique).
Restricted to each leaf, this is the standard construction, and hence the resulting structures are
indeed leafwise symplectic.
1.3.4 Foliated contact elements
The contact analogue of what we just did also works. Let W be a smooth manifold and let F
be a foliation on W . Consider the manifold V = P(T ∗F), which we are going to endow with a
contact foliation. Using the projection pi : V −→ W , we pullback the foliation F on the base;
that is, we set
FV =
∐
L∈F
pi−1L.
Now we can tautologically define the following codimension 1–distribution in TF :
ξV (p, [λ]) = dpi
−1(ker(λ))
that is, being p a point in W and [λ] a conformal class of covectors of F at p, we set the contact
plane to be the preimage of their kernel.
In particular, the foliated contact structure restricted to a leaf coincides with the standard space
of contact elements of the leaf. In the same vein, the sphere bundle S = S(T ∗F) associated to
the cotangent space of the foliation is a foliated contact manifold (S,FS , ξS) that restricts to the
space of cooriented contact elements over each leaf. The foliated contact structure (FS , ξS) can
also be obtained via the pullback of (FV , ξV ) through the double–cover S −→ V .
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1.3.5 Contactisation
Let (M,λ) be an exact symplectic manifold, the contactisation of (M,λ) is the manifold M ×R
endowed with the contact structure ξ = ker(λ− dt).
Definition 1.19. Let (M,F , ω) be a strong symplectic foliation admitting an exact extension
ω˜ = dλ. Then,
(M × R,F × R, ker(λ− dt))
where t is the coordinate in the factor R, is called the contactisation of (M,F , ω).
Of course, the contactisation is an open manifold. However, there exists another construction,
called the prequantisation, that allows us to construct a closed manifold endowed with a
contact foliation from a strong symplectic foliation. Assume that ω˜ is a closed 2–form such that
[ω˜/(2pi)] is integral, which can be assumed after a small perturbation and scaling. Consider the
principal circle bundle pi : Lω˜ →M associated to ω˜. Construct a connection 1–form α ∈ Ω1(Lω˜)
with curvature ω˜.
Definition 1.20. The foliated contact manifold (Lω˜, pi
∗F , ker(α)) is said to be the Boothby–
Wang contact foliation associated to the strong symplectic foliation (M,F , ω) with extension
ω˜.
The Boothby–Wang contact foliation over a closed base is taut because the strong symplectic
foliation is taut, so a transverse loop in the base can simply be lifted. Observe that this is not
necessarily the case for a general contact foliation (as Theorem 2.1 shows).
1.3.6 Symplectisation
Let (V, ξ = kerα) a contact manifold. The symplectic manifold (V × R, d(etα)) is known as the
symplectisation of (V, ξ).
Definition 1.21. Let (V,F , ξ) be a contact foliation and let Θ be an extension. Fix a defining
1–form α for Θ. The manifold
(R× V,R×F , ω = d(etα)|F ).
is called the symplectisation of (V,F , ξ), where t is the coordinate in the R factor.
Notice that ω˜ = d(etα) is an extension of ω. The strong symplectic foliation obtained in the
construction does not depend on the particular choice of α and Θ up to foliated symplectomor-
phism.
1.3.7 The parametric Lutz twist
In the Preamble we discussed briefly how Lutz and Martinet were able to prove that any 3–
dimensional manifold admits a contact structure using surgery and a construction that we called
the Lutz twist. Later on, in Chapter 2, we will need a parametric version of this procedure, so
we will introduce it here.
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1.3.7.1 The non–foliated case
Let us go over the standard Lutz twist before we get to its parametric/foliated counterpart. A
good reference is [27, Section 4.3].
Lemma 1.22. Fix a contact manifold (M3, ξ) and let γ : S1 → M be a loop that is transverse
to the contact structure ξ. Then, there is a diffeomorphism
φ : Op(γ)→ S1 × D2ε
satisfying φ∗ ker(dt − r2dθ) = ξ, where t is the coordinate in S1 and (r, θ) are polar coordinates
in the disc.
We will not go over its proof. The reader is invited to read [27, Example 2.5.16].
Geometrically, we see that the structure ξ is rotating as we move radially away from γ. A Lutz
twist consists of replacing ξ by a structure that agrees with ξ near γ and near the boundary
of Op(γ) but that in the middle performs an additional half turn or complete turn. These are
called the (half) Lutz twist and the full Lutz twist, respectively.
Namely, find functions g, h : [0, ε]→ R satisfying:
• g(r) = 1 if r ∈ Op({0, ε}),
• h(r) = −r2 if r ∈ Op({0, ε}),
• the curve (g, h)/|(g, h)| : [0, ε]→ S1 is an immersion describing 1 turn around the sphere.
These functions describe the full Lutz twist. The following lemma collects the relevant properties:
Lemma 1.23. Fix a contact manifold (M3, ξ) and let γ : S1 → M be a loop that is transverse
to the contact structure ξ. Using the model
φ : Op(γ)→ S1 × D2ε
φ∗ ker(dt− r2dθ) = ξ,
define a contact structure ξ˜ that agrees with ξ outside of Op(γ) and is given by φ∗ ker(g(r)dt −
h(r)dθ) inside.
The structure ξ˜ is said to be obtained from ξ by a full Lutz twist. There exists a family of
plane fields ξt, t ∈ [0, 1], with ξ0 = ξ and ξ1 = ξ˜, all of them agreeing outside of Op(γ).
That is, this method produces new contact structures that formally are homotopic to the orig-
inal one, but not necessarily geometrically. Indeed, as explained in the Preamble, this method
produces flexible contact structures, as the following definition and proposition show.
Definition 1.24. Endow S1 × D2ε with the contact structure ξLutz = ker(g(r)dt − h(r)dθ). Let
r0 > 0 be the first time where h(r) = 0.
Let (M, ξ) be a contact manifold. A disc D ⊂M is said to be overtwisted if there is
φ : Op(D)→ Op({1} × D2r0)
such that φ∗ξLutz = ξ. If (M, ξ) contains an overtwisted disc, ξ is an overtwisted contact
structure.
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Proposition 1.25. (Eliashberg, ’89) Let M be a 3–manifold. The following inclusion is a weak
homotopy equivalence:
C-StrsOT(M,D)→ Planes(M,D).
Here C-StrsOT(M,D) denotes the contact structures on M having D as an overtwisted disc and
Planes(M,D) the plane fields that are tangent to D at its origin. This result will play a key
role when we try to prove Theorem 2.1, because it provides the flexibility required to manipulate
formal contact foliations into honest ones.
1.3.7.2 The foliated case
Let (V,F , ξ) be a contact foliation. The parametric Lutz twist relies on the fact that, given a
loop transverse to F , it is possible to find a local model around it in which the leafwise contact
structures are standard:
Lemma 1.26. Let (V,F , ξ) be a contact foliation with rank(F) = 3. Let η ⊂ V be a curve
everywhere transverse to F . Then, there is a diffeomorphism
φη : Op(η)→ I × D3ε
φ∗ηξstd = ξ,
where ξstd = ker(dz − xdy) ∩ {t} × D3ε. I denotes some 1–dimensional manifold.
Proof. This is an immediate consequence of Moser’s trick. A more geometrical way to do it is to
find a vector field X ⊂ ξ in Op(η) and use its flow to simultaneously find an I–family of flowboxes.
Then, the implicit function theorem puts the contact structures in standard position.
Remark 1.27. Let K ⊂ V be a manifold of dimension at most codim(F) that is everywhere
transverse to F . Then, if ξ|K is the trivial bundle, the obvious analogue of Lemma 1.26 holds.
Given some transverse knot γ : S1 → (D3ε, ξstd), we can consider the cylinder C = S1×γ ⊂ S1×D3ε.
Let η : S1 → V be a loop transverse to F and let φη be defined as in Lemma 1.26. Then φ−1η (C)
is a 1–parametric family of transverse knots in V .
Any embedded loop of transverse knots can be assumed to have a standard local model given
by a parametric application of Lemma 1.22. That is, there is a map Ψ : Op(C)→ S1 × S1 × D2ε
satisfying:
Ψ∗(ker(ds)) = F , Ψ∗[ker(dt− r2dθ) ∩ ker(ds)] = ξ.
We can then define ξpLutz, a leafwise contact structure that agrees with ξ outside of Op(C) and in
Op(C) is given by Ψ∗[ξLutz∩ker(ds)]. We say that it has been obtained from ξ by a parametric
Lutz twist along the family C.
Now we can prove the following result:
Proposition 1.28. The inclusion
ContFol(V,F)→ FContFol(V,F)
is not a weak homotopy equivalence. Indeed, it is not injective in pi0.
15
CHAPTER 1. BASICS ON SYMPLECTIC AND CONTACT FOLIATIONS
Proof. Consider the Reeb foliation (S3,F) and its associated space of foliated contact elements
(S3 × S1,Fc, ξc). There exists a homotopy at the formal level that produces a contact foliation
ξOT with tight and overtwisted leaves. Assuming that this is true, Gray’s stability (Proposition
1.18) says that ξc and ξOT being homotopic as contact structures implies that they are isotopic.
But this is a contradiction with the fact that ξc has all leaves tight.
The Reeb foliation in S3 is given by gluing two Reeb components along their torus boundary
suitably. We can find a knot η : S1 → S3 running along the core of one of the solid tori that
is everywhere transverse to F . In particular, η does not intersect the torus leaf nor the planar
leaves of the other Reeb component. Lift η to a curve η˜ in S3 × S1 and use Lemma 1.26 to
trivialise the leafwise contact structures along η˜. This allows us to find an embedded family of
transverse knots that is C0–close to η˜; we perform a parametric Lutz twist along this family.
The (lift of the) leaves in the interior of the Reeb component containing η are now overtwisted,
whereas all other leaves are tight. This proves the claim. The same construction works for any
foliation (M3,F) with a Reeb component.
1.3.8 Foliated contact divisor connected sum
We will end this chapter carrying out one last construction. It is not really necessary for the rest
of the contents of the thesis, but it has some interest nonetheless.
Consider a contact foliation (V,F , ξ) on a (2n+2)–fold V and let S be a 2n–dimensional subman-
ifold transverse to F and ξ. Then S inherits a codimension–1 foliation FS with foliated contact
structure ξS = ξ ∩ TFS . We say that (S,FS , ξS) is a foliated contact divisor. Generalizing
[27, Theorem 2.5.15], Proposition 1.18 implies that the tubular neighbourhood of S is uniquely
determined by the conformal symplectic structure of its normal bundle. Since its normal bun-
dle is a 2–dimensional disc bundle, the foliated contact structure of its tubular neighbourhood
depends only on its oriented topological type.
Suppose that the normal bundle of S is trivial. Then, there is a diffeomorphism φ : S × D22ε →
Op(S), ε > 0, where Op(S) ⊂ V denotes a small tubular neighbourhood of S. Let αS be a
defining 1– form for an extension of ξS . Then, the pullback of the contact foliation by the
embedding φ can be chosen to be:
(S × D22ε,FS × D22ε, ker(αOp(S))),
where αOp(S) = φ∗αS + r2dθ. This is the local model along the foliated contact divisor, which
now we can use to perform a connected sum.
Let (V0,F0, ξ0) and (V1,F1, ξ1) be two contact foliations and f0 : S −→ V0, f1 : S −→ V1
two embeddings of S as a foliated contact divisor with trivial normal bundle. There exist two
neighbourhoods Op(S, V0) and Op(S, V1) and two embeddings
f0 : S × D22ε −→ Op(S, V0), f1 : S × D22ε −→ Op(S, V1)
conforming to the local model described above (and extending f0 and f1).
The gluing region is the open manifold S = S×(−ε2, ε2)×S1, endowed with the contact foliation:
(S,FS × (−ε2, ε2)× S1, ker(αS)
where αS = αS + tdθ); note the linearity in the t–coordinate. Define maps
F0 : S × (0, ε2)× S1 −→ Op(S, V0), (p, t, θ) 7−→ f0(p, t2, θ)
F1 : S × (−ε2, 0)× S1 −→ Op(S, V1), (p, t, θ) 7−→ f1(p, t2,−θ)
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Then the topological connected sum
V0#SV1 = (V0 \ f0(S)) ∪F0 S ∪F1 (V1 \ f1(S))
with the foliated contact models introduced above inherits a foliated contact structure. The
related construction for symplectic foliations is discussed in [42], though it does not preserve
strongness.
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Chapter 2
Existence of contact foliations
As we advanced during the introductory chapter, our aim now is proving that the existence
h–principle holds for contact foliations of rank 3 and codimension 1:
Theorem 2.1. Let V be a 4–manifold and let F be a foliation of rank 3. Then, the inclusion:
ContFol(V,F)→ FContFol(V,F)
induces a surjection in homotopy groups.
We should point out, first of all, that the restriction on the codimension is not necessary. However,
for simplicity, only this case was tackled in [9]. The restriction on the rank was, at the time
of writing, essential. The classification of overtwisted structures in all dimensions [6] had not
been announced yet and hence, overtwistedness itself had not been defined in dimension greater
than 3. However, due to the nature of overtwistedness, it was already clear that a higher rank
analogue of Theorem 2.1 would follow from the non–foliated h–principle. Indeed, in [6, Theorem
1.5], the result we present here was proven in full generality.
Theorem 2.1 did not try to solve the classification question, although good guesses of what an
overtwisted class has to be follow naturally from its proof. In [6] they defined an analogue of the
overtwisted disc for contact foliations, dealing with this loose end.
Remark 2.2. Recall that in Subsection 1.3.7 we already provided an example where it is shown
that the inclusion ContFol(V,F) → FContFol(V,F) is not a weak homotopy equivalence in
general, as one would expect from the non–foliated case. There, we introduced the parametric
Lutz twist, which will be key for the upcoming arguments.
The proof of Theorem 2.1 goes roughly as follows. We will first triangulate the ambient manifold
V in a manner that is adapted to the foliation (Subsection 2.1.3); this relies on Thurston’s
jiggling [79, Section 5]. Once that is done, we will first homotope our leafwise plane field to an
honest contact structure in a neighbourhood of the lower dimensional simplices (Section 2.2); we
call this the reduction process. Then, we have to solve the extension problem: that is, the
contact condition has to be achieved in the interior of each top dimensional cell, relative to what
we did in the previous steps (Section 2.3). In Section 2.4 we prove the parametric case of the
statement, which goes through without major differences.
The two main ingredients needed are Gromov’s h–principle for open manifolds (Subsection 2.1.1),
and Eliashberg’s h–principle for closed 3–manifolds (Subsection 2.1.2, where a more detailed
statement of Proposition 1.25 is given).
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2.1 Technical ingredients
In this section we state the main lemmas involved in the proof of Theorem 2.1. Subsection
2.1.1 introduces Gromov’s h–principle. Subsection 2.1.2 discusses Eliashberg’s. Then, in Sub-
section 2.1.3, we discuss triangulating the manifold and producing suitable neighbourhoods for
the simplices: this will allow us to apply the aforementioned h–principle results.
Let us setup some basic notation that we will keep using during this chapter. Consider the
standard closed 3–ball D3r ⊂ R3 of radius r and fix a sequence of equators S0r ⊂ S1r ⊂ S2r,
respectively bounding closed flat discs D1r ⊂ D2r ⊂ D3r. When we omit the radius r, we will mean
r = 1. For any 1–dimensional manifold I, we write
FD3r×{t} =
∐
t∈I
D3r × {t}
for the product foliation in D3r × I.
2.1.1 h–Principle for open manifolds
Gromov’s work [32] provides a parametric (and relative) h–principle for the existence of contact
structures on open manifolds. This statement is also proven in [20]. The precise version we will
use in the proof of Theorem 2.1 reads as follows:
Proposition 2.3 ([20, p. 7.2.1]). Let V be a smooth manifold. Let B ⊂ A ⊂ V be CW–
complexes of positive codimension. Let K be a compact parameter space with L ⊂ K a closed
subset. Consider a continuous family ξt, t ∈ K, of formal contact structures (that is, plane
fields) on V which are contact in Op(B) and, if t ∈ L, are contact everywhere.
Then, there exists a continuous deformation ξt,s, t ∈ K, s ∈ [0, 1], relative to Op(B) in the
domain and to Op(L) in the parameter, such that ξt,1, t ∈ K is contact in A.
Observe that the dependence on the parameter can be supposed to be smooth since the condition
for a contact structure is open (and thus preserved by small smoothing perturbations). Proposi-
tion 2.3 allows us to construct a foliated contact structure in a neighborhood of the 3–skeleton.
This will be explained in Section 2.2.
2.1.2 Classification of overtwisted contact structures
For our purposes, we will need a fairly precise version of Proposition 1.25. It reads as follows:
Proposition 2.4 ([19, Theorem 3.1.1]). Let V be a smooth 3–manifold. Let A ⊂ V be a CW–
complex such that V \A is connected. Let K be a compact space and L ⊂ K a closed subset.
Fix a family of discs ∆t ⊂ V \ A. Consider a continuous family ξt, t ∈ K, of almost contact
structures on V such that:
• they are contact in V for t ∈ L,
• ξt is contact in Op(A) ∪ Op(∆t),
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• ξt has ∆t as an overtwisted disc.
Then, there exists a continuous deformation ξt,s, t ∈ K, s ∈ [0, 1], relative to Op(L) in the
parameter and relative to Op(A) in the domain, such that ξt,1, t ∈ K, is a family of contact
structures on V .
Perhaps the reader is confused about the fact that ∆t is actually not a fixed disc but a parametric
family of them. The point is the following: suppose we are given two K–families of overtwisted
contact structures, with corresponding K–families of overtwisted discs. It might happen that
the families of structures are formally homotopic but there is an algebraic topology obstruction
to connecting the families of overtwisted discs; this is the reason why we fix the overtwisted disc.
However, the assumptions of Proposition 2.4 do provide a homotopy between the discs as well.
2.1.3 Triangulating the ambient manifold
2.1.3.1 Construction of the triangulation
Consider a pair (V 4,F3). We want to construct a triangulation of V that is nicely adapted to
F .
A smooth simplex σ : ∆ −→ V is said to be linear with respect to F if its image is contained
in the image of a trivialising foliation chart for F and F is transverse to all its faces. In a linear
simplex, the height function in the foliation chart yields a function in ∆ with one maximum and
one minimum in two vertices and no critical points elsewhere. See Figure 2.1.
A triangulation T of V is adapted to the foliation F if all its simplices are linear with respect to
F . This corresponds to a distribution being in general position with respect to a triangulation.
There always exists a triangulation on V adapted to F , see [79, Section 5]. The i–skeleton of V
with respect to this triangulation T is denoted by T (i).
Figure 2.1: A linear 2–simplex (left) and a linear 3–simplex (right) with their induced foliations.
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2.1.3.2 Construction of the neighbourhoods
In order to use Propositions 2.3 and 2.4 we require somewhat precise local models and the
following lemma provides them:
Lemma 2.5. Consider a triangulation T adapted to (V,F). Let σ be a j–simplex, j = 0, 1, 2, 3, 4.
Let G ⊂ T containing T (j−1) and not containing σ nor any simplex of dimension greater than j.
Then, there are neighbourhoods Op(G) and Op(σ), and a diffeomorphism φ(σ) : Op(σ)→ D3 ×
[0, 1] such that the following properties hold:
- φ(σ)(σ) ⊂ Dj−1 × [0, 1].
- φ(σ)∗F = FD3×[0,1].
- For j = 0: φ(σ)(Op(G)) = ∅,
- For j = 1: φ(σ)(Op(G)) = D3 ×Op({0, 1}),
- For j = 2, 3, 4: φ(σ)(Op(G)) = (D3 ×Op({0, 1})) ∪ Op(Sj−2 × [0, 1]).
See Figure 2.2 for a schematic representation of the statement.
Figure 2.2: Statement of Lemma 2.5 for the case j = 2. The figure on the left depicts the local
model and the one on the right a neighbourhood of its image in the manifold. The simplex
σ is the surface with red boundary. The neighbourhood Op(G) is colored in pink, and in this
example it covers τ ∈ G, to the left of σ, and two edges connected to the rightmost vertex of σ.
The subsets D3 × Op({0, 1}) (blue) and Op(S0 × [0, 1]) (green) cover the intersection of Op(G)
with the image of the local model.
Proof. In the case j = 0, simply take φ(σ) to be a small foliation chart with domain containing
σ. G is just a collection of points, so Op(σ) and Op(G) are disjoint if they are taken to be
sufficiently small.
Suppose j = 1, 2, 3. By hypothesis, σ is transverse to the foliation. Consider an embedding
i : Dj −→ V of a closed j–disc extending σ such that i(∂Dj) is arbitrarily close to ∂σ. In
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particular, we can assume that Op(∂Dj) = i−1(Op(G)) by making the extension small and
shrinking Op(G).
After a small isotopy, we can suppose that i∗F foliates the disc Dj horizontally. In order to
construct the embedding φ we use a normal frame contained in F along i(Dj). Then, the
exponential map (and rescaling) yields an identification
φ(σ) : Op(σ)→ Dj × D4−j ∼= D3 × [0, 1], φ−1|Dj×{0} = i.
By construction, this map can be assumed to satisfy φ∗F = FD3×{t}.
Since i(∂Dj) ⊂ Op(G) by construction, the exponential map used to define the chart φ(σ) can
be used for a very short time to guarantee
(D3 ×Op({0, 1})) ∪ Op(Sj−2 × [0, 1]) ⊂ φ(σ)(Op(G)).
To ensure that an strict equality is obtained, Op(G) can be slightly adjusted.
Lastly, in the case j = 4, the triangulation being adapted means that we can find φ(σ) with
domain a smoothing of σ. By adjusting Op(G) the claimed properties follow.
2.1.4 Constructing a system of transverse segments
Without spoiling much of it, let us motivate the next technical result. The triangulation T and
the charts {φ(σ)} that we just constructed provide a nice way of translating our problem about
contact foliations into a problem about 1–parametric families of (formal) contact structures in
D3. The special form they have allows us to apply Proposition 2.3 to homotope our starting
formal contact foliation to one that is contact along the 3–skeleton.
At that point, in the local model φ(σ) : Op(σ)→ D3× [0, 1] associated to 4–simplex σ, the formal
contact foliation has already been homotoped to a contact foliation along the boundary. If we
want to apply Eliashberg’s theorem (Proposition 2.4) to further homotope it in the interior, we
need to produce a family of overtwisted discs (one in each leaf D3×{t}). The way in which we do
it is by taking a segment that is transverse to each of the leaves of the model and whose ends lie
inside some other simplex. We will then deform the formal contact foliation along it, introducing
a Lutz twist in all the leaves in Op(σ), and interpolating back to the original structure near its
ends.
Lemma 2.6. Consider a 4–simplex σ ∈ T (4) and let φ(σ) be the corresponding chart. There
exists a map γ(σ) : [−1, 2]→ V transverse to F such that:
- γ(σ)(t) ∈ φ(σ)(D3 × {t}) for t ∈ [0, 1],
- γσ(Op({−1, 2})) is disjoint from Op(T (3)).
Also, γ(σ) and γ(τ) are disjoint if τ ∈ T (4) is different from σ.
Proof. Set γ(σ)(t) = φ(0, t) if t ∈ [0, 1]. Then, extend this embedding to t ∈ [1, 2] by prolonging
it into one of the 4–simplices whose minimum vertex is the maximum vertex of φ. Proceed
analogously to define it in t ∈ [−1, 0].
Perturb the embeddings γ(σ) so that they do not intersect each other and γ(σ) intersects T (3)
only in two points close to t = 0, 1.
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Lemma 2.7. Let γ(σ) : [−1, 2]→ V , σ ∈ T (4) be a collection of transverse segments as provided
by Lemma 2.6.
There exists a collection of diffeomorphisms
κ(σ) : D3 × [−1, 2]→ Op(γ(σ)),
and a neighbourhood Op(T (3)) of the 3–skeleton, conforming to the following properties:
- κ(σ)∗F = FD3×[−1,2],
- all the κ(σ) are disjoint,
- γ(σ)(t) = κ(σ)(0, t),
- there exists a union of closed intervals I(σ) ⊂ [−1, 2] such that
κ(σ)−1(Op(T (3))) = D3 × I.
Proof. Any small thickening of the γ(σ) satisfies the properties.
2.2 The reduction process
The following proposition packages the fact that we are able to achieve contactness close to the
3–skeleton:
Proposition 2.8. Let ξ be a foliated almost contact structure on (V,F). There exists a homotopy
ξs, s ∈ [0, 1], of foliated almost contact structures such that ξ0 = ξ and ξ1 is a contact foliation
in Op(T (3)).
Proof. Order the simplices of T increasingly in the dimension, up to and including dimension 3.
Suppose that a given inductive step the homotopy has been performed in Op(G), with G some
collection of simplices respecting the order. Let σ be the next simplex. Lemma 2.5 provides a
foliation chart:
φ(σ) : Op(σ)→ D3 × [0, 1].
The foliated almost contact structure φ(σ)∗ξ0 can be considered as a 1–parametric family ξ˜t,
t ∈ D3, of almost contact structures in the disc D3.
If σ is zero dimensional, we can apply Proposition 2.3 to ξ˜t with K = [0, 1], V = D
3, A = {0},
B = ∅, and L = ∅. This can be used to deform ξ in Op(σ) to a formal contact foliation that is
contact close to σ.
Suppose instead that σ is j–dimensional with j = 1, 2, 3. Then Proposition 2.3 applies similarly
with K = [0, 1], V = D3, A = Dj−1, B = Sj−2, and L = Op({0, 1}). This inductive procedure
implies the statement.
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2.3 The extension problem
The extension process has three steps: first, we perform a first homotopy so that our formal
contact foliation is honestly contact close to the system of transverse segments produced by
Lemmas 2.6 and 2.7. This will then allow us to perform a parametric Lutz twist along them.
The subtle point in this is that we do not have closed curves, but segments. We will have to
define the so–called Lutz twist to deal with this. Finally, we will use Proposition 2.4, using the
overtwisted discs we just introduced, to conclude the proof.
2.3.1 Homotopy along the system of transverse segments
Let σ be a top–dimensional simplex. Let φ(σ) : Op(σ)→ D3×[0, 1] be the corresponding flowbox
chart. Let γ(σ) : [−1, 2]→ V be the associated segment and let κ(σ) : D3 × [−1, 2]→ Op(γ(σ))
be its thickening, as in Lemmas 2.6 and 2.7. Our assumption at this point, thanks to Proposition
2.8, is that the formal contact foliation ξ is honestly contact in Op(T (3)).
Regard κ(σ)∗ξ as a 1–parametric family of contact structures ξt in D3. We can apply Proposition
2.3 to them with K = [−1, 2], A = {0}, B = ∅, L = I(σ). Recall that I(σ) is the interval provided
by Lemma 2.7. This allows us to assume that ξ is honestly contact also along the curves γ(σ).
2.3.2 The vanishing Lutz twist
Recall Lemma 1.26. It allows us to find a new trivialisation
φ = φ(γ(σ)) : Op(γ(σ))→ D3ε × [−1, 2]
satisfying φ(γ(σ))∗ξ = ker(dz − xdy) = ξstd. Let η ⊂ (D3ε, ξstd) be some transverse knot.
Let χ : [−1, 2] → [0, 1] be a bump function satisfying χ = 0 in Op({−1, 2}) and 1 slightly away
from it. Let ξ˜s, s ∈ [0, 1], be a homotopy (as plane fields) between ξstd and the structure ξLutz
obtained from it by performing Lutz twist along η. Then, we can define a new contact foliation
in V that agrees with ξ outside of each Op(γ(σ)) and inside it is given, leafwise, by φ(γ(σ))∗ξ˜χ(t).
In particular, let ∆ ⊂ D3ε be an overtwisted disc for ξLutz. Then, we can define
∆(σ)t = φ(σ) ◦ φ(γ(σ))−1(∆× {t}), t ∈ [0, 1],
which is a family of overtwisted discs seen from the perspective of the chart φ(σ).
We call this the vanishing Lutz twist, and it is exactly like a parametric Lutz twist, but we
interpolate back to the original structure at the ends. In particular, this destroys the contact
condition in γ(σ)(Op({−1, 2})), but this is okay, since these regions are in the interior of the 4–
cells. Let us abuse notation and denote by ξ the formal contact structure we have just produced;
it is of course homotopic to the one we started with.
2.3.3 Solving the extension problem
Now we can apply Proposition 2.4 to φ(σ)∗ξ, with K = [0, 1], V = D3, A = S2, and ∆t as
constructed above. This solves the extension problem relative to the boundary and concludes
the proof of Theorem 2.1 at the level of pi0. 
25
CHAPTER 2. EXISTENCE OF CONTACT FOLIATIONS
2.4 Proof of the existence theorem
In the previous section we concluded the proof of Theorem 2.1 at the level of connected compo-
nents. We will now address the main points on how to adapt it to the higher homotopy groups.
Let P be some compact parameter space and let {ξp}p∈P , be a P–family of formal contact
foliations.
I. Since the parameter space P is compact, all the statements regarding the selection of
neighbourhoods at each step of the proof go through as in the non–parametric case by
taking their intersection. Now the family ξp can be understood as a [0, 1] × P family of
formal contact structures every time we push them forward using a chart φ(σ) : Op(σ)→
D3 × [0, 1].
II. In the zero skeleton we proceed as in Proposition 2.8, by setting K = [0, 1] × P , V = D3,
A = {0}, B = ∅, and L = ∅ when we apply Proposition 2.3. Similarly, for the case
j ∈ {1, 2, 3}, define K = I × P , V = D3, A = Dj−1, B = Sj−2, and L = Op({0, 1})× P .
III. The system of transverse segments does not have to depend on parameters, and we can
produce a first homotopy close to them exactly as in the non–parametric case by setting
K = [−1, 2] × P , A = {0}, B = ∅, L = I(σ) in Proposition 2.3. Similarly, the vanishing
Lutz twist works in the same way.
IV. Lastly, we apply Proposition 2.4 with K = [0, 1] × P , V = D3, A = S2, and ∆t now a
[0, 1]× P– overtwisted discs.
These four steps conclude the proof. 
2.4.1 A corollary regarding even–contact structures
The following corollary of Theorem 2.1 was pointed out to me by J. Bowden:
Corollary 2.9. Given (V 4,F3) admitting a formal contact foliation, there exists an even–contact
structure whose kernel is transverse to F .
Proof. Indeed, the contact foliation produced by the h–principle is exactly of this form.
As we pointed out in the Preamble, even–contact structures abide to the h–principle, so there
are no interesting phenomena to be detected regarding their classification. However, this does
not mean that they are uninteresting. Indeed, not much is known about the dynamical properties
of their kernel. The corollary can be understood as a mild result in this direction.
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Donaldson techniques for strong
symplectic foliations
In Chapter 1 we introduced the notion of strong symplectic foliation as a generalisation of 3–
dimensional tautness. From the definition of tautness we gave, it is not hard to see that a
(smooth) foliation is taut if and only if there is a transverse loop that intersects all the leaves.
Is there an analogous notion in the strong symplectic setting?
Remark 3.1. In this chapter a strong symplectic foliation (M2n+1,F2n, ω) is a triple where
ω is already an extension. We do this because the extension is the central object in all the
constructions we carry out.
Consider the following obvious definition:
Definition 3.2. Let (M2n+1,F2n, ω) be a (strong) symplectic foliation. A submanifold W ↪→M
is said to be a (strong) symplectic foliated submanifold if it is everywhere transverse to F
and ω|W is a symplectic form in each leaf of F|W .
Codimension–2 strong symplectic foliated submanifolds that intersect every leaf of F can be
regarded then as generalisations of the phenomenon above. Then, there are two natural questions:
does every strong symplectic foliation admit one such submanifold? And, conversely, suppose
that a (weak) symplectic foliation admits a W whose (weak) symplectic foliated structure can
be homotoped to be strong: can this be extended to a global homotopy to a strong symplectic
foliation?
A positive answer to both questions can be understood as an analogue of the Rummler–Sullivan
theorem. In this chapter we will address the first question. The second question is at the moment
open and, probably, not even well–posed.
3.1 Statement of the results and some history
Half of the story is already contained in the following theorem of A. Ibort and D. Mart´ınez–Torres:
Proposition 3.3 ([43, Corollary 1.2]). Let (M2n+1,F2n;ω) be a strong symplectic foliation on
a closed manifold, with ω of integral class. Then, for any integer k large enough, there are strong
symplectic foliated submanifolds W 2n−1k representing the Poincare´ dual of [kω].
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Additionally, the maps
i∗ : pij(Wk)→ pij(M)
i∗ : Hj(Wk,Z)→ Hj(M,Z)
are isomorphisms for j < n− 1 and surjections for j = n− 1.
Using the proposition the following corollary follows:
Corollary 3.4. Let (M2n+1,F2n;ω) be a strong symplectic foliation with M closed. It admits
strong symplectic foliated submanifolds of all even codimensions.
Proof. Take a collection of closed 2–forms whose cohomology classes generate H2DR(M). By
adding a linear combination of them to ω, we produce a closed 2–form ω′ of rational class which
then can be scaled to be integral; if the perturbation we add is small enough, ω′ is still strong
symplectic. It can be shown (but it is not immediate from the statement of Proposition 3.3)
that the submanifolds W 2n−1k we produce for ω
′ are strong symplectic for ω as well. This is a
consequence of the fact that we have precise estimates on how ω′ restricts to each W 2n−1k (we
will elaborate more later in this section, once we have introduced the appropriate language).
The submanifolds Wk, as produced by Proposition 3.3, are called (Donaldson) divisors. In
[17], S. Donaldson introduced approximately holomorphic techniques in symplectic topology. The
idea is as follows: in projective algebraic geometry, complex codimension–1 subvarieties (the so–
called divisors) arise naturally as zeroes of (holomorphic) sections of complex line bundles. In
symplectic geometry, one can mimick this process. Naturally, the idea of a holomorphic section
does not make sense anymore but, by taking progressively higher powers of a fixed line bundle,
one is able to construct sequences of sections whose behaviour is increasingly more complex–
linear. In particular, their zeroes eventually become symplectic submanifolds.
A. Ibort, D. Mart´ınez–Torres, and F. Presas [41] extended these techniques to the contact setting.
Then, they were adapted to strong symplectic foliations in [43], where Proposition 3.3 was
proven. The construction goes through because both families of objects can be understood as 1–
parametric analogues of symplectic structures and, much like generic paths of projective varieties
are smooth, generic paths of symplectic divisors are smooth too.
The second part of Proposition 3.3 is the foliated Lefschetz hyperplane theorem. It states that
the divisors recall some of the topology of the ambient space. However, this does not answer
the question we posed: can we make W 2n−1k intersect every leaf of F? The main result of this
chapter says that yes:
Theorem 3.5. Let (M2n+1,F , ω) be a strong symplectic foliation on a closed manifold. Let W
be a Donaldson divisor of dimension 2n− 1. Then, for every leaf L of F it holds that:
pik(L,L ∩W ) = {1}, 0 ≤ k ≤ n− 1.
In particular, pi0(L,L ∩W ) = 0, proving our claim. It should be remarked that precisely the
pi0 case had already been proven in [51], where the question was tackled constructing Lefschetz
pencils. However, the method of proof we present here is different and yields a simpler proof. It
first appeared in my article [53] with D. Mart´ınez–Torres and F. Presas.
If 2n + 1 ≥ 5, Theorem 3.5 produces a divisor that is a classical 3–dimensional taut foliation.
In this case, we have that pi1(L,L ∩ W ) = 0, which implies that the map induced on leaf
spaces W/FW →M/F is a homeomorphism, and that both foliations have the same transverse
geometry.
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3.2 Ingredients of the proof
Our proof of Theorem 3.5 follows Donaldson’s proof of the Lefschetz hyperplane theorem for
approximately holomorphic divisors. His proof followed the Andreotti-Frankel proof in the
affine/projective case: in the complement of a divisor, the modulus of its defining approxi-
mately holomorphic section can be regarded, after a small perturbation, as a Morse function
with critical points of index at least n, which implies that the ambient manifold is obtained from
the divisor by attaching handles of index at least n. It readily follows that the relative homology
and homotopy groups of degree less than n vanish.
In the foliated case, however, the critical points of this function come in S1–families and a non–
compact leaf will, in general, have infinitely many critical points. Hence, the relative homotopy
type of a leaf with respect to the divisor is not readily understood.
We shall first review the essentials of the approximately holomorphic machinery that we will
need for the proof of Theorem 3.5. Then, we will discuss some conditions for Morse functions in
open manifolds guaranteeing a nice behaviour of their gradient flow.
3.2.1 Approximately holomorphic theory for strong symplectic folia-
tions
Let M2n+1 be a closed manifold endowed with a strong symplectic foliation (F , ω). After a small
perturbation, we may assume without loss of generality that [ω] is a rational class; by scaling
the class, we may also assume that it is integral. We let L→M be the pre–quantum line bundle
associated to ω; this is a Hermitian line bundle with a compatible connection ∇ whose curvature
is −2piiω.
We let ∇F denote the component of ∇ tangential to F . After choosing an almost complex
structure J compatible with ω, the tangential connection can be further decomposed into its
complex linear and antilinear parts, yielding ∇F = ∂ + ∂¯.
According to [43, Corollary 1.2], upon choosing the almost complex structure J , it is possible to
construct a family sk : M → Lk of sections of the k–th tensor powers of L, for k large enough,
such that Wk := s
−1
k (0) are closed, strong symplectic submanifolds of codimension two.
To state the conditions that are required for the sequence sk, we fix a metric g on M which is
required to satisfy g = ω(·, J ·) leafwise. Further, we define a family of scaled metrics gk = kg.
Definition 3.6.
1. A sequence of sections sk : M → Lk is said to be approximately holomorphic if there
is a universal constant C > 0 such that:
|sk|gk , |∇sk|gk < C; |∂¯sk|gk , |∇∂¯sk|gk < Ck−1/2,
for k large enough.
2. A sequence of sections sk : M → Lk is said to be ν–transverse to zero along the foliation
F if at any point either |sk|gk ≥ ν or |∇Fsk|gk ≥ ν.
To every approximately–holomorphic, transverse to zero sequence sk one associates the sequence
of functions
fk : M \Wk → R
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fk = log |sk|2.
A simple computation [17, 43] shows, just like in the non–foliated setting:
Proposition 3.7. Let L be a leaf. The function
fk = log |sk|2 : L \ (Wk ∩ L)→ R,
might not be Morse. However, its critical points have index at least n.
This proposition, when applied to a closed leaf, implies Theorem 3.5 immediately. The case of
interest is, of course, when L is open.
3.2.2 Gradient flows and the topology of open manifolds.
The study of flows which behave well on open manifolds appears in the literature on foliation
theory [23]. For the sake of completeness, we review these facts tailored to the applications we
have in mind.
Let f be a Morse function on a manifold L. For any a ∈ R set La = {x ∈ L | f(x) ≤ a}, and
denote by Crita(f) the subset of critical points of f lying in L\La.
Let a be a regular value for f and let b > a. Assume for the moment that L is compact. It is
customary to study the relative topology of the pair (Lb,La) using minus the gradient flow of f
with respect to some fixed metric g. The key point is that the following dichotomy holds: for
any x ∈ Lb\La the trajectory of −∇gf starting at x either enters La in finite time, or converges
to one of the finitely many critical points in Crita(f).
If L is no longer compact but f is proper, then of course the study of the relative topology of the
pair (Lb,La) goes exactly as in the compact case. There might be cases –as in our setting coming
from approximately holomorphic geometry– that the natural Morse functions to be used are not
proper, and one needs to impose an appropriate form of the above dichotomy for trajectories of
−∇gf :
Lemma 3.8. Let f be a Morse function on a manifold L and let g be a metric on L so that
∇gf is complete. Let a be a regular value, b > a, and assume that the following holds:
I. For every compact subset X ⊂ Lb, there exist finitely many critical points c1, . . . , ciX in
Crita(f) such that the following dichotomy holds: a trajectory of −∇gf starting at x ∈ X
either reaches La in finite time, or converges to a critical point in {c1, · · · , ciX}.
II. Every c ∈ Crita(f) has index ≥ j.
Then, we have that pik(Lb,La) = 0, for k = 0, . . . j − 1.
Proof. Let us start by making the following observation: if X is as in assumption (I.) and the
collection {c1, . . . , ciX} is empty, then we claim that X is taken in finite time to La by the
flow φ of −∇gf . Indeed, for every x ∈ X there exists a time tx > 0 such that f(φtx(x)) < a;
further, since for fixed t, φt is continuous, there is a small ball Bg(x, εx) centered at x such that
φtx(Bg(x, εx)) ⊂ La. Then, the result follows by compactness of X.
Now, let N be a compact manifold and h : (N, ∂N) → (Lb,La) be a smooth map. Let U be a
relatively compact neighborhood of h(N). Then assumption (I.) implies that trajectories starting
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at points in U¯ can only enter La in finite time or converge to one of the finitely many critical
points {c1, . . . , ciU¯ }.
Observe that there is a small relatively compact neighborhood V of h(∂N) such that the flow
of −∇gf sends V into La: this follows if V ⊂ U is selected so that f(V ) lies below the critical
values {f(c1), . . . , f(ciU¯ )}.
We now construct h′, an arbitrarily small perturbation of h relative to V . Proceeding inductively
over the finite list {c1, . . . , ciU¯ }, as in [58], we obtain h′ that is transverse to the ascending disks
of the critical points and that satisfies h′(N) ⊂ U .
If N has dimension at most j − 1 then, by hypothesis (II.), transversality to the ascending disks
means empty intersection. The hypotheses of the claim at the start of the proof are satisfied and
it follows that pik(L,La) = 0, for k = 0, . . . j − 1.
The following result describes quantitative conditions on the gradient vector field granting the
dichotomy in point (I.) of Lemma 3.8.
Proposition 3.9. Let f be a Morse function, g be a complete metric on L, and a < b ∈ R.
Assume that there exist real constants D,E > 0 and open subsets Ci ⊂ Lb, i ∈ I, such that:
a. For any pair i, i′ ∈ I, i 6= i′, we have dg(Ci, Ci′) > D.
b. The diameter of the sets Ci is at most E.
c. There exist real numbers δ1, δ2 > 0, such that
δ2 ≥ |∇g(f)(p)| ≥ δ1,∀p ∈ Lb \
(⋃
i∈I
Ci
)
.
Then −∇gf is complete and the dichotomy in point (I.) of Lemma 3.8 for −∇gf holds.
Essentially, the proposition states that the critical points of f come in families, indexed by I
and contained in the sets Ci, that are far from each other. In order to prove Proposition 3.9, let
us introduce some notation and prove an auxiliary lemma. Given any x ∈ L, we denote by γx
the positive half of the flow line that contains x. Denote by φt the flow of f at time t. Let γ
t
x
designate the segment of the curve γx between x and φt(x). Then:
Lemma 3.10. Under the assumptions of Proposition 3.9, there is a constant R, independent of
t ∈ R and x ∈ Lb, such that dg(φt(x), x) > R implies f(φt(x)) < a.
Proof. For every curve γ we denote by γ˜ the (possibly disconnected) curve:
γ˜ =
{
p ∈ γ : p /∈
⋃
i∈I
Ci
}
,
that is, the union of segments of γ that are disjoint from the sets Ci.
Given any curve γ ⊂ B(x,R) starting at x and intersecting the boundary of B(x,R) at y, we
can associate to it another curve, which we denote by η = ηγ , using the following procedure:
31
CHAPTER 3. DONALDSON TECHNIQUES FOR STRONG SYMPLECTIC FOLIATIONS
1. list, in order, all the sets Ci that γ intersects. Remove all the consecutive repetitions of the
same Ci, listing just the first one in each series of repetitions. Write {Cij}j∈[1,..k] for this
finite list,
2. mark the entry and exit points ej and fj of γ into each Cij . In the case of consecutive
repetitions of the same Ci, just mark the first entry point and the last exit point of the
series. For simplicity, denote f0 = x and ek+1 = y,
3. call η the piecewise smooth curve formed by connecting these marked points in the order
they appear. From ej to fj , take the shortest geodesic between the two points. From fj to
ej+1, take the shortest path not intersecting any Ci. Denote these paths by l(ej , fj) and
l(fj , ej+1) respectively.
Assume R > E +D. If k = 0, 1, it is immediate that
length(η˜)
length(η)
≥ D
E +D
,
otherwise, the following estimate holds:
length(η˜)
length(η)
=
∑k
j=0 length(l(fj , ej+1))∑k
j=0 length(l(fj , ej+1)) +
∑k
j=1 length(l(ej , fj))
≥
∑k−1
j=1 length(l(fj , ej+1))∑k−1
j=1 length(l(fj , ej+1)) + kE
≥ (k − 1)D
(k − 1)D + kE ≥
D
2(E +D)
.
For any radius r > E +D, denote by τ the time at which the curve γx first intersects ∂B(x, r).
Denote this intersection point by y. Consider the segment γτx and its associated curve η = ηγτx .
Use the fact that over γ˜τx we have a lower bound for the gradient |∇gf | > δ1 > 0:
|f(y)− f(x)| ≥ δ1length(γ˜τx) ≥ δ1length(η˜) ≥ δ1length(η)
D
2(E +D)
≥ r δ1D
2(E +D)
which implies that, if r is taken to be large enough, |f(y)−f(x)| > b−a, and hence y ∈Ma.
Proof of Proposition 3.9. Let X ⊂ Lb be a compact set. Let R be the universal constant given
by Lemma 3.10. Denote by X(R) the R-neighborhood of X, which is a relatively compact set.
Lemma 3.10 implies that any trajectory starting at X either reaches the interior of La – which
is equivalent to saying that it reaches La in finite time – or it remains in X(R) for all time.
It must be shown that if a trajectory γx remains within X(R) for all times then it must converge
to a critical point. Since X(R) is relatively compact and f is a Morse function, there is a finite
number k of critical points in its closure. Each of those critical points {ci}ki=1 has an arbitrarily
small neighborhood Vi which corresponds to a ball in the standard Morse model around ci.
In particular, a trajectory that intersects Vi must intersect just once, either converging to ci
or escaping from Vi eventually. From this it follows that there is a time t0 > 0 such that
γx(t) /∈ Vi, for all t > t0 and every i. Since the gradient |∇gf | > δ > 0 is bounded from below in
X(R) \ ∪i=1..kVi, this shows that f(γx(t)) < a for t large enough, which is a contradiction.
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3.3 Proof of the Lefschetz hyperplane theorem for leaves
Fix some leaf L ∈ M . All we need to do now is to check that, for a suitable choice of Morse
function and metric on L, the hypotheses of Proposition 3.9 are satisfied for L. Our candidate
is the restriction to the leaf of the function fk = log |sk|2, and the restriction to the leaf of any
Riemannian metric on M .
We shall prove a couple of preliminary lemmas, for which we need to recall some notation. Given a
function f , defined on a manifold endowed with a codimension one foliation (M,F), the tangential
differential dFf is the composition of the differential with the projection T ∗M → (TF)∗. The
points in which dFf vanishes are the tangential critical points of f , which we denote by ΣF (f).
Of course, ΣF (f) are nothing but the critical points of the restriction of f to each leaf of F .
Lemma 3.11. For every k large enough, the strong symplectic foliated submanifold Wk ⊂ M
has a tubular neighborhood that contains a full regular level set of fk = log |sk|2 and which is also
disjoint from ΣF (fk).
Proof. It is enough to check that hk = ||sk||2 satisfies the Lemma, since log is an increasing
monotone function.
We claim that the neighborhood U = {x ∈ M | ||sk(x)|| < ν} of the submanifold Wk does not
intersect ΣF (fk). Assume that p ∈ U . By the ν–transversality along F of the section sk, there
is a unitary vector field v ∈ TpF such that ||∇vsk(p)|| ≥ ν. By asymptotic holomorphicity, for k
large, we have that the unitary vector field Jv ∈ TpF satisfies ||∇Jvsk(p)−i∇vsk(p)|| = O(k−1/2).
Therefore, the map ∇Fsk(p) is surjective. We conclude that p 6∈ ΣF (fk).
Lemma 3.12. Let L, a leaf of F , be fixed. After a perturbation of the sequence sk, preserving
transversality to zero and approximately holomorphicity, it can be assumed that:
1. the restrictions of the fk to L are Morse functions.
2. ΣF (fk) is a finite union of disjoint circles in general position with respect to F . Their
tangency points are turning points, i.e., birth-death type singularities for the restriction of
fk to the corresponding leaf.
Proof. According to [23], after an arbitrarily small Cr perturbation, r ≥ 2, the set of tangential
critical points ΣF (fk) can be assumed to fit into a 1-dimensional manifold that is transverse
to F everywhere but at the finite collection of turning points c1, . . . , cd. Every other point is
a non–degenerate critical point for the restriction of fk to the corresponding leaf. The turning
points satisfy the following relevant property: in a small foliated chart, a plaque not containing
the turning point intersects ΣF (fk) either in the empty set or in two tangential critical points.
Assertion (I.) in the Lemma follows by showing that none of the c1, . . . , cd belong to the fixed
leaf L: if any of them do, a Cr–small isotopy, transverse to F at the turning point, can be used
to move it to a nearby leaf. This is described in detail in [23].
These Cr–perturbations of fk can be taken to be the result of a C
r–perturbation of sk. Indeed,
let εk be a C
r–perturbation of fk. The function εk can be assumed to be identically zero away
from an arbitrary small neighborhood of ΣF (fk) so, by Lemma 3.11, the following expression is
well defined:
s˜k = sk
√
1 + εk/fk,
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since fk is bounded from below in the support of εk. It is clear that
||s˜k|| = fk + εk.
The asymptotic holomorphicity of the sequence s˜k can be readily checked:
∇s˜k = ∇sk
√
1 + εk/fk + sk
fk∇εk − εk∇fk
2f2k
√
1 + εk/fk
,
where the second term is Cr–small and the first is Cr–close to ∇sk. A similar computation for
the higher order derivatives concludes the claim.
We can finally address the proof of the theorem.
Proof of Theorem 3.5. Fix a leaf L and assume that we have all the data needed for developing
approximately–holomorphic geometry in M2n+1. The metrics gk induce complete metrics in L.
Given an approximately–holomorphic sequence sk, with corresponding Donaldson-type subman-
ifolds Wk, an application of Lemma 3.12 yields a new approximately–holomorphic sequence, still
denoted by sk, that induces Morse functions (fk)|L in L \Wk.
By Lemma 3.11, Wk has a ε–neighborhood containing a regular level ak. Lemmata 3.11 and 3.12
together mean that ΣF (fk) has a small tubular neighborhood of positive radius not intersecting
the level ak.
By Lemma 3.12, the manifold ΣF (fk) is transverse to F except in a finite number of turning
points c1, . . . , cd. Fix a closed geodesic arc Ti through each ci, transverse to the foliation. Let
B2n(0, r) ⊂ R2n be the closed ball of radius r. For r > 0 sufficiently small, the exponential map
for the leafwise metric gFk yields disjoint foliated charts φi : Ui → [0, 1] × B2n(0, r) satisfying
φi(Ti) = [0, 1]×{0}. Having fixed r, by taking the Ti sufficiently short – effectively shrinking Ui
in the vertical direction – it can be assumed that:
φi(Σ
F (fk) ∩ Ui) ⊂ [0, 1]×B2n(0, r/2)
Consider the family of open arcs Ij ∼= (0, 1) ⊂ ΣF (fk), j ∈ [1, 2, .., l], and circles Ij ∼= S1 ⊂
ΣF (fk), j ∈ [l+ 1, 2, ..,m], comprising ΣF (fk) \ (∪i=1..dUi). For sufficiently small 0 < s < r, the
exponential map for the metric gFk defines disjoint charts ψj : Vj → Ij ×B2n(0, s). The union of
the Ui and the Vj covers Σ
F (fk).
The subsets Ci, as in Proposition 3.9, can be defined and they come in two families:
1. s/2–neighborhoods, in the metric gFk , of the points x ∈ Ij ∩ L, for any j,
2. r/2–neighborhoods, in the metric gFk , of the points x ∈ Ti ∩ L, for any i.
By construction, the gFk –diameter of the Ci is bounded above by r/2. Further, the gFk –distance
between any two sets Ci and Ci′ is bounded below by s. Therefore Conditions (a.) and (b.) in
Proposition 3.9 hold. Condition (c.) follows immediately from the fact that the union of the Ci
is the intersection of a neighborhood of ΣF (fk) with the leaf L.
An application of Lemma 3.8 shows that the relative homotopy groups pij(L,L∩Wk) vanish for
j < n and for k large enough, since we already did the index computation in Proposition 3.7.
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Dynamics of leafwise vector fields
The last two chapters of Part I (namely, this chapter and the next) deal with dynamics and, as
such, they could be thought to be thematically independent from the rest of the thesis. However,
this is not the case: let us explain how they fit into the big picture and how they relate to each
other.
This chapter is about dynamics, but from an h–principle perspective. Our main result states
that vector fields with no closed orbits satisfy a complete h–principle. As the reader knows
from Chapter 2, the analogous complete h–principle must then hold for vector fields tangent to
foliations as well.
Let us review the history of the problem. The Seifert Conjecture [73] stated that all non–singular
vector fields in S3 have at least one closed orbit. A more general but related question was whether
the topology of a manifold imposes some dynamical rigidity forcing closed orbits to appear.
A first result indicating that this was not the case appeared in [87], where Wilson showed that,
for manifolds of dimension at least 4, any non–singular vector field can be homotoped to one
without closed orbits. He also proved that any non–singular vector field in a 3–manifold can
be homotoped to a vector field with only finitely many closed orbits. In both cases, one could
assume any degree of differentiability for the vector fields involved.
Inspired by the ideas of Wilson, the Seifert Conjecture was settled in the negative first by
Schweitzer [71] in the C1–category and then by Krystyna Kuperberg [48] in the smooth case.
They proved that a non–singular vector field in a 3–dimensional manifold can be homotoped to
a vector field with no closed orbits.
These results can be restated, using the language of the h–principle, as follows. Given a manifold
M , denote by Xns(M) the space of smooth non–singular vector fields on M and by Xno(M) the
space of smooth non–singular vector fields with no closed orbits, both of them endowed with the
C∞–topology. Then Wilson’s and Kuperberg’s constructions show that the inclusion
ιn : Xno(M)→ Xns(M)
induces a surjection in pi0 as long as dim(M) ≥ 3.
Both Wilson’s and Kuperberg’s constructions are based around the notion of a plug, which is
a local model for modifying a vector field in a flowbox. Wilson’s plug traps a non–empty open
subset of orbits and, in dimension greater than 3, creates no new closed ones. Kuperberg’s plug
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in dimension 3 creates no new closed orbits and a later result by Matsumoto [55] shows that the
set of orbits that are trapped in Kuperberg’s plug contains a non–empty open subset.
Let (Mn+m,Fn), n ≥ 3, be a closed smooth (n+m)-dimensional manifold endowed with a smooth
foliation of codimension m. Denote by Xns(M,F) and Xno(M,F) the subsets of, respectively,
Xns(M) and Xno(M) consisting of vector fields tangent to F . The main result of this chapter
reads, as promised:
Theorem 4.1. The inclusion:
ιn : Xno(M,F)→ Xns(M,F)
is a weak homotopy equivalence.
In particular, in the case where F is comprised of a single leaf, the whole of M , this recovers and
improves the results of Wilson and Kuperberg, that dealt only with pi0. Also, it shows that the
foliated Seifert conjecture – every vector field tangent to a foliation has a closed orbit – does not
hold for foliations of dimension n ≥ 3. For contrast, the case where the leaves are 2–dimensional
is discussed in Section 4.3: it will be shown that there is an ample class of foliations for which
all foliated vector fields must have a closed orbit.
Similarly, as in the classical case, it is possible to find classes of vector fields tangent to foliations
that always possess a periodic orbit. This holds true, for instance, for Reeb vector fields in
contact foliations with overtwisted leaves. The next chapter will precisely study this problem,
the foliated Weinstein conjecture (as introduced in Chapter 1).
4.1 Setup and proof of the theorem
For the rest of the sectionMn+l will denote a smooth compact manifold, possibly with boundary
and corners. Endow M with a smooth n-dimensional foliation FnM and a smooth non–singular
vector field X, tangent to FM. Homotopies of vector fields will be of particular interest and,
unless stated otherwise, they will always be through smooth non–singular vector fields tangent
to FM.
By a foliated flowbox, or simply a flowbox, it is meant an embedding
φ : [−2, 2]× Dn−1 × Dl →M
with image U ⊂M, a smooth submanifold with corners. In the domain of φ there are coordinates
(z;x2, . . . , xn; y1, . . . , yl). We require for φ to satisfy φ
∗FM = ker(dy1) ∩ · · · ∩ ker(dyl) and
φ∗X = ∂z. U+, U− and Uv denote the components of ∂U in which X is outgoing, ingoing,
and tangent, respectively. If V ⊂ U is another foliated flowbox such that V + ⊂ U+, V − ⊂ U−
and V v ⊂
◦
U then the pair (U, V ) will be called nice. The following proposition is key in the
construction, and the proof is standard, as in [87, Theorem A].
Proposition 4.2. Let M, FM and X be as above. Fix A ⊂M an open neighbourhood of ∂M.
Then there is a finite number of pairs (Ui, Vi) satisfying:
• each (Ui, Vi) is a nice pair of foliated flowboxes,
• any orbit of X is either fully contained in A or it intersects one of the Vi,
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• the Ui are disjoint from ∂M and disjoint from one another.
The idea now is homotoping X within the flowboxes in order to “open up” all closed orbits
without introducing new ones. Let Nn−1 be a manifold with boundary, possibly with corners,
and denote N = [−2, 2] × N × Dl, with coordinates (z; p; y1, . . . , yl). Assume that there is an
embedding ψ : N→ [−2, 2]× Dn−1 × Dl such that:
• ψ is the identity in the y coordinates,
• ψ preserves the vertical direction, i.e. ψ∗∂z = δ∂z with δ a positive function.
If N is endowed with a vector field XN that agrees with ∂z close to ∂N and that has no ∂yi
components for all i, we say that the pair (N, XN ) is a parametric plug.
Denote by N+, N−, and Nv the different components of ∂N, as in the case of flowboxes. A
trajectory of XN intersecting N
− is said to be entering the plug and a trajectory intersecting
N+ is said to be exiting the plug. Since these plugs are meant to be embedded in foliated
flowboxes in order to replace X by XN , there are a number of properties that a parametric plug
must satisfy:
i. XN must be homotopic to ∂z, relative to the boundary, and through non–vanishing vector
fields with no ∂yi components, i = 1, . . . , l,
ii. if a trajectory of XN enters and exits the plug, then it must do so at opposite points
(−2, x0, y0) and (2, x0, y0).
A trajectory entering the plug and remaining there for infinite time is called trapped. The first
property ensures that if the plug is used within a foliated flowbox, then the homotopy obtained
is indeed through non–vanishing vector fields tangent to FM. The second property ensures that
no new closed orbits are created by connecting two previously different orbits.
Proposition 4.3. Following with the notation of Proposition 4.2, suppose that there is a para-
metric plug N that additionally satisfies that:
iii. XN has no closed orbits within N,
iv. the set of trajectories of XN trapped by N contains a non–empty open set.
Then there is a homotopy of X, relative to ∂M and through non–singular vector fields tangent
to FM, to a vector field X ′ whose closed orbits are contained in A.
Proof. Consider the open set of trapped trajectories given by Property (iv.). Denote by T−N ⊂ N−
its intersection with the lower boundary of N and by T+N ⊂ N+ its intersection with the upper
boundary.
Consider a finite cover by nice pairs (Ui, Vi) as in Proposition 4.2. Since T
−
N and T
+
N have non–
empty interior, there are embeddings ψi : N → Ui satisfying ψ∗iX = δ∂z, with δ a positive
function, V −i ⊂ ψi(T−N ), and V +i ⊂ ψi(T+N ).
Within each ψi(N), we homotope X = (ψi)∗(δ∂z) to (ψi)∗∂z and then to (ψi)∗XN as in Property
(i.). This yields a new vector field X ′. Let γ′ be some trajectory of X ′. If it is not fully contained
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in A, it shares some segment with a trajectory γ of X that was not fully contained in A. Follow
this segment forward or backward in time as part of γ and γ′. If they differ at some point it
is because γ entered a plug. If it escaped the plug, it did so at opposing points of the plug, by
Property (ii.), and hence it will agree with γ′ on the other side. If it does not escape the plug,
the orbit becomes trapped and hence cannot be closed. Since every orbit of X intersected some
Vi, the latter must happen eventually, and hence γ
′ has at least one end trapped. Since no new
closed trajectories have been introduced in the plugs, by Property (iii.), the claim follows.
As soon as the existence of such a plug N is proven for n ≥ 3, Theorem 4.1 is an easy corollary.
Proof of Theorem 4.1 (assuming the existence of a suitable plug). Using the homotopy exact se-
quence for inclusions, the theorem is equivalent to showing that
pij(Xns(M,F),Xno(M,F)) = 0 for all j ∈ Z.
Let Xt, t ∈ Dj , be a j–parametric family of non–vanishing vector fields tangent to F , defining
an element in pij(Xns(M,F),Xno(M,F)). What has to be proven now is that this family can be
homotoped, leaving those Xt, t ∈ Sj−1, fixed, to a family fully contained in Xno(M,F).
Consider the manifold M = M × Dj with the foliation FM =
∐
t0∈Dj F × {t0} of codimension
m + j. Then Xt can be regarded as a vector field X in M tangent to FM. Since Xt is an
element in the relative homotopy group pij(Xns(M,F),Xno(M,F)), we can assume that X has
no closed orbits in a neighborhood A of ∂M = M × Sj−1. Then an application of Proposition
4.3 readily implies that X can be homotoped, relative to ∂M and through non–vanishing vector
fields tangent to FM, to a vector field X ′ with no closed orbits.
Equivalently, the family Xt of vector fields can be homotoped, relative to the boundary of Dj ,
to a family X ′t fully contained in Xno(M,F), thus proving the claim.
4.2 Construction of the parametric plugs
In this section we describe the parametric versions of Wilson’s plug (which is needed for Theorem
4.1 if n ≥ 4) and Kuperberg’s plug (for the case n = 3). Note that Kuperberg’s plug could be
used also for the higher dimensional case, but Wilson’s is easier to describe and paves the way
to explain Kuperberg’s.
4.2.1 The Wilson Plug in dimensions 4 and higher
Consider the manifold with boundary and corners Wn,l = [−2, 2]×T2× [−2, 2]×Dn−4×Dl, with
coordinates (z; s, t; r;x5, . . . , xn; y1, . . . , yl), s, t ∈ [0, pi), embedded in Rn+l, n ≥ 4 as follows:
i : Wn,l → Rn+l
i(z, s, t, r, x, y) = (z, cos(s)(6 + (3 + r) cos(t)), sin(s)(6 + (3 + r) cos(t)), (3 + r) sin(t), x, y).
Construct a vector field XW in W
n,l as follows:
XW = f(z, r, x, y)(∂s + b∂t) + g(z, r, x, y)∂z,
with b some irrational number and f , g smooth functions satisfying the following constraints:
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1. g is symmetric and f is antisymmetric in the z coordinate,
2. g(z, r, x, y) = 1, f(z, r, x, y) = 0 close to the boundary of Wn,l,
3. g(z, r, x, y) ≥ 0 everywhere and g(z, r, x, y) = 0 only in {|z| = 1, |r| ≤ 1, |x| ≤ 1/2, |y| ≤
1/2},
4. f(z, r, x, y) = 1 in {z ∈ [−3/2,−1/2], |r| ≤ 1, |x| ≤ 1/2, |y| ≤ 1/2}.
This is the usual construction for Wilson’s plug, but we have explicitly split the additional
coordinates into (xi)i=5,...,n and (yj)j=1,...,l, so that the y coordinates denote the parameter
space. Write Wn,ly0 for the n–dimensional plug one obtains for y = y0 fixed.
Proposition 4.4 (Wilson [87]). Wilson’s plug satisfies all 4 properties required for Proposition
4.3 to hold.
Proof. Property (i.) follows by interpolating linearly between g and the constant function 1 and
then between f and the constant function 0. The symmetry of g and the antisymmetry of f
imply Property (ii.). The only possible closed orbits within Wn,l would lie in the zero set of g,
and by construction the flow in the zero set consists of invariant tori in which the vector field
has irrational slope, so Property (iii.) follows. Finally, the orbits touching {z = ±2, |r| ≤ 1, |x| ≤
1/2, |y| ≤ 1/2} are trapped, proving Property (iv.).
4.2.2 The Wilson plug in dimension 3
It is clear from the construction above that Wilson’s method cannot be used in dimension 3.
However, a 3–dimensional version can be constructed. This object will be used later on when
defining Kuperberg’s plug. The treatment here follows very closely the one in [40], where every-
thing is described in more detail.
Consider the manifold W = [−2, 2] × S1 × [1, 3], with coordinates (z, θ, r), embedded in R3
cylindrically in the obvious fashion. Define a vector field XS in W as follows:
XW = f(z, r)∂θ + g(z, r)∂z,
with the functions f and g satisfying:
• f is antisymmetric and g is symmetric in the z coordinate,
• f is 0 and g is 1 near the boundary of W,
• g(z, r) ≥ 0 and g(z, r) = 0 only in B = {|z| = 1, r = 2},
• f(z, r) ≥ 0 in {|z| > 0} and f(z, r) = 1 in {1/4 ≤ z ≤ 7/4, 5/4 ≤ r ≤ 11/4}.
This version of Wilson’s plug satisfies Properties (i.) and (ii.), as is easily verified. Further,
it contains a pair of closed orbits, namely, {|z| = 1, r = 2} and a closed set of orbits that get
trapped, those touching {z = ±2, r = 2}. Observe that the flow of XW is tangent to the cylinders
with r = r0 fixed.
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4.2.3 The Kuperberg Plug
The plug W described above is the basis for Kuperberg’s plug. See [48] for the original article
and [40] for a very detailed account of the construction.
The key objects are as follows. We have shown that the two closed orbits γi, i = 1, 2, of W, lie
in the cylinder [−2, 2]× S1 × {2}. We are going to construct two cylinders Di, each one of them
intersecting the orbit γi in a segment. The Di will be reinserted into the plug in order to destroy
the γi while introducing no new periodic orbits.
Construct two disjoint convex discs Li ⊂ S1× [1, 3], i = 1, 2. Li has a piecewise smooth boundary
comprised of two closed connected intervals: α′i, whose ends are attached to S1×{3} and whose
interior lies in S1× (1, 3), and αi ⊂ S1×{3}. We additionally assume that each Li intersects the
curve S1 × {2} in a segment. We define Di = [−2, 2]× Li.
Let Di, i = 1, 2, be two flowboxes for XW , disjoint from one another and from the Di, satisfying:
• Di contains an interval {((−1)i, θ, 2), θ−i ≤ θ ≤ θ+i } of the closed orbit γi,
• each Di is diffeomorphic, as a manifold with boundary and corners, to Di by a map σi :
Di → Di satisfying σ∗iXW = ∂z. Denote L±i = σi({±2} × Li), i = 1, 2.
• there is a closed connected arc β′i ⊂ S1 × {1} such that [−2, 2] × β′i is the region of the
boundary of Di lying in the vertical boundary of W. We require for σi to map {z}×α′i to
{z} × β′i, for all z ∈ [−2, 2].
These properties imply that the identification σi can be realised by an immersion with self–
intersections of W into R3. Further, the flow XW in Di can be replaced by (σi)∗XW . See
Figure 4.1 for a picture of all these elements.
For some θi, i = 1, 2, we require for the vertical interval [−2, 2] × {θi} × {2} ⊂ Di to be the
preimage of γi ∩ Di under σi. Then we further require for the following property to hold:
• Radius inequality: “for all (z, θ, r) ∈ Di, with image σi(z, θ, r) = (z′, θ′, r′) ∈ Di, it holds
that r′ < r except for the points (z, θi, 2), z ∈ [−2, 2], where it is actually an equality.”
The quotient manifold constructed by identifying in W the solid cylinders Di and Di using σi
will be denoted K. We call it Kuperberg’s plug; see the left hand side of Figure 4.1. The
quotient vector field obtained out of XW by replacing it with (σi)∗XW in Di will be denoted
XK .
The following theorem of Matsumoto shows that Property (iv.) of plugs is satisfied by Kuper-
berg’s plug.
Theorem 4.5 ([55]). There is δ > 0 such that every orbit entering the Kuperberg plug at
{±2} × S1 × (2− δ, 2) is trapped inside.
The following Lemma will be useful in the next subsection. The right hand side of Figure 4.1
depicts the different intervals in the construction.
Lemma 4.6. There is a homotopy in W of non–singular vector fields XtW , t ∈ [0, 2], with
X0W = XW and X
2
W = ∂z, such that:
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Figure 4.1: On the left hand side, the Kuperberg manifold seen as a quotient of the Wilson
cylinder. Di is identified with Di, i = 1, 2. On the right hand side, a horizontal slice of the
Wilson cylinder. These figures originally appeared in [30] and [40].
• XtW agrees with ∂z in Di for t ∈ [1, 2],
• XtW agrees with XW in Di for t ∈ [0, 1],
• XtW defines a plug with no closed nor trapped orbits for t > 0.
Proof. Let f and g be the defining functions for XW = f(z, r)∂θ + g(z, r)∂z. Fix disjoint
open subintervals of the circle Ii, Ii ⊂ S1, i = 1, 2, such that Di ⊂ [−2, 2] × Ii × [1, 3] and
Di ⊂ [−2, 2] × Ii × [1, 3]. Fix slightly larger intervals I ′i, I ′i, still disjoint, such that Ii ⊂ I ′i and
Ii ⊂ I ′i. Construct bump functions
α, β : S1 → [0, 1]
α(p) = 1, p ∈ Ii; α(p) = 0, p /∈ I ′i; i = 1, 2,
β(p) = 1, p ∈ Ii; β(p) = 0, p /∈ I ′i; i = 1, 2.
Let φ : [0, 2] → [0, 1] be a smooth function that is increasing in [0, 1] and satisfies φ(0) = 0 and
φ(t) = 1 for t ∈ [1, 2]. Similarly, let ψ : [0, 2] → [0, 1] be a smooth function that is increasing in
[1, 2] and satisfies ψ(t) = 0 for t ∈ [0, 1] and ψ(2) = 1. Now define:
ft(z, θ, r) = f(z, r)(1− φ(t)α(θ)− ψ(t)(1− α(θ)))
gt(z, θ, r) = g(z, r) + (1− g(z, r))(φ(t)α(θ) + ψ(t)(1− α(θ)))
XtW = ft∂θ + gt∂z.
It is immediate that XtW is non–singular and that the first two claims hold. For the last one,
observe that gt > Ct > 0 in Ii for t > 0, with Ct some positive constant.
See Fig. 4.2 for a pictorial representation of this construction.
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Figure 4.2: The flow of XtW at {r = 2} in a neighbourhood of Di. Image a) corresponds to t = 0,
b) to t = 1/2, c) to t = 1, and d) to t = 2. The thickened dotted lines correspond to the orbit(s)
that is(are) tangent to the curves {|z| = 1} outside of I ′i.
4.2.3.1 The parametric Kuperberg plug
The radius inequality is the key to showing that the Kuperberg plug traps a non–empty open
set of orbits and that it contains no closed orbits. Similarly, consider the following property:
• The strict radius inequality holds for a diffeomorphism φi : Di → Di if r′ < r for every
(z, θ, r) ∈ Di with φi(z, θ, r) = (z′, θ′, r′).
In the process of interpolating to a trivial plug, we will need for the intermediate plugs to satisfy
this strict radius inequality, since it will guarantee that all orbits enter and exit the plug.
A family of diffeomorphisms
σti : Di → Di, t ∈ [0, 2], i = 1, 2; satisfying
σ0i = σi; (σ
t
i)
∗XW = ∂z
and satisfying the strict radius inequality for t > 0 can be constructed easily. The diffeomor-
phisms σi can be precomposed with diffeomorphisms of Di that preserve the z component, that
restrict to the identity in [−2, 2] × (∂Li) and that, away from there, take points to points with
smaller radius. This produces diffeomorphisms σti that are C
∞–close to σi. The quotients of W
induced by the gluings σti are all diffeomorphic to the Kuperberg manifold K and it is possible
to fix a smooth t–parametric family of identifications with K, which we henceforth assume.
Recall the explicit homotopy XtW constructed in Lemma 4.6. We define a family of vector fields
in W as follows:
• Y tW = XtW in (W \ (D1 ∪D2 ∪ D1 ∪ D2)),
• Y tW = XtW in Di for t ∈ [0, 1],
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• Y tW = (σti)∗XtW in Di for t ∈ [0, 1],
• Y tW = XtW in Di for t ∈ [1, 2],
• Y tW = (σti)∗XtW in Di for t ∈ [1, 2].
Note that this vector field does not define a plug in W, since it is not vertical close to the
boundary in Di for t ∈ [1, 2]. However, it does descend to the quotient K and automatically
induces a family of plugs (K, XtK), t ∈ [0, 2] interpolating from XK = X0K to ∂z = X2K .
Lemma 4.7. (K, XtK) has no closed orbits. Further, for t > 0, all orbits enter and exit the plug
at opposing points.
Proof. Since X0K is Kuperberg’s plug, it has no closed orbits. Let us set up some notation for
the case t > 0. There are smooth bijective projections
τ : W \ (D1 ∪ D2)→ K,
τ ′ : W \ (D1 ∪D2)→ K.
The discontinuous radius function ρ : K→ [1, 3] at a point p is defined to be the radius of τ−1(p).
Similarly, r(p) will be the radius of the preimage by τ ′. 1 Compactness of Di and the strict
radius inequality, imply that there is a lower bound
ρ− r ≥  > 0 (4.1)
in the points where they disagree (that is, over the points in τ(Di) = τ
′(Di)).
Let us first explain the proof and then provide analytical details. We argue by contradiction
by assuming that an orbit is trapped. The way in which we think about K is as a quotient
of W. Therefore, every time an orbit enters the self–insertion of the plug we imagine that the
subsequent part of the orbit is entering W. We keep track of the fact that we are inside the
self–insertion with a level function (that we will define soon); this level function keeps increasing
as we keep entering nested self–insertions. 2 Equation (4.1) states that every time we go up a
level, the radius increases (by an amount bounded from below); this means that the level function
cannot become arbitrarily large (because the radius cannot go up arbitrarily).
In W, no orbits are trapped and, in particular, orbits exit opposite to where they entered from.
Using induction, we deduce that if an orbit exits a self–insertion (regardless of how many nested
self–insertions it went through inside), it also exits through the opposite point. Then, if an orbit
is trapped, the discussion implies a level (in the level function) must be repeated infinitely many
times. This implies that there are orbits in W that enter the self–insertion infinitely many times,
which is a contradiction.
The level function. Fix a point p ∈ K. Let Φs(p) be the flow of XtK at time s valued at p. Recall
that L±i = σi({±2}×Li), for i = 1, 2, are the boundaries of the self–insertion that are transverse
to the flow. We can denote
Ei(s0) = {Φs(p) ∩ τ ′(L−i ); s ∈ (0, s0)}
Si(s0) = {Φs(p) ∩ τ ′(L+i ); s ∈ (0, s0]}
1Maybe this naming convention is a bit unfortunate. r here corresponds to r′ in the statement of the strict
radius inequality, and ρ here corresponds to r there.
2I do not know if this helps, but this is very much like the dream within a dream (within a dream...) of
Inception. In order not to get lost we keep track of how many levels we have gone down (or, in this case, up).
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the sets of points where the forward orbit of p enters and exits, respectively, the self–insertion of
the plug. We shall call the points in Ei = ∪s≥0Ei(s) entry points and those in Si = ∪s≥0Si(s)
exit points. Define the level function associated to p as follows:
νp(s) = (#E1(s) + #E2(s))− (#S1(s) + #S2(s)), s ≥ 0.
Consider the collection of points E1 ∪ E2 ∪ S1 ∪ S2 and regard it as an ordered list L = {xj =
Φsj (p)} in terms of increasing sj , so the points appear in L as the forward orbit intersects the
sets L±i .
Let xj and xj+1 be two consecutive points in L. If they both are entry points, then νp(sj+1) =
νp(sj)+1. If they both are exit points, then νp(sj+1) = νp(sj)−1. Otherwise νp(sj) = νp(sj+1).
Obtaining Wilson orbits. Consider two points xj and xk, k > j, with xj an entry point. Take the
list {xi}i∈{j,...,k} ⊂ L of points lying in–between. Recall xi = Φsi(p). If νp(sj) = νp(sk) ≤ νp(si),
i ∈ {j + 1, . . . , k − 1}, then we claim that (τ ′)−1xj , (τ ′)−1xk ∈W lie in the same orbit of XtW ,
which we henceforth call a Wilson orbit. We proceed by induction on the size of {j, . . . , k}.
In the base case k = j+1, xk must be an exit point. Having no other entry or exit points between
τ−1xj and τ−1xk, they are joined by a Wilson orbit and hence are opposite to each other in the
bottom and top boundaries of W. This implies that (τ ′)−1xj and (τ ′)−1xk are connected by a
Wilson orbit.
For the induction step, find the first l ∈ {j + 1, . . . , k} satisfying νp(sl) = νp(sj). This implies
that xl must be an exit point and all points in-between satisfy νp(si) > νp(sj) = νp(sl), i ∈ {j +
1, . . . , l− 1}. If l < k, the induction hypothesis applies and (τ ′)−1xj and (τ ′)−1xl are connected
by a Wilson orbit. Additionally, xl+1 must be an entry point and ν(sl+1) = ν(sl), so there is a
Wilson orbit connecting (τ ′)−1xl and (τ ′)−1xl+1. Iterating this process and concatenating the
paths proves the induction step in this case.
Assume otherwise that l = k. Then we have that νp(si) > νp(sj) = νp(sk), i ∈ {j+ 1, . . . , k−1},
which in particular means that xk is an exit point. It is also clear that xj+1 must be an entry
point and xk−1 an exit point. This means that the induction hypothesis applies to the shorter
list of points in-between xj+1 and xk−1.
We have then that (τ ′)−1xj+1 and (τ ′)−1xk−1 are joined by a Wilson orbit. Recall that τ−1xj
and (τ ′)−1xj+1 are joined by a Wilson orbit. The same is true for (τ ′)−1xk−1 and τ−1xk.
Concatenating all these segments yields a Wilson orbit between τ−1xj and τ−1xk, which implies
that they lie in opposing points in the lower and upper boundaries of W. In particular, (τ ′)−1xj
and (τ ′)−1xk are connected by a Wilson segment and the claim follows.
Concluding the argument. Let xj be an entry point and let xk, k > j. Assume νp(si) > νp(sj) =
νp(sk), i ∈ {j + 1, . . . , k − 1}. Then ρ(xj) = ρ(xk) and r(xj) = r(xk) and we can say that xk is
the exit point corresponding to the entry point xj . Equation 4.1 implies that the radius increases
by ε at every entry point and this observation shows that at an exit point the radius goes back
to the value it had at the corresponding entry point.
We conclude that, since ρ cannot be arbitrarily large, the elements in the list N = {νp(sj)} have
an upper bound. If L is infinite, then there is a minimum number k that gets repeated infinitely
many times in N . In particular, we can choose xj and xj+l with νp(sj) = νp(sj+l) = k, all points
in–between with νp ≥ k, and l arbitrarily large.
This means that we can find Wilson segments that intersect L±i arbitrarily many times, which
is a contradiction with the fact that XtW has no trapped orbits for t > 0. Therefore, L must
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be finite and every orbit eventually escapes the plug. A similar analysis for negative time shows
that it must enter the plug too. The level analysis above shows that it must do so at opposing
points.
Construct a smooth non–decreasing function η : [0, 1]→ [0, 2], satisfying:
• η is identically 0 in [0, 1/2],
• η > 0 in (1/2, 1],
• η is identically 2 close to 1.
Define a family of functions ηs = (1 − s)η + 2s, s ∈ [0, 1]. Let Dl be the disk with coordinates
(y1, . . . , yl). A 1–parametric family of foliated vector fields X sK in K× Dl can be defined by
(X sK)|{y=y0} = Xηs(|y0|)K .
Proposition 4.8. (K,X 0K) satisfies all 4 properties required for Proposition 4.3 to hold.
Proof. X sK is the necessary homotopy between X 0K and X 1K = ∂z. That this homotopy is through
non–vanishing foliated vector fields follows from the fact that the XtK were non–vanishing. Prop-
erty (i.) holds.
Theorem 4.5 states that Kuperberg’s plug traps a non–empty open set of orbits TK. Since
(X 0K){y=y0} agrees with the vector field in Kuperberg’s plug for y0 ∈ Dl1/2, it is immediate that
(K,X 0K) traps the open set TK × Dl1/2. Property (iv.) follows.
For |y0| > 1/2 it holds that η(|y0|) > 0. Hence, applying Lemma 4.7 to the flow (X 0K)|{y=y0} =
X
η(|y0|)
K shows that X 0K has no closed orbits in |y0| > 1/2 and all orbits there go through the
plug entering and exiting at opposing points. For |y0| ≤ 1/2, (K, (X 0K)|{y=y0}) is the Kuperberg
plug. This proves Properties (ii.) and (iii.).
4.3 Foliations with leaves of dimension 2
In this section M3 will denote a connected orientable compact smooth 3-manifold, possibly with
boundary. It will be endowed with a 2-dimensional foliation F2, which is assumed to be orientable
and tangent to the boundary of M . Further, let X be a non–singular vector field tangent to F .
Lemma 4.9. Let (T2,FT ) be a smooth foliation by lines in the torus. If FT has no Reeb
components, then it is equivalent, up to conjugation by a homeomorphism of T2, to the foliation
induced by the suspension of a diffeomorphism of the circle. If FT has no closed orbits then the
diffeomorphism of the circle is an irrational rotation.
This is a well known fact. A proof can be found in [36]. The following proposition establishes the
existence of at least two periodic orbits for any vector field tangent to the standard Reeb com-
ponent. The corollary after the proposition is an immediate consequence of Novikov’s compact
leaf theorem.
Proposition 4.10. Let (M3,F2) be a standard Reeb component. Let X be a non–singular vector
field tangent to F . Then X induces a Reeb component on its boundary torus. In particular, X
has at least 2 closed orbits.
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Proof. Denote by X the oriented foliation by lines induced by X on the boundary torus T of the
Reeb component. Assume that X has a Reeb component in T . Since this foliation is orientable,
the Reeb component cannot have as boundary a single leaf S1, so the vector field X must have
at least 2 closed orbits. Let us now assume that X does not have a Reeb component.
Parametrise M = D2 × S1 explicitly with coordinates (r, θ, t), |r| ≤ 1. Consider the one sided
neighbourhood φ : (0, 1] × T2 → M , φ(r, θ, t) → ( 1+r2 , θ, t) of the boundary torus T . Any curve
representing the homology class m ∈ H1(T ;Z) that vanishes by inclusion into M is called a
meridian.
Using Lemma 4.9 in the T2 coordinates yields a new (maybe topological) embedding ψ : (0, 1]×
T2 →M such that ψ∗X is a suspension of a diffeomorphism of the circle in the torus {1} × T2.
Suppose that ψ∗X corresponds to the irrational rotation, then any curve with rational slope
makes a constant angle with ψ∗X . Note that, in particular, the homology class (ψ|{1}×T2)∗m of
the meridian under this new parametrisation can be represented by some smooth curve γ with
rational slope. Accordingly, ψ∗X and the tangent vector .γ define, at each point in the image of
γ, a positively oriented basis.
Suppose instead that ψ∗X corresponds to a suspension of a diffeomorphism of S1 with fixed
points. The meridian class (ψ|{1}×T2)∗m can be represented by a smooth curve γ : S1 → {1}×T2.
Denoting this class by (a, b), where the first component stands for the suspension direction, the
curve γ can be set to agree with a compact leaf of X for almost a turns and then to turn b times
transversely. Accordingly, the foliation ψ∗X and the tangent vector .γ are, at each point in the
image of γ, either colinear or define a positively oriented basis.
Summarizing, if the foliation ψ∗X does not have a Reeb component, it admits a smooth curve
γ : S1 → {1}×T2 representing the meridian class (ψ|{1}×T2)∗m, such that ψ∗X and .γ are either
colinear or define a positively oriented basis at every point. The degree of ψ∗X restricted to the
image of γ is therefore 0. Since the degree is invariant by homeomorphism, we conclude that X
has degree 0 on the image of the curve ψ ◦ γ.
Now every leaf inside the Reeb component has a family of circles that asymptotically approach
the image of ψ ◦ γ. The previous discussion implies that X restricted to any given R2 leaf in
the Reeb component is a non–singular vector field that restricted to some circle has degree 1
(with respect to the standard basis of R2). Using the Poincare´-Hopf index theorem we get a
contradiction, thus implying that X has a Reeb component in the boundary torus T , as we
desired to prove.
Corollary 4.11. Any non–singular vector field tangent to a codimension one foliation of S3 has
at least 2 closed orbits.
Proposition 4.10 can be proved in more generality. Following [45] and [72] we introduce the
following definition.
Definition 4.12. A foliation (M,F) is called a generalised Reeb component if M is connected,
∂M is a union of leaves of F , no pair of points on ∂M can be joined by a curve transverse to
the foliation, and all the leaves in F| ◦
M
are proper and without holonomy.
In particular, this means that ∂M is a union of tori. The following lemma, which is a straight-
forward consequence of [44, Corollary 2] and [63, Theorem 1], states that the behaviour near the
boundary components is just like the one found in a standard Reeb component:
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Lemma 4.13. Let (M,F) be a generalised Reeb component and let T ⊂ ∂M be one of the
boundary components. Then the one sided holonomy along T is an infinite cyclic group. In
particular, there is a basis (α, β) for H1(T ) such that the holonomy along α is contracting and
the holonomy along β is the identity.
We shall see in Theorem 4.15 below that in most generalised Reeb components X must carry
closed orbits. First we characterise the exceptions. Consider the annulus S1 × [0, 1] and denote
by FR the 1-dimensional Reeb foliation on the annulus. We will abuse notation and still denote
by FR its lift as a codimension one foliation to T2 × [0, 1].
Lemma 4.14. Let (M3,F2) be a generalised Reeb component. Suppose one of the leaves F is a
cylinder. Then (M,F) is homeomorphic to (T2 × [0, 1],FR).
Proof. By [44] it follows that (
◦
M,F| ◦
M
) is a fibration over S1 whose leaves are diffeomorphic to
cylinders. Since M is orientable, the fibration pi :
◦
M → S1 is trivial.
Let φi : (0, 1]×T2 →M , i = 1, 2, be one–sided charts of the 2 boundary components φi({1}×T2),
with coordinates (r, s, θ). By Lemma 4.13, it can be assumed that the holonomy is the identity
in the s–direction and contracting in the θ–direction. Then these local models can be assumed
to agree with that of the standard Reeb component.
Since the leaves are proper, there are numbers r1, r2, such that the tori Si = {r = ri} ⊂ Image(φi)
intersected with each leaf bound a compact cylinder. Then the φi can be reparametrised in the
θ–direction so that pi ◦ φ−1i (ri, s, θ) = ±θ. The sign depends on whether the coorientation of F
agrees with the direction in which the holonomy is contracting. Denote by B ⊂
◦
M the manifold
bounded by the tori Si. Since pi : B → S1 is a submersion that is a fibration over each Si, the
Ehresmann fibration theorem implies that B is a trivial S1 × (−1, 1) bundle over S1.
The boundary torus Si is endowed with two trivialisations, one coming from B and the other
from φi. They might disagree by a number of Dehn twists in the s–direction. Denote their
composition by τ : T2 → T2. Since the foliation structure in the chart φi is invariant under the
action of τ on the (s, θ) coordinates, ψi = φi ◦ τ−1 is a new chart structure that makes the two
trivialisations of Si agree. Therefore, the trivialisation from B glues with the charts ψi to yield
T2 × [0, 1] as a manifold. Further, if pi ◦ ψ−11 (r1, s, θ) = pi ◦ ψ−12 (r2, s, θ), then F is isomorphic to
FR. Otherwise, that is if the orientations of the boundary components are reversed, (M3,F2)
has a transverse path connecting two points of the boundary and is not a generalised Reeb
component.
Now the main result is immediate:
Theorem 4.15. Let (M3,F2) be a generalised Reeb component. If M is not homeomorphic to
T2 × [0, 1], then any vector field X tangent to F has at least 2 closed orbits.
Proof. Since M is not homeomorphic to T2 × [0, 1], none of the non–compact leaves of F are
cylinders. In particular, they must have non–zero Euler characteristic. Assume that X, when
restricted to all boundary components of M , induces no Reeb component. Applying Lemma 4.13
and proceeding as in Proposition 4.10 shows that, given some non–compact leaf F , there is a
finite collection of closed curves γi ⊂ F satisfying:
• F \ {γi} is comprised of a compact component G that is a deformation retract of F and a
collection of non–compact half–cylinders,
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• X is either tangent or defines a positively oriented basis at each point of γi (endowed with
appropriate orientations).
These properties again yield a contradiction using the Poincare´–Hopf index theorem.
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The foliated Weinstein conjecture
The Weinstein conjecture [85] states that the Reeb vector field associated to a contact form
α in a closed (2n + 1)–manifold M always carries a closed periodic orbit. Hofer proved in [38]
that the Weinstein conjecture holds for any 3-dimensional contact manifold (M3, α) overtwisted
or satisfying pi2(M) 6= 0. Then, it was proven in every 3–manifold by Taubes [77] by localising
the Seiberg-Witten equations along Reeb orbits.
This chapter is dedicated to proving an analogue of Hofer’s result for contact foliations. Namely:
Theorem 5.1. Let (M3+m,F3, ξ2) be a contact foliation in a closed manifold M . Let α be a
defining 1–form for an extension of ξ and let R be its Reeb vector field. Let L3 ↪→M be a leaf.
i. If (L, ξ|L) is an overtwisted contact manifold, R possesses a closed orbit in the closure of
L.
ii. If pi2(L) 6= 0, R possesses a closed orbit in the closure of L.
Comparing this result with Theorem 4.1, we confirm that Reeb dynamics are distinct to the
dynamics of more general vector fields.
The proof of Theorem 5.1, based on Hofer’s methods, occupies the last section of the note. Before
that, several examples showing the sharpness of Theorem 5.1 are discussed. Some of them are
unexpected and show that care is needed to state a Weinstein–type conjecture in full generality
in the foliated case:
• Overtwistedness is a necessary condition: In Subsection 5.2.2, several examples of foliations
with tight leaves are presented. Proposition 5.15 constructs a contact foliation in the 4–
torus T4 that has all leaves tight and that has no Reeb orbits. Naturally, in this example all
leaves are open. This shows that the foliated Weinstein conjecture does not necessarily
hold as soon as we drop the assumption on overtwistedness. Then Proposition 5.12 presents
a more sophisticated example of a contact foliation in S3 × S1.
• Jumps to a nearby leaf are necessary: In Subsection 5.2.3 we construct a foliation in
S2 × S1 × S1 that has two compact leaves S2 × S1 × {0, pi} on which all others accumulate.
We then endow it with a foliated contact structure that makes all leaves overtwisted but
that has closed Reeb orbits only in the compact ones. Theorem 5.1 is therefore sharp in
the sense that an overtwisted leaf might not possess a Reeb orbit itself.
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• Being a leaf is necessary: In Subsection 5.2.1 we construct Reeb flows with no closed orbits
in every open contact manifold.
Remark 5.2. Section 5.3 is dedicated to setting up the J–holomorphic machinery in the foliated
setting. Although we follow a direct route towards proving Theorem 5.1, some of the results are
foundational and have applicability outside of the proof. It is the author’s hope that they can
be used to prove rigidity statements for contact foliations: this is currently work in progress.
5.1 Reviewing contact structures (again)
We have gone over some of the basic facts regarding contact structures already as we needed
them in the thesis. However, some of the material that we will need in this chapter has not
appeared yet. Let us go through it briefly.
5.1.1 The basic examples
Since we shall reference them over and over, let us explicitely introduce (again) the standard
contact structure and the standard overtwisted structure in R3.
Example 5.3. Consider R2n+1 with coordinates (x1, y1, · · · , xn, yn, z). The 2n–distribution
ξstd = ker(dz −
∑
i=1..n xidyi) is called the standard tight contact structure.
Example 5.4. Consider R3 with cylindrical coordinates (r, θ, z). The 2–distribution ξot =
ker(cos(θ)dz + r sin(r)dθ) is called the standard overtwisted contact structure. The disc
∆ = {z = 0, r ≤ pi} is called the overtwisted disc.
As explained in the Preamble, Bennequin showed in [3] that the structures (R3, ξstd) and (R3, ξot),
although homotopic as plane fields, are distinct as contact structures (meaning that they are not
diffeomorphic). The classification question in R3 was completely solved later on by Eliashberg:
Proposition 5.5 ([18]). Let ξ be a contact structure in R3 that is overtwisted in the complement
of every compact subset. Then ξ is isotopic to ξot.
Contact structures with the property that they remain overtwisted after removing any compact
subset are called overtwisted at infinity.
5.1.2 Contact embeddings into overtwisted contact structures
The following lemma will be useful in Subsection 5.2.1.
Lemma 5.6 ([6, Corollary 1.4]). Let (M2n+1, ξM ) be a connected overtwisted contact manifold
and let (N2n+1, ξN ) be an open contact manifold of the same dimension. Let f : N → M be a
smooth embedding covered by a contact bundle homomorphism Φ : TN → TM – that is, Φ|ξM (p)
maps into ξN (f(p)) and preserves the conformal symplectic structure
1– and assume that df and
Φ are homotopic as injective bundle homomorphisms TN → TM .
Then f is isotopic to a contact embedding f˜ : (N, ξN )→ (M, ξM ).
1This is the formal data associated to the contact structure. The bundle ξ = ker(α) has a symplectic structure
(ξ, dα) that is uniquely defined up to conformal factor as we rescale α.
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5.1.3 Convex surfaces
Let (W 3, ξ2) be a contact manifold. Let Σ2 ⊂ W be an immersed surface. The intersection
ξ ∩ TΣ yields a singular foliation by lines on Σ, which is called the characteristic foliation.
In the generic case, it can be assumed that the singularities – the points where ξp = TpΣ – are
isolated non–degenerate points, that can then be classified into elliptic and hyperbolic.
Example 5.7. By our characterisation of overtwistedness, any overtwisted manifold (W, ξ) con-
tains a disc Σ with a single singular point, which is elliptic, and whose boundary is legendrian.
All other leaves spiral around the legendrian boundary in one end and converge to the elliptic
point in the other. Such a disc appears as a C∞–small perturbation of the overtwisted disc ∆.
Example 5.8. Consider the unit sphere S2 in (R3, ξstd). Its singular foliation has two critical
points located in the poles, which are elliptic. All other leaves are diffeomorphic to R and they
connect the poles.
Theorem 5.9 (Eliashberg, Giroux, Fuchs). Let Σ = S2 and let (W, ξ) be tight. Then, the
characteristic foliation of Σ is conjugate to the one of the unit sphere in R3 tight.
5.2 The theorem is sharp
5.2.1 (Non–complete) Reeb vector fields with no closed orbits
It is first reasonable to wonder about the Weinstein conjecture for open manifolds in general.
In this direction, not much is known. In [65, 66, 74] it is shown that the Weinstein conjecture
holds for non–compact energy surfaces in cotangent bundles as long as one imposes certain
topology conditions on the hypersurface and certain growth conditions on the hamiltonian, which
is assumed to be of mechanical type.
Proposition 5.10. Let (N2n+1, ξ) be an open contact manifold. Then there is a contact form
α, ker(α) = ξ, whose (possibly non–complete) associated Reeb flow has no periodic orbits.
Proof. Fix some small ball U ⊂ N . Modify ξ within U to introduce an overtwisted disc ∆ in the
sense of [6]. By applying the relative h–principle for overtwisted contact structures, there is ξOT
in N that agrees with ξ outside of U and that has ∆ as an overtwisted disc. This new contact
structure is homotopic to the original one as almost contact structures.
Let {Ni}i∈N be an exhaustion of N by compact sets, Ni ⊂ Ni+1. Fix a non–degenerate contact
form αOT for the overtwisted structure ξOT. Its closed Reeb orbits are isolated and countable;
moreover, we may assume that no closed orbit is fully contained in ∆. We index them as follows:
each compact set Ni is intersected by finitely many closed orbits and hence we write {γij}j∈Ii for
the collection of closed Reeb orbits intersecting Ni but not Ni−1.
Construct a path β : [0,∞) → N , avoiding ∆, that is proper and such that N \ β([0,∞)) is
diffeomorphic to N by a map isotopic to the identity. Then, for each i, and each j ∈ Ii, we can
construct paths βij : [0, 1]→ Ni such that the βij are all pairwise disjoint, they intersect Image(β)
only at βij(0) ∈ Image(β), they satisfy βij(1) ∈ γij ∩Ni, and they avoid ∆.
Since the images of β and the βij avoid ∆, we can fix a closed contractible neighbourhood
V of ∆ disjoint from them as well. Construct a path βOT : [0, 1] → N with βOT(0) ∈ ∂V ,
βOT(1) ∈ Image(β) and otherwise avoiding V and all other paths.
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Consider the tree T = β ∪ {∪i∈N,j∈Iiβij} ∪ βOT. Denote by ν(T ) a small closed neighbourhood
that deformation retracts onto T . We can assume that N is diffeomophic to N ′ = N \ (ν(T )∪V )
by a diffeomorphism f : N → N ′ that is isotopic to the identity.
The embedding f : (N, ξ) → (N ′ ∪ V, ξOT) has image N ′ and is covered by a contact bundle
homomorphism. This follows because f is isotopic to the identity in N and ξ and ξOT are
homotopic. Now an application of Lemma 5.6 implies that there is an isocontact embedding
f˜ : (N, ξ)→ (N ′ ∪ V, ξOT). The form αOT has no periodic orbits in N ′ ∪ V by construction and
hence the pullback form α = f˜∗αOT does not either.
Remark 5.11. A natural open question is whether it is true that every open contact manifold
can be endowed with a contact form inducing a complete Reeb flow with no closed orbits.
5.2.2 The Weinstein conjecture does not hold for contact foliations
with all leaves tight
We shall construct first a contact foliation with all leaves tight and with periodic orbits lying in
the only compact leaf.
Proposition 5.12. Let (S3,FReeb) be the Reeb foliation on the 3–sphere and let g be the round
metric in S3. Consider the contact foliation (S3×S1, λcan) on the unit cotangent bundle of FReeb.
Its only closed Reeb orbits lie in the compact torus leaf.
The proposition is an easy consequence of the following Lemma.
Lemma 5.13. Consider the Riemannian manifold (R2, g), where g is of the form dr ⊗ dr +
f(r)dθ ⊗ dθ, with f(r) an increasing function satisfying f(r) = r2 close to the origin. (R2, g)
has no closed geodesics.
Proof. Applying the Koszul formula yields the following equations for the Christoffel symbols:
g(∇∂r∂θ, ∂θ) = f ′/2 = Γθrθg(∂θ, ∂θ) = Γθrθf,
g(∇∂θ∂r, ∂θ) = f ′/2 = Γθθrg(∂θ, ∂θ) = Γθθrf,
g(∇∂θ∂θ, ∂r) = −f ′/2 = Γrθθg(∂r, ∂r) = Γrθθ.
And hence the geodesic equations read:
..
r = f ′
.
θ
2
,
..
θ = − log(f)′
.
θ
.
r.
If at any point
.
θ = 0, then
.
θ = 0 for all times and
.
r is a constant. This situation corresponds to
radial lines.
All other geodesics have always
.
θ 6= 0 and hence ..r > 0. In particular, as soon as a geodesic has
.
r ≥ 0 at some point, it will have .r > 0 for all the points in the forward orbit and hence it will
not close up.
For a geodesic to close up we deduce then that it must have
.
r < 0 for all times, but then it
cannot close up either.
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Proof of Proposition 5.12. Consider S3 lying in C2, with coordinates (z1, z2) = (r1, θ1, r2, θ2).
The Reeb foliation can be assumed to have the Clifford torus |z1|2 = |z2|2 = 1/2 as its torus
leaf. One of the solid tori, denote it by T , corresponds to {|z1|2 ≤ 1/2, |z2|2 = 1− |z1|2} and the
other one is given by the symmetric equation. Let us multiple cover the solid torus T with the
map φ : R× D2
1/
√
2
→ T given by φ(s, r, θ) = (r, θ,√1− r2, s). For all purposes we can work in
R× D2
1/
√
2
, which is the universal cover of the solid torus, and hence we shall do so.
The restriction of the flat metric of C2
g =
∑
i=1,2
dri ⊗ dri + r2i dθi ⊗ dθi
to S3 is precisely the round metric. In the parametrisation of T given above it reads as:
φ∗g =
1
1− r2 dr ⊗ dr + r
2dθ ⊗ dθ + (1− r2)ds⊗ ds.
Which in particular readily shows that the metric induced in the Clifford torus is flat.
Consider the embeddings
ψc : R2 → R× D21/√2
ψc(ρ, θ) = (f1(ρ) + c, f2(ρ), θ),
with f1 : R+ → R+ a smooth increasing function that agrees with ρ2 near the origin and with the
identity away from it, and f2 : R+ → R+ also smooth and increasing, agreeing with the identity
near the origin, and converging to 1/
√
2 as ρ → ∞. As c is allowed to vary, these embeddings
realise the non–compact leaves of the Reeb foliation in T . The pullback metric on each one of
them is of the form
ψ∗cφ
∗g =
[
(f ′2)
2
1− f22
+ (1− f22 )(f ′1)2
]
dρ⊗ dρ+ f22 dθ ⊗ dθ = h1(ρ)dρ⊗ dρ+ h2(ρ)dθ ⊗ dθ,
that is, h2(ρ) is increasing and converges to 1/2 as ρ→∞ and h1(ρ) is bounded from above and
behaves as O(1) near the origin.
Now we claim that reparametrising R2 suitably yields a metric like the one in Lemma 5.13; this
would immediately allow us to conclude the proof. Consider the vector field X =
√
h1(ρ)∂ρ: it
is a radial vector field that is of unit length for the metric ψ∗cφ
∗g; as such, it is only defined over
R2 \ {0}. However, it still allows us to define a diffeomorphism Φ of R2 to itself: the point (ρ, θ)
is taken to the time ρ flow of X, starting at the origin with angle θ. By construction, it must
hold:
Φ∗ψ∗cφ
∗g = dρ⊗ dρ+ h(ρ)dθ ⊗ dθ,
with h(ρ) increasing and converging to 1/2 as ρ→∞ (since h2 satisfied those properties and we
have essentially just reparametrised the radius function).
Remark 5.14. Taking the universal cover of a leaf yields the standard tight R3, so all leaves
are tight.
One can actually construct a contact foliation with no periodic orbits of the Reeb flow.
Proposition 5.15. Consider the manifold T3, endowed with the Euclidean metric g, and the
foliation F by planes given by two rationally independent slopes. The space of foliated cooriented
contact elements S(T ∗F) has no closed Reeb orbits.
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Proof. Let L be any leaf of F . L is diffeomorphic to R2 × S1 and its universal cover of is
the standard tight R3. Hence it is a tight contact manifold. Since the restriction of g to L
is Euclidean, there are no closed geodesics on L and hence no closed Reeb orbits in its sphere
cotangent bundle.
5.2.3 A sharp example. Overtwisted leaves with no closed orbits
Proposition 5.16. There is a contact foliation on S2×S1×S1 having all leaves overtwisted and
such that the only closed Reeb orbits appear in the two compact leaves.
We shall dedicate the rest of this subsection to the proof of Proposition 5.16. We structure it in
three parts.
5.2.3.1 R3 overtwisted at infinity with no closed orbits
Consider the following 1–form in R3 in cylindrical coordinates:
α = cos(r)dz + (r sin(r) + f(z)φ(r))dθ
If f(z)φ(r) = 0 identically, this is the standard form αOT for the contact structure ξOT that is
overtwisted at infinity. We well henceforth assume that f(z)φ(r) is C1–small, and therefore α
will be a contact form as well. In particular, by Proposition 5.5, the contact structure it defines
is contactomorphic to ξOT. Let us compute:
dα = − sin(r)dr ∧ dz + [sin(r) + r cos(r) + φ′(r)f(z)]dr ∧ dθ + f ′(z)φ(r)dz ∧ dθ
whose kernel, away from the origin, is spanned by:
X = −f ′(z)φ(r)∂r + [sin(r) + r cos(r) + φ′(r)f(z)]∂z + sin(r)∂θ.
It is easy to check that α(X) > 0 far from the origin, and hence the Reeb vector field is a positive
multiple of X.
Assume that φ(r) is a monotone function that is identically 0 close to 0 and identically 1 in
[δ,∞), for δ > 0 small. Assume further that f is strictly decreasing, and sufficiently small to
guarantee |φ′(r)f(z)| << | sin(r) + r cos(r)| for r ∈ [0, δ], this is indeed possible because φ′(r)
can be taken to behave as O(r). Then, the Reeb v.f. is ∂z in r = 0 and has a positive vertical
component for r ∈ [0, δ]. Away from this neighbourhood of the vertical axis, the Reeb flow has
a positive radial component, so we conclude that it has no closed orbits.
5.2.3.2 S2 × R overtwisted at infinity with no closed orbits
Choose coordinates (z, θ), z ∈ [0, 2pi], for S2 using the map
(z, θ)→ (
√
pi2 − |z − pi|2 cos(θ),
√
pi2 − |z − pi|2 sin(θ), z).
That is, we consider the sphere of radius pi centered at (0, 0, pi) ∈ R3. The z–coordinate is not
smooth at the poles, just like the radius is not smooth at the origin of R2. Take now coordinates
(z, θ; s) in S2 × R, and construct the following 1–form:
λ0 = cos(z)ds+ z(z − 2pi) sin(z)dθ.
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It is easy to see that it is a contact form that defines two families of overtwisted discs sharing a
common boundary: {z ∈ [0, pi], s = s0} and {z ∈ [pi, 2pi], s = s0}. It is therefore overtwisted at
infinity.
The form λ0 defines two cylinders foliated by closed Reeb orbits: {z = pi/2} and {z = 3pi/2}.
Therefore, proceeding like in the previous example, we will add a small perturbation that gets
rid of them. Consider the form:
λ = cos(z)ds+ [z(z − 2pi) sin(z) + f(s)φ(z)]dθ.
Here we require for φ(z) to be constant close to the points 0, pi/2, pi, 3pi/2 and 2pi, to satisfy:
φ(0) = φ(pi) = φ(2pi) = 0, φ(pi/2) = φ(3pi/2) = 1
and to be monotone in the subintervals inbetween. We assume that f is strictly monotone and
C1 small. Computing:
dλ = − sin(z)dr∧ds+[(z−2pi) sin(z)+z sin(z)+z(z−2pi) cos(z)+f(s)φ′(z)]dz∧dθ+f ′(s)φ(z)ds∧dθ
so the Reeb v.f. is a multiple of:
X = −f ′(s)φ(z)∂z + [(z − 2pi) sin(z) + z sin(z) + z(z − 2pi) cos(z) + f(s)φ′(z)]∂s + sin(z)∂θ,
away from z = 0, pi, 2pi. Near z = 0, pi, 2pi, the Reeb v.f. is very close to ±∂s. Away from those
points, it has a non–zero z–component. It follows that it cannot have closed orbits.
5.2.3.3 Constructing the foliation
Consider S2×S1×S1 with coordinates (z, θ; s, t), t ∈ [0, 2]. It can be endowed with the following
1–form:
λ˜ = cos(z)ds+ [z(z − 2pi) sin(z) + F (t)φ(z)]dθ,
with F strictly increasing in (0, 1), strictly decreasing in (1, 2), C1–small and having vanishing
derivatives to all orders in {0, 1}. φ is the bump function defined in the previous subsection.
Let Φ : S1 → S1 be a diffeomorphism of the circle that fixes {0, 1} and no other points, is
strictly increasing in (0, 1) as a map (0, 1)→ (0, 1), and is strictly decreasing in (1, 2) as a map
(1, 2)→ (1, 2). Φ defines a foliation FΦ on S2 × S1 × S1 called the suspension of Φ.
FΦ can be constructed as follows. Find a family of functions Φs : S1 → S1, s ∈ [0, 1], satisfying:
Φ0 = Id, Φ1 = Φ,
s→ Φs(t) is strictly increasing in (0, 1) and strictly decreasing in (1, 2),
∂
∂s
∣∣∣∣
s=1
Φs(t) =
∂
∂s
∣∣∣∣
s=0
Φs(Φ1(t)) for all t.
(5.1)
Then the curves γt(s) = (s,Φs(t)), induce a foliation in [0, 1]×S1 which glues to yield a foliation
by curves in the 2–torus. FΦ is the lift of such a foliation.
The leaves of the foliation in the 2–torus are obtained by concatenating the segments γt. γ0 and
γ1 yield closed curves γ˜0 and γ˜1. All other curves are diffeomorphic to R, and we denote them
by γ˜t(s) = (s, ht(s)), t ∈ (0, 1) ∪ (1, 2). By our assumption on Φs, the functions ht are strictly
increasing if t ∈ (0, 1) and strictly decreasing if t ∈ (1, 2). Observe that the non–compact leaves
accumulate onto the two compact ones.
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The contact structure in the compact leaves S2 × γ˜t, t = 0, 1, is given by
cos(z)ds+ z(z − 2pi) sin(z)dθ.
In particular, they both have infinitely many closed orbits.
The contact structure in the non compact leaves S2 × γ˜t, t ∈ (0, 1) ∪ (1, 2), reads
cos(z)ds+ [z(z − 2pi) sin(z) + F (ht(s))φ(z)]dθ
Since F ◦ ht is non–zero, strictly monotone and C1–small, it is of the form described in the
previous section. It follows that they have no periodic orbits. 
Remark 5.17. In this example all leaves involved are overtwisted. Further, the non–compact
leaves are overtwisted at infinity. It would be interesting to construct an example of a contact
foliation where the non–compact leaves are overtwisted, the leaves in their closure are tight and
the only periodic orbits appear in the tight leaves.
5.3 Pseudoholomorphic curves in the symplectisation of a
contact foliation
In this section we generalise the standard setup for moduli spaces of pseudoholomorphic curves
to the foliated setting. The main result is Theorem 5.28, which deals with the removal of
singularities. The proof is standard and closely follows that of [38], and indeed the only essential
difference lies in the fact that, although the leaves might be open, they live inside a compact
ambient manifold, so the Arzela´–Ascoli theorem can still be applied when carrying out the
bubbling analysis.
5.3.1 Setup
Consider the contact foliation (Mm+2n+1,F2n+1, ξ2n), with extension Θ2n+m given by a 1–form
α, and write (R×M,FR, ω) for its symplectisation.
5.3.1.1 The space of almost complex structures
The symplectic bundle (ξ, dα) can be endowed with a complex structure compatible with dα,
which we denote by Jξ. The space of such choices is non–empty and contractible. Jξ induces a
unique R–invariant leafwise complex structure, J ∈ End(TFR), J2 = −Id, as follows:
J |ξ = Jξ
J(∂t) = R
Observe that J is compatible with ω, and hence they define a metric, which turns each leaf of
the symplectisation into a manifold which is not complete. Instead, we shall consider the better
behaved R–invariant leafwise riemannian metric g in R×F given by:
g = dt⊗ dt+ α⊗ α+ dα(Jξ ◦ piξ, piξ).
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5.3.1.2 J–holomorphic curves
Let (S, i) be a Riemann surface, possibly with boundary. A map satisfying
F : (S, i)→ (R×M,J)
dF (TS) ⊂ TFR
J ◦ dF = dF ◦ i
(5.2)
is called a parametrised foliated J–holomorphic curve. The second condition implies that
F (S) is contained in a leaf R × L of FR. Indeed, J is an almost complex structure in the open
manifold R × L, and F , regarded as a map into R × L, is a J–holomorphic curve in the
standard sense.
By our choice of J , there is an R–action on the space of foliated J–holomorphic curves given by
translation on the R term of R×M .
5.3.1.3 Foliated J–holomorphic planes and cylinders
A solution of Equation (5.2)
F = (a, u) : (C, i)→ (R×M,J)
is called a foliated J–holomorphic plane. If we write MFJ for the space of such maps, it is
clear that the space of complex automorphisms of C acts on it by its action on the domain.
MFJ is non–empty. Every Reeb orbit γ : R→M has an associated foliated J–holomorphic plane
given by
F (s, t) = (s, γ(t)) where z = s+ it are the standard complex coordinates in C.
We call these the trivial solutions.
Similarly, a solution of Equation 5.2
F = (a, u) : (−∞,∞)× S1 → R×M
is called a foliated J–holomorphic cylinder. We let (s, t) be the coordinates in the cylinder
and its complex structure to be given by i(∂s) = ∂t. A closed Reeb orbit γ : S1 → M , gives a
trivial cylinder F (s, t) = (s, γ(t)).
Recall that the cylinder (−∞,∞)× S1 is biholomorphic to C \ {0} by the exponential map, and
for convenience we will often consider both domains interchangeably. In particular, given some
foliated J–holomorphic plane, we could define a foliated J–holomorphic cylinder by introducing
a pucture in the domain. Therefore, we say that a foliated J–holomorphic map
F = (a, u) : C \ {0} → R×M
can be extended over zero (or ∞) if there is a foliated J–holomorphic map with domain C
(resp. the puctured Riemann sphere Cˆ \ {0}) that agrees with F in C \ {0}.
5.3.1.4 Energy
After introducing the trivial foliated J–holomorphic curves, we would like to introduce an energy
constraint that singles out more interesting solutions of Equation 5.2. This leads us to the
following definitions.
57
CHAPTER 5. THE FOLIATED WEINSTEIN CONJECTURE
Definition 5.18. Consider the space of functions
Γ = {φ ∈ C∞(R, [0, 1])| φ′ ≥ 0}
Let F : S → R×M be a foliated J–holomorphic curve.
Its energy is defined by:
E(F ) = sup
φ∈Γ
∫
S
F ∗d(φα). (5.3)
Its horizontal energy is defined by:
Eh(F ) =
∫
S
F ∗dα. (5.4)
Trivial solutions correspond to the following general phenomenon.
Lemma 5.19. Let F = (a, u) : (S, i)→ (R×M,J) be a foliated J–holomorphic curve. Eh(F ) = 0
if and only if Image(F ) ⊂ R× γ, where γ is a Reeb orbit.
Proof. Given a ball U ⊂ S find complex coordinates (s, t). Then:∫
U
F ∗dα =
∫
U
dα(us, ut)ds ∧ dt =
∫
U
dα(us, Jus)ds ∧ dt =∫
U
dα(piξus, piξ ◦ Jus)ds ∧ dt =
∫
U
|piξus|2ds ∧ dt
and since
Eh(F ) =
∫
S
F ∗dα =
∫
S
u∗dα
the claim follows.
The following lemma states that cylinders with finite energy that cannot be extended to planes
have to be necessarily trivial and hence imply the existence of a Reeb orbit.
Lemma 5.20. Let F be a foliated J–holomorphic map
F = (a, u) : Cˆ \ {0,∞} → R×M
satisfying E(F ) < ∞ and Eh(F ) = 0. If F cannot be extended over its punctures, then t →
u(e2piit), t ∈ [0, 1], is a parametrised closed Reeb orbit.
Proof. By Lemma 5.19, we know that there is some Reeb orbit γ (not necessarily closed) such
that Image(F ) ⊂ R× γ. We can identify the universal cover of R× γ with C with its standard
complex structure. If we let Ω ⊂ C be some region of the complex plane, we can regard it as a
J–holomorphic curve using the inclusion i : Ω→ C→ R× γ; its energy is just given by:
E(i) = sup
φ∈Γ
∫
Ω
φ′(s)ds ∧ dt = sup
φ∈Γ
∫
∂Ω
φ(s)dt
where ds ∧ dt is the standard area form in C.
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We claim that γ is a closed orbit and that F is a non contractible map into R × γ. Assuming
otherwise, regard F as a holomorphic map f : Cˆ \ {0,∞} → C ⊂ Cˆ. As such, its punctures are
either removable or essential singularities. They cannot be removable singularities with values
in C by assumption.
If f has a removable singularity that is a pole, a neighbourhood of the puncture branch covers a
neighbourhood of∞ in the Riemann sphere. In particular, there is a band [a, b]×R ⊂ Image(f) ⊂
C, with a < b large enough. Since the energy of the band is infinite, the energy of F must be
too, which is a contradiction.
If f has an essential singularity, then Picard’s great theorem states that every point in C, except
possibly one, is contained in Image(f). Again, this contradicts the assumption that E(F ) was
finite.
We deduce that γ is a closed orbit and that F is a non–contractible map into the cylinder R×γ.
The exponential is a biholomorphism between the cylinder and Cˆ \ {0,∞}, so now we regard F
as a holomorphic map h : Cˆ \ {0,∞} → Cˆ \ {0,∞}.
Suppose one of the punctures was an essential singularity for h. Since h has no zeroes or
poles, Picard’s theorem states that all other points in the Riemann sphere have infinitely many
preimages by h. This contradicts E(F ) <∞.
Therefore, h can be extended over its punctures to be zero or ∞. h is then a meromorphic
function on the Riemann sphere, and hence it is nothing but the quotient of two polynomials.
By our assumption that there are no other zeroes or poles this implies that h(z) = azk, for some
k ∈ Z \ {0}, a ∈ C. This shows that t→ u(e2piit) parametrises the k–fold cover of γ.
Exactly the same analysis yields the following lemma.
Lemma 5.21. Let F be a foliated J–holomorphic map
F = (a, u) : C→ R×M
satisfying Eh(F ) = 0. Then either F is the constant map or E(F ) =∞.
Proof. Let γ be the Reeb orbit such that Image(F ) ⊂ R × γ. By taking the universal cover of
R× γ, regard F as a map C→ C, as in Lemma 5.20. Now study the extension problem of F to
∞. If it corresponds to a removable singularity with values in C, then F is the constant map.
Otherwise, if it is either a pole or a non–removable singularity, it has infinite energy.
5.3.1.5 Riemannian and symplectic area
In the case of compact symplectic manifolds, there is an interplay between the symplectic area
of a J–holomorphic curve and its riemannian area for the metric given by the symplectic form
and the compatible almost complex structure.
In our case, g is not of that form. Rather, it is R–invariant, while ω is not: R–translations of the
same J–holomorphic curve have different symplectic energy and indeed there are no universal
constants relating the ω–area and the g–area.
However, E and Eh are invariant under the R-action. Given F , a foliated J–holomorphic curve,
let areag(F ) be its riemannian area in terms of g, and let areaωφ(F ) be its symplectic area in
terms of ωφ = d(φα).
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Lemma 5.22. Let F = (a, u) : (S, i) → (R ×M,J) be a parametrised foliated J–holomorphic
curve. Then, if a is bounded below and above:
areag(F ) < Careaωφ(F ) < C
′
∫
∂S
α,
for some constants C,C ′ depending only on the upper and lower bounds of a.
Proof. Consider a0 and a1 satisfying a0 < a < a1. Let φ(t) =
t−a0
3(a1−a0) + 1/3 in [a0, a1] and
belonging to Γ. Then ωφ is a symplectic form in [a0, a1] ×M and J is ωφ–compatible. Since
0 < D < φ, φ′ < D′ <∞, there are universal constants relating the metrics g and gφ = ωφ(−, J−)
in [a0, a1]×M .
Since J is ωφ–compatible, F being J–holomorphic implies that areagφ(F ) = areaωφ(F ), and the
first inequality follows. The second inequality follows by applying Stokes.
An immediate consequence of Lemma 5.22 is that there cannot be closed foliated J–holomorphic
curves in R×M .
5.3.2 Bubbling
As we shall see in Section 5.4, the way in which we will prove the existence of a periodic orbit
of the Reeb vector field will be by constructing a 1–dimensional moduli of pseudoholomorphic
discs that necessarily will be open in one of its ends. The following lemma shows that the reason
for it to be open must be that the gradient is not uniformly bounded for all discs in the moduli.
Proposition 5.23. Fix L a leaf of F . Let W ⊂ R × L be a totally real compact submanifold,
possibly with boundary.
Let (S, i) be a compact Riemann surface with boundary. Consider the sequence of foliated J–
holomorphic maps
Fk : (S, ∂S)→ (R× L,W ), k ∈ N.
Suppose that there is a uniform bound ||dFk|| < C < ∞. Then there is a subsequence Fki ,
ki →∞, convergent in the C∞–topology to a foliated J–holomorphic map
F∞ : (S, ∂S)→ (R× L,W )
Proof. Observe that since we have a uniform gradient bound and Fk(∂S) ⊂ W , for all k, it
necessarily follows that the images of all the Fk lie in a compact subset of R × L. Then, one
can proceed as in the standard case to prove C∞ bounds from C1 bounds and then apply the
Arzela´-Ascoli theorem to complete the proof.
Remark 5.24. The same statement holds for surfaces without boundary as long as one imposes
for the images of all the Fk to lie in a compact set of the leaf.
Proposition 5.23 suggests that we should study sequences of maps
Fk : (S, ∂S)→ (R× L,W ), k ∈ N
in which ||dFk|| is not uniformly bounded. We have to consider two separate cases.
60
CHAPTER 5. THE FOLIATED WEINSTEIN CONJECTURE
5.3.2.1 Plane bubbling
Proposition 5.25. Consider a sequence of foliated J–holomorphic curves
Fk : (S, ∂S)→ (R× L,W ), k ∈ N
and a corresponding sequence of points qk in S having Mk = ||dqkFk|| → ∞ and converging to a
point q ∈ S.
Suppose that there is an uniform bound E(Fk) < C < ∞. If dist(qk, ∂S)Mk → ∞, there is a
foliated J–holomorphic plane
F∞ : C→ R× L′
with E(F∞) < C, where L′ is a leaf in the closure of L.
Proof. After possibly modifying the qk slightly, there are charts
φk : D2(Rk)→ S
φk(z) = qk +
z
Mk
with Rk < dist(qk, ∂S)Mk, Rk →∞, Rk/Mk → 0, and ||d(Fk ◦ φk)|| < 2 – this last condition is
achieved by the so called Hofer-Viterbo lemma, see [38, Lemma 26] and [38, p. 536. Equation
49].
The maps Fk ◦ φk have C1 bounds by construction, but they have no C0 bounds. By our
construction of J , the vertical translation of a J–holomorphic map is still J–holomorphic and
hence we can compose with a vertical translation τk guaranteeing that τk ◦Fk ◦φk takes the point
0 to the level {0}×L. Then, for every compact subset Ω ⊂ C, the maps τk ◦Fk ◦φk : Ω→ R×M
are equicontinuous and bounded – note that this is where we use that L lies inside the compact
manifold M .
Recall that having uniform C1 bounds implies that we have uniform C∞ bounds. Hence, an
application of the Arzela´–Ascoli theorem shows that a subsequence converges in C∞loc to a map
F∞ : C→ R×M that must be foliated and J–holomorphic, but not necessarily lying in R× L,
but maybe in some new leaf R× L′.
Note that the energy of the map τk ◦ Fk ◦ φk is bounded above by that of Fk. Since we have
uniform bounds for the energy of the Fk, we have uniform energy bounds for the maps τk ◦Fk ◦φk
and hence for their limit F∞. Note that F∞ is necessarily non constant, since ||d0F∞|| = 1 by
construction. In particular, it has non–zero energy.
Remark 5.26. We say that the map F∞ as given in the proof is called a plane bubble. If the
map F∞ could be extended over the pucture to a map with domain the Riemann sphere S2, this
would yield a contradiction with Lemma 5.22.
5.3.2.2 Disc bubbling
Proposition 5.27. Consider a sequence of foliated J–holomorphic curves
Fk : (S, ∂S)→ (R× L,W ), k ∈ N
and a corresponding sequence of points qk in S having Mk = ||dqkFk|| → ∞ converging to a point
q ∈ S.
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Suppose that there is an uniform bound E(Fk) < C <∞. If dist(qk, ∂S)Mk is uniformly bounded
from above, there is a foliated J–holomorphic disc
F∞ : (D2, ∂D2)→ (R× L,W )
with E(F∞) < C.
Proof. Recall that W is compact. An application of the standard rescaling argument yields
a finite energy J–holomorphic map F∞ of the upper half plane H+ into R × M . Since the
rescaling is done close to ∂S and Fk(∂S) ⊂ W , we deduce that F∞ maps the boundary of H+
to W ⊂ R× L; from this, it follows that the image of H+ lies in R× L. Now one can apply the
removal of singularities theorem from [54, Proposition A.1] to conclude.
5.3.3 Removal of singularities
The aim of this subsection is to prove the following result, which is one of the key ingredients
for proving Theorem 5.1.
Theorem 5.28 (Removal of singularities). Let F = (a, u) : D2 \ {0} → R × L ⊂ R ×M be a
J–holomorphic curve with 0 < E(F ) <∞, L a leaf of F .
Then, either F extends to a J–holomorphic map over D2 or for every sequence of radii rk → 0 the
curves γrk(s) = u(e
rk+is) converge in C∞ –possibly after taking a subsequence– to a parametrised
closed Reeb orbit lying in the closure of L.
Proof of Theorem 5.28. Let us state the problem in terms of cylinders. Identify D2 \ {0} with
[0,∞) × S1 by using the biholomorphism − log(z), and regard F as a foliated J–holomorphic
map [0,∞)× S1 → R×M . Then, the following maps are foliated J–holomorphic:
Fk = (ak, uk) : [−Rk/2,∞)× S1 → R×M
Fk(s, t) = (a(s+Rk, t)− a(Rk, 0), u(s+Rk, t))
and by assumption they have a uniform bound E(Fk) < C <∞ and limk→∞Eh(Fk) = 0. Here
Rk = − log(rk)→∞.
Suppose that the gradient was not uniformly bounded for the family Fk. We can then find a
sequence of points qk ∈ [0,∞)× S1 escaping to infinity and satisfying |dqkF | → ∞. Then we are
under the assumptions of Proposition 5.25, and this yields a plane bubble G : C→ R×M with
Eh(G) = 0, which must lie on top of a Reeb orbit by Lemma 5.19. By our bubbling analysis, it
cannot be constant, since its gradient at the origin is 1, which is a contradiction with it having
E(G) <∞, by Lemma 5.21.
We conclude that the family Fk has uniform C
1 bounds and hence uniform C∞ bounds. By
construction ak(0, 0) ∈ {0}×M , which means that we have uniform C0 bounds on every compact
subset of (−∞,∞)×S1 –here is where we use the compactness of M . The Arzela´-Ascoli theorem
implies that –after possibly taking a subsequence– the maps Fk converge in C
∞
loc to a map
F∞ : (−∞,∞) × S1 → R ×M with E(F∞) < ∞ and Eh(F∞) = 0, which might of course have
image in R times a different leaf L′.
Observe that
lim
r→0
∫
γr
α =
∫
γ1
α−
∫
D2\{0}
dα.
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If this limit is zero, then the argument above shows that the γr, r → 0, tend to the constant
map in the C∞ sense, and hence F extends to a map over D2. Assuming otherwise, it is clear
that F∞ cannot be the constant map and hence Lemma 5.20 implies the conclusion.
5.4 Existence of contractible periodic orbits in the closure
of a leaf
After setting up the study of foliated J–holomorphic curves in the previous section and dealing
with its compactness issues, we use this machinery to conclude the proof of Theorem 5.1. The
setting of the theorem is as follows: (Mm+3,F3, ξ2) is a contact foliation with Θ2+m an extension
given by a 1–form α. We write (R×M,FR, ω) for its symplectisation. L3 is a leaf of F .
5.4.1 The Bishop family
The following results have a local nature and hence do not depend on whether L is compact or
not. Their proofs can be found in [38].
5.4.1.1 The Bishop family at an elliptic point
If (L, ξ) is an overtwisted manifold, let Σ be an overtwisted disc for ξ. Otherwise, if pi2(L) 6= 0,
let Σ be some sphere realising a non–zero class in pi2. Assume, after a small perturbation, that
the characteristic foliations are as described in Subsection 5.1.3 in Exercises 5.7 and 5.8 and
Theorem 5.9. Denote by ΓΣ the set of singular points of the characteristic foliation of Σ.
Let p ∈ ΓΣ, a elliptic point. The maps satisfying:
F = (u, a) : (D2, ∂D2)→ (R× L, {0} × Σ)
dF ◦ i = J ◦ dF,
wind(F, p) = ±1,
index(F ) = 4,
(5.5)
will be called the Bishop family. wind(F, p) refers to the winding number of F (∂D2) around
the elliptic point p.
The condition index(F ) = 4 is implied by the other assumptions. It means that the linearised
Cauchy–Riemann operator at F has index 4, and hence, if there is transversality, the solutions of
Equation 5.5 close to F form a smooth 4–dimensional manifold. Since the Mobius transformations
of the disc have real dimension 3, this implies that the image of F is part of a 1–dimensional
family of distinct discs.
The Bishop family is not empty under some integrability assumptions.
Proposition 5.29 ([5], [38, Section 4.2]). For a suitable choice of Jξ, J is integrable close to
p. Then there is a smooth family of maps Fs, s ∈ [0, ε), with F0(z) = p and Fs, s > 0, disjoint
embeddings satisfying Equation 5.5.
Additionally, there is a small neighbourhood U of p such that any other disc satisfying Equation
5.5 and interesecting U is a reparametrisation of one of the Fs.
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5.4.1.2 Continuation of the Bishop family
The following statement shows that transversality always holds for the linearised Cauchy–Riemann
operator for maps belonging to the Bishop family.
Proposition 5.30 ([38, Theorem 17]). Let F satisfy Equation 5.5. Then there is a smooth family
of disjoint embeddings Fs, s ∈ (−ε, ε), satisfying Equation 5.5, such that F0 = F . Additionally,
any two such families are related by a reparametrisation of the parameter space and a smooth
family of Mobius transformations.
5.4.1.3 Properties of the Bishop family
Convexity of {0} × L inside of R × L and an application of the maximum principle yield the
following lemma. It will be useful to show that there is no disc bubbling.
Lemma 5.31 ([38, Lemma 19]). Let F : (D2, ∂D2) → (R × L, {0} × Σ) be a J–holomorphic
map. Then F (∂D2) is transverse to the characteristic foliation of Σ and F (D2) is transverse to
{0} × L.
In order to apply Theorem 5.28 we must have energy bounds, which are provided by the following
result.
Proposition 5.32 ([38, Lemmas 33 and 35]). There are uniform energy bounds 0 < C1 <
E(F ), Eh(F ) < C2 <∞ for every F satisfying Equation 5.5 and having
dist(Image(F ),ΓΣ) > ε > 0.
Proof. By Stokes’ theorem:
E(F ) = sup
φ∈Γ
∫
D2
F ∗d(φα) = sup
φ∈Γ
∫
∂D2
F ∗φα =
sup
φ∈Γ
φ(0)
∫
∂D2
F ∗α =
∫
F (∂D2)
α.
F (∂D2) winds around the critical point exactly once and hence bounds a disc within Σ. The
area of such a disc is always bounded above by a universal constant and is bounded below under
the assumption that they have radius at least ε. The claim follows.
A similar estimate holds for Eh.
5.4.2 Proof of Theorem 5.1
Now we tie all the results we have discussed so far.
Lemma 5.33. Let L be a leaf of F and assume that (L, ξ) is an overtwisted contact manifold.
Then there is a finite energy plane contained in R× L′ ∈ FR, with L′ lying in the closure of L.
Proof. Denote byM the set of solutions of Equation 5.5, which is non–empty by Proposition 5.29
and open by Proposition 5.30. Recall that Σ is the overtwisted disc and define a non–negative
constant
C = inf{dist(u(∂D2), ∂Σ)|u ∈M}.
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By construction there is a sequence of maps uk ∈ M such that limk→∞ dist(uk(∂D2), ∂Σ) = C.
Suppose that the gradient of the sequence is unbounded. Then Propositions 5.25 and 5.27 show
that either a plane or a disc bubble appears. In the case of a disc bubble, Lemma 5.31 states that
its boundary must wind around the elliptic point once. Lemma 5.31 also implies that, for every k,
uk(∂D2) intersects each leaf of the characteristic foliation exactly once. These two facts show that
(after possibly taking a subsequence), the circles uk(∂D2) converge to the boundary circle of the
disc bubble, which is then a solution of Equation 5.5 whose distance to the boundary is exactly
C. Proposition 5.30 shows that it must be part of a 1–parametric family of unparametrised discs,
contradicting the fact that C was the infimum of the distances. We conclude that necessarily a
plane bubble must appear instead.
Otherwise, if the gradient is uniformly bounded for the sequence, Proposition 5.23 shows that
the uk converge to a new J–holomorphic map u∞. If C = 0, u∞(∂D2) is not transverse to ∂Σ,
which is a contradiction with Lemma 5.31. If otherwise C > 0, then Proposition 5.30 shows that
u∞ is part of a 1–parametric family of unparametrised discs, contradicting the fact that C was
the infimum of the distances.
Lemma 5.34. Let L be a leaf of F and assume that pi2(L) 6= 0. Then there is a finite energy
plane contained in R× L′ ∈ FR, with L′ lying in the closure of L.
Proof. Let us denote by p− and p+ the two elliptic points of the convex 2–sphere Σ realising a
non trivial element of pi2(L). Denote by M the set of solutions of Equation 5.5. There are two
connected components M−,M+ ⊂ M, distinguished by the fact that they contain the Bishop
families arising from the points p− and p+, respectively.
We now prove that actually M− =M+. Define a constant
C = inf{dist(u(∂D2), p+)|u ∈M−}.
Reasoning as in Lemma 5.33 shows that, unless the gradient explodes and hence a plane bubble
appears, we must necessarily have C = 0. By Proposition 5.29, the only curves in a neighbour-
hood of p+ are those in M+, and hence M− =M+. The evaluation map
ev :M− × D2 ≈ [0, 1]× D2 → L
ev(F = (a, u), z) = u(z)
satisfies ev(∂(M− × D2)) = Σ, which contradicts the fact that Σ was non–trivial in pi2(L).
Therefore, the gradient must explode and the claim follows.
We are now ready to prove Theorem 5.1.
Proof of Theorem 5.1. Let (L, ξ) be overtwisted. Lemma 5.33 yields a finite energy plane F :
C→ R×L′, with L′ a leaf of F contained in the closure of L. By Lemma 5.22 this plane cannot
be completed to a sphere. Now an application of Theorem 5.28 shows that there is a closed Reeb
orbit in some leaf L′′ lying in the closure of L′. Since L′′ is in the closure of L the claim follows.
Same argument goes through by applying Lemma 5.34 if pi2(L) 6= 0.
Remark 5.35. As we have seen, Lemmas 5.33 and 5.34 yield a finite energy plane in a leaf
that might not be the one containing the overtwisted disc or the convex 2–sphere. Then, an
application of Theorem 5.28 shows that the plane is asymptotic to a trivial cylinder that might
live yet in another leaf.
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Our example in Subsection 5.2.3 shows that at least one of these two phenomena must take place.
Is it possible for a “double jump” to actually happen?
Remark 5.36. Let (M2n+1+m,F2n+1, ξ) be a contact foliation. Let L be a leaf of F and let
(F , ξ) be overtwisted in the sense of [6]. More generally, assume that (F , ξ) contains a plastikstufe
[61]. It is immediate that the Bishop family arising from the plastikstufe can be employed to
show that there must be a Reeb orbit, so Theorem 5.1 also holds true for overtwisted manifolds
in all dimensions. Similarly, Theorem 5.1 also holds for manifolds containing a Lob, as defined
in [62], generalising the case pi2(L) 6= 0.
5.5 The non–degenerate case
In this section we show that under non–degeneracy assumptions none of the jumps between
leaves can happen.
Definition 5.37. Let (M3+m,F3, ξ) be a contact foliation and let α be the defining 1–form for
some extension Θ of ξ. The form α is called non–degenerate if the set of closed orbits of its
Reeb vector field in any leaf of F is discrete.
More precisely we claim that the space of orbits in any given leaf, understood as a topological
subspace of the space of loops of that leaf equipped with the C1–topology, consists of isolated
elements.
The reader might wonder why we do not define non–degenerate contact forms to be those having
leafwise non–degenerate Reeb orbits. The reason is that, for a generic choice of α, the Reeb
orbits that appear behave in the same way as the Reeb orbits appearing in an m–dimensional
family of (non–foliated) contact forms. In particular, as soon as m > 0, degenerate Reeb orbits
do appear. However, it is still generic for the orbits to be leafwise isolated.
The statement we want to show is the following. It is a stronger version of the Removal of
Singularities (Theorem 5.28) in the non–degenerate case.
Theorem 5.38. Let (M,F , ξ) be a contact foliation and let α be the defining 1–form for some
extension Θ of ξ. Assume α is non–degenerate.
Let F = (a, u) : D2 \ {0} → R×L ⊂ R×M be a J–holomorphic curve with 0 < E(F ) <∞, L a
leaf of F .
Then, either F extends to a J–holomorphic map over D2 or the curves γr(s) = u(er+is) converge
in C∞ to a closed Reeb orbit γ lying in L.
Proof. We proceed by contradiction. Assume that γ, the limit of some γri , ri →∞, is contained
in some leaf L′ 6= L.
Denote T =
∫
γ
α, the period of γ. By our assumption on α, we can find a closed foliation
chart U ⊂M diffeomorphic to D2 × S1 × [−1, 1] around γ such that the plaque in U containing
γ intersects no other orbits of period approximately T . Write h : U → [−1, 1] for the height
function of the chart: we can assume that h−1(0) is the plaque containing γ.
Since the curves γri converge in C
∞ to γ, their images are contained in U for large enough i.
Assume, by possibly restricting to a subsequence, that each Image(γri) lies in a different plaque
66
CHAPTER 5. THE FOLIATED WEINSTEIN CONJECTURE
of F ∩ U . Then, for each i, there is a smallest radius ri < Ri < ri+1 such that Image(γRi)
intersects ∂U .
Consider the maps
Fi : [ri −Ri, ri+1 −Ri]× S1 → R×M
Fi(t, s) = (a(e
t+Ri+is)− a(eRi), u(et+Ri+is))
By construction, Fi(0, 0) ∈ {0} ×M , Fi(0, s) ∩ {0} × (∂U) 6= ∅, and limi→∞ h ◦ Fi = 0
By carrying out the bubbling analysis, we can assume that the Fi have bounded gradient. In
particular, ri+1−ri must be uniformly bounded from below by a non–zero constant. The Arcela´–
Ascoli theorem states that the Fi converge in C
∞
loc –maybe after taking a subsequence– to a map
F∞ with Eh(F∞) = 0 and therefore lying on top of some Reeb orbit.
By the properties of the Fi, F∞ must have image contained in R × L′ and intersecting R ×
(h−1(0) ∩ ∂U). In particular, Image(F∞) is not contained in R× γ. If limi→∞Ri − ri <∞, the
curves s → Fi(ri − Ri, s) would converge to γ, which is a contradiction. Similarly we deduce
that limi→∞ ri+1 −Ri =∞.
Since it has finite energy, F∞ : (−∞,∞)× S1 → R× L′ must yield a periodic orbit of the Reeb
flow. It must be a closed orbit different from γ, having period T and intersecting the plaque
containing γ, which is a contradiction. Since the only additional assumption we made was that
γ was contained in L′ 6= L, we deduce that γ must lie in L itself. Arguing as above, it is clear
that the limit γ does not depend on the chosen sequence ri.
Remark 5.39. Theorem 5.38 immediately implies that a finite energy plane is asymptotic to a
trivial cylinder lying in the same leaf.
Similarly, it shows that the Bishop family always yields a plane bubble in the original leaf L:
outside of a finite set of points, the Bishop family converges to foliated J–holomorphic curve
with boundary in the overtwisted disc and possibly many punctures that are asymptotic at −∞
to a number of Reeb orbits necessarily lying in L. In particular, under the non–degeneracy
assumption, an overtwisted leaf (or a leaf with pi2(L) 6= 0) contains a closed Reeb orbit.
Do note, however, that this does not prove the Weinstein conjecture for non–degenerate over-
twisted open manifolds arising as leaves of compact contact foliations. Indeed, the space of
non–degenerate contact forms of L as an abstract manifold is, a priori, larger than the space of
non–degenerate contact forms of L as a leaf.
67

Part II
Engel structures

Chapter 1
What are Engel structures and
why do we care?
We motivated our interest in Engel structures in the Preamble: they constitute one of the first
examples of bracket–generating distributions one might consider, and they are one of the four
classes of distributions that are topologically stable; this probably qualifies as an answer to the
question posed in the title. In this chapter we will review the literature on Engel structures,
and we will explain some basic results that will be useful later, the most important one being
Proposition 1.12.
The paradigm the reader should have in mind is contact topology. Our motto is that the study of
Engel structures should be approached from a topological point of view, trying to find analogues
of the landmark results about contact structures. The results in this thesis should be understood
as the Engel versions of the classification of overtwisted structures [19], and the flexibility of
legendrian/transverse immersions.
Until examples of rigidity are found, it is unclear whether there is an interesting topological
theory to be studied. However, the work in this thesis might shed some light on what a reasonable
candidate of rigid behaviour might be.
The reader should recall the definitions of contact and even–contact structures from Part I,
Chapter 1; we will not review them here.
1.1 Definition and some elementary results
Bracket–generating rank 2 distributions in 4–manifolds receive the following more commercial
name:
Definition 1.1. Let M a 4–dimensional manifold. A 2–dimensional distribution D ⊂ TM is
said to be an Engel structure if it is everywhere maximally non–integrable, i.e. if E = [D,D]
is an even–contact structure.
Engel structures interact heavily with contact/even–contact structures. This is particularly true
locally:
71
CHAPTER 1. WHAT ARE ENGEL STRUCTURES AND WHY DO WE CARE?
Proposition 1.2. Let M be a 4–dimensional manifold. Let D ⊂ TM be an Engel structure. Let
E = [D,D] be the associated even–contact structure. Let W be the kernel of E. Then:
• the line field W is contained in D,
• let N ⊂M be a (possibly open) 3–dimensional submanifold of M that is transverse to W.
Then, ξ = TN ∩ E is a contact structure in N . Additionally, X = TN ∩ D ⊂ ξ is a
distinguished legendrian line field.
• there are two canonical isomorphisms given by Lie bracket:
det(E/W) ∼= TM/E . (1.1)
det(D) ∼= E/D. (1.2)
Proof. Let p be a point of M where it holds that W 6⊂ D in Op(p) ⊂ M . Then, we have the
equality
TM = [E , E ] = [D ⊕W,D ⊕W] ⊂ E
since, by definition, any flow along W preserves E , and [D,D] = E . This is a contraction, so we
deduce that W ⊂ D everywhere.
Checking that ξ = TN ∩ E is a contact structure in N can be checked locally, so let us assume
that E is coorientable with α its defining 1–form. Then, the restriction of α ∧ dα to N has
maximal rank, because W = ker(α ∧ dα) is transverse to N by hypothesis. The second claim
follows.
Lastly, consider the following morphisms:
[−,−] : Γ(E)× Γ(E)→ Γ(TM)→ Γ(TM/E),
[−,−] : Γ(D)× Γ(D)→ Γ(E)→ Γ(E/D),
where Γ denotes the sheaf of sections. By definition, Lie bracket is antisymmetric. A simple
computation shows that these operators (after composing the arrows) are of zero order. This,
along with the fact that D is bracket generating, immediately implies the third claim.
The second statement in Proposition 1.2 has the nice consequence (as we shall see later in
Proposition 1.12 and Example 1.17), that locally one can think about Engel structures “slice by
slice”: we fix a 3–submanifold N and we flow it by a vector field contained in W. As we do so,
the contact structure in N remains fixed (because W preserves E), but the preferred legendrian
line field X moves.
Remark 1.3. Observe that the isomorphism of Equation (1.1) has nothing to do with the Engel
structure. Neither does the fact that N inherits a contact structure. Both facts are true for
general even–contact structures E .
1.1.1 Orientations
A recurring issue in this thesis (as often happens in life) will be that we have to keep track of
orientations.
Lemma 1.4. Let D be an Engel structure. Then E = [D,D] is canonically oriented.
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Proof. Using the isomorphism given in Equation (1.2) we obtain the following bundle identifica-
tions:
E ∼= D ⊕ E/D,
det(E) ∼= det(D)⊗ det(E/D) ∼= R.
No auxiliary choice is needed for these isomorphisms, so det(E) receives the orientation of the
trivial line bundle R. This is alternately seen by finding a frame {W,X} for D and setting E
to be oriented by the frame {W,X, [W,X]}. Switching X and W or changing their sign leaves
the orientation of the frame the same, so this orientation does not depend on how W or X are
chosen. The reader can check that the two methods of orienting E are actually the same.
It is easy to see that if E is an arbitrary even–contact structure, it is not canonically oriented;
what we did relies on the existence of D. In particular, we shall see that different D might
produce the same even–contact structure with opposite orientations.
Now, regarding the orientation of M :
Lemma 1.5. Let E be an even–contact structure. Then, an orientation of TM is equivalent to
an orientation of the kernel W.
Proof. This is a consequence of Isomorphism (1.1). Indeed, write:
TM ∼=W ⊕ E/W ⊕ TM/E ,
det(TM) ∼= det(W)⊗ det(E/W)⊗ det(TM/E) ∼= det(W).
Alternately, we can take a frame {W ⊂ W, X, Y } for E and consider the orientation of TM given
by the frame {W,X, Y, [X,Y ]}. Then, it is immediate that the result does not depend on the
choice of X or Y or how they are ordered, but it does depend on the sign of W .
In particular, a consequence of this discussion is that the orientation of D (or lack thereof) has
nothing to do with the orientation of the manifold. In any case, it is immediate that:
Lemma 1.6. Let D be an oriented Engel structure with oriented kernel W. Then, the manifold
M has a parallelisation that is unique up to homotopy.
1.1.2 Formal Engel structures
The Engel condition is a partial differential relation of second order. Namely, the 3–distribution
E is obtained from D by a first order operator, and requiring for E to be even–contact is a first
order relation itself. In this sense, the PDR we are considering is (a priori) more complicated
than the PDRs describing contact structures and even–contact structures.
Remark 1.7. C0–closeness of two Engel structures means that we have absolutely no control of
the corresponding even–contact structures. C1–closeness implies that the even–contact structures
are C0–close, but their kernels might be quite different.
In any case, we are interested in decoupling the PDR. The statements in Proposition 1.2 imply
that the formal analogue of an Engel structure is as follows:
Definition 1.8. Let M be a 4–manifold. A complete flag W ⊂ D ⊂ E ⊂ TM endowed with
bundle isomorphisms as in Equations (1.1) and (1.2) is said to be a formal Engel structure.
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Often, we will write the formal Engel structure as a triple (W,D, E), and we will omit the
bundle isomorphisms. We will use terms like Engel homotopy and Engel deformation to
refer to homotopies and deformations through Engel structures. This will contrast with formal
homotopies and deformations, which are through formal Engel structures.
The question now, of course, is what is the nature of the inclusion of the space of Engel structures
Engel(M) into the space of formal Engel structures FEngel(M). Before we go any further, we
should discuss what topology we take in each space. For Engel(M), we are considering smooth
Engel structures and, in order to deal with the PDR, a reasonable choice would be the Ck–
topology with k ∈ {2, · · · ,∞}. Turns out that all these choices yield homotopically equivalent
spaces (see [8] for similar results), so we shall stick to C2.
Regarding FEngel(M), we will restrict to smooth structures as well, but we will endow it with
the C0–topology. From the point of view of the h–principle, this is the natural choice, since the
inclusion
Engel(M)→ FEngel(M)
D → (W,D, E)
is then a continuous map. The formal Engel structure (W,D, E) associated to D is called the
Engel flag of D.
The main theorem of Chapter 3, first proven in [10], reads:
Theorem 3.1. Let M be a smooth 4–manifold. Then, the map
pik(i) : pik(Engel(M)) −→ pik(FEngel(M))
is surjective for every k ≥ 0. In particular, every formal Engel structure is homotopic to the flag
of a genuine Engel structure.
Further, using a different but related approach, we shall prove the following result in Chapter 4:
Theorem 4.22. There exists a subspace EngelOT(M) of Engel(M) such that the inclusion
EngelOT(M)→ FEngel(M)
is an isomorphism in pi0.
Additionally, if EngelOT(M) contains an Engel structure, it contains its path connected compo-
nent.
This result states that an overtwisted class of Engel structures exists (although it might as well
be that every Engel structure is overtwisted, we do not know). In Chapter 4 we will discuss what
the main issue is with extending this result to a homotopy equivalence.
Remark 1.9. Knowing that the existence h–principle holds, Theorem 4.22 is in some sense a
consequence of the axiom of choice. However, the construction leading to the result designates
certain connected components as overtwisted based on a very geometric criterion. Additionally,
we are able to provide classification results for higher dimensional families (although not quite
an h–principle).
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1.2 The Engel condition expressed locally
In this section we will introduce a convenient method for describing Engel structures locally. The
contact condition in dimension 3 is often stated by saying that the contact planes are turning
with respect to a foliation by legendrian lines. Similarly, the Engel condition is easily understood
in a flowbox of a line field contained in the Engel structure.
Consider a (possibly open) parallelisable 3–manifold N and take the product manifold N × [0, 1]
with coordinates (p, t). We are interested in those 2–distributions D of the form 〈∂t〉 ⊕ X , with
X a line field tangent to the slices N × {t}. Consider the bundle isomorphism:
d(p,t)pi : T(p,t)(N × {t})→ TpN
where pi : N × [0, 1]→ N is the obvious projection. It is clear that a trivialisation of TN lifts to
a trivialisation of the horizontal tangent space
∐
t∈[0,1] T (N ×{t}). In particular, a trivialisation
of TN induces an identification of the projectivised tangent bundle PTN with RP2, which lifts
to an identification
PT(p,t)(N × {t}) ∼= RP2
which we still denote by d(p,t)pi.
For p ∈ N fixed, consider the segment {p} × [0, 1]. The line field X can be regarded as an
N–family of curves
Xp : [0, 1]→ RP2,
Xp(t) = d(p,t)pi([X (p, t)]),
where the brackets mean taking the line in T(p,t)N × {t} spanned by X (p, t).
Remark 1.10. The analogous construction for a 3–dimensional contact structure gives a 2–
dimensional family of curves that map into RP1. The contact condition amounts to these curves
being immersed (that is, they turn consistently).
Alternatively, instead of the line field X , we could have considered a vector field X spanning it.
This would have produced an N–family of curves
Xp : [0, 1]→ S2,
Xp(t) = d(p,t)pi([X(p, t)]),
where now we are considering the space of oriented lines. To keep track of orientations, this
approach is often more useful, so we will phrase all further results in terms of X and not X .
Additionally, observe that the following identities hold:
X ′p, X
′′
p : [0, 1]→ S2,
X ′p(t) = d(p,t)pi([[∂t, X(p, t)]]), X
′′
p (t) = d(p,t)pi([[∂t, [∂t, X(p, t)]]]).
Note that the vector fields X ′ = [∂t, X] and X ′′ = [∂t, [∂t, X]] are indeed tangent to the slices
N × {t}.
In Chapter 3 we will review in detail the theory of curves in S2, but now we need the following
concept:
Definition 1.11. Let γ : [0, 1] → S2 be an immersion. A point γ(t), t ∈ [0, 1], is said to be an
inflection point if any of the following equivalent conditions hold:
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• the geodesic curvature of γ (i.e. the curvature seen within S2) at time t vanishes,
• γ(t) has a higher order tangency in γ(t) with the great circle tangent to γ at γ(t),
• as vectors in R3, the triple {Xp(t), X ′p(t), X ′′p (t)} is linearly dependent.
Without any further delays, we can finally state how Engel structures are locally characterised:
Proposition 1.12 ([10]). Consider the manifold N × [0, 1], with N a parallelisable 3–manifold.
Fix a trivialisation of TN . Consider a 2–distribution D = 〈∂t, X〉 with X tangent to the foliation∐
t∈[0,1]N × {t} and Xp : [0, 1]→ S2 described as above.
Then, D is non–integrable at a point (p, t) if and only if Xp is immersed at time t.
Further, D is Engel at a point (p, t) if and only if, additionally, one of the following two conditions
holds:
A. the curve Xp has no inflection point at time t,
B. the 2–distribution q → 〈X(q, t), X ′(q, t)〉 is a contact structure in Op(p)× {t}.
Proof. Non–integrability means that 〈∂t, X, [∂t, X]〉 is a 3–distribution. Since the last two vec-
tors are horizontal, we have that this is equivalent to 〈X, [∂t, X]〉 being a plane in T(p,t)N × {t}.
Phrased in terms of Xp, we are requiring for the vectors Xp(t) and X
′
p(t) to be linearly indepen-
dent, so the curve Xp is immersed at time t.
For Engelness the reasoning is the same. Suppose that we have E = [D,D] = 〈∂t, X, [∂t, X]〉.
Then, if the Engel condition is satisfied, either [∂t, [∂t, X]] or [X, [∂t, X]] are not contained in E .
The first case means that Xp(t), X
′
p(t), and X
′′
p (t) are linearly independent, so the curve Xp has
no inflection point at time t. The second case means that q → 〈Xq, X ′q〉 is not just a plane field,
but actually a contact structure in Op({q})× {t}.
Remark 1.13. It is immediate from the proof that if D is Engel, Xp has an inflection point at
time t if and only if the vector field ∂t is precisely the kernel of D.
Property (A.) is easy to check because it only depends on the particular curve Xp. Additionally,
since convexity is preserved by transformations in PGL(2), a curve Xp will remain convex (or
concave) if we change the trivialisation of TN . Condition (B.) is harder to work with: it does
not depend on a particular curve, but on how they vary as p moves and t remains fixed. For this
reason, we will usually choose framings of TN where condition (B.) is easily understood.
Remark 1.14. A couple of (trivial) observations are in order. The manifold N will often just
be the 3–disc D3. Indeed, if we start with an Engel manifold (M,D), and we have fixed some
vector field Y ⊂ D, the description we just did applies in any flowbox for Y. Additionally, the
classical examples of Engel structures actually arise as S1–bundles over 3–manifolds, so the model
of interest is N × S1 (or some other S1–bundle). Proposition 1.12 works equally well when we
take S1 instead of the interval.
1.2.1 Non–integrable distributions
A 2–distribution D is (everywhere) non–integrable if [D,D] is a 3–distribution. We shall show
that this condition, which certainly is necessary to be Engel, is actually much weaker. Proposition
76
CHAPTER 1. WHAT ARE ENGEL STRUCTURES AND WHY DO WE CARE?
1.12 can be used to show that non–integrable 2–distributions satisfy a complete h–principle if
the dimension is at least 4.
Let M be a closed manifold of dimension n > 3. Denote the space of non–integrable distributions
by Distn.i.(M); its natural topology is the C
1–topology. Its formal analogue are pairs D ⊂ E of
distributions of rank 2 and 3 where E is oriented (in the non formal case, the orientation is given
by Lie bracket, as in Lemma 1.4). Denote the space of formal non–integrable 2–distributions by
FDistn.i.(M); we endow it with the C0–topology.
If we additionally require for the 2–distribution D to contain a given line field Y, we can define
subspaces Distn.i.(M,Y) ⊂ Distn.i.(M) and FDistn.i.(M,Y) ⊂ FDistn.i.(M).
Theorem 1.15. Let M be an n–manifold, n > 3. Then, there are full h–principles for the
inclusions:
Distn.i.(M)→ FDistn.i.(M),
Distn.i.(M,Y)→ FDistn.i.(M,Y).
This theorem follows in more generality from Gromov’s convex integration. We are focusing on
this particular case because: we shall need it later on, the proof is fairly simple, and some of the
ideas relate to the arguments of Chapters 3 and 4.
Proof. The proof relies on the Smale–Hirsch theorem for immersions. Let K be a compact
manifold, possibly with boundary. We think of K as the parameter space. Let D : K →
FDistn.i.(M,Y) be a family of formal non–integrable 2–distributions containing Y, such that
D|∂K maps into Distn.i.(M,Y). Proving the h–principle amounts to showing that the map D is
homotopic, relative to ∂K, to a map into Distn.i.(M,Y).
The line field Y can be lifted to the product manifold M × K, which can then be covered by
finitely many flowboxes {Ui}. Each flowbox is diffeomorphic to Dn × Ddim(K) × [0, 1], with
coordinates (p, x, t); the line field Y corresponds to the last factor.
Proceed now inductively over the family {Ui}. In each flowbox, the 2–distribution can be ex-
pressed as D = 〈∂t, X〉, where X is tangent to Dn×{(x, t)}. We deduce that D is non–integrable
if and only if each curve X(x,p) = X(p, x,−) : [0, 1] → Sn−1 is immersed; this follows as in
Proposition 1.12.
But now the claim is immediate, because the Smale–Hirsch theorem, being a complete h–principle
that is relative in the parameter and the domain, provides a homotopy of the curves X(p,x) to be
honest immersions, relative to what we did in previous flowboxes. This shows that the inclusion
Distn.i.(M,Y)→ FDistn.i.(M,Y)
is a weak homotopy equivalence.
For the inclusion
Distn.i.(M)→ FDistn.i.(M),
we have to proceed in the same way, but instead we cover M ×K by flowboxes of different line
fields (since we cannot assume for D to have a global section).
Theorem 1.15 plays an important role later on. The idea is that, much like non–integrability
is closely related to immersions of curves, Engelness is related to convex curves (see Property
(A.) of Proposition 1.12). Convex curves do not satisfy the h–principle, but there is a good
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understanding of how they manifest flexibility [70]. The proofs of Theorem 3.1 and Theorem
4.22 follow a scheme similar to the one we just presented, and the main complication follows
from the fact convex curves are simply not as flexible as immersions.
As a side note, one of the main ideas introduced in the proof of Theorem 1.15 is that of considering
the product manifold M ×K as the natural ambient space to work in.
1.3 Examples of Engel structures
1.3.1 The canonical structure in R4
Given a function f : R→ R, we can consider its k–th jet:
Jk(f) : R→ Rk+2
Jk(f)(x) = (x, f(x), f ′(x), · · · , f (k)(x)).
That is, it packages the k–th order information of f . Jet spaces play an important role in the
h–principle, since the act of decoupling a PDR amounts to considering maps
F : R→ Rk+2
whose components are independent functions that we think of as being the “formal derivatives” of
one another in the obvious way. Take coordinates (x, y1, · · · , yk+1) in Rk+2. Then, the function
F = (x, F1, · · · , Fk+1) : R → Rk+2 is the Jk(f) of some f : R → R if and only if ∂xFi = Fi+1.
Equivalently, the image of F has to be tangent to the distribution:
ξk =
⋂
i=0,··· ,k
ker(dyi − yi+1dx).
If k = 1, the plane field ξ1 is the standard contact structure in R3. If k = 2, Dstd = ξ2 is the
standard Engel structure in R4. For higher k > 2, these distributions are called the standard
Goursat structures.
In the case of interest k = 2, an easy computation shows that the distribution Dstd is indeed
Engel. A convenient way to see this in the language of Proposition 1.12 is as follows. Instead of
using the (x; yi) coordinates, let us take coordinates (x, y, z, w) in R4. Then:
Dstd = ker(dy − zdx) ∩ ker(dz − wdx) = 〈∂w, (∂x + z∂y) + w∂z〉.
The vector fields ∂x + z∂y and ∂z span, on each horizontal level R3 ×{w}, the contact structure
ξ = T (R3×{w})∩ ker(dy− zdx), which is w–invariant. We are thus in a setting where Property
(B.) of Proposition 1.12 holds: (∂x + z∂y) + w∂z is a vector field that is rotating within ξ. It is
immediate that ∂w spans the kernel W, and the even contact structure is E = ker(dy − zdx).
At this point, it is reasonable to state Engel’s theorem. We already mentioned that Engel
structures are topologically stable, which in particular means that they have a local model:
Proposition 1.16 (Engel). Let (M,D) be an Engel 4–manifold and let p, q ∈ M . Then, there
are neighbourhoods Op({p}),Op({q}) ⊂ M , and a diffeomorphism φ : Op({p}) → Op({q}) such
that φ∗D = D.
In particular, any small ball in an Engel manifold can be identified with a neighbourhood of the
origin in (R4,Dstd). In Chapter 5, we will study immersions of S1 or the interval that are tangent
to an Engel structure (as explained in the Preamble), and we will keep coming back to this local
model.
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1.3.1.1 An alternate parametrisation of the standard structure
Consider now the following 2–distribution in R4:
DLorentz = ker(dy − wdx) ∩ ker(dz − w2dx) = 〈∂w, X = ∂x + w∂y + w2∂z〉.
It is clearly an Engel structure, since the vector field X/|X| is describing a convex curve in S2
as w moves. To see this, take an affine chart whose image is the hemisphere {x > 0}: the curve
is precisely the conic z2 = y.
The even contact structure ELorentz = [DLorentz,DLorentz] is readily seen to be:
ELorentz = 〈∂w, X,X ′ = ∂y + 2w∂z〉,
which readily implies that the kernel is spanned by the vector field X. We can fix the slice
{x = 0} and use the flow of X to obtain a change of coordinates where the kernel is exactly ∂x.
Indeed, doing this yields a diffeomorphism of R4:
Ψ : R4 → R4
Ψ(x, y, z, w) = (x, y + wx, z + w2x,w)
It is easy to check that it satisfies:
Ψ∗(DLorentz) = ker(dy + xdw) ∩ ker(dz + 2wxdw) = ker(dy + xdw) ∩ ker(dz − 2wdy)
= 〈∂x, ∂w − x(∂y + 2w∂z)〉.
This is not quite Dstd, but it is close: now ∂x spans the kernel, and the complementary vector is
indeed turning inside the contact structure ker(dz−2wdy). We can define another diffeomorphism
of R4:
Φ : R4 → R4
Φ(x, y, z, w) = (w/2, z/2, y − xz,−x)
and indeed:
(Ψ ◦ Φ)∗DLorentz = ker(dz − wdx) ∩ ker(dy − zdx) = Dstd.
For some purposes (see Lemma 5.2), using DLorentz instead of Dstd is more convenient.
1.3.2 Cartan prolongations
We are now ready to explain two classic constructions of Engel manifolds due to Cartan (although
a more modern treatment can be found in [60], which is a very recommendable read). Both of
them can be understood within the framework of Proposition 1.12. We start by the better known
one.
Example 1.17. Let (N, ξ) be a contact 3–manifold. The total space of the S1–bundle pi : S(ξ)→
N carries an Engel structure given by the universal family construction, called the (oriented)
Cartan prolongation. Let us elaborate. Points in S(ξ) are pairs (p, L) with p ∈ N and L an
oriented line in ξp, then, we can define:
D(p,L) = d(p,L)pi−1(L).
Consider now a disc D3 ⊂ N , so that we can give a more explicit expression in coordinates (sorry).
Since ξ|D3 is the trivial bundle, we can find a legendrian framing {Y,Z}. Then, the restriction of
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the bundle S(ξ) to D3 is naturally identified with D3 × S1 using this framing. That is, the point
(p, L) gets identified with (p, eti), where the oriented line L is spanned by cos(t)Y + sin(t)Z.
Then:
D(p,L) = 〈∂t, cos(t)Y + sin(t)Z〉
which is exactly as in Property (B.) of Proposition 1.12. It follows that the fibre direction spans
the kernel and the even–contact structure is simply the lift of the contact structure in N . 
Of course, this construction can be carried out analogously for the space of unoriented lines P(ξ).
This would define the non–orientable Cartan prolongation of (N, ξ). Sometimes we call it
the Cartan prolongation of one projective turn, as well.
1.3.3 Lorentz prolongations
The following construction, also due to Cartan, is actually quite similar to the previous one,
but it received less attention historically, as far as the author knows. In [69] holomorphic Engel
structures were described and it was shown that, possibly except for a few exotic cases, all of
them fit into one of the two families we are describing.
Example 1.18. Let (N, g) be a lorentzian manifold of signature (2, 1). At each point p ∈ N ,
one can consider the light–like cone Cp ⊂ TpN . Let pi : S(g) → N be the total space of the
S1–bundle given by quotienting the cone C by the (R \ {0})–action of rescaling. Points in S(g)
are pairs (p, L), where L is an unoriented line in the cone Cp. Then, much like before, there is a
canonical Engel structure
D(p, L) = d(p,L)pi−1(L),
which we call the Lorentz prolongation.
Now, over a disc D3 ⊂ N , we can find a orthonormal framing {V, Y, Z} for g with Y and Z
space–like, and V time–like. Then, in coordinates, we have that (p, L = [V + cos(t)Y + sin(t)Z])
gets identified with (p, eti) and the Engel structure is explicitly:
D(p,L) = 〈∂t, V + cos(t)Y + sin(t)Z〉.
Now Property (A.) of Proposition 1.12 holds at every point. It is clear that W is everywhere
transverse to 〈∂t〉. 
Up to homotopy, there is a well–defined plane associated to each lorentzian metric. Namely,
any plane that is space–like for the metric. Sometimes, that plane can be taken to be a contact
structure ξ. Imagine then the following process: we can flatten the light–cone C until it agrees
with the plane ξ. We can follow this flattening process by a family of Lorentz prolongations since,
at every step except at the limit, we still have a cone. The limit yields precisely the oriented
Cartan prolongation of ξ. This manner of thinking, where (oriented) Cartan prolongations are
understood as limits of Lorentz prolongations, will be revisited in Chapter 2.
1.3.4 Open Engel manifolds
In the Preamble, when we reviewed the history of contact structures, we pointed out that Gromov,
in his thesis, had completely solved the classification problem in open manifolds. His work did
not apply just to contact structures, but to a more general class of PDRs: any open Diff–invariant
relation automatically satisfies the (complete) h–principle in an open manifold.
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We know what open means: formal solutions conform an open subset of the space of all possible
sections. We also introduced already the idea of Diff–invariance: the definition of the PDR
does not depend on the particular choice of chart, so it is invariant under diffeomorphisms. It
is immediate that most of the relations we have considered are of this type and, indeed, Engel
structures are a particular example.
For completeness we can just state:
Proposition 1.19 (Gromov). Let M be an open manifold. Then, Engel structures in M satisfy
the complete h–principle.
This settles the classification problem in open manifolds.
1.3.5 Geiges’ construction for mapping tori
Going back to closed manifolds, we can study the case of parallelisable mapping tori. The
following construction is due to Geiges [29], and is very closely related to the notion of Lorentz
prolongation.
Indeed, take a closed 3–manifold N and let φ : N → N be a diffeomorphism whose mapping torus
Mφ is parallelisable. Find an explicit embedding N × [0, 1] → Mφ realising it as the mapping
torus.
Then, there exists an almost–quaternionic structure in Mφ which allows us to find a paralleli-
sation {∂t, A,B,C}, where t is the coordinate in the [0, 1] direction. Consider the following
2–distribution:
Dε = 〈∂t, A+ ε(cos(2pint)B + sin(2pint)C)〉.
for ε non–negative and small and n some large integer.
From the perspective of the embedded N × [0, 1], the line fields A, B, C are each given by
a N–family of curves in S2, as in Proposition 1.12. Over any sufficiently short interval I ⊂
[0, 1], the line fields are almost constant; therefore, if n is large enough and ε > 0 is fixed,
[A + ε(cos(2pint)B + sin(2pint)C)]|I is a curve obtained from A|I by performing a convex loop.
Thus, for ε > 0 fixed and n sufficiently large, Proposition 1.12 implies that Dε is Engel.
1.3.6 Vogel’s theorem. Existence of Engel structures
The closed 4–manifolds admitting a complete flag (which is a necessary condition if they are to
admit an Engel structure) conform a much larger class than just the S1–bundles and the mapping
tori. However, until 2004, there were no known constructions in manifolds other than other than
these. The following theorem, due to Vogel [82], constitutes a landmark in the history of Engel
geometry:
Proposition 1.20 (Vogel). Let M be a parallelisable manifold. Then, M admits an Engel
structure.
Vogel’s result highlights the interplay between Engel and contact structures. We shall not go
into detail about its proof, because certainly we wouldn’t be able to do it justice. Instead, we
encourage the reader to look at [82].
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However, to give the reader some idea about what the proof entails, we shall give a rough sketch.
First, M , being parallelisable, admits a round handle decomposition (i.e. a decomposition into
manifolds of the form S1×Dj ×D3−j). We then want to proceed handle by handle constructing
the Engel structure, until we get to the final handle and we are able to close up. At every step,
one ensures that the boundary of the resulting open 4–manifold is transverse to W, so that it is
endowed with a contact structure.
At this point, the proof boils down to being able to keep going at every step and, to achieve this,
one has to use all the tools available in contact topology to keep control of the contact structure
in the boundary and its corresponding line field. Some of the flexibility is provided by making
the contact structure be overtwisted.
The approach in Proposition 1.20 is markedly different from the one developed in this thesis.
Vogel’s method, as we just explained, relies mostly on contact topology and uses a particular
topological decomposition of M to explicitly construct the desired Engel structure. The route we
take follows the line of a “standard” h–principle and is not very explicit: the resulting structure
is very wild everywhere. Papers like [79, 19] are much closer to the methods in this thesis.
1.4 Two remarks about the global topology of Engel struc-
tures
1.4.1 (The lack of) Gray stability
We know that Engel structures are stable locally because there is a unique local model (Propo-
sition 1.16). One then may pose the question of whether this is true globally: is a small pertur-
bation of an Engel structure diffeomorphic to it? To put this into context, it is worth recalling
that this does hold for contact structures; this is called Gray stability.
One can see that this is not the case. Indeed, any Engel structure has an associated line field,
its kernel W, and we know that global stability does not hold for line fields. Now, it is not true
that any perturbation of W (as a line field) arises as a perturbation of D, but we can still say
something if we understand a bit better the space of deformations of W. Most of what will be
explained now is better explained in [60], but we shall sketch part of it because it is implicitly
assumed later on when we discuss flexibility for prolongations (see Subsubsection 4.2.2.1).
In any case. Let (N, ξ) be a closed contact 3–manifold with ξ trivial as a bundle. Then, the
ambient manifold of its Cartan prolongation (S(ξ),D) is readily identified with N × S1 if we
choose a framing {Y, Z} for ξ. In particular, we can think of N ×S1 as the mapping torus of the
identity. The S1 direction is spanning the kernel W.
Suppose we now perturb W slightly, so that its Poincare´ return map is some diffeomorphism
φ : N → N . We want to find a perturbation D′ of D inducing the given perturbation W ′ of
W, but we run into a problem. Since the even–contact structure E ′ = [D′,D′] is a perturbation
of E , the contact structure ξ′ induced on every level is a perturbation of ξ. This implies that
the φ must be a contactomorphism of ξ′. In particular, φ is constrained to live in the set of
diffeomorphisms that are conjugate to a contactomorphism.
Conversely, given some contactomorphism φ of ξ, its mapping torus Mφ can be endowed with
many Engel structures. The model to keep in mind is the one described in Proposition 1.12:
we construct a family of legendrian line fields Xt in Nsatisfying ξ = 〈Xt, X ′t〉 and φ∗Y0 = Y1.
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Then, the structure D′ = 〈∂t, Xt〉 is an Engel structure. Even though there are many (even non
homotopic) choices, if φ is chosen C∞–close to the identity, D′ can be assumed to be C∞–close
to D.
All of this allows us to prove the claim that an Engel analogue of Gray stability cannot possibly
hold. The author arrived to this statement and proof thanks to discussions with N. Pia, to whom
he is grateful. However, it is probably well–known to experts and, indeed, a related result can
be found in [60][Theorem 6]:
Proposition 1.21. Let (N, ξ) be a closed contact 3–manifold with ξ the trivial bundle. Let
(S(ξ),D) be its (oriented) Cartan prolongation. Then, there are Engel structures C∞–close to D
that have no closed orbits of W.
Proof. Find a contact form for ξ such that the Reeb flow is generic. This implies that it has only
countably many closed orbits. In particular, the set of periods of the Reeb flow is a countable
subset of R+, and so is the set A of numbers having an integer multiple who is a period. Then,
taking φ the time T Reeb flow with T not in A, yields, by the discussion above, a perturbation
D′ of D whose kernel has no closed orbits. Since T can be taken arbitrarily close to 0, D′ can be
assumed to be C∞–close to D. The Engel structures produced this way cannot be diffeomorphic
to D.
The lack of Gray stability marks a big difference with contact structures. Its main consequence
is that, if we are hoping to understand the space of Engel structures better, we are forced to
necessarily construct invariants that remain well–behaved under Engel deformations. Our char-
acterisation of looseness/overtwistedness has this built–in artificially, as we shall see (Definition
4.11).
1.4.2 The group of Engel symmetries
Another difference with contact structures is that the group of symmetries of an Engel structure
is generically very small. In [60], this group is studied in the case of Cartan prolongations, where
it is shown that each isometry is simply a lift of a contactomorphism of the base in the obvious
fashion. This lift is defined as follows. If φ : (N, ξ)→ (N, ξ) is a contactomorphism, we set:
S(φ) : (S(ξ),D)→ (S(ξ),D)
S(φ)(p, L) = (φ(p), φ∗L).
However, prolongations are very special Engel structures. In the same article, Montgomery shows
that, after a perturbation akin to the one described in Proposition 1.21, the group of symmetries
is much smaller.
In line with these results, we shall show that there are no compactly supported symmetries in a
Darboux ball:
Proposition 1.22. Let R4 be endowed with the standard Engel structure D = ker(dy − zdx) ∩
ker(dz−wdx). Then, there are no compactly supported diffeomorphisms of R4 such that φ∗D = D.
Proof. Assuming that φ preserves the Engel structure implies that it preserves W and E as well.
In particular, since it is compactly supported, it has to take each line {(x, y, z)}×R to itself (not
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necessarily pointwise, a priori). We deduce that φ(R3 × {w}) must be graphical over the slice
R3 × {w}. We write:
φ(x, y, z, w) = (x, y, z, f(x, y, z, w))
and we compute:
φ∗(dz − wdx) = dz − fdx
φ∗D = 〈∂w, (∂x + z∂y) + f∂z.
We deduce that f(x, y, z, w) = w.
1.5 Horizontal curves in Engel manifolds
Going back to our original motivation for studying bracket–generating distributions, we will now
review some of the basics about curves tangent to Engel structures. In the literature these are
often called horizontal curves, and we will follow this naming convention.
Before we get into the definitions, we should should be honest with the reader and admit that
our interest in horizontal curves at this point has nothing to do with the motivation we presented
in the Preamble; they are rather seen as a tool to study Engel structures themselves. Ideally,
one would be able to show that some property related to the horizontal curves in the manifold
persists under Engel deformation. This would then allow to detect whether two Engel structures
are not Engel homotopic to one another even if they are formally homotopic.
1.5.1 Definitions
Definition 1.23. Let (M,D) be an Engel manifold. An immersion γ : S1 → M is said to be
horizontal if γ′(t) ∈ Dγ(t) for all t ∈ S1. When γ is an embedding, we say that it is an Engel
knot or a horizontal knot.
Observe that, since D is a non–integrable 2–distribution, higher dimensional manifolds cannot
be tangent to D.
Following the h–principle philosophy, one can understand an immersion as two separate maps,
the map itself and its derivative, that are coupled together. Decoupling this relation yields the
following definition:
Definition 1.24. Let (M,D) be an Engel manifold. A formal horizontal immersion is a
pair (γ, F ) satisfying:
1. γ : S1 →M is a smooth map,
2. F : TS1 → γ∗D is a monomorphism.
Now. We shall write I(I,M) for the space of immersions of the 1–dimensional manifold I into
M ; its natural topology is the C1–topology, but all the Ck, k ≥ 1, are essentially equivalent.
Then, the subspace of interest is the space of horizontal immersions of the Engel structure D,
which we call HI(I,D) (the manifold M is omitted from the notation).
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Similarly, we will write FI(I,M) for the formal analogue of I(I,M), endowed with the C0–
topology. Then, FHI(I,D), the space of formal horizontal immersions, is a subspace. The
following inclusions are continuous maps:
I(I,M)→ FI(I,M)
HI(I,D)→ FHI(I,D).
Exercise 1.25. Since we are interested in the nature of the inclusion HI(I,D)→ FHI(I,D), it
is convenient to compute what the homotopy groups of the latter space are (particularly because
they are fairly easy to obtain). The case where I is the interval is uninteresting, because all the
spaces involved are contractible, so assume I = S1.
We start by noting that there is a locally trivial fibration
Mon(TS1, γ∗D)→ FHI(S1,D)→Maps(S1,M)
where the projection map is simply the forgetful map that takes the formal immersion and
outputs the map into M . Let γk ∈ FHI(I,D), k ∈ K, be a compact family. Then, the bundle
γ∗kD, understood as a plane bundle over K × S1, is either the trivial bundle or the pullback of
the non–orientable plane bundle over S1. This follows because D contains the line bundle W.
Whether one thing or the other holds depends only on the homology class of the γk in H1(M,Z2).
From this we deduce that the fibres over a given connected component are all isomorphic and,
further, the fibration is just a product.
If γ ∈ Maps(S1,M) satisfies that γ∗D is trivial, the fibres over the connected component con-
taining γ are all homotopically equivalent to Maps(S1,S1). Then, the homotopy groups of the
fibre are:
pi0(Maps(S1,S1)) = Z, pi1(Maps(S1,S1)) = Z, pij(Maps(S1,S1)) = 0 for j > 1.
Otherwise, if γ∗D is the twisted bundle, the fibre has Z contractible components.
Denote byMapst(S1,M) the subspace of maps such that the restriction of D is the trivial bundle.
Then:
pi0(FHI(S1,D)) ∼= pi0(Maps(S1,M))× Z.
For (γ, F ) ∈ FHI(D), the fundamental group based on (γ, F ) is either
pi1(FHI(S1,D), (γ, F )) ∼= pi1(Maps(S1,M), [γ])× Z, or
pi1(FHI(S1,D), (γ, F )) ∼= pi1(Maps(S1,M), [γ]),
depending on the orientability of γ∗D. For all the higher homotopy groups:
pij(FHI(S1,D), (γ, F )) ∼= pij(Maps(S1,M), [γ]).
It is convenient to describe a bit more the Z–valued formal invariants that just appeared. Let
us focus in the case where the Engel flag is oriented. In this case, D has a unique framing up to
homotopy: it is given by W and the orientation of D. Then, the formal invariant associated to a
formal horizontal immersion (γ, F ) simply counts the winding of F with respect to this framing.
This number we call the rotation number; it does not depend on the parametrisation.
Similarly, if we are given a loop of formal horizontal immersions (γs, Fs), s ∈ S1, we can instead
compute, for fixed t ∈ S1, the winding of s → Fs(t) with respect to the framing of D. This
is the formal invariant in pi1, which we call the looping number. It is clear that different
parametrisations of the curves in the family make the looping number vary; if we consider
unparametrised families, it is well–defined modulo the rotation number. 
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We shall see that the homotopy type of HI(S1,D) is not quite the same as FHI(S1,D). In
general, it contains additional connected components that correspond to rigid curves [7]. How-
ever, the set of rigid curves, up to parametrisation, will be a space of finite Haussdorf dimension,
whereas HI(S1,D) is not; in this sense, the failure of the h–principle is due to a very small
collection of curves. All these notions will be explored in Chapter 5.
1.5.2 Projections
When one studies legendrian knots in standard contact (R3, ξstd), projections make one’s life
easier (as they usually do when it comes to knots). Of course, due to the presence of the contact
structure, certain projections are better than others, and the ones considered are called the front
projection and the lagrangian projection. The reader should refer to [27][Chapter 3].
For Engel manifolds it is quite similar. Let us consider R4 with coordinates (x, y, z, w) and
endowed with the standard Engel structure Dstd = ker(dy− zdx)∩ ker(dz−wdx). We described
how this structure is the tautological distribution given by identifying R4 with the jet space
J2(R,R). As such, there are a couple of natural projections to R3 that are of interest:
piAdachi, piGeiges : J
2(R,R)→ J1(R,R),
piAdachi(x, y, z, w) = (x, y, z), piGeiges(x, y, z, w) = (x, z, w).
The first one can be thought as taken the function y, with formal derivatives z and w, and
then forgetting the second derivative w, effectively landing us in the jet space J1(R,R). The
projection piGeiges instead forgets about the function y and projects to a jet space where z plays
the role of the function and w is its derivative.
Fun fact 1.26. Adachi [1] and Geiges [28] proved, independently, that the pi0 h–principle for
horizontal knots holds in standard R4 (see Proposition 5.17). The approach of the former relies
on understanding the projection piAdachi, whereas the latter relies on using the projection piGeiges.
The two projections are meaningful maps J2(R,R) → J1(R,R) and not just maps R4 → R3.
More precisely:
Lemma 1.27. The map
dpiGeiges : T(x,y,z,w)(J
2(R,R))→ T(x,z,w)(J1(R,R))
induces a linear isomorphism between Dstd(x, y, z, w) and ξstd(x, z, w).
The map
dpiAdachi : T(x,y,z,w)(J
2(R,R))→ T(x,y,z)(J1(R,R))
maps Dstd(x, y, z, w) into ξstd(x, y, z) with kernel 〈∂w〉.
Proof. For completeness recall that, respectively, ξstd is given as ker(dz−wdx) or ker(dy− zdx).
In both cases it is obvious that the projection must take Dstd into ξstd. The proof is just a
computation.
The reader should think of piGeiges as being the analogue of the lagrangian projection and piAdachi
as the analogue of the front projection.
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1.5.2.1 Geiges projection of a horizontal immersion/knot
The projections are handy to deal with horizontal immersions and knots. In particular:
Lemma 1.28. Let γ : S1 → (R4,Dstd) be a horizontal immersion. Then, piGeiges ◦ γ : S1 →
(R3, ξstd) is a legendrian immersion that, additionally, satisfies the area constraint:∫
γ
zdx = 0.
Proof. We know, by Lemma 1.27, that dpiGeiges identifies Dstd with ξstd, so any horizontal im-
mersion projects down to a legendrian immersion. The area constraint comes from the fact that
γ is a closed curve with γ′ ∈ ker(dy − zdx): the integral being zero implies that the projection
indeed lifts to a closed curve.
Let pifront : (R3, ξstd)→ R2 be the front projection. In the case of interest it is simply (x, z, w)→
(x, z). From the lemma, we deduce that there is a correspondence between horizontal curves
in R4 and curves with cusps in R2 that bound signed area zero (indeed, note that the integral∫
γ
zdx is, by Stokes’ theorem, exactly the area bounded by the front projection).
Exactly the same thinking yields:
Lemma 1.29. Let γ : S1 → (R4,Dstd) be a horizontal immersion. Let t0, t1 ∈ S1. Then, there
is a self–intersection γ(t0) = γ(t1) if and only if pifront ◦ piGeiges ◦ γ has a self–tangency at t0, t1
and: ∫ t1
t0
γ∗(zdx) = 0.
The integral condition is equivalent to the fact that the area bounded by pifront ◦ piGeiges ◦ γ|t1t0 is
zero.
Proof. Indeed, a self–intersection means that all the four coordinates (x, y, z, t) agree for γ(t0)
and γ(t1). When we project to the plane (x, z), we must then see a self–intersection too. Since w
has too match, and w is given as the derivative of z with respect to x, we further deduce that the
curve has to be tangent to itself in the self–intersection. The y–coordinates agreeing is precisely
the integral criterion.
This provides a convenient way of dealing with horizontal knots.
Considering the (front of) Adachi projection has its own advantages. Mostly, there are no
computations of areas to keep track of (which is often convenient, since drawings of projections
are not well suited for it). However, two different types of cusps appear (because the legendrians
we obtain projecting the first time are already cuspidal). In any case, we will not make use of it
in this thesis.
1.5.3 Closed characteristics of the kernel
In an Engel manifold, there are certain horizontal curves that are very special, since there is a
preferred horizontal vector field: the kernel W. Curves tangent to it (in particular, its closed
orbits) display rigid behaviours, meaning that the space of possible deformations of such a curve
is much smaller than for other horizontal curves. This will be explained in Section 5.1.
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In this subsection, we will introduce the concept of developing map (which will play an important
role later on when we discuss rigidity). Then, we will discuss the behaviour of W when D is
assumed to be generic.
1.5.3.1 The developing map
Recall Proposition 1.12 or Example 1.17: the Engel condition, when the trivialising vector field
W is tangent to W, is seen as consistent turning of a legendrian vector field X within a contact
structure ξ. This implied that, if we projectivise ξ and we follow an orbit of W , we obtain a map
into S(ξ). This is what the developing map is. Let us formalise this a bit more.
Let (M,D) be an Engel manifold and fix a point p ∈M . Denote by φ the germ of an embedding
of a disc transverse to W and passing through p at the origin. After suitable reparametrisation,
φ∗E and φ∗D can be assumed to be the germs ξ0 = ker(dy − zdx) and 〈∂z〉, respectively.
We can choose some orientation for γ, the orbit of W passing through p, and find, locally, a
vector field W ⊂ W that is compatible with this orientation. This readily extends φ to a (germ
of) immersion Ψp : Op({0})× R→M using the equation
Ψp(x, y, z, t) = ϕφ(x,y,z)(t),
where ϕq(t) is the time t flow of W starting at the point q. Since flows tangent to W preserve E ,
we have a projection (Op({0})× R, E)→ Op({0}) that maps E onto ξ0 with kernel the vertical
direction. Then:
Definition 1.30. The map
P(W,p) : R → P(ξ0)
t → [X(Ψp(0, t))]
is called the developing map at p (with respect to W ).
Observe that the choice of φ plays no role in this definition but, for a particular identification
of P(ξ0) with RP1, we do need to choose a framing for ξ. The collection of times in which
[X(Ψp(0, t))] = [X(Ψp(0, 0))], i.e. the times where a projective turn is completed, is well–
defined regardless of this choice.
If a curve γ : [0, 1]→M tangent toW is given, and a particular framing for the contact structure
has been fixed, one can assign to γ its developing map
Pγ : [0, 1]→ RP1
given by the restriction of the developing map of γ(0):
Pγ(s) = P(γ′, γ(0))(ϕ−1γ(0)(γ(s))).
One can then compute the number of projective turns γ describes. If γ is a closed orbit, it is
worth remarking that γ might not exactly describe an integer number of turns, since its Poincare´
return map might not be the identity.
Exercise 1.31. Let us revisit the examples of Engel structures that we already know. It is
immediate that all the W-orbits in both (R4,Dstd) and (R4,DLorentz) describe less that one
projective turn. If (S(ξ),D) is an oriented Cartan prolongation, the non–multiply–covered orbits
describe 2 projective turns; if the Cartan prolongation is non–orientable, they describe 1 turn.
In general, it is hard to determine what W is doing.
Please refer to Chapter 5 for a more in–depth discussion of these ideas.
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1.5.3.2 A Kupka–Smale–type theorem for W
We finish our discussion about W–orbits by studying how they behave if D is chosen generically.
As we saw when discussing prolongations, the Poincare´ return map of a W–orbit is necessarily
a contactomorphism. At a linear level, contactomorphisms fixing the origin but no other points,
and having conformal factor different from 1 are generic. Exactly the same should hold for
Poincare´ maps of kernels of even–contact structures.
Proposition 1.32. All the W–orbits of a C∞–generic even–contact structure are isolated and
have Poincare´ map that is not a strict contactomorphism. The same holds for a C∞–generic
Engel structure.
Before we prove the proposition, we will need the following auxiliary lemma.
Lemma 1.33. Let (D3, ξ = ker(α)) be the standard contact Darboux ball. Consider the space of
maps from D3 to itself that are contact (but not necessarily bijective). Then, the subset of those
having non–degenerate fixed points is open and dense.
Proof. Consider the manifold V = R3 × R3 × R, and let pi1 and pi2 be the projections onto its
first and second factors, respectively. V can be endowed with the contact structure ker(λ =
pi∗1α−etpi∗2α); any contact map φ : D3 → D3 lifts to a legendrian Γφ(x) = (x, φ(x), log[α/(φ∗α)]),
where the last term accounts for the conformal factor of φ. We need for Γφ to be transverse to
∆× R, with ∆ ⊂ R3 × R3 the diagonal.
This follows from Thom’s transversality (see, for instance, [20, p. 17, 2.3.2]). Indeed, let p ∈
Γφ ∩ (∆×R). Then, there is a neighbourhood U 3 p contactomorphic to J1(R3,R) with Γφ ∩U
being taken to the zero section. Then, Thom’s transversality states that a generic C∞–small
deformation of Γφ∩U (which is given as the graph of a function) is transverse to the submanifold
(∆ × R) ∩ U . Proceeding chart by chart, capping the deformations off, and using progressively
smaller deformations allows us to conclude. Since the deformations are C∞-small, they are
graphical over the first factor of V , and hence give rise to a contact map.
Now we can complete our proof:
Proof of Proposition 1.32. Fix a metric on M . For simplicity, focus on even–contact structures
having orientable and oriented kernel. Any such E has an associated unitary vector field W
spanning W positively. Otherwise, observe that the argument that follows can be applied by
taking a double cover and proceeding in a Z2–equivariant fashion.
Consider the subset of even–contact structures such that the W–orbits of length at most T > 0
are non degenerate. We claim that it is open and dense. We claim that it is still open and dense if
we further require for the Poincare´ return maps of the orbits to be non–strict contactomorphisms.
Assuming these statements, the subset of even–contact structures such that this is true for orbits
of all periods is a countable intersection of open and dense sets.
Our claims readily follow from arguments of Peixoto [67][p. 219-220], which we briefly sketch.
Take (M, E). Given any W–orbit γ of period τ < T , Lemma 1.33 produces a C∞–small defor-
mation of W such that the Poincare´ return has only isolated fixed points. However, this might
produce new orbits of period 2τ−ε ≥ Nτ < T for some integer N . Therefore, one starts deform-
ing orbits that are close to the minimal period and introduces progressively smaller deformations
as the period goes up to T . If we additionally want the orbits not to have return map a strict
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contactomorphism, we take the isolated orbits we have produced and we replace their Poincare´
return maps by their linearised version, which we then make generic.
This concludes the proof for the statement regarding even–contact structures. We then note that
any C∞–perturbation of E = [D,D] can be realised by a C∞–perturbation of D, so we conclude
that the same holds for a C∞–generic Engel structure.
Proposition 1.32 is consistent with Proposition 1.21, where we showed that there are perturba-
tions of prolongations with no closed orbits.
1.5.3.3 An Engel structure with short open orbits
We will now construct an Engel structure whose kernel has an interesting behaviour. Let us
consider the manifold T 4 with coordinates (x, y, z, w) (which we think as ranging from 0 to 1).
Endow it with the following 2–distribution:
D(x, y, z, w) = 〈∂w,W = ∂x + ε(cos(2piw)∂y + sin(2piw)∂z)〉.
It is indeed Engel, because it is nothing but the Lorentz prolongation of the flat metric in T 3.
What can be said about its W–orbits?
A computation shows that the kernel is spanned by the vector field W . Consider the immersion
R× T 3 → T 4 given by:
Ψ(x, y, z, w) = (x, y + ε cos(2piw)x, z + ε sin(2piw)x,w)
which is given by fixing the slice {x = 0} and then flowing using W . This implies that the
developing map will be easy to read once we pull back D by Ψ. Indeed:
Ψ∗D = 〈∂x, ∂w + 2piεx(sin(2piw)∂y − cos(2piw)∂z)〉
which, on every {x} × T 3, induces the standard contact structure
ξ = ker(cos(2piw)dy + sin(2piw)dz) = 〈∂w, L = sin(2piw)∂y − cos(2piw)∂z〉.
In particular, we immediately see that the developing map of every orbit describes almost one
projective turn. Even though all orbits are open, their developing map is, in some sense, short.
A way of understanding this is as follows. Using this immersion, we see that the structure in T 4
can be understood as a mapping torus using the contactomorphism:
ψ(y, z, w) = (y − ε cos(2piw), z − ε sin(2piw), w).
This contactomorphism not only fixes ξ, but it fixes the vector field L. Effectively, the lineari-
sation of ψ is performing a shear parallel to the line 〈L〉; as such, this line serves as a limit at
infinity of the legendrian line field corresponding to the Engel structure. In [47] a similar setting
is considered, where instead of a shear the map considered is hyperbolic.
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Chapter 2
The spaces of Cartan and Lorentz
prolongations
In this chapter we aim to describe the homotopy type of the spaces of Cartan and Lorentz
prolongations. This is not a question about Engel topology as such, but rather a question about
these more restrictive classes of structures. We shall see that the study of Cartan prolongations
boils down to the study of contact structures and that flexibility phenomena in contact topology
translate to flexibility in this setting. We will also see that the space of Lorentz prolongations
can be described in simple algebraic topology terms.
Before we get more technical, let us make some preliminary observations to motivate what we
want to do. In Subsections 1.3.2 and 1.3.3 we introduced Cartan and Lorentz prolongations. In
the Cartan case we distinguished two families: the orientable and the non–orientable ones. Since
they correspond, respectively, to considering oriented and unoriented lines, it is clear that the
former case is obtained as a double cover of the latter.
It is clear then that one can obtain other Engel structures in S1–bundles by taking higher order
covering maps. Additionally, one can make the gauge group act on these manifolds, providing
further examples. In the Cartan case, the structures constructed using these two methods, which
we still call prolongations, satisfy that the orbits of the kernel are the fibres of the bundle. In
this chapter we will show that, conversely, any Engel structure satisfying this can be obtained
using these two operations and then we will classify them up to homotopy.
Results similar to this (we will explain in which sense later) can be found in [46].
2.1 Spaces of prolongations and formal prolongations
For the rest of the chapter fix a closed, orientable 3–manifold N . Each oriented S1–bundle over
N is given by its Euler class c; denote its total space by N(c) and write pi : N(c) → N for the
projection. We shall focus on oriented Cartan prolongations of oriented contact structures. The
orientable (but not oriented) case and the non–orientable case are left as exercises for the reader.
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2.1.1 Cartan prolongations
Denote by C-Strs the space of oriented contact structures on N . It naturally decomposes into
several components C-Strs(c) corresponding to contact structures having a particular Euler class
c ∈ H2(N,Z). We can further denote C-Strs(ξ) for the connected component containing the
contact structure ξ ∈ C-Strs.
Suggestively, denote Cartan(c) for the space of all oriented Engel structures on N(c) having the
fibre direction as their kernel. Any Engel structure D ∈ Cartan(c) defines a contact structure
ξ = dpi(E) on N , since W = ker(dpi). Orient the line field W using the orientation of the fibre.
Then, ξ inherits an orientation from E/W. Hence, there is a projection:
Cartan(c)→ C-Strs .
It is immediate that the Euler class of ξ must be of the form kc, with k > 0. This integer is
called the turning number and is computed as follows. Take any S1–fibre of N(c). Find some
S1–invariant, positively oriented framing of E/W. Compute the degree of D/W with respect to
this framing. The resulting number k does not depend on the choices involved and is necessarily
positive.
Denote by Cartan(c, k) ⊂ Cartan(c) the space of Cartan prolongations having turning number
k. Write Cartan(c, k, ξ) ⊂ Cartan(c, k) for the subspace of those that additionally project down
to ξ ∈ C-Strs. Observe that a path of Cartan prolongations projects down to a path of con-
tact structures; write Cartan(c, k, [ξ]) for the subspace of those prolongations that lift contact
structures homotopic to ξ.
Denote by Cover(c, k) the space of k–fold covers from N(c) to N(kc); i.e. positively oriented
fibrewise submersions with k–sheets lifting the identity on N . Once we fix a bundle isomorphism
between the sphere bundle of ξ and N(kc), we can construct the following homeomorphism:
f : Cartan(c, k, ξ)→ Cover(c, k)
f(D)(p, t) = (p, d(p,t)pi(D(p, t))),
where we regard d(p,t)pi(D(p, t)) as an oriented line (using the orientations of the fibre and D).
Note that f(D) pulls back the canonical Cartan prolongation in N(kc) ∼= S(ξ) to D.
All the contact structures in a neighbourhood of ξ can be identified with ξ itself using a projec-
tion along a complementary line field. This implies that the corresponding sphere bundles can
consistently be identified with N(kc). This readily implies that
Cartan(c, k)→ C-Strs(kc) and Cartan(c, k, [ξ])→ C-Strs(ξ)
are locally trivial fibrations with fibre Cover(c, k).
Our aim in this chapter is to understand the homotopy type of the spaces Cartan(c, k, [ξ]) using
the fibration structure we have just presented.
2.1.2 Formal Cartan prolongations (of plane fields)
Just like Cartan prolongations are obtained from contact structures by projectivisation, we will
now define projectivisations of arbitrary plane fields. The resulting structures will be non–
integrable 2–distributions, and we will naturally regard the Cartan prolongations as a subclass.
They conform a convenient framework to address the questions we have posed.
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Denote by Planes the space of oriented plane fields in N . Write Planes(c) for those of Euler class
c ∈ H2(N,Z) and Planes(ξ) for the connected component containing the plane field ξ ∈ Planes.
By fixing a parallelisation of N , Planes can be readily identified with Maps(N, S2).
We write FCartan(c) for the space of oriented 2–distributions in N(c) that contain the fibre
direction, are everywhere non–integrable (but not necessarily maximally), and whose induced
3–distribution obtained by Lie bracket is preserved by flows along the fibre. The elements in
FCartan(c) are called formal Cartan prolongations.
Let D ∈ FCartan(c). Then, by definition, ξ = dpi(E = [D,D]) is a plane field in N ; ξ being
contact amounts to D being an element in Cartan(c). The orientation of E/W orients ξ, just
like in the case of Cartan prolongations. The turning number k can also be defined; we write
FCartan(c, k) ⊂ FCartan(c) for the subspace of those formal Cartan prolongations with turning
number k: they necessarily project down to plane fields of Euler class kc. Similarly, write
FCartan(c, k, [ξ]) for those lifting plane fields homotopic to ξ.
There are locally trivial fibrations:
Cover(c, k) −→ FCartan(c, k) −→ Planes(kc),
Cover(c, k) −→ FCartan(c, k, [ξ]) −→ Planes(ξ),
where Cover(c, k) is defined as before.
2.1.3 Prolongations of rank–2 bundles
To take it one step further, we will now consider projectivisations of rank–2 bundles. The reason
why we introduce them is that the fibration structure we discussed in the two previous cases
simplifies in this setting (as we shall see in the next section), and serves as a useful intermediate
step.
There is a natural inclusion of the space of oriented plane fields into the space of oriented rank
2 bundles:
Maps(N, S2) ∼= Planes→ Bundles ∼=Maps(N,Gr(2,∞)),
where Gr(2,∞) is the infinite Grassmanian of oriented 2–planes, which is the Eilenberg–Maclane
space K(2,Z). We write Bundles(c) for the subspace of bundles having Euler class c ∈ H2(N,Z).
Let V(2,∞) be the Stiefel manifold of ordered pairs of orthonormal vectors in R∞; recall that
there is a tautological fibration
S1 → V(2,∞)→ Gr(2,∞).
We will now explain what a prolongation is in this setting. We define FCartan∞(c) to be the space
of maps of N(c) into V(2,∞) which are lifts of maps N → Gr(2,∞) and are fibrewise submersions
respecting the orientation. This space has several components FCartan∞(c, k) distinguished by
the Euler class kc of the underlying 2–plane bundle, k > 0.
Let ξ be a oriented plane field of Euler class kc. The following diagram commutes:
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Cover(c, k) Cartan(c, k, [ξ]) C-Strs(ξ)
Cover(c, k) FCartan(c, k, [ξ]) Planes(ξ)
Cover(c, k) FCartan∞(c, k) Bundles(kc)
∼=
∼=
where each row is a fibration.
2.1.4 Lorentz prolongations
Now we finally get to Lorentz prolongations. We shall see that their study boils down to the
study of formal Cartan prolongations.
Each Lorentz prolongation arises from the light–like cone of a lorentzian metric. We will denote
by Cones the space of such cones (note that different metrics might yield the same cone; this
is true, for instance, if they are related by a conformal factor). We will additionally assume
that the space–like plane fields of an element in Cones are orientable and we shall fix a preferred
orientation (equivalently, we fix an orientation of the projectivised circle bundle of the cone).
We can write Lorentz for the space of non–integrable, oriented 2–distributions in N(c) that
project down to a cone using the tangent map dpi : TN(c) → TN . Being non–integrable, the
fact that they project to a cone immediately implies that they are Engel (as expected). The non–
integrability orients the cones (or, identically, the space–like plane fields), and hence projecting
yields elements in Cones. The space–like plane fields must have Euler class kc with k positive
(and, again, we call this number the turning number).
Elements in Planes can be slightly pushed to yield elements in Cones. This provides a homotopy
inclusion of Planes into Cones that is a homotopy equivalence. This lifts to a homotopy equiva-
lence between (each of the two connected components of) Lorentz and FCartan. Let us formalise
this.
Fix a metric g and an orientation in N , this allows us to regard the sphere bundle STN as a
submanifold of TN . Each element D in either FCartan or Lorentz has an associated tautological
map
f : N(c)→ STN
f(p, t) = (p, d(p,t)pi(D))
where we are regarding the right hand side as an oriented line. For those D ∈ FCartan, f has
image in the circle bundle S(ξ) of the underlying plane field ξ. Let ν be unique unitary vector
field orthogonal to ξ such that ξ⊕〈ν〉 = TN as oriented bundles. Let gL be the lorentzian metric
such that:
gL|ξ = g|ξ, gL(ν, ν) = −1, gL(ν,−)|ξ = 0.
We can then define an inclusion
i : Planes→ Cones
by assigning to ξ the light–cone of gL (ξ will then be space–like and oriented). Similarly, let
D˜ ∈ Lorentz be the the 2–distribution whose tautological map is
f˜(p, t) =
f(p, t) + ν(p)
|f(p, t) + ν(p)| .
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This defines an inclusion
i˜ : FCartan→ Lorentz
that assigns D˜ to D. The inclusion i˜ is equivalently obtained by composing the tautological map
of any formal Cartan prolongation with (the tautological map associated to) i.
Having fixed an orientation of N , we have that the curves t→ f˜(p, t) ∈ STpN ∼= S2 are convex.
If we had chosen −ν to push ξ (or chosen the opposite orientation of N), we would have obtained
concave curves. We write Lorentz+ for the subspace of Lorentz where the structures are given
by convex curves. We denote by Lorentz− the subspace where they are concave. The inclusion
we have defined is of the form FCartan→ Lorentz+.
Proposition 2.1. The inclusions
i : Planes→ Cones
i˜ : FCartan→ Lorentz+
are homotopy equivalences.
Proof. Using the metric g, we are able to recover a plane field uniquely from an element in Cones.
Its orientation is obtained from the orientation of the cone. This defines a map j : Cones→ Planes
that is the homotopy inverse of the map i. The tautological map associated to j yields a projection
j˜ : Lorentz+ → FCartan that is a homotopy inverse of i˜.
In the sections that remain we will study the homotopy type of FCartan. This will not only give
us the homotopy type of Lorentz, but also will help us compute the homotopy groups of Cartan.
2.2 Cartan prolongations over a fixed contact structure
First we will describe the homotopy groups of the space Cover(c, k), the fibre in all the fibrations
we have introduced. The pi0 case was already described in [46].
Observe that, by fixing some element τ ∈ Cover(c, k), one readily obtains an inclusion Cover(kc, 1) ⊂
Cover(c, k) by making τ act by pullback. Since Cover(kc, 1) is a group that contains the gauge
transformations G(kc) of N(kc) as an abelian subgroup, we can regard G(kc) as a subspace of
Cover(c, k) as well.
Lemma 2.2. For any τ ∈ Cover(c, k), the inclusions
G(kc)→ Cover(kc, 1)→ Cover(c, k)
are weak homotopy equivalences.
Proof. Let φ : (Dj , ∂Dj , 1) → (Cover(c, k),G(kc), τ) be a continuous function representing an
element in pij(Cover(c, k),G(kc), τ). It is sufficient to show that it retracts to G(kc).
Restricted to an i–simplex ∆i of N , the bundles N(c) and N(kc) are trivial. There, φ can be
thought as a (∆i×Dj) –family of positively oriented submersions of S1 onto itself with k–sheets.
The SO(2)–bundle structure on N(c) can be taken to be the one induced from N(kc) by using τ ,
and hence τ can be assumed to be the map zk on each fibre; the elements of G(kc) ⊂ Cover(c, k)
are those of the form φ ◦ zk with φ a (∆i × Dj)–family of rotations.
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Assume that a suitable homotopy has already been found in the (i − 1)th skeleton of N . The
(∆i×Dj)–family of submersions of S1 onto itself can be lifted to define a family in Diff+(S1) such
that its boundary lies in S1, the rotations. Recalling that S1 → Diff+(S1) is a weak homotopy
equivalence concludes the inductive step.
Lemma 2.3. The homotopy groups of G(kc), and hence of Cover(c, k), are given by:
pi0 = H
1(N,Z), pi1 = Z, pij = 0, for j > 1.
Proof. Recall that S1 is the classifying space for the discrete group Z. Then:
pi0(G(N)) = pi0(Maps(N, S1)) = H1(N,Z).
In general, it is a result of Thom [78] that pij(Maps(N,K(G,n))) = Hn−j(N,G).
Remark 2.4. Lemma 2.3 can be proved using obstruction theory as in Lemma 2.2. This is
useful to provide a geometrical interpretation of the result. Let us outline the argument, which
is similar to the one presented in [46]. We need to fix a basepoint τ ∈ Cover(c, k).
An explicit identification between pi0(Cover(c, k)) and H1(N,Z) can be given as follows. Take an
element ν ∈ Cover(c, k). Over each loop γ ⊂ N , the bundles N(c) and N(kc) trivialise. Given
any section s ∈ Γ(N(c)|γ), one can compute the degree of ν(s) with respect to τ(s). This gives
a homomorphism H1(N,Z) → Z and thus an element in H1(N,Z). This element only depends
on the connected component of ν; we call it the horizontal distance between τ and ν.
Similarly, let νt ∈ Cover(c, k), t ∈ S1, be a loop with ν1 = τ . Take a point p ∈ N and lift it to
a point P ∈ N(c). We say that the degree of t → νt(P ), t ∈ S1, as a loop in the fibre of N(kc)
over p, is the looping number. This identifies pi1(Cover(c, k)) with Z.
2.3 Statement and proof of the results
2.3.1 Formal Cartan prolongations
Let ξ be a plane field with Euler class kc. Recall that our objective is to understand the homotopy
type of FCartan(c, k, [ξ]). From Lemmas 2.2 and 2.3, and the homotopy long exact sequence for
the fibration, it easily follows that:
pij(FCartan(c, k, [ξ])) = pij(Planes(ξ)), for j > 2.
However, the cases of pi0, pi1, and pi2 are more subtle. The key is understanding the connecting
morphism
pij(Planes(ξ))→ pij−1(Cover(c, k)) j = 1, 2,
which is not zero in general. However, according to the commutative diagram above, this con-
necting morphism factors through pij(Bundles(kc)). This motivates us to consider the subgroup:
pitrivialj (Planes(ξ)) = ker(pij(Planes(ξ))→ pij(Bundles(kc))).
The key observation is that these groups can be computed explicitly using obstruction classes
(which is something we will not do).
Then, the desired statement is:
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Theorem 2.5. Let ξ be a plane field of Euler class kc. Then:
pi0(FCartan(c, k, [ξ])) = pi0(Planes(ξ))×H1(N,Z2)
pi1(FCartan(c, k, [ξ])) = pitrivial1 (Planes(ξ))× Z2
pi2(FCartan(c, k, [ξ])) = pitrivial2 (Planes(ξ))
pij(FCartan(c, k, [ξ])) = pij(Planes(ξ)) if j > 2.
The term H1(N,Z2) is the mod 2 reduction of the horizontal distance. Similarly, the term Z2 is
the parity of the looping number.
In particular, this computes the homotopy groups of the space Lorentz as well.
2.3.2 Cartan prolongations
If ξ is a contact structure with Euler class kc, the reasoning is analogous. We are interested in
the subgroups:
pitrivialj (C-Strs(ξ)) = ker(pij(C-Strs(ξ))→ pij(Bundles(kc))).
The main result about Cartan prolongations states:
Theorem 2.6. Let ξ be an overtwisted contact structure of Euler class kc. Then:
pi0(Cartan(c, k, [ξ])) = pi0(C-Strs(ξ))×H1(N,Z2)
pi1(Cartan(c, k, [ξ])) = pi
trivial
1 (C-Strs(ξ))× Z2
pi2(Cartan(c, k, [ξ])) = pi
trivial
2 (C-Strs(ξ))
pij(Cartan(c, k, [ξ])) = pij(C-Strs(ξ)) if j > 2.
The term H1(N,Z2) is the mod 2 reduction of the horizontal distance. Similarly, the term Z2 is
the parity of the looping number.
The proof relies on understanding the inclusion pij(C-Strs(ξ)) → pij(Bundles(kc)). For an arbi-
trary contact structure ξ this is very difficult. However, if ξ is assumed to be overtwisted the
problem simplifies considerably, due to Eliashberg’s theorem [19] (which we already stated in the
Preamble). Let us recall it here in a form that is useful for us:
Lemma 2.7. Let ξ be an overtwisted contact structure. The inclusion
C-Strs(ξ)→ Planes(ξ)
is surjective in all homotopy groups, where ξ is assumed to be the basepoint. Additionally, this
map is a bijection at the level of connected components.
Eliashberg’s theorem additionally states that the inclusion is a weak homotopy equivalence if
we restrict to contact structures/plane fields with a fixed overtwisted disc. What is relevant
about this is that the groups pitrivialj (C-Strs(ξ)) are not trivial to compute because they do not
correspond to pitrivialj (Planes(ξ)) in general.
2.3.3 Technical ingredients of the proof(s)
The proofs of Theorems 2.5 and 2.6 are nearly identical. Both of them rely on understanding
the connecting morphisms for the corresponding fibrations.
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2.3.3.1 The connecting morphism for bundles
The next two lemmas show that the connecting morphism is a bijection in the case of bundles.
Lemma 2.8. The connecting morphism pij(Bundles(kc))→ pij−1(Cover(c, k)) is injective.
Proof. Take any element in pij(FCartan∞(c, k)), and find a representative K ⊂ FCartan∞(c, k).
Its image ξ ⊂ Bundles(kc) can be understood as a 2–plane bundle over N × Sj with vanishing
Euler class when restricted to {x}×Sj ; this follows from the fact that it is k–covered by (N(c)×
Sj)|{x}×Sj . Therefore, the family ξ is trivial.
Similarly:
Lemma 2.9. The connecting morphism pij(Bundles(kc))→ pij−1(Cover(c, k)) is surjective.
Proof. Take ξ to be the basepoint in Bundles(kc) and fix a lift τ ∈ FCartan∞(c, k). Take a class
G ∈ pij−1(Cover(c, k)), which we can think of as a homotopy class in the gauge transformations
of ξ, by Lemma 2.2.
Lemma 2.3 implies that G is given by a cohomology class g ∈ H2−j(N,Z). Similarly, ξ is given,
up to bundle isomorphism, by its Euler class e ∈ H2(N,Z). Recall that the Ku¨nneth formula
yields an isomorphism
H2−j(N,Z)⊕H2(N,Z) (α,β)−→ H2(N × Sj ,Z).
Consider the unique, up to homotopy, j–sphere K of bundles based on ξ and having α(g) + β(e)
as its Euler class when regarded as a plane bundle over N × Sj . We claim that the connecting
morphism maps [K] to G.
Take j = 1. Write P : N × S1 → N . Write Q : N × [0, 1] → N × S1 for the obvious quotient
map. There is a unique, up to homotopy, isomorphism between Q∗K and Q∗P ∗ξ extending the
identification (Q∗K)|N×{0} = ξ. The identification of (Q∗K)|N×{0} with (Q∗K)|N×{1} yields a
gauge transformation φ of ξ.
We claim that φ is a representative of G. Recall that the Euler class of a 2–plane bundle over
the torus can be computed as follows: find a section over the complement of the meridian γ and
compare the degrees of the two resulting sections over γ. Let now γ be some embedded loop
in N , and let T be the corresponding torus on N × S1. By construction, K|T has Euler class
α(g)|T , which implies that φ|γ is described by g|γ . Since gauge transformations are characterised
by their action over loops, the claim follows.
The case j = 2 is similar. In that case, we have to study what happens over a single point x ∈ N
and the corresponding sphere {x} × S2.
2.3.3.2 Non–trivial families of plane fields
The following proposition shows that there are many families of plane fields which are non–trivial
as families of vector bundles.
Proposition 2.10. Let dj = 2vj ∈ H2(N × Sj ,Z), j = 1, 2. Fix ξ ∈ Planes with Euler class
dj |N . Then, there is a sphere Kj in Planes based at ξ whose Euler class as a 2–plane bundle
over N × Sj is dj.
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Proof. Assume j = 1. Take a CW–decomposition of N with only one top cell. Take the CW–
decomposition of S1 with a single 1–cell and x the unique 0–simplex. Denote by T the product
CW–decomposition in N×S1. Write T ∗ ⊂ T for the collection of cells not contained in N×{x}.
Deform ξ to be constant (as a map into the Grassmannian) over the 1–skeleton of N . We define
(K1)|N×{x} = ξ and we aim to extend it to T ∗.
Over the 1–cells, K1 can be defined to be constant, like ξ. Over a 2–cell ∆2, we define it to be a
map into S2 of degree φ1(∆2), where [φ1] = v1. This provides the desired Euler class. Over the
3–skeleton of T ∗, the obstruction for extending is given by dφ1 by construction, which evaluates
zero over the cells of T ∗. This leaves the single 4–cell ∆4 to fill. The obstruction is the degree of
the map K1 : ∂∆4 → S2. We can trace back our steps and modify K1 over some 3–cell to make
sure this degree is zero.
Assume j = 2. Then, the isomorphism:
H2(S2,Z)⊕H2(N,Z) (α,β)−→ H2(N × S2,Z),
indicates that we can simply compute the Euler class of any plane bundle by evaluating separately
on N ×{x} or {p}×S2. Take the manifold N ×D2: over it, we have (the pullback of) the bundle
TN which is trivialised as the trivial R3–bundle; as a 2–distribution inside, we define K2, which
is D2–invariant and equal to ξ on every N ×{x}. We aim two glue two copies of N ×D2 so that
the glued copies of K2 have the desired Euler class when restricted to each {p} × S2.
Consider the loop S1 → SO(2) realising the Euler class α−1(d2) ∈ H2(S2,Z) through the clutching
construction and denote by φ : S1 → SO(3) its inclusion into SO(3). Observe that, since d2 = 2v2,
φ is contractible in SO(3). We can define then another map Φ : N × S1 → SO(3) so that:
• Φ|{p}×S1 = φ, up to a SO(3)–transformation that only depends on p,
• Φ fixes (not pointwise) the plane ξ.
What we are essentially saying is that φ was a family of rotations of the XY –plane that was
lifted to R3, and Φ is a p–dependent family of rotations that looks the same but, instead, the
plane that Φ|{p}×S1 rotates is ξp. Since φ was contractible, so is Φ, so the resulting R3–bundle
is trivial. However, in each {p} × S2 the restriction of ξ has been twisted to have Euler class
α−1(d2), proving the claim.
2.3.4 Concluding the proof(s)
Proof of Theorem 2.6. Let ξ be an overtwisted contact structure and fix τ ∈ Cartan(c, k, ξ)
a basepoint in the fibre over ξ. The existence of τ identifies the connected components of
Cartan(c, k, ξ) ∼= Cover(c, k) with H1(N,Z), as in Lemma 2.3.
Let us study the connecting morphism
pi1(C-Strs(ξ))→ pi0(Cover(c, k)).
Using Lemma 2.8 we deduce that its kernel is the space pitrivial1 (C-Strs(ξ)). Let us compute its
image. Let g ∈ Cover(c, k) and denote by ν the corresponding prolongation in Cartan(c, k, ξ). By
Lemma 2.9 there is a loop of vector bundles, all of them of Euler class kc, producing the class
of g through the connecting morphism pi1(Bundles(kc))→ pi0(Cover(c, k)). By Proposition 2.10,
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this loop can be realised by a loop of plane fields based on ξ if and only if [g] ∈ H1(N,Z) is
even. Then, Lemma 2.7 allows us to turn this into a loop of contact structures ξt, t ∈ S1 based
on ξ1 = ξ.
The case pi2(C-Strs(ξ))→ pi1(Cover(c, k)) is analogous.
The proof of Theorem 2.5 is exactly the same but do not have to apply Lemma 2.7.
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Chapter 3
Existence of Engel structures
This chapter contains one of the main results of the thesis: any manifold satisfying the obvious
topological constraints (say, parallelisability up to a 4-fold cover), admits an Engel structure in
each possible homotopy class. The general structure of the proof is standard for an h–principle:
one triangulates the ambient manifold and, proceeding inductively over the skeleton, constructs
the Engel structure. This is easy for the lower dimensional cells, but for the 4–dimensional ones
a more elaborate model is necessary: in the end, the whole problem reduces to understanding
how germs of Engel structures in ∂D4 extend to the interior.
Following this general scheme, there are actually several variations on how to tackle the proof.
We shall explain two different methods for dealing with the lower dimensional cells and three
different methods to solve the extension problem in D4. Each approach offers a distinct way of
understanding the nature of Engel structures.
The first proof of this result appeared in my article [10] with R. Casals, J.L. Pe´rez, and F.
Presas. The route taken there somehow highlighted the interplay between contact topology and
convexity: the combination of both paradigms, exemplified by the four–leaf clover construction,
was essential for the argument. The approach in [10] is explained in Sections 3.5.4 and 3.6.1.
Alternatively, instead of the extension process described in Section 3.6.1, one can use the one
from Section 3.6.2; this was actually the original approach in the article.
One of the main themes of this thesis is that, although contact structures interact heavily with
Engel structures locally (meaning, when we study local models), globally they do not (except for
very particular examples of Engel structures, like prolongations). Following this line of thought,
the methods in Sections 3.5.5 and 3.6.3 are able to prove the existence theorem “completely
avoiding” contact structures, they just rely on our characterisation of the Engel condition in
terms of convex curves. This manner of proceeding is slightly more powerful than the others: it
allows for the Engel structure we produce to contain any given line field.
Knowing that a wealth of Engel structures can be produced leads naturally to the question of
whether we can classify them. We have chosen to defer this issue to the next chapter.
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3.1 Statement of the main theorem and outline of the
proof(s)
3.1.1 The existence theorem
As promised, here is the statement of the main result of this chapter:
Theorem 3.1. Let M be a smooth 4–manifold, not necessarily orientable. Then, the map
pik(i) : pik(Engel(M)) −→ pik(FEngel(M))
is surjective for every k ≥ 0. In particular, every formal Engel structure is homotopic to the flag
of a genuine Engel structure.
To put things into perspective, we should recall that T. Vogel had already showed in [82] that
any parallelisable 4–manifold admits an Engel structure (Subsection 1.3.6). Equivalently, his
result says that the set pi0(Engel(M)) is not empty as soon as M admits a completely oriented
full flag.
As explained in the introduction, the main idea (in the pi0 case) is to triangulate M suitably and
then construct the Engel structure (by deforming the formal one we are given) cell by cell. The
process of deforming it in a neighbourhood of the 3–skeleton we call the reduction process.
Then, the final step of extending the Engel structure to the interior of the 4–cells (relatively to
their boundary) we call solving the extension problem.
The two reduction methods are explained, respectively, in Subsections 3.5.4 and 3.5.5. Both of
them rely on the triangulation being adapted to the (formal) Engel structure and in having con-
structed some particularly nice neighbourhoods of the cells; this is explained in Section 3.2. This
way of topologically decomposing the manifold will possibly remind the reader of Thurston’s
papers on the construction of foliations [79, 80] or Eliashberg’s paper on 3–dimensional over-
twisted contact structures [19]. Indeed, in general lines our approach is similar to theirs, but
in our case the parametric case works out almost automatically. It is worth remarking that the
results of Section 3.2 will be used again when we discuss immersions tangent to Engel structures
in Chapter 5, since they are very useful for h–principles where a line field is involved.
The three extension methods can be found in Section 3.6. They prove that certain germs of
Engel structure in ∂D4 extend to the interior of D4. The precise form of the germs we are able
to deal with is described in Section 3.4; its contents are also necessary for the understanding of
Section 3.5, since the final output of the reduction process must be a germ well suited for one of
the extension procedures. Additionally, the contents of Subsection 3.6.3 rely on understanding
the space of convex curves in S2 (in light of Proposition 1.12, it is clear that convexity plays a
role in the manipulation of Engel structures). To this end, we devote Section 3.3 to a detailed
discussion of the concepts and results we shall need; we will use heavily the work of Little [50].
In Section 3.7 we will assemble all the pieces together to prove Theorem 3.1.
It is worth remarking that much of the language we will introduce along the way (Engel shells
and such) is reminiscent of the one used by Borman, Eliashberg, and Murphy in [6]. However,
it is fair to argue that the similarities between both results end there. From a technical point of
view, as we already mentioned, the main inspirations behind the reduction process are [79, 80,
19].
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3.1.2 First corollary: Engel cobordisms between contact manifolds
The methods used in the proof of Theorem 3.1 are not completely relative with respect to the
domain: that is, if we are given a formal Engel structure that is Engel in a closed set A, we are,
in general, not able to make it Engel everywhere while keeping it the same close to A. This is
due to the fact that we do not actually solve the extension problem in D4 in full generality: we
solve it for some germs along ∂D4 that are flexible and, luckily for us, the reduction methods we
have are able to produce germs that are precisely flexible.
However, in some cases, it is possible to prove relative statements:
Corollary 3.2. Let (M,∂M) be a 4–manifold with boundary and let (W,D, E) be a formal Engel
structure such that:
• (W,D, E) is Engel in Op(∂M),
• W is transverse to ∂M .
Then, (W,D, E) is homotopic to an Engel structure relative to ∂M .
From Corollary 3.2, it readily follows:
Corollary 3.3. Let (M,∂M) be a 4–manifold with boundary and let (W,D, E) be a formal Engel
structure with W transverse to ∂M . Let ξ be a contact structure in ∂M that is homotopic to the
plane field E ∩ T (∂M).
Then, (W,D, E) is homotopic to an Engel structure whose restriction to ∂M is ξ.
These statements are proven in Subsection 3.7.2. Corollary 3.3 implies that the notion of Engel
cobordism or Engel fillability is not particularly relevant in order to distinguish contact manifolds:
Given a smooth 3–manifold V and two homotopic contact structures ξ0 and ξ1 with vanishing
first Chern class, there exists an Engel structure on the trivial cobordism V × [0, 1] inducing the
contact manifolds (V × {0}, ξ0) and (V × {1}, ξ1) on the boundary components. This result is
an instance of something we already mentioned at the beginning of the chapter: global Engel
topology (seemingly) does not interact meaningfully with global contact topology. For a less
pessimistic take on this, refer to the Closing Remarks (the only appendix of the thesis).
Remark 3.4. It is worth pointing out that T. Vogel [82, Remark 4.8] had already constructed
an Engel cobordism between the overtwisted and tight contact structures in S3 that live in the
same formal class, solving a question posed by J. Adachi. Corollary 3.3 is a more general version
of his statement.
3.1.3 Second corollary: existence of foliated Engel structures
As we saw see in the first part of this thesis, it is often fruitful to endow foliations with additional
structures (either leafwise or transversely). In our case, the proof of Theorem 3.1 readily adapts
to prove an existence theorem for leafwise Engel structures. The point is that the parametric
case pik, k > 0, of Theorem 3.1 and the foliated case are pretty much analogous. As such, they
are proven simultaneously in Subsection 3.7.1.
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Let us set up the notation. Let M be a smooth manifold endowed with a rank 4 foliation F . A
2–distribution D ⊂ TF is called a foliated Engel structure if it is an Engel structure when
restricted to each leaf. A flag W1 ⊂ D2 ⊂ E3 ⊂ TF4 satisfying the bundle isomorphisms:
det(D) = E/W (3.1)
det(E/W) = TF/E (3.2)
is said to be a formal foliated Engel structure. Denote the space of formal foliated Engel
structures, endowed with the C0–topology, by FEngel(F). Write Engel(F) for the space of
foliated Engel structures with the C2–topology. Then:
Corollary 3.5. The inclusion
pik(i) : pik(Engel(F)) −→ pik(FEngel(F))
is surjective for every k ≥ 0.
This result can be brought together with Corollary 3.2 to show:
Corollary 3.6. Let M be a smooth manifold with boundary endowed with a 4–dimensional
foliation F transverse to ∂M . Let (W,D, E) be a formal foliated Engel structure with W is
transverse to ∂M . Assume further that E restricts to a foliated contact structure in (∂M,F|∂M ).
Then, (W,D, E) is homotopic to a foliated Engel structure inducing the same contact foliation
in ∂M .
3.1.4 Third corollary: line fields tangent to Engel structures
A very intriguing question (for the author at least) is the following: how far is a given (non–
vanishing) vector field from being legendrian/being the kernel of an even–contact structure/being
horizontal for a distribution of a given class? Apart from the obvious restrictions on the linearised
return map of a closed orbit in each case, there do not seem to be interesting statements of this
flavour (to the author’s knowledge). In this direction, Engel structures present a lot of flexibility
and one is actually able to prove:
Corollary 3.7. Let M be a 4–manifold and let Y be a line field. Then, Y is tangent to an
Engel structure if and only if it is the line field of a formal Engel structure. The same holds
parametrically and in the foliated setting.
The proof relies on the reduction and extension methods based on convexity that are presented
in Subsections 3.5.5 and 3.6.3, respectively. Note that we do not claim for Y to be kernel of
the resulting Engel structure. In fact, due to the nature of the proof, Y will be everywhere
complementary to the kernel.
3.2 Parametric triangulations adapted to line fields
As pointed out before, our reduction process relies on having a particular decomposition of the
ambient manifold M : first we triangulate M and then we find a nice collection of neighbourhoods
for the cells. The fundamental property of the triangulation is that it is in general position with
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respect to the line field W (meaning that the lower dimensional cells are transverse to it). This
is the problem that we concern ourselves with in this section.
One of the key ideas for dealing with the parametric (or foliated) case of Theorem 3.1 is the
following: If we are given a family of (formal) Engel structures parametrised by a manifold K,
we can just triangulate M ×K and adapt the reduction and extension processes to this higher
dimensional manifold. As such, all the results in this section will be stated for manifolds of
general dimension.
3.2.1 The triangulation theorem. Statement and proof
Definition 3.8. Let M be an n–dimensional manifold, n ≥ 2, endowed with a line field W.
Let T be triangulation of M , which we understand as a finite collection of simplices {σ}. Let
{U(σ)}σ∈T be a finite collection {U(σ)}σ∈T of closed n–discs such that:
a. Each simplex σ is contained in the union ∪τ⊆σU(τ).
b. For each pair of simplices σ, σ′, neither of them containing the other, we have U(σ)∩U(σ′) =
∅.
1. Fix coordinates (p, t) in Dn−11+ε × [−ε, 1 + ε]. For each simplex σ, there exists a map
φ(σ) : Op(U(σ)) −→ Dn−11+ε × [−ε, 1 + ε]
satisfying φ(σ)∗W = 〈∂t〉 and φ(σ)(U(σ)) = Dn−1 × [0, 1].
2. For each simplex σ ∈ T (j), j < n, any orbit of the line field W in the disc U(σ) either
avoids the set ∪τ(σU(τ) or is entirely contained on it. The same is true for Op(U(σ)).
Then, we say that the triangulation T and the cover {U(σ)} are adapted to W.
Let us make a couple of observations. First, the set U(σ) is not a neighbourhood of σ unless
σ is zero dimensional. Rather, the boundary of σ is covered by all the U(τ), where τ ⊂ σ is a
subsimplex, and U(σ) just covers the interior of σ.
Secondly, the point of having φ(σ) defined in a thickening Op(U(σ)) of U(σ) is that if we deform
a formal Engel structure in U(σ), we need a little region to interpolate between the new structure
and the original one that is defined in the remainder of the manifold.
Also, let us introduce some notation. We say that the region φ(σ)−1(Sn−1× [0, 1]) is the vertical
boundary of the flowbox U(σ); in the vertical boundary, W is tangent. Similarly, we say that
φ(σ)−1(Dn−1×{0, 1}) is the horizontal boundary; in the horizontal boundary,W is transverse.
Theorem 3.9. Let M be an n–dimensional manifold, n ≥ 2, endowed with a line fieldW. Then,
there exist a triangulation T and a cover {U(σ)} that are adapted to W. T can be taken to be
arbitrarily fine.
Let us briefly sketch the idea of the proof. The way in which the U(σ) are constructed is
inductively in the dimension of the simplices. Each U(σ) is “tall”: it is a flowbox for W that
is very long in the W direction with respect to the size of its base. This ensures that any
higher dimensional simplex τ meets U(σ) in its vertical boundary; in particular, if U(τ) is chosen
“shorter” than U(σ), Property (2.) holds. Property (b.) holds if all the U(σ) are sufficiently
small. All the other properties are automatic. All of this is depicted in Figures 3.1 and 3.2 in
the two and three dimensional cases, respectively.
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Figure 3.1: Case n = 2. Red : closed discs
for the 0-simplices. Blue: closed discs for
the 1-simplices.
Figure 3.2: Case n = 3. Red : closed discs
for the 0-simplices. Blue: closed discs for the
1-simplices. Yellow : closed discs for the 2-
simplices.
Proof. Fix a Riemannian metric g on the n–manifold M . Apply Thurston’s Jiggling Lemma [79,
Section 5] to find a triangulation T whose simplices are all transverse to the line field W. In
particular, for every simplex which is not top–dimensional, this means that the angle between
the line field and the simplex is strictly positive. We can assume that each simplex is contained
in a flowbox of W; over each such flowbox we trivialise W by a vector field W .
To each j–simplex σ ∈ T (j), j < n, associate a triple of positive real numbers (r0, r1, r2) ∈
R+ × R+ × R+. They measure the size of U(σ) ⊂ M , and we shall fix them later on in the
construction. Consider a j–dimensional disc σ˜ ⊂ σ satisfying r0 < dg(∂σ˜, ∂σ) ≤ 2r0, i.e. it covers
almost all of σ. Use the time–r1 exponential map on an orthonormal basis of (Tσ⊕W)⊥ ⊂ TM
and then the time–r2 flow of W to construct the set:
U(σ) ∼= σ˜ × Dn−1−j(r1)× [−r2, r2].
Its boundary can be decomposed in two parts. The region ∂(σ˜ ×Dn−1−j(r1))× [−r2, r2] will be
called the lateral boundary of U(σ).
Let us prove that suitable choices of (r0, r1, r2) (recall that they depend on the particular σ)
create a collection {U(σ)}σ∈T satisfying all the properties required in the statement for j < n.
Additionally, the sets U(σ) will be chosen to satisfy the following properties:
3a. For any simplex σ, and any simplex τ ) σ, τ intersects the boundary of the set U(σ) in its
lateral region.
3b. For any simplex σ, and any simplex τ ( σ, U(σ) intersects the boundary of U(τ) in its
lateral region.
These properties imply Property (2.) in the statement; this is because the vertical boundaries are
tangent to W. Let us prove that all the desired properties hold by induction on the dimension
of the simplices.
For j = 0, the first radius r0 is not defined; but observe that the five properties in the statement
are satisfied by choosing r1, r2 > 0 small enough. Further, Property (3a.) can be satisfied by
choosing r2 → 0 and r1/r2 → 0. Indeed, if for each sequence of pairs (r1, r2) satisfying r2 → 0
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and r1/r2 → 0 Property (3a.) does not hold, then the angle between W and one of the simplices
τ containing the point σ would be zero, and this is impossible. Property (3b.) is vacuous.
Let us explain the inductive step: we suppose that all the properties hold for the k–simplices,
k = 0, . . . , j − 1, and we consider a j–dimensional simplex σ. Choose the first two radii (r0, r1)
small enough so that
∂(σ˜ × Dn−1−j(r1)) ⊂ ∪τ(σU(τ),
and shrink (r1, r2) to guarantee Property (b.). Property (3a.) is achieved by choosing the
quotient r2/r1 to be large enough and then Property (3b.) is guaranteed if r2 is chosen small
enough.
It remains to consider the n–dimensional simplices σ ∈ T (n). For each such σ, consider the
PL–smooth disc given by the union of the faces of σ where W is inward pointing. By shrinking
it slightly and smoothing, we obtain a smooth (n− 1)–dimensional disc D−. There is a function
h : D− → R+ such that h(p) is the first time in the flow of W when p ∈ D− is taken to a face
of σ where W is outward pointing. Taking a smooth function H : D− → R+ arbitrarily close
to h allows us to produce the flowbox U(σ) by time–H flowing D−. By construction, ∂U(σ) is
C0–close to ∂σ, and therefore ∂U(σ) ⊂ ∪τ(σU(τ).
3.2.2 Relative triangulations and covers
The natural setting whenever we are trying to prove relative statements is a manifold M with
boundary. In this case, the triangulation of interest is actually an extension of a triangulation in
∂M . The two settings of interest are when the line field W is everywhere transverse or tangent
to ∂M .
3.2.2.1 Transverse case
Definition 3.10. Let M be a compact n–dimensional manifold, n ≥ 2 with boundary. Let W
be a line field in M that is transverse to ∂M . Let T = {σ} be triangulation of M extending a
triangulation T∂ of ∂M . Let {U(σ)}σ∈T be a finite collection of closed n–discs in a thickening
Op(M).
We say that (T , {U(σ)}) is adapted to (W, ∂M) if the triangulation T and the covering {U(σ)}σ∈T
are adapted to W in the standard sense.
What we have done is the following. Essentially, we want to use Definition 3.8, but imposing for
the triangulation to be relative to ∂M . This is problematic for the simplices contained in the
boundary, because their model has to be slightly different from the standard one. An easy fix is
simply thickening M by adding a small collar close to ∂M . Using this collar, we can cover M
by flowboxes U(σ) ⊂ Op(M) as described in Definition 3.8 and proceed in the same way.
It is therefore clear that the proof of Theorem 3.9 readily adapts to show:
Corollary 3.11. Let M be an n–dimensional manifold, n ≥ 2, possibly with boundary. Let W
be a line field in M that is transverse to ∂M . Then, there exist a triangulation T and a cover
{U(σ)} that are adapted to (W, ∂M). Additionally, T can be taken to be arbitrarily fine.
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3.2.2.2 Tangent case
The tangent case is a bit more subtle:
Definition 3.12. Let M be a compact n–dimensional manifold, n ≥ 2 with boundary. Let W
be a line field in M that is tangent to ∂M . Let T = {σ} be triangulation of M extending a
triangulation T∂ of ∂M . Let {U(σ)}σ∈T be a finite collection of closed n–discs in a thickening
Op(M).
We say that (T , {U(σ)}) is adapted to (W, ∂M) if the following hold:
• the triangulation T∂ and the covering {U(σ) ∩ ∂M}σ∈T∂ are adapted to W|∂M ,
• the triangulation T \ T∂ is in general position with respect to W,
• the covering {U(σ)}σ∈T satisfies the properties of Definition 3.12.
It any case that the proof of Theorem 3.9 readily yields:
Corollary 3.13. Let M be an n–dimensional manifold, n ≥ 2, possibly with boundary. Let W
be a line field in M that is tangent to ∂M . Then, there exist a triangulation T and a cover
{U(σ)} that are adapted to (W, ∂M). Additionally, T can be taken to be arbitrarily fine.
3.3 Convex curves in the plane and the sphere
As stated at the beginning of the chapter, we will need a better understanding of the space of
convex curves in the sphere. The main reference for this topic is the very excellent paper [70]
by N. Saldanha. A lot of what we explain can be found in much greater detail in his work, so
we will content ourselves with reviewing the results that are relevant to us. When dealing with
matters of local convexity, it is often be fruitful to pass to R2 using an affine mapping to simplify
computations. For this reason, we also include a discussion of convex curves in the plane.
This section, much like the previous one, can be regarded as an appendix containing technical
results. However, the discussion is so central to the arguments of latter sections that we very
much encourage the reader not to skip it. At the same time, it is completely safe not to go through
the proofs of the more technical lemmas as long as their geometrical meaning is understood.
3.3.1 Immersed curves
Before we focus on convex curves, it is worth recalling some essential facts about immersions.
Given any smooth manifold N , and any smooth 1–manifold I, we write I(I,N) for the space of
immersions of I intoN . A reasonable topology for it is the Ck–topology, with k ∈ {1, 2, 3, . . . ,∞}.
One can show that all such choices yield homotopically equivalent topological spaces [8]. For
simplicity, we will just take the C∞–topology. Often, we are interested in spaces of immersions
that are fixed at the ends. If γ : I → N is an immersion with I an interval, we shall write
I(I,N ; γ) for the space of immersions that agree with γ at the ends (as germs).
Given an immersion γ, we can associate to it its Frenet map Γγ = (γ, γ
′) ∈ FI(I,N), the
formal immersion corresponding to it. If Γ ∈ FI(I,N) is some formal immersion, we write
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FI(I,N ; Γ) for the space of formal immersions agreeing with Γ at their ends. We will often
abuse notation and say that Γ ∈ I(I,N) if Γ = (γ, γ′) for some γ ∈ I(I,N).
Let us state (a particular instance of) the Smale–Hirsch theorem:
Proposition 3.14. Let N be a smooth manifold of dimension at least 2. Let K be a compact CW–
complex, possibly with boundary. Suppose that we are given a K–family of formal immersions
Γk = (γk, Fk) ∈ FI(I,N) satisfying Fk(t) = γ′k(t) if k ∈ ∂K or t ∈ Op({0, 1}).
Then, there is a homotopy Γk,s = (γk,s, Fk,s) ∈ FI(I,N), k ∈ K, s ∈ [0, 1], of formal immersions
satisfying:
• Γk,1 ∈ I(I,N),
• Γk,s(t) = Γk(t) if k ∈ ∂K, t ∈ Op({0, 1}), or s = 0,
• γk,s(t) is C0–close to γk(t).
That is, immersions satisfy an h–principle that is relative with respect to the domain and the
parameter and also C0–close. The main consequence of the proposition is that the Frenet map
Γ : I(I,N ; γ)→ FI(I,N ; Γγ),
η → Γη,
induces a (weak) homotopy equivalence. This is a much more general version of the Whitney–
Graunstein theorem that we stated in the Preamble.
3.3.1.1 Immersions into the sphere and the plane
For the rest of the section, we will particularise N = R2,S2 and we will try to understand the
homotopy type of the spaces of convex curves. If N = R2, it is immediate that the space of
formal immersions is homotopy equivalent to Maps(I, S1): i.e. all the homotopy information is
contained in the Gauss map
Gγ(t) =→ γ
′(t)
|γ′(t)| .
We will sometimes think of the Frenet map as the pair (γ,Gγ).
Similarly, the space of formal immersions if N = S2 is readily seen to be homotopy equivalent to
Maps(I, SO(3)). Here the correspondence is given by normalisation too:
(γ, γ′)→ (γ, .γ/| .γ|, n),
with n : I → S2 the only vector that completes the basis to a matrix in SO(3). For this reason,
we will usually think of the Frenet map as the triple of maps:
t→ (γ(t), .γ(t)/| .γ(t)|, n(t)).
3.3.2 Convex curves in the plane. Basic notions
For completeness, let us recall the definition: an immersion γ : [0, 1]→ R2 is said to be convex
if, for all t, {γ′(t), γ′′(t)} is a positive basis for Tγ(t)R2. This is, of course, equivalent to the fact
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that the line determined by γ(t0) and γ
′(t0) lies, locally and as t increases from t0, to the right
of γ(t). If {γ′(t), γ′′(t)} is instead a negative basis, we say that the curve is concave. A time
t ∈ [0, 1] or its image γ(t) are said to be an inflection point if γ is neither convex nor concave
at t.
Disclaimer 3.15. What we call “convex” is often called in the literature “locally convex”.
Convexity is instead a global property amounting to the fact that no geodesic tangent to the
curve at a point intersects it at some other point. To avoid repeating “locally” over and over,
we have opted to just do without it.
Write L([0, 1],R2; γ) for the space of convex curves [0, 1] → R2 that agree with some fixed
convex curve γ : [0, 1] → R2 at their ends. Endowing it with the C∞–topology, it can be
regarded as a subspace of I([0, 1],R2; γ). The Frenet/Gauss functional can be restricted to
L([0, 1],R2; γ). Convexity implies that the Gauss map is necessarily an immersion preserving the
standard orientations. This has the following consequence:
Proposition 3.16 (Pohl). The space L([0, 1],R2; γ) is homotopy equivalent to the natural num-
bers N.
Proof. Consider the covering map
R→ S1
s→ e2pisi.
Given any Γ = (η, F ) ∈ FI([0, 1],R2; γ), the lift of F (1) minus the lift F (0) only depends on
[Γ] ∈ pi0. This defines a map pi0(FI([0, 1],R2; γ)) → R whose image is c + Z. Let c ∈ R be the
smallest positive number satisfying this. Subtracting c provides an isomorphism
wind : pi0(FI([0, 1],R2; γ))→ Z.
If γ is a convex curve, we have wind([γ]) ≥ 0, because the Gauss map Gγ is immersed and
orientation preserving. Then, only those components of FI([0, 1],R2; γ) identified with N can
contain convex curves.
Any curve η in L([0, 1],R2; γ) can be parametrised by the angle that η′(t) makes with the
positive x–axis, because this is an strictly increasing function. Since Diff+([0, 1]) is contractible,
we can first deformation retract L([0, 1],R2; γ) to the subspace L where all curves are indeed
parametrised by angle. Let A ⊂ L be a connected component.
Let η0, η1 ∈ A ⊂ L: they are convex, parametrised by angle, and formally homotopic. The curves
ηs = (1− s)η0 + sη1 ∈ A are also parametrised by angle and are therefore convex. This provides
a deformation retraction of A onto {η0}. We conclude that
wind : L([0, 1],R2; γ)→ N
is a homotopy equivalence.
Variations of Proposition 3.16 will be useful whenever we want to deform families of convex
curves; this is particularly relevant because affine charts map convex curves in the sphere to
convex curves in the plane (see Lemma 3.22).
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3.3.3 Convex curves in the plane. Families with varying boundary
conditions
In Proposition 3.16 we have shown that, having fixed some boundary conditions, the space of
convex curves [0, 1] → R2 satisfying said conditions is a countable collection of contractible
components. However, the families of convex curves we will usually encounter will have varying
boundary conditions that, nonetheless, we want to preserve under deformations. Our aim in this
subsection is to introduce some technical results to deal with such families.
Consider the following problem: we are given two points p0, p1 ∈ R2 and two directions v0, v1 ∈
R2 \{0}. Can we connect p0 with p1 with a convex curve γ : [0, 1]→ R2 such that γ′(0) = v0 and
γ′(1) = v1? We invite the readers to convince themselves that the problem is always solvable
(even parametrically) if we allow the Gauss map of the solution to describe arbitrarily many
turns. However, if we impose bounds on the turning number:
Proposition 3.17. Fix two compact families of germs of convex curves
γs : Op({0}) ⊂ [0, 1]→ R2,
ηs : Op({1}) ⊂ [0, 1]→ R2.
with s ∈ K a compact manifold. Assume that {Gγs(0),Gηs(1)} is a positive basis for R2.
Then, there is a family of convex curves φs : [0, 1]→ R2 satisfying:
• φs = γs in Op({0}),
• φs = ηs in Op({1}),
• Gφs : [0, 1]→ S1 is embedded for each s,
if and only if
ηs(1) lies in the interior of the (open) cone γs(0) + (Gγs(0),Gηs(1))R+.
We should clarify the notation: (Gγs(0),Gηs(1)) ⊂ S1 denotes the interval obtained by going coun-
terclockwise (i.e. positively) from Gγs(0) to Gηs(1). The proposition says that, if (Gγs(0),Gηs(1))
is smaller than a hemisphere, the problem is solvable if and only if ηs(1) can be reached from
γs(0) by following directions contained in it. See Figure 3.3.
Proof. Let us prove the if direction since the only if one is clear.
Let us start by proving a simplified graphical case. Fix a constant C > 0. Suppose that
we have two families of convex functions fs : [−C − 1,−C] → R, gs : [0, 1] → R such that
f ′s(−C) = 0 < g′s(0) and fs(−C) = 0. If gs(0) is sufficiently close to 0, we claim that there is
hs : [−C − 1, 1]→ R convex satisfying hs|[−C−1,−C] = fs and hs|[0,1] = gs.
Indeed, assume that gs(0)/C < g
′
s(0), this is exactly the cone condition stated for functions.
Define H ′s : [−C−1, 1]→ R to be strictly increasing and satisfying H ′s|[−C−1,−C] = f ′s, H ′s|[0,1] =
g′s. Its integralHs, which we define to agree with fs in [−C−1, C], will not in general agree with gs
in [0, 1], they will differ by some t–independent constant. Consider, however, a reparametrisation
φs : [−C − 1, 1] → [−C − 1, 1] which is the identity in [−C − 1, C] ∪ [0, 1]. We will construct
hs = Hs ◦ φs by choosing φs suitably. If we take δ > 0 small, H ′s(−C + δ) and H ′s(−δ) are close
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Figure 3.3: The cone condition in Proposition 3.17.
to f ′s(−C) = 0 and g′s(0), respectively. This implies that if we make φ−1s ([−C,−C + δ]) large,
Hs|[0,1] < gs and if we make φ−1s ([−δ, 0]) large, Hs|[0,1] > gs. Then, there is some middle-ground
choice of φs guaranteeing Hs|[0,1] = gs.
Since {Gγs(0),Gηs(1)} is a positive basis of R2, we can find an s–depending family of affine
transformations that takes us to the graphical setting and the claim follows.
If, instead, one has to describe between half and a full turn to reach Gηs(1) from Gγs(0), the
problem we posed is always solvable:
Proposition 3.18. Fix two families of germs of convex curves, s ∈ K, with K a compact
manifold:
γs : Op(0) ⊂ [0, 1]→ R2,
ηs : Op(1) ⊂ [0, 1]→ R2.
Assume that {Gγs(0),Gηs(1)} is a negative basis for R2.
Then, there is a family of convex curves φs : [0, 1]→ R2 satisfying:
• φs = γs in Op({0}),
• φs = ηs in Op({1}),
• Gφs : [0, 1]→ S1 is embedded for each s.
For a pictorial depiction, refer to Figure 3.4.
Proof. Observe that the points ηs(1), s ∈ K, lie in a compact set A of R2. This implies that, for
C > 0 large enough, the half–space determined by the point C · γ′s(0) + γs(0) and the directions
(−Gηs(1),Gηs(1)) ⊂ S1, contains A.
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Figure 3.4: The elements involved in the proof of Proposition 3.18.
This allows us to do the following: we trace a convex arc agreeing with γs in Op({0}) and having
endpoint arbitrarily close to C ·γ′s(0)+γs(0). Then, we turn to so that the tangent vector points
in the direction of −Gηs(1). By Proposition 3.17 it is possible to connect this curve with ηs.
3.3.4 Convex curves in the plane. Glueing, flattening, and stretching
In Subsections 3.6.1 and 3.6.2, we will solve the extension problem by constructing Engel struc-
tures in terms of curves that pass from being convex to being tangent to a maximal circle that
describes a contact structure. As such, we need three technical results. The first allows us to
smoothly transition from being tangent to a maximal circle to being convex; this is achieved
by a “glueing” procedure. The second will allow us to “flatten” a point where a convex curve
is tangent to a maximal circle into an ∞–order point of contact. The third “stretches” this
∞–order point of contact into an arbitrarily large segment along which both curves coincide. We
phrase the lemmas for plane curves, since it is simpler to do it in this setting.
3.3.4.1 The glueing lemma
Lemma 3.19. Let K be a compact manifold. Let L ⊂ R2 be the x–axis. Consider a smooth
family of curves γs : [0, 1] → R2, s ∈ K, which are either convex or reparametrisations of a
segment of L. Assume further that γs(0) = 0 is a tangency with L.
Then, for any ε ∈ R+ small enough, there is a smooth family of immersions ηs : [0, 1] → R2,
s ∈ K, satisfying:
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I. ‖ηs − γs‖C1 ≤ ε and ηs|[ε,1] = γs|[ε,1],
II. ηs(0) = (−ε, 0) is a tangency with L,
IIIa. If the curve γs is convex, the curve ηs is convex for t ∈ (0, 1] and ηs(0) is an ∞–order
tangency with L.
IIIb. If the curve γs is a reparametrisation of a segment of L, so is the curve ηs.
That is, by slightly pushing the tangency, we are able to glue the family with the equator at γs(0).
This lemma readily follows from Proposition 3.17, but it can be easily proven independently:
Proof. There is an interval [0, 2ε] in which the functions γs are graphical over L. Denote by fs
the functions depending on x that describe them.
Construct an increasing cut–off function χ : [−ε, 2ε]→ [0, 2ε] satisfying:
χ(k)(−ε) = 0 for k ∈ N, χ′′|[−ε,ε) > 0, and χ(t)|[ε,2ε] = t.
Since the composition of increasing functions is convex as soon as one of them is strictly convex
and the other is (non–strictly) convex, the family fs ◦ χ(t) defines a family of convex curves
ηs : [−ε, 2ε]→ R
that glues with γs|[ε,1]. We can then reparametrise to obtain the family claimed in the statement.
3.3.4.2 The flattening lemma
Proceeding pretty much like in the previous subsubsection, we can smoothly flatten a given
point in a convex curve to achieve an∞–order of contact with respect to an equator. This is the
content of the following lemma:
Lemma 3.20. Let K be a compact manifold. Let L ⊂ R2 be the x–axis. Consider a smooth
family of curves γs : [−1, 1] → R2, s ∈ K, which are convex and have γs(0) = 0 as a tangency
with L.
For any ε ∈ R+ small enough, the family γs can be extended to a K × [0, 1]–family parametrised
by (s, l) satisfying:
I. γ(s,0) = γs.
II. |γ(s,l) − γs|C1 ≤ ε and γ(s,l)|[−1,−ε]∪[ε,1] = γs|[−1,−ε]∪[ε,1],
III. γ(s,l)(0) = 0 is a tangency with L,
IV. for l ∈ [0, 1), the curves γ(s,l) are convex. γ(s,1) is convex for t ∈ [−1, 0)∪ (0, 1] and has an
∞–order of contact with L at t = 0.
Proof. By assumption, there is ε > 0 small such that γs is graphical over L if t ∈ [−ε, ε]. We
shall abuse notation and regard it as a function of x with domain [−ε, ε]. Then, since γs is convex
and vanishing at at the origin, there are constants c0, c1 ∈ R+ such that
0 < c0 ≤ γ′′s (t), 0 ≤ ‖γ′s(t)‖ ≤ c1 ∀t ∈ [−ε, ε].
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Figure 3.5: Graph of h.
Given a smooth function g : [−ε, ε] → [−ε, ε], a condition for F = γs ◦ g to be convex is the
differential inequality
F ′′ = (γ′′s ◦ g)(g′)2 + (γ′s ◦ g)g′′ > 0.
Having bounds as the one above in terms of constants c0, c1, it is sufficient that g satisfies the
inequality
c0(g
′)2 − c1|g′′| > 0. (3.3)
Consider a function h : [−ε, ε]→ [0, 1] such that:
a. h(−t) = h(t) and h(k)(0) = 0 for k ∈ N,
b.
∫ ε
0
h(t)dt = δ and h|[3ε/4,1] = 1,
c. h′|(0,ε/4) > 0 and h′|[ε/4,ε/2] = 0,
d. c0 > c1|h′| ≥ 0 in [ε/2, 3ε/4].
See Figure 3.5 for a pictorial description.
The desired family is constructed by linear interpolation:
gl(t) =
∫ t
0
[(1− l) + lh(t)]dt, l ∈ [0, 1], t ∈ (−ε, ε),
γ(s,l) = γs ◦ gl.
Property (b.) allows for the function γ(s,l) to be defined in t ∈ [−1,−ε) ∪ (ε, 1] to be simply γs.
Property (c.) implies that the resulting curves are convex in (0, ε/2). Property (c.) implies that
the inequality 3.3 holds in [ε/2, 3ε/4]. Property (a.) ensures convexity in [−1, 0) by symmetry
and gives the ∞–order tangency in 0.
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3.3.4.3 The stretching lemma
The following lemma concerns the stretching of a flattened point into a segment, the details of
the proof are left to the reader.
Lemma 3.21. Let K be a compact manifold. Let L ⊂ R2 be the x–axis. Consider a smooth
family of curves γs : [−1, 1] → R2, s ∈ K, which are convex and have γs(0) = 0 as an ∞–order
tangency with L.
Given any number C > 0, the family γs can be extended to a K × [0, C]–family of curves
parametrised by (s, l) with domains [−1, 1 + l] that satisfy:
• γ(s,l)(t) = γs(t) if t ∈ [−1, 0],
• γ(s,l)(t) = γs(t− l) + (l, 0) if t ∈ [l, 1 + l],
• γ(s,l) is a reparametrisation of the segment [0, l]× {0} ⊂ L if t ∈ [0, l].
3.3.5 Convex curves in the sphere. Basic notions
Let γ : S1 → S2 be a curve in the 2–sphere. We say that γ(t) is an inflection point for γ if the
maximal circle tangent to γ at time t locally divides γ in two parts. A curve γ : S1 → S2 having
no inflection points has an associated Frenet map Γγ : S1 → O(3) given at t by the matrix
(γ(t),
.
γ(t)/| .γ(t)|, n(t)),
with n : S1 → S2 satisfying 〈..γ(t), n(t)〉 > 0. The curve γ is said to be convex if Γγ has
positive determinant and thus it lives in SO(3); then the definition agrees with the one given for
immersions. We say it is concave if the Frenet map has negative determinant.
The following lemma gives a correspondence between convex curves in the plane and the sphere,
allowing us to use the machinery built in the previous subsections:
Lemma 3.22. The affine chart
Φ : H2 = {(x, y, z) ∈ S2 : x > 0} −→ R2
Φ(x, y, z) = (y/x, z/x)
maps geodesics to geodesics, inflection points to inflection points, and convex curves to convex
curves. So does any other affine chart.
Proof. The map Φ is readily seen to preserve geodesics from the correspondence between geodesics
and planes passing through the origin. Convex curves are also preserved because convexity can be
defined in terms of the order of contact with the corresponding geodesics (i.e. through inflection
points).
The main question to tackle in what remains of this section is what the homotopy type of the
space of convex curves in S2 is. We shall phrase it (as expected) in the language of the h–
principle, much like we did in the case of immersions. To avoid cluttering the notation, let us
make some simplifications.
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Let If be the space of smooth immersions of S1 into S2 (here, f stands for “free”). We denote by
Lf ⊂ If the subspace of convex curves. If is a subspace itself of the space of formal immersions
FIf (we think of them as maps S1 → SO(3)).
Write I, L, and FI, respectively, for the subspaces of curves additionally satisfying Γγ(1) = Id.
Taking Frenet maps at t = 1 gives a projection Lf → SO(3) whose fibre over the identity matrix
is L. The action of SO(3) on Lf identifies all the fibres with L and shows that Lf = SO(3)×L.
An analogous statement holds for If and FIf . Having this simple product structure means
that, henceforth, we shall focus on the topology of FI, I, and L.
3.3.5.1 Revisiting immersions in S2
The Hirsch–Smale theorem says that the inclusions If → FIf and I → FI are weak homotopy
equivalences. At the same time, FIf can be understood to be the space of formal convex curves
as well. Indeed, if we decouple the position, velocity, and acceleration of a convex curve, which
is all the relevant formal data, we obtain, up to homotopy, a map into SO(3).
What are the homotopy groups of FI? Let us compute:
pik(FI) = pik(Ω(SO(3))) = pik+1(SO(3)) = pik+1(S3) if k > 0,
pi0(FI) = pi1(SO(3)) = Z2.
Here Ω(SO(3)) denotes the (based) loop space of SO(3).
Let αj : S1 → S2, j ∈ {1, 2, . . . }, be the convex curve eit → Φ−1(eitj + i), where Φ is the affine
chart described in Lemma 3.22. It is a curve in L that describes j little loops. The computation
that we just did shows that αj is homotopic to αj±2 as an element in I.
3.3.5.2 Adding loops
Let us explain analytically the following straightforward geometric operation: given a family of
curves, we want to cut them at a point and add there a little convex wiggle.
Let αj ∈ L, j ∈ {1, 2, . . . }, be a convex curve describing j loops in an affine chart. Let K be
a compact parameter space (possibly a manifold). Let γk : [0, 1] → S2, k ∈ K, be a family of
immersions. Let t0 ∈ [0, 1]. Denote Ak = Γγk(t0) ∈ SO(3). Since ΓAk◦αj (1) = Ak = Γγk(t0), we
can concatenate the curves γk|[0,t0], Ak ◦ αj , and γk|[t0,1], smoothing them at the concatenation
points. From Proposition 3.16, it is obvious that any two families produced like this are homotopic
(where the homotopy leaves the curves fixed away from the cutting point), so we denote any such
family by γ
[j#t0]
k .
1
It is clear that the same construction can be done if γk has domain any other 1–dimensional
manifold I or if its target is R2 instead of S2. In the plane, the resulting curves lie in different
connected components as we add new loops. In the sphere, this operation, if done once, changes
the connected component of the family; if done twice, the family is homotopic to the original
one:
1This notation was originally introduced by Saldanha in [70], but he writes the point and the number of loops
in the opposite order. It seems more natural to me to write “j loops at the point t0”, and hence I have chosen to
follow this convention instead. I apologise for this.
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Proposition 3.23. Let γk : I → S2 be a family of immersions. The curves γk and γ[j#t0]k are
homotopic as families of immersions if and only if j is even.
For a pictorial description of the homotopy, see Figure 3.6. Since the process can be iterated
over different points {t0, . . . , tn}, we will write γ[j0#t0,...,jn#tn]k if we do so.
Figure 3.6: A homotopy through immersions between a curve and the same curve with two
wiggles added. In the last step, one of the wiggles has to be moved around the sphere to make
it appear in the other side.
3.3.6 Convex curves in the sphere. The theorems of Little and Sal-
danha
The following classic result, due to Little [50], describes the connected components of L:
Proposition 3.24. Let αj ∈ L, j > 0, be a little convex curve in S2 that, in an affine chart, has
Gauss map of degree j. The curve αj is homotopic, through curves in L, to αj+2 if and only if
j > 1. In particular, L has three connected components, represented by the curves αj, j = 1, 2, 3.
Write Lj ⊂ L for the connected component containing αj . See Figure 3.7 for a explicit homotopy
connecting α2 with α4 through convex curves.
Proposition 3.24 states that the inclusion L → I is not a weak homotopy equivalence: this already
fails at the level of pi0. However, this failure for the h–principle to hold for the inclusion L → FI
happens in higher homotopy groups as well. This is worked out by Saldanha in [70], where he
computes the homotopy groups of all the Lj . Let us review some of the notions introduced in
[70].
Within L, there are submanifolds Mm of codimension 2m, m ≥ 1, defined as follows: a convex
curve γ belongs to Mm if there are points t1, ..., tm = 1 ∈ S1 such that Γγ(ti) = Id and the arcs
between the ti belong to L1. This implies thatM1 = L1,Mm ⊂ L2 if m is even, andMm ⊂ L2
if m is odd. Then, Saldanha’s result can be phrased as follows:
Proposition 3.25 ([70][Lemma 10.1). ] There are subspaces Yj ⊂ Lj, j = 2, 3, satisfying:
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Figure 3.7: The blue lines correspond to maximal circles. The first figure is a convex curve that,
in the frontal hemisphere, has winding number two. By pushing the upper strand down, it can
be taken to the second figure. It is convex because it is comprised of three segments that are
slight push-offs of the blue equators whose corners have been rounded to preserve convexity. The
same is true for the third step, which is obtained from the second by following the equators for a
longer time. Then, we push everything to the opposite hemisphere, yielding a curve that in said
hemisphere has winding number four.
• Y2 ∪ Y3 → I is a deformation retract,
• a deformation retract of L2 is obtained from Y2 by attaching discs D4i+2, i = 0, 1, 2, ..,
along contractible spheres,
• a deformation retract of L3 is obtained from Y3 by attaching discs D4i, i = 1, 2, .., along
contractible spheres.
The subspaces Yj can be set to be Yj = Lj \ (∪mMm).
It was known classically that L1 is contractible.
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3.3.7 Convex curves in the sphere. Loose maps
Proposition 3.25 should be understood as an h–principle statement. It says that a certain subclass
Y2 ∪Y3 ⊂ L of convex curves satisfies a complete h–principle (possibly one would be tempted to
say that this is the overtwisted class). Even though this class is only meaningfully defined up to
homotopy (although we do explicitly describe one representative), one can pose the question of
whether a given map into L is homotopic to a map with image in this flexible class. Such a map
will be called loose. Proposition 3.25 can be reworded by saying:
Corollary 3.26 (Saldanha). Let K be a compact set. A continuous map f : K → L that is
disjoint from each of the Mm is loose.
That is, any two maps f0, f1 : K → L \ (∪mMm) are homotopic as maps into L \ (∪mMm) if
and only if they are homotopic as maps into I or FI.
Loose maps can also be characterised in a more geometric fashion. Given a map f : K → L and
a point t ∈ S1, recall that we can define the map f [1#t] : K → I. It is easy to check that it can
be done so that f [1#t] : K → L is still a family of convex curves. Write f [i0#t0,...,in#tn] for the
result of adding ij > 0 loops at the point tj .
It is immediate that the choice of point in which a loop is added is not important: f [i0#t0,...,in#tn]
is homotopic, through convex curves, to f [i0+···+in#1]. This is true because we can simply “slide”
the basepoints ti to the point t = 1 and this yields the desired homotopy, effectively moving the
newly added loops along the curve. We then claim that the following lemma holds, which is a
slight improvement of Proposition 3.24:
Lemma 3.27. Let f : K → L. Then, f [i0#t0,...,in#tn] is homotopic through convex curves to
either f [1#1] or f [2#1] depending on whether i0 + . . . in > 0 is odd or even.
Proof. By the previous discussion, f [i0#t0,...,in#tn] is homotopic to f [i0+···+in#1]. The latter
family is obtained from f by cutting it at the point 1 ∈ S1 and concatenating with the curve
αi0+···+in (a curve describing i0 + · · ·+ in wiggles in an affine chart).
If i0 + · · · + in > 3, we can apply Little’s homotopy (Proposition 3.24) to αi0+···+in relative to
the ends, and show that f [i0+···+in#1] is homotopic to f [i0+···+in−2#1]. If i0 + · · ·+ in = 3, then it
is left as an exercise to the reader to prove that the process of Proposition 3.24 (or, equivalently,
Figure 3.7), can be done as well by using a little portion of the original curve.
The geometric intuition now is that, as soon as some extra convexity is added (by introducing ad-
ditional loops), all possible homotopies through immersions can be approximated by homotopies
through convex curves:
Lemma 3.28 (Saldanha). Let f : K → L be homotopic to f [2#1]. Then, f is loose.
3.3.7.1 Adding wiggles to achieve convexity
To finish the discussion, we shall prove an statement that is somewhat analogous to (our phrasing
of) the Smale–Hirsch theorem (Proposition 3.14). The reader can take it as a first step towards
understanding Saldanha’s work. It will be used later when we solve the Engel extension problem.
For a picture, see Figure 3.8.
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Figure 3.8: A homotopy where, starting from one wiggle, we use Little’s homotopy to create
many more that we then distribute along the curve to achieve convexity everywhere. We use the
notation from Proposition 3.29.
Proposition 3.29. Let K be a manifold, possibly non–compact and with boundary. Fix A ⊂ K
some closed submanifold. Let a ∈ (0, 1). Let f : K → I([0, 1],S2) be a family of immersions
satisfying:
• for all k, f(k)|[0,a]∪{1} is convex,
• f(A) ⊂ L([0, 1],S2).
Let I = [0, 1] \ Op({0, 1}). Then, there is a family f : K × [0,∞)→ I([0, 1],S2) such that:
• f(k, 0) = f [1#a/2](k),
• f(k, s)(t) is convex if k ∈ Op(A),
• f(k, s)(t) = f [1#a/2](t) if t ∈ Op({0, 1}),
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• for s large enough and independent of k, f(k, s) is everywhere convex,
• the length of f(k, s) is bounded independently of k and s; its curvature in I goes to infinity,
independently of k, as s→∞.
Proof. Let fn : K → I([0, 1],S2), n ∈ [0,∞), be a family of immersions with fn = f [1+2n#a/2] if
n is an integer. That is, Little’s homotopy between f [1+2n#a/2] and f [3+2n#a/2] is performed in
the interval (n, n+ 1) (see Proposition 3.24 and Lemma 3.27). We have f0 = f .
Now we further homotope the family fn to distribute the wiggles that we are creating uniformly
in I. Define fn,r : K → I([0, 1],S2), n ∈ [0,∞), r ∈ [0, 1], satisfying:
• fn,0 = fn,
• if n ∈ [0, 1], fn,r = fn,
• let m > 0 be an integer. Then, for n ∈ [m,m+ 1], we have
fn,1 = f
[1#t0,...,1#t2m−1]
n−m
where tj : [m,m+ 1]→ I are continuous functions of n whose images are (approximately)
evenly spaced.
That such a homotopy exists is a consequence of the discussion prior to Lemma 3.27: we simply
slide the new wiggles as they appear, so they are distributed uniformly over the domain.
Fix k ∈ K. Then, there exists N large enough such that, for n > N and all j ∈ {0, · · · , 2bn−1c},
the segment fn,1|[tj ,tj+1] can be made convex by borrowing some of the convexity of the wiggles
at its endpoints. This can be packaged as a smooth function N : K → [0,∞). Define fn,r : K →
I([0, 1],S2), r ∈ [1, 2], n ≥ N(k), to be a homotopy with fn,2 : K → L([0, 1],S2) doing precisely
this.
We now set for the wiggles we introduce to have diameter O(1/n). Then, the curvature behaves
like O(n2) and the length like O(1).
3.4 Engel shells
Consider coordinates (x, y, z; t) in the cartesian product D3×[0, 1]. We endow it with the standard
orientation and the Euclidean metric as a subspace of R4. In Section 1.2 we discussed Engel
structures in D3 × [0, 1] containing the vertical direction 〈∂t〉. We shall now study formal Engel
structures in D3× [0, 1] containing 〈∂t〉 that, additionally, are Engel in ∂(D3× [0, 1]). For ease of
notation, we will call this notion an Engel shell ; they conform the natural framework in which
we will phrase the three extension methods.
Definition 3.30. An Engel shell is a 2–plane distribution D on the 4–cell D3×[0, 1] conforming
to the following properties:
1. D = 〈∂t, X〉, where X is a unitary vector field tangent to the level sets D3 × {t},
2. in a neighbourhood Op(∂(D3 × [0, 1])) of the boundary, D is an Engel structure.
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If D is Engel everywhere, the Engel shell is said to be solid.
Let M be a 4–manifold with D a 2–plane distribution. A set U ⊂ M is said to be an Engel
shell if there is a map φ : U → D3 × [0, 1] so that φ∗D is an Engel shell. The map φ is called a
trivialising chart.
Remark 3.31. Any homotopy of Engel shells is assumed to be relative to the boundary unless
explicitly stated otherwise.
It is possibly unclear a priori how the formal data in the interior is being encoded. The following
lemma states that, given any Engel shell, there is a unique extension (up to homotopy) of the
formal data in the boundary (given by the fact that D is Engel there) to the whole of D3× [0, 1].
Lemma 3.32. Let D be an Engel shell. Then, there is a formal Engel structure (W,D, E) that
in Op(∂(D3 × [0, 1])) satisfies E = [D,D] and W is its kernel. This formal Engel structure is
unique, up to homotopy relative to the boundary.
Proof. The (orientable) line field W yields a section of D in Op(∂(D3 × [0, 1])). Since D is the
trivial 2–dimensional real bundle, this section extends to the interior and this extension is unique
up to homotopy. Similarly, E/D can be thought of as a section of T (D3 × [0, 1])/D and one can
reason analogously.
Consider the bundle isomorphism det(D) ∼= E/D. Any line field over D3× [0, 1] that is orientable
over the boundary, is globally orientable. Over the boundary, the isomorphism is realised because
D is Engel, so we obtain a global isomorphism. The same applies to det(E/W) ∼= TM/E .
In particular, Lemma 3.32 says that, when we tackle the extension problem, we only have to
worry about homotoping the 2–distribution so that it becomes Engel, because the resulting
formal Engel structure will have the correct homotopy type regardless of any choice we make.
In the next two subsections we shall define two particularly relevant examples of Engel shells.
3.4.0.1 X as a family of curves in S2
We recall one last piece of notation: as explained in Section 1.2, the vector field X can be
understood as a D3–family of curves. Indeed, for each p ∈ D3, the unit tangent bundle of
D3 × {t} at every point (p, t) can be identified with S2. For this, a t–invariant metric has to be
chosen in D3 × [0, 1] and, for simplicity and unless stated otherwise, we will take the Euclidean
one, as stated above.
A particularly important consequence of this is that it is not immediate to show that certain
statements about the curves Xp still hold in a different but overlapping Engel shell (living in the
same ambient 4–manifold). Later on, in Subsections 3.5.1 and 3.5.2, we will deal with this issue.
In any case, for a given Engel shell we have the family of curves:
Xp : [0, 1]→ S2,
Xp(t) = X(p, t) ∈ STp,t(D3 × {t}) ∼= S2.
The one result that it is important to have in mind before reading the rest of this section is
Proposition 1.12 about how Engelness can be characterised in terms of these curves. Both the
statement and its proof are key to our arguments.
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3.4.1 Engel shells of contact type
Definition 3.33. Let D be an Engel shell. D is said to be of contact–type if the following
properties hold:
a. D is contained in the 3–distribution ξ ⊕ 〈∂t〉, with ξ a t–invariant contact structure on the
level sets D3 × {t},
b. in Op(∂(D3 × [0, 1])), the even-contact structure [D,D] is ξ ⊕ 〈∂t〉 and 〈∂t〉 is its kernel.
In particular, the underlying contact structure ξ is part of the data of the contact–type shell.
The reduction process of Subsection 3.5.4 will create Engel shells of contact-type in each 4–ball.
The extension procedures of Subsections 3.6.1 and 3.6.2 use Engel shells of contact-type as their
starting data.
Remark: Our discussion about how the formal structure extends to the interior means that the
extension can be taken to be E = ξ ⊕ 〈∂t〉 and W = 〈∂t〉.
In an Engel shell of contact-type, D is constrained to live in ξ ⊕ 〈∂t〉. In particular, this means
that the line field X is tangent to the contact structure ξ. As such, the functions Xp, that
normally take values in S2, instead take values in S(ξ) ∼= S1. This allows us to describe such
a shell in terms of a D3–family of real–valued functions that describe how X is turning with
respect to a framing of ξ.
Let us be more precise. Consider the euclidean metric in D3 × [0, 1]. The distribution ξ ⊕ 〈∂t〉
agrees with E in Op(∂(D3 × [0, 1])); since the latter is oriented, so is the first (not only at the
boundary, but everywhere). We can now fix a orthonormal Legendrian frame {Y, Z} for the
contact structure (D3, ξ) so that {∂t, Y, Z} is a positive frame for ξ ⊕ 〈∂t〉. Then, the following
formula
X(p, t) = cos(c(p, t))Y + sin(c(p, t))Z, (3.4)
assigns to each contact–type shell a real–valued function c : D3 × [0, 1] −→ R that is uniquely
defined up to shifting by 2pi. The function c = c(D) defined by Equation 3.4 is called the angular
function
Remark 3.34. Whenever D is Engel, the angular function is the lift to R of the developing map
of the W–orbit {p} × [0, 1]. See 1.5.3.1.
The orientation conventions imply the following fact:
Lemma 3.35. The contact–type Engel shell D is an Engel structure at the point (p, t) if and
only if ∂tc(D)(p, t) 6= 0.
Additionally, ξ ⊕ 〈∂t〉 = [D,D] at (p, t) as oriented bundles if and only if ∂tc(D)(p, t) > 0.
In particular, the differential inequality ∂tc(D) > 0 always holds on a neighbourhood Op(∂(D3×
[0, 1])). Conversely, suppose that a contact structure ξ in D3 and a frame {Y, Z} for it have
been fixed; then, any function c : D3 × [0, 1] −→ R satisfying ∂tc(D) > 0 on a neighbourhood
Op(∂(D3× [0, 1])) is the angular function of some uniquely defined contact–type Engel shell D(c).
We conclude that there is a bijective correspondence between angular functions up to shifting
by 2pi and contact–type shells (once a framed contact structure has been fixed).
Contractibility of the space of real functions relative to the boundary implies that:
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Lemma 3.36. Fix a contact structure ξ in D3 with a legendrian frame {Y,Z}. Let c1, c2 :
D3×[0, 1] −→ R be two angular functions agreeing on Op(∂(D3×[0, 1])). Then, the corresponding
contact–type shells D(c1) and D(c2) are homotopic relative to the boundary as contact–type shells.
One relevant instance of this is when one of the angular functions is strictly increasing, and thus
defines a solid Engel shell:
Lemma 3.37. Let D be a contact–type Engel shell with c its angular function. D is homotopic,
relative to the boundary, to a solid contact–type Engel shell if and only if c(p, 1) > c(p, 0) for all
p ∈ D3.
Proof. If c(p, 1) > c(p, 0) holds everywhere, then c is homotopic, relative to the boundary, to a
function c˜ : D3 × [0, 1] → R satisfying ∂tc˜ > 0; then Lemma 3.36 yields the claim. Otherwise,
Bolzano’s theorem says that we cannot find a function c˜ that is everywhere increasing and agrees
with c at the boundary, and therefore the problem is not solvable within the category of contact–
type shells.
We are therefore forced to solve the extension problem using Engel shells that are not necessarily
of contact-type. Let us define one last concept that will be relevant:
Definition 3.38. Let D be a contact–type Engel shell. The height of D is the largest non–
negative integer height(D) satisfying:
min
p∈∂D3
c(p, 1)− c(p, 0)
pi
> height(D).
Do note the strict inequality in the definition. Geometrically, the height of a contact–type shell
measures how many projective turns the legendrian vector field X(p, 1) has rotated with respect
to X(p, 0) (for those p in the boundary of D3). The extension processes of Subsections 3.6.1 and
3.6.2 require as input contact–type shells of sufficiently large height.
Proposition 3.39. Let D be a contact–type shell. Its height is invariant under reparametrisation
of D3 and modification of the framing {Y, Z}.
3.4.2 Engel shells of convex type
The following type of shell is the starting point for the extension method explained in Subsection
3.6.3.
Definition 3.40. Let D be an Engel shell. D is said to be of convex-type if the following
properties hold:
a. the curves Xp are immersions for all p ∈ D3,
b. the curves Xp are convex at time t whenever (p, t) ∈ Op(∂(D3 × [0, 1])).
We shall see that a convex–type shell can (under suitable assumptions) be made solid through
convex–type shells. This can be found in Subsection 3.6.3. Before that, we should introduce a
notion that is somehow analogous to the height we defined for contact–type ones.
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3.4.2.1 Winding
The winding of a convex–type shell measures whether the curves Xp are very wiggly. A practical
way of measuring this is to pass to an affine chart and measure the how many turns the Gauss
map is describing there. Let us formalise this idea.
Let Ψp : Hp → R2, p ∈ ∂D3, be a smooth family of affine charts such that the hemisphere Hp
contains the vector Xp(0). Then, one can consider the segment γp of Ψp ◦Xp that contains the
initial point Ψp ◦Xp(0).
Let ρp ∈ (0, 1), p ∈ ∂D3, be a smooth family of constants depending on p such that the domain
of γp contains [0, ρp]. Given the convex curves:
γp : [0, ρp]→ R2
we can consider their Gauss map
Gγp =
γ′p
||γ′p||
: [0, ρp]→ S1,
Gγp(s) = ewγp (s)i.
Definition 3.41. Let γ : [0, ρ] → R2 be a convex curve. Then, the winding of γ is the non–
negative real number:
wind(γ) =
wγ(ρ)− wγ(0)
pi
.
Let D be a convex–type shell. The winding of D is the largest non–negative integer wind(D)
satisfying:
sup
Ψp,ρp
min
p∈∂D3
wγp(ρp)− wγp(0)
pi
> wind(D).
where the supremum is taken over all the possible choices of Ψp and ρp.
Remark 3.42. The winding is simply measuring the minimum amount of half–turns, over all
p ∈ ∂D3, that γ′p makes. The curves γp themselves depend on which hemisphere we choose, and
for this reason we take supremum over all possible choices.
For all practical uses, we will check winding with Φp satisfying γp(0) = (0, 0) and Gγp(0) = (1, 0).
Such a Φp is not uniquely defined but, since we are assuming that D3 × [0, 1] is endowed with
the Euclidean metric, we could set for Φp to preserve orthogonality at the point Xp(0).
We saw already in Section 3.3 that convex curves become flexible/loose if a wiggle is added to
them. We shall see (Subsection 3.6.3) that having large winding will immediately imply that the
curves Xp, p ∈ ∂D3, are loose, which will allow us to solve the extension problem.
3.4.3 The hierarchy of shells
Definition 3.43. Let D0 and D1 be two shells. We say that D1 dominates D0 if there is an
embedding φ : D3 × [0, 1]→ D3 × [0, 1] satisfying:
• there is a deformation of D1, relative to the boundary, such that φ∗D1 = D0,
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• this deformation can be chosen to be Engel in D3 × [0, 1] \ Image(φ).
That is, D1 dominates D0 if solving the extension problem for D0 automatically solves the
extension problem for D1. The idea of this subsection is to show that, when we study the
extension problem, we can restrict to shells that have some additional structure that make them
easy to work with.
3.4.3.1 Domination between contact–type shells
In the particular case of contact–type shells, we have the following straightforward proposition:
Proposition 3.44. Let ξ be a contact structure in D3 whose frame {Y,Z} we fix. Let D(c0) and
D(c1) be two contact–type shells such that, for all p ∈ D3, satisfy:
c0(p, 0) < c1(p, 0) and c0(p, 1) > c1(p, 1).
Then, D(c0) dominates D(c1).
Proof. First we can find a contact embedding φ : (D3, ξ) → (D3, ξ) that slightly shrinks D3, i.e.
φ−1(∂D3) = ∅. It can be assumed that φ satisfies c0(φ(p), 0) < c1(p, 0) and c0(φ(p), 1) > c1(p, 1).
Using Lemma 3.36, we can deform c0 to be strictly increasing in the intervals
Op([0, h0(p)]) ∪ Op([h1(p), 1]),
where h0, h1 : φ(D3) → [0, 1] are smooth functions satisfying c0(φ(p), hi(p)) = c1(p, i), i = 0, 1.
This allows us, if we adjust c0 suitably, to ensure that the embedding
Φ : Op(∂D(c1))→ D(c0)
Φ(p, i) = (φ(p), hi(p))
satisfies Φ∗c0 = c1. Extending Φ to the interior of D(c1) arbitrarily, D(c0) can be further
homotoped within Φ(D(c1)), relative to its boundary, to achieve Φ∗c0 = c1 everywhere. The
claim follows.
Remark 3.45. One of the key assumptions in Proposition 3.44 is that the two shells we are
comparing have the same underlying framed contact structure. This raises the following ques-
tion: what if we allow for reparametrisations of D3 that preserve the contact structure? For
instance: consider an Engel shell D(c) with c(p, 1) < c(p, 0), for some p. This implies that the
extension problem cannot be solved by applying Lemma 3.37; geometrically, the legendrian vec-
tor field X is turning negatively as we move in the interval p × [0, 1]. However, there might be
a contactomorphism φ of D3 such that (φ∗X)(p, 1) turns positively with respect to X(p, 0) for
all p, allowing us to apply Lemma 3.37 after this reparametrisation. The underlying question is:
to what extent do (compactly supported) contactomorphisms of D3 preserve the partial order in
the space of legendrian vector fields (that are fixed at the boundary)? It seems very hard to give
an interesting answer.
We can now introduce a particular type of contact–type shell that is well suited for performing
the extension processes of Subsections 3.6.1 and 3.6.2. Roughly speaking, it is a shell where
there is a region t ∈ [0, ρ], ρ > 0 small, in which the angular function is strictly increasing and
does not depend on p. As such, the regions D3 × [0, ρ] and D3 × [ρ, 1] are shells themselves, and
the first one is actually solid. Our aim (in Section 3.6) is to modify the former (through solid
shells that are not necessarily of contact–type), modifying in particular the germ along its upper
boundary, so that the angular function of the latter shell fits in the hypothesis of Lemma 3.37.
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Definition 3.46. Let C be a positive integer. A function c : D3 × [0, 1] −→ R is said to be a
C–angular function if there is ρ ∈ (0, 1) such that c is strictly increasing in [0, ρ] and
c(p, ρ)− c(p, 0) > Cpi for all p.
The contact–type shell D(c) associated to a C–angular function c is said to be a C–contact–type
shell.
The most relevant use of Proposition 3.44 is the following corollary.
Corollary 3.47. The contact–type shell D dominates a height(D)–contact–type shell.
Let us spell out what this is saying: given a shell of height height(D), which is a quantity that
measures the turning of the legendrian frame X along the boundary of D3, it dominates a second
shell where every curve Xp describes height(D) turns concentrated in the band D3 × [0, ρ].
3.4.3.2 Domination between convex–type shells
Our aim now is proving an statement that is analogous to Corollary 3.47: given a convex–
type shell of winding wind(D), it dominates a convex–type shell where the curves Xp|[0,ρ] have
controlled winding for all p ∈ D3 and not just those p in the boundary.
Definition 3.48. Let C be a positive integer. A convex–type shell D is said to be of C–convex–
type if there is a constant ρ ∈ (0, 1), a family of convex curves fp : [0, ρ] → S2, such that
Xp|[0,ρ] = f [C#ρ/2]p .
Recall that f
[C#ρ/2]
p is a curve obtained from fp by cutting it at time ρ/2 and adding C little
loops; see Subsubsection 3.3.7.
Remark 3.49. Observe that the curves Xp in a C–convex–type shell describe C little wiggles.
This implies that their Gauss maps, in an affine chart centered at Xp(t0), describe 2C projective
turns. Thus, a C–convex–type shell has winding at least 2C. We apologise for this potentially
confusing notation.
The following is the main result about domination among convex–type shells:
Proposition 3.50. A convex–type shell D with wind(D) ≥ 2C + 1 ≥ 3 dominates a C–convex–
type shell.
Proof. By hypothesis, there are D3–families of affine charts Φp : Hp → R2, constants ρp ∈ (0, 1),
and curves γp : [0, ρp]→ R2 satisfying:
• γp(t) = Φp ◦Xp(t) if t ∈ [0, ρp],
• the curves γp are convex for t small,
• wind(γp) > 2C + 1 if p ∈ Op(∂D3),
128
CHAPTER 3. EXISTENCE OF ENGEL STRUCTURES
Figure 3.9: Given a family of planar curves all of which have winding at least 3, it is possible to
homotope all of them to have a little wiggle.
We will homotope them, relative to (p, t) ∈ Op(∂(D3 × [0, 1])), so that all of them have winding
greater than 2C + 1 in the band A = {(p, t) | t ∈ [0, ρp]}. Then, an application of Proposition
3.18 and a few remarks will yield the result.
Consider the tangent vectors γ′p. In the regions where γp is convex, γ
′
p turns counterclockwise
around the origin; in particular, for p ∈ Op(∂D3), it describes (at least) 2C + 1 projective turns.
Regarding γ′p as a formal derivative, homotope it to a D3–family of curves γ˜′p : [0, ρp]→ R2 \ {0}
such that γ˜′p/|γ˜′p| is an immersion that describes exactly 2C + 1 + ε turns in the segment [0, hp],
with hp ∈ (0, ρp) some smooth family, and ε > 0 some very small constant. This can be done
relative to ∂A. Denote B = {(p, t) | t ∈ [0, hp]}.
We can integrate γ˜′p to yield a map γ˜p : [0, ρp] → R2 where all the curves have winding 2C + 1
at least. We can set γ˜p(t) = γp(t) if t ∈ Op({0}) but, in general, they do not agree in the region
t ∈ Op({ρp}). Although this can be adjusted by hand, there is the following high-tech solution.
Define a formal immersion that agrees with γp in Op({ρp}) and with γ˜p in [0, hp]. This is possible
by construction. Then the Smale–Hirsch theorem provides an immersion satisfying this as well.
Since γ˜p and γp agree by construction in p ∈ Op(∂D3), all the process is relative to the boundary
region ∂A.
Replacing γp by γ˜p yields a first deformation D˜, rel. boundary, of D. Now our aim it to further
homotopy D˜ so that it is of C–convex–type (see Figure 3.9). Applying Proposition 3.18 to the
family γ˜p|[0,hp], p ∈ D3, we deduce that there is a homotopy ηp,l : [0, hp] → R2, l ∈ [0, 1], and a
family of convex curves Fp : [0, hp]→ R2, such that:
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• ηp,0 = γ˜p,
• ηp,l(t) = γ˜p(t) if t ∈ Op({0, hp}) or p ∈ Op(∂D3),
• ηp,1 = F [C#hp/2]p .
Then, consider a bump function χ : B → [0, 1] such that χ = 0 in Op(∂B) and χ = 1 outside
of a slightly larger neighbourhood. Then, the family ηp,χ(p) can be used to replace the family
γ˜p in the band B. The resulting shell is homotopic to D, for any δ > 0 small (D31−δ,D) is of
C–convex–type, and outside of this region it is a honest Engel structure.
3.4.4 Flowboxes and orientations
A shell is the central object of the extension problem: it describes a germ of Engel structure along
∂D3 and a formal extension to the interior (in the case of contact–type and convex–type shells,
this formal information has already been “polished” to have a certain particular form). However,
during the reduction process, what we deal with are formal Engel structures in D3 × [0, 1] that
we have to make Engel in some parts of the interior, “pushing the problems” to the boundary
of the model. The following definitions encapsulate this idea.
Definition 3.51. A contact–type flowbox is a formal Engel structure (W,D, E) on the 4–cell
M = D3 × [0, 1] conforming to the following properties:
• E is even–contact with E = ξ ⊕ 〈∂t〉, where ξ a t–invariant levelwise contact structure,
• W = 〈∂t〉 is the kernel of the even–contact structure E,
• the isomorphism det(E/W) ∼= TM/E of the formal Engel structure is realised geometrically
through Lie bracket by E being even–contact.
The last property simply requires for the bundle isomorphism of Equation (1.2) to be compatible
with the fact that E is even–contact.
Note that the orientation of E ∼= ξ ⊕ 〈∂t〉 (which arises from the formal data) naturally orients
ξ. Then, D being Engel and inducing the correct orientation on E amounts to the line field X
turning positively in ξ. Ensuring this takes care of the isomorphism det(D) ∼= E/D (Equation
(1.1)).
A contact–type flowbox is readily described by the oriented contact structure ξ, an oriented frame
on it, and an angular function, exactly like a contact–type shell. Then, the Engel condition (with
the adequate orientation) boils down to the angular function being strictly increasing.
Analogously:
Definition 3.52. A convex–type flowbox is a formal Engel structure (W,D, E) on the 4–cell
D3 × [0, 1] conforming to the following properties:
• D = 〈∂t, X〉, where the curves Xp : [0, 1]→ S2 are immersions,
• W is transverse to the line field ∂t,
• E = [D,D] as oriented bundles. Equivalently, the isomorphism det(D) ∼= E/D of the formal
Engel structure is geometrically realised through Lie bracket by D being non–integrable.
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The second assumption states that an orientation of 〈X〉 yields an orientation of W. Therefore,
choosing X (as opposed to −X) orients D3 × [0, 1]. Suppose D is Engel. This yields a second
orientation for D3 × [0, 1] by stating that the frame 〈X, ∂t, X ′, X ′′〉 should be positive. Indeed,
this is the natural orientation of M from the perspective of the Engel flag W ⊂ D ⊂ E ⊂ TM ,
since W is transverse to ∂t.
Changing X by −X changes both orientations too, so it is meaningful to require for these two
orientations to agree. If D is Engel and they agree, the bundle isomorphism of Equation (1.1)
holds.
Orient [0, 1] with ∂t; this uniquely defines an orientation of D3 if we want D3 × [0, 1] to have the
product orientation. Then, 〈X,X ′, X ′′〉 must be a negative basis for D3. This is unfortunate,
because it means that the curves Xp have to be concave instead of convex. Since we do not like
this very much, in a convex–type flowbox we will always orient D3 and hence D3 × [0, 1] in the
manner opposite to the one we should. Then, being Engel and inducing the correct formal Engel
structure will mean that the curves Xp have to be convex.
Definition 3.53. Let M be a 4–manifold endowed with a formal Engel structure (W,D, E). A
subset U ⊂ M is a contact/convex–type flowbox if there is a diffeomorphism φ : U → D3 × [0, 1]
such that φ∗(W,D, E) is a contact/convex–type flowbox.
We say that φ is a trivialising chart.
3.5 Reduction methods
The proof of Theorem 3.1 consists of a reduction process and an extension problem. In this
section we present two reduction methods. The first one can be stated as follows:
Theorem 3.54. Let C be a non–negative integer. Let (W0,D0, E0) be a formal Engel structure on
a closed 4–manifold M . Then, there exists a homotopy of formal Engel structures (Ws,Ds, Es),
s ∈ [0, 1], and a collection of 4–discs B1, . . . , Bp ⊂M such that:
a. (W1,D1, E1) is a genuine Engel structure in M \
⋃p
i=1Bi, the complement of the 4–balls.
b. For each i ∈ {1, . . . , p}, the restriction of the formal Engel structure (W1,D1, E1) to each
4–ball Bi is a contact–type shell of height greater than C.
The proof can be found in Subsection 3.5.4. Similarly, the other reduction method, whose proof
is given in Subsection 3.5.5, reads:
Theorem 3.55. Let C be a non–negative integer. Let (W0,D0, E0) be a formal Engel structure on
a closed 4–manifold M . Then, there exists a homotopy of formal Engel structures (Ws,Ds, Es),
s ∈ [0, 1], and a collection of 4–discs B1, . . . , Bp ⊂M such that:
a. (W1,D1, E1) is a genuine Engel structure in M \
⋃p
i=1Bi, the complement of the 4–balls.
b. For each i ∈ {1, . . . , p}, the restriction of the formal Engel structure (W1,D1, E1) to each
4–disc Bi is a convex–type shell of winding greater than C.
The proofs rely on performing local deformations that ensure that the 4–balls that we obtain have
large height/winding. We will define two quantities, the contact–type energy and the convex–
type energy, that are globally defined but that, up to constants, compute the derivative of the
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height or winding. This will provide us with a tool to relate winding/height across different
flowboxes/shells. We dedicate Subsections 3.5.1, 3.5.2, and 3.5.3 to this.
One important matter we will have to pay attention to is that of orientations. A formal Engel
structure is not just a flag, it also packages the isomorphisms TM/E ∼= det(E/W) and E/D ∼=
det(D). They play a role in deciding what positive energy is. This is very similar to the discussion
we had regarding flowboxes.
3.5.1 Contact–type energy
Contact–type energy is a measure of the Engelness of a formal Engel structure whose E is already
even–contact: it is actually a parametrisation–independent way of controlling the derivative of
the developing map along each W–curve. The point of why we introduce it is this: it is easier to
check that this derivative is large pointwise, than to check that the developing map has performed
some fixed amount of turns along some W–segment. Whereas geometrically we are interested in
the latter, the former is actually more convenient to work with.
Remark 3.56. This notion was defined in [10] under the name of Engel energy. Since this
quantity is only meaningful for contact–type shells (and we have an alternate definition of energy
for convex–type ones), we have opted for this new naming convention.
Definition 3.57. Let M be a 4–manifold. Let g be a Riemannian metric. Let (W,D, E) be a
formal Engel structure with E even–contact and W its kernel.
Given any point p ∈ M , we can uniquely construct a orthonormal, positively–oriented frame
{W ∈ W, X ∈ D, Y } for E in Op(p). The contact–type energy of the 2–distribution D at the
point p ∈M is
Hcont(D)(p) = 〈[W,X], Y 〉.
The definition analytically captures the geometric intuition that in order for (W,D, E) to define
an Engel structure, the Legendrian vector field X should rotate towards Y when we flow along
the line field W. The following lemma is immediate:
Lemma 3.58. Let (W,D, E) be a formal Engel structure with (E ,W) even–contact. Then
Hcont(D)(p) > 0 if and only if D is Engel at p and induces the correct orientation on E.
By correct orientation we mean that the orientation of E as [D,D] agrees with the one arising
from the additional data in the formal Engel structure.
The following result simply states that the contact–type energy is, up to constants, the derivative
of the developing map/angular function.
Lemma 3.59. Let M be a 4–manifold endowed with a metric g. Let E be an even–contact
structure with W its kernel.
Then, for each W–flowbox U ⊂ M with trivialising chart φ : U → D3 × [0, 1], there exists a
positive constant Hφ > 0 satisfying:
1
Hφ
Hcont(D)(φ−1(p, t)) < ∂tc(φ∗D)(p, t) < Hφ · Hcont(D)(φ−1(p, t)).
The inequalities hold for all choices of D making (W,D, E) a formal Engel structure.
132
CHAPTER 3. EXISTENCE OF ENGEL STRUCTURES
Proof. We can assume that we are working in D3 × [0, 1], where some metric g has been fixed.
Let W , X, and Y be as in the definition of the contact–type energy. Let {Z1, Z2} be the frame
for ξ used to compute c; it defines a metric g0 by letting {∂t, Z1, Z2} be a unitary framing. Then,
let {X˜, Y˜ } be a positively oriented, g0–unitary framing for ξ with D = 〈∂t, X˜〉.
There are functions f1, f2, f3, g2, g3, h3 : D3 × [0, 1] → R such that W = f1∂t, X = f2∂t + g2X˜,
Y = f3∂t + g3X˜ + h3Y˜ . Observe that, in terms of the metric g, ∂t and X˜ are both orthogonal
to Y . Then, a computation shows:
〈[W,X], Y 〉 = 〈f1g2[∂t, X˜] + [df2(W )− df1(X)]∂t + dg2(W )X˜, Y 〉 =
f1g2〈[∂t, X˜], Y 〉 = (∂tc)f1g2〈Y˜ , Y 〉 = (∂tc)f1g2
h3
.
There are universal bounds, depending only on the metrics g and g0, controlling the functions
f1, g2, and h3 from above and below. The claim follows.
That is, once we fix E even–contact, we have an universal estimate to go from the derivative of
the angular function of any D sandwiched between W and E to the contact–type energy of D.
3.5.2 Convex–type energy
Much like contact–type energy measures the derivative of the angular function, we want convex–
type energy to measure the curvature of the convex curves describing a convex–type flowbox. We
formalise this intuition in the following definition:
Definition 3.60. Let M be a 4–manifold. Let g be a metric. Let (W,D, E) be a formal Engel
structure satisfying E = [D,D] as oriented distributions. Let Y ⊂ D be a line field complementary
to W.
Given any point p ∈ M , there is a unique orthonormal, positively oriented frame {X ∈ D, Y ∈
Y, Z} of E in Op(p). Note that the choice of X orients Op(p). The convex–type energy of the
2–distribution D at p is
Hconvex(D)(p) = det(X,Y, Z, [Y, Z])(p).
Regarding orientations. First, observe that [D,D] is naturally oriented as a 3–distribution, and
what we require is that the orientation of E (which is part of the data of the formal Engel
structure) agrees with it. Secondly, our choice of X orients W and therefore Op({p}), so the
determinant can be computed. It is easy to see that this choice is auxiliary and does not affect
the sign of the convex energy. See Subsection 3.4.4 for a similar discussion in terms of flowboxes.
Remark: the convex–type energy is information of second order on D. Indeed, Z is obtained
from [X,Y ] by the Gram–Schmidt process (where the first two vectors are X and Y ). In partic-
ular, Hconvex(D)(p) = 0 if and only if X, Y , [Y,X], and [Y, [Y,X]] are linearly dependent.
The fundamental claim is that, up to some universal constant, the convex–type energy computes
the curvature of the curves Xp of any convex–type flowbox we consider.
Lemma 3.61. Let M be a 4–manifold endowed with Y, a line field. Let U ⊂M be a Y–flowbox
with trivialising chart φ : U → D3 × [0, 1]. Let Φp : Dp ⊂ S2 → D2 ⊂ R2, p ∈ D3, be a family of
affine charts whose domain we have restricted to the preimage Dp of the unit ball.
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Then, there exists a positive constant Hφ,Φp satisfying:
1
Hφ,Φp
Hconvex(D)(φ−1(p, t)) < ∂tGΦp◦Xp(t) < Hφ,Φp · Hconvex(D)(φ−1(p, t))
for any choice of convex–type flowbox D ⊃ Y described by curves Xp, whenever Φ◦Xp is defined.
Indeed, Φp ◦Xp is not be defined if Xp(t) does not map to the domain of Φp. The reason why
we introduce Φp is that in the plane it is immediate to estimate the number of turns the Gauss
map is performing from its derivative. Making sense of a similar statement in the sphere requires
more work. In any case, the winding of a convex–type shell was computed in a affine chart, so
this works well for our purposes.
Notice as well that we did not consider a full affine chart, but its restriction to the unit ball.
The reason for doing this is that D2 is compact, and therefore the distortion that the map
Φp introduces is controlled by compactness. This wouldn’t be the case if we took a full open
hemisphere to be the domain.
Proof. We assume that our ambient manifold is D3× [0, 1], which we endow with a metric g. Let
X, Y , Z be as in the definition of convex–type energy, using g. Let X˜, ∂t, Z˜ be their analogues
with respect to the euclidean metric g0. Write Xp for the curves corresponding to X˜.
Since the volume forms of g and g0 are related by a constant, there is a positive constant bounding
the following determinants from above and below in terms of each other:
Hconvex(D)(p, t) = det
g
(X,Y, Z, [Y,Z])(p, t) and − det
g0
(X,Y, Z, [Y,Z])(p, t).
The difference in sign follows from our convention regarding convex–type flowboxes (Subsection
3.4.4): detg is computed with respect to the natural orientation arising from the formal Engel
structure (as in the definition of convex–type energy), but detg0 is computed with respect to the
opposite orientation. This way, positivity means that the curves Xp are convex and not concave
(as we shall see in the remainder of the proof).
Arguing as in Lemma 3.59, it is easy to see that
−det
g0
(X,Y, Z, [Y,Z])(p, t) and − det
g0
(X˜, ∂t, Z˜, [∂t, Z˜])(p, t),
are related by a universal positive constant, only depending on g0 and g. Thus, we are left with
showing that the right hand side is, up to scaling, the derivative of the Gauss map GΦp◦Xp .
Observe that
−det
g0
(X˜, ∂t, Z˜, [∂t, Z˜])(p, t) = det
g0,D3
(X˜, Z˜, [∂t, Z˜])(p, t);
that is, since we are dealing with the Euclidean metric, the first determinant is equivalent to
computing the second one (which is given by the euclidean metric in D3 and the orientation of
D3 that is also opposite to the one induced by the formal Engel structure).
Now, Φp is not an isometry but, being a map between compact manifolds (since we restricted its
domain), there are universal bounds relating their corresponding volume forms. By construction,
Z is the normalised velocity vector of X. Bringing both facts together, we deduce that, up to
universal positive constants,
det
g0,D3
(X˜, Z˜, [∂t, Z˜])(p, t) and det
g0,D2
(GΦp◦Xp(t), ∂tGΦp◦Xp(t))
are the same. This concludes the proof.
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3.5.3 Non–integrability energy
Let us understand convex–type energy a bit better. Consider the following scenario: fix a convex
curve f : S1 → S2 that describes a non–maximal circle in S2 that is very close to being an equator.
Consider now a family of convex–type shells DC where the curves XCp describing them are of
the form t → f(eiCt). It is clear that, since f is convex, the convex–type energy is increasing,
linearly, with C. However, this is not because the curves XCp get more wiggly as C increases;
rather, the curvature remains the same and the curves simply get longer and longer.
For performing certain operations (for instance, in the next chapter, where we define what an
overtwisted Engel structure is), we will need to deform an Engel structure so that many wiggles
appear. The way in which this is done is by increasing the convex–type energy while keeping
the length of the curves Xp bounded. The following notion captures this idea of length in a
flowbox/shell–independent fashion:
Definition 3.62. Let M be a 4–manifold. Let g be a metric. Let (W,D, E) be a formal Engel
structure satisfying E = [D,D] as oriented distributions. Let Y ⊂ D be a line field complementary
to W.
At point p ∈ M , find a orthonormal frame {Y ∈ Y, X ∈ D, Z} for E in Op({p}). Then, the
non–integrability energy of D is defined to be:
Hn.i.(D) = det
g,E
(Y,X, [Y,X]).
The determinant in the left hand side is measured with respect to the natural orientation of
E . The non–integrability energy measures the speed of the curves Xp of any given convex–type
flowbox along Y:
Lemma 3.63. Let M be a 4–manifold endowed with Y, a line field. Let U ⊂M be a Y–flowbox
with trivialising chart φ : U → D3 × [0, 1].
Then, there exists a positive constant Hφ satisfying:
1
Hφ
Hn.i.(D)(φ−1(p, t)) < |X ′p(t)| < Hφ · Hn.i.(D)(φ−1(p, t))
for any choice of convex–type flowbox D ⊃ Y described by curves Xp.
Proof. We assume that our ambient manifold is D3× [0, 1], which we endow with a metric g. Let
X˜, Y˜ play the role of X and Y in the definition of non–integrability energy. Let {∂t, X} be the
unitary frame of D with respect to the Euclidean metric g0.
Then, there is a positive universal constant relating
det
g,E
(Y˜ , X˜, [Y˜ , X˜])(p, t) and det
g0,E
(Y˜ , X˜, [Y˜ , X˜])(p, t),
and yet another one relating
det
g0,E
(Y˜ , X˜, [Y˜ , X˜])(p, t) and det
g0,E
(∂t, X,X
′)(p, t),
both of which depend only on g and g0. But then, the right hand side is exactly |X ′p(t)|.
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3.5.4 Reduction to contact–type shells
Let us sketch what goes into the proof of Theorem 3.54. A first homotopy allows us to assume
that E is an even–contact structure and W is its kernel. We then use the triangulation and
covering introduced in Section 3.2 to proceed over (neighbourhoods of) the lower dimensional
cells adjusting D, while keepingW and E fixed. If E andW are of that form, and D is sandwiched
between them, we are dealing with contact–type flowboxes and shells and D is purely described
by angular functions. Having removed some 4–balls, the resulting manifold is open, which allows
us to construct angular functions with no critical points (and therefore, everywhere increasing
and actually with arbitrarily large derivative).
3.5.4.1 Setting up the proof
Consider a formal Engel structure (W0,D0, E0) on a closed 4–manifold M and C0 ∈ R+ a con-
stant. By applying Theorem 0.9, McDuff’s h–principle for even–contact structures, we produce
a first homotopy (Ws,Ds, Es), s ∈ [0, 1/2], so that E1/2 is even–contact and W1/2 is its kernel.
As abstract bundles Ws ⊂ Es do not depend on s, so it is indeed possible to extend D0 along the
homotopy to a family Ds, s ∈ [0, 1/2].
Theorem 3.9 provides a triangulation T = {σ} and a covering of M by closed discs {U(σ)} that
is well–suited to the induction process that we want to perform. Each disc U(σ) is actually a
contact–type flowbox that comes with a trivialising chart φ(σ) : Op(U(σ))→ D31+ε × [−ε, 1 + ε].
We shall deform D flowbox by flowbox obtaining lower bounds on the derivative of the angular
functions; using the notion of contact–type energy, we will be able to translate these lower bounds
between different flowboxes. In the end, we will be able to conclude that the 4–balls are actually
contact–type shells having height as large as we want.
3.5.4.2 Contact–type energy in the lower skeleta.
Fix a positive constant C0 ∈ R+. Fix a metric g on M . Let us construct a deformation D1 of
D1/2 satisfying H(D′)|U3 > C0, where we denote
Uj :=
⋃
σ∈T (j)
U(σ).
This is achieved by induction over the dimension j of the simplices. The induction hypothesis is
that
Hcont(D)|Uj > C0 ·H2(3−j)
where the constant H is the maximum among all the constants Hφ(σ) arising from Lemma 3.59.
Do recall that the number of cells is finite.
Suppose that D1/2 has already been deformed on Uj−1 suitably to produce some D. Consider
the image through φ(σ) of the finite union ∪τ(σU(τ). Property (2.) in Theorem 3.9 implies that
this closed set is of the form A × [−ε, 1 + ε], for some closed set A, if the thickening is small
enough. The inductive hypothesis Hcont(D)|Uj−1 > C0 ·H2(4−j) translates into the inequality
∂tc(φ(σ)∗D)|A×[−ε,1+ε] > C0 ·H2(4−j)−1|A×[−ε,1+ε].
Consider a function f : D31+ε × [−ε, 1 + ε] −→ R such that
f |A×[−ε,1+ε] = ∂tc(φ(σ)∗D)|A×[−ε,1+ε], and f > C0 ·H2(4−j)−1.
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This function f is the derivative of an angular function for a contact–type shell with contact–type
energy greater than C0 ·H2(3−j), and it agrees with the function ∂tc(φ(σ)∗D) on Uj−1, where the
contact–type energy of the 2–distribution D is already greater than C0 ·H2(4−j) > C0 ·H2(3−j).
The linear interpolation serves now as the required deformation of D1/2. In detail, consider a
cut–off function β : D31+ε × [−ε, 1 + ε]→ [0, 1] such that
β|D3×[0,1] ≡ 1, β|Op(∂(D31+ε×[−ε,1+ε])) ≡ 0,
and the angular function d : D31+ε × [−ε, 1 + ε]→ R defined as the linear interpolation
d(p, t) = (1− β(p, t))c(p, t) + β(p, t)
(
c(p, 0) +
∫ t
0
f(p, t)dt
)
.
Then the two angular functions c and d are isotopic relative to the boundary and A× [−ε, 1 + ε].
Hence, d induces a deformation D of D1/2 through 2–distributions contained in E and containing
W, relative to Uj−1. By applying this deformation to each j–simplex σ ∈ T (j) and the inductive
character of the argument, we obtain a deformation D1 such that H(D1)|U3 > C0. 
This provides a deformation satisfying Property (a.) in the statement of Theorem 3.54. The
second step in the proof is thus to prove that having large contact–type energy in the neighbour-
hood U3 of the 3–skeleton implies that all the 4–cells are actually contact–type shells of height
C. Note that the constant C is given by the statement, whereas the constant C0 ∈ R+ in the
previous argument can be chosen arbitrarily.
3.5.4.3 Contact–type energy vs. height in the 4–cells
Consider a 4–simplex σ ∈ T (4). Property (a.) of the triangulation/covering provided by Theorem
3.9 ensures that ∂σ ⊂ ∪τ(σU(τ), this implies, first of all, that U(σ) is indeed a contact–type
shell (and not just a contact–type flowbox) that additionally satisfies the bound:
∂tc(φ(σ)∗D) |∂D3 > C0/Hφ(σ),
by applying the comparison lemma about contact–type energy, Lemma 3.59.
Choose the constant C0 ∈ R+ so that the inequality C0/H > C is satisfied, where H is the
universal constant defined in the previous subsubsection satisfying H > Hφ(σ). This implies the
inequality height(φ(σ)∗D)|∂D3 > C for the height of each contact–type shell U(σ), concluding
the proof. 
3.5.5 Reduction to convex–type shells
The proof of Theorem 3.55 pretty much follows the same lines of the proof of Theorem 3.54. We
start by deforming the formal Engel structure to guarantee [D,D] = E . Then, any flowbox of
W is automatically a convex–type flowbox. We proceed to apply Theorem 3.9 to find a suitable
triangulation/covering of M . We then deform D inductively over the neighbourhoods of the lower
dimensional cells, ensuring that at every step the convex–type energy is large. This guarantees
that the 4–cells are actually convex–type shells.
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3.5.5.1 Setting up the proof
We start withM a 4–manifold, endowed with a metric g, and a formal Engel structure (W0,D0, E0).
We let Y ⊂ D0 be a line field transverse to W0 (which, up to homotopy, is unique). An applica-
tion of Proposition 1.15 with respect to the line field Y, allows us to homotope (W0,D0, E0) to
a new formal Engel structure (W1/2,D1/2, E1/2) such that:
• E1/2 = [D1/2,D1/2] as oriented distributions,
• D1/2 and all the intermediate 2–distributions still contain Y.
E1/2 is of course not necessarily even–contact, or we would be done. The first condition means
that any Y–flowbox is a convex–type flowbox for D1/2.
3.5.5.2 Introducing convex–type energy in the lower skeleta
We apply Theorem 3.9 to the line field Y; from this, we obtain a triangulation T of M and
a cover {U(σ)} by (convex–type) flowboxes of Y, each of which has a trivialising chart φ(σ) :
Op(U(σ))→ D31+ε × [−ε, 1 + ε], with ε > 0 small.
Let σ ∈ T . Write X1/2p for the curves describing D1/2 in Image(φ(σ)). If T is fine enough, we
can assume that the curves X
1/2
p have image in a very small disc in S2. In particular, we can
take a family of (restrictions of) affine charts Φp(σ) : Dp ⊂ S2 → D2 ⊂ R2 whose domains cover
X
1/2
p for all p.
Let C0 > 0 be a constant that we shall later fix. It will serve as a lower bound for the convex–type
energy in the domains:
Uj :=
⋃
σ∈T (j)
U(σ), j = 0, 1, 2, 3.
If j > 0, suppose that D1/2 has already been deformed in Uj−1 to produce some D˜ satisfying
Hconvex(D˜)|Uj−1 > C0 ·H2(4−j).
Here H is a constant that satisfies H > Hφ(σ),Φp(σ) for all σ ∈ T . Suppose additionally that D˜
is C0–close to D1/2.
Let σ ∈ T (j). Write Xp for the curves describing D˜, they are C0–close to the curves X1/2p
by hypothesis. In particular, Xp is contained in the domain of Φp. Theorem 3.9 implies that
φ(σ)(Uj−1) is a closed set of the form A× [−ε, 1 + ε] and Lemma 3.61 states that the curves Xp,
p ∈ A, satisfy:
∂tGΦp(σ)◦Xp(t) > C0 ·H2(4−j)−1.
Now we proceed as in Subsection 3.5.4. We can construct a family of immersed curves
Yp : [−ε, 1 + ε]→ D2, p ∈ D31+ε,
satisfying:
• ∂tGYp > C0 ·H2(4−j)−1 if (p, t) ∈ D3 × [0, 1],
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• Yp = Φp(σ) ◦Xp if (p, t) ∈ Op(∂(D31+ε × [−ε, 1 + ε])) or p ∈ Op(A),
• Yp is in the same formal class as Φp(σ) ◦Xp, relative to the boundary of the shell.
This is achieved by first defining Yp in (p, t) ∈ D3 × [0, 1], extending it as a family of formal
immersions, and then using the Hirsch–Smale theorem. If we replace Φp(σ) ◦ Xp by Yp to
homotope D˜, Lemma 3.61 implies that the convex–type energy in U(σ) is now greater than
C0 ·H2(3−j).
Proceeding cell by cell we obtain that this is true over the whole of Uj . After iterating j = 0, 1, 2, 3,
we deduce that we can introduce C0 convex–type energy in U3. The resulting formal Engel
structure we denote by (W1,D1, E1 = [D1,D1]).
3.5.5.3 From convex–type energy to convex–type shells
Now we want to show that having C0 convex–type energy in U3 (with C0 sufficiently large
depending on C) implies that all the U(σ), σ ∈ T (4), are actually convex–type shells of winding
at least C, proving Theorem 3.55.
Theorem 3.9 states that the boundary of each U(σ), with σ ∈ T (4), is covered by U3. In particular,
D31+ε × [−ε, ρ] is contained in φ(σ)(U3) if ρ ∈ (0, 1) is sufficiently small. Since there are finitely
many such σ, ρ can be chosen uniformly for all of them.
Fix σ ∈ T (4). Write X1p for the curves describing D1 in U(σ). Our bound on the convex–type
energy along the boundary implies:
∂tGΦp◦X1p (t) >
C0
Hφ,Φp
, t ∈ [0, ρ].
Thus, if we want Φp ◦X1p to have winding C in t ∈ [0, ρ], we need to impose
C0 >
2piHφ,Φp
ρ
C, for all p.
Since there are finitely many 4–cells, any C0 large enough will satisfy this inequality for all the
4–cells simultaneously. 
Remark 3.64. The reader might wonder what happened with the non–integrability energy and
why we did not make use of it. Go back to the construction of the curves Yp. What we did was
the following: we deformed D1/2 so that the resulting 2–distribution D1 was C0–close to it. In
particular, we allowed for its non–integrability energy to grow, but only by letting the curves
X1p move very fast in very small regions of S2. Since this is the case, the curves X1p have many
wiggles regardless.
We could have been a bit more careful. The curves Yp can be obtained from Φp ◦Xp by setting:
Yp(t) = Φp ◦X [B1#t1(p),...,Bn#tn(p)]p (t), t ∈ [0, 1],
with ti : D3 → (0, 1) some functions satisfying t1 < t2 < · · · < tn and Bi > 0 some integers. This
has to be done carefully to ensure the relative character of the construction.
It is easy to see that the resulting curves Yp|[0,1] have length arbitrarily close to Φp ◦Xp|[0,1] by
taking the wiggles arbitrarily small. Outside of D3× [0, 1], instead of using Hirsch–Smale, we can
introduce wiggles going in the opposite direction to preserve the formal class, and these can be
taken to be small too. We can thus assume that Hn.i.(D1) < (1 + δ)Hn.i.(D1/2), for any δ > 0.
We will revisit this in Section 4.3, so we will not give more details for now. 
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3.6 Solving the extension problem
After explaining two methods of performing the reduction process, we tackle the central part
of the chapter: solving the extension problem. As we already advanced in the first section, we
will provide three extension approaches. Two of them, in Subsections 3.6.1 and 3.6.2, start with
contact–type shells (although they will not be contact–type anymore in the interior as we deform
them), and the other, presented in Subsection 3.6.3, starts and works with convex type–shells.
As the reader might envisage from our discussions about energy, we do not know whether the
extension problem is always solvable. Indeed: we need to impose energy conditions to be able to
do it (using any of the three methods). Whether this is truly necessary remains one of the most
intriguing questions in the area.
Without further ado, let us state the main results of this section:
Theorem 3.65. A C–contact–type shell with C ≥ 6 is homotopic, through Engel shells, to a
solid Engel shell.
Theorem 3.66. A C–contact–type shell with C ≥ 2 is homotopic, through Engel shells, to a
solid Engel shell.
The reader might wonder why we state the first result if the second one is stronger. The point
we want to make is that using the method from Subsection 3.6.1, the four-leaf clover, we are
able to obtain the first result. Using the method from Subsection 3.6.2, the turning model, we
are able to obtain the second one, which provides a better bound.
Separately, and proven in Subsection 3.6.3:
Theorem 3.67. A C–convex–type shell with C ≥ 1 is homotopic, through convex–type shells, to
a solid Engel shell.
One immediate corollary from these theorems using the discussion about domination between
shells (see Subsection 3.4.3) is the following:
Corollary 3.68. A convex–type shell of winding 2C + 1 ≥ 3 is homotopic, through convex–type
shells, to a solid Engel shell.
A contact–type shell of height C ≥ 2 is homotopic, through Engel shells, to a solid Engel shell.
Proof. We apply Proposition 3.50 first to pass from convex–type shells of winding 2C + 1 to a
C–convex type shell. Then Theorem 3.67 concludes the claim.
Similarly, we apply Corollary 3.47 and then Theorem 3.66 in the contact–type case.
Observe that, regardless of the extension method, in all the statements the resulting Engel
structure still contains the line field 〈∂t〉.
3.6.1 Filling the 4–ball using the four-leaf clover
This extension method appeared first in [10]. The idea is simple. We want to homotope a
C–contact–type shell D, C ≥ 3, to a solid one. By Bolzano’s theorem, having c(p, 1) < c(p, 0)
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implies that this cannot be done through contact–type shells. In particular, to achieve our goal
under this assumption, we need for the curves Xp to be convex somewhere along the homotopy.
We claim that this can be done letting the curves Xp be either tangent to the underlying contact
structure ξ or convex.
We start by describing two families of curves: the kink (or wiggle) and the four–leaf clover.
The former family helps with the interpolation to the latter. The latter allows us to modify the
angular function of the shell so that we can apply Lemma 3.37 to conclude.
3.6.1.1 A family of wiggles
Remark 3.69. The curves that we shall now describe were called kink curves in [10]. In the rest
of the text we have called them wiggles and hence we will stick to this new naming convention.
At any rate, they are simply convex loops that we add to a preexisting curve. Their role now is
to interpolate, relative to the boundary, between a segment going around the equator once and
a short convex segment strictly contained in an hemisphere and describing one turn, see Figure
3.10. Let us describe them analytically.
For each θ ∈ [0, pi/2], consider the plane given by the equation {sin(θ)(x − 1) + cos(θ)z = 0}.
For θ = 0 this describes the plane {z = 0} and for θ = pi/2 the vertical plane {x = 1}.
Considering θ ∈ [0, pi/2), the intersection of these planes with the 2–sphere S2 yields the following
parametrised curves
βθ(t) = (sin
2(θ) + cos2(θ) cos(t), cos(θ) sin(t), sin(θ) cos(θ)(1− cos(t))), t ∈ [0, 2pi].
The curve β0 parametrises the equator with constant angular speed, and βpi/2 is a constant map
with image the point (1, 0, 0).
Lemma 3.70. Each non–maximal circle in S2 is given as the intersection of the sphere with a
(uniquely defined) plane that does not contain the origin. They all are convex curves (if oriented
suitably).
Proof. We shall prove that they are convex curves, the rest is pretty much by definition. Let γ
be the non–maximal circle generated by the plane H. At every point of γ we can take the plane
G that is tangent to γ at that point and that passes through the origin. G ∩H ⊂ H lies to one
side of γ (as curves in H), and this implies the claim.
From the lemma we deduce that the curves βθ, with θ 6= 0, pi/2 are convex. Observe that all of
them have Frenet frame Γβθ (0) = Id at the origin.
3.6.1.2 The four-leaf clover
Let us analytically describe it in an affine chart. It is given by the parametrised plane curve
f(t) = (cos(t) sin(2t), sin(t) sin(2t)), t ∈ [0, 2pi]; the reader can check from the expression that it
is indeed a convex curve in the plane. By Lemma 3.22, we deduce that if we use any affine chart
Φ : H2 ⊂ S2 → R2 to map it into the sphere, the curve Φ−1 ◦ f is convex too. See Figure 3.11.
Consider the following curves in the 2–sphere
τ1, β : [0, 6pi]→ S2
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Figure 3.10: The curves βθ for different val-
ues of the parameter θ.
Figure 3.11: The curve pi ◦ κ.
τ1(t) = Φ
−1 ◦ f(t/3)
β(t) = βθ(t)
where the chart Φ is chosen so that Γτ1(0) = Id, and θ ∈ (0, pi/2) is fixed but otherwise arbitrary.
Then, the following holds:
Lemma 3.71. There is a smooth family of convex curves:
τs : [0, 6pi]→ S2, s ∈ [0, 1]
connecting τ0 = β with τ1 and having Frenet frames Γτs(0) = Id,∀s ∈ [0, 1].
Proof. By Proposition 3.24, both curves β and τ1 lie in the same connected component of the
space of convex curves having the identity as their Frenet frame at t = 0. A particular interpo-
lation can be given using an affine chart containing the image of both and applying Proposition
3.16 since, in the chart, they are convex plane curves with the same winding number (they both
describe 6 projective turns).
3.6.1.3 Outline of the proof
Let D0(p, t) = 〈∂t, X0p(t)〉 be a C–contact–type shell, C ≥ 6, with angular function c0 : D3 ×
[0, 1] → R. By assumption, c0(p, ρ) > c0(p, 0) + 6pi, for some ρ ∈ [0, 1]. We have E0 = ξ ⊕ 〈∂t〉,
where ξ is a contact structure in D3 with framing {Y,Z}, and W0 = 〈∂t〉.
Suppose (D3 × [0, 1],Ds), s ∈ [0, 1], is a homotopy of D0 given by curves Xsp : [0, 1] → S2 and
satisfying:
• the homotopy (D3 × [0, ρ],Ds) is through solid shells (not of contact–type),
• the homotopy (D3 × [ρ, 1],Ds) is through contact–type shells with angular function cs :
D3 × [ρ, 1]→ R,
142
CHAPTER 3. EXISTENCE OF ENGEL STRUCTURES
• cs(p, t) = c0(p, t) if t /∈ Op([0, ρ]) or p ∈ Op(∂D3),
• c1(p, ρ) < c1(p, 1) = c0(p, 1).
Then, an application of Lemma 3.37 in (D3 × [ρ, 1],D1) would conclude the proof of Theorem
3.65.
Constructing the homotopyDs, s ∈ [0, 1], is done in three steps. We define it in s ∈ [0, 1/3] so that
X
1/3
p is a four–leaf clover if |p| < 1− δ/3. Then, we further homotope so that X2/3p is a four–leaf
clover whose midpoint has been flattened to be tangent to the (contact) equator if |p| < 1−2δ/3.
Lastly, we define the homotopy in s ∈ [2/3, 1] so that X1p , |p| < 1− δ, is a four–leaf clover whose
left–most petals have been pulled negatively, along the equator, as much as needed. This makes
c1(p, ρ) arbitrarily small in |p| < 1− δ, and in particular smaller than c1(p, 1) = c0(p, 1). If δ > 0
is taken to be sufficiently small, we have that c1(p, 1) = c0(p, 1) > c0(p, ρ) ≥ c1(p, ρ) in |p| > 1−δ
too, and we are done.
Figure 3.12 shows in pictures how this is done. The rest of the subsection is dedicated to
explaining the picture with formulas.
3.6.1.4 Some additional setup
For each point (p, t) ∈ D3×[0, 1], consider the t–invariant, orientation–preserving, linear isometry
ϕ(p,t) : T(p,t)(D3 × {t}) −→ R3 defined by the conditions
ϕ(p,t)(Y ) = (1, 0, 0), ϕ(p,t)(Z) = (0, 1, 0),
where {Y,Z} is the t–invariant frame we chose for the contact structure (D3 × {t}, ξ). The
isometries ϕ(p,t) identify the unit sphere ST(p,t)(D3 × {t}) ∩ ξ of the contact plane ξ with the
horizontal equator S2 ∩ {z = 0}.
We write
Rot(θ) =
 cos(θ) − sin(θ) 0sin(θ) cos(θ) 0
0 0 1

for the rotation of angle θ around the z–axis.
Fix ε > 0 arbitrarily small. Since c0(p, ρ) > c0(p, 0) +Cpi ≥ c0(p, 0) + 6pi, there exists a (unique)
family of constants hp ∈ (0, 1), p ∈ D3, such that c0(p, hp) = c0(p, 0)+6pi+2ε. Then, there exists
a (unique) family of orientation–preserving diffeomorphisms Hp : [0, 6pi+ 4ε]→ [0, hp] such that:
f0 : [−2ε, 6pi + 2ε]→ S2
f0(t) = (cos(t), sin(t), 0) = Rot(−c(p, 0)− 2ε) ◦ ϕ(p,t) ◦X0p ◦Hp(t).
The function Hp reparametrises X
0
p using the value of c0(p, t). The transformations ϕ(p,t) and
Rot take the resulting family of curves to a p–independent family of curves parametrised by
arclength that turn along the equator {z = 0}. Essentially, we want to manipulate the curves
X0p , and it is easier to do it if we put them in this standard position.
3.6.1.5 Introducing the clover
Recall the family τu : S1 → S2, u ∈ [0, 1] introduced in Lemma 3.71. Regard them as maps
[0, 1] → S2 satisfying Γτu(0) = Γτu(1) = Id instead. By applying the glueing technical Lemma
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3.19 at both their ends, we are able to produce a family of curves fu : [−2ε, 6pi + 2ε] → S2,
u ∈ [0, 1], satisfying:
- fu(t) = τu(t), for t ∈ [ε, 6pi − ε],
- fu(t) = f0(t) for t ∈ [−2ε,−ε] ∪ [6pi + ε, 6pi + 2ε],
- fu(t) is convex if (u, t) ∈ (0, 1]× (−ε, 6pi + ε),
- the Frenet frame in the midpoint of the four–leaf clover is
Γf1(3pi)) =
 1 0 00 −1 0
0 0 1
 .
3.6.1.6 Flattening at the midpoint
At time t = 3pi the four-leaf clover f1 has turned and is pointing in the opposite direction. In
order to clockwise pull the two left–most leaves of the four–leaf clover, we first need to flatten
this point so that it has an ∞–order tangency with the equator: this is done by applying the
flattening technical Lemma 3.20. This allows (after slightly reparametrising the parameter in
u ∈ Op({1})) to smoothly extend the family of curves fu : [−2ε, 6pi + 2ε] → S2 to the domain
u ∈ [0, 2]; satisfying:
- fu(t) = f1(t) for t ∈ [−2ε, 3pi − ε] ∪ [3pi + ε, 6pi + 2ε], u ∈ [1, 2],
- the curves fu(t), u ∈ [1, 2), are convex if and only if t ∈ (−ε, 6pi + ε),
- the curve f2(t) is convex if and only if t ∈ (−ε, 3pi) ∪ (3pi, 6pi + ε),
- Γfu(3pi) = Γf1(3pi), for u ∈ [1, 2].
3.6.1.7 Pulling the left–most petals
The∞–order tangency point that we have introduced at t = 3pi allows us to stretch the point into
an arbitrarily large interval, and hence clockwise pull the two left–most leaves. This deformation
will occur for those values of the parameter s ∈ [2, 3]. Consider an arbitrary constant C0 < 0 to
be chosen later which captures the amount of stretching and clockwise pulling.
By applying the stretching technical Lemma 3.21 to the flattened four–leaf clover f2 : [0, 1] −→
S2, we extend the family fu : [−2ε, 6pi + 2ε] → S2 to the domain u ∈ [0, 3]. For this, a slight
reparametrisation in u around u = 2 might be necessary. At any rate, the resulting curves satisfy:
- fu(t) = f2(t) for t ∈ [−2ε, 3pi − ε], u ∈ [2, 3],
- fu(t) = Rot(C0(u− 2))f2(t) for t ∈ [3pi + ε, 6pi + 2ε], u ∈ [2, 3],
- fu(t) negatively winds around the horizontal equator {z = 0} in the interval t ∈ [3pi −
ε, 3pi + ε] with non–vanishing speed.
The first two conditions say that, away from Op({t = 3pi}), f3(t) is obtained from f2(t) by taking
its second half and rotating it an angle of C0 < 0. The third condition says that in Op({t = 3pi}),
the curve f3(t) is precisely performing this rotation.
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s = 0 s = 0.1 s = 0.2
s = 0.3 s = 0.4 s = 0.5
s = 0.6 s = 0.7 s = 0.8
s = 0.9 s = 0.95 s = 1.0
s = 2.0. s = 2.5. s = 3.0.
Figure 3.12: The family of curves fu from the proof of Theorem 3.65. For dramatic effect (and
clarity) we have spaced in time the evolution of the three wiggle families. In the formulas, this
is done simultaneously.
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3.6.1.8 Defining the deformation and checking the Engel condition
The 1–parametric family of curves fu has been constructed to exactly fit with the desired defor-
mation of Xsp as |p| varies. Find a bump function
χ : [0, 1]× [0, 1]→ [0, 3]
χ(r, s) = 3 if (r, s) ∈ [0, 1− δ]×Op({1}),
χ(r, s) = 0 if (r, s) ∈ [0, 1]×Op({0}) ∪ Op({1})× [0, 1],
∂rχ ≤ 0.
Which allows us to define, using the correspondence explained in Subsubsection 3.6.1.4, the
curves:
Xsp : [0, hp]→ S2
fχ(|p|,s)(t) = Rot(−c0(p, 0)− ε) ◦ ϕ(p,t) ◦Xsp ◦Hp(t).
The curve Xsp is tangent to ξ in t = Op({hp}), by construction. It is clear that Xsp(hp) 6= X0p(hp);
rather, for those p /∈ Op(∂D3), the former is obtained from the latter by rotating negatively
around the equator S(ξ) for some time. This implies that we can find a family of angular
functions
cs : {t ∈ Op({hp}) ⊂ [0, hp]} ⊂ D3 × [0, 1]→ R,
Xsp = cos(cs(p, t))Y + sin(cs(p, t))Z, t ∈ [hp, 1], s ∈ [0, 1]
with cs(p, hp) ≤ c0(p, hp). The domain of definition of cs can be extended to be {t ∈ [hp, 1]} ⊂
D3 × [0, 1] by setting cs(p, t) = c0(p, t) whenever p ∈ Op(∂D3) or t ∈ Op({1}); the extension is
unique up to homotopy. This defines a family of 2–distributions Ds in D3 × [0, 1] arising from
the curves:
Xsp = cos(cs(p, t))Y + sin(cs(p, t))Z, if t ∈ [hp, 1].
By construction, c1(p, hp) = c0(p, hp) − C0 if |p| ≤ 1 − δ. In particular, if C0 is chosen large
enough, we have c1(p, hp) < c0(p, 1) = c1(p, 1) everywhere. This implies that Lemma 3.37 can
be applied to deform c1 to a function with ∂tc1 > 0 everywhere. In particular, the 2–distribution
D1 is Engel in {t ∈ [hp, 1]} ⊂ D3 × [0, 1].
We claim that this solves the extension problem, concluding the proof of Theorem 3.65. We have
to check whether the Engel condition holds in {t ∈ [0, hp]}. By construction, the curves fu are
either convex or C∞–tangent to the equator {z = 0}. Whenever fχ(|p|,s) is convex, so is Xsp , and
the Engel condition holds. Otherwise, if fχ(|p|,s) is C∞–tangent to {z = 0}, Xsp is C∞–tangent
to the maximal circle S(ξ). By construction, whenever fu(t) is C∞–tangent to the equator, there
exists an interval Iu (which is either [0, u] or [u, 3]) in which fu′(t), u
′ ∈ Iu, is also C∞–tangent
to the equator. Equivalently, Xsp(t) being C
∞–tangent to the equator implies that there there
exists an interval Ip containing |p| so that Xsp′(t), |p′| ∈ Ip, is also a C∞–tangency. We deduce
that, for s and t fixed, 〈Xsp′ , (Xsp′)′〉 describes a 2–distribution that agrees with ξ to ∞–order at
p, and is thus contact at p. This implies that the Engel condition holds there as well. We have
shown that D1 is a solid shell. 
Remark 3.72. Let us observe that there is a little variation one can do in the proof. In u ∈ [1, 2]
the family fu sees its midpoint flattened to become C
∞–tangent to the equator. Instead of doing
this, we could push the midpoint down, away from the equator, and make a little segment around
it be tangent to a non–maximal circle in S2. Then, u ∈ [2, 3], the two left–most petals of f2 could
be pushed as we just did, but now this rotation would be along this non–maximal circle.
It is clear that doing this solves the extension problem as well, because the curves fu, u > 0, are
convex everywhere away from their ends, where they agree with the equator.
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3.6.2 Filling the 4–ball by turning around
In this subsection we focus on proving Theorem 3.66, i.e. the extension problem for C–contact–
type shells is solvable if C ≥ 2. Our starting point is exactly the same as in the previous
subsection (except for the bound on C). We shall use the very same notation, which we briefly
recall.
Let D0 be a C–contact–type shell. Let X0p be the corresponding curves. Let c0 : D3 × [0, 1]→ R
be its angular function. By assumption, c0(p, ρ) > c0(p, 0) +Cpi for some ρ ∈ (0, 1). We want to
produce a homotopy Ds, s ∈ [0, 1], such that the angular function at the end of the homotopy,
c1, satisfies c1(p, ρ) < c1(p, 1) = c0(p, 1). The idea is similar (but somewhat simpler) than in the
previous subsection. We want to follow the equator S(ξ) negatively for some time; to achieve
it, we simply turn around, we follow a curve κ that is C∞–close to S(ξ) (but is oriented in the
opposite direction), and then we turn to become tangent to S(ξ) once again.
The curve will remain convex while it turns, ensuring that the Engel condition holds in that
region. Thus, it is sufficient to check that it defines an Engel structure as well when it is following
κ. Here is where C∞–closeness is essential: once κ is sufficiently close to S(ξ) its tangencies define
plane fields that are C∞–close to ξ. Since ξ is a contact structure, this concludes the argument.
The whole process can be seen in Figure 3.13.
3.6.2.1 Reminder of notation
In the rest of the subsection we will provide the necessary analytical details of the construction.
We recommend the reader to go back and reread the Subsubsections 3.6.1.1 and 3.6.1.4: wiggles
and some other notions will reappear in our constructions.
The bare minimum is this. We will construct curves Xsp : [0, 1] → S2 describing the desired
homotopy Ds, s ∈ [0, 1], with D1 solid. By hypothesis, we can find a function hp : D3 → (0, 1)
such that c0(p, hp) = c0(p, 0) + 2pi + 2ε. Let
Hp : [−ε, 2pi + ε]→ [0, hp]
be a family of reparametrisations satisfying:
f0 : [−ε, 2pi + ε]→ S2
f0(t) = (cos(t), sin(t), 0) = Rot(−c0(p, 0)− ε) ◦ ϕ(p,t) ◦X0p ◦Hp(t).
We will focus on defining a homotopy for f0 that we will then use to produce the homotopy X
s
p
of X0p in the interval [0, hp]. The shell {t ∈ [hp, 1]} will remain a contact–type shell along the
homotopy. Showing that the angular function c1 : [hp, 1] → R, corresponding to D1, satisfies
c1(hp) < c1(1) will conclude the proof, just like in the case of the four–leaf clover.
3.6.2.2 Squashing against the equator
Consider the following matrices
AR =
 R 0 00 R 0
0 0 1

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which can be used to define the transformation:
S2 → S2,
(x, y, z)→ AR(x, y, z)|AR(x, y, z)| .
As R → ∞, all the points except the poles are pushed against the equator, uniformly over any
compact set disjoint from the poles. Since it is a normalisation of a linear transformation, it
preserves geodesics and thus convexity but, clearly, not the metric.
Let γp : [0, 1] → S2, p ∈ D3 be family of immersions. Let us define sets Ut, Vt ⊂ D3, t ∈ [0, 1],
and a constant τ > 0, satisfying the following properties:
I. {Ut, Vt} is covering of D3, for all t,
II. if p ∈ Ut, γp is graphical over the equator {z = 0} at time t and the angle it makes with
the meridian passing through γp(t) is at least τ ,
III. if p ∈ Vt, γp has no inflection point at time t.
The second property is a quantitative assessment of how graphic γp is over the equator at time
t: for all p in Ut, the curve γp has uniformly bounded slope at time t, when seen as a function
over the equator. This property implies:
Lemma 3.73. Be γp, Ut, Vt as above. For each (p, t) ∈ D3 × [0, 1], at least one of the following
hold:
a. the curve AR(γp) is convex/concave at time t, for all R,
b. the planes 〈AR(γq(t)), AR(γ′q(t))〉 C∞–converge uniformly to the equator as R → ∞, for
q ∈ Op({p}).
Replacing the equator {z = 0} by S(ξ), we want the conclusions of Lemma 3.73 to hold for the
family X1p , since they imply the Engel condition (after applying AR with R large).
In a more geometric fashion, the lemma can be rephrased as follows:
Lemma 3.74. Let γp : [0, 1]→ S2, p ∈ D3. Suppose that, whenever γp is tangent to a meridian
at time t, there is a neighbourhood U 3 p such that γq is convex/concave at time t if q ∈ U .
Then, there are Ut, Vt satisfying properties (I.), (II.), and (III.).
Proof. Indeed, let Vt be the set of p ∈ D3 such that γp is convex at time t. Let p /∈ Vt. Then,
γp is not tangent to a meridian at time t (and, in particular, γp(t) is not one of the poles). Let
τ(p, t) be the angle that γp makes with the corresponding meridian. This angle is a continuous
function in the complement of Vt, which is a compact set. Thus, taking Ut a thickening of the
complement yields the claim.
3.6.2.3 Defining the homotopy for the model curve
We will proceed as in Subsection 3.6.1. Recall the family of wiggles:
βθ(t) = (sin
2(θ) + cos2(θ) cos(t), cos(θ) sin(t), sin(θ) cos(θ)(1− cos(t))), t ∈ [0, 2pi]
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with θ ∈ [0, pi/2). By Proposition 3.16. Fix θ0 ∈ (0, pi/2).
Applying the glueing technical Lemma 3.19 to the family βθ, we construct a family of curves
fu : [−ε, 2pi + ε]→ S2, u ∈ [0, 1]. Namely:
- f0(t) = (cos(t), sin(t), 0), as above,
- fu is convex if t ∈ (−ε, 2pi + ε),
- fu is C
∞ tangent to {z =} in t = −ε, 2pi + ε,
- fu(t) = βuθ0(t) if t ∈ [ε, 2pi − ε].
Now we use the stretching technical Lemma 3.21 to pull the leftmost branch of f1 negatively
around the equator. More precisely. Let C0 > 0 be a (sufficiently large) constant to be fixed later
on. We can extend our family of immersions (after a slight reparametrisation in the parameter
u ∈ Op({1})) to fu : [−ε, 2pi + ε]→ S2, u ∈ [0, 2], satisfying:
- fu(t) = f1(t) for t ∈ [−ε, pi − ε], u ∈ [1, 2],
- fu(t) = Rot(−C0(u− 1))f1(t) for t ∈ [pi + ε, 2pi + ε], u ∈ [1, 2],
- fu(t) is transverse to all meridians if t ∈ [pi − ε, pi + ε], u ∈ [1, 2].
3.6.2.4 Defining the Engel homotopy
Let δ > 0 be sufficiently small. Construct a bump function
χ : [0, 1]× [0, 1]→ [0, 2]
such that χ(r, s) is identically 2 in [0, 1−δ]×Op({1}), identically 0 in [0, 1]×Op({0})∪Op({1})×
[0, 1], and non–increasing in every interval [0, 1]× {s}. Set:
γsp : [0, hp]→ S2, p ∈ D3, s ∈ [0, 1],
γsp(t) = fχ(|p|,s)(t).
By construction, the family γ1p satisfies the hypothesis of Lemma 3.74. Then, setting X
s
p to
satisfy:
AR(γ
s
p(t)) = Rot(−c0(p, 0)− ε) ◦ ϕ(p,t) ◦Xsp ◦Hp(t),
with R large enough provides the desired homotopy. Since C0 can be taken arbitrarily large, the
inequality c1(p, hp) < c1(p, 1) can be assumed to hold, concluding the proof. 
3.6.3 Filling the 4–ball using a phone wire
Now we focus on giving a proof for Theorem 3.67. That is, given a C–convex–type shell D0
with C ≥ 1, we shall provide a homotopy Ds, s ∈ [0, 1], relative to the boundary and through
convex–type shells, that makes D1 solid. Write Xsp for the curves describing Ds and recall that,
by hypothesis:
X0p(t) = f
[1#ρ/2]
p (t), t ∈ [0, ρ]
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Figure 3.13: The family of curves fu from Subsection 3.6.2. The points a and b (and their
versions with apostrophes) are inflection points of the corresponding curve. We have depicted
only two of them, which is the minimum that will appear, but it might happen that there are
more and, indeed, in the proof we let that happen. The last figure is obtained from the previous
one by squashing everything against the equator. In particular, we see that the maximal circle
γ′ that is tangent to the curve becomes γ′′, which approaches the equator.
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with fp : [0, ρ]→ S2 a family of convex curves. Define fp : [ρ, 1]→ S2 by setting fp(t) = X0p(t).
Now the claim is an immediate application of Proposition 3.29: this result states that, since
we have a wiggle at time ρ/2, we can apply Little’s homotopy to produce arbitrarily many new
wiggles that we then distribute evenly along the domain [0, 1], achieving convexity. Indeed, we
obtain a family of curves:
fp,u : [0, 1]→ S2, u ∈ [0, u0]
satisfying
• fp,0 = f [1#ρ/2]p = X0p ,
• fp,u(t) = X0p(t) if t ∈ Op({0, 1}),
• fp,u is everywhere convex if |p| > 1− δ, for δ > 0 small,
• fp,u0 is everywhere convex.
Then, set Xsp = fp,χ(p,s) with χ : D3 × [0, 1]→ [0, u0] satisfying
χ(p, s) = 0 if p ∈ Op(∂D3) or s = 0,
χ(p, s) = u0 if p ∈ D31−δ, s = 1.
Then, D1 is an Engel structure, since the curves X1p are convex. 
3.7 Proving the Engel existence theorem and its corollaries
The pi0–statement of Theorem 3.1, that is, every formal Engel structure can be deformed through
formal Engel structures to an Engel structure, is a consequence of putting together the reduction
process from Theorem 3.54 with the filling methods of Theorems 3.65 or 3.66 or, alternatively,
putting together Theorems 3.55 and 3.67. In both cases we need the results on domination of
shells as an intermediate step: Propositions 3.44 and 3.50, respectively. In order to prove the
statement for higher pik, it is convenient to understand it as a particular version of the foliated
existence theorem. For this reason, we shall prove Theorem 3.1 and Corollary 3.5 simultaneously.
3.7.1 Proof of Theorem 3.1 and Theorem 3.5
Consider a Sk–family of formal foliated Engel structures (Wx,Dx, Ex), x ∈ Sk, in a smooth
foliated manifold (Mm+4,F4). The product manifold N = M × Sk is endowed with the product
foliation FN =
∐
x∈Sk F × {x} and then the family {(Wx,Dx, Ex)}x∈Sk can be understood as a
formal foliated Engel structure (W,D, E) in the foliated manifold (N4+m+k,F4N ). Homotoping
this formal foliated Engel flag to a genuine foliated Engel flag amounts to deforming the original
family of formal foliated Engel structures to a family of genuine foliated Engel structures.
In consequence, the pi0–surjectivity of Corollary 3.5 applied to the formal foliated Engel struc-
ture (Nm+4+k,F4W ,W,D, E) implies the pik–surjectivity for the formal foliated Engel structure
(Mm+4,F4,W,D, E). Since Theorem 3.1 is a particular case of Corollary 3.5 (m = 0) it suffices
to discuss the proof of the latter.
The two central ingredients in the proof of Corollary 3.5 are the parametric counterparts of the
reduction and extension methods. We shall detail them in the next two subsubsections.
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3.7.1.1 The reduction process in the foliated case
First we need to define Engel shells in the foliated setting:
Definition 3.75. A formal foliated Engel structure
(D3 × [0, 1]× Dm,
∐
x∈Dm
D3 × [0, 1]× {x};W,D, E)
is said to be a foliated Engel (contact–type, C–contact–type, convex–type, or C–convex–
type) shell if:
a. (D3 × [0, 1] × {x},W,D, E) is an Engel (contact–type, C–contact–type, convex–type, or
C–convex–type) shell for all x ∈ Dm,
b. (D3 × [0, 1]× {x},W,D, E) is solid for x ∈ Op(∂Dm).
A foliated Engel shell is solid if its formal foliated Engel structure is a foliated Engel structure.
Note that the role of the parameter space in these definitions is being played by the m–disc Dm.
Similarly, we can define flowboxes:
Definition 3.76. A formal foliated Engel structure
(D3 × [0, 1]× Dm,
∐
x∈Dm
D3 × [0, 1]× {x};W,D, E)
is said to be a foliated (contact–type, convex–type) flowbox if the restriction of (W,D, E)
to (D3 × [0, 1]× {x}is a (contact–type, convex–type) flowbox for all x ∈ Dm.
Theorems 3.54 and 3.55 both generalise. They read as follows:
Proposition 3.77. Let (N4+m,F4;W0,D0, E0) be a formal foliated Engel structure and C ∈ R+
a constant. Then, there exists a homotopy of formal foliated Engel structures (Ws,Ds, Es), s ∈
[0, 1], and a collection of (4 +m)–discs B1, . . . , Bp ⊆W such that:
1. (W1,D1, E1) is a foliated Engel structure in the complement of W \
⋃p
i=1Bi.
2. For each i ∈ {1, . . . , p}, (Bi,F|Bi ;W1,D1, E1) is a foliated C–contact–type shell.
Proof. We shall outline the general argument, indicating any differences with the non–parametric
and non–foliated case.
First, do note that McDuff’s theorem proving the complete h–principle for even–contact struc-
tures implies that a complete h–principle holds for foliated even–contact ones as well. From our
previous discussion on how the parametric and foliated cases are related, this is clear.
Secondly, observe that Theorem 3.9, the theorem that provides a triangulation and a cover
adapted to W, was proven in all dimensions. In particular, it can be applied to N . We claim
that we the obtain a triangulation T and an associated cover by sets {U(σ)}σ∈T such that the
neighbourhoods U(σ) ∼= D3 × [0, 1] × Dm are, at the same time, flowboxes for the line field W
and foliated charts for the foliation F . This additional condition can be achieved by requiring in
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its proof that we first follow the exponential flow in the leaf and then in the ambient manifold.
Each one of them is then a foliated contact–type flowbox.
Thirdly, we try to deform the angular functions in each foliated contact–type flowbox to ensure
that the height of the resulting shells is at least C. Angular functions behave in exactly the same
way in this foliated setting; we have:
c(p, t, x) : D3 × [0, 1]× Dm → R
and they can be made to have arbitrarily large derivative, proving the claim.
This shows that, for each top dimensional shell σ, the corresponding foliated Engel shell U(σ) ∼=
D3 × Dm × [0, 1] is of contact–type and each Engel shell D3 × {x} × [0, 1] has height at least
C. Now we have to prove that this foliated shell dominates a shell that is actually of C–contact
type. The point is that Lemma 3.36, that says that the angular function is determined, up to
homotopy, by its value at the ends t ∈ Op({0, 1}), holds as well in this setting. Proceeding
like we did when we discussed domination between convex–type shells yields the claim. This
concludes the proof.
Proposition 3.78. Let (N4+m,F4;W0,D0, E0) be a formal foliated Engel structure and C ∈ R+
a constant. Then, there exists a homotopy of formal foliated Engel structures (Ws,Ds, Es), s ∈
[0, 1], and a collection of (4 +m)–discs B1, . . . , Bp ⊆W such that:
1. (W1,D1, E1) is a foliated Engel structure in the complement of W \
⋃p
i=1Bi.
2. For each i ∈ {1, . . . , p}, (Bi,F|Bi ;W1,D1, E1) is a foliated C–convex–type shell.
Proof. Fix a line field Y ⊂ D0 transverse to W0. Recall Theorem 1.15, it states that 2–
distributions that are not–integrable (but possibly non–maximally) satisfy a full h–principle.
In particular, we deduce that a foliated analogue holds. We can apply it to D0 with respect to
Y. Then, Theorem 3.9 provides a triangulation T and a cover by foliated convex–type flowboxes
adapted to the line field Y.
Now we have to deform the curves to ensure that we obtain convex–type shells having arbitrarily
large winding. This is done proceeding flowbox by flowbox adding arbitrarily many wiggles to
Xp,x and then interpolating back to whatever we had in the boundary of the flowbox, and relative
to the areas we have already fixed, using again Theorem 1.15 (which in terms of curves is simply
the Smale–Hirsch theorem). No differences with the the proof of Theorem 3.55.
The last step is passing from foliated convex–type shells having large winding to C–convex–type
shells. The key ingredient was the technical Proposition 3.18; it allows to deform a family of
convex curves into a family where all the curves agree with f [C#ρ/2] away from their ends, where
f is some convex curve, and C is computed from the winding of the family as wind(D) = 2C+1.
This works equally well in this new setting, and allows us to prove the analogue of the domination
Proposition 3.50. This concludes the proof.
3.7.1.2 The foliated extension problem
Having explained the reduction process, we can turn to filling the last balls:
Proposition 3.79. A foliated C–contact–type shell, C ≥ 2, is homotopic through foliated Engel
shells to a solid foliated Engel shell.
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We shall prove it using the turning model of Subsection 3.6.2. It will be clear from the proof
that it can be done with 3.6.1 as well.
Proof. Denote by (W,D, E) the shell we start with. Let Xp,x, p ∈ D3, be the curves that describe
the contact–type shell (W,D, E)|D3×[0,1]×{x}.
Requiring for the shell (W,D, E) to be of C–contact–type means that the curves Xp,x describe at
least C projective turns in the band t ∈ [0, ρ], for some ρ. We can then find h : D3×Dm → (0, 1)
a smooth function such that Xp,x|[0,h(p,x)] turns 2pi+ 2ε, exactly. In Subsection 3.6.2 we defined
a family of curves fu, u ∈ [0, 2], that interpolate between Xp,x|[0,ρ] (or rather, its normalised
version f0) and a curve that turns, follows a non–maximal circle, and then turns again. We can
use the homotopy fu to define the corresponding deformation of Xp,x.
The counterpart of Theorem 3.67 reads:
Proposition 3.80. A foliated C–convex–type shell, C ≥ 1, is homotopic through foliated convex–
type shells to a solid foliated Engel shell.
Proof. Denote by (W,D, E) the shell we start with. Let Xp,x, p ∈ D3, be the curves that describe
the contact–type shell (W,D, E)|D3×[0,1]×{x}.
Saying that the shell (W,D, E) is of C–contact–type means that the curves Xp,x|[0,ρ] are actually
of the form f
[C#ρ/2]
p,x , with fp,x, (p, x) ∈ D3×Dm, a family of convex curves. Applying Proposition
3.29 works exactly as in the non–foliated setting.
3.7.1.3 The proof
It is now immediate that Propositions 3.77 and 3.79 can be brought together to prove the pi0
version of Corollary 3.5. By our discussion above, this proves also the parametric version, and
the parametric version of Theorem 3.1.
3.7.2 The proof of Corollaries 3.2 and 3.6
As we pointed out in the introduction, Corollary 3.2 should be understood as a relative existence
statement. The key ingredient we need to show is that the reduction process can be adapted
to have a relative character (with respect to the contact boundaries). Once this is done, the
extension theorems imply our claim.
We shall prove that Theorem 3.54 (the reduction theorem that provides contact–type shells of
large height) holds in this relative sense. We leave it as an exercise to the reader to show that
Theorem 3.55 (the one that provides convex–type shells) can also be adapted to this setting.
Consider a collar neighbourhood Op(∂M) ∼= ∂M × [0, 1) of the boundary, and thicken the filling
M to
M := M ∪∂M×{0} ∂M × [−ε, 0];
we do this for technical reasons: this way we can think of Op(M) as an open manifold without
boundary that is contained in M , and we do not have to redo some of the arguments to deal
with the boundary.
154
CHAPTER 3. EXISTENCE OF ENGEL STRUCTURES
By hypothesis, we can assume that E is even–contact in the collar neighbourhood we have
selected, and further assume that the lines {p} × [−ε, 1) are tangent to the kernel W. An
application of McDuff’s h–principle for even–contact structures allows us to extend E to the
interior of M as a genuine even–contact structure.
Corollary 3.11, provides a triangulation T and a cover {U(σ) ⊂ M} of M that are adapted to
W and are relative with respect to ∂M . The simplices contained in ∂M are no different than
any other, so we can simply apply the rest of the reduction argument of Theorem 3.54 to the
flowboxes U(σ). This concludes the proof of the corollary.
It is also immediate that Corollary 3.6, the foliated analogue of Corollary 3.2, can be obtained
from Corollary 3.5. 
3.7.3 The proof of Corollary 3.7
Let us go back to the proof of Theorem 3.1, and focus on the proof through convex–type shells,
step by step. First we homotope D so that it is non–integrable: this relies on the Hirsch–Smale
theorem and thus leaves the vector field Y fixed. Then, we go flowbox by flowbox deforming
the vector field Xp describing the 2–distribution, it is thus clear that the vector field ∂t of the
flowbox (which spans Y) is always part of D. This is also true when we show the domination
statement to pass from a convex–type shell to a C–convex–type one and when we finally solve
the extension problem. Thus, we conclude that any Y that we start with is actually tangent
to the resulting Engel structure. Since the structure is described by convex curves when seen
through the lense of a Y–flowbox, we deduce that Y is actually transverse to the kernel. This is
the content of Corollary 3.7.
Observe that, if M admits a parallelisation, any vector field can be made to be tangent to
an Engel structure. Indeed, the existence of a parallelisation immediately induces and almost–
quaternionic structure on M which can be used to extend Y to a complete flag.
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Chapter 4
Classification results for Engel
structures
In [10] it was stated, without proof, that it is possible to define a subclass of Engel structures
whose inclusion into the formal ones is a weak homotopy equivalence. This is the question that
we want to tackle in this chapter.
Let us motivate what we are doing by first going through the contact topology case. Suppose
we only cared about the pi0 case. Then, by Gray stability, any two contact structures having
an overtwisted disc and being formally homotopic are actually isotopic. This singles out certain
connected components as overtwisted and some others as tight. This dichotomy, has to be
stressed, is a pure pi0 phenomenon. To obtain a weak homotopy equivalence into the formal
contact structures, one needs to actually restrict to those overtwisted contact structures/ formal
contact structures whose overtwisted disc has been fixed! This implies that the homotopy groups
of an overtwisted component are not necessarily those of the corresponding component of formal
contact structures. Some interesting results in this direction can be found in [83].
A class of Engel/contact structures can be reasonably called overtwisted if it satisfies that its
inclusion into the formal ones is a weak homotopy equivalence. Consider the following alternate
way of thinking about flexibility: a compact family of structures that is homologically trivial
formally is called loose if it is homologically trivial geometrically ; otherwise, the family is said
to be tight. In the contact case we know many examples of tight families: any pair of contact
structures lying in the same formal class, one being tight (in the standard sense) and the other
overtwisted. In the Engel case, constructing a single instance of tightness remains the most
important open question.
Our intention in this chapter is to understand looseness better. Our hope is that this will help
to find potential candidates of tight families. The injectivity h–principle holds in pi0 for knots
tangent to an Engel structure (see Corollary 5.21): is the same true for Engel structures? Maybe
a tight family must necessarily be higher dimensional.
The chapter is structured as follows. In Section 4.2 we will give several definitions of looseness.
Not very surprisingly, they rely on imposing for the Engel structures in question to have large
contact/convex–type energy. In Section 4.3, we will show that all the definitions of looseness
are essentially equivalent. We will then prove, in Section 4.4, that two loose families that are
homotopic formally are homotopic geometrically (through loose families).
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A subtle point is that a family of loose structures will not be loose itself, necessarily. This is
a problem towards providing a complete h–principle for loose structures (holding for all pik).
1. However, the pi0 h–principle still goes through. We will say that an Engel structure is (0–
)overtwisted if it is loose and we will show that the space of overtwisted Engel structures
has the same connected components as the space of formal Engel structures; this is
the content of Corollary 4.25.
Is it possible that Engel structures satisfy a complete h–principle and, therefore, the best possible
choice for the overtwisted class is the whole space of Engel structures? Of course we do not know
the answer to this question. However, it is worth pointing out that all of our characterisations
of looseness rely on a global property : they depend on the behaviour of the Engel structure with
respect to a vector field contained in it. This contrasts heavily with the contact case, in which
the condition to check is of semi–local nature (i.e. we just need to find an overtwisted disc). One
goal to work towards would be to define Engel overtwistedness/looseness by saying that some
local model can be found in the manifold.
As a little warm–up to all of this, in Section 4.1, we shall tackle the classification of prolongations
through Engel homotopies (as explored in my article [14]). Using the machinery presented in the
previous chapter, these results will be obtained almost for free.
4.1 Prolongations and Engel homotopies
In this section we will explain a couple of examples of Engel homotopies that can be performed
to display flexibility for prolongations. The first example deals with Cartan prolongations and
shows that homotopies through formal Cartan prolongations can be approximated by homotopies
through Lorentz prolongations. The second example shows how Saldanha’s work can be applied
to produce homotopies when the underlying contact plane (or space–like plane) is trivial as a
bundle.
We shall see later that these statements do not tell the full story: Corollary 4.9 states that families
of Cartan prolongations are completely classified by their formal type. Proving this complete
statement is more complicated and we believe this simpler statements give some intuition of
what we are doing.
Let us fix some notation. In this section N will be an oriented 3–manifold with a fixed par-
allelisation, which yields a particular choice of metric. We let T be a triangulation of N . Fix
c ∈ H2(N,Z). Denote by N(c) the total space of the S1–bundle of Chern class c over N ; the
orientation of N naturally orients N(c). We still invite the reader to refer to Chapter 2 if some
of the objects are not familiar.
4.1.1 Example I. Homotopies through Lorentz prolongations
We want to prove the following statement:
Theorem 4.1. Let K a topological space. Let φ0, φ1 : K → Cartan(c) be two continuous maps
and let φs : K → FCartan(c), s ∈ [0, 1], be a homotopy between them. Then φs can be C∞–
approximated, relative to its ends, by a homotopy with image in Engel(N(c)).
1We expect a complete h–principle to hold for loose structures. This should follow from a better understanding
of the geometry of convex curves in S2
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For a proof by picture, refer to Figure 4.1.
Figure 4.1: In the first figure, the red and blue equators are the sphere bundles of some contact
structures ξ0 and ξ1. Then, the blue family is pushed upwards to be given by a convex curve
describing a Lorentz prolongation (step II). Then, it can be readily moved through Lorentz
prolongations to become a convex push-off of the red equator (steps III and IV), which we then
flatten (blue arrows in step IV).
Proof. Consider the maps φs. There is a corresponding family K × [0, 1] of maps
fx,s : N(c)→ STN
fx,s(p, L) = dpip,L([φs(x)])
which are simply the tautological maps associated to each formal Cartan prolongation. Write
ξx,s for the oriented contact plane associated to φs(x).
Write νx,s for a family of unit vectors in N such that νx,s is orthogonal to ξx,s for each (x, s) ∈
K × [0, 1]; there is only one choice making (ξx,s, νx,s) positively oriented. Define a function
h : [0, 1] → R vanishing to all orders on 0 and 1 and otherwise satisfying h(s) > 0, s ∈ (0, 1).
Consider the following deformation of f :
Fx,s =
fx,s + h(s)νx,s
|fx,s + h(s)νx,s| .
The tautological distributions associated to Fx,s provide a family ψs : K → Engel(N(c)), s ∈
[0, 1]; the Engel structures ψs are Lorentz prolongations if and only if s ∈ (0, 1). Making h(s)
approach zero, ψs becomes arbitrarily close to φs.
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Let us spell out what the theorem is stating. Take a family φ0 : K → Cartan(c, k). From
it, we obtain a family of contact structures pi ◦ φ0 : K → Cartan(c, k) → C-Strs(kc). Then,
any homotopy, as plane fields, of the family pi ◦ φ0 lifts, by the homotopy lifting property, to
a homotopy of φ0 in FCartan(c, k). If the resulting family of plane fields is actually contact
(but possibly not homotopic to the original family in the contact category), the theorem implies
that the corresponding Cartan prolongations are homotopic through Lorentz prolongations (and
therefore, homotopic as Engel families).
We therefore have that, as long as we stay in the class of Cartan prolongations, they do re-
cover all the contact topology information they arose from. However, as soon as we allow more
general Engel homotopies (in this case, still fairly restrictive ones: homotopies through Lorentz
prolongations), this is not possible anymore.
We can revisit the results of Chapter 2 using this result. Proposition 2.10 showed that two
formal Cartan prolongations, whose only difference was some even horizontal distance, were
homotopic as formal Cartan prolongations. From this, an application of Eliashberg’s theorem
helped us prove the analogous result for Cartan prolongations of overtwisted contact structures.
A consequence of Theorem 4.1 is the following corollary:
Corollary 4.2. Any two Cartan prolongations in Cartan(c, k) are homotopic through Engel
structures if and only if they lift contact structures homotopic as plane fields and their horizontal
distance vanishes mod 2.
Any two loops of Cartan prolongations in Cartan(c, k) are homotopic through Engel structures if
and only if they lift loops of contact structures that are homotopic as loops of plane fields and
additionally the parity of the difference of their looping numbers is zero.
As we remarked at the beginning of the chapter, the horizontal distance and the looping are
well–defined mod 2 even between two elements/loops that are different.
4.1.2 Example II. Prolongations of trivial bundles
Theorem 4.3. Let K a CW–complex of dimension at most m. Let φ0, φ1 : K → Engel(N(0)) be
two continuous maps, with image either in the orientable Cartan prolongations or in the Lorentz
prolongations.
Assume their turning numbers are at least 2. Then, they are Engel homotopic if and only if they
are formally homotopic.
The assumption c = 0 ∈ H2(N,Z) is made for simplicity. We will later show that prolongations
are flexible without assumptions on the turning number (Corollary 4.9), so there is no point in
dealing with the general case in this example.
Proof. We break down the proof in three steps, the first of which is some simple setup.
Deformation into Lorentz prolongations. Assume first that φi are Cartan prolongations.
Then, φi(x), x ∈ K, i = 0, 1, defines an oriented contact plane ξx,i and a tautological map
fx,i : N(0) → STN . We can take νx,i to be the unique vector field such that (ξx,i, νx,i) is
positively oriented. Then (fx,i + νx,i)/|fx,i + νx,i| defines a family ψi of Lorentz prolongations.
This family is Engel homotopic to φi. Furthermore, the choice of νx,i (as opposed to its negative),
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implies that when we follow the fibres of N(0) positively, the curves that describe ψi(x) are convex
(i.e. having positive curvature).
Assume otherwise that φi is a Lorentz prolongation. If the curves describing it are convex, we
are done. Otherwise, consider the tautological map fx,i : N(c)→ STN . There are a plane field
ξx,i and a vector field νx,i transverse to it so that φi is precisely given by (fx,i+νx,i)/|fx,i+νx,i|.
We can then find homotopies ξx,i,s and νx,i,s, s ∈ [0, 1], so that:
• ξx,i,0 = ξx,i and νx,i,s = νx,i,
• νx,i,s is transverse to ξx,i,s,
• ξx,i,1 is contact and overtwisted.
Set φi,s to be the Lorentz prolongation obtained by pushing the formal Cartan prolongation of
ξx,i,s with νx,i,s. This provides a homotopy of φ0 through Lorentz prolongations. Now, φi,1
is clearly Engel homotopic to the Cartan prolongation of ξx,i,1 and we can apply the previous
discussion. Effectively, we pass through Cartan prolongations to go from concave curves to
convex.
Let us henceforth assume that we are dealing with Lorentz prolongations ψi, i ∈ {0, 1}, described
by convex curves.
The formal data. As a map into FEngel(N(c)), ψi, i ∈ {0, 1}, can be thought of as a map
K ×N(0) → SO(4), by lifting the parallelisation of N to the obvious parallelisation of N(0) ∼=
N×S1. Being a bit more precise, the map into SO(4) can be given by applying the Gram–Schmidt
process to the (local) frames {∂t, X,X ′, X ′′} with ψi(x) = 〈∂t, X〉. Note that this differs from
our usual choice of Engel parallelisation: we have reversed the first two vectors because it is a
bit more suited to this Lorentzian setting.
As a manifold, SO(4) is simply the product S3 × SO(3); this can be shown using a quaternionic
structure. Then, the induced map K × N(0) → S3 into the first factor can be assumed to
be constant for both ψ0 and ψ1 because it corresponds to the fibre direction. If we assume
that the ψi are formally homotopic, this discussion implies that there is a formal homotopy
ψs : K → FEngel(N(c)), s ∈ [0, 1], such that all the ψs(x) contain the fibre direction as well.
In particular, each ψs, s ∈ [0, 1], is described by a map N ×K → FIf . By applying the Hirsch–
Smale theorem, which gives a full (in particular, relative) h–principle, we can further assume
that ψs maps into If . This means that the 2–distributions given by ψs are non–integrable, but
not necessarily maximally. By applying a family of SO(3)– transformations, instead of If we
can work with I.
Deformation as families of convex curves. Now the claim is immediate. The maps ψ0 and
ψ1 are each described by a N ×K family of curves in L. If the turning numbers are at least 2,
these families are immediately loose. ψs provides a homotopy as a family of immersions, which
can be turned into a homotopy through families of convex curves by Proposition 3.25. This
concludes the argument.
4.2 Loose families
We start by characterising looseness in three different ways. They all reflect the idea that large
height/winding provides flexibility. The first one will be the most practical one: it will rely on
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triangulations and will be adequate for proving that two loose families are homotopic if they
lie in the same formal class. The second one will be more geometrically meaningful: it relies
on less auxiliary data and will allow us to completely classify prolongations. The third one is
invariant under Engel deformations and, therefore, has better properties than the other two.
These definitions are given in Subsections 4.2.1, 4.2.2, and 4.2.3, respectively.
The proof that all three definitions are equivalent, up to homotopy, is given in the next section,
in Theorem 4.15. With this done, it will be almost immediate that loose families having the
same underlying formal data are homotopic (Theorem 4.22).
4.2.1 First definition of looseness
The simplest (or only?) way towards defining looseness is by simply giving the appropriate
conditions for the existence theorem to work in a relative fashion. The key point in Theorem 3.1
was that convex–type shells of large winding allow us to solve the extension problem. If we expect
to solve the extension problem simultaneously for a 1–parametric family of shells, relative to the
ends, the ends better have large winding themselves. This motivates the following definition:
Definition 4.4. Let M be a 4–manifold. Let K be a compact manifold.
A family D : K → Engel(M) is said to be t–loose if there exists a family of line fields Y(k) ⊂
D(k), and a triangulation T and a cover {U(σ)}σ∈T of M ×K, satisfying:
- Y(k) ⊂ D(k) is transverse to the kernel W(k),
- regarding Y as line field in M ×K, T and {U(σ)} are adapted to it (as in Definition 3.8),
- for each (4 + dim(K))–simplex σ,
φ(σ) : U(σ)→ D3 × Ddim(K) × [0, 1]
is a (solid and foliated) convex–type shell described by curves
Xp,x : [0, 1]→ S2, (p, x) ∈ D3 × Ddim(K)
such that every Xp,x has winding greater than 3.
The triple (Y, T , {U(σ)}) is called the certificate of D.
Remark 4.5. The presence of the constant 3 probably comes as no surprise to the reader, since
it is the winding we needed to prove the extension Theorem 3.67. An important observation is
that the condition on the winding is destroyed as we perform Little’s homotopy, so two t–loose
families cannot be (naively) connected by a t–loose homotopy.
4.2.2 Second definition of looseness
Definition 4.6. Let M be a 4–manifold. Let K be a compact manifold. Let CGreco be a universal
constant depending only on dim(K).
A family D : K → Engel(M) is said to be Greco–loose if there exists a smooth family of line
fields Y(k), k ∈ K, such that:
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- Y(k) ⊂ D(k) is transverse to the kernel W(k),
- each orbit γ : R→M of Y(k) has an embedded segment of winding greater than CGreco.
We say that Y is a certificate for D.
The interested reader can jump to Fun Fact 4.21 for an explanation of why “Greco”.
Before we get to the next definition, let us discuss Definition 4.6 a bit more. The idea we want
to explore is that one can pass from having a contact–type picture to having a convex–type one
by taking the line fieldW and slightly “tilting” it. This will have some interesting consequences.
4.2.2.1 Tilting
The following definition is analogous to Greco–looseness but using the kernel as the trivialising
vector field:
Definition 4.7. Let M be a 4–manifold. Let K be a compact manifold. Let CW be a universal
constant depending only on dim(K).
Let D : K → Engel(M) . Assume that for each Engel structure D(k), k ∈ K, each orbit
γ : R → M of the kernel W(k) has an embedded segment where the developing map makes at
least CW projective turns. Then, the family is said to be W–loose.
Indeed, both definitions are closely related:
Proposition 4.8. Let M be a 4–manifold. Let K be a compact manifold. Any family D : K →
Engel(M) of W–loose structures is Greco–loose.
Proof. Let Ys(k) ⊂ D(K), k ∈ K, s ∈ [0, 1], be a family of line fields such that Y0(k) =W(k) and
Ys(k), s ∈ (0, 1], is transverse to the kernelW(k). By our characterisation of the Engel condition,
D(k) is described by convex curves Xp,k,s in any Ys(k)–flowbox if s ∈ (0, 1]; the curves Xp,k,0 are
tangent to a contact equator. We think of Ys, for s fixed, as a line field in the product M ×K.
Let γp,k,s be the orbit of Ys through the point (p, k) in M × K; fix a vector field Ys ⊂ Ys to
parametrise it starting from (p, k). Observe that γp,k,0 possesses a segment γp,k,0|[a,b] where its
developing map makes more than CW projective turns, by assumption. Then, any convex curve
that is C∞–close to Xp,k,0|[a,b] must have winding greater than CW − 1 necessarily. This is the
case of Xp′,k′,s|[a,b] for any s > 0 sufficiently small, and any (p′, k′) sufficiently close to (p, k).
Fix s > 0 sufficiently small. Write Up,k,a,b ⊂ M ×K for a small flowbox around γp,k,s|[a,b]. We
can cover M × K with finitely many of these regions. By compactness, taking CW > CGreco
concludes the proof.
That is, in agreement with the idea that large height provided flexibility, we have proven that
Engel structures having orbits with long developing map are loose. In particular, recall Theorem
4.3, where we proved that some sort of h–principle applied to prolongations having large turning
number. Now we can do better:
Corollary 4.9. Let K be a compact manifold. Let D : K → Engel(M) be a family of Lorentz or
orientable Cartan prolongations. Then, D is homotopic to a Greco–loose family.
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Proof. By assumption, the ambient manifold M is an S1–bundle pi : N(c) → N over some 3–
manifold N . There exists a family of plane fields ξ(k) in N such that E(k) either projects down
to the contact plane ξ(k) (if D(k) is a Cartan prolongation) or D(k) is a convex push-off of a
formal Cartan prolongation over ξ(k) (if D(k) is a Lorentz prolongation).
Let us start with the case where D(k) is a Lorentz prolongation for all k. After an Engel
homotopy, we can assume that dpi(D(k)) is arbitrarily close to ν(k), with ν(k) : N → TN ,
k ∈ K, a vector field transverse to ξ(k). Consider a family of line fields Ys(k) ⊂ D(k), s ∈ [0, 1],
with Y0(k) the fibre direction and otherwise transverse to it. Let Ys(k) be a family of line fields
spanning them. Over any 3–disc in N , the Ys(k) provide a family of return maps φk,s, with φk,0
the identity. We claim that, for any fixed n ∈ N, φ(n)k,s has no fixed points if s 6= 0 is close enough
to 0.
Indeed, since we have pushed the prolongations to be very convex, φ
(n)
k,s becomes a map that is
as close as we want to the flow of ν(k) for an arbitrarily short time. In particular, since there is
an upper bound for the length of the orbits of ν(k), the map cannot have fixed points.
Now the claim follows. We take n larger than the universal constant CGreco, and we find some
s small such that the maps φ
(n)
k,s have no fixed points. The rotation of the prolongation is at
least 1 projective turn, which implies that any orbit of Ys(k), as it winds n times around, has
winding greater than CGreco. This proves Proposition 4.8 in the Lorentzian case. It also proves
the statement for orientable Cartan prolongations, since those are Engel homotopic to Lorentzian
ones by a push-off.
Once we prove that loose families are actually flexible, we will very much improve Theorem 4.3,
showing that no counterexample to a full Engel h–principle can arise from studying prolongations.
Remark 4.10. The proof of Corollary 4.9 contains an idea that probably can be exploited more.
The core of the argument was showing that, after a deformation, the trivialising line field Y could
be assumed to have arbitrarily large period, and large winding appears. Is the same true for
more general Engel structures?
Generically, we know that closed W–orbits are isolated (see Proposition 1.32), but there is
no reason to presume that they might have long developing map. Even for open orbits, the
developing map can be short (see [47] or Subsubsection 1.5.3.3).
4.2.3 Third definition of looseness
Definition 4.11. Let M be a 4–manifold. Let K be a compact manifold.
A family D : K → Engel(M) is said to be asymptotically loose 2 if there exists a smooth
family of line fields Y(k), k ∈ K, and a smooth family of Engel structures DC : K → Engel(M),
C ∈ [0,∞), such that:
- D0 = D,
- Y(k) ⊂ DC(k) for all C large enough,
- lim
C→∞Hconvex(DC(k)) =∞, and Hn.i.(DC(k)) = O(1).
2This definition is very much inspired by the definition of loose map in the context of convex curves, as
introduced by Saldanha [70]. Hence the naming.
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Remark 4.12. We fix the line fields Y(k) for C large enough so that the bounds on convex–type
energy and the non–integrability energy actually mean something. Indeed, imagine that we had
a family of line fields YC(k) that vary with C and get progressively more complicated (say, their
C2 norm diverges). Then, we would have no uniform lower bounds on the size of closed orbits of
YC(k), making it impossible to say that the DC eventually become loose according to the other
definitions.
Remark 4.13. We could have asked for the ratio of convex–type energy over non–integrability
energy to go to ∞ as C does. This would have been certainly sufficient. It is unclear whether
this has any application.
Remark 4.14. Observe that if D is asymptotically–loose, any family Engel homotopic to D is
asymptotically–loose itself. This is a slightly gimmicky definition of looseness, but it will allow
us to say that the space of loose structures has the same connected components as the space
of formal structures. Essentially, the definition singles out the connected components of the
space of Engel structures that contain a loose structure. Equivalently, it singles out connected
components where there is a sequence of Engel structures whose convex–type energy goes to
infinity (with respect to the non–integrability one).
In any case, this definition will prove useful to relate the other two characterisations. Not only
that, but will play a key role in showing that loose families with the same formal data are
homotopic. Let us briefly explain why that is by sketching how the proof goes in the pi0 case.
4.2.3.1 A little teaser of the results to come
Suppose we are given two t–loose Engel structures D0,D1, and a formal homotopy (Ws,Ds, Es) ∈
FEngel(M), s ∈ [0, 1], between them. We regard the homotopy as a foliated formal Engel
structure in M × [0, 1]. Each of the structures D0 and D1 comes with a a line field Y0,Y1, a
triangulation T0, T1, and a cover which certify that they are t–loose.
Let Ys, s ∈ [0, 1], be the (unique up to homotopy) line field contained in Ds and connecting Y0
with Y1. We want to extend the triangulations T0 and T1 to a triangulation T of M× [0, 1] that is
transverse to Ys. This is (in general) impossible without subdividing the triangulation, but it is
clear that the nice properties of D0 and D1 with respect to T0 and T1 are lost under subdivision.
Therefore, the first step of the proof is showing that a t–loose Engel structure with certificate
(Y, T , {U(σ)}) is homotopic to a t–loose Engel structure with certificate (Y, T ′, {U ′(σ)}), where
T ′, {U ′(σ)} are any triangulation and cover adapted to Y that we want. Knowing that D0 and
D1 are asymptotically–loose (almost) automatically yields this claim.
Once that is achieved, the second step of the proof is immediate. Now we can assume that
there is indeed a triangulation of M × [0, 1] adapted to Ys and extending the triangulations that
certificate the looseness of D0 and D1. Then, following the proof of (the parametric version of)
Theorem 3.1 allows us to conclude that D0 and D1 are Engel homotopic.
4.3 All definitions of looseness are equivalent
Having given the three definitions and having outlined the main ideas that come into play, we
are ready to state one of the main results:
Theorem 4.15. Let M be a smooth 4–manifold. Let K be a compact manifold. Let D : K →
Engel(M) be a family of Engel structures. Then, the following statements are equivalent:
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I. the family D is Engel homotopic to a t–loose family,
II. the family D is Engel homotopic to a Greco–loose family,
III. the family D is asymptotically–loose.
The proof of Theorem 4.15 breaks down in three parts: showing that (III.) implies (I.) and (II.),
showing that (I.) implies (III.), and showing that (II.) implies (III.). We will do them in this
order, from simpler to more complicated.
Remark 4.16. It is worth pointing out that we could have defined t–looseness by saying that
each D(k) possesses a triangulation T (k) and cover {U(k)(σ)} where the winding is large, without
requiring for the pair (T (k), {U(k)(σ)}) to vary smoothly (or even continuously) with k. We claim
that, in that case, it would have been sufficient to ask for the winding in each 4–cell to be larger
than CGreco. We invite the reader to follow the proof of the implication (II.) → (III.) and check
that exactly the same argument proves this claim.
4.3.1 Large energy implies large winding everywhere
4.3.1.1 Asymptotic looseness implies t–looseness
Proposition 4.17. Let M be a smooth 4–manifold. Let K be a compact manifold. Let D :
K → Engel(M) be a family of asymptotically loose Engel structures. Let DC , C ∈ [0,∞), and
Y(k) ⊂ DC(k), for C large, be given by hypothesis.
Let T and {U(σ)} be a triangulation and cover of M × K that is adapted to Y. Then, DC is
t–loose with certificate (Y, T , {U(σ)}), for C large.
Proof. Fix a (foliated) flowbox U(σ), with σ ∈ T a (4+dim(K))–cell. Denote by XCp,k the family
of convex curves describing φ(σ)∗DC(k) in U(σ). Here φ(σ) is the trivialising chart of U(σ).
Denote by ΦCp,k : Dp,k ⊂ S2 → D2 ⊂ R2 an affine chart centered at XCp,k(0). We know
that, up to constants that do not depend on the particular Engel structure, the quantities
Hconvex(φ(σ)∗DC(k)) and ∂tGΦCp,k◦XCp,k are comparable.
Recall that the non–integrability energyHn.i.(DC(k)) is bounded above, independently of C. This
implies that there exists a constant ρ > 0, independent of C, p, and k, such that XCp,k|[0,ρ] ⊂ Dp,k.
By taking C sufficiently large, we can assume that
∂tGΦCp,k◦XCp,k >
3pi
ρ
holds for all p and k, showing that all the curves in the shell have winding 3. Since the number
of top dimensional cells is finite, this implies that (Y, T , {U(σ)}) is a certificate for DC for C
large.
4.3.1.2 Asymptotic looseness implies Greco–looseness
Proposition 4.18. Let M be a smooth 4–manifold. Let K be a compact manifold. Let D :
K → Engel(M) be a family of asymptotically loose Engel structures. Let DC , C ∈ [0,∞), and
Y(k) ⊂ DC(k), for C large, be given by hypothesis.
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Let {Ui} be a collection of Y–flowboxes in M ×K covering the leaf space of Y. Then, DC , for
C large, is Greco–loose with Y as certificate. Further, for every Ui, the curves describing DC all
have winding greater than CGreco.
That is, we are showing that, for each Y–orbit γ, the segment where the winding is large can
be taken to be as short as we want (and further, that we can take as many segments where this
happens as we desire)
Proof. Proceed as in Proposition 4.17, knowing that the non–integrability energy of the curves
in each of the Ui is uniformly bounded, while the convex–type one is increasing with C.
4.3.2 t–Looseness implies asymptotic looseness
The statement we want to show is the following:
Proposition 4.19. Let M be a smooth 4–manifold. Let K be a compact manifold. Any t–loose
family of Engel structures D : K → Engel(M) is asymptotically loose.
Let (Y, T , {U(σ)}) be the certificate of D. Define:
Uj =
⋃
τ∈T (j)
U(τ) ⊂M ×K.
The proof can be broken down in several steps, mimicking the strategy used for the existence
theorem. We want to produce a family DC : K → Engel(M), D0 = D, satisfying the quantitative
conditions of asymptotic looseness.
We will modify D0 in each U(σ), iterating over the simplices σ ∈ T inductively in the dimension.
We will first explain how this is done if σ is a 0–simplex, then we shall do it up to the (3+dim(K))–
skeleton, and then we shall finish the argument by modifying over the top dimensional cells.
At every step, the convex–type energy of DC over the flowboxes U(σ) that have already been
processed will go to infinity with C. Outside of those, the structure will not even be Engel until
the completion of the proof. Indeed, the main idea is that we make things very Engel in the
neighbourhood U3+dim(K) of the (3 + dim(K))–skeleton by destroying the Engel condition in the
(4 + dim(K))–cells and then we use Little’s theorem to fix this. This must be done relative to
D0.
Recall that if σ ∈ T is a simplex, U(σ) is the corresponding flowbox in the cover. U(σ) has an
associated map φ(σ) : Op(U(σ))→ D3+dim(K)1+ε × [−ε, 1 + ε] that takes U(σ) to D3+dim(K)× [0, 1].
In the target we take coordinates (p, t). We do not distinguish the coordinates on the manifold
and on the parameter space because it actually plays no role in the discussion.
4.3.2.1 Adapting D to the cover
Before we start the inductive process, we have to perform some additional setup. Let σ ∈
T (4+dim(K)) be a top dimensional cell. Then, we know that the curves X0p describing D0 in
U(σ) have winding 3. However, this does not imply that this winding is concentrated in a band
contained in U(σ)∩U3+dim(K). We need to perform a first homotopy that achieves precisely this,
because the Engel condition will be destroyed outside of U3+dim(K).
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However, this is almost immediate. In particular, by construction, the lower horizontal boundary
φ(σ)−1(D3+dim(K) × {0}) and the vertical boundary of U(σ) are covered by U3+dim(K). Find a
family of reparametrisations Hp : [0, 1]→ [0, 1] such that:
• Hp(t) = t if (p, t) ∈ Op(∂(D3+dim(K) × [0, 1])),
• the curves X0p ◦Hp|[0,ρ] have winding 3 if |p| < 1− δ.
Any family of curves X0p ◦ Hp yields an Engel structure, all of which are Engel homotopic. If
ρ > 0 and δ > 0 are chosen sufficiently small, the winding takes place in U(σ)∩U3+dim(K). This
yields an Engel homotopy to an Engel structure satisfying the desired property; we still write
D0 for such an structure.
4.3.2.2 Twisting at the ends
Given σ some lower dimensional simplex, we want to take the curvesX0p describingD0 in U(σ) and
start turning their ends to add convexity. This will add new wiggles that we will then distribute
along the curves. As we keep doing this, the convex–type energy will go to infinity in U(σ), while
the non–integrability energy will stay bounded if we make the wiggles have progressively smaller
radius.
Let us write some explicit formulae for the twisting at the endpoints. Given a family of curves
f : K → L([a, b],S2), we are going to produce a homotopy fs : K → L([a, b],S2), s ∈ [0, 1], such
that f0 = f and f1 = f
[1#a;1#b]. What we mean by this notation is that a small convex wiggle
has been added at the endpoints a and b, but f and f1 otherwise agree.
Let α ∈ L1, i.e. α : S1 → S2, is a convex curve with Γα(1) = Id describing one turn in an affine
chart. Define:
αs, βs : [0, 1]→ S2, s ∈ [0, 1],
αs(t) = α(e
2pisti),
βs(t) = α(e
2pis(t−1)i).
Then, fs(k) is defined as a smoothing of the concatenation of Γf (a)(βs), f , and Γf (b)(αs).
The matrices Γf (0) and Γf (1) simply make the Gauss maps at the concatenation points agree.
Observe that fs verifies what we claimed.
We should be slightly careful with the explicit parametrisation of fs, because it is geometrically
relevant for the Engel structures. However, the space of possible parametrisations of the interval
is contractible, so we have complete freedom.
Let us introduce some additional notation that packages the parameters we are interested in.
Given any family f : K → L([a, b],S2), write f{τ,s} for the family fs produced as we just
explained, and additionally satisfying:
• the intervals parametrising Γf (a)(βs) and Γf (b)(αs) have width 2piτs,
• the wiggles added have radius τ ,
• f{τ,s}|[a+sτ,b−sτ ] is a linear reparametrisation of f |[a,b].
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4.3.2.3 Increasing the convex–type energy in the 0–skeleton
Let σ be some 0–simplex. We shall define a family of 2–distributions DC , C ∈ [0,∞), in
Op(U(σ)), given by curves XCp : [−ε, 1 + ε] → S2. The structure DC will be Engel in U(σ), but
the Engel condition will fail in the region D3+dim(K)1+ε × ([−ε, 0] ∪ [1, 1 + ε]).
Let D : [0,∞) → [0,∞) be an increasing function of C satisfying D(C) = O(C2) with D(0)
sufficiently large; we will fix it along the proof. Let N be an integer. We will first construct
curves ZCp : [−ε, 1 + ε]→ S2, C ∈ [0,∞).
Set Z0p = X
0
p and define:
ZCp = (Z
2N
p )
{1/D(N),C−2N}, C ∈ [2N, 2N + 1].
That is, in the interval [2N, 2N + 1] we add a new wiggle at each end t = −ε, 1 + ε. We will then
use the interval [2N + 1, 2N + 2] to evenly distribute them. Indeed, define functions
t2Ni : [2N + 1, 2N + 2]→ [−ε, 1 + ε], i ∈ {0, . . . , 2N + 1} satisfying:
• t2N0 (2N + 1) = −ε, and t2N2N+1(2N + 1) = 1 + ε,
• t2Ni (2N + 1) = t2N−2i−1 (2N), i ∈ {1, . . . , 2N}, are evenly spaced in (−ε, 1 + ε),
• t2Ni < t2Nj if and only if i < j,
• t2Ni goes linearly from t2Ni (2N + 1) to t2Ni (2N + 2).
Then, we can set, for C ∈ [2N + 1, 2N + 2]:
ZCp = (Z
0
p)
[1#t2N0 (C),...,1#t
2N
2N+1(C)].
Finally, smooth the family ZCp in the parameter C (at the moment, it is only continuous).
These curves behave exactly how we want in D3+dim(K) × [0, 1], but we need to interpolate back
to X0p in the boundary of the bigger flowbox Op(U(σ)). There are two things to be done. First,
we replace ZCp in the region t ∈ [−ε, 0]∪ [1, 1 + ε] by a family of immersions that glue with X0p at
t = −ε, 1+ε. This can be achieved by finding a formal interpolation and using the Smale–Hirsch
theorem. Geometrically, it amounts to undoing the winding we add by winding in the opposite
direction. Secondly, find a bump function
χ : D3+dim(K)1+ε → [0, 1]
that is identically 1 in D3+dim(K) and identically 0 in the boundary of D3+dim(K)1+ε . Set:
XCp = Z
C·χ(p)
p .
Since the curves XCp glue nicely with X
0
p , the corresponding 2–distributions DC can be assumed
to be globally defined, but they are not Engel anymore close to the horizontal boundary of U(σ).
However, they are still Engel in every U(τ) with τ not top dimensional, due to the properties of
the triangulation T .
Finally, note that in U(σ) the properties we claimed hold. Indeed, as we keep adding wiggles
the curves get increasingly convex everywhere (in–between the wiggles we do some adjusting to
go from one to the next). Additionally, since they get progressively smaller quadratically, the
length they add is bounded. See Figure 4.2 for a pictorial depiction of this process.
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Figure 4.2: In this sequence of figures we display how the twisting at the ends is done. We
have included how the “untwisting” is performed, so it is slightly different from the proof given.
Instead of twisting at t = 1 + ε (and then using Hirsch–Smale), the twist is added at t = 1 and
then we undo it by turning in the opposite direction (in discontinuous blue). When a whole loop
has been introduced (in red), we slide it down. It is clear that if the loop is sufficiently small,
the curve is becoming more convex.
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4.3.2.4 Increasing the convex–type energy in the (3 + dim(K))–skeleton
Suppose σ is now a j–dimensional cell, j = 1, 2, . . . , 3 + dim(K). We will follow exactly the
same method as before, but now it has to be done relative to the areas already arranged in
previous steps. By induction hypothesis, we have defined DC , C ∈ [0,∞], and it satisfies the
properties we want (regarding convex and non–integrability energy) in Op(Uj−1). Denote by
X˜Cp : [−ε, 1 + ε]→ S2 the corresponding curves.
From the properties of the cover, it holds that:
φ(σ)(Uj−1 ∪ U(σ)) = A× [−ε, 1 + ε]
φ(σ)(Op(Uj−1) ∪ U(σ)) = Op(A)× [−ε, 1 + ε]
with A some closed set. Our construction will be relative to A.
Set Z0p,c = X˜
c
p, c ∈ [0,∞), and define:
ZCp,c = (Z
2N
p,c )
{1/D(N),C−2N}, C ∈ [2N, 2N + 1],
ZCp,c = (Z
0
p,c)
[1#t2N0 (C),...,1#t
2N
2N+1(C)], C ∈ [2N + 1, 2N + 2],
where the functions t2Ni are exactly as before. Effectively, we are doing the same, but we use the
functions X˜cp as starting point; this will allow us to glue everything together.
Let Op(A) be the same neighbourhood we mentioned before in which the convex–type energy
was already growing with C. Let Op′(A) ⊂ Op(A) be a much smaller neighbourhood. The, set:
χ : D3+dim(K)1+ε → [0, 1]
χ|Op′(A)∪Op(S2+dim(K)1+ε ) = 0, χ|D3+dim(K)\Op(A) = 1,
XCp = Z
C·χ(p)
p,C·(1−χ(p)).
These curves do not glue nicely at their ends with the original family X˜Cp , but they do for those
p ∈ Op′(A) and those p /∈ Op(A). We can then apply the Smale–Hirsch theorem, relative in the
parameter, to modify the curves XCp in t ∈ [−ε, 0] ∪ [1, 1 + ε] so that they do agree with X˜Cp in
t = −ε, 1 + ε.
We now redefine the family DC , C ∈ [0,∞), in Op(U(σ)) so that it is given by XCp . By
construction, D0 is still our original Engel structure. Similarly, DC is Engel in U3+dim(K). It is
obvious that its non–integrability energy remains bounded. We claim that its convex–energy in
Uj tends to ∞. It is enough to check that this is the case in each U(σ) with σ a j–simplex.
In the regions A×[−ε, 1+ε] and (D3+dim(K)\Op(A))×[0, 1] it is clear. In the interpolation region
(Op(A) \ A) × [0, 1], the observation to make is that the curve ZC·χ(p)p,C·(1−χ(p)) has approximately
2C0C · (1− χ(p)) + 2C · χ(p) wiggles, where C0 is a constant relating the “height” of U(σ) with
the height of the surrounding U(τ). All such constants are controlled from below by a universal
positive constant depending only on the cover and hence the claim follows.
4.3.2.5 Extension to the (4 + dim(K))–balls as an Engel structure
We have constructed a family DC , C ∈ [0,∞), of 2–distributions that are not integrable every-
where and Engel in U3+dim(K), where they additionally have convex energy going to ∞. Let us
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henceforth assume that we are in a fixed (4 + dim(K))–ball U(σ) where the structures DC are
all convex–type shells given by curves XCp . The setup we did guarantees that the curve X
0
p has
winding 3 in the segment [0, hp], where hp ∈ (0, 1) is a smooth family of constants, and
{(p, t) | t ∈ [0, hp]} ⊂ φ(σ)(U3+dim(K)).
This winding is measured with respect to a smooth family of affine charts Φp.
We claim that the curves XCp also have winding as least 3 in [0, hp], with respect to Φp. At this
point we fix the constant D(0) to be large enough to that all the wiggles we have been adding are
more convex than the curves X0p . Fixing p and varying C, we see that new wiggles progressively
appear at the ends of XCp |[0,hp]. Once the domain of the wiggle is fully contained in [0, hp], it
is clear that the winding has increased by 1 and the curve is otherwise the same as before the
wiggle appeared. While the wiggle is appearing, since it is more convex than the original curve,
the winding is increasing as well. This proves the claim.
This shows that the extension problem is solvable simultaneously for all C and relative to C = 0.
Let us be a bit more precise. Those DC with C sufficiently close to 0 can be assumed to be
Engel everywhere. Then, homotope all the shells so that DC , C ∈ [δ,∞), is a 1–convex–shell
and those DC , C ∈ [0, 2δ], are solid. This is done as in Proposition 3.50. Then, an application
of Proposition 3.29 solves the extension problem parametrically for C ∈ [δ,∞), relative to δ.
Additionally, the proposition states that the non–integrability–energy remains bounded and the
convex–energy goes to infinity away from the vertical boundary of the shell.
We leave as an exercise to the reader to check that, since the vertical boundary is contained
in U3+dim(K), one can evenly distribute the convex–energy there while the extension problem is
being solved. 
4.3.3 Greco–looseness implies asymptotic looseness
The proof relies on the following result:
Proposition 4.20. Let M be a smooth compact 4–manifold. Let K be a compact manifold. Let
D : K → Engel(M) be a Greco–loose family.
Then, there exists a cover {Ui}i=1,...,N of M×K by convex–type flowboxes with trivialising charts
φi : Ui → D3+dim(K) × [0, 1] such that:
• there is a smaller flowbox Vi = φ−1i (D3+dim(K)× [ai, bi]) ⊂ Ui, such that curves Xip describ-
ing D in the flowbox Vi have winding 3,
• the flowbox Vi does not intersect the vertical boundaries φ−1i (S2+dim(K)× [aj , bj ]), j < i, of
the previous flowboxes Vj.
During its proof, we will determine the value of the constant CGreco. Assuming the proposition
to be true, showing that the family D is then asymptotically loose is similar to what we explained
in the previous subsection, but technically simpler:
Greco–looseness implies asymptotic looseness. Consider the flowbox U0; let Xp be the curves
describing D. We want to apply Proposition 3.29 to increase the convex energy. Following its
proof yields a family of curves XCp , C ∈ [0,∞), such that, for each integer n:
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• X0p = Xp,
• Xnp = X [1#t1;...,1#t2n]p in the region {|p| < 1− 2δ}, where
tj , a, b : D3+dim(K) → [0, 1]
tj(p) = (a(p)− b(p)) j
n
+ b(p)
a(p) = a0, b(p) = b0, if |p| > 1− 3δ
a(p) = 0, b(p) = 1, if |p| < 1− 4δ,
• XCp = Xp in the region {t /∈ [a(p), b(p)]},
• Xnp is defined in the band {1−δ > |p| > 1−2δ} by performing Little’s homotopy sequentially
n times,
• in the interval C ∈ (n, n+ 1), Little’s homotopy between Xnp and Xn+1p is performed, the
spacing of the wiggles is modified, and the radius of the wiggles is decreased so that it
behaves as O(1/C2).
These curves define a family D0C whose convex–type energy goes to infinity in {|p|, t < 1− 4δ},
whose non–integrability energy remains bounded, and satisfying D00 = D. See Figure 4.3 for a
pictorial depiction of all the regions involved.
At every step i, a new family DiC is produced by deforming, over the flowbox Ui, the family
Di−1C constructed in the previous step. This is done by taking the curves X˜Cp describing Di−1C
and applying to them the recipe we just explained. Let us give a bit more detail. The main
geometrical ingredient is that the flowbox Vi intersects all the previous flowboxes Vj , j < i, away
from their vertical boundary; in particular, Vi intersects Uj in a region where the Di−1C either
agrees with D or has been obtained from it by adding wiggles.
For C > Ci−1 > 0, we can assume that Di−1C has winding greater than 3 in the flowbox Vi. Note
that for small C this might not be true: while Little’s homotopy is being performed in a flowbox
overlapping with Vi, some of the curves in Vi are moving around S2 and the winding goes down;
once the homotopy has been completed, the curves are exactly as in D0, but with an additional
loop. As C increases, Little’s homotopy is performed over and over, and eventually enough loops
appear to guarantee having winding 3.
Then, we construct a family of curves XCp,c : [0, 1] → S2, for c ∈ [Ci−1,∞) and C ∈ [0,∞). For
any integer n, we set:
• X0p,c = X˜cp,
• Xnp,c = (X˜cp)[1#t1;...,1#t2n] in the region {|p| < 1− 2δ}, where
tj , a, b : D3+dim(K) → [0, 1]
tj = (a(p)− b(p)) j
n
+ b(p),
a(p) = ai, b(p) = bi, if |p| > 1− 3δ,
a(p) = 0, b(p) = 1, if |p| < 1− 4δ,
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Figure 4.3: A pair of flowboxes (Ui, Vi) as in the statement of Proposition 4.20. The labels mark
the different areas involved in the proof of asymptotic looseness from Greco–looseness.
• XCp,c = X˜cp in the region {t /∈ [a(p), b(p)]},
• Xnp,c is defined in the band {1 − δ > |p| > 1 − 2δ} by performing Little’s homotopy
sequentially n times,
• in the interval C ∈ (n, n + 1), Little’s homotopy between Xnp,c and Xn+1p,c is performed,
the spacing of the wiggles is modified, and the radius of the wiggles is decreased so that it
behaves as O(1/c2).
Construct a function χ : [0,∞) → [0,∞) such that χ|[0,2Ci−1] = 0 and χ(C) = C if C > 3Ci−1.
Define the family DiC by:
• DiC = Di−1C outside of Ui,
• in Ui, DiC is described by the curves X˜Cp if C ≤ Ci−1
• in Ui, DiC is described by the curves Xχ(C)p,C if C > Ci−1.
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Iterating this process over all the Ui, we deduce that DC = DNC has the desired properties.
The rest of the subsection is dedicated to the proof of Proposition 4.20. We break it down in
several parts.
4.3.3.1 Constructing the first covering
Let q ∈M×K, and let γ be the Y–orbit passing through q; find a parametrisation γ : R→M×K
for the orbit. By hypothesis, there exists an interval Iq ⊂ R and a thickening Vq of γ|Iq such that:
φq : Vq → D3+dim(K)×[0, 1] is an embedded convex–type Y–flowbox whose curves Xqp : [0, 1]→ S2
have winding greater than the universal constant CGreco. Fix δ > 0 arbitrarily small. Then,
moreover, it can be assumed that if Xq0 has winding exactly a over some interval I ⊂ [0, 1], all
the curves Xqp |I have winding greater than a−δ. Both statements follow by taking the thickening
sufficiently small.
The constant CGreco will be determined as we go along in the proof.
Since M ×K is compact, we can find a finite cover by flowboxes {Vqi}i=0,...,L like the ones we
just described; we denote their trivialising charts by φqi : Vqi → D3+dim(K) × [0, 1].
Fun fact 4.21. We have given the artistic name of Greco chart to the flowboxes Vqi . The
picture to have in mind is the following: they will usually be incredibly tall, going around the
manifold describing a very long and thin tube. Dome´nikos Theotoko´poulos, more known as El
Greco, was a Greek Renaissance painter established in Toledo, Spain. His style is very distinctive:
the characters in his works often display elongated faces and hands, as well as a very personal
grace and posture. Our flowboxes, even if not particularly graceful, are indeed elongated.
4.3.3.2 First flowbox of the refinement
We will obtain the covering claimed in the statement by refining {Vqj}j=0,...,L. Let us start with
Vq0 . Now we impose for CGreco to be greater than 3. Since all the curves Xq0p have winding
C > 3, we can find some interval [a0, b0] ⊂ [0, 1] such that the curves Xq0p |[a0,b0] have winding in
(3, 3 + δ), with δ > 0 some very small constant. Then, we set
U0 = Vq0
V0 = φ
−1
q0 (D
3+dim(K) × [a0, b0]).
4.3.3.3 General position for flowboxes
Suppose now that we have constructed flowboxes {Ui}i=0,...,m covering all the Vqj , j < j0.
Denote their trivialising charts by φi : Ui → D3+dim(K) × [0, 1], and write Xip for the convex
curves describing D in each of them. The induction hypothesis is that, just like in the statement:
I. the curves Xip all have winding in (3, 3 + δ) in [ai, bi],
II. each Vi = φ
−1
i ({t ∈ [ai, bi]}) does not meet the vertical boundaries of the previous ones.
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Consider the flowbox Vqj0 . We will construct new flowboxes {Ui}i=m+1,...,m′ so that the induction
hypothesis holds for j0 too. As a first step, we claim that the following additional properties
hold:
III. Let pi : D3+dim(K) × [0, 1] → D3+dim(K) be the obvious projection. The (probably incom-
plete) cylinders
Dj0,i = {φj0 ◦ φ−1i (S2+dim(K) × [ai, bi])}, i = 0, . . . ,m,
and the (probably incomplete) piecewise smooth (2+dim(K))–spheres to which they project
Sj0,i = pi ◦ φqj0 ◦ φ−1i (S2+dim(K) × [ai, bi]), i = 0, . . . ,m
are in general position. In particular, any collection of 3 + dim(K) spheres intersects in a
finite number of points, and any collection of 4 + dim(K) spheres has empty intersection.
IV. For each cylinder Dj0,i, there exists an interval Ii ⊂ [0, 1] such that
Sj0,i × Ii ⊂ Dj0,i ⊂ Sj0,i ×Op(Ii),
and, for all p ∈ Sj0,i, the curves Xj0p |Ii have less that 4 winding.
The first statement follows by applying standard transversality, since the number of flowboxes
is finite. The nice consequence of this is that, given any point p, the segment {p} × [0, 1] only
intersects 3 + dim(K) of the cylinders Dj0,i, so only a controlled amount of convex–type energy
is being lost for the curve Xj0p . We will detail this later.
The second statement follows by construction. Just like in the 0–dimensional case, we will choose
the flowboxes along the proof to have winding lying in the interval (3, 3+δ) and having horizontal
boundaries that are almost flat (so that the interval Ii does not depend on the particular point p ∈
Sj0,i). The main point of subtlety here is that winding does depend on how the base D3+dim(K)
is trivialised, so it might be unclear whether statements about winding transfer between different
Greco charts. However, 3 projective turns seen in an affine chart will be always produce less that
4 in any other chart.
4.3.3.4 Triangulating D3+dim(K) with respect to the projected spheres
Consider the manifold D3+dim(K) and the (possibly disconnected and with boundary) (2 +
dim(K))–manifolds Sj0,i, i = 0, . . . ,m. Then, there exists a triangulation T of D3+dim(K) such
that:
• T extends a triangulation T∂ of the boundary ∂(D3+dim(K)),
• the (3 + dim(K)− n)–discs given as intersections of n elements of the collection
{Sj0,i} ∪ {S2+dim(K)}
are covered by simplices of T of dimension at most (3 + dim(K)− n).
This is straightforward by starting with the union of the spheres and subdividing sufficiently.
To each simplex σ ∈ T we assign a disc U(σ) so that the collection of discs {U(σ)}σ∈T is
a covering of D3+dim(K). Similarly to Theorem 3.9, it can be assumed that U(σ) and U(τ)
176
CHAPTER 4. CLASSIFICATION RESULTS FOR ENGEL STRUCTURES
only intersect if one of the simplices contains the other. Further, it can be assumed that U(σ)
intersects at most 3 + dim(K) of the spheres in the collection {Sj0,i}. Let D be the sum of
3 + dim(K) and the number of subsimplices a simplex of dimension 3 + dim(K) possesses; it is
a universal constant that depends only on dim(K).
Refer to Figure 4.4 for a pictorial depiction of the manifolds Sj0,i, the corresponding triangulation
T , and the subsequent covering {U(σ)}σ∈T .
Figure 4.4: Two depictions of D3+dim(K): for simplicity we show it as a D2. On the left hand side,
we show in red the spheres Sj0,i. In (discontinuous) black, the rest of the triangulation T . The
covering {U(σ)}σ∈T is shown in 3–colours. In blue we depict the (boundary of the) neighbour-
hoods of the zero simplices. In pink, (in the right hand side of the picture) the neighbourhoods
of the edges. In orange, the neighbourhoods of the faces.
4.3.3.5 Refining the Greco chart at step j0
Let σ be a l–simplex. Assume that, for each simplex τ of dimension lower than l, we have defined
flowboxes
U(τ) = φ−1j0 (U(τ)× [0, 1]),
V (τ) = φ−1j0 (U(τ)× [aτ , bτ ]),
such that, along with the previous Ui, Vi, i = 1, . . . ,m, they satisfy the induction hypothesis.
Let us construct V (σ).
For each sphere S in the collection {Sj0,i} and intersecting U(σ), there is an interval IS ⊂ [0, 1]
that is forbidden (meaning that we cannot take [aσ, bσ] to overlap with it if we want to satisfy
the induction hypothesis). Similarly, for each subsimplex τ ( σ, the interval [aτ , bτ ] is forbidden
as well. There are at most D forbidden intervals, by our reasoning before. In the interval [0, 1],
the curves Xj0p have winding CGreco, and in each forbidden interval, at most 4 winding is lost.
We need to find a gap in-between the intervals of winding 3. Since there are at most D+ 1 gaps,
the pigeonhole principle states that setting CGreco > 4D + 3(D + 1) guarantees that there is a
suitable gap in which to place [aσ, bσ]. Define:
U(σ) = φ−1j0 (U(σ)× [0, 1]),
V (σ) = φ−1j0 (U(σ)× [aσ, bσ]).
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The collection of all U(σ) (with their respective V (σ)) is the desired covering of Uj0 . This proves
the inductive step and concludes the proof of Proposition 4.20. 
4.4 Loose families are flexible
Our main results are almost immediate after setting up all the essential definitions and facts:
Theorem 4.22. Let M be a smooth 4–manifold. Let K be a compact manifold. Let D0,D1 :
K → Engel(M) be two formally homotopic loose families. Then, they are Engel homotopic
through loose families.
Proof. Let D be a foliated formal Engel structure in M × K × [0, 1] connecting D0 and D1 as
families of formal Engel structures. Since the families Di, i = 0, 1, are asymptotically loose, we
can extend D to foliated formal Engel structure in M×K×R such that lim
C→±∞Hconvex(D(−, C)) =
∞ and all the structures D(−, C) are Engel for C /∈ [0, 1]. By assumption, there are line fields Y+
and Y− trivialising the structures D(−, C) with C large and positive or negative, respectively.
Let Y be a trivialising line field for D that agrees with Y+ if C >> 0 and with Y− if C << 0.
Then, there exists a triangulation T of M ×K × [−C0, C0], relative to the boundary M ×K ×
{±C0}, and a cover {U(σ)} such that their restrictions to the ends
T± = {σ ∈ T | σ ⊂M ×K × {±C0}}
{U±(σ) = U(σ) ∩M ×K × {±C0}}σ∈T± ,
along with the line fields T±, serve as certificates of t–looseness for D± = D(−,±C0).
Now the proof boils down to performing the reduction process in M ×K × [−C0, C0] relative to
the ends. We refer the reader to the proof of Theorem 3.55 (Subsection 3.5.5). We go over the
main details.
Consider
Uj =
 ⋃
τ∈T±
U(τ)
 ∪
 ⋃
τ∈T (j)
U(τ)
 .
Suppose we are performing the reduction process in some U(σ), with σ /∈ T± a j–simplex. Then,
φ(σ)(Uj−1) is of the form A× [−ε, 1+ε], with A some closed set, by Corollary 3.13. By taking C0
larger (and using the induction hypothesis) we can assume that the convex–type energy in any
such A is arbitrarily large. Proceeding as in Theorem 3.55 (or rather, its parametric counterpart
Proposition 3.78), we can make the convex–type energy large in U(σ), relative to A× [−ε, 1 + ε].
We are left with solving the extension problem in each top dimensional cell. This is an immediate
application of Proposition 3.80: since the extension problem is relative to the boundary of the
foliated shell, it automatically solves the problem relative to D±. This concludes the proof.
Remark 4.23. By Theorem 4.15, we have that t–loose families and Greco–loose families are
particular examples of asymptotically loose families. However, an asymptotically loose family
might not be Greco/t–loose (although it is homotopic to a family that is).
Let us particularise to the case of 0–dimensional families. Consider the following definition:
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Definition 4.24. An Engel structure is said to be (0−−)overtwisted if it is asymptotically loose.
Denote the space of overtwisted Engel structures by EngelOT(M).
Then, an immediate corollary of the theorem is the following (the pi0 h–principle):
Corollary 4.25. The inclusion
EngelOT(M)→ FEngel(M)
of the overtwisted Engel structures into the formal Engel structures induces an isomorphism in
pi0.
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Chapter 5
Tangent and transverse
submanifolds
In Section 1.5, we discussed some basic material on horizontal immersions. The two most relevant
notions were the Geiges projection and the developing map of an orbit of the kernel. Both of
them are important for the contents of this chapter.
Three topics will be addressed: the space of deformations of an horizontal curve, particularly of
those tangent to W (Section 5.1), the h–principle for horizontal immersions (Section 5.2), and
the h–principle for transverse immersions (Section 5.3).
In the presence of an Engel structure (or any other distribution), two geometrical conditions
are meaningful for a submanifold to satisfy: being tangent or transverse. The punchline of
the results proven here is that immersions satisfying either one of these conditions are (almost)
completely flexible, just like in the contact case. Future research has to focus on figuring out
whether embedded submanifolds display rigid behaviour.
5.1 Deformations of horizontal curves
In this section, we will explain, finally, the concept of rigidity for horizontal curves. Given a
manifold M and an Engel structure D, we denoted by HI(M,D) the space of horizontal curves;
we endow it with the C1–topology. Ideally, one would want for this space to be an infinite
dimensional manifold, since this would allow us to define interesting operators in it and apply
calculus of variations. However, this is far from being the case [7, 39]: whereas curves everywhere
transverse to W have a large space of deformations, segments that are everywhere tangent to it
and have “short” developing map (in a sense that we will now define), are actually isolated.
The presence of these curves is a problem for a complete h–principle to hold for horizontal
immersions: rigidity is a purely geometrical phenomenon. However, the main point, as we will
explain in Section 5.2, is that rigidity is essentially the only problem. Once rigid curves are
discarded (and they are not very many), horizontal immersions present a flexible behaviour (see
Theorem 5.14).
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5.1.1 Local models
Let (M,D) be an Engel manifold with kernel W. Let γ : [−1, 1] → M be an horizontal immer-
sion. We start by explaining the local model around γ in two particular cases: γ is everywhere
transverse to the kernel W, or γ is tangent to W and its developing map is shorter than one
projective turn. In particular we will be able to describe the deformations of γ, relative to its
ends, as an horizontal curve.
It will be convenient to state these results in parametric form for later use. Let K be some
compact manifold that we use as a parameter space.
Lemma 5.1. Let γk : [−1, 1]→M , k ∈ K, be a family of horizontal curves that are everywhere
transverse to W.
Then, there are a constant ε > 0 and a family of immersions
φk : ([−1, 1]× D2ε × [−ε, ε] ⊂ R4,Dstd)→ (M,D), k ∈ K,
satisfying φk(x, 0, 0, 0) = γk(x) and φ
∗D = Dstd.
In the model, all C1–perturbations of γk are of the form (x, yk(x), y
′
k(x), y
′′
k (x)), where
yk : [−1, 1]→ R, k ∈ K.
is a family of functions. In particular, the space of compactly supported deformations corresponds
to the space of compactly supported functions on the interval [−1, 1].
Proof. What we are effectively doing is saying that any horizontal segment transverse to D locally
looks like the zero section in J2(R,R).
Depending on k, we can take two linearly independent vector fields Yk, Zk along γk such that
〈γ′k, Yk, Zk〉 is a 3–distribution complementary to W. Using the exponential map on 〈Yk, Zk〉
along γk, we find an immersion ψk : [−1, 1]× D2ε →M . Since ψ∗kE is a contact structure on this
3–dimensional slice, with ψ−1k ◦γk a legendrian curve, we can take a small tubular neighbourhood
of γk within the slice that is contactomorphic to ([−1, 1]×D2ε, ξ = ker(dy − zdx)) with γk being
taken to the central legendrian curve γ˜k(x) = (x, 0, 0). We assume that ψk satisfies exactly this.
Now, on the slice Image(ψk) the Engel structure D is imprinting a (legendrian) line field. In
terms of the model, this line field Xk is contained in ξ. Along γ˜k, Xk agrees with 〈∂x + z∂y〉, but
not anywhere else, necessarily. We need to modify the embedding ψk for this to hold everywhere.
Find a vector field W spanningW. As we flow the slice Image(ψk) by W , the preferred legendrian
vector field moves. In terms of the local model, Xk(x, y, z) swipes a cone of lines Ck(x, y, z) ⊂
ξ(x, y, z). For those points in γ˜k, we have that the cone Ck(x, 0, 0) contains 〈∂x + z∂y〉 =
Xk(x, 0, 0), so the same is true in a neighbourhood of γ˜k. This uniquely defines a way of modifying
ψk graphically to achieve the condition ψ
∗
kD = 〈∂x+z∂y〉. We possibly need to take ε > 0 smaller.
Now we take W again to flow the slice, yielding an immersion φk : [−1, 1] × D2ε × [−ε, ε] → M
extending ψk. The implicit function theorem says that adjusting the length of W appropriately
ensures φ∗kD = Dstd. The claim about deformations is immediate from the model.
However, curves tangent to W are much more rigid, as we pointed out already.
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Lemma 5.2. Let γk : [−1, 1]→M , k ∈ K, be a family of horizontal curves that are everywhere
tangent to W and whose developing maps are shorter than one (projective) turn.
Then, there are:
• a family of embeddings xk : [−1, 1]→ R ⊂ R4 satisfying x(0) = 0,
• a family of immersions :
φk : (Op(xk) ⊂ R4,DLorentz)→ (M,D), k ∈ K,
satisfying φk(xk(s), 0, 0, 0) = γk(s) and φ
∗
kD = DLorentz = ker(dy − tdx) ∩ ker(dz − t2dx).
Any C1–perturbation of γ is given, in the model, as (xk(s), y(xk(s)), z(xk(s)), tk(xk(s))) with
yk(x) = yk(0) +
∫ x
0
tk(u)du
zk(x) = zk(0) +
∫ x
0
t2k(u)du
In particular, the expression for zk implies that there are no deformations relative to the ends.
We are saying that, up to reparametrising γk, the model nearby is essentially unique.
Proof. Find some disc Dk transverse toW and passing through γk(0). Parametrise it so that the
contact structure induced by E is standard ker(dy− zdx). In Dk, D induces a preferred line field
and, after suitable reparametrisation of Dk, it can be assumed that the line field is 〈∂x + z∂y〉.
By thickening γk, we obtain an immersion ψk of D3ε × [−1, 1] into M , extending the embedding
Dk of D3ε × {0}.
Since the developing map of γk is shorter than 1 projective turn, a reparametrisation of ψk
allows us to assume that ψ∗kD = Dstd. Effectively, we are just adjusting the speed with which
the legendrian vector field is turning by using the implicit function theorem.
Now we recall Subsubsection 1.3.1.1: there is a diffeomorphism Ψ : R4 → R4 taking DLorentz
to Dstd. Precomposing ψk with Ψ and taking a tubular neighbourhood around (ψk ◦ Ψ)−1(γk)
yields the result. The claim regarding deformations is immediate from the model.
Remark 5.3. It is clear that, if the curves γk are embedded, the models can be taken to be
diffeomorphisms with their images.
5.1.2 A result of Bryant and Hsu
We say that a horizontal curve having no compactly supported C1–perturbations is rigid or
isolated. According to Lemma 5.2, sufficiently short integral curves of W are isolated. What
about curves having longer developing map? Bryant and Hsu provide an answer to this question:
Proposition 5.4 (Proposition 3.1 in [7]). Let (M,D) be an Engel manifold. Then, an horizontal
immersion γ : [0, 1]→M is isolated if and only if it is everywhere tangent toW and its associated
developing map is injective away from its endpoints; i.e. if and only if it makes one projective
turn or less.
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In this chapter we are not interested in embeddings of the interval, but embeddings of S1, since
our final aim is understanding the topology of the space HI(S1,M). As such, we will not
reprove their result. However, observe that we have already covered the case of those curves
with developing map shorter than one turn. We will now use Lemma 5.2 to show that, in the
case of non–orientable prolongations, the space of simple W–orbits conforms (after quotienting
by orientation–preserving reparametrisations) two copies of the base manifold (one for each
orientation). Further, these curves possess no other deformations. In this way, we have been able
to completely identify two whole connected components in HI(S1,M) that cannot be accounted
for formally:
Proposition 5.5. In a Cartan prolongation (P(ξ),D(ξ)) of 1 projective turn, the embedded
curves tangent to W(ξ) are isolated, in the C1–topology, from all other curves in HI(S1,D(ξ)).
They conform two connected components that deformation retract to P(ξ).
Proof. Everything is reduced to showing that the only C1–perturbations of such a curve γ are
the nearby curves tangent to W(ξ). Take some curve η that is C1–close to γ. If it is tangent
to a W(ξ)–orbit γ˜ in an open interval I ⊂ S1, then η|S1\I is a compactly supported deformation
of γ˜|S1\I , which makes less than one projective turn. Applying Lemma 5.2 implies that η is a
reparametrisation of γ˜.
Otherwise, take some time t0 where η is transverse to W(ξ). Lemma 5.1 yields a neighbourhood
U of η(t0). The vector field η
′(t)|[t0−δ,t0+δ], for δ small, can be extended in U to a vector field
X whose flowlines are C1–close to η (and thus graphical over γ). Now, in Op(η(t0)) ⊂ U , we
perturb X to make it tangent to W(ξ). A suitable choice yields flowlines that are C1–close to η
in Op(∂U), that are still graphical over γ, and that are tangent to W in an interval. Lemma 5.1
implies that we can take one such flowline and interpolate back to η in Op(∂U) to yield a curve
η˜ that is a C1–small deformation of γ. The proof concludes by applying to η˜ the reasoning in
the first paragraph.
In more general Engel manifolds it is not always true that sufficiently short curves tangent to W
are isolated as tangent immersions. This is explored in Section 5.1.
5.1.3 The Geiges projection for mapping tori
We have just shown, in Proposition 5.5, that the h–principle for horizontal immersions does fail,
in general, in the presence of closed orbits of the kernel of the Engel structure. We would like
to explore the phenomenon of rigidity in more detail. The main idea is that an Engel structure
along aW–orbit is necessarily given by a mapping torus construction, and one is able to define an
analogue of the Geiges’ projection in this setting. This will allow us to understand perturbations
of the orbit in a pictorial way.
Let us explain our setup in detail. Take the standard (R3, ξ = ker(dy − zdx)) and let φ :
(R3, ξ) → (R3, ξ) be a contactomorphism that fixes the origin. Think about the mapping torus
Mφ as the quotient R3× [0, 1]/φ with coordinates (x, y, z, t). Mφ can be endowed with a natural
even contact structure: the pull–back of ξ, whose kernel is spanned by ∂t. An Engel structure
D = 〈∂t, L〉 can be defined on Mφ, where L ⊂ ξ is some t–dependent Legendrian vector field
rotating positively in the t–direction and satisfying 〈φ∗(L(0))〉 = 〈L(1)〉.
Fix a framing 〈X = ∂x + z∂y, Z = ∂z〉 of ξ. Fix L(0) = X. We write L(1) as cos(F (x, y, z))X +
sin(F (x, y, z))Z, where F : R3 → R is the smallest possible such function that is still positive. F
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can be extended to the whole mapping torus to define a possible L:
f : R3 × [0, 1]→ R
f |R3×{1} = F, f |R3×{0} = 0, ∂tf > 0,
L = cos(f(x, y, z, t))X + sin(f(x, y, z, t))Z.
Therefore, the structure equations for the Engel structure D read as:
α = dy − zdx, β = cos(f(x, y, z, t))dz − sin(f(x, y, t, z))dx.
Observe that there are many possible definitions of L for a given F , but they all yield diffeomor-
phic Engel structures.
Consider the W–integral curve γ(θ) = (0, 0, 0, θ). Any C1–small deformation of γ is of the form
η(θ) = (x(θ), y(θ), z(θ), θ), and satisfies the equations:
tan(f(x, y, z, t)) =
z′
x′
,
y(t)− y(0) =
∫ t
0
zx′ds,
φ(η(1)) = η(0).
We say that the plane curve pi ◦ η(θ) = (x(θ), z(θ)) is the front (of the Geiges projection) of η.
These formulas in particular describe how to recover η from its front.
5.1.4 Revisiting Proposition 5.5
We can use the language we have just introduce to reprove Proposition 5.5 in a more geometric
way. This will convey the types of arguments that can be carried out using the Geiges projection
(or rather, its front).
Alternate proof of Proposition 5.5. Given a C1–perturbation η of aW–tangent curve γ, we want
to show that η is tangent to W as well. Suppose otherwise; by Theorem 5.12 (below), we can
assume that η is in general position with respect to W. We can find a neighbourhood of γ that
is a mapping torus Mφ with φ the identity and L(1) = −L(0); we are in the setup above, with
f(x, y, z, t) = pit. Due to it being in general position, the front pi ◦ η is a closed plane curve with
cusps.
The front must possess at least one cusp and, choosing our neighbourhood suitably, we assume
that pi ◦ η has, at pi ◦ η(0) = 0, a cusp pointing to the left. The first equation above states that
the slope of η rotates clockwise pi degrees, and thus the curve is piecewise convex. The second
one says that the signed area bounded by η must be zero.
Observe that the number of cusps must be odd since the oriented slope approaching t = pi must
be horizontal and pointing to the left and at every cusp the orientation changes sign. Denote the
values of the parameter for which the curve has a cusp by {t0 = 0 = pi, t1, . . . , t2n}. Since the
slope is only horizontal at the endpoints, the cusps are alternating; that is, at t2i−1 the curve
leaves the horizontal line {z = z(t2i−1)} going downwards and at t2i it leaves it going upwards.
In other words, the function z(t) is strictly increasing in the intervals (t2i, t2i+1) and strictly
decreasing otherwise. We deform the curve by enlarging the cusps: Except for the one at the
origin, we add a straight segment to the end of each of the cusps and then we make it convex
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by a slight deformation (like glueing a thickened needle to its end). This procedure allows us,
without changing the total area, to push upwards the odd cusps and push downwards the even
ones. Therefore, for i > 0:
z(t2i−1) = z(t1) > 0,
z(t2i) = z(t2) < 0.
Consider the segments pi ◦ η|(t2i−1,t2i) and pi ◦ η|(t2i,t2i+1), and reverse the parametrisation of the
former. Then, both of them are segments starting from pi ◦ η(t2i) and finishing in the same
z–coordinate, but the latter has greater slope. This reasoning readily implies that:
x(t1) > x(t3) > · · · > x(t2n−1),
x(t2) < x(t4) < · · · < x(t2n).
In particular, the segments pi ◦ η|(t2i−1,t2i) and pi ◦ η|(t2i+1,t2i+2) intersect at a point si. This
means that in-between t2i−1 and t2i+2 a Reidemeister I move configuration appears, bounding
some positive area. Refer to Figure 5.1.
Figure 5.1: On the left hand side, a possible projection for a deformation η with five cusps. On
the right hand side, we outline in red the area of the Reidemeister I loop, that has been removed,
yielding a curve with only three cusps. Note that the cusps have been made longer so that they
would reach the horizontal gray lines.
Now we conclude by induction on 2n+ 1, the number of cusps. Our induction hypothesis is that
a front conforming to the properties above must bound positive area. This is straightforward
for 2n+ 1 = 3. For the induction step, the reasoning on the previous paragraph shows that, for
2n+ 1 > 3, a Reidemeister I move appears. By removing it (along with the points t2i and t2i+1)
and smoothing the curve at si, the points t2i−1 to t2i+2 are now connected by a segment with
no cusps. Since the area under this operation decreases and now the number of cusps is 2n− 1,
the induction hypothesis concludes the proof.
5.1.5 Short W–orbits admitting deformations
Using the mapping torus construction of Subsection 5.1.3, it is clear that one can construct W–
orbits whose developing map is shorter than one projective turn. We will now go through some
examples of this and we will show that, in many cases, these orbits do admit deformations (that
are everywhere not tangent to W themselves).
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Example 5.6 (Curves making one projective turn.). Take the mapping torusMφ with φ(x, y, z) =
(x, y/2, z/2). Fix L(0) = −L(1) = ∂x+z∂y. Let η be the desired deformation of (0, 0, 0, θ), which
we assume is in general position with respect to W. Its front pi ◦ η(θ) = (x(θ), z(θ)) satisfies
(x(0), z(0)) = (x(1), 2z(1)) = (0, 0) and encloses an area of y(1)/2. On the left hand side of
Figure 5.2, such a curve is presented; it is clear that the area it bounds can be adjusted to be
exactly y(1)/2. 
Figure 5.2: On the left hand side, a possible deformation for a curve making one projective turn.
On the right, a deformation for a curve with short developing map. The curves are depicted in
blue. The tangent vectors at t = 0, 1 are shown in red.
Example 5.7 (Curves having an arbitrarily short developing map.). Fix some angle α ∈ (0, pi).
The following contactomorphism is the lift of the turn of angle −α in the plane (x, z):
ψ(x, y, z) = (cos(α)x+ sin(α)z, y − sin2(α)zx+ 1
2
cos(α) sin(α)(z2 − x2), cos(α)z − sin(α)x).
We consider the mapping torus of ψ.
Take a deformation η ending at (x(1), y(1), z(1)). The projection pi ◦η must bound a signed area
of
y(1)− y(0) = sin2(α)z(1)x(1)− 1
2
cos(α) sin(α)[z(1)2 − x(1)2].
The right hand side is precisely the integral of zdx over the curve β given by going from
(x(0), z(0)) to the origin and then to (x(1), z(1)) following straight lines, as a computation
shows.
Consider (x(1), z(1)) lying in the first quadrant and making an angle of α/2 with the vertical axis.
Let β˜ be the straight horizontal segment connecting (x(0), z(0)) and (x(1), z(1)). In particular,
it lies above β and thus
∫
β
zdx >
∫
β˜
zdx. Now it is straightforward to create a curve η such that∫
η
zdx =
∫
β
zdx = y(1) − y(0) by adding some (positive) area to β˜ and adjusting it to ensure
that it consistently turns clockwise. Refer to the right hand side of Figure 5.2. 
Slightly generalising the first example, it is not hard to show that:
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Proposition 5.8. Let φ be a contactomorphism of (R3, ξ = ker(dy − zdx)) fixing the origin
and with conformal factor different from 1. Let Mφ be the corresponding mapping torus with
coordinates (x, y, z, t) and endowed with the Engel structure with smallest turning. Then, the
W–curve γ(θ) = (0, 0, 0, θ) admits deformations somewhere not tangent to W.
Proof. Take d0φ, the linearisation at the origin. d0φ|ξ is a linear map in R2 that can be lifted
to a contactomorphism φ˜. By zooming in with the contactomorphism (x, y, z) → (λx, λ2y, λz),
φ becomes C∞ close to φ˜, and therefore it is enough to prove the statement for φ linear.
If the conformal factor at the origin is different from 1, there is a dilation in the y–coordinate.
Then we construct a deformation starting and finishing at the origin and bounding an area
y(1)− y(0) > 0, which is possible if we select y(0) small enough and with the adequate sign.
It is clear that we can start with a non–orientable Cartan prolongation and perturb its return
map to insert any of these models.
5.2 The h–principle for horizontal immersions
5.2.1 Generic horizontal immersions
Having somewhat understood the extent to which the h–principle fails, we can finally state our
main result about horizontal immersions. Before we do so, we have to restrict our attention to
those horizontal curves that are not rigid. To be on the safe side of things, we will just discard
all curves that are W–orbits. This yields the following definition:
Definition 5.9. Let I be a 1–dimensional manifold. We denote by HIn.e.t.(I,D) ⊂ HI(I,D)
the open subspace of those horizontal curves that are not everywhere tangent to W.
Of course, we are interested in the case I = S1.
How large is the set of orbits we are discarding? In the most symmetric case, that of Cartan
prolongations, the space of closed W–orbits is a countable collection of copies of the base man-
ifold. Two of these copies, those corresponding to simple curves, are independent connected
components in the space of horizontal curves (Proposition 5.5). The other copies (corresponding
to multiply covered orbits) are not isolated, since the curves with longer developing maps do
admit deformations (Proposition 5.4).
Under the opposite assumption, D being generic, Proposition 1.32 states that we are discarding
countably many orbits. However, only those with short developing map are isolated.
Remark 5.10. Recall that there are Engel structures C∞–close to prolongations that have no
closed orbits, so we immediately deduce that the homotopy type of HI(S1,D) is not invariant
under deformations.
Consider this other definition:
Definition 5.11. Let I be a 1–dimensional manifold. We denote by HIgen(I,D) ⊂ HIn.e.t.(I,D)
the open subspace of those horizontal curves whose tangencies with W are isolated.
HIgen(I,D) is a nicer space thanHIn.e.t.(I,D) in the sense that the curves it contains are defined
by a condition at the level of germs, as opposed to a global condition. It is therefore easier to
work with HIgen(I,D) in certain situations (this will be the case in Section 5.3).
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5.2.2 Statement of the results
Let us state the two main theorems of this section. The first one is a genericity result: given a
curve that is somewhere not tangent to W (even if it is tangent to it over an open set), it can
be deformed to a curve with isolated W–tangencies. We state it in parametric form:
Theorem 5.12. Let M be a 4–manifold. Let K be a closed manifold and fix a map D : K →
Engel(M). Denote by W(k) the kernel of D(k), k ∈ K.
Consider γ : K → I(M) satisfying γ(k) ∈ HIn.e.t.(S1,D(k)). Then, after a C∞–perturbation, it
can be assumed that the set
{(k, s) ∈ K × S1 ; γ(k)′(s) ∈ W(k)γ(k)(s)}
is a submanifold of codimension–1 in K × S1 in generic position with respect to the foliation∐
k∈K{k} × S1.
An immediate corollary is the following:
Corollary 5.13. Let (M,D) be an Engel manifold. The inclusion:
HIgen(S1,D)→ HIn.e.t.(S1,D)
is a weak homotopy equivalence.
Theorem 5.12 and Corollary 5.13 are technical results that allow us to pass to a setting where
manipulating horizontal curves is easier. They are important in the proof of our main result
about horizontal immersions:
Theorem 5.14. Let (M,D) be an Engel manifold. The inclusion
HIn.e.t.(S1,D)→ FHI(S1,D)
is a weak homotopy equivalence.
This result pretty much settles the classification of horizontal immersions. However, admittedly,
we still need a better understanding of the deformations of the W–orbits to really determine the
homotopy type of HI(S1,D).
Remark 5.15. Instead of Theorem 5.14, we will prove the following slightly stronger result:
Let K be some compact m–dimensional manifold, possibly with boundary, and fix D : K →
Engel(M). Let φ : K → FI(S1,M) be a map satisfying:
• φ(k) ∈ HIn.e.t.(S1,D(k)) for k ∈ ∂K,
• φ(k) ∈ FHI(S1,D(k)) for all k ∈ K.
Then, φ is homotopic, relative to ∂K, to a map φ˜ : K → I(S1,M) with φ˜(k) ∈ HIn.e.t.(S1,D(k))
for all k.
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5.2.3 The genericity result
Theorem 5.12 states that, once one restricts to the subspace HIn.e.t.(S1,D), there are enough
deformations to guarantee a “generic” picture. We shall dedicate the rest of this subsection to
its proof. It relies on local C∞–small deformations using Lemmas 5.1 and 5.2.
Setup. Let us construct an adequate cover of the space K×S1. Locally, for every (k, s) ∈ K×S1,
we can find vector fields W (k′, s) spanning W(k′). Denote by η(k′, s) the integral curve of
W (k′, s) with domain [s− ε, s+ ε] and satisfying η(k′, s)(s) = γ(k′)(s).
We can apply Lemma 5.2 parametrically to the curves η(k′, s). If γ(k)′(s) ∈ W(k), there is a
product neighbourhood Dε(k) × [s − ε, s + ε] 3 (k, s) in which every curve γ(k′), k′ ∈ Dε(k), is
graphical over η(k′, s) in the model. We say that this neighbourhood is of type I.
Otherwise, if (k, s) is such that γ(k)′(s) is transverse to W(k), so are the nearby curves. We use
Lemma 5.1 parametrically to yield a product neighbourhood of (k, s) in which the curves γ(k′)
look like the zero section in J2(R,R). We call this a neighbourhood of type II.
Then, by compactness of K × S1, we can find a finite cover {Ui,j} comprised of neighbourhoods
like the ones we just described. We assume that it is the product of a covering {Wi} in K
and a covering {Vj = Op([ j
N
,
j + 1
N
])}, j = 0, .., N − 1, in S1. We order the neighbourhoods
{Ui,j = Wi × Vj} as follows: for any fixed Wi, we find some ji ∈ {0, ..N − 1} such that Wi × Vji
is of type II and we order the Wi × Vj cyclically increasing from j = ji + 1 to j = ji. The order
in which we consider each Wi is not important and hence we just proceed as we numbered them.
See Figure 5.3.
The idea now is to modify γ over the neighbourhoods Ui,j inductively using the order we just
constructed. Over those of type I we will deform to achieve the desired transversality. Over
those of type II we have more flexibility, so we shall use them to ensure that the deformation γ˜
does close up.
Take a neighbourhood Ui,j . Denote by U˜i,j the union of the neighbourhoods over which a C
∞–
close deformation γ˜ of γ has been defined already.
Type I neighbourhoods. Assume that Ui,j is of type I. Applying Lemma 5.2, we have a family
of curves
γ(k) : Vj → (R4, ker(dy − tdx) ∩ ker(dz − t2dx)), k ∈Wi
that are graphical over the x axis and thus given by functions:
γ(k)(s) = (xk(s), yk(xk), zk(xk), tk(xk))
with xk(s) a diffeomorphism with its image, tk(x) some arbitrary function, and
yk(xk(s)) = yk(xk(−1)) +
∫ xk(s)
xk(−1)
tk(x)dx
zk(xk(s)) = zk(xk(−1)) +
∫ xk(s)
xk(−1)
t2k(x)dx
(5.1)
where the dependence on k is smooth. Analogously, γ˜ is defined by functions (x˜k, y˜k, z˜k, t˜k)
which are only defined over Ui,j ∩ U˜i,j .
Tangencies with W are given by t′k, t˜′k = 0. We extend t˜k from Ui,j ∩ U˜i,j to the whole of Ui,j
arbitrarily, ensuring that it remains C∞–close to tk and that it has generic critical points (for a
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Figure 5.3: In red we depict the manifold K×S1. The tangencies withW are the points in blue.
The sets Ui,j correspond to neighbourhoods of the smaller red squares; they have been numbered
as I or II depending on whether they are of the first or second type. The black line with arrows
indicates the order in which we proceed for the induction.
family of dimension dim(K)). We can extend y˜k and z˜k to the whole of Ui,j using the integral
expressions (5.1) with initial values those in Ui,j∩U˜i,j . The order that we chose for the induction
means that Ui,j∩U˜i,j∩({k}×S1) is connected at every such step, so in particular we are defining
y˜k and z˜k as integrals with boundary conditions given only at one end of the interval Vj . Note
that this construction is indeed relative to U˜i,j .
Type II neighbourhoods. Assume that Ui,j is of type II. In its local model, given by Lemma
5.1, the perturbations γ˜(k) (which are defined only over U˜i,j) can be assumed to be graphical over
γ(k), which are seen as intervals contained in the zero section of J2(R,R). γ˜ is thus described
by a family of functions y˜k and their first and second derivatives z˜k and t˜k, respectively. Extend
y˜k arbitrarily to Ui,j while keeping it C
∞ close to yk; take z˜k and t˜k to be the corresponding
derivatives of y˜k. This can be done regardless of the boundary conditions, and this is the reason
why we left a neighbourhood of type II for last. No additional tangencies withW are introduced
doing this. 
Remark 5.16. In type II neighbourhoods, after extending y˜k, one could construct a bump
function ψ : Ui,j → R that is identically 1 near ∂Ui,j and identically zero in a slightly smaller
ball and then take ψy˜k and its derivatives as the desired extensions to the whole of Ui,j . In this
manner, by taking the cover to be fine enough, one can strengthen Theorem 5.12 saying that the
deformation γ˜ can be taken to agree with γ in an arbitrarily large closed set disjoint from the
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tangencies.
5.2.4 The theorem of Adachi and Geiges
To showcase some of the ideas that we will need for Theorem 5.14, we will first prove the following
theorem of Adachi and Geiges [1, 28]:
Proposition 5.17. Horizontal knots in (R4,Dstd) are classified, up to homotopy, by their rota-
tion number with respect to W.
One of the main ingredients of the proof is the h–principle for legendrian immersions:
Proposition 5.18. A C0–dense, parametric, relative, and relative to the parameter h–principle
holds for legendrian immersions in contact manifolds.
Proof. First of all, observe that in dimension 4 there is no smooth knotting of S1. Computations
similar to those carried out in Exercise 1.25 show that the only other formal invariant in pi0
(apart from the smooth type), is the rotation number, which is defined exactly as in the case of
immersions.
The proof that we shall outline is Geiges’, although our naming convention for the variables is
different from his.
From Lemma 1.27, we deduce that the image of an horizontal knot γ : S1 → R4 under the Geiges
projection is a legendrian immersion that satisfies the additional area constraint
∫
γ
zdx = 0. The
rotation number of γ agrees precisely with the rotation (as a legendrian immersion) of its Geiges
projection.
Given two horizontal immersions, we can use the h–principle for legendrian immersions to find a
homotopy between their Geiges projections. The area constraint to lift to a homotopy through
horizontal curves does not hold a priori, but this can be readily remedied by adding some bumps
in the front projection to add or substract area.
Now the issue is ensuring that the curves remain embedded along the homotopy, but this follows
by genericity. First, note that there are only finitely many curves in the homotopy that have a
self–tangency, generically. By Lemma 1.29, these self–tangencies will lift to a self–intersection
only if one of the branches starting and ending there bound area zero. This is a codimension–1
condition and the self–tangencies are isolated, so generically this can be avoided.
We shall see that there are two main points that we have to be address when trying to adapt
Geiges’ argument to prove our h–principle. First, Engel Darboux balls are, generally, “smaller”
than a full R4, and Geiges’ argument uses the whole of R4 to guarantee that the area constraint
is satisfied. Secondly, and more subtly, in general Engel manifolds one has to account for the
presence of rigid curves, as we have often observed out (of which there are none in R4).
It is worth remarking that the genericity argument used in Proposition 5.17 does not work for
1–parametric families of embeddings anymore: self–intersections generically appear conforming
a codimension–2 stratum in a family. A fundamental open problem in Engel topology is whether
there exist two loops of horizontal knots that are homotopic formally but not geometrically.
192
CHAPTER 5. TANGENT AND TRANSVERSE SUBMANIFOLDS
5.2.5 The h–principle for horizontal immersions
This subsection is dedicated to proving Theorem 5.14. Most of the work needed for the theorem
is contained in the following proposition, which states that a parametric, relative (with respect
to some some subset B of the interval), relative in the parameter (with respect to some subset A
of the parameter space K), C0–close h–principle holds for horizontal immersions of the interval.
Proposition 5.19. Let (M = R3 × (−ε, ε),D = Dstd). Let A ⊂ ∂Dm be some closed CW–
complex. Let B ⊂ [0, 1] be either {0, 1}, {0} or the emptyset. Fix a map ψk ∈ FHI(Op([0, 1]),D),
k ∈ Op(Dm), conforming to the following properties:
• ψk ∈ HIn.e.t.(Op([0, 1]),D) for k ∈ Op(A).
• ψk is horizontal with respect to D for s ∈ Op(B).
Then, there is a homotopy ψδk ∈ FHI(Op([0, 1]),D), δ ∈ [0, 1], starting at ψ0k = ψk, such that:
• ψ1k|[0,1] ∈ HIn.e.t.([0, 1],D) for k ∈ Dm,
• ψδk = ψk for k ∈ Op(A) or s ∈ Op(B),
• ψδk = ψk away from Dm × [0, 1],
• writing (γδk, F δk ) for the two components of ψδk, γδk is C0–close to γ0k.
Remark: We define the domain to be Op(Dm)×Op([0, 1]) so that ψδk glues with ψk away from
Dm × [0, 1]. This is important when proving a relative statement. In this direction, by Op(A)
we mean an arbitrarily small neighbourhood of the radial projection of A to ∂Op(Dm) that still
contains A. The definition of Op(B) is analogous.
Let us explain how to deduce our main theorem using Proposition 5.19.
Proof of Theorem 5.14. We will prove Remark 5.15 instead. Denote by K ′ the complement of
a small collar neighbourhood of ∂K such that φ(k) ∈ HIn.e.t.(S1,D(k)) for all k /∈ K ′. After
applying Theorem 5.12, we can assume that the curves φ(k), k ∈ Op(∂K ′), are in general position
with respect to W(k).
Recall now Theorem 3.9 (or rather, Corollary 3.13). It explained how to construct a triangulation
adapted to a line field. Our setting is exactly like that: we shall take triangulate K ′ × S1 with
respect to the foliation
∐
k∈K{k}× S1 and with respect to the boundary (∂K ′)× S1. Denote by
piK′ and piS1 for the obvious projections of K
′ × S1 to its factors.
Denote by T the triangulation produced and by {U(σ)} the associated cover. Each element of
the cover has a trivialising map F (σ) : U(σ) → Dm × [0, 1]. For a pictorial aid, look at Figures
3.1 and 3.2.
We shall deform φ over the neighbourhoods U(σ) ⊂ K ′×S1, for those σ not contained in ∂K ′. We
proceed inductively on the dimension of σ. Observe that, since T was a jiggling of an arbitrary
triangulation, we can assume that T is fine enough so that s→ φ(k)(s), for (k, s) ∈ U(σ), maps
into a Darboux ball Bk for D(k). If the triangulation was fine enough, we can parametrically
identify the balls Bk with the k–independent Darboux ball (M = R3 × (−ε, ε),D = Dstd).
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Now we apply Proposition 5.19 to the map ψk(s) = φ(piK′ ◦ F−1(k, s))(piS1 ◦ F−1(k, s)). If
dim(σ) < m+ 1, we take B = ∅ and A as in the enumeration above. If σ is top dimensional, we
take A = ∂Dm and B = {0, 1}.
Now, the strategy of proof for Proposition 5.19 is quite similar in spirit to the proof of Proposition
5.17. We first want to use the h–principle for legendrian immersions to do some work for us
(Proposition 5.18). This auxiliary result will be enough for the lower dimensional cells, but for
the top ones we will need some adjustments. We break down the proof of Proposition 5.19 in
several steps.
Step I. The image of M = R3 × (−ε, ε) under the Geiges projection piGeiges is V = R2 ×
(−ε, ε) with coordinates (x, z, t). Horizontal immersions descend to legendrian immersions for
the standard contact structure ξ = ker(dz−tdx). In particular, tangencies withW upstairs are in
correspondence with tangencies downstairs with 〈∂t〉. From this, it follows that, whenever ψk is
horizontal and generic (k ∈ Op(A) or s ∈ Op(B)), piGeiges ◦ψk is in general position with respect
to the legendrian foliation given by 〈∂t〉, and thus the singularities of its front are generic. Do
note that, since we work with higher dimensional families, singularities more complicated than
cusps do appear.
Let us denote Leg(V, ξ) for the legendrian immersions of the interval Op([0, 1]) into (V, ξ) and
FLeg(V, ξ) for its formal counterpart. Much like in the case of horizontal immersions, a formal
legendrian immersion is a pair comprised of a map into V and a monomorphism into ξ (in this
case, both with domain the interval).
Since dpiGeiges maps D isomorphically onto ξ, the Geiges projection yields a family
Ψ0k = piGeiges ◦ ψk ∈ FLeg(V, ξ), k ∈ Op(Dm),
Ψ0k ∈ Leg(V, ξ), k ∈ Op(A),
which is already legendrian for s ∈ Op(B). By Proposition 5.18, Ψ0k is homotopic, relative to
A and B, to a family Ψ
1/2
k ∈ Leg(V, ξ) for all k. We can further assume that the front of Ψ1/2k
has generic singularities as well. Denote by Ψδk = (η
δ
k, G
δ
k), δ ∈ [0, 1/2], the homotopy as formal
legendrians.
Step II. Let us construct a lift ψδk = (γ
δ
k, F
δ
k ) of Ψ
δ
k. Since D projects to ξ under the Geiges
projection, we define F δk to be the unique lift of G
δ
k. For γ
δ
k, let us focus first on the case where
B is empty or {0}. Define its y–coordinate yδk(s), for (k, s) ∈ (Dm× [0, 1])∪ (Op(A)×Op([0, 1])),
to be given by:
yδk(s) = y
0
k(0) +
∫
ηδk|[0,s]
zdx.
In the complement, we extend γδk by interpolating back to γ
0
k. This construction guarantees
γδk = γ
0
k for k ∈ Op(A).
Step III. If B = {0, 1}, defining yδk by integration means that the y–coordinate of γδk will not
necessarily agree with that of γ0k at s = 1, as it should. The idea is to deform η
1/2
k to yield a new
Geiges projection η1k having this integral adjusted. Note that we cannot do wild deformations:
for a legendrian not to escape the local model V = R2 × (−ε, ε), its front must have a slope
bounded in terms of ε. Instead, we introduce type I Reidemeister moves to add or subtract area.
Recall that the front of η
1/2
k has generic singularities. In particular, given any point k ∈ Dm,
there is sk such that the curve η
1/2
k is not tangent to 〈∂t〉 at time sk. It follows that we can
find a small disc Uk ⊂ Dm containing k and an interval Ik ⊂ [0, 1] containing sk such that the
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curves s → ψ1/2k′ (s), (k′, s) ∈ Uk × Ik, are transverse to 〈∂t〉 and therefore their front projection
is an interval without cusps. By compactness, a finite number of open subsets Uk disjoint from
A cover Dm \ Op(A).
Given any even integer N , find an ordered sequence of times s1k, .., s
N
k ∈ Ik and a width  > 0
such that the segments [sjk − , sjk + ] ⊂ Ik do not overlap. We construct η1k as follows. Replace
the front of the curves η
1/2
k |[sjk−,sjk+], for k ∈ Uk, by adding a “Reidemeister I” loop such
that the sign of the area it encloses is given by the parity of j. Modify the fronts of η
1/2
k , for
k ∈ Op(Uk) \ Uk, so that they transition, through Reidemeister I moves, from agreeing with
those of η
1/2
k in ∂Op(Uk) to agreeing with those of η1k in Uk. Denote by ηδk, δ ∈ [1/2, 1], the
corresponding legendrian homotopy.
A remark is in order. The slopes of the fronts of ηδk, δ ∈ [1/2, 1], can be assumed to remain
arbitrarily close to those of η
1/2
k ; in particular, the deformation does not escape the Darboux
ball M . In particular, we can find a bound, independent of N but depending on how much we
want to C0–approximate η
1/2
k , for how large the areas enclosed by the Reidemeister I loops can
be. This implies that we can adjust N and the size of the loops to modify the area to be exactly
the amount we require.
Since ηδk is legendrian for δ ∈ [1/2, 1], its tangent map extends Gδk to the whole of δ ∈ [0, 1].
Gδk lifts to F
δ
k as above. We define ψ
1
k (or, rather, its y–coordinate) by integrating zdx over
η1k. Since the Uk cover Dm, we have that for all k ∈ Dm this integral can be adjusted to ensure
ψ1k(1) = ψ
0
k(1). We define the y–coordinate of ψ
δ
k, δ ∈ (0, 1), by lifting it arbitrarily relative to
s = 0, 1 and δ = 0, 1. 
Bringing together Theorem 5.14 and Proposition 1.32, we obtain the following corollary:
Corollary 5.20. Let D be a C∞–generic Engel structure. Then, the inclusion
pi0(HI(S1,D))→ pi0(FHI(S1,D))
is a bijection.
Corollary 5.20 should still be true for higher pik. This would require carefully analysing families
of curves and ensuring that the model from Figure 5.2 can be introduced parametrically.
Similarly, we are able to extend the Adachi–Geiges result to all Engel manifolds:
Corollary 5.21. Let (M,D) be an Engel manifold and let γ1, γ2 ∈ HIn.e.t.(D) be two horizontal
loops. Then, they are isotopic as horizontal loops if and only if they are homotopic as maps and
they have the same rotation number.
Proof. Apply Theorem 5.14 to obtain a connecting family of immersions. One can then proceed
in a cover by Darboux charts, much like in Theorem 5.12, in which intersection points, under
the Geiges projection, appear as self–tangencies satisfying an area condition. Generically, curves
with self–tangencies can be assumed to be isolated in a 1–parametric family. By adding or
subtracting area around said points, they can be assumed not to lift to intersections.
5.3 The h–principle for transverse maps and immersions
Having proven our results on horizontal immersions, we can study the other condition that is
geometrically meaningful for a map to satisfy in the presence of a distribution: that of being
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transverse. We shall review Gromov’s strategy for proving flexibility. This was already worked
out in detail by Y. Eliashberg and N. Mishachev in [20, p. 136] for the contact case, and indeed
the proof goes through without any major differences.
Theorem 5.22. Let (M,D) be an Engel manifold. The following statements hold:
a. Let V be a manifold. Maps f : V →M with df : TV → TM → TM/D surjective satisfy a
C0–close, parametric, relative, and relative to the parameter h–principle.
b. Let V be a manifold with dim(V ) < dim(M). Then, immersions of V into M transverse
to D satisfy a C0–close, parametric, relative, and relative to the parameter h–principle.
Remark 5.23. If V has subcritical dimension 1, it was already proven in [20][Prop. 8.3.2]
that transverse immersions V → M satisfy the h–principle. For this, no assumptions on the
distribution are needed. However, in dimensions 2 and 3 the assumption on Engelness is geo-
metrically essential. More precisely, Gromov’s conjecture states that the same statement should
hold whenever the distribution is bracket–generating (and it clearly does not if the distribution
is, for instance, a foliation).
Remark 5.24. Assume that the Engel flag W ⊂ D ⊂ E ⊂ TM is orientable. Then, if V is
an immersed closed transverse 2–dimensional manifold, it must be a torus with trivial normal
bundle. If we drop the orientability assumption, V can be a Klein bottle as well.
Remark 5.25. The two PDRs we are considering have the following formal analogues. In the
first case, the formal data is a pair (f, F ) where f is a mapping of V into M and F : TV → TM
is a bundle morphism that is surjective onto the quotient TM/D. In the second case we have
the same, but we additionally ask for F to be a monomorphism.
5.3.1 The h–principle for Diff–invariant, microflexible and locally in-
tegrable relations
Let us explain the main ingredients needed to prove Theorem 5.22. The interested reader might
want to refer to [20][Chap. 13].
Fix two manifolds W and M and let pi : Jr(W,M) → W be the space of r–jets from W to M .
r can be any integer, but can also take the value ∞ or the value g, by which we mean germs of
maps. A subset R ⊂ Jr(W,M), as seen in the Preamble, is a partial differential relation (PDR).
Given some function f : W →M , we write Jr ◦ f : W → Jr(W,M) for its r–jet expansion.
Definition 5.26. A differential relation R is locally integrable if, for any m, and for any two
maps
h : [0, 1]m → R ⊂ Jr(W,M)
gp : Op(pi ◦ h(p))→M , p ∈ Op(∂[0, 1]m)
satisfying (Jr ◦ gp)(pi ◦ h(p)) = h(p) and Jr ◦ gp ⊂ R, there is
fp : Op(pi ◦ h(p))→M , p ∈ [0, 1]m
satisfying (Jr ◦ fp)(pi ◦ h(p)) = h(p) for all p, fp = gp for all p ∈ Op(∂[0, 1]m), and Jr ◦ fp ⊂ R.
What the definition states is that R is locally integrable if any r–jet at a point satisfying R (in
this case, the family h) can be locally extended to a solution (the family f). We introduce the
parameter space [0, 1]m to state that this local solvability holds parametrically and relatively as
you vary the pointwise condition.
Let us denote θl = (A = [−1, 1]n, B = ∂([−1, 1]n) ∪ ([−1, 1]l × {0})).
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Definition 5.27. A relation R is microflexible if, for any small ball U ⊂ W , any m and l,
and any maps
hp : θl → U , p ∈ [0, 1]m, embeddings,
Fp : Op(hp(A))→ R holonomic,
F˜ tp : Op(hp(B))→ R, t ∈ [0, 1], holonomic and satisfying F˜ tp = Fp for p ∈ Op(∂[0, 1]m) or t = 0,
there is, for small t, a holonomic family F tp : Op(hp(A)) → R satisfying F tp = Fp if p ∈
Op(∂[0, 1]m) or t = 0, and satisfying F tp = F˜ tp in Op(B) . If the F tp exists for all t ∈ [0, 1], we
say that R is flexible.
That is, being microflexible amounts to proving that local deformations of a solution of the
differential relation can be extended to global solutions, as least for small times. Relations that
are open are immediately microflexible and locally integrable.
The following proposition [20, p. 13.5.3] holds:
Proposition 5.28 (Gromov). Let R ⊂ Jr(V × R,M) be a locally integrable and microflexible
relation that is invariant with respect to diffeomorphisms that leafwise preserve the foliation∐{v} × R. Then, a C0–close, parametric, relative, and relative to the parameter h–principle
holds in Op(V × {0}).
Saying that the h–principle holds means that the space of holonomic sections (sections such that
the formal derivatives are the actual derivatives of the zeroth order map) is weak homotopy
equivalent –by the inclusion– to the space of all sections into R. Note that, by C0–close it is
meant that the zeroth order components are C0–close, not its derivatives.
5.3.2 The proof of Theorem 5.22 (a.)
Let (M,D) be an Engel manifold. We claim that the relation R1 in pi : J1(R,M)→ R of being
tangent to D but transverse to W is locally integrable. Suppose we are given maps
h : [0, 1]m → (D \W) ⊂ TM
gp : Op(0) ⊂ R→M , p ∈ Op(∂[0, 1]m)
where the gp are horizontal curves transverse to W satisfying dgp(0) = h(p). For all p ∈ [0, 1]m
and depending smoothly on p, we can extend the vector h(p) to a vector field Hp in Op(pi ◦h(p)).
We can assume that the maps gp are embeddings by shrinking the domain. Therefore, for those
p ∈ Op(∂[0, 1]m), Hp can be assumed to be an extension of the tangent vector g′p. Following the
flow of Hp for short times gives the desired local extension of gp.
We claim that R1 is microflexible as well. Observe that we only have to consider the case θ0,
which can be phrased as follows. Let F 0p : [0, 1] → R1, p ∈ [0, 1]m, be a family of holonomic
maps. Let F tp : Op({0, 1}) → R1, t ∈ [0, 1], be a family of deformations defined around the
endpoints of the interval. Let ψ : [0, 1] → R be a bump function which is identically 1 around
{0, 1} and zero in an arbitrarily large interval in the interior of [0, 1]. According to Lemma 5.1,
the curves F 0p possess a local model in which they correspond to the zero section in J
2(R,R);
this implies that, for small t, F tp is graphical over F
0
p and therefore given by a function y
0
p. The
extension is given by ψy0p and its derivatives.
Let V be some manifold. Let R2 ⊂ J1(V,M) be the open relation of having the formal derivative
be surjective onto TM/D. The relation R3 ⊂ J1(V × R,M) consists of those maps with formal
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derivative surjective onto TM/D that, along the fibres {v}×R, are tangent to D but transverse
to W. Local integrability for R3 follows by mimicking the argument for R1.
We claim that R3 is also microflexible. Take θj = (A,B). Suppose we are given a holonomic
family F 0p on A and a corresponding deformation F
t
p overOp(B). Find neighbourhoodsOp1(B) ⊂
Op2(B) ⊂ Op(B) and build a bump function ψ that is 1 in Op1(B) and 0 outside of Op2(B).
Since F tp is fibrewise graphical over F
0
p for small t, we use ψ to interpolate back to F
0
p , as above;
this can be achieved even if B is embedded wildly with respect to the foliation
∐{v} × R. For
small times the resulting deformation is C∞–close to F 0p , so in particular it is still surjective onto
TM/D in the transverse direction.
By construction, R3 is invariant under diffeomorphisms preserving the foliation
∐{v} × R leaf-
wise. Then, Proposition 5.28 allows us to conclude that in Op(V × {0}) a complete h–principle
holds, so in particular a complete h–principle holds in V for the relation R2. 
Remark: Observe that we did not need the h–principle for tangent immersions of Theorem
5.14, instead we just checked the much more simple properties of being microflexible and locally
integrable for the relation R1. However, we will need it in the next subsection.
5.3.3 The proof of Theorem 5.22 (b.)
For statement (b.), note that the case dim(V ) = 2 has already been covered by part (a.). This
leaves only the case dim(V ) = 3. Inspecting the proof presented in the previous subsection, it
is clear that it cannot possibly go through, since immersions V 3 × R → M cannot avoid the
W–direction, which was a key ingredient in the 2–dimensional case to obtain microflexibility.
Here is where the space of generic horizontal immersions HIgen(S1,D) that we introduced in
Definition 5.11 comes into play. Define the following differential relation R ⊂ Jg(V × R,M):
germs that are transverse to D along V ×{s} and lie in HIgen(R,D) along {v}×R. There exists
an obvious projection Jg(V × R,M) → J1(V × R,M) and the image of R is the relation R1:
maps with formal differential transverse to D along V × {s} and tangent to D along {v} × R.
R → R1 is a Serre fibration with contractible fibre.
The proof amounts to showing that R is microflexible and locally integrable: assuming this
Proposition 5.28 allows us to conclude. The full h–principle for HIgen(D) and the openness of
the transverse immersion condition in codimension–1 imply microflexibility. Local integrability
is tautological. The claim follows. 
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This chapter/appendix is the end of the thesis. Thank you for making it this far. Now I will
go back to certain parts of the thesis that deserve further comment and simultaneously I will
discuss directions of future/current research.
Novikov’s theorem for symplectic foliations
This is in regard to Part I.
Novikov’s remarkable result is the starting point of many of the results on the rigid behaviour
of taut foliations. As such, we can pose the question of what a suitable generalisation in higher
dimensions is (in the context of strong symplectic foliations). Naively, we could simply ask for
pi1 of the leaves to inject in pi1 of the ambient space. If we do so, it is easy to see that the
dimensional reduction provided by Theorem 3.5 (the Lefschetz hyperplane theorem for leaves)
reduces the proof of this statement to proving the 5–dimensional case. Critically, the theorem
does not allow us to go down to the 3–dimensional case (where we know it holds).
However, it might happen that this is not the right generalisation. An alternate way of thinking
about Novikov’s theorem is as a statement about the non–existence of lagrangian spheres that
are vanishing cycles. Is this true in higher dimensions?
Flexibility for Engel structures
All the remaining sections refer to Part II.
As we have pointed out more than once, the main open question regarding Engel structures is
whether they display complete flexibility. That is to say, whether the class of all Engel structures
satisfies a complete h–principle. I would not dare conjecture such a thing: it might happen that
this result is within our reach improving on the techniques we currently have, or it might happen
that it is actually not even true.
Even if the latter holds, some work (that is currently in progress) is needed to understand better
the nature of looseness. How can we improve on the results of Chapter 4? One of the first issues
to deal with is that looseness still depends on the dimension of the family under consideration.
This is a consequence of the fact that, every time we deform the Engel structure in a flowbox
with winding 3, we have to avoid it in further homotopies (because the argument relies on
applying Little’s homotopy over and over). It is conceivable that replacing this step by a more
199
CLOSING REMARKS
complicated homotopy (Saldanha style) will avoid this problem. In general, the question we
should understand is the following: can Saldanha’s h–principle be extended to an h–principle
relative in the domain (for a suitable subclass of convex curves)?
Once that is settled, there is a more complicated question to be understood. Can the overtwisted
disc be localised? What we mean by this is the following: in the contact case, overtwistedness
is identified by displaying a ball with an overtwisted disc. In the Engel case looseness has to be
checked orbit by orbit (of some line field contained in the Engel structure). It would certainly
be desirable if this was replaced by a more semi–local condition. At the same time, maybe
the condition of being loose with respect to W (Corollary 4.9) can always be achieved by a
deformation. We know that generically W has only isolated orbits. Is it possible to make them
have long developing map? Can it be achieved for the open orbits to have long developing map
as well?
The particular case of Engel cobordisms
Corollary 3.2 stated that two (framed) contact structures that are formally Engel cobordant are
Engel cobordant. We pointed out that this indicates that there might not be a deep interaction
between contact and Engel topology as soon as we try to make global statements. However, all
the cobordisms we produce are necessarily “flexible”. It is possible that if one restricts to non–
loose cobordisms (whatever they are) then the Engel cobordism relation is actually meaningful.
It is worth pointing out that two homotopic contact structures are isotopic by Gray stability and
hence there are trivial Engel cobordisms with arbitrarily short developing map connecting them.
Flexibility/rigidity for tangent/transverse submanifolds
In Chapter 5 we left a little question open: is the inclusion HI(S1,D) → FHI(S1,D) a weak
homotopy equivalence if D is generic? We showed that the answer was yes in pi0. We believe
that we have provided all the tools needed to answer this, and simply some additional effort to
do the technical work is needed. It would be nice to settle this for completeness.
A more pressing question (or series of questions) is to start researching embedded submanifolds.
This is largely unexplored as of now. Let us start with a remark: given D loose and N a 3–
submanifold, D is Engel homotopic to another structure that has N as a submanifold transverse
to the kernel and endowed with any contact structure we want (as long as there are no formal
obstructions). This is a consequence of our h–principle for loose structures and Corollary 3.2.
In particular, whether an Engel manifold contains a given contact manifold as a hypersurface is
not an Engel invariant.
This construction showcases the usual problem: since homotopic Engel structures are not iso-
topic, it seems hard to construct invariants under Engel homotopy. We are therefore interested in
homotopies of pairs: the structure and the submanifold. For 3–manifolds transverse to the kernel
there is no homotopy lifting property (given a path of structures and a initial submanifold, we
cannot extend it to a path of pairs in general). Is this the same true for surfaces and 3–manifolds
transverse to D? What about (higher dimensional families of) horizontal knots?
A different problem is the study of submanifolds inside a fixed Engel structure. Some work in
progress of R. Casals, F. Presas, and myself deals with loops of horizontal knots in standard R4.
At the moment, we are working on a Thurston–Bennequin type invariant which we conjecture
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recovers the formal type completely. This has to be understood, but what is truly interesting is
whether a non–formal invariant exists. Among experts, there is a certain expectation/hope that
a higher order analogue of a generating function might provide the first instance of a non–formal
invariant. At the moment it is unclear how such an analogue should be defined.
Other classes of distributions
I justified our interest in Engel structures arguing that they conform the simplest class of bracket–
generating distributions after 3–dimensional contact structures. Having done that, we may con-
sider other classes of distributions. At the moment very little is known in this direction, and we
have no expectations (in either direction) regarding whether most classes of distributions outside
of the scope of convex integration are hiding an interesting topological theory.
After Engel structures, the next interesting example are the (2, 3, 5)–distributions introduced
by Cartan. The (fairly descriptive) name means the following: they are 2–distributions in di-
mension 5 that first generate a 3–distribution by Lie bracket and then the whole tangent space.
They are given by an open Diff–invariant relation and hence the h–principle holds for them in
open manifolds. Whether the same holds in closed manifolds is unknown. A recent paper of
Dave and Haller [13] discusses some constructions of (2, 3, 5)–distributions.
Another class of distributions that is more closely related to Engel structures (probably?) are
the Goursat structures. They are 2–distributions that generate a complete flag by iterated
Lie bracket. As such, from dimension 5 onwards they are given by a partial differential relation
that is actually closed. It is easy to write a characterisation lemma for these structures (much
like in Proposition 1.12). It is possible that techniques similar to the ones presented in this thesis
provide an h–principle for them. However, this is certainly not immediate and constitutes an
interesting direction of work.
Horizontal curves in bracket–generating distributions
In all these cases one can consider the problem of determining the homotopy type of the space
of horizontal curves. In particular, does the h–principle hold once one removes the rigid ones?
1 This question can be considered for any type of bracket–generating distribution and is quite
deep. Essentially, it amounts to proving a form of 1–dimensional convex integration for bracket–
generating relations (relations that might be closed!).
The original proof of Theorem 5.14 actually relied on a simplified form of this more general (but
still conjectural) result. The key insight is using the Lorentz model of Subsubsection 1.3.1.1,
where being horizontal but transverse toW is seen as a bracket–generating relation in a particu-
larly convenient fashion. Proving the more general statement is a very interesting open problem.
1Somehow separately, what can we say about the subspace of rigid curves?
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