We study sharp detection thresholds for degree corrections in Stochastic Block Models in the context of a goodness of fit problem. When degree corrections are relatively dense, a simple test based on the total number of edges is asymptotically optimal. For sparse degree corrections in non-dense graphs, simple degree based Higher Criticism Test (Mukherjee, Mukherjee and Sen, 2016 ) is optimal with sharp constants. In contrast, for dense graphs, the optimal procedure runs in two stages. It involves running a suitable community recovery algorithm in stage 1, followed by a Higher Criticism Test based on a linear combination of within and across (estimated) community degrees in stage 2. The necessity of the two step procedure is demonstrated by the failure of the ordinary Maximum Degree Test in achieving sharp constants. As necessary tools we also derive asymptotic distribution of the Maximum Degree in Stochastic Block Models along with moderate deviation and local central limit type asymptotics of positive linear combinations of independent Binomial random variables.
1. Introduction. The analysis of network data has received considerable attention in diverse areas of research such as social sciences, biology, statistics and computer science. At a high level, the central task in this area is to study underlying structural characteristics, given the network data. A statistically principled approach formalizes any such question as an inference problem, given a suitable, simple, probabilistic generative model for the observed data. Thus statistical research in this direction has focussed on a few principal themes. The first theme concerns the design of suitable models which reflect some of the features observed in real networks (Barabási and Albert, 1999; Watts and Strogatz, 1998) , while the second theme concentrates on developing statistical methodology for inference on data from these generative models. A third, perhaps equally important, but often less emphasized, aspect of this endeavor is to determine the effectiveness of the proposed models. This is intimately related to the classical goodness of fit testing paradigm in statistical inference. In this paper, we concentrate on a concrete example of this general problem, and study it using the lens of asymptotic minimax testing procedures.
It has been empirically observed that real networks often have small groups of vertices which are more homogeneous compared to the remaining vertices. For example, in a social network setup, such a group might represent vertices which share the same profession. Such a group is loosely referred to as a "community", and the task of finding such set of vertices from the data, referred to as the "community detection problem", has emerged as a central challenge in network analysis. The stochastic block model (henceforth referred to as SBM), introduced by Holland, Laskey and Leinhardt (1983) , has emerged as the canonical setup to study this problem. In the simplest case, we observe a labeled undirected graph G = (V, E), with vertex set V = [n] (where for any n ∈ N, we let [n] = {1, . . . , n}) and adjacency matrix Y = (Y ij ). The edge-set E of the graph is generated by first choosing a partition of the vertices V = C ∪ C c with |C| = n 2 (assuming n is even throughout), and then adding edges independently with P[{i, j} ∈ E] = a n if {i, j} ⊂ C or {i, j} ⊂ C c .
b n ow, (1.1) for 0 < a, b ≤ n. One usually sets a ≥ b, so that vertices in the same community have a higher probability of forming an edge. The "community detection" problem is formally phrased as the estimation of the true memberships C from the observed graph G. The model (1.1) can be easily extended to capture more general community structures, such as multiple communities, communities with unequal size, etc. A sharp analysis of the limits of statistical inference under this model has received considerable attention recently. We do not attempt to survey the extensive literature in this area, and instead refer the reader to the two excellent surveys Abbe (2017) , Moore (2017) , and the references therein, for an extensive overview of the recent progress on this problem and related open questions. Practitioners often fit these models to real networks to form preliminary ideas about community structure, and for exploratory data analysis (Snijders and Nowicki (1997) ). However, while a theoretical understanding of the model has attained considerable maturity, it has also been widely reported that the model is often inappropriate for real data. The model favors graphs where the vertex degrees concentrate around a fixed value, and fails to model networks with a non-trivial degree distribution, in addition to a community structure. If this issue is ignored, and algorithms for community detection developed in the context of the SBM used on these examples, the algorithm often splits the vertices into high and low degree groups, and fails completely to uncover the true community memberships. A notable example, which exhibits this phenomenon is the political blog data of Adamic and Glance (2005) . To address this issue, Karrer and Newman (2011) have introduced the "degree corrected Stochastic Block model" (henceforth abbreviated as DCSBM), which incorporates a separate "degree" parameter for each vertex.
Under the DCSBM, we again observe a graph G = (V, E), with vertex set V = [n] . To generate the graph, we consider a fixed partition [n] = C ∪C c with |C| = n/2, and a vector Θ = (θ 1 , · · · , θ n ) of positive reals. The Θ parameters represent the activity or the attractiveness of individual vertices. Given the parameter Θ, we add edges independently with (1.2)
In (1.2) we have implicitly assumed that θ i θ j a n ≤ 1 for all i, j, as will be the case throughout the rest of the paper. Note that upon setting θ i = 1 for all i ∈ [n], the model (1.2) reduces to (1.1). The expectation and variance operators under model (1.2) will be denoted by E Θ,a,b respectively. In the sequel, whenever C is clear from the context, we drop the notational dependence of the above quantities on C. Finally, we note that in the model above, 0 < b < a < n are sequences dependent on n. We assume throughout that 0 < lim inf Karrer and Newman (2011) show empirically that model fits are often considerably improved under this more general model (1.2). Motivated by the success of the DCSBM in modeling real networks, numerous authors have, in turn, developed powerful machinery for community detection under this model (Zhao, Levina and Zhu (2012) , Jin (2015) , Gao et al. (2016) , Lei (2016) ).
Given a dataset, these results do not provide a principled method to choose between the SBM or the DCSBM. This question assumes greater importance in light of the contrast in the inferred memberships under the two setups. While the DCSBM is more flexible, it adds an extra parameter for each vertex, and thus the fitting process is often complicated. Further, from a statistical viewpoint, introducing so many extra parameters might lead to loss in power to detect the presence of an underlying community structure. A natural instinct at this point is to use a likelihood ratio test (LRT) for goodness of fit. However, we note that classical asymptotics for LRTs for goodness of fit are no longer immediately valid in this case, due to the divergence in the number of parameters. This concern had been raised classically by Fienberg and Wasserman (1981) , who emphasize the need for proper model selection criteria in the context of the p 1 model, which exhibits similar features. In our context, this issue was partially addressed by Yan et al. (2014) , who use techniques motivated by statistical physics to approximate the likelihood, and derive valid sampling distributions for the test statistic. Following the work of Yan et al. (2014) , some other model selection approaches have also been introduced (see e.g. Peixoto (2015) , Yan (2016) ).
In this paper, we study this question rigorously under the asymptotic minimax setup. In the context of model (1.2), we will formulate our problem as a goodness-of-fit type global null hypothesis testing problem against a structured hypothesis. To this end, we define the parameter space Ξ(s, A): = Θ ∈ R n + : |S(Θ)| = s, θ i ≥ 1 + A, i ∈ S(Θ) ,
where S(Θ): = {1 ≤ i ≤ n: θ i = 1} and R + = [0, ∞). The vertices i ∈ S(Θ) can be interpreted as the "popular" vertices. Karrer and Newman (2011) emphasized that in many real networks, these "popular" vertices are comparatively rare, and ensuring their correct classification is often more challenging. Since we expect such vertices to be sparse, mathematically we consider the following sequence of hypothesis testing problems
for any pair of sequences s n , A n . Throughout we shall refer to Θ as the signals and parametrize signal sparsity s n = n 1−α with α ∈ (0, 1). A statistical test for H 0 versus H 1 is a measurable {0, 1} valued function of the data Y, with 1 denoting the rejection of the null hypothesis H 0 and 0 denoting the failure to reject H 0 . The worst case risk of a test T n (Y) is defined as Risk n (T n , Ξ(s n , A n )): = max A sequence of tests T n corresponding to a sequence of model-problem pairs (1.2)-(1.4), is said to be asymptotically powerful (respectively asymptotically powerless) against Ξ(s n , A n ) if lim sup n→∞ Risk n (T n , Ξ(s n , A n )) = 0 (respectively lim inf n→∞ Risk n (T n , Ξ(s n , A n )) = 1).
The results in this paper derive the smallest deviations necessary to detect the "inhomogeneity" in the behavior of the vertex degrees. We also provide matching procedures for detection, which work as soon as one has enough signal. Our results exhibit an interesting interplay among signal sparsity, graph sparsity, and signal strength. To our knowledge, this is the first instance where sharp detection thresholds have been achieved in the presence of a high dimensional nuisance parameter, without any additional assumptions. We discuss more on the implications of our main results in Section 4.
Notation. For any n ∈ N, we let [n] = {1, . . . , n}. For any i ∈ [n] we denote the degree of vertex i by
We will denote the null mean and standard deviation of a degree by µ n0 =:
Note that these do not depend on C. Throughout Bin(n, p) will stand for a generic binomial random variable with n ∈ N trials and success probability p ∈ [0, 1]. The results in this paper are mostly asymptotic in nature and thus requires some standard asymptotic notations. If a n and b n are two sequences of real numbers then a n b n (and a n b n ) implies that a n /b n → ∞ (respectively a n /b n → 0) as n → ∞. Similarly a n b n (and a n b n ) implies that lim inf a n /b n = C for some C ∈ (0, ∞] (and lim sup a n /b n = C for some C ∈ [0, ∞)). Alternatively, a n = o(b n ) will also imply a n b n and a n = O(b n ) will imply that lim sup a n /b n = C for some C ∈ [0, ∞)). We write a n ∼ b n if lim an bn = 1. We need the following function to define our detection thresholds. For β 1 , β 2 > 0 let
where τ a , τ b are defined earlier. Further, we shall always assume b < a ≤ n 2 for concreteness, although the particular choice of n/2 can be easily replaced by cn for any fixed c ∈ (0, 1). Also, throughout we drop the subscript n whenever it is understood that s, A are allowed to vary with n.
2. Tests. In this section we formally describe the testing procedures to be used. In order to construct these tests we begin with a few definitions.
Fix any C ⊂ [n] with |C| = n/2 and for any i ∈ [n], let C(i) = C if i ∈ C and C(i) = C c otherwise. Define the within-group-degree of a vertex i to be
and note that under H 0 the above quantities do not depend on C. Hence, in the sequel, whenever C is clear from the context, we drop the notational dependence of the above quantities on C. Finally, for any fixed positive constants β 1 and β 2 define
where
Once again, note that under H 0 the above quantity do not depend on C. Hence, in the sequel, whenever C is clear from the context, we drop the notational dependence of the above quantities on C. We are now ready to define our testing procedures.
Total Degree Test :
This test is based on the total degree in the observed graph i.e. n i=1 d i . The test rejects when the observed total degree is large. The calibration of this test can be achieved by looking at the behavior of n i=1 d i under the null hypothesis in (1.4). More precisely, by the Total Degree Test we mean a testing procedure which rejects when n i=1 d i is large (See proof of Theorem 3.1i.).
The Higher Criticism Tests : For any β 1 , β 2 > 0, C ⊂ [n] with |C| = n/2, and t > 0 let
We then construct a version of the higher criticism test as follows. Define
By the Higher Criticism Test based on HC(C, β 1 , β 2 ) we then mean a testing procedure that rejects when the observed value of HC(C, β 1 , β 2 ) defined above is large. In particular, we let T HC (C, β 1 , β 2 ) be the test that rejects when HC(C, β 1 , β 2 ) > √ log n. Note that for any C, C ⊂ [n] with |C| = |C | = n/2, HC(C, 1, 1) = HC(C , 1, 1) and hence any such test is referred to as the test based on HC(1, 1). It is easy to see the test based on HC(1, 1) is the degree based Higher Criticism Test introduced in Mukherjee, Mukherjee and Sen (2016) and will be also referred to as the vanilla Higher Criticism Test.
The Maximum Degree Tests : For any β 1 , β 2 > 0 and C ⊂ [n] with |C| = n/2, by the Maximum Degree Test based on d max (C, β 1 , β 2 ) we mean the procedure that rejects for large values of max i∈[n] D i (C, β 1 , β 2 ). In particular, for any δ > 0, we let T dmax (C, β 1 , β 2 , δ) be the test that rejects when max
and hence any such test is referred to as the test based on d max (1, 1). It is easy to see the test based on d max (1, 1) is simply the test that rejects for large values of of the maximum degree d max : = max{d 1 , . . . , d n } and will be also referred to as the vanilla Maximum Degree Test.
3. Main Results. In this section we present the main results of the paper along with their implications. Owing to the differential behavior of the detection problem, we divide our presentation into two main subsections based on the signal sparsity α.
3.1. Dense Signal Regime α ≤ 1 2 . The behavior of the detection problem in the dense signal α ≤ 1 2 regime is particularly simple. Intuitively, since there are many vertices in the graph which have a higher connection probability than under the null hypothesis, under the dense signal regime a natural test statistic to look at is the Total Degree Test introduced in Section 2. This intuition indeed turns out to be correct in the sense that no other test works when the Total Degree Test fails. The next theorem makes this precise.
ii. All tests are asymptotically powerless if
One feature of Theorem 3.1 above is that the detection thresholds given by C dense do not change based on the nature of τ a and τ b . We will see later that this behavior is in stark contrast to that of the detection thresholds in the sparse regime α > . The behavior of detection problem in the sparse signal regime is subtle. Intuitively, since we are testing for degree heterogeneity which are sparse in occurrence, one should in principle be able to produce tests similar to those in Mukherjee, Mukherjee and Sen (2016) by looking at abnormal behavior of extreme degrees. Indeed this intuition is captured by the degree based Higher Criticism Test and the Maximum Degree Test studied in Mukherjee, Mukherjee and Sen (2016) . Success of similar tests naturally fits into the narrative that the behavior of the detection problem for degree heterogeneity does not depend on the knowledge of community assignment. Although the heart of this narrative is correct, the implications should be taken with a grain of salt. In particular, as we argue in this section, this intuition of constructing tests surprisingly fails for dense graphs i.e. when 0 < τ b < τ a . More precisely, for dense graphs, the optimal procedures require the knowledge of the community assignments. Although this is problematic at first glance, the experienced reader will immediately realize that when 0 < τ b < τ a , it is very easy to recover the communities consistently, at least when the degree heterogeneity parameter θ 1 , . . . , θ n are not too rough (Gao et al., 2016) .
To elaborate on this peculiar behavior of the detection problem it is instructive to start with the information theoretic lower bound.
2 and consider the signal strength
Then all tests are asymptotically powerless if C < C sparse (α), where
In particular, when τ a = τ b = 0, the correct constant C sparse (α) is obtained by taking the limit as τ a , τ b → 0, so that
We derive Theorem 3.2 using an information theoretic lower bound for a simpler problem, where the true community assignments are known in advance. The proof is based on the truncated second moment argument with the main challenge being the choice of the truncation event. Unlike Mukherjee, Mukherjee and Sen (2016) , a non-signal-edge-deleted degree based truncation is not enough to yield the desired sharp thresholds. Instead one needs to take into account the knowledge of community assignments as well (at least when τ a , τ b are positive). Finally we note that this simpler problem with known community assignments always furnishes a lower bound for problem (1.4).
If we can produce valid statistical procedures which work up to this threshold, this furnishes strong evidence that the true community assignments are ancilliary for this problem. To this end, the next results establish performance bounds on Higher Criticism based tests. 
then there exists δ > 0 such that
Note that T HC (C, β 1 , β 2 ) and T dmax (C, β 1 , β 2 , δ) are not statistically valid tests for all β 1 , β 2 , since they assume the true community assignment C known (as is the case for (3.2) and (3.3)). However, for β 1 = β 2 = 1, HC(1, 1) = HC(C, 1, 1) and d max = d max (C, 1, 1), and thus Theorem 3.3 derives performance guarantees for tests based on HC(1, 1) or d max (1, 1). This is summarized in Parts (i) and (ii) of the following theorem. 
iii. The test based on d max (1, 1) is powerless if C < C max (α).
To develop further intuition, it is instructive to compare these results to analogous ones derived in the context of the sparse signal detection problem for sequence models. In particular, motivated by the long series of results on sparse signal detection problems (Arias-Castro, Candès and Plan, 2011; Arias-Castro and Wang, 2015; Donoho and Jin, 2004; Ingster and Suslina, 2003; Mukherjee, Pillai and Lin, 2015) and recent work on heterogeneity detection over sparse Erdős-Rényi random graphs under the β-model (Mukherjee, Mukherjee and Sen, 2016) , we expect that the Maximum Degree Test and the Higher Criticism should both perform optimally with sharp constants for very sparse signals (α ≥ 3 4 ). Moreover, the Higher Criticism Test should be provably better than the Maximum Degree Test for denser signals with α ∈ (1/2, 3/4). The observation that ρ(1, 1) = 1 for τ a = τ b = 0, in conjunction with Theorem 3.2 establishes the expected intuitive picture for all a, b sequences with τ a = τ b = 0.
Before going into further statistical implications of Theorem 3.4 we first comment on the analysis in the proof of Theorem 3.4iii.. As mentioned earlier, the lower bound statement on the Maximum Degree Test in Theorem 3.4iii. is indeed necessary to demonstrate the competition between the HC and max-degree based procedures. Analysis of the lower bounds for the vanilla Maximum Degree Test requires good control over the null distribution of the test statistic. Although the null distribution of the maximum degree of an Erdős-Rényi graph is standard in literature (Bollobás, 2001, Theorem 3. 3 ), we could not find the corresponding results for Stochastic Block Models. To this end, our next result derives the asymptotic sampling distribution of the maximum degree under the null hypothesis, after appropriate centering and scaling. Dropping notational dependence on the true underlying community assignment C recall that
, we have the the following result.
Theorem 3.5. Let b (log n) 3 . In this case, we have, as n → ∞,
Remark 1. We note that after appropriate centering and scaling, the null distribution of the maximum converges to a Gumbel distribution. It is specifically interesting to compare this result to the asymptotic distribution of the maximum degree in an Erdős-Rényi random graph. A direct proof in that case proceeds using the method of moments (Bollobás, 2001, Theorem 3.3 ) . In the case of the SBM, the individual degrees are no longer binomial, but rather a sum of two independent Binomial random variables. As a result, many direct computations involving the degrees become considerably more involved. In our proof, we circumvent this difficulty, and establish this result using a softer argument, based on a version of Stein's method for Poisson approximation (Barbour, Holst and Janson, 1992) .
We now return to a discussion on statistical implications of Theorem 3.4. Consider the regime τ a > τ b > 0. Recall that the tests based on HC(1, 1) and d max (1, 1) are respectively the vanilla Higher Criticism Test and Maximum Degree Tests based on the degrees (d 1 , . . . , d n ). We note that
and thus there is a gap between the thresholds derived in Theorem 3.4 and Theorem 3.2. Although we do not have a similar performance lower bound for the vanilla Higher Criticism Test, we strongly believe that at least in the extreme signal sparsity regime (α ≥ 3 4 ), the Maximum Degree Test and the Higher Criticism Test are essentially similar. Consequently, we are left with two possible scenarios. Either the information theoretic lower bound of Theorem 3.2 stands to be made better, or there is the possibility of constructing optimal tests different from our usual Higher Criticism and Maximum Degree Test. Our main result verifies the latter possibility, thereby demonstrating differential behavior of the detection problem on dense graphs. This directly implies the rather surprising result that on dense graphs (τ a ≥ τ b > 0), for very sparse alternatives, the maximum degree test is not, in fact, optimal in terms of detection thresholds. This is in sharp contrast to the usual results expected for Gaussian sequence models, or for random graph models with "exchangeable" degrees. We illustrate the differences between the two thresholds in Fig 1. To state the optimal procedure we need to define notation for community recovery algorithms. For any two
For any measurableĈ ⊂ [n] define the risk the corresponding risk of community recovery to be
, and consider the signal strength
LetĈ ⊂ [n] be measurable such that Risk n (Ĉ, Ξ(s, A)) → 0 and let
Since ρ(β * 1 , β * 2 ) matches the optimal threshold from Theorem 3.2
3.6 implies that the following two-stage procedure is sharp optimal whenever τ a > τ b > 0.
(i) Run a community detection algorithm to constructĈ (e.g. Algorithm 1 of Gao et al. (2016) 
The proof of the validity of the above two-stage procedure is easy. In particular, in the regime of dense graphs (at least when τ a > τ b > 0), strongly consistent community detection (Risk n (Ĉ, Ξ(s, A)) → 0) is indeed possible whenever Θ ∞ = o(n α ) (Gao et al., 2016) . As a consequence for any bounded Θ, Theorem 3.6 justifies the optimality of the test based on T HC (Ĉ, β * 1 , β * 2 ). Finally, for Θ ∞ 1, the problem is trivial by using a vanilla Maximum Degree Test based on d max (1, 1) (this can be derived along the lines of the proof of Theorem 3.4ii. and is hence omitted). Combining these two cases by union bound yields the desired sharp optimality of the two-stage procedure.
This two-stage procedure is enough to complete the story of sharp detection thresholds. But, it additionally reveals the peculiar behavior of the detection problem mentioned earlier. That is, although all our natural intuition (along with results on sharp optimality of the vanilla Higher Criticism and Maximum Degree Test in the sparse graph regime) suggests that the behavior of the detection problem for degree heterogeneity does not depend on the knowledge of community assignment, our optimal procedure for the dense regime intimately relies on correct community assignment recovery. Although we were not able to prove nonexistence of procedures which are sharp optimal and do not depend on recovery of the true community assignment, our lower bound on the vanilla Maximum Degree Test performance in Theorem 3.4iii. provides moral validity of this intuition. Finally, in view of this, it is extremely interesting to formalize and prove the idea of failure of "all tests without the knowledge of true community assignments" -in the case of dense degree corrected SBMs.
Finally, note that Theorem 3.2, Theorem 3.3, Theorem 3.4, and Theorem 3.6 are enough to describe detection thresholds for a, b log n. The behavior of the thresholds for a, b log n is subtle. In particular, the following result is not very difficult to prove.
Theorem 3.7. Suppose a, b log n and α > 1 2 . Then for any sequence of tests T n ,
Theorem 3.7 demonstrates a different behavior of the detection problem compared to a, b log n where a vanishing A is detectable even in the sparse signal regime. It is therefore of interest to investigate the problem further for a, b log n when α > 1 2 to figure out the information theoretic rate of detection of A → ∞. We leave such endeavors to future projects.
4. Discussion. In this section we collect some concluding remarks about the main results in this paper. One of the main motivations of this paper is to explore the mutual confounding of degree corrections and community assignments in the formulation of block models. In particular, Jin (2015) notes, and we paraphrase: "as far as community detection concerns, the heterogeneity parameters {θ i } n i=1 are largely ancillary." In this paper we explore the other side of the story i.e. "as far as the degree heterogeneity parameters {θ i } n i=1 are concerned, are the community assignments ancillary?" The answer seems to be more complicated and as our results suggest: "it depends!" In particular, when the inference targets global testing for sparse Θ, community assignments indeed seem ancillary when the graph is not dense. However, for dense graphs, our results hint on the contrary. Here the information theoretic boundary for known community assignment is strictly below the detection thresholds attained for vanilla degree based Higher Criticism and Maximum Degree tests (see Figure 1 ). The lower bound on the performance of the vanilla Maximum Degree Test further hints at the failure of procedures which do not take into account the knowledge of community assignments. In particular, we believe that it is extremely interesting to formalize and show that procedures similar to the vanilla Higher Criticism and Maximum Degree tests, which are simply based on the degree vector, will fail to achieve the information theoretic thresholds in the dense graph regime (at least when τ a > τ b > 0).
5. Properties of linear combination of Binomial random variables. Our analyses depend very heavily on a detailed understanding of deviation properties of linear combinations of binomial random variables. These arise very naturally in our context-for example, each vertex degree under the null is a sum of two independent Binomial random variables and the optimal tests in Theorem 3.6 depend on linear combination of two independent Binomial random variables. We establish some relevant results in this section, which are invaluable in the proofs of the main results stated Section 3.
5.1. Moderate Deviation properties. Moderate deviation and local CLT type properties of linear combinations of independent Binomial random variables form a cornerstone of our analysis. We note that while these results are conceptually straight-forward, the proofs are often involved due to the discrete structure of the random variables involved.
To this end, let X ∼ Bin
n with a ≥ b log n and 0 < c < lim inf
Hereafter for any fixed positive constants β 1 and β 2 define
5.1.1. Log Scale Asymptotics. In this section we study moderate deviations of linear combinations of binomial random variables on the logarithmic scale. Along the way, we shall also study bounds on the probability of such linear combinations belonging to specific subintervals corresponding to moderate deviation regimes.
< c for constants 0 < c < c < ∞ and C n → C > 0 be a positive sequence.
1. Fix any sequence {ξ n } such that |ξ n | log n. Then the following hold for any ε > 0 and n sufficiently large (depending on c, c , ε, β 1 , β 2 ) (a)
2. The following moderate deviation asymptotics hold.
(a)
5.1.2. Exponential Scale Asymptotics. In this section, we first characterize the upper tail of the sum of two independent binomial random variables in the moderate deviation regime on the exponential scale, which requires much more subtle analysis than usual log-scale asymptotics. This result is used in establishing the lower bound for the maximum degree test. Specifically, we will establish the following result. Recall the definition of
Lemma 5.2. Let b (log n) 3 and x n = √ 2 log n(1 + o(1)). In this case, we have, as n → ∞,
where Φ(·) is the cdf of the standard normal distribution.
A Change of Measure Lemma.
The next lemma is a simple change of measure argument which is necessary for truncated second moment arguments involved in proving information theoretic lower bounds.
Lemma 5.3. Let X ∼ Bin(n 1 , p 1 ) and Y ∼ Bin(n 2 , p 2 ) be independent. Then for any positive scalars α 1 , α 2 , β 1 , β 2 and Borel set
where X ∼ Bin(n 1 , p 1 ) is independent of Y ∼ Bin(n 2 , p 2 ) with
We establish Lemma 5.3 in Section 8.
Proofs of main results.
6.1. Proof of Theorem 3.1. We prove each part of the theorem in separate subsections below.
Proof of Theorem 3.1 i. In this theorem, since all computations are under the true underlying C and the Total Degree Test does not depend on it, we drop the notational dependence on C from
Θ,a,b , and Var
We will establish the stronger result that the total degree test is powerful whenever there exists a sequence t n → ∞ such that sA a n t n . To this end, we need the following elementary lemma bounding the variance of the total degree.
Proof. The proof proceeds using the elementary observations
We are now ready to prove Theorem 3.1 i.. We first compute the expectation of the total degree under the null.
We consider a total degree test which rejects the null for i d i > µ n + K n for some sequence K n to be chosen suitably during the proof. By Chebychev's inequality, we have,
where the last inequality follows using Lemma 6.1. Thus the type I error is controlled as soon as K 2 n an. We next turn to the type II error, and note that by monotonicity, it suffices to restrict ourselves to alternatives Θ = (1 + A)1 S + 1 S c for some A ≤ 1. We set S 1 = C ∩ S(Θ) and S 2 = C c ∩ S(Θ). Further, for notational simplicity, we denote s 1 = |S 1 | and s 2 = |S 2 |. In this case, we have,
Therefore, we have,
Thus if K n < 1 2 Abs, using Chebychev inequality, we have,
The type II error is controlled as soon as the RHS in (6.1) goes to zero as n → ∞. Finally, it remains to choose K n . We set K n = 1 4 Abs and note that under the theses of this theorem, both type I and type II errors are controlled asymptotically under this choice. The proof is complete.
Proof of Theorem 3.1. ii. The proof proceeds by the usual argument of analyzing the second moment of the marginal likelihood. To this end, we fix a prior π which sets the community assignment C = {1, · · · , n 2 }. The prior π selects s/2 locations at random from C and s/2 locations (assuming s is even w.l.o.g.) independently from C c to form the set S(Θ). Given S(Θ), we set θ i = 1 + A for i ∈ S(Θ). Also, in this theorem, since all computations are under this chosen C we drop the notational dependence on C from P
.
We define the marginal likelihood
, where E S [·] denotes the expectation with respect to S ∼ π. It suffices to establish that under the thesis of Theorem ii.,
under the assumptions of Theorem ii.. This will be established in the rest of the proof. We note that
, where S 1 , S 2 are iid draws from the measure π. Setting Θ: = Θ(S 1 ) = (θ 1 , · · · , θ n ) and Θ: = Θ(S 2 ) = (θ 1 , · · · , θ n ) to denote the true parameter vectors corresponding to S 1 , S 2 obtained under iid sampling from π, we have,
Note that under the null hypothesis H 0 , T 1 , T 2 , T 3 are independent and thus to analyze
, it suffices to study E 1,a,b [T j ] separately for j = 1, 2, 3. We first analyze T 1 . To this end. we define
Using independence of edges, we have,
We will encounter the following cases.
There are
There are 2Z 1 s 2 − Z 1 many terms with this contribution. 4. For all other (i, j) pairs, it is easy to check that
We note that under the thesis of the Theorem, A → 0 as n → ∞. Thus we have the upper bound
for some absolute constant C > 0. Upon simplification, we obtain the bound
A similar calculation yields an analogous bound for T 2 . We thus obtain, setting Z 2 = |S 1 ∩ S 2 ∩ C c |,
Finally, it remains to bound T 3 . To this end, our analysis proceeds similar to that of T 1 described above, and will thus be sketched briefly. Using independence of edges under H 0 , we have
We encounter the following cases: 1. i ∈ S 1 ∩ S 2 ∩ C and j ∈ S 1 ∩ S 2 ∩ C c . In this case, we have,
There are Z 1 Z 2 terms with this contribution.
There are 2Z 1 s 2 − Z 2 + 2Z 2 s 2 − Z 1 many terms with this contribution. Similar considerations as for T 1 above lead to the upper bound
for some absolute constant C > 0. We note that Z 1 , Z 2 ≤ s 2 and thus V 1 ≤ 7s 2 4 + n 2 (Z 1 +Z 2 ). Finally, this yields the following upper bound on T 3 .
. (6.4) Combining (6.2), (6.3) and (6.4), we obtain,
We note that under π, Z 1 , Z 2 are independent Hypergeometric( 
Finally, we note that under the assumptions of this theorem, α ≤ 1 2 implies that A 2 a → 0 as n → ∞. Thus using the bound obtained in (6.5), we obtain, (6.6) where C 0 > 0 is some absolute constant, sufficiently large, and the final result follows using the assumptions of this theorem. This completes the proof.
6.2. Proof of Theorem 3.2. This section will also have a common proof for both cases τ a = τ b = 0 and τ a > τ b > 0. The proof proceeds by an analysis of the truncated likelihood ratio under the least favorable prior. To this end, consider the prior π which fixes the partition C = {1, · · · , n/2}. For any i ∈ {1, · · · , n}, let C(i) = C if i ∈ C and C(i) = C c otherwise. Further, the prior chooses s/2 elements (assuming s is even w.l.o.g.) randomly from C and C c respectively to form the set S(Θ). Given S(Θ), we set θ i = 1 + A for i ∈ S(Θ) and θ i = 1 otherwise. In the rest of the proof, we denote the set S(Θ) as S. Also, in this theorem, since all computations are under this chosen C we drop the notational dependence on C from P
Θ,a,b . Now, for any such given Θ, the likelihood ratio
For i ∈ S, with slight abuse of notation, we define the out-degree to vertices in S c ∩ C(i) as d 1 (i) = j∈C(i)∩S c Y ij while the out-degree to vertices in the opposite block corresponds to d 2 (i) =
Further, we define the constants
For i ∈ S, consider the "good" event
≤ 2 log n .
, where E S [·] denotes the expectation with respect to S ∼ π. Then it suffices to establish that if A is of the form (3.1) with C < C sparse (α),
. This will complete the proof of the required lower bound.
To this end, we note that by Fubini's theorem,
> 2 log n , using Lemma 5.3, with X ∼ Bin(
, using Lemma 5.1 Part 2a. Thus we finally have,
if C < C sparse (α). This completes the first part of the proof.
To study the truncated second moment, we note that
, where S 1 , S 2 are iid draws from the measure π. Now, we note that on the event Γ S 1 ∩ Γ S 2 , for i ∈ S 1 ∩ S 2 , we have,
For i ∈ S 1 ∩ S 2 , we denote the above event as C S 1 ,S 2 ,i . Finally, we set
to denote the true parameter vectors corresponding to S 1 , S 2 obtained under iid sampling from π, we have,
(1 + A)
Further, it is easy to see that under H 0 , γ 0 and i∈S 1 ∩S 2 T i are independent and therefore
We will use the following lemma. The proof is similar to the case for α ≤ 1/2 and will thus be deferred to the end of the section.
We will complete the lower bound proof assuming Lemma 6.2. Using Lemma 5.3, we have, setting
1+ a n A 2 1− a n and Y ∼ Bin
. Upon using Taylor approximation, we have,
where we set
We next run into two cases. Consider first the case when 2C(τ a , τ b ) < 1. In this case, we bound the above probability by 1. Therefore, we have,
2 . This concludes the proof in this case. Next, we deal with the case 2C(τ a , τ b ) > 1. It is easy to see that for C < C sparse (α), this is possible only for α > 3/4. In this case, using Lemma 5.1 Part 1a,
In this case, upon repeating the calculation above, we obtain,
It is easy to see by direct computation that 1 − 2α − f (τ a , τ b ) < 0 when C < C sparse (α). The proof will thus be complete, once we establish Lemma 6.2.
Proof of Lemma 6.2:. The proof borrows heavily from that of Theorem 3.1ii.. Upon using the same notation as in the proof of Theorem 3.1ii., we have, γ 0 = {i,j}∈A T ij , where
As in the proof of Theorem 3.1ii., we decompose γ 0 = T 1 T 2 T 3 , with T l = {i,j}∈A l T ij , l = 1, 2, 3, where we set
We note that under P 1,a,b [·], T 1 , T 2 , and T 3 are independent-we will bound each expectation in turn. Further, using independence of the edges, we have,
1. i, j ∈ S 1 ∩ S 2 ∩ C. In this case,
There are 2
many (i, j) pairs which have this contribution.
a n 1 − (1 + A) a n 1 − a n 1 − a n = 1 + a n A 2 1 − a n (2 + A).
There are 2Z 1 s 2 − Z 1 many terms with this contribution. 4. For all other (i, j) pairs, it is easy to check that E 1,a,b [T ij ] = 1.
Finally, it remains to bound T 3 . We follow the same argument, and encounter the following cases.
1. i ∈ S 1 ∩ S 2 ∩ C and j ∈ S 1 ∩ S 2 ∩ C c . In this case, we have,
There are 2Z 1 s 2 − Z 2 + 2Z 2 s 2 − Z 1 many terms with this contribution.
There are 2 Similar considerations as for T 1 above lead to the upper bound
for some absolute constant C > 0. We note that Z 1 , Z 2 ≤ s 2 and thus V 1 ≤ 7s 2 4 . Finally, this yields the following upper bound on T 3 .
The rest of the proof can be completed following the same argument as in that of Theorem 3.1ii.
6.3. Proof of Theorem 3.3. We prove each part of the theorem in separate subsections below.
Proof of Theorem 3.3 i. Throughout C denotes the underlying community assignment and all results are uniform in this C.
By virtue of centering and scaling of individual HC(C, β 1 , β 2 ; t) under the null, we have by union bound and Chebyshev's Inequality,
1,a,b GHC(C, β 1 , β 2 ; t) > log n ≤ √ 10 log n log n → 0 as n → ∞.
This controls the Type I error of this test. It remains to control the Type II error. We will establish as usual that the non-centrality parameter under the alternative beats the null and the alternative variances of the statistic. We consider alternatives as follows. Let P Θ,a,b be such that θ i = 1 + A for i ∈ S and θ i = 1 otherwise, where A = C * log n σ 2 n0 with 2ρ(β 1 , β 2 ) ≥ C * > C HC (β 1 , β 2 , α), |S| = s = n 1−α , α ∈ (1/2, 1). The case of higher signals can be handled by standard monotonicity arguments and are therefore omitted. Also, let
The following Lemma studies the behavior of this statistic under this class of alternatives.
Lemma 6.3. Let t = √ 2r log n with r = min {1, 2C * ρ(β 1 , β 2 )}. Then
Var θ,a,b (GHC(C, β 1 , β 2 ; t)) .
The Type II error of the HC statistic may be controlled immediately using Lemma 6.3. This is straightforward-however, we include a proof for the sake of completeness. For any alternative considered above, we have, using Chebychev's inequality and Lemma 6.3,
as n → ∞. This completes the proof, modulo that of Lemma 6.3.
Proof of Lemma 6.3. The proof requires a detailed understanding of the mean and variance of the HC(C, β 1 , β 2 ; t) statistics. Due to centering, HC(C, β 1 , β 2 ; t) has mean 0 under the null hypothesis. Our next proposition estimates the variances of the HC(C, β 1 , β 2 ; t) statistics under the null and the class of alternatives introduced above. We also lower bound the expectation of the HC(C, β 1 , β 2 ; t) statistics under the alternative.
Proposition 6.4. For t = √ 2r log n with r >
, we have,
We defer the proof of Proposition 6.4 to Section 8. The rest of the proof follows along the lines of the proof of Lemma 6.4 in Mukherjee, Mukherjee and Sen (2016) by noting that C * /8(1 − θ) in Proposition 6.4 of Mukherjee, Mukherjee and Sen (2016) can be mapped to the constant C * ρ(β 1 , β 2 ) in Lemma 6.3 and Proposition 6.4.
Proof of Theorem 3.3 ii.
Throughout C denotes the underlying community assignment and all results are uniform in this C. We set µ n0 (C, β 1 , β 2 ) = β 1 µ 0 n1 + β 2 µ 0 n2 and recall the definition of σ n0 (C, β 1 , β 2 ) from Section 2. First, we control the Type I error of φ(β 1 , β 2 , δ) for any δ > 0. Indeed, we have, using Lemma 5.1 Part 2a and an union bound,
Using stochastic monotonicity of the test statistic in A, it suffices to analyze the Type II error for
Now, we note that
Further, for i ∈ S(Θ), we set
, and thus
Finally, we note that for j ∈ C(i), E
Plugging these into (6.10) and simplifying, we get
where C is given as
We note that under the assumptions introduced above, C > 0. We note that {β 1 d i (1) + β 2 d i (2): i ∈ S(Θ)} are independent and for any fixed i ∈ S(Θ),
n . Thus we have,
+o ( . If possible, suppose there exists a consistent sequence of tests based on the max degree with asymptotically zero risk again the alternative sequence under consideration. In this case, there exists a sequence of cut-offs {k n } such that
as n → ∞. Without loss of generality, we set k n = µ n0 + σ n0 2 log n 1 − log log n + log(4π) 4 log n + y n 2 log n .
We first observe that for any such sequence {k n }, P 1,a,b [max i d i < k n ] → 1 as n → ∞ implies that y n → ∞ as n → ∞. To this note, suppose y n ≤ M along any subsequence. Thus along this subsequence, using Theorem 3.5, we have
The rest of the proof establishes that the Type II error does not converge to 0 as n → ∞ for any such sequence of cutoffs k n , and alternatives Θ outlined above. To this end, note that
for some i 0 ∈ S(Θ). We will establish that each of these terms converge to zero as n → ∞. To this end, first, we note that y n → ∞ implies that y n ≥ 0 eventually. Thus we have,
We note that under
, using Lemma 5.1 Part 2. As a result, we have,
< 0, in this case. This controls the first term. The control of the second term is similar to the control of the Type I error. However, we have to carefully control the contribution due to the contamination edges with the non-null vertices. To this end, note that for i ∈ S(Θ) c ,
Thus we have,
for some sequence k n to be chosen appropriately. For each i ∈ S(Θ) c , we note that Z 2i is stochastically dominated by a Bin s, a n (1 + A) random variable. We choose k n = σnζ n √ 2 log n , for some sequence ζ n → ∞ to be chosen appropriately. We note that α ∈ ( 1 2 , 1) implies that k n s a n (1 + A) and thus, by Bernstein's inequality, for i ∈ S(Θ) c ,
(log n) 3 implies that k n log n and thus
Finally, we have, for i ∈ S(Θ) c , Z 1i is stochastically dominated by M 1 + M 2 , where M 1 , M 2 are independent random variables with
n . This implies
2 log n 1 − log log n + log(4π) 4 log n + y n − ζ n 2 log n .
We note that for any sequence y n → ∞, we can choose a sequence ζ n → ∞ sufficiently slow such that
This establishes that no such test can control the Type I and Type II errors simultaneously, and thus completes the proof.
6.5. Proof of Theorem 3.5. In this theorem, since all computations are under the true underlying C and the test based d max (1, 1) does not depend on it, we drop the notational dependence on C from P For y ∈ R, we define x: = x(n, y) as the solution of the equation
. We will establish that
as n → ∞, where as usual we set
. Upon direct computation, we obtain x(n, y) = 2 log n 1 − log log n + log(4π) 4 log n + y 2 log n + o (1) as n → ∞, thus immediately implying the desired result. Thus it remains to establish (6.11). To this end, we define Z = i 1(d i > µ n0 + xσ n0 ). We claim that as n → ∞, Z converges in distribution to a Poisson(exp[−y]) random variable. This immediately implies
as n → ∞. This yields (6.11).
Finally, it remains to establish the Poisson approximation for Z as n → ∞. To this end, we use the following version of Stein's method for Poisson approximation (Barbour, Holst and Janson, 1992 , Theorem 2.C and Corollary 2.C.4). We define a sequence of Bernoulli random variables {X i : i ∈ I} to be positively related if for every i ∈ I, we can construct {Y (i) j : j = i}, coupled with {X i : i ∈ I} such that {Y (i) j : j = i} is distributed as {X j : j = i}|X i = 1 and ∀j = i, Y (i) j ≥ X j . We set W = i X i , with X i ∼ Ber(p i ), and λ = i p i . The following theorem (Barbour, Holst and Janson, 1992 , Corollary 2.C.4) bounds the TV distance between W and a Poisson random variable with mean λ.
Theorem. (Barbour, Holst and Janson, 1992 , Corollary 2.C.4)
The desired Poisson approximation result follows immediately from the lemma below.
An application of the Poisson approximation theorem above concludes the proof modulo the proof of Lemma 6.5.
Proof of Lemma 6.5. First, we establish that X i = 1(d i > µ n0 + xσ n0 ) are positively related. We note that the X i are increasing functions of independent random variables Y and thus the {X i : 1 ≤ i ≤ n} are positively related (Barbour, Holst and Janson, 1992 , Theorem 2.G). Next, we check that λ → exp[−y]. We have,
where the last equality follows from Lemma 5.2. Combining Mills ratio with the definition of x immediately gives us the desired result. Finally, we check the variance condition.
By computations similar to those involved in control of term T 4 of Lemma 8.1 proved in Section 8, n 2 cov(X 1 , X 2 ) = n −1(1+o(1)) for any fixed y ∈ R. This completes the proof.
6.6. Proof of Theorem 3.6. We claim that the claim of the theorem follows from Theorem 3.3 since Risk n (Ĉ, Ξ(s, A)) → 0. To see this note that Risk n (Ĉ, Ξ(s, A)) → 0 implies P 6.7. Proof of Theorem 3.7. We proceed exactly along the lines of the proof of Theorem 3.1ii.. Indeed,we consider the same prior on the parameter space and as earlier, denote the marginal likelihood as L π . We recall that E 1,a,b [L π ] = 1. It remains to study the second moments. Again, we follow the arguments in the proof of Theorem 3.1ii. and consider the upper bound (6.6)
for some universal constant C > 0. First, we note that for α > 1 2 , and a (log n),
as n → ∞. Finally, we note that for a log n,
for some universal constant C > 0. We note that α > 1 2 and a log n implies that
for any constant c > 0. This concludes the proof, upon choosing c > 0 sufficiently small, so that 2α > 1 + c. This concludes the proof.
Proofs of Binomial Deviation Bounds.
Throughout we let τ a = lim a /n and τ b = lim b /n and let M = sup n≥1 max{|τ a − a /n|, |τ b − b /n|, |C n − C|}.
7.1. Proof of Lemma 5.1. We prove each part of the lemma separately below. Proof of Lemma 5.1 Part 1a: Let
Then we have for any C * > 0
where I(C * , h * ): = [h * − C * σ n1 √ log n, h * + C * σ n1 √ log n] and I(C * , h * ) c denotes its complement. Now
Now by Lemma 6.2 of Mukherjee, Mukherjee and Sen (2016) Part (a, ii)
+o (1) ,
. Again by Lemma 6.2 of Mukherjee, Mukherjee and Sen (2016) Part (a, ii) we have for |t| ≤ ξ n log n
Now by Theorem 1.2 of Bollobás (2001), whenever |t| ≤ ξ n log n, one has for any fixed ε ∈ (0, 1) and n large enough (depending on ε, β 1 , β 2 , C * , c, c , M )
Since the function f (h 1 ) =
Therefore for any given sequence {ξ n } such that |ξ n | log n sup |t| ξn
Now note that |A∩I(C * , h * )| ≤ const·σ n1 √ log n for a constant const. (depending on C * , c, c , β 1 , β 2 , M ) and κ 2 1 (C * ), κ 2 2 (C * ) are increasing function of C * . The proof is therefore complete by choosing C * large enough constant (depending on c, c , β 1 , β 2 , M ).
Proof of Lemma 5.1 Part 1b: For any sequence {δ n } let t n (δ n ) = δ n σ n (β 1 , β 2 ) √ log n. We make use of the following lemma, the proof of which being simple is omitted.
Lemma 7.1. There exists a positive sequence δ * n → 0 such that the following hold.
Fix a sequence δ * n satisfying (i) and (ii) of Lemma 7.1. Then
For the first term we have
Now by Lemma 7.1
Therefore by Bernstein's Inequality for θ > 0 one has for n large enough (depending on θ, β 1 , β 2 )
Finally by Lemma 7.1 and (7.2)
for any C * > 0 and ε ∈ (0, 1), whenever |t| ≤ ξ n log n Therefore for any given sequence {ξ n } such that |ξ n | log n, any C * , θ > 0, and ε ∈ (0, 1) we have for n large enough (depending on ε, c, c , β 1 , β 2 , C * , θ, M )
+o(1) .
Now note that |A∩I(C * , h * )| ≤ const·σ n1 √ log n for a constant const. (depending on C * , c, c , β 1 , β 2 , M ) and κ 2 1 (C * ), κ 2 2 (C * ) are increasing function of C * . The proof is therefore complete by choosing C * and θ large enough constant (depending on c, c , β 1 , β 2 , M ).
Proof of Lemma 5.1 Part 2a: The proof proceeds by producing upper and lower bounds on the desired moderate deviation probability.
Upper Bound. For h = C n σ n (β 1 , β 2 ) √ log n, any ε > 0, and ∆ n > 0 one has
Fix B > lim sup C n to be chosen later and let
where H = {x: µ n (β 1 , β 2 ) + x ∈ β 1 N + β 2 N}. Now it is easy to see that
Also by the choice of m n , for any ε > 0
Therefore as long as ∆ n is bounded we have by arguments similar to the proof of part (a, i)
Therefore if ∆ n is bounded
√ log n) which we will do using a naive Bernstein bound. In particular we have by Bernstein's Inequality
As a consequence for sufficiently large n
The desired control of the upper bound is thereafter complete by choosing B large enough depending on ε > 0.
Lower Bound. We first claim that for any C n σ n (β 1 , β 2 ) √ log n ≤ h b
Deferring the proof of (7.4), we first finish the proof of the lower bound. In view of the claim, for t = C n σ n (β 1 , β 2 ) √ log n and any M n b one has for any ε
Using Mill's ratio the proof of the lower bound is therefore complete by choosing C n σ n (β 1 , β 2 ) √ log n M n b . We now complete the proof of the claim in (7.4). The main idea of the proof is simple and relies on finding O(σ n (β 1 , β 2 )) distinct pairs (h 1 , h 2 ) such that β 1 h 1 +β 2 h 2 −µ n (β 1 , β 2 ) ∈ (h, h+3β 2 ) and
The proof can thereby be completed by adding over these contributing O(σ n (β 1 , β 2 )) distinct pairs (h 1 , h 2 ).
For a fixedh > C n σ n (β 1 , β 2 ) √ log n (to be decided on later), consider any
and let for any h 1 > 0
and
(7.5)
We will need the fact that µ n2 +
≥ 0 which is guaranteed by the next easy to show lemma whose proof is omitted.
Lemma 7.2. For n sufficiently large (depending on β 1 , β 2 ) µ n2 +
We can now proceed as follows. Note that with δ n (h 1 ) = µ n1 +
one has by Theorem 1.5 of Bollobás (2001)
where n 1 = n/2, p 1 = a /n and q 1 = 1 − a /n. Now it is easy to see that
where the O-notations involve universal constants free from β 1 , β 2 , C n . Ifh, h 1 is such that,
, (7.6) then since b log n, we have for any ε > 0, sufficiently large n (depending on M and ε > 0)
Similarly for n 2 = n/2, p 2 = b /n and q 2 = 1 − b /n and any m ∈ N one has
. Therefore, once again by Theorem 1.5 of Bollobás (2001) 
Now it is easy to see that
where the O-notations involve universal constants free from
, m ≤ σ n2 , (7.8) then since b log n, we have for any ε > 0, sufficiently large n (depending on M and ε > 0)
Combining (7.7) and (7.9), we have that under the common conditions (7.6), (7.8)
σn(β 1 ,β 2 ) ∩ β 1 N the number of h * 1 (h 1 ) is distinct and
Therefore we can choose m = 1 to complete the proof of claim (7.4).
Proof of Lemma 5.1 Part 2b: Recall the proof of Part (a, ii) and Fix a sequence δ * n satisfying (i) and (ii) of Lemma 7.1. Then
√ log n * . Now by our choice of δ * n we have C n σ n (β 1 , β 2 )
√ log n. Moreover, similar to the proof of Part (a,ii) , by Bernstein's Inequality for θ > 0 one has for n large enough (depending on θ, β 1 , β 2 , τ a , τ b )
Therefore by Part (b, ii) we have by choosing θ > 2C
The lower bound is trivial from Part (b, ii) since
and µ n (β 1 , β 2 ) = E(β 1 X + β 2 Y ) and σ n (β 1 , β 2 ) = Var(β 1 X + β 2 Y ). For brevity, we let µ n = µ n (1, 1) and σ n = σ n (1, 1). Let H = {h > 0: 7.10) for some m * to be chosen appropriately. Using (Bollobás, 2001, Theorem 1.5), we have,
for an explicit sequence ξ 1n (h 1 ), depending on h 1 . Upon using the fact that a , b (log n) 3 , h 1 = O(σ n √ 2 log n), for any m * h * 1 , it is immediate that ξ 1n (h 1 ) = o(1), uniformly over h * 1 < h 1 < h * 1 + m * . Thus we have,
Similar arguments immediately imply that for
Using these bounds in (7.10), for h = O(σ n √ 2 log n), we obtain the lower bound
where we choose m * = √ 2πσ n1 σ n2 /σ n h * 1 . Finally, we have, setting M n = σ n √ C log n for some constant C sufficiently large,
if C is chosen sufficiently large. This establishes the required lower bound. Next, we turn to the upper bound. We have,
for some constant C > 0 sufficiently large, to be chosen later. We have, using Lemma 5.1 Part 2, we have,
Finally, we will use the following "local limit" lemma.
Lemma 7.3. Let X ∼ Bin n, a n and Y ∼ Bin n, b n be independent random variables with
Then for any constant C > 2 and σ n √ 2 log n < h < σ n √ C log n, we have, for h ∈ H,
We defer the proof of Lemma 7.3 and complete upper bound proof. Lemma 7.3 immediately yields
where φ(·) is the density of the standard Gaussian distribution. We know that (1 − Φ(
2 . Thus for C sufficiently large,
→ 1 as n → ∞. For any such choice of C, we immediately have, using (7.11) and (7.12),
This completes the proof modulo proof of Lemma 7.3.
Proof of Lemma 7.3. We have, for h ∈ H , setting h * 1 = hσ 2 n1 /σ 2 n , and m * = √ 2π
First, we analyze the term T 2 . (Bollobás, 2001, Theorem 1.2) implies that for h 1 = O(σ n1 √ log n),
for an explicit sequence ξ n (1). Using a ≥ b (log n) 3 , and h = O(σ n √ log n) it immediately follows that ξ 1 (n) = o(1). Using similar arguments for P[Y = µ 2n + h − h 1 ] , we obtain that
using the definition of h * 1 . We will be done once we establish T 1 , T 3 = o(z n ). We will sketch this proof for T 3 -the argument for T 1 is analogous and will be omitted. We note that
for some sequence τ n > 0 to be chosen appropriately. We will establish that each of these terms is o(T 2 ). To this end, we note that
By direct computation, it is easy to see that sup
). Using the results in (Mukherjee, Mukherjee and Sen, 2016, Lemma 6 .2), we have,
Thus for any sequence τ n > 0 such that lim inf τ n > 0, the second term in (7.13) is o(z n ). Next, we study the first term in the RHS of (7.13). We note that
σn (1+τ n ) . This implies that h − x n σ n1 (1 + τ n ) = O( √ log nσ n ) for some sequence τ n sufficiently small. We will fix any such sequence in the rest of the proof. For any such h * 1 + m * < h 1 < x n σ n (1 + τ n ), (Bollobás, 2001 , Theorem 1.2) implies that
for some explicit sequence ξ n (1, h 1 ), depending on h 1 . Further, a , b (log n) 3 and h * 1 + m * < h 1 < x n σ n1 (1 + τ n ) implies that
where o(1) is a term uniformly controlled for all h * 1 + m * < h 1 < x n σ n (1 + τ n ). Exactly analogous considerations imply that
. This completes the proof.
8. Proof of Technical Lemmas.
Proof of Proposition 6.4.
We analyze each term in turn. In the analysis, since µ 0 n1 (C), µ 0 n2 (C), and σ n0 (C, β 1 , β 2 ) do not depend on C we simply refer to them as µ 0 n1 , µ 0 n2 , and σ n0 (β 1 , β 2 ).
Analysis of E (C)
Θ,a,b (HC(C, β 1 , β 2 ; t)) We have, for i 1 ∈ S 1 , i 2 ∈ S 2 , j 1 ∈ S c 1 , and j 2 ∈ S c 2 ,
Now note that
and σ n (β 1 , β 2 ) = Var (β 1 X + β 2 Y ). Since √ 2r log nσ n0 (β 1 , β 2 ) + β 1 µ 0 n1 + β 2 µ 0 n2 − µ n (β 1 , β 2 ) σ n (β 1 , β 2 ) ∼ ( √ 2r − C * ρ(β 1 , β 2 )) log n, and r > This completes the proof of (6.8).
Analysis of Var (C)
Θ,a,b (HC(C, β 1 , β 2 ; t)) We begin by the following basic decomposition of the variance between diagonal and off-diagonal terms. Control of T 3 . Similar to Mukherjee, Mukherjee and Sen (2016) , we begin by noting the following simple identities followed by local central limit theorem type estimates. However, in order to deal with arbitrary linear combinations, one need more detailed computations and uniform control of local central limit type estimates. Fix (i, j) ∈ S l × S l for l ∈ {1, 2}. Then we have b (s l ) (t) = a n (1 + A) 2 (a (s l ) (t)) 2 + 1 − a n (1 + A) 2 (a (s l ) (t)) 2 , a (s l ) (t) = a n (1 + A) 2 (a (s l ) (t)) + 1 − a n (1 + A) 2 (a (s l ) (t)), where a (s l ) (t) = P Y it Therefore using Lemma 8.2 for l ∈ {1, 2} we have
2 ) = s l (s l − 1)(1 + A) 2 a n 1 − (1 + A) 2 a n a (s l ) (t) − a Similarly for (i, j) ∈ S l 1 × S l 2 for l 1 = l 2 ∈ {1, 2} b (s l 1 ,s l 2 ) (t) = b n (1 + A) 2 (a (s l 1 ,s l 2 ) (t)a (s l 2 ,s l 1 ) (t)) + 1 − b n (1 + A) 2 (a (s l 1 ,s l 2 ) (t)a (s l 2 ,s l 1 ) (t)), where a (s l 1 ,s l 2 ) (t) = P Z k with independent components Z 1 ∼ Bin s 2 , (1 + A) a n , Z 2 ∼ Bin n/2 − s 2 − 1, a n , 24) and note that tσ n0 (β 1 , β 2 ) + β 1 µ 0 n1 + β 2 µ 0 n2 − (n/2 − s 2 − 1) a n − (n/2 − s 1 ) b n (n/2 − s 2 − 1) a n 1 − a n + (n/2 − s 1 ) Control of T 5 . The analysis of T 5 is similar in philosophy to those of T 3 and T 4 , and goes through a reduction to supremum of local central limit theorem type probability estimates for linear combination of independent Binomial random variables. We therefore omit the details.
