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Abstract
The local solvability of the Cauchy problem in Sobolev spaces is studied for a class of nonlinear partial
differential equations incorporating weakly hyperbolic and Schrödinger equations.
© 2008 Elsevier Masson SAS. All rights reserved.
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0. Introduction
In [2] the Cauchy problem in Sobolev spaces was studied for a class of linear p-evolution
equations with real characteristic roots in the principal part in the sense of Petrowski. It was
shown that H∞ well-posedness holds if the non-real lower order terms do not exceed some order
depending on the order of the operator in the time variable, m, on the maximum multiplicity of
the characteristic roots, r , and on the type of evolution p. In the limit case p = 1 this is in keeping
with the literature on weakly hyperbolic operators where the so-called “Levi conditions” need to
be imposed on the terms of order greater than m − r to get well-posedness. On the other hand,
the results available for linear Schrödinger type equations (see Takeuchi [12–15], Gourdin et
al. [9], Agliardi [1]), show that well-posedness in Sobolev spaces fails even in the case r = 1
of distinct roots, if the order of the lower order term is too high or, alternatively, some special
conditions on high order terms are not assumed. The aim of this paper is to generalize the existing
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with characteristic roots of constant multiplicity has been studied in [6] assuming the proper
Levi conditions. In this paper we take the view of allowing only some lower order terms up to
a certain order, but of relaxing the assumption of the constant multiplicity. Moreover we allow
for any type of evolution of the operator. Therefore we obtain a twofold generalization with
respect to the existing literature. We prove the existence and uniqueness in H∞ of solutions of
the Cauchy problem for a partial (pseudo-)differential equations of the form:
P
(
t, x,Dm−ru,Dt ,Dx
)
u
= Πpm
(
t, x,Dm−ru,Dt ,Dx
)
u+
m∑
j=r
aj
(
t, x,Dm−ru,Dx
)
D
m−j
t u = f (t, x)
where Πpm is the product of operators of the form Dt − λk(t, x,Dm−ru,Dx), the λ′ks are
pseudo-differential operators of order p and r , r  1, is an upper bound for their multiplic-
ity, aj are pseudo-differential operators of order p(j − r) and Dm−ru is a short notation for
{DαxDht u: |α|p + hm− r}.
The detailed assumptions are found in Section 2 and the main result is proved in Section 4.
Section 1 introduces the necessary notation and outlines a calculus for some pseudo-differential
operators with limited regularity, while Section 3 is devoted to resume the results about the
linear case, since our theorem is obtained applying a fixed point argument to the linear operator
Pu(t, x,Dt ,Dx) = P(t, x,Dm−ru,Dt ,Dx).
1. Notation
Let us first introduce the notation for pseudo-differential operators. Throughout this paper
Sm(Rn) denotes the class of symbols of pseudo-differential operators p(x,Dx) of order m such
that supx,ξ∈Rn |∂αξ Dβx p(x, ξ)|(1 + |ξ |)|α|−m < ∞ for every α,β ∈ Nn.
In what follows we have to work in a Sobolev space Hμ with μ large enough to be determined.
Since our operators will depend on some unknowns whose regularity is not known a priori,
following a similar argument to Taylor [11], we shall deal with pseudo-differential operators
with less than C∞ regularity. The following symbol classes will be useful.
Definition 1. We say that p(x, ξ) belongs to HμSm(Rn) if
sup
x,ξ∈Rn
∣∣∂αξ Dβx p(x, ξ)∣∣(1 + |ξ |)|α|−m < ∞ for |β| μ.
The related class of pseudo-differential operators will be denoted by OPHμSm(Rn).
One needs only finitely such differentiability of a symbol for continuity on Sobolev spaces
and for performing any finite number of operations. We state now some results of this type that
should be compared with those in [11, Chapter IV], for an analogous class of pseudo-differential
operators.
Lemma 2. For every μ,m1,m2 there exists a μ′ such that, if pj (x,Dx) ∈ OPHμ′Smj (Rn), then
(i) p1(x,Dx)p2(x,Dx) ∈ OPHμSm1+m2(Rn),
(ii) p1(x,Dx)∗ ∈ OPHμSm1(Rn), and
(iii) [p1(x,Dx),p2(x,Dx)] ∈ OPHμSm1+m2−1(Rn).
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erators shows that μ′ > n is needed to get the result. Moreover, to get (i), we note that one can
differentiate up to the order μ in
Os −
∫ ∫
e−iy.ηp1(x, ξ + η)p2(x + y, ξ) dy d¯η
if μ′  μ + μ0, for some μ0  2(1 + [n2 ]). Then (i) obtains in view of the proof of Lemma 2.4
in [10]. Similarly, (ii) obtains from
Os −
∫ ∫
e−iy.ηp1(x + y, ξ + η)dy d¯η
if μ′  μ+μ0 is assumed. Finally, for (iii) we can apply the above-quoted argument in [10] to
n∑
i=1
1∫
0
Os −
∫ ∫
e−iy.η
[
∂ηip1(x, ξ + θη)Dyip2(x + y, ξ)
−Dyip1(x + y, ξ)∂ηip2(x, ξ + θη)
]
dy d¯η
which is bounded in HμSm1+m2−1(Rn) if μ′  μ+ 3 + 2[n2 ]. 
Lemma 3. There exists ν depending only on n such that if p(x, ξ) ∈ HμS0(Rn) and μ > ν,
then p(x,Dx) : L2(Rn) → L2(Rn) continuously. More generally, if p(x, ξ) ∈ HμSm(Rn) for a
sufficiently large μ, then p(x,Dx) : Hs(Rn) → Hs−m(Rn) is a continuous map.
Proof. Arguing as in the proof of Theorem 4.1 in [10], at first the result is proved for a pseudo-
differential operator of order less than −n, that is, for any P ∈ OPHμ0Sm0 , with m0 < −n and
μ0 large enough, there exists C0  0 such that ‖Pu‖L2  C0‖u‖L2 . Let mi denote −2−i , i =
0, . . . , . If P ∈ OPHμ1Sm1 with μ1  μ0 + 4(1 + [n2 ]) then P ∗P ∈ OPHμ0Sm0 in view of
Lemma 2 and thus ‖Pu‖2
L2
= 〈P ∗Pu,u〉L2  C˜0‖u‖2L2 . Working backwards we prove a similar
estimate for any P ∈ OPHμSm with μ  μ0 + 4(1 + [n2 ]). Finally the proof is completed
arguing as in the proof of Theorem 4.1 in [10] and assuming that p ∈ HμS0 with μ  μ, for
some μ depending only on n. As for the continuity in Sobolev spaces one has just to apply the
result on L2-continuity to the operator 〈Dx〉s−mp(x,Dx)〈Dx〉−s . Then the result follows in view
of Lemma 2. 
2. The main result
We consider the quasilinear Cauchy problem:
P
(
t, x,Dm
′
u,Dt,x
)
u = Πpm
(
t, x,Dm
′
u,Dt ,Dx
)
u+
r∑
j=1
aj
(
t, x,Dm
′
u,Dx
)
D
m−j
t u
= f (t, x), (1)
D
j
t u|t=0 = gj , 0 j m− 1, (2)
where t ∈ [−T ,T ], T > 0, x ∈ Rn, Dm′u = {DαDhu: |α| + hm′}, p,m,m′ ∈ Z+, m′ <m.x t p
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Πpm(t, x,w,Dt ,Dx) =
r∏
j=1
(
Dt − λ1j (t, x,w,Dx)
)
. . .
(
Dt − λsjj (t, x,w,Dx)
)
, (3)
with
∑r
j=1 sj = m, sr  sr−1  · · ·  s1, w ∈ W, W is a compact neighborhood of the set
{∂βx gj (x): x ∈ Rn, 0  j  m − 1, |β|  p(m′ − j)}. Moreover we suppose that the λ′s are
pseudo-differential operators whose symbol satisfies the following properties:
(i) λij (t, x,w, ξ) ∈
m−1⋂
k=0
Ck
([−T ,T ];C∞(W ;Sp(Rn))); (4)
(ii) λij are real-valued;
(iii) λij (t, x,w, ξ) = λ̂ij (t,w, ξ)+ λ′ij (t, x,w, ξ),
with λ′ij ∈
⋂m−1
k=0 Ck([−T ,T ];C∞(W ;S1(Rn)));
(iv) ∣∣λij (t, x,w, ξ)− λhk (t, x,w, ξ)∣∣ ci,j,h,k|ξ |p, i 
= h,
with ci,j,h,k > 0, ∀(t, x,w, ξ) ∈ [−T ,T ] ×Rn ×W × (Rn − {0}).
The lower order terms satisfy:
aj (t, x,w, ξ) ∈ C
([−T ,T ];C∞(W ;Sp(j−r)(Rn))), j = 1, . . . , r. (5)
Finally, we assume:
m′ m− r. (6)
Assumption (4)(i) is the p-evolution condition. Assumption (4)(ii) is the hyperbolicity condi-
tion; it could be replaced with the milder condition:
Imλij (t, x,w, ξ)−δ, δ  0, when p  2.
From (4)(iv) it follows that the higher order part of P is a product of “strictly p-hyperbolic
operators”. Note that (5) is the “Levi condition” and (6) is the “nonlinear Levi condition”.
A counterexample in [3] shows that H∞-well-posedness may fail if derivatives of u of order
higher than p(m− r) are allowed.
A special case satisfying (3) is the one of characteristic roots with constant multiplicity. Let
Πpm(t, x,w, τ, ξ) =∏ki=1(τ − λi(t, x,w, ξ))ri , with λi 
= λh in the sense of (4)(iv) for i 
= h.
Let r = r1  · · ·  rk and ∑ki=1 ri = m. In order to set Πpm in the form (3) we employ the
following notation. For i = 1, . . . , k we put λij = λi with j = r − ri + 1, . . . , r, and sr = k. On
the other hand one can provide some simple examples of operators of the form (3) with non
constant multiplicities. If n  2, λ11(ξ) =
∑n−1
h=1 ξ2h and λ
i
2(ξ) = i|ξ |2, i = 1, . . . ,m − 1, then
Πpm is of the form (3) with r = 2, s1 = 1, s2 = m− 1.
Now we state the main result.
Theorem 4. Let P be an operator of the form (1), (3) and assume that the conditions (4)–(6)
are satisfied. For arbitrary f ∈ C([−T ,T ];H∞(Rn)), gj ∈ H∞(Rn) there exists T0  T such
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prove that there exists an index μo = μo(m,n) such that, given f ∈ C([−T ,T ];Hμ(Rn)),
gj ∈ Hμ+p(m−1−j)(Rn) with μ>μo, the problem (1), (2) has a unique local solution
u ∈
m−r⋂
j=0
Cj
([−T0, T0];Hμ+p(m−r−j)(Rn)).
Moreover the following energy inequality holds true:
m−r∑
j=0
∥∥∂jt u(t, .)∥∥μ+p(m−r−j)  C(T0)
{
m−1∑
j=0
∥∥∂jt u(0, .)∥∥μ+p(m−1−j) +
∣∣∣∣∣
t∫
0
∥∥f (τ, .)∥∥
μ
dτ
∣∣∣∣∣
}
.
Examples. (1) If p = 1 the H∞-well-posedness of the Cauchy problem is recaptured for quasi-
linear strictly hyperbolic equations when r = 1 or weakly hyperbolic equations when r  2. Note
that however our setting is more general since the case of constant multiplicity of the character-
istic roots can be obtained as a special case of ours, as we observed above. On the other hand,
any hyperbolic operator P with constant multiplicities of the characteristic roots has the form:
∂1 . . . ∂m +∑|J |m−1 AJ ∂J where AJ are pseudo-differential operators of order 0, (where ∂i
denotes Dt − λi and ∂J = ∂j1 . . . ∂jh if J = (j1, . . . , jh)), if and only if P satisfies the Levi con-
dition. (See [5,7,8,10] and, for the nonlinear case [6] and [4]). Such operators can be treated in
our framework (see the proof of Proposition 10).
(2) The semilinear equation
Dmt u+
m∑
j=1
∑
|α|=pj
aαjD
α
xD
m−j
t u = f
(
t, x,
{
∂ht ∂
β
x u
}
h=0,...,m−r
|β|p(m−r−h)
)
,
where r is the maximum multiplicity of the characteristic roots, is included in our framework.
Some special cases are the several semilinear Schrödinger equations arising in Physics: for
example, i∂tu + Δu + f (|u|2)u = 0, that arises in nonlinear optics, plasma physics, fluid me-
chanics, nonlinear non-relativistic quantum field. A higher order equation is the plate equation
D2t u−Δ2xu = f (t, x, ∂tu, {∂βx u}|β|2).
(3) Consider D2t u + A2(t,Dm′u,Dx)Dtu + A4(t,Dm′u,Dx)u + A3(t, x,Dm′u,Dx)u +
A1(t, x,Dm
′
u,Dx)Dtu = 0, where Aj ∈ C([−T ,T ];C∞(W ;Sj (Rn))) are real-valued sym-
bols, ∣∣(A2(t,w, ξ))2 − 4A4(t,w, ξ)∣∣ δ|ξ |4 with δ > 0 and Dm′u = {∂tu, (∂βx u)|β|2}.
This equation can be treated in our framework if we set:
λ±(t, x,w, ξ) = λ0±(t,w, ξ)±
A3(t, x,w, ξ)+A1(t, x,w, ξ)λ0±(t,w, ξ)
λ0−(t,w, ξ)− λ0+(t,w, ξ)
,
where
λ0±(t,w, ξ) =
−A2(t,w, ξ)±
√
A22(t,w, ξ)− 4A4(t,w, ξ)
2
.
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The aim of this section is to show that the Cauchy problem for the operator Pu(t, x,Dt ,Dx) =
P(t, x,Dm−ru,Dt ,Dx), where P has been defined in Section 2, reduces to a Cauchy problem
for a first-order system with diagonal principal part. In what follows we state all the preliminary
results. Throughout this section we assume that the λ′s satisfy the assumptions (4). Let us first
establish an ordering for the λ′s and introduce some related notation. Put sj = ∑jk=1 sk and
denote λij by λi if j = 1 and by λsj−1+i if j > 1. Let ∂i denote Dt − λi(t, x,w,Dx). If J =
(j1, . . . , jk) we write {J } = {j1, . . . , jk}, |J | = k, ∂J = ∂j1 . . . ∂jk .
Lemma 5. Assume that the λ′j s are distinct for j ∈ {1, . . . , s}, in the sense of (4)(iv). Let us
define Ih = {J = (j1, . . . , jh); j1 < · · · < jh, {J } ⊂ {1, . . . , s}}, h = 1, . . . , s, I0 = ∅. For h =
1, . . . , s−1, let Σh be a subset of {1, . . . , s} with h+1 elements. Then, for every positive integers
N , we can write the identity as the following sum:
∑
J∈Ih{J }⊂Σh
d
(N)
J (t, x,w,Dx)∂J +
h−1∑
k=0
∑
J∈Ik{J }⊂Σh
r
(N)
J (t, x,w,Dx)∂J
where
d
(N)
J (t, x,w, ξ) ∈ C
([−T ,T ];C∞(W ;S−ph(Rn))),
r
(N)
J (t, x,w, ξ) ∈ C
([−T ,T ];C∞(W ;S−N (Rn)))
and ∂∅ = 1. Moreover, for every k ∈ {0, . . . , s − 1} and for every positive integers N , we can
write:
Ds−1−kt =
∑
J∈Is−1
c
(N)
J (t, x,w,Dx)∂J +
s−2∑
h=0
∑
J∈Ih
r˜
(N)
J (t, x,w,Dx)∂J
for some
c
(N)
J (t, x,w, ξ) ∈ C
([−T ,T ];C∞(W ;S−pk(Rn)))
and
r˜
(N)
J (t, x,w, ξ) ∈ C
([−T ,T ];C∞(W ;S−N (Rn))).
Proof. Argue as in [2, Lemmas 3.1 and 3.2], 
Remark 6. Since only a finite number of compositions of pseudo-differential operators are
performed to get the desired expression for the identity (or Ds−1−kt , respectively), then the
same results hold for symbols with limited regularity. More precisely, for any μ there exists
μ′ such that if the λ′j s belong to Hμ
′
Sp with respect to x, ξ then d(N)J (t, .,w, .) ∈ HμS−ph and
c
(N)
J (t, .,w, .) ∈ HμS−pk. The same remark applies to the following Lemma 7 and Proposition 9.
Lemma 7. Assume that the λ′j s are distinct for j ∈ {1, . . . , s}, in the sense of (4)(iv), and let λ
be distinct from every λj with j ∈ {1, . . . , s}. Let Ih be defined as in Lemma 5 and let I′ denoteh
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Then, for every k ∈ {1, . . . , s}, for every J˜ ∈ Ik and for every positive integers N , we have:
[∂, ∂J˜ ] =
∑
J∈I′k
σ
(N)
J (t, x,w,Dx)∂J +
k−1∑
h=0
∑
J∈I′h
ρ
(N)
J (t, x,w,Dx)∂J
where
σ
(N)
J (t, x,w, ξ) ∈ C
([−T ,T ];C∞(W ;S0(Rn)))
and
ρ
(N)
J (t, x,w, ξ) ∈ C
([−T ,T ];C∞(W ;S−N (Rn))).
Proof. Argue as in [2, Appendix A], and take advantage of assumption 4(iii). 
Lemma 8. The following equality holds:
∂j ∂j−1 . . . ∂1 = Djt −
j∑
i=1
λiD
j−1
t + · · · +
∑
i1<···<ik
(−1)kλik ◦ · · · ◦ λi1Dj−kt + · · ·
+ (−1)jλj ◦ · · · ◦ λ1 +
j∑
k=2
ϕkD
j−k
t ,
where ϕk is a sum of terms of the following form:∑
1hk−1
∑∗
D
γh
t λih ◦ · · · ◦Dγ1t λi1 with i1 < · · · < ih
and the sum
∑∗
runs over the γl such that
∑h
l=1 γl  1 and
∑h
l=1 γl + h = k.
Proof. Inductively. 
Let us denote I(1)k = {J = (j1, . . . , jk); j1 < · · · < jk, {J } ⊂ {1, . . . , s1}} and I()k ={J = (j1, . . . , jk); j1 < · · · < jk, {J } ⊂ {s−1, . . . , s}} for  = 2, . . . , r. Let F denote {J =
(J1, . . . , Jr ); Ji ∈ I(i)hi for some hi ∈ {1, . . . , si}}.
Proposition 9. Let P satisfy (1)–(6). Then, for any positive integer N , the linear operator
Pw(t, x,Dt ,Dx) = P(t, x,w,Dt ,Dx), w an arbitrary parameter, can be written in the follow-
ing form:
∂J1 . . . ∂Jr +
∑
J1∈I(1)s1−1,...,Jr∈I
(r)
sr−1
a˜
(N)
J1,...,Jr
(t, x,w,Dx)∂J1 . . . ∂Jr
+
∑
hi=0,...,si−1
i=1,...,r
∑
Ji∈I(i)hi−1
ρ˜
(N)
J1,...,Jr
(t, x,w,Dx)∂J1 . . . ∂Jr
where each Jk in the first addendum belongs to I(k)sk ,
a˜
(N)
(t, x,w, ξ) ∈ C([−T ,T ];C∞(W ;S0(Rn)))J
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ρ˜
(N)
J (t, x,w, ξ) ∈ C
([−T ,T ];C∞(W ;S−N (Rn))).
Proof. The proof follows the line of the proof of Proposition 3.1 in [2] by employing Lemmas 5
and 7. 
Proposition 10. Assume that the linear operator
Pw(t, x,Dt ,Dx) = Πpm(t, x,w,Dt ,Dx)+
r∑
j=1
aj (t, x,w,Dx)D
m−j
t
satisfies (3), (4). Let f ∈ C([−T ,T ];Hμ(Rn)) and gj ∈ Hμ+p(m−1−j)(Rn) be given. Then the
following Cauchy problem
Pw(t, x,Dt ,Dx)u = f (t, x), (7)
D
j
t u|t=0 = gj 0 j m− 1, (8)
can be written in the following system form:
DtU −Λ(t, x,w,Dx)U +A(t, x,w,Dx)U = F(t, x), U|t=0 = Ψ,
where Λ is a diagonal matrix whose entries are the λ′s, the entries of A belong to C([−T ,T ];
C∞(W ;S0(Rn)) and the initial values are of the form:
U0|t=0 = g0, UJ|t=0 =
∑
k|J |
ψ
(J)
k (x,w,Dx)g|J |−k, 0 < |J |m− 1,
where ψ(J)k ∈ C∞(W ;Spk(Rn)). Moreover, U verifies the following energy estimate:
∥∥U(t, .)∥∥
μ
 exp
(
C
(|w|)|t |){‖Ψ ‖μ +
∣∣∣∣∣
t∫
0
∥∥F(τ, .)∥∥
μ
dτ
∣∣∣∣∣
}
(9)
where C : [0,+∞[ → [0,+∞[ is continuous, which, in terms of u, means that
m−r∑
j=0
∥∥∂jt u(t, .)∥∥μ+p(m−r−j)
 C˜
(|t ||w|){m−1∑
j=0
∥∥∂jt u(0, .)∥∥μ+p(m−1−j) +
∣∣∣∣∣
t∫
0
∥∥f (τ, .)∥∥
μ
dτ
∣∣∣∣∣
}
.
Proof. The first step is to reduce our Cauchy problem (7), (8) to a Cauchy problem for a first-
order system with diagonal principal part. Let us define the unknown vector valued function
U = (UJ )J∈F, |J |m−1 as follows:
U0 = u,UJ = ∂J u if 0 < |J |m− 1, (10)
where ∂J denotes ∂J1 . . . ∂Jr and Jk ∈ I(k)sk . Then UJ = ∂j1UJ ′ for every J = (j1, J ′) ∈ F,
1 |J |m− 1, and UJ = ∂j1U0 if J = (j1). Applying Proposition 9, Pwu = f can be written
as:
∂1U(2,...,m) +
∑
a∗J (t, x,w,Dx)UJ = f,
J∈F, |J |m−r
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DtU −Λ(t, x,w,Dx)U +A(t, x,w,Dx)U = F(t, x), U|t=0 = Ψ,
where the entries of the diagonal matrix Λ are the λ′s and the entries of A belong to
C([−T ,T ];C∞(W ;S0(Rn)). The initial values Ψ are determined as follows:
U0|t=0 = g0, UJ|t=0 =
∑
k|J |
ψ
(J)
k (x,w,Dx)g|J |−k, 0 < |J |m− 1,
where the ψ(J)k ’s are obtained employing Lemma 8 and it is easy to see that they belong to
C∞(W ;Spk(Rn)). Then the energy estimates (9) obtains straightforwardly. Note that, in order
to obtain this energy estimate, one actually needs that iΛ + (iΛ)∗ is of order 0 as a pseudo-
differential operator. This holds true if the λ′s are real-valued. Alternatively, if p  2 and
Imλij (t, x,w, ξ)  −δ for some δ  0, for any i, j , then one can apply the Fefferman–Phong
inequality to Imλij (.)+ δ, to get the result.
Finally, in order to prove the energy estimate for u(t, x), we have to express ∂jt u in terms of
the UJ ’s. This can be accomplished if we write∥∥∂jt u(t, .)∥∥μ+p(m−r−j) = ∥∥∂∑rk=1 sk−1−hkt u(t, .)∥∥μ+ph
for some hk such that h =∑rk=1 hk = m− r − j , sk − 1 − hk  0, and then we apply Lemma 5
to get ‖∂jt u(t, .)‖μ+ph 
∑
|J |m−1 c∗J (|w|)‖UJ ‖μ. Then the energy estimate for u(t, x) follows
directly from (9). 
4. Proof of Theorem 4
The proof builds on an iterative method that is common in the solution of such nonlinear prob-
lems. Suppose that the initial data gj ∈ Hμ+p(m−1−j)(Rn), with μ> n/2 to be determined, and
let u ∈⋂m−rj=0 Cj ([−T0, T0];Hμ+p(m−r−j)(Rn)) where 0 < T0  T will be determined through-
out the proof. In order to trigger the iterative method, we need to solve the linear Cauchy problem:
P
(
t, x,Dm−ru,Dt ,Dx
)
v = 0, t ∈ [−T0, T0], x ∈ Rn,
D
j
t v|t=0 = gj , 0 j m− 1,
for v. To the purpose, we state the following proposition that can be proved arguing as in the
proof of Proposition 10, in light of Remark 6, and applying Lemma 3.
Proposition 11. Assume that the linear operator
P(t, x,Dt,x)u = Πpm(t, x,Dt ,Dx)+
r∑
j=1
aj (t, x,Dx)D
m−j
t
satisfies (3), (4) and
λij (t, x, ξ) ∈
k0⋂
k=0
Ck
([−T ,T ];Hμ0−pkSp(Rn)),
aj (t, x, ξ) ∈
k0⋂
Ck
([−T ,T ];Hμ0−pkSp(j−r)(Rn)).k=0
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then the Cauchy problem:
P(t, x,Dt,x)u = f (t, x), Djt u|t=0 = gj , 0 j m− 1,
can be written in the following system form:
DtU −Λ(t, x,w,Dx)U +A(t, x,w,Dx)U = F(t, x), U|t=0 = Ψ
where Λ is a diagonal matrix whose entries are the λ′s, the entries of A belong to C([−T ,T ];
OPHμSp(Rn)) and the initial values are of the form:
U0|t=0 = g0, UJ|t=0 =
∑
k|J |
ψ
(J)
k (x,Dx)g|J |−k, 0 < |J |m− 1,
for some ψ(J)k ∈ C([−T ,T ];HμSpk(Rn)). Moreover, U verifies the following energy estimate:
∥∥U(t, .)∥∥
μ
 C∗(T )
{
‖Ψ ‖μ +
∣∣∣∣∣
t∫
0
∥∥F(τ, .)∥∥
μ
dτ
∣∣∣∣∣
}
.
In what follows we need to get precise estimates on the Sobolev norms of the solution.
Therefore it is convenient to consider the commutator between P and the differentiation op-
erator up to a certain order. Let M denote a fixed positive integer. Let U(l,k)J , J ∈ F, denote
the functions defined by (10) with 〈Dx〉kDlt u replacing u and set U˜ = (U(l,k)J , pl + k  pM,
J ∈ F, |J |m− 1)t . Let N1 denote the number of (l, k) such that pl + k  pM.
Proposition 12. Assume that P satisfies the hypotheses of Proposition 11. For every μ there
are k′′  k′, μ′′  μ′ depending only on μ, m, n, p, and not depending on M, such that, if
k0 max(M,k′′) and μ0 max(M,μ′′) then([〈Dx〉kDlt ,P ]u(t, x);pl + k  pM)t = H (t, x, Q˜0(t, x,Dx)U˜(t, x))Q˜(t, x,Dx)U˜(t, x)
where Q˜0, Q˜ are N1x(2m−1)N1 matrix with entries in C([−T ,T ];HμS0(Rn)), H is an N1xN1
matrix with entries in C([−T ,T ];Hμ0−M(Rn)xC∞(CN1)). The number of operations one has
to perform in the construction of Q˜0, Q˜ is independent of M.
The following Lemma will be useful in the proof of Proposition 12:
Lemma 13. Let the λ′j s satisfy the assumptions of Proposition 11 and let them be distinct for
j ∈ {1, . . . , s}, in the sense of (4)(iv). Then for every μ ∈ R there are k∗ and μ∗ depending only
on μ, m, r , p, n, such that if k0  k∗, μ0  μ∗ we can write:(〈Dx〉hDs−1−ht u(t, x): h = 0, . . . , s − 1)t = Q0(t, x,Dx)U(t, x),
and similarly(
DαxD
s−1−h
t u(t, x): |α| = ph, h = 0, . . . , s − 1
)t = Q′0(t, x,Dx)U(t, x),
where U = (UJ )J∈F, |J |m−1 has been defined in (10) and the entries of the matrix Q0(t, x, ξ)
belong to C([−T ,T ];HμS0(Rn)).
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Proof of Proposition 12. At first we note that performing [〈Dx〉kDlt ,P ] we obtain a sum includ-
ing some products of derivatives Dβ+αx Dl
′+j
t u, with |β| + pl′  pM and |α| + pj  p(m − r).
In view of Lemma 13 each of them can be written in the form q0(t, x,Dx)U(t, x), where
q0 ∈ C([−T ,T ];HμS0(Rn)). Since P = Πpm(.) + ∑rj=1 aj (.)Dm−jt , one has to deal with
[〈Dx〉kDlt ,Πpm] and to the purpose the following remark is useful. From the identity [A,BC] =
[A,B]C +B[A,C] it follows inductively that
[A,P1 . . . Pr ] =
r∑
j=1
∏
j ′<j
Pj ′ [A,Pj ]
∏
j ′>j
Pj ′ .
If we apply this identity to Πpm which is written in the form ∂J1 . . . ∂Jr with Jk ∈ I(k)sk , we get
[〈Dx〉kDlt ,Πpm]= r∑
j=1
∏
j ′<j
∂Jj ′
[〈Dx〉kDlt , ∂Jj ] ∏
j ′>j
∂Jj ′
and thus we are reduced to consider [〈Dx〉kDlt , ∂Jj ] where all the λ′s in ∂Jj are distinct. Using
Lemma 5 one can put this term in the form:∑
l′l
∑
|J |=sj−1
J∈Ij
σ
(l′)
J (t, x,Dx)∂JD
l−l′
t 〈Dx〉k,
where σ (l
′)
J are pseudo-differential of order 0. Incidentally, we note that assumption (4)(iii) plays
a role here. Then one gets the desired form by employing Lemma 13. It remains to consider the
low order terms of P , that is
∑r
j=1 aj (.)D
m−j
t . The desired form for [〈Dx〉kDlt , aj (.)Dm−jt ]
is easily obtained noting that Dm−j+l
′
t 〈Dx〉k′u (with k′ + pl′  pM) can be written in the
form Dl′′t 〈Dx〉k′′Dm−j+l
′−l′′
t 〈Dx〉k′−k′′u with pl′′ + k′′ = p(m − j), and thus is equal to∑
|J |=sj−1, J∈Ij σJ (t, x,Dx)∂JD
m−j+l′−l′′
t 〈Dx〉k′−k′′u where σJ is a pseudo-differential of or-
der p(r − j). Finally, we point out that to construct the entries of Q˜0 and Q˜ we have performed
a number of operations depending on p, m, r , n, but not depending on k, l; hence not on M. 
In what follows we are going to complete the proof of Theorem 4. Let
f ∈ C([−T ,T ];Hs+1+pM(Rn)), gj ∈ Hs+1+p(M+m−1−j)(Rn),
s > n2 , be given. As a first step, applying Proposition 11 and Proposition 12 we can write (1), (2)
as a system for the vector U˜:
Dt U˜ −Λ
(
t, x, Q˜1(Dx)U˜,Dx
)
U˜ +A∗(t, x, Q˜0(t, x,Dx)Q˜1(Dx)U˜,Dx)U˜ = F(t, x), (11)
U˜|t=0 = G (12)
where, arguing as in [6], Q˜1 can be taken as an operator of negative order. If M is taken large
enough, then the iterative method converges and yields a solution U˜ of (11), (12) that gives the
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as in (10) with 〈Dx〉kDltu0 replacing u, where
u0 ∈
M+m−1⋂
j=0
Cj
([−T ,T ];Hs+1+p(M+m−1−j)(Rn))
is such that Djt u0|t=0 = Djt u|t=0, 0 j <M +m − 1. By iteration, U˜N+1, N  0, is defined as
the solution of the Cauchy problem:
Dt U˜N+1 −Λ
(
t, x, Q˜1(Dx)U˜N,Dx
)
U˜N+1 +A∗
(
t, x, Q˜0(t, x,Dx)Q˜1(Dx)U˜N,Dx
)
U˜N+1
= F(t, x), (13)
U˜N+1|t=0 = G. (14)
If M is sufficiently large, then taking advantage of (9) we obtain the following energy estimate:
∥∥U˜N+1(t, .)∥∥s+1  exp(C(∥∥U˜N(t, .)∥∥s+1)|t |)
{
‖G‖s+1 +
∣∣∣∣∣
t∫
0
∥∥F(τ, .)∥∥
s+1 dτ
∣∣∣∣∣
}
(15)
where C : [0,+∞[−→ [0,+∞[ is a continuous function. Let Y = 2e‖G‖s+1 and choose T0
small enough so that ‖U˜N(t, .)‖s+1  Y for every t ∈ [−T0, T0], N  0. Then there exists a
subsequence of U˜N which converges in C([−T ,T ];Hs(Rn)) to a solution of (11), (12) and its
first component
u ∈
M+m−r⋂
j=0
Cj
([−T0, T0];Hs+p(M+m−r−j)(Rn))
is a solution of (1), (2).
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