An important aspect of designing a distribution system is determining the locations of the facilities. For systems in which deliveries are made along multiple stop routes, the routing problem and the location problem must be considered simultaneously. In this paper, a setpartitioning-based formulation of an uncapacitated location-routing model with distance constraints is presented. An alternate set of constraints is identified that significantly reduces the total number of constraints and dramatically improves the linear programming relaxation bound. A branch-and-price algorithm is developed to solve instances of the model. The algorithm provides optimal solutions in reasonable computation time for problems involving as many as 10 candidate facilities and 100 customers with various distance constraints.
Introduction
Determining the locations of facilities within a distribution network is an important decision that impacts not only the profitability of an organization but the ability to serve customers. Classical assumptions in location modeling are that deliveries are made on out-and-back routes visiting a single customer (or that customers travel individually to the site). Under this assumption, the cost of delivery is independent of other deliveries made. In many contexts, however, deliveries are made along multiple stop routes visiting two or more customers; in this case, the cost of delivery depends on the other customers on the route and the sequence in which they are visited. In order to capture accurately the cost of multiple stop routes within a location model, the routing problem must be solved at the same time as the location problem.
In its most general form, the location-routing problem (LRP) seeks to minimize total cost by simultaneously selecting a subset of candidate facilities and constructing a set of delivery routes that satisfy the following constraints: (i) customer demands are satisfied without exceeding vehicle or facility capacities, (ii) the number of vehicles, the route lengths and the route durations do not exceed the specified limits and (iii) each route begins and ends at the same facility. In this paper, we consider an uncapacitated LRP with distance constraints, which is a version that arises in a number of application contexts.
1. Perishable goods delivery problems have temperature restrictions to prevent spoilage that often translate into route duration or route length constraints. For example, Gorr et al. (2001) report that hot meals delivered to home-bound seniors through programs such as Meals on Wheels must be at least 140 • F. In their study, the temperature requirement for the last meal delivered on a route translated into a total route duration of 45 minutes. Therefore, the decisions of where to locate meal preparation kitchens and how to sequence customers on multiple stop routes must be made simultaneously to ensure that the delivered meals meet the 140 • F temperature requirement.
2.
Time critical delivery problems, such as express package delivery, have time deadline restrictions that limit the duration or length of routes. For example, Barnesandnoble.com is able to take orders as late as 11 a.m. on weekdays from Manhattan customers and deliver books, CDs and DVDs by 7 p.m. to businesses and residences (Paltrow, 2003) . Often time critical delivery problems involve penalties if the deadline is not met. For example, FedEx offers a money-back guarantee for its services; in the event of a package being delivered after a published commitment time, FedEx will refund or credit the transportation charges. The decisions of where to locate crossdock locations and how to sequence customers on multiple stop routes must be made simultaneously to ensure that packages arrive at their final destinations prior to the time deadline. Webb (1968) and Christofides and Eilon (1969) were among the first to recognize the error introduced into location modeling by the out-and-back representation of delivery costs. By the mid-1970s, models, solution procedures and applications of LRPs were beginning to appear in the literature. Laporte (1988) summarizes the literature published prior to 1988. More recently, Min et al. (1998) develop and use a hierarchical taxonomy and classification scheme based on problem characteristics and solution methodology to review the LRP literature. Most of the research to date has focused on heuristic methods since LRPs merge two NP-hard problems. The heuristics generally decompose the problem into its three components, facility location, customer allocation to facilities and vehicle routing, and solve a series of well-known problems such as p-median, location-allocation and vehicle routing.
Exact methods have been developed for a small number of LRP models that are derived from two-index flow formulations for the vehicle routing problem (VRP). Laporte and Nobert (1981) solve a single depot model by a constraint relaxation method. The method was inspired by the 2 branch-and-bound algorithm for the TSP developed by Miliotis (1976) . Laporte (1986) develops an equivalent model and also extends the model to the case where the number of vehicles used is a variable in the model. Laporte et al. (1983) solve a multi-depot problem in which at most p facilities are located by adapting Miliotis' (1978) REVERSE algorithm. The largest problems solved have seven candidate facilities and 40 customers. Laporte et al. (1986) solve a multi-depot capacitated LRP using a constraint relaxation method. In their work, the largest problem solved to optimality has eight candidate facilities and 20 customers. Laporte et al. (1988) use a branchand-bound procedure to solve asymmetric LRPs that include as many as three candidate facilities and 80 customers.
Success in developing exact methods for solving larger instances of LRPs is likely to come from leveraging the advances in exact methods for solving VRPs and other difficult combinatorial optimization problems. Motivated by the success of set partitioning formulations for a variety of transportation problems, such as the VRP with time windows (e.g. Desrosiers et al., 1984) , the pickup and delivery problem with time windows (e.g. Savelsbergh and Sol, 1998) and the crew scheduling problem (e.g. Hoffman and Padberg, 1993) , we investigate the effectiveness of set partitioning formulations and branch-and-price algorithms in the context of developing exact algorithms for LRPs.
There are two main contributions of this paper. First, we present a new formulation for the LRP with distance constraints and we identify an alternative set of constraints that dramatically improves the linear programming (LP) relaxation bound. Second, we develop a branch-and-price algorithm for the LRP with distance constraints. The pricing problem, which decomposes into a set of elementary shortest path problems with a single resource constraint, is solved using the extended label correcting algorithm of Feillet et al. (2004) . In §3, we show that our algorithm can solve optimally instances as large as 10 candidate facilities and 100 customers with various distance constraints.
The remainder of the paper is organized as follows. In §1, we present the set-partitioning-based formulation of the LRP with distance constraints, and we develop valid inequalities that strengthen the LP relaxation bound. In §2, we describe the details of the branch-and-price algorithm including the solution of the pricing subproblem. We discuss the computational experiments in §3 and conclude with some directions for future research in §4.
Problem Formulation
In this section, we present a new set-partitioning-based formulation of the LRP with distance constraints. The objective of the LRP with distance constraints is to select a set of locations and 3 to construct a set of associated delivery routes in such a way as to minimize facility costs plus routing costs. The set of routes must be such that each customer is visited exactly once by one route and that the length of each route does not exceed the maximum distance.
Initial Model
Let I be the set of customer locations and J be the set of candidate facility locations. We define the graph G = (N, A) , where N = I ∪ J is the set of nodes and A = N × N is the set of arcs. We let d ij for all (i, j) ∈ A be the distance between nodes i and j; the distances satisfy the triangle inequality. For applications in which the distance constraint applies to the length of the route to the last customer instead of the length of the return trip to the depot, we set d ij to 0 for all (i, j) with i ∈ I and j ∈ J.
We define a feasible route k associated with facility j as a simple circuit that begins at facility j, visits one or more customer nodes and returns to facility j and that has a total distance of at most the maximum distance, denoted M . Then, we let P j denote the set of all feasible routes associated with the facility j for all j ∈ J. The cost of a route k ∈ P j is the sum of the costs of the arcs in the route. The cost of an arc (i, j) ∈ A is proportional to the distance d ij to reflect distance related operating costs.
Parameters a ijk = 1 if route k associated with facility j visits customer i, ∀i ∈ I, ∀j ∈ J, ∀k ∈ P j 0 otherwise c jk = cost of route k associated with facility j, ∀j ∈ J, ∀k ∈ P j f j = fixed cost associated with selecting facility j, ∀j ∈ J α = objective weighting factor Decision Variables
The objective function (1) seeks to minimize the weighted sum of the facility costs and the routing costs. Constraints (2) are the set partitioning constraints that require each customer i be served by exactly one of the selected routes. Constraints (3) require that facility j be selected if a route k associated with facility j is selected. Constraints (4) and (5) are standard binary restrictions.
The LRP with distance constraints is NP-hard. By placing very large costs on the arcs connecting two customer nodes, we obtain a special case of the model in which the selected routes contain exactly one customer. This special case is equivalent to the uncapacitated fixed charge facility location problem, which is well-known to be NP-hard (Cornuejols et al., 1990) .
As presented, the formulation LRP-DC potentially contains an exponential number of variables (Y jk ) and an exponential number of constraints (3). Thus, for instances of practical size, enumerating all of the feasible routes and solving the resulting integer program is unlikely to be effective.
Instead, we will use column generation in combination with branch-and-bound to solve instances of our formulation. Column generation has become a popular technique for solving very large linear programs; the basic idea is to solve a linear program by generating a subset of the variables while guaranteeing optimality of the solution over the set of all variables. Branch-and-bound is a standard technique for solving integer programs in which a series of relaxations of the original problem is solved to obtain an optimal solution. Branch-and-price is the name given to the generalized version of branch-and-bound in which the LP relaxation at each node of the tree is solved via column generation. We describe the details of our branch-and-price algorithm in §2.
Valid Inequalities
One key to an effective branch-and-bound algorithm is a strong lower bound. Unfortunately, the LP relaxation of LRP-DC provides a weak lower bound. We typically observe LP relaxation solutions in which the route variables are assigned very small fractional values and the facility variables are assigned fractional values large enough only to satisfy the X j − Y jk ≥ 0 constraints. As a result, the objective function value of the LP relaxation may be a small percentage of the optimal integer objective function value.
To preclude such fractional solutions, we consider the following set of valid inequalities for the 5 integer program:
In a feasible integer solution, each customer i ∈ I is on exactly one path, so k∈P j a ijk Y jk equals 1 for some facility j and 0 for all others. For any facility j such that k∈P j a ijk Y jk equals 1, X j will be 1, which corresponds to routes being selected only for selected facilities. Berger (1997) shows that these new constraints are rank-1 Chvátal cuts.
The new set of constraints (6) implies the previous set (3) independent of the integrality constraints, because Y jk ≥ 0 and a ijk ≥ 0. For each facility j ∈ J and routek ∈ P j , let i be some customer on routek. Then,
Therefore, we can replace constraints (3) by constraints (6) in the formulation LRP-DC. Note that the resulting formulation has a polynomial number of constraints, since we removed j∈J |P j | constraints and added |J| · |I| constraints. In addition, the LP relaxation bound of the model with constraints (6) is greater than or equal to that of original model, because the feasible region of the LP relaxation of the model with constraints (6) is contained in the feasible region of the original model and the objective coefficients are the same. Throughout the remainder of the paper, all references to LRP-DC refer to the formulation with constraints (6) instead of constraints (3). In §3, we will illustrate empirically the improvement in the LP relaxation bound.
Branch-and-Price Algorithm
In this section, we describe a branch-and-price algorithm for the exact solution of the LRP with distance constraints. In recent years, branch-and-price has been applied successfully to solve problems in urban transit crew scheduling (Desrochers and Soumis, 1989) , airline crew scheduling (Vance, 1993) , vehicle routing (Desrosiers et al. 1984 , Desrochers et al. 1992 , pickup and delivery with time windows (Dumas et al. 1991, Savelsbergh and Sol 1998) and generalized assignment (Savelsbergh, 1997) . Barnhart et al. (1998) present a discussion of the general methodology of branch-and-price.
Column Generation
Column generation has become a widely used technique for solving large-scale linear programs.
The basic concept of column generation is to solve a linear program by generating only a subset of the variables while guaranteeing optimality of the solution over the entire set of variables.
For the LRP-DC model, we use column generation to solve the LP relaxation. We use the term restricted master problem (RMP) to refer to a restricted version of the LP relaxation that 6 contains only a subset of the feasible route variables (but all of the location variables). We solve an optimization problem called the pricing problem to identify columns to add to the RMP. From linear programming theory, we know that the reduced cost of every variable in an optimal solution is nonnegative (for minimization). Therefore, if the pricing problem identifies feasible route columns with negative reduced cost, we add them to the RMP and reoptimize. We stop the column generation procedure when the pricing problem identifies no columns to add; that is, every feasible route variable has a non-negative reduced cost, which implies that the optimal solution to the RMP is optimal for the original problem.
Formulating the Pricing Problem
The objective of the pricing problem for LRP-DC is to determine if there exists a feasible route k associated with some candidate facility j that has a negative reduced cost. To compute the reduced cost, we associate the dual variable π i with the partitioning constraint (2) for customer i and the dual variable µ ij with the constraint (6) corresponding to customer i and facility j. Then, from LP duality theory, we know that the reduced cost of a route k associated with facility j, denotedĉ jk ,
Recall that the cost c jk of a route is the sum of the costs of the arcs in the route. That means that if we can transfer the dual variable information currently associated with the nodes to the arcs, then we can compute the reduced cost of a route as the sum of the reduced costs of the arcs in the route. Then, we can identify eligible columns to enter the basis by solving a distance-constrained shortest path problem for each facility j ∈ J over a network with the arc costs equal to the reduced costs of the arcs.
To construct the subproblem network for each facility j ∈ J, we define a subgraph G j ⊂ G.
Let N j = {0, n + 1} ∪ I denote the set of nodes. Node 0 represents facility j as the starting point and node n + 1 represents facility j as the ending point of a route. (We assume that |I| = n.) Let
Then, the cost of arc (l, m) ∈ A j is the reduced cost of the arc:
In this way, we have transferred the dual variable information from the nodes to the arcs. Then, to determine whether there are negative reduced cost route columns not in the current RMP, we solve a distance-constrained shortest path problem for each facility j ∈ J. That is, for each facility j ∈ J, we solve a shortest path problem over the subgraph G j = (N j , A j ) with arc costsq lm for all (l, m) ∈ A j and with the restriction that the length of the route be at most M . Let z * j denote the (reduced) cost of the solution of the pricing problem for facility j. If for all j ∈ J, z * j ≥ 0, the LP relaxation (the master problem) has been solved. Otherwise, for each j ∈ J with z * j < 0, we add the corresponding column to the RMP and reoptimize.
Solving the Pricing Problem
The solution of the pricing problem for facility j specifies a feasible path of minimum cost with respect to the reduced cost on the arcs. More specifically, we seek the solution of an elementary shortest path problem with a single resource constraint (total distance) over a graph G j that may contain negative cost cycles. One approach to solving the pricing problem is to solve a relaxed version of the problem in which we allow solutions to possibly visit customer nodes more than once. Columns of this type can be represented in the RMP by letting a ijk denote the number of times a node i is visited by route k associated with facility j. This relaxed version of the pricing problem can be solved efficiently using a standard forward dynamic programming algorithm (e.g. Ahuja et al., 1993) . A significant disadvantage of the approach is that the lower bound is weakened, as reported for the VRPTW and for other vehicle routing problems (Feillet et al. 2004 , Gelinas et al. 1995 . As in the context of VRPTW, we could modify the algorithm to eliminate cycles (Desrochers et al. 1992, Irnich and Villeneuve 2005) or add valid inequalities (Kohl et al., 1999) .
Instead, however, we use Feillet et al. (2004) 's extended label correcting algorithm to solve an elementary shortest path problem with resource constraints for each facility j ∈ J.
In describing how to apply Feillet et al.'s algorithm to the pricing problem, we follow their notation and terminology. We associate a label λ i with each path X pi from the source node to a node v i . Label λ i has a cost C i , which is the reduced cost of the path, and a state
, where T i denotes the length of the path (quantity of the resource consumed), s i denotes the number of "unreachable" nodes and
is the vector of "unreachable" nodes. In the path X pi from p to v i , a node v k is said to be unreachable if it is included in the path or if extending the path from v i to v k would violate the distance constraint (T i + d ik > M ). In the vector of unreachable nodes, V k i is assigned a value of one if node v k is unreachable from v i and a value of zero otherwise. We let Λ i denote the set of all labels associated with node v i .
The basic idea of the algorithm is to repeatedly examine the nodes of the graph, each time extending each of the partial paths (labels) toward all possible successor nodes until no new labels are created. When examining a node v i , we consider the list of successor nodes succ(v i ). For each v j ∈ succ(v i ), we create a set of labels F ij , which contains the labels extended from node v i to node v j . If a label λ i ∈ Λ i can be extended from v i to v j , a new label is created and added to F ij . A label can be extended from
; the values stored in the label correspond to the reduced cost of extending the path to v j , the updated length of the route, the updated number of unreachable nodes and the updated vector of unreachable nodes. After considering the extension of all of the labels to all of the possible successor nodes, we merge the new set of labels F ij with the set of existing labels on node v j , Λ j . In merging the two sets, we apply domination rules to limit the growth in the number of labels. Consider two
The domination rule says that a label λ j dominates a second labelλ j if the first one is not more expensive, is not longer, has no more unreachable nodes and does not have an unreachable node not shared by the second label; the two labels must be different in at least one value. In the final step of an iteration, if the set of labels Λ j changed during the course of examining node v i , we add node v j to the list of nodes to be examined.
The algorithm terminates when no new labels can be created for any of the nodes. Then, we examine the set of labels associated with the sink node Λ n+1 . Each λ ∈ Λ n+1 corresponds to a feasible route that is not dominated by any other route; any non-dominated route with negative reduced cost is a candidate column to add to the RMP.
Branching Rules
An optimal solution of the LP relaxation may contain variables with fractional values. Applying a standard branch-and-bound procedure does not guarantee optimality since the column set does not contain all of the variables. After variables are fixed during the branching process and the LP is reoptimized, the dual variables may have new values. As a result, a column that did not price out favorably at a previous node of the tree may now have negative reduced cost. Therefore, additional columns must be generated throughout the tree.
Branch-and-price is the name given to the generalized version of branch-and-bound in which column generation is used to solve an appropriate linear program at each node of the tree. In developing a branching strategy for a branch-and-price algorithm, we need to consider the effects of the branching rule on the solution of the pricing problem. For LRP-DC, our objective is to ensure that we can continue to solve the modified pricing problem that includes the branching decisions as a shortest path problem. We develop different branching rules for the two variable classes.
For the location variables X j , conventional variable dichotomy branching is effective. The constraint X j = 1 is easily incorporated into the RMP by fixing X j to 1 and then solving the pricing problem for facility j as before. The constraint X j = 0 can be achieved by fixing X j to 0 and Y jk to 0 for all corresponding routes k ∈ P j in the RMP and then not solving the pricing problem for facility j.
For the route variables Y jk , we use the branching rule suggested by Desrochers and Soumis (1989) that is a modification of the Ryan and Foster (1981) rule. The main idea of the modified rule is to branch on a pair of customers that appear consecutively in a path instead of on a pair of customers that appear in the same path in any order. As noted by Desrochers and Soumis (1989) , the modified rule is easier to implement within a column generation algorithm. To apply the modified rule to LRP-DC, we define T j (t 1 , t 2 ) to be the set of routes associated with facility j in which customer t 2 immediately follows customer t 1 . We choose a pair of customers t 1 and t 2
such that in the current LP solution, 0 < j∈J k∈T j (t 1 ,t 2 ) Y jk < 1. Then, we create two branches:
In the 0-branch, we prohibit any route from visiting consecutively customers t 1 and t 2 . In the RMP, we fix to 0 any columns that visit customers t 1 and t 2 consecutively, i.e., Y jk = 0 ∀k ∈ T j (t 1 , t 2 ) and ∀j ∈ J; in the pricing problem, we delete the arc between customers t 1 and t 2 to prohibit generating new columns that violate the branching decision. In the 1-branch, we require any route visiting customer t 1 to visit t 2 immediately. In the RMP, we fix to 0 any columns that cover either t 1 or t 2 alone or that cover both t 1 and t 2 in a different order; in the pricing problem, we combine customers t 1 and t 2 into a single node to facilitate generating new columns that satisfy the branching decision. Note that our branching rules are equivalent to forbidding or requiring an arc in a route in the context of a vehicle flow formulation for the LRP with distance constraints.
Implementation Details
We implement our branch-and-price algorithm in MINTO 3.1 (Savelsbergh and Nemhauser, 1996) with CPLEX 8.1. MINTO is a general purpose mixed integer optimizer that can be customized by incorporating application-specific functions. For our branch-and-price algorithm, we develop specific routines for creating an initial solution, solving the pricing problem, generating an upper bound at the root node and choosing a branching variable. We provide some details of each function in this section.
Initial Feasible Solution
To begin the algorithm, we need an initial set of columns that contains a feasible solution. One possibility is to construct the set of all feasible singleton routes -routes that visit a single customer with a roundtrip distance of at most M . The disadvantage of this simple approach is that the initial solution is likely to be far from optimal, and, as a result, relatively more iterations of pricing may be required to solve the LP relaxation. To improve the quality of the initial starting solution, we construct a set of feasible routes that involve multiple customers in addition to the singleton routes. To construct these routes, we use a nearest insertion heuristic procedure.
For each facility j, we start with a route that includes only customer node i = 1 and repeatedly add the customer node of minimum insertion distance until we reach the maximum allowable number of customers, which is a parameter in the algorithm, or we reach the maximum distance M . Then we repeat the procedure giving each customer node i for i = 2, · · · , |I| the opportunity to be the "seed" node of the route. We store the routes in order of increasing average cost, defined as the total cost of the route divided by the number of customers served. At the end of the procedure, we calculate a threshold value and add any column with an average cost less than the threshold to the initial set of columns. In our computational experiments, we construct routes with up to four customers, and we compute the threshold value as the midpoint between the minimum average cost and the maximum average cost of the routes constructed.
Pricing Problem Recall that the pricing problem decomposes into a set of independent pricing problems, one for each facility j. That means that during each pricing iteration, we must solve |J| elementary shortest path problems with one resource constraint. The label correcting algorithm for solving the ESPPRC typically yields multiple non-dominated routes associated with a facility; we add all of the non-dominated routes with negative reduced cost to the RMP. During an iteration of the column generation algorithm, there may be a facility j for which no negative reduced cost columns are generated. If the dual variable values are not changing much from iteration to iteration (because the solution is close to optimal), then it is likely that no negative reduced cost columns will be generated for facility j in the next iteration. Therefore, in hopes of reducing the time spent generating columns, we do not solve the pricing problem for facility j in the next iteration. To prove optimality, however, the pricing problem for all facilities must be solved during the final iteration.
Primal Feasible Solution Before beginning the branching portion of the branch-and-price algorithm, it is important to have good lower and upper bounds on the optimal integer objective function value. The objective function value of the optimal LP relaxation solution is a valid lower bound. To obtain an upper bound at the root node, we apply a standard branch-and-bound algorithm to solve the integer program defined over the set of columns generated during the solution of the LP relaxation. In general, this upper bound is excellent, helping to keep the tree size manageable. At subsequent nodes of the tree, the algorithm calls the default MINTO primal heuristic that tries to find a better integer solution.
Branch Selection Given a fractional solution at a node of the branch-and-bound tree, we first branch on a fractional location variable X j . Given more than one fractional location variable, we branch on the most fractional variable, an X j with the value closest to 0.5. In general, forcing the location variables to be integer significantly reduces the number of fractional route variables. Next, we branch on an ordered pair of customers t 1 and t 2 as described in §2.2, selecting the pair such that the value of j∈J k∈T j (t 1 ,t 2 ) Y jk is closest to 0.5.
Computational Results
In this section, we present the results of our computational experiments with the LRP-DC formulation presented in §1 and the branch-and-price algorithm described in §2. We ran all of the computational experiments on a Linux-based workstation with a 2.4 GHz processor and 2 GB RAM. We terminated the branch-and-price algorithm when either we found a provably optimal integer solution or we exceeded 2 hours of CPU time.
Data
To specify an instance of the LRP with distance constraints, we need the locations of the customers and the candidate facilities, the associated distance matrix, the facility costs, the routing costs, a value for the objective weighting factor α and a value for the maximum distance M . We describe the details of each element in turn.
Location Data For our study, we created a set of 8 base instances, each with 100 customers and 10 candidate facility locations. The customer locations are generated from the Solomon VRPTW instances (Solomon, 1987) . The Solomon instances are divided into six groups, denoted R1, R2, C1, C2, RC1 and RC2, and for all of the instances within a group, the customer locations are the same.
In R1 and R2, the customer locations are randomly generated from a uniform distribution, and in C1 and C2, they are clustered. In RC1 and RC2, the customer locations are a combination of randomly generated and clustered points. Because the (x, y) coordinates of the customer locations are the same for R1 and R2 and for RC1 and RC2, the Solomon instances yield only four sets of distinct customer locations. For the LRP with distance constraints, we created one instance corresponding to each group of customer locations, R1, C1, C2 and RC1 respectively.
For the candidate facility locations, we created two sets of 10 candidate locations -the same two sets are used for all four of the customer instances. We randomly generated the candidate locations from a uniform distribution, and we continued generating candidate locations until we obtained a feasible set; that is, each customer location could be reached by a singleton route of at most M = 40 units from at least one candidate facility.
By pairing each set of customer locations with each set of candidate locations, we obtained 8 base instances. Associated with each of these 8 instances are four additional instances (for a total of 40 instances) generated by considering subsets of the customer locations -the first 50, the second 50, the first 75 and the second 75 respectively. We identify each instance by an ID. The first part of the ID specifies the problem group, R1, C1, C2 or RC1; the second part specifies the customer subset, the first 50 (50a), the second 50 (50b), the first 75 (75a), the second 75 (75b) or all 100 (100); and the third part specifies the set of candidate facility locations, 1 or 2.
Distance Matrix To calculate the distance matrix, we begin by calculating the Euclidean distance between all node pairs and rounding the value to the nearest integer. Next, we use the Floyd-Warshall algorithm (Ahuja et al., 1993) to calculate the shortest path distances for all node pairs. We assign the distance between a pair of nodes to be the corresponding shortest path distance, and we allow links between any node pair for which the distance is less than or equal to the maximum allowable distance M .
Costs We expect the strength of the formulation and the effectiveness of the branch-and-price algorithm to be influenced by the relative costs of the facilities and the routes. We use the objective weighting factor α to change the weight of the facility costs. Facility costs vary widely depending on the type of facility, the location of the facility and the size of the facility. For the base case (α = 1), we randomly generated facility costs in the range of $55 to $110, which corresponds to a daily equivalent cost of an annual lease on a 10,000 sq. ft. facility at $200 to $400 per sq. ft. (Burlett, 2002) . For routing costs, we assume a cost of $1 per unit distance to cover variable vehicle costs; we assume that personnel costs and other vehicle related fixed costs are considered outside the location-routing decision. To investigate the impact of relatively more expensive facility costs, we also consider an objective weighting parameter value of α = 5.
Maximum Distance Recall that we motivated our research in the introduction with examples of LRPs that might arise in the operations of organizations such as Meals on Wheels, Barnesandnoble.com and FedEx. Other applications that have distance constraints include school bus routes, blood donation collection and oil and gas delivery. Since each application tends to have a different number of stops per route and a different maximum distance, we tested our algorithm for maximum distance values of M = 40 and M = 60 for all of the instances. For the 50 customer instances, we also tested the algorithm for M = 80, although for some instances, even the root node could not be solved within the CPU limit of two hours. The difficulty increases with the maximum distance since there are more feasible routes.
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Results
Before we discuss the performance of the branch-and-price algorithm, we illustrate empirically the improvement in the LP relaxation bound achieved by the substitution of the valid inequalities (6) for the constraints (3). We use the terminology weak relaxation to refer to the LP relaxation of the formulation with constraints (3) and strong relaxation to refer to relaxation of the formulation with constraints (6). Table 1 shows the objective function values of the two relaxations as a ratio of the optimal integer objective function value, or the best integer solution obtained within 2 hours (indicated by a star). To obtain the weak LP relaxation bound, we enumerated all of the feasible routes with M = 40 for all of the instances and solved the LP relaxation using MINTO. Even for M = 40, some of the instances required too much memory to be solved; we indicate these instances in the table by a dash. The strong LP relaxation bounds were obtained using the branch-and-price algorithm.
Overall, the table shows that the strong relaxation is much better than the weak relaxation.
Even taking into account the instances for which the optimal integer solution is not known, the strong LP bound ratios range from 0.928 to 1 and average above 0.99, and the ratio does not seem to be affected by the value of α. The weak LP bound ratios range from 0.439 to 0.995 for α = 1 and from 0.137 to 0.998 for α = 5; in general, the larger α value results in a lower ratio for the weak relaxation. As we will show in the next set of tables, the strong relaxation ratio remains high as the maximum distance increases.
In discussing the performance of the branch-and-price algorithm, we use the following notation throughout the remainder of this section.
LP/IP ratio of the strong LP relaxation bound to the optimal integer objective function value Avg average number of customers on a route
In the tables, a value of zero for any of the CPU times indicates a time less than 0.5 seconds. For the instances in which there is an integrality gap at termination, the LP/IP ratio, the #X and the #Y are reported in reference to the best integer feasible solution. Table 2 shows the results for the randomly generated instances. Some of the R1 instances were difficult for the branch-and-price algorithm. In particular, not even the root node of the 100 customer instances with M = 60 could be solved within two hours of CPU time, nor could three of the 50b instances with M = 80; to save space, we omit the 50b instances from the table. Otherwise, all but seven instances were solved to optimality within the CPU limit. Of the seven, six had integrality gaps of at most 0.4% and the other one had a gap of 1.20%. For 14 instances, the LP relaxation solution was optimal, and the LP relaxation bound remains strong as the maximum distance increases. For all but a few instances, the LP/IP ratio is above 0.99. As expected, the solution time, the number of branch-and-bound nodes and the number of columns generated increase with the maximum distance M . In terms of the solutions, the number of selected facilities decreases and the average number of customers per route increases as M increases. Both values, however, tend to remain relatively steady (for a given M ) as the number of customers increases; this observation makes sense given that locations of the 50 customers span the same 100 × 100 area as the 100 customers. Increasing the relative weight of the facility costs changes both the number of selected facilities and the number of routes. When α = 5, the number of selected facilities tends either to drop by one or remain unchanged but with at least one different facility selected. Changing the set of locations impacts the set of feasible routes, which results in the potential increase or decrease in the number of routes. Table 3 shows the results for the C1 clustered instances. The customer locations in these instances are clustered fairly tightly in groups ranging in size from eight to 12 customers.
R1 Instances
C1 Instances
Because of the tight clustering, the number of customers on a route can be large even when M = 60.
As a result, the root node of the 50a instances with M = 80 could not be solved within two hours of CPU time; to save space, we omit the 50a instances from the table. Otherwise, all but 12 instances were solved to optimality within the CPU limit, however, the integrality gaps were much larger than those for the R1 instances. Four of the instances had gaps at most 0.67% but three of the instances had gaps larger than 4%. For nine of the instances, the LP relaxation solution was optimal. Overall, the LP relaxation bound appears to remain strong -the LP/IP ratio averages 0.992 excluding the instances with integrality gaps -although it appears to decrease slightly as M increases. For the second set of candidate facility locations, increasing the value of M results in longer CPU times and many more generated columns but not necessarily more branch-and-bound nodes. For the first set of candidate facility locations, the relationship is not as clear; increasing the value of M tends to result in more columns generated but not necessarily longer CPU times or more evaluated nodes. In terms of the solutions, the number of selected facilities decreases and the average number of customers per route increases as M increases. Unlike the R1 instances, however, Table 4 shows the results for the C2 clustered instances. The customer locations in these instances are clustered more loosely than in the C1 instances. Overall, these instances, including all of the 50 customer instances with M = 80, were handled well by the branch-and-price algorithm. All but six instances were solved to optimality within two hours of CPU time. Of the six, four had integrality gaps of at most 0.55% and the others had gaps of 1.46% and 1.85%. For 10 of the instances, the LP relaxation solution is optimal and the LP/IP ratio remains strong. Both the solution times and the number of columns generated increase significantly as M increases but there is no clear relationship between the number of branch-and-bound nodes and M . As with the other problem classes, the number of selected facilities decreases and the average number of customers per route increases as M increases. Similar to C1, for a given M , the number of facilities increases as the number of customers increases. Not surprisingly, the average number of customers per route is between the values for the R1 and C1 instances. Increasing the relative weight of the facility costs had some effect on the number and the set of selected locations for the smaller instances. For both sets of candidate locations, almost all of the 50a and 50b instances had one fewer selected facilities or one different selected facility. For instance C2-75a-1, the larger value of α resulted in both one fewer and one different facility. Table 5 shows the results for the RC1 instances. The 100 customer locations in these instances are a combination of randomly generated and clustered points. For the 50 customer instances, 50a consists of five clusters while 50b consists of randomly generated points. For the 75 customer instances, 75a consists of five clusters plus 25 randomly generated points while 75b
C2 Instances
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consists of randomly generated points plus 2 clusters. Overall, the branch-and-price algorithm was able to solve all of these instances to optimality easily; the longest CPU time was 640 seconds.
The 
Summary
In this paper, we presented a new set-partitioning-based formulation for a class of location-routing problems with distance constraints. We presented a set of valid inequalities that strengthens the formulation and demonstrated the improvement empirically for a set of small instances. We developed a branch-and-price algorithm that uses an extended label correcting algorithm for the ESPPRC (Feillet et al., 2004) to solve the pricing problem and presented results for the algorithm.
Due in part to the strength of the LP relaxation bound, the algorithm was able to solve optimally instances with as many as 100 customer nodes and 10 candidate facilities with various distance constraints.
The structure of the set-partitioning-based formulation is such that additional or different constraints on the vehicle routes can be added easily. For example, adding vehicle capacity constraints adds another dimension to the definition of a feasible route associated with a candidate facility.
The pricing subproblem for each facility becomes an elementary shortest path problem with two resource constraints that can still be solved by the extended label correcting algorithm of Feillet et al. (2004) . 
