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Abstract.We introduce subgradient-based Lavrentiev regularisation of the form
A(u) +α∂R(u) ∋ f δ
for linear and nonlinear ill-posed problems with monotone operators A and general reg-
ularisation functionals R. In contrast to Tikhonov regularisation, this approach perturbs
the equation itself and avoids the use of the adjoint of the derivative of A. It is there-
fore especially suitable for time-causal problems that only depend on information in the
past, governed for instance by Volterra integral operators of the first kind. We establish
a general well-posedness theory in Banach spaces, prove convergence-rate results using
variational source conditions, and include some illustrating examples.
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1 Introduction
In this paper we study stable approximations of a class of monotone and possibly nonlinear ill-posed
equations of the form
Au = f (1)
in the presence of noisy data f δ satisfying
‖ f − f δ‖ ¶ δ,
where δ > 0 denotes the noise level. Here A: X → X∗ is an operator mapping a reflexive Banach
space X into its dual X∗. We usually write Au instead of A(u) for simplicity.
A common approach to stabilising (1) is Tikhonov regularisation (see e.g. [10, 22]), which
amounts to minimising the functional
T (u) := ‖Au− f ‖2 +αR(u) (2)
overX. The first term guarantees that the minimisers uα approximately solve (1),R : X→ [0,∞] is a
suitable lower semi-continuous and convex regularisation functional that encodes qualitative a priori
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information about the solution, and α > 0 is the so called regularisation parameter balancing the two
terms.
One classical example of ill-posed inverse problems is the solution of (linear) Volterra equations of
the first kind (see [13]). Here we are given some real-valued, time-dependent function f ∈ L2(0, T )
supported on an interval [0, T ], and a linear Volterra operator
Au(t) :=
∫ t
0
k(t, s)u(s)ds, (3)
with t ¶ T and square-integrable kernel k ∈ L2([0, T ]2). If we have the prior information that the true
underlying signal u† in (1) is piecewise constant, it makes sense to apply total variation regularisation,
in which case the regularisation functional R : L2(0, T ) → [0,+∞] is the total variation (of the
distributional derivative) of u over [0, T ],
R(u) := |Du|(0, T ). (4)
This type of regularisation has for instance been studied in a related, two-dimensional setting in [1,
21].
Note that when A is the identity operator on L2(0, T ) (which is not of type (3)), Tikhonov’s
method (2) with total variation (4) can be seen as a spline-based nonlinear regression method
(see [18, 25]). Moreover, the (nonlinear) problem of minimising the Tikhonov functional (2) can
in this case solved efficiently by means of the taut-string algorithm (see [8, 9, 11]), which is a dy-
namic programming method for the solution of a dual problem.
In the case of a linear Volterra operator of the form (3), the situation is different. There, standard
optimisation theory implies that the minimisers of the Tikhonov functional are precisely the solutions
of the variational inclusion
0 ∈ ∂ T (uα) = A∗(Auα − f ) +α∂R(uα), (5)
where ∂ denotes the subdifferential. This equation, however, requires the adjoint ofA, which reverses
the time-causal structure. That is, whereas the operatorA consists of an integration backward in time,
its adjoint A∗ consists in the integration forward in time,
A
∗u(t) =
∫ T
t
k(s, t)u(s)ds,
which at each point depends completely on future information. As a consequence, Tikhonov regular-
isation is not applicable in situations where the input data consists of a continuous data stream and
one tries to solve the inverse problem on-the-fly in real time. In addition, it is impossible to imple-
ment the same dynamical programming-based idea as in the taut-string algorithm in order to obtain
a similarly efficient numerical solution method.
An alternative to Tikhonov regularisation for the stable solution of (1) in a Hilbert space setting
is Lavrentiev regularisation (see [2]) consisting in solving the operator equation
Au+αu = f . (6)
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This regularisation method is applicable for monotone operators, that is, for those A that satisfy
〈Au−Av,u− v〉¾ 0 for all u, v ∈ X.
In contrast to Tikhonov regularisation (2), Lavrentiev regularisation (6) simply perturbs the equation
itself, is local in its nature, and avoids the introduction of noncausal effects in the form of adjoints.
Noting that (6) may be equivalently written as
Au+α∂
 
1
2‖ · ‖2

(u) ∋ f ,
and remembering (5), we now propose to regularise (1) by solving the variational inclusion
Au+α∂R(u) ∋ f , (7)
which, in effect, may be interpreted directly as (5) with the adjoint dropped.
In this paper, we show that this form of subgradient-based Lavrentiev regularisation by solving (7)
yields a well-posed regularisation method for a general class of monotone operators A and regu-
larisers R. This includes in particular total-variation regularisation for strictly monotone Volterra
operators, but also certain strictly monotone nonlinear operators A that satisfy a weak form of direc-
tional coercivity. It is important to note, though, that our setting does not require coercivity of either
the operator A or the regularisation term R.
In addition to showing well-posedness, we derive asymptotic error estimates under the assump-
tion of a variational source condition. There we follow the ideas of [15], where the same approach
was used for the analysis of classical Lavrentiev regularisation. All these results as well as the require-
ments for A and R are collected in section 2.
Section 3 contains a review of the functional-analytic background that is required for the proof
of the well-posedness. Most importantly, we rely on a formulation of the Browder–Minty theorem
concerning existence and uniqueness of monotone operator equations that includes an explicit bound
for the solution. We then provide the proof of well-posedness in section 4 and the derivation of
convergence rates in section 5.
Finally, in section 6, we apply these ideas to the stable solution of Volterra integral equations. We
discuss conditions on the integral kernel k that guarantee the monotonicity of the resulting operator
and thus the applicability of our setting. Moreover, we present numerical results with total variation-
based Lavrentiev regularisation that demonstrate the practical potential of our method.
2 Main results
2.1 Assumptions. We study subgradient-based Lavrentiev regularisation (7) under the following
conditions, and refer to section 3 for functional-analytic definitions.
Assumption 2.1.
i) Space: (X,‖ · ‖) is a real, reflexive Banach space with topological dual (X∗,‖ · ‖X∗), and
〈 · , · 〉 := 〈 · , · 〉X∗×X denotes the duality pairing.
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ii) Operator: A: X→ X∗ is strictly monotone and hemicontinuous.
iii) Regulariser: R : X→ (−∞,+∞] is proper, convex, and lower-semicontinuous.
iv) Coercivity: The sublevel sets

u ∈ X : ‖u‖ ¶ C and R(u) ¶ C
	
are compact and A satisfies
sup
‖u‖=1
‖A(ru)‖X∗
r γ(r)
−−−−→
r→+∞ 0 (8)
and
〈A(ru)−Au⋄, ru− u⋄〉¾ r γ(r)〈Au−Au⋄,u− u⋄〉 (9)
for all u ∈ Xwith ‖u‖= 1 and sufficiently large r > 0, where u⋄ ∈ X and γ(r)→ +∞ as r → +∞.
v) Solution: There exists a solution u† ∈ domR to the original problem (1).
Note that both u† and the regularised solutions are necessarily unique since A is injective by
strict monotonicity. Furthermore, conditions (8) and (9) hold automatically for linear A, with u⋄ = 0
and γ(r) = r, where we recall that linear monotone operators are bounded. In the special case
u⋄ = u
†, the “spherical growth condition” (8) is superfluous; see remark 4.2. Observe also that the
“directional growth condition” (9) is mild in nature and implies a form of weak directional coercivity
of A relative to the point u⋄, which we define as the property that
〈A(ru), ru− u⋄〉
r
−−−−→
r→+∞ +∞ (10)
for all u ∈ X with ‖u‖ = 1. Since the limit (10) is not necessarily uniform over ‖u‖= 1, that is, r may
be a function of u—or there might exist a sequence of bad u’s for which 〈Au−Au⋄,u− u⋄〉 go to 0
sufficiently fast in (9)—this neither leads to coercivity of A nor A+α∂R of itself; see the discussion
of coercivity in section 3. It turns out, however, that the compactness assumption together with strict
monotonicity and the spherical growth condition (8) ensure that the possibly bad sequence of u’s is
not an issue—even when the noise level δ and the regularisation parameter α go to 0 appropriately.
2.2 Well-posedness. In particular, we obtain well-posedness of subgradient-based Lavrentiev
regularisation (7) under assumption 2.1 as follows.
Theorem 2.2 (Existence). For every f ∈ X∗ and α > 0, there exists a unique solution uα ∈ domR to
the regularised problem (7).
Theorem 2.3 (Stability). For every f ∈ X∗ and fixed α > 0, if fk → f in X∗, then
uα,k → uα in X, Auα,k *Auα weakly in X∗, and R(uα,k)→R(uα),
where uα,k and uα solve (7) with fk and f , respectively.
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Theorem 2.4 (Convergence). Let α= α(δ) be any a priori parameter choice for which
α→ 0 and δ
α
is bounded as δ→ 0, (11)
and let uδα := u
δ
α(δ)
denote the regularised solutions of (7) with f δ ∈ X∗ satisfying ‖ f δ −Au†‖X∗ ¶ δ.
Then
uδα→ u† in X, Auδα *Au† weakly in X∗, and R(uδα)→R(u†)
as δ→ 0.
We wish to draw attention to the unusually weak relationship between δ and α in theorem 2.4
in that merely boundedness of δ/α suffices for convergence. This contrasts results both for Tikhonov-
type regularisations
uδα = arg min
u∈X
 
‖Au− f δ‖p
X∗ +αR(u)

for p > 1, where one assumes δp/α→ 0 as α(δ)→ 0; see for instance [16, Proposition 3.1], and for
standard Lavrentiev regularisation
Au+αJu ∋ f δ
with the normalised duality mapping (15), in which the condition δ/α→ 0 is used to guarantee
convergence [2, Theorem 2.2.4], [15, Proposition 1]. It should still be noted that one has weak
convergence in X under the parameter choice (11) for Lavrentiev regularisation [2, Theorems 2.1.6
and 2.2.6], which rationalises our need for a compactness condition in assumption 2.1 iv) in order
to obtain strong convergence.
Remark 2.5. If A is linear, then weak convergence in the codomain X∗ in theorems 2.3 and 2.4
always becomes strong convergence, because linear monotone maps are automatically continuous.
We can also upgrade weak convergenceAuδα *Au
† in theorem 2.4 to strong convergence if u†
is a continuity point ofR (which is the case ifR= 12‖ · ‖2). In this setting, we have

uδα
	
δ
⊂ int(domR),
ignoring a finite number of uδα ’s if necessary. Local boundedness of ∂R, see the discussion in sec-
tion 3, now implies that ∂R
 
uδα
	
δ

is bounded by compactness of

uδα
	
δ
. In particular, the ele-
ments ξδα ∈ ∂R(uδα) satisfying Auδα +αξδα = f δ are uniformly bounded in X∗ as δ and α go to 0,
from which it follows that Auδα →Au†.
Finally, we mention that it may sometimes be beneficial to consider the modified variant
Au+α∂R(u− u) ∋ f δ
of the regularisationmethod (7) in which u ∈ X acts as an initial guess. Assuming that u† − u ∈ domR,
all the results and proofs carry over immediately to this situation, with the only difference being that
R(uα,k)→R(uα) is replaced with R(uα,k − u)→R(uα − u) in theorem 2.3 and R(uδα)→R(u†) is
replaced with R(uδα − u)→R(u† − u) in theorem 2.4.
2.3 Convergence rates. As regards quantitative error estimates for (7), we use the method of
variational source conditions established in [12, 14] and generalised in [15] to classical Lavrentiev
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regularisation. That is, we consider general variational source conditions of the form
D(u,u†)¶R(u)−R(u†) +ϕ
 
〈Au−Au†,u− u†〉

for all u ∈M, (12)
where D : X×X→ [0,+∞] is any distance-like function and ϕ : [0,+∞)→ [0,+∞) denotes an
index map; see section 5. The set M ⊆ X, typically a ball, must contain all regularised solutions uδα
of interest for sufficiently small δ > 0 and α > 0 chosen appropriately. A priori we do not assume
any further properties other than nonnegativity of D. This gives the following main result, where ψ
denotes the convex (Fenchel) conjugate of ϕ−1 (defined in section 5).
Theorem 2.6 (General convergence rates). Assume that the variational source condition (12) holds
and that the ratio δ/α is uniformly bounded. Then there exists a constant C > 0 such that
D(uδα,u
†) ¶ C
δ
α
+
ψ(α)
α
whenever δ > 0 and α > 0 are sufficiently small. In particular, a parameter choice α ∼ψ−1(δ) gives
the convergence rate
D(uδα,u
†)®
δ
ψ−1(δ)
as δ→ 0.
Here A® B symbolises that A¶ cB for an independent constant c > 0 and A∼ B means A® B ® A.
In practice, one considers distance measures D like the Bregman distance with respect to the
functional R or powers of the norm on X. Specialising to the latter case and with ϕ being of Hölder
type in (12), the estimates and convergence rates can be further improved, leading to the following
result.
Theorem 2.7. Assume that the Hölder-type variational source condition
c1‖u− u†‖r ¶R(u)−R(u†) + c2
 
〈Au−Au†,u− u†〉
1/p
(13)
holds for some r > 1, p > 1, and c1, c2 > 0. Then the parameter choice
α ∼ δ^

r(p− 1)
rp− 1

gives the convergence rate
‖uδα − u†‖® δ^

1
rp− 1

as δ→ 0.
In particular, when r = 2= p in (13), we deduce from the variational source condition
‖u− u†‖2 ®R(u)−R(u†) +
 
〈Au−Au†,u− u†〉
1/2
a convergence rate
‖uδα − u†‖® δ1/3 if α∼ δ2/3,
which is in line with expected results for Lavrentiev regularisation [15, Theorem 5]. In fact, theo-
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rem 2.7 generalises the Hölder rates in [15, Section 3.3] from r = 2 to r > 1, and it should be noted
that all the convergence-rates results in our work applies to the classical case R= 12‖ · ‖2 as well. We
also point out that if A is positively homogeneous—for example, if A is linear—then theorem 2.7 is
realistic only for p ¾ 2; see the discussion in remark 5.2.
3 Functional-analytic background
We refer to [2, 5, 6, 23, 26] for in-depth analysis and extensions of the monotone operator theory
presented freely in this section, where, in particular, [2] thoroughly covers regularisation of ill-posed
problems and [6] focuses on the Hilbert-space setting.
In the study of (7), our main functional-analytic tool is the following fundamental principle due
to Browder and Minty, where, throughout the text, (X,‖ · ‖) denotes a real, reflexive Banach space
with topological dual (X∗,‖ · ‖X∗).
Theorem 3.1 (Browder–Minty). Maximally monotone, coercive operators X⇒X∗ are surjective.
This result generalises the classical fact that monotone—that is, increasing/decreasing—coercive,
continuous functions R→ R are surjective. A multivalued operator A: X⇒X∗ is said to bemonotone
on a subset M of its domain domA := {u ∈ X : Au 6= ;} if
〈 f − g,u− v〉¾ 0 (14)
for all u, v ∈M and f ∈Au and g ∈Av, where we usually write Au instead of A(u) even though A
may be nonlinear. In particular, a single-valued operator A: domA→ X∗ is monotone on a subset
M ⊆ domA := {u ∈ X : Au ∈ X∗} provided
〈Au−Av,u− v〉¾ 0 for all u, v ∈M.
Moreover, A is strictly monotone on M if equality in (14) only holds when u = v, in which case it
follows that A is injective on this set. Also, A is said to be maximally monotone if it has no proper
monotone extension—that is, if
〈 f − g,u− v〉¾ 0
for all (v, g) ∈A, then (u, f ) ∈A, where we have identified A with its graph.
Of particular interest in this setting is the subdifferential ∂R : X⇒ X∗ of a convex function
R : X→ (−∞,+∞] defined by
ξ ∈ ∂R(u) ⇐⇒ R(v)−R(u) ¾ 〈ξ, v − u〉 for all v ∈ X,
which is readily seen to be monotone. IfR additionally is lower semicontinuous and proper, meaning
that domR := {u ∈ X : R(u) < +∞} is nonempty, then Moreau–Rockafellar’s theorem shows that
∂R is maximally monotone and proper; see [20, Theorem 1] for a very short proof. A special example
is the normalised duality mapping
J(u) := ∂
 
1
2‖ · ‖2

(u) =

f ∈ X∗ : ‖ f ‖2
X∗ = 〈 f ,u〉 = ‖u‖2
	
, (15)
which is single-valued if X∗ is strictly convex—in particular, it collapses to the identity in Hilbert
spaces—and represents the regulariser in classical Lavrentiev regularisation.
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Maximal monotonicity also holds for hemicontinuous monotone operators A: X→ X∗, where
hemicontinuity is a type of weak directional continuity in the sense that
〈A(u+ εv), w〉 −−−→
ε→0+
〈Au, w〉
for all u, v, w ∈ X. Every strong-to-weak continuous (demicontinuous) operator—meaning that uk → u
inX impliesAuk *Auweakly inX
∗—is hemicontinuous, and in fact, for monotone operatorsX→ X∗
both hemicontinuity, demicontinuity, and maximal monotonicity are equivalent. In the special case
of linear maps, hemicontinuity is automatic, and under monotonicity one even obtains continuity, or
equivalently, boundedness (maps bounded sets to bounded sets).
While boundedness is generally out of reach for nonlinear operators, the Rockafellar–Veselý the-
orem demonstrates that maximally monotone operators A: X⇒X∗ are still locally bounded on the
interior int(domA) of its domain. This means that for every u ∈ X there exists an ε > 0 such that the
image of an ε-ball around u is bounded. In particular, it follows that ifR : X→ (−∞,+∞] is proper,
convex, and lower semicontinuous and C ⊂ int(domR) is a compact subset, then ∂R(C) is bounded
in X∗.
Furthermore, if A,B : X⇒ X∗ are monotone, then so is their sum A+B, and strictly so provided
at least one of them is strictly monotone. For maximally monotone operators, however, the sum rule
is more delicate. One sufficient condition is
int(domA)∩ domB 6= ;,
which especially gives maximal monotonicity of A+α∂R for every α > 0 when A: X→ X∗ is maxi-
mally monotone and R : X→ (−∞,+∞] is proper, convex, and lower semicontinuous.
In order to establish well-posedness of (7), we shall need a localised, quantitative form of coer-
civity in theorem 3.1. On the one hand, this allows for less restrictive assumptions on the forward
operator A, while on the other hand, we gain an a priori estimate of the size of the regularised
solutions, which is crucial in the proofs of stability and convergence. To this end, note first that
theorem 3.1 extends to maximally monotone operators eA: X⇒X∗ which are coercive relative to a
point uc ∈ X, that is, which satisfy
〈y,u− uc〉
‖u‖ → +∞
for all (u, y) ∈ eA as ‖u‖ → +∞. Moreover, for a given f ∈ X∗, this quantitatively becomes
〈y − f ,u− uc〉
‖u‖ → +∞,
and may be further improved to the existence of an r > 0 (depending on f ) such that
〈y − f ,u− uc〉 > 0 (16)
for all (u, y) ∈ eA with ‖u‖ = r, or equivalently, ‖u‖ ¾ r. A priori we then conclude that every solu-
tion u⋆ of eAu ∋ f satisfies ‖u⋆‖< r, which quantitatively relates the solutions and the data.
In fact, theorem 3.1 adapted to (16) can now be quickly proved as follows [2, along the lines of the
proof of Theorem 1.7.5], where we assume uc = 0 for simplicity. By Minty–Rockafellar’s surjectivity
theorem (see [20, Theorem 6] for a very short argument), stating that eA+αJ is surjective for every
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α > 0, there exist (uα, yα) ∈ eA and jα ∈ Juα satisfying yα +α jα = f . Then
〈yα − f ,uα〉 = −α〈 jα,uα〉 = −α‖uα‖2 ¶ 0
for every α > 0, from which we infer from (16) that {uα}α is bounded in X. By reflexivity and up to
a subsequence, {uα}α therefore converges weakly in X to some u⋆ as α→ 0, and since
〈 f −α jα − y,uα − u〉 = 〈yα − y,uα − u〉 ¾ 0
for all (u, y) ∈ eA by monotonicity, we make take limits as α→ 0 and deduce that
〈 f − y,u⋆ − u〉 ¾ 0,
using that J is bounded. Now maximal monotonicity gives (u⋆, f ) ∈ eA, as desired.
Restricted to the case eA= A+ ∂R for a maximally monotone A: X→ X∗, this yields an alterna-
tive route to the following result by Browder [7, Theorem 1], where we note that (17) is a slightly
more practical implication of (16) using the definition of ∂R(u).
Theorem 3.2 (Browder). LetA: X→ X∗ bemaximally monotone andR : X→ (−∞,+∞] be proper,
convex, and lower semicontinuous. Suppose that for a given f ∈ X∗, there exist uc ∈ domR and r > 0
such that
〈Au− f ,u− uc〉+R(u)−R(uc) > 0 (17)
for all u ∈ X with ‖u‖ = r. Then there exists u⋆ ∈ domR of size ‖u⋆‖< r satisfying
Au⋆ + ∂R(u⋆) ∋ f .
4 Proof of well-posedness
We now establish existence, stability, and convergence for subgradient-based Lavrentiev regularisa-
tion (7) under assumption 2.1. Note that in order to obtain convergence, it seems necessary to prove
coercivity of A+α∂R relative to the exact solution uc = u
† for the monotonicity arguments to work.
This is, however, not an issue for the existence of regularised solutions for fixed α, but we choose
uc = u
† also in this case for convenience.
Without loss of generality we assume in this section that R(u†) = 0.
4.1 Existence—proof of theorem 2.2. We apply theorem 3.2, where it remains to establish (17).
With the choice uc = u
†, we must therefore show strict positivity of

A(ru)− f , ru− u†

+αR(ru)
or rather 

A(ru)− f , ru− u†

+αrR
 
u+ r−1r u
†

(18)
for all u ∈ X with ‖u‖= 1 for some r ¾ 1, using by convexity that
rR
 
u+ r−1r u
†

¶R(ru) + (r − 1)R(u†) =R(ru).
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If to the contrary positivity fails, there must exist a sequence {ur}r with ‖ur‖ = 1 such that

A(rur)− f , rur − u†

+αrR
 
ur +
r−1
r u
†

¶ 0 (19)
for all r ¾ 1. By the decomposition A(rur)− f =
 
A(rur)−Au†

+
 
Au† − f

, it follows from mono-
tonicity that

A(rur)− f , rur − u†

¾


A(rur )−Au†, rur − u†

− ‖Au† − f ‖X∗‖rur − u†‖
¾ 0− r‖Au† − f ‖X∗
 
1+ ‖u†‖

,
and so
R
 
ur +
r−1
r u
†

¶
1
α
‖Au† − f ‖X∗
 
1+ ‖u†‖

< +∞ (20)
is uniformly bounded over r ¾ 1. Hence, from compactness in assumption 2.1 iv), we deduce that
the bounded sequence

ur +
r−1
r u
†
	
r
converges—up to a subsequence—to some u+ u† ∈ X. Lower
semicontinuity next implies that R
 
ur +
r−1
r u
†

is bounded from below, which means that
−


f , rur − u†

+αrR
 
ur +
r−1
r u
†

decays with at most linear rate in r. Accordingly, we reach a contradiction in (19) provided

A(rur), rur − u†

grows superlinearly in r.
To see that this is the case, note from r−1r u
† → u† that we must have ur → u, which subsequently
implies Aur * Au weakly in X
∗ by demicontinuity. This leads to

Aur −Au⋄,ur − u⋄

→


Au−Au⋄,u− u⋄

.
We may assume without loss of generality that ‖u⋄‖ 6= 1 after possibly rescaling the problem, which
in particular implies that u 6= u⋄. Thus the latter term above is strictly positive by strict monotonicity
and consequently 〈Aur −Au⋄,ur − u⋄〉 is uniformly bounded away from 0. Writing

A(rur), rur − u†

=


A(rur )−Au⋄, rur − u⋄

+


A(rur),u⋄ − u†

+


Au⋄, rur − u⋄

,
it suffices to control the middle two terms, because the last term decays at most linearly in r. By the
directional growth condition (9) we find that the middle two terms are bounded from below by
r γ(r)


Aur −Au⋄,ur − u⋄

− ‖A(rur)‖X∗
r γ(r)
‖u⋄ − u†‖

, (21)
and since
‖A(rur )‖X∗
r γ(r)
¶ sup
‖u‖=1
‖A(ru)‖X∗
r γ(r)
−−−−→
r→+∞ 0
due to the spherical growth condition (8), it follows that (21) eventually becomes strictly positive and
therefore grows with superlinear rate, because γ(r)→ +∞. This completes the proof of existence.
As a consequence of the above arguments, we note the following preliminary stability result.
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Corollary 4.1. Let α > 0 be fixed. If { fk}k is a bounded sequence of data inX∗, then the corresponding
sequence of regularised solutions {uα,k}k solving Au+α∂R(u) ∋ fk is also bounded.
Proof. If we bound ‖Au† − fk‖X∗ in (20) by ‖Au†‖X∗ + supk‖ fk‖X∗ , we see that R
 
ur +
r−1
r u
†

re-
mains uniformly bounded over r ¾ 1 independently of k. As a result, there exists a single parameter
r ¾ 1 that works simultaneously for all k, and a priori it follows that supk‖uα,k‖ ¶ r by theorem 3.2.
Remark 4.2. As seen from (21) in the proof of theorem 2.2, the spherical growth condition (8) is
unnecessary if u⋄ = u
†. More generally, we may replace conditions (8) and (9) with the require-
ment that
inf
u∈Ur


A(ru), ru− u†

grows superlinearly in r, where Ur :=

u ∈ X : ‖u‖ = 1 and R
 
u+ r−1r u
†

¶ C
	
.
4.2 Stability—proof of theorem 2.3. Let α > 0 be fixed and f ∈ X∗ be given, and assume that
{ fk}k ⊆ X∗ is a sequence of data converging to f . Furthermore, let uα and uα,k be the respective
regularised solutions of
Auα +α∂R(uα) ∋ f and Auα,k +α∂R(uα,k) ∋ fk,
so that
Auα +αξα = f and Auα,k +αξα,k = fk (22)
for some ξα ∈ ∂R(uα) and ξα,k ∈ ∂R(uα,k). If we now test with uα,k − uα in both of the equations
in (22) and subtract the resulting expressions from each other, we find by monotonicity of ∂R and
A the basic stability estimate
0¶


ξα,k − ξα,uα,k − uα

¶


ξα,k − ξα + 1α
 
Auα,k −Auα

,uα,k − uα

=
1
α


fk − f ,uα,k − uα

¶
1
α
‖ fk − f ‖X∗‖uα,k − uα‖.
(23)
Since ‖uα,k − uα‖, as a k-indexed sequence, is bounded by corollary 4.1, it then follows that
lim
k→+∞


ξα,k − ξα,uα,k − uα

= 0. (24)
Moreover, by reflexivity of X and boundedness, {uα,k}k converges weakly—up to a subsequence—to
some u ∈ X, and from (24) we infer that
lim sup
k
R(uα,k)¶R(uα) + lim
k


ξα,k,uα,k − uα

=R(uα) +


ξα,u− uα

< +∞.
(25)
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Assumption 2.1 iv) now implies that uα,k → u strongly, again up to a subsequence, and so demicon-
tinuity results in Auα,k * Au weakly in X
∗. In combination with the convergence fk → f and (24),
which by virtue of the definition of ξα,k and ξα can be rewritten as
lim
k


Auα −Auα,k + f − fk,uα − uα,k

= 0,
we therefore deduce that
〈Auα −Au,uα − u〉 = 0.
Strict monotonicity now forces u= uα, and standard subsequence-subsequence reasoning yields that
the full sequence {uα,k}k converges to uα. As a consequence, (25) becomes
lim sup
k
R(uα,k)¶R(uα),
so that R(uα,k)→R(uα) by lower semicontinuity. Finally, demiconinuity gives Auα,k * Auα weakly,
and this concludes the proof of theorem 2.3.
4.3 Convergence—proof of theorem 2.4. Note first that, similarly to the basic stability estimate (23),
we have
R(uδα)−R(u†)¶


ξδα,uα − u†

=


ξδα +
1
α(Au
δ
α −Au†),uδα − u†

− 1
α


Auδα −Au†,uδα − u†

=
1
α


f δ − f ,uδα − u†

− 1
α


Auδα −Au†,uδα − u†

¶
δ
α
‖uδα − u†‖ −
1
α


Auδα −Au†,uδα − u†

.
(26)
If

uδα
	
δ
is bounded inX, where α= α(δ) is as in (11), then it convergesweakly—up to a subsequence—
to some u ∈ X by reflexivity. From (26), monotonicity of A, and the hypothesis we furthermore have
lim sup
δ→0
R(uδα) ¶R(u
†) + lim sup
δ→0
δ
α(δ)
‖uδα − u†‖< +∞.
By compactness in assumption 2.1 iv), it follows that uδα→ u as δ→ 0, and consequently both
Auδα* Au weakly in X
∗ by demicontinuity and R(uδα)→R(u). Now we may write (26) as
0¶


Auδα −Au†,uδα − u†

¶ δ‖uδα − u†‖−α
 
R(uδα)−R(u†)

and take limits to obtain
〈Au−Au†,u− u†〉= 0.
Strict monotonicity finally gives u = u†, and uniqueness of u† also implies that the full sequence

uδα
	
δ
converges to u†.
Accordingly, it remains to establish boundedness of

uδα
	
δ
, which would follow provided the
coercivity criterion (17) in theorem 3.2, with uc = u
†, holds for some radius r > 0 that is independent
of δ. As in (18) in the proof of theorem 2.2, we will show that there is an r ¾ 1 such that uniformly
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over δ we have 

A(ru)− f δ, ru− u†

+α(δ) r R
 
u+ r−1r u
†

> 0 (27)
for all u ∈ X with ‖u‖= 1.
If to the contrary strict positivity fails in (27), there must be (sub)sequences {δr}r and {ur}r with
‖ur‖= 1 such that 

A(rur)− f δr , rur − u†

+α(δr) r R
 
ur +
r−1
r u
†

¶ 0 (28)
for all r ¾ 1. Following the proof of theorem 2.2, this implies that
R
 
ur +
r−1
r u
†

¶
1
α(δr )
‖Au† − f δr‖X∗
 
1+ ‖u†‖

¶ sup
δ>0
δ
α(δ)
 
1+ ‖u†‖

< +∞
is uniformly bounded over r ¾ 1—independently of δ. As in the proof of theorem 2.2 it is then possi-
ble to show that the term


A(rur), rur − u†

grows superlinearly in r, which leads to a contradiction
in (28) for sufficiently large r. This finishes the proof of theorem 2.4.
5 Proofs of convergence rates
In the following we will establish theorems 2.6 and 2.7, where we restate the general variational
source condition
D(u,u†) ¶R(u)−R(u†) +ϕ
 
〈Au−Au†,u− u†〉

(29)
from (12) for convenience. Here D is just any nonnegative function on X×X acting as a distance
measure and ϕ : [0,+∞)→ [0,+∞) denotes an index function, meaning that ϕ is concave, strictly
increasing, and continuous with ϕ(0) = 0. We also assume a sublinear rate of decay of ϕ at the
origin—that is, limtց0ϕ(t)/t = +∞.
In addition, let ψ: [0,+∞)→ [0,+∞) be the convex (Fenchel) conjugate of ϕ−1 defined by
ψ(s) = sup
t¾0
 
st −ϕ−1(t)

. (30)
By construction, this mapping is convex and, due to the nonnegativity ofϕ plus the fact that ϕ(0) = 0,
also nonnegativewithψ(0) = 0. This implies, actually, thatψ is continuous and increasing on [0,+∞).
Moreover, since ϕ decays sublinearly at 0, the function ψ is strictly increasing near 0—and therefore
also on its whole domain by convexity.
Proof of theorem 2.6. With help of the basic stability estimate
R(uδα)−R(u†)¶
δ
α
‖uδα − u†‖ −
1
α


Auδα −Au†,uδα − u†

from (26), we find that the general variational inequality (29) yields
D(uδα,u
†) ¶R(uδα)−R(u†) +ϕ


Auδα −Au†,uδα − u†

¶
δ
α
‖uδα − u†‖−
1
α


Auδα −Au†,uδα − u†

+ϕ


Auδα −Au†,uδα − u†

¶
δ
α
‖uδα − u†‖+ sup
t¾0

ϕ(t)− t
α

.
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Since by definition of ψ we have
sup
t¾0

ϕ(t)− t
α

=
1
α
sup
t¾0
 
αϕ(t)− t

=
1
α
sup
s¾0
 
αs−ϕ−1(s)

=
ψ(α)
α
,
it follows that
D(uδα,u
†) ¶
δ
α
‖uδα − u†‖+
ψ(α)
α
. (31)
Now recall that the regularisation method (7) is convergent by theorem 2.4—in fact, weak conver-
gence together with reflexivity of X suffice here. Therefore, for sufficiently small noise level δ and
an appropriate parameter choice for α, we know that uδα − u† is bounded in X and uδα ∈M. Hence,
there exists C > 0 such that ‖uδα − u†‖¶ C , and we obtain the estimate claimed in the statement of
the theorem. At last, choosing α∼ψ−1(δ) in (31) gives the convergence rate
D(uδα,u
†) ®
δ
ψ−1(δ)
. 
Corollary 5.1. Assume that a variational source condition of Hölder type of the form
D(u,u†) ¶R(u)−R(u†) + c
 
〈Au−Au†,u− u†〉
1/p
holds for some p > 1 and c > 0. Then, as δ→ 0, we obtain the convergence rate
D(uδα,u
†) ® δ1/p if α ∼ δ1/q,
where q := p/(p − 1)> 1 is the conjugate Hölder exponent of p.
Proof. This is immediate from theorem 2.6, noting that for ϕ ∼ δ1/p we have ψ∼ δq, which leads to
ψ−1 ∼ δ1/q and δ/ψ−1(δ) ∼ δ1/p. 
Finally, we specialise corollary 5.1 to norm-like distancemeasures of the form D(u,u†)∼ ‖u− u†‖r
for some r > 1. This results in theorem 2.7 by the following arguments.
Proof of theorem 2.7. We proceed along the proof of theorem 2.6 until estimate (31), which in this
case reads
c1‖uδα − u†‖r ¶
δ
α
‖uδα − u†‖+ c3αq−1
for some constant c3 > 0 and with conjugate Hölder exponent q := p/(p − 1). Next we apply Young’s
inequality ab ¶ 1r a
r + 1s b
s with conjugate exponent s := r/(r − 1) to a := ‖uδα − u†‖ and b := 2δ/(rc1α)
and obtain that
c1‖uδα − u†‖r ¶
rc1
2
2δ‖uδα − u†‖
rc1α
+ c3α
q−1
¶
c1
2
‖uδα − u†‖r +
rc1
2s

2δ
rc1α
s
+ c3α
q−1.
This simplifies to
‖uδα − u†‖r ®
δs
αs
+αq−1,
and we may now choose
α ∼ δ^

s
s+ q− 1

= δ^

r(p− 1)
rp− 1

,
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remembering the definitions of q and s—in particular, that (p− 1)(q− 1) = 1—to arrive at the quan-
titative error estimate
‖uδα − u†‖ ® δ^

1
rp− 1

. 
Remark 5.2. Suppose that A is positively homogeneous with A(0) = 0—for instance, that A is
linear—and assume that u† 6= 0. In particular, 〈Au†,u†〉> 0 by strict monotonicity. If we test with
u= (1− ε)u† for ε ∈ (0,1) in the general variational source condition (12), then convexity of R
yields that
D
 
(1− ε)u†,u†

¶ ε
 
R(0)−R(u†)

+ϕ
 
ε2〈Au†,u†〉

. (32)
By requiring R(u†)>R(0) and finiteness of
lim
ε→0+
1
ε
D
 
(1− ε)u†,u†

,
which is automatic if D(u, v)∼ ‖u− v‖r for some r ¾ 1, we may now divide bypt := ε
p
〈Au†,u†〉
in (32) and let ε→ 0+. This gives
ϕ(t) ¦
p
t
uniformly near 0, and hence, we infer that the variational source condition (12) is realistic only
for ϕ(t) decaying no faster than
p
t as t → 0+. In particular, this corresponds to p ¾ 2 in theo-
rem 2.7 and corollary 5.1 and agrees with the discussion in [15, Section 3.2].
6 Applications to the regularisation of integral equations
We now discuss some examples of inverse problems related to one-dimensional integral equations
where subgradient-based Lavrentiev regularisation (7) may be appropriate under assumption 2.1.
6.1 Strictly monotone integral operators. In general, one may consider (nonlinear) operators
Au(t) :=
∫ T
0
K(t,τ,u(τ))dτ
acting from the reflexive spaceX := Lp(0, T ) into its dualX∗ := Lq(0, T ) for some conjugate exponents
p,q ∈ (1,∞), with 1p + 1q = 1, where K satisfies certain properties guaranteeing strict monotonicity
of A. We shall focus on Volterra-type operators for which K vanishes whenever τ > t in the integral.
This implies that A retains causality with respect to time t, that is, Au(t) depends only on u(τ)
for τ ¶ t. Note nevertheless that the theory may also be applied to more global, noncausal problems,
involving, for instance, Fredholm integral operators. One may also extend the results to operators
u 7→ Au+ a(·,u(·)) with pointwise terms added subject to suitable growth conditions.
More precisely, we shall consider linear, convolutional Volterra operators
Au(t) :=
∫ t
0
k(t −τ)u(τ)dτ (33)
of the first kind. Here, for example, if k is identically 1, the inverse problem for Au = f becomes that
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of numerical differentiation. In this case, strict monotonicity of A on L2(0, T ), say, follows directly
from
〈Au,u〉 =
∫ T
0
Au(t)u(t)d t =
1
2
∫ T
0
u(t)dt
2
by integrating by parts. More generally, we have the fractional counterpart with singular convolution
kernel
k(t −τ) = 1
Γ(s)
(t −τ)s−1 (34)
for s > 0, where Γ is the Gamma function, in which (33) is known as an Abel or Riemann–Liouville
integral. The latter kernel and also the standard negative exponential k(t −τ) = exp(−c(t −τ)) both
generate strictly monotone operators, as seen in the following result.
Proposition 6.1. Let p ∈ (1,2] and q be its conjugate exponent. Assume that the kernel k is strictly
convex and decreasing on (0, T ], and lies in Lq/2(0, T ), with strictly positive mean, that is,
∫ T
0
k(t)dt > 0.
Then the convolutional Volterra operator (33) defines a strictly monotone, bounded map
A: Lp(0, T )→ Lq(0, T ).
Remark 6.2. Note, in particular, that we allow both singularities in k at the origin and some nega-
tive values—as long as the mean of k is strictly positive. The proof below is a simple adaption of [4,
Lemma 1.2] and is, in some sense, related to Bochner’s result characterising the Fourier transform
of positive-definite functions. We refer to [19] and [24] for further results in this direction, the
latter of which includes monotonicity of Volterra operators
∫ t
0
u(τ)dµ(τ) with respect to a class
of positive-definite Radon measures µ. It is, however, not entirely clear how these results relate to
strict monotonicity.
Proof. Hölder’s inequality yields that
|Au(t)| ¶ ‖k‖1/2
Lq/2(0,T)
∫ t
0
|k(t −τ)|p/2|u(τ)|p dτ
1/p
,
and so the general Minkowski integral inequality leads to
‖Au‖Lq(0,T) ¶ ‖k‖
1/2
Lq/2(0,T)
∫ T
0
∫ t
0
|k(t −τ)|p/2|u(τ)|p dτ
q/p
dt
1/q
¶ ‖k‖1/2
Lq/2(0,T)
∫ T
0
∫ T
τ
|k(t −τ)|q/2|u(τ)|q dt
p/q
dτ
1/p
¶ ‖k‖Lq/2(0,T)‖u‖Lp(0,T),
which establishes boundedness of A: Lp(0, T )→ Lq(0, T ).
As regards strict monotonicity, we first approximate k pointwise by the shifted, bounded functions
kε(t) :=
(
k(t + ε) for t ∈ [0, T − ε];
k(T ) for t ∈ (T − ε, T ]
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in order to avoid the potential singularity at 0. Then, after extending kε evenly to [−T, 0], Dirichlet’s
theorem gives that kε (which is integrable, continuous, and of bounded variation) equals its Fourier
series
kε(t) =
c0,ε
2
+
∞∑
n=1
cn,ε cos
 
2pint
T

pointwise on (−T, T ), where cn,ε := 2T
∫ T
0
kε(t) cos
 
2pint
T

dt . Since k is strictly convex and decreasing
on (0, T ], it follows from [4, Lemma 1.1] that
cn := lim
ε→0+
cn,ε =
2
T
∫ T
0
k(t) cos
 
2pint
T

dt > 0
for all n¾ 1, and c0 := lim
ε→0+
c0,ε =
2
T
∫ T
0
k(t)dt > 0 by assumption.
We next use dominated convergence repeatedly to find that
〈Au,u〉 = lim
ε→0+
∫ T
0
∫ t
0
kε(t −τ)u(τ)dτu(t)dt
=
∫ T
0

c0
2
∫ t
0
u(τ)dτ+
∞∑
n=1
cn
∫ t
0
u(τ) cos
 
2pin
T (t −τ)

dτ

u(t)dt.
Observe now that∫ T
0
∫ t
0
u(τ) cos
 
2pin
T (t −τ)

dτu(t)dt =
∫ T
0
∫ t
0
v(τ)dτ v(t)dt +
∫ T
0
∫ t
0
w(τ)dτw(t)dt
with v(t) := u(t) cos
 
2pint
T

and w(t) := u(t) sin
 
2pint
T

. As such, integration by parts gives that∫ T
0
∫ t
0
u(τ) cos
 
2pin
T (t −τ)

dτu(t)dt =
1
2
∫ T
0
v(t)dt
2
+
1
2
∫ T
0
w(t)dt
2
=
1
2
∫ T
0
u(t)exp
 
2piint
T

dt
2,
and so
〈Au,u〉 = c0
2
∫ T
0
u(t)dt
2
+
∞∑
n=1
cn
2
∫ T
0
u(t)exp
 
2piint
T

dt
2
=
∞∑
n=0
cn
2
∫ T
0
u(t)exp
 
2piint
T

dt
2.
Since cn > 0 for all n¾ 0, we conclude that A is strictly monotone. 
6.2 Regularisation functionals and a total-variation algorithm. In the choice of proper, convex,
and lower-semicontinuous regularisation functionals R : X→ (−∞,+∞], we need, according to
assumption 2.1 iv), to ensure that the sublevel sets

u ∈ X : ‖u‖ ¶ C and R(u) ¶ C
	
are compact.
When X = Lp(0, T ) for p ∈ (1,∞), a possible regulariser can be any of the (fractional) Sobolev
seminorms
Rs,q(u) := |u|Ws,q(0,T)
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for s > 0 and q ∈ (p,∞) satisfying s > 1p − 1q , where
|u|q
Ws,q(0,T)
:= ‖u(k)‖q
Lq(0,T)
+
∫ T
0
∫ T
0
u(k)(x)− u(k)(y)q
|x − y|1+σq
dx dy
for s = k+σ with k = ⌊s⌋ and σ = s− ⌊s⌋ ∈ [0,1) (with no double integral present when σ = 0).
Seminorms are easily seen to always be proper, convex, and lower semicontinuous. Moreover, the
compactness of the above sublevel sets follows directly from the (fractional) Rellich–Kondrachov the-
orem, stating that Ws,q(0, T ) is compactly embedded in Lp(0, T ). One may likewise also consider the
Fourier-based Sobolev spaces, in which it is natural to think of functions on (0, T ) as T -periodic.
Another interesting option is to let R be the total-variation (TV) functional
RTV(u) := |Du|(0, T ), (35)
or its higher-order analogues |Dku|(0, T ), where
|Du|(0, T ) := sup
¨
−
∫ T
0
ϕ′udt : ϕ ∈ C∞c (0, T ) with ‖ϕ‖L∞(0,T) ¶ 1
«
denotes the total variation of the signedmeasure Du (distributional derivative) of functions u ∈ L1(0, T ).
Since the Banach space BV(0, T ) of integrable functions of bounded variation, with seminorm (35),
is compact in Lp(0, T ) for all p ∈ (1,∞), see [3, Proposition 3.13], it follows also in this case that the
above sublevel sets are compact in X = Lp(0, T ). Furthermore, in this situation it is possible to gener-
alise the so-called taut-string algorithm [8, 9, 11] for the classical Rudin–Osher–Fatemi model [21]
for one-dimensional TV-denoising to the new Lavrentiev setting (7). In the following, we provide a
sketch of the basic idea of this method; a detailed formulation of the algorithm including a complexity
analysis will be the subject of a future publication.
We first characterise the subgradient ∂RTV : L
p(0, T )⇒ Lq(0, T ) of (35) with conjugate expo-
nents p,q ∈ (1,∞). Denote by (Du)+ and (Du)− the positive and negative parts in the Jordan mea-
sure decomposition
Du = (Du)+ − (Du)−,
and let suppµ symbolise the support of a measure µ. We then obtain the following description
of ∂RTV, which is a straightforward adaption of [17, Proposition 2.1].
Proposition 6.3. Let u ∈ domRTV = BV(0, T ) ⊂ Lp(0, T ) and p,q ∈ (1,∞) be conjugate exponents.
Then ξ ∈ ∂RTV(u) if and only if ξ = −ϕ′ for ϕ ∈W1,q(0, T ) vanishing at its endpoints and satisfying
‖ϕ‖L∞(0,T) ¶ 1, supp(Du)+ ⊆ {ϕ = 1}, and supp(Du)− ⊆ {ϕ = −1}.
Moreover,RTV(u) = 〈ξ,u〉.
Proof. As in [17, Proposition 2.1], we exploit from the Fenchel–Young inequality that
ξ ∈ ∂RTV(u) ⇔ 〈ξ,u〉 =RTV(u) +R∗TV(ξ),
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where
R
∗
TV(ξ) := sup
v∈Lp(0,T)
 
〈ξ, v〉 −RTV(v)

denotes the convex conjugate ofRTV similarly as (30). SinceRTV(u) <∞ by assumption, it therefore
remains to characterise domR∗
TV
.
Observe first that it suffices to let the supremum run over v ∈ BV(0, T ), and that we need only con-
sider ξ ∈ Lq(0, T ) with zero mean—if not, we get R∗TV(ξ) =∞ by letting v be any constant function.
It is also clear that ξ corresponds uniquely to a function ϕ ∈W1,q(0, T ) vanishing at its endpoints
and given by
ϕ(t) := −
∫ t
0
ξ(τ)dτ.
By integrating by parts we next find that∫ T
0
ϕ d(Dv) +
∫ T
0
ϕ′v dt = ϕ(T )v(T−)−ϕ(0)v(0+) = 0,
and so
〈ξ, v〉 −RTV(v) = −
∫ T
0
ϕ′v dt −
∫ T
0
d|Dv|
=
∫ T
0
(ϕ − 1)d(Dv)+ −
∫ T
0
(ϕ + 1)d(Dv)−. (36)
If ϕ ¾ −1 and {ϕ > 1} has positive measure (or ϕ ¶ 1 and {ϕ < −1} has positive measure), then
one finds that R∗TV(ξ) =∞ by choosing, say, a sequence of monotonically increasing (decreasing)
functions v ∈ BV(0, T ). As such, we must have ‖ϕ‖L∞(0,T) ¶ 1. But then (36) is nonpositive, with
equality to 0, corresponding to the supremum over v, if and only if
(Dv)+({ϕ < 1}) = 0 and (Dv)−({ϕ > −1}) = 0.
In conclusion,R∗
TV
(ξ) = 0 for ξ ∈ domR∗
TV
, so that RTV(u) = 〈ξ,u〉 and the supremum in R∗TV is
achieved at v = u. 
Writing the regularised problem (7) as Au− f δ ∈ −α∂R(u), with u := uδα for brevity, and intro-
ducing
Lu(t) :=
∫ t
0
 
Au(τ)− f δ(τ)

dτ,
proposition 6.3 now leads, after integration, to the relations
|Lu(t)| ¶ α (37)
and
Lu(t) = +α when t ∈ supp(Du)+; (38)
Lu(t) = −α when t ∈ supp(Du)−, (39)
for |Du|-almost every t ∈ (0, T ). And at the endpoint t = T one has the “compatibility condition”
Lu(T ) = 0. (40)
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We see from (37) that the integrated image
∫ t
0
Audτ of the solution lies within an α-tube of the
integrated data
∫ t
0
f δ dτ. Moreover, touching the upper part of the tube (38) may lead to an increase
in u, whereas u has a chance to decrease whenever one touches the lower part of the tube (39).
Consider now the case of linear Volterra operators A of the first kind with positive kernel k,
so that Au preserves the pointwise monotonicity properties of u. That is, if u increases/decreases
monotonically in an interval, then so does Au on that interval. We may then compute a piecewise-
constant solution u ∈ BV(0, T ) of the conditions (37)–(40) using a dynamical-programming approach,
outlined as follows.
Suppose we have already found the values of u on the interval (0, t1). We then wish to extend u
to an interval (0, t2) for some t2 ∈ (t1, T ). With s > t1, let u+[t1,s) be the maximal function on (0, s)
that is
i) equal to u on the previously computed interval (0, t1),
ii) increasing on the new interval [t1, s),
iii) always below or at the upper part of the tube: Lu+
[t1,s)
(t) ¶ α for all t ∈ (0, s); and
iv) locally constant whenever we are strictly below the upper part of the tube in the new interval,
that is, for all t ∈ (t1, s) for which Lu+[t1,s)(t) < α.
Similarly, define u−
[t1 ,s)
to be the minimal function on (0, s) that is
i) equal to u on (0, t1),
ii) decreasing on [t1, s),
iii) always above or at the lower part of the tube: Lu−
[t1,s)
(t) ¾ −α for all t ∈ (0, s); and
iv) locally constant whenever we are strictly above the lower part of the tube in the new interval,
that is, for all t ∈ (t1, s) for which Lu−[t1,s)(t) > −α.
The existence of u±
[t1,s)
follows directly from the pointwise monotonicity property of A.
If u+
[t1,s)
< u−
[t1,s)
in an interval [t1, t2) ⊆ [t1, s), it means that a jump has to be introduced. We
then extend u on [t1, t2) by
u+
[t1,s)
if Lu−
[t1,s)
(t2)> α or u
−
[t1,s)
if Lu+
[t1 ,s)
(t2) < −α,
and repeat the process on [t2, t3), and so on until we reach the endpoint T .
Numerically, one may efficiently compute u±
[t1,s)
, etc, by storing past computations and utilising
the lower-triangular structure of the discretisation of A. Thus the algorithm is in all practical cases
quadratic in the number of data points, since at each step only a linear number of computations
are required. Pathologically, one may need s ≈ T for every iteration, which leads to a cubic worst-
case complexity if the number of jumps are sufficiently large. Conversely, for certain operators A
including convolutional Volterra operators of the form (33) with exponential kernel, it is possible to
perform each step with a constant number of computations. In this case, the expected computational
complexity is linear and the worst-case complexity is quadratic in the number of discretisation points.
We consider some examples in the next section, illustrating the outlined method.
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6.3 Numerical examples. We include two cases of total-variation denoising of piecewise con-
stant signals in convolutional Volterra operators (33) of the first kind.
In the first example, let A be the Abel operator with kernel (34) for s = 1/3. Figure 1 displays
the typical performance of the approximate solutions uδα with moderate noise in the data, and we
observe quite faithful reconstructions of the original jump locations and heights.
(a) u† (black) and
uδ
α
(red).
(b) Au† (black) and
f δ (green).
Figure 1: TV-denoising for the convolutional Abel operator (33)–(34) with s = 1/3.
As a second example we employ an exponential convolution kernel exp(−t/10) and consider sub-
stantially noisy data, as seen in figure 2. Again we find the performance to be pretty good, although
there are some deviations from the true jump heights for jumps occurring close to another one.
(a) u† (black) and
uδ
α
(red).
(b) Au† (black) and
f δ (green).
Figure 2: TV-denoising for the Volterra operator (33) with exponential kernel exp(−t/10).
7 Conclusions and further work
In this paper we have introduced subgradient-based Lavrentiev regularisation as an alternative to
Tikhonov regularisation for linear and nonlinear inverse problems with monotone forward opera-
tors. We have established a well-posedness theory in Banach spaces subject to weak assumptions
on both the forward operator and the regulariser, and moreover, proved general convergence-rates
results under variational source conditions. In addition, we obtained some new conditions for strict
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monotonicity of convolutional Volterra integral operators, and considered numerically the problem
of total-variation denoising of piecewise constant signals for those operators.
These results open up for new investigations. For instance, one may consider generalisations
that include noisy forward operators. It would also be interesting to study the case of nonreflex-
ive Banach spaces, which seems apparently much harder. With regards to applications, it is desir-
able to obtain monotonicity-results also for nonlinear integral operators such as autoconvolution and
Hammerstein–Volterrra operators. Another choice is the use of subgradient-based Lavrentiev regular-
isation for parameter-identification problems. We would also like to find practical characterisations
of the variational source conditions. Finally, adaptive selection of the regularisation parameter is a
natural focus in future studies—in particular with respect to the developed total-variation algorithm.
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