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Abstract
We consider cache-aided broadcast networks with user cooperation, where a server connects with multiple
users and the users can cooperate with each other through a cooperation network. A new definition of transmission
delay is introduced to characterize the latency cost during the delivery phase for arbitrary cache-aided networks. We
investigate the deterministic caching and decentralized random caching setups respectively. For the deterministic
caching setup, we propose new coded caching scheme that fully exploits time resource by allowing parallel
transmission between the server and users. A constant multiplicative gap is derived between the information
theoretic lower and upper bounds on the transmission delay. For the decentralized random caching setup, we
show that if the cache size of each user is larger than a small threshold that tends to zero as the number of users
goes to infinity, then the proposed decentralized coded caching scheme approaches an upper bound with a constant
multiplicative factor. For both centralized and decentralized scenarios, we characterize cooperation gain (offered
by the cooperation among the users) and parallel gain (offered by the parallel transmission between the server and
multiple users) that greatly reduce the transmission delay. Furthermore, we show that due to a tradeoff between the
parallel gain, cooperation gain and multicast gain, the number of users who parallelly send information should be
chosen dynamically according to the system parameters, and letting more users parallelly send information could
cause high transmission delay.
Index Terms
Cache, cooperation, delay
I. INTRODUCTION
Due to the continuous growth of traffic in the network and the growing needs for higher Internet speed
from users, it’s imperative to improve the performance of the network. One of the promising directions to
improve the quality of service is to utilize the cache memories distributed across the network to duplicate
content during off-peak time. A basic caching system involves two phases: the placement phase and the
delivery phase. The placement phase takes place during off-peak periods where the users prefetch data
from the server into cache memories, while during the peak hours, the delivery phase happens where
the users reveal their requests and the server exploits the content of caches to reduce the transmission
delay. In this manner, caching can efficiently shift the network traffic to low congestion periods, not only
reducing congestion but also balancing the allocation of network resources.
In [1], Maddah-Ali and Niesen proposed a novel scheme, namely coded caching scheme, to improve
the transmission efficiency of each transmission. The scheme is based on the centralized scenario where
the number and the identities of users are informed by the server before the placement phase. The server
first partitions the files into fragments, and then places pieces of the files to fill in users’ cache memories.
The central server creates multicasting opportunities for different users by jointly designing the content
placement and delivery, resulting in a global multicast gain. Comparing with uncoded caching, [1] shows
that coding is rather beneficial and achieves an order-optimal tradeoff. This new class of caching system
has attracted significant interests. References [2]–[7] investigated the network model in [1] and presented
improved information theoretic performance bounds. A new information-theoretic lower bound for the
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2average case is developed in [3], tightening the multiplicative gap of the optimal tradeoff from 12 to 4.7
for the worst-case and for the uniform case from 72 to 4.7. The computation of the lower bound was
equivalently regarded as a combinatorial problem of labelling the leaves on a directed tree optimally in
[4], and a tighter lower bounds on the coded caching rate has been developed. In [5] a new technique was
developed for characterizing information theoretic lower bounds. [6], [7] both proposed new lower bounds
that match the worst-case and average-case rate-memory tradeoffs independently. Reference [8] focused
on a system with more users than files and developed a group based coded caching scheme to reduce
the delivery rate. In [9], both the placement and delivery phases of coded caching were depicted using
a placement delivery array (PDA), and the upper bound for all possible regular PDAs was established.
Besides, caching schemes with uncoded prefetching have been discussed in [10], as well as caching
strategies with coded prefetching in [11]–[13]. The caching scheme in [12] where users prefetch coded
contents and delivery both uncoded and coded messages illustrates the reduction in the worst-case load.
In [13], the coded placement scheme has been extended to a network with heterogeneous setting where
the users are eqquipped with caches of unequal sizes. Besides, more asymmetric network settings have
been discussed, such as coded caching with heterogeneous user profiles [14], uncoded prefetching with
asymmetric cache sizes [15], [16] and distinct link qualities [17].
Similar works have been extended to decentralized scenarios where each user can independently
determine what to prefetch from the database, and the server has no control over the active users who
enter the network. Although no coordination is required during the placement phase, one can still create
multicasting opportunities by applying greedy coding strategy in the decentralized coded caching scheme
proposed by Ali and Niesen in [18]. Similar to the centralized scheme, decentralized coded caching
achieves order-optimal memory-load tradeoff for the worst case. The seminal work has been extended into
more complicated settings. Decentralized caching schemes that handle widely varying file popularities are
discussed in [19]–[22]. In [19], files with similar popularities are grouped together, and the decentralized
coded caching scheme in [18] is applied to each group. Compared with the highest popularity first (HPF)
caching scheme, the average load of the grouped caching scheme is proved to be approximately optimal.
[22] studied the decentralized scheme under an unknown file popularity distribution setting and proposed
an online coded caching scheme termed coded least recently sent (LRS) to reduce the average load.
Besides, other researches also studied the application of decentralized coded caching for hierarchical tree
topologies where the server communicates with the users through some intermediate cache-aided relays
[23]–[25]. [24] investigated the two-layer network considered in [23] and allows the relays to send signals
during the servers transmission. The proposed caching scheme is proved to be order optimal and achieves
an additive parallel gain by fully exploiting the opportunity of concurrent transmission at the server and
relays. The decentralized content caching and delivery is also widely applied into other contexts, including
caching through coded prefetching [26], caching with diverse cache capacities [27], [28], coded caching
in the finite file size regime [29], as well as a coded placement based on erasure coding over individual
files [30].
To further alleviate network congestion, one can combine caching with user cooperation. Mingyue Ji
et al. investigated coded caching used in a device-to-device (D2D) wireless network with the absence of
server in [36], where users communicate with each other through the D2D network. Besides, multihop
transmission has been considered for D2D networks, combining with fully general caching strategies [37].
A D2D system with selfish users that don’t participate in deliverying the missing subfiles to all users was
studied in [38]. Jinyu Wang et al. used the placement delivery array (PDA) to characterize D2D wireless
network in [39]. The caching problem on a two-user D2D wireless network with the presence of a server
was studied in [40]. Heterogeneous settings were considered as well for D2D networks. Given a cache-
aided D2D system where the users are equipped with cache memories of distinct sizes, the delivery load
is minimized by optimizing over the partition during the placement phase and the size and structure of
D2D during the delivery phase in [41]. Highly-dense wireless network considering device mobility was
investigated in [42].
In this paper, we focus on K-user (K ≥ 2) cache-aided broadcast networks with user cooperation.
3server N files
shared link
K  users
cache size M
Cooperation Network
Fig. 1. Caching system considered in this paper. A server connects with K cache-enabled users and the users can cooperate through a
flexible network.
A central server connects with all users, each equipped with cache memory of equal size, through
a shared link, and the users can communicate with each other through a cooperation network. This
model is particularly common and practical in many distributed system such as cloud/fog network [35],
edge computing networks, etc. For example, a central data server broadcasts messages to multiple users
through the cellular network; meanwhile users communicate with each other through a local Wifi/Bluetooth
network.
The user cooperation network can be parameterized by a positive integer αmax ∈ {1, 2, . . . , bK/2c},
denoting the maximum number of users allowed to send data in parallel. For example, when αmax equals
to 1, the cooperation network operates as a simple shared link connecting with all users, which is easy
and low-cost to implement. The main contributions of this paper are summarized below.
• We propose coded caching schemes with user cooperation that efficiently exploit user cooperation and
allocate communication loads between the server and users, for the deterministic and decentralized
settings respectively. Both schemes achieve a cooperation gain (offered by the cooperation among
the users) and a parallel gain (offered by the parallel transmission between the server and multiple
users) that greatly reduce the transmission delay.
• In deterministic caching case, we show that the number of users parallelly sending information should
decrease with the increase of the users’ caching size. When users’ caching size is sufficiently large,
only one user should be allowed to send information, indicating that the cooperation network can be
just a simple shared link connecting all users. In the decentralized random caching case, the number
of users parallelly sending information dynamically changes according to the varying sizes of subfiles
created in the placement phase. In other words, alway letting more users parallelly send information
could cause high transmission delay.
• Lower bounds on the transmission delay are established. Moreover, we show that the centralized
scheme achieves the optimal transmission delay within a constant multiplicative gap in all regimes,
and the decentralized scheme approaches the information theoretic lower bound with a constant factor
when the cache size of each user is larger than a small threshold which tends to zero as K tends to
infinity.
The remainder of this paper is as follows. Section II presents the system model, and defines the main
problem studied in this paper. We summarize the obtained main results in Section III. Followed is the
detailed description of the centralized coded caching scheme with user cooperation in Section IV. Section
V extends the techniques we developed for the centralized caching problem to the setting of decentralized
random caching. Section VI concludes this paper.
4II. SYSTEM MODEL AND PROBLEM DEFINITION
Consider a cache-aided network consisting of a single server and K users as depicted in Fig. 1. The
server connects with all users through a noiseless shared link, and the users can communicate with each
other through a noiseless cooperation network.
The server, labeled as Node 0, has a database of N independent files W1, . . . ,WN . Each Wn, n =
1, . . . , N , is uniformly distributed over
[2F ] , {1, 2, . . . , 2F},
for some positive integer F . Each user k ∈ [K] is equipped with a cache memory of size MF bits, where
M ∈ [0, N ].
The cooperation network is parameterized by a positive integer αmax ∈ Z+, denoting the maximum
number of users allowed to send data parallelly in the cooperation network. In this work, we made the
following assumptions:
• The users communicate with each other in half-duplex way, i.e., if one user sends data, it cannot
simultaneously receive data transmitted by other users. Also, assume each user can receive data from
at most one user at a time. This makes the cooperation network easy to implement and indicates
αmax ≤ bK2 c.
• Each user can simultaneously receive signals interfere-free from the server and other users. This
assumption is reasonable as the server and the users could send signals in two separate bandwidths
or layers, e.g., the server broadcasts messages through a wireless network while the users make
routine connections through fiber. Furthermore, assume there is no interference between signals sent
by the users.
• The cooperation network is flexible, in the sense that each user can flexibly select a subset of users
to cooperate with, and the chosen subset can be changed during the transmission. This is similar
to the assumption in [31] and can account for some high-flexibility network such as fog network.
Notice that when αmax = 1, the flexible network degenerates into a fixed shared link, allowing only
one user to broadcast data to other K − 1 users, which is more common and easier to implement.
Given αmax and the assumptions above, the cooperation network can be characterized as below: Let
parameter α ∈ Z+, α ≤ αmax, be the number of users that exactly send information parallelly during the
data transmission. Note that α can be changed in order to obtain the optimal transmission delay, while
αmax is fixed since αmax describes an inherent property of a given network. There exists a routing strategy
at network nodes such that the K users is partitioned into α groups: G1, . . . ,Gα, where for all i, j ∈ [α],
i 6= j
Gj ⊆ [K], Gj ∩ Gi = ∅, G1 ∪ · · · ∪ Gα = [K]. (1)
In each group Gj , j = 1, . . . , α, a user k, for k ∈ Gj, is allowed to send data to all other users in Gj . The
group partition {Gj} and the user k can be changed during the delivery phase.
The system works in two phases: a placement phase and a delivery phase. In the placement phase, all
users will access the entire library W1, . . . ,WN and fill the content to their caches. More specifically,
each user k, for k ∈ [K], maps W1, . . . ,WN to its cache contents:
Zk , φk(W1, . . . ,WN), (2)
for some caching function
φk : [2
F ]N → [b2MF c]. (3)
In the delivery phase, each user requests one of the N files from the library. We denote the demand
of user k as dk ∈ [N ], and its demanding file as Wdk . Let d , (d1, . . . , dK) denote the users’ request
5vector. After the users’ requests d are informed to the server and all users, the server produces symbol
X , fd(W1, . . . ,WN), and user k ∈ {1, . . . , K} produces symbol1
Xk , fk,d(Zk), (4)
for some encoding functions
fd : [2
F ]N → [b2R1F c], (5a)
fk,d : [b2MF c]→ [b2R2F c], (5b)
where R1 and R2 denote the transmission rate sent by the server and each user, respectively.
User k perfectly observes the signals sent by the server and other users, and decodes its desired message
as
Wˆdk = ψk,d(X, Yk, Zk),
where Yk ∈ {X1, . . . , XK} denotes user k’s received signals sent from other users, and ψk,d is some
decoding function
ψk,d : [b2R1F c]× [b2R2F c]× [b2MF c]→ [2F ]. (6)
We define the worst-case probability of error as
Pe , max
d∈Fn
max
k∈[K]
Pr
(
Wˆdk 6= Wdk
)
. (7)
A caching scheme (M1, R1, R2) consists of caching functions (3), encoding functions (5) and decoding
functions (6). We say that the rate region (M,R1, R2) is achievable if for every  > 0 and every large
enough file size F , there exists a caching scheme such that Pe is less than .
Assume the delivery phase of a caching scheme (M,R1, R2) takes place in L slots, L ∈ Z+. In each
slot ` ∈ [L], there are some nodes (including the server and users) transmitting signals parallelly. Denote
these nodes as the set N`, with N` ⊆ {server, user 1, . . . , user K}. We define the transmission delay of
slot `, denoted by T`, as the sum transmission rate sent by all nodes in N` during slot ` normalized by
|N`|. The transmission delay of the system, denoted by R, is defined as total transmission delay in L
slots, i.e.,
R ,
L∑
`
T` (8)
For example, if in a caching scheme (M,R1, R2) the server and all users parallelly send symbols
whenever they have data to send, then the transmission delay is
R = max{R1, R2}. (9)
On the other hand, if all users parallelly send data after the server finishing its transmission, then we have
R = R1 +R2. (10)
The optimal transmission delay is R∗ , inf{R}. Note that the definition of transmission delay above
can be extended to arbitrary cache-aided networks.
Our goal is to design coded caching schemes that minimize the transmission delay. Finally, in this
paper we assume K ≤ N and M ≤ N . Extending the results to other scenarios is straightforward, as
mentioned in [1].
1Each user k can produce Xk as a function of Zk and the received signals sent by the server, but because all users can access to the
server’s signal due to the fact that the server broadcasts its signals to the network, it’s equivalent to generate Xk as a function Zk.
6III. MAIN RESULTS
Given the system model described in Section II, we first establish the lower bound on the transmission
delay, then consider the deterministic caching and decentralized random caching respectively. New upper
bounds are proposed based on the centralized and decentralized coded caching schemes. Finally, we show
that the proposed centralized scheme is order optimal, i.e., it achieves transmission delay within a constant
multiplicative gap from the lower bound, and if the cache size of each users is larger than a small threshold
that tends to zero as K goes to infinity, the decentralized coded caching scheme is also order optimal.
Theorem 1 (Lower Bound). For memory size 0 ≤ M ≤ N , the optimal transmission delay is lower
bounded by
R∗ ≥ max
{
1
2
(
1− M
N
)
,max
s∈[K]
(
s− KMbN/sc
)
,
max
s∈[K]
(
s− sMbN/sc
) 1
1 + αmax
}
. (11)
Proof: See the proof in Appendix A.
A. Deterministic caching
For deterministic caching scenario, one may come up with the idea to use the scheme introduced in
[36], which considers the caching-aided D2D network without server, but there are two main difficulties:
• When each user sends data to other users in its partition group, in order to achieve the maximum
multicast gain, each user k ∈ Gj should broadcast a coded data consisting of |Gj|−1 useful subfiles
required by the remaining users in group Gj . Also, the amount of subfiles should support the server
and α users to simultaneously send data in every transmission slot. These can not be guaranteed by
the file-splitting process and caching placement phase introduced in [36].
• In [36], the users are fixed in a mesh network, leading to an unchanging group partition during the
delivery phase, which is not the same case in our model. Moreover, our model have the server share
communication loads with the users, resulting in a problem on optimal allocation of communication
loads between the server and users.
These two facts bring great difference into the delivery phase compared to that in [36]. To achieve
the optimal delay, we should fully exploit the parallel transmission strategy and optimally allocate the
communicate loads at the server and users. In the following Theorem, we present an upper bound on the
transmission delay for deterministic caching setup.
Theorem 2 (Upper Bound of the Centralized Scheme). Let t , KM/N ∈ Z+, and α ∈ Z+. For memory
size M ∈ {0, N
K
, 2N
K
, . . . , N}, the optimal transmission delay R∗ is upper bounded by R∗ ≤ Rcentral, where
Rcentral , min
α≤αmax
K
(
1−M
N
) 1
1+t+αmin{bK
α
c−1, t} . (12)
For general 0 ≤M ≤ N , the lower convex envelope of these points is achievable.
Proof: See scheme in Section IV.
The following simple example shows that the proposed upper bound can greatly reduce the transmission
delay.
Example 1. Consider a network described in Section II with KM/N = K − 1 and αmax = bK/2c. The
coded caching scheme without user cooperation in [1] allows the server to create an XOR message useful
for all K users, achieving the transmission delay K
(
1− M
N
)
1
1+t
= 1
K
. The coded caching scheme without
server in [36] achieves the transmission delay N
M
(1−M
N
) = 1
K−1 . Our upper bound in Theorem 2 achieves
1
2K−1 by choosing α = 1, which reduces the transmission delay by around 2 times when K is large.
7From (12), we obtain the optimal value of α, denoted by α∗:
α∗ =

1, t ≥ K − 1,
max
{
α :bK
α
c−1= t
}
, b K
αmax
c−1<t<K−1,
αmax, t ≤ b K
αmax
c−1.
(13)
Recall that parameter α denotes the number of users that exactly send information parallelly in the
delivery phase. It’s interesting to see that α should decrease as the users’ caching size M increases for
given (K,N, αmax). To simplify the explanation, we assume αmax = bK2 c and KM/N ∈ Z+. When
M ≤ N(b K
αmax
c − 1)/K, we have α∗ = αmax and thus it’s beneficial to let the most users parallelly send
information. As M increases, α∗ decreases and α∗ < αmax, indicating that letting more users parallelly send
information could be harmful. Too see this, consider the case when N = 100, K = 10, αmax = 5, M = 40.
From (13), we α∗ = 2 < αmax, smaller than αmax = 5. In the extreme case when M ≥ (K−1)N/K, only
one user should be allowed to send information, implying that when users’ caching size is sufficiently
large, the cooperation network can be just a simple shared link connecting all users. The main reason
for this phenomenon is due to a tradeoff between the multicast gain, cooperation gain and parallel gain,
which are introduced as below.
Comparing Rcentral with the delay achieved by the scheme without user cooperation in [1], i.e., K
(
1−
M
N
)
1
1+t
, Rcentral consists of an additional factor
Gcentral,c ,
1
1 + α
1+t
min{bK
α
c−1, t} , (14)
which we call the centralized cooperation gain, as it arises from the user cooperation. Comparing Rcentral
with the delay achieved by the scheme for D2D network without server [36], i.e., N
M
(1 − M
N
), Rcentral
consists of an additional factor
Gcentral,p ,
1
1 + 1
t
+ α
t
min{bK
α
c−1, t} , (15)
which we call the centralized parallel gain, as it arises from the parallel transmission among the server
and users. Both gains depend on K, M/N and αmax.
Subsisting the optimal α∗ into (14), we have
Gcentral,c =

1 + t
K + t
, t ≥ K − 1,
1 + t
(b K
α∗ c−1)α∗+t+1
, b K
αmax
c−1<t<K−1,
1 + t
αmaxt+ t+ 1
, t ≤ b K
αmax
c−1.
(16)
When fixing (K,N, αmax), Gc in general is not a monotonic function of M . More specifically, when M
is small such that t < b K
αmax
c−1, the function Gcentral,c is monotonically decreasing, indicating that the
improvement caused by user cooperation increases. This is mainly because relatively larger M allows users
to share more common data with each other, providing more opportunities on user cooperation. However,
when M gets larger such that t ≥ b K
αmax
c−1, the local and global caching gains become dominant, and less
improvement can be obtained from user cooperation, turning Gcentral,c to a monotonic increasing function
of M ,
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Fig. 2. Centralized cooperation gain and parallel gain when N = 20, K = 10 and αmax = 5.
Similarly, we rewrite Gcentral,p as follows:
Gcentral,p =

t
K + t
, t ≥ K − 1,
t
αt+ t+ 1
, b K
αmax
c−1<t<K−1,
t
αmaxt+ t+ 1
, t ≤ b K
αmax
c−1.
(17)
Eq. (17) shows that Gcentral,p is monotonically increasing referring to t, mainly due to the fact that as M
increases, more contents can be sent through the user cooperation without the help of the central server,
decreasing the improvement from parallel transmission between the server and users.
The centralized cooperation gain (14) and parallel gain (15) are plotted in Fig. 2 when N = 20, K = 10
and αmax = 5.
Remark 1. Larger α could lead to better parallel and cooperation gain (more uses can concurrently
multicast signals to other users), but may result in worse multicast gain (signals are multicasted to less
users in each group), the choice of α in (13) is in fact a tradeoff between the multicast gain, parallel
gain and cooperation gain.
The proposed upper bound in Theorem 2 is order optimal.
Theorem 3. For memory size 0 ≤M ≤ N ,
Rcentral
R∗
≤ 31. (18)
Proof: See the proof in Appendix B.
Fig. 3 plots the lower bound (11) and upper bounds achieved by various centralized coded caching
schemes, including the proposed scheme, the scheme in [1] which considers the case without user
cooperation, and the scheme in [36] which considers the case without server.
B. Decentralized random caching
To combine the decentralized coded caching with user cooperation, there are two main difficulties:
• In order to achieve the optimal multicast gain, one user in the group Gj should broadcast a coded
symbol consisting of |Gj|−1 useful subfiles required by the remaining users in group Gj . However,
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Fig. 3. Transmission delay when N = 20, K = 10 and αmax = 5. The upper bounds are achieved under the deterministic caching scenario.
due to the decentralized placement phase, each user uniformly chooses MF/N bits from each file
at random, resulting in subfiles of distinct sizes cached by different numbers of users. In this way,
users’ demands cannot be satisfied if the group size Gj is fixed like the centralized scheme. Thus,
the users’ partitioning group sizes should change dynamically according to the varying file sizes.
• The sizes of partitioning groups should traverse the set {2, . . . , K} as mentioned above, resulting
in a dynamical cooperation gain. To achieve the optimal transmission delay, we need to efficiently
allocate the communication loads at the server and the users and fully exploit the multicast gain from
coded caching, cooperation opportunity among users, and parallel transmission between the server
and users.
Theorem 4 (Upper Bound of the Decentralized Scheme). Define p ,M/N . For memory size 0 ≤M ≤ N ,
the optimal transmission delay R∗ is upper bounded by Rdecentral :
Rdecentral , max
{
R∅,
RsRu
Rs +Ru −R∅
}
, (19a)
where
R∅ , K(1− p)K , (19b)
Rs ,
1− p
p
(
1− (1− p)K), (19c)
Ru ,
1
αmax
d K
αmax
e−1∑
s=2
s
(
K
s
)
s− 1p
s−1(1− p)K−s+1
+
K∑
s=d K
αmax
e
K
(
K−1
s−1
)
f(K, s)
ps−1(1− p)K−s+1, (19d)
with
f(K, s) ,
{
K − bK/sc, (K mod s) < 2,
K − 1− bK/sc, (K mod s) ≥ 2. (19e)
Proof: Here R∅ denotes the transmission delay of sending contents that are not cached by any user,
Rs and Ru represent the transmission delay caused by the server when sending data in case of no user
10
cooperation, and the transmission delay caused by each user when sending messages with the absence of
server, respectively. Eq. (19a) balances out the communication loads assigned to the server and users. See
more detailed proof in Section V.
Remark 2. The upper bound in Theorem 4 is achieved by setting the number of users that exactly send
signals in parallel as follows:
αD =

αmax, case 1,
bK
s
c, case 2,
dK
s
e, case 3.
(20)
If dK
s
e > αmax, the number of users that actually send data in parallel is smaller than αmax, indicating
that alway letting more users parallelly send messages could cause higher transmission delay. This can
be easily seen when s = K − 1, and αmax = dKs e, as in this scenario it’s sufficient to let a single user
k ∈ [K] broadcast XOR symbol to all K − 1 users in each transmission slot.
Remark 3. From the definitions of Rdecentral, Rs, Ru and R∅, it’s easy to obtain R∅ ≤ Rdecentral ≤ Rs, and
Rdecentral decreases as αmax increases.
Rdecentral =

RsRu
Rs +Ru −R∅ , Ru ≥ R∅,
R∅, Ru < R∅.
(21)
and Rdecentral increases as Ru increases if Ru ≥ R∅.
Due to the complex term Ru, the upper bound Rdecentral in Theorem 4 is hard to evaluate. Since Rdecentral
is increasing as Ru increases as Remark 3 indicates, substituting the following upper bound of Ru into
(19) provides an efficient way to evaluate Rdecentral.
Corollary 1. For memory size 0 ≤ p ≤ 1, the upper bound of Ru is given below:
• αmax = 1 (shared link):
Ru ≤R¯u-s , 1− p
p
[
1− 5
2
Kp
(
1− p)K−1
−4(1− p)K + 3(1− (1− p)K+1)
(K + 1)p
]
; (22)
• αmax = bK2 c:
Ru ≤ R¯u-f , K(1− p)
(K − 1)
[
1− (1− p)K−1
− 2/p
K−2
(
1−(1−p)K−Kp(1−p)K−1)]; (23)
• 1 < αmax < bK2 c:
Ru ≤ R¯u , R¯u-s/αmax + R¯u-f. (24)
Proof: See the proof in Appendix C.
Recall that the transmission delay achieved by the decentralized scheme without user cooperation in [18]
is equal to Rs given in (19c). We define the ratio between Rdecentral and Rs as decentralized cooperation
gain:
Gdecentral,c , max{R∅
Rs
,
Ru
Rs +Ru −R∅}, (25)
11
and Gdecentral,c is in [0, 1] by Remark 3. Similar to the centralized scenario, this gain arises from the
coordination between users in the cooperation network. Moreover, we also compare Rdecentral with the
transmission delay (1− p)/p, achieved by the decentralized scheme for D2D network in [36], and define
the ratio between Rs and (1− p)/p as decentralized parallel gain:
Gdecentral,p , Gdecentral,c ·
(
1− (1− p)K
)
, (26)
where Gdecentral,p ∈ [0, 1] arises from the parallel transmission between the server and the users.
We plot the decentralized cooperation gain and parallel gain for different types of cooperation networks
in Fig. 4 when N = 20 and K = 10. It can be seen that Gdecentral,c and Gdecentral,p in general are
not monotonic functions of M . Here Gdecentral,c performs similarly to Gcentral,c. When M is small, the
function Gdecentral,c is monotonically decreasing from value 1 until it reaches the minimum. For larger M ,
the function Gdecentral,c turns to monotonically increase. The reason for this phenomenon is that in the
decentralized scenario, as M increases, the proportion of subfiles that are not cached by any user and
must be sent by the server is decreasing. Thus, there are more subfiles that can be sent parallelly by the
user cooperation as M increases. In the meanwhile, the decentralized scheme in [18] offers a additional
multicasting gain. Therefore, we need to tradeoff between these two gains in order to achieve the optimal
transmission delay.
The function Gdecentral,p behaves differently as it monotonically increases when M is small. After reaching
the maximal value, the function Gdecentral,p decreases monotonically until it meets the local minimum2,
then Gdecentral,p turns into a monotonic increasing function for large M . Like the deterministic case, as M
increases, the impact of parallel transmission among the server and users becomes smaller since more
data can be transmitted by the users.
Theorem 5. Define p , M/N and pth , 1 −
(
1
K+1
) 1
K−1 , which tends to 0 as K tends to infinity. For
memory size 0 ≤M ≤ N ,
• if αmax = 1 (shared link),
Rdecentral
R∗
≤ 24.
• if αmax = bK2 c,
Rdecentral
R∗
≤
 max
{
6, 2K
( 2K
2K + 1
)K−1}
, p < pth,
6, p ≥ pth.
• if 1 < αmax < bK2 c,
Rdecentral
R∗
≤

max
{
min
{
12
(
1 + αmax
)
,
2K
( 2K
2K + 1
)K−1}}
, p < pth,
77, p ≥ pth.
Proof: See the proof in Appendix D.
Fig. 5 plots the lower bound in (11) and upper bounds achieved by various decentralized coded caching
schemes, including our scheme, the scheme in [18] which considers the case without user cooperation,
and the scheme in [36] which considers the case without server.
2The abnormal bend in parallel gain when αmax = bK2 c come from a balance effect between the Gdecentral,c and 1− (1− p)K in (26).
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IV. PROOF OF THEOREM 2
In this section, we describe a novel centralized coded caching scheme for any K, N and M such that
t , KM/N is a positive integer. When t is not an integer, we can use a resource sharing scheme as in
[1].
Introduce integers α, L1, L2 and L , L1 + L2, where 1 ≤ α ≤ αmax, L2 > 0, and L1 ≥ 0 such that
K · (K−1
t
) · L1
αmin{bK
α
c − 1, t} ∈ Z
+, (27a)
and
L1
L2
=
αmin{bK
α
c − 1, t}
1 + t
. (27b)
Here L1/L and L2/L denote the proportions of communication loads assigned to the users and the server
respectively. L1 in (27a) is large enough such that the number of subfiles can support a maximum multicast
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gain when user sending data, and (27b) ensures that communication loads can be optimally allocated at
the server and the users.
In the placement phase, each file is split into L
(
K
t
)
subfiles of equal size. We index the subfiles of Wn
by the superscript l ∈ [L] and subscript T ⊂ [K]:
Wn =
(
W ln,T : l ∈ [L], T ⊂ [K], |T | = t
)
. (28)
User k caches all the subfiles when k ∈ T for all n = 1, ..., N and l = 1, ..., L, so it requires
N · F
L
(
K
t
) · L(K − 1
t− 1
)
= F · Nt
K
= MF
bits of cache, satisfying the cache size constraint.
In the delivery phase, Each user k requests file Wdk . The requests vector d are informed by the server
and all the users. Note that different parts of file Wdk have been stored in the users’ caches, and thus the
uncached parts of Wdk can be sent by the server and users. Divide the uncached subfiles of Wdk into two
parts: one that is sent by the server and the other that is sent by the users in the network. Subfiles(
W 1dk,T , . . . ,W
L1
dk,T : T ⊂ [K], |T | = t, k /∈ T
)
are requested by user k and will be sent by the users, thus L1
L
represents the fraction of the subfiles sent
by the users. Subfiles (
WL1+1dk,T , . . . ,W
L
dk,T : T ⊂ [K], |T | = t, k /∈ T
)
are requested by user k and will be sent by the server, thus L2
L
represents the fraction of the subfiles sent
by the server.
Our objective is to get the upper bound of transmission delay in the worst request case, so we assume
that each of the users makes unique requests. Thus, the total number of requested subfiles for K users is
K · (K−1
t
) · L.
First consider the subfiles sent by the users. In order to create multicast opportunities among users, we
partition the K users into α groups of equal size:
G1, . . . ,Gα,
where for i, j = 1, . . . , α, Gi ⊆ [K] : |Gi| = bK/αc, and Gi ∩ Gj = ∅, if i 6= j. In each group Gi, one of
bK/αc users plays the role of server and sends symbols based on its cached contents to the remaining
(bK/αc − 1) users in the group.
Focus on a group Gi and a set S ⊂ [K] : |S| = t+ 1. If Gi ⊆ S, then all nodes in Gi share subfiles
(W l1n,T : l1 ∈ [L1], n ∈ [N ],Gi ⊆ T , |T | = t).
In this case, user k ∈ Gi broadcasts the following XOR symbol to other users in group Gi:
⊕j∈Gi\{k}W l1(j,Gi,S)dj ,S\{j} , (29)
for all S ⊆ [K] : |S| = t + 1, where l1(j,Gi,S) ∈ [L1] is a function of (j,Gi,S) to avoid repetition
transmission of any subfile. Here the XOR symbol contains the requested subfiles useful for all remaining
|Gi| − 1 users in Gi.
If S ⊆ Gi, then the nodes in S share subfiles
(W ln,T : l1 ∈ [L1], n ∈ [N ], T ⊂ S, |T | = t).
In this case, user k ∈ S broadcasts the following XOR symbol to other users in group Gi:
⊕j∈S\{k}W l1(j,Gi,S)dj ,S\{j} , (30)
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for all S ⊆ [K] : |S| = t + 1. Here the XOR symbol contains the requested subfiles for all remaining t
users in S.
Pick α users separately from groups G1, . . . ,Gα, and let them parallelly perform the delivery strategy
above. By changing the partition and repeating the parallel transmission among α users 3, we can finally
send all the requested subfiles
(W 1dk,T , . . . ,W
L1
dk,T : T ⊂ [K], |T | = t, k /∈ T )Kk=1 (31)
to K users. Since α users work in a parallel manner, and each user in a group delivers a symbol containing
min{bK/αc − 1, t} subfiles requested by the users in its group, in order to send all requested subfiles in
(31), we need
K · (K−1
t
) · L1
αmin{bK
α
c − 1, t} (32)
times of transmission, each of rate 1
L(Kt )
. Notice that L1 is chosen according to (27a) to ensure that (32)
equals to an integer, and should be large enough to avoid repeating transmission of any subfile. Thus, the
transmission rate of the user is
R2 =
K · (K−1
t
) · L1
αmin{bK
α
c − 1, t} ·
1
L
(
K
t
)
=
L1
L
·K
(
1− M
N
)
· 1
αmin{bK
α
c − 1, t} . (33)
Now we describe the delivery of the subfiles sent by the server. For each l2 = L1 + 1, . . . , L, apply the
delivery strategy as in [1]. Specifically, the server sends
⊕k∈SW l2dk,S\{k}
for all S ⊆ [K] : |S| = t+ 1 and l2 = L1 + 1, . . . , L. We obtain the rate sent by the server
R1 =
L2
L
·K
(
1− M
N
)
· 1
1 +KM/N
. (34)
Since the server and users transmit the signals simultaneously, the transmission delay of the whole network
is the maximum between R1 and R2, i.e., RC = max{R1, R2}.
Given (27b), (33) and (34), we find that when R1 = R2, the transmission delay RC reaches the optimal
point. In this case, the transmission delay can thus be rewritten as
Rcentral = K
(
1− M
N
)
1
1 + t+ αmin{bK
α
c − 1, t} .
In order to explain the key steps in the centralized caching scheme described above, we will then
present a simple example.
Example 2. Consider a network consisting of K = 6 users with cache size M = 4, and a library of N = 6
files. Thus t = KM/N = 4. Let α = 2, that is to say we separate the 6 users into 2 groups of equal size.
The choice of the groups is not unique. We choose L2 = 1 and L1 = 2 such that
K(K−1t )L1
min{α(bK/αc−1),t} = 15
is an integer. 4 Split each file Wn, for n = 1, . . . , N , into 3
(
6
4
)
= 45 subfiles:
Wn = (W
l
n,T : l ∈ [3], T ⊂ [6], |T | = 4).
3There are multiple ways of group partitioning and delivery such that all required files are successfully delivered. In Section V-C we
present an exhaustive group partitioning and deliver strategy called parallel user delivery that can successfully deliver all subfiles for any
t ∈ {2, . . . ,K}, wherein each file is splitting into fragments of smaller size.
4According to (13) and (27), one optimal choice could be (α = 1, L1 = 4, L2 = 5), here we choose (α = 2, L2 = 1, L1 = 2) for
simplicity, and also in order to demonstrate that even under a suboptimal choice, our scheme still outperforms that in [1] and [36].
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TABLE I
SUBFILES SENT BY USERS IN DIFFERENT PARTITION, l1 = 1, 2
{1, 2, 3} {4, 5, 6}
user 2: W 1d1,{2345}⊕W 1d3,{1245} user 5: W 1d4,{2356}⊕W 1d6,{2345}
user 2: W 1d1,{2346}⊕W 1d3,{1246} user 5: W 1d4,{1256}⊕W 1d6,{1245}
user 1: W 1d2,{1346}⊕W 1d3,{1256} user 4: W 1d5,{2346}⊕W 1d6,{1345}
user 3: W 1d1,{2356}⊕W 1d2,{1356} user 6: W 1d4,{1356}⊕W 1d5,{1346}
{1, 2, 4} {3, 5, 6}
user 2: W l1d1,{2456}⊕W
l1
d4,{1235} user 5: W
l1
d3,{1456}⊕W
l1
d6,{1235}
{1, 4, 6} {2, 3, 5}
user 6: W l1d1,{3456}⊕W
l1
d4,{1236} user 3: W
l1
d2,{3456}⊕W
l1
d5,{1234}
{1, 2, 5} {3, 4, 6}
user 1: W l1d2,{1456}⊕W
l1
d5,{1236} user 4: W
l1
d3,{2456}⊕W
l1
d6,{1234}
{1, 2, 3} {4, 5, 6}
user 3: W 2d1,{2345}⊕W 2d2,{1345} user 4: W 2d5,{2346}⊕W 2d6,{2345}
user 3: W 2d1,{2346}⊕W 2d2,{1346} user 4: W 2d5,{1246}⊕W 2d6,{1245}
user 2: W 2d1,{2356}⊕W 2d3,{1245} user 5: W 2d4,{1356}⊕W 2d6,{1345}
user 1: W 2d3,{1246}⊕W 2d2,{1356} user 6: W 2d4,{1256}⊕W 2d5,{1346}
user 1: W 2d3,{1256}⊕W 1d2,{1345} user 6: W 1d5,{1246}⊕W 2d4,{2356}
We list all the requested subfiles uncached by the users as follows: for l = 1, 2, 3,
W ld1,{2345},W
l
d1,{2346},W
l
d1,{2356},W
l
d1,{2456},W
l
d1,{3456};
W ld2,{1345},W
l
d2,{1346},W
l
d2,{1356},W
l
d2,{1456},W
l
d2,{3456};
W ld3,{1245},W
l
d3,{1246},W
l
d3,{1256},W
l
d3,{1456},W
l
d3,{2456};
W ld4,{1235},W
l
d4,{1236},W
l
d4,{1256},W
l
d4,{1356},W
l
d4,{2356};
W ld5,{1234},W
l
d5,{1236},W
l
d5,{1246},W
l
d5,{1346},W
l
d5,{2346};
W ld6,{1234},W
l
d6,{1235},W
l
d6,{1245},W
l
d6,{1345},W
l
d6,{2345}.
The users can finish the transmission in different partitions. Table I shows one kind of the partition
for example and explains how the users send the requested subfiles for l1 = 1, 2. In Table I, all the users
send an XOR symbol of subfiles with superscript l1 = 1 at the beginning. Note that the subfiles W 1d2,{1345}
and W 1d5,{1246} are left since
K(K−1t )
α(bK/αc−1) is not an integer. Similarly, for subfiles with l1 = 2, W
2
d3,1256
and W 2d4,2356 are not sent to user 3 and 4. In the last transmission, user 1 delivers the XOR message
W 2d3,{1256}⊕W 1d2,{1345} to user 2 and 3, and user 6 multicasts W 1d5,{1246}⊕W 2d4,{2356} to user 5 and 6. The
transmission delay at the users is R2 = 13 .
For the server transmission, the server delivers subfiles for l2 = 3 in the same way as in [1]. Specifically,
it sends symbols ⊕k∈SW 3dk,S\{k}, for all S ⊆ [K] : |S| = 5. Thus the rate sent by the server is R1 = 215 ,
and the transmission delay Rcentral = max{R1, R2} = 13 , which is less than the delay achieved by the
centralized coded caching scheme without user cooperation K
(
1 − M
N
)
1
1+t
= 2
5
, and by the centralized
coded caching scheme without server N
M
(
1− M
N
)
= 1
2
.
V. PROOF OF THEOREM 4
In this section, we present the decentralized caching scheme with user cooperation where the identities
of active users stay unknown to the server and the server has no control over what contents users will
prefetch from the library before the delivery phase.
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In the placement phase, each user k uses caching function to map a subset of MF
N
bits of file Wn, n =
1, ..., N, into its cache memory at random:
Wn =
(
Wn,T : T ⊆ [K]
)
. (35)
The subfiles cached by user k can be written as(
Wn,T : n ∈ [N ], k ∈ T , T ⊆ [K]
)
. (36)
When the file size F is large, by the law of large numbers, the subfile size with high probability can be
written by
|Wn,T | ≈
(M
N
)|T |(
1− M
N
)K−|T |
. (37)
The delivery procedure can be characterized on three different levels: user-server tradeoff, parallel user
delivery, and inner-group coding.
A. User-server tradeoff
On the user-server tradeoff level, each subfile Wdk,T , for T ⊆ [K] : T 6= ∅, is split into two non-
overlapping mini-files
Wn,T =
(
W sn,T ,W
u
n,T
)
,
where |W sn,T | = λ · |Wn,T |,
|W un,T | = (1− λ) · |Wn,T |,
(38)
and λ is a design parameter. Mini-files (W sdk,T \{k} : k ∈ [K]) are to be sent by the server using the original
decentralized coded caching scheme [18]. The corresponding transmission delay is
λRs = λ
1−M/N
M/N
(
1− (1− M
N
)K)
, (39)
where Rs coincides with the definition in (19c). Mini-files (W udk,T \{k} : k ∈ [K]) are to be sent by
users using parallel user delivery descrbied in Section V-C. The corresponding transmission delay will
be derived as
(1− λ)Ru (40)
where Ru is defined in (19d).
Since subfile Wdk,∅ is not cached by any user and must be sent exclusively from the server, transmission
delay for sending (Wdk,∅ : k ∈ [K]) is
R∅ = K
(
1− M
N
)K
, (41)
where R∅ coincides with the definition in (19b).
Let R1 and R2 be the total transmission delay, caused by the server and each user, respectively, by
(39), (40) and (41), we have
R1= R∅ + λRs,
R2= (1− λ)Ru. (42)
In the considered setup, the server and users are allowed to parallelly send signals in different layers
or bandwidth, thus we have Rdecentral = max{R1, R2}, and our goal is to find an optimal delivery strategy
and communication load assignment such that Rdecentral is minimized.
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If Ru < R∅, then the inequation R2 ≤ R1 always holds. In this case, only when λ = 0, Rdecentral reaches
the minimum
Rdecentral = R∅.
If Ru ≥ R∅, solving R1 = R2 yields λ = Ru−R∅Rs+Ru and
Rdecentral =
RsRu
Rs +Ru −R∅ .
B. Inner-group coding
Given a group of users G ⊆ [K] : |G| ≤ s, s ∈ {2, . . . , K}, we present an inner-group coding procedure
which successfully delivers pico-files
(W pdk,S\{k} : ∀S ⊆ [K], |S| = s,G ⊆ S)
to every user k ∈ S through user cooperation. The superscript p is short for the “pico-file”, as W pdk,S\{k}
presenting a part of message Wdk,S with
|W pdk,S\{k}| = λ1|Wdk,S\{k}|,
where λ1 ∈ [0, 1] is a designed parameter.
Split each W pdj ,S\{k} into β ∈ Z+ non-overlapping fragments of equal size:
W pdk,S\{k} =
(
W p,ldk,S\{k} : l ∈ [β]
)
. (43)
and users in G take turn to broadcast XOR symbols, e.g., user k ∈ G sends
Xpk,G,s ,z ⊕j∈G\{k}W p,l(j,G,S)dj ,S\{j} , (44)
where l(j,G,S) ∈ [β] is a function of (j,G,S) which avoids repetition transmission of any pico-file, for
all S ⊆ [K] : |S| = s,G ⊆ S. The XOR symbol Xpk,G,s will be received and decoded by the remaining
users in G.
For each group G, inner-group coding will recover (K−|G|
s−|G|
)
pico-files W pdk,S\{k}, and each XOR symbol
Xpk,G,s in (44) contains fragments required by |G| − 1 users in G. With the coding described above, the
delay caused by each group G is
Rps,G =
∑
S⊆[K]:|S|=s,G⊆S
|G|
∑
k∈G
|Xpk,G,s|
= |G|
(
K − |G|
s− |G|
) |W pdk,S\{k}|
β
. (45)
Remark 4. Equation (45) suggests that the greater |G| is, the smaller the transmission delay Rps,G will
be (due to a larger multicast opportunity), however, cooperation gain will decrease since less number of
groups can work parallelly, thus we need to tradeoff between multicast gain and cooperation gain. Note
that when |G| = s, the inner-group coding reduces to the decentralized scheme in [36].
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C. Parallel user delivery
The parallel user delivery consists of (K − 1) rounds characterized by s = 2, . . . , K. In each round,
mini-files
(W udk,T \{k} : ∀T ⊆ [K], |T | = s, k ∈ [K])
are recovered through user cooperation. Based on K, s and αmax, i.e., the maximum number of users
allowed for parallel transmission, the delivery strategy of the users is divided into 3 cases:
• Case 1: dK
s
e > αmax. In this case, only αmax users are allowed to send data simultaneously. Select
s · αmax users from all users and divide them into αmax groups of equal size s. The total number of
such kind partition is
β1 ,
(
K
s
)(
K−s
s
) · · · (K−s(αmax−1)
s
)
αmax!
. (46)
In each partition, αmax users, each selected from an individual group, send data in parallel.
• Case 2: dK
s
e ≤ αmax and (K mod s) < 2. In this case, every s users form a group. Choose bKs cs
users from all users and partition them into bK
s
c groups of equal size s. The total number of such
kind partition is
β2 ,
(
K
s
)(
K−s
s
) · · · (K−s(bKs c−1)
s
)
bK
s
c! . (47)
In each partition, bK
s
c users, each selected from an individual group, send data in parallel.
• Case 3: dK
s
e ≤ αmax and (K mod s) ≥ 2. In this case, every s users form a group, resulting in bKs c
groups consisting of sbK
s
c users. The remaining (K mod s) users forms another group. The total
number of such kind partition is
β3 = β2. (48)
In each partition, dK
s
e users, each selected from an individual group, send data in parallel.
Thus the exact number of users that parallelly send signals can be written as follows:
αD =

αmax, case 1,
bK
s
c, case 2,
dK
s
e, case 3.
(49)
Note that for case c = 1, 2, 3, each group G among [βc] partitions re-appears
NG ,
(
K−s
s
) · · · (K−s·(αD−1)
s
)
(αD − 1)! (50)
times.
1) Case 1 : Consider a partition r ∈ [β1], denoted as
Gr1 , . . . ,GrαD ,
where |Gri | = s and Gri ∩ Grj = ∅, ∀i, j ∈ [αD] and i 6= j.
In order to recover all mini-files {W udk,T \{k}}, we apply inner-group coding (see Section V-B) for each
group Gri such that every pico-files
(W udk,S\{k} : ∀S ⊆ [K], |S| = s,Gri ⊆ S)
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can be recovered by user k ∈ Gri . Since each group Gri re-appears NGri times among [β1] partitions, and
(|Gri | − 1) users take turns to broadcast XOR symbol (44) in each group Gri , in order to avoid repetition
of fragments W p,l(k,G,S)dk,S\{k} , we split each mini-file W
u
dk,S\{k} into fragments of equal size:
W udk,S\{k} =
(
W
u,l(k,Gri ,S)
dk,S\{k} : l ∈ [(|Gri | − 1)NGri ]
)
, (51)
with
|W u,l(k,Gri ,S)dk,S\{k} | =
|W udk,S\{k}|
(|Gri | − 1)NGri
.
Using inner group coding, users in Gri take turn to broadcast XOR symbols, e.g., user k ∈ Gri
Xuk,Gri ,s ,⊕j∈Gri \{k}W
p,l(j,Gri ,S)
dj ,S\{j} . (52)
Groups Gr1 , . . . ,GrαD perform inner group coding and parallelly send XOR symbols containing |Gri | − 1
fragments required by other users of its group. By the fact that the partitioned groups traverse every set
T , i.e.,
T ⊆ {Gr1 ∪ . . . ∪ GrαD}β1r=1,∀T ⊆ [K] : |T | = s,
and since inner group coding enables each group Gri to recover
(W udk,S\{k} : ∀S ⊆ [K], |S| = s,Gri ⊆ S, k ∈ [K]),
we are able to recover all required mini-files
(W udk,T \{k} : ∀T ⊆ [K], |T | = s, k ∈ [K]).
The transmission delay of case 1 at round s is thus
Rucase1(s),
∑
r∈[β1]
∑
k∈Gri
|Xuk,Gri ,s|
= β1|Gri |
|W udk,T \{k}|
(|Gri | − 1)NGri
(a)
=
K
(
K−1
s−1
)
αD(s− 1) |W
u
dk,T \{k}|
=
K
(
K−1
s−1
)
αmax(s− 1) |W
u
dk,T \{k}|, (53)
where (a) follows by (50).
2) Case 2: We apply the same delivery procedure as case 1, except that β1 is replaced by β2 and
αD = bKs c, and obtain transmission delay of each round s:
Rucase2(s)=
K
(
K−1
s−1
)
αD(s− 1) |W
u
dk,T \{k}|
=
K
(
K−1
s−1
)
bK
s
c(s− 1) |W
u
dk,T \{k}|. (54)
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3) Case 3: Consider a partition r ∈ [β3], denoted as
Gr1 , . . . ,GrαD ,
where |Gri | = s and Gri ∩ Grj = ∅, ∀i, j ∈ [αD − 1] and i 6= j; GrαD = [K]\(G1, . . . ,GrαD−1), |GrαD| =
(K mod s). Since group Gri : i ∈ [αD − 1] and GrαD have different size, we further split each mini-file
W udk,T \{k} into 2 non-overlapping fragments such that
|W u1dk,T \{k}| = λ2|W udk,T \{k}|, (55)
|W u2dk,T \{k}| = (1− λ2)|W udk,T \{k}|,
where λ2 ∈ [0, 1] is a designed parameter.
Following the similar file splitting operation in (43), split each mini-file W ujdk,S\{k}, j = 1, 2, into
fragments of equal size:
W
uj
dk,S\{k} =
(
W
uj ,l(k,Gri ,S)
dk,S\{k} :
l ∈
[(|Gri | − 1)NGri( s− 1|Gri | − 1
)])
.
Following the similar encoding operation in (44), group Gri : i ∈ [αD − 1] and group GrαD send the
following XOR symbols respectively: (
Xu1k,Gri ,s : k ∈ G
r
i
)(αD−1)
i=1
,(
Xu2k,GrαD ,s
: k ∈ GrαD
)
.
For each s ∈ {2, . . . , K}, the transmission delay for sending XOR symbols above by group Gri : i ∈ [αD−1]
and group GrdK
s
e can be written as
Ru1case3(s) =
λ2K
(
K−1
s−1
)
(αD − 1)(s− 1) · |W
u
dk,T \{k}|,
Ru2case3(s) =
(1− λ2)K
(
K−1
s−1
)
(K mod s)− 1 · |W
u
dk,T \{k}|,
respectively. Since Gi : i ∈ [bKs c] and group GdKs e can send signals in parallel, by letting
Ru1case3(s) = R
u2
case3(s), (56)
we eliminate the parameter λ2 and obtain the balanced transmission delay at users for case 3:
Rucase3(s) ,
K
(
K−1
s−1
)
K − 1− bK
s
c · |W
u
dk,T \{k}|. (57)
Remark 5. The condition dK
s
e > αmax in case 1 implies that s ≤ d Kαmax e − 1. In this regime, scheme of
case 1 is active and the delay is given in (53). If s ≥ d K
αmax
e − 1 and (K mod s) < 2, scheme in case
2 is active and the delay is given in (54); If s ≥ d K
αmax
e − 1 and (K mod s) ≥ 2, scheme in case 3 is
active and the delay is given in (57).
For each round s ∈ {2, . . . , K}, all requested mini-files can be recovered by the delivery strategies
above. By Remark 5, the transmission delay caused by users’ transmission is
R2=
d K
αmax
e−1∑
s=2
Rucase1(s)
+
K∑
s=d K
αmax
e
{
Rucase2(s), (K mod s) < 2
Rucase3(s), (K mod s) ≥ 2
= λRu. (58)
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TABLE II
PARALLEL USER DELIVERY WHEN K = 7, s = 4, Gr1 = 4 AND Gr2 = 3, r ∈ [35]
{1,2,3,4}
user 1: W u1,1d2,{134}⊕W
u1,1
d3,{124}⊕W
u1,1
d4,{123}
user 2: W u1,1d1,{234}⊕W
u1,2
d3,{124}⊕W
u1,2
d4,{123}
user 3: W u1,2d2,{134}⊕W
u1,2
d1,{234}⊕W
u1,3
d4,{123}
user 4: W u1,3d2,{134}⊕W
u1,3
d3,{124}⊕W
u1,3
d1,{234}
{5,6,7}
user 5: ∪
x∈{1234}
W u2,1d6,{57x}⊕W
u2,1
d7,{56x}
user 6: ∪
x∈{1234}
W u2,1d5,{67x}⊕W
u2,2
d7,{56x}
user 7: ∪
x∈{1234}
W u2,2d6,{57x}⊕W
u2,2
d5,{67x}
{1,2,3,5}
user 1: W u1,1d2,{135}⊕W
u1,1
d3,{125}⊕W
u1,1
d5,{123}
user 2: W u1,1d1,{235}⊕W
u1,2
d3,{125}⊕W
u1,2
d5,{123}
user 3: W u1,2d2,{135}⊕W
u1,2
d1,{235}⊕W
u1,3
d5,{123}
user 5: W u1,3d2,{135}⊕W
u1,3
d3,{125}⊕W
u1,3
d1,{235}
{4,6,7}
user 4: ∪
x∈{1235}
W
u2,l(..)
d6,{47x}⊕W
u2,l(..)
d7,{46x}
user 6: ∪
x∈{1235}
W
u2,l(..)
d4,{67x}⊕W
u2,l(..)
d7,{46x}
user 7: ∪
x∈{1235}
W
u2,l(..)
d6,{47x}⊕W
u2,l(..)
d4,{67x}
{1,2,3,6}
user 1: W u1,1d2,{136}⊕W
u1,1
d3,{126}⊕W
u1,1
d6,{123}
user 2: W u1,1d1,{236}⊕W
u1,2
d3,{126}⊕W
u1,2
d6,{123}
user 3: W u1,2d2,{136}⊕W
u1,2
d1,{236}⊕W
u1,3
d6,{123}
user 6: W u1,3d2,{136}⊕W
u1,3
d3,{126}⊕W
u1,3
d1,{236}
{4,5,7}
user 4: ∪
x∈{1236}
W
u2,l(..)
d5,{47x}⊕W
u2,l(..)
d7,{45x}
user 5: ∪
x∈{1236}
W
u2,l(..)
d4,{57x}⊕W
u2,l(..)
d7,{45x}
user 7: ∪
x∈{1236}
W
u2,l(..)
d5,{47x}⊕W
u2,l(..)
d4,{57x}
· · · · · · · · · · · · · · · · · ·
Note that there should be 35 partitions in total while the table only
shows 3 partitions.
Example 3 in Table II overviews the procedures on the inner group coding level and the parallel user
delivery level for the round s = 4.
Example 3. Consider a cache-aided network consisting of K = 7 users. For the round s = 4, scheme
in case 3 is active where all users are divided into two non-intersecting groups: Gr1 : |Gr1 | = 4 and
Gr2 : |Gr2 | = 3. There are 35 kinds of partitions in total, thus r ∈ [35]. For each user k ∈ Gri , |Gri | − 1 of
its requested mini-files are already cached by the rest users in Gri , for i = 1, 2.
The inner-group coding for group Gr1 and Gr2 are shown in the left and right column of Table II,
respectively. Mini-files
(W udk,T \{k} : T ⊆ [7], |T | = 4, k ∈ [7])
are divided into non-overlapping pico-files W u1dk,T \{k} and W
u2
dk,T \{k}, and each pico-file is split into (|Gri |−
1)NGri
(
s−1
|Gri |−1
)
= (|Gri | − 1)
(
s−1
|Gri |−1
)
fragments, for i = 1, 2, e.g.,
W u1d2,{134} =
(
W u1,1d2,{134},W
u1,2
d2,{134},W
u1,3
d2,{134}
)
,
W u2d2,{134} =
(
W u2,1d2,{134},W
u2,2
d2,{134}, . . . ,W
u2,6
d2,{134}
)
.
In each transmission slot, one user in each group produces and multicasts an XOR symbol to all other
users in the same group as Table II shows. The ratio between pico-files W u1dk,T \{k} and W
u2
dk,T \{k} is chosen
so that the transmission is always parallel, i.e., satisfies the balance in (56).
Note that in this example, each group only appears once among all partitions, i.e., NGri = 1. For larger
K or smaller s, each group could appear multiple times in different partitions.
For completeness, we formally describe the procedures of user-server tradeoff, inner-group coding and
parallel user delivery, for the general network with N files and K users in Algorithm 1.
VI. CONCLUSIONS
In this paper, we considered a cache-aided broadcast network with user cooperation where users can
exchange data with each other by concurrently multicasting messages. We established information theoretic
converse bounds and proposed two innovative coded caching schemes for the deterministic caching and
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Algorithm 1 Delivery Phase in The Decentralized Scheme
d←− (d1, . . . , dK)
T ←− {T ⊂ [K] : T 6= ∅}
(R∅, Rs, Ru)←− transmission delay defined in (19)
(β1, β2, β3)←− integers defined in (46-48)
procedure USER-SERVER TRADEOFF (R∅, Rs, Ru)
Wdk,T
split−−→
(
W sdk,T ,W
u
dk,T
)
, ∀k,T , with
|W sdk,T | = λ|Wdk,T |, |W
u
dk,T | = (1− λ)|Wdk,T |
if Ru ≤ R∅ then
Wd ←− {Wdk,T : ∀k,T }
Server sequentially sends Wdk,∅, ∀k
PARALLEL USER DELIVERY (Wd)
}
parallel
else
λ← (Ru − R∅)/(Rs + Ru)
Wud ←− {W udk,T : ∀k,T },W
s
d ←− {W sdk,T : ∀k,T }
Server sequentially sends Wdk,∅, ∀k
then sendsWsd using scheme in [18]
PARALLEL USER DELIVERY (Wud)
 parallel
end if
end procedure
procedure PARALLEL USER DELIVERY (Wud)
for s ∈ {2, . . . , K − 1} do
s∗ ←− (K mod s)
if dK
s
e > αmax then
for r ∈ [β1] do
Partition: {Gr1 , ..,Grαmax}, |G
r
i | = s, i ≤ αmax
For i ∈ [αmax], parallelly do
INNER-GROUP CODING (s,Gri , u, NGri )
end for
else if s∗ < 2 and dK
s
e ≤ αmax then
for r ∈ [β2] do
Partition: {Gr1 , ..,GrbK
s
c}, |G
r
i | = s, i ≤ bKs c
For i ∈ [bK
s
c] parallelly do
INNER-GROUP CODING (s,Gri , u, NGri )
end for
else
W un,T
split−−→(W u1
n,T ,W
u2
n,T
)
,
|W u1
n,T |
|W u2
n,T |
=
bK
s
c(s−1)
s∗−1
for r ∈ [β3] do
Partition: {Gr1 , ..,GrdK
s
e} with
|Gri | = s, i ≤ bKs c; |GdK
s
e| = s
∗
INNER-GROUP CODING (s,Gri , u1, NGri ), ∀i
INNER-GROUP CODING (s,GrdK
s
e, u2, NGrdK
s
e
)
parallel
end for
end if
end for
end procedure
procedure INNER-GROUP CODING (s,G, p, NG )
β ←− (|G| − 1)
(
s−1
|G|−1
)
NG , W
p
n,T
split−−→ (W p,l
n,T : l ∈ [β]
)
for S ⊆ [K] : |S| = s,G ⊆ S do
X
p
k,G,s ← ⊕j∈G\{k}W
p,l(j,G,S)
dj,S\{j}
, ∀k ∈ G
end for
end procedure
decentralized random caching setups, respectively. Both caching schemes achieve a parallel gain and a
cooperation gain in terms of communication delay by exploiting the parallel transmission between the
server and users and among the users themselves. We proved that the centralized scheme achieves the
optimal transmission delay within a constant multiplicative gap in all regimes, and the decentralized
scheme becomes order optimal when the cache size of each user is larger than a small threshold which
tends to zero as K tends to infinity, with a constant multiplicative factor. Furthermore, we showed that
for both deterministic and decentralized setups, letting too many users parallelly send information could
be harmful. Our work indicates that user cooperation and coded caching both are promising techniques
to reduce the transmission delay and should be jointly considered in the distributed systems which suffer
from problem on data congestion.
APPENDIX A
PROOF OF THE CONVERSE
Since the connection and partitioning status between users can change during the delivery phase due
to the flexibility of cooperation network, and the server and multiple users are able to work in parallel to
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send signals, the converse proofs in [1] need to be adjusted to our new model.
Let R∗1 and R
∗
2 denote the optimal rate sent by the server and each user. We first consider an ideal case
where every user is served by a exclusive server and user, which both store full files in the database, then
we easy to obtain R∗ ≥ 1
2
(1− M
N
).
Next, consider the first s users with cache contents Z1, ..., Zs. Define X1,0 as the signal sent by the
server, and X1,1, . . . , X1,αmax as the signals sent by the αmax users, respectively, where Xj,i ∈ [b2R∗2F c]
for j ∈ [s] and i ∈ [αmax]. Assume that W1, . . . ,Ws is determined by X1,0, X1,1, . . . , X1,αmax and
Z1, . . . , Zs. Also, define X2,0, X2,1, . . . , X2,αmax to be the signals which enable the users to decode
Ws+1, ...,W2s. Continue the same process such that XbN/sc,0, XbN/sc,1, . . . , XbN/sc,αmax are the signals
enabling the users to decode WsbN/sc−s+1, ...,WsbN/sc. We then have Z1, . . . , Zs, X1,0, . . . , XbN/sc,0, and
X1,1, . . . , X1,αmax , . . . , XbN/sc,1, . . . , XbN/sc,αmax to determine W1, . . . ,WsbN/sc. Let
X1:αmax , (X1,1, . . . , X1,αmax , . . . , XbN/sc,1, . . . , XbN/sc,αmax).
By the definitions of R∗1, R
∗
2 and the encoding function (5b), we have
H(X1,0, . . . , XbN/sc,0) ≤ bN/scR∗1F, (59a)
H(X1:αmax) ≤ bN/scαmaxR∗2F, (59b)
H(X1:αmax , Z1, . . . , Zs) ≤ KMF. (59c)
Consider then the cut separating X1,0, . . . , XbN/sc,0, X1:αmax , and Z1, . . . , Zs from the corresponding s
users. By the cut-set bound and (59), we have
bN
s
csF ≤ bN
s
cR∗1F +KMF, (60)
bN
s
csF ≤ bN
s
cR∗1F + sMF + b
N
s
cαmaxR∗2F. (61)
Since we have R∗ ≥ R∗1 and R∗ ≥ max{R∗1, R∗2} from the above definitions, optimizing over all possible
choices of s, we obtain
R∗ ≥ max
s∈[K]
(s− KMbN/sc), (62a)
R∗ ≥ max
s∈[K]
(s− sMbN/sc)
1
1 + αmax
. (62b)
APPENDIX B
PROOF OF THEOREM 3
We prove that RC is within a constant multiplicative gap of the minimum feasible delay R∗ for all
values of M . To prove the result, we compare them in the following regimes.
• If 0.6393 < t < bK/αc − 1, from Theorem 1, we have
R∗ ≥ (s− MsbN/sc)
1
1 + αmax
(a)
≥ 1
12
·K
(
1− M
N
) 1
1 + t
· 1
1 + αmax
,
(63)
where (a) follows from [1, Theorem 3]. Then we have
RC
R∗
≤ 12 · (1 + αmax)(1 + t)
1 + t+ αt
= 12 · (1 + αmax)
1 + αt/(1 + t)
≤ 12 · (1 + αmax)
1 + α · 0.6393/(1 + 0.6393)
≤ 31, (64)
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where the last inequality holds since we can choose α = αmax.
• If t > bK/αc − 1, we have
RC
R∗
≤
K(1− M
N
) 1
1+t+α(bK/αc−1)
1
2
(1− M
N
)
=
2K
1 + t+ α(bK/αc − 1)
(a)
≤ 2K
K +KM/N
≤ 2, (65)
where (a) follows from that we can choose α = 1.
• If t ≤ 0.6393, setting s = 0.275N , we have
R∗ ≥ s− KMbN/sc
(a)
≥ s− KM
N/s− 1
= 0.275N − t · 0.3793N
≥ 0.0325N > 1
31
·N, (66)
where (a) holds since bxc ≥ x − 1 for any x ≥ 1. Note that for all values of M , the transmission
delay
RC ≤ min{K,N}. (67)
Combining with (66) and (67), we have
RC
R∗
≤ 31.
APPENDIX C
PROOF OF COROLLARY 1
The function Ru has three distinct forms for different values of αmax. Thus, we discuss Ru in three
regimes of αmax: αmax = bK2 c, αmax = 1 and 1 < αmax < bK2 c respectively. For convenience, we define
q = 1− p.
A. αmax = bK2 c
When αmax = bK2 c, we have
Ru = Ru-f
,
K∑
s=2
K
(
K−1
s−1
)
f(K, s)
ps−1qK−s+1, (68)
where Ru-f denotes the user transmission delay for a fully flexible cooperation network with αmax = bK2 c.
In the fully flexible cooperation network, at most bK
2
c users are allowed to transmit messages at a time,
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in which case the user transmission turns to unicast. Note that in each term of the summation:
K
(
K−1
s−1
)
f(K, s)
≤ K
(
K−1
s−1
)
K − 1− K
s
=
( K
K − 1 +
(
K
K−1
)2
s− K
K−1
)
·
(
K − 1
s− 1
)
≤ K
(
K−1
s−1
)
K − 1 +
2K
(
K
s
)
(K − 1)(K − 2) , (69)
where the last inequality holds by s ≥ K
K−1 +
K−2
K−1 = 2 and(
K
K−1
)2
s− K
K−1
(
K − 1
s− 1
)
=
K2
(
K−1
s−1
)
(K − 1)(K − 2) ·
K−2
K−1
s− K
K−1
≤ K
2
(
K−1
s−1
)
(K − 1)(K − 2) ·
K−2
K−1 +
K
K−1
s− K
K−1 +
K
K−1
=
2K
(K − 1)(K − 2) ·
(
K
s
)
.
Therefore, by Inequality (69), Ru-f can be rewritten as
Ru-f≤ K
K − 1
K∑
s=2
(
K − 1
s− 1
)
ps−1qK−s+1+
2K
(K − 1)(K − 2)
K∑
s=2
(
K
s
)
ps−1qK−s+1
i,s−1
=
Kq
K − 1 ·
K−1∑
i=1
(
K − 1
i
)
piqK−1−i+
2Kq/p
(K − 1)(K − 2) ·
K∑
s=2
(
K
s
)
psqK−s
=
Kq
K − 1
(
1− qK−1
)
+
2Kq/p
(K − 1)(K − 2)
·
(
1− qK −KpqK−1
)
.
B. αmax = 1
When αmax = 1, the cooperation network degenerates into a shared network where only one user acts
as the server and broadcasts messages to the remaining K − 1 users. A similar derivation is given in [36]
since the implicit expressions are similar. In this case, Ru can be rewritten as
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Ru = Ru-s,
K∑
s=2
s
(
K
s
)
s− 1p
s−1qK−s+1
≤
K∑
s=2
(
1 +
3
s+ 1
)(K
s
)
ps−1qK−s+1 (70)
=
K∑
s=2
(
K
s
)
ps−1qK−s+1+
3
K + 1
K∑
s=2
(
K + 1
s+ 1
)
ps−1qK−s+1
i,s+1
=
q
p
(
1− qK −KpqK−1
)
+
3q/p2
K + 1
(
1− qK+1
−(K + 1)pqK − K(K + 1)
2
p2qK−1
)
=
q
p
(
1− 5
2
KpqK−1 − 4qK + 3(1− q
K+1)
(K + 1)p
)
,
where the inequality holds by the fact that s ≥ 2.
C. 1 < αmax < bK2 c
In Equation (19d), there are two summation terms
1
αmax
d K
αmax
e−1∑
s=2
s
(
K
s
)
s− 1p
s−1qK−s+1
and
K∑
s=d K
αmax
e
K
(
K−1
s−1
)
f(K, s)
ps−1qK−s+1.
It is obvious that the first term is no greater than Ru-s/αmax, while the second term is no greater than
Ru-f. Therefore
Ru ≤ Ru-s/αmax +Ru-f ≤ R¯u-s/αmax + R¯u-f.
APPENDIX D
PROOF OF THEOREM 5
Before giving the proof of Theorem 5, we first introduce the following two lemmas.
Lemma 1. Given arbitrary convex function g1(p) and arbitrary concave function g2(p), if they intersect
at two points with p1 < p2, then g1(p) ≤ g2(p) for all p ∈ [p1, p2].
Lemma 2. For memory size 0 ≤ p ≤ 1 and maximum number of allowed users 1 ≤ αmax ≤ bK2 c, we have
Ru ≥ R∅, for all p ∈ [pth, 1].
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Proof: When αmax = bK2 c, from Equation (19d), we have
Ru|αmax=bK2 c=
K∑
s=2
K
(
K−1
s−1
)
f(K, s)
ps−1(1− p)K−s+1 (71a)
x,s−1≥ K
K
K−1∑
x=1
(
K − 1
x
)
px(1− p)K−x (71b)
=
(
1− p) · (1− (1− p)K−1) ,
¯
Ru-f, (71c)
where (71a) to (71b) utilize the fact that K
K−1−bK
s
c >
K
K−1 . Thus,
Ru ≥ Ru|αmax=bK2 c ≥ ¯Ru-f,
We can rewrite R∅(p) as
R∅(p) = K(1− p)K .
Since ∂
2
¯
Ru-f(p)
∂p2
< 0 and ∂
2R∅(p)
∂p2
> 0,
¯
Ru-f(p) is a concave function while R∅(p) is a convex function, and
they intersect at p1 = pth = 1 −
(
1
K+1
) 1
K−1 and p2 = 1 while pth ≤ 1. Therefore, by Lemma 1, for all
p ∈ [pth, 1], we have
Ru ≥ Ru-f ≥
¯
Ru-f ≥ R∅.
Define R′decentral , RsRuRs+Ru−R∅ , which can be written in another form as
R
′
decentral = R∅ +
(Rs −R∅)(Ru −R∅)
Ru +Rs −R∅ . (72)
If Ru ≤ R∅, then R′decentral ≤ R∅, otherwise R′decentral ≥ R∅.
Let q = 1− p for convenience. Eq. (72) indicates that the value of Rdecentral/R∗ is divided into bounded
and unbounded regions:
• If p ≥ pth, then
Rdecentral
R∗
=
R
′
decentral|p≥pth
R∗
≤ R
′
decentral
R∗
, (73)
which is bounded by a constant.
• If p < pth, it is not sure whether Ru is greater than R∅ or not. Therefore,
Rdecentral
R∗
= max{R∅|p<pth
R∗
,
R
′
decentral|p<pth
R∗
}
≤ max{R∅
R∗
,
R
′
decentral
R∗
}, (74)
which might be unbounded except for αmax = 1.
Now we inspect the following different situations.
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A. Bounded Region for αmax = bK2 c when p ≥ pth
From (23) and (19c),
R¯u-f =
K
K − 1 ·
(
q − qK
)
+
2K
(K − 1)(K − 2)
·q
p
(
1− qK −KpqK−1
)
(75)
(a)
≤ K
K − 1 ·
(
q − qK
)
+
2K
(K − 1)(K − 2)
·q
p
(
1− (1−Kp)−KpqK−1) (76)
=
K(3K − 2)
(K − 1)(K − 2) ·
(
q − qK
)
, (77)
Rs =
q
p
(
1− qK
) (b)
≤ q
p
(
1− (1−Kp)) = Kq, (78)
where (a) and (b) both follow from inequality(
1− p)K ≥ (1−Kp). (79)
Then, by Remark 3 and (77), (78) and (19b),
R
′
decentral|αmax=bK2 c
≤
Kq · K(3K−2)
(K−1)(K−2)
(
q − qK)
Kq + K(3K−2)
(K−1)(K−2)
(
q − qK)−KqK
=
(
3− 2
K
)
· q. (80)
By Lemma 2, R∗ ≥ 1
2
q. Combine it with (80) yields
Rdecentral
R∗ ≤
R
′
decentral|αmax
R∗
≤ 6− 4
K
< 6.
B. Bounded gap for αmax = 1
From Lemma 2, eq. (22) and (79),
R¯u-s =
q
p
(
1− 5
2
KpqK−1 − 4qK + 3(1− q
K+1)
(K + 1)p
)
≤ q
p
(
1− 5
2
KpqK−1 − 4qK + 3(K + 1)p
(K + 1)p
)
=
q
p
(
4 · (1− qK)− 5
2
KpqK−1
)
< 4Rs, (81)
R∗ ≥ max
s∈[K]
(
s− sMbN/sc
) 1
1 + αmax
. (82)
Recalling the results in [18, Appendix B], we have
Rs
maxs∈[K]
(
s− sMbN/sc
) ≤ 12.
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From this result and combining (81) and (82) together, we have
Rs
R∗
≤ 12(1 + αmax), R¯u-s
R∗
≤ 48(1 + αmax). (83)
When p ≤ pth, by Remark 3 and (83), we have
Rdecentral
R∗ ≤
Rs
R∗ ≤ 12(1 + αmax) ≤ 24. (84)
When p ≥ pth, by Remark 3, and since R′decentral|αmax=1 ≤ min{R¯u-s, Rs},
Rdecentral
R∗
=
R
′
decentral|αmax=1
R∗
≤ min{R¯u-s, Rs}
R∗
≤ min{12(1 + αmax), 48(1 + αmax)}
= 24. (85)
C. Bounded gap for 1 < αmax < bK2 c when p ≥ pth
From (24), (77), (81) and (83), when K ≥ 3,
R¯u
R∗
≤ 1
αmax
R¯u-s
R∗
+
R¯u-f
R∗
≤ 48 · 1 + αmax
αmax
+
2K(3K − 2)(1− qK−1)
(K − 1)(K − 2) (86)
≤ 48 · 1 + αmax
αmax
+ 21, (87)
where the second term in (86) follows from the fact that
R∗ ≥ 1
2
q.
Moreover, we have
Rs/R
∗ ≤ 12(1 + αmax)
from (83). In conclusion, when K ≥ 3 and p ≥ pth, again by Remark 3,
Rdecentral
R∗
=
R
′
decentral
R∗
≤ min{ R¯u
R∗
,
Rs
R∗
}
≤ min
αmax
{48 · 1 + αmax
αmax
+21, 12(1+αmax)}
= 77. (88)
When K < 3, by Inequality (78) and Remark 3,
R′decentral
R∗
≤ Rs
R∗
≤ Kq1
2
q
≤ 4 < 77.
Hence, for all values of K, we have
R′decentral
R∗
≤ max{4, 77} = 77.
30
D. Unbounded gap
For the unbounded region, maybe Ru > R∅ and Rdecentral = R
′
decentral, or maybe Rdecentral = R∅. The
multiplicative gap corresponding to the first case was already calculated in previous Subsections, while
the gaps for the second case is derived in the following:
First, according to Lemma 2, R∗ has two different lower bounds: R∗ ≥ 1
2
q , R∗1, and
R∗≥ max
s∈[K]
(
s− KMbN/sc
)
≥ max
s∈[K]
(
s− KM
N/(2s)
)
, R∗2.
The quotients of R∅ divided by those lower bounds changes monotonically,
∂
(
R∅/R∗1
)
∂p
=
∂
(
2K(1− p)K−1)
∂p
≤ 0,
∂
(
R∅/R∗2
)
∂p
=
∂
(
qK/(1− 2Kp))
∂p
=
KqK−1
(
1 + 2(K − 1)p)
(1− 2Kp)2
≥ 0.
Also notice that when p = 0,
(
R∅/R∗2
)
= 1 < R∅/R∗1; while if p = 1, R∅/R
∗
2 > R∅/R
∗
1 = 1. Therefore,
the maximum of
R∅/max{R∗1, R∗2}
exists at the intersection between R∗1(p) and R
∗
2(p), where p
∗ , 1
2K+1
: R∗1(p
∗) = R∗2(p
∗). Therefore,
R∅
R∗
≤ R∅(p
∗)
R∗1(p∗)
= 2K
( 2K
2K + 1
)K−1
.
Next, by the definition that R∅ ≤ Rs, and eq. (83),
R∅/R∗ ≤ Rs/R∗ = 12(1 + αmax).
Finally, R∅/R∗ is smaller than
min{2K
( 2K
2K+1
)K−1
, 12(1+αmax)}.
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