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1. Introduction
Let f : (M2, ∇) → (R5, D), where ∇ is a torsion-free connection on M and D is the
standard flat connection on R5, be an affine immersion in the sense of [3], i.e., there exist an
(m − n)-dimensional transversal bundle σ along f such that we can decompose
DX Y = f∗(∇X Y ) + h(X, Y ),
where h is a symmetric bilinear form taking values in σ . For an arbitrary vector field ξ taking
values in σ , we also can write
DXξ = − f∗(Sξ X) + ∇⊥X ξ.
The cubic form of the immersion is then introduced by
C(X, Y, Z) = ∇⊥X h(Y, Z) − h(∇X Y, Z) − h(Y, ∇X Z).
For nondegenerate hypersurfaces the vanishing of the cubic form implies that M is a quadric
and that σ is the Blashke normal bundle (see [4]).
Nondegenerate surfaces with vanishing cubic form in R4 were investigated in [5]. It turns
out that in this case the condition of vanishing cubic form characterizes the complex curves and
the product of two planar curves in R4. Also it again follows immediately that the transversal
bundle coincides with the affine normal bundle introduced in [5].
In the present paper we investigate affine immersions of surfaces in R5 with vanishing
cubic form. We assume that M2 is nondegenerate, meaning that the image of h spans the
tranversal bundle σ . Note that because of the condition of vanishing cubic form, it follows that
the nondegeneracy condition is equivalent with the fact that M2 is linearly full in R5. Similarly
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it also follows that a surface with vanishing cubic form must be contained in either R3, R4 or
R
5
. In our most interesting case, we arrive at a Veronese surface, complete with a (pseudo)
Riemannian metric, in spite of the fact that we begin without any metric on R5.
The basic theory for affine surfaces in R5 was set out in [2]. There the authors give a natural
choice of a connection ∇ on M so that the canonical local volume form θ on M is parallel, i.e.,
∇θ = 0. This is done by defining a unique transveral 3-bundle σ , called the equiaffine transversal
bundle on M . Since this bundle can be characterized by the vanishing of some linear conditions
in components of the cubic form, we again deduce first that the transversal bundle σ coincides
with the affine normal bundle of [2].
Our theorems classify the surfaces with C = 0, distinguished by the rank of the (symmetric)
Ricci tensor, Ric. We prove:
Theorem 4.1. Let f : M2 → R5 be a nondegenerate affine surface immersed in R5 with zero
cubic form and zero Ricci tensor. Then, locally, the image of M2 is an affine motion of(
x1, x2,
1
2 x
2
1 , x1x2,
1
2 x
2
2
)
.
Theorem 4.2. Let f : M2 → R5 be a nondegenerate affine surface immersed in R5 with zero
cubic form and Ricci tensor of rank 1. Then, locally, the image of M2 is an affine motion of(− 12τ c(2u), 12 s(2u), −τvc(u), vs(u), 12v2),
where τ = ±1 and, if τ = 1, c(x) = cos(x) and s(x) = sin(x), while τ = −1 means
c(x) = cosh(x) and s(x) = sinh(x).
Theorem 4.3. Let f : M2 → R5 be a nondegenerate affine surface immersed in R5 with zero
cubic form and Ricci tensor of rank 2. Then there is a (pseudo-) Riemannian metric on R5 such
that the image of M2 is an open subset of the Veronese surface in S4 or an open subset of the
Lorentzian Veronese surface in S42 .
Note that a straightforward computation shows that on each of these surfaces the rank of the
Ricci tensor is everywhere constant and that these surfaces cannot be put together differentiably.
Therefore if a surface in R5 has parallel cubic form then the rank of the Ricci tensor is constant
everywhere.
2. Basic equations
Since C = 0, we already know that σ is the equiaffine normal bundle constructed in [2]. We
denote by θ the volume form introduced on M by the equiaffine normal bundle. For more details
see [2]. We choose a local basis of vector fields X1, X2 on M which satisfy θ(X1, X2) = 1. Since
M is non-degenerate we know that X1, X2, DX1 X1, DX1 X2, DX2 X2 are linearly independent.
Then for tangent vector fields X and Y to M , we have the following unique decomposition into
tangential and σ components:
DX Y = ∇X Y + h(X, Y ). (2.1)
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We also define a basis of σ, {ξ1, ξ2, ξ3}, by setting
ξ1 = h(X1, X1), ξ2 = h(X1, X2), ξ3 = h(X2, X2). (2.2)
Given any tangent vector field X and any vector field ξ ∈ σ , we can also get the following
decomposition:
DXξ = −Sξ X + ∇⊥X ξ. (2.3)
If we need finer information about the σ component, we can write
∇⊥X ξj = τ 1j (X) ξ1 + τ 2j (X) ξ2 + τ 3j (X) ξ3. (2.4)
We note that for our choice of σ we have τ 11 + τ 22 + τ 33 = 0 ([2]).
We can now calculate the structure equations by looking at the tangential and σ components
of
DX DY Z − DY DX Z − D[X,Y ] Z = 0,
DX DY ξ − DY DXξ − D[X,Y ]ξ = 0.
This yields the Gauss equation
R(X, Y ) Z = Sh(Y,Z) X − Sh(X,Z)Y, (G)
the Ricci equation
R⊥(X, Y ) ξ = h(X, Sξ Y ) − h(Y, Sξ X), (R)
and the two Codazzi equations
(∇⊥X h)(Y, Z) = (∇⊥Y h)(X, Z), (C1)
∇X (Sξ Y ) − S∇⊥X ξ Y − Sξ (∇X Y ) = ∇Y (Sξ X) − S∇⊥Y ξ X − Sξ (∇Y X). (C2)
Next we define the cubic form for a nondegenerate surface in R5.
Definition. The cubic form C(X, Y, Z) = (∇⊥X h)(Y, Z) = ∇⊥X h(Y, Z) − h(∇X Y, Z) −
h(Y, ∇X Z).
This is totally symmetric by (C1) and, from this point on, we will assume that C = 0.
3. Algebraic results
The structure equations for a general surface in R5 are quite complicated; here we can use
the hypothesis C = 0 to dramatically simplify the equations.
Proposition 3.1. If C = 0 then, for all vector fields X, Y, Z , W tangent to M ,
h(X, Sh(Z ,W )Y ) − h(Y, Sh(Z ,W ) X)
= h(Sh(Y,Z) X, W ) − h(Sh(X,Z)Y, W ) + h(Z , Sh(Y,W ) X) − h(Z , Sh(X,W )Y ).
(3.1)
Proof. We evaluate R⊥(X, Y ) h(Z , W ) in two ways. First, by the Ricci equation (R), this is
h(X, Sh(Z ,W )Y ) − h(Y, Sh(Z ,W ) X).
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It is also, by the definition of R⊥,
∇⊥X ∇⊥Y h(Z , W ) − ∇⊥Y ∇⊥X h(Z , W ) − ∇⊥[X,Y ]h(Z , W ).
Using C = 0, this last equation becomes
h(R(X, Y )Z , W ) + h(Z , R(X, Y )W ).
Utilizing the Gauss equation (G) twice gives the result. 
By applying this proposition to the possible 4-tuples of tangent vectors we obtain relationships
among the shape operators. In what follows we will let Sj = Sξj and set
S1 X1 = α1 X1 + α2 X2,
S1 X2 = α3 X1 + α4 X2,
S2 X1 = β1 X1 + β2 X2,
S2 X2 = β3 X1 + β4 X2,
S3 X1 = γ1 X1 + γ2 X2,
S3 X2 = γ3 X1 + γ4 X2.
Corollary 3.2. In the notation above we have α1 = 2α4, α2 = 0, β1 = 32 α3 = β4, β2 =
1
2 α4, β3 = 12 γ1, γ4 = 2γ1, γ2 = α3 and γ3 = 0.
Proof. In equation (3.2) we let X = X1, Y = X2 and then look at the different choices for Z
and W . Letting Z = W = X1 we get
3α3 − 2β1 = 0, 3α4 − α1 − 2β2 = 0, α2 = 0.
On the other hand, Z = W = X2 gives
γ3 = 0, − 3γ1 + 2β3 + γ4 = 0, 2β4 − 3γ2 = 0,
while Z = X1, W = X2 yields
2β3 − γ1 = 0, 2β4 − 2β1 + α3 − γ2 = 0, α4 − 2β2 = 0. 
To recapitulate, we now have
S1 =
[
2α4 α3
0 α4
]
, S2 =
[ 3
2α3
1
2γ1
1
2α4
3
2α3
]
and S3 =
[
γ1 0
α3 2γ1
]
. (3.2)
At this point, we have only calculated the shape operators and h(Xi , X j ) and in order to prove
the theorems, we will also need find expressions for the induced and normal connections.
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Lemma 3.3. If M2 is an affine surface inR5 with C = 0, then there are functions a1, a2, . . . , a6
on M2 so that
∇X1 X1 = a1 X1 + a2 X2, ∇X2 X1 = −a4 X1 + a5 X2,
∇X1 X2 = a3 X1 − a1 X2, ∇X2 X2 = a6 X1 + a4 X2,
∇⊥X1ξ1 = 2a1ξ1 + 2a2ξ2, ∇⊥X2ξ1 = −2a4ξ1 + 2a5ξ2,
∇⊥X1ξ2 = a2ξ3 + a3ξ1, ∇⊥X2ξ2 = a5ξ3 + a6ξ1,
∇⊥X1ξ3 = 2a3ξ2 − 2a1ξ3, ∇⊥X2ξ3 = 2a6ξ2 + 2a4ξ3.
Proof. Initially we write
∇X1 X1 = a1 X1 + a2 X2, ∇X2 X1 = −a4 X1 + a5 X2,
∇X1 X2 = a3 X1 + bX2, ∇X2 X2 = a6 X1 + cX2.
In the equation ∇⊥X h(Y, Z) = h(∇X Y, Z) + h(Y, ∇X Z) we let X, Y, Z run through the various
choices of X1 and X2 and get the following 6 equations
∇⊥X1ξ1 = 2a1ξ1 + 2a2ξ2, ∇⊥X2ξ1 = −2a4ξ1 + 2a5ξ2,
∇⊥X1ξ2 = a3ξ1 + (a1 + b) ξ2 + a2ξ3, ∇⊥X2ξ2 = a6ξ1 + (c − a4) ξ2 + a5ξ3,
∇⊥X1ξ3 = 2a3ξ2 + 2bξ3, ∇⊥X2ξ3 = 2a6ξ2 + 2cξ3.
The result follows by considering the equiaffine condition that τ 11 (X)+τ 22 (X)+τ 33 (X) = 0. 
The final ingredient for our theorems is the Ricci tensor, which we define as
Ric(X, Y ) = tr{V → R(Y, V )X}.
We can see from the Gauss equation that
R(X1, X2)X1 = 12 α3 X1 − 12 α4 X2 and R(X1, X2)X2 = 12 γ1 X1 − 12 α3 X2,
so that the Ricci tensor takes the values
Ric(X1, X1) = − 12 α4,
Ric(X1, X2) = Ric(X2, X1) = − 12 α3, and
Ric(X2, X2) = − 12 γ1.
Thus, with respect to the basis {X1, X2} the Ricci tensor has the form
Ric =
[ − 12α4 − 12α3
− 12α3 − 12γ1
]
. (3.3)
4. Proofs of the theorems
We classify the surfaces with zero cubic form by using the Ricci tensor. As one can see from
the statements the theorems, the three cases are distinguished by the rank of the Ricci tensor.
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Proof of Theorem 4.1. We note that if the Ricci tensor is zero, then Sj = 0 and R = 0. Thus
we can find local coordinates {x1, x2} so that the vector fields X1 = ∂/∂x1, X2 = ∂/∂x2 satisfy
∇Xi X j ≡ 0. Thus we see that ξ1, ξ2 and ξ3 are constant functions and that
fx1x1 = ξ1, fx1x2 = ξ2, fx2x2 = ξ3.
This implies that
f (x1, x2) = x1 A + x2 B + 12 x21ξ1 + x1x2ξ2 + 12 x22ξ3 + C,
where A, B and C are constant vectors so that | A, B, ξ1, ξ2, ξ3| = 0. 
To prove Theorem 4.2, we begin with a sequence of lemmas.
Lemma 4.1. If the rank of the Ricci tensor is 1, then there is an equiaffine rotation of the basis
{X1, X2} so that the Ricci tensor will have the form
Ric =
[ ±1 0
0 0
]
.
Proof of Lemma 4.1. Indeed, in the equation 3.2, either α4 or γ1 is non-zero. We may assume
that α4 = 0 by using the rotation {X1, X2} → {X2, −X1}, if necessary. Thus the Ricci tensor at
this point is of the form
Ric =
[
a ka
ka k2a
]
,
for some a, k.
All that is left is to define a new basis {X¯1, X¯2} as follows:
X¯1 = 1√|a| X1,
X¯2 = −k
√
|a|X1 +
√
|a|X2. 
Thus, with respect to this new basis {X¯1, X¯2}, (which we will now write without the bars)
we have α4 = 2τ and α3 = 0 = γ1, where τ = ±1. Thus our shape operators become
S1 =
[
4τ 0
0 2τ
]
, S2 =
[
0 0
τ 0
]
and S3 =
[
0 0
0 0
]
. (4.1)
Now we can use these expressions for the shape operator to simplify the expression in
Lemma 3.3.
Lemma 4.2. If the rank of the Ricci tensor is one, then the connections are
∇X1 X1 = a2 X2, ∇X2 X1 = a5 X2,
∇X1 X2 = 0, ∇X2 X2 = 0,
∇⊥X1ξ1 = 2a2ξ2, ∇⊥X2ξ1 = 2a5ξ2,
∇⊥X1ξ2 = a2ξ3, ∇⊥X2ξ2 = a5ξ3,
∇⊥X1ξ3 = 0, ∇⊥X2ξ3 = 0.
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Proof of Lemma 4.2. Calculating the second Codazzi equation for X = X1, Y = X2, ξ = ξ1
and then ξ2 gives
a3 − 3a4 = 0, a1 = 0, a6 = 0 and 2a4 + 3a3 = 0.
Thus a1 = a3 = a4 = a6 = 0. 
Lemma 4.3. In the case where the rank of the Ricci tensor is one, there is a function µ on M2
such that the new basis Y1 = X1 + µX2 and Y2 = X2 satisfies
∇Y1Y2 = 0 = ∇Y2Y2 = ∇Y2Y1
and
∇Y1Y1 = αY2
for some function α on M2.
Proof of Lemma 4.3. If we define µ, α by
X1µ = α − a2, X1α = τµ,
X2µ = −a5, X2α = −τ,
we see that the integrability conditions for µ is
X1(X2µ) − X2(X1µ) − (∇X1 X2 − ∇X2 X1) µ = 0,
or
−X1a5 − X2(α − a2) + a5 X2µ = 0,
which is equivalent to
−X1a5 − τ − X2a2 − a25 = 0.
This equation holds because it is the Gauss equation.
The integrability condition for alpha is
X1(X2α) − X2(X1α) − (∇X1 X2 − ∇X2 X1) α,
which is
−X2(τµ) + a5 X2α = τa5 − a5τ = 0. 
Thus we have a new basis of the tangent space {Y1, Y2} with a2 = α and a5 = 0. In
addition we can find local coordinates on M2 so that ∂/∂u = Y1 and ∂/∂v = Y2. Note that
∂α/∂v = Y2α = −τ , while ∂α/∂u = Y1α = 0, so that α = −τv. With this preliminary work
behind us we can now prove
Theorem 4.2. Let f : M2 → R5 be a nondegenerate affine surface immersed in R5 with zero
cubic form and Ricci tensor of rank 1. Then, locally, the image of M2 is an affine motion of(− 12 τc(2u), 12 s(2u), −τvc(u), vs(u), 12 v2),
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where τ = ±1 and, if τ = 1, c(x) = cos(x) and s(x) = sin(x), while τ = −1 means
c(x) = cosh(x) and s(x) = sinh(x).
Proof of Theorem 4.2. With respect to the local coordinates {u, v} the structure equations have
the following form.
fuu = τv fv + ξ1, ξ1u = −4τ fu + 2τvξ2,
fuv = ξ2, ξ1v = −2τ fv,
fvv = ξ3, ξ2u = τ fv + τvξ3,
ξ2v = ξ3v = ξ3u = 0.
(4.2)
Thus ξ3 is a constant vector and ξ2 is a function of u. Furthermore, ξ2uu = −τ fuv = −τξ2,
so ξ2 = c(u) A + s(u) B = fuv. (Here we have used c(u) for cosh(u) or cos(u) and s(u) for
sinh(u) or sin(u), if τ = −1 or τ = +1.) Integrating this last expression with respect to v and
u and using fvv = ξ3 we have
fu = vc(u) A + vs(u) B + φ(u),
fv = s(u) A − τc(u) B + vξ3 + E .
Note that
fuu = −τvs(u) A + vc(u) B + φ′ = τv
(
s(u) A − τc(u) B + vξ3 + E
) + ξ1
or
ξ1 = −2τvs(u) A + 2vc(u) B − τv2ξ3 − τv E + φ′.
From the derivative
ξ1v = −2τ s(u) A + 2c(u) B − 2τvξ3 − τ E = −2τ fv
we see that E = 0, and from ξ1u = 4τ fu + 2τvξ2 we obtain
φ′′ − 2τvc(u) A − 2τvs(u) B
= −4τ(vc(u) A + vs(u) B + φ) + 2τv(c(u) A + s(u) B) or
φ′′ = −4τ φ,
i.e., φ(u) = c(2u) D + s(2u) F . Finally
f (u, v) = vs(u) A − vτc(u) B + 12 s(2u) D − τ 12 c(2u) F + 12 v2ξ3 + G,
which is an affine motion of(
vs(u), −vτc(u), 12 s(2u), −τ 12 c(2u), 12 v2
)
. 
Theorem 4.3. Let f : M2 → R5 be a nondegenerate affine surface immersed in R5 with zero
cubic form and Ricci tensor of rank 2. Then there is a (pseudo-) Riemannian metric on R5 such
that the image of M2 is an open subset of the Veronese surface in S4 or an open subset of the
Lorentzian Veronese surface in S42 .
For the proof we will need several lemmas.
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Lemma 4.4. If the Ricci tensor has rank two, then there is a basis of the tangent space which
is an SL(2,R) rotation of the original basis so that the Ricci tensor is of the form
Ric =
[
µ 0
0 τµ
]
with respect to this new basis.
Proof. Assume that the Ricci tensor has the form
Ric =
[
a b
c d
]
with respect to a basis {X1, X2}. Let us first dispose of the case where a = c = 0. We need only
set Y1 = 2−1/2(X1 + X2) and Y2 = 2−1/2(X1 − X2). Then Ric(Y1, Y1) = b, Ric(Y2, Y2) = −b
and Ric(Y1, Y2) = 0. Thus we may assume, without loss of generality, that a = 0. Then we set
Y1 = (1/k)(X1 − b/aX1) and Y2 = k X1, where k4 = |ac − b2|/a2. 
Thus we may assume that, for some λ and τ = ±1, α4 = λ, γ1 = τλ and α3 = 0. The three
shape operators become
S1 =
[
2λ 0
0 λ
]
, S2 =
[
0 12τλ
1
2λ 0
]
and S3 =
[
τλ 0
0 2τλ
]
. (4.3)
Lemma 4.5. If f : M2 → R5 is an affine surface immersed in R5 with C = 0 and the rank
of the Ricci tensor is two, then λ is constant and, in the notation of Lemma 3.3, a1 = 0 = a4,
a3 + τa2 = 0 and a5 + τa6 = 0.
Proof. Once again, the key is the second Codazzi equation. Using X = X1, Y = X2 and
j = 1, 2, 3 gives
−λa3 − τλa2 + 4λa4 − 2(X2λ) = 0,
X1λ − 2a1λ = 0,
X1λ + 2a1λ + 3λτa6 + 3λa5 = 0,
3τλa2 + 3λa3 + X2λ + 2λa4 = 0,
X2λ − 2λa4 = 0,
2X1λ + 4λa1 + λa5 + τa6λ = 0.
Plugging X1λ = 2a1λ and X2λ = 2λa4 into the other four equations gives the desired
results. 
Thus, our connections are
∇X1 X1 = a2 X2, ∇X2 X1 = a5 X2,
∇X1 X2 = −τa2 X1, ∇X2 X2 = −τa5 X1,
∇⊥X1ξ1 = 2a2ξ2, ∇⊥X2ξ1 = 2a5ξ2,
∇⊥X1ξ2 = a2ξ3 − τa2ξ1, ∇⊥X2ξ2 = a5ξ3 − τa5ξ1,
∇⊥X1ξ3 = −2τa2ξ2, ∇⊥X2ξ3 = −2τa5ξ2.
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Lemma 4.6. There is a pseudo-Riemannian metric on R5 with respect to which D is a met-
ric connection, ξ1, ξ2, ξ3 are normal vectors to the surface and ∇ and ∇⊥ are the induced
connections.
Proof. On T (M) ⊕ σ we define a metric 〈· , ·〉 as follows:
〈X1, X1〉 = λ, 〈X1, X2〉 = 0, 〈X2, X2〉 = τλ,
〈Xi , ξj 〉 = 0 for i = 1, 2, j = 1, 2, 3,
〈ξ1, ξ1〉 = 2λ2 = 〈ξ3, ξ3〉, 〈ξ1, ξ2〉 = 0 = 〈ξ2, ξ3〉,
〈ξ2, ξ2〉 = 12 τλ2 and 〈ξ1, ξ3〉 = τλ2.
One can easily verify that, for this choice of metric we have
Xi 〈X j , Xk〉 = 〈DXi X j , Xk〉 + 〈X j , DXi Xk〉 = 0,
Xi 〈X j , ξk〉 = 〈DXi X j , ξk〉 + 〈X j , DXi ξk〉 = 0,
Xi 〈ξj , ξk〉 = 〈DXi ξj , ξk〉 + 〈ξj , DXi ξk〉 = 0.
This metric can be extended to all of R5. Pick a constant vector C in R5. At every point
p ∈ M , C = x1(p) X1 + x2(p) X2 + y1(p) ξ1 + y2(p) ξ2 + y3(p) ξ3, so that 〈 C, C〉 can be
defined at p. Because DXi C = 0, we see that 〈 C, C〉 is constant and, so, well defined. 
Proof of Theorem 4.3. We note the following:
f (x) + 1
3λ
ξ1 + τ3λ ξ3
is a constant vector A in R5. Indeed
DX j
(
f (x) + 1
3λ
ξ1 + τ3λ ξ3
)
= 0.
Thus
〈 f (x) − A, f (x) − A〉 = 1
(3λ)2
〈ξ1 + τξ3, ξ1 + τξ3〉
= 1
(3λ)2
(2λ2 + 2τ(τλ2) + 2λ2)
= 2
3
.
Thus f (M2) is contained in a sphere of radius √2/3 in Euclidean 5-space if τ = 1 and inR52
if τ = −1. In other words, if τ = −1 the signature of the receiving space is (2, 3). Furthermore,
the normal vectors for f (M2) in the 4-sphere are ξ2 and η = (−τ/
√
2λ) ξ1 + (1/
√
2λ) ξ3. The
shape operator for η is
Sη =
[ −√2τ + τ/√2 0
0 −τ/√2 + √2τ
]
so that f (M2) is minimal inside the sphere. For both signatures the Gaussian curvature of M2
is K = 12 . Our sphere has constant sectional curvature c = 32 , so that the sectional curvature
134 M. Magid, L. Vrancken
K = 13 c. In the postive definite case this characterizes our surface as an open part of the
Veronese surface.
In the pseudo-Riemannian case, we still have a minimal surface inside of the sphere of
constant curvature c = 32 but there is not, as far as we know, a similar characterization of the
Veronese surface. We will show, by a brute force calculation, that our surface agrees with
Lorentzian surface defined by Blomstrom in [1]. There the surface is defined by
g(x1, x2, x3) = 13
[ −x21 − 1 x1x2 x1x3
−x1x2 x22 − 1 x2x3
−x1x3 x2x3 x23 − 1
]
.
The receiving space is the set of trace-free matrices of the form[ a b c
−b d e
−c e f
]
,
and the metric is given by tr(AB).
We parametrize the sphere in Blomstrom’s example by
x1 =
√
3 sinh(t), x2 =
√
3 cosh(t) sin(s), x3 =
√
3 cosh(t) cos(s).
We find that
〈∂s, ∂s〉 = 2 cosh2(t), 〈∂t , ∂t〉 = −2, 〈∂s, ∂t〉 = 0,
and
∇∂s ∂s = 12 sinh(2t) ∂t , ∇∂s ∂t = tanh(t) ∂s and ∇∂t ∂t = 0.
Setting
Y2 = ∂s√
2 cosh(t)
and Y1 = ∂t√
2
,
we see that ∇Y1Y1 = 0 = ∇Y1Y2, while ∇Y2Y1 = (tanh(t)/
√
2) Y2 and ∇Y2Y2 = (tanh(t)/
√
2) Y1.
We will define a function θ on our surface so that the vector fields Y˜1 and Y˜2 below give the
same connections as the Yj ’s. Set
Y˜1 = sinh(θ)√
λ
X1 + cosh(θ)√
λ
X2,
Y˜2 = cosh(θ)√
λ
X1 + sinh(θ)√
λ
X2.
We define θ by
X1θ = −a2 +
√
1
2 λ cosh(θ) tanh(t˜) and X2θ = −a5 −
√
1
2 λ sinh(θ) tanh(t˜), (4.4)
for t˜ defined by
X1(t˜) = −
√
1
2 λ sinh(θ) X2(t˜) =
√
1
2 λ cosh(θ). (4.5)
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It is easy to check that this gives the correct values for ∇Y˜i Y˜j . We also note that t˜ and θ exist.
First of all
X1(X2(t˜)) − X2(X1(t˜)) − a2 X1(t˜) + a5 X2(t˜)
= X1
(√
1
2 λ cosh(θ)
)
− X2
(
−
√
1
2 λ sinh(θ)
)
− a2
(
−
√
1
2 λ sinh(θ)
)
+ a5
(√
1
2 λ cosh(θ)
)
= 0.
Finally
X1(X2(θ)) − X2(X1(θ)) − a2 X1(θ) + a5 X2(θ) = 0.
Indeed,
X1(X2(θ)) − X2(X1(θ)) − a2 X1(θ) + a5 X2(θ)
= X1
(
−a5 −
√
1
2 λ sinh(θ) tanh(t˜)
)
− X2
(
−a2 +
√
1
2 λ cosh(θ) tanh(t˜)
)
− a2
(
−a2 +
√
1
2 λ cosh(θ) tanh(t˜)
)
+ a5
(
−a5 −
√
1
2 λ sinh(θ) tanh(t˜)
)
.
(4.6)
Using the Gauss equation this becomes
λ
2
−
√
λ
2
(
cosh(θ) X1(θ) tanh(t˜) + sinh(θ)
cosh2(t˜)
X1(t˜) + sinh(θ) X2(θ) tanh(t˜)
+ cosh(θ)
sinh2(t˜)
X2(t˜) + a2 cosh(θ) tanh(t˜) + a5 sinh(θ) tanh(t˜)
) (4.7)
or
λ
2
−
√
λ
2
(
cosh2(θ) tanh2(t˜)
√
λ
2
+ sinh
2(θ)
cosh2(t˜)
X1 t˜ − sinh2(θ) tanh2(t˜)
√
λ
2
+ cosh
2(θ)
cosh2(t)
X2 t˜ + a2 cosh(θ) tanh(t˜) + a5 sinh(θ) tanh(t˜)
)
.
(4.8)
Putting in the values for the derivatives of t˜ gives 0. 
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