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Abstract
We use the Renormalization Group (RG) method within the perturbation theory frame-
work to study properties of a balanced, two-dimensional Fermi gas with short-range, attrac-
tive interactions in non-superfluid (normal) phase. We find that the RG method allows for
the evaluation of logarithmic corrections to Equations of State in various regimes of density
and temperature. We present two calculations using RG with perturbation theory. The first
being a simplified RG scheme with an interpolation of crossover between RG flow in different
regimes. The second calculation features a rigorous derivation whereby the Green’s function
within a standard perturbation theory is renormalized to derive the density Equation of
State. Calculations of associated observables like particle number density and isothermal
compressibility via both of our approaches show agreement with experimental data using
trapped balanced gases to varying degrees.
v
Chapter 1. Introduction
1.1 Motivation
Some of the most exciting physical phenomena in condensed matter physics require
an understanding of many-body interactions that is computationally expensive and often,
analytically impossible. The structural complexity of condensed matter systems as well as
poorly understood interactions make rigorous theoretical study challenging. A notable exam-
ple of one such complex condensed matter phenomena is high temperature superconductivity,
observed in cuprates [1, 2]. Other complex condensed matter systems include topological
insulators and graphene where transport properties are of significant interest currently. In
order to study properties and phenomenology of these systems, a simpler model that pre-
serves the key features of more complex systems is needed. Quantum atomic gases in low
dimensions are one such reliable model to study some of the properties of more complex
condensed matter systems with greater ease.
Several salient features make quantum gases a valuable tool in the study of condensed
matter systems. These gases do not have complex crystal structures and at low temperatures,
obey statistics that allow for easier determination of energies . Moreover, these atomic gases
are realizable at ultracold temperatures thanks to remarkable experimental techniques in
the last three decades such as laser cooling and evapourative cooling [3, 4]. The ability to
confine these ultracold atoms in a magneto-optical traps allows for realization of a variety
of potentials in different geometries. Thus, quantum atomic gases can be used to construct
simple Hamiltonians that describe key features of more complex condensed matter systems.
Interactions within ultracold atomic gases are limited to Van der Waal’s forces and
therefore are fairly short range. However the magnitude of the interactions is remarkably
controllable via an atomic physics phenomenon called a Feshbach resonance [5]. Roughly
speaking, this tunability comes from the fact that atomic scattering is dependent on the
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electronic spin state of the scattering atoms. In an external magnetic field, the electronic
spins are sensitive to a competition between the Zeeman effect and the hyperfine coupling
to the nuclear spin state. In practice, this means that by tuning an applied magnetic field,
the interactions interactions between atomic particles (as measured by the scattering length
as) can be precisely controlled allowing access to phase transitions to states of matter like
the paired superfluid phase and the Mott insulator phase. The spin polarization (or mag-
netization) as well as the dimensionality of the atomic gas can also be precisely controlled
using optical traps.
Here, we are mainly look at experiments that use optical traps to create effectively two-
dimensional fermionic systems [7]. There are many interesting phenomena from condensed
matter that occur in two dimensions that such experiments shed light on. For example,
superconductivity in the cuprate high-temperature superconductors is believed to occur in
the two-dimensional copper-oxygen layers. Many other superconductors are either quasi
two-dimensional (meaning they have weakly-coupled layers in a 3D crystal) or strictly two
dimensional. Superconductivity in two dimensions has long been known to be fragile, as
noted by Berezinskii, Thouless and Kosterlitz who showed that in two-dimensions, vortices
destroy true long-range order in superfluids [8].
Statistical studies of interaction effects are much easier to calculate in atomic gases
where new and exotic ideas such as the Bardeen-Cooper-Schrieffer (BCS)- Bose-Einstein
Condensation (BEC) crossover, Hubbard models in optical lattices can be observed due to
advances such as laser cooling and evaporative cooling. Macroscopic phenomena and phase
transitions can be examined both via quantum statistics and interaction effects. In the
fields of condensed matter and solid state physics, different paired phases like pseudogap,
semiconductor interfaces, layered superconductors become readily accessible. The impact of
atomic gases as a model for strongly interacting many-body systems can be seen in varied
fields of physics such as heavy ion collisions, quark-gluon plasma, neutron stars and string
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theory.
In the past three decades, research on Fermi gases and their properties has rapidly ad-
vanced, mainly precipitated by the realization of Bose-Einstein condensates, which required
advances in ultracooling techniques like laser cooling and evaporation cooling.
1.2 Background
Degenerate atomic Fermi gases were first realized [14] shortly after realization of molec-
ular BEC of bosonic dimers using alkali molecules [15, 16, 17]. These achievements allowed
for the study of phenomena across the entire crossover from the BCS regime to the BEC
regime with the manipulation of interaction strengths via Feshbach resonances [5].
In 2016, Fenech et.al. [9] experimentally observed the Equation of State (EoS) of density
as well as other thermodynamic properties of an attractively interacting two-dimensional
Fermi gas in non-superfluid phase. They used a harmonic potential with tight confinement
in z-direction to derive particle density as a function of chemical potential. They found
that particle density shows nonmonotonic behaviour as a function of chemical potential,
demonstrated by peaks in Fig.1. These peaks are observed in single-cloud measurements
at various interaction strengths. In Chapter 5, we compare our theoretical results of EoS
to the experimental results obtained in Fig.[1] to show definitive qualitative agreement. In
the figure, density of the system is normalized to density of a corresponding noninteracting
system n0, which at finite temperature T is given as a function of chemical potential µ by:
n0 =
mT
π
ln
[
e
µ
T + 1
]
. (1)
In order to use dimensionless quantities for convenience, chemical potential of the system is
normalized to temperature (β = 1
kBT
where Boltzmann constant kB is set to unity for conve-
nience). Binding energy of the system εb is normalized in a similar fashion as a dimensionless
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interaction strength βεb.
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Figure 1. Experimental results of density equation of state by Fenech et.al. [9]. In the
figure, normalized density is plotted as a function of normalized chemical potential for various
interaction strengths given by βεb = 0.06 (green squares), βεb = 0.26 (blue circles), βεb = 0.47
(red triangles). Figure reproduced with data and permission from authors.
Boettcher et. al. [10] also have investigated thermodynamic properties of attractively
interacting two-dimensional Fermi gases. They experimentally obtained density EoS for
varying interaction strengths to deduce behaviour of the system across BEC-BCS crossover
region [10]. Their experimental data also reveals a local maximum of density as a function
of chemical potential Fig.2, in line with eperimental results from [9] and theoretical results
presented in this document.
A previous work from 1975 by P. Bloom summed ladder diagrams of self-energy to derive
corrections to chemical potential of a two-dimensional Fermi gas at zero temperature [18].
However, the logarithmic corrections (up to second order) derived in the paper are only
applicable in low density regimes and at the zero temperature limit. Chemical potential of a
two-dimensional Fermi gas at zero temperature (upto second order in interaction strength)
was given by [18] to be:
µ =
k2f
2m
(
1− 1
lnkfa
+ Θ
1
(lnkfa)2
)
(2)
where a is the two-dimensional scattering length defined by two-body binding energy given
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Figure 2. Experimental results of density equation of state by Boettcher et.al.[10]. In
the figure, normalized density is plotted as a function of normalized chemical potential for
various interaction strengths given by βεb = 0.45 (green squares), βεb = 1.2 (blue circles),
βεb = 2.0 (red triangles). Figure reproduced with data and permission from authors.
by εb =
h̄2
ma2
and Θ is a constant numerical value. Fermi wavevector kf =
√
2πna2 is directly
related to density.
A recent theoretical work by Mulkerin et.al. has compared the effectiveness of various
theoretical approaches to describe a 2D Fermi gas system, including quantum Monte Carlo
(QMC) simulations, virial theorem and various t-matrix approximations, concluding that
self-consistent t-matrix theory has the best agreement with experimental data over similar
interaction strengths [19]. An earlier work by Bauer et. al. derived the nonmonotonic nature
of normalized density across a range of interactions using the self-consistent t-matrix theory
or Luttinger-Ward approach which was shown to agree well with zero-temperature Monte
Carlo computations [20].
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Figure 3. Normalized density vs chemical potential of a two-dimensional Fermi gas for
different interaction strengths using the self-consistent t-matrix approach. Inset is the plot of
temperature at βεb = 1. This relationship between temprerature and ln(kfa2D) is universal.
Results from Bauer et. al. [20].
The impetus for our approach lies in both the abundance of recent experimental work
as well as the lack of an analytical theory to adequately describe observed data. While self-
consistent t-matrix approximation has been proposed as a frontrunner, its computationally
intensive nature leaves place for a computationally less intensive approach that is able to
describe the system to a high degree of accuracy in weak coupling regimes.
1.3 Setup
In this dissertation, we study the effects of interactions in two-dimensional Fermi gases.
Fermi gases are quantum atomic gases that comprise of fermions–particles that obey Pauli
Exclusion Principle. A brief characterization of Fermi gases is available in Chapter 2.
The dimensionality of our Fermi gas system is of particular interest as quantum prop-
erties such as existence of bound states for any interaction strength and energy dependent
scattering length with logarithmic divergences are unique to 2D and are not observed in 1D
6
and 3D.
Our fermionic system detailed in this dissertation is equally populated with two lowest
hyperfine Zeeman spin states. Short-ranged, attractive interactions exist between the two
spin components. It is these attractive interactions that can be finely tuned through Feshbach
resonance using an external magnetic field.
Our theoretical calculations are performed in normal phase above the superfluid transi-
tion temperature, such that no long-range order or critical behaviour are present. However,
the Fermi gas system is degenerate in nature i.e., the temperature of the fermionic system
is lower than the Fermi temperature and hence, the occupation of energy levels is governed
by Fermi-Dirac statistics.
In this dissertation, atomic gases that obey Fermi-Dirac statistics are used to explore
thermodynamic and statistical behaviour at low temperatures across different coupling strengths.
We study these fermionic gases in two dimensions. In order to mimic spin-up and spin-down
particles, these atomic gases are made up of two different components, usually atoms of
alkali gases in two lowest energy hyperfine states of their ground state energy. Short-range,
attractive interactions exist between the two components of the Fermi gas. The magnitude
of interactions is tunable, as mentioned earlier.
This dissertation focuses on two-dimensional Fermi gases that have balanced populations
of spin-up and spin-down particles for our initial research work. Extension of RG (Renormal-
ization Group) approach to Fermi gases with imbalanced number of spin-up and spin-down
particles is discussed as a precursor to ongoing dissertation research. Moreover, all of the
calculations in this paper are performed in non-superfluid (normal) phase. Our intentions to
extrapolate these calculations to Fermi gases in superfluid phase is discussed toward the end
of the document. Experimental results we choose to compare our finite temperature results
are conducted at temperatures between 25 nK and 60 nk [9, 10]. In order to experimentally
realize a two-dimensional geometry for the fermions to populate, these gases are harmonically
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trapped with tight confinement along a single direction [9, 10]. Total number of particles in
these experiments range from 16,000 [9] to 100,000 [10]. The trapping potential is realized
using a hybrid optical-magnetic trap with a laser beam providing tight confinement in a
single direction. Radial confinement is harmonically and radially symmetric in the other two
directions.
Figure 4. An image of the atomic cloud obtained by averaging over 10 sample clouds with
interactions characterized by βεb = 0.26, for 16,000 atoms of Li-6 atoms at 25 nK and 880
G. [9]
In this document, three EoS are derived - density EoS, compressibility EoS and pressure
EoS. This document is mainly focussed on density EoS which is distribution of spatial density
as a function of chemical potential. In this document, density EoS is calculated using an
RG approach. Experimental EoS however, are derived from in-situ measurements taken by
imaging along the direction of tight confinement to obtain the spatial density profile as seen
in Fig.[4] . Using the Local Density Approximation (LDA), this spatial density profile is
transformed to a density EoS expressed in terms of the chemical potential of the system.
With harmonic trapping potentials, LDA is shown to be an effective approximation for a
locally infinite system [22].
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1.4 Outline
This dissertation is structured as follows:
• Chapter 2 is an introduction to atomic Fermi gases in two dimensions. The first
part of the chapter focuses on deriving key characteristics of these systems in the
absence of interactions. In the second part, interactions within Fermi gases and their
tunability via Feshbach Resonances are discussed. A finite temperature Mean-Field
Theory (MFT) characterization of attractive interactions is derived to highlight the
need for a more comprehensive approach to understanding effects of interactions in 2D
Fermi gases.
• In Chapter 3 an overview of Renormalization Group (RG) theory is presented. The
fundamental concepts behind the theory as well as its use in certain systems are dis-
cussed.
• Chapter 4 is a record of derivation of density Equation of State (EoS) using RG
approach. Within a Hartree-Fock framework, density of a 2D interacting system is
a pertubation of the non-interacting density by interaction effects. Second-order RG
rescaling transformations indicates marginal interactions characterized by logarithmic
corrections to EoS. Our fist approach involves an ad-hoc numerical interpolation to
derive EoS results. In the second approach, an analytical integration of RG flow
equations is presented to calculate density EoS. Both approaches are evaluated by
comparison with experimental data [9, 10]. We also present a theoretically calculated
superfluid transition temperature within the context of these interactions.
• In Chapter 5 we derive the density EoS of our 2D Fermi gas system using an in-
verse t-matrix approach. The interacting system is represented as the sum of the
non-interacting Green’s function and interactions represented by the ladder series. In-
teractions that are a part of the self-energy but not included in the ladder series are
9
depicted using Feynman diagrams. The inverse t-matrix as a interaction term is cal-
culated in different regimes. The density EoS derived using this approach is evaluated
against experimental data within same experimental parameters.
• Chapter 6 is divided into two parts. In the first part, thermodynamic quantities
such as isothermal compressibility and pressure are evaluated using density EoS in an
interacting system. Non-monotonic trends due to interactions are observed in these
quantities as well. We compare our theoretical data for these variables with patterns
observed using Virial expansion and Lattice Quantum Monte Carlo (LQMC) method.
In the second part on this chapter, a brief introduction to our ongoing work on balanced
gases is presented.
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Chapter 2. Fermi Gases And Their Properties In 2D
The ability to precisely tune the strength of interactions within the system is a unique
characteristic of degenerate atomic Fermi gases. By accessing magnetic Feshbach resonances
of the fermions, coupling strengths can be manipulated using external magnetic fields, allow-
ing for the uninhibited observation of quantum behaviour between BCS and BEC regimes.
In this Chapter, a brief introduction to Fermi Gases and their properties in 2D is pre-
sented. As mentioned in the outline, this chapter is divided into two parts. In the first part,
we endeavour to give a cursory introduction to Fermi gases, starting from an ideal gas system
and its properties. The nature of interactions as well as tunability via Feshbach resonances
are discussed. Throughout these sections, the effect of dimensionality, i.e., unique physics of
atomic gases in two dimensions will be emphasized. The crossover between BCS and BEC
(or BKT in 2D) phases as a function of interaction strength is discussed in both 3D and 2D
contexts. In the second part of this section, some theoretical approaches to quantify and
measure effects of interactions are introduced. In particular, the limitation of a Mean-Field
Theory based approach is discussed.
2.1 Quantum statistics
The statistics of quantum particles follows from the fact that they are indistinguishable.
The modulus squared of the wavefunction cannot depend on the way that we label particles.
This phenomena can be written using the particle exchange operator Puv that exchanges the
uth and vth particle in a many-body system, as:
|PuvΨ|2 = |Ψ|2 (3)
where Ψ is the many-body wave function of the system. Since two repeated operations on the
wave function must return the original wave function, the exchange operator Puv is unitary
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and has eigenvalues corresponding to ±1. The symmetric wave functions corresponding
to the positive eigenvalue describe Bosons, which according to spin-statistics theorem have
integer spin. Multiple bosons are allowed to occupy the same quantum state. The statistical
behaviour of bosons is described by the Bose-Einstein distribution
nBE(ε) =
1
eβ(ε−µ) − 1
, (4)
which highlights that as a consequence of symmetry under particle interchange, the ground
state of a many-body bosonic system can fit into the lowest energy eigenvalue of the associ-
ated Hamiltonian. On the other hand, particles whose wave function is the antisymmetric
solution with the negative eigenvalue are fermions. Fermions carry half-integer spin and are
bound to obey the Pauli exclusion principle. Two or more identical fermions cannot occupy
the same single particle quantum state. Each discrete energy level of a fermionic system can
hold a maximum of two fermions, each carrying opposite spins. Fermions in a many-body
system fill energy eigenstates all the way up to the system’s Fermi energy even in the low
temperature regime. This behaviour in a grand canonical ensemble is described using a
Fermi-Dirac distribution
nFD(ε) =
1
eβ(ε−µ) + 1
. (5)
In both of the distribution functions Eq.[4] and Eq.[5], β = (kBT )
−1 is the inverse temper-
ature parameter with Boltzmann constant kB, ε is the energy eigenvalue of the particular
quantum state in question and µ is the the chemical potential of the same quantum state. At
high temperatures when kinetic energies of the particles dominate quantum effects, a clas-
sical description using the Maxwell-Boltzmann distribution function is more appropriate. It
is interesting to note that complex structures like large atoms and molecules comprised of
both boson and fermions can have a total spin number that is different from spin numbers
of the constituent particles, resulting in composite fermions or composite bosons depending
on the nature of the total spin.
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In this dissertation, calculations are performed on a two-dimensional atomic gas com-
prised of fermions. Therefore, the rest of this Chapter shall deal with providing a basic
understanding of Fermi gases and their properties. Fermi gases are gases realized with neu-
tral Fermi atoms, often probed at ultracold temperatures. Experimentally, 6Li and 40K
atoms are used, despite being composite fermions. At ultracold temperatures, interactions
between these fermions can be adequately described using s-wave scattering length, due to
low kinetic energies. As mentioned in Section 1.2, the strength of these interactions can
be finely tuned via Feshbach resonances to access a wide variety of phases. Moreover, the
ability to trap these Fermi gases in any geometries allows for probing of properties under
different regimes. Before studying homogenous Fermi gases with interactions and relating
their properties to experimental data on trapped Fermi gases in depth, we start with the
theoretically solvable properties of ideal Fermi gases.
2.2 Ideal Fermi Gases
The behaviour of fermions in a Fermi gas at low temperatures (T → 0) is described
by the Fermi-Dirac distribution function Eq.[5], constrained to Pauli exclusion principle.
Fermions start to populate the available quantum states, starting from the lowest energy
state continuously all the way to Fermi energy Ef . Even at lowest possible temperatures, a
Fermi gas has an intrinsic degeneracy pressure due to Pauli exclusion principle prohibiting
condensation into the ground state. The chemical potential of the system µ is defined as
the energy required to add an additional fermion into the system. At zero temperature, the
chemical potential of a Fermi gas is the Fermi energy. In momentum space, this system of
fermions can be visualized as filling a sphere of radius kf up to the Fermi surface.
The statistical behaviour of fermions can be via their partition function within a quantum
13
regime. In this regime, the thermal de Broglie wavelength of the fermions given by
λdB =
√
2πh̄2
mkBT
, (6)
is roughly on the same scale as the interparticle spacing
√
n in 2D. Quantum degeneracy
sets at low temperatures or high densities. In this work, the Fermi gas system is degenerate
i.e., all energy states below Fermi energy are fully occupied.
For a homogenous Fermi gas in 3D, the total number of allowed energy states contained
within a volume V can be calculated by dividing the energetically accessible phase space by
the size of a phase space cell. The number of states with momentum less than the maximum
momentum given by p =
√
2mε is:
G3D(ε) =
V
3π2
(2mε
h̄2
) 3
2
(7)
where h̄ is the reduced Planck’s constant and m is the mass of the fermion in the energy
state ε. For simplicity, we set the volume V in 3D and area A in 2D to one. The density of
state is a fundamental statistical property that determines the thermodynamic behaviour of
a many-body system asnd it is defined as the number of available quantum states between
energy ε and ε+ δε. Derivative of Eq.[7] with respect to energy gives the density of states of
a Fermi gas made up of two spin species g(ε) as
g3D(ε) =
1
2π2
(2m
h̄2
) 3
2√
ε. (8)
The total number of fermions in the gas can be written as
N =
∫
g(ε)nFD(ε)dε. (9)
At the zero temperature limit, energy levels that fermions occupy range all the way to the
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Fermi energy Ef . Moreover, since the distribution function nFD behaves like a step function
with occupancy equal to one at all energies below the Fermi energy and zero at energies
greater than Ef , the density (n =
N
V
) of homogenous Fermi gas in 3D can be written as
n3D =
1
3π2
(2mEf
h̄2
) 3
2
. (10)
The Fermi energy Ef and Fermi wave vector kf can be defined as a function of the density
of the system as
Ef,3D(n) =
h̄2
2m
(3π2n)
2
3 (11)
kf,3D(n) = (3π
2n)
1
3 (12)
since Ef =
h̄2k2
2m
for free particles.
Figure 5. Fermi-Dirac distribution for fermions at different temperatures. At zero tem-
perature (kBT = 0), Pauli exclusion principle forbids occupancy of quantum states with
energies greater than Fermi energy. As temperatures increase, probabiity of occupancy of a
higher energy state increases [24].
For homogenous Fermi gases in 2D contained in an area A (set to unity) in momentum
space at zero temperature, the same formalism can be applied to find that the number of
available states is given by
G(ε) =
mε
2πh̄2
. (13)
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Since this dissertation deals with Fermi gases in 2D, the subscript notation is eliminated
henceforth. The derivative of Eq.[13] with respect to ε gives the 2D density of states
g(ε) =
m
2πh̄2
. (14)
Density of states of a 2D Fermi system is energy independent and a constant in a non-
relativistic framework. The existence of a bound state for any arbitrarily weak attractive
interaction potential in 2D is due to the energy independence of g(ε). The density of the gas
is
n =
mEf
2πh̄2
=
mµ
2πh̄2
(15)
since chemical potential at zero temperature is defined by the Fermi energy. The correspond-
ing 2D Fermi energy and Fermi wave vector are
Ef (n) =
2πh̄2n
m
(16)
kf (n) =
√
4πn. (17)
Similar to the 3D case, Fermi temperature Tf = Ef/kB and Fermi wave vector kf =√
2mEf/h̄ form the characteristic temperature and momentum scales in this 2D system.
This framework can be extended to non-zero temperatures where interactions have to be
characterized and included in the Hamiltonian. A gap equation and density of states can
then be derived from the partition function of the system. In Section 2.5, the finite temper-
ature density Eq.[57] of a balanced 2D Fermi gas with short ranged attractive interactions
is derived via a Mean-Field theory calculation. In Chapter 5 of this dissertation, thermo-
dynamic quantities are derived via particle density n which in turn can be derived via the
thermodynamic partition function in a grand canonical ensemble.
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2.3 Inhomogeneous Fermi Gases
Experimentally realizing a 2D Fermi gas involves trapping the gas harmonically or in
other optical traps and lattices with varied geometries. Trapping the system generally cre-
ates a inhomogeneous cloud of Fermi gas though box potentials could be used to realize
homogeneous Fermi gases in low dimensions [21]. The calculations above using a homoge-
neous gas framework are not applicable directly to experimental setups where the existence
of trapping potentials, particularly harmonic potentials would change the statistical proper-
ties of the gas cloud. In the next section, we review the set of approximations used to derive
Equations of State (EoS) from experimentally generated inhomogeneous gases.
2.3.1 Local Density Approximation
Local Density Approximation (LDA) is a set of approximations that allow for the map-
ping of an inhomogeneous trapped system onto a homogeneous gas via the assumption of a
locally homogeneous system within an inhomogeneous gas cloud. If the trapping potential
varies slowly compared to the interparticle spacing, the change in quantum pressure can be
effectively ignored as trivial. At the center of the cloud, where the phase space density is
greatest, the experimentally determined central density n0 is set to be replace the homo-
geneous density n. Other statistical quantities, including temperature T and interaction
parameter ln(kfas), where as is the s-wave scattering length, are expressed in terms of the
central density n0. This approximation of using the central density of an inhomogeneous
system to map onto a homogeneous system is also expressed in terms of a shift in chemi-
cal potential [?].The chemical potential of the locally homogeneous area µ is shifted by the
magnitude of trapping potential V (r) by
µ(r) = µ0 − V (r) (18)
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where µ(r) is the chemical potential at position r, µ0 is the chemical potential at the center
of the trap and V (r) is the trapping potential at r. LDA is effective at large particle number
N, such that small fluctuations in thermodynamic properties can be effectively ignored to
assume a local uniformity.
A simple calculation is used to plot the spatial density profile of an ideal 2D Fermi
gas that is trapped in a harmonic potential. From the earlier section, the density of a 2D
ideal Fermi gas is given by Eq.[15], which can be rewritten in terms of chemical potential
as n(µ) = g2Dµ. This gas is trapped in a harmonic potential given by V =
1
2
mω2r2 where
r is the radius and ω is the harmonic frequency. LDA suggests that since spatially varying
chemical potential is a shift in magnitude from the central chemical potential, the spatial
varying density of the system n(r) can be written as
n(r) = g(µ0 −
1
2
mω2r2) = gµ0
(
1− r
2
r2t
)
, (19)
where the Thomas-Fermi radius rt is the radius of the gas cloud i.e., the distance at which
the density of the cloud vanishes (n(rt)) = 0. Here, the Thomas-Fermi radius is given by
rt =
√
2µ0
mω2
. (20)
Since this Fermi system is in the grand canonical ensemble, the total number of particles N
is conserved with respect to the chemical potential. The size of the atomic cloud can the be
expressed in terms of the number of fermions N where N is evaluated to
N =
∫
r<rt
d2r n(r) = gµ0π
∫ rt
0
(
1− r
2
r2t
)
rdr =
µ20
h̄2ω2
. (21)
Since the central chemical potential can be expressed as function of the Thomas-Fermi radius
(Eq.[20], a relationship between the Thomas-Fermi radius and number of fermions can be
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derived:
rt = a0(4N)
1/4 (22)
where a0 =
√
h̄
mω
is the oscillator length associated with the harmonic potential. In this sim-
ple calculation, the density of ideal 2D Fermi gases was used i.e., no interactions are present.
However, it is observed that within a mean-field theory framework, Thomas-Fermi radius is
still independent of interactions. The spatial density can then be written in terms of exper-
imentally controllable parameters such as number of fermions N and harmonic frequency ω
as
n(r) = gh̄ω
√
N − g2h̄2ω2r2. (23)
A version of the spatial density profile can be plotted using experimental quantities from
Fenech et. al. [9] where N = 16, 000, ω = (2π)26Hz and mass of 6Li atoms is m =
9.988 ∗ 10−27 kg. On the vertical axis, spatial density is normalized to the non-interacting
density and plotted against the radius of the atomic cloud in micrometers. The Thomas-
Fermi radius of this cloud is about 127µm, roughly on the same order of magnitude as an
interacting cloud imaged using absorption imaging technique.
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Figure 6. Spatial density of atomic cloud generated in experiments by Vale group [9]
calculated for a 2D ideal Fermi gas using LDA. Spatial density is normalized to the non-
interacting density. We notice that despite using an ideal gas system, radius of the cloud is
on the same order of magnitude as that of cloud in experiments at same parameter values.
See Fig.[4] in Section 1.3.
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2.4 Interacting Fermi Gases
In the previous section, the properties of ideal Fermi gases were derived. However, the
effects of interactions on statistical and thermodynamic properties remains the subject of
many theoretical and experimental studies due to complex and computationally prohibitive
nature of interacting systems. Interactions between particles in an atomic gas can change
correlations and possible states of system, allowing for the access to extremely rich areas of
physics. A large number and variety of both analytical and numerical methods have been
developed to understand the nature of interactions and behaviour of interacting systems in
the field of low-dimensional Fermi gases.
Interactions in ultracold gases occur via scattering processes. The ability to manipu-
late collisional behaviour allows for finely tuning interactions between fermions of different
hyperfine states via magnetic Feshbach resonances. Since kinetic energies and consequently
collisional energies of the fermions in cold Fermi gases are low, the two-body interactions can
be described by an effective contact potential which reproduces the low energy behaviour
of the interacting fermions. Therefore, these interactions at low temperatures can be de-
scribed entirely by a single parameter- the s-wave scattering length as. The ability to use
s-wave scattering length to describe interaction strength has two-fold benefit. Firstly, the
s-wave scattering length can be manipulated using Feshbach resonances, such that interac-
tion strengths can be finely tuned to any arbitrary values. Secondly, a simple Hamiltonian
with a generic contact potential can be used to describe a many-body system such that an
analytical treatment of the system is possible [?]. In this section, a primer to 2D scattering
problem and Feshbach resonances is presented along with a quantum mechanical derivation
of 2D bound states. With this brief introduction to interactions within the 2D Fermi gas
system presented in this dissertation, we can move on to a panoramic view of the BCS-BEC
crossover discussed in the next section.
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2.4.1 Scattering in 2D
The properties of quantum particles can be understood via their scattering behaviour.
Some of the earliest works in the field of particle physics including the famous gold foil exper-
iment by Hans Geiger, Ernest Marden and Ernest Rutherfold involved scattering processes.
While a rigorous analysis of scattering processes can be found in many textbooks, a brief
derivation of 2D scattering length and its relation to interaction strength in Fermi gases is
presented here.
Scattering events can be classified into elastic collisions and inelastic collisions. In ex-
periments where atomic Fermi gases are trapped, inelastic collisions can lead to atom loss,
i.e., higher energy particles escaping from finite depth trap or decoherence of the quantum
state order. Hence, inelastic collisions in experimental systems that probe interaction effects
in 2D Fermi gases are generally undesirable. On the other hand, elastic collisions can lead
to thermal equilibrium. The two salient features of ultracold fermions in 2D: an energy
independent density of state as well as existence of bound state for any arbitrarily weak in-
teraction, play a role in scattering processes and the relationship between scattering length
a2D and interaction strength. While a thorough derivation of two-dimensional s-wave scat-
tering can be found in [23], a brief version is presented here. The Schrödinger equation for
two interacting particles in 2D is
− h̄
2∇2
2mr
Ψ(r) + V (r)Ψ(r) = EΨ(r), (24)
where mr =
m1m2
m1+m2
is the reduced mass, r = r1 − r2 is the relative position vector and V (r)
is the interaction potential between particle 1 and particle 2. Assuming separable solutions
under cylindrically symmetric potentials, solution to the Schrödinger equation Eq.[24] in an
asymptotic region can be written as a sum of an incoming plane wave and outgoing circular
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wave
Ψ(r, θ) = eikx +
√
i
8πk
f(k)
eikr√
r
, (25)
where f(k) is the scattering amplitude that is a measure of the probability of detecting a
particle scattered with momentum k. Using partial wave method, the scattering amplitude
in 2D can be written as
f(k) = − 4
cot δ(k)− i
, (26)
where δ(k) is a small phase shift in scattering angle. Note that in the low energy regime,
only the first term in the partial wave expansion, or the s-wave scattering term is relevant
because the rest of the partial waves remain largely unaffected by the potential [6]. The
s-wave contributions to the phase shift can be seen as the first term in the expansion of the
phase shift
cot δ(k) =
2
π
ln(ka2D) +O(k2), (27)
where a2D is the two-dimensional scattering length and k is the Fermi wave vector. Substi-
tuting this expansion into that of the scattering amplitude gives a 2D scattering amplitude
that has an inverse logarithmic relation to the 2D scattering length
f2D(k) = −
4π
2ln(kfa2D)− iπ
. (28)
A natural dimensionless parameter for interactions reveals itself in this scattering ampli-
tude, ln(kfa2D). In the regime where the range of scattering potential is much shorter than
the thermal de Broglie wavelength (due to low temperatures), scattering potential can be
described as a contact interaction with a pseudo-potential such that in a mean-field formal-
ism, (kfa2D) < 0 is a repulsive mean-field interaction and ln(kfa2D) > 0 is an attractive
mean-field interaction.
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2.4.2 Feshbach Resonance
In the previous section, we observe that in 2D, interaction strength is determined by
scattering length a2D at non varying densities via the interaction parameter ln(kfa2D). In
this section, we review how scattering lengths and in turn, interaction strength can be
manipulated using Feshbach resonances. In many-body systems such as 2D Fermi gases,
Feshbach Resonance, involves using a magnetic field to change the strength of interactions
between the two spin species. The high degree of control over coupling strength in two-
dimensional Fermi gases is due to tunability of Feshbach resonances which can be achieved
magnetically or optically Aforementioned experiments use a uniform magnetic field to tune
the position of the bound state [5, 30, 32] such that scattering length varies with magnetic
field as:
a(B) = abg
(
1− ∆B
B −B0
)
(29)
where abg is the background scattering length, B is the strength of magnetic field, B0 is the
resonance position and ∆B is the width of resonance [?]. At values of magnetic field close to
B0, scattering length becomes extremely large, and in this limit, two-body binding energy is
given by:
εb =
h̄2
2mRa2
(30)
where mR is the reduced mass of the two-body system. Since two-body binding energy
depends quadratically on (B − B0), tuning magnetic fields in the vicinity of Feshbach reso-
nances allows for tuning the strength of interactions βεb. The ability to precisely control the
magnitude of interactions makes cold atomic gas systems a viable model to study interaction
effects in condensed matter systems. By changing the external magnetic field, the relative
spin of electrons of 6Li atoms can be changed and consequently, atom-atom interactions in
our system can be controlled in experimental setups.
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Figure 7. S-wave scattering length as a function of applied magnetic field for 6Li atoms
in the two lowest hyperfine levels. The vertical line at 543 G is a narrow Feshbach resonace
whereas at 843 G, a broader resonance is observed [28].
2.4.3 Bound States
The existence of a closed channel bound state is essential to realizing Feshbach reso-
nances. Pair condensation phenomena like superfluidity are realized when fermions with
opposite spins pair with each other [25]. In regimes where the scattering length a is much
greater than the effective radius of interparticle pairing potential rs, the binding energy of
the bound state is dependent only on the mass of the fermions and the scattering length
associated with the pair. In 3D, the binding energy in this regime is given by
εb,3D =
h̄2
2mra23D
, (31)
where mr is the reduced mass from Eq.[24] when scattering lengths are positive (a3D > 0).
This existence of a two-body bound state in 3D is only observed when the depth of the
interaction potential is greater than a critical depth Vc, such that it is energetically favourable
to form a bound dimer. When (a3D < 0), this dimer becomes unbound as it is no longer
energetically favourable to exist in a tightly bound state. However, a weakly bound pair is
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observed due to many-body effects. [26].
In 2D however, a two-body bound state exists for any attractive interactions. The
binding energy of this two-body state is
εb =
h̄2
2mra22D
(32)
where εb is the two-body binding energy and mr is the reduced mass of our system with
fermions of equal masses and a2D refers to the scattering length in 2D. The evidence for the
existence of a two-body bound state for any arbitrary attractive interaction in 2D is given
by the following calculation that follows the review [26]. The Schrödinger equation for a well
potential in momentum space is given by
h̄2
2mr
∇2ψ − h̄
2k2
2mr
ψ = V ψ, (33)
where∇ is the differential operator, ψ is the wavefunction in relative coordinates, k =
√
2mrεb
h̄2
is the momentum of the bound pair and q =
√
4mrε
h̄2
is the momentum of the scattering
particle and V is the potential. Solution to this equation is
ψk(q) =
−2mr
h̄2
1
q2 + k2
∫
d2q′
4π2
V (q− q′)ψk(q′). (34)
In the aforementioned regime where the range of potential V rV is relatively short (rV /ll1/k)
such as contact potentials that we assume in this dissertation, the potential can be approx-
imated to a constant potential V0 for relevant values of q and decays to zero for large values
of q given by q ≈ 1/rV . Performing the integration over q terminating at 1/rV gives an
equation for binding energy εb as
− 1
V0
=
2mr
h̄2
∫
q≤1/rV
d2q
4π2
1
q2 + k2
=
1
Ω
∫
ε<εrV
g2D
2ε+ |εb|
, (35)
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where Ω is the system volume, g2D is the 2D density of state from Eq.[14] and εrV =
h̄2
2mrr2V
is the energy associated with the size of interaction potential. The left hand side of Eq.[35]
is divergent in the limit V → 0, so a solution is present only if
∫
ε<εrV
1
2ε+|εb|
is divergent as
εb → 0. The solution in this limit is
− 1
V0
=
mr
2πh̄2
ln
(2εrV + εb
εb
)
, (36)
which also has a logarithmic divergence as εb → 0, so a solution for εb has to exist for any
value of |V0|. The 2D binding energy εb emerges as a natural energy scale of a Fermi gas,
especially with its relation to interaction strength via the scattering length as seen in Eq.[32].
2.5 BCS-BEC Crossover
The ground state of a many-body system of fermions with equal densities of both spin-
up and spin-down components can smoothly evolve from Bardeen-Cooper-Schrieffer (BCS)
state to a Bose-Einstein-Condensate (BEC) as interaction strength is increased. In 3D,
this BCS-BEC crossover has been studied theoretically [4, 26, 27, 29] and experimentally
[30, 31, 32] since the 1980s. However, reducing dimensionality to 2D poses challenges to
studying this crossover due to increased role of fluctuations and hence, salient work on BCS-
BEC crossover in 2D [11, 33, 34] has continued till recently. At ultracold temperatures,
fermions have relatively little kinetic energy and their interactions can be described via a
generic contact potential. The interaction strength between the fermions can effectively
be described by the s-wave scattering length a alone. The scattering length in turn can be
finely tuned using Feshbach resonances, allowing access to a continuous investigation of phase
and behaviour across all arbitrary interaction strengths. Interaction strength parameter is
generally written as ln kfa2D where kf =
√
2mεf/h̄ is the Fermi wave vector and a2D is the
2D s-wave scattering length.
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At this conjecture it is important to reiterate that a two-body bound state exists for
any arbitrarily weak interactions in 2D. However, this is not the case for weak interactions
in 3D. The energy of the 2D bound state εb is connected to the s-wave scattering length a2D
via
εb =
√
h̄
ma22D
, (37)
such that the weak coupling limit corresponds to a divergent a2D. Within this bound state
paradigm, in the fermionic limit characterized by (kfa2D)  1, pair size is greater than
the interparticle distance. Interactions in this regime are weak, long-range and exist in mo-
mentum space. Within a mean-field formalism, these interactions are attractive (negative
scattering length). At sufficiently low temperatures in 3D, BCS theory describes the forma-
tion of a fermionic superfluid of Cooper pairs whereby two fermions with opposite momenta
at the Fermi surface can form loosely bound pairs [13]. While a Cooper pair describes two
loosely bound fermions, it is not a consequence of two-body physics. It is a many-body
phenomena caused by cummulative interactions of many fermions near the Fermi surface.
Thus, in 3D a true long-range order can be observed in low temperature BCS regime. How-
ever, in 2D due to the increased influence of fluctuations, it is impossible to achieve true
long-range order at T > 0. However, transitions into a quasi long-range ordered superfluid
phase where phase correlations decay with distance is possible. This transition into a quasi
ordered state in 2D is known as the Berezinskii-Kosterlitz-Thouless (BKT) transition and
can be explained by pairing of vortices with opposite rotations. At temperatures lower than
critical temperature prompting pair condensation, vortices of opposite rotations form pairs
such that the total rotation fluctuation of the pair cancels and a quasi long-range order in-
dicating superfluidity is observed. At temperatures greater than a critical temperature, free
vortices destroy correlations at length scales larger than the thermal wavelength exhibiting
characteristics of degenerate Fermi gases [26, 4].
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Figure 8. Schematic phase diagram for ultracold 3D Fermi gases depicting the BCS-BEC
crossover. Tc is the critical temperature separating the ordered phase from the normal phase.
However, in a many-body system, weakly bound pairs can exist below Tpair which indicates
onset of pairing without superfluid ordering. In the normal phase where T > Tpair, Fermi
liquids form in the weakly interacting limit and Bose liquids form in the strong attraction
limit. In the regime upperbound by Tc, Cooper pairs are formed in the weak attraction limit
whereas tightly bound dimer molecules are formed in the positive, strong attraction limit.
Figure adapted from [40].
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Figure 9. Schematic phase diagram of BCS-BKT crossover in 2D. Temperature normalized
to Fermi temperature is plotted against the dimensionless interaction strength ln(kfa2D).
The coloured filled area represents superfluid phase and the white area represents the nor-
mal phase. Tc is the transition temperature at which pair condensation into superfluidity
happens. The coloured filled area represents superfluid phase and the white area represents
the normal phase. The blue dashed line refers to the critical temperature for superfluidity
in BCS phase. Picture taken from [39].
Similarly, in the BEC regime characterized by the order parameter ln(kfa2D)  1,
tightly bound diatomic molecules called dimers are observed in real space. The interactions
between the fermions in these bound pairs are short-range since pair size is smaller than the
interparticle spacing. Within a mean-field formalism, a net repulsive interaction (positive
scattering length) is observed between the dimers. At low temperatures, these dimers made
up of fermionic particles undergo pair condensation to exhibit a bosonic superfluid phase
due to the integer total spin of the dimer molecule.
Figure 10. The phase diagram of 2D Fermi gases.
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In Region 1, Cooper pairs exist such that their wavefunctions look like ψ = |ψ|eiθ(r)
where the spatial order parameter (in this case) is included in phase. In 2D, phase is partially
disordered such that vortex-antivortex pairs bind together to create a quasi long range order.
Superfluidity exists but superfluid order is partially scrambled. As temperature increases, in
Region 2, vortex-antivortex pairs become unbound. However, bound Cooper pairs still exist.
Local phase is totally scrambled, so no correlations exist between Cooper pairs. Since vortices
proliferate without any order, no superfluid phase exists. The temperature at which the
transition between correlated Cooper pairs and proliferated vortices is the vortex unbinding
transition, also known as BKT transition. In Region 3, also known as normal phase, order
parameter as well as Cooper pairs do not exist.
2.6 Theoretical descriptions of two-dimensional Fermi gases
Theoretical approaches to understanding statistical and thermodynamic behaviour of
Fermi gases in 2D include self-consistent T-matrix or Luttinger-Ward approach [20], lattice
Monte Carlo (LMC) method [54], fixed-node diffusion Monte Carlo method (QMC) [55] and
virial expansion theorem [56]. The primary advantage of our novel RG approach to calcu-
late thermodynamic behaviour of two-dimensional Fermi gases is normal phase is that this
method is primarily analytic, relying on theoretical methods and approximations as opposed
to more computational approaches. Moreover, our approach is extendable to superfluid
phase (T < Tc) or to the imbalanced case (n↑ 6= n↓). In the following section, the limitation
of MFT in describing 2D Fermi gases in normal phase is shown.
2.6.1 MFT and its limitations
In this section, we perform a Mean Field calculation to derive the density equation of
state for a two-dimensional, balanced Fermi gas. The Mean Field approximation applies
at extremely low temperatures below the superfluid transition temperatures of our system
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(corresponding to Region 1 in Fig.[10]. However, Mean Field Theory (MFT) is an inaccurate
theoretical method of calculating Equation of State (EoS) of a two-dimensional Fermi gas in
normal phase at finite temperatures, demonstrating a need for a more sophisticated model
to describe interactions in our system.
The Hamiltonian that describes attractively-interacting fermions in two-dimensions is:
H =
∑
σ=↑,↓
∫
d2r ψ†σ
(
− ∇
2
2m
− µσ
)
ψσ + λ
∫
d2r ψ†↑(r)ψ
†
↓(r)ψ↓(r)ψ↑(r) (38)
where ψσ(r) is the spatial field operator of fermions with mass m. The chemical potential of
each spin species is given by µσ and λ is the interaction parameter that describes the type and
magnitude of interaction between these fermions. In the system described in this dissertation
as well as in the experiments we compare our theoretical results to, the interaction parameter
λ < 0 indicating attractive interactions.
The Mean Field approximation made here relates Cooper-pair like interaction between
a spin-up and a spin-down fermion to the superfluid order parameter ∆. To implement this,
we write the product of fermion operators as
ψ↓(r)ψ↑(r) =
∆
λ
+ δ, (39)
where δ is a small fluctuation around the average value. The interaction term from Eq.(38)
can then be written as:
λ
∫
d2r ψ†↑(r)ψ
†
↓(r)ψ↓(r)ψ↑(r) = λ
∫
d2r
(∆∗
λ
+ δ†
)(∆
λ
+ δ
)
. (40)
In the expansion of the product in Eq.(40), the term δ†δ is negligible in magnitude and can
be ignored in our calculation. Substituting derived values of fluctuations δ from Eq.(39) into
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the interaction term of Eq.(??) gives the Mean Field Hamiltonian:
H =
∑
σ=↑,↓
∫
d2r ψ†σ
(
− ∇
2
2m
−µσ
)
ψσ −
|∆|2
λ
A+
∫
d2r
(
ψ†↑(r)ψ
†
↓(r)∆ + ∆
∗ψ↓(r)ψ↑(r)
)
, (41)
where A is the two-dimensional area of the system which is set to unitary henceforth in this
paper.
An immediate advantage of using the Mean Field approach is being able to reduce the
quartic interaction in Eq.(??) into a more manageable quadratic interactions by diagonalizing
interactions between the two pseudospins. In order to rewrite the interacting Hamiltonian
in momentum space, we first assume that the order parameter ∆ is spatially uniform. The
Fourier transform of the aforementioned spatial field operator is:
ψσ(r) =
1√
A
∑
k
eik·rckσ, (42)
where A is the system area set to unity earlier.
After some algebra and again setting A = 1, we arrive at a Hamiltonian for attractively-
interacting fermions in two-dimensions in momentum space:
H = −|∆|
2
λ
+
∑
k,σ
c†kσ(εk − µσ)ckσ +
∑
k
(∆∗c−k↓ck↑ + c
†
k↑c
†
−k↓∆), (43)
where c†kσ and ckσ refer to creation and annhilation operators associated with spin σ at
momentum k respectively, εk =
h̄2k2
2m
is the kinetic energy at momentum k of fermions with
mass m and µσ are the chemical potentials of the two different components that satisfy
µ↑ = µ+ h (44a)
µ↓ = µ− h, (44b)
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where h is the chemical potential difference that causes population imbalance. We now
restrict our attention to balanced two-dimensional Fermi gases where the population of spin-
up components is equal in number to the population of spin-down components, which implies
µ = µ↑ = µ↓.
Fermions obey the Pauli exclusion principle and consequently their operators obey an-
ticommutation relations. Using this, Eq.(43) can be rewritten in the form of Bogoliubov-de
Gennes Hamiltonian:
HBdG = −
|∆|2
λ
+
∑
k
[
Ψ†(k)
 ξk ∆
∆∗ ξk
Ψ(k) + ξk], (45)
where ξk = εk − µ and Ψ(k) is a Nambu spinor given by
Ψ(k) =
 ck↑
c†−k↓
 . (46)
The order parameter signifying superfluid order can be chosen to be real i.e. ∆ = ∆∗.
In order to diagonalize the BdG Hamiltonian from Eq.(45), we use a unitary matrix of the
form
U(k) =
uk −vk
vk uk
 (47)
where
uk
vk
 and
vk
uk
 are the eigenvectors of BdG Hamiltonian with eigenvalues Ek and
−Ek respectively. The explicit form of the uk and vk are:
uk =
1√
2
(
1 +
ξk
Ek
)
(48a)
vk =
1√
2
(
1− ξk
Ek
)
(48b)
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where Ek =
√
ξ2k + ∆
2. Upon substituting these eigenvectors into Eq.(45), we are able to
express the Mean Field Hamiltonian in terms of transformed field operators. The transformed
Hamiltonian is:
H = −|∆|
2
λ
+
∑
k
(ξk − Ek) +
∑
kσ
Ekα
†
kσαkσ (49)
where αkσ and α
†
kσ are new field operators given by:
α†kσ = ukc−k↑ + vkc
†
k↓ (50a)
αkσ = ukck↓ − vkc†−k↑. (50b)
which respectively create and annihilate Bogoliubov quasiparticles in the superfluid phase.
At zero temperature, the ground state of the Hamiltonian Eq.(49) is simply a vacuum
state of quasiparticles, with the ground state energy given by:
EG = −
|∆|2
λ
+
∑
k
(ξk − Ek). (51)
Minimizing the ground state energy EG with respect to the order parameter ∆ gives an
expression that relates the interaction strength to ∆ via a momentum sum:
1
λ
= −
∑
k
1
2Ek
. (52)
The summation in Eq.(52) is divergent at large momentum values, so it needs to be
renormalized and anchored to the only other natural energy scale in the problem, the two-
body binding energy εb, which is given by
1
λ
= −
∑
k
1
2ε+ εb
. (53)
Here, we set εb > 0. In order to get the value of order parameter, we equate both the values
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of interaction strengths from Eq.(52) and Eq.(53) and convert the summation in k to an
integral to get the solution to the gap equation
∆ =
√
εb
√
2µ+ εb. (54)
This calculation can be extrapolated to finite temperatures and varying values of order
parameter ∆ as well. In the limit ∆→ 0, ground state energy is given by
EG =

0 for k > kf
2
∑
k<kf
(
h̄2k2
2m
− µ
)
for k < kf
(55)
where kf is the non-interacting Fermi wavevector.
In the limit of zero temperature, the number of particles is a sum of of particles in all
populated levels below the Fermi surface given by:
N =
∑
k<kf
(
1− ξk
Ek
)
. (56)
Converting the summation in k to an integral, we can derive the particle density of the
system given by the Hamiltonian Eq.(49)
n =
∫
d2k
(2π)2
(
1− ξk
Ek
)
(57)
=
m
2πh̄2
(2µ+ εb) (58)
upon using the gap equation result from Eq.(54).
Mean-Field theory is accurate at very low temperatures. However, the system we are
studying is in normal phase as well as experiments. Moreover, density profiles using MFT
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are monotonic and normalized density profiles don’t show the bump.
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Chapter 3. Renormalization Group Theory
3.1 RG approach
Mean Field Theory (MFT) is a good approximation when fluctuations in the order pa-
rameter are small, which holds at low temperature. However, in section 2.6, we find that a
MFT description of a 2D Fermi gas with interactions is inadequate in normal phase due to
presence of interactions that are not described by the order parameter ∆. Sharp phase tran-
sitions connected with phase singularities require infinite systems for realization when using
statistical mechanics techniques. MFT, in its virtue as a collection of averages of order pa-
rameters and statistical quantities is not equipped to understand the long-range fluctuations
that exist near phase transition singularities. Understanding physics at phase transitions
involves handling these fluctuations at different scales from microscopic to macroscopic.
Renormalization Group (RG) method is a technique that allows for derivation of prop-
erties of a system at different scales, characterized by a cutoff parameter Λ. This scaling
of the physical system is done via a set of transformations from one action functional of a
scalar field to another under certain restrictions. The specific act of ’renormalization’ refers
to taking a continuum limit (Λ→∞) while physically observable parameters remain finite.
The modern RG technique evolved from an analytical solution of a 2D Ising model with
no external magnetic field solved by Lars Onsager in 1944. In the following section, a brief
outline of the thought behind th development of RG methods is presented using the 2D Ising
model.
3.1.1 2D Ising model
In a 2D Ising model, each spin particle with two available spin states (depicted with up
and down arrows in Figure. 11) is arranged on a lattice where it interacts with its nearest
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neighbours. Given an external magnetic field M in which the model exists, the Hamiltonian
can be written in a dimensionless form as
H
kBT
= −K
∑
i,j
σiσj − h
∑
i
σi, (59)
where σi refers to the spin of the i’th particle, K =
J
kBT
is the nearest neighbour interaction
and h = µM
kBT
is the external magnetic field effect. Thermal fluctuations in the system can
disrupt the alignment of spins dictated by spin-spin interactions (M) and external field (h).
Magnetization of this model is the macroscopic quantity that is equal to the expectation
value of sum of all spins in the magnetic field given by
〈σ〉 =
∑
σ=±1 σe
hσ∑
σ=±1 e
hσ
= tanh(h+K
∑
〈nn〉
σi), (60)
where
∑
〈nn〉 refers to a summation across nearest neighbours only.
Figure 11. 2D Ising model with random alignment of spins.
3.1.2 MFT approximation for 2D Ising model
Assuming the external magnetic field is absent (h = 0), MFT approximation allows us
to replace the exact field K
∑
〈nn〉 σi) with 4K(σ) for a 2D system. As K ∝
1
T
, 4K = Tc
T
where Tc is the critical temperature of phase transition. In T ≤ Tc regime, near the critical
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point 〈σ〉 ≈ 0, tanh(Tc
T
(〈σ〉) can be Taylor expanded for a small value of the argument to
give the relationship:
〈σ〉 ∝ (Tc − T )β, (61)
where β = 1
2
. MFT solution says that the magnetisation per spin m ∝ | T
Tc
− 1| 12 where
the critical exponent β = 1/2 describes the critical behaviour of spontaneous magnetization
below critical temperatures. However, experimental results on a wide variety of magentic
systems show that β ≈ 1
3
, indicating a disagreement between MFT based calculation of
critical exponents and experimental results. Hence, a more sophisticated theory is needed
to understand critical phenomena in dimensions d 4.
3.1.3 Kadanoff block-spin transformation
RG method primarily consists of three sequential steps- first, a coarse grain removal of
high energy degrees of freedom by integrating over them. Then, the real space or momentum
space that the scalar field lies in is rescaled. Ultimately, the field is renormalized to derive
other parameters and physical quantities in the continuum limit. The goal of Renormaliza-
tion Group approach is to progressively integrate out high-momentum degrees of freedom to
obtain an effective low-energy description from which density EoS and other thermodynamic
variables can be derived.
As observed in Section 3.1, our theoretical description of two-dimensional Fermi gases
with attractive interactions have UV divergence at high energies. We impose a cutoff value
of high energy states, such that the divergence can be avoided. However, we note that
observables can be expressed in a cutoff independent manner, so they remain finite and
hermitian. By examining how the Hamiltonian of the system changes with the cutoff value,
we are able to scale the physical system. A renormalized quantity can be thought of as
a summation of fluctuations or as a series of corrections as the system undergoes scaling
transformations [64].
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Figure 12. A 2D Ising model with an initial lattice spacing a and 81 spins. During the
first step of block-spin transformation, spins within each block are averaged to a certain spin
(lighter, larger arrows). In this new rescaled system, lattice spacing is now 3a and there
are 9 total spins. In order to complete the transformation, the spins as well as interactions
between them have to mapped from the initial model to the new model. Picture adapted
from [65].
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In the 2D Ising model in Fig.[??], each spin is averaged in a group consisting of its
neighbours such that larger scale block spins with averaged spin value replace the individual
spins. Then, the effective interactions between the larger block spins are calculated from the
interactions of the microscopic spin, changing the interactions of the original model according
a scale.
In this document, we use Wilson Renormalization Group method to effectively integrate
out high energy degrees of freedom in momentum space.
3.2 Wilson Renormalization Group Method
Wilson Renormalization Group method is a type of RG technique that allows for momen-
tum based mathematical descriptions of the new couplings that arise during coarse graining
of Kadanoff Block-spin transformation. The critical point that exists at a diverging length
scale is invariant under rescaling. Phenomenologically, fluctuations on different length scales
are described using an effective theory that allows for integrating off all fluctuations below
a certain cut-off. Wilson RG is based on the idea that at critical points, where physical
properties are scale-invariant, the effective theory (RG equations in this case) must be cutoff
independent. Wilson RG is a type of exact RG method that allows progressively integrating
out all the high momentum degrees of freedom that correspond to larger fluctuations to
derive an effective low energy action. In the RG calculation outlined in this dissertation, a
connection is made between the physical system (at low temperature and low density) to a
renormalized system (at high temperature and high density). The latter is much easier to
evaluate using perturbation theory.
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Figure 13. Degrees of freedom of momentum states is plotted on k-space where Λ refers to
the Fermi sphere of all possible states where fermionic fields ψ(k, ω) are defined. Λ′ refers to
the arbitrary limit where the functional integral of k states is evaluated between Λ′ and Λ.
3.3 Renormalization Group in Finance
Statistical mechanics is a framework to understand macroscopic behaviour and properties
of a system via mechanics of its microscopic constituents. Thermodynamic observables
such as pressure and temperature are averages or derivatives of average descriptions of all
particles in systems along with their correlations to each other. This central idea linking
statistical mechanics and thermodynamics has comparable parallels in the world of finance.
The principles widely used in statistical mechanics can be applicable in the field of finance
and economics where understanding broader trends from microscopic fluctuations remains
elusive in most cases.
Behaviour of economic markets are characterized by infinite number of microscopic vari-
ables which exhibit seemingly random behaviour. At a macroscopic level, stock market prices
and index movements tend to be stochastic unless large fluctuations such as economic crashes
occur. However, on a microscopic level, correlations between these variables exist and can
dictate fluctuations in pricing [?]. However, current equity and derivative pricing models are
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largely based on Capital Asset Pricing Model (CAPM) [72] or Black-Scholes option pricing
model [68], both of which incorporate averaged fluctuations in price while ignoring corre-
lations between these fluctuations. These models, in particular the Black-Scholes model is
similar to Mean-Field Theory in the sense that the future value of the derivative is calculated
by getting an averaged value in a 10 month or 12 month historical market data. This leads
of discarding the role of major fluctuations and correlations amongst fluctuations. Conse-
quently, the model predicts prices close to average with a reasonable accuracy but does not
predict derivative prices in events of larger fluctuations from the average.There is no scope
to program in the various correlated events that can cause larger fluctuations via positive
feedback loops, such as erratic human judgement during catastrophic events.
Renormalization Group (RG) theory emerges as an approach that could address some
of the aforementioned issues when used in conjunction with the existing pricing models.
A RG based approach could be used to analytically connect the many-body behaviour of
actors on microscopic scale (e.g. individual asset/investor) and correlations between them
(e.g. equities of competing firms) to macroscopic predictions in behaviour of markets. Given
the volume of financial transactions, even statistical averaging methods like Monte Carlo
are computationally prohibitive. Fluctuations in behaviours of actors across the size scale
are relevant in financial markets [70]. RG based approach would be an appropriate way of
dealing with these fluctuations across length scales by integrating fluctuations out, starting
from the smallest length scale. Critical phenomena and critical points have analogies in
finance markets as well. Financial market crashes can be viewed as transitions from one
phase to another. However, in the event of catastrophes, behaviour of the market becomes
increasing susceptible to divergences and anomalies [73]. In equity markets, a critical point is
reached when traders reinforce imitation causing immediate short selling and liquidity crises.
Price changes of underlying equities would be the macroscopic response to microscopic daily
trading activity by actors in the system. Interactions amongst traders exist which reinforces
trading in the same direction (characterized by RG flow). Assuming a blanket, efficient
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market hypothesis, trading is characterized by stochastic deviation from an averaged norm.
Extremely large price changes in small time horizons are characterized by critical points
leading to the relatively accessible analogy that crashes are phase transitions [70].
Extreme variations can be described by power laws. French and Fama’s [?] hypothesis
that markets are efficient despite their stochastic nature has been confirmed by empirical
studies with large values. A ideally efficient market hypothesis is appropriate for use with
principles of statistical mechanics. Since RG method is able to include covariances and
interactions between the factors that guide market fluctations including stock market prices.
Recent research using RG analysis of hierarchial models such as equity markets show that
critical points of these systems is a function of the interaction degree of trading activity
in a power law. The oscillations of averaged trader activity follows a log-periodic pattern
indicating a marginal scaling effect [73, 71]. Since the time horizon in these RG models is
always finite, inevitable market crashes are predictable by RG analysis, especially in equity
markets with interactions ranging from psychological to sociological.
As RG emerged as an alternative that addresses the shortcomings of MFT in addressing
physics around critical phenomena, RG based models of derivatives markets can be successful
in including entire derivatives markets an their intricate correlations to predict derivatives
prices and market health during extreme events. A RG analysis of stock market crash of
October 1997 by Gluzman and Yukalov revealed that calculated market value differed from
actual values by −0.47%, 2.24% and 4.65% for NYSE Composite, Standard and Poor 500
and Dow Jones indices respectively before market self-regulation [?], indicating that extreme
events or critical phenomena can be predicted and quantified using RG techniques even in
more complex systems with far more complicated behaviour on part of interaction agents.
Having qualitatively explored some of the facets of RG theory as it applies to statistical
mechanics and finance, we apply the tenets of this approach to 2D Fermi gases in normal
phase in the next section.
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Chapter 4. Using RG Theory to Calculate Interaction Effects
This chapter presents our calculation of the Equation of State (EoS) for a balanced, 2D
Fermi gas in normal phase using renormalization group (RG) theory. In the first part, the
Hartree-Fock correction to EoS is derived within a pertubation theory framework. In order
to improve upon the Hartree-Fock results, we develop an RG scheme to find renormalized in-
teractions in different regimes and a crossover is extrapolated using an approximate function.
In the second part of this chapter, a thorough calculation of EoS is performed by integrating
the RG equation. We compare results from both these approaches with experimental results
as well.
4.1 Hartree-Fock Correction to Chemical Potential
The Hartree-Fock theory or self-consistent field method relies on the idea that upon
applying variational method on a known, exactly calculatable model, many-body charac-
teristics can be derived. In this context, it refers to using a mean-field approximation that
interactions between the fermions can be written as an average value and a small deviation,
to transform an interacting many-body Hamiltonian into a simpler non-interacting Hamil-
tonian with a perturbatively added correction term. The Hamiltonian for an attractively
interacting Fermi gas in two-dimensions is given by
H =
∑
σ
∫
d2r ψ†σ(r)
(
p̂2
2m
− µ
)
ψσ(r) + λ
∫
d2r ψ†↑(r)ψ
†
↓(r)ψ↓(r)ψ↑(r), (62)
where p̂ is the momentum operator also expressed as−i∇. In order to implement the Hartree-
Fock (HF) approximation, we employ a Mean Field approximation. Particle number can be
approximated as ψ†σψσ = nσ + δσ, assuming δσ represents a small deviation from the mean
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particle density. f The product of field operators in the interaction term can be resolved into:
ψ†↑(r)ψ
†
↓(r)ψ↓(r)ψ↑(r) = (n↑ + δ↑)(n↓ + δ↓) = n↑n↓ + n↑δ↓ + n↓δ↑ + δ↑δ↓. (63)
The last term in the earlier equation is effectively negligible in magnitude as the fluctuation
from mean δσ is assumed to be small. The Hamiltonian from Eq.(62) can be written as
H =
∑
σ=↑↓
∫
d2r ψ†σ(r)
(
p̂2
2m
− µ
)
ψσ(r) + λ
∫
d2r
(
n↑n↓ + n↑δ↓ + n↓δ↑
)
. (64)
Since the approximation defines the small fluctuation parameter δσ = ψ
†
σ(r)ψσ(r)− nσ, and
the number of both hyperfine states is equal in a balanced gas (i.e n↑ = n↓ =
1
2
n), the
Hamiltonian can be rewritten as:
HHF =
∑
σ
∫
d2r ψ†σ(r)
(
p̂2
2m
− µ+ 1
2
λn
)
ψσ(r), (65)
which can be thought of as an aggregate shift in chemical potential µ by 1
2
λn to the Hamil-
tonian of a non-interacting system. Within this approximation, chemical potential of an
interacting system can be written as a correction of a non-interacting system to the first
order,
µ = µ0 +
1
2
nλeff (66)
where λeff = λ is the effective coupling and µ0 is the chemical potential of the non-interacting
system at density n and temperature T . The latter is given by
µ0 = T ln
(
e
πn
mT + 1
)
. (67)
Within the present Hartree-Fock theory, the effective coupling characterizing the chemical
potential shift is simply the bare coupling λ. As we shall see, however, more generally λeff is
further modified by interaction effects.
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For attractive interactions where the interaction parameter λ < 0, the chemical potential
of the interacting system is smaller than the chemical potential of non-interacting system
which is validated by the interacting cloud size being smaller than the non-interacting cloud
size.
Having established the perturbative framework for the density of the Fermi gas as a
function of its chemical potential, we use various methods to evaluate the effective coupling
λeff using RG methods. In order to be able to evaluate strong interaction strengths with
existing two-body model knowledge, we rescale such that the physical systems with strong
interactions can be cast as corresponding systems with weak interactions.
4.2 Tree-level Scaling
In this section, we derive the tree-level or leading order RG equations using Wilsonian
RG technique that involves progressively integrating over high-momentum degrees of free-
dom to derive an effective low energy action. The goal of this calculation is to show that
interactions in our system are marginal in nature at tree-level.
The Hamiltonian for our system in second quantized notation from Eq.[38] (repeated
here for convenience) is:
H =
∑
σ=↑,↓
∫
d2r ψ†σ
(
−∇
2
2m
− µσ
)
ψσ + λ
∫
d2r ψ†↑(r)ψ
†
↓(r)ψ↓(r)ψ↑(r). (68)
The corresponding effective action derived from evaluating the partition function, S is given
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by S = S0 + S1 where the kinetic energy term S0 and interaction term S1 are:
S0 =
∑
σ
∫ βh̄
0
dτ
∫
d2r(r, τ)
(
− h̄∂τ +
p̂2
2m
− µ
)
ψσ(r, τ), (69a)
S1 = λ
∫
d2r
∫ βh̄
0
dτ ψ†↑(r, τ)ψ
†
↓(r, τ)ψ↓(r, τ)ψ↑(r, τ). (69b)
The unit of ψ(r, τ) is inverse length (L−1 in real space, however the unit of ψ(k, ω) is Lh̄/E,
so that S0 has units of h̄. The grand-canonical partition function Z of this fermionic system
can be expressed in terms of its action term as
Z =
∫
Dψ†σDψσ e
[−S]. (70)
The Fourier transform and Inverse Fourier transform of fermionic fields (denoted by ψσ(r, τ))
are given by:
ψ(k, ω) =
∫
d2r
∫ βh̄
0
dτeik·reiωτψ(r, τ), (71a)
ψ(r, τ) =
1
βh̄A
∑
k
∑
ω
e−ik·re−iωτψ(k, ω), (71b)
where ω = π
β
(2n + 1) is the fermionic Matsubara frequency and A is system area. Matsub-
ara frequency is defined as ωn = (2n + 1)πTkB/h̄ for fermions. The Fourier transformed
noninteracting action term is
S0 =
1
βAh̄
∑
σ
∑
k
∑
ω
ψ†σ(k, ω)
(
−ih̄ω + h̄
2k2
2m
− µ
)
ψσ(k, ω), (72)
which correctly has units h̄. Similarly, the Fourier transformed interaction part of the action
is
S1 =
λ
(βh̄A)3
∑
PKQ
ψ†↑
(
P + Q
2
)
ψ†↓
(
−P + Q
2
)
ψ↓
(
K + Q
2
)
ψ↑
(
−K + Q
2
)
(73)
where P = (p, ωp), describes the state of fermonic field in momentum space and a summation
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over these states is written as
∑
P =
∑
p
∑
ωq
in shorthand notation (and similarly for Q
and K). The unit of the coupling paramter λ is L2E. In the following subsections, these
energy integrals are normalized upto first leading order, in both momentum and real space.
Parameters such as density, chemical potential and temperature are likewise rescaled up to
tree-level order of RG transformation.
4.2.1 In Momentum Space
In order to rescale the action integral into momentum space, the discrete summation of
momentum states is converted into an integral in k-space using
∑
k
→
∫
ρ(k)dk ; ∆kx∆ky =
(
2π
L
)2
=⇒
∑
k
→ A
(2π)2
∫
d2k, (74)
such that the interaction term can be rewritten as a integral of momentum states:
S0 =
kBT
h̄ A
. A
∑
σ
∫
d2k
(2π)2
∑
ω
ψ†σ(k, ω)
(
−ih̄ω + h̄
2k2
2m
− µ
)
ψσ(k, ω). (75)
To regularize divergences in this theory, we introduce an ultraviolet cutoff Λ such that
only states whose momenta are less than the cutoff momenta (k < Λ) are integrated over.
The cutoff is explicitly indicated in the integral notation as
S0 =
kBT
h̄
∑
σ
∫
k<Λ
d2k
(2π)2
∑
ω
ψ†σ(k, ω)
(
−ih̄ω + h̄
2k2
2m
− µ
)
ψσ(k, ω). (76)
In evaluating this integral, we implement a coarse grain method such that states with energies
greater than the cutoff are integrated out in the partition function Z. This results in an
effective action with a smaller cutoff, Λ′. We define this new cutoff as:
Λ′ =
Λ
b
, (77)
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where b is the renormalization constant that is always greater than unitary (b > 1). This
allows us to evaluate the functional integral between wavevectors Λ and Λ′. Explicitly break-
ing the fermionic fields into fields greater (ψ>σ ) and fields (ψ
<
σ ) lesser than those associated
with Λ′ gives
ψσ(k, ω) = ψ
>
σ (k, ω) Θ (k − Λ′) + ψ<σ (k, ω) Θ (Λ′ − k). (78)
The noninteracting action integral that separates high energy fields from low energy fields
can be written by substituting Eq.[78 into Eq.[76] with respect to the cutoff Λ as
S0 =
kBT
h̄
∫
k<Λ
d2k
(2π)2
∑
k
∑
ω
(
ψ>†σ (k, ω) Θ (k − Λ′) + ψ<†σ (k, ω) Θ (Λ′ − k)
)
∗ (79)(
−ih̄ω + h̄
2k2
2m
− µ
)(
ψ>σ (k, ω) Θ (k − Λ′) + ψ<σ (k, ω) Θ (Λ′ − k)
)
.
Note that contributions proportional to ψ>†σ (k, ω)ψ
<
σ (k, ω) and ψ
>
σ (k, ω)ψ
<†
σ (k, ω) disappear
because of the step functions in Eq.[79]. This means that the high momentum fields are
decoupled from the low momentum fields at tree-level, so that integrating out the high
momentum fields corresponds to discarding them. The resulting effective action for the low
momentum fields is:
S0 =
kB
h̄
∫
k<Λ′
d2k
(2π)2
T
∑
ω
ψ<†σ (k, ω)
(
−ih̄ω − h̄
2k2
2m
− µ
)
ψ<σ (k, ω). (80)
Next, we implement the second step of Wilson RG method: Rescaling, to restore the renor-
malized system by defining new wave vectors and frequencies such that the new, rescaled
model can be related to the noninteracting action term from Eq.[75] via the renormalization
constant b. The renormalized wave vector k′ is now
k′ = bk, (81)
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where k is the wave vector of the unrescaled system. Thus, when momentum is equal to the
cutoff k = Λ′ = Λ/b, then k′ = Λ. Similarly, the renormalized frequency is
ω′ = Z−1T ω, (82)
where ZT is a renormalization factor whose relation to the renormalization constant b is yet to
be determined. Since temperature and chemical potential undergo a similar renormalization
transformation to Matsubara frequency, the renormalized parameters can be written as
ω = ZTω
′ (83)
T = ZTT
′ (84)
µ = ZTµ
′ (85)
Since the fermion fields also need to be rescaled,
ψ<σ (k, ω) = ψ
<
σ (b
−1k′, ZTω
′) ≡ Zψψσ(k′, ω′) (86)
Substituting these rescaled parameters into the action term,
S0 =
kB
h̄
Z2ψb
−2
∑
σ
∫
k′<Λ
d2k′
(2π)2
ZTT
′
∑
ω′
ψ†σ(k
′, ω′)
(
−ih̄ω′ZT + b−2
h̄2k′2
2m
− µ′ZT
)
ψσ(k
′, ω′)
(87)
=
kB
h̄
Z2ψb
−2Z2T
∑
σ
∫
k′<Λ
d2k′
(2π)2
T ′
∑
ω′
ψ†σ(k
′, ω′)
(
−ih̄ω′ + h̄
2k′2
2m
− µ′
)
ψσ(k
′, ω′) (88)
where we used ZT = b
−2 as required by the term in parenthesis in Eq.[87]. Since we want
the renormalized action from the earlier equation to be identical to the original action, we
require all the rescaling factor b to cancel out. Therefore,
Z2ψ = b
6 =⇒ Zψ = b3. (89)
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Next, we derive the tree-level scaling for the interaction contribution, which we recall is given
by:
S1 =
λ
(βh̄A)3
∑
PKQ
ψ†↑(P +
Q
2
)ψ†↓(−P +
Q
2
)ψ↓(K +
Q
2
)ψ↑(−K + Q2 ). (90)
The fermionic fields can be represented as:
ψ†↑(P +
Q
2
) = ψ<†↑ (P +
Q
2
) Θ (Λ′ − (p− q
2
)) + ψ>†↑ (P +
Q
2
) Θ ((p− q
2
)− Λ′), (91)
and similarly for other terms in Eq.[90]. After discarding high momentum degrees of freedom
as we have previously, we are left with the following conditions:
ψ<†↑ (P +
Q
2
) = ψ†↑(b
−1(p′ − q′
2
)) (92)
ZT (ω
′
p +
1
2
ω′q)) = Zψψ
†
↑(P
′, Q
′
2
). (93)
Converting the momentum summation into integral in new renormalized quantities,
(
d2k
(2π)2
)3
=
(
b−2
d2k′
2π
)3
(94)
Substituting all renormalized terms into the interaction action term we have:
S1 =
(
kB
h̄
)3
λ
∫∫∫
d2k
(2π)2
T 3
∑
ωp,ωq ,ωk
ψ<†↑ (P +
Q
2
)ψ<†↓ (−P +
Q
2
)ψ<↓ (K +
Q
2
)ψ<↑ (−K +
Q
2
)
(95)
=
(
kB
h̄
)3
λZ4ψZ
3
T b
−6
∫∫∫
(T ′)3
∑
ω′p,ω
′
q ,ω
′
k
ψ<†↑ (P
′, Q
′
2
)ψ<†↓ (−P
′, Q
′
2
)ψ<↓ (K
′, Q
′
2
)ψ<↑ (−K ′,
Q′
2
),
(96)
where the triple integral symbol is used as a shorthand for the three momentum integrals
(p,k,q). Using the same argument that the renormalized action term integral needs to be
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similar to the original action term integral, the new interaction strength λ′ is
λ′ = λZ4ψZ
3
T b
−6 (97)
Substituting our earlier deduced values of ZT and Zψ,
λ′ = λ(b3)4(b−2)3b−6 = λ, (98)
implying the renormalized coupling is equal to the bare coupling.
This result can be written in the form of a differential equation as:
dλ(b)
d (ln b)
= cλ(b), (99)
where c is a constant. Since tree-level scaling is a first order RG transformation operation,
this differential equation is linear in renormalized parameter λ(b).
The value of coefficient of renormalized quantity indicates the behaviour of the parameter
during the rescaling transformation process. If c > 0, where c is coefficient of scaling of
renormalized parameter, the parameter is referred to as relevant. If c < 0, the parameter is
irrelevant and if c = 0, the parameter is said to be marginal.
Since c = 0 as derived from Eq.(99), we see that coupling is marginal since the rescaled
interaction parameter is equal in magnitude to the original interaction parameter. This result
forces us to go beyond tree-level scaling to second order term of RG series. The mathematical
derivation of second order renormalization of coupling constant is available in Appendix A.
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4.2.2 Tree-level Scaling in Real Space
In this section, we implement tree-level scaling on the real space form of the action which
is written as a function of a position coordinate r and an imaginary time τ . The kinetic
energy term of the action can be written as:
S0 =
∑
σ
∫ βh̄
0
dτ
∫
d2r ψ†σ(r, τ)
[
− h̄∂τ +
p̂2
2m
− µ
]
ψσ(r, τ). (100)
The momentum cutoff Λ corresponds to a short distance cutoff a in real space which is the
size of the imaginary grid that our system exists on. Much like how high momentum degrees
of freedom are discarded in a momentum space tree-level scaling operation, short distances
are discarded in real space RG transformation. The procedure remains the same– degrees of
freedom corresponding to small distances are discarded and then rescaled to compare it to
the original action. The rescaling transformation of position is given by:
r = br′, (101)
where b is the renormalization constant parameter that is always greater than one. Rescaling
of τ corresponds to
τ = b2τ ′. (102)
The following kinetic energy term of the energy functional is
S0 = b
2
∑
σ
∫ βRh̄
0
dτ ′
∫
d2r′ψ†σ(br
′, b2τ ′)
[
− h̄∂τ ′ +
p′2
2m
− µR
]
ψσ(br
′, b2τ ′), (103)
where µ and β are renormalized in the same manner as previous section, i.e. µR = b
2µ and
βR = b
−2β. In order for this function integral to be equivalent to the one in Eq.(??), the
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fermion fields have to be rescaled as:
ψσ(br
′, b2τ ′) = b−1ψRσ (r
′, τ ′). (104)
Similarly, for the interaction term of the energy function (for which the calculations are
detailed in Appendix A), the renormalized coupling is derived to be
λR = λ, (105)
showing once again that under a tree-level RG scaling, the renormalized coupling parameter
is equal in magnitude to the bare coupling constant in d = 2 dimensions. Since, this first
order exercise gives a trivial solution, a second-order RG scaling is needed. Having verified
the marginal nature of the interactions at linear order, we now proceed to quadratic order.
4.3 Second-order RG Scaling
Upon performing a second order RG analysis on interaction parameter, we derive a dif-
ferential equation in λ2 that can be solved to give an exact renormalized interaction. The
detailed derivation of the differential equation that is second order in λ is given in Appendix
B.
The differential equation for the running coupling constant λ(b) is:
dλ(b)
d (ln b)
= − m
2πh̄2
λ(b)2. (106)
This differential equation is analytically solvable and its solution is:
λ(b) =
λ0
1 + m
2πh̄2
λ0ln(b)
(107)
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where λ0 is the bare coupling constant (determined by the condition λ(1) = λ0) defined by
the unrenormalized theory.
Most of our parameters like chemical potential, wavevectors, temperature have a straight
forward renormalization condition. Renormalization condition for particle density can be
calculated using the definition of particle density in second quantized language (All length
parameters in this system are set to unity).
n(r) =
∑
σ
〈ψ†σ(r, τ)ψσ(r, 0)〉 (108)
Substituting the Fourier Transforms of these Fermion fields from Eq. [4] we find (dropping
the r dependence on the left side due to translational invariance),
n =
1
(βh̄A)2
∑
k1,ω1
∑
k2,ω2
∑
σ
〈ψ†σ(k1, ω1)ψσ(k2, ω2)〉e−ir.(k1−k2)e−iτ(ω1−ω2) (109)
Due to translational invariance in (r, τ), the averages are proportional to δk1,k2δω1,ω2 , so
exponential factors can be discarded. Converting the momentum sums to integrals, we find:
n =
(kB
h̄
)2∑
σ
T
∑
ω1
∫
d2k1
(2π)2
T
∑
ω2
∫
d2k2
(2π)2
〈ψ†σ(k1, ω1)ψσ(k2, ω2)〉. (110)
The next step is to split the Fermion fields into a high-momentum part and a low-momentum
part like in Eq.[78]. Discarding high-momentum degrees of freedom gives:
nR =
(kB
h̄
)2∑
σ
T ′
∑
ω′1
∫
Λ
d2k′1
(2π)2
T ′
∑
ω′2
∫
Λ
d2k′2
(2π)2
〈ψ<†σ (k′1, ω′1)ψ<σ (k′2, ω′2)〉. (111)
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Using the same rescaling from Eq.(83), we find:
n = Z2ψZ
2
T b
−4
(kB
h̄
)2∑
σ
T ′
∑
ω′1
∫
Λ
d2k′1
(2π)2
T ′
∑
ω′2
∫
Λ
d2k′2
(2π)2
〈ψ<†σ (k′1, ω′1)ψ<σ (k′2, ω′2)〉. (112)
Since the values of Zψ and ZT were found in terms of the renormalization constant b in
Eq.[83],
n(b) = (b3)2(b−2)2b−4nR = b
−2nR (113)
where nR = nR(µR, TR) is the density of renormalized system. Renormalized parameters
have set up the foundation to study density profile of the 2D gas in different regimes. Before
we proceed to finding density profiles in renormalized system, the original, non-renormalized
density values should be calculated.
Renormalization conditions derived in different regimes show a different dependency.
This is the result of our choice of termination degree of freedom. When a certain scale,
(either density n or temperature T ) becomes large enough to approach cutoff frequency Λ,
we terminate the scaling at that point which imparts a density dependence or a temperature
dependence to interaction parameter depending on the regime.
At sufficiently large densities, we are forced to terminate renormalization when the char-
acteristic Fermi wavevector kf =
√
2πn becomes on the order of Λ. The value of renormal-
ization constant at this termination point at large densities is:
b∗ =
Λ
kf
. (114)
Substituting this limit in normalized value of coupling Eq.(52) and converting the sum in
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momentum to an integral evaluated in limit of large Λ gives
λ(b∗) = −
2π
m
1
lnkfa
= −2π
m
1
ln
√
2πna22D
. (115)
Therefore, renormalized interaction from Hartfree-Fock result in large density regime
can be written as a renormalization condition λeff = −λ(b∗) such that chemical potential of
the system can be written as:
µ = T ln
(
e
πn
mT − 1
)
− πn
m
1
ln
√
2πna22D
. (116)
We notice that there exists a divergence in second order interaction term when kfa = 1
or when 2πna2 = 1. This point differentiates a density dependent correction regime from
a temperature dependent correction regime that we will observe shortly. When 2πna2 > 1,
correction is appropriately small enough for perturbative approaches to be sufficiently valid.
In this regime, coupling given by Eq.(115) is smaller in magnitude compared to the original
coupling of the system and therefore, in line with RG approach.
At sufficiently large temperatures when renormalized temperature reaches the typical ki-
netic energy scale and temperature based effects start to dominate the system, RG condition
can be defined in terms of temperature of the system:
T (b∗) =
Λ2
2m
. (117)
Given scaling of density, upper limit of cutoff is:
b∗ =
√
Λ2
2mT
. (118)
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Substituting this limit in normalized value of coupling Eq.(52) and converting the sum in
momentum to an integral gives:
λ(b∗) = −
2π
m
1
ln
√
2mTa2
. (119)
In order to obtain the density EoS in large temperature limit, we use this value of λeff
within a finite temperature Hartree-Fock result for chemical potential to obtain RG condition
in this regime:
µ = T ln
(
e
πn
mT − 1
)
− π
mT
n
ln
√
2mTa2
. (120)
Thus, we find that µ in the high density regime is given, approximately, by its noninteracting
value with a correction term going as ≈ 1/ln n, consistent with the results of Bloom [18], who
analyzed the zero-temperature 2D Fermi gas within a diagrammatic approach. In Eq.[116],
the fact that the logarithmic term depended on density can be traced to our assumption
that n̄ 1, so that n(b) reaches the UV scale first given our renormalization condition. In
the opposite regime of n̄  1 (temperature-dominated regime), we instead stipulate that
T (b∗) = Λ
2
2m
is defined by when the renormalized temperature reaches the typical kinetic
energy scale determined by the cutoff. The interaction correction in this regime goes as
≈ 1/ln T We notice that the only difference in the renormalized interactions in both of
these regimes lies within the argument of the logarithmic correction. These RG results
suggest that the bump in the normalized density vs. chemical potential observed in [9, 10]
comprises a crossover between the density-dominated and temperature-dominated regimes,
resulting in a crossover between a density dependent logarithmic correction at n̄  1 to a
temperature-dependent logarithmic correction at n̄ 1.
In order to illustrate this crossover, we use an approximate function for effective coupling
given by
λeff = −
2π
m
1√
2mTa22Df(n̄
, (121)
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where f(n̄) =
√
n̄2 + 1 to interpolate between both the limiting cases. n̄ is numerically solved
to give an expression in terms of the dimensionless chemical potential βµ. The density EoS
is given by
βµ = ln (en̄ − 1)− n̄
ln
√
2mTa22Df(n̄)
. (122)
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Figure 14. Density profile of a 2D balanced Fermi gas for different coupling strengths
βεb that from top to bottom are 0.84,0.47,0.26 and 0.06 (pink, blue, green and red) respec-
tively.The black dashed line is the density EoS of the noninteracting system.
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Figure 15. Normalized density (to non-interacting density n0) of a two-dimensional bal-
anced Fermi gas as a function of normalized chemical potential for the following coupling
strength values, from top to bottom (βεb = 0.84, 0.47, 0.27, 0.06) using a smoothly interpo-
lated function for renormalized interaction.
60
Plotting the ad-hoc function for EoS from Eq.[122] in Fig.[14] shows density as a function
of chemical potential βµ for βεb = 0.84 (top, pink), βεb = 0.47 (middle, blue), βεb = 0.26
(middle, green) and βεb = 0.06 (bottom, red). The black dashed line is the non-interacting
density. Fig.[15] shows density n normalized to the non-interacting density n0 as a function
of dimensionless chemical potential βµ for the same coupling strengths and colour scheme. In
the absence of interactions, this graph would be reduced to a horizontal line at n/n0 = 1. The
influence of interactions causes the non-monotic bump in density as a function of chemical
potential. Remarkably, this simple approximate formula indeed qualitatively reproduces
the ’bump’ behaviour seen in experiments [9, 10]. Since our chosen interpolation function
appears in the argument of the logarithm in Eq.[122], its precise form is expected to be
relatively unimportant as long as it correctly matches to these limits. Nonetheless, our
interpolation between these limits is ad-hoc, and therefore we seek a more rigorous way to
compute interaction effects in 2D Fermi gases using the RG approach in the next section.
4.4 Integrating the RG Equation
In the previous section, our scheme to terminate the RG flow is only valid in the regimes
of n̄ 1 or n̄ 1 where there is a well defined procedure to determine the renormalization
condition. Although our ad-hoc interpolation between these regimes is qualitatively valid,
correctly yielding the bump in EoS, it is not accurate enough to attempt a direct comparison
with experimental data. In this section, we improve on the approximate RG scheme by
integrating the full RG flow equation in order to attempt a more accurate comparison with
experimental data.
We begin by relaxing the assumptions leading to the approximate RG relation Eq.[106].
The effective action is generalized to allow for a frequency and momentum dependence to
the coupling λ, which amounts to replacing λ→ λ(q,Ω) = λ(Q) such that it can be written
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as:
S1 =
∑
P,K,Q
λ(Q)ψ†↑(P+)ψ
†
↓(−P−)ψ↓(K+)ψ↑(−K). (123)
Although the bare coupling is Q-independent, a momentum dependence is generated by
the RG flow. Note that in the the following calculation, we assume that coupling depends
directly only on the magnitude of momentum q and not on its direction. Going back to the
tree-level (leading order), the renormalized interaction is given by
λnew(q,Ω) = λ(b
−1q, b−2Ω) (124)
= λ(q,Ω)− q∂λ
∂q
d ln b− 2Ω ∂λ
∂Ω
d ln b, (125)
with the second line applying in the case of an infinitesimal RG transformation, obtained
by taking b−1 ' 1 − dln b and Taylor expanding to leading order. Next, we include the
quadratic order perturbative RG correction that is analogous to the Hartree-Fock term but
with a momentum and frequency-dependent coupling. The differential equation for the new
effective coupling is:
dλ(q,Ω, b
d ln b
) = −q∂λ
∂q
− 2Ω ∂λ
∂Ω
− f(q,Ω)λ2, (126)
where the function f(q,Ω) is given by
f(q,Ω) ≡ gεΛ
∫
dθ
2π
1
2(εΛ − µR + q
2
8m
)− iΩ
∑
σ=±1
tanh
[
εΛ −muR + q
2
8m
+ α 1√
2m
q
√
εΛ cos θ
2TR
]
.
(127)
The density of states is g = m
2π
, εΛ =
Λ2
2m
is the cutoff-dependent energy scale, and µR = b
2µ,
TR = b
2T are the renormalized chemical potential and temperature. Note that in the right
side of Eq.[126], we suppressed the arguments of the coupling, which are the same as on the
left side. To solve this equation for the scale-dependent coupling λ(q,Ω, b), we note that,
at tree-level, RG procedure amounts to a rescaling of momenta and frequencies, justifying
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the ansatz λ(q,Ω, b) = λ0(b
−1q, b−2Ω, b). Plugging the ansatz into Eq.[126], we find that
λ0(q,Ω, b) satisfies the simpler differential equation
∂λ0(q,Ω, b)
∂ ln b
= −f(bq, b2Ω)(λ0(q,Ω, b))2. (128)
Given the initial condition that the momentum independent bare coupling is equal to the
coupling of the unrenormalized system i.e., λ0(q,Ω, 1) = λ, the previous differential equation
can be resolved to the following condition:
1
λ
= −g
∫ εΛ
0
dx
1
2x+ εb
, (129)
which is in turn equivalent to the condition imposed on the coupling parameter to avoid UV
divergences in the Hamiltonian in Section 2.5. The solution to the differential equation is:
1
λ0(q,Ω, b)
− 1
λ
=
∫ b
1
db1
b1
f(b1q, b
2
1Ω). (130)
Upon changing variables in the integration to x = εΛ/b
2
1, plugging in Eq.[129] and approxi-
mating b→∞ in the final expression, we obtain (after also setting the frequency Ω→ 0):
1
λ0(q, 0)
=
∫ 2π
0
dθ
2π
∫ ∞
0
dε
[1− ηf (χ+)− ηf (χ−)
χ+ + χ−
− 1
2ε+ εb
]
, (131)
where χ± = ε + 1/8q
2 − µ ± q
√
ε
2
cosθ and ηf (x) = 1/(1 + e
x/T ) is the Fermi distribution
function. Here, we defined λ0(q, 0) ≡ limb→∞ λ0(q, 0, b).
The next step is to compute the single-particle Green’s function Gσ(k, ω) for our system
(for spin σ), given by the average −〈ψσ(k, ω)ψ†σ(k′, ω′)〉 = δ(2)(k− k′)βδω,ω′Gσ(k, ω). To do
this, we use the scaling relation (following from Eq.[86]):
Gσ(k, ω) = b
2Gσ,R(bk, b
2ω), (132)
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where the Green’s function of the renormalized system on the right side of this formula should
be computed using the momentum and frequency dependent effective coupling λ(q,Ω, b) =
λ0(b
−1q, b−2Ω, b) with λ0(q,Ω, b) given (at large b) in Eq.[131]. Within standard perturbation
theory, the Green’s function of the renormalized system satisfies
Gσ,R(k, ω) =
1
iω − ξk − Σσ(k, ω)
, (133)
with the self energy
Σσ(k, ω)=T
∑
ω′
∫
d2k′
(2π)2
λ(|k + k′|, ω + ω′, b)Gσ̄R(k′, ω′),' λ(k, 0, b)nR,σ̄,
where σ̄ is the opposite spin to σ. In the second line we neglected the frequency dependence
of the renormalized coupling and approximated λ(|k+k′|, 0, b) ' λ(k, 0, b), which holds if the
coupling is only weakly momentum dependent. Within these approximations, the frequency
and momentum sum in Eq.[134] simply give the density of spin-σ̄ fermions (equal to one-half
the total fermion density). Now, combining this with Eq.[133] and Eq.[132], we finally arrive
at:
Gσ(k, ω) =
1
iω − ξk − 12nλ0(k, 0)
, (134)
This single-particle Green’s function describes interacting fermions with an effective
momentum-dependent chemical potential given by µ − 1
2
nλ0(k, 0) with the Fermi surface
located at momentum kF satisfying
0 =
k2F
2m
− µ+ 1
2
nλ0(kF, 0). (135)
According to Luttinger’s theorem [?], the fermion density at low temperatures is governed
by the volume in momentum space of this Fermi surface via n =
k2F
2π
(as in the noninteracting
case). We therefore argue that it is approximately valid to replace λ0(k, 0) → λ0(kF, 0) in
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Eq.[134] for the purposes of calculating the total density, which leads to:
n =
mT
π
ln
[
e(µ+
1
2
nλeff)/T + 1
]
, (136)
or, equivalently,
βµ = ln
[
eπn/(mT ) − 1
]
− 1
2
nλeff , (137)
where we defined the effective coupling at the Fermi level λeff ≡ λ0(kF, 0).
To obtain the density vs. chemical potential within this theory, we numerically evaluate
the wavevector dependent coupling Eq.[131] (that also depends on the fermion density via
kF) and then numerically solve Eq.[137]. In Fig. 16 we plot the resulting density, normalized
to the noninteracting density, as a function of βµ for various interaction strengths.
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Figure 16. Density (normalized to the non-interacting density n0) of a 2D Fermi gas vs.
chemical potential (normalized to kBT = β
−1), for dimensionless coupling values βεb that,
from top to bottom, are 0.84,0.76,0.62,0.47,0.35,0.26,0.20, showing a peak in the normalized
density for intermediate values of βµthat is reminiscent of recent experiments [[10, 9]]. These
curves are computed using Eq.[137] with the effective coupling approximately interpolating
interpolating between λeff ∼ 1/ lnT in the left part of the figure and λeff ∼ 1/ lnn in the
right part of the figure, as argued in Sec.4.3. For comparison, the dashed line shows the mean-
field transition temperature (given in Eq.[??] below) to the superfluid phase, suggesting a
connection between the peak in n/n0 and the onset of pairing correlations.
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Figure 17. Density (normalized to the non-interacting density) vs. chemical potential
(normalized to kBT = β
−1) within the simplified RG scheme in Eq.[122] (dashed) and via
integration of the RG equation in Eq.[137] (solid). The coupling values for each are βεb = 0.47
(top,red), βεb = 0.26 (middle, blue) and βεb = 0.06 (bottom, green). While the two sets of
curves agree quantitatively, exhibiting a bump as a function of normalized chemical potential,
they are qualitatively different.
In Fig. 17, we compare these results (shown as solid curves) with the results of our ad-hoc
interpolation scheme from Sec. 122 (shown as dashed curves). We argue that the qualitative
agreement between the two sets of curves implies the overall validity of the basic picture of
the bump as a crossover between temperature-dependent log correction in the temperature-
dominated regime and a density-dependent log correction in the density-dominated regime.
At sufficiently low temperatures (at fixed density), or at sufficiently high density (at fixed
temperature), a 2D attractive Fermi gas is expected to enter a paired superfluid (i.e., super-
conducting) state, albeit with only quasi long-range order within the Beresinskii-Kosterlitz-
Thouless (BKT) picture [?, ?]. In Fig.[16] we also included, as a dashed line, the mean-field
transition temperature (not the BKT transition temperature) on the same plot, which sat-
isfies
0 =
∫ ∞
0
dε
(tanh 1
2
β(ε− µ)
2(ε− µ)
− 1
2ε+ εb
)
. (138)
Within mean-field theory, pairing correlations are expected to become strong to the right of
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this curve, and it is interesting to note that the peak in n/n0 for the various curves approx-
imately coincides with the mean-field transition. Physically, this indicates that interaction
effects are strongest for temperatures just above the mean-field transition temperature, al-
though we must again note that the true BKT transition temperature at which superfluidity
is formed would occur at even lower temperatures, further to the right in Fig. ??.
4.5 Comparing RG to Experimental Results
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Figure 18. Comparison of EoS derived using Eq.[137] (solid curves) with the data of Fenech
et al [[9]] (points) for coupling values βεb = 0.47 (top,red), βεb = 0.26 (middle, blue) and
βεb = 0.06 (bottom, green).
We compare our theory to the experiments of Fenech et al. and Boettcher et al., [?, ?],
each of which extracted the density vs. chemical potential for a uniform 2D gas using the
LDA on a trapped 2D Fermi gas. Fig.[18] shows our comparison to the Vale group data [?]
for coupling values βEb = 0.47 (top, red) βEb = 0.26 (middle, blue), and βEb = 0.06
(bottom, green). The theory agrees reasonably well with this data, with the main difference
being that the theory curves seem be shifted (along the βµ axis) relative to the experimental
data. In the bottom panel of Fig. ??, we compare to the results of the Jochim group [?],
whose experiments are, typically, at larger values of the dimensionless coupling. While some
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Figure 19. Comparison of EoS derived using Eq.[137] (solid curves) with the data of
Boettcher et al [[10]] (points) for coupling values βεb = 1.2 (top,orange), and βεb = 0.5
(bottom, purple).
agreement holds for the bottom curves at βEb = 0.5, the upper curves, at the stronger
coupling value of βEb = 1.2, do not show agreement. This indicates that the validity of our
theory is restricted to smaller values of the dimensionless coupling, which is sensible since it
is based on a perturbative RG calculation.
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Chapter 5. Inverse t-matrix Calculations
In the previous section, we see that interactions within RG scheme are momentum
dependent as seen in the final interaction value:
G =
1
iω − εk − gV (k)
, (139)
where the term gV (k) is the Hartree-Fock perturbative term with a momentum dependence.
It is important to note that the single fermion Green’s function looks same an inverse T-
matrix interaction. In this section, we review the inverse t-matrix approach to derive the
same result for density EoS that we found using RG techniques in chapter 3.
The t-matrix is a measure of our renormalized coupling parameter λR. In order to collaborate
the renormalization of coupling and its effect on density profiles of 2D Fermi gases, we need
to be able to evaluate the t-matrix is various regimes. To calculate the t-matrix, we need to
be able to the evaluate the polarization bubble Π(Q).
Since our shorthand Q refers to (q,Ω), we can write Q2 = (p, ω) Our expression for the
polarization bubble Eq.[B.35] is:
Π(q,Ω) =
∑
p
∑
ω
G↑0(q− p,Ω− ω)G↓0(p, ω). (140)
Converting the summation over p into an integral in 2D, we obtain:
Π(q,Ω) = T
∑
ω
∫
d2p
(2π)2
G↑0(q− p,Ω− ω)G↓0(p, ω) (141)
The Green’s Functions evaluate to G↓0(p, ω) =
1
iω−ξp , so
Π(q,Ω) = T
∑
ω
∫
d2p
(2π)2
1
i(Ω− ω)− ξq−p
1
iω − ξp
(142)
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These frequency summation can be evaluated by first decomposing the integrand into partial
fractions:
Π(q,Ω) = T
∑
ω
∫
d2p
(2π)2
[ 1
iω − ξp
+
1
i(Ω− ω)− ξq−p
]( 1
iΩ− ξp − ξp−q
)
(143)
We resolve each of these fractions separately, using the value of Matsubara Frequency ω =
(2n+ 1)πT where n is an integer. Also making use of the property 1− tanh(x
2
) = 2nF where
nF (x) =
1
1+ex
is the Fermi distribution function, we arrive at
Π(q,Ω) =
∫
d2p
(2π)2
(1− nF (βξp)− nf (βξp−q)
ξp−q + ξp − iΩ
)
(144)
As we go through the motion of evaluating these partial fraction summations, we see that
Ω = 2πmT where m is an integer is a bosonic Matsubara frequency, which gives this property
of the fermi function. nF (A+ iΩ) = nF (A).
Shifting momentum from p→ p + 1
2
q gives an equation that is easier to work with:
Π(q,Ω) =
∫
d2p
(2π)2
(1− nF (βξp+ 1
2
q)− nf (βξp− 1
2
q)
ξp− 1
2
q + ξp+ 1
2
q − iΩ
)
. (145)
This integral is UV-Divergent, so we used the bare coupling constant we got from 2-body
binding energy to fix the divergence.
1
λ
+ Π(q,Ω) =
∫
d2p
(2π)2
(1− nF (βξp+ 1
2
q)− nf (βξp− 1
2
q)
ξp− 1
2
q + ξp+ 1
2
q − iΩ
− 1
2εp + εb
)
, (146)
where εb is the two-body binding energy. Thus our t-matrix at a certain momentum and
frequency is given by:
1
t(q,Ω)
=
∫
d2p
(2π)2
(1− nF (βξp+ 1
2
q)− nf (βξp− 1
2
q)
ξp− 1
2
q + ξp+ 1
2
q − iΩ
− 1
2εp + εb
)
. (147)
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A perturbative approach for our system allows us to write the Hamiltonian Eq.(38) as H =
H0 +H1 where
H0 =
∑
σ
∫
d2r ψ†σ(r)
( p̂2
2m
− µσ
)
ψσ(r), (148a)
H1 = λ
∫
d2r ψ†↑(r)ψ
†
↓(r)ψ↓(r)ψ↑(r). (148b)
The imaginary-time Heisenberg representation of the fermionic fields is defined as:
ψσ(τ) = e
τHψσe
−τH , (149)
for which the Heisenberg equations of motion are
∂τψσ(r, τ) = −
( p̂2
2m
− µσ
)
ψσ(r, τ)− λψ†σ̄(r, τ)ψσ̄(r, τ)ψσ(r, τ), (150a)
∂τψ
†
σ(r, τ) =
( p̂2
2m
− µσ
)
ψ†σ(r, τ) + λψ
†
σ(r, τ)ψ
†
σ̄(r, τ)ψσ̄(r, τ), (150b)
where σ̄ is the opposite spin to σ. We define the matrix Green’s function as:
G =
G(r, τ) F (r, τ)
F †(r, τ) Ḡ(r, τ)
 = −
〈Tτψ↑(r, τ)ψ†↑(0, 0)〉 〈Tτψ↑(r, τ)ψ↓(0, 0)〉
〈Tτψ†↓(r, τ)ψ
†
↑(0, 0)〉 〈Tτψ
†
↓(r, τ)ψ↓(0, 0)〉
 . (151)
Differentiating the matrix G(r, τ) with respect to τ allows diagonal components of G (i.e.,
G and Ḡ) to gain contributions proportional to δ(r)δ(τ) due to the time-ordering operator,
resulting in:
∂τG(r, τ) = −σ0δ(r)δ(τ)−
〈Tτ∂τψ↑(r, τ)ψ†↑(0, 0)〉 〈Tτ∂τψ↑(r, τ)ψ↓(0, 0)〉
〈Tτ∂τψ†↓(r, τ)ψ
†
↑(0, 0)〉 〈Tτ∂τψ
†
↓(r, τ)ψ↓(0, 0)〉
 . (152)
Substituting the equations of motion from Eq.(A.3) for fermion fields gives:
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5.1 Feynman Diagrams
Figure 20. Linear order diagram
Figure 21. Quadratic order diagram
Figure 22. Quadratic order diagram
5.2 Inverse t-matrix Calculation Within a Perturbative RG Method
Since our shorthand Q refers to (q,Ω), we can write Q2 = (p, ω) Our expression for the
polarization bubble [Eq.35] is:
Π(q,Ω) =
∑
p
∑
ω
G↑0(q− p,Ω− ω)G↓0(p, ω) (153)
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Figure 23. Quadratic order diagram
Converting the summation over p into an integral in 2D,
Π(q,Ω) = T
∑
ω
∫
d2p
(2π)2
G↑0(q− p,Ω− ω)G↓0(p, ω) (154)
The Green’s Functions evaluate to G↓0(p, ω) =
1
iω−ξp ,so
Π(q,Ω) = T
∑
ω
∫
d2p
(2π)2
1
i(Ω− ω)− ξq−p
1
iω − ξp
(155)
These frequency summation can be evaluated by first decomposing the integrand into partial
fractions.
Π(q,Ω) = T
∑
ω
∫
d2p
(2π)2
[ 1
iω − ξp
+
1
i(Ω− ω)− ξq−p
]( 1
iΩ− ξp − ξp−q
)
(156)
We resolve each of these fractions separately, using the value of Matsubara Frequency ω =
(2n+ 1)πT where n is an integer. Also making use of the property 1− tanh(x
2
) = 2nF where
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nF (x) =
1
1+ex
is the Fermi distribution function, we arrive at
Π(q,Ω) =
∫
d2p
(2π)2
(1− nF (βξp)− nf (βξp−q)
ξp−q + ξp − iΩ
)
(157)
As we go through the motion of evaluating these partial fraction summations, we see that
Ω = 2πmT where m is an integer is a bosonic Matsubara frequency, which gives this property
of the fermi function. nF (A+ iΩ) = nF (A)
Shifting momentum from p→ p + 1
2
q gives an equation that is easier to work with.
Π(q,Ω) =
∫
d2p
(2π)2
(1− nF (βξp+ 1
2
q)− nf (βξp− 1
2
q)
ξp− 1
2
q + ξp+ 1
2
q − iΩ
)
(158)
This integral is UV-Divergent, so we used the bare coupling constant we got from 2-body
binding energy to fix the divergence.
1
λ
+ Π(q,Ω) =
∫
d2p
(2π)2
(1− nF (βξp+ 1
2
q)− nf (βξp− 1
2
q)
ξp− 1
2
q + ξp+ 1
2
q − iΩ
− 1
2εp + εb
)
(159)
where εb is the two-body binding energy. Thus our t-matrix at a certain momentum and
frequency is given by:
1
t(q,Ω)
=
∫
d2p
(2π)2
(1− nF (βξp+ 1
2
q)− nf (βξp− 1
2
q)
ξp− 1
2
q + ξp+ 1
2
q − iΩ
− 1
2εp + εb
)
(160)
5.2.1 Ladder Series
Given that renormalization of the Green’s functions allows us to diagrammatically rep-
resent the Feynmann diagrams using and inverse t-matrix,
The first few diagrams of the ladder series are:
A detailed summation of the Feynmann diagrams as well as calculation of self-energy is
available in Appendix B.
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Figure 24. Feynmann representation of a renormalized interaction diagram
Figure 25. First few diagrams of the renormalized ladder series (upto third order).
The t-matrix is a measure of our renormalized coupling parameter λR. In order to
collaborate the renormalization of coupling and its effect on density profiles of 2D Fermi
gases, we need to be able to evaluate the t-matrix is various regimes. To calculate the t-
matrix, we need to be able to the evaluate the polarization bubble Π(Q).
Since our shorthand Q refers to (q,Ω), we can write Q2 = (p, ω) Our expression for the
polarization bubble [Eq.35] is:
Π(q,Ω) =
∑
p
∑
ω
G↑0(q− p,Ω− ω)G↓0(p, ω) (161)
Converting the summation over p into an integral in 2D,
Π(q,Ω) = T
∑
ω
∫
d2p
(2π)2
G↑0(q− p,Ω− ω)G↓0(p, ω) (162)
The Green’s Functions evaluate to G↓0(p, ω) =
1
iω−ξp ,so
Π(q,Ω) = T
∑
ω
∫
d2p
(2π)2
1
i(Ω− ω)− ξq−p
1
iω − ξp
(163)
These frequency summation can be evaluated by first decomposing the integrand into partial
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fractions.
Π(q,Ω) = T
∑
ω
∫
d2p
(2π)2
[ 1
iω − ξp
+
1
i(Ω− ω)− ξq−p
]( 1
iΩ− ξp − ξp−q
)
(164)
We resolve each of these fractions separately, using the value of Matsubara Frequency ω =
(2n+ 1)πT where n is an integer. Also making use of the property 1− tanh(x
2
) = 2nF where
nF (x) =
1
1+ex
is the Fermi distribution function, we arrive at
Π(q,Ω) =
∫
d2p
(2π)2
(1− nF (βξp)− nf (βξp−q)
ξp−q + ξp − iΩ
)
(165)
As we go through the motion of evaluating these partial fraction summations, we see that
Ω = 2πmT where m is an integer is a bosonic Matsubara frequency, which gives this property
of the fermi function. nF (A+ iΩ) = nF (A)
Shifting momentum from p→ p + 1
2
q gives an equation that is easier to work with.
Π(q,Ω) =
∫
d2p
(2π)2
(1− nF (βξp+ 1
2
q)− nf (βξp− 1
2
q)
ξp− 1
2
q + ξp+ 1
2
q − iΩ
)
(166)
This integral is UV-Divergent, so we used the bare coupling constant we got from 2-body
binding energy to fix the divergence.
1
λ
+ Π(q,Ω) =
∫
d2p
(2π)2
(1− nF (βξp+ 1
2
q)− nf (βξp− 1
2
q)
ξp− 1
2
q + ξp+ 1
2
q − iΩ
− 1
2εp + εb
)
(167)
where εb is the two-body binding energy. Thus our t-matrix at a certain momentum and
frequency is given by:
1
t(q,Ω)
=
∫
d2p
(2π)2
(1− nF (βξp+ 1
2
q)− nf (βξp− 1
2
q)
ξp− 1
2
q + ξp+ 1
2
q − iΩ
− 1
2εp + εb
)
(168)
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5.3 Integrating the Inverse t-matrix
We calculate the density profiles of two-dimensional Fermi gas using RG approach in
two different ways. The first is to use a smoothly interpolated expression for renormalized
interactions. The second method of rescaling interactions involves using an inverse t-matrix
method to sum all self energy terms. Both these methods involve substituting renormalized
interactions into the perturbative template developed in Eq.(??).
5.3.1 Inverse t-matrix Renormalized Interactions
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Figure 26. Density profile of a two-dimensional balanced Fermi gas for different interaction
strengths using an inverse t-matrix renormalized interaction. The critical temperature phase
transition is denoted by the dashed black line transecting th density curves at normalized
chemical potentials corresponding to critical temperature blah blah blah..
In our calculation of the t-matrix at finite momentum and zero frequency, we realize
that the summation of all Green’s functions in the self-energy approximation is equivalent
to renormalizing interactions using our traditional beyond tree-level scaling RG method.
A detailed calculation of the inverse t-matrix expression from self-energy is available in
Appendix C. From Section 4.5, we have the inverse t-matrix value given as an integral in
energy:
1
t(q, 0)
= g
∫ 2π
0
dθ
2π
∫
dε
[1− nf (ξ+)− nf (ξ−)
ξ+ + ξ−
− 1
2ε+ εb
]
. (169)
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Figure 27. Comparision of density profile derived using smoothly interpolated function for
renormalized interactions (dashed lines) and inverse t-matrix calculations (solid lines).
Since we have determined earlier that the inverse t-matrix is mathematically equivalent
to inverse of the renormalized interaction parameter λR, we are able to use the Hartree-Fock
correction to chemical potential in order to derive the equation of state:
βµ = ln[en̄ − 1] + 1
2
gt(q, 0)n̄ (170)
where βµ is chemical potential of the system normalized to temperature. Upon plotting this
density EoS, we see same features observed in both experimental data [?, ?] and other the-
oretical descriptions including Luttinger-Ward [?, ?] and most importantly, our calculation
of the same EoS using a beyond tree-level rescaling transformation (Fig.??). The nonmono-
tonic nature of density profile as a function of chemical potential is demonstrated by the
peak in normalized density. The appearance of a peak or local maximum is peculiar to the
two-dimensional case due to the presence of atleast one bound state at any arbitrary interac-
tion strength in a trap and also to a system with attractive interactions. Moreover, at values
of βµ corresponding to high densities, we see density dependent logarithmic corrections and
at values of βµ corresponding to dominating temperatures, we see temperature dependent
logarithmic corrections. This qualitative agreement can be seen in asymptotic nature of the
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density profile curves at different interaction strengths.
■■
■■
■
■
■
■
■
■
■
■ ■■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■










 
                 
▲▲▲
▲▲▲
▲▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲ ▲ ▲ ▲▲ ▲ ▲
▲ ▲ ▲▲ ▲ ▲ ▲ ▲ ▲
-� -� � � � � � � �
�
���
���
���
���
��
���
����������� �� ������� (�����) ��� ������ ������������ (�������) �������
βμ
�/��
Figure 28. Comparision of density profile derived using inverse t-matrix calculation of
interactions (solid lines) and Fenech experimental data (symbols) for interaction strengths
blah blah blah.
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Figure 29. Comparision of density profile derived using inverse t-matrix calculation of
interactions (solid lines) and Boettcher experimental data (symbols) for interaction strengths
blah blah blah.
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Chapter 6. Thermodynamics of Two-dimensional Fermi Gases
In this section, we derive the thermodynamic properties of 2D Fermi gases in normal
phase given the density EoS derived in Section 2.5. We present our results for isothermal
compressibility and pressure EoS of the Fermi gas system as a function of the chemical
potential. We observe similar bumps in EoS for both isothermal compressibility and pressure
compared to density EoS, indicating interaction effects.
6.1 Derivation of Thermodynamic Variables
In this dissertation, we perform calculations on a homogeneous system that can be
expressed in the grand canonical ensemble. Within LDA, a trapped has is assumed to be
locally in equilibrium at each position in the trap, at chemical potential µ(r) = µ − V (r).
This allows for the extraction of homogenous system properties for many values of µ from a
trapped gas. Thermodynamics of the grand canonical ensemble are derived in great detail in
many textbooks [62, 63], however, the Gibbs-Duhem relation suffices for this section. Given
the Gibbs-Duhem relation
Ndµ = −SdT + AdP (171)
where S,A, P and N are the entropy, system area, pressure and total particle number of
the system, thermodynamic observables such as isothermal compressibility and pressure (at
constant temperature) can be derived using the following relations:
P = ∂U
∂V
=
∫ µ
−∞ n(µ
′, T )dµ′ (172)
κ = − 1
V
∂V
∂P
= 1
n2
∂n(µ,T )
∂µ
. (173)
Here,P , V, κ and U refer to pressure, volume, isothermal compressibility and internal energy
of the gas. Switching to dimensionless variables, our formulas for pressure and isothermal
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compressibility of an interacting 2D Fermi gas can be written as
Pλ4T = 2π
∫ βµ
−∞
n(βµ′)λ2Td(βµ
′), (174)
κ =
λ4T
2π
1
(n(βµ)λ2T )
2
d(n(βµ)λ2T )
d(βµ)
, (175)
where λT =
√
2π/(mT ) is the thermal de Broglie wavelength allows all quantities to be
written in dimensionless forms. Plugging in the numerical expression for renormalized in-
teracting density EoS from Eq.[137] into Eq.[174], we derive the pressure and isothermal
compressibility EoS. In Fig.[32], we plot our results for the compressibility vs. pressure for
three values of the dimensionless interaction, each normalized to their non-interacting coun-
terparts, an observable that is expected to show signatures of the phase transition into the
superfluid state [52]. Interacting isothermal compressibility κ and pressure P are normalized
with respect to their noninteracting counterparts, given by:
κ0 =
1
λ2T
eβµ
eβµ + 1
, (176)
P0 = −
2
βλ2T
Li2(−eβµ + 1), (177)
with Lin(z) being the polylogarithm function. Although we have not attempted a detailed
comparison, the behavior of Fig.[32] is qualitatively consistent with data from [9].
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Figure 30. Isothermal compressibility normalized to noninteracting isothermal compress-
ibility as a function of normalized chemical potential for interaction strengths βεb = 0.06
(top, green), βεb = 0.26 (middle, blue), βεb = 0.47 (bottom, red). We observe the non-
monotonic nature of isothermal compressibility EoS due to interaction effects.
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Figure 31. Pressure normalized to noninteracting pressure as a function of function of
normalized chemical potential for βεb = 0.06 (bottom, green), βεb = 0.26 (middle, blue),
βεb = 0.47 (top, red). Again, we notice a bump in EoS due to interaction effects. This bump
is more noticable for larger interactions.
82
� ��� ��� ���� � �
���
���
���
���
��
���
���
���
���
��
���������� ��������������� ��� ��������
κ /κ�
�/��
Figure 32. Normalized isothermal compressibility is plotted as a function of normalized
pressure for interaction strengths characterized by βεb = 0.06 (bottom, green), βεb = 0.26
(middle, blue), βεb = 0.47 (top, red) starting from left.
EoS for compressibility and pressure are derived in detail in Appendix D using an in-
tegrated RG interaction result. Interaction strength βεb is varied in order to compare with
experimental results from Fenech et.al. Once again, qualitative agreement is observed, show-
ing that our RG method is a viable approach to analytically calculating thermodynamic
properties of two-dimensional Fermi gases with attractive interactions.
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Chapter 7. Future Work
7.1 Imbalanced Normal Phase
Our next step would be to extrapolate the RG approach detailed in Section 3 and Sec-
tion 4 of this paper to an imbalanced Fermi gas where the population of the two pseudospin
components are not equal. Current experiments are being done by Mitra et. al where
imbalanced Fermi gases at studied at different interaction strengths and polarizations to
understand rescaling of interactions and its effect on thermodynamic properties of the gas
[?].
Our initial results using a smoothly interpolated renormalized interaction to plot the
density equation of state show a recurrence of a peak in normalized density as a function of
central chemical potential of the atomic cloud. Here, the degree of polarization h is the result
of a vector potential that allows for different spin populations which in superfluid regime
eventually lead to pair condensation.
7.2 Superfluid Phase
Another important step would be to implement our RG approach to both balanced and
imbalanced gases in superfluid phase below a certain transition temperature. While we ex-
pect MFT to be more accurate at low temperatures close to absolute zero, RG approach
will be able to produce more accurate results. Current theoretical descriptions of interaction
effects in two-dimensional Fermi gases with attractive interactions in the superfluid phase
have been studied by Haussmann et. al. who present a variational many-body Green’s
functions derived within a ladder approximation to obtain thermodynamics of crossover be-
tween BCS and BEC phases [?]. However, their explanation does not adequately describe
84
-� -� -� -� � � � � �
���
���
���
���
�
���
���
βμ
�/��
�=���
�=���
�=���
Figure 33. Normalized density profiles for imbalanced cases where h is varied for the inter-
action strength βεb = 0.47. These density profiles are calculating using the inverse t-matrix
approximation to calculate a renormalized interaction parameter within a RG pertubative
relation. Solid lines represent the majority pseudospin and dashed lines represent the mi-
nority pseudospin. Green lines are density profiles when h = 0.9, red lines are for h = 2.0
and blue lines are for h = 4.0. Interaction strength is constant at βεb = 0.47 throughout this
plot.
behaviour at critical temperature of phase transition. We hypothesize that our RG approach
would be able to adequately describe the behaviour of our setup in superfluid phase with a
non-marginal renormalized interaction.
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Appendix A. Pertubation Theory Using Matrix Green’s Functions
A perturbative approach for our system allows us to write the Hamiltonian Eq.(38) as
H = H0 +H1 where H0 can be written as the kinetic energy term and H1 as the interaction
term given by:
H0 =
∑
σ
∫
d2r ψ†σ(r)
( p̂2
2m
− µσ
)
ψσ(r), (A.1a)
H1 = λ
∫
d2r ψ†↑(r)ψ
†
↓(r)ψ↓(r)ψ↑(r). (A.1b)
The imaginary-time Heisenberg representation of the fermionic fields is defined as:
ψσ(τ) = e
τHψσe
−τH , (A.2)
for which the Heisenberg equations of motion are
∂τψσ(r, τ) = −
( p̂2
2m
− µσ
)
ψσ(r, τ)− λψ†σ̄(r, τ)ψσ̄(r, τ)ψσ(r, τ), (A.3a)
∂τψ
†
σ(r, τ) =
( p̂2
2m
− µσ
)
ψ†σ(r, τ) + λψ
†
σ(r, τ)ψ
†
σ̄(r, τ)ψσ̄(r, τ), (A.3b)
where σ̄ is the opposite spin to σ. We define the matrix Green’s function as:
G =
G(r, τ) F (r, τ)
F †(r, τ) Ḡ(r, τ)
 = −
〈Tτψ↑(r, τ)ψ†↑(0, 0)〉 〈Tτψ↑(r, τ)ψ↓(0, 0)〉
〈Tτψ†↓(r, τ)ψ
†
↑(0, 0)〉 〈Tτψ
†
↓(r, τ)ψ↓(0, 0)〉
 . (A.4)
Differentiating the matrix G(r, τ) with respect to τ allows diagonal components of G (i.e.,
G and Ḡ) to gain contributions proportional to δ(r)δ(τ) due to the time-ordering operator,
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resulting in:
∂τG(r, τ) = −σ0δ(r)δ(τ)−
〈Tτ∂τψ↑(r, τ)ψ†↑(0, 0)〉 〈Tτ∂τψ↑(r, τ)ψ↓(0, 0)〉
〈Tτ∂τψ†↓(r, τ)ψ
†
↑(0, 0)〉 〈Tτ∂τψ
†
↓(r, τ)ψ↓(0, 0)〉
 . (A.5)
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Appendix B. Beyond Tree-level RG
Upon performing a tree-level scaling on these action integrals, we find that renormal-
ized coupling parameter is equal in magnitude to the unrenormalized coupling parameter,
rendering this approach trivial. The marginal nature of the renormalization forces us to go
beyond a rescaling transformation.
To consider the effect of renormalization transformation on interaction term S1, we write
the partition function for a balanced gas.
Z =
∫
Dψ<†σ Dψ
<
σDψ
>†
σ Dψ
>
σ exp
(
− S[ψ<†σ , ψ<σ , ψ>†σ , ψ>σ
]
) (B.1)
Again, we integrate high-momentum fermionic fields out to get an effective interaction only
for low momentum fields. Our original kinetic energy action term from Hamiltonian is given
by Eq. [7]. Decoupling the fermionic field into a low-momentum field and a high-momentum
field as in Eq. [8] allows us to examine S0 in greater detail.
S0 =
kB
h̄
∑
σ
∫
k<Λ
d2k
(2π)2
T
∑
ω
(
ψ>†σ (k, ω)+ψ
<†
σ (k, ω)
)[
−ih̄ω− h̄
2k2
2m
−µ
](
ψ>σ (k, ω)+ψ
<
σ (k, ω)
)
(B.2)
Due to the aforementioned quadratic nature of S0, terms that include both a low-momentum
field and a high-momentum field will disappear. So the integral neatly decouples into a
linear combination of the original action term for corresponding low-momentum and high-
momentum fields.
S0 =
kB
h̄
[∑
σ
∫
k<Λ′
d2k
(2π)2
T
∑
ω
(
ψ<†σ (k, ω)
)[
− ih̄ω − h̄2k2
2m
− µ
](
ψ<σ (k, ω)
)
(B.3)
+
∑
σ
∫
Λ′<k<Λ
d2k
(2π)2
T
∑
ω
(
ψ>†σ (k, ω)
)[
− ih̄ω − h̄2k2
2m
− µ
](
ψ>σ (k, ω)
)]
(B.4)
However, when we make the same substitution in S1 we see that products of low-momentum
fields and high-momentum fields cannot be discarded and would have to be evaluated using
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Green’s functions. Plugging in expression for decoupling of fermion field into Eq. [8],
S1 = λ
∫
d2r
∫ βh̄
0
dτ
(
ψ<†↑ (r, τ)+ψ
>†
↑ (r, τ)
)(
ψ<†↓ (r, τ)+ψ
>†
↓ (r, τ)
)(
ψ<↓ (r, τ)+ψ
>
↓ (r, τ)
)(
ψ<↑ (r, τ)+ψ
>
↑ (r, τ)
)
(B.5)
Since this product is not quadratic in nature, the cross product terms have to be evaluated.
However,we can cherry-pick some terms that are important to us. One of them is the
quadratic level term that describe quadratic coupling between low-momentum and high-
momentum fields.
S1,quad = λ
∫
dr
∫ βh̄
0
dτ (ψ<†↑ ψ
<†
↓ ψ
>
↓ ψ
>
↑ + ψ
>†
↑ ψ
>†
↓ ψ
<
↓ ψ
<
↑ ) (B.6)
This term looks functionally most like interaction action term that we’ve observed in tree-
level scaling. Other products that contain combinations of two high-momentum and two
low-momentum fields do not lead to any renormalizations [work it out]. Another important
product term is the term with all low-momentum fields which is denoted at S1<. The
functional integral can be written as a product of low-momentum and high-momentum fields
Z =
∫
Dψ<†σ Dψ
<
σ e
−(S<0 +S
<
1 )
∫
Dψ>†σ Dψ
>
σ e
−S>0 +S1,quad (B.7)
We can integrate out the high-momentum integral to renormalize S<1 . Therefore, looking at
the high-momentum part of the functional integral,
∫
Dψ>†σ Dψ
>
σ e
−S>0 +S1,quad = 〈e−S1,quad〉>
∫
Dψ>†σ Dψ
>
σ e
−S>0 (B.8)
Rewriting the earlier expression such that the average is explicitly seen,
〈e−S1,quad〉> =
∫
Dψ>†σ Dψ
>
σ e
−S>0 +S1,quad∫
Dψ>†σ Dψ>σ e
−S>0
(B.9)
Dropping the terms that are independent of ψ<σ and using the cumulant expansion to express
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the average, let 〈e−S1,quad〉> = e−Seff . Then,
Seff = 〈S1,quad〉> −
1
2
〈S21,quad〉> (B.10)
Expanding out the second term of Seff, we see that we have two contributions that look like
the interaction action term.
Seff,2 = −λ2
∫
d2r1
∫
d2τ1
∫
d2r2
∫
d2τ2 〈ψ<†↑ (r1, τ1)ψ
<†
↓ (r1, τ1)ψ
>
↓ (r1, τ1)ψ
>
↑ (r1, τ1)
× ψ>†↑ (r2, τ2)ψ
>†
↓ (r2, τ2)ψ
<
↓ (r2, τ2)ψ
<
↑ (r2, τ2)〉>
(B.11)
where the average value is taken only over the greater-than > fields. Using Wick’s theorem,
the combination of products of greater-than fields can be evaluated while lesser-than fields
can be pulled out of the average. Let (r1, τ1) = x1 for convenience.
Seff,2 = −λ2
∫
d2x1
∫
d2x2 〈ψ<†↑ (x1)ψ
<†
↓ (x1)ψ
>
↓ (x1)ψ
>
↑ (x1)×ψ
>†
↑ (x2)ψ
>†
↓ (x2)ψ
<
↓ (x2)ψ
<
↑ (x2)〉>
(B.12)
The combination products are:
〈ψ>↑ (x1)ψ
>†
↑ (x2)〉 = −G
>
↑ (x1 − x2) (B.13)
〈ψ>↓ (x1)ψ
>†
↓ (x2)〉 = −G
>
↓ (x1 − x2) (B.14)
Rewriting the action term,
Seff,2 = −λ2
∫
d2x1
∫
d2x2 ψ
<†
↑ (x1)ψ
<†
↓ (x1)ψ
<
↓ (x2)ψ
<
↑ (x2)G
>
↑ (x1 − x2)G>↓ (x1 − x2) (B.15)
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Fourier Transforms of fermionic fields and Green’s functions:
ψ(x) =
∑
K
e−iK.x ψ(K) (B.16)
G>↑ (x1 − x2) =
∑
K
e−iK.(x1−x2) G>↑ (K) (B.17)
Substituting these Fourier Transforms into Eq [22],
Seff,2 = −λ2
∫
d2x1
∫
d2x2
∑
ki
ψ<†↑ (k1)ψ
<†
↓ (k2)ψ
<
↓ (k3)ψ
<
↑ (k4) e
−i(k1+k2).x1+i(k3+k4).x2
∑
P,P ′
e−iP.(x1−x2) G>↑ (P ) e
−iP ′.(x1−x2) G>↓ (P
′)
(B.18)
Integrating over the x1 integral gives the following constraint:
k1 + k2 = −(P + P ′) (B.19)
Similarly, integrating over x2 gives:
k3 + k4 = −(P + P ′) (B.20)
Rewriting the action term,
Seff,2 = −λ2
∑
ki
∑
P,P ′
ψ<†↓ (k1) ψ
<†
↑ (k2) ψ
<
↓ (k3) ψ
<
↑ (k4)δ(k1+k2−k3−k4) δ(−k1−k2−P ′−P )G>↑ (P ) G>↓ (P ′)
(B.21)
Since P = −k1 − k2 − P ′,
Seff,2 = −λ2
∑
ki
∑
P ′
ψ<†↓ (k1) ψ
<†
↑ (k2) ψ
<
↓ (k3) ψ
<
↑ (k4)G
>
↑ (−k1−k2−P ′) G>↓ (P ′)δ(k1+k2−k3−k4)
(B.22)
Here we make an important assumption that k1 + k2 is not relevant since P
′ is quite large
(it’s a high momentum state). The change in coupling constant λ can then be written from
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the action term as,
δλ = −λ2
∑
P ′
G>↑ (−k1 − k2 − P ′) G>↓ (P ′) (B.23)
The action term can then be rewritten as:
Seff,2 =
∑
ki
ψ<†↓ (k1) ψ
<†
↑ (k2) ψ
<
↓ (k3) ψ
<
↑ (k4) δλ(k1 + k2) δ(k1 + k2 − k3 − k4) (B.24)
Converting the integral in renormalized coupling term,
δλ = −λ2T
∑
P ′
∫
>
d2p
(2π)2
G>↑ (−k1 − k2 − P ′) G>↓ (P ′) (B.25)
= −λ2T
∑
P
∫
>
d2p
(2π)2
G>↑ (K − P ′) G>↓ (P ′) (B.26)
The Green’s functions in normalized coupling constant where P ′ = (p,Ω) evaluate to:
G>↓ (p,Ω) =
1
iΩ− ξp
(B.27)
G>↑ (p− k, ω − Ω) =
1
i(ω − Ω)− ξp−k
(B.28)
where ξp is the kinetic energy term. Evaluating the frequency summation,
δλ = λ2
∫
>
d2p
(2π)2
nF (ξp−k)− nF (ξp)
ξk−p + ξp − iω
(B.29)
Evaluating the angle integral,
δλ = λ2
1
2π
∫
>
pdp
nF (ξp−k)− nF (ξp)
ξk−p + ξp − iω
(B.30)
Evaluating this integral within an appropriate limit,
δλ = −λ2 1
2π
∫ Λ
Λ′
pdp
nF (ξp−k)− nF (ξp)
ξk−p + ξp − iω
(B.31)
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We can set external momenta and frequencies (the low-momenta lines) to zero since our
integral is conducted only over high-momentum states. At T → 0,the second Fermi function
vanishes. In the same limit, the first Fermi function becomes negative unity. Our integral
then becomes,
δλ = − 1
2π
λ2
m
h̄2
ln
( Λ
Λ′
)
= − 1
2π
λ2
m
h̄2
ln(b) (B.32)
where b is the renormalizing factor defined in Eq. [15]. Tree-level Scaling of coupling constant
gives a trivial result, so the renormalization of coupling constant λ can be written as,
λ′ = λ+ δλ (B.33)
Upon performing a tree-level scaling on these action integrals, we find that renormalized
coupling parameter is equal in magnitude to the unrenormalized coupling parameter, indi-
cating that interaction parameter of this system is marginal. The marginal nature of this
renormalization forces us to go beyond a leading-order rescaling transformation.
To consider the effect of renormalization transformation on interaction term S1, we write
the partition function for a balanced gas.
Z =
∫
Dψ<†σ Dψ
<
σDψ
>†
σ Dψ
>
σ exp
(
− S[ψ<†σ , ψ<σ , ψ>†σ , ψ>σ
]
) (B.34)
Again, we integrate high-momentum fermionic fields out to get an effective interaction only
for low momentum fields. Our original kinetic energy action term from Hamiltonian is given
by Eq.[38]. Decoupling the fermionic field into a low-momentum field and a high-momentum
field as in Eq.[78 allows us to examine S0 in greater detail.
S0 =
kB
h̄
∑
σ
∫
k<Λ
d2k
(2π)2
T
∑
ω
(
ψ>†σ (k, ω)+ψ
<†
σ (k, ω)
)[
−ih̄ω− h̄
2k2
2m
−µ
](
ψ>σ (k, ω)+ψ
<
σ (k, ω)
)
(B.35)
Due to the aforementioned quadratic nature of S0, terms that include both a low-momentum
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field and a high-momentum field will disappear. So the integral neatly decouples into a
linear combination of the original action term for corresponding low-momentum and high-
momentum fields.
S0 =
kB
h̄
[∑
σ
∫
k<Λ′
d2k
(2π)2
T
∑
ω
(
ψ<†σ (k, ω)
)[
− ih̄ω − h̄2k2
2m
− µ
](
ψ<σ (k, ω)
)
(B.36)
+
∑
σ
∫
Λ′<k<Λ
d2k
(2π)2
T
∑
ω
(
ψ>†σ (k, ω)
)[
− ih̄ω − h̄2k2
2m
− µ
](
ψ>σ (k, ω)
)]
(B.37)
However, when we make the same substitution in S1 we see that products of low-momentum
fields and high-momentum fields cannot be discarded and would have to be evaluated using
Green’s functions. Plugging in expression for decoupling of fermion field into Eq. [78],
S1 = λ
∫
d2r
∫ βh̄
0
dτ
(
ψ<†↑ (r, τ)+ψ
>†
↑ (r, τ)
)(
ψ<†↓ (r, τ)+ψ
>†
↓ (r, τ)
)(
ψ<↓ (r, τ)+ψ
>
↓ (r, τ)
)(
ψ<↑ (r, τ)+ψ
>
↑ (r, τ)
)
(B.38)
Since this product is not quadratic in nature, the cross product terms have to be evaluated.
However,we can cherry-pick some terms that are important to us. One of them is the
quadratic level term that describe quadratic coupling between low-momentum and high-
momentum fields.
S1,quad = λ
∫
dr
∫ βh̄
0
dτ (ψ<†↑ ψ
<†
↓ ψ
>
↓ ψ
>
↑ + ψ
>†
↑ ψ
>†
↓ ψ
<
↓ ψ
<
↑ ) (B.39)
This term looks functionally most like interaction action term that we’ve observed in tree-
level scaling. Other products that contain combinations of two high-momentum and two
low-momentum fields do not lead to any renormalizations. Another important product term
is the term with all low-momentum fields which is denoted at S1<. The functional integral
can be written as a product of low-momentum and high-momentum fields
Z =
∫
Dψ<†σ Dψ
<
σ e
−(S<0 +S
<
1 )
∫
Dψ>†σ Dψ
>
σ e
−S>0 +S1,quad (B.40)
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We can integrate out the high-momentum integral to renormalize S<1 . Therefore, looking at
the high-momentum part of the functional integral,
∫
Dψ>†σ Dψ
>
σ e
−S>0 +S1,quad = 〈e−S1,quad〉>
∫
Dψ>†σ Dψ
>
σ e
−S>0 (B.41)
Rewriting the earlier expression such that the average is explicitly seen,
〈e−S1,quad〉> =
∫
Dψ>†σ Dψ
>
σ e
−S>0 +S1,quad∫
Dψ>†σ Dψ>σ e
−S>0
(B.42)
Dropping the terms that are independent of ψ<σ and using the cumulant expansion to express
the average, let 〈e−S1,quad〉> = e−Seff . Then,
Seff = 〈S1,quad〉> −
1
2
〈S21,quad〉> (B.43)
Expanding out the second term of Seff, we see that we have two contributions that look like
the interaction action term.
Seff,2 = −λ2
∫
d2r1
∫
d2τ1
∫
d2r2
∫
d2τ2 〈ψ<†↑ (r1, τ1)ψ
<†
↓ (r1, τ1)ψ
>
↓ (r1, τ1)ψ
>
↑ (r1, τ1)
× ψ>†↑ (r2, τ2)ψ
>†
↓ (r2, τ2)ψ
<
↓ (r2, τ2)ψ
<
↑ (r2, τ2)〉>
(B.44)
where the average value is taken only over the greater-than > fields. Using Wick’s theorem,
the combination of products of greater-than fields can be evaluated while lesser-than fields
can be pulled out of the average. Let (r1, τ1) = x1 for convenience.
Seff,2 = −λ2
∫
d2x1
∫
d2x2 〈ψ<†↑ (x1)ψ
<†
↓ (x1)ψ
>
↓ (x1)ψ
>
↑ (x1)×ψ
>†
↑ (x2)ψ
>†
↓ (x2)ψ
<
↓ (x2)ψ
<
↑ (x2)〉>
(B.45)
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The combination products are:
〈ψ>↑ (x1)ψ
>†
↑ (x2)〉 = −G
>
↑ (x1 − x2) (B.46)
〈ψ>↓ (x1)ψ
>†
↓ (x2)〉 = −G
>
↓ (x1 − x2) (B.47)
Rewriting the action term,
Seff,2 = −λ2
∫
d2x1
∫
d2x2 ψ
<†
↑ (x1)ψ
<†
↓ (x1)ψ
<
↓ (x2)ψ
<
↑ (x2)G
>
↑ (x1 − x2)G>↓ (x1 − x2) (B.48)
Fourier Transforms of fermionic fields and Green’s functions:
ψ(x) =
∑
K
e−iK.x ψ(K) (B.49)
G>↑ (x1 − x2) =
∑
K
e−iK.(x1−x2) G>↑ (K) (B.50)
Substituting these Fourier Transforms into Eq [22],
Seff,2 = −λ2
∫
d2x1
∫
d2x2
∑
ki
ψ<†↑ (k1)ψ
<†
↓ (k2)ψ
<
↓ (k3)ψ
<
↑ (k4) e
−i(k1+k2).x1+i(k3+k4).x2
∑
P,P ′
e−iP.(x1−x2) G>↑ (P ) e
−iP ′.(x1−x2) G>↓ (P
′)
(B.51)
Integrating over the x1 integral gives the following constraint:
k1 + k2 = −(P + P ′) (B.52)
Similarly, integrating over x2 gives:
k3 + k4 = −(P + P ′) (B.53)
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Rewriting the action term,
Seff,2 = −λ2
∑
ki
∑
P,P ′
ψ<†↓ (k1) ψ
<†
↑ (k2) ψ
<
↓ (k3) ψ
<
↑ (k4)δ(k1+k2−k3−k4) δ(−k1−k2−P ′−P )G>↑ (P ) G>↓ (P ′)
(B.54)
Since P = −k1 − k2 − P ′,
Seff,2 = −λ2
∑
ki
∑
P ′
ψ<†↓ (k1) ψ
<†
↑ (k2) ψ
<
↓ (k3) ψ
<
↑ (k4)G
>
↑ (−k1−k2−P ′) G>↓ (P ′)δ(k1+k2−k3−k4)
(B.55)
Here we make an important assumption that k1 + k2 is not relevant since P
′ is quite large
(it’s a high momentum state). The change in coupling constant λ can then be written from
the action term as,
δλ = −λ2
∑
P ′
G>↑ (−k1 − k2 − P ′) G>↓ (P ′) (B.56)
The action term can then be rewritten as:
Seff,2 =
∑
ki
ψ<†↓ (k1) ψ
<†
↑ (k2) ψ
<
↓ (k3) ψ
<
↑ (k4) δλ(k1 + k2) δ(k1 + k2 − k3 − k4) (B.57)
Converting the integral in renormalized coupling term,
δλ = −λ2T
∑
P ′
∫
>
d2p
(2π)2
G>↑ (−k1 − k2 − P ′) G>↓ (P ′) (B.58)
= −λ2T
∑
P
∫
>
d2p
(2π)2
G>↑ (K − P ′) G>↓ (P ′) (B.59)
The Green’s functions in normalized coupling constant where P ′ = (p,Ω) evaluate to:
G>↓ (p,Ω) =
1
iΩ− ξp
(B.60)
G>↑ (p− k, ω − Ω) =
1
i(ω − Ω)− ξp−k
(B.61)
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where ξp is the kinetic energy term. Evaluating the frequency summation,
δλ = λ2
∫
>
d2p
(2π)2
nF (ξp−k)− nF (ξp)
ξk−p + ξp − iω
(B.62)
Evaluating the angle integral,
δλ = λ2
1
2π
∫
>
pdp
nF (ξp−k)− nF (ξp)
ξk−p + ξp − iω
(B.63)
Evaluating this integral within an appropriate limit,
δλ = −λ2 1
2π
∫ Λ
Λ′
pdp
nF (ξp−k)− nF (ξp)
ξk−p + ξp − iω
(B.64)
We can set external momenta and frequencies (the low-momenta lines) to zero since our
integral is conducted only over high-momentum states. At T → 0,the second Fermi function
vanishes. In the same limit, the first Fermi function becomes negative unity. Our integral
then becomes,
δλ = − 1
2π
λ2
m
h̄2
ln
( Λ
Λ′
)
= − 1
2π
λ2
m
h̄2
ln(b) (B.65)
where b is the renormalizing factor defined in Eq. [15]. Tree-level Scaling of coupling constant
gives a trivial result, so the renormalization of coupling constant λ can be written as,
λ′ = λ+ δλ. (B.66)
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Appendix C. Inverse t-matrix Calculation
In normal phase, both species of wavefunctions are unpaired. The Green’s Function can
then be written as:
G↑(r, τ) = −〈Tτψ↑(r, τ)ψ†↑(0, 0)〉 (C.1)
replacing (r, τ)→ x,
G↑(x) = −〈Tτψ↑(x)ψ†↑(0)〉 (C.2)
Expanding this Green’s Function wrt λ:
G↑(x) = G↑(x)
∣∣∣
λ=0
+ λG↑(x)
∣∣∣
λ
+
1
2
λ2G↑(x)
∣∣∣
λ2
+ ... (C.3)
The first term in this expansion (Zeroth term in λ) is just the Green’s Function for a non-
interacting system.
G↑(x)
∣∣∣
λ=0
= G↑0(x) = −〈Tτψ↑(x)ψ†↑(0)〉0 (C.4)
The linear-order term in λ is:
G↑(x)
∣∣∣
λ
= −
∫
dx1〈Tτψ↑(x)ψ†↑(0)ψ
†
↑(x1)ψ
†
↓(x1)ψ↓(x1)ψ↑(x1)〉0 (C.5)
According to Wick’s theorem, this product can be evaluated by adding up all the possible
contractions. The possible contractions are:
1st :
∫
dx1〈Tτψ↑(x)ψ†↑(0)ψ
†
↑(x1)n↓0ψ↑(x1)〉0 =
∫
dx1G↑0(x)n↓0n↑0 (C.6a)
2nd :
∫
dx1〈Tτψ↑(x)ψ†↑(x1)n↓0ψ↑(x1)ψ
†
↑(0)〉0 =
∫
dx1G↑0(x− x1)n↓0G↑0(x1) (C.6b)
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We see that the first contraction is disjointed since it doesn’t involve any pairing between
x and x1. The only non-trivial linear term contribution to the Green’s Function is then,
G↑(x)
∣∣∣
λ
=
∫
dx1G↑0(x− x1)n↓0G↑0(x1) (C.7)
Evaluating the quadratic contribution to the Green’s Function involves finding all the con-
tractions:
G↑(x)
∣∣∣
λ2
=
∫
dx1
∫
dx2〈Tτψ↑(x)ψ†↑(0)ψ
†
↑(x1)ψ
†
↓(x1)ψ↓(x1)ψ↑(x1)ψ
†
↑(x2)ψ
†
↓(x2)ψ↓(x2)ψ↑(x2)〉0
(C.8)
Adding only contractions that are not disjointed or symmetric via permutation symmetry of
relabelling in accordance to Wick’s theorem gives associated Green’s function for the linear
order term.
G↑0(x)
∣∣∣
λ2
= 2
∫
dx1
∫
dx2
[
−G↑0(x− x1)G↓0(x1 − x2)G↑0(x1 − x2)G↓0(x2 − x1)G↑0(x2)
+G↑0(x− x1)n↓0G↑0(x1 − x2)n↓0G↑0(x2)−G↑0(x− x2)G↓0(x1 − x2)G↑0(x2)G↓0(x2 − x1)n↑0
]
(C.9)
Substituting the Green’s functions associated with non-interacting, linear and quadratic
terms into our Taylor expanded Green’s Function,
G↑(x) ≈ −〈Tτψ↑(x)ψ†↑(0)〉0 + λ
∫
dx1G↑0(x− x1)n↓0G↑0(x1) + λ2
∫
dx1
∫
dx2
[G↑0(x− x1)n↓0G↑0(x1 − x2)n↓0G↑0(x2)−G↑0(x− x1)G↓0(x2 − x1)G↑0(x1 − x2)G↓0(x1− x2)G↑0(x2)
−G↑0(x− x2)G↓0(x1 − x2)G↑0(x2)G↓0(x2 − x1)n↑0]
(C.10)
we get an expression for an interacting Green’s function entirely in terms of the associated
non-interacting Green’s function where interactions are perturbatively added.
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In order to evaluate these Green’s Functions with ease, we Fourier Transform the terms
in Taylor expansion using the transforms:
G(r, τ) = G(x) =
∑
p
T
∑
ω
e−ip·re−iωτG(p, ω) (C.11a)
G(p, ω) = G(Q) =
∫ β
0
dτeiωτ
∫
d2reip·rG(r, τ) (C.11b)
.
The Fourier Transform of the linear order term to the interacting Green’s Function is:
∫
dxeiQxG↑0(x)
∣∣∣
λ
= λG↑0(Q)n↓0G↑0(Q) (C.12)
Similarly after some algebra, the Fourier Transform of quadratic order term of interacting
Green’s function can be written as:∫
dxeiQxλ2G↑0(x)
∣∣∣
λ2
= λ2G↑0(Q)n↓0G↑0(Q)n↓0G↑0(Q)
− λ2
∑
Q2,Q4
G↑0(Q)G↓0(Q2)G↑0(Q−Q2 +Q4)G↓0(Q4)G↑0(Q)
(C.13)
The Fourier Transform of an interacting Green’s Function upto the quadratic order can be
written by equating the LHS from [Eq.14] and the evaluated RHS from [Eq.15]
G↑(Q) ≈ G↑0(Q) + λG↑0(Q)n↓0G↑0(Q) + λ2G↑0(Q)n↓0G↑0(Q)n↓0G↑0(Q)
− λ2
∑
Q2,Q4
G↑0(Q)G↓0(Q2)G↑0(Q−Q2 +Q4)G↓0(Q4)G↑0(Q)
(C.14)
Here we can see quite obviously that the first three terms of the Fourier Transform look like
a geometric series with a multiplicative factor of λn↓0. A look at the contractions that lead
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to these terms tell us that these kind of terms are going to be present in higher order terms
as well. So we can sum terms of these types analytically by expressing them as a sum of a
geometric series.
G↑(Q) =
G↑0(Q)
1− λn↓0G↑0(Q)
(C.15)
G−1↑ (Q) = G
−1
↑0 (Q)− λn↓0 (C.16)
This geometric series is referred to as the ladder series.
The ladder series describes only terms that look like the first three of our approximate
interacting Green’s Function. There are other terms, like th fourth term that can be a little
harder to express analytically. In order to conceive a way to analytically write the interacting
Green’s Function as a summation of a geometric way, lets attempt to encompass all terms
of the interacting Green’s function in a manner similar to that in [Eq.26],
G−1↑ (Q) = G
−1
↑0 (Q)− Σ↑(Q) (C.17)
where Σ↑(Q) is referred to as Self-energy. We can write the self-energy as an expansion in
some quantity yet to be seen,
Σ↑(Q) = Σ↑1(Q) + Σ↑2(Q) + ... (C.18)
where Σ↑1(Q) is the linear order term. When we considered contractions where no mixing
occurred between downspin species, we found an expression for the ladder series [Eq.26].
Since that corresponds to the linear term of the self-energy expansion,
Σ↑1(Q) = λn↓0 (C.19)
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Ideally we would want to express self-energy as a geometric series as well.
Ideally : G↑(Q) = G↑0(Q) +G↑0(Q)
(
Σ↑G↑0(Q)
)
+G↑0(Q)
(
Σ↑G↑0(Q)
)2 (C.20a)
Reality : G↑(Q) = G↑0(Q) +G↑0(Q)
(
Σ↑1G↑0(Q)
)
+G↑0(Q)
(
Σ↑1G↑0(Q)
)2
+G↑0(Q)Σ↑2(Q)G↑0(Q)
(C.20b)
Comparing [Eq.24] and [Eq.30b], the second term of quadratic order can be expressed as
Σ↑2(Q).
Σ↑2(Q) = −λ2
∑
Q2,Q4
G↓0(Q2)G↑0(Q−Q2 +Q4)G↓0(Q4) (C.21)
In order to prove that quadratic order term of self-energy is a multiple of the linear order
term, we observe the relationship between n↓0 and associated Green’s Function,
n↓0 =
∑
Q4
G↓0(Q4) (C.22)
Then, the linear self-energy term can be expressed as:
Σ↑1 = λn↓0 = λ
∑
Q4
G↓0(Q4) (C.23)
Upto quadratic order,
Σ↑ ≈ Σ↑1 + Σ↑2
≈ λ
∑
Q4
G↓0(Q4)− λ2
∑
Q2,Q4
G↓0(Q2)G↑0(Q−Q2 +Q4)G↓0(Q4)
≈ λ
∑
Q4
G↓0(Q4)
[
1− λ
∑
Q2
G↓0(Q2)G↑0(Q−Q2 +Q4)
] (C.24)
In order to have an explicit multiplicative factor to write self-energy as a geometric sum, lets
define:
Π(K) =
∑
Q2
G↓0(Q2)G↑0(K −Q2) (C.25)
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Physically, Π(Q + Q4) is the polarization bubble that describes the quadratic contribution
to self-energy. It kinda also describes the path of downspin Green’s Functions in Feynmann
diagrams. Writing self-energy as a geometric series in Π(Q+Q4),
Σ↑ ≈ λ
∑
Q4
G↓0(Q4)
[
1− λΠ(Q+Q4)
]
(C.26)
The term in self-energy that is quadratic in λ is linear in Π(Q + Q4). Self-energy as a
geometric sum:
Σ↑ = λ
∑
Q4
G↓0(Q4)
1
1 + λΠ(Q+Q4)
=
∑
Q4
G↓0(Q4)
1
λ−1 + Π(Q+Q4)
(C.27)
The term that keeps getting repeated is defined as the t-matrix t(Q+Q4) where
t(Q+Q4) =
1
λ−1 + Π(Q+Q4)
(C.28)
We will explore this t-matrix in greater detail in the next section.
Self-energy Σ↑(Q) can be written as a geometric sum of a series with t-matrices.
Σ↑(Q) =
∑
Q4
G↓0(Q4)t(Q+Q4) (C.29)
However, the self-energy itself is derived writing the interacting Green’s Function as a geo-
metric sum. Physically the self-energy represents a collection of multiple Feynmann diagrams
that are identical to ones being geometrically summed already.
G−1↑ (Q) = G
−1
↑0 (Q)− Σ↑(Q) (C.30)
Ladder series is a series of contractions that form a geometric series that can be summed to
get a portion of the interacting Green’s Function. It is also represented as the linear order
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term in the expansion of self-energy. Ladder series is the series of diagrams that are being
uniquely summed within the self-energy.
G−1↑ (Q) = G
−1
↑0 (Q)− λn↓0 (C.31)
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Appendix D. Isothermal Compressibility and Pressure EoS
In this section, we will examine the thermal compressibility and pressure of a balanced 2D
gas. We shall start this calculation by understanding the relationship between compressibility
and pressure of a non-interacting system.
Non-Interacting Case
The particle density of a non-interacting 2D balanced Fermi gas can be written in terms
of chemical potential µ and temperature T as:
n(µ, T ) =
m
πh̄2
T ln [e
µ
T + 1] (D.1)
Thermodynamically, pressure of a system (at constant temperature) can be evaluated using:
P =
∫ µ
−∞
n(µ′, T ) dµ′ = − m
πh̄2
T 2 Li2(−e
µ
T ) (D.2)
where Li2(−e
µ
T ) is a Polylogarithmic function. Similarly, isothermal compressibility can be
expressed as a function of particle density and in turn, the chemical potential and tempera-
ture of the system. At constant temperature, the isothermal compressibility κ is:
κ =
1
n2
∂n(µ, T )
∂µ
=
πh̄2
mT 2
1
ln2[e
µ
T + 1]
e
µ
T
e
µ
T + 1
(D.3)
In order to compare with experimental data in Fenech [2016] and Zweirlein [2011], and to
make our graphs clearer, we normalize both pressure and isothermal compressibility to those
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of a 2D ideal Fermi gas. Pressure P0 and compressibility κ0 of a 2D ideal Fermi gas are:
P0 =
nEf
2
=
h̄2π
2m
n2 (D.4)
κ0 =
1
nEf
=
m
h̄2n2π
(D.5)
where Ef =
h̄2π
2m
n is the Fermi energy of the system. The dimensionless quantities then be
written as:
P
P0
=
−Li2(−e
µ
T )
ln2[e
µ
T + 1]
(D.6)
κ
κ0
=
e
µ
T
e
µ
T + 1
. (D.7)
Non-Interacting Case With Scaling RG Factor
In previous notes where tree-level scaling RG transformation for coupling constant was
elaborated, a constant b was introduced such that a cutoff could be introduced into the
system. b > 1 for our purposes here and elsewhere. In this section, a tree-level scaling is
done for compressibility and pressure. Since the scaling relationship for particle density is
well established,
n(µ, T ) = b−2nR(µR, TR) (D.8)
where nR is the density of the renormalized system.
The scaling relations of P
P0
and κ
κ0
can be written as:
P
P0
= b−4
PR
P0
(D.9)
κ
κ0
= b4
κR
κ0
(D.10)
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Interacting Case With RG condition on Density and Temperature
Upon calculating the value of chemical potential in the interacting system using Hartree-
Fock method (see 2D-RG notes for further reference), we find that the effect of pairing
essentially amounts to a shift in the chemical potential from µ→ µ0 + 12λn where µ0 is the
non-interacting chemical potential.
Non-Interacting chemical potential of a 2D Fermi Gas is given by:
µ0 = T ln[e
πn
mT − 1] (D.11)
The Hartree-Fock value of interacting chemical potential where the interaction has been
perturbatively added is:
µ = T ln[e
πn
mT − 1] + +1
2
λn (D.12)
In a similar vein, we write particle density of the system as a sum of the non-interacting
density and a perturbative interaction term that depends on the coupling constant λ.
n = n0 + λn1 (D.13)
where n0(µ0, T ) =
m
π
T ln[e
µ
T + 1] is the non-interacting particle density derived from Eq.11.
The full particle density can then be written as
n =
mT
π
ln[e
µ
T + 1] + λn1 (D.14)
to the first order in λ.
Using Mathematica to generate a power series of µ(n0 +λn1) with respect to λ upto the
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linear order,
µ = T ln[e
µ
T + 1] + λ
[1
2
n0 +
e
n0π
mT n1π
(e
n0π
mT − 1)m
]
(D.15)
We solve for n1 knowing that the term accompanying λ is equal to zero when µ = µ0.
n1(µ0, T ) =
m(1− e−
n0π
mT )
2π
n0 (D.16)
= −m
2
2π2
T ln[1 + e
µ0
T ]
e
µ0
T
(e
µ0
T + 1)
(D.17)
Switching µ0 → µ with understanding that µ is the non-interacting chemical potential,
the particle density under our assumed linear order perturbation can be written as:
n =
mT
π
ln[1 + e
µ
T ]
[
1− λm
2π
e
µ
T
e
µ
T + 1
]
(D.18)
Making the equation dimensionless by using n̄ = πn
mT
and λ̄ = λm
2π
,
n̄(µ, T, λ̄) = ln[1 + e
µ
T ]
[
1− λ̄ e
µ
T
(e
µ
T + 1)
]
(D.19)
We know that upon renormalizing in high density- low temperature regime, the renor-
malized coupling constant can be rewritten as:
λR = −
1
ln
√
2f(n̄)
βεb
(D.20)
where f(n̄) = n̄ when n̄ ≥ 1 and f(n̄) = 1 when n̄ < 1 and βεb is the two-body binding
energy.
From Eq.3, the thermal compressibility can be calculated using:
κ =
1
n2
∂n
∂µ
=
π
mT
1
n̄2
∂n̄
∂µ
=
π
mT
1
(n̄0 + λRn̄1)2
∂
∂µ
(n̄0 + λRn̄1) (D.21)
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We are going to make two simplifications at this point. First, we are only going to retain
terms upto a linear order in λ. Secondly, we are going to assume that λ is independent of µ
despite λ being a function of n̄.Expanding the expression for κ,
κ =
π
mT
1
(n̄0 + λRn̄1)2
( ∂
∂µ
n̄0 + λR
∂
∂µ
n̄1
)
(D.22)
=
1
n̄20
(
1− 2λR
n̄1
n̄0
)( ∂
∂µ
n̄0 + λR
∂
∂µ
n̄1
)
(D.23)
Discarding terms greater than first order in λR,
κ =
1
n̄20
[ ∂
∂µ
n̄0 + λR
[ ∂
∂µ
n̄1 − 2
n̄1
n̄0
∂
∂µ
n̄0
]]
(D.24)
Dividing by the ideal, noninteracting two-dimensional Fermi gas isothermal compress-
ibility κ0 =
π
mT 2
1
n̄20
, we obtain isothermal compressibility EoS that we plot against pressure
EoS in Fig.[8].
κ
κ0
= T
[ ∂
∂µ
n̄0 + λR
[ ∂
∂µ
n̄1 − 2
n̄1
n̄0
∂
∂µ
n̄0
]]
(D.25)
A similar first-order calculation can be performed to derive the analytical form of di-
mensionless pressure.
P =
∫ µ
−∞
dµ′n(µ′, T ) =
mT
π
∫ µ
−∞
dµ′
(
n̄0(µ
′, T ) + λRn̄1(µ
′, T )
)
(D.26)
Dividing by the ideal, noninteracting two-dimensional Fermi gas pressure P0 =
1
2
n̄20
mT 2
π
to get dimensionless pressure, we derive the normalized pressure EoS that we plot in Fig.[8].
P
P0
=
2
n̄20T
[ ∫ µ
−∞
n̄0(µ
′, T ) dµ′ + λR
∫ µ
−∞
n̄1(µ
′, T ) dµ′
]
(D.27)
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