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Abstract 
Using monthly inflation data spanning from 1996 to 2012 we test the influence between inflation uncertainty [IU] and 
inflation, the inflation is modeled using the GARCH family models: GARCH, asymmetric GARCH and GARCH in Mean 
with different distribution, checking for any structural break in the series using the Zivot-Andrews test and PELT algorithm, 
the structural breaks in mean and variance are captured using dummy variables in the GARCH models, we identify the best 
models using the informational criterion (Akaike, Schwarz, Log-likelihood). The inflation uncertainty proxy is the conditional 
volatility from the GARCH family models and the influence between inflation uncertainty and inflation is tested using 
Granger causality. 
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1. Introduction 
Inflation represents a great cost for households, business and the economy in general so understanding the 
characteristics of inflation is central in macroeconomics. The influence between inflation and inflation uncertainty 
has the following two hypotheses :a) (Friedman, 1977) (Ball, 1992) inflation generates uncertainty in output and 
reduces welfare; b) (Cukierman & Meltzer, 1986) high inflation uncertainty [IU] can induce high inflation. 
Analyzing the relation between inflation and IU in G7 countries  (Grier & Perry, 1998) finds strong evidence for 
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the Friedman-Ball model for all G7 countries, while for only two countries (Japan, France) increased inflation 
uncertainty raises inflation, supporting  the Cukierman-Meltzer hypothesis. (Kontonikas, 2003) uses as a proxy 
for the inflation uncertainty the conditional volatility from a symmetric, asymmetric and component GARCH in 
mean models, the result supporting the Friedman-Ball model. (Broto, 2008) finds for the Latin American 
countries that inflation targeting lowers inflation and inflation uncertainty. (Ahamada & Aissa, 2003) finds 
evidence of structural breaks in US inflation the spectral density method and CUSUM. For most of the UE 
countries (Windberger & Zeileis, 2011) there is evidence of structural break in the inflation dynamics. (Hasanov 
& Omay, 2011) analyze the relationship between inflation, output and their uncertainties in CEE countries 
suggesting that inflation induces uncertainty both in inflation and growth. The five analyzed countries: Czech 
Republic, Hungary, Poland, Romania and Turkey have an inflation targeting regime with a medium targeting 
horizon.  
Table 1. Inflation targeting 
 
Monetary authority 
 
Date of adoption for 
inflation targeting 
Target measure  
 
Target horizon  
 
Czech Republic 
 
Hungary 
 
Poland 
 
Romania 
 
Turkey 
 
Czech National Bank 
  
National Bank of 
Hungary 
National Bank of Poland 
National Bank of Romania 
Central Bank of the 
Republic of Turkey  
December 1997  
 
June 2001  
 
1998  
 
August 2005  
 
January 2006  
 
Headline CPI 
  
CPI  
 
Headline CPI  
 
Headline inflation rate  
 
Annual CPI  
 
Medium term, 12–18 
months. 
Medium term  
 
Medium term  
 
Multi-annual target  
 
Multi-year horizon (three 
years)  
Source: State of the art of inflation targeting, (Hammond, 2012)  
The remaining of the article is organized as follows: Section 2 outlines the methodology; Section 3 describes 
the dataset, presents the unit-root test and structural break analysis; Section 4 presents the results of GARCH 
models and the causality between inflation and IU; Section 5 concludes. 
 
2. Methodology 
 
The detection of breakpoints in time series can be posed (Killick, Fearnhead, & Eckley, 2011) as a hypothesis 
test where H0 is the null hypothesis that there is no changepoint and the alternative hypothesis H1 where we have 
at least 1 changepoint. (Killick et al., 2011) developed the Pruned Exact Linear Time (PELT) method which test 
for changepoints using the following statistical criteria: penalized likelihood, quasi-likelihood and CUSUM; the 
breakpoint analysis is carried in the mean, variance and both mean/variance of the series. The PELT method is 
implemented as an R packaged (change point package).  
Besides testing for any breaks in time-series usually a unit-root or stationarity test is applied because non-
stationary series will exhibit shock persistence, infinite variance and can generate the problem of spurious 
regression. We apply three unit-root test: augmented Dickey–Fuller test (ADF) and Phillips–Perron (PP) test with 
the null hypothesis H0 that the series is integrated of order 1, I(1), and the alternative hypothesis H1  that the series 
is stationary, I(0), while the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) tests has null hypothesis H0 that the 
series is stationary, I(0). 
The ADF, PP, KPSS tests doesn't take into account any possible structural changes in the time-series 
characteristics and as demonstrated by (Perron, 1989) and it may lead to rejecting the series stationarity even if 
the series is stationary with a break in the intercept, trend or both. (Zivot & Andrews, 1992) extended the Dickey–
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Fuller test by allowing for a break in intercept (model A), trend (model B) and both (model C): 
Model (A) 
yt =ȝ0 +ȝ1 DU t(T bc)+ȝ2 t+Įyt− 1+et (1) 
Model (B) 
yt =ȝ0 +ȝ2 t+ȝ3 DTt(T bc)+Įyt− 1 +et (2) 
Model (C)  
yt =ȝ0 +ȝ1 DU t(T bc)+ȝ2 t+ȝ3 DTt(T bc)+Įy t− 1+et (3) 
Because unit root test power and size properties are influenced by the number of lagged terms used we apply 
(Zivot & Andrews, 1992) methodology by allowing a flexible number of lagged terms (k) in order to eliminate 
serial correlation, k is determined by the t-statistics of the coefficient which need to be bigger than 1.6. (Sen, 
2003) analyzes the Zivot-Andrews test power and finds that the best model to use in testing the unit-root 
hypothesis is model C which allows for both a break in intercept and trend. 
The best models used for capturing the volatility are the GARCH family models, the first model developed 
was ARCH by (Engle, 1982) and then the GARCH generalization (Bollerslev, 1986). The ARCH models 
developed by Engel (1982) have the following equations: 
t0t e+ȕ=y (4) 
( )ttt hNI|e 0,~1− (5) 
2
1−t10t eĮ+Į=h  ,  Ȑ0 > 0,     0   Ȑ1 < 1 (6) 
The equation (1) expresses the series evolution, equations (2) and (3) express the ARCH type models: 
autoregressive models with different time variance, residuals follow a normal law of 0 mean and ht variance. The 
value of Ȑ0 and Ȑ1 must be positive, and Ȑ1 has a value between [0,1] in order to avoid an explosive processes, 
also errors may follow a normal or non-normal distribution law, which could be Student, Generalized Error 
Distribution, Student Skewed and Skewed  Generalized Error Distribution. 
ARCH models were developed later in GARCH (Generalized autoregressive conditional 
heteroskedasticity) by Bollerslev (1986), which bring the use of lags of the variance as an innovation in 
equation variance: 
ht =Į0 +Į1 et− 12 +ȕ1 ht− 1  , Ȑ0 > 0,     0   Ȑ1< 1 (7) 
It have been observed that on the financial markets the assets prices are influenced by the news (also 
called innovation), so that a bad news generates more volatility than a good news. A GARCH model which treats 
differently the bad-good news was proposed by (Zakoian, 1994) and (Glosten, Jagannathan, Runkle, 1993) – 
Threshold GARCH. It is an asymmetric model in which the conditional volatility is: 
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ht =Į0 +Į1 et− 12 +ȕ1 ht− 1 +Ȗd1 (8) 
where: dt = 1 if et <0 or dt = 0 if et  > 0 . 
The changes in mean and variance will be introduce in the GARCH model equations  using a dummy 
variable, also in order to eliminate autocorrelation lags of dependent variable will be introduce in the main 
equation, the model will be as follows: 
yt =ȕ0+et +yt− 1 +yt− 2+.. . +yt− n
ht =Į0 +Į1et− 12 +ȕ1 ht− 1 +d1 D1+d2 D2+. .. +dn Dn (9) 
where D1 ,..., D1 are dummy variables which take the value 0 before the breakpoint and 1 after the breakpoint 
until the end of the period. 
 
In a VAR model with two variables the evolution of the x variable will be influenced by past values 
(lag-s) of x,  and previous values of y. Also, we assume that y is affected by lagged values of himself, and 
previous values of x. Therefore, the system bi-variate simple (primitive form of the system) is described as 
follows: 
xt =a10 +a11 xt− 1+.. .+a1k xt− k +a21 yt− 1 +.. .+a2j yt− j+׫ xt
yt =a10 +a11 yt− 1+. . .+a1k yt− k +a21 xt− 1+. ..+a2j xt− j +׫ yt
 (10) 
-where it is assumed that both x and y are stationary variables 
and İxt and İzt are white and uncorrelated noise.  
The (Granger, 1969) causality is essentially an F-test between a univariate regression of y and the following 
equation:
 
tjt2jt21kt1kt1110t y+xa++xa+ya++ya+a=y −−−− ...... 11  (11) 
where the null hypotheses that x doesn't Granger-cause y if valid only if no lagged values of x are significant. 
3. Data analyzes
The dataset consists of monthly Harmonized Consumer Price Index (HCPI) from Eurostat Database for 15 East-
Central Europe (ECE) countries: Bulgaria, Czech Republic, Estonia, Greece, Cyprus, Latvia, Lithuania, Hungary, 
Malta, Poland, Romania, Slovenia, Slovakia, Croatia, Turkey.  
1229 Zapodeanu Daniela et al. /  Procedia Economics and Finance  15 ( 2014 )  1225 – 1234 
Fig.1 Inflation evolution 1992-2012 
The dataset covers the period 1996:01 to 2012:11, except for Bulgaria which dataset covers the period 
1996:12 to 2012:11 and Croatia which dataset covers the period 1998:12 to 2012:11. The HCPI is converted into 
monthly inflation using the following transformation:  
ʌ= ln( HCPIt,iHCPIt− 1,i)
 (11) 
     for t = 1, 2, …, T  and i = 1, 2, ..., 15. 
where: ʌt,i is the monthly inflation for each country i at time t, 
HCPIt,i is the harmonized consumer price index for country i at time t. 
1230   Zapodeanu Daniela et al. /  Procedia Economics and Finance  15 ( 2014 )  1225 – 1234 
Table 2. Descriptive statistics 
Mean SD SK KT Q(6) Q(12) Q2(6) Q2(12) JB 
ld_Czech_Republic 0.2681 0.5844 2.3272 11.7423 46.17 109.33 34.74 50.30 825.607 
ld_Hungary 0.6022 0.6717 1.1092 5.3467 72.63 199.85 31.99 132.53 87.7752 
ld_Poland 0.4188 0.5608 1.3902 6.9757 115.21 245.56 54.26 136.89 198.099 
ld_Romania 1.7733 2.7654 5.1693 40.4283 275.28 416.77 63.35 67.87 12690.3 
ld_Turkey 2.0889 2.1561 1.0536 3.8476 512.61 887.15 266.83 413.04 43.4194 
Notes: SD, SK, KT, and JB denote standard deviation, sknewness, kurtosis, and Jarque-Bera statistic, respectively. The Ljung–Box statistics, 
Q and Q2 stat checks for serial correlation of inflation and squared inflation up to the 6th (12) order, the critical value for the Q(6), Q(12) 
respectively are 16.81, (26.21), at 1% significance level. The critical value for the Jarque-Bera (JB) test is 5.991 at 5% significance level. 
Table 1 presents the descriptive statistics of the monthly inflation, for the analyzed period, 1996:01 to 
2012:11, the highest inflation was observed in Turkey with an average of 2%/month, followed by Romania with 
an average inflation of 1.77%/month. These high values of inflation in the case of Romania and Turkey are the 
results of high inflation period, before 2001 in the case of Romania and before 2005 in the case of Turkey. The 
lowest inflation from the analyzed countries is in average in the Czech Republic 0.26%/month, while Hungary 
and Poland has an average inflation of 0.6%, respectively 0.41% per month.  
The inflation volatility, which can be measured through the standard deviation, is highest in the case of 
Romania, with 2.76%, while Poland had the most stable inflation rate, with a standard deviation of 0.56%. 
Hungary, Czech Republic and Poland had a similar stability of the inflation rate while in the cases of Romania 
and Turkey the inflation uncertainty is high. 
The inflation rates are positively skewed for all countries, also the kurtosis indicates that the series 
follow a leptokurtic distributions, the Jarque-Bera test indicates that the distribution of inflation is non-normal, 
also the Q-statistics indicates serial correlation of inflation which will be removed using lag terms and the serial 
correlation of squared inflation Q2 suggests the existence of the ARCH effect. 
Table 3. Unit Root/stationarity test 
ADF PP KPSS ZA ZA 
lag 
ZA 
breakdate
ld_Czech_Republic −2.623 −9.636* 0.631* -9.38* 3 30 
ld_Hungary −2.811 −5.549* 1.469 -8.36* 4 120 
ld_Poland −2.798 −5.263* 1.599 -9.46* 1 64 
ld_Romania −2.275 −4.038* 1.981 -14.77*  3 14 
ld_Turkey −1.549 −2.635 3.098 -9.39* 1 72 
MacKinnon’s 1% critical value is -3.46 for the ADF and PP tests, the critical value for the KPSS test is 0.739 at 1% significance level, *  
denote significance at 1% levels. The number of extra regressors (k) used in the ZA test are selected based on their t statistics, the critical 
value is -5.57 at 1% significance level and * denote significance at 1% levels. 
Table 2 present the result for the unit root test, where ADF and PP test has the null hypothesis that the series is 
integrated of order 1, while KPSS null hypothesis is that the series is stationary, and ZA test allows for a break 
in intercept, trend or both. The number of lags (k) in ADF test was chosen using (Schwert, 1989) by setting k = 
12*(T/100)0.25 and testing down the significance of k lag coefficient; the number of extra regressors (k) used in 
the Zivot-Andrews test are selected by allowing a flexible number of lagged terms (k) in order to eliminate serial 
correlation. 
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Mean Variance 
Fig.2.  Breakpoints 
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We find that for all analyzed countries we cannot reject the unit-root hypothesis by the ADF test; PP test find 
that the inflation doesn't have a unit-root for Czech Republic, Hungary, Poland, Romania while the inflation in 
Turkey has a unit-root; the KPSS reject the stationarity of inflation for all the countries except for Czech Republic. 
Based on the contradictory results from the ADF, PP and KPSS we apply the Zivot-Andrews test. The model 
used in the ZA test allows for a break both in the intercept and the trend, we reject the null hypothesis and 
conclude that the series are stationary with a breakpoint for all countries. 
Table 4. Breakpoint dates 
Country Mean breakpoint (1) Zivot-Andrews (2) Variance breakpoint 
ld_Czech_Republic 1998.06 1998.06 1998.06 
ld_Hungary 1998.04 2005.12 1999.03, 1999.11
ld_Poland 1998.01 2001.04 1998.01, 2003.07 
ld_Romania 2000:12 1997:02 1999.05 
ld_Turkey 2001.12 2001.12 2001.12
Table 4 and Fig. 2 present the estimated breakpoints, and in order to capture the changes in mean and variance 
dummy variables will be introduce in the GARCH model equations. 
4. Results
Table 5. GARCH models 
ld_Czech_Republic ld_Hungary ld_Poland ld_Romania ld_Turkey 
AR lags 8,10,12 1,12 1,12 1,12 
Mean breakpoint 
(1) 
-1.0461 * 0.0977 ** 0.058 ** -0.91 * 0.30* 
Zivot- 
Andrews 
-1.0461 * - - 1.18 * 0.30* 
Variance 
breakpoint 
- -0.045 *** 
 0.038 ** 
- - -0.28 *** 
GARCH (p,q) (1,1) (1,1) (1,1) (1,2) (1,1) 
Where p is the number of lagged h terms and q the number of e2 terms. * , **, *** denote significance at 1% ,5%, and 10%  levels 
Based on the results of GARCH models estimation we can observe in Table 4, with bold, the significant 
breakpoints, in all the five countries there is at least one breakpoint in the intercept and in the case of Turkey 
and Hungary we find trend-break.  
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Table 6. Inflation -IU causality 
F-Statistic Probability Conclusion 
ld_Czech_Republic 33.4279 9.2E-21* Inflation Granger-cause IU 
ld_Hungary 19.8275 1.6E-08* Inflation Granger-cause IU 
ld_Poland 25.4787 1.7E-10* Inflation Granger-cause IU 
ld_Romania 203.173 3.4E-47* Inflation Granger-cause IU 
ld_Turkey 39.9080 4.1E-15* Inflation Granger-cause IU 
ld_Czech_Republic 7.10300 2.5E-05* IU Granger-cause  Inflation 
ld_Hungary 0.22617 0.79780 IU doesn't Granger-cause  Inflation 
ld_Poland 0.53594 0.58603 IU doesn't Granger-cause  Inflation 
ld_Romania 7.56881 0.00069* IU Granger-cause  Inflation 
ld_Turkey 12.2955 9.8E-06* IU Granger-cause  Inflation 
Notes: *,**, *** denote significance at the 1 per cent, 5 per cent, and 10 per cent levels of significance, respectively. 
5. Conclusion
In order to understand the connection between inflation and inflation uncertainty (IU) we applied the Granger 
causality methodology by taking into consideration the possibility of structural breaks in inflation we find that 
for Czech Republic, Poland, Hungary, Romania and Turkey the inflation is a stationary process with breakpoints. 
All five countries exhibit at least one break in the intercept, in the case of Romania there are two breakpoints in 
February 1997 and December 2000; also we find that inflation in Hungary and Turkey has two breakpoints in 
the trend term. Testing the two hypotheses, (Friedman, 1977) and (Ball, 1992) that inflation generates uncertainty 
in output and reduces welfare and (Cukierman & Meltzer, 1986) hypotheses that high inflation uncertainty [IU] 
can induce high inflation, we find that for all five countries inflation Granger-cause IU while only in the case of 
Czech Republic, Romania and Turkey uncertainty Granger-cause inflation. 
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