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Abstract
The overarching goal in power systems operations is to deliver energy in an efficient,
reliable, and economical manner. To achieve this objective, the traditional power
system operating paradigm is for generation to follow variable demand. As electri-
fication and decarbonization policies are pursued, the levels of variable, renewable
generation will increase, which will require that power system operator think beyond
supply follows demand. This means that one needs to consider the potential flexibility
provided by, for instance, internet-enabled, connected, and responsive loads, which
are part of the broad class of behind-the-meter distributed energy resources (DERs).
The research work presented in this dissertation is concerned with coordinating
large populations of DERs for providing services to the electric grid. DERs are flexible
in the sense that their power consumption can be deferred in time, because DERs store
energy in some form while serving the end-use customer. For example, electric water
heaters store energy in the form of hot-water in the tank. Therefore, aggregate fleets
of DERs are an inexpensive source of virtual energy storage that the utilities can tap
into for the purpose of balancing the variability in distributed renewable generation
such as solar PV, wind etc. In this work, a novel, asynchronous and randomized load
coordination scheme called packetized energy management (PEM) is considered.
Packetized energy management is a device-driven scheme that uses a unique
request-response mechanism for coordinating diverse fleets of DERs. The aggregate
dynamics of PEM are captured using state-bin transition models. Parameter hetero-
geneity is incorporated by grouping together relatively similar DERs. Furthermore,
a notion of state of charge can be attached to the aggregate that is representative
of the energy content in the fleet by means of a low-order model. This low-order
model is of interest to the utilities and grid operators since it allows them to design
control trajectories for DER aggregations depending upon grid requirements and load
forecasts. Furthermore, a cyber-physical platform is developed for the validation of
aggregate models and control schemes.
However, PEM modifies the normal behavior of DERs and for accurate prediction
of load dynamics, the underlying customer driven end-use process must be modeled
to sufficient accuracy. Moreover, the modeled end-use process must be identifiable
from the available data. In this work, the focus is on the uncontrollable hot-water
extraction from the tank of an electric water heater. It is relevant and of interest to
independent system operators since water extraction is not usually measured and only
metered interval consumption data (kWh) is collected. This is achieved by designing
an estimation strategy based on a stochastic model of the end-use consumption.
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Balancing demand and supply is a fundamental problem in power system operations.
For decades, the operating paradigm has been supply follows demand, which has been
implemented via the hierarchical primary, secondary, and tertiary frequency regula-
tion schemes. However, with increasing penetrations of variable renewable generation,
such as solar PV, wind, and internet-enabled, connected, and controllable appliances
(e.g., distributed energy resources or DERs), it is now technically and economically
feasible for flexible demand to follow a variable supply (i.e., provide dynamic grid
services) [2–4].
Controlling large fleets of DERs to provide grid services requires a distributed
controller implementation, which has been known since the late 1970s [5, 6]. More
recently, the notions of demand dispatch [7] and controllable loads [8] have reinvigo-
rated the field of controlling DERs. In demand dispatch, the DERs are aggregated,
coordinated, and dispatched to provide grid services while taking into account local
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quality of service (QoS) requirements for the end-users.
The QoS requirements are driven by the DER’s end-use dynamics. DER’s such
as thermostatically controlled loads (TCLs) are driven by the customer’s usage and
occupancy patterns and is expected to vary throughout the day. One such example
is the well-known morning and evening peaks in power consumption of residential
TCLs. Furthermore, the end-use consumption may not be directly measureable.
For example, in the case of electric water heaters (EWHs) where measurement of
hot-water extraction requires device level flow meters that are usually expensive.
Therefore, it is not feasible to install these meters in a fleet consisting of thousands
of EWHs in order to enable demand dispatch. However, the kWh metered data is
readily available which can be used to estimate end-use dynamics.
In addition to end-use dynamics, communication is required between internet
enabled DERs and coordinators to achieve demand dispatch that gives rise to cyber-
physical systems (CPS). In CPS, the coordinator managing DERs is usually imple-
mented in a cloud-based architecture and interacts with DERs via a suitable com-
munication network. The information shared between DERs and coordinators raises
privacy concerns and presents implementation challenges that can potentially affect
the electric grid. Therefore, demand dispatch schemes need to be validated before
field deployment in a realistic setting that allows careful analysis and modeling of the
interaction between the cyber (e.g., communication networks) and the physical (e.g.,
grid) elements.
In this regard, this thesis focuses on a distributed demand dispatch scheme called
packetized energy management (PEM). The dynamics of large fleets of DERs op-
erating under PEM is modeled and control schemes are developed to provide grid
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services. Furthermore, a hardware-in-loop validation platform is developed for test-
ing advanced control schemes. Finally, results from a small scale field demonstration
of PEM are presented.
This chapter presents, in the next section, an overview of control schemes and
models that have been proposed in the literature for harnessing the flexibility of
DERs and includes description of data-driven and model based methods to estimate
end-use consumption. Preliminaries on modeling the dynamics of an individual DER
are discussed in Section 1.3 along with packetized energy management’s device-driven
control architecture. The chapter concludes with Section 1.4 in which the original
contributions of this thesis and chapter organization are presented.
1.2 Background and Literature Review
This section provides background and literature review on control schemes that enable
demand dispatch from flexible resources as well as validation of these scheme in a
cyber-physical systems.
1.2.1 Harnessing Flexibility of Electrical Loads
Electrical loads such as thermostatically controlled loads (TCLs), electric vehicles
(EVs) etc., are inherently flexible since their power consumption can be deferred in
time. Consider the case of electric water heaters (EWHs) that are a type of TCLs.
EWHs convert electrical energy into thermal energy by heating water and storing it
in the tank for use at a later time instant. For example, EWHs can heat water in the
afternoon when distributed solar is being generated in excess that the net load and
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use it in the evening when end-use consumption peaks. However, electrical loads need
to be coordinated in real-time to defer their power consumption as discussed next.
The core concepts and basic enabling technology behind flexible demand go back
to the work by Morgan [5], Schweppe [6] and others in the late 1970s. Direct load
control (DLC) and demand response (DR) has been used to harness flexibility of
electrical loads. Direct load control (e.g. load shedding) is usually employed by the
utilities as a tool for peak-load reduction in which industrial or residential loads are
shed remotely. Whereas in demand response, customers voluntarily curtail power
consumption based on price incentives offered by the utilities. However, connectiv-
ity is becoming ubiquituous and, with smart appliances today, it is technically and
economically feasible to leverage available flexibility from electrical loads to provide
more advanced grid services such as ancillary services. This means that a more active
control from these responsive loads is possible and form part of the broader class of
behind-the-meter resources called as distributed energy resources (DERs).
1.2.1.1 Demand dispatch
Demand dispatch is the capability to aggregate and control DERs to provide ser-
vices to the grid with QoS guarantees. It is a new operating paradigm that differs
from traditional response in the sense that it is continuously active and not just at
peak times. Furthermore, demand dispatch allows DERs to provide support in both
directions similar to charging discharging a battery, or in this case a virtual battery.
Demand dispatch enables DERs to actively participate in providing grid services
other than the traditional peak-load reduction, such as but not limited to, ancil-
lary services (e.g. frequency regulation). Bidirectional dispatch capabilities can then
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complement the conventional supply (generation) dispatch and improve security and
stability of the electric grid. Furthermore, it provides opportunity to third party
aggregators that can participate in providing grid services in real-time. Demand dis-
patch usually comprises of a DER coordinator and a local controller for the individual
DER. The coordinator transmits control commands either to the entire fleet or to an
individual DER depending upon the needs of the grid. DERs then respond by either
increasing or reducing their power consumption. However, a key component for suc-
cessful implementation of demand dispatch is that the end-user or customer remains
unaware of the control imparted as a result of demand dispatch.
The effect of the control action imparted by demand dispatch is that the aggregate
response of large fleets of distributed DERs is significantly different from the uncon-
trolled or nominal load behavior. Therefore, guaranteeing quality of service (QoS)
is a challenge and requires the controlled behavior to be appropriately modeled as
discussed next.
1.2.2 Modeling End-use Consumption
DERs are usually designed to operate within a specific range of comfort. Demand
dispatch schemes can guarantee QoS by ensuring the DER’s state of charge (SoC)
remains within the desired operating range. For example, the QoS requirement for
EWHs dictates the temperature range specifying the device’s thermostatic controller
parameters needed to ensure that water in the tank is maintained within a desirable
temperature range. Together with QoS requirements, the DER end-use dynamics,
such as hot water extraction rates from an EWH, place limits on the feasible range of
demand dispatch schemes. This is because QoS specifications and end-use dynamics
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together determine the nominal power consumption of the device.
Since QoS specification (e.g., temperature range) do not change over time, they
are static and relatively simple to model. However, end-use is generally a stochastic
process and strongly affects nominal power consumption of a DER. Thus, having an
accurate estimate of the uncontrollable end-use process can be valuable to predict
performance of demand dispatch schemes.
The literature on estimating end-use process parameters include data-driven meth-
ods [9], where historical electric meter data is used to develop regression-based mod-
els for load forecasting purposes. However, these “business as usual" regression-based
models are insufficient to predict both DER behavior and the effect on QoS when
subjected to demand dispatch [10]. A method to generate hot water profile based
on average energy consumption per activity such as bath and laundry is developed
in [11]. Statistical models using time use data of daily activities of household members
gathered from surveys such as American Time Use Survey (ATUS) data or time use
data by Statistics Sweden (SCB), to predict the controlled load behavior have been
developed to tackle this modeling gap [12–15]. These household activity data inform
a model about the interaction between humans and their appliances. Then, the mod-
els are aggregated to predict the energy consumption of all residential households.
While this approach is promising, it relies on high fidelity data, which is usually un-
available and not generalizable. One of the challenges tackled in this work include
development of estimation schemes for end-use consumption using models and data
readily available from utilities.
Availability of suitable end-use consumption parameters allows prediction of con-
trolled load behavior of DER fleets when subjected to demand dispatch. Aggregate
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models of DERs generally assume the underlying end-use process to be white noise
with drift that represents the fluctuations in energy due to uncontrollable end-user
events as in [16]. The aggregated heat loss or gain due to end-user events in the case
of heating and cooling loads such as electric space heaters and refrigerators can be
accurately represented by the white noise process. However, the energy losses in an
EWH are only due to: (i) water extraction from the tank and (ii) standing losses
due to ambient conditions. Therefore, white noise is not an adequate representation
of the end-use process for EWHs [17]. While a hot water end-use process consists of
varying water extraction rates, this chapter focuses on a two state continuous-time
Markov chain with constant water extraction rates as a starting point for the chal-
lenging stochastic parameter estimation problem [10]. Relatively constant periods of
hot water extraction rates is a reasonable assumption due to the correlated nature of
human activities over the hours of a day.
The impact of utility control on the load behavior can be seen from Fig. 1.1 which
shows the aggregate power consumption of approximately 1700 EWHs in Vermont
over several days. Daily profiles of power consumption usually consist of a morning
peak, between 7 am and 9 am in Fig. 1.1 and an evening peak. In this figure, the
utility turned OFF all water heaters between 2pm to 6pm resulting in cold load
pick-up setting a peak right after 6pm. This peak is significantly different than the
one observed in the morning and is due to the type of demand response program
deployed by the utility. Note that the aggregate demand profile of EWHs can be
divided into hourly periods of relatively constant demand as characterized by constant
water extraction rates. Therefore, capturing the underlying water extraction process
is helpful to predict even the controlled load dynamics as shown herein.
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Figure 1.1: Average power consumption of 1700 real EWHs in VT
1.2.3 DER Coordination Schemes and Modeling
DER control schemes can broadly be categorized into three types namely, centralized,
decentralized and distributed control schemes [18]. In centralized control, DERs
transmit local state information to a central entity which computes control commands
for each DER in the fleet. The control command can be an ON/OFF command for
each DER or it can be deviation from a setpoint [8, 19–21]. However, this type of
control scheme incurs high communication cost since state information need to be
transmitted regularly, that is, at every time-step.
On the other hand, DERs operating under decentralized controller make decisions
to modify their power consumption based on local state information only, such as
SoC and frequency, and no exchange of information is required [22–24]. Furthermore,
system wide information is not needed for an individual DER to make decisions about
its local operating state and is available only indirectly such as grid frequency which
is common for all DERs in the grid. An example of decentralized control scheme is
the droop control based method in which a pre-designed reference curve along with
local state measurements are used by an individual DER to determine its operating
state [23,24]. However, ignoring the system wide information or information regarding
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neighboring agents can deteriorate the overall performance of the system [18].
Distributed control schemes allow information exchange between neighbors re-
sulting in sparse communication requirement as compared to the centralized control
scheme. Each DER solves an optimization problem based on local and neighbor’s
state information while the control decisions may still be made locally. An example
of distributed control scheme is the consensus based algorithms in which the goal is
for DERs to locally solve an optimization problem and exchange relevant information
until a consensus or global solution is achieved [25]. Similarly, the global optimiza-
tion problem can also be decomposed into sub-problems [26] where each sub-problem
is solved locally and iteratively by the corresponding DERs until convergence [27].
Overview of these control schemes that have been developed in the literature for
demand dispatch is presented next.
Demand dispatch schemes with distributed controller require a control signal
transmitted by the coordinator to a local DER controller that brings about a de-
sired change in the aggregate power consumption of the fleet. Methods based on
mean-field models and control provided an early approach for coordinating large-
scale population of DERs, including TCLs [28,29]. The seminal work in [30] designed
a feedback linearization scheme around a state-bin transition model where the ag-
gregate power tracking error input together with estimated bin states were used to
compute an updated state-bin transition probability vector that was broadcast to all
devices. The feedback linearization overcomes a state-input bi-linearity in the con-
troller, which requires that an accurate estimate of the states is available to compute
the control input. Mathieu’s work has been advanced to consider higher-order TCL
models [31], multiple market objectives with a virtual energy storage model [32], and
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communication delays [33].
The approach in [34] also considers a randomized control policy for a homoge-
neous population of DERs, but avoids a state-bin transition model by instead using a
mean-field model based on a linearization around the average device’s pre-determined
baseline transition matrix. The linearization enables the use of a single scalar that
can be broadcast to update the shape of the local transition probabilities. Recently,
the group has been active in extending the work to consider estimation of the quality
of service (QoS; e.g., a proxy for state of charge and on-off device cycling rates) with
and without local opt-out control [35, 36], intra-class DER heterogeneity via filter-
ing [37], and virtual energy storage models [38]. Related work on stochastic control
and modeling of heterogeneous TCLs can be found in [22] where the decentralized
control strategy combines stochastic transitions with temperature dead-band (hys-
teresis) control to provide primary and secondary frequency regulation services for
the grid.
Packetized energy management is a distributed load coordination scheme in which
DERs request the PEM coordinator to consume power which can be accepted or
rejected as required [39–42]. In PEM, the requests are accepted or rejected at the
central PEM coordinator and the control action is distributed, that is, locally at
each DER. Requests are made based on local SoC measurements, according to a
pre-specified probability of request curve that is carefully designed so that DERs
with low SoC request more often than the DERs with higher SoC. The decision to
accept or reject these request by the central PEM coordinator. If a DER’s request is
accepted, then that DER consumes energy for a specific time interval called as packet
length and gives rise to the notion of “energy packets”. PEM can coordinate diverse
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DER populations within a single controller to track an aggregate power regulation
signal, while guaranteeing local DER-specific quality of service (QoS) constraints. The
regulation signal is generally provided by a market-facing aggregator or independent
system operator (ISO) and is similar to automatic generation control (AGC) and
other ancillary services.
PEM’s device-driven request-response mechanism was inspired by early TCP/IP
and ALOHA network protocols. Approaches similar to PEM can be found in [43],
which presents a decentralized packetized coordination scheme that is analyzed via
queueing theory to determine QoS under a fixed, known resource budget. Further-
more, the packetizing concepts that forms the basis of PEM have been proposed
in [44, 45] that focuses on coordinated EV charging under a fixed transformer con-
straint. The hierarchical controller proposed in [46] is similar in spirit to PEM,
but considers a non-randomized, priority-based scheme wherein a device regularly
transmits a transition fitness score (e.g., in [0, 1]) instead of a request, which the
coordinator uses to rank and prioritize the individual devices for control. In addi-
tion (unlike PEM), the controller uses the ranking to form on-to-off and off-to-on
transition priority queues from which they can construct aggregate up/down flexibil-
ity curves that are used to transmit and update device-level set-points to ensure a
rapid autonomous frequency response. This device-driven scheme is well suited for
smaller populations due to the device-by-device prioritization and regular information
exchanges. Another distributed DER control scheme replaces the randomized device-
level transition with a deterministic, cyclical decision process for set-point control of
TCLs [20]. Other related works include [19] where the effects of dynamic constraints
and modeling errors are quantified.
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Coordinating large fleets of DERs is challenging and requires careful distributed
controller design that is cognizant of one or more of the following: i) the devices’
finite energy limits (e.g., temperature bounds for thermostatically controlled loads or
TCLs), ii) ON/OFF cycling rates, iii) communication costs, iv) fleet heterogeneity
within and between device classes, and v) privacy concerns around data sharing.
While conventional heterogeneous populations are generally characterized by the
time-constant of the linear system as in [47], this paper leverages the aggregator’s
point of view as a first step to characterize heterogeneity in PEM. Recall, in PEM,
only the rated power associated with each request is visible to the aggregator by
design and lends itself to analytical simplification at the coordinator’s control layer.
Furthermore, the work herein allows us to extend the concepts of nominal control and
demand in PEM to a heterogeneous fleet.
1.2.3.1 Virtual battery models
A natural question that arises when managing a fleet of DERs as a source of flex-
ible demand is what power reference signals can and cannot be tracked? To tackle
this question, it is important to have a notion of the current energy state or state of
charge (SoC) of the aggregation. If that is the case, then the ensemble of DERs can
be considered to be a virtual battery, e.g., [21, 48–51]. In [48], a direct load control
scheme is presented from which power/energy limits on the aggregate response of
thermostatically controlled loads (TCLs) are defined as a function of ambient condi-
tions. A formal virtual battery (VB) model is then developed for TCLs in [21] that
couples the power response and fleet’s SoC in a low-order, dynamic model. Similar
methods are then adapted to develop VB models for large-scale fleets of TCLs and
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pool pumps in [50] that are utilized in a feedforward scheme together with myopic
load coordination scheme. In [51], machine learning methods are used along with
a direct load control scheme to parameterize a low-order VB model that works well
for small-scale aggregations of less than 300 electic water heaters (EWHs) and air
conditioners (ACs). The temporal flexibility or slack inherent to deferrable DERs,
such as electric vehicles (EVs), are characterized as a VB in [49], where online control
policies are developed to dispatch the DERs within local and VB constraints.
However, the parametrization of VBs often require DER coordination schemes that
assume full or partial knowledge of the individual’s DER energy or human comfort
states. This information overhead may be perceived by the DER owner as violating
their privacy. For example, with the charging profile of an electric vehicle owner,
one can extract specific driving patterns such as miles driven by the owner in a
day. Furthermore, constantly streaming information from large-scale fleets of DERs
to a centralized coordinator limits scalability of the schemes due to communication
rates and costs. Therefore, in this work, a low-order VB model is developed and
parameterized based on PEM’s light-weight communication infrastructure [40,52,53].
The models developed for demand dispatch schemes such as PEM are usually
tested using synchronous simulation platforms such as Matlab. However, the cloud-
based coordinator and real-world physical DERs constitute a cyber-physical system
that are difficult to replicate in simulation based environments. Therefore, cyber-
physical platforms are required that emulate the real-time behavior of cyber-physical
systems such as communication network, asynchronous emulation of DERs etc. Ag-
gregate models can then be validated using cyber-physical simulation platforms as
discussed next.
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1.2.4 Cyber-physical validation platforms
Recent advances in sensing and connectivity have led to widespread adoption of cyber-
physical systems as a framework in which to incorporate, model, and analyze the in-
teractions between the cyber (e.g., communication networks) and the physical (e.g.,
grid) [54–57]. In this regard, CPS test-beds have been developed within the smart
grid area that consists of a combination of physical and simulated components [58–60]
to study stability and performance of grid control algorithms in the presence of faults,
measurement noise, latency in communication and malicious data injection. Electric
power generation and distribution systems are either simulated using computer based
softwares such as PowerWorld [60] or by means of specially designed hardware-based
grid simulators e.g. OPAL-RT [58] and real-time digital simulator [59]. Physical
components like relays, circuit breakers, inverters, PV emulators etc. that operate at
high-voltages are integrated with the simulated electric grid by means of appropriate
power converters [58]. Special attention is given to implement standard communi-
cation protocols used for data transfer and sending control commands to recreate
real-world scenarios.
However, these detailed test-beds are particularly designed for the purpose of tran-
sient stability analysis and evaluating the cyber-security performance, for example,
studying the effect of a malicious breaker-trip that can cause harmful oscillations
and potentially unbalance the power system [59]. For this purpose, only a limited
number of physical devices are sufficient. Load coordination schemes, on the other
hand, require thousands of DERs to create a net-effect reasonable for providing grid
services.
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The literature on advanced DER coordination has mostly been in the form of
theoretical schemes and simulations that ignore either the grid or the real-time ef-
fects of DERs and communication networks [61,62]. These load-coordination schemes
are designed to operate using the customer’s internet connection and their aggregate
behavior has been extensively studied and subsequently modeled [39–42, 61–63]. Al-
though physical limitations such as communication delays have been incorporated in
Matlab based simulated environments [64]. However, there is a pressing need to have
access to realistic and real-time CPS test-beds in order to convincingly evaluate the
potential of large fleets of DERs to provide grid services in a laboratory setting since
thousands of DERs are not readily available in the field for validation. Furthermore,
the CPS test-bed should be able to capture the limitations associated with real-world
deployments.
1.3 Preliminaries on DER coordination
1.3.1 Modeling individual DER dynamics
Let the energy state of the n-th DER in a fleet be denoted as zn. The equation for
this DER is given by the following discrete-time dynamic model,
zn[k + 1] = fn(zn[k], φn[k], P ratec,n , P rated,n , wn[k]), (1.1)
where fn is a one-dimensional mapping (usually linear or bilinear). DERs are designed
to operate within a deadband [zn, zn] around a user specified setpoint zsetn , where zn
and zn are the lower and upper limits of the deadband. Energy transfer rates of
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the n-th DER are given by P ratec,n and P rated,n when charging (c) and discharging (d),
respectively. The hybrid state φn corresponds to the set of modes {c, sb, d} associated
with {charge, standby, discharge}, respectively [52,65]. In this dissertation, the focus
is on coordinating thermostatically controlled loads (TCLs) such as electric water
heaters (EWHs), bidirectional energy storage systems (ESSs), and electric vehicles
(EVs). The EWHs and EVs are seen by aggregators as having charging dynamics only
whereas ESSs corresponds to both charging and discharging dynamics. The parameter
wn ∈ R maps the end-use consumption to the energy state and is explained next for
each DER class considered in this work.
Consider a TCL and more specifically an EWH with its dynamic state governed
by,














where P ratec,n is the rated power, c = 4.186 (kJ)(kg◦C)−1 is the specific heat constant,
ρ = 0.990 kgL−1 is the density of water when close to 50 ◦C, L is the tank size, η is
the heat transfer efficiency, za = 21◦ is the ambient temperature which is considered
constant inside the household, τ = 150×3600 seconds describes the ambient losses and
wn is the uncontrolled end-user power consumption. Since EWHs can only charge,
therefore, un[k] ∈ {0, 1}. Moreover, the energy at time k stored in the tank of the
n-th EWH is obtained from,
En[k] = cρLn (zn[k]− za) . (1.3)
Energy can be translated into SoC, ζn[k] = En[k]−Emin,nEmax,n−Emin,n where ζn ∈ [0, 1] and
Emax,n, Emin,n are maximum and minimum limits on energy respectively. EWH pa-
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rameters are collected in the set ΘEWH = {P ratec,n , Ln, zsetn , [zn, zn]}.
In case of bidirectional ESSs and EVs with background battery usage wn and
P ratec,n , P
rate
d,n > 0, (1.1) is written as
zn[k + 1] = ηsl,nzn[k] + uφn,nηφn,n + wn[k], (1.4)
where uφn,n is P ratec,n for φn = c, P rated,n for φn = d and 0 for φn = sb in kW, and ηsl,n, ηc,n,
and ηd,n are the standing losses, charging, and discharging parameters, respectively.
Herein, an ESS and EVs are modeled as an electric battery with capacity C in kWh.
Unless otherwise stated, the ESS models here are representative of Tesla’s PowerWalls
(2.0), which have battery capacity of 13.5 kWh and charge and discharge efficiency
of around 95% (roundtrip of 92%), and a maximum (continuous) power rating (P ratec,n
= P rated,n ) of 5 kW. EVs are assumed to have the capacity 22.5 kWh and power rating
7 kW. The end-use wn is assumed to be negligible for ESS whereas wn for EVs is
given by the driving behavior of EVs that corresponds to uncontrollable discharging
dynamics. Further details are provided in Chapter 2. Similar to EWHs, ESS and EV
parameters are collected in the set ΘESS = ΘEV = {Pζ , C, ηφn,n, ηsl,n, zsetn , [zn, zn]}.
1.3.2 DER coordination schemes
This section describes a centralized DER coordination scheme as well as PEM’s dis-
tributed device-driven control architecture. DER coordinator is also referred to as
virtual power plant (VPP) in this dissertation. The main difference between the
centralized coordinator (CC) and the PEM coordinator is that the CC has access to
full information about energy states and operating modes of all DERs in the fleet
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but provides no QoS guarantees whereas PEM is a device driven scheme in which a
DER’s request to consume power is driven by their energy states and guarantees QoS
by allowing DERs to temporarily opt-out of PEM. Models for PEM are presented in
chapters 3 and 4 and the CC is used in Chapter 4 to compare the flexibility of PEM
enabled DERs with the ideal setting of CC.
1.3.2.1 Centralized DER coordination
Let zn[k] be the energy state of the DER under the centralized coordinator (CC), zsetn
be the set-point, [zn, zn] be the operating dead-band where zn and zn are the lower
and upper energy limits and Pdem be total power consumption of the fleet. At any
time k, a DER can (i) consume power from the grid in charge mode, (ii) inject power
into the grid in discharge mode or (iii) be in standby mode in which the DER is
neither consuming nor injecting power into the grid. Furthermore, the CC transmits
control commands to each DER at regular intervals, that instructs the DERs to either
continue in its current mode or switch to the instructed mode as shown in Fig. 1.2.
CC determines control commands by prioritizing DERs depending upon their energy
states zn[k] as explained next.
Given a power reference signal Pref, the central coordinator determines the DERs
whose operating state needs to be changed so that the tracking error is minimal, in
the following manner. Let e[k] = Pref[k] − Pdem[k] be the tracking error at time k.
If e[k] > 0 then the CC first starts with the DERs in standby mode and sends a
command signal instructing the DERs to turn ON and start charging. Priority is
given to those DERs whose zn[k] is lower. If the number of DERs in standby mode
are not sufficient to drive the e[k] to zero, then the CC instructs DERs in discharge
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mode to stop injecting power into the grid and transition to standby, again prioritizing
DERs with lower zn[k]. Similarly, if e[k] < 0, then the CC first switches DERs in
standby mode to discharge mode followed by instructing the DERs in charge mode
to turn off. Here, priority is given to those DERs with higher zn[k].












CC: measured SoC and operating states
CC: charge, discharge and
      standby commands
Figure 1.2: Closed loop feedback system under the centralized coordinator (with correspond-
ing inputs/outputs shown in grey) and the PEM coordinator (with corresponding input-
s/outputs shown in blue), tracking the reference Pref and the aggregate power consumption
is given by Pdem.
1.3.2.2 Coordination using PEM
When applied to an ensemble of DERs, PEM utilizes a probabilistic scheme based
on the local dynamic state related to the energy content of each individual DER. For
instance, an electric water heater stores thermal energy that is proportional to the
temperature difference between the hot water in the tank and ambient conditions.
A notion of state of charge can then be associated with EWHs, which allows one to
define the quality of service based on how close the energy level or temperature is to
a customer-defined set point. For example, an EWH QoS is satisfied, if its temper-
ature remains within a user’s predefined temperature deadband. PEM’s bottom-up
approach (detailed in [41,42,52,65]) is summarized as follows:
i. A DER estimates or measures its local need for energy, e.g., state of charge or
SoC.
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ii. If the SoC is within a predefined range of comfort, the DER, based on its SoC,
probabilistically requests to either consume energy from the grid or inject power
into the grid but not both, at a fixed rate (e.g., 4kW) and for a pre-specified
epoch (e.g., 5 minutes) to beget an energy packet (e.g., 0.33 kWh). If the SoC
is too low, the DER automatically opts out of PEM and charges. This mode is
called OPT-OUT and is added to guarantee QoS. Once SoC is returned within
limits, the DER opts back into PEM.
iii. If a request is received, the coordinator asynchronously either accepts or denies
the DER’s packet request based on grid or market conditions. If the request is
denied, go to i. If the request is accepted, consume or inject the energy packet
and then go to i.
Based on the previous description, an DER can be in either one of four modes: i)
charge, ii) discharge, iii) standby and iv) opt-out. Fig. 1.2 illustrates the closed-loop
system under PEM [52]. Furthermore, randomization is injected to the request rule
based on the local SoC, which limits synchronization and promotes equitable access
to the grid as described in the next section.
DERs request the coordinator to either consume or inject an energy packet based
on a designed probability of request curve. The main idea behind the design of
probability of request is to allow DERs with low SoC to request charge packet more
often. Similarly, DERs with high SoC request discharge packets more frequently.
The probability that the n-th DER with dynamic state zn[k] ∈ [zn, zn] and de-
sired set-point zsetn ∈ (zn, zn) over time k (for discretization time-step ∆t) makes a
request is given by a cumulative distribution function over the range of admissible
dynamics states. For this purpose, a exponential distribution encoding three desir-
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able conditions has been chosen; i) no request (i.e., Pr(zn) = 0) from device n for
zn ≥ z̄n; ii) guaranteed request (i.e., Pr(zn) = 1) from device n for zn ≤ zn; and iii)
Pr(zn) = pR when zn ≡ zsetn for a designed mean-time-to-request value, 1/pR, at the
device’s desired set-point, zsetn , during interval ∆t. This design is aimed at attracting
a device’s state towards the set-point. The probability of request is then given by,
Pr(zn[k]) := 1− e−µ(zn[k])∆t, (1.5)
where µ(zn[k]) > 0 is a variable rate parameter dependent on the local dynamic state.
For charging energy packet requests,
µ(zn[k]) =












, if zn[k] ∈ (zn, zn)
∞, if zn[k] ≤ zn
, (1.6)
where mR > 0 [Hz] is a design parameter that defines the mean time-to-request
(MTTR) for zn = zsetn which is fixed at the mid-point of (zn, zn). A similar expression
follows for µ(zn[k]) in the case of discharging packets. Figure 1.3 shows the request
probability curves for charging and discharging packets together with the probability
of remaining in standby during coordination. While (1.6) is one possible choice for
probability of request, however, this design can be changed or incorporated in the
control (as done in [30, 34]) and is the topic of ongoing work. Next section describes
the high fidelity state bin transition model of PEM.
The original contributions of this thesis are presented next.
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Figure 1.3: Probability of request curves showing the effect of local state zn on the packet
request probabilities. The blue line corresponds to (1.6), the red line corresponds to discharg-
ing packets, and the green line gives the complementary probability of remaining in standby
state. Here, mR = 1300Hz and ∆t = 15 seconds.
1.4 Original Contributions and Thesis
Organization
The work presented in this document can succinctly be described in the form of four
contributions each provided in a chapter of this dissertation.
1) Estimation of end-use consumption of flexible loads: In this contribu-
tion, presented in Chapter 2, a physically relevant model of hot-water extrac-
tion process is used to propose an estimation strategy based on [10, 66, 67],
that can be applied to readily available kWh energy measurements. The es-
timation scheme first introduces a total busy-time random variable defined as
the total ON time of the heater within fixed-time intervals. The rationale for
defining this quantity is that by splitting the power consumption data of an
electric water heater into periods of stationary statistics, one can relate the to-
tal thermostat ON time to the underlying likewise stationary water extraction
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statistics. Recursive relations for the moments of the total busy time are then
used to develop an estimation algorithm for calculating the parameters of the
stochastic hot water end-use process [10]. Specifically,
(i) The analytical results from [17], which were only valid for low water ex-
traction rates have now been generalized to the case of arbitrary water
extraction rates. The coupled Kolmogorov equations representing the ag-
gregate dynamics of a homogeneous group of EWHs are first generalized
to the case of arbitrary water extraction statistics. Then an adequate set
of first passage-time probability density functions are developed that are
used to obtain the moments of the total ON time over fixed time windows.
(ii) From the analytical contribution, a practically relevant identification pro-
cedure is developed and validated for estimating stochastic parameters of
the unmeasured, hot water end-use process based only on interval meter
readings and physical (tank) parameters for a homogeneous population of
EWHs.
2) State-bin models of PEM and control schemes: In this contribution, pre-
sented in Chapter 3, state-bin transition model, that is a high fidelity model
for the distributions of DER fleets, is used to design DER control architectures
in PEM. These architectures allow the coordinator to generate a control signal
so that the DER fleet simultaneously tracks a market reference signal as well
as satisfies a secondary objective such as QoS guarantees, minimize number of
accepted requests etc. Furthermore, the parametric heterogeneity is also incor-
porated into the state-bin transition model by grouping DERs with relatively
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similar parameters into homogeneous groups. However, this type of grouping
introduces modeling error. Therefore, in this contribution, analytical bounds
on tracking error are first obtained as a result of dividing heterogeneous DERs
into homogeneous groups. Next, a systematic procedure is presented to obtain
appropriate number of groups needed for a desired modeling accuracy. The
specific contributions in this chapter are:
i) Two different DER coordination architectures are proposed and validated for
coordinating diverse fleets of DERs. In the first architecture, denoted the
coupled architecture, each packet request identifies as either a charge request
or a discharge request only, that is the VPP is unaware of the DER-type the
request is coming from. In this case, the VPP accepts the same proportion
of requests across all DER classes. The second architecture is the decoupled
architecture in which the DER-type is included in the packet request. The
VPP then optimizes charge and discharge acceptance rates for each DER
class separately.
ii) Novel control policies are designed for tracking reference power signals that
are applicable to both coupled and decoupled architectures. These policies
have as secondary objectives the maximization or minimization of the num-
ber of packet requests to be accepted (input optimization) and guaranteeing
QoS close to a specific energy state (state optimization). One can further
co-optimize requests (input) and QoS (state), which bears resemblance to
optimal controller problems. With respect to several classes of DERs, the
control policies are validated for both architectures and performance metrics
are provided.
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iii) Analytical characterization of the relationship between the controllers imple-
mented in PEM’s asynchronous request-response mechanism and the corre-
sponding synchronous representation in the aggregated bin transition macro-
model that describes the mean-field behavior. This type of characterization
is useful when implementing the control schemes herein under coupled and
decoupled architectures in cloud-based serverless implementations of PEM.
iv) Analysis of parametric heterogeneity unique to PEM’s packet request-response
mechanism is conducted by studying uncertainty in the estimated rated
power of requests. The tracking performance of a large group of DERs
subject to parametric heterogeneity is compared against g smaller groups
of DERs with the same rated power of request and modeled by the macro-
model described in Section 3.3.2. Analytical bounds on tracking errors are
then calculated for the g groups.
v) Heterogeneity is characterized in terms of the modeling error introduced due
to grouping together DERs that are different in rated power for a nominal
PEM system. Conditions are provided under which the error is normally
distributed and its mean and standard deviation is quantified. A formula for
the appropriate number of groups is provided subject to a desirable upper
bound on modeling errors and the concept of nominal response under PEM
for a homogeneous fleet is extended to a heterogeneous fleet.
3) Virtual battery models of PEM: In this contribution, presented in Chap-
ter 4, two methods to characterize flexibility from DERs under PEM are pre-
sented as discussed below.
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i) Flexibility is first characterized by developing a virtual battery (VB) model
of PEM. VB model is a low-order model of an aggregation of DERs under
PEM that is used to obtain bounds on the stored energy of the ensemble
in terms of SoC. Furthermore, the PEM-VB model permits estimation
of SoC of the fleet using an extended Kalman filter (EKF). Finally, an
optimal control problem (OCP) is presented that allows system operators
to optimize use of flexible demand to account for the variability inherent
to distributed renewable generation.
ii) The second method considers the question, how many DERs are required
to provide 1MW of flexibility? For this purpose, a notion of kW-per-device
flexibility is introduced. A systematic procedure to obtain kW-per-device
flexibility is then developed that uses either a simulator or solution to
an optimization problem. Performance is measured using a metric based
on PJM’s performance criterion. Simulation results are presented that
validate the proposed methodology.
4) Grid and DER co-simuation platform and field testing: The validation
of PEM is carried out on a cyber-physical test-bed in the lab as well as on
real-world EWHs in the field whose details are discussed in Chapter 5.
i) A cyber-physical validation platform is developed in this work for co-
simulation of the electric grid and DER fleet. The proposed platform has
the capability to emulate thousands of diverse heterogeneous DERs in real-
time that interact with the electric grid. The communication between the
emulated DERs and the DER coordinator is achieved over the internet,
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as expected from the real-world deployment. Furthermore, OPAL-RT’s
ephasorsim is used to simulate the electric grid which is an FPGA based
real-time digital simulator specifically designed for power system simula-
tions. The proposed platform is particularly useful for testing real-time
performance of a large fleet of DERs in delivering advanced grid services,
online state estimation of SoC and incorporating practical limitations of
DERs and communications to analyzing fleet-wide performance
ii) PEM is also validated on real-world EWHs that have been deployed in
Vermont and the results presented herein shows the potential of PEM to
coordinate DERs for providing grid services.
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Chapter 2
Flexible Demand and End-use Con-
sumption
This chapter is concerned with modeling of end-use consumption in DERs and pa-
rameter estimation from data. Two stochastic models of end-use, namely Poisson
random pulses and continuous time Markov chains, are introduced in Section 2.1.
These models are applicable to a broad class of DERs including TCLs such as EWHs.
Challenges associated with estimation of the parameters of end-use consumption due
to limitations on the nature of available data are then outlined. A physically based
model of DER dynamics is presented next in Section 2.2 taking into consideration
the nature of available data. The benefit of this model is that it allows estimation
of end-use consumption parameters from the available data. Finally, an illustrative
example is provided in Section 2.2.3 for EWHs.
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2.1 Modeling end-use consumption
End-use consumption is an uncontrollable stochastic process that depends upon the
DER type and the end-user behavior. To capture this dynamic behavior, two models
are presented and used in this dissertation. The objective of using these models is
to approximate the underlying physics of the process. For example in the case of
EWHs, end-use process is the hot-water extraction from the tank with random start
and stop times. Similarly for EVs, the driving behavior is what describes the end-use
dynamics. As explained next, under reasonable assumptions the following two models
can be used to capture the dynamics of end-use process.
1. Poisson random pulse process (PRP): Poisson random pulse [41, 65] is a
stochastic process and is chosen since it can capture the effect of random inten-
sities and duration of end-use consumption. This model is used in chapters 3
and 4 to develop control architectures for PEM. PRP process is formally defined
as follows.
Assume that there exists an appropriate probability space (Ω, P,F), where Ω is
the set of events, F a filtration, and P the probability measure of elements in F .
The stochastic differential model for a PRP, w(t) is given as [68],
dw(t) = (v(t)−w(t)) dN1(t)−w(t) dN2(t), (2.1)
whereN1 (N2) is an independent, stationary Poisson point process with constant
rate parameter λ1 (λ2), representing the initiation (conclusion) of a random end-
use event and v(t) is a random variable independent of N1 and N2 that describes
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the intensity of the end-user event.
The main assumption for choosing PRPs is that the end-use process initiates
with certain probability and concludes with another. If one thinks of initiating
(concluding) end-use events as independent from each other, then a reasonable
assumption is that these occur with an exponentially distributed inter-arrival
time. This amounts to a Poisson process for starting end-use events and an-
other for end-use events. The parameters of these two processes can be chosen
so that the average time between starting and stopping events is related to the
average historical usage. For an EWH, hot-water extraction w(t) is modeled
using PRPs where λ1 (λ2) correspond to start (end) of the event. Furthermore,
v(t) describes the power used for increasing the tank temperature and is con-
sidered here exponentially distributed with mean λ. These assumptions permit
to formulate a model for a process of this kind in a manner that the aggregate
statistics of the aggregation of a number of these processes can be computed
analytically. Analytical statistics are then used in the aggregate models in
chapter 3.
Denote the expected value of the random process w as w̄(t) := E[w(t)]. Due to
the independence of the processes ∆N1, ∆N2 and v(t) in time, one can compute
the expected end-user event as
dw̄(t)
dt
= (v̄(t)− w̄(t))λ1 + w̄(t)λ2. (2.2)
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The solution of (2.2) when w(0) = 0 is
w̄(t) = E[v] λ1
λ1 + λ2
(1− exp(−(λ1 + λ2)t))
The expected event reaches steady state as t goes to infinity. Hence, the mean






The next theorem describes the probability distribution of these events as the
number of devices increases. A reasonable assumption is that the end-user
event for each DER are independent and identically distributed (i.i.d.) random
processes. One can then obtain the steady state statistics of the aggregation of
the process w.
Theorem 1. The aggregation of individual end-user events, w, is distributed in
steady state as N (w̄sst, σw/
√
Ne), where Ne is the total number of end-user event
processes and w̄sst and σw are the corresponding expected value and standard
deviation of the process w in steady state.
Proof : See appendix A.
Example 1. If v ∼ exp(λ), then σw = λ
√
2p− p2 and w̄sst = λp, where p :=
λ1
λ1+λ2 . The average of 2, 000 water usage profiles generated from (2.1) with
λ = 2.1 liters per minute, λ1 = 1/3600 sec−1 and λ2 = 1/800 sec−1 results
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in the mean and standard deviation of 0.3868 and 0.0382 respectively, whereas
for the one generated using Theorem 1 gives a mean of 0.3818 and standard
deviation of 0.0369.
This example shows that the average effect produced by the fleet of EWHs
driven by i.i.d. PRPs (w(t)) is the same as the aggregate driven by the i.i.d.
process γ(t) distributed according to N (w̄sst, σw).
2. Continuous time Markov chain (CTMC): The end-use process w(t) can
also be modeled using CTMCs under reasonable assumptions. Each state in
CTMC then corresponds to that of the end-use consumption. For example,
consider the case of EWHs. Assuming the intensity of end-use process to be
constant (i.e., w(t) ≡ W ), the hot water end-use process is then either in
demand (q(t) = 1) or not in demand (q(t) = 0) and evolves according to a two-
state ({0, 1}) Markov chain model q(t) [17]. The corresponding time invariant
transition probability densities are given by,
P (q(t+ h) = 1 |q(t) = 0) = λ0h+ o(h) (2.4)
P (q(t+ h) = 0 |q(t) = 1) = λ1h+ o(h) (2.5)
where h > 0 is a small time increment. Similarly for EVs, CTMC models the
driving behavior of EV drives and is used in Chapter 3 [41].
The DERs considered in this work are EWHs, ESS and EVs. Consider first ESS
units that are assumed to be installed for the purpose of backup power by the end-
user and are managed by the aggregator (e.g., Tesla or VPP herein) to provide grid
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services. This setup is based on the state of Vermont’s largest utility, Green Moun-
tain Power, and their residential Tesla Powerwall battery program [69]. In this pro-
gram a customer can pay $15/month per ESS (5kW/13kWh ESS). This program has
been popular as many rural customers opt for multi-day backup capability with two
ESSs and, today, Vermont has more than 2000 PowerWalls under control. There-
fore, it is assumed in all the simulations presented in this work, the ESS are rated
at 5kW/13.5kWh, charge and discharge efficiency of around 95% (roundtrip of 92%)
along with the set-point of 70% [41] and the background usage is absent. Finally,
the driving patterns of the EV driver are modeled using a two-state Markov chain
consisting of two modes; driving and parking [41]. Note that in [41], standby was used
instead of parking. This driving pattern then determines the end-user consumption of
EVs considered in this work. The average drive time of the EV driver is chosen to be
approximately 30 minutes and the EVs are assumed to have an electric driving range
of 150 miles with the driving efficiency of 7 miles-per-kWh [41]. The electric water
heater end-use consumption wn corresponds to the hot water extraction from the
tank. Since water extraction always leads to loss of heat energy, therefore, wn ≤ 0.
In this work, both PRPs and Markov chains are used for this purpose.
Although PRPs are a better representation of the end-use process, however, esti-
mation using PRPs requires solution of a system of coupled partial differential equa-
tions that may not be possible. Furthermore, it is reasonable to assume that within
a period of 2 to 3 hours, the end-use process remains relatively constant, for exam-
ple, the morning peak in Fig. 1.1. Furthermore, estimation of end-use parameters is
restricted by the nature of available data. The description of estimation problem is
provided next. From this point on, the focus is on EWHs, however, the problem can
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be applied to other types of DERs as well.
2.1.1 Description of the identification problem
In general, gathering data on hot water end-use processes requires expensive, device-
level flow meters. In rare cases, sensors may be available to measure water extraction
rates for the entire residence (all water) or device-level (hot water only) [70]. Fur-
thermore, it can be seen from Fig. 1.1 that the power consumption of electric water
heaters driven by the end-use process vary significantly throughout a day since it is
a non-stationary random process. However, it can be considered stationary during
durations of near-constant electric demand [17, 67], e.g. the morning peak between
7am and 9am in Fig. 1.1. Thus, we classify the daily kWh meter data into periods of
statistically stationary hot water usage and propose the estimation strategy on one
such period. This strategy can easily be generalized to multiple distinct periods that
make up a representative day or a week.
This dissertation considers the case of a homogeneous group of electric water
heaters whose physical parameters and dead-band settings are known from manu-
facturer specifications and user-preferences, respectively. Energy measurements are
then used as proxies for the time an EWH is ON within a time window of interest
and referred to as the total busy time. The moments of the total busy time random
variable are derived in Section 2.2.2. The proposed estimation strategy, shown in
Fig.2.1, takes as input the energy measurements and computes the total busy time
within successive time windows of interest. Statistics of the total busy time along with
the physical parameters of a homogeneous group of EWH are used to estimate the
parameters of the unobservable end-use process, which is mathematically described
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in the next section.
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Figure 2.1: Overview of the end-use process identification problem
2.2 Load dynamics under end-use con-
sumption
This section describes the physically based modeling of EWH end-use process and the
corresponding Markov renewal process (MRP) defined at the switching instants of the
thermostat. This MRP description enables estimation of end-use process parameters
from a set of first passage time problems. To develop the estimation procedure, we
start with the model of an individual EWH.
The EWH considered herein consists of a first-order, simplified model with just a
single equivalent heating element and an “average,” lumped temperature state. The
hot water is extracted from the top of the tank and the cold water enters from the bot-
tom. The temperature dynamics are governed by the following ordinary differential







− (x(t)− xin)60L w̄(t), (2.6)
where x(t) is the average temperature of the electric water heater, xin is the tempera-
ture of the cold water entering through the tank inlet, xa is the ambient temperature,
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c = 4.186 [kJ/kg-oC] is the specific heat capacity of 50◦C water, ρ = 0.988 [kg/liters]
is the density of hot water, L [liters] is the capacity of the water heater tank, P rate is
the rated power in kW of the heating element, η is the heat transfer efficiency, τL is
the time constant representing the standing losses. The uncontrollable rate at which
hot water is extracted from the tank is given by w̄(t) := w(t)q(t) [liters/min], where
q(t) ∈ {0, 1} is the logic state for the hot water usage process, i.e., q(t) = 1, if water is
extracted from the tank at rate w(t) [liters/min] at time t; else w̄(t) = q(t) = 0. The
EWH operates in thermostat mode and m(t) ∈ {0, 1} represents the physical state
of the mechanical relay (open ≡ 0) at time t. The thermostat control logic maintains
the temperature within the user-specified, fixed dead-band [x−, x+], x− < x+. The
logic switches from ON (m(t) = 1) to OFF (m(t) = 0) at the upper boundary (x+)
and from OFF to ON at the lower boundary (x−).
2.2.1 Markov renewal process
The electric water heater operating under this simplified demand process maintains
the temperature within the deadband by the operation of the thermostat switch.
A Markov renewal process, y(t) is defined by recording the thermostatic switching
instants (m(t)) which occur at the edges of the deadband [17]. The Markov renewal
process, y(t) consists of four states {0, 0′, 1, 1′}, as illustrated in Fig. 2.2, where 1
represents the onset of a power consumption without hot water use, 1′ indicates the
onset of a power consumption in the presence of hot water use. Similarly, 0 denotes
the onset of a power interruption with no hot water use and, finally, 0′ indicates the
onset of a power interruption but with hot water use. The transitions between states
can only occur at the edges of the deadband, i.e. the switching instants of the EWH’s
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thermostat transitions from 1 to 0, if x(t) = x+ without hot water use and transitions
from 1 to 0′, if x(t) = x+ with hot water use. The remaining transitions follow in
a similar fashion. Note that Fig. 2.2 also includes the first passage time probability
density functions, gij(t), which are defined as,
gijdτ := P
[
t ≤ t̄ < t+ dτ, y(t̄) = j
]
, (2.7)
∀i, j = {1, 1′, 0, 1′}, where t̄ is the first time the MRP y(t) switches to state j given
that y(t) has just switched to state i at t = 0. The transitions between the states 1
and 1′ and 0 and 0′ are not possible since the MRP y(t) as defined, switches state
only when the thermostat changes state, at which time the end-use state q(t) is
also recorded . More specifically, g11′(t) = g1′1(t) = g00′(t) = g0′0(t) = 0. In the
next subsection, the statistical evolution of the ensemble of homogeneous EWHs is
obtained from two coupled Kolmogorov equations with boundary conditions. These
equations are then used to express the gij probability density functions.
2.2.1.1 Partial differential equation description of load dynamics
The probability density functions, fi, fi′ , associated with the Markov process consist-
ing of the continuous state x(t), the discrete state m(t) and the hot water end-use
process q(t) are defined by,
fi(λ, t)dλ = P [λ ≤ x(t) ≤ λ+ dλ,m(t) = i, q(t) = 0] (2.8)


























Figure 2.2: State transition diagram of the Markov renewal process
for i = {1, 0}. The probability density functions satisfy the following system of
coupled partial differential equations [17],
∂
∂t
~fi(x, t) = Vi
∂
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for all i ∈ {0, 1}, where A := x−−xin60L W is the heat loss from the tank due to hot water
extraction. In A, note that variable x(t) has been replaced with constant x− in order
to make the analysis more tractable. This is an acceptable approximation since the
exact loss rate should not vary too much over a small (a few degrees) temperature
deadband. The cooling rates are represented by, v1, v1′ ≤ 0 when thermostat is
ON, and v0, v0′ when the thermostat is OFF. The conditional transition probability
functions gij(t) are obtained by the first passages of the x(t) temperature process
to the x− or x+ boundaries. The corresponding transition probability functions are
given by (see [17])
gij(t) = vifi(x+, t), (2.12)
gji(t) = vjfj(x−, t), ∀ i = {1, 1′}, j = {0, 0′}. (2.13)
In the next subsection, we use (2.10), (2.12) and (2.13) to derive a set of recursive
equations yielding analytical expressions of any order moments of the gij(t) first
passage-time densities.
2.2.1.2 First passage time problems
The previous section introduced the coupled system of PDEs that govern the time
evolution of the probability density functions ~fi(x, t) away from the edges of the
thermostat deadband. It should be noted here that v1 ≤ 0 and v1′ ≤ 0 represents
the case of low hot water use in which the temperature of the tank increases in the
presence of hot water use. However, during periods of high hot water use, the tank
temperature decreases instead and is characterized by v1 ≤ 0 and v1′ > 0. The first
passage time analysis for the case of lower hot water use was developed in [17]. In this
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section, the focus is on the more important case of high hot water use in which the
temperature decreases in the presence of hot water use even though the thermostat
is ON which is represented by v1 ≤ 0, v1′ > 0 in the system of coupled PDEs.








be the vector of moments of the kth
order corresponding to the vector probability density function: ~f1(x, t), k ≥ 0. The
vectors ~mk(x) satisfy the following recursive system of linear ordinary differential
equations (ODE):
d
dx ~m0(x) = V
−1
1 Λ> ~m0(x) + V −11 ~f1(x, 0), (2.14)
and for all k ≥ 1, we have
d
dx ~mk(x) = V
−1
1 Λ> ~mk(x)− kV −11 ~mk−1(x), (2.15)
with the absorbing boundary conditions ~f1(x+, t) = ~0 and ~f1(x0, t) = ~0, where −∞ <











for the first passage time in 1′. Further defining,
~Γk(x)> =
[
~m0(x) ~m1(x) . . . ~mk(x)
]
, (2.18)
it obeys the following ODE,
d
dx
~Γk(x) = Ak~Γk(x) +Bkuk(x) (2.19)
Ak =

V −11 Λ> 0 0 . . . 0
V −11 V
−1
1 Λ> 0 . . . 0
0 2V −11 V −11 Λ> . . . 0
... 0 . . . . . . 0




V −11 0 . . . 0
0 I . . . 0
...












~Γ(x0) = 0, −∞ < x0 < x−. (2.20)
Proof : Upon taking the Laplace transforms of the partial differential equations in
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(2.10) for i = 1 results in
∂ ~F (x, s)
∂x
= V −11 (sI − Λ>)~F (x, s)− V −11 ~f(x, 0). (2.21)
Since the kth order moment is defined as,
~mk(x) = (−1)k




, ∀ k = 0, 1, . . . , (2.22)




= −V −11 Λ> ~m0(x)− V −11 ~f(x, 0+). (2.23)
The first order moment is obtained by taking the derivative of (2.21) w.r.t. s and
consequently setting s = 0 which results in,
d~m1(x)
dx
= −V −1i Λ> ~m1(x)− V −1i ~m0(x). (2.24)
Hence the kth order moments is given by,
d~mk(x)
dx
= −V −1i Λ> ~mk(x)− kV −1i ~mk−1(x) (2.25)
which can be written in the form of the system of ODE of (2.19). The system of
(2.19) consists of 2k equations and 4k unknowns. However, recall from the discus-
sion in section II-C that g10′(t) = g1′0′ = 0. Therefore, ~m(1
′)
k = ~0 which reduces the
number of unknowns to 3k. Furthermore, owing to the decrease in temperature in 1′
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state, Γk(x−) 6= 0 and is unknown, since there will always be some probability flux
that crosses x−. However, in a properly designed EWH, the long term mean upward
temperature drift is positive and, the temperature of the tank will eventually reach
x+. To obtain the remaining 1k linearly independent equations, consider an arbitrary
boundary x− such that −∞ < x0 < x− with the condition (2.20). Evaluating (2.19)
at x = x0 and xi = x− gives the remaining equations necessary to obtain the moments
of first passage time densities.
It should be noted here that in the case under consideration of high water usage,
MRP y(t) can only exit from 1 and 1′ in state 0, owing to the fact that temperature
always decreases in the presence of water demand. Furthermore, one can derive a
similar system of equations for the moments starting at 0 or 0′. It is omitted for lack
of space.
The previous theorem provides initial conditions, boundary conditions and a sys-
tem of linear ODEs to carry out first passage time computations under high water
extraction rates. By solving the system of ODEs in (2.19) one can derive analytical
expressions of the moments of the first passage time densities gij. First passage time
process is conceptually depicted in Fig. 2.3. It follows the temperature of an EWH
and corresponding MRP states visited, as it enters the lower edge (x−) in state 1
and transitions to 0 at the top edge (x+) of the deadband. Within the deadband,
temperature decreases with rate −v1′ when water is being extracted from the tank
and increases otherwise with rate −v1. The particular set-up of Fig. 2.3 is used to
obtain the moments of g10 and g10′ .
Solving the first passage time problems provides the analytical expressions of the
43
moments of probability densities gij. Moment matching is then used to get analytical
expressions of gij that depend upon the number of moments k chosen. For k = 1, the
corresponding approximation based on moment matching provides a Markovian-type
approximation of gij. Similarly for higher order moments, phase-type distributions
are used.
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Figure 2.3: This figure illustrates the first passage time process starting at the lower edge of
the deadband (x−) in state 1 (thermostat ON and without hot water use). The first passage
time corresponds to the first time the temperature reaches the upper boundary (x+) of the
deadband.
2.2.2 Alternating renewal process
The MRP defined at the switching instants of the thermostat classifies the process
into four states {1, 1′, 0, 0′}. However, the available utility grade power consumption
data cannot distinguish between 1 (thermostat ON, without hot water use) and 1′
(thermostat ON, with hot water use) states since the hot water end-use process is
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not observed. Similarly, the states 0 and 0′ are indistinguishable from measurements.
However, in the stationary steady-state of the MRP, the total ON time random vari-
ables become identically distributed since the state at the start of a measurement
interval becomes random with a common distribution. Therefore, in the stationary
steady-state the states 1 and 1′ are combined into an ON state with a density ob-
tained by combining the 1 and 1′ densities with weights m(01)0 and m
(01′)
0 and similarly
with states 0 and 0′ which are probabilistically combined into an OFF state. The
thermostat ON and OFF are represented by 1A and 0A, respectively, and the resulting
process is a 1A-0A alternating renewal process (ARP). Subscript (.)A is added to dis-
tinguish between the states of the MRP and the ARP. The stationary ARP statistics
are then used to identify the parameters of the underlying hot water end-use process.
The parameters of 1A-0A ARP in its stationary steady-state which is blind to the
initial MRP state at the start of power measurement windows, are now identifiable
from the data available for estimation. Furthermore, let ξ(t) =
∫ t
0 m(τ)dτ be the
total time the thermostat is ON within a time period of length t. This variable ξ(t)
is also called total busy time random variable over an interval of length t. Recursive
expressions for the moments of ξ(t) in steady state were derived in [10] that do not
require the knowledge of the state of the thermostat at the start of the window.
The first-order and the second-order moments of ξ(t), in the Laplace domain, are




















where Fi(s) = L[fi(t)], i ∈ {1A, 0A}, is the Laplace transform the pdf associated with
1A and 0A states, and µi = E[fi(t)], i ∈ {1A, 0A} with E[.] being the usual expectation
operator. A short description on computation of Fi(s), µi for i ∈ {1A, 0A} is provided
in Appendix B.
The analytical expressions for the moments of total busy time random variable
(ξ(t)) have been derived in terms of the unknown parameters φ∗ = {λ∗0, λ∗1}. Whereas,
numerical statistics of ξ(t) are obtained from the metered interval data. An estimation




||~r(t, φ)− ~̂r(t, φ)||22 (2.28)
where ~̂r(t, φ) = (Êeq[ξ(t)](t, φ), Êeq[ξ2(t)](t, φ))> is the empirical mean and second
moment obtained from the data, ~r(t, φ) = (Eeq[ξ(t)](t, φ),Eeq[ξ2(t)](t, φ))> is the
analytical mean and second order moment from (2.26), (2.27).
2.2.3 Numerical validation
In this section, an illustrative example is presented for the estimation of end-use pa-
rameters. Consider a homogeneous group of electric water heaters with cooling rates
v1, v1′ and v0, v0′ and simplified case of two moments, i.e., ~m0(x) and ~m1(x). The
unknown parameters (λ0, λ1) of end-use process are to be estimated. A set of first
passage time problems are first solved that leads to approximate analytical expres-
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sions for the transition probability density functions gij. The systematic estimation
procedure is presented below.
1. Solution of first passage time problems: The linear system (2.19) can be
written for the first passage time in 1 as,
d
dx



























































where zero vector ~0 ∈ R2×1, zero matrix 0 ∈ R2×2, and I is identity matrix.













γ2 = 0. (2.35)
The average heating rate should be positive or equivalently the average cooling
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rate should be negative, because the probability flux should escape entirely from
the upper boundary (x = x+). The mathematical consequence of this fact is
that the nonzero eigenvalue (γ1) of the system should be positive (γ1 > 0) and










which indeed implies that γ1 > 0. Solving the initial value problem described in




















Similarly, first passage time calculations can be performed for the 1′ state. For
the remaining states (0, 0′) a similar procedure is used and its details are omitted
here.
2. Approximation of gij by moment matching: The conditional probability
density functions (pdfs) gij are approximated by the moment matching tech-
niques, in which the pdfs are represented by the approximated functions ĝij
whose moments match those obtained from the solution of the first passage
time problems. In this chapter, only the zero and first order moments are con-




























This result can be extended to generalized phase-type distributions by matching
any number of moments depending upon the desired accuracy and is the topic
of ongoing work [71].
3. Parameter estimation from total busy time: The parameter estimation
strategy is demonstrated on a period of relatively stationary water demand
for example, the morning peak between 7am and 9am in Fig. 2.3. The case
here is that of high water usage with the end-use parameters φ = {λ0, λ1}, for
which the transitions probability functions (gij) are derived in 2.2.3. Data for
this type of estimation can be obtained by measuring the aggregated power
consumption of a group of EWHs within the same period of interest over the
course of several days, and then appended together. Following this line of
thought, 10, 000 EWHs are simulated for 16 hours, with tank size 250 litres,
heating element rated at 4.5 kW, hot water rate of extraction of 5.4 litres/min,
ambient and inlet temperature 21.1◦ C, thermostat set-point and deadband
adjusted at 51◦ C and 6◦ C respectively. Aggregated power consumption of this
group is measured where each 2 hour period is assumed to represent a single
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day. The simulated data then represents the aggregate power consumption over
8 days and in what follows, we show that this data at least in the simulation
environment is sufficient to accurately estimate the unknown φ.
The estimation problem (2.28) is solved using lsqcurvefit in Matlab for t ∈
{1, 2, 5, 15} minutes. It can be seen from Table 2.1 that the estimated φ̂ are
close to true φ. An immediate observation from the results in Table 2.1, is that
shorter windows result in the estimated parameters closer to the true values.
This type of analysis will enable the utilities to collect appropriate metered data
that results in reasonable estimates of the end-use consumption. Therefore, we
show next the accuracy of the estimated φ̂ in the context of cold-load pickup of
Fig. 1.1.
Table 2.1: Comparison between estimated and actual parameters
Window size Actual 1 min 2 min 5 min 15 min
λ0 0.0014 0.0014 0.0016 0.0021 0.0029
λ1 0.0083 0.0084 0.0095 0.0120 0.0170
2.2.3.1 Estimation in demand dispatch and discussion of results
The objective now is to show a potential application of the estimation scheme in
demand dispatch. Consider the same group of EWHs that generated the data for
estimation under constant water demand. After 2 hours all EWHs are forced OFF
for a period of 4 hours and subsequently allowed to turn back ON, mimicking the
direct load control scheme from Fig. 1.1. Aggregate response of EWHs for the actual
and estimated parameters is shown in Fig. 2.4 with t = 2 minutes. Clearly, the
aggregated power demand and the mean tank temperature match well. Similar results
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are obtained for t ∈ {1, 5, 15} minutes. The difference however, is in the transient
response after EWHs are allowed to turn back ON, as shown in Fig. 2.5.
The estimated φ̂ differs slightly from the true φ as seen in Table 2.1 even though the
steady state response of the estimated system is exact. This is because the estimated
φ̂ = {λ̂1, λ̂0} corresponds to the same steady state of the end-use process as the actual
φ. The difference in the transient response, as shown in Fig. 2.5, is apparent from
the nonzero eigenvalue γ1 in (2.34). For the window size of 15 minutes, it follows
from (2.34) that the nonzero eigenvalue obtained from the estimated parameters is
twice the eigenvalue obtained from true parameters. One possible explanation for this
behavior is that shorter windows correspond to increasing the sampling frequency of
the ARP. Therefore, several window sizes may result in the same occupation behavior
of the ARP. Furthermore, the estimates can be improved by including the correlation
information between occupation time of successive windows for estimation as in [10].
However, further work is required to fully characterize the impact of this aliasing-
type effect observed here. Nonetheless, the estimated values are helpful to model
steady-state demand and average EWH QoS under homogeneous conditions.
2.3 Conclusions
This chapter develops an identification algorithm to estimate the parameters of an
underlying hot water end-use process of electric water heaters from energy measure-
ments. Unlike prior work in the area, which focused on low hot water extraction
rates, this identification procedure has been generalized herein to include arbitrary
extraction rates and validated within a conventional DR setting for 10,000 EWHs.
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Figure 2.4: Aggregate power consumption of the group of EWHs is shown here when all
EWHs are forced OFF for 4 hours. The window size for estimation is 2 minutes.
Figure 2.5: The aggregate power consumption of EWHs using the parameter estimates of
φ obtained from different window sizes t ∈ {1, 2, 5, 15} is plotted on the left and the shaded
region is enhanced in the right plot. It shows that the aggregate power consumption differ
in the oscillations before steady state is achieved.
The estimated parameters serve to accurately model the dynamics of a homogeneous
fleet of EWHs and is valuable for utilities to predict the controlled load behavior
when subjected to demand dispatch.
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Chapter 3
Population Dynamics and Control
Architectures
The focus of this chapter is on developing control architectures for diverse fleets of
DERs under PEM and incorporating heterogeneity in the PEM system. These ar-
chitectures allow the coordinator to synthesize a control signal that simultaneously
minimizes the tracking error and satisfies fleet-wide objectives such as QoS. In order
to synthesize the control signal, aggregate dynamics of a fleet of PEM enabled DERs
need to be captured which is addressed in Section 3.1. Specifically, state-bin transition
model is presented that models the population dynamics of a fleet of homogeneous
DERs of the same load type (e.g. TCLs or EVs). State-bin transition model is also
referred to as macromodel in this dissertation. Based on this model, control architec-
tures and policies are developed in Section 3.2 for diverse fleets of DERs. However,
intra-DER-class heterogeneity introduces modeling errors in the macromodel and is
addressed in 3.3. Specifically, conservative bounds on tracking error are first derived
in Section 3.3 that occur due to the homogeneous assumption in a heterogeneous
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fleet. Finally, heterogeneous fleets of DERs with relatively similar parameters can
be grouped together. This leads to a systematic procedure to obtain the minimum
number of groups for a designed tolerance in modeling error. The focus is on rated
power heterogeneity since it is relevant to PEM.
3.1 State bin transition model for DERs
The state-bin transition model or macromodel is a Markovian model for a homoge-
neous population of DERs that work together under the same coordinator for demand
dispatch.
Consider a population of DERs described by (1.1) with common underlying state
space. To create a finite state abstraction of the entire population evolution, the state
space is discretized in a manner that the main features of the system are preserved.
Furthermore, the size of the population is chosen so that the law of large numbers
hold and the system behavior is approximated by a single averaged effect. This means
that the macromodel is robust against the effects of individual DERs as the number
of devices increases [72,73] and is further discussed in Section 3.1.1.1. The transition
probabilities between bins are determined from the dynamical system equations of
the DERs comprising the population with respect to the type of end-user events for
the particular class of DERs [41].
Let X̄ = {x1, . . . , xN}, where each element is called a state and constitute a
consecutively ordered partitioning of the continuous state space Z in which the DERs
evolve. Denote by qj the probability of being in state xj and q := (q1, . . . , qN)T the
probability distribution over X̄ . For the particular case of DERs having hybrid one
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dimensional dynamics as in (1.1), an interval [zmin, zmax] within Z is divided into N
consecutive bins each corresponding to a bin state in X̄ , where xi ∈ X̄ corresponds
to the interval [zi−1, zi) ⊂ [zmin, zmax]. Since (1.1) includes three types of dynamics
(charge/standby/discharge), the state space for the system consists of the union of
the three identical copies of X̄ given by X = Xc∪Xsb∪Xd. At time k, the probability
mass function of the system is q> = (q>c , q>sb, q>d ) with qc = (q1c , · · · , qNc )> and qsb and
qd defined similarly. Note that q contains the percentage of the population in each
state of X so that, 1>3Nq = 1, where, 1>3N ∈ R3N is a vector of all ones. Therefore,
if Ne is the total number of DERs and N ie,c is the number of devices in state xic,
then N ie,c = qicNe. The discrete-time equation modeling the uncontrolled population
dynamics is given by,
q[k + 1]=Mq[k], (3.1)
yc = Ccq, yd = Cdq, and ydem = Cdemq, (3.2)
where Cc = (1>N , 0 · · · 0) ∈ R3N , Cd = (0 · · · 0, 1>N) ∈ R3N , Cdem = Ne(P ratec Cc −
P rated Cd) ∈ R3N , 1N = (1, . . . , 1)> ∈ RN . In (3.2), yc (yd) is the percentage of Ne
that is charging (discharging) and ydem is the total power demand of the system.







where 0N denotes the N dimensional zero matrix, Mh, for h = {c, sb, d} is a multi-
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diagonal matrix containing the probabilities of staying, going to higher energy states
and going to lower energy states, Mc,sb and Msb,c are responsible for transferring any
DER that exceeds zmax from c to sb and any DER that falls behind zmin from sb to c,
respectively, and similarly Md,sb and Msb,d provide the transition probabilities from
d to sb and from sb to d including the probabilities of uncontrollable events. The
computation of the transition probabilities has been addressed in [41, 65]. Finally,
unless otherwise stated symmetric charging and discharging is assumed in this work,
that is, P ratec and P rated are equal. In case these are not the same, their average is
taken instead for the sake of simplicity. Henceforth, the subscript is dropped and
P rate is used for both charge and discharge rated powers.
The dynamics of DERs that are governed by the thermostatic operation are com-
pletely characterized by (3.1)-(3.2). PEM’s request response mechanism is incorpo-
rated in the macromodel next.
3.1.1 PEM macromodel
Recall that in PEM, DERs request to consume or discharge power which is given by
the probability of request curve (1.5)-(1.6). The coordinator then accepts or denies
these requests depending upon the current power demand and the reference signal so
that the tracking error is minimal. This mechanism is modeled as follows.
Let T ireq,c (T ireq,d) be the probabilities associated with making a charge (discharge)
request using (1.5)-(1.6) in state xisb. Then the probability of requesting a charging
packet and not a discharging packet is given by T ireq,c,Ad = T
i
req,c(1 − T ireq,d) [65].
Similarly, one can obtain T ireq,d,Cc = T
i
req,d(1 − T ireq,c). Furthermore, it should be
noted that simultaneous charging and discharging requests can occur with probability
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T ireq,c,d = T ireq,cT ireq,d. However, no request is submitted in that case. That is, making
a charge or discharge request are mutually exclusive events. The total number of
charging and discharging requests are
yreq,c,Ad = Creq,c, Adq, and yreq,d,Cc = Creq,d, Ccq,
where Creq, c, Ad = (0
>
N , T >req, c, Ad,0
>
N) ∈ R3N , Creq, d, Cc = (0
>
N , T >req, d, Cc,0
>
N) ∈ R3N ,
Treq, c, Ad := (T
1
req, c, Ad
, . . . , TNreq, c, Ad
), Treq, d, Cc := (T
1
req, d, Cc
, . . . , TNreq, d, Cc
). In Section 3.3,
uncertainty in P rate due to heterogeneity in the DER population’s rated power is
introduced and analyzed.
The discrete-time equation modeling the population dynamics of a PEM system
is given by
q[k + 1]=MM̃β,βsb [k]q[k] (3.3)
and y[k] = (ydem[k], yreq, c, Ad[k], yreq, d, Cc[k]) ∈ R
3, where the aggregate net-load (Pdem)
is obtained from y[k] as Pdem[k] = (1, 0, 0) y[k]. Furthermore, the two-dimensional
control signal β := (βc, βd) defines the proportion of charge/discharge packet requests
out of the total charge/discharge requests denoted as ncr/ndr , that are accepted (i.e.,
defines how many DERs transition from standby (sb) to charge (c) and discharge
(d)). It should be noted here that βc ∈ [0, 1] and βd ∈ [0, 1] since the total number
of accepted charging and discharging requests cannot exceed ncr and ndr respectively.
In addition, βsb := (β−c , β−d ) is the proportion of DERs in (c) and (d), respectively,
whose energy packets end now and return to (sb). Omitting time dependence for all
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βs, M̃β,βsb (3.3) has the form,
M̃β,βsb :=

(1− β−c )IN βcTreq,c,Ad
0N






where IN denotes the N dimensional identity matrix and Treq,c,Ad = diag{Treq,c, Ad} and
Treq,d,Cc = diag{Treq,d, Cc}. The computation of the transition probabilities has been
addressed in [41,65].
Modeling the evolution of the number of active DER charging and discharging
packets in the system requires introducing two sets of timer states (c and d respec-
tively). That is, given packet epoch δ, the sampling time step ∆t, and two timer
states vectors xp,h ∈ Rnp with np = bδ/∆tc and h = {c, d}, the timer dynamics are
given by
xp,h[k + 1] = Mp,hxp,h[k] +Bp,h q+h [k], (3.4)
where q+h := βhq̄ hsb, q̄ hsb := Treq,hqsb, Treq,c = Treq,c,Ad, Treq,d = Treq,Cc,d and Bp,h ∈
Rnp×N is responsible for allocating the new charge/discharge population into their
corresponding charge/discharge timer states. The number of charging/discharging
packet requests received by the VPP is then nhr := 1>N q̄ hsb with h = {c, d} and 1N =
(1, . . . , 1)> ∈ RN . The timer provides the formula for the percentage of DERs whose








p,h is the i-th component of
xp,h.






Figure 3.1: Transition diagram of a DER population under PEM. In the case of EVs, the
transition from Standby to Discharging is uncontrolled. The Opt-out state ensures QoS and
the timers capture packet completion rates.
PEM is introduced. This is achieved by augmenting q in (3.3) with opt-out states q⊕.
That is, q is redefined as q> := (q>⊕, q>) and
q[k + 1] = Mexit M̃β,βsb [k] q[k], (3.5)
where M̃ is trivially augmented with a diagonal block identity matrix and zeros
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M⊕ is a sub-matrix (minor) of M that has all rows and columns corresponding to
states higher than the pre-specified PEM re-entry bound removed, M	pem provides the
transition probabilities of leaving PEM and M⊕pem provide the transition probabili-
ties of re-entry PEM. Figure 3.1 depicts a complete diagram of a DER population
under PEM. In this diagram, controlled transitions among charging, standby and dis-
charging states are regulated by the VPP whereas uncontrolled transitions are also
permitted. For the case of EVs, these uncontrolled transitions occur due to EVs leav-
ing the charging station that results in discharging the battery. In the macromodel,
EVs transition from Standby to Discharge mode and occurs at a rate based on average
driving behaviors without the intervention of the VPP. For a detailed discussion of
QoS guarantees, see [41].
3.1.1.1 Effect of Modeling Errors
Including opt-out dynamics completes the PEM macromodel that captures the aggre-
gate dynamics of a sufficiently large population of DERs. Theoretically, there exists
modeling errors as a result of the finite state abstraction [19]. However, the intended
use of the macromodel in this work is to design reference tracking control policies
for specific objectives such as satisfying QoS. In this regard, empirical evidence is
provided here that shows that the chosen population size is sufficient for the Law of
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Large Numbers to hold. For that purpose and without loss of generality, consider a
population of EWHs when all requests are accepted, that is βc = 1. In this situation
all DERs get what they need without imposing restrictions from the coordinator. The
error in the total power demand between the PEM macromodel and simulated EWH
fleet in steady state, called modeling error in power in this work, is compared for dif-
ferent population sizes. The mean of the modeling error in power was observed to be
close to zero whereas the standard deviation decreases with the size of the population
as expected. Fig. 3.2 shows the standard deviation normalized with respect to the
size of the population and the rated power. It can be seen that the standard devia-
tion decreases proportionally to 1/
√
N , where N is the size of the population. The
normalized standard deviation of the modeling error for 250 DERs is approximately
2.5% that corresponds to ±6.25 EWHs and for 5000 DERs is approximately 1.2%
amounting to ±60 EWHs, which is an acceptable tolerance given the fact that the
coordinator have no information about the DERs state. Therefore, in the simulations
presented in this chapter, the population consists of a minimum of 250 DERs of the
same type. Moreover, the effect of modeling errors on the design of control policies
presented in this work will be explored in future publications.
3.1.1.2 Nominal response of PEM fleet
The flexibility available to a VPP for tracking a grid or market signal is subject to
QoS constraints on the population of DERs under PEM. In particular, there exists
a constant reference signal (or nominal demand), which maintains the average SoC
above a desired value (to preserve QoS), and above/below which the average SoC
increases/decreases. That is, the nominal demand represents a simple sustainable
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Figure 3.2: Standard deviation of the model error normalized with respect to the number of
EWHs and the rated power is plotted against the population size. Also, shown here is the
least-square fit to f(N) = α1/
√
N+α2 for the population size N and (α1, α2) = (36.55, 0.75).
Matlab was used to fit f(N) to the standard deviation and the goodness of the fit is given
by R2 = 0.97 indicating a good match.
trajectory and produces the VPP’s nominal response. A definition of the nominal
response of a PEM system is provided and discussed next.
Definition 1. The nominal response of a fleet of DERs under PEM, given by (3.5),
is the minimum constant power signal for which QoS is sufficiently satisfied for the
average DER.
This nominal response provides a reference about which flexibility can be measured
and establishes a relationship between aggregate VPP demand, QoS, and average
SoC, which is the first step in the development of a dispatchable virtual energy storage
model [21,32]. This nominal response is characterized in PEM by the nominal control









i subject to (3.6a)
q∗i = MM̃(β, βsb) q∗i , (3.6b)
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(q∗i )> xiv ≥ ziset, (3.6c)
where Cdem,iq∗i = Pi is the total packetized nominal demand from the i-th class of
DERs at steady state q∗i . The vector xiv ∈ X i contains the parameters associated
with the discretized bin values of the i-th DER class (e.g., temperatures, SOCs, etc)
and ziset is the desired set point for the dynamic state of the i-th DER class.
Remarks:
i. For TCLs and EVs, the optimal solution to (3.6) is attained for βc ∈ [0, 1] due
to ∑ni=1Cdem,iq∗i being a monotonically increasing function of βc (i.e., less pack-
ets accepted is less power consumed) and (q∗i )>xiv in (3.6c) is also monotone in
βc (i.e., accepting less requests leads to a lower average SoC, ziset). However,
including the ESS class introduces βd ∈ [0, 1] to regulate the acceptance rate
of discharging packet requests from batteries that seek to discharge. This ad-
ditional degree of freedom means that multiple ESS solutions can achieve the
same net-power (charge minus discharge) without affecting the ESS average
SoC. Hence, with the ESS class, the optimal solution is not unique. Work is
ongoing to formally prove and characterize the optimal solution under various
implementations of PEM and the scope herein is meant to introduce properties
of the nominal response to motivate the reference tracking controller developed
in the next section.
ii. When a PEM system is in equilibrium (power and SoC) due to a fixed control
input β, the internal signal βsb becomes time invariant and packet interruptions
are then negligible since the average SoC is near the set-point as shown in [40].
Specifically, it was also shown that βsb = (β−c , β−d ) ≈ (1/np, 1/np) when tracking
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admissible trajectories.
iii. In the case of coupled implementation (3.6) generates β∗ for the entire fleet
(TCLs, ESSs and EVs), that is, a single nominal β∗ is obtained for all DER-
types.
iv. The optimization problem presented in (3.6) is clearly non-convex, however,
ongoing efforts consider convex re-formulations. However, those results are
outside the scope of this manuscript.
v. The nominal control input β∗ also depends upon the parameter mR in the
probability of request. Recall that mR is a design parameter that defines the
mean time to request. Consider first the nominal charging acceptance rate β∗c .
Fig. 3.3 shows that increasing mR results in an increase in β∗c in both decoupled
and coupled implementations. This makes sense because increasing mR leads to
DERs requesting less often. Therefore, the VPP has to accept more requests to
maintain the fleet at nominal steady state. Similarly, β∗d also increases with mR.
It should be noted that the change in β∗c and β∗d for ESS is insignificant since the
background usage is absent. However, the nominal power consumption of the
fleet remains approximately constant. This study provides empirical evidence
that the amount of power required by the diverse DER fleet to operate at
nominal conditions remains the same for mR > 2 minutes. The VPP, on the
other hand requires larger control effort when mR is increased. Similar behavior
is observed for nominal discharge acceptance rate β∗d. Nevertheless, further work
is required for fully characterizing the behavior of mR and its effect on control
effort that will be the focus of future publications. All simulations in this
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Figure 3.3: Effect of changing mR on nominal control and power is illustrated here for
both decoupled and coupled implementations. (Top) Acceptance rate of charging packets β∗c ,
(center) acceptance rate of discharging packets β∗d, (bottom) nominal power consumption of
the fleet.
Fig. 3.4 shows the nominal response of a VPP with three DER populations (TCLs,
ESS and EVs). The top plot in Fig. 3.4 shows the aggregate power demand of the
fleet and the bottom plots shows the state of charge. Furthermore, in Fig. 3.4 and in
subsequent figures, the blue dotted lines represent the deadband (DB) and the green
dotted lines respresent the PEM deadband (PEM DB). This simulation shows the
nominal control input for TCLs to be β = (0.210, 0), ESSs have β = (0.009, 0.006)
and EVs have β = (0.302, 0). Note that the components of β for ESSs are close to
zero since the background noise process is ignored (i.e., batteries are used only to
provide flexibility). For EVs introduced in [41], an average driving time of 30 minutes
and a driving occupancy of 20% was used. The nominal control for the coupled
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implementation yields β = (0.302, 0.208) that amounts to average TCL temperature,
ESSs SoC, and EV SoC of 52.4◦C, 70% and 80%, respectively. Note that EVs in this
manuscript can only request charging packets and are not participating in vehicle-to-
grid (V2G) discharging events. This means that the average SoC for a population EVs
can only decrease during periods when the population drives more than it charges (on
average). The main takeaway from Fig. 3.4 is that when the fleet starts in nominal
steady state, then the diverse DER fleet maintains its SoC under nominal acceptance
rate, β∗.
















Figure 3.4: Nominal response for a decoupled implementation of PEM maintains the average
QoS for a VPP with 1, 000 TCLs, 1, 000 ESSs and 250 EVs. The mean dynamic state of
each DER population satisfies (3.6c) with equality for the specified population set points.
3.2 Control architectures and policies
While coordinating different classes of DERs within a fleet, the type of DER (e.g.
TCL, ESS etc.) information can be included in the packet request along with the size
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of the packet (e.g. 4.5kW). This gives rise to two VPP architectures, namely, coupled
and decoupled.
1. Decoupled PEM coordinator: In decoupled coordination, the PEM coor-
dinator generates a control input for each class of DERs within the fleet. For
example, in a fleet consisting of ESSs, TCLs and EVs, a pair of (βc, βd) is com-
puted for each DER class. This scheme requires the DER-type to be embedded
within each packet request.
2. Coupled PEM coordinator: The absence of DER type information gives rise
to the coupled PEM coordinator in which a single control input is generated for
the entire fleet. The coupled implementation is illustrated in Fig. 3.5 for a fleet
consisting of TCLs, ESSs and EVs.
In the sequel, control policies for both decoupled and coupled architecture are devel-
oped.
3.2.1 Reference-tracking controller
This section presents novel reference-tracking control policies for PEM that explicitly
consider the aggregate packet request rates and QoS based on the notion of nominal
response for PEM established in Section 3.1.1.2. Specifically, control policies are
implemented that optimize the number of accepted requests and preserves the QoS.
Consider a single coordinator (VPP) for homogeneous groups of DERs. The con-
trol law that achieves the desired reference tracking determines the proportion of
charging and discharging requests that are accepted (i.e., β = (βc, βd)) and is straight-
forward: 1) measure the tracking error and 2) accept requests so as to minimize the
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Figure 3.5: Diverse system of TCLs, ESSs and EVs for a single coupled PEM coordinator.
The VPP only sees the aggregated power demand as well as the total incoming charging and
discharging request rates. A decoupled PEM implementation involves the PEM coordinator
receiving total requests from each DER class independently and generating a control signal
for each of such classes of DERs.
error. This logic is similar in effect to ACCEPT/DENY relay control for the individ-
ual packet requests. However, at the macro-level with an incoming stochastic stream
of requests, the control effectively becomes continuous in [0, 1] where zero (0) means
that all requests are denied and one (1) implies all requests are accepted.
Note that since each packet request can also include its corresponding charge/dis-
charge energy transfer rate, e.g., P rateh,n , which provides the macromodel with an ac-




h,n for h = {c,d}. Let
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Pref be the reference power signal provided by some grid or market condition and let
Pdem be the actual VPP net-load (charging minus discharging packets). In a cou-
pled implementation of PEM, the two scalar control inputs βc and βd are generated
by the VPP so that these minimize the tracking error. However, unlike other DER
coordination schemes, PEM’s unique packet request mechanism allows the VPP to
consider maximizing or minimizing the number of accepted requests without affecting
the aggregate VPP net-demand.
The scheme is shown in Fig. 3.5 for a diverse DER fleet consisting of TCLs, ESSs
and EVs. Despite the fact that there is only one VPP for all the DER populations, the
VPP can generate either one control signal β = (βc, βd) for all the DER populations
(coupled case) or multiple control signals designed for the specific DER population
(decoupled case). The latter will obviously require more information (e.g., a request
could include pinging the VPP the DER type). In the coupled case, for the purpose







where F(χ)[k] := χcP ratec [k]−χdP rated [k]−ε[k] and ε[k] := Pref[k]−Pdem[k]−nsb,c[k]P ratec +
nsb,d[k]P rated is the tracking error of the VPP that includes the effect of expiring pack-
ets in terms of nsb,c and nsb,d which is the number of DERs that move from charge and
discharge modes to standby modes respectively. Thus, after solving (3.7) the VPP
controls are given by βc[k] = χ∗c/ncr[k] and βd[k] = χ∗d/ndr [k]. Observe that (F(χ))2 is
only positive semi-definite so the optimal solution is not unique as formulated above.
Thus, one can add a secondary objective to maximize/minimize the total number of
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accepted packet requests (i.e., χ∗c + χ∗d). The solution to (3.7) is provided by the
theorem below.
Theorem 3. Define the available packet budget as nerror = ε/P ratec when ε ≥ 0 and
nerror = |ε| /P rated otherwise. The solution (χ∗c, χ∗d) to (3.7) that maximizes and mini-
mizes the number of accepted requests is given in Tables 3.1 and 3.2, respectively.
Proof : Due to the simplicity of the proof, the focus will be in the case where there are
enough requests to track the signal and for maximizing number of requests and ε > 0.
The other cases follow directly. When there are enough requests to track the reference
signal, it follows that F(χ) = 0. Then, χd = (P ratec χc−ε)/P rated ∈ [0, ndr ]. This solution
corresponds to a family of solutions for χc ≥ ε/P ratec since discharging requests can
cancel charging requests and thus increase χc. Therefore, if (P ratec χc− ε)/P rated ≤ ndri,
one can set χc = ncr and χd = (P ratec ncr − ε)/P rated when this number is less than ndr ,
otherwise χd = ndr . On the other hand, if (P ratec χc − ε)/P rated > ndr , then χd = ndr and
χc = (P rated ndr + ε)/P ratec > 0 when this number is less than ncr, otherwise χc = ncr.
In both cases, the total number of accepted requests is maximized. This completes
the case shown in Table 3.1 for ε > 0 and αr := ncr > nerror. The case for ncr ≤ nerror
is obtained by obeying the constraints on the number of accepted requests in the
problem.
The mechanics for the decoupled case are similar to the coupled one, except that
nhr for h = {c,d} is no longer the total number of requests across all DER classes, but
the number of requests coming from each DER class separately. This decoupled case
implies an implicit disaggregation of the reference signal at each time instant. The
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Table 3.1: Maximizing the number of accepted requests
Cases αr > nerror αr ≤ nerror
ε > 0 (αr := ncr)
χ∗c : min{ncr, (ndrP rated + ε)/P ratec } ncr
χ∗d : min{ndr , (ncrP ratec − ε)/P rated } 0
ε ≤ 0 (αr := ndr)
χ∗c : min{ncr, (ndrP rated − ε)/P ratec } 0
χ∗d : min{ndr , (ncrP ratec + ε)/P rated } ndr
Table 3.2: Minimizing the number of accepted requests
Cases αr > nerror αr ≤ nerror
ε > 0 (αr := ncr)
χ∗c : nerror ncr
χ∗d : 0 0
ε ≤ 0 (αr := ndr)
χ∗c : 0 0
χ∗d : nerror ndr
work in [74] deals also with the dissagregation of the reference signal in the frequency
domain so that DER types are pre-selected to track the corresponding pieces. This
reduces tracking to considering individual DER types tracking their own reference
independently of each other. The decoupled case here relies on (3.7) and a secondary
objective (e.g., maximizing or minimizing requests in Theorem 3, which dissagregates
the reference at each time step. In this case, if suddenly some DER types become
unavailable (e.g., TCL peak time of the day or EVs start driving en masse due to the
end of the working day) then the other DER populations automatically begin to track
the part of the reference that was left unattended by the offline DERs. In other words,
the decoupled case performs a dynamic dissagregation of the reference. However,
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when dealing with DER classes with different rated powers, decoupled implementation
can potentially prioritize one class of DERs over the others. Consider for example
two DER classes with rated powers 4kW and 5kW, tracking a common reference
signal while maximizing the total number of accepted requests. The decoupled VPP
is inclined towards accepting more requests from 4kW DER class than the class with
rated power 5kW since the objective is to accept as many requests as possible. It is
worth pointing out here that although the grid access of 5kW class is reduced, VPP’s
main objective of tracking the reference signal is not compromised. Therefore, to
avoid prioritization of 4kW DER-class over the other, the objective function in (9)
can be regularized by penalizing accepting requests from 4kW DER class. Another
approach involves a QoS-optimizing policy that prioritizes access to the grid based
on the energy needs of the DER class.
A QoS-optimizing control policy for accepting packet requests seeks to track a
reference signal while limiting the deviation of the average SoC from the desired set-
points. Compared with the two previously described Minimize/Maximize requests
policies, the QoS-optimizing control policy consists of QoS (state) and number of
accepted requests (input) that resembles an optimal controller problem [38]. The
decoupled QoS-optimizing control policy aims to find the optimal solution, χQoSc,d ,
such that





where the objective function is given by
QoSχc,d [k] =
νQoSTCL
∣∣∣zTCLχc,d [k]− zTCLset ∣∣∣2 + νQoSESS ∣∣∣zESSχc,d [k] −zESSset ∣∣∣2
+ νQoSEV




[k] and zEVχc,d [k] denote the average dynamic state of TCLs, ESSs and
EVs at time k as a function of χc,d = (χTCL,c, χESS,c, χESS,d, χEV,c)> and nc,dr =
(ncr,TCL, ncr,ESS, ndr,ESS, ncr,EV)> is the vector of charging and discharging requests corre-
sponding to TCLs, ESS and EVs respectively. Furthermore, χnomc,d = βnom>c,d nc,dr where
βnomc,d := (βnomTCL,c, βnomESS,c, βnomESS,d, βnomEV,c)>. The latter is obtained from the nominal prob-
lem of (3.6) for the decoupled VPP case. Finally, νnom := (νnomTCL,c, νnomESS,c, νnomESS,d, νnomEV,c)>
and the scalars ν represent weights on the different objectives. For the coupled VPP
case, the box constraint in (3.8) reduces to 0 ≤ χc ≤ ncr and 0 ≤ χd ≤ ndr , where ncr
and ndr are, respectively, the total charging and discharging requests of all the DER
classes combined. Naturally, one requires to know the current state distribution q of
the respective populations. In [40], an extended Kalman filter (EKF) was constructed
for the state-bin transition model providing the dynamics of DERs populations. The
same EKF formulation is employed to estimate QoSTCL[k],QoSESS[k] and QoSEV[k]
at time k in a manner that the distance between the average dynamic state at k and
a pre-established set point is minimized by χQoSc,d . It is important to highlight here
that the scheme is not manipulating individual DER’s SoC but choosing a control
input β such that the aggregated SoC behaves as desired.
Figs. 3.6, 3.7, and 3.8 illustrate the decoupled control policies for maximizing,
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minimizing, and QoS-optimizing the number of accepted packet requests for a diverse
VPP with 1000 TCLs, 1000 ESSs and 250 EVs. The reference signal in the simulations
represents a de-trended (with respect to the nominal response) and scaled AGC signal
obtained from [75] and shows that the VPP is able to provide approximately ±0.5MW
of flexibility. Furthermore, it should be noted that in Fig. 3.7 the average power
consumption of ESSs is greater than zero where the average SoC remains close to the
set-point. This is because of the non-unity battery efficiency [41] These optimization
problems were solved using fmincon in Matlab on a MacBook Pro with a 2.2 GHz
processor and 16 GB memory and the solution was obtained on average within 45
milliseconds.
3.2.1.1 Reference tracking and QoS performance
The root mean square (RMS) tracking error between the reference signal and the total
power output is reported in Table 3.3 for the coupled and decoupled implementations
of PEM. The one-step-ahead up (down) flexibility for a single DER population with
ncr charging requests and ndr discharging requests specifies the maximum increase
(decrease) in power demand Pdem due to that DER population. Specifically, it is
defined as follows:
flex[k] = (ncr[k]− nsb,c[k])P ratec + nsb,d[k]P rated
+ (n⊕[k]− nsb⊕ [k])P rate,⊕,
f lex[k] = (ndr [k]− nsb,d[k])P rated + nsb,c[k]P ratec
− (n⊕[k]− nsb⊕ [k])P rate,⊕,
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where nsb,h, for h = c,d is defined in Section 3.1, n⊕ is the number of DERs opting
out, nsb⊕ the number of DERs leaving opt-out mode to sb mode and P rate,⊕ is the
average power rate of DERs in opt-out mode. In the decoupled implementation, the
total upward (downward) flexibility is obtained as the sum of all individual DER
classes upward (downward) flexibilities within a fleet. The coupled implementation,
however, considers the aggregated charge and discharge requests, aggregated charging
and discharging expiring packets as well as the aggregated number of DERs leaving
and entering the opt-out mode to compute the up (down) flexibility using the average
P ratec and P rated rates within the DER classes in the fleet. The system flexibility is
a function of β in that flex[k] corresponds to βc = 1 and βd = 0 and flex[k] cor-
responds to βc = 0 and βd = 1. In addition to RMS tracking error, the average of
the one-step-ahead up/down flexibility is provided in Table 3.3. The RMS tracking
error and one-step-ahead flexibility suggest that minimizing the number of accepted
requests improves flexibility – the QoS policy is similar too and was implemented with
(νTCL νESS, νEV) = (19, 1, 1) and νnom = (45, 1, 10, 10). The main difference between
the coupled and decoupled implementations of the three VPP control policies is in the
available downward/negative flexibility. That is, ESSs can be used to control down
flexibility in the decoupled case while EWHs and EV can only control flexibility up-
wards. The coupled case does not allow for such behavior since the rate of acceptance
of charging packets is the same for all DER types, which limits the down flexibility
provided by ESSs.
One can also observe in these figures and in Table 3.4 that the average dynamic
state of each DER class tends to be around the desired set point, which ensures
that the average DER satisfies QoS requirements while the population is tracking the
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reference. Specifically, Table 3.4 shows the RMS tracking error values of the average
QoS with respect to the desired set point.
However, the average dynamic state could be misleading if the DER populations
show too much variation over the dead-band or beyond it. In this regard, Table 3.5
presents the average standard deviation for each DER population under the control
laws described in Theorem 3. One can infer from these values that while TCLs and
ESSs populations are relatively close to their average dynamic state (≈ 1◦C and
around 9% for ESSs), the EV population have an almost constant standard deviation
of around 14.5%, which is a result of EVs uncontrollably transitioning to driving
(i.e., discharging) events. Note that future work will focus on control mechanisms for
allowing PEM to not only regulate with respect to the average population QoS set-
point but to actively reduce the variance in the population (beyond opt-out control),
while also tracking the reference. Table 3.5 illustrates that managing a fleet relative
to the QoS set-points does not guarantee an overall reduction in variance.
Note that when the reference signal is centered around the nominal power level
of the system, then QoS set-points can be attained. Furthermore, as mentioned in
Section 3.2.1, due to the presence of multiple DER types, several combinations of
charging and discharging requests can be accepted so that the tracking error is zero.
However, the QoS objective of (3.9) determines the number of requests to accept that
ensures QoS as well as the control input β is close to the nominal obtained from (3.6).
In the absence of
∣∣∣χc,d[k]− χnomc,d ∣∣∣ term in (3.9), the VPP has no information about
the nominal control input and hence determines χc,d that minimizes QoS deviation
from the set-point at the next time-step depending only on the current SoC of each






















Figure 3.6: Decoupled maximizing policy on a fleet of 1000 TCLs, 1000 ESSs and 250 EVs.
Top plot shows power at the VPP for reference tracking. Middle plot gives the individual
power from each DER type macromodel. Bottom plots give the SoC for each individual
macromodel.
from the set-point at the current time step. Moreover, the χc,d obtained without the
nominal information is not guaranteed to minimize QoS deviation over longer time
periods. Recall that in PEM, the DERs whose packet requests have been accepted,
charge or discharge for a time equal to atleast the packet length. As a result, oscil-
lations are produced in the power consumption of individual DER population while
the aggregate still tracks the provided reference with minimal tracking error. One
can potentially avoid such oscillations by optimizing QoS over a prediction horizon in
a Model Predictive Control (MPC) formulation, similar to the one in [38]. However,
this is not trivial due to the bin based population model, studied in this work, being






















Figure 3.7: Decoupled minimizing policy on a fleet of 1000 TCLs, 1000 ESSs and 250 EVs.
Top plot shows power at the VPP for reference tracking. Middle plot gives the individual
power from each DER type macromodel. Bottom plots give the SoC for each individual
macromodel. Note that the EVs’ decrease in SoC is due to more cars driving (and discharg-
ing) than charging.
a low-order model that admits an MPC type formulation and is the topic of ongoing
research. Nevertheless, including the nominal information along with QoS ensures
that the VPP obtains χc,d that satisfies QoS while the control input is close to the
desired nominal values.
Finally, Fig. 3.9 shows the tracking of a signal that is well below the nominal power
and, therefore, the system starts losing energy as shown in the SoC plots. Clearly,
DERs start opting out as designed by the PEM scheme around minute 350. Different
DER classes opt-out at different rates. The figure also shows that as the overall SoC






















Figure 3.8: Decoupled QoS policy on a fleet of 1000 TCLs, 1000 ESSs and 250 EVs. Top plot
shows power at the VPP for reference tracking. Middle plot gives the individual power from
each DER type macromodel. Bottom plots give the SoC for each individual macromodel.
to be clear, the SoC of the EV population is decreasing because insufficient charging
requests are accepted by the VPP compared with the discharging from end-use driving
events.
3.3 Modeling Parametric Heterogene-
ity
The control architectures developed in the previous section coordinates different
classes of DERs (e.g., EWH, ESS, and PEV) via coupled or decoupled macromodels
as shown in Fig. 3.5. However, a single macromodel, as described in Section 3.1,
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Figure 3.9: Fleet of 1000 TCLs, 1000 ESSs and 250 EVs tracking a signal below nominal
power. Top plot shows the reference tracking by minimizing number of request. Bottom
plots give the SoC for each individual macromodel showing that the SOCs reach critical
levels and, therefore, the populations start opting out as designed by the PEM scheme.
represents a population of homogeneous DERs that are all of the same type (e.g.,
EWHs with the same parameters). Furthermore, it is valuable to be able to employ
the macromodel to accurately represent intra-DER-class heterogeneity.
Heterogeneity is incorporated in PEM by grouping DERs similar in parameters.
Each group is then represented using the macromodel and can then be used to obtain
a suitable control policy as described in the previous section. In this dissertation,
heterogeneity is considered in rated power parameter only while all other parameters
are assumed to be the same. The reason for this choice is that within a class of DER
the speed of energy delivery (heat, cooling, charge, etc) is expected to be normalized
due to industry standards. Combination of DER model parameters therefore amount
to the referred constant delivery speed within the population. For instance, two
EWH with different parameters should be able to increase the temperature of the
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Table 3.3: RMS tracking error and one-step-ahead up/down flexibility.
Tracking
RMS (kW) flex (kW) flex (kW)
Max Min QoS Max Min QoS Max Min QoS
Coupled 24.8 13.19 15.73 166.6 383.7 288.6 196.5 424.5 320
Decoupled 28.7 19.6 18.3 161.4 633.1.0 342.5 200.8 357.6 325.7




EWH ESS PEV EWH ESS PEV EWH ESS PEV
Coupled 1.05 7.65 4.18 0.39 1.81 1.45 0.54 1.22 0.79
Decoupled 1.47 7.52 0.93 0.74 1.08 3.74 0.19 0.71 0.56
same amount of water at the same rate but their rated power could vary due the size
of the water tank. Rated power is allowed to be distributed according to an arbitrary
distribution.
PEM’s unique request-response mechanism for coordination uses an estimate of
rated power, denoted as P rateh for h = {c, d} in (3.7) and Section 3.2.1, to compute the
control action. This introduces uncertainty in the coordination of an intra-DER-class
heterogeneous population leading to tracking error. The tracking error is due to the
fact that control inputs are computed with respect to a finite discrete group rather
than the continuous underlying distribution that defines the heterogeneous parameter
variations. Therefore, the tracking error is analyzed and quantified when a paramet-
rically heterogeneous population of one specific class of DERs (with respect to their
rated power parameter) is approximated by a group of homogeneous macromodels.
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EWH ESS PEV EWH ESS PEV EWH ESS PEV
Coupled 1.11 8.99 14.3 1.2 8.27 14.9 1.2 8.57 14.8
Decoupled 1.01 8.91 14.9 1.24 8.34 14.38 1.25 8.42 14.82
Consider a population of residential EWHs from different manufacturers whose
temperatures evolve as (1.1). The rated power for the n-th EWH is assumed to
be uniformly distributed over some fixed power rating interval. This forms a rated-
power-heterogeneous population of packetized EWHs. Each EWH is simulated in an
agent-based simulation environment and the population is divided into groups based
on their rated power operating under the same VPP and denoted as group based sim-
ulations. The VPP receives measurements of total power demand of the population
and determines the number of requests to be accepted. This decision depends upon
the information available to the VPP regarding the groups. The objective, therefore,
is to compare the behavior of a controlled rated-power-heterogeneous population of
packetized DERs divided into g groups, with that of an aggregation of g homogeneous
macromodels. The rated power associated with the i-th macromodel then corresponds
to the average rated power of that group. The set of g intra-DER-class groups under
PEM are in an arrangement similar to that in Fig. 3.5.
To illustrate the idea, let a rated-power-heterogeneous population over the power
interval [4, 12]kW be used to track a variable regulation signal. An increasing finite
set of evenly separated values P := {P̄1, . . . , P̄g} with P̄j ∈ [4, 12]kW is used to group
the devices. That is, an EWH with rated power Pi belongs to the jth group if P̄j
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makes
∣∣∣Pi − P̄j∣∣∣ be the smallest with respect to all other values in P . Fig. 3.10 shows
the tracking results for a rated-power-heterogeneous population of EWHs compared
against 1, 2, 4 groups having rated power evenly distributed over [4, 12]kW while track-
ing the same regulation signal. Note here that g = 1 indicates a group characterized
by rated power of 8kW while g = 4 implies groups with rated powers {5, 7, 9, 11}kW.
The key takeaway is that the VPP makes decisions with respect to the rated power
value P̄j of the groups whereas, the rated power of EWHs is uniformly distributed over
the mentioned interval. It is also important to highlight that for EWHs there is no
difference between the control strategies in Section 3.2 since there are no discharging
packets available.
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Figure 3.10: (Top) Reference-tracking comparison between a VPP agent-based (micro-
)model with 10, 000 heterogeneous EWHs with rated power uniformly distributed over
[4, 12]kW and g groups each with 10, 000/g EWHs evenly divided into groups of constant
rated power. (Bottom) The tracking error for different groupings of the 10, 000 EWHs.
As expected, the tracking error is lower when more groups are used. In Fig. 3.10,
the VPP assumes that all requests from the i-th group has rated power P̄i instead of
the exact value which is uniformly distributed. Clearly, if an accurate day-ahead or
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multi-hour prediction of flexibility from a VPP was critical for feed-forward control
(e.g., optimizing VPP’s response to a peak demand event), then g > 2 groups are
helpful. However, if an observer is implemented to provide an updated estimate of the
states, say, every minute, then it is foreseeable that one or two groups could suffice for
control. Estimation and prediction of QoS is an important topic and is addressed using
the virtual battery model in the next chapter. For the sake of simplicity, the analysis
hereafter is limited to EWHs, therefore, only charging requests are considered. Two
methods are developed to capture parametric heterogeneity in this dissertation as
described below.
1. Conservative bounds on tracking error are obtained for a fleet of DERs of the
same type heterogeneous in rated power, and grouped into a given number of
groups.
2. A systematic procedure is then developed to obtain the minimum number of
groups that satisfies a desired criterion using properties of the macromodel such
as the existence and description of the PEM nominal response.
Macromodel is a synchronous model of PEM which means that the total number of
requests within a time-step are gathered and then the proportion (βh) of requests to be
accepted is obtained. However, in the real-world, requests are accepted sequentially.
Therefore, in order to obtain bounds on tracking error, the effect of gathering requests
is characterized next.
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3.3.1 Comparing synchronous model with asyn-
chronous reality
By design, PEM is asynchronous and, therefore, responds to each energy packet re-
quest in a sequential manner. This means that the controller keeps accepting requests
while demand power is less than the reference. This is similar to event-driven, real-
time, cloud-based but serverless implementations of large-scale IoT data processing
applications. A request in that scenario is an event that triggers a response from the
load coordinator amounting to accept or reject the packet request [76]. On the other
hand, the macromodel from Section 3.1 is implemented synchronously and, therefore,
gathers all requests over a time step interval, say [k∆t, (k+1)∆t], and then computes
the proportion of packet requests to accept, β, using the guidelines in Section 3.2. A
relationship between the sequential and gathered implementations of PEM is estab-
lished here in the presence of parametric heterogeneity as modeled by g homogeneous
groups.
First, consider a homogeneous population of DERs and compare sequential and
gathered implementations of PEM. In the synchronous (gathered) case, the PEM
coordinator receives requests as a queue. More precisely, let nt be the number of
requests received over a time step interval and na ≤ nt be the number of accepted
requests. The sequence of requests is denoted by sr := (ri)i≤nt , ri is the i-th request
received and Pi is the associated rated power of such request. Denoting by Snt the
group of all bijections from the set of nt elements on itself, a permutation Θ is an
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element of Snt from a given set of elements. An element Θ ∈ Sna is written as
Θ =

1 2 · · · na
θ(1) θ(2) · · · θ(na)

If the permutation is realized in a random fashion, then it is called a random per-
mutation. It then follows that another realization of the request process during a
time interval produces a random permutation Θ(sr). If, in addition, the population
is homogeneous with the same rated power for each request, then Θ(sr) is indistin-
guishable of sr because the output power they contribute is the same. Now, given a
sequence sr, asynchronous (sequential) PEM accepts the first na requests based on
order of arrivals. On the other hand, gathered PEM accepts request based on the
entire (unordered) sequence sr by computing the percentage of nt that balances de-





sequences that can be
chosen by the coordinator from the nt received requests. In fact, all these sequences
form an equivalence class with respect to their output power. Moreover, the output
power from this equivalence class is exactly the same to that of the sequential PEM
acceptance methodology. This fact indicates that the macromodel for a homogeneous
population of DERs can accurately represent PEM.
The case is more complex for heterogeneous populations approximated by g groups
of homogeneous DERs. Under sequential PEM, incoming requests may have different
rated powers, one can think of g homogeneous sequences sr,i for i = 1, . . . , g. A
request received at any particular time can come from any of the g groups depending
upon their probability of request. To model such string of request, let nt,i be the
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total number of request in group i and rij be the jth request of the i-th group at time




j+1. For a set
A = {a1, a2, . . . , an} with ai ∈ R, the ordering operation ord<(.) ∈ Sn permutes A
into ord<(A) = {aord<(1), aord<(2), . . . , aord<(n)} such that aord<(i) < aord<(i+1). Defining
τ̄ = ord<(τ 1∪· · ·∪τ g), the sequence sr = (ri)i≤nt such that ri is the request associated
to τ̄i ∈ τ̄ constitutes the string of request received sequentially by the coordinator.
Also, ri can come from any of the sri sequences forming sr. The coordinator now
accepts the first incoming na requests from sr in similar fashion to the homogeneous
case. For the gathered mechanism when g > 1, the acceptance rate is computed as in
the coupled case of diverse populations in Section 3.2.1. That is, one computes the




where na is as before the total number of accepted requests gathered from the g groups
without any specific order of arrival. Then β is applied equally to all the groups.
The objective is now to relate the sequential and gathered mechanisms when
g > 1. To achieve that, first observe that the power output of the accepted request
now depends specifically on how the requests from different groups arrive and from the
sequence of accepted requests of length na. For example, the first na requests could
come from the population with minimum rated power, P1, or from the population
with maximum rated power, Pg. Clearly, naP1 6= naPg. Nevertheless, the distribution
characterizing all the possible sequences of length na drawn from the nt requests from
the g groups obey a multivariate hypergeometric distribution (MHD). Considering
that requests from the same group are indistinguishable, the MHD gives the likelihood
of a particular sequence to appear in a realization of the requesting process. Let na,i
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be the number of accepted requests in group i. The acceptance rate for the i-th
group is βavg,i = na,i/ni, where ni denotes the total number of requests received from
group i (with mild abuse of notation). From the properties of the MHD [77], the
expected number of accepted requests per group is E[na,i] = nani/nt. The average of

















which is the same as (3.10). In fact, for every i, one has that E[βavg,i] = E[na,i]/ni =
na/nt, which is constant and independent of i. Hence, the expected packet acceptance
rate over the set of all possible sequences of length na obtained from the received
request sequence sr with g type of requests is equivalent to the even application of
(3.10) to all the groups. This result will allow the computation of bounds on tracking
error using the PEM macromodel and the control schemes presented in Section 3.2.
3.3.2 Conservative bounds on error
The objective now is to quantify the VPP tracking error by considering each group
being modeled by a macromodel that has an estimate of the group’s DERs’ rated
powers. Depending on the distribution of the rated powers (Pi), the macromodel
groups can differ in their population count (Ni). As discussed in 3.3.1, the VPP
accepts/denies energy packet requests based on the tracking error (or gap)







where Pdem represents, as before, the measured power demand of the entire DER pop-









sb,c packets expiring since only
EWHs are considered and there are no discharging packets. The information regard-
ing the total number of expiring packets is always available to the VPP from the
decision making process and from the timer states, as described in Section 3.1, which
act as ledger for the expiration of packets.
Recalling that the current total number of packet requests from the i-th group is
ni and that the total number of requests from g groups is nt =
∑g
i=1 ni. In a similar
manner, the total number of EWHs in the entire population is Nt =
∑g
i=1Ni, where
Ni is the number of DERs in the i-th group. Without loss of generality, assume
P1 < P2 < · · · < Pg, where Pi is the rated power used by the i-th group. Under
this setting, the VPP coordinator receives a total nt number of requests from the
packetized EWHs and the total power demand Pdem. However, the VPP does not
know the power associated with each of these requests. Therefore the rated power of
the requesting population P is estimated by the VPP in order to compute a scalar
control input β (i.e., the proportion of requests to accept):
β =

1, if Pgap > Pnt





The focus hereafter is when 0 < Pgap ≤ Pnt. From Section 3.2, the VPP’s control
objective tracks the reference to minimize Pgap. Thus, the VPP accepts βnt requests
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Note in (3.12) that the coordinator’s estimate of the requesting power rating P is
used explicitly to reduce Pgap (i.e., track the reference) since individual rated powers
are not communicated to the VPP. Thus, from (3.12) and (3.13), the values Ni, Pi
and ni affect the accuracy in which devices supply power in order to make Pgap as









It should be noted here that the VPP assumes the packet size of all requests to be P
which is an estimate depending upon the information available to the VPP. In this
regard, three information scenarios are considered as illustrated in Fig. 3.11. Fur-
thermore, analytical bounds on tracking error in each of these scenarios are explicitly
derived and validated next.
i. Full information: is available at all times: i.e., Pi, Ni and ni are known for
all the groups. Hence, the VPP’s estimate of P is computed as the weighted
average P ∗ = ∑gi=1 Pini/nt. Since only packets of fixed power are allowed,
the main source of mismatch between accepted packets and Pgap is roundoff
error. The roundoff errors is considered coming from two cases: sequential and
gathered implementations of PEM. Since, the VPP makes decisions with full
knowledge of the power of each request, the error incurred P ∗err in sequential
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PEM is bounded by ∣∣∣P ∗,1err ∣∣∣ ≤ Pg2 . (3.15)
Relation (3.15) is due to the fact that the last accepted request brings Pgap
within half a packet. However, in the gathered PEM case, the proportion of
accepted requests is applied equally to all the groups, therefore,




Equation (3.16) tells that each group incur into a roundoff error of half the size
of its corresponding Pi. Hence, gathered PEM with groups is not implemented
in the field since it amplifies the roundoff error.
ii. Static information: is available offline: only Ni and Pi are known for all the






In this scenario, the coordinator is unaware of the rated power of individual
requests, therefore, it estimates Pgap from the total number of requests nt and
the total number of expiring packets ntsb,c as
P ′gap[k] := Pref[k]− Pdem[k] + P ′ntsb,c, (3.18)
where P ′ntsb,c and P ′nt are the coordinator’s best estimate of the demand re-
duction due to packets expiring and total power associated with packet requests







where β′ = 0 if P ′gap < 0 and β′ = 1 when P ′gap > P ′nt. The increase in demand
after accepting β′nt requests is
P ′acc := P ′β′nt = P ′gap. (3.20)
Note that (3.20) holds only when P ′gap ∈ [0, P ′nt] since (3.19) was used and
β′ ∈ [0, 1]. Recall also that there is an roundoff error due to PEM as well as the
error introduced due to difference realizations of the request sequence presented
in Section 3.3.1. Thus, using (3.11), (3.15) and (3.18), the VPP tracking error
is
P ′err = P ∗,1err + Pgap − P ′gap





sb,c − nisb,cP ′±P ′err,Θ, (3.21)
where, P ′err,Θ is the error due to different realizations of request sequence and is
explicitly derived in the next paragraph.
iii. Least information: is available offline: only Pi is known for every group. Specif-
ically, the VPP has no information about requests from each group (ni) as well
as the composition of each group (Ni). Then a pragmatic estimate of the rated




VPP’s estimate of P †gap is obtained by replacing P ′ with P † in (3.18). The cor-
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responding tracking error P †err is similar to (3.21) but with P ′ replaced by P †










































Figure 3.11: PEM system for heterogeneous population of the same type of DER. Known
parameters at the VPP in Full, Static and Least information cases is included in corre-
sponding boxes.
In addition, one can provide conservative bounds for tracking errors P ∗err, P ′err
and P †err. With the availability of Full information, the only tracking error is due to
roundoff error. The error bounds follow directly from (3.15) as









The bounds on tracking error in Static and Least information cases are obtained by
quantifying P ′err,Θ and P
†
err,Θ respectively in (3.21). Consider first the Static infor-
mation case where P ′ and P ′err are the inferred rated power by the coordinator and
the corresponding error caused by such a choice respectively. Least information case
will then follow from the same procedure. The error due to the assumption that
expiring packets are of the same rated power P ′ is characterized by (3.21). However,
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as described in Section 3.3.1, different realizations of the request sequence provide
different output powers to balance Pgap. The statistics of the MHD is used to bound
the error due to realizations of the request sequence sr, denoted as P ′err,Θ in (3.21).
The difference is now that the number of requests per group ni are unknown. But
one can still rely on the fact that Ni is known in the Static information case. That
is, under the assumption that the g groups have similar probabilities of request , the
































where (3.23) follows directly from the multivariate hypergeometric distribution [77].
Furthermore, observe in (3.23) that all quantities are known except for na. A straight-




Note that na,max is independent of i, therefore one has that (3.23) is upper bounded
by σ2 := V ar[na,i]|na=na,max . Furthermore, defining βσ = g
√
σ/nt, it follows that the
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power accepted is redefined as
P ′acc := P ′(β′ ± βσ)nt = P ′gap ± P ′err,Θ, (3.24)
where P ′err,Θ := P ′g
√
σ and contains the error due to the variations in request accep-
tance from each group. Using (3.19) and (3.24) one can obtain (3.21) after including
roundoff error.
As an example, consider the Static information case with g = 2, Nt = 2500,
N1 = 2000, N2 = 500 and nt = 20. Then, na,max = 10, σ = 0.84 and βσ = 0.0918.
The latter additional acceptance rate amounts to P ′err,Θ = 1.8P ′ extra error in power
accepted. In general, one can include Kβσ with K ∈ N in (3.24) instead of just βσ
depending on how much of the distribution tail of na,i needs to be captured. It is
shown by the simulations in the next section that K = 1 suffice in capturing the
tracking errors described previously.
The tracking error bounds for the Static information case are now obtained as
follows: P ′err in (3.21) achieves its minimum (P ′err,min) when the total number of ex-
piring packets nisb,c belong to group with the smallest rated power (P1). This occurs
when nisb,c = 0 for i 6= 1 (i.e., ntsb,c = n1sb,c). Similarly, P ′err is maximized (P ′err,max)
when nisb,c = 0 for i 6= g (i.e., ntsb,c = n
g
sb,c). The maximum and minimum bounds are
P ′err,max := P ∗err,max + (Pg − P ′)ntsb,c + P ′err,Θ, (3.25)
P ′err,min := P ∗err,min + (P1 − P ′)ntsb,c − P ′err,Θ. (3.26)
For the case of Least information, the bounds on tracking error are obtained by




the Least information case, one has assumed that Ni = Nt/g since there is no other
offline information available. The next section validates the tracking error bounds for
the three information scenarios.
3.3.2.1 Simulations
Consider a heterogeneous population consisting of 4, 000 EWHs with rated power
6kW and 2, 000 EWHs with rated power 10kW. Figure 3.12 shows the results of
the agent based simulations of the heterogeneous population tracking a scaled and
shifted reference signal. In Fig. 3.12, it can be seen that the Full information case
(with P ∗), results in the tracking error |P ∗err| ≤ P2 = 5kW according to (3.22) and the
RMS tracking error is 1.96kW. The Static information case produces tracking error
bounds according to P ′err,max into (3.25) and (3.26). The tracking error is always within
P ′err,max and P ′err,min and the RMS tracking error is 12.3kW, whereas the maximum and
minimum tracking error observed is 36 kW and −45.5 kW respectively. These bounds
are a function of the number of expiring packets and hence a degree of variation
is observed in Fig. 3.12. The RMS values of the maximum and minimum bounds
(P̄ ′err, max and P̄ ′err, min, respectively) are also plotted with dashed lines in Fig. 3.12.
The RMS tracking error for the Least information case is 12.9kW and the maximum
and minimum values of the tracking error are 39.6kW and −34.7kW respectively. The
mean error due to the Least information case’s estimate is larger than the one for
the Static information case, but they are not expected to disagree by much since
P ′ = 8kW and P † = 7.3kW. Furthermore, the dashed lines in Fig. 3.12 labeled as
P̄ †err, max and P̄
†
err, min are the RMS values of the maximum and minimum error bounds
respectively. Table 3.6 summarizes the experiment.
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Figure 3.12: (Top) Total power demand of two groups and (Bottom) tracking error for the
Full, Static and Least information cases.
Table 3.6: Tracking error for two groups (P1, P2) = (6, 10) and (N1, N2) = (4000, 2000)
.
Error
Perr Perr, max Perr, min
Max RMS Min Max RMS Min Max RMS Min
Full 2.98 1.96 -4.95 - - - - - -
Static 36 12.3 -45.5 201.5 144.3 82.8 -54.7 -85.4 -114.4
Least 39.6 12.9 -34.7 182 140.8 98.4 -98.4 -140.8 -182
The second simulation aims to illustrate the effect on tracking when populations
vary significantly in rated powers. Consider two groups (P1, P2) = (3, 12)kW with
(N1, N2) = (2000, 500) EWHs. The results are shown in Fig. 3.13 and the corre-
sponding errors are tabulated in 3.7. The RMS tracking error in the presence of Full
information is 1.64kW which is within ±6kW according to (3.22). For the Static infor-
mation case, the coordinator’s inferred power rating of the population is P ′ = 4.8kW
which is biased towards the group with rated power P1. The RMS tracking error is
17.3 kW and the maximum and minimum observed errors are 64.5kW and −55.5kW,
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respectively. Similarly, for the Least information case, the RMS tracking error is
19.5kW along with the maximum and minimum errors of 65.2kW and −56.8kW,
respectively. Furthermore, it should be noted that the error bounds in the Static
information case are tighter compared to the Least information case. The reason
is that the coordinator with Least information infers power rating P † = 7.5kW and
ignores the size of each group. Furthermore, it should be noted here that although
P † is less accurate as compared to the Static information case, however, the worst
case bounds account for such inaccuracies by considering all expiring packets either
belong to the group with rated power 3kW (P †err,min) or to the group consisting of
12kW EWHs (P †err,max). Finally, as in Fig. 3.12, the dashed lines in Fig. 3.13 are the
RMS values of the maximum and minimum bounds on tracking error.
As expected, the Full or Static information cases outperform the Least information
case, which highlights the performance gains possible in PEM by including static and
dynamic information in each request sent to the VPP. Of course, more information
per packet request requires larger data exchanges and leads to larger communication
overhead for PEM, which represents a possible trade-off between communication and
control which will be considered in the future.
This section derived bounds on tracking error for a heterogeneous fleet of DERs
grouped into g groups. Next section develops a systematic procedure for obtaining a
minimum number of groups that satisfies a design criterion.
3.3.3 Designing groups in a heterogeneous fleet
Under the coupled VPP of Section 3.2 for a heterogeneous fleet of DERs grouped
into g groups, each group is represented by a macromodel. However, when putting
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Figure 3.13: (Top) Total power demand of two groups and (Bottom) tracking error for Full,
Static and Least information cases.
Table 3.7: Tracking error for two groups (P1, P2) = (3, 12) kW and (N1, N2) = (2000, 500)
.
Error
Perr Perr, max Perr, min
Max RMS Min Max RMS Min Max RMS Min
Full 1.5 1.64 -5.86 - - - - - -
Static 64.5 17.3 -55.5 361.6 208 37.1 -26.3 -68.132 -107.7
Least 65.2 19.5 -56.8 228.3 151.3 65.8 -65.8 -151.3 -228.3
together additively a group of macromodels, the standard VPP coordinator in PEM is
unaware of the total number of requests from individual groups. VPP then determines
only a single control signal β based on the total number of requests from all groups
and must make an assumption on P rate. Instead, if the VPP assumes that a group
of macromodels with known rated powers models a fully heterogeneous population,
then a better control signal can be computed. The question then is how to design the
groups with respect to a rated power interval I := [P rate, P rate] where the rated power
of TCLs are uniformly distributed over I. By picking g points IQ := {P̄1, P̄2, . . . , P̄g}
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evenly separated in I, the n-th TCL with rated power Pi uniformly distributed in I
can be considered to have instead rated power
P ∗i = argmin{
∣∣∣P̄j − Pi∣∣∣ s.t. P̄j = P̄1, . . . , P̄g}.
This constitutes the quantizer QP : I → IQ illustrated in Figure 3.14. QP is easily
parametrized by the extremes in I and the width parameter ∆P which is designed
to be the same for all groups. That is ∆P = P−P2g . The objective is to model a
fleet of N TCLs having rated power uniformly distributed in I with the grouping of
g macromodels having as rated powers the elements in IQ and Nj TCLs in the j-th
group, which is defined by devices with indices in the set Υj, such that ∪gj=1Υj =
{1, . . . , N} and Υj∩Υi = ∅, if i 6= j. In particular, if the number of requests by the j-
th group is nr,j, then what the VPP coordinator observes is nr =
∑g
j=1 nr,j. Treating
heterogeneity as a result of applying a quantizer provides a systematic approach for
analyzing how well groups approach heterogeneity and to find the minimum number
of groups necessary to achieve that goal. Clearly, with more groups, Nj’s are reduced,
which can violate the macromodels’ mean-field assumption. Figure 3.15 illustrates
how the grouping procedure enters the PEM closed-loop setup. This model will be
called g-grouped macromodel.
P rate
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Figure 3.14: Quantization of rated power interval I = [P , P ] into g groups having midpoints
































Figure 3.15: Conceptual block diagram of quantization of a heterogeneous fleet of TCLs
3.3.3.1 Quantization error
Quantization in signal processing is the process of mapping a set of continuous values
from a large set to a set of discrete and countable values. An approach of this kind
gives a venue for which one can characterize probabilistically the quantization error
originated from applying Qp to the power interval I for its use in the micro-model
dynamics. Here one takes advantage of the macromodel properties such as the exis-
tence and description of the PEM nominal response for the explicit characterization
of this error. In particular, modeling the quantization error with respect to some
predefined tolerance on it gives a procedure to compute the quantizer parameter ∆P
that automatically fixes the number of groups g.
Example 2. Consider a heterogeneous population of 1000 TCLs with P rate in the
range I = [P , P ] = [4, 5]. Let g = 2 with range for the rated power quantizer IQ =
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{P̄1, P̄2} = {4.25, 4.75} so that ∆P = P−P2g = 0.25. For a fixed β = 1, the steady state
response of the micro and 2-grouped macromodels and the histogram of relative error
(in time) due to the quantizer is given in Figure 3.16. As expected, the quantization
scheme assumes that TCLs within a group have the same rated power, which leads
to error in the estimation of the total power consumed by the population. In the
case where the right number of groups is chosen, the statistics of the quantization
error should be normally distributed with zero mean due to the central limit theorem,
however, improperly designed quantizer translates the distribution mean towards the
left (µ = −51.7 kW and σ = 40.7 kW in Figure 3.16) since there is a difference
between the request probability rates for different rated powers.
Figure 3.16: Simulation of 1000 TCLs in steady state showing the effect of grouping in a het-
erogeneous population (Top) Total power Pdem (Center) Mean temperature (oC) (Bottom)
Modeling error distribution.
The example above motivates the approach to be followed in the next section in
which the goal is to find the smallest value of g that makes the error distribution
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mean sufficiently close to zero in terms of equalizing the probability of request within
each group and reduces the standard deviation to a level that satisfies a predefined
error tolerance (σ < εσ for εσ > 0).
A truly heterogeneous fleet of TCLs in P rate consists of any number of TCLs with
Pi ∈ [P , P ], i = 1, 2, . . . , N . As observed in Example 2, the exact aggregate model of
a heterogeneous fleet results in g state-bin transition models that become (i) compu-
tationally expensive as g increases and (ii) inaccurate as Nj, ∀ j ∈ 1, . . . , g becomes
smaller. To determine such minimum number of groups needed to represent a specific
fleet of heterogeneous TCLs with sufficient accuracy the following assumptions are
made. Assumption A1: The fleet is in steady state, as defined in Section 3.1.1.2, i.e.,
β and β− are constant.
Assumption A2: The P rate-heterogeneous fleet is uniformly distributed and the quan-
tizer partitions the fleet into g uniformly distributed groups.
Assumption A3: ui ∀ i = 1, . . . , N are independent, identically distributed (i.i.d).
Assumption A1 is reasonable since stationarity in the macromodel represents a
meaningful starting point for analyzing aggregations of controllable load around a
nominal operating point or baseline [10,16,37]. This baseline is defined by the quality
of service considerations of DERs as described for PEM in (3.6) and the available
flexibility is therefore, based around the nominal operating point. Thus, around
the nominal operating point, steady-state population behaviors are expected, which
makes steady-state a salient operating regime for analysis. A2 is reasonable due to
the lack of information of individual power rates and the fact that these change over
time due to wear and tear. A3 is a consequence of A1.
The power drawn by TCL i within a fleet is P ratei ui, where P ratei was sampled
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uniformly over I, ui ∈ {0, 1} is the logic state in (1.1) that is 1 when consuming
power and 0 otherwise. Let rj denote the proportion of TCLs in the ON state for
the jth group having Nj TCLs after quantization (where N =
∑g
j=1Nj). If the total
power demand given by the micro-model is ∑Ni=1 P ratei ui and the total power demand









where one can re-arrange (3.27) as ε = ∑gj=1 εj, where εj = ∑i∈Υj P ratei ui − P̄jrjNj
and, for each j, P̄j −∆P ≤ P ratei < P̄j + ∆P . Moreover, given a well-chosen g, each
group can behave as a homogeneous population and the macromodel then accurately
estimates the mean behavior of the micro-model population restricted to that group.




P ratei ui − P̄jui =
∑
i∈Υj
(P ratei − P̄j)ui. (3.28)
Equation (3.28) constitute the basis for the subsequent analysis of quantization error
and is key for developing conditions under which the number of groups g is selected.
Notice that by design (P ratei − P̄j) is the outcome of a uniformly distributed random
variable. Therefore, under Assumption A3, the sum of products in (3.28) represents
a sum of i.i.d. random variables.
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3.3.3.2 Effect of probability of request on modeling error
As mentioned previously, arbitrary partitioning of an heterogeneous fleet without
regarding the effect of quantization errors can result in an inaccurate estimation of
the distribution of the fleet. An important observation of PEM, in steady state, is
that a TCL from the heterogeneous population will request energy packets with a
probability that is inversely proportional to its rated power, Pi. This is because all
other parameters are homogeneous. Thus, the relationship between request probabil-
ity and rated power for devices in the population is characterized and a simple linear
dependence of the form
ρ(P rate) = −αjP rate + γj (3.29)
is obtained, where αj > 0. This function then allows one to characterize the asymp-
totic behavior of the modeling error with respect to the number of groups.
The request rate of a TCL with respect to its current temperature is given by
the function ρ(z[k]) in (1.6). Also, the solution of (1.1) for TCLs, given an initial










where a := − 1
τ





. The following Theorem relates the
variation in probability of requests within a group to the width of the quantization
interval ∆P .
Theorem 4. Consider a heterogeneous TCL population over the rated power interval
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I = [P , P ] satisfying assumptions A1 and A2 under PEM, a quantizer QP : I →
{P̄1, . . . , P̄gµ} with gµ partitions and parameter ∆P , the number of groups required to
achieve a given probability of request tolerance ερ > 0 is given by
gµ ≥
α1(P − P )
ερ
, (3.31)





, ∆ρj(∆P ) := ρ(P̄j−∆P )−ρ(P̄j +∆P ) and εj as in (3.28)
for all j.
Proof : From assumptions A1 and A2, the TCL population is actuated by β and β−
constants and the quantizer described in Section 3.3.3 applies to the TCL population
at hand. When QP is applied to the TCL population, then the quantization error for
all TCLs whose P rate ∈ Ij := [P̄j − ∆P, P̄j + ∆P ] is characterized by (3.28). Note
that if Pr(un = 1) is constant for all n ∈ Υj then
µj = E[εj] =
∑
n∈Υj
(P raten − P̄j)Pr(un = 1)
= Pr(uj = 1)
∑
n∈Υj
(P raten − P̄j) = 0
since ∑n∈Υj(P raten − P̄j) approaches 0 when Nj (number of elements in Υj) goes to
infinity, which implies that µj approaches zero for Nj large enough. This indicates
that one needs to find a ∆P so that Pr(un = 1) is constant for all n ∈ Υj TCLs with
rated power in Ij. In this chapter, one call this equalizing the probability of request
within a group. It happens that Pr(un = 1) is not the same for TCLs with different
rated power. That is, TCLs with low power rate tend to request more often and TCLs
with high rated power request less often. The idea is then to compute a number of
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groups such that the probability of request within the group does not exceed a small
pre-defined value. It then follows that Pr(un = 1) will be the same for all n in the
group.
From (1.6) and (3.30), one can find the different rates at which TCLs with different
rated power make requests given that initially the TCLs had the same temperature.
Specifically, the dependence of ρ on P rate for fixed time variation ∆t, constant w,
initial condition z[0] and u = 1 is ρ(z) = ρ
(
āP rate + b̄
)
, where ā and b̄ are constant
parameters obtained from (3.30) and ρ is given by (1.6). Since this expression is a
function of z[0], then it is pragmatic to assume that z[0] = zset. Abusing notation,
denote the probability of request as a function of P rate by ρ (P rate) after time ∆t and
given z[0] = zset. Although ρ is mathematically nonlinear, it is “close” to linear (see
Example 3). A linear approximation of ρ(P rate) for P rate ∈ Ij gives
ρ(P rate) = −αjP rate + γj, (3.32)





> 0, ∆ρj(∆P ) = ρ(P̄j−∆P )−ρ(P̄j +∆P ) and γj > 0. For
a predefined tolerance ερ in the probability of request curve within the rated power
sub-interval Ij, the value of ∆P that satisfies
∆ρj(∆P ) ≤ ερ (3.33)
have the property that its probability of request cannot vary more than ερ. Thus,
replacing (3.32) into (3.33) gives ∆ρj(∆P ) = 2αj∆P ≤ ερ. Recall that ρ is monoton-
ically decreasing as a function of the dynamic state and also as a function of rated
power. This fact implies that the largest ∆ρj(∆P ) is produced by the leftmost parti-
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tion of I. In other words, α1 ≤ α2 ≤ · · · ≤ αgµ and one can focus only in the statistics
of ε1. Finally, to achieve this behavior, we need the number of groups gµ to satisfy
(3.31) since ∆P = (P−P )2gµ . This completes the proof.
Corollary 1. For a TCL population with heterogeneity according to assumption A2,
as the probability of request tolerance within a group decreases, the g-grouped macro-
model approaches the agent based model of PEM.
Proof : The proof is straightforward and follow from taking the limit of gµ in Theo-
rem 4 as ερ goes to zero, which gives limερ→0 gµ =∞.
Observe, in reality, that as gµ approaches the total number of TCLs (N) in the
population, then the maximum number of groups can only be the total number of
individual TCLs in the population. Therefore, the model reduces to the micro-model
described in Section 1.3.2.2.
Example 3. Consider I = [3, 12] for a fleet of 2000 heterogeneous TCLs and a
quantizer QP with its usual parametrization in terms of ∆P . Selecting ερ ≤ 0.00032
as the probability of request tolerance produces at most a difference of 5 requests per
sample time as shown in Figure 3.17. In this case, the linearity assumption holds for
the entire interval with α1 = 0.00072 and γ1 = 0.049 as shown in Figure 3.18. From
Theorem 4, ∆P ≤ 0.25, which leads to gµ ≥ 18. Figure 3.19 illustrates gµ groups
further results in E[ε] sufficiently close to 0.
Remark: Quantifying the modeling error due to grouping on the basis of the proba-
bility of request reveals a unique feature of PEM i.e. heterogeneity is associated with
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the request rates. Theorem 4 showed that by simply capitalizing on the rated power
associated with each request, one can obtain accurate bounds on modeling error. An
extension of this work is to consider a more realistic case of heterogeneity in the time
constants of the linear system as in [47].













Figure 3.17: Plot of request rates (top) and dynamic state (bottom) showing the difference
in steady state conditions when ∆P = 0.5 kW
3.3.3.3 Reducing error via standard deviation minimization
Thus far, the modeling error due to grouping has been related to the variation in
probability of request within a group. Here the analysis for bounding the standard
deviation of the quantization error distribution is provided. Consider once again a
fleet of N TCLs that are heterogeneous in rated power over I. The objective now
is to provide grouping conditions under which the standard deviation, σ, satisfies
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φ = tan (α)




Figure 3.18: Plot of ∆P vs ρ showing that P rate and ρ can be approximated with a linear
function, where R2 = 0.99 is the correlation coefficient.
Figure 3.19: Quantization error distribution: (Left) gµ = 2 and (right) gµ = 18.
a predefined error tolerance, εσ: i.e., how many groups gσ should one pick so that
σ2 ≤ ε2σ.
Since the analysis is performed at steady state (assumption A1) or nominal con-
ditions, the following lemma is relevant in that it gives the probability of being ON
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(u = 1) for a homogeneous fleet of TCLs in terms of the invariant distribution of an
underlying Markov chain.
Lemma 1. The random variable describing the logic state u taking values in {0, 1}
of an arbitrary TCL in a homogeneous fleet is Bernoulli with probability κ = ρβ
ρβ+β− .
Proof : Let u be the logic state of an arbitrary TCL in a homogeneous population
and ρ be the probability that that TCL makes a request. u has only two possible
outcomes {0, 1} and can be modeled as a two state Markov chain. Since a micro-
model of a homogeneous populations is accurately approximated by the corresponding
macromodel, one determines that P(u[k + 1] = 0|u[k] = 1) = β− and P(u[k + 1] =
1|u[k] = 0) = ρβ, where one can assume that the macromodel is in nominal steady-
state, which implies that ρ = ρ(zset). The probability κ = P (u = 1) that the TCL
is in the ON state follows from calculating the invariant distribution of the identified
two-state Markov chain:
κ = ρβ
ρβ + β− . (3.34)
Example 4. Consider the aggregate model of a fleet of homogeneous TCLs such
that β = 0.1 and β− = 1
np
= 0.05 for np = 20 states, the existence of an invariant
distribution is guaranteed since the Markov chain is trivially aperiodic and irreducible.
The chosen β drives the population to steady state at zset = 51.8◦C Then it follows
from (1.6) that ρ(zset) = 0.0593. From (3.34), the probability that an arbitrary TCL
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in the fleet is consuming power is κ = 0.1060. On the other hand, a realization of the
micro-model under the same conditions produces κ = 0.1017, which is close enough
to the value produced by (3.34).
The main result of the section is provided in the next theorem.
Theorem 5. Under the assumptions A1-A3, the quantization error ε in (3.27) for
a heterogeneous TCL population and a quantizer QP : I → {P̄1, . . . , P̄gσ} with gσ
partitions and parameter ∆P is distributed normally with zero mean and




In addition, for a standard deviation tolerance εσ > 0, if
gσ ≥
√





then σ2 ≤ ε2σ.
Proof : From assumptions A2-A3, the quantization error εj in (3.28) is generated by
the random variable Zi = (Pi − P̄j)ui, where (Pi − P̄j) is a uniformly distributed
over the interval [−∆P,∆P ] and ui is Bernoulli distributed with parameter κi. The








It is also straightforward from (3.36) that the expected value of Zi is zero and the
variance of Zi is σ2Zi =
κi∆P 2
3 . From assumption A3, εj is the sum of Nj i.i.d. random
variables distributed as in (3.36) all having σ2Z = κ∆P
2







Therefore, σ2εj = Nj
κ∆P 2
3 . Given that ∆P =
(P−P )
2gσ , it follows that the variance of the





κ(P − P )2
12g2σ




Finally, the proof is completed by replacing (3.37) into σ2 ≤ ε2σ, which gives (3.35).
Example 5. Consider a population of 10, 000 heterogeneous TCLs whose rated power
is uniformly distributed in the interval [4, 8]. Suppose the population is in nominal
steady state. The population parameters were chosen so that nominal response is
obtained for β = 0.2 and β− = 0.05. Furthermore, the set point is set at zset = 52◦C
and β drives the population to this temperature. The request rate of the distribution
in steady state is ρ ≈ 0.0281, which gives κ = 0.101. Theorem 5 is illustrated for
εσ,1 = 10 kW and εσ,2 = 3 kW in Figure 3.20. The minimum number of groups
to attain standard deviation less than εσ,1 and εσ,2 are 4 and 12 respectively. As
shown in Figure 3.20, the standard deviation of quantization error is within the chosen
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tolerance.
Figure 3.20: Distribution of quantization error when (Left) gσ = 4 and (right) gµ = 12.
3.4 Conclusions
Conclusions from PEM models and controllers are provided below:
i) Reference-tracking control policies were analyzed and presented for aggregated,
diverse DER populations operating under PEM. This allowed for realtime co-
ordination of VPP resources in a power balancing scenario. Specific to PEM, a
QoS-preserving nominal response was defined and used to compute an effective
power reference signal that enables effective and sustained tracking. Several
scenarios were presented to validate the control schemes. Among these, were
different cases of information sharing among DER groups of packetized DERs.
In addition, control policies were presented that optimize (maximize/minimize)
the number of accepted packet request and prioritize QoS with respect to a de-
sired set point for the DERs. The latter case highlights interesting, undesirable
effects arising from the DER population dynamics constrained to maintain spe-
cific QoS levels and requires prioritization of flexible DER classes. Performance
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metrics developed include RMS tracking error, up/down power flexibility, and
average standard deviation of the DER populations. Additionally, a grouping
strategy for handling intra-class DER heterogeneity under PEM was developed.
First, sequential and gathered accepting mechanisms were studied and related to
each other showing that gathered acceptance constitutes the averaging scenario
for all possibilities of sequential accepting. Finally, bounds on reference track-
ing performance were quantified analytically and validated with simulations to
describe the effects of approximating intra-class heterogeneous populations of
DERs (relative to their rated power) with groups of homogeneous macromodels.
ii) A quantization based approach to quantify the modeling error in a population
of DERs with heterogeneity in rated powers is also presented. It was shown
that heterogeneity in this sense is relevant in the context of PEM since rated
power associated with each request is readily available to the aggregator. A
systematic approach was then provided by Theorem 5 to obtain the minimum
number of groups required to achieve a specified error tolerance. The analysis
provided in the chapter revealed that heterogeneity in the form of request rates




This chapter presents a model based and a simulation based method to characterize
flexibility in DERs. The first method uses virtual battery model that is derived in
Section 4.1. Then in Section 4.2, the second method introduces a notion of kW-per-
device flexibility that is obtained using a simulation based methodology for a fleet of
DERs.
4.1 Virtual Battery Model for PEM
In this section, a notion of average energy or SoC of an aggregation of DERs is
developed. By doing so, a fleet of DERs can be abstracted into a PEM virtual
battery (VB). VB model for PEM (PEM-VB) is a low-order model that captures
the aggregate dynamics of the fleet in terms of a few key quantities. Furthermore,
charging and discharging characteristics of this PEM-VB are obtained based on the
total power consumption of the fleet and the requests received by the coordinator.
The VB model is first derived for TCLs (e.g. EWHs) that can only charge from the
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grid and then extended to DERs that can both charge and discharge.
4.1.1 VB Model for EWHs
Consider first the case of a homogeneous fleet of EWHs. The desired low-order virtual
battery model then consists of three states; (i) average energy of the fleet, (ii) total
number of EWHs consuming power and (ON) (iii) total number of EWHs in OPT-
OUT. Total number of EWHs in the ON and OPT-OUTmodes are required to capture
the charging characteristics of PEM-VB. The aggregate statistics of hot-water usage
are presented in the chapter 2 and the PEM-VB is formally derived next.
The simple average of an homogeneous population of N EWHs temperatures (Ti)
is obtained from (1.2) as,
N∑
i=1























n=1 Tn/N . Assuming, the parameters Li, Prate,i and ηi are the same
for the homogeneous fleet and Q is the end-use consumption, we have,

















From Chapter 2 and the law of large numbers, one has that ∑Ni=1Qi[k]/N becomes
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µQ := w̄sst, which results in














where ∑Ni=1 φi[k] is the total number of EWHs that are either in ON state (Non) and
in OPT-OUT state (Nopt), that is,
N∑
i=1
φi[k] = Non[k] +Nopt[k]. (4.3)
Each EWH then requests probabilistically based on Preq(Tavg[k]), which means
that the total number of requests received at the coordinator during the interval
[k−1, k] is xr[k] := Preq(Tavg[k]) (N −Non[k]−Nopt[k]). Define β[k] as the proportion
of the xr[k] requests that are accepted by the coordinator at time k and β−[k], the
proportion of EWHs in the ON state that complete their packet at time k. The
dynamics of the number of ON EWHs is then identified as
Non[k + 1] =Non[k]− β−[k]Non[k] + β[k]xr[k]. (4.4)
The fact that Pavg(Tavg) is nonlinear makes (4.4) nonlinear. Also, (4.4) assumes that
even though some EWHs have opted out of the PEM scheme, they still notify the
coordinator whenever they leave and re-enter the scheme. Thus, we have
Nopt[k + 1] = Nopt[k] + ξopt−out[k]− ξopt−in[k], (4.5)
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where ξopt−out and ξopt−in are the number of devices opting out and opting in PEM
during ∆t, respectively. Thus, under the ON and OPT-OUT dynamics, the total
number of devices, N , remains constant, as expected. For each ∆t, the control input
β[k] is determined from
β[k] = (Pref [k]− Pdem[k])(Pratexr[k])−1, (4.6)
where, Pdem[k] := Prate(Non[k] + Nopt[k]), whereas the input β−[k] is determined by
introducing a packet-duration-timer state that runs at the coordinator. The timer
accumulates the number of requests accepted at each timestep and moves them for-
ward in time, deterministically, until the packet is consumed, which transitions the
EWH’s mode from ON to OFF. The packet duration timer dynamics is given by
τ [k + 1] = M τ [k] + e1β[k]xr[k], (4.7)
where τ ∈ Rnp , np is the number of timer steps given by np = dtp/∆te, tp is the
packet duration, ei ∈ Rnp is an elementary vector whose i-th component is 1, M ∈
Rnp×np is such that its first lower diagonal comprised of ones and zero everywhere
else. The packet expiration rate is obtained from the last state of the timer as
β−[k] = e>npτ [k]. Finally, converting temperature to energy using (1.3) gives the
desired three state (E,Non, Nopt) and 4-input (β, β−, ξopt−outξopt−in) PEM-VB. The
limits of the PEM-VB energy are computed by analyzing the steady-state conditions
for salient inputs β and β−.
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4.1.1.1 Energy limits
Consider first the maximum energy limit, which is achieved when all requests are
accepted (β = 1) resulting in PEM-VB being “fully charged”. When β = 1 then it
was shown in [40] that in steady state β− ≈ 1/np. From the fact that Nopt[∞] = 0
and Non[k + 1] = Non[k] one has that
Non[∞] =
βPreq(T ∗avg)N
β− + βPreq(T ∗avg)
. (4.8)
The upper energy limit (Emax) is given by taking the limit k →∞ in (1.3) and (4.2),
Emax = lim
k→∞
cpρL(Tavg[k]− Tamb)|β=1,β−=1/np . (4.9)
Substituting Non[∞] from (4.8) into (4.9) and solving for Emax provides the required
limit.
Similarly, the PEM-VB becomes fully discharged when all requests are rejected




It should be noted that there are no EWHs in the ON state (Non[∞] = 0) when
β = 0, that is all requests are denied. Therefore, EWHs transition between OFF
and OPT-OUT, however, Nopt[∞] and hence the number of EWHs in OFF state are
constant meaning that ξopt−out and ξopt−in are equal, as shown in Fig. 4.2. This type
of behavior corresponds to a 2-state Markov chain in steady state and its statistics
are then used to determine Nopt[∞] as shown next.
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Let zopt and zoff be the two states (OPT-OUT and OFF) of the Markov chain,
then its dynamics are given by,












Clearly, this model permits a non-trivial unique stationary distribution for probabil-
ities p1 and p2. The stationary distribution provides the averaged occupancy of each
state, which is the percentage of EWHs that, on average, are either in zoff or zopt.
That is, if π = (πoff , πopt)> denotes such stationary distribution, then πoff = p2p1+p2
and πopt = p1p1+p2 provides occupancy of zoff and zopt respectively. Now, the transition
probabilities p1, p2 are determined from mean sojourn time of the Markov chain. Let
topt be the number of time steps an EWH spends in OPT-OUT, on average, before
transitioning to OFF, then topt is the mean sojourn time of zopt. Similarly, toff is the
mean sojourn time of zoff .
Consider first topt, which physically represent the time taken by an EWH that
starts in OPT-OUT at T to reach Tpem (the pre-defined temperature at which EWH
re-enter the PEM scheme). Further, denote with ψ(zopt), the expected number of time
steps needed to reach state zoff given that one starts in zopt and ψ(zoff) if one were to
start in state zoff . Forcing the state zoff to be absorbing, it follows that ψ(zoff) = 0
and ψ(zopt) = 1 + (1− p2)ψ(zopt), which provides ψ(zopt) = 1/p2. Thus, p2 describes
how many time steps on average EWH stays in OPT-OUT, and the actual expected
time spent in OPT-OUT is trivially topt = ψ(zopt)∆t = ∆t/p2. Similarly, one can
obtain the expected time spent in OFF as toff = ∆t/p1. The sojourn times topt, toff
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can be obtained by solving the continuous version of (1.1), Ṫ = AT +D that has the
solution
T (t∗) = (eAt(D + AT0)−D)/A, (4.12)
where A = −1/τ , D = Tamb/τ − µQ/(cpρL) + φηPrate/(cpρL), φ ∈ {0, 1} and T0 is
the initial temperature.
Figs. 4.1-4.2 show charge and discharge cycles of the PEM-VB for 1000 EWHs
having packet duration of 5 minutes, rated power 4.5kW and ambient conditions
Tamb = 14◦C. This shows that the usual notions of state of charge can be associated to
a fleet of EWHs operating under PEM. Note that as PEM-VB discharges, the number
of OPT-OUTs (Nopt) increases and is an indication of decreasing QoS. Information
on EWHs in OPT-OUT mode is obtained at the coordinator from measurements of
(ξopt−in, ξopt−out).
Figure 4.1: SoC during a 30 hour dis/charging simulation showing a first-order response.
Highlighted region shows PEM-VB charging.
In Fig. 4.1, Emax = 11.58N which corresponds to Tavg = 54.23◦C and Preq(T ∗avg) =
122
Figure 4.2: Non, Noff and Nopt during a 30 hour charging/discharging simulation. The total
number of devices is always preserved.
0.00828. Also, Non[∞] = 142 that matches the value provided by the simulation.
For the lower energy limit, topt = 9.27min is obtained from (4.12) when T0 = T and
φ = 1. Similarly, toff = 57.4min for T0 = Tpem, φ = 0. Finally Nopt[∞] = πoptN = 139
that matches the total number of OPT-OUTs observed in Fig. 4.2, that is 140 which
amounts to modeling error of < 1% for a population of 1000 EWHs. One can now
solve for Tavg in (4.2) to obtain minimum temperature that the PEM-VB can achieve:
49.8◦C. The minimum energy of the PEM-VB is Emin = 10.30MWh. Finally, the
stored energy on the PEM-VB is Emax − Emin = 1.28MWh, which is close to the
1.275MWh obtained from the simulation. Thus, the PEM-VB model captures energy
bounds well. Next, we examine local observability of PEM-VB states from measured
outputs.
4.1.1.2 Local Observability
This section focuses on observability of the PEM-VB model. Specifically, it is shown
that the energy of the system is locally observable exactly due to the internal feedback
from the requests, which signifies the importance of the bottom up approach and
the value of the overhead created by the bi-directional, but sparse communications
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between EWHs and the coordinator.
The low-order PEM-VB model enables analysis of strong local observability. This
is a consequence of the implicit function theorem [78] and mimics the process used
for linear control systems. Consider the system
x[k + 1] = f(x[k], u[k]), y[k] = h(x[k]), (4.13)
where f and h are smooth functions. The time increments of the output can be
















where Ln−1f is the n-th iterative substitution of f . Then (4.14) is written as Yk =
H(x[k], u[k]). If H is invertible, then the system is observable and one can solve
locally for x[k], which requires that the Jacobian of H, say OH, is invertible. Hence,
if det(OH) 6= 0 then (4.13) is called strong locally observable.
Consider the case of EWHs for which the PEM-VB states are x[k] = (E[k], Non[k], Nopt[k])>,
the components of f = (f1, f2, f3)> and h in (4.13) are given below with the inputs
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u[k] = (β[k], β−[k], ξopt−out, ξopt−in),







f2(x, u) = (1− u2 − u1Preq(x1))x2 − u1Preq(x1)(x3 −N), (4.15b)
f3(x, u) =x3 + u3 − u4, (4.15c)
where a1 := (1−∆t/τ) and
h(x) = (Prate(x2 + x3), Preq(x1)(N − x2 − x3))> (4.16)
Example 6. Computing the Jacobian OH for f and h in (4.15) and (4.16), respec-
tively, gives rank(OH) = 3 for all inputs, except if β[k] + β−[k] = 0 ∀k, which occurs
regularly as shown in the numerical simulations provided in the upcoming section
(e.g., see Fig. 4.5) and yields rank(OH) = 2. In this case, rank is lost since no EWHs
are in the ON state (x2 = 0, ∀k). However, the dynamics (4.4) for x2 then cancel
and the EWHs cycle between OFF and OPT-OUT states. Hence, it is still possible
to estimate x1 since devices in the OFF-state ensure condition xr > 0 and the co-
ordinator has information from EWHs that temporarily opt-in and opt-out of PEM
(ξopt−in/out).
However, when information on xr is unavailable to the coordinator, OH losses rank
when β[k]+β−[k] = 0. Specifically, when β = 0 one has that rank(OH) = 2. The situ-
ation is even worse when β = β− = 0 providing rank(OH) = 1. The latter case makes
the system unable to estimate the energy of the PEM-VB. In other words, while many
VB approaches assume full information and control of every DER state that is gen-
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erally not possible in practice due to privacy and communication constraints. In that
context, PEM’s anonymous, light-weight, and probabilistic request mechanism satis-
fies both communication and privacy limitations due to its asynchronous, internet-like
protocols.
4.1.2 Bi-directional DERs and QoS
VB model for DERs that can both charge and discharge into the grid, such as ESSs,
can also be obtained using the same procedure used for EWHs. Statistical aggregation
of a fleet of N homogeneous DERs with SoC xavg[k] results in,








where P hrate and ηh for h ∈ {c, d} are the rated power and efficiencies respectively cor-
responding to charging and discharging modes of PEM. In (1.1), ηsl are the standing
losses and ηuse models the aggregate effect of end-use consumption as in the case of
EWHs. As mentioned in Chapter 2, in the case of ESSs, end-use and standing losses
are negligible. Furthermore, Nchg, Ndis and Nopt are the total number of charging,
discharging and opt-out DERs respectively whose dynamics are given by,
Nchg[k + 1] = βc[k]P creq(xavg[k])(N −Nchg[k]−Ndis[k]−Nopt[k])
+Nchg[k]− β−c [k]Nchg, (4.18)
Ndis[k + 1] = βd[k]P dreq(x[k])(N −Nchg[k]−Ndis[k]−Nopt[k])
+Ndis[k]− β−d [k]Ndis, (4.19)
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Nopt[k + 1] = Nopt[k] + ξopt−out[k]− ξopt−in[k], . (4.20)
The VB model for bi-directional DERs consists of the control input βc and βd ac-
counting for the total proportion of charging and discharging requests that have been
accepted. Similarly, two timers are added to keep track of DERs that have just fin-
ished their charging or discharging packets and transition to standby mode. The
expiration rates are then given by β−c and β−d for charging and discharging packets
respectively. This completes the description of the VB model for bi-directional DERs.
A model to capture the opt-out behavior in PEM is presented next.
The DERs opt-out of PEM in standby mode when their SoC is decreases below
the lower SoC limit and then transition to opt-out mode in which no requests are
made. DERs remain in opt-out until the SoC is sufficiently recovered to a pre-defined
limit and transition from opt-out back to standby mode. Based on this description,
the following model for opt-out is proposed,
Nopt[k + 1] = Nopt[k] + Popt-out[k](N −Nchg[k]−Ndis[k]−Nopt[k])
− Popt-in[k]Nopt[k]. (4.21)
where, Popt-out[k] is the probability of opting out of PEM from standby mode, (N −
Nchg[k] − Ndis[k] − Nopt[k]) the total number of DERs in standy mode and Popt-in
is the probability of DERs opting back to PEM. In (4.21), Popt-out[k] depends upon
SoC (xavg) and the control inputs βc and βd. Specifically, opt-outs are inversely
proportional to the SoC and βc and directly proportional to βd. This makes sense
since an increase in SoC indicates that the fleet is charging and as a result, opt-
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outs decrease. Similarly, increasing the number of accepted charging requests, also
reduces the total number of opt-outs. However, allowing more DERs to discharge has
the aggregate affect of reducing the SoC and hence the opt-outs increases. Based on
this discussion, the following model for Popt-out[k] is proposed,
Popt-out[k] = α1((1− βc[k])P creq(xavg[k])− βd[k]P dreq(xavg[k]))(xsb[k]),
with α1 being a normalization constant and Nsb[k] = (N−Nchg[k]−Ndis[k]−Nopt[k]).
The probability of DERs opting back into PEM (Popt-in) depends only upon the rate
at which the SoC increases from x to xpem and remains relatively constant. Therefore,
the probability of DERs opting in to PEM can be modeled as a Popt-in = α2. The
generalized opt-out model then becomes,
Nopt[k + 1] = Nopt[k] + α1((1− βc[k])P creq(xavg[k])−
βd[k]P dreq(xavg[k]))(Nsb[k])− α2Nopt[k]. (4.22)
The parameters (α1, α2) can be obtained either analytically or through data-driven
approaches as described next.
Consider first α1 which is tied to the lower energy limit of the VB. When the
VB is at its lower energy limit xavg = xminavg , then, the devices cycle between standby
and opt-out modes. The distribution of the opt-out population is assumed to be
uniformly distributed with the end-points, x and xpem. After one time-step (∆t), it is
assumed that for a small enough time-step, the probability mass evolves to a uniform









To obtain α1, consider (4.17) in steady state, Nopt[k + 1] ≈ Nopt[k], βc = 1, βd = 1,






(N −Nminopt ), (4.24)
and provides the desired value of α1. The plot in Fig. 4.3 compares the predicted and
actual opt-outs for a fleet of EWHs. In Fig. 4.3, EWHs are first tracking a reference
signal set equal to the nominal power consumption for the first two hours. Then, all
requests are rejected for 15 hours that causes the opt-outs to increases and finally all
requests are accepted for the remaining 7 hours. Actual and predicted opt-outs are
shown on the right subplot of Fig. 4.3. These results show that the modeled opt-out
dynamics matches the actual opt-outs in steady state. This is because the parameters
(α1, α2) are obtained from the VB model at the lower energy limit. However, a
mismatch in transient dynamics is observed which can be accounted for by obtaining
(α1, α2) through data driven methods as described next.
The parameters (α1, α2) can also be obtained from least squares type estimation






||fopt(α1, α2, xavg[k], N ichg, N idis, N iopt)− N̂ iopt||22, (4.25)
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Figure 4.3: The proposed opt-out model is validated in this figure. The total power con-
sumption is plotted in the left plot while the actual and predicted opt-outs are shown in the
right plot.
where, K is the total number of data points. For a fleet of 5, 000 EWHs, the esti-
mates of (α1, α2) = (0.0022, 0.0021) are obtained when tracking a scaled and shifted
AGC signal for 2 hours, as shown in Fig. 4.4. Note that the sampling period of the
simulation is ∆t = 1 second. The next section describes a method to incorporate
heterogeneity in PEM.
Figure 4.4: The training data used to obtain (α1, α2) is shown here when tracking a scaled
AGC signal. Left plot shows the reference and actual values and the opt-outs are plotted on
the right.
4.1.3 Incorporating heterogeneity in VB model
To incorporate heterogeneity, consider the statistical aggregation of N heterogeneous
EWHs in parameters τi, Li, Prate,i and ηi given in (4.1). In this case, simplification
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to (4.2) is not possible due to heterogeneity. For example, ∑Ni=1(1− ∆tτi )Ti[k] cannot
be simplified to (1− ∆t
τi
)∑Ni=1 Ti[k] as done in the homogeneous case. However, it can
be approximated as discussed next.
Let the parameters of the heterogeneous fleet be distributed according to a normal
distribution N (µΦ, σΦ) where µΦ and σΦ are mean and standard deviations, for all







is the expected value of the product of
two random variables 1
τi
and Ti[k] where 1τi is the reciprocal of the normal distribution
which is not normally distributed in general. However, since τi > 0, therefore, it can
be approximated with a normal distribution. To compute an analytical expression
requires a joint probability distribution function obtained by solving a system of
partial differential equations (PDE) similar to [17] but modified to account for PEM
dynamics. However, a closed form solution to the system of PDEs is difficult to obtain
as noted in [17] and is out of the scope of this work. Instead, an approximation based
on PEM dynamics is proposed next.
In a fleet of N DERs, dividing the range of the parameter τi into l discrete bins
labeled as τn1 , . . . , τnl , where τni and τi are the average parameter and number of
























In the above equation, ∑nij=1 xj[k] for all i = 1, . . . , l is over the DERs that correspond
to the i-th bin and represent the average SoC of that bin, x̄ni =
∑ni
j=1 xj[k]. It is now
assumed that the average SoC, x̄ni remains constant for all bin and is equal to the
SoC of the fleet, that is, xavg = x̄ni ∀i = 1, . . . , l. The main reason for this assumption
is the probability of request mechanism that enables DERs with slow dynamics to
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is the average value of the random variable (1 − ∆t
τ
). Similar
arguments can be made for other terms in (4.1) resulting in the following,
Tavg[k + 1] = Tavg[k](1− µA) + µB(Nchg[k] +Nopt[k])− µQ. (4.28)
It should be noted here that (4.28) is same as the (4.1) indicating that heterogeneity
has negligible effect on average SoC dynamics in PEM. This is mainly due to the
probability of request mechanism in PEM that allows DERs with slow dynamics to
request more frequently than the DERs with faster dynamics. Heterogeneity does
however affect the standard deviation of SoC that can be characterized by the same
statistical aggregation techniques used to obtain Tavg and will be considered in future
work. Observability of PEM-VB model is discussed next.
4.1.4 Numerical Results
First, the tracking limits of the PEM-VB are considered. Consider a fleet of 1000
EWHs having packet duration of 5 minutes, rated power of 4.5kW and ∆t = 15s.
The first numerical simulation aims to illustrate the behavior of the PEM-VB when
tracking a reference power signal. The blue curve at the top plot of Fig. 4.5 was
selected. The signal comprised of an scaled and zero mean AGC signal from [75]
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that has been placed around two power levels (300 and 1000 kW) for the purpose of
letting the system reach its energy limits while tracking. Observe that the SoC plot
saturates reaching either 0% or 100% exactly when the PEM-VB can no longer track
the reference. This is clearly reflected in the saturation of β and β−. Furthermore, in
the intervals [8, 11] and [21, 24], the PEM-VB reaches 0% SoC and is unable to track
the reference. In this case the inputs β = β− = 0, the system is cycling between
OFF and OPT-OUT states and the dynamics of the ON states becomes irrelevant.
Contrarily, in intervals [1, 4], [14, 18] and [27, 30], β = 1 and β− = 1/np the system
reaches 100% SoC and cannot track the reference due to the lack of flexibility in
the PEM-VB. Staying around the set point (50%) allows the PEM-VB to track the
reference and also corresponds to the nominal power of the system [40].
Figure 4.5: Tracking when reaching upper and lower energy boundaries. System is unable
to track once energy limits are reached.
4.1.4.1 Estimation of SoC using PEM-VB
The next simulation involves the estimation of the SoC of an ensemble of EWHs via
a simple extended Kalman filter (EKF) formulation. Here an agent-based simulation
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Figure 4.6: Tracking an AGC signal from ISO-NE.
of a fleet of 1000 EWHs with packet duration of 5 minutes, packet power of 4.5kW,
and ∆t = 15 seconds is performed (i.e., 1000 individual models based on (1.1) are
simulated and aggregated). Here the standard EKF formulation is used on (4.15)
assuming additive Gaussian noise for the state and measurement update equations.
The estimation of the SoC is now performed online from the measurements of
demand power, Pdem, and the number of requests, xr from a fleet of 1000 EWHs
operating under PEM. The fleet is tracking a scaled AGC signal centered around
500 kW and the result is shown in Fig. 4.6. It is found that the root-mean-square
error (RMSE) in the SoC estimation using the PEM-VB as the model for the EKF
estimator is less than 2%.
The next simulation involves comparing the estimation procedure using the EKF
formulation with and without the information of number of requests. A simple step-
down reference signal for 150 EWHs having packet duration of 5 minutes and packet
power of 2kW suffices to illustrate the two cases. Fig. 4.7 shows the result when re-
quests are available to the coordinator. Observe that the reference signal is tracked, as
expected, and the EKF using the PEM-VB model reproduces demand power and the
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number of requests accurately while estimating SoC with approximately 2% RMSE.
In the simulation, the Gaussian noises R1 and R2 have been tuned to improve the
estimation.
On the other hand, the case where no requests are fed back into the estimation
produces Fig. 4.8. Even though demand power is estimated correctly, the EKF is
not able to estimate the system’s SoC accurately. In the simulation, only the PEM
scheme accepts information about the number of requests to perform the tracking of
the reference. But the EKF does not receive such information resulting in more than
10% RMSE. Furthermore, the simulation was limited to 150 minutes since the error
increases after that time.
Figure 4.7: Estimating SoC while tracking a reference with xr.
4.1.4.2 Pre-positioning flexible load w.r.t. day ahead forecasts
In this section, the predictive capability of the PEM-VB model is shown. For this
purpose, consider the net load in Vermont, shown in Fig. 4.10, during two consecutive
days in the summer of 2017 [79]. The net load is fulfilled by a mixture of conventional
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Figure 4.8: Estimating SoC while tracking a reference without xr.
generation and variable distributed renewable generation. As shown in Fig. 4.10, a
difference of over 150MW was observed due to June 6 being cloudy resulting in lower
distributed generation. On the other hand, June 7 was forecasted to be sunny and
the conventional generation had to ramp up/down to account for this variability,
which is costly. It is, therefore, desirable to minimize the deviation of conventional
generation from a given set-point. Provided the day ahead forecasts of the net load Pf
are available, the nominal power consumption (Pnom) of EWHs can be modified (due
to their flexibility) using an optimal control problem to design a control input Pref .
This input, when fed to the PEM system of Fig. 4.9 minimizes the ramp up/down of
generators. The PEM-VB model has the desired low order structure suitable for the
OCP formulation as shown next.
The optimal control problem uses the PEM-VB model with the state space given
by states x[k] = (x1[k], x2[k])>, and mapping f(x[k], u[k]) = (f1(.), f2(.))> given
in (4.15a), (4.15b). The control input u[k] := Pref [k] is considered as the optimization
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Figure 4.9: Closed-loop feedback system for PEM with Pref provided by the grid or market
operator and the aggregate net-load Pdem measured by the coordinator.
variable. Furthermore, it is assumed here that under nominal conditions Nopt is small
enough and can be omitted from the PEM-VB model. Another reason for this is
that in this work ξopt−in and ξopt−out are considered as inputs, which in a predictive
framework they require to be modeled as part of the dynamic equations. This is
outside the scope of this work and left for future work. However, in our simulations,
it is observed that if the energy remains within [20, 80]% then the number of opt-out
DERs is small enough (≤ 1.5% on average) and can been ignored for the purpose of
this day-ahead reference planning problem. Let xmax1 , xmin1 be the energy limits of the
PEM-VB obtained in Section 4.1.1.1, then the reduced energy bounds x1 > xmin1 and
x1 < x
max
1 are used instead.
Consider now a scaled version of the net-load day-ahead forecast Pf , observed
on June 7, as shown at the top plot of Fig. 4.11 (a). Let g be the contribution of
conventional generation and l := ∑Ki=1 Pf [k] be the average net-load. The objective
is to keep the conventional generation (g) as close as possible to l by modifying Pnom
of EWHs. Given an initial state of PEM-VB x0 ∈ R2, an OCP similar to the one
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in [50], is defined for minimizing the following cost function,











c4(∆Pref [k − 1])2 + c5(∆g[k])2
)
, (4.29)
where, ci > 0, i = 1, . . . , 5 are weights that have been tuned (here c = (c1, c2, c3, c4, c5) =
(1, 100, 100, 1, 100)), so that the ramp up/down costs of g[k] are higher than those
of EWHs, ∆Pdev[k] := Pref [k] − Pnom[k] and ∆gdev[k] := g[k] − l penalize the devia-
tion of EWHs and conventional generation from Pnom and l, respectively. Similarly,
∆x1[k] := x1[k] − [1 0]x0 discourages deviation of EWH energy from the nominal.
The remaining two terms, ∆Pref := Pref [k] − Pref [k − 1], ∆g[k] = g[k] − g[k − 1] are
ramp rate limits. The resulting optimization problem is given by,
min
Pref [k],g[k],x[k]
χ(Pref [k], g[k], x[k]) (4.30a)
s.t. x[k + 1] = f(x[k], Pref [k]) and (4.7),
Pref [k] ≥ Pratex2[k], (4.30b)
Pref [k] ≤ Prate(Preq(x1[k])(N − x2[k]) + x2[k]), (4.30c)
Pf [k] = ∆Pdev[k] + g[k], (4.30d)
x ≤ x[k] ≤ x, ∀k = 1, . . . , K + 1, (4.30e)
x[0] = x0, x1[K + 1] = [1 0]x0, (4.30f)
where, x, x are the bounds on the state, the constraints (4.30b), (4.30c) on Pref are
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obtained from 0 ≤ β[k] ≤ 1 and (4.6), (4.30d) is for energy conservation, (4.30e)
represent bounds on PEM-VB energy limits, (4.30f) is the initial state x0 and terminal
(sustainability) constraint. The timer states (τ [k]) have been included in the OCP
so that the expiration rate β−[k] can always be calculated from the timer states and
hence it does not constitute an input to PEM-VB. Purpose of the timer is to keep
track of expiring packets. Time step of the OCP has been set equal to the packet
size, so only a single timer state, np = 1, is required.
The optimization problem is solved using IPOPT in Julia with JuMP on a Mac-
Book Pro with a 2.2 GHz processor and 16 GB memory. The solution was obtained
within 7 seconds. The result of solving the optimization problem (4.30) for a fleet of
15, 000 EWHs is shown in Fig. 4.11. Ramp up/down of the generation g[k], shown
in blue in Fig. 4.11 (a), is minimal. To minimize ramping of generators, the optimal
control problem anticipates the increase in distributed generation and preheats the
EWH fleet. This can be seen from Fig. 4.11 (b) where Pref and Pnom have been plot-
ted. The evolution of the EWHs SoC is shown in Fig. 4.11 (c). PEM-VB captures
the average SoC or energy of the fleet, shown in blue in Fig. 4.11 (c). Notice that
between hrs 16-20 the fleet is discharging to account for the decrease in distributed
generation. This pushes the fleet to the lower end of the energy limit and as a result,
opt-outs increases. To capture this behavior, a model is required and will be explored
in future publications. Furthermore, it should be noted that although opt-out was
not included explicitly in the OCP, the EWHs can still track the day ahead reference
Pref and minimize generator deviation from the given set point.
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Figure 4.10: Netload in Vermont during two consecutive days in summer.
Figure 4.11: Optimal dispatch of EWHs. (a) Net load forecasts (Pf) and setpoint of gener-
ators (g), (b) nominal power consumption, Pnom and the input Pref , (c) evolution of EWHs
SoC distribution. PEM-VB captures the average SoC or energy of the fleet. The Kullback-
Leibler divergence between initial and final distributions is 0.061.
4.2 Simulation based characterization of
flexibility
Previous section developed VB model based characterization of flexibility. VB model
provides conservative bounds on SoC of the fleet and is suitable for optimal control
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problems such as the one presented in the previous section. Utilities or aggregators
managing DER are interested in the amount of flexibility a fleet can provide which
may not be obtained trivially from the VB model. For example, how many DERs are
needed to provide ±1MW of flexibility over a number of hours?
To answer this question, this section introduces a notion of flexibility as the min-
imum number of DERs required to provide frequency regulation services such as
automatic generation control (AGC) over a specified (k) number of hours and its re-
ciprocal is defined as kW-per-device flexibility. To obtain kW-per-device, an iterative
simulation based methodology is proposed that is agnostic to the demand dispatch
scheme that may or may not guarantee QoS. The method developed herein only needs
access to a simulator and historical AGC data and uses ISO’s own performance score
as a metric to obtain kW-per-device flexibility.
Pennsylvania, Jersey, Maryland Power Pool (PJM) is a regional transmission or-
ganization that coordinates the movement of wholesale electricity and is part of the
Eastern interconnection in the United States. PJM measures the performance of a
resource, which in this case are DERs under PEM or CC, providing ancillary services
using an average of three metrics, (i) Accuracy (xa), (ii) Delay (xd) and (iii) Pre-
cision (xp), called Composite score (xc). These metrics are collectively called PJM
performance scores and are described below:
i. Accuracy score (xa) is measured using the correlation of the regulation signal
with the response of flexible resources over a 5 minute rolling window and a
sampling interval of 10 seconds. The maximum correlation over each of the 5
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minute rolling windows is averaged to obtain the accuracy for each hour.
xa =maxtj=0:10:300sec{corr(Pref(t0 : t0 + 3600),
Pdem(t0 + tj : t0 + tj + 3600))} (4.31)
ii. Delay score (xd) is measured using the point of highest correlation between the
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iii. Precision score (xp) is the instantaneous error between the regulation signal
and the response,
xp = 1− average
∥∥∥∥Pref − PdemPref
∥∥∥∥ .
It should be mentioned here for a time period equal to k-hours, these metrics are






of Accuracy, Delay and Precision scores, where b.c is the floor function. Therefore, xu
for all u ∈ {a, d, p} is obtained as the minimum of nk scores. Then, the Composite
score is determined as xc = 13 (xa + xd + xp). Fig. 4.12 shows 1, 500 ESS tracking an
AGC signal scaled by 1MW over 1-hour under both coordinators presented in the
previous Section along with the performance metrics. The centralized coordinator in
Fig. 4.12(a) achieves almost perfect scores for all three metrics since it assumes full
knowledge and control over ESS’s operating state. On the other hand, Fig. 4.12(b)
142
shows that under PEM with 2 minute packet-length and mean time-to-request, the
fleet of ESS achieves comparatively higher Accuracy and Delay scores than Precision
score. Hence, kW-per-device flexibility in the next Section is based on Precision score
only.
Figure 4.12: PJM’s Accuracy, Delay, Precision and Composite, (xa, xd, xp, xc), scores are
shown for a fleet of 1, 500 ESS tracking a 1-hour AGC signal scaled by 1MW under CC and
PEM are plotted in sub-figures (a) and (b) respectively. CC achieves almost perfect scores
whereas PEM achieves high Accuracy and Delay score but comparatively lower Precision
score.
4.2.1 Procedure to obtain k-hour flexibility
Flexibility is defined in terms of the minimum number of DERs (NminDER) needed to
track an AGC signal scaled by 1MW over k-hours and achieve a desirable performance
score. The kW-per-device (ζkDER) is then obtained as ζkDER = 1, 000(NminDER)−1kW,
where k is the number of hours of the AGC signal. Since PEM system achieves
high accuracy and delay scores, therefore, only Precision score is used as a metric as
explained next.
The procedure to obtain flexibility uses historical AGC data which may span over
several years. The main idea behind this method is to selectm number of k-hour AGC
signals instead of testing over the entire data-set and use a simulator to obtain NminDER
as described by Algorithm 1, similar to [80]. A Matlab based PEM simulator is used
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for this purpose. Furthermore, the set of chosen AGC signals should be representative
of the historical data-set and the corresponding selection criterion is presented in the
next section.
Let ξparamDER denote the parameter set corresponding to the DER under consideration
and let the k-hour AGC signal scaled by 1MW be denoted by ~P kagc,i ∈ RK , K =
3600k(∆t)−1, where ∆t is the time resolution in seconds of the AGC signal. Then,
{~P kagc,i} ∀ i = 1, . . . ,m is the set of representative k-hour AGC signals. As described
in Algorithm 1, starting from an initial fleet size N0 = Nstart, the simulator is
used to track each of ~P kagc,i over k-hours and Precision score x0p,i is calculated. If
x0p,i ≥ xp,des ∀ i = 1, . . . ,m where xp,des is the desired Precision, then N0 is sufficient
to provide k-hour 1MW flexibility and NminDER = N0, otherwise, the process continues
with N1 = N0 + ∆NDER where ∆NDER is the step-size for population size, until
xjp,i > xp,des ∀ i = 1, . . . ,m, (4.32)
where j is the iteration number. Finally, kW-per-device (ζkDER) is obtained by ζkDER =
1, 000(NminDER)−1kW.
4.2.1.1 Statistics of AGC and selection criterion
In order to obtain flexibility using the proposed methodology, the selection of ~P kagc,i
should be such that it is representative of the AGC signal. For example, [80] uses 200
two-hour periods of the AGC signal to identify a virtual battery model. This work,
however, focuses on selecting AGC signal based on hourly mean since it is reasonable
to capture flexibility. Ongoing work is studying different metrics such as entropy.
The historical AGC data used in this work is obtained from [81] which is normal-
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Algorithm 1 Procedure to obtain NminDER




1: for i← 1,m do . For each selected k-hour ~P kagc,i
2: N0 ← Nstart
3: j ← 1
4: while xjp,i ≤ xp,des do . Stopping criterion (4.32)
5: Nj ← Nj−1 + ∆NDER
6: xjp,i ← simulator(Nj, ~P kagc,i, ξ
param
DER )
7: j ← j + 1
8: end while
9: NminDER,i ← Nj
10: end for
11: return NminDER ← max{NminDER,i}m1
ized in the range [−1, 1] with 2 second resolution (∆t = 2) and spans over a full year
between July 2018 and June 2019. PJM has implemented a conditional neutrality
controller that generates the regulation signal that is energy neutral over longer time
periods such as a full day, meaning that its mean value is zero [82]. However, within
a span of few hours, the mean is non-zero that causes the population to either charge
or discharge as an aggregate when providing services to the grid.
Consider first the mean values of the AGC signal calculated over one hour (k = 1)
as shown in Fig. 4.13. It can be seen from Fig. 4.13 that the distribution is biased
towards the left with µagc = −0.021 and the standard deviation σagc = 0.272. The
distribution in Fig. 4.13 resembles a normal distribution for which approximately
99% of the data lies in the interval Iagc := [−3σagc,+3σagc]. Therefore, for all the
simulation studies presented in this chapter, six representative k-hour AGC signals
are randomly selected (that is, m = 6) so that their mean lies in the interval Iagc.
Specifically, two of ~P kagc,i have mean equal to +2σagc, two have mean equal to −2σagc
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and the last two have mean equal to +3σagc and −3σagc respectively. Finally, for
k > 1, each of the selected ~P 1agc,i are repeated over k-hours to get ~P kagc,i.
Figure 4.13: Distribution of 1-hour mean values of the AGC over a full year between July
2018 and June 2019. Red dotted line shows ±2σagc and blue dotted line is the ±3σagc where
σagc is the standard deviation of the distribution. The mean of the chosen ~P iagc,i, i = 1, . . . 6
are also shown.
4.2.1.2 Long term flexibility using macromodel
The macromodel from Chapter 3 can also be used to obtain kW-per-device flexibility
using the nominal problem (3.6). For this purpose, consider the average power of the
i-th AGC signal ~P kagc,i of length K which is defined as,







Recall that the nominal power consumption is defined as the minimum constant
power signal for which QoS is sufficiently satisfied and is obtained by solving (3.6).









the non-convex optimization problem (3.6) provides Pdem = h(q∗) which has the same
average power as P kavg,i. The constraint (3.6c) ensures that the average SoC of the
fleet is higher than the desired set-point to guarantee QoS. The stopping criterion in
Algorithm 1 is modified to,
∣∣∣Pdem − P avgagc,i∣∣∣ ≤ εdes ∀ i = 1, . . . ,m (4.35)
and optimization_solver is used instead of simulator. It is shown in the next
section that ζkDER approaches the flexibility obtained from macromodel when k in-
creases and is called as long term flexibility denoted by ζssDER.
4.2.2 Flexibility of DERs
The procedure developed in the previous section that consists of selecting represen-
tative AGC signals and Algorithm 1, is applied to obtain flexibility of a fleet of ESSs
and EWHs. The focus is on 1-hour and ±1MW flexibility first, followed by the long
term flexibility over multiple hours.
4.2.2.1 Flexibility of ESS
Consider a fleet of ESS with parameter set ξparamESS = {P crate, P drate, ηc, ηd, Ecap, xset, x, x}
and the corresponding values given in Table 4.1. For the centralized coordinator,
denoted with the sub-script CC in this section, the 1-hour flexibility (k = 1) is
obtained in terms of kW-per-device (ζ1ESS,CC) by first selecting m = 6, representative
AGC signals ~P kagc,i. Next, the desired Precision score is set to be xp,des = 70%,
the initial number of ESS to Nstart,CC = 50 and ∆NESS,CC = 50. Application of
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Algorithm 1 then results in NminESS,CC = 200 that translates to ζ1ESS,CC = 5kW which is
the maximum flexibility that can be obtained from an ESS rated at 5kW. It should
be mentioned here that 5kW-per-ESS corresponds to 1-hour 1MW AGC signal only.
Similarly for the PEM coordinator, Algorithm 1 is applied with the selected AGC
signals, Nstart,PEM = 100 and ∆NESS,PEM = 200. Fig. 4.14 shows that the precision
score (xjp,i) increases as Nj increases, however, NminESS,PEM = 1, 100 ESS are sufficient to
satisfy the stopping criterion (4.32) resulting in ζ1ESS,PEM = 0.91kW. For the purpose
of illustration, both Precision scores and Composite scores are plotted in Fig. 4.14,
sub-figures (a) and (b) respectively, for Nj > NminESS,PEM that shows good performance.
Comparing kW-per-device for both coordinators, it is obvious that ζ1ESS,CC >
ζ1ESS,PEM strictly under the definition of flexibility considered in this work. How-
ever, CC requires that a large amount of data be streamed regularly between CC and
DERs which includes operating states, SoC/power measurements and command sig-
nals for DERs. This type of controller is suitable for small populations and becomes
impractical when deployed to fleets consisting of thousands of DERs mainly due its
substantial bandwidth and computation requirements. Distributed coordinators, on
the other hand, are more suitable for such cases since communication between the
coordinator and DERs is designed to be minimal. For example in PEM, coordination
is achieved via the device-driven request-response mechanism. Therefore, in the fol-
lowing sections, the focus is on PEM coordinator and the sub-script PEM is dropped
henceforth.
In the following remarks, the effect of parameter heterogeneity is first investigated
in Fig. 4.15(a) and is found to have a small impact on kW-per-device. This allows
meaningful analysis of the effect of PEM-specific parameters on flexibility as shown
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in Fig. 4.15(b) and highlighted in Remark 2.
Figure 4.14: For each of the six representative 1-hour AGC signals, the number of ESS is
varied from Nstart,PEM = 100 to 3, 000 (for illustration purposes), and the Precision as well
as Composite score is plotted in sub-figures (a) and (b) respectively. The NminESS required to
satisfy stopping criterion (4.32) is 1, 100 which translates to ζ1ESS,PEM = 0.91kW per ESS
of flexibility.
Remark 1. The effect of heterogeneity is studied in simulations in which each of the
parameters y ∈ ξparamESS is drawn from an uncorrelated normal distribution N (µy, σy)
with mean equal to the corresponding parameters in Table 4.1 and the standard devi-
ation σy is set as the z% of the mean values, that is, σy = zµy, z ∈ [0, 1]. A small
increase in kW-per-device is observed in Fig. 4.15(a) from 0.77kW to 0.91kW as z
increases. Future work will focus on quantifying this effect.
Remark 2. The kW-per-device (ζ1ESS) flexibility decreases with the increase in packet-
length and MTTR as shown in Fig. 4.15(b). Flexibility provided by ESS with 2 minute
packet-length and MTTR is about 1.25kW whereas 5 minute packet-length and MTTR
reduces the kW-per-device to 0.25kW. The reason is that shorter packet-length/MTTR
allows tighter tracking of the AGC signal resulting in a better Precision score. How-
ever, it should be noted that although shorter packet-length/MTTR improves flexibility
but at the cost of higher communication between PEM coordinator and DERs. Work is
ongoing to characterize the trade-offs between flexibility and communication overhead.
149
Figure 4.15: Sub-figure (a) shows that heterogeneity has a small effect on kW-per-device
whereas in (b), the increase in packet length and MTTR (in minutes) reduces kW-per-device
for ESS.
4.2.2.2 Flexibility of EWHs
Similar to ESS, kW-per-device flexibility of electric water heaters (EWHs) during 1-
hour is obtained using the Matlab based simulator and Algorithm 1. The parameters
of EWHs are given by the set ξparamEWH = (P crate, L, xset, x, x, xamb) and their values are
in Table 4.1. It should be noted here that the end-use consumption of EWHs varies
throughout the day [83]. As a result, the nominal power consumption or baseload also
changes as shown in the top plot of Fig. 4.16 and the flexibility also differs depending
upon the hour of the day. The kW-per-device (ζ1EWH) is, therefore, computed for each
of the 24 hours and is shown at the bottom plot of Fig. 4.16. The ζ1EWH is larger during
peak hours (e.g. between 8am and 11am) when the end-use consumption is higher
than the off-peak hours (e.g. between 3pm and 5pm) when the end-use consumption is
comparatively lower. This difference is because higher end-use consumption increases
the need of EWHs in standby to consume energy that produces more requests in PEM
and results in higher upward flexibility. On average, during peak hours, an EWH can
provide 0.25kW and during off-peak hours, it reduces to about 0.1kW. The reason
is that during off-peak hours, for example the hour starting at 5am in Fig. 4.17(a),
the baseload is less than 1MW for the fleet size less than 5, 000. Nstart = 5, 0000 in
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P crate 4kW P crate = P drate 5kW
L 303 liters ηc = ηd 95%
xamb 70◦F Ecap 13.5kWh
xset 130◦F xset 50%
[x, x] [120, 140]◦F [x, x] [10, 90]%
Algorithm 1. On the other hand, for the peak hour starting at 8am in Fig. 4.17(b),
Nstart = 2, 500 for which the baseload is greater then 1MW.
Figure 4.16: The average end-use consumption (top) affects the available flexibility of the
fleet (bottom). The bottom plot shows the 1-hour flexibility provided by an EWH. The
flexibility is obtained from simulations over the chosen set of hourly AGC signals so that
the stopping criterion (4.32) is satisfied. The kW-per-device is greater in the morning
(between 8am and 2pm) and evenings (between 8pm and 11pm) which is due to larger end-
use consumption during these times as plotted at the top.
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Figure 4.17: PJM Precision scores are shown here for different number of EWHs between
5am and 6am in sub-figure (a) which represents the time of day with low end-use consump-
tion, that is, off-peak hour and requires at least 11, 000 EWHs to provide 1MW of flexibility.
The peak-hour between 8am and 9am is shown in sub-figure (b) for which only 4, 100 EWHs
are sufficient to provide 1MW flexibility.
4.2.2.3 Flexibility of a mixture of diverse DERs
In this section, the relation between kW-per-device flexibility of the same DER type
and that of a mixture of diverse DERs is studied. Assuming that ζ1ESS and ζ1EWH
obtained in the previous section extends to a mixture of EWH and ESS, a diverse fleet
consisting of the number of ESS given byNESS = 1, 000zESS(ξ1ESS)−1 and the number of
EWHs given by NEWH = 1, 000zEWH(ξ1EWH)−1 is considered where zESS, zEWH ∈ [0, 1]
is the proportion of ESS and EWH in the mixture respectively. Three cases are
studied, with EWH and ESS proportions (i) 25% EWH, 75% ESS, (ii) 50% EWH,
50% ESS, (iii) 75% EWH, 25% ESS. Fig. 4.18 shows the performance scores for the
peak hour starting at 8am and evaluated for each of six chosen 1-hour AGC signals.
All three cases result in Precision score greater than 70% indicating that the kW-per-
device flexibility of a mixture may be obtained as a convex combination of individual
flexibility. However, in Fig. 4.18, as the proportion of EWH increases in the mixture,
the Precision score decreases. This is because ESS can provide downward flexibility
from discharging packets resulting in better Precision.
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Figure 4.18: To achieve the same 1 MW of flexibility using a mixture of EWHs and ESSs,
the kW-per-device flexibility is used to determine the composition of the fleet. Three cases
are considered here, (i) 25% EWHs, 75% ESSs, (ii) 50% EWHs, 50% ESSs, (iii) 75%
EWHs, 25% ESSs. All three cases result in Precision score greater than 70%. However,
it should be noted that increasing the percentage of ESS in the mixture results in better
Precision. The reason is attributed to the fact that ESS can discharge (that is, to request a
discharge packet in PEM) and provides greater downward flexibility.
4.2.3 Long term flexibility
In this section, simulation-based analysis suggests that the k-hour kW-per-device
flexibility obtained using Algorithm 1 approaches that from a PEM macromodel as
k increases.
Consider again a fleet of ESS. The 2-hour kW-per-device (ζ2ESS) obtained from
Algorithm 1 resulted in the minimum number of devices required to satisfy the stop-
ping criterion (4.32) to be 1, 500 that reduces the kW-per-device to ζ2ESS = 0.67kW.
Similarly, extending the time period to 3-hours further reduces kW-per-device to
ζ3ESS = 0.32kW. In Fig. 4.19, ζkESS has been plotted for k = 1, . . . , 6 and shows that
the flexibility reduces as the number of hours increases. This is because of the non-
zero mean of the AGC that causes the fleet to either charge or discharge on average.
As a result, ESS are unable to maintain the Precision score greater than the desired
70%. Furthermore, it should be noted that in Fig. 4.19, the kW-per-device settles to a
value of about ζkESS = 0.26kW after 5 hours indicating that the flexibility approaches
steady state for k > 5. This makes sense because the average power of the AGC
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signal remains approximately the same as the number of hours increases.
Therefore, the kW-per-device (ζkESS) for k > 5 can be considered as the steady-
state value of flexibility and is denoted by ζssESS. Also, note that if P kavg,i > 0 is the
average power over k-hours, then a signal with a constant value equal to the square
root of (P kavg,i) over k-hours the same power as ~P kagc,i. To obtain the steady-state
kW-per-device (ζssESS) using the macromodel, the modified objective function (4.34)
is used along with ~P kagc,i in Algorithm 1. For the case of ESS, this value comes out
to be ζssESS = 0.23kW which is in agreement with the long-term flexibility obtained
earlier. Although the results presented here are for ESS, however, the procedure can
be applied to other DERs as well.
Figure 4.19: The kW-per-device obtained using the simulator and the steady state flexibility
from the macromodel are shown in this plot. As k increases, ζkESS approaches ζssESS.
4.3 Conclusions
Outcomes of the VB model and simulation based flexibility are summazied below,
i) The low-order PEM-VB, is capable of predicting the SoC as well as energy
bounds. It was shown that the model is strong locally observable and rep-
resents a bottom-up scheme when the number of requests is available to the
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coordinator. The estimation of the PEM-VB states has been illustrated with
an EKF implementation in which the SoC of an ensemble of individually sim-
ulated EWHs is recovered with an accuracy of 2% RMSE. Furthermore, it was
shown that the PEM-VB model can also be used in an optimal control problem
to account for the variability in renewables.
ii) A systematic procedure is presented to obtain flexibility in terms of minimum
number of DERs, operating under a centralized and PEM coordinator, needed
to track an AGC signal scaled by ±1MW based on PJM’s performance metrics.
Flexibility is then obtained for EWHs and ESSs which is converted to a more
intuitive quantity called kW-per-device. Furthermore, simulations indicate that
the flexibility of a mixture of different type DERs may be obtained as a convex
combination of their individual flexibility. Finally, it is observed that the flexi-
bility over multiple hours decreases but settles to a steady state value that can




Validation using Real-time Simu-
lation and Real-world DERs
In this chapter, the models and control schemes developed in earlier chapters are
tested on a cyber-physical validation platform that simulates DERs, coordinators and
the electric grid in real-time. The uniqueness of this platform is that the interactions
between DERs and the coordinators are similar to that of real-world deployment.
Several relevant case studies are conducted that highlight the capabilities of the plat-
form in section 5.1. Furthermore, results from a field demonstration using a fleet of
real-world DERs are also presented in section 5.2.
5.1 Simulation platforms
Simulators used for testing DER coordination schemes can broadly be classified into
two types, synchronous or non real-time simulators and asynchronous or real-time
simulators. The most common synchronous simulator is Matlab. In Chapters 2-4 of
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this dissertation, simulation are carried out in Matlab which is described next.
5.1.1 Matlab based simulator
The Matlab based simulator used for simulating large fleets of DERs under demand
dispatch has been developed in this work. This simulator is used for testing the
accuracy of state bin transition models (Chapter 3) and VB model (Chapter 4). In
this type of simulation, all DERs execute their local control logic at the same time-
step, therefore, Matlab based simulator is termed as synchronous simulator. This
simulator further consists of four components whose details are provided below.
1. Generation of end-use consumption profile for DERs: While simulating
DERs with underlying end-use consumption, the usage profile for an individual
DER is obtained as a realization of the end-use stochastic process. Each of the
usage profile has the same statistical measures.
2. Request mechanism: Requests are realized at the individual DER depending
upon its local SoC and the probability of request curve. All DERs making a
request within a time-step are collected and sent to the PEM coordinator that
responds to each of those requests. Furthermore, the requests made by DERs
are also randomized to accommodate the fact that requests from a particular
DER may appear out of order.
3. Timer dynamics: Since DERs in PEM’s charge or discharge in small chunks,
e.g. 5 minutes, therefore, each DER is equipped with a local timer.
4. Vectorized operations: In order to reduce simulation time, loops and condi-
tional statements are avoided and replaced with matrix and logical operations
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that are more efficient in terms of memory requirements.
In contrast to synchronized simulators, the next section presents a real-time simula-
tion platform. One of the unique features of this platform is that it enables asyn-
chronous simulation. This means that each DER is equipped with a separate local
clock for execution of its control logic which is similar to the operation of a real-world
DER.
5.1.2 Real-time grid-and-DER co-simulator
The platform developed in this dissertation provides a means to study and demon-
strate the effects of large scale demand dispatch on the grid in a realistic setting as
well as identify potential DER related challenges associated with such deployment.
Fig. 5.1 shows the real-time simulation platform. Real-time herein refers to the orders
of tens of milliseconds. The validation platform consists of four components, (i) grid
simulator, (ii) DER emulator, (iii) communication channel, (iv) DER coordinator or
aggregator that are described next.
1. Grid simulator: The electric grid is simulated using the OP5600 real-time
digital simulator from OPAL-RT. The OP5600 has a multi-core processor along
with digital and analog I/O with the capability of interfacing to a network
of PCs in order to simulate large models in real-time with a small time-step
of integration which is on the order of milliseconds. The RT-Lab software
allows the communication between a host PC and the target (OP5600) simulator
such that a real-time physical model can be simulated on the OP5600 while




















Figure 5.1: Real-time grid-and-DER co-simulation platform overview: The transmission
grid is simulated on OP5600 and AGC based dispatch is realized on a host PC that dispatches
demand. The packetized load is emulated on a high performance PC that is aggregated by a
python based server.
adjustments when necessary.
“ePHASORSIM" is a tool developed by OPAL-RT to offer dynamic simulation
of power systems in order to conduct power system studies and test control
schemes. The grid is modeled with a standard equivalent positive-sequence
single-phase constant-power AC model in ePHASORSIM. In this chapter, the
electric grid is based on the Vermont Electric Power Company’s (VELCO) trans-
mission system and its details are further discussed in section 5.1.4.2. Further-
more, RT-LAB and ePHASORSIM can be interfaced with Simulink, which is
used to develop controls for the power system. The OPAL-RT blockset for
Simulink allows a section of the Simulink block diagram to be executed in real-
time on the OP5600 and the controls can be executed asynchronously on the
PC with the ability to accept user inputs when necessary.
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2. DER coordinator: The coordinator managing DERs sends control signals to
the fleet depending upon the power reference Pref provided by the utility and
or aggregator, the total power consumption of the fleet Pdem and measurements
regarding DER’s states. The block diagram in Fig. 5.2 represents a general
DER coordination scheme where the control signal can be ON/OFF commands
for individual DERs or an ON/OFF switching fraction that is broadcast to the
entire fleet [63]. In case of PEM [39], it is simply a YES/NO response to a
DER’s request which is described in detail in the next section.
The DER coordinator is implemented in Python using an open-source event-
driven networking engine called Twisted. Specifically, a TCP server listens for
Hypertext Transfer Protocol (HTTP) messages from the emulated DERs. Up-
dates regarding DER’s states and control inputs such as ON/OFF commands,
are received or transmitted via the HTTP-POST and GET methods respec-
tively using Python’s requests module. Different demand dispatch schemes
can, therefore, be implemented in this setup, such as but not limited to, the
load control of [63] or the PEM based demand dispatch [39].
Figure 5.2: Closed-loop feedback system for demand dispatch to track Pref is based on the
aggregate net-load measured by the coordinator and control inputs to DERs.
3. Emulation of DERs: DER logic is written in C/C++ based on a simpli-
fied first order state of charge dynamics (1.1). A DER is then initialized as a
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thread that executes its logic as a background process in the processor of a high
performance computer. Using this setup, thousands of DERs can be emulated
by simply spawning a thread for each DER in the processor’s memory. Each
thread then emulates a DER equipped with its own clock. The key difference
between this implementation and other Matlab based simulations is that each
DER executes its logic independently of other DERs. Finally, to enable de-
mand dispatch, communication between the DERs and the DER coordinator is
achieved over the internet via the HTTP requests mechanism. Demand dispatch
via internet enabled DERs is becoming more common, such as those presented
in [3], which is accurately represented in this platform. Although, the results
presented in this chapter are for PEM, however, the DER implementation is
flexible enough to allow any type of demand dispatch.
4. Communication channel: As mentioned earlier, the communication between
DERs and the coordinator occurs by means of HTTP requests over the inter-
net. This type of implementation allows one to identify practical limitations
associated with real-world deployment that includes but not limited to commu-
nication latency, packet loss and loss of internet connection at the. The effect of
communication latency is specifically studied in section 5.1.5. The next remark
highlights this fact.
Remark 3. Both the DER emulator and the coordinator are executed on the same
PC, however, it is important to highlight that the coordinator and each of the emulated
DER are executed as a separated thread in the computer’s memory. In short this
means that decisions made by the coordinator will not affect the requesting DERs
instantaneously rather control inputs to DERs must pass through the communication
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channel that incorporates delays as well as dynamics of the channel itself. This is
essential to ensure asynchronism is maintained which has a significant impact in
real-world DERs but usually ignored in Matlab based simulation studies.
Case studies presented in this paper illustrate the capabilities of the platform us-
ing thermostatically controlled loads and energy storage system (ESS). However, any
other flexible DER and load can also be implemented on this platform by appropri-
ately modifying (1.1).
5.1.2.1 Implementation of PEM on simulator
The emulated DERs under PEM are executed as a thread in the processor’s memory.
Each DER then samples from the probability of request curve to determine if a
request to consume a packet (charging or discharging but not both) is to be made
to the coordinator. In case a request is made, the DER sends that request and then
waits for the response. Requests are sent over the internet using HTTP and Python’s
requests module.
The coordinator, after receiving the request, either accepts or rejects it depending
upon the total power consumption of the fleet and the power reference so that the
tracking error is zero. That is, for the tracking error Perror[k] := Pref[k] − Pdem[k]
a charge packet request with rated power P1 is accepted if Perror[k] + P1 ≤ 0 and
rejected otherwise. On the other hand, a discharge packet with rated power P−1 is
accepted only if Perror[k] < 0 and Perror[k] + P−1 ≥ 0. It should be emphasized here
that the coordinator is blind to the requesting DER’s identity while making a decision
to ensure privacy.
Each DER is equipped with a local clock to keep track of time elapsed since it
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started consuming a packet. As a result, asynchronism is ensured that is absent
in standard software based simulations. In addition to the DER’s local timer, the
coordinator also associates a timer with each accepted packet request. This is achieved
using Python’s threading module. Timers allow the coordinator to keep track of the
expiring packets and enables tighter tracking performance as shown in section 5.1.5.
It should also be noted here that the coordinator’s ability to influence its decisions
without explicit measurements such as DER’s power is made possible only due to the
PEM’s unique request-response mechanism that acts as a natural feedback. Fig. 5.3
provides an illustration of DER and coordinator interaction.
Figure 5.3: Illustration of the cyber-physical testbed used for large-scale validation.
5.1.3 Illustration with real-time emulated DERs
5.1.3.1 Tracking AGC with homogeneous fleet
Consider a fleet of 5, 000 EWHs under PEM, with an ON-state power consumption
of Prate = 4.5 kW and a mean tank size of 200 litres. The packet size and mean time
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to request were set to be 3 minutes each. The device settings are initialized to ensure
that tank temperatures remain within x = 49◦C and x = 61◦C range, with the set
point at 55◦C. Fig. 5.4 shows the PEM fleet tracking a balancing signal, approximately
representing variable power availability from wind or solar resources (see Fig. 5.4a).
In this trajectory, the balancing signal for the first 50 minutes is relatively low, which
decreases tank temperatures and the fleet-wide stored energy; essentially the fleet is
discharging. After t = 50min, the balancing signal shifts to a higher mean value,
representing an increase in wind or solar generation. The PEM fleet then charges for
80 minutes, increasing the average temperature of the fleet (see Fig. 5.4b). Through
the opt-out mechanism, the mean temperature of the entire population is maintained
well within the pre-established acceptable bounds, thus ensuring quality of service.
Figure 5.4: (a) PEM fleet simulated in the real-time testbed, tracking a balancing signal
representing variable wind or solar availability, (b) Temperature profile of water heaters
over time.
The results in Fig. 5.4 show that EWHs under PEM can charge or discharge to
track a balancing signal, while simultaneously maintaining quality of service for end
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users. The results also suggest that the fleet consisting of 5, 000 devices can provide
nearly ±2.5MW of flexibility, i.e. ±0.5 kW of flexibility per device.
5.1.3.2 Tracking with a heterogeneous fleet
Consider now a heterogeneous fleet of diverse DERs consisting of 4, 900 EWHs and
1, 150 ESSs emulated in real-time using the developed simulator. The EWH param-
eters are ΘEWH = {PEWHζ ,L, 52, [48.9, 55.1]}, PEWHζ ∼ N (4.5, 0.25), L ∼ N (200, 40)
where N (µ, σ) represents normal distribution with mean µ and standard deviation
σ. Similarly, ΘESS = {PESSζ ,H, 100, 75, [55, 95]}, PESSζ ∼ N (5, 0.5), H ∼ N (13.5, 1).
Grid is neglected in this example and Pζ , ηζ for for charge and discharge modes are
the same in ESSs. The fleet is coordinated by the aforementioned server that accepts
or rejects requests to track a reference signal that varies from 1 MW to 6 MW in
steps of 1 MW as shown in Fig. 5.5.
The average SoC of EWHs and ESS is plotted in Fig. 5.5 along with the 10-th
and 90-th percentiles of the population during tracking. The fleet consists of 4, 900
EWHs and 1, 150 ESSs emulated in real-time. This shows that the SoC of ESS remains
close to the set-point on average. Whereas EWH fleet is discharging as an aggregate
which is due to the tracking reference being lower than the nominal obtained in the
previous section. The average SoC of the fleet is an aggregate quantity which can be
obtained using the macromodel. Furthermore, the total number of accepted charging
(ncr,acc) and discharging (ndr,acc) requests of the shaded region (Fig. 5.5) in top plot
is also shown at the bottom of Fig. 5.5. Also included in the bar plot is the total
number of charging and discharging requests (ncr +ndr ) made by the EWHs and ESSs
respectively. Since, requests are made asynchronously, therefore, total charging and
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discharging requests are added within each 5 second intervals for illustration in this
plot.
Figure 5.5: This figure shows the tracking performance as well as the SoC of a fleet of
heterogeneous DERs. Top plot shows the tracking performance, two plots in the middle
show the mean, 10-percentile and 90-th percentiles of the SoC of EWHs and ESS. Finally,
the bottom plot shows the total number of accepted charging requests (ncr,acc) in black, total
number of accepted discharging requests (ndr,acc) in grey color and aggregate charging and
discharging requests made ncr + ndr .
5.1.3.3 State estimation using EKF in real-time
The real-time platform provides a realistic environment for testing advanced algo-
rithms, such as the PEM macromodel before real-world deployment. DERs are lim-
ited by the physical device constraints and can only be charged or discharged for a
limited time. Therefore, SoC of a fleet of DERs quantifies the flexibility available to
the coordinator and is useful for making informed decisions. Let xi[k] be the SoC of
the i-th DER, then the SoC of the fleet denoted as z[k] is defined as the average value
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Remark 4. Clearly, SoC (z[k]) in (5.1) requires individual state xi[k] to be measured.
However, PEM does not measure each state, therefore, an estimate of z[k] is required.
For this purpose, the extended Kalman filter (EKF) based on the macromodel has been
proposed in [40] and can be used to estimate the SoC of the fleet. In this work, it is
assumed that groups of DERs of the same load type are aggregated and a SoC can be
associated with each of those groups.
Recall that in PEM, SoC of the fleet achieves it maximum value (z) after au-
thorizing all charging requests (βc[k] = 1) and rejecting all discharging requests (
βd[k] = 0) for a long time. Similarly, the minimum SoC limit is obtained by rejecting
all charging requests (βc[k] = 0) and accepting all discharging requests (βd[k] = 1).
The state estimation procedure using EKF is presented next.
The Extended Kalman filter is used for state estimation (SE) that uses as measure-
ments, i) the total requests, ii) aggregated power demand of the fleet and iii) opt-out
rates, which are available to the coordinator. The observability of PEM macromodel
has been discussed in [40] where an EKF is designed. Observability for VB model
has been presented in Chapter 4. Standard EKF formulation is then implemented on
the real-time platform.
State estimation is illustrated on a fleet of 2, 000 homogeneous EWHs with param-
eters ΘEWH = {4.5, 275, 52, [48.9, 55.1]} under PEM. The baseline power consumption
is obtained from the optimization problem (3.6) that results in β∗c [k] = 0.26 and
167
P ∗nom = 2.35 MW. Note that since EWHs cannot discharge power into the grid as
batteries, then the control signal reduces to the scalar β[k] = βc[k]. The maximum
and minimum energy limits are 53.4oC and 49.3oC respectively. Figure 5.6 shows
EWHs tracking a scaled and shifted AGC signal. The fleet’s SoC is around nominal
for about 2 hours while tracking the AGC signal shifted to P ∗nom. EKF executed
online accurately estimates the SoC in real-time from three measurements only; total
power consumption, total number of request and opt-out rates. In the next hour,
the reference is higher than P ∗nom that causes EWHs to charge at an aggregate level.
Finally, the fleet is discharging when the reference is below P ∗nom for the last hour.
This is also indicated by an increase in the number of requests and decrease in SoC.
In addition to the SoC, EKF also predicts the temperature distribution of EWHs
as shown in Fig. 5.7. Furthermore, this setup can also be used to tune the noise
parameters of the EKF before real-world deployment.
Figure 5.6: Online estimation of the SoC (center) of DER aggregation consisting of 2, 000
EWHs from measurements of total power consumption (top), number of request (bottom)
and opt-outs only. DERs are shown to charge and discharge while tracking a scaled and
shifted AGC signal.
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Figure 5.7: Normalized temperature distribution of 2, 000 EWHs at different times is shown
in this plot. Estimated distribution from EKF in real-time (orange) matches closely with
the actual distribution of EWHs (blue).
5.1.4 Providing grid services with DERs
In this section, the real-time simulator is used to demonstrate that PEM resources
can be used for managing regional mismatches between supply and demand under
uncertain solar generation.
5.1.4.1 Dispatching flexible resources in the grid
Grid operators may pay high penalties for rescheduling generators or importing power
through tie-lines to balance mismatches between supply and demand [84]. These
power mismatches can be balanced by controlling flexible resources. Primary fre-
quency regulation (speed-droop) on each generator and flexible resources can stabilize
the power system with a steady state frequency deviation from the desired system
frequency depending on the droop characteristic and frequency sensitivity [85]. Fur-
thermore, automatic generation control (AGC) is included to drive the steady state
frequency deviation to zero. Figure 5.8 shows the generalized control diagram for the
system considered in this work, which is an adapted version of the tie line control
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from [86]. A linear combination of frequency errors and change in imported power
through tie-lines from their scheduled contract basis is used as an error signal called
the area control error (ACE). AGC acts as a secondary control using an integral
controller that sends out control signals to generators and the DER coordinator to
reduce ACE to zero in steady state. For the purposes of this work, only two areas
are used for simplicity, while being effective enough to demonstrate the flow of power
between different areas. The first area is referred to as the “internal" area, represent-
ing the state of Vermont, whereas, the “external" area is used to represent the import
and export of power from and to the Vermont transmission system. Furthermore,
AGC gains of the DER coordinator are designed so that the contribution of DERs in
frequency regulation decreases with the increase in the fleet’s SoC. Next, the details



























































Figure 5.8: Control schematic for the VELCO System, including internal and external
generation and DER fleet. This dynamic grid model is simulated with OPAL-RT’s ePHA-
SORSIM.
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5.1.4.2 VELCO Test System
Vermont electric power company (VELCO) is Vermont’s transmission system opera-
tor and provided the transmission grid data used to develop a realistic power system
on which validation is performed. The ePHASORSIM model used in the simulator
is then developed that consists of 161 buses, 135 branches, 89 transformers and 22
generation units that are lumped into two local generators labeled 1 and 2 respec-
tively in Table 5.1. Furthermore, power is imported and exported through tie-line
interconnects and power imports are modeled as a lumped constant-power generator
called external generator. The ePHASORSIM model is initialized based on VELCO
data and AC load flow with reactive power limits on generators and a single slack
bus. The generators are modeled in ePHASORSIM using the 6-th order synchronous
machine model. The exciter is modeled using the IEEE type ACA4 with the time
constant 0.01 and the overall gain 200. The droop parameters (R), bias factors (B)
and the integral gain of the generators as well as the DER fleet have been tuned
according to their respective capacities. These parameters are given in Table 5.2 and
an illustrative example using this model is presented next.
Table 5.1: Grid and DER parameters
Vermont Grid Parameters
No. of buses/branches 161/223 Total load 609 MW
Total renewables 305 MW Cap. of external gen. 240 MW
Cap. of local gen. 1 130 MW Cap. of local gen. 2 35 MW
Cap. of bulk battery 45 MWh Nominal DER load 4.68 MW
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Table 5.2: Droop and AGC parameters
Parameter External Local 1 Local 2 DER
R 33 33 33 20
B 1 1 1 1
k 1 1 1 5.1
P schgen (MW) 218 86.2 26.6 4.68
5.1.4.3 Illustrative example: accounting for uncertainty in solar
Consider the scenario in which Vermont has time-varying distributed solar generation
and flexible load consisting of 4, 000 homogeneous EWHs. The base load of the fleet
is 4.68 MW according to the nominal response of PEM described earlier and the
corresponding SoC limits are given in Table 5.1. Furthermore, Vermont has access
to a bulk battery that can also be used. The objective of this bulk battery is to
show that the DER coordinator can effectively co-optimize other resources along
with flexible resources. Simulated solar power data for Vermont from [1] is used as
shown in Figure. 5.9 for several days in July, 2006. The results presented in this
chapter focuses on a single day, July 28.
The initial frequency deviation and the deviation in generator’s power output
as a result of increased solar generation is plotted in Fig. 5.10 while the system
performance over the next hour and a half is plotted in Fig. 5.11. AGC ensures
that the power imported through the tie-line remains close to the scheduled value by
dynamically modifying the setpoints of local generators, the bulk battery as well as
the flexible EWHs under PEM coordinator as shown in Fig. 5.11. As a result, the
EWH fleet starts to charge and its SoC increases. When the SoC gets closer to the
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upper limit, the AGC reduces the power setpoint of the PEM coordinator. It should
also be noted that by using flexible resources, the more expensive imports remain
fixed at their scheduled values whereas the less expensive EWHs, bulk battery and
local generators compensate for the excess solar generation.
Jul 25 Jul 26 Jul 27 Jul 28 Jul 29 Jul 30 Jul 31








Figure 5.9: Variation in solar generation over several days [1]. Case studies in this chapter
focuses on July 28, highlighted in grey color.
Figure 5.10: The initial response of the system at the start of the simulation is shown in
this figure. System frequency deviation returns to zero as the AGC dynamically adjusts local
generators and DER fleet’s power output to match increasing solar generation.
5.1.5 Incorporating DER related practical lim-
itations in the real-time simulator
This section shows that the real-time platform allows the coordinator to identify
potential practical limitations in real-world deployment. Two cases are considered;
(i) effect of measurement delays and (ii) delays introduced due to latency in the
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communication channel. The results presented here uses PEM for demonstration
purposes, however, other schemes can also be implemented.
Figure 5.11: Top row shows the DER fleet tracking a reference signal generated by the
AGC based on its SoC. The AGC is designed to account for the SoC of the fleet and as the
SoC increases, the tracking power reference is lowered. Power reference and consumption
is plotted in terms of deviation from the nominal consumption. Bottom row shows the
frequency deviation of the system in mHz as well as the variation in power from conventional
generation and total imported power. The imported power remains fixed at its scheduled
value whereas the bulk battery and the less expensive local generation compensates for the
excess solar generation.
5.1.5.1 Effect of Measurement delays
Delays in the measurement of aggregate power Pdem are studied first which can be
delayed due to practical limitations. The coordinator then uses the most recent
measurement of Pdem to decide the number of requests to be accepted. It should
be emphasized here that the coordinator is making these decisions in real-time and
in a sequential manner. Recall that a DER once allowed to consume a packet will
either charge or discharge for the entire duration of the packet length. Delays in
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the power measurement directly influences the performance of the DER coordinator
since authorizing incorrect number of packets can not be cancelled under PEM. This
is because the coordinator is unaware of the identity of the DER associated with each
request that further ensures privacy of the participating DER.
To study the effect of delays, it is assumed that the probability of a Pdem mea-
surement being delayed is 10%. Delay time itself is distributed according to a normal
distribution with mean {20, 30, 60} seconds and a standard deviation of 2 seconds.
Fig. 5.12 shows that a 20 second average delay introduces an RMS tracking error of
about 60kW which translates to 2.5% with respect to the baseline power consump-
tion. The maximum RMS error of 15% is observed in the extreme case of 60 seconds.
In reality, delays are usually less than 20 seconds and Fig. 5.12 shows that PEM
resources can deliver excellent tracking in real-time even in the presence of delays.
However, in PEM the coordinator can also make use of the packet request mechanism
to enhance the tracking performance as discussed next.
Figure 5.12: This plot shows the effect of measurement delays in Pdem on tracking perfor-
mance of DERs. The right plot is for the case when the average measurement delay is 20
seconds resulting in RMS tracking error of 60kW. Similarly, the left plot shows the case in
which Pdem measurements are delayed by 30 seconds on average. RMS tracking error in this
case is 160.6kW.
The inherent packet based mechanics in PEM allows the coordinator to approx-
imate the aggregate power consumption of the fleet in real-time. Consider first the
charging requests and recall that accepting a request corresponds to an increase in
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the aggregate power Pdem by P1, whereas, packet expiration corresponds to a decrease
in power by P1. Therefore, at any time instant, Pdem of the fleet increases according
to the total number of DERs authorized by the coordinator to charge and the total
number of DERs opting out. Both these quantities are known to the coordinator
as mentioned in section 1.3.2.2. In a homogeneous population of DERs, P1 is the
same for each packet. For heterogeneous DERs, an additional rated power field in
the request can be added without extra communication overheard. In order to keep
tracking of expiring packets, the coordinator associates each packet with a timer equal
to the packet length δ1. As the timer expires, the coordinator models that the asso-
ciated DER has transitioned to standby and adjusts Pdem accordingly. This packet
based timer mechanism allows the coordinator to construct Pdem when measurements
are delayed.
The plot in Fig. 5.13 shows that the estimated power matches that of the true
aggregate power of the fleet (Pdem). Only 20 EWHs are considered to demonstrate the
accuracy of these measurements. These concepts are then easily extended to the case
of discharging packets. DER coordinator operating under PEM is therefore equipped
with a built-in feedback mechanism in terms of requests that allows tight tracking
performance and accurate SoC estimation observed in the earlier section.
Figure 5.13: This figure shows that the DER coordinator can use the requests and a timer
mechanism to construct power consumption estimate and is demonstrated here for 20 EWHs.
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5.1.5.2 Effect of input delays
Input delays are incurred due to the time between the DER coordinator sending
a charge/discharge authorization and the corresponding DER switching its state.
To understand the source of such delays, consider the sequence of events in PEM’s
request mechanism, conceptually represented in Fig. 5.14. The DER sends a request
to consume a packet to the coordinator which then responds with an acknowledgement
and initiates a timer. Whereas, the DER waiting for the response, starts to consume
the packet only after the acknowledgement has arrived. Furthermore, when the timer
at the coordinator expires, it assumes that Pdem should be reduced. However, it is
possible that the DER’s own dynamics might extend this packet consumption time
and lead to an additional delay. For the developed cyber-enabled real-time simulator,
the combination of both these delays is distributed as shown in Fig. 5.14 with a
mean of 2ms for 2, 000 EWHs. RMS error between the actual power consumption
and the estimated power consumption is 13.06kW. In real-world deployment of [3],
these delays are observed to be 8ms on average. To study the effect of increased
measurement delays on the DER coordinator’s estimates of power consumption, 8ms
input delays are artificially injected. This results in RMS error of 35.4kW which is only



















Figure 5.14: (Top) Sequence of events that occur between the aggregator and the DERs in
PEM’s request mechanism, (bottom) measured input delay between request acceptance and
packet consumption in PEM.
5.2 Field demonstration with real-world
EWHs
The real-time grid-and-DER co-simulation platform developed in the previous section
has been designed to match the interactions between DERs and coordinators in the
real-world. Based on the insight obtained from the case studies conducted, the PEM
scheme is tested on real-world EWHs. A fleet of about 150 residential EWHs have
been deployed in Vermont in collaboration with local utilities and a startup company,
Packetized Energy (PE), whose goal is commercialization of PEM.
The PEM fleet consists of 150 heterogeneous electric water heaters distributed at
different locations in Vermont. The rated power of the fleet ranges from 2.5kW to
5.6kW with the mean at 4.6kW. Each customer sets its own temperature setpoint
where the width of the temperature deadband is 20◦F and same across the entire
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fleet. The characteristics of the fleet are also shown in table 5.3.
Table 5.3: Real world electric water heater fleet
Description Value
Number of EWHs 156
EWH Mean rated power 4.6kW
EWH Rated power range [2.5, 5.6]kW
EWH Baseload 80kW
EWH Temperature setpoint range [115, 140]◦F
EWH Temperature deadband 20oF
EWH Packet length 2 mins.
Number of Batteries 2
ESS Mean rated power 0.28kW
ESS Rated power range [−0.28, 0.28]kW
ESS Baseload 0kW
ESS SoC setpoint 50%
ESS SoC range 0− 100%
ESS Packet length 5 mins
To show the effect of PEM on the grid operator and consumers, real world aggre-
gate load profiles of about 80 electric water heaters in Vermont are analyzed for a
typical week in summer (June 01-07, 2019). The aggregate power consumption during
a weekday and a weekend is plotted in Fig. 5.15. The aggregate load profile shows
two dominant peaks during the day i.e. one in the morning and the other one in
the evening. The morning peak is in general between 7AM and 10AM on a weekday
and between 10AM and 12PM on a weekend. The evening peaks in general are be-
tween 7PM and 10PM during the weekday. With regards to the evening peaks on the
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weekend, shown in Fig. 5.15 for the data collected during the weekend (June 01-02,
2019), the utility had scheduled peak load shaving events that shifted the evening
peak from 8PM to 11PM. The request rates (number of requests per min) are also
plotted for the same days in Fig. 5.16. It can be seen that during the peak events, the
request rates are higher than normal hours. The utility’s scheduling of load, shifted
the evening peak during the weekend and the data shows an increase in the request
rates (number of requests per min) which indicates a higher power demand from the
aggregate packetized load.
Figure 5.15: Power consumption (kW) during a typical summer weekend and a weekday in
Vermont. (Top) Aggregate power consumption of electric water heaters on Sunday June 01,
2019. The morning peak is between 10AM and 12PM whereas the evening peak is between
7PM and 11PM.(Bottom) Aggregate power consumption of electric water heaters on Tuesday
June 04, 2019. The morning peak is between 7AM and 10PM whereas the evening peak is
between 8PM and 11PM.
Analysis of the aggregate power consumption, similar to the one carried out in
the Fig. 5.15, is conducted for several days. It is then concluded from the analysis
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Figure 5.16: Request rates (#/min) during typical summer weekend and a weekday in Ver-
mont. (Top) Request rates on Sunday June 01, 2019 (Bottom) Request rates on Tuesday
June 04, 2019
that the morning and evening peaks are good candidates for demonstrating the effect
of PEM on the grid operators and consumers. Therefore, 7 − 10AM is chosen for
demonstration. However, an estimate of baseload is first needed.
Consider the plot in Fig. 5.17 that shows the averaged aggregate power consump-
tion over a period of one, two and three hours. The three-hour average showed that
the aggregate power consumption during the morning peak is approximately 45 kW
for 80 EWH that amounts to approximately 0.53kW per device. Therefore, for the
156 EWH fleet, the baseload is approximated to be 83kW in the morning. For the
demonstration in the next section, 80 kW is set as the baseload.
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Figure 5.17: Aggregate power consumption on a weekday (Tuesday) along with filtered aggre-
gate power consumption obtained by a moving average filter over one, two and three hours.
The plot shows that during morning peak (7 − 10AM) the average power consumption is
45kW for 80 EWHs that means 0.533 kW/EWH.
5.2.1 Full-scale industry hardware validation
This section describes the full scale industry validation platform and field tests con-
ducted using real-world EWHs.
The Packetized Energy company has developed a DER Coordination Platform
called as NimbleTM which is used for validation. The setup in particular resembles
the grid-and-DER co-simulation platform developed in the previous section. PE’s
NimbleTM platform serves as the DER coordinator in Fig. 5.1 that manages a set of
150 packetized enabled electric water heaters in Vermont. An application program-
ming interface (API) has been developed that allows the coordinators to provide grid
services, such as peak load shaving. The API is used to send dynamic setpoints during
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the demonstration. The setpoints are generated from a a python based interface that
has been developed to interacts with the packetized API. Figs. 5.18 and 5.19 shows
PE’s NimbleTM platform that is coordinating EWHs in realtime. Furthermore, in
Figs. 5.18 and 5.19, ‘Actual power’ corresponds to the real-time power consumption
of the fleet and ‘setpoint’ refers to the reference signal transmitted to NimbleTM and
updated every 2 seconds.
Figure 5.18: Python based server transmits dynamic setpoints and obtains aggregate power
consumption of the fleet in real-time through the Packetized API interface, shown in this
figure.
Figure 5.19: The tracking performance is significantly improved over successive demonstra-
tions to satisfy the performance metrics.
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5.2.1.1 Tracking a step change with PEM
In this case, the real-world 150kW packetized electric water heaters, coordinated
though the Packetized Energy’s API, are shown to track a step change. The previously
argued baseload is approximately 80kW which amounts to 0.53kW per electric
water heater. This demonstration was carried out on Tuesday June 30, 2019 during
the morning peak (7 − 10 AM) and the results are shown in Figs. 5.20 and 5.21.
Specifically, Fig. 5.20 shows the first 50 minutes of the demonstration to highlight the
ramp-down capabilities of PEM whereas the full demonstration is shown in Fig. 5.21.
Figure 5.20: This figure shows the aggregate power consumption (top plot) and the total
number of requests per minutes (bottom plot) during the first 50 minutes of the field test
carried out on Tuesday July 30, 2019.
In Fig. 5.20, the system is tracking a setpoint of 80kW during the morning peak.
A step change of 50 kW occurs at about 7 : 45 AM and the Packetized coordina-
tor reduces the aggregate power consumption by rejecting charging requests. From
Fig. 5.20, it can be seen that within 5 minutes, the packetized coordinator reduces
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Figure 5.21: This figure shows the aggregate power consumption (top plot) and the total
number of requests per minutes (bottom plot) for the entire test duration (3 hours) of the
field test carried out on Tuesday July 30, 2019.
the power consumption to 30 kW and maintains this state for a period of 40 mins.
The mean absolute tracking error (MAE) and the root mean squared (RMS) track-
ing error while tracking 30kW setpoint is 3.78 kW and 4.72kW respectively which
corresponds to a single packet. The MAE and RMS tracking error using the filtered
(5 min running average) aggregate power is 2.61kW and 3.1kW during the 30kW step
tracking which is less than the size of a single packet. On the other hand the MAE
and RMS tracking error when the setpoint is 80kW is 6.32kW and 7.96 respectively
for the unfiltered power demand and 4.45kW and 4.76kW respectively for the filtered
power demand.
The demonstration is continued after 8 : 30 AM till 10 AM in which the set-
point according to a square wave alternating between 30 kW and 80 kW. This type
of setpoint has been chosen since it is similar to the peak-load shaving service that
is usually employed by the utilities. Fig. 5.21 shows the full demonstration results.
It can be seen that the PEM coordinator can successfully ramp-up and ramp-down
several times within 5 minutes which is the desired response time from DERs. Fur-
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thermore, the PEM coordinator can maintain the low setpoint of 30 kW for atleast
40 minutes after ramp-down and maintain the high setpoint of 80 kW for about 20
minutes.
5.2.1.2 QoS with PEM
PEM also provides QoS guarantees with the opt-out mechanism that ensures that the
SoC of DERs remains within the deadband. To analyze QoS under PEM in real-world
EWHs, the individual temperature profiles of the electric water heaters is obtained
after the demonstration. This temperature data is then centered around the setpoint,
according to the each customer’s temperature setpoint and the corresponding tem-
perature profiles are shown in Fig. 5.22 along with 5th and the 95th percentiles for
the first 50 minutes of the demonstration and corresponds to Fig. 5.20. The width
of the temperature deadband is 20F across the entire fleet. Fig. 5.22 shows that on
average the temperature is above the temperature setpoint. Furthermore, the 5th and
95th percentiles show that the temperature is well-within the temperature deadband.
Several individual temperature profiles of randomly chosen electric water heaters are
also included in Fig. 5.22. From Fig. 5.22, it is clear that PEM maintains the mean
temperature of the fleet within the deadband. Even if the individual electric water
heater’s temperature falls below the deadband, opt-out mechanism guarantees recov-
ery to within the deadband. The user’s QoS metrics are therefore satisfied under
PEM.
It is therefore concluded from these results that PEM coordinator can successfully
manage a fleet of DERs to provide grid services for example peak-load shaving. This
concludes the real-world demonstration of PEM.
186
Figure 5.22: This figure shows the centered mean temperature profiles of 150 EWHs and
selected individual temperature profile for duration of the demonstration.
5.3 Conclusion
Main conclusions from this chapter are summarized below:
i) A real-time grid-and-DER co-simulation platform is presented that allows the
performance of large-scale DER coordination schemes to be evaluated in a realis-
tic setting. Importantly, to support validation efforts and lower barriers to real-
world DER program deployments, this platform captures salient cyber and phys-
ical limitations, including communication systems, device behaviors, and grid
challenges. Moreover, the co-simulator is agnostic to the type of coordination
scheme and allows real-time implementation of model-based state-estimation
and control algorithms. Illustrative results from the co-simulation platform
are presented for the DER demand dispatch scheme called PEM. PEM has a
unique request-response mechanism that coordinates DERs via bi-directional
DER-to-coordinator communications, which makes it well suited for exploring
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the capability of the real-time grid-and-DER co-simulation platform.
ii) Field demonstration with 150 real-world EWHs are also presented. Demon-
stration results show the capability of PEM to effectively coordinator EWHs
in real-time so that the aggregate fleet can be viewed as a single resource with
flexibility to provide grid services. Furthermore, PEM ensures that each DER’s
local SoC remains within the desired dead-band to guarantee quality of service.
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Chapter 6
Conclusions and future work
6.1 Summary of conclusions
Demand dispatch schemes such as PEM enables flexible loads to actively provide
grid services. However, under PEM, the aggregate behavior of DERs is significantly
different from the uncontrolled behavior. The amount of flexibility DERs can provide
is usually driven by the underlying end-use consumption. Therefore, in chapter 2, an
estimation methodology is presented based on a two-state Markov chain of end-use
consumption that is identifiable from readily available metered data. The proposed
estimation scheme can potentially be used to obtain baseline consumption of DERs
that are useful for prediction of controlled loads dynamics under demand dispatch
including PEM.
Chapters 3 and 4 presented state-bin transition models and virtual battery models
of PEM. State-bin models are high fidelity models that are used to design controllers
for diverse fleets of DERs. Virtual battery models, on the other hand, are low-order
dynamic models that models the flexibility of DERs. In addition to VB models, a
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simulation based methodology is also presented in chapter 3 that answers the question:
what constitutes 1MW of flexibility from flexible DERs.
Validation is then performed on a cyber-physical platform in chapter 5. This
platform has been designed so that the DERs can be emulated in real-time. DERs
communicate with the coordinator via the internet, much like the internet enabled
DERs targeted for demand dispatch. Large fleets of diverse DERs can be emulated
and coordinated in real-time. Furthermore, the electric grid is simulated using OPAL-
RT’s OP5600 simulator specially designed for power system simulations. Models
developed for PEM are then validated on the proposed platform. Finally, results
from the field tests indicate that PEM can effectively coordinator EWHs in real-time
so that the aggregate fleet can provide grid services such as peak-load reduction while
guaranteeing quality of service.
6.2 Future work
i) Estimation of hot-water intensity rate: The procedure developed in chap-
ter 2 can be extended to estimate the water intensity rate, w(t). Furthermore,
the homogeneous assumption on the fleet can be relaxed to model a realistic
EWH fleet. Finally, we will incorporate actual interval meter data from a util-
ity partner to estimate and optimize demand dispatch capability from a fleet of
EWHs and compare against similar estimates from “black box” learning-based
methods.
ii) Design of optimal controllers for PEM coordinator: The parameters mR
and packet size δ affect the behavior of the fleet. Incorporating these parameters
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in the optimization problem (3.6) will allow one to obtain a nominal control
β∗(m∗R, δ∗) corresponding to each DER class. Furthermore, the analysis of the
error due to the aggregation processes as in [19] for the case of electric water
heaters will improve the quantification of the flexibility provided by PEM. One
can then expand the heterogeneous assumption to include thermal parameters
(e.g., tank capacity and insulation).
iii) PEM VB model for heterogeneous fleet: The PEM-VB model developed
in chapter 4 models the aggregate dynamics of a fleet of homogeneous DERs
and assumes that the opt-outs are measured. Future work includes modeling
the opt-out behavior of PEM. Furthermore, the extension of PEM-VB model
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A. Proof of Theorem 1
Proof : The proof is from [41]. One can derive the differential equation for the
characteristic function of w in (2.1) from a direct application of the Itô chain rule for
jump processes [87]. Let Fκ(w) = eiκw, then
deiκw = (Fκ(v)− Fκ(w))dN1 + (1− Fκ(w))dN2.
By definition, the characteristic function of w(t) is Ψw(κ, t) = E[Fκ(w)] and E(Ni(t)) =
λi(t). It then follows that
dΨw(κ, t)
dt
= Ψv(κ, t)λ1 + λ2 −Ψw(κ, t)(λ1 + λ2). (6.1)
In steady state, dΨw(κ,t)
dt
= 0. Thus, Ψw(κ,∞) = λ2+Ψv(κ)λ1(λ1+λ2) . Clearly, the moments of
w in steady state can be obtained by computing E[wn] = (−i)ndΨw(κ,∞)/dt|κ=0. A
direct application of the central limit theorem for i.i.d random variables completes the
proof given that in steady state all end-user events are independent of each other and
identically distributed with the distribution associated to the solution of (6.1). Hence
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one can consider, on average, that a single DER is driven by a process w̄ ∼ N (µw, σw).
B. Calculation of F1A, F0A












where, G10(s), G01(s), G1′0(s), G01′(s) are the transition probability functions obtained
by solving first passage time problems as derived in Section 2.2.3, and m(ij)0 is the zero
order moment of gij. The mean µ1A and µ0A associated with F1A and F0A respectively
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