As left Szilard languages form a subclass of simple deterministic languages and even a subclass of super-deterministic languages, we know that their equivalence problem is decidable. In this note we show that their emptiness of intersection problem is undecidable. The proof follows the lines of the correponding proof for simple deterministic languages, but some technical tricks are needed. This result sharpens the borderline between decidable and undecidable problems in formal language theory.
Introduction
Let G = (N, T, P, S) be a context-free grammar where N is the alphabet of nonterminals, T is the alphabet of terminals, P is the set of productions, and S is the start symbol. Suppose that each production in P has the form A → aα where a ∈ T and α ∈ N * . Now, if A → aα and B → aβ in P always implies A = B and α = β (that is, the right hand sides start with unique terminals), we say that the grammar is a left Szilard grammar and the language generated is a left Szilard language [5] . Left Szilard languages are also known as very simple languages [6] .
As left Szilard languages are simple deterministic languages (in the sense of Korenjak and Hoproft [4] ) and super-deterministic languages (in the sense of Greibach and Friedman [1] ), their equivalence problem is decidable. On the other hand "L = L 1 ?" is undecidable for a context-free language L and a left Szilard language L 1 , since there are unbounded left Szilard languages, which makes the problem undecidable [3, 1] .
An instance of Post correspondence problem (PCP) consists of two lists of words (w 1 , w 2 , . . . , w n ) and (y 1 , y 2 , . . . , y n ) over an alphabet Σ. A solution is a non-empty sequence of indices i 1 , . . . , i k such that w i1 . . . w i k = y i1 . . . y i k . It is undecidable whether such a solution exists or not for a given instance of PCP [2] .
The standard procedure to start considering undecidability problems for formal languages is to reduce PCP to the emptiness of intersection problem for contextfree languages. This reduction is possible also for simple deterministic languages [4] and for super-deterministic languages [1] . This note shows that the reduction is possible also to the emptiness of intersection problem for the left Szilard languages.
The result
Consider an instance of PCP with lists (w 1 , w 2 , . . . , w n ) and (y 1 , y 2 , . . . , y n ) over an alphabet Σ. The text book proof (see, e.g., [2] ) for the undecidability of the empiness of intersection problem for context-free languages uses grammars with productions A → w 1 Aa 1 | · · · | w n Aa n | w 1 a 1 | · · · | w n a n and B → y 1 Ba 1 | · · · | y n Ba n | y 1 a 1 | · · · | y n a n , where a i 's are the unique labels of the words in the w-list and y-list. In order to transform the productions into the correct left Szilard form, we first change the places of w i 's and a i 's (resp. y i 's and a i 's), so that the unique indices can be interpreted as the unique terminals required to be in the begining of the right hand sides of the productions in a left Szilard grammar. Simultaneously, we take the mirror image of each w i (resp. y i ) in order to keep the letters in the correct order in the resulting sentence (from right to left). Hence, if A → w i1 . . . w i k Aa i (resp. B → y i1 . . . y i k Ba i ) is a production in the original grammar, we change it to be A → a i Aw i k . . . w i1 (resp. B → a i B → y i k . . . y i1 ), or by using the standard notation for mirror image, we change A → w i Aa i (resp. B → y i Aa i ) to be A → a i Aw
Both the set of A-productions and the set of B-productions constructed above contain now exactly two productions with their right hand sides starting with each of the indices a i . The productions of the form A → a i w i (resp. B → a i y i ) are applied only once (as the last production) in each derivation resulting a terminal word. Therefore, we can replace each production A → a i w i (resp. B → a i y i ) by a production A → δ i w −1 i (resp. B → δ i y −1 i ) where δ i 's are new terminal symbols over an alphabet ∆. Notice that mirror images are needed also in these productions.
Moreover, for each symbol x in Σ, we add X, where X is a new symbol, to the set of nonterminals and the production X → x to the set of productions. Each x ∈ Σ in the productions so far produced is replaced with X. All the productions are now of the required form with unique terminals in the beginning of their right hand sides.
Next we formally define the left Szilard grammars to which a given instance of PCP is reduced. Let the instance consist of the lists W = (w 1 , . . . , w n ) and Y = (y 1 , . . . , y n ) over Σ. Define a left Szilard grammar G W as ({A} ∪ X Σ , Σ ∪ I ∪ ∆, P W , A) where X Σ = {X ai | a i ∈ Σ}, I = {a i | i = 1, . . . , n}, ∆ = {δ i | i = 1, . . . , n} and P W contains the productions A → a i Aw 
We have proved the following theorem. 
The word corresponding to 2 − 1 − 1 − 3 can be generated in G W and G Y as follows:
Discussion
The emptiness of intersection problem for context-free languages is the basic undecidable problem in formal language theory, as in most treatments it transmits the undecidability of Turing machine computations to language theory. A natural question then is to find the simplest class of languages for which this transmission is possible. Previously, the classes of simple deterministic languages and superdeterministic languages have been known to be enough for the reduction. This note shows that the structure of PCP can be presented even in the terms of left Szilard languages.
