Abstract. The structure of the defining ideal of the semigroup ring k[H] of a numerical semigroup H over a field k is described, when the pseudo-Frobenius numbers of H are multiples of a fixed integer.
Introduction
The study of numerical semigroup rings is one of the most fruitful sources for researches, not only about numerical semigroups but also about commutative algebra. As for the latter case, in [9] J. Herzog provided new possible areas of study for one-dimensional Cohen-Macaulay rings. He showed that the defining ideals of semigroup rings for 3-generated numerical semigroups are generated by the maximal minors of 2 × 3 matrices, provided the defining ideals are not complete intersections. This was a glorious departure of combinatorial commutative algebra. Besides, his result has been used, e.g., to compute the symbolic powers of the defining ideals for space monomial curves, and proved very useful in order to produce counter examples to Cowsik's question ( [7] ). Since the article [H], many authors have been interested, e.g., in the question of estimating the number of generators of the defining ideal of a given numerical semigroup ring. Among many striking works, in [2] H. Bresinski succeeded in describing the structure of the defining ideals of 4-generated Gorenstein numerical semigroup rings. It should be noted here that even for the 4-generated case, in general the number of generators of the defining ideals can be as large as one needs, and the behavior of defining ideals is rather wild, unless any specific conditions on the semigroups are equipped.
The purpose of the present article is to study the structure of the defining ideals in the case where the pseudo-Frobenius numbers of the semigroup are multiples of a fixed integer. To explain our motivation and the meaning of our result, we need some notation. In what follows, let a 1 , a 2 , . . . , a n ∈ Z be positive integers such that GCD(a 1 , a 2 , . . . , a n ) = 1. Let H = a 1 , a 2 , . . . , a n = n i=1 c i a i 0 ≤ c i ∈ Z for all 1 ≤ i ≤ n be the numerical semigroup generated by the integers a i 's. Let k be a field. We set R = k[H] = k[t a 1 , t a 2 , . . . , t an ] and call it the numerical semigroup ring of H over k, where t is an indeterminate. Let S = k[x 1 , x 2 , . . . , x n ] be the weighted polynomial ring over k with deg x i = a i for each 1 ≤ i ≤ n. Let ϕ : S → R denote the homomorphism of graded k-algebras defined by ϕ(x i ) = t a i for all 1 ≤ i ≤ n. Let I = Ker ϕ be the defining ideal of R. With this notation, in this article we are interested in the following problem.
Problem 1.1. What kind of structures does the ideal I enjoy?
As stated above, when the number n is small, a few answers are already known. The main result for the case of n = 3 is due to Herzog ([9] ). When n = 4, the problem suddenly becomes complicated, and there are only partial answers. We refer to two articles: one is [2] and the other one is [10] , where J. Komeda gave a description of a minimal system of generators of I in the case where the semigroup H is pseudo-symmetric.
Our aim of the present article is to find the connection with the behavior of pseudoFrobenius numbers of H and the generation of the defining ideal of R = k[H], where the embedding dimension n of R is arbitrary. To state our result, we need more notation. Let f(H) = max(Z \ H) denote the Frobenius number of H. We set
and call the elements in PF(H) pseudo-Frobenius numbers of H. Hence f(H) ∈ PF(H) and
, where K R denotes the graded canonical module of R. Therefore, the a-invariant a(R) of R (resp. the Cohen-Macaulay type r(R) of R) is given by a(R) = f(H) (resp. r(R) = ♯ PF(H)). For a given matrix A with entries in S, we denote by I 2 (A) the ideal of S generated by 2 × 2 minors of A. With this notation, the main result of the present article is stated as follows. Theorem 1.2. Let H = a 1 , a 2 , . . . , a n (n ≥ 3) be a numerical semigroup and assume that H is minimally generated by the n numbers {a i } 1≤i≤n . Then the following conditions are equivalent.
(2) After suitable permutations of a 1 , a 2 , . . . , a n if necessary, we have
When this is the case, the following assertions hold true.
where
. . , a n .
is an almost Gorenstein graded ring, i.e., the numerical semigroup H is almost symmetric.
With the notation of Theorem 1.2, suppose that n = 3 and R = k[H] is not a Gorenstein ring. We then have r(R) = 2, and the defining ideal of R is generated by the 2 × 2 minors of a matrix of the form x
where α, β, γ, α ′ , β ′ , γ ′ > 0 ( [9] ). By [4, 13] we see that R is an almost Gorenstein graded ring if and only if either α = β = γ = 1 or α , f(H)} (see Proposition 2.3). Theorem 1.2 provides the case of higher embedding dimension n ≥ 3 with an extension of these equivalences.
Let us explain how this paper is organized. The proof of Theorem 1.2 shall be given in Section 5. In Sections 2, 3, and 4, we summarize some preliminaries, which we use to prove Theorem 1.2. Section 2 consists of a survey on the almost Gorenstein numerical semigroup rings. In Section 3, we review row-factorization matrices (RF-matrices for short) introduced by A. Moscariello [11] . In Section 4 a remark on the Eagon-Northcott complex associated to a certain 2 × n matrix consisting of homogeneous polynomials, which plays a key role in our proof of Theorem 1.2. In Section 6, we give a few examples in order to illustrate Theorem 1.2.
Almost Gorenstein numerical semigroup rings
The notion of an almost Gorenstein ring was introduced in 1997 by V. Barucci and R. Fröberg [1] for one-dimensional analytically unramified local rings, where they deeply studied numerical semigroup rings, starting a beautiful theory. The first author, third author, and T. T. Phuong [4] relaxed the notion for arbitrary Cohen-Macaulay local rings of dimension one, and subsequently, the first author, R. Takahashi, and N. Taniguchi [5] gave the definition of an almost Gorenstein local/graded ring of higher dimension. The present interests are focused on the one-dimensional case. Therefore, we recall [5, Definition 3.3] in the following form.
Definition 2.1. Let (R, m) be a Cohen-Macaulay local ring of dimension one, possessing the canonical module K R . Then we say that R is an almost Gorenstein local ring, if there exists an exact sequence
Let R denote the integral closure of R in the total ring Q(R) of fractions of R and suppose that there is a fractional ideal K of R such that R ⊆ K ⊆ R and K ∼ = K R as an R-module. Then the condition required in Definition 2.1 is equivalent to saying that mK ⊆ R (see [ 
Definition 2.2 ([5]
). Let R = n≥0 R n be a Cohen-Macaulay graded ring of dimension one such that R 0 is a local ring. Suppose that R possesses the graded canonical module K R . Let M denote the unique graded maximal ideal of R and a = a(R) the a-invariant of R. We say that R is an almost Gorenstein graded ring, if there exists an exact sequence
of graded R-modules such that MC = (0). Here K R (−a) stands for the graded R-module whose underlying R-module is the same as that of K R and whose grading is given by
Consequently, every Gorenstein local/graded ring is an almost Gorenstein ring. The condition in Definition 2.1 (resp. Definition 2.2) asserts that once R is an almost Gorenstein local (resp. graded) ring, either R is a Gorenstein ring or, even though R is not a Gorenstein ring, the local (resp. graded) ring R is embedded into the module K R (resp. the graded module K R (−a)) and the difference C is a vector space over R/m (resp. R/M).
If R is an almost Gorenstein graded ring, then the localization R M of R by M is an almost Gorenstein local ring, which readily follows from the definition. The converse does not hold true in general ([5, Example 8.8], [6, Theorems 2.7, 2.8]). However, it does for numerical semigroup rings, as we confirm in the following. Proposition 2.3 (cf. [4, 5, 12, 13] ). Let R = k[H] be the semigroup ring of a numerical semigroup H = a 1 , a 2 , . . . , a n over a field k and let M = (t a 1 , t a 2 , . . . , t an ) be the graded maximal ideal of R. Let us write PF(H) = {α 1 , α 2 , . . . , α r }, so that α 1 < α 2 < · · · < α r , whence α r = f(H). Then the following conditions are equivalent.
(1) R is an almost Gorenstein graded ring.
(2) R M is an almost Gorenstein local ring.
and the former condition is equivalent to saying that a j + (f (H) − α i ) ∈ H for all 1 ≤ i ≤ r − 1 and 1 ≤ j ≤ n, i.e., f (H) − α i ∈ PF(H) for all 1 ≤ i ≤ r − 1.
RF-matrices associated to pseudo-Frobenius numbers
The notion of an RF-matrix associated to a pseudo-Frobenius number α ∈ PF(H) was introduced by A. Moscariello [11] in 2016, and by means of RF-matrices, Moscariello proved that the Cohen-Macaulay type t(H) of any 4-generated numerical semigroup H is at most 3, if the semigroup ring k[H] over a filed k is an almost Gorenstein graded ring. Because RF-matrices play a very important role in the present paper, let us recall here the definition of RF-matrices also.
Definition 3.1 ([11])
. Let H = a 1 , a 2 , . . . , a n be a numerical semigroup and α ∈ PF(H) a pseudo-Frobenius number of H. Then an n × n matrix M = (m ij ) of integers is said to be an RF-matrix associated to α, if the following conditions are satisfied.
For each α ∈ PF(H), one can associate at least one RF-matrix M to α. In fact, since α ∈ PF(H), we have α + a i ∈ H for each 1 ≤ i ≤ n. Therefore α + a 1 = ℓ 11 a 1 + ℓ 12 a 2 + · · · + ℓ 1n a n α + a 2 = ℓ 21 a 1 + ℓ 22 a 2 + · · · + ℓ 2n a n . . .
α + a n = ℓ n1 a 1 + ℓ n2 a 2 + · · · + ℓ nn a n for some non-negative integers {ℓ ij } 1≤i,j≤n . If ℓ ii > 0 for some 1 ≤ i ≤ n, then
which contradicts the definition of pseudo-Frobenius numbers. Hence ℓ ii = 0 for all 1 ≤ i ≤ n. We now set m ii = −1 for 1 ≤ i ≤ n and m ij = ℓ ij for i = j. Then M = (m ij ) is a required RF-matrix associated to α. For a given pseudo-Frobenius number, RFmatrices are not necessarily uniquely determined in general ( [11, Example 3] ).
We need the following to prove Theorem 1.2 Proposition 3.2. Let H = a 1 , a 2 , . . . , a n be a numerical semigroup. Let α ∈ PF(H) and let M = (m ij ) be an RF-matrix associated to α. Let k[H] be the semigroup ring over a field k. Then
Proof. It is enough to show deg
by the definition of the RF-matrix M. Hence
Eagon-Northcott complexes
In this section, let us recall the Eagon-Northcott complex associated to a 2 × n matrix, which plays an important role in the proof of Theorem 1.2. Let a 1 , a 2 , . . . , a n be positive integers and let S = k[x 1 , x 2 , . . . , x n ] be the polynomial ring over a field k. We regard S as a Z-graded ring so that S 0 = k and deg x i = a i for all 1 ≤ i ≤ n. Let f 1 , f 2 , . . . , f n ∈ S be homogeneous elements with deg f i = b i > 0. Suppose that b i − a i is constant and independent of the choice of i. We set α = b i − a i and consider the matrix
Let F be a free S-module with rank n and {T i } 1≤i≤n a free basis. Let K = F be the exterior algebra of F over S. We denote by ∂ 1 and ∂ 2 the differentiations of the Koszul complexes K • (f 1 , f 2 , . . . , f n ; S) and K • (x 1 , x 2 , . . . , x n ; S), respectively. Let U = S[y 1 , y 2 ] be the polynomial ring over S, which we regard as a standard Z-graded ring over S. To construct a chain complex, we set C 0 = S and C q = K q+1 ⊗ S U q−1 for 1 ≤ q ≤ n − 1. Hence, for each 1 ≤ q ≤ n − 1, C q is a finitely generated free S-module with
. . , n}, ♯Λ = q + 1, 0 ≤ ℓ ≤ q − 1} a free basis, where T Λ = T i 1 T i 2 · · · T i q+1 with Λ = {i 1 < i 2 < · · · < i q+1 }. Then, the Eagon-Northcott complex associated to A is defined to be the complex
of finitely generated free S-modules with the differentiations
With this notation, one can find in [3] that the above complex (EN) gives rise to a free resolution of R = S/I 2 (X), once ht S I 2 (X) = n − 1. To prove Theorem 1.2, we use the graded structure of the complex (EN) more closely. First of all, we regard each term of the complex (EN) to be a Z-graded S-module so that
a i ) denote the graded canonical module of S. Then, if ht S I 2 (X) = n − 1, by taking the K S -dual of the complex (EN), we get a minimal presentation
Proof of Theorem 1.2
The purpose of this section is to prove Theorem 1.2. First of all, let us recall our notation. Let n ≥ 3 be an integer and H = a 1 , a 2 , . . . , a n a numerical semigroup. We assume that H is minimally generated by the n numbers {a i } 1≤i≤n . Let R = k[H] denote the semigroup ring of H over a field k and S = k[x 1 , x 2 , . . . , x n ] the polynomial ring. We regard S as a Z-graded ring so that S 0 = k and deg x i = a i for all 1 ≤ i ≤ n. Let ϕ : S → R be the homomorphism of graded k-algebras such that ϕ(x i ) = t a i for all 1 ≤ i ≤ n. We set I = Ker ϕ.
We start the proof of Theorem 1.2.
Proof of Theorem 1.2.
(2) ⇒ (1) and (a). We have only to show assertion (a). Since x i x
x n ∈ I, we readily get (ℓ i + 1)a i ∈ H i for all 1 ≤ i ≤ n, where H i = a 1 , . . . , ∨ a i , . . . , a n . Suppose that ℓ i a i ∈ H i for some 1 ≤ i ≤ n. Then
. . , x n ). Therefore, by substituting 0 for all {x j } j =i , we get x
(1) ⇒ (3) Note that f i ∈ I for all 1 ≤ i ≤ n. In fact, suppose, say f 1 ∈ I. Then, since x 1 f i ≡ x 1 f i − x i f 1 ≡ 0 mod I and the ideal I is prime, we get f i ∈ I for all 1 ≤ i ≤ n, so that I = (0), because I ⊆ (x i | 1 ≤ i ≤ n)·I. This is absurd. Let b i = deg f i for 1 ≤ i ≤ n. Then, since I is a graded ideal and since x i f j − f i x j ∈ I but x i f j / ∈ I for any 1 ≤ i < j ≤ n, we see a i + b j = a j + b i , whence the number b i − a i is independent of the choice of 1 ≤ i ≤ n. We set α = b i − a i and now apply the observation in Section 4. Because ht S I = dim S − dim S/I = n − 1, the Eagon-Northcott complex associated to the matrix f 1 f 2 · · · f n x 1 x 2 · · · x n is a graded minimal S-free resolution of R, which gives rise to a minimal graded presentation
of the graded canonical module K R of R, so that
Gorenstein graded ring, which shows assertions (b), (c), and (d).
(3) ⇒ (2) If rα ∈ H for some 1 ≤ r ≤ n − 1, then (r + 1)α = α + rα ∈ H by definition of pseudo-Frobenius numbers, so that (n − 1)α ∈ H, which contradicts condition (3). Hence, rα / ∈ H for any 1 ≤ r ≤ n − 1. Because α + β ∈ PF(H) if α, β ∈ PF(H) and α + β / ∈ H, we get rα ∈ PF(H) for all 1 ≤ r ≤ n − 1, i.e., {α, 2α, . . . , (n − 1)α} ⊆ PF(H). If n = 3. then {α, 2α} = PF(H), so that by [4, 13] the implication (3) ⇒ (2) follows (see Proposition 2.3 also). Therefore, in order to show the implication, we may assume that n ≥ 4 and that Theorem 1.2 holds true for n − 1.
Let M = (m ij ) be an RF-matrix associated to the pseudo-Frobenius number α. We begin with the following. Proposition 5.1. Every column of M has at least one positive entry.
Proof. Assume the contrary, say m i1 = 0 for all 2 ≤ i ≤ n. Let d = GCD(a 2 , a 3 , . . . , a n ) and consider the following two equations α = (−a 1 ) + m 12 a 2 + m 13 a 3 + · · · + m 1n a n = m 21 a 1 + (−a 2 ) + m 23 a 3 + · · · + m 2n a n arising from the first and the second rows of M. Then by the latter equation, d | α since m 21 = 0, so that d | a 1 by the former one. Hence d | a i for all 1 ≤ i ≤ n, so that d = 1. We consider the numerical semigroup H ′ = a 2 , a 3 , . . . , a n ; hence
Hence α ∈ PF(H ′ ). Therefore, because (n − 2)α / ∈ H ′ , the hypothesis of induction on n shows PF(H ′ ) = {α, 2α, . . . , (n − 2)α}, which is impossible because
Thus m i1 > 0 for some 2 ≤ i ≤ n.
Proposition 5.2. After suitable permutations of a 1 , a 2 , . . . , a n if necessary, we get
Proof. Remember that for all 1 ≤ i ≤ n, m ii = −1 and
Then we have the following. Claim 1. Let 1 ≤ ℓ ≤ n − 1 be an integer. Then after suitable permutations of a 1 , a 2 , . . . , a n if necessary, the following three assertions hold true for all 1 ≤ k ≤ ℓ.
Proof. We may assume that 1 ≤ ℓ ≤ n − 1 and assertions (1), (2) , and (3) hold true for ℓ − 1. Consider the sum of the equations {(RF i )} i =ℓ . We then have
whence i =ℓ m ij < 0 for some 1 ≤ j ≤ n. Suppose j = 1. Then ℓ ≥ 2 and m i1 = 0 for all i = 1, ℓ, so that m ℓ,1 > 0 by Proposition 5.1, which contradicts assertion (3). Therefore j ≥ 2. Suppose 2 ≤ j ≤ ℓ. Then j < ℓ by Proposition 5.1, because i =ℓ m ij < 0. Hence m ij = 0 for all i = j, ℓ and m ℓ,j > 0. Consequently, assertions (1) and (2) imply that ℓ = j − 1, which is absurd. Hence ℓ + 1 ≤ j and therefore, m ij = 0 for i = ℓ, j, whence m ℓ,j > 0. Therefore, after exchanging a ℓ+1 for a j if necessary, assertions (1) and (2) follow for k = ℓ.
To complete the proof of Claim 1, we must show assertion (3) . Because m i1 = 0 if 2 ≤ i ≤ ℓ, we have only to show that m ℓ+1,1 = 0, provided ℓ ≤ n − 2. Consider the sum of equations {(RF i )} 1≤i≤ℓ+1 , and we get
By Claim 1, after suitable permutations of a 1 , a 2 , . . . , a n if necessary, the RF-matrix M associated to α has the form
for some integers ℓ 2 , ℓ 3 , . . . , ℓ n > 0. We then have m n1 > 0 by Proposition 5.1, which completes the proof of Proposition 5.2, setting ℓ 1 = m n1 .
Let us show that
of complexes of graded S-modules. Let K S = S(− n i=1 a i ) denote the graded canonical module of S and take the K S -dual of the above commutative diagram. Then we get a commutative diagram
of minimal graded presentations of K R and K S/J , where (−) ∨ = Hom S (−, K S ) and ψ = Hom S (f n−1 , K S ) denotes the homomorphism induced from f n−1 . Remember that iα ∈ PF(H) for all 1 ≤ i ≤ n − 1 and we identify
(see Section 4 and Proposition 2.3, respectively). Then the presentation matrix M of the homomorphism ψ :
where c 1 , c 2 , . . . , c n−1 ∈ S 0 = k. On the other hand, the canonical exact sequence
with exact first row, because I/J is a 1-dimensional Cohen-Macaulay S-module, provided I/J = (0). Consequently, the homomorphism ε : K R → K S/J is injective. We furthermore have the following.
Proof. Suppose that c i = 0 for some 1 ≤ i ≤ n − 1 and choose such i as small as possible. We may assume, after suitable elementary column transforms on M, that c j = 1 for all 1 ≤ j < i and that the first i − 1 rows of M are all 0. Therefore, the i-th row of the matrix M has to be 0, i.e., ψ(e i ) = 0, where {e j } 1≤j≤n−1 denotes the standard basis of C ∨ n−1 = n−1 j=1 S(jα). Consequently, because ε(ρ(e i )) = η(ψ(e i )) = 0 and the homomorphism ε is injective, we get ρ(e i ) = 0. This is, however, impossible, because ρ(e i ) is a part of a minimal system of generators of K R . Thus c i = 0 for any 1 ≤ i ≤ n − 1. 
Examples
To close this article, let us note a few examples. First, we give Example 6.1 (resp. Example 6.2) which satisfies (resp. does not satisfy) the conditions in Theorem 1.2. Let k be a field.
Example 6.1. Let n and α be positive integers such that n ≥ 3 and GCD(n, α) = 1. We consider the numerical semigroup H = n, n + α, n + 2α, . . . , n + (n − 1)α . Then PF(H) = {α, 2α, . . . , (n − 1)α} and H satisfies condition (3) of Theorem 1.2. x 1 x 2 x 3 x 4 , which cannot be generated by the 2 × 2 minors of any 2 × 4 matrix. We however have µ S (I) = 6, where µ S (I) denotes the number of elements in a minimal homogeneous system of generators of I.
If n = 4 and the numerical semigroup H satisfies the conditions in Theorem 1.2, we then have µ S (I) = 6. However, even if n = 4 and the semigroup ring R = k[H] is an almost Gorenstein graded ring, the equality µ S (I) = 6 does not hold true in general. We note one example. and µ S (I) = 7.
