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Abstract
The problem to compute a V-polytope which is close to a given H-polytope is
addressed. Both polytopes are not required to be combinatorially equivalent. This
raises the question whether approximate vertex enumeration is easier to realize than
exact vertex enumeration. Beyond direct potential applications, approximate vertex
enumeration could serve as a model to understand numerical problems with floating
point implementations of exact methods. An approximate variant of Motzkin’s dou-
ble description method is developed. Under certain conditions we are able to control
the approximation error and to prove correctness of the algorithm for arbitrary poly-
topes. For dimension 2 and 3 these conditions can be omitted, which allows an easy
implementation of the method. It remains open if the conditions are required for
dimension larger than 3.
Keywords: vertex enumeration, computational geometry, set optimization, poly-
tope approximation
MSC 2010 Classification: 52B11, 52B10, 68U05, 65D18, 90C29
1 Problem formulation and motivation
Let be given an H-polytope P (i.e. a bounded polyhedron) with zero in its interior. Setting
e = (1, . . . , 1)T , P can be expressed by a matrix A ∈ Rm×d as
P = {x ∈ Rd | Ax ≤ e}.
For some tolerance ε > 0 we define
(1 + ε)P = {x ∈ Rd | Ax ≤ (1 + ε)e}.
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The goal is to construct iteratively an (ε-)approximate V-representation, that is, a finite
set V = {v1, . . . , vk} such that the polytope Q ..= conv V satisfies
P ⊆ Q ⊆ (1 + ε)P. (1)
Of course, any V-representation of P or (1 + ε)P is also an approximate V-representation
of P . But many other approximate V-representations of P are possible.
Computing other approximate V-representations can be motivated by the fact that
vertex enumeration is usually not stable with respect to rounding errors, for instance,
coursed by floating point arithmetic. To get a flavor of possible problems that may occur,
even in the plane, we refer the reader to [3]. The method presented in this paper might
help to understand some of the problems of floating point implementations of the double
description method [4]. For dimension larger than 3, i.e. beyond the sphere of validity of
Steinitz’ theorem, arbitrarily small local changes of the data can course global changes of
the combinatorics, see e.g. the examples in [5, Section 4]. The double description method
constructs iteratively a sequence of polytopes by adding inequalities. In each iteration the
facet-vertex incidence information is used. The incidence list is updated in each step after
adding an inequality. Global changes in the combinatorics can result in invalid incidence
information. Thus, it seems to be very difficult, if not impossible, to verify methods like
the exact double description method with floating point arithmetic.
In the present approach, the face lattice of the V-polytope Q can be (and usually is)
different from the face lattice of the given H-polytope P . Thus the method presented
here does not yield any combinatorial information of P . Instead we obtain a V-polytope
Q that approximates the H-polytope P by a prescribed tolerance. The method being
independent of the combinatorics of P can be seen as an advantage in the sense that less
information might be obtained with less effort. We also can hope to obtain Q having an
easier combinatorics than P , at least for many instances, by appropriate heuristics.
Potential applications of our method can be seen in the field of approximation of convex
sets, see e.g. [1], which includes solution methods for vector and set optimization problems,
see e.g. [2].
Finally, let us remark that an approximate V-representation defined by (1) is related
to an approximation of the polar sets P ◦ and Q◦ in terms of the Hausdorff-distance. Let
A be the set of columns of the matrix AT and let V be the matrix with rows vT1 , . . . , v
T
k .
Then we obtain the following polar polytopes:
P ◦ = convA, ((1 + ε)P )◦ =
1
1 + ε
P ◦, Q◦ = {y ∈ Rd | V y ≤ e}.
From (1), we deduce
1
1 + ε
P ◦ ⊆ Q◦ ⊆ P ◦. (2)
Let c be the maximum Euclidean norm of the row vectors of A. Then we obtain a bound
for the Hausdorff-distance d between the polars, that is,
d(P ◦, Q◦) ≤
ε
1 + ε
c.
2
Thus, starting with 0 < ǫ < c and setting ε = ǫ
c−ǫ
we obtain
d(P ◦, Q◦) ≤ ǫ.
2 Notation and preliminary results
For I ⊆ [m] we denote by AI the submatrix of A which consists of the rows of A with
indices I. If I = {i}, we also write Ai instead of A{i}. We use e = (1, . . . , 1)
T for the all-one
vector the dimension of which is given from the context. For ≺∈ {>,≥,=, 6=, <,≤} and
u ∈ Rd, we write
J≺(u) = {i ∈ [m] | Aiu ≺ 1}.
A vertex u of P is said to be covered by a point v ∈ Rd if
u ∈ conv (vertP \ {u} ∪ {v}) ,
where vertP denotes the set of vertices of P and convM is the convex hull of a set M .
Proposition 1. For u ∈ vertP and v ∈ Rd, the following statements are equivalent:
(i) v covers u,
(ii) J=(u) ⊆ J≥(v).
Proof. (i) ⇒ (ii). Assume v covers u but there is j ∈ J=(u) with Ajv < 1. We have
u = λv + (1− λ)z for some z ∈ conv(vertP \ {u}) and 0 < λ ≤ 1, where λ 6= 0 holds as u
is a vertex of P . Thus we obtain the contradiction 1 = Aiu = λAiv + (1− λ)Aiz < 1.
(ii) ⇒ (i). Let u ∈ vertP . For u = v the statement is obvious, thus assume u 6= v. Set
uγ = u+ γ(u − v). For γ > 0 we have J=(u) ⊆ J≤(uγ). If γ > 0 is sufficiently small then
J<(u) ⊆ J≤(uγ). Thus [m] = J=(u) ∪ J<(u) ⊆ J≤(uγ) and hence uγ ∈ P for sufficiently
small γ > 0. Let µ = sup{γ ≥ 0 | uγ ∈ P}. Since P is compact and u 6= v, µ > 0 is
finite and uµ ∈ P . Since u is a convex combination of v and uµ, it remains to show that
uµ ∈ conv(vertP \ {u}). Assuming the contrary we obtain uµ = λu + (1 − λ)w for some
λ ∈ (0, 1) and some w ∈ P . Then u µ
1−λ
= w ∈ P contradicts the maximality of µ.
Let ε > 0 be a given tolerance. A finite set V ⊆ (1+ ε)P is called strong ε-approximate
V-representation of P if every vertex of P is covered by some element of V. The following
proposition tells us that every strong ε-approximate V-representation of P is also an ε-
approximate V-representation of P .
Proposition 2. The following statements are equivalent:
(i) V is an ε-approximate V-representation of P ,
(ii) V ⊆ (1 + ε)P and every vertex of P is covered by some element of conv V.
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Proof. (i) =⇒ (ii). This is obvious since every vertex of P ⊆ Q covers itself.
(ii) =⇒ (i). The second inclusion of (1) is obvious. To show the first inclusion we
denote by {ui | i ∈ [k]} the set of vertices of P . Let vi ∈ conv V be a point that covers ui
(this allows vi = vj for ui 6= uj). For an index set I ⊆ [k] we write UI = {ui | i ∈ I} and
VI = {vi | i ∈ I}. We show by induction that, for all ℓ ∈ [k],
∀I ⊆ [k] with |I| = ℓ : UI ⊆ conv(VI ∪ U[k]\I). (3)
For ℓ = k this leads to U[k] ⊆ conv V[k], which proves our claim.
For ℓ = 1, (3) holds because, for all i ∈ [k], ui is covered by vi. Assume that (3) holds
for some ℓ = n < k. Let I ⊆ [k] with |I| = n+1. Without loss of generality let I = [n+1].
We show exemplary that u1 ∈ conv(VI ∪ U[k]\I). Let I2 = I \ {2} and I1 = I \ {1}. Since
|I1| = |I2| = n, we have u1 ∈ conv(VI2 ∪ U[k]\I2) and u2 ∈ conv(VI1 ∪ U[k]\I1). Thus there
are λi ≥ 0 (i ∈ [k]) with
∑k
i=1 λi = 1 and µi ≥ 0 (i ∈ [k]) with
∑k
i=1 µi = 1 such that
u1 = λ1v1 + λ2u2 + λ3v3 + · · ·+ λn+1vn+1 + λn+2un+2 + · · ·+ λkuk, (4)
u2 = µ1u1 + µ2v2 + µ3v3 + · · ·+ µn+1vn+1 + µn+2un+2 + · · ·+ µkuk. (5)
We substitute u2 in (4) by the right hand side of (5) and resolve by u1 (since u1 6= u2 we have
1 − λ2µ1 6= 0). We obtain that u1 is a convex combination of {v1, . . . , vn+1, un+2, . . . , uk},
i.e. u1 ∈ conv(VI ∪ U[k]\I). Likewise we get ui ∈ conv(VI ∪ U[k]\I) for all i ∈ I. Hence (3)
holds for ℓ = n + 1, which completes the proof.
3 A basic cutting scheme
A point v ∈ Rd is said to be ε-incident to (an inequality indexed by) i ∈ [m] iff v ∈ (1+ε)P
and i ∈ J≥(v). By Proposition 1, every inequality i ∈ [m] that is incident to a vertex u of
P (i.e. i ∈ J=(u)) is ε-incident to a point v ∈ (1 + ε)P that covers u. The converse is not
true. For instance, in R2 one can easily construct an example where v ∈ (1 + ε)P covers
two vertices u1 6= u2 such that J≥(v) = {1, 2, 3} and J=(u1) = {1, 2}, J=(u2) = {2, 3}.
If u1, u2 are vertices of P that are endpoints of an edge of P then u1 and u2 have at
least d− 1 common incident inequalities, i.e. |J=(u1)∩J=(u2)| ≥ d− 1. If v1 covers u1 and
v2 covers u2 we get the necessary condition
|J≥(v1) ∩ J≥(v2)| ≥ d− 1 (6)
for u1, u2 being endpoints of an edge of P .
Given an ε-approximate V-representation V of P and a half-space H≤ ..= {x | hTx ≤ 1},
Algorithm 1 aims to compute an ε-approximate V-representation V ′ of P ′ ..= P ∩H≤. For
h ∈ Rd \ {0} we set
H+ ..= {x ∈ R
d | hTx > 1 + ε}
H− ..= {x ∈ R
d | hTx < 1}
H0 ..= {x ∈ R
d | 1 ≤ hTx ≤ 1 + ε}.
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Note that for ε = 0 Algorithm 1 is similar to a typical iteration step of the double descrip-
tion method.
Algorithm 1: Basic Cut
Input: polytope P , ε > 0,
half-space H≤ ..= {x | h
Tx ≤ 1},
ε-approximate V-representation V of P
Output: ε-approximate V-representation V ′ of P ′ ..= P ∩H≤
1 begin
2 H+ ← {x | hTx > 1 + ε}
3 H− ← {x | h
Tx < 1}
4 H0 ← {x | 1 ≤ hTx ≤ 1 + ε}
5 foreach (v1, v2) ∈ (V ∩H−)× (V ∩H+) do
6 if |J≥(v1) ∩ J≥(v2)| ≥ d− 1 then
7 compute v ∈ conv{v1, v2} ∩H0
8 V ← V ∪ {v}
9 end
10 end
11 V ′ ← V \H+
12 end
As illustrated in Figure 1, Algorithm 1 can fail without any additional assumptions. If
the input of Algorithm 1 is required to be a strong ε-approximate V-representation, the
result V ′ can be an ε-approximate V-representation, but not necessarily a strong one, see
Figure 2. Therefore, repeated application of the algorithm could also fail in this case. But,
as we see in Figure 3, this is not the case in our example. We will show in Section 4 that
for dimension d ≤ 3 repeated application of the algorithm always works.
The following two assumptions can be used to prove a valid variant of Algorithm 1.
Given a strong ε-approximate V-representation V of P and a half-space H≤ ..= {x | hTx ≤
1}, V is said to be h-correct if for every vertex u ∈ P there exists v ∈ V such that u is
covered by v and
(A1) u ∈ H+ ∪H0 =⇒ v ∈ H+ ∪H0,
(A2) u ∈ H− =⇒ v ∈ H− ∪H0.
For ≺∈ {>,≥,=, 6=, <,≤} and u ∈ Rd, we define J ′≺(u)
..= J≺(u)∪ {m+ 1} if hTu ≺ 1
and J ′≺(u)
..= J≺(u) otherwise. This corresponds to adding h
T as the (m + 1)-th row to
the matrix A ∈ Rm×d in the definition of P . Thus Proposition 1 states that a vertex u of
P ′ is covered by v ∈ Rd if and only of J ′=(u) ⊆ J
′
≥(v).
Theorem 3. If the input V is an h-correct strong ε-approximate V-representation of P ,
then Algorithm 1 computes a strong ε-approximate V-representation V ′ of P ′.
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PH0
0
u3
u5
u6
u7
u8
v1
v2
v3
v5
v7
u¯3
u¯5
u¯6
u¯7
u¯8
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0
u3u6
u7
u8
v1
v3
v7
u¯3u¯6
u¯7
u¯8
Figure 1: P = conv{u3, u5, u6}, (1 + ε)P = conv{u¯3, u¯5, u¯6} (ε = 1) and a new inequal-
ity, illustrated by H0, are shown on the left. The set V = {v1, v3, v5, v2} provides an
ε-approximate V-representation of P but is not a strong one because vertex u6 of P is not
covered by some v ∈ V. Algorithm 1 computes V ′ = {v1, v3, v7}, shown on the right, which
is not an ε-approximate V-representation of P since P ′ = conv{u3, u7, u8, u6} 6⊆ conv V ′.
P
H0
0
u1
u2
u3
u4
u5
u6
v1
v2
v3
v4
v5
u¯1
u¯2
u¯3
u¯4
u¯5
u¯6
P ′
0
u3
u5
u6
v1
v2
v3
v5
u¯3
u¯5
u¯6
Figure 2: P = conv{u1, u3, u4, u2}, (1 + ε)P = conv{u¯1, u¯3, u¯4, u¯2} and a “cut” H0 are
shown on the left. V = {v1, v3, v4, v2} is a strong ε-approximate V-representation of P . Al-
gorithm 1 computes V ′ = {v1, v3, v5, v2}, displayed on the right, which is an ε-approximate
V-representation of P , but not a strong one. Although P ′ coincides with P in Figure 1,
the algorithm does not fail in the next iteration, see Figure 3.
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Figure 3: We start a new iteration with the result of Figure 2. P is the same as P in
Figure 1. Because of the redundant inequality (brown), which is missing in Figure 1,
Algorithm 1 does to fail here. The redundant inequality makes the line segment between
v1 and v2 “visible” for the algorithm. Thus, in contrast to Figure 1, the point v8 is added
to V ′.
Proof. Let u be a vertex of P ′. We need to show that the output V ′ contains some
v ∈ (1 + ε)P ′ such that J ′=(u) ⊆ J
′
≥(v).
If u ∈ H−, u is also a vertex of P . There is v ∈ V such that v covers u, that is,
J=(u) ⊆ J≥(v). Since V is assumed to be h-correct, we have v ∈ H−∪H0. Hence v is not cut
off in line 11 of the algorithm. We have v ∈ (1+ε)P ′ and J ′=(u) = J=(u) ⊆ J≥(v) ⊆ J
′
≥(v).
Let u ∈ H0. Then u belongs to an edge of P with endpoints u1 ∈ H−, u2 ∈ H0 ∪H+,
i.e. u1 and u2 are vertices of P and there is λ ∈ [0, 1) such that u = λu1 + (1 − λ)u2.
The assumption of V being h-correct implies that there are cover points v1 ∈ V of u1 with
v1 ∈ H− ∪ H0 and v2 ∈ V of u2 with v2 ∈ H0 ∪ H+. If v1 ∈ H0 or v2 ∈ H0, u is covered
by v1 or v2 since J=(u) ⊆ J=(ui), (i = 1, 2). In the remaining case we have v1 ∈ H− and
v2 ∈ H+. As shown above, (6) is satisfied, which implies that the algorithm adds a point
v ∈ conv{v1, v2} ∩H0 to V. We have
J=(u) ⊆ J=(u1) ∩ J=(u2) ⊆ J≥(v1) ∩ J≥(v2) ⊆ J≥(v), (7)
where the first inclusion holds as u is on an edge with endpoints u1, u2, the second inclusion
holds as v1 covers u1 and v2 covers u2, and the third inclusion holds as v ∈ conv{v1, v2}.
Moreover, v ∈ H0∩ (1+ ε)P implies v ∈ (1+ ε)P ′. From v ∈ H0 we deduce m+1 ∈ J ′≥(v).
Since u ∈ H≤ ∩ H0 we get m + 1 ∈ J ′=(u). By (7), we have J
′
=(u) = J=(u) ∪ {m + 1} ⊆
J≥(v) ∪ {m+ 1} = J ′≥(v).
In Figure 2 we see that condition (A1) cannot be omitted in Theorem 3. Condition
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(A1) is violated since u1 is covered by v1 only, but u1 ∈ H0 and v1 ∈ H−. The following
example shows that condition (A2) cannot be omitted in Theorem 3.
xy
z
u1
u2
u3
u4
u5
u6
u7
v2
v9
v10
u8
u9
u10
u11
u12
Figure 4: The polytope P for δ = 1
10
. For ε = 3δ, the set V = {v2, u3, . . . , u7} provides
a strong ε-approximate V-representation of P , where v2 covers both u1 and u2. The
cut with the half-space H≤ and the resulting new vertices are shown in red. The set
V ′ = {u3, u4, u6, u7, v9, v10, u11, u12} computed by Algorithm 1 is not a strong ε-approximate
V-representation of P ′ = P ∩H since the vertices u1 and u8 of P ′ are not covered.
Example 4. For some δ > 0 we consider the polytope P = {x ∈ R3 | Ax ≤ e} with data
A =


δ
1+δ
δ
1+δ
1
1+δ
− δ
1+δ
0 1
1+δ
0 − δ
1+δ
1
1+δ
1 1 0
−1 0 0
0 −1 0
0 0 −1


,
which is illustrated in Figure 4. The vertices of P are
u1=


0
0
1 + δ

, u2=


−1
−1
1

, u3=


−1
2
1

, u4=


2
−1
1

, u5=


−1
−1
−1

, u6=


−1
2
−1

, u7=


2
−1
−1

.
We have
J=(u1) = {1, 2, 3}, J=(u2) = {2, 3, 5, 6}, J=(u3) = {1, 2, 4, 5}, J=(u4) = {1, 3, 4, 6},
J=(u5) = {5, 6, 7}, J=(u6) = {4, 5, 7}, J=(u7) = {4, 6, 7},
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u2
u3
u4
u5
u6
u7
1
2
3
4
5
6
7
u1
u3
u4
u6
u7u8
u9
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1
2
3
45
6
7
8
Figure 5: Schlegel diagrams of P (left) and P ′ (right) showing the inequality-vertex inci-
dence information.
compare the first Schlegel diagram in Figure 5. Let V = {v2, . . . , v7} where we set
v2 =


−1
−1
1 + 3δ

 , v3 = u3, . . . v7 = u7.
We have
J=(v2) = {1, 5, 6}, J≥(v2) = {1, 2, 3, 5, 6}.
One can easily verify that
v2 ∈ (1 + 3δ)P.
Thus, for ε = 3δ, V is a strong ε-approximate V-representation of P . Note that v2 covers
both u1 and u2. Now add to A the row
A8 =
(
−4 −4 0
)
and let P ′ be the corresponding polyhedron, i.e. the intersection of P and the half-space
H≤ = {x ∈ R3 | A8x ≤ 1}. The vertices of P ′ are u1, u3, u4, u6, u7 as defined above as well
as the new vertices
u8=


−1
8
−1
8
1 + 7
8
δ

, u9=


−1
3
4
1

, u10=


3
4
−1
1

, u11=


−1
3
4
−1

, u12=


3
4
−1
−1


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with indices
J=(u8) = {2, 3, 8}, J=(u9) = {2, 5, 8}, J=(u10) = {3, 6, 8},
J=(u11) = {5, 7, 8}, J=(u12) = {6, 7, 8},
compare the second Schlegel diagram in Figure 5. An update V ′ of the set V by Algorithm 1
contains the points v3, v4, v6, v7. The points v2 and v5 are cut off by the algorithm if and
only if ε < 7, thus let us assume 3δ = ε < 7. A valid choice of new points added to V is
v11 = u11, v12 = u12,
v9 =


−1
3
4
1 + 5
4
δ

 ∈ conv{v2, v3} ∩H0 and v10 =


3
4
−1
1 + 5
4
δ

 ∈ conv{v2, v4} ∩H0.
For i ∈ {3, 4, 6, 7, 11, 12} we have J≥(vi) = J=(ui) as those points vi = ui are vertices of
P ′. Moreover we have
J≥(v9) = {1, 2, 5, 8}, J≥(v10) = {1, 3, 6, 8}.
We see that there is no v ∈ V ′ with J=(u1) = {1, 2, 3} ⊆ J≥(v), i.e. the vertex u1 (and
likewise the vertex u8) of P
′ is not covered by some point in V ′. Thus V ′ is not a strong
ε-approximate V-representation of P ′.
4 The cutting scheme for 2- and 3-polytopes
As shown in the previous section, neither the property of V being an approximate V-
representation of P nor the property of V being a strong approximate V-representation
of P are invariant in Algorithm 1. Thus, repeated application of the algorithm requires a
modification of V to ensure h-correctness. In this section we show that for d = 2 and d = 3
other invariant properties exist which allow repeated application of Algorithm 1 without
any modification step.
We introduce the concept of visiblity, which is based on the idea that Algorithm 1
cannot “see” all edges E = conv{v1, v2} of Q ..= conv V but only those (edges and other
line segments) satisfying (6). Let F ⊆ Rd be a polytope (such as a face of Q). We say
J≥(F ) ..=
⋂
v∈F
J≥(v)
is the index set of F (with respect to the H-polytope P ). F is called k-visible if
|J≥(F )| ≥ d− k.
Since visibility is used for faces of Q and for line segments only, we say F is visible whenever
F is k-visible for k = dimF .
The index set of F can be characterized by the index sets of the vertices of F , as shown
in the following proposition. Thus, a line segment E = conv{v1, v2} is visible if and only
if (6) holds.
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Proposition 5. Let F ⊆ Rd be a polytope. Then
J≥(F ) =
⋂
v∈vert F
J≥(v).
Proof. The inclusion ⊆ is obvious since vertF ⊇ F . To see the opposite inclusion, let
i ∈ J≥(vℓ) for all vertices vℓ of F . A point v ∈ F can be expressed as convex combination
of vertices of F . Thus i ∈ J≥(v) for all v ∈ F .
For d = 2, visibility of edges of Q turns out to be invariant in Algorithm 1 and thus
is suitable to prove that repeated application of the algorithm yields an approximate V-
representation of P . The initialization step works for arbitrary d while the remaining two
statements use some specific properties of 2-polytopes.
Proposition 6. Let S be a d-dimensional simplex with 0 ∈ intS and let V = {v1, . . . , vd+1}
be a strong ε-approximate V-representation of S. Then all edges of Q are visible.
Proof. Any two vertices u1, u2 of P are endpoints of an edge of P , thus |J=(u1)∩J=(u2)| ≥
d−1. The endpoints v1, v2 of an edge of Q belong to V. Since |V| = | vertS| = d+1, every
v ∈ V covers some u ∈ vertP , thus |J≥(v1) ∩ J≥(v2)| ≥ |J=(u1) ∩ J=(u2)| ≥ d− 1.
Theorem 7. For d = 2, the following property is invariant in Algorithm 1: All edges of
Q are visible and 0 ∈ intQ.
Proof. Let every edge of Q be visible. If V ∩ H+ = ∅ there is nothing to show as the
algorithm yields V = V ′. Let v+ ∈ V ∩H+. We can choose v− ∈ V ∩H−. The (vertex-edge)
graph of Q has exactly two paths from v− to v+, each crossing the region H0 exactly once.
On each of the two paths there is either a vertex belonging to H0 or a new vertex v0 on an
edge of Q is inserted by the algorithm, as every edge of Q is visible. We obtain exactly one
new edge within H0 which is visible by the index of cutting hyperplane h. The remaining
edges of Q′ are either edges of Q or subsets of edges of Q. In both cases they remain visible.
The set Q ∩ H− is not changed by the algorithm. Since 0 belongs to the open half-space
H− and, by assumption, and 0 ∈ intQ, we get 0 ∈ int(Q ∩H−) ⊆ intQ′.
Proposition 8. For d = 2, let all edges of Q be visible and let 0 ∈ intQ. Then P ⊆ Q.
Proof. Assume x ∈ P \Q. Since 0 ∈ intQ, there is µ > 0 such that µx belongs to an edge
of Q. By assumption, J≥(µx) 6= ∅, which implies µx 6∈ intP . Since 0 ∈ P and x ∈ P , we
obtain µ ≥ 1. But 0 ∈ Q, µx ∈ Q and x 6∈ Q yield the contradiction µ < 1.
For d = 3 the situation is more complicated. The following example shows that both
invisible edges and invisible facets can be generated by Algorithm 1.
Example 9. Consider P = {x | Ax ≤ e} with
A =
1
36


4 −4 −2
0 0 9/5
−12 12 −6
4 4 −2
−12 −12 −6


,
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see Figure 6 for an illustration. The vertices of P are
u1=


3
−16
20

, u2=


19
0
20

, u3=


3
16
20

, u4=


−13
0
20

, u5=


3
0
−12

 .
Let V = {u1, . . . , u5}, ε = 2 and hT = (0, 0,
1
4
). Algorithm 1 inserts four points vi ∈
conv{ui, u5}∩{x | 4 ≤ x3 ≤ 12} and deletes u1, . . . , u4, i.e. V
′ = {v1, v2, v3, v4, u5}. Assume
it chooses v1, v3 ∈ {x | x3 = 4} and v2, v4 ∈ {x | x3 = 12}. We have J ′≥(v2) = {1, 4, 6} and
J ′≥(v4) = {3, 5, 6}. Thus the convex hull of V
′ has an invisible edge between v2 and v4.
Algorithm 1 is now applied to P ′, V ′, ε = 2 and hT = ( 5
21
, 0, 1
14
). The point v6 =
(9, 0, 0)T belongs to conv{v2, u5} ∩H0. We assume it is added to V ′ by the algorithm. No
further point is added since v1, v3 ∈ H0 and the edge from v2 to v4 is not visible. The
point v2 ∈ H+ is deleted. The convex hull of V ′′ = {v1, v6, v3, v4, u5} has a facet F =
conv{v1, v6, v3, v4}. We have J ′′≥(v1) = {1, 5, 6, 7}, J
′′
≥(v6) = {1, 4, 7}, J
′′
≥(v3) = {3, 4, 6, 7},
J ′′≥(v4) = {3, 5, 6}, showing that F is not visible.
P
u1
u2
u3
u4
u5
v1
v2
v3
v4 P ′
u5
v1
v2
v3
v4
v6
P ′′
u5
v1
v3
v4
v6
Figure 6: Illustration of Example 9. The hyperplanes hTx = 1 and hTx = 1+ ε are shown,
respectively, in red and blue.
Another property is invariant in Algorithm 1 for d = 3. The idea is to apply the
algorithm to certain subsets V¯ of V and some choice of visible line segments between
elements in V¯.
Let us recall some facts on graphs of 3-polytopes (see e.g. [5, Section 4]). The graph of
a convex 3-polytope is planar (i.e. it can be embedded into the sphere {x ∈ R3 | ‖x‖ = 1})
and 3-connected (i.e. the removal of 1 or 2 vertices leaves the graph connected). An
embedding of a 3-connected planar graph partitions the sphere into finitely many regions
such that two different regions have disjoint interiors (relative to the sphere) and the union
over all regions is the sphere. These regions are bounded by chordless cycles that do not
separate the graph. A subgraph C of a 3-connected planar graph G is called non-separating
cycle if its embedding on the sphere (which is unique) bounds one of the corresponding
regions on the sphere.
Consider the radial projection V of the set V to the sphere, i.e. V = {v/‖v‖ | v ∈ V}.
We denote by E a family of all visible line segments between points of V and by E the set
of their radial projections.
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The following property of V is shown to be invariant in Algorithm 1. The set V is called
regular if there is a subset V¯ of V with 0 ∈ int Q¯ for Q¯ ..= conv V¯ and a subset E¯ ⊆ E of
visible line segments with endpoints in V¯ such that the associated graph G¯ = (V¯, E¯) has
the following properties
(A) G¯ is isomorphic to the graph of some convex polytope.
(B) The radial projection G¯ of G¯ is an embedding on the sphere.
(C) If V(C) are the vertices of a non-separating cycle C in G¯, then
⋂
v∈V(C)
J≥(v) 6= ∅.
Note that G¯ is not necessarily a realization of the graph of a convex polytope since its
radial projection G¯ can have regions R with R+ · R being non-convex.
Proposition 10. Let S be a 3-dimensional simplex with 0 ∈ intS. A strong ε-approximate
V-representation V of S is regular.
Proof. Consider a subset V¯ ⊆ V that contains exactly one cover point for each vertex of
S. By Proposition 6, all edges of Q¯ = conv V¯ are visible. With G¯ being the graph of the
simplex Q¯ we see that V is regular.
Theorem 11. For d = 3, the property of V being regular is invariant in Algorithm 1.
Proof. Consider the graph G¯ = (V¯ , E¯). If V¯ ∩ H+ = ∅, there is nothing to show, since V¯
is not changed by the algorithm. Otherwise, the subgraph generated by the set V¯ ∩ H+
has finitely many connected components with node sets Z1, . . . ,Zk. Let us consider an
arbitrary Zi. Algorithm 1 inserts one point on the relative interior of every visible line
segment L = conv{v1, v2} with v1 ∈ V¯ ∩H− and v2 ∈ Zi. Let us denote these new points
by Ni. Moreover, Algorithm 1 removes Zi from V. We update the vertices of G¯ in the
same way by replacing V¯ by (V¯ ∪ Ni) \ Zi. The edges E¯ of G¯ are updated by the following
procedure: Denote by Bi the nodes of G¯ belonging to H0 and being adjacent (by some edge
in E¯) to some node in Zi. If u, v ∈ Ni ∪ Bi belong to the same region of the embedding
G¯, we insert a line segment between u and v to E¯ . This new line segment is visible by the
index of the common region and the index of the new inequality. Then we remove all edges
incident to some node in Zi from E¯ .
Combinatorially, the described procedure corresponds to cutting off some part of a
convex polytope by intersecting with a half-space. Thus, property (A) is maintained. New
edges do not “cross” any other edge and no new point has the same radial projection as
an existing point, thus property (B) remains valid. The procedure introduces shortcuts
to some of the non-separating cycles which maintains the common index in (C) for these
cycles. All new non-separating cycles get the index of the new inequality. Thus property
(C) is invariant. Finally we show that the origin belongs to the interior of the updated
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set V¯. Since 0 ∈ H− and the polytope Ti ..= conv(Ni ∪ Bi) belongs to H0 ∪H+, the radial
projection of Ti is a region on the sphere that can be separated from the origin by some
half-space. The embedding G¯ is not changed outside the region Ti, which proves the claim.
The procedure described above is executed for any i ∈ [k]. We finally note that one
part does not influences another.
Proposition 12. Let V be regular. Then P ⊆ Q.
Proof. Assume there is some x ∈ P \ Q. The sphere is partitioned by G¯ into regions and
x/‖x‖ belongs to some region. Let V(C) be the vertices of a corresponding non-separating
cycle C. Since 0 ∈ intQ, there is some µ > 0 such that µx ∈ conv V(C) ⊆ Q. By
assumption, J≥(µx) ⊇
⋂
v∈V(C) J≥(v) 6= ∅, which implies µx 6∈ intP . Since 0 ∈ P and
x ∈ P , we obtain µ ≥ 1. But 0 ∈ Q, µx ∈ Q and x 6∈ Q yield the contradiction µ < 1.
5 Approximate double description method
The cutting scheme can be used to compute iteratively an ε-approximate V-representation
of a given H-polytope P . Based on the results of the preceding sections we formulate an
approximate variant of the double description method. For d > 3, it remains open so far
how h-correctness can be obtained in line 5 of the algorithm. One possibility might be to
use exact arithmetic, in the best case only locally.
Algorithm 2: Approximate double description method
Input: Matrix A ∈ Rm×d, which defines an H-polytope P (A) ..= {x ∈ Rd | Ax ≤ e},
where (for simplicity) we assume that P (A[d+1]) is bounded; tolerance ε > 0
Output: ε-approximate V-representation V of P = P (A) = P (A[m])
1 begin
2 Compute a strong ε-approximate V-representation V with |V| = d+ 1 of the
simplex P (A[d+1])
3 for i← d+ 2 to m do
4 h← ATi
5 modify V if necessary
6 update V by Algorithm 1 applied to P = P (A[i−1]) and h
7 end
8 end
Theorem 13. For d ≤ 3, Algorithm 2 is correct without any modification in line 5. For
d > 3, Algorithm 2 is correct if h-correctness of V is established in line 5.
Proof. For d = 2, the result follows from Proposition 6, Theorem 7 and Proposition 8. For
d = 3 the result follows from Proposition 10, Theorem 11 and Proposition 12. The general
case follows from Theorem 3.
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In the exact double description method one usually uses the following update rules for
the incidence list (we assume i being the index of the added inequality):
(i) for all v ∈ V ∩H0: J=(v)← J=(v) ∪ {i},
(ii) if v is added to V then J=(v)← (J=(v1) ∩ J=(v2)) ∪ {i}.
The second rule is based on the fact that J=(v) = J=(v1) ∩ J=(v2) for points v on an
edge between two vertices v1, v2 of P . Note that we only have J≥(v) ⊇ J≥(v1) ∩ J≥(v2) on
line segments between points in V and this inclusion can be strict.
By reviewing the proofs one can see that J≥(v) can be replaced in Algorithm 1 by a
function I : V → 2[m] satisfying with I(v) ⊆ J≥(v) for all v ∈ V if this mapping is initialized
as I(v) = J≥(v) for all v ∈ V before the first call of Algorithm 1, and updated in each
iteration of Algorithm 1 by the following rules:
(i) for all v ∈ V ∩H0: I(v)← I(v) ∪ {i},
(ii) if v is added to V then I(v)← (I(v1) ∩ I(v2)) ∪ {i}.
This shows another connection between floating point implementations of the exact
double description method and the setting presented here. We also obtain two variants
of the approximate double description method. Using J≥(v) might have the advantage of
smaller ε-approximate V-representations (after ruling out redundant points). Using the
mapping I might have the advantage that the combinatorics of Q is “closer” to that of P .
Moreover, the behavior with respect to violation of h-correctness could be influenced.
6 Conclusions, open questions and comments
Approximate double description works well for dimension d ≤ 3, while for d > 3 a modifi-
cation step is required so far. The following question remains open: What is the smallest
dimension d (if there is any) such that Algorithm 2 is correct without any modification
step? If there is any, how can be fulfilled h-correctness for larger d. Can this be done
in an efficient way by exact arithmetic? Ignoring the requirement of h-correctness, how
likely are bad examples in practice? For d = 3, the proof of Theorem 11 describes another
algorithm, which should be compared to Algorithm 2.
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