Abstract-With limited budget and inflation rate, the materials acquisition in multi-unit libraries has been a challenging issue all over the world. The materials acquisition for multi-unit libraries can be regarded as a generalized version of the knapsack problem, which was known to be NP-hard, with much more constraints. Thus, it can be computationally expensive to solve the problem. In this paper, the materials acquisition problem in multi-unit libraries is formulated as an integer programming model, and two different constraint-handling mechanisms applied in discrete particle swarm optimization algorithm for obtaining the near optimal solution are presented. It is evident from our computational results that one constraint-handling mechanism can solve the problem effectively and efficiently, while the other one takes more time.
INTRODUCTION
Both the inflation rate for library materials and growth of electronic resources has brought great impact on materials acquisition [1] . Kean [2] reported that the average annual price increase of 9.5% for all U.S. periodicals from1988-2003. The Association of College and Research Libraries (ACRL) also reported [3] , "Many libraries faced stagnant or reduced operating and materials budgets for the 2009-10 fiscal year, and the near future will likely bring additional budget pressures." This reaffirms the face that materials acquisition problem is exacerbated by the difficulty of determining the preferable materials to acquire. In this paper, we address one of the critical problems concerning how to select materials to be acquired for multi-unit libraries in order to maximize the patrons' satisfactions under the practical restrictions.
Over the last several decades, there has been a great deal of work on materials acquisition in libraries. In 1973, Goyal [4] proposed an operational research approach for allocating library budget to different departments of a university. The objective was to maximize the total social benefits received from spending funds on purchase of books and periodicals in all departments, and subject to the lower limits and the upper limits of funds for each department and the total funds available. Later on 1983, Beilby and Mott [5] elaborated on multiple collections development goals for acquisition planning of academic libraries, such as complying with the total acquisition budget and limiting research acquisitions to 15% of the total acquisitions. A linear goal programming model was used to minimize the underachievement of the lower limit goals and the overachievement of the upper limit goals. In 1996 [6] , Wise and Perushek took much more issues into consideration, including faculty size, circulation statistics, curriculum data, book cost and so on. Four years after, Wise and Perushek [7] introduced the different goals for the acquisitions budget allocation problem comprised of budget, lower limit, upper limit, published volumes, credit hours, circulation, minimum allowance, maximum allowance, p riodical/book ratio. Meanwhile, [5, 8, 9] show that the practical concerns of library acquisition may involve the users' satisfaction, the limitation of budget, the allocation of categories, the speedy and quality selection, and so on. Furthermore, Arora [10] addressed one typical situation, a large academic library composed of several library units that are interrelated and have a single collections budget.
While these related works had great contributions on materials acquisition, there remain several problems to be solved. One of the most difficult issues is the lack of an effective method for dealing with a larger amount of candidate materials, which made the previous works of mathematic programming approaches impractical. Actually, the materials acquisition problem can be considered as a generalized version of the knapsack problem, which was known to be NP-hard [11] . Thus, we may presume the optimal solutions can only be obtained for problem instances of small sizes [12] . Currently, one attractive approach is to design a meta-heuristic algorithm to acquire near optimal solutions in a reasonable execution time when dealing with larger scale problems.
In the last decades, meta-heuristic based approaches have shown their superiority in procuring solutions to many combinatorial optimization problems with not only satisfactory solution qualities but also appealing computation efficiency [13, 14] . Most of them were inspired from the behavior of biological creatures or the phenomena of natural objects such as genetic algorithms, tabu search, simulated annealing, ant colony optimization, particle swarm optimization, just to name a few, which not only realize the solution finding of hard problems but also elevate the intelligence of soft-computing to a greater extend. In this paper, we are devoted to the realization of particle swarm optimization (PSO), which has been shown with trustworthy merits including simple (philosophically and computationally), efficient, and effective in incurring good solutions [15, 16] . In particular, we design a discrete PSO (DPSO) algorithm to cope with the discrete solution space (instead of the continuous one to which PSO usually was applied). We also demonstrate the effectiveness and efficiency of our DPSO algorithm by computational results.
The rest of this paper is organized as follows. The mathematical model of the materials acquisition problem in multi-unit libraries is described in Section 2. Section 3 presents the fundamental concept and structure of DPSO. In Section 4, we propose the specific features of the DPSO algorithm for solving the studied problem. Our computational experiments for two different DPSO are presented in Section 5. Finally, we give some concluding remarks in Section 6.
II. PROBLEM DESCRIPTION
Based upon the practical concerns mentioned in section 1, the satisfaction of the various patrons may be regarded as the most significant factor to evaluate the materials acquisition plan for libraries [7, 17] . In multi-unit libraries, a material could be highly preferred by one unit, but not preferred by the others. Thus, the budget of each unit (department) should be allocated differently. Thus, we quantify such satisfaction in term of preference for each material from patrons of different unit (department). Accordingly, we further classify the n materials considered in a library into m categories. Materials can be categorized by Dewey classification, Universal Decimal Classification or Library of Congress Classification; materials (with a total amount of n) and each of them possess its own categories (with a total amount of m). It is reasonable that the number of materials in a certain category would be limited in some range specified by upper and lower bounds. We also noticed that the materials can be written in various languages. It is also practical that the number of materials written in certain language would be limited in some range specified by upper and lower bounds.
More specifically, we formulate the studied problem as a mathematical model that maximizes the total preference of patrons from various units for materials with the constraints that the total cost of the acquired materials is no greater than the budget limit of each unit, the total amount of each category of the acquired materials is bounded by specified range, and the amount of written language of each material is bounded by specified range as well. Table 1 lists the notations used for this problem. The problem with regard to the materials acquisition for multi-unit libraries is formally represented as follows:
The objective function is
In the above formulation, the objective function (1) states that the goal is to maximize the total preference of acquired materials subject to the constraints that the number of materials in category k is not less than η k (3) and not greater than δ k (4) under the budget limit of each unit m (2). The goal is also subject to the constraints that the number of materials written in language q is not less than λ q (5) and not greater than μ q (6) . Constraint (7) ensures that each materials i should not be acquired by more than once. In other words, duplication is not considered in our problem.
III. RELATED WORKS OF PSO
Particle swarm optimization (PSO), introduced by Kennedy and Eberhart in 1995 [15] as a problem-solving framework, was derived from the observation on behavior of birds flocking. A flock of birds tends to fly together to a direction and disperse, and reform again. In foraging, each individual will be affected by its' own experience and the social experiences both. Applying PSO to solve combinational optimization problems has been explored extensively in the past few years. Some successful evidences can be found in [13] for the scheduling problems, [14] for the vehicle routing problem, [19] for the task assignment problem, just to name a few. We briefly introduce its main theme in the following.
Each particle s of flock S is associated with a position in representing a potential solution of solution space. The whole solution finding process is simulated as the flocking (schooling) of flock S via iterations from various particles' positions to some common position that represents the optimal solution of problem as exact as possible following some efficient flying coordination.
The mechanism of coordination is encapsulated by the velocity control over all particles. Let P s t denote the position of particle s in iteration t. Let pbest s denote the best solution found by particle s and gbest denote the global best solution of all particles found. The former keeps track of the individual experience of particle s, while the latter the social experiences of the whole group. They together influence the velocity of each individual s. Specifically, the velocity of each particle s is composed by not only the difference between the current solution (P s t ) and the experiences of itself (pbest s ); but also that between P s t and the experiences of the society (gbest). Further, the cognition learning rate (c 1 ) and social learning rate (c 2 ) are introduced to accelerate the convergence. Therefore, V s t which denotes the velocity of particle s in iteration t is formulated as (8); and P s t+1 which is the position of particle s in iteration t+1 is computed by (9) .
The computations of PSO were originally designed in the real number domain. In 1997, DPSO (a discrete binary version of the PSO algorithm) was exhibited by Kennedy and Eberhart [16] . To facilitate the conversion from continuous to discrete, a different way to change position was proposed as shown in (10) (instead of (9), which was developed to fit the continuous cases). 
With the nature of the population-based evolutionary meta-heuristics, PSO is facing some dilemmas when determining the size of the population. In short, a large population is capable of exploring a larger solution space at the expense of more processing time; whereas, a small population takes a less processing time but tends to be trapped into a local optimum.
Some previous researchers have addressed the premature convergence problem as well as the efficiency problem. Eberhart and Shi [20] proposed the use of an inertia weight to tackle the convergence problem of PSO. They thus derived a new velocity equation as follows:
Some essential problems need to be addressed while adopting PSO on different problems, including how to represent a particle position, how to express the velocity of a particle, how to repair the infeasible solutions, and how to escape from local optimal.
IV. DPSO FOR THE STUDIED PROBLEM
We tailor the DPSO framework according to the features of the considered problem. The applied DPSO is illustrated in Fig. 1 , where pbest s represents the best solution found by particle s, and gbest denotes the global optimum among all particles. 
A. Representation
Each particle represents a solution to materials acquisition problem and particle s is composed of a n×m binary matrix (P s ). It can be seen from (13) that, for instance, P sij =1 indicates that material i is acquired by unit j. 
B. Initial polulation
The initial population is generated by setting a void velocity and randomly chosen the elements of matrix P s for each particle s. To ensure the feasibility of the initial population, we randomly select material i to be acquired by unit j until the solution satisfies the lower bounds, such as λ q (for 1≤q≤l) and η k (for 1≤k≤c) .
C. Velociety updating
Then, each particle in the swarm will be evaluated by the fitness function, which is formulated by combining the objective function (1) and the penalty function (17) . Note that the penalty function will not be employed while the repair operator is adopted.
With the goal of maximization, all the particles should be sorted in a non-decreasing order. The particle with the maximum fitness value among the swarm is denoted as gbest; meanwhile, pbest s of particle s denotes the maximum fitness that particle s has ever obtained.
The velocity of the particle s is obtained by (12) , where each particle s possesses a velocity of V sij . After updating the velocity of each particle, we need to update the position of each particle by (10). For each position particle s in iteration t+1 (P sij t+1 ), we adopt a decision function shown in (10) to determine whether each coordinate of the position is 1 or 0 following the sigmoid function (11) .
D. Constraints handling
With several constraints mentioned before, it is highly possible that the particle (solution) is infeasible. In the literature, various approaches have been used to cope with constraints and infeasible solutions in evolutionary algorithm. One of the approaches is to design a repair operator to fix the infeasible solutions, or to apply a penalty function to penalize the fitness of any infeasible solution. In this paper, we design two different constraints-handling mechanisms for the studied problem: repair operator (denote as DPSO_rep) and penalty function (denote as DPSO_pen).
The repair operator is described in Fig. 2 . Firstly, to discover the reason for infeasibility, we compute the difference between the infeasible solution and the constraints (budget, limits of the amount of each category and written language). Then, we determine that the violation is occurred by which constraint (2-6) and fix the one with the maximum difference. For a maximization problem [21] , it is easier to get trapped in local optimal with lower penalty value. On the other hand, it is hardly to detect feasible solution with higher penalty values. In [21] , it also reveals that non-stationary penalty functions are almost always superior to those obtained through stationary penalty functions. Thus, we design a non-stationary penalty function (17) to avoid getting trapped in local optimal and to detect the feasible solutions.
Step 1: Evaluate the difference between the infeasible solution and constraints by (14) (15) and (16):
Step 2: Sort the difference in a non-decreasing order.
Step 3: Select constraint with the maximum difference.
Step 4: If the difference >1, then drop one material until the upper bound is not violated.
Step 5: If the difference ≤0, then add one material until the lower bound is reached.
Step 1: Randomly initialize positions of all particles
Step 2: Evaluate the fitness value of each particle s by (1) Step 3: Compare each particle's fitness value with each individual's best (pbest s ) Step 4: Compare fitness value with the populations overall previous best (gbest) Step 5: Update the velocity and position of each particle according to (12) and (10) Step 6: Choose a constraint-handling mechanism to cope with infeasible solutions Step 7: Repeat steps 2-6 until the stopping condition is reached 
E. Stopping criteria
The stopping criteria of DPSO could be specified by a maximum number of iterations, a specified CPU time limit, or a given number of consecutive iteration within which no improvement on solutions is attained. In this paper, we set our criterion to the first alternative, which dictates the DPSO algorithm stops after it has reached the predefined number of iterations.
V. COMPUTATION RESULTS

A. Settings
To verify the effectiveness of our DPSO algorithm for the materials acquisition problem, we designed and conducted a series of computational experiments. The default values of the parameters in DPSO were set as: particle size (S) = 20, number of iterations (t) = 200, inertia weight (w) = 0.9, cognition learning rate (c 1 ) = 1 and social learning rate (c 2 ) = 1. All of the programs were coded by C#.net and run in a personal computer with an Intel Pentium Dual E2180 2.0 GHz CPU and 2G RAM.
Regarding the test problems, three different scales (i.e. small, medium and large) of test data were created. The scales of the test data were defined according to the sizes of n's of materials selection problems. We regarded n∈ [30, 50] , [1000, 5000] and [10000, 50000] as small, medium and large problems respectively. In small-scale problems, the related pre-specified values of test cases were set as: the number of units (m = 5), the number of categories (c = 5), the number of language (l = 3) the lower (η k = 0) and upper (δ k = 10) bounds for the number of materials in each category, lower (λ q = 0) and upper (μ q = 30) bounds for the number of materials in each language. For medium-scale problems, the related pre-specified values of test cases were set as: m = 10, c = 10, l = 3, η k = 0, δ k = 100, λ q = 0 and μ q = 500. In large-scale problems, the related pre-specified values of test cases were set as: m = 10, c = 10, l = 3, η k = 0, δ k = 100, λ q = 0 and μ q = 500.
For the small-scale instances, the integer programming model formulated in section 2 were also deployed by running the commercial software CPLEX. The results were compared with the proposed meta-heuristics to explore their relative performances.
B. Results
To compare the effectiveness and efficiency of both DPSO_rep and DPSO_pen in obtaining optimal solutions in small-scale problems, we employed linear programming software, CPLEX, to find optimal solutions.
It can be seen from Fig. 3 that both DPSO_pen and DPSO_rep are capable of providing significant capacity to gain the optimal solutions. The optimal solutions of all the small-scale instances were obtained by the proposed approaches within a short time. From Fig. 4 , we realize that in all small-scale instances, DPSO_pen reported shorter processing time than DPSO_rep. The advantage of the DPSO_pen grows as the number of materials increases. For the medium-scale instances, it is evident from Fig. 5 that the uses of these two approaches for materials acquisition problem in multi-unit have the same performance. Also, to compare with the objective values obtained by CPLEX within a given time limit of 30 minutes, we found that both objective values of both DPSO_rep and DPSO_rep can produce quite attractive solutions. However, it can be seen form Fig. 6 that DPSO_pen is capable of obtaining quality solutions without being computationally expensive. This phenomenon is reasonable because DPSO_rep needs more processing time to repair the infeasible solutions. It is shown in Fig. 7 that both approaches report similar objective values for all large-scale instances. From Fig. 8 , we realize that in most of the test cases, DPSO_pen takes shorter processing times. For most of the time-consuming cases with n=50000, DPSO_rep takes 1016.002 seconds and DPSO_pen takes 364.741 seconds. This reaffirms the fact that the repair operator in DPSO_rep is time consuming. Thus, we would suggest that DPSO_pen is an effective approach in delivering solutions with a satisfactory quality in a reasonable time. 
VI. CONCLUDING REMARKS
Materials acquisition is one challenging problem faced by most libraries all over the world. In this paper, we formulate the materials acquisition problem in multi-unit libraries with several practical concerns such as the budget limits of each unit, the limits of the amount of each category and the limits of the amount of each written language.
To cope with the studied problem, we have developed two different constraint-handling mechanisms for DPSO. We also conducted computational experiments to demonstrate the effectiveness and efficiency of the proposed approaches with three scale problem instances. From the computational results, we realize that both kinds of DPSOs report quality solutions, whereas, DPSO with repair operator (DPSO_rep) takes a longer time as the problem scale increases. The computational results are reasonable because DPSO_rep needs more time to repair those infeasible solutions.
