Anderson localization is a universal phenomenon affecting non-interacting quantum particles in disorder. In three spatial dimensions it becomes particularly interesting to study because of the presence of a quantum phase transition from localized to extended states, predicted by P.W. Anderson in his seminal work [1] , taking place at a critical energy, the so-called mobility edge. The possible relation of the Anderson transition to the metal-insulator transitions observed in materials [2] has originated a flurry of theoretical studies during the past 50 years [2-8], and it is now possible to predict very accurately the mobility edge starting from models of the microscopic disorder [9] . However, the experiments performed so far with photons, ultrasound and ultracold atoms, while giving evidence of the transition [10] [11] [12] [13] [14] , could not provide a precise measurement of the mobility edge. In this work we are able to obtain such a measurement using an ultracold atomic system in a disordered speckle potential, thanks to a precise control of the system energy. We find that the mobility edge is close to the mean disorder energy at small disorder strengths, while a clear effect of the spatial correlation of the disorder appears at larger strengths. The precise knowledge of the disorder properties in our system offers now the opportunity for an unprecedented experiment-theory comparison for 3D Anderson localization, which is also a necessary step to start the exploration of novel regimes for many-body disordered systems.
Anderson localization is a universal phenomenon affecting non-interacting quantum particles in disorder. In three spatial dimensions it becomes particularly interesting to study because of the presence of a quantum phase transition from localized to extended states, predicted by P.W. Anderson in his seminal work [1] , taking place at a critical energy, the so-called mobility edge. The possible relation of the Anderson transition to the metal-insulator transitions observed in materials [2] has originated a flurry of theoretical studies during the past 50 years [2] [3] [4] [5] [6] [7] [8] , and it is now possible to predict very accurately the mobility edge starting from models of the microscopic disorder [9] . However, the experiments performed so far with photons, ultrasound and ultracold atoms, while giving evidence of the transition [10] [11] [12] [13] [14] , could not provide a precise measurement of the mobility edge. In this work we are able to obtain such a measurement using an ultracold atomic system in a disordered speckle potential, thanks to a precise control of the system energy. We find that the mobility edge is close to the mean disorder energy at small disorder strengths, while a clear effect of the spatial correlation of the disorder appears at larger strengths. The precise knowledge of the disorder properties in our system offers now the opportunity for an unprecedented experiment-theory comparison for 3D Anderson localization, which is also a necessary step to start the exploration of novel regimes for many-body disordered systems.
The initial theoretical work by Anderson [1] was motivated by the observation of localization phenomena in solid-state systems [15] . Studying a specific model of a disordered lattice, he realized that a critical amount of disorder could lead to a localization transition for electrons, due to quantum interference on the wavefunction. The possible connection between the Anderson transition and metal-insulator transitions [16] started a huge theoretical investigation, which eventually led to a consensus between numerical [3, 4, [7] [8] [9] and analytical results [2, 3, 5, 6] about the mobility edge and the critical properties at the transition. However, these results cannot be tested on electronic systems, where interactions turn the single-particle Anderson problem into a much more complex one [3] . The universal nature of Anderson localization allows to study some aspects of these phenomena with sound and light waves [10, 11] , which have provided a test of the Ioffe-Regel criterion [17] , or with atomic kicked rotors [12] , which have been employed to measure the critical properties of the transition. Ultracold atoms in disordered optical potentials can realize a system with full control on the microscopic Hamiltonian as in the Anderson theory [18] [19] [20] . However, recent experiments [13, 14] , while demonstrating the occurrence of an Anderson transition, could not precisely locate the mobility edge because of the difficulty in controlling the system energy. We now develop a novel method to control the energy of an ultracold atomic system in disorder, and we use it to measure precisely the mobility edge and its dependence on the disorder strength. To realize the disorder we employ an optical speckle potential, for which the intensity distribution and spatial correlations can be precisely measured. Our energy-control strategy is based on three key parts. First, we achieve fully-localized, lowenergy samples by loading a Bose-Einstein condensate almost adiabatically into the disorder, thanks to a slow cancellation of the atom-atom interactions. Then, we estimate the actual energy distribution of the samples by combining measurements of their kinetic energy with numerical simulations of the low energy eigenstates. Finally, we use a time-dependent modulation of the disorder to produce controlled excitations and we deduce the mobility edge from the measurement of the energy needed to break localization.
The ultracold sample is composed by about 10 5 39 K atoms, for which the interaction can be controlled via a Feshbach resonance [21] . The sample is initially cooled down to Bose-Einstein condensation with repulsive interaction in a harmonic trap. The disorder is generated by two coherent speckle fields [14] that are blue-detuned from the atomic transitions, hence producing a repulsive potential. As sketched in Fig.1 , the two speckles cross each other at 90
• with parallel linear polarizations, creating a 3D intensity distribution with short correlation lengths along all directions, whose geometric average is πσ R =1.3µm. The two relevant energy scales are the disorder strength V R , which represents both the mean value of the potential and its standard deviation, and the correlation energy E R =h 2 /mσ 2 R =73nK. V R can be controlled via the total speckles power, and it is accurately calibrated. The two speckles envelopes are Gaussian with waists of about 1300µm, hence much wider than the typical atomic distributions, ensuring the homogeneity of V R .
To prepare a low-energy system in the disorder, we slowly increase V R from zero to a finite value while reducing to zero both the interactions and the harmonic confinement. In order to characterize the diffusive or localized nature of the system, we then let it evolve in the disordered potential for a variable time and we finally image the spatial distribution using absorption imaging. We study in particular the one-dimensional density distribution n(x), obtained from the integration along two spatial dimensions (an example of the corresponding evolution along y and z is reported in Extended Data Fig.3 ). Measuring the integrated second moment m 2 of n(x), we observe a strong dependence of the expansion dynamics on V R (Fig.2a) . For few smaller values of V R , the evolution is purely diffusive, according to ∆m 2 (t) = m 2 (t) − m 2 (t = 0) = 2Dt. The linear increase of m 2 turns into anomalous diffusion for intermediate disorder and eventually, for larger V R , a small initial increase of m 2 is followed by a plateau, indicating that any further expansion of the cloud is inhibited and the system is fully localized. Fig.2b shows a typical time evolution of n(x) in the large-V R regime; there is an initial expansion of the tails that explains the short-time increase of m 2 , while for longer times the shape of n(x) apparently stops 
changing.
Studying the short-time evolution of the cloud, we also find that the breakdown of the diffusive transport for V R /k B >10nK is associated to an abrupt reduction of the short-time diffusion coefficient, down to D ≈h/3m. This is indeed the predicted transport regime where quantum interference should suppress diffusion and lead to localization (see Extended Data Fig.5 ).
The observation of a rather sharp transition to localization with increasing V R suggests that the energy spread of the system is narrow. We can experimentally access only the distribution of kinetic energy, which is measured through a standard time-of-flight technique. Just after loading the sample into the speckles, we release it abruptly from the disordered potential and we reconstruct the one-dimensional momentum distribution n(k) along the x direction from the time evolution of the density (see Extended Data Fig.6 ). We find that in the local- ized regime, i.e. for V R /k B > 18nK, the mean kinetic energy always lies well below V R . This motivated us to perform a numerical study of the low-energy eigenstates by exact diagonalization of the disorder Hamiltonian, to reconstruct the total energy distribution from the measured n(k). Numerical simulations are notoriously hard for energies close to the mobility edge, due to the finite spatial size in the simulations, but we found that a box with side length of about 10πσ R could give reliable results in the low-energy range occupied by the system. We calculate the momentum-space density of the energy eigenstates ρ(E, k), which allows to relate n(k) to the energy distribution function f (E) through ρ(E, k)f (E)dE = n(k). In practice, we search for the f (E) that best reproduces the experimental n(k), as sketched in Fig.3 . We find that an exponential form, f (E) ∝ exp(−E/E m ), provides a very good agreement with the experimental data. The energy distribution is then determined as usual as A fit of the atom number with the excitation model described in the text (continuous line) gives the mobility edge at Ec=52(5)nK. Inset: n0(E) (grey dots) and the calculated n(E) (blue dots) after modulating at ω * ; the position of Ec is obtained from the fit in a).
and peaked at an energy not far from the lowest energy E 0 (Fig.3b) , in agreement with the observation of fully localized systems.
The final step to determine the mobility edge, from now on E c , consists in producing a controlled energy excitation in the system, so as to promote the initial n(E) towards diffusive high energy states. After loading the atoms into the disorder, we apply a weak sinusoidal modulation to the laser power for 0.5s. This corresponds to a time-dependent perturbation of the disordered potential V R (t) = V R (1 + A cos(ωt)), with A ≈ 0.2 and variable ω. In the small A limit this procedure allows to excite a fraction of the atoms by exactly ∆E =hω. The final energy distribution can be written as n(E,hω) = (1 − p)n 0 (E) + pn 0 (E −hω), where n 0 (E) is the initial energy distribution and p = p(E, ω) is the probability to excite an atom at energy E to E +hω.
Despite p is in principle depending both on E and ω, in the Supplementary Information we estimate that this dependence is weak in the relevant range of energies, so that we can take p as a constant. At the end of the modulation sequence we leave the disorder at fixed V R for another 0.5s, allowing the atoms transferred to diffusive states to expand enough to be effectively not visible to our imaging system. The transfer to diffusive states is hence detected as atom losses. Fig.4 shows an example of the final atom number measured for different modulation frequencies. Fig.4 we obtain E c = 52(5)nK. The agreement between the data and the model is in general very good until a large-ω regime where an unexpected increase of N occurs. This can be justified considering the poor overlap in momentum space between deeply localized states and the essentially free states of the continuum, which reduces the excitation probability p. In absence of a precise modelling, we exclude the data at high frequency from the fit. A test of the validity of our model is provided by the evolution of both system size and kinetic energy with ω (Fig.4b-c) . They indeed reach a maximum value around the same frequency ω * for which the model indicates an optimal transfer to localized states just below E c , which therefore have the largest localization lengths and the largest energies (see the computed n(E,hω * ) in the inset of Fig.4b ). For ω > ω * , the peak of the excited part of n(E) crosses E c and an increasingly larger fraction of atoms diffuses away and gets effectively lost, not contributing to the size nor to the kinetic energy, which therefore decrease again.
We repeated this procedure for several disorder strengths; a summary of the measured trajectory for E c in the disorder-energy plane is shown in Fig.5 . The most interesting regime for Anderson localization is the one where V R < E R , since trapped states in individual wells of the disorder are extremely rare, and localization is caused by destructive interference on the singleparticle wavefunction over many wells and barriers. In this regime we observe an almost linear scaling of E c with V R , which is justified by the fact that V R is the only relevant energy scale in the system. When V R is increased above E R , the trajectory bends down. A saturation of E c for large V R might actually be expected. When V R E R , so that the tunneling through the random barriers is suppressed, the particle mean free path reaches a minimum value which is set by the mean distance between the barriers, i.e. σ R . According to the Ioffe-Regel criterion [17] , this corresponds to a maximum kinetic energy at the transition.
Our results are rather different from a previous experimental report of E c ≈ 2V R , relative to a speckle potential with different spatial correlations [13] . That experiment was however performed on a much shorter time scale and the analysis neglected the potential energy of the disorder, both approaches which do not allow a direct comparison with the present results. We also find only a qualitative agreement with theoretical determinations of E c for isotropic speckles [22] [23] [24] . In particular, our results for E c are about 20% higher than those based on selfconsistent approaches [22, 23] , or about 40% higher than those obtained via numerical computation [24] . These deviations might be at least partially attributed to the different anisotropy of the speckles in experiment and theory, and are definitely worth further studies. We note that a comparison to lattice models [1] could be carried out only close to the band edge, where the lattice contributes only with an effective mass, but obtaining indisputable results in that regime has proven to be challenging [25] .
In conclusion, we have experimentally determined the mobility edge trajectory in a system with controlled microscopic disorder and tunable energy. This will allow for the first time a direct comparison of an experiment to numerical calculations and may also provide a test of analytical theories. A further narrowing of the energy distribution could allow us to measure in the future also the critical properties at the transition. Our technique is general for atoms and can be applied to other types of disorder. A full assessment of the non-interacting problem is the prerequisite for exploring challenging problems for interacting disordered systems, such as many-body localization [27] , anomalous diffusion [26] , or Bose-Einstein condensation [28] [29] [30] , where already making theoretical predictions becomes very hard.
EXTENDED DATA FIGURES

FIG. ED1. System geometry and preparation. a,b)
The dipole trap we initially use to prepare the Bose-Einstein condensate is the result of two crossed 1064nm laser beams (blue), providing trap frequencies of 110Hz along x and z and 25Hz along y. The disordered potential is created by the interference of two focused speckles beams, intersecting at 90
• at the atoms position (red). The speckles wavelength is λ=762nm, blue-detuned with respect to the 39 K optical transitions (767nm and 770nm). We use two pairs of coils to tune the scattering length a via a magnetic Feshbach resonance and to compensate gravity (for more details, see Ref. [32] ). We have two available imaging systems: one on the z axis and the other one along the same direction of the speckles 1. This allows us to study the expansion dynamics of the cloud along all the three main axes. We normally use the imaging along z (sketched here), since we are especially interested in the dynamics along x. c) We realize a quasi-adiabatic loading of the atoms into the disorder by slowly ramping down the trap and the interactions while rising up the speckles: the procedure was optimized by minimizing both size and kinetic energy of the system localized in relatively strong disorder (VR >50nK).
FIG. ED2.
Characterization of the disordered potential. We image ex-situ the two speckles beams at their focus position with a CCD camera and we measure the waists of the Gaussian envelopes (s1=1280µm and s2=1315µm). a) Using a 35x microscope we can detect the fine structure of the speckles. (b) From these images we can derive the intensity autocorrelation function ΓI (δr), which is well fitted by the theoretical Bessel function profile (see Ref. [31] ). The transverse correlation length is given by σ ⊥ = δr0/π, where δr0 is the position of the first zero. We measure σ ⊥1 =0.73µm and σ ⊥2 =0.80µm. c) For each speckles we also derive the intensity distribution function P (I). We find that it decays exponentially according to P (I) = 1/ I exp(−I/ I ), as expected for fully developed speckles (Ref. [31] ). The deviation at low I is due to the finite resolution of the imaging system used to calibrate the speckles.
FIG. ED3. Expansion in the anisotropic disorder.
To estimate the effect of the anisotropic correlation function of the disorder, we look at the time evolution of the squared width of the spatial distribution n(r) along the three main axes, for an intermediate value of the disorder amplitude VR=23.4nK. At short times the system expands along both x and z, eventually reaching a larger size along x, where the disorder correlation length is a factor √ 2 larger than along z. Along y we observe just a slight increase of m2. This might be consistent with the larger initial size, due to the anisotropy of the dipole trap, and the smaller correlation length caused by interference. In order to have the highest sensitivity to changes in the diffusion/localization dynamics, in our quantitative analysis we consider the evolution along x.
FIG. ED4.
Calibration of the disorder amplitude. VR is calibrated using two different methods. First, we compute a V opt R from the light intensity of the speckles, obtained by measuring ex-situ the spatial envelope of the individual speckle beams and their total optical power. For this optical calibration we estimate a relative uncertainty of 10%. Second, we perform an in-situ calibration from the dynamics of the atoms. Since our 3D disorder is the superposition of two separate speckle patterns, we calibrate them independently. a) We apply a short pulse of the speckle potential to a non-interacting condensate in free expansion, and we measure its final momentum distribution. Using a single speckle beam at a time, the problem is effectively 2D, being the longitudinal correlation length much longer than the atomic displacement on the short-time scale we consider (σ 10σ ⊥ ). b) We observe the formation of a bimodal momentum distribution, meaning that only a fraction of the atoms gets accelerated by the pulse. c) From a 2D numerical simulation we indeed observe that the momentum distribution should develop a high-energy component, with a mean kinetic energy transferred by the speckles pulse ∆E kin = 0.19(2)VR. d) The behavior we observe in the experiment is in agreement with the simulations. The evolution of E kin of the excited part is approximately linear with V opt R , with a slope within 17% of the theoretical one. This confirms the validity of the optical calibration. The disorder strength reported in the paper is that obtained with the optical calibration, VR = V opt R .
FIG. ED5.
Diffusion constant measured at short time vs VR. In Fig.2 in the main paper we observed that, in the localized regime, the density profile always undergoes an initial expansion before reaching its equilibrium size. We study the dynamics of this initial evolution and we compare it to the diffusive dynamics for lower disorder. a) To do this we fit the data with ∆m2(t) = Ct a and we estimate an initial diffusion coefficient as D = dm2/2dt at t = 0. b) We observe a rapid drop of D for increasing VR followed by a saturation aroundh/3m for VR/kB > 10nK. According to perturbative self-consistent theories (Ref. [33] ), the diffusion coefficient in a 3D disordered system is D =hkl/3m, where l is the mean free path and k is the atomic wavevector. The Ioffe-Regel criterion predicts the onset of localization for kl 1, i.e. D h/3m, which is indeed the typical value we measure for VR >10nK. This means that we observe partial or complete localization -indicated by the bending and eventual flattening of m2(t) (Fig.2) -when the system enters the quantum transport regime (shaded area). This is indeed the regime where interference effects -at the basis of Anderson localization -come into play.
FIG. ED6. Momentum distribution. a)
After loading the atoms into the disorder, we switch off the speckles and we measure the atomic density at two different times of flight, t1 and t2 (we report here an example for VR/kB=46.8(1.4)nK). We then use a deconvolution procedure to deduce the momentum distribution. The spatial density at time t2, integrated along y and z, is given by n(x, t2) = dkdx1n(x1, t1)n(k)δ(x − x1 −h k m (t2 − t1)), where k = kx and n(k) is the momentum distribution integrated along ky and kz. Here we have assumed the momentum and spatial distributions to be factorizable. The system indeed occupies a large number of states and we can reasonably assume that there are no relevant correlations in the average distributions. We find that a Gaussian form of n(k) well reproduces the data; then we substitute n(k) ∝ exp(−k 2 /(2σ 2 )) in the previous formula and we get n(x, t2) = dx1n(x1, t1) exp − 1 2
. We include the experimental n(x1, t1) in the integral and we use it to fit the density distribution at time t2, with σ as the only free parameter. b) We then extract n(k) and we use it to deduce n(E) as in Fig.3a in the main paper. From the value of σ =k we can calculate the mean kinetic energy as E kin = 3(h 2k2 /2m), which for this dataset is 16.5nK.
FIG. ED7.
Numerical study of low energy eigenstates. We solve the single-particle Schrödinger equation by exact diagonalization of small size systems. We employ a synthetic 3D potential generated by the interference of two crossed speckles with transverse correlation length πσR=2.4µm, corresponding to the average of the experimental ones. We have neglected the longitudinal evolution of each speckle field, which is on a much larger lengthscale. The typical system is a cube with side length L=12.5µm and a discretization length of 0.25µm. The axes of the cube are along the three principal axes of the crossed speckle field. All results are averaged over at least 50 different realizations of the disorder. a) For each eigenstate we evaluate the one-dimensional participation ratio 1/ ( ψ(x, y, z) 2 dydz) 2 dx, which is a measure of the characteristic length of the wavefunction integrated along two spatial directions. The evolution of the participation ratio with the energy and L indicates that the results are not affected by the finite system size up to an energy typically around 0.75VR. In the example reported here for VR=46.8nK the curves corresponding to three different L are indistinguishable for E ≤35nK, and start to deviate only for larger energy. b) The average density of states g(E) = ρ(E, k)dk extracted from the simulations shows a power law scaling for energies larger than a certain E0; below E0, g(E) is very small and drops rapidly to zero. The typical exponents for g(E) are between 1 and 2, and they grow with VR: in the example reported here for VR=46.8nK, we find α 1. According to this scaling of g(E), we use the function n(E) = g(E)f (E) = (E − E0) α exp(−(E − E0)/Em) to fit the data of n(E) obtained as in Fig.3 in the paper, where Em is fixed by the reconstruction process (Fig.3a) while E0 and α are free parameters.
FIG. ED8. Modulation spectroscopy. a) Scheme of the experimental sequence. b) We choose the duration of the modulation and the successive waiting time according to the typical time scales we observe in the m2 measurements: t mod + twait=1s. To be sure that after this time interval the diffusive fraction has expanded enough to be no longer detectable, we have measured the evolution of the loss spectrum with twait. Here we show the losses at twait =0.5s and 1s, for t mod =0.5s and VR=46.8(1.4)nK. The losses for twait=1s are slightly larger, but the global behavior is the same. The two spectra indeed provide the same estimation for Ec. This indicates that twait=500ms used in the experiment is enough to detect the transfer of atoms above Ec. c) Our model of the excitation process is built in the framework of the Fermi's golden rule: given the perturbed Hamiltonian Hper = H0 + AV (r) cos(ωt), the excitation probability is p(E, ω) = A 2 i,f | f |V (r)| i | 2 δ(Ei − E)δ(E f − (E +hω)), where E is the initial energy and ω is the modulation frequency. To test the validity of this perturbative approach, we verify that the atom number at the end of the excitation sequence, which is proportional to 1−p(E, ω), scales linearly with A 2 . We repeat the measurement at two different ω for VR=46.8(1.4)nK and we indeed observe a linear scaling with A 2 , confirming the validity of our approach.
