In this paper, we consider a continuous classical optimal control for systems of nonlinear hyperbolic partial differential equations, with several equality and inequality state constraints. First, the considered continuous classical optimal control problem is discretized into a discrete classical optimal control problem by using the Galerkin finite element method in space and the implicit finite difference scheme in time. The classical continuous controls are approximated by picewise constants. Second the existence of a unique solution of the discrete state equations for fixed discrete classical control is studied. Third, we develop the existence theory for optimality of the discrete classical problem, and the discrete adjoint equations are developed corresponding to the discrete state equations. Finally the necessary conditions and a picewise minimum principle are developed for optimality of the discrete classical problem.
Introduction
During the last dictates, many researchers ( [3] , [5] , [7] , and many others), interested to study the discretization for the continuous relaxed optimal control problems for systems defined by ordinary and partial differential equations. At the beginning of this century the discretization for the continuous classical optimal control problem defined by semilinear parabolic partial differential equations and then the study of the obtained discrete classical optimal control problem was studied by [4] .
Since many applications in physics as the problem of Electromagnetic waves, or the problem of Dynamical elasticity lead to a mathematical model represent by a classical optimal control problems governed by nonlinear hyperbolic partial differential equation, and since solving such problems numerically needs the discritization of the continuous optimal control problems to a discrete classical optimal control problems, so we interest in this paper to study the discretization of a classical optimal control problem for systems defined by nonlinear hyperbolic partial differential equations with several equality and inequality state constraints.
In this paper and in order to give a complete idea about our work, we saw it is important to give at the beginning a description for the continuous classical optimal control problem (CCOCP) which is studied in [1] , then we discretize this continuous classical optimal control problem to a discrete classical optimal control problem (DCOCP). First we discretize the weak form of state equations in the continuous problem by using the Galerkin finite element methods in space and the implicit finite difference scheme in time (usually the Galerkin method with the finite difference scheme is used together to discretize such type of problems, cause there are suitable and are used successfully [1] , [3] , & [4] ), while the continuous controls are approximated by picewise constants with respect to an independent partition of the space-time domain. Then the existence of a unique solution of the discrete state equations for fixed discrete classical control is proved. Also we prove the existence theory of optimal control for the discrete classical problem, and we derive the discrete adjoint-state equations corresponding to the discrete state equations. Finally the necessary conditions and a picewise minimum principle for optimality of the discrete classical optimal control problem are derived.
1.Description Of The Continuous Classical
Optimal Control Problem:-In this section we describe the continuous classical optimal control problem of a nonlinear hyperbolic partial differential equations which is studied by [1] , in order to give a complete idea about how will descritize the indicated continuous classical optimal control problem (CCOCP) to a discrete classical optimal control problem (DCOCP) which is our aim in this work. So 
where U is a compact and convex subset of
the constraints on the state and control variables y and u are 
Descritization And Description Of The
Discrete Classical Optimal Control Problem:-In this section we discritize the continuous classical optimal control problem which is considered in the pervious section. We suppose for simplicity the operator ( ,.,.) a t is independent of t , the domain  is a polyhedron . For every integer n , let 
. The set of all discrete admissible classical controls for the discrete optimal problem is given by
The discrete classical optimal control problem is to find (if it exists)
t. (with respect to)
n j y , and n j u satisfies:- The following theorem plays an important rule in the study of the continuity of the discrete functionals ( ) n n m G u and also in the existence of a discrete optimal control.
Theorem2.1:
For any fixed j ( 0 1 
Proof:
For any fixed 
Now, form the basis of n V , using the Galerkin method [9] , we write
, and 
i i e y v  and
Now, to solve the above nonlinear system, we use the method which knows by the predictor and corrector method in the numerical analysis, as following. For predictor step we set ( 1) ( 1) 2 1 1 ( 1)
( we get
The 2 nd term in the L.H.S. (left hand side) of the above equations is positive (from the assumptions on (.,.) a ), using the Lipschitz condition on the f in the R.H.S. of the equation, then using the Caschy-Schwarz inequality in R.H.S. of the obtained equation, the above equation becomes ( 1) ( 1) 
Existence Of A Discrete Classical
Optimal Control:-In order to study the existence of a discrete classical optimal control, we suppose in addition to the above assumptions, that the function ( , , , ) 
Lemma 3.1:
The operator 
Lemma 3.3:
If the function f is Lipschitizian w.r.t. 
Proof:
From the discrete state equations (8-11), we get (for 0,1,..., 
( y y , y y )
and n n n n j+1 j+1 j j 2 n n n n j+1 j+1 j+1 j+1
( y , y ) ( y , y )
By substituting (29) in the L.H.S. of (28), summing both sides of the obtained equation from 0 j  to 1 j l   , using the assumptions on (.,.) a , and the initial conditions (27), we get 
By using the discrete Gronwall s inequality [6] , we get that ( , where ,
where ,
and the
Hamiltonian n H is defined by: .
