Subjective probabilistic judgments in forecasting are inevitable in many real life domains. A common way to obtain such judgments is to assess fractiles or confidence intervals. However, these judgments tend to be systematically overconfident. Further, it has proved particularly difficult to de-bias such forecasts and improve the calibration. This paper proposes a simple process that systematically leads to wider confidence intervals thus reducing overconfidence.
Introduction
In many real life situations, especially in the socio-economic domains, prediction of future events necessarily involves subjective probabilistic judgments since well-defined data-generating processes simply do not exist. For example, experts are often called upon to forecast the price of oil or the level of Dow Jones Industrial Average at a future point in time, and they use their subjective judgments. For uncertain quantities that can take on a continuum of possible values, subjectively eliciting a complete probability distribution is an extremely difficult cognitive task not just for untrained individuals but also for those experienced in assessing probabilities. A common way to assess uncertainty in such cases is to obtain subjective assessments of fractiles or confidence intervals. Let X be an uncertain quantity that can take on a continuum of possible values. The k th (0 ≤ k ≤1) subjective fractile is then the number X k such that the subjective probability that the assessor assigns to X being below X k is k, i.e., P(X ≤ X k ) = k. A subjective 100(1-γ)%, 0 ≤ γ ≤ 1, confidence interval (CI) is a "low guess" and a "high guess" such that the assessor assigns probability 1-γ to the realized value of X being between the low guess and the high guess.
The width of a CI is simply the interfractile range from two fractiles. For example, the width of a 90% CI for X is often represented as the interfractile range (X 0.05 , X 0.95 ).
In the extensive literature on such subjective probabilistic judgments, since the 1970s and some even earlier, one of the most pervasive findings is that assessors display overconfidence: the assessed probability distributions tend to be too tight and hence are miscalibrated (see, e.g., Alpert and Raiffa 1982 , Lichtenstein et al. 1982 , Klayman et al. 1999 , Griffen and Brenner 2004 , Soll & Klayman 2004 , Teigen and Jørgensen 2005 . In other words, the subjective CIs tend to be too narrow, and the assessed extreme fractiles show a systematic bias towards underestimation of tail probabilities. For example, 90% subjective CIs for uncertain quantities are likely to capture much less than 90% of the actual realizations, often only 40% to 70% of the realizations. Many of the studies mentioned above used general knowledge questions as their stimuli. However, the overconfidence phenomenon has been replicated also in the context of forecasting real life uncertain quantities. Deaves et al. (2010) report overconfidence among financial market practitioners in Germany who assessed 90% CIs for the German market index DAX six months ahead. And, in most cases their CIs captured the realized value only between 40% and 70% of the time. Budescu and Du (2007) examine the quality of confidence judgments regarding future prices of financial assets and find overconfidence with 90% CIs, however not with 70% and 50% CIs. Russo and Schoemaker (1992) document overconfidence in CIs with business managers, where 90% CIs captured the true values between 42% and 62% of the time, while 50% CIs had included the true values about 20% of the time.
Does it really matter that the assessors are not well calibrated? Lichtenstein et al. (1982) , for example, point out that if such assessments are made at several levels of an analysis, with each assessed distribution being too narrow, the errors instead of cancelling each other could compound, possibly leading to enormous expected losses. Barberis and Thaler (2003) in their survey of behavioral finance underline overconfidence as one of the systematic biases of particular interest: "the confidence intervals people assign to their estimates of quantities -the level of the Dow in a year, say -are far too narrow." Also, they associate it with real economic consequences of financial losses and stock market volatility. It should not be difficult to imagine that overly narrow confidence intervals or underestimation of tail probabilities can have potentially catastrophic consequences, such as the most recent economic downturn (see, for example, Johnson and Fowler 2011) .
More troubling, it has proved particularly difficult to de-bias forecasts and improve the calibration of expressed subjective uncertainty. The most common mechanisms tried for reducing overconfidence have been feedback, training, and incentive schemes such as scoring rules, which have all yielded mixed results at best (in addition to Alpert and Raiffa 1982 and Lichtenstein et al. 1982 mentioned above, see, e.g., Hogarth 1975 , Arkes et al. 1987 , Koriat, et al. 1980 . The most common current prescription appears to be more or less that assessors should be careful about the overconfidence bias, although there has been some interesting recent work in this area. Soll and Klayman (2004) show that eliciting fractiles separately led to better calibration than asking directly for confidence intervals. Similarly, Winnman, Hansson, and Juslin (2004) find strong evidence for format dependence. Participants in their studies gave interval estimates that were poorly calibrated (i.e., overconfident), yet the probabilities assigned to given intervals showed little bias. Haran et al. (2010) show that forcing forecasters to consider all possible outcomes for an event and then to assign probabilities to each significantly improves calibration relative to interval estimates. In this paper, we attempt to complement such efforts for improving calibration and thus reducing overconfidence in subjective confidence intervals.
We build upon intuition from earlier work such as support theory proposed by Tversky and Koehler (1994) and the stream of research on observed subadditivity of subjective probabilities (see, for example, Ayton 1997 , Bearden, Wallsten, and Fox 2007 , Fox and Tversky, 1998 . This line of research shows that different descriptions of the same event lead to systematically different probabilistic judgments of the event. For instance, describing an event by its constituent pieces systematically leads to a higher subjective probability assigned to the event compared to when the event is not unpacked into its constituent pieces. So, for example, the sum of subjectively assessed probabilities for a person getting various types of cancer (such as liver cancer or lung cancer or pancreatic cancer, etc.) tends to be greater than the subjective probability for the same person getting any type of cancer when directly assessed (without breaking up the category of cancer into its constituent parts). Tversky and Koehler argued that dividing an event into its constituent parts tends to foster the accrual of support for the event and thereby increase the assessed subjective probability for that event.
Similarly, we hypothesized that unpacking a time horizon into its constituent pieces can lead to systematically different perceptions of time, and can hence systematically influence judgments which involve that time horizon, such as subjective forecasts of quantities. More precisely, we conjectured that the perceived distance between now and some future point in time t is greater when one first explicitly considers some intermediate points in time t 1 and t 2 , where t 1 < t 2 < t, than when one considers t directly.
For example, simply making it salient that between now and one year ahead there is three months ahead and six months ahead would make one year ahead seem further out. This then should increase the uncertainty in an assessor's forecast for an event or a quantity one year ahead. In other words, unpacking time in this manner should lead to, for example, wider subjective confidence intervals. This is indeed what we show.
In an extensive series of experiments, with MBA students and with financial analysts in their domain of expertise at a large international brokerage and investment group and at a large global asset management firm, we find that unpacking time into its constituent pieces tends to systematically increase the uncertainty assessors have in their forecasts, which can then potentially mitigate the overconfidence in those forecasts. Say, we wish to elicit an analyst's 90% CI for the value of Dow Jones Industrial Average three months from today. The typical approach is to simply ask for the CI directly for the desired time, which in this case is a 90% CI three months hence. Our research consistently shows that asking assessors first to give 90% CIs for one month out and two months out before doing so for three months out can substantially widen the intervals at three months and thereby potentially improve calibration. We refer to this phenomenon as the time unpacking effect. We show the unpacking effect in several experiments using different events and elicitation procedures.
In one of our experiments, we asked assessors for three month forecasts for several real-world uncertain quantities under two conditions. Assessors in the packed condition gave CIs only for three months out, while those in the unpacked condition gave CIs for one and two months out before giving CIs for three months out. The mean width of the CIs was significantly greater in the unpacked condition. In a related experiment, we observe similar time unpacking effects when subjects were asked to estimate the probabilities of future events (e.g., the probability that the Dow will increase/decrease by 15% or more at least once in the next t months). The estimates indicate greater perceived volatility when some intermediate estimations are made on an unpacked timeline compared to direct estimate in a packed timeline. We also report experiments designed to address possible cognitive mechanisms that lead to the time unpacking effect. We think that one possibility for this effect is due to changes in the perception of time which can occur due to the psychophysics of time perception (e.g., Stevens 1975) . Specifically, the time perception is non-linear and compressed (the distance of ten years ahead is perceived to be less than twice the distance of five years ahead, for example) and unpacking time helps decompress it. Another possibility is that unpacking time fosters relative comparisons which influences perceived time distancefor example, ten years ahead seems further out when explicitly compared to three years and five years than when ten years ahead is considered in isolation. Of course, both these mechanisms may play a role, rather than one or the other. We hope that by understanding the underlying mechanisms that drive the time unpacking effect we can develop better aids to improve forecasting.
In all the experiments mentioned above, we show that the time unpacking effect leads to assessments of greater uncertainty (wider confidence intervals or higher tail probabilities) that should presumably improve calibration. However, to actually measure the calibration in those experiments, one would need a large number of repeated trials, which is an onerous task in the context of real life assessments that we did. So, we also conducted an experiment where the data-generating process was well-defined and known and hence where it was possible to get precise measures of calibration, and we then also examined the impact of different levels of time unpacking (dividing the target time into different number of intermediate constituent pieces) on CI widths and consequent calibration. We find that while assessors remain overconfident even with time unpacking, the degree of overconfidence decreases. And, the most substantial and significant improvement comes with just one level of unpacking, with further marginal improvements from additional levels of time unpacking happening at a decreasing rate. Such improvements in calibration do not seem to come at a cost of lower overall forecasting performance that accounts also for sharpness. We evaluate the overall forecasting performance with a scoring rule that takes into account a trade-off between improved calibration and less sharpness (i.e., increased CI widths).
The scores improve with time unpacking and, consistent with earlier results, the most benefit comes from just one level of unpacking with the marginal rate of improvement decreasing with additional levels of unpacking. To sum up, we observe that the wider CIs from time unpacking lead to improved calibration without creating underconfidence, and the improved calibration when traded off against worsening sharpness still results in a better overall forecasting performance. And, just one level of time unpacking leads to the most substantial and significant benefit in terms of improved forecasting performance.
In §2, we specify the class of stochastic processes that we consider and briefly describe a model for biased predictions. In §3, we discuss Experiments 1 and 2 that show the basic time unpacking effect through CI elicitations with MBAs and with real-life professionals in their field of expertise. In §4, we explore with Experiment 3 the possible causal mechanisms of the unpacking effect. In §5, through Experiments 4a and 4b, we show that time unpacking is robust to different elicitation formats. In §6, we describe Experiment 5 where we compute calibration of assessed confidence intervals under the packed and unpacked conditions, and consider the impact of different levels of time unpacking on CI widths as well as on the resulting calibration and the overall forecasting performance that accounts for more than just calibration. §7 concludes with a summary and discussion.
A Model for Overconfidence in Subjective Confidence Intervals
Let { ( ), 0 } X t t ≤ < ∞ be a collection of random variables, i.e., a stochastic process with X(t) as the state of the process at time t. We consider the class of stochastic processes where the shortest prediction interval for X(t) is increasing in t. In formal terms, assuming without loss of generality that the process is at t = 0, the shortest prediction interval for X(t), t > 0, given a preassigned probability, say 1 -γ, is given
Then we consider the class of stochastic processes in which the width of this interval,
increasing in t for all γ. This is a way to specify that the uncertainty about X(t) is increasing in t.
This is a broad class of stochastic processes, and includes processes that have been widely applied, for example, to simulate behavior of stock prices, currencies, futures, interest rates and other financial quantities (see, for example, Hull 2008 and McDonald 2005) . For instance, one such stochastic process is the commonly-used Brownian motion process in which, under the condition that X(0) = 0, at t = 0, X(t)
for t > 0 is normally distributed with mean 0 and variance σ 2 t, with σ as a fixed parameter (see, for example, Ross 1983) . In this case, the shortest prediction interval at t = 0 for X(t), t > 0, given a preassigned probability 1 -γ is defined by
where z γ / 2 is the 100(γ/2)th percentile of the standard normal distribution. Then the width of this interval, which is 2z γ / 2 σ√t, is increasing in t.
Now, imagine an assessor at t = 0 providing a subjective confidence interval (equivalent to shortest prediction interval) for X(t), t > 0. A well-established finding from the psychophysics of time perception is that time is (cognitively) represented non-linearly (e.g., Stevens 1975 , Eisler 1976 ). More precisely, representations of time tend to be compressed such that the perception of time t into the future is R(t) < t.
Thus, R(t) < t makes t seem closer than it is. For example, the distance of ten years ahead is perceived to be less than twice the distance of five years ahead. One commonly used representation of R(t) is R(t) = t α , where 0 < α < 1.
Then, within the class of stochastic processes that we consider, subjective assessments of confidence intervals are biased. In other words, an assessor providing subjective confidence intervals for X(t), t > 0, perceives the time period t to be less than what it truly is, as R(t) < t. And, hence, the assessor perceiving X(t) to be X(R(t)) underestimates the uncertainty (i.e., the width of the confidence interval) associated with X(t). So, for a preassigned probability the assessor judges a confidence interval for X(t) to be tighter than it should be, and equivalently, for a preassigned interval of X(t) judges a higher likelihood than it should be. In sum, the compressed perception of time leads the assessor to be overconfident.
We do not think or claim that such a compressed perception of time is the only source of overconfidence. Nevertheless, to the extent that this does contribute to overconfidence, it seems worthwhile to try and deal with it. Further, our approach is limited to forecasting problems that involve a time dimension and where the uncertainty about the quantity of interest is increasing with time. So, while the process need not be stationary, the shortest prediction interval must be increasing in time which might not be the case in contexts such as sales with a strong seasonality factor or other similar confounding variables.
The Time Unpacking Effect in Subjective Confidence Intervals
Experiment 1: Method Experiment 1 was designed to check for the existence of the time unpacking effect. The participants were 128 MBA students at INSEAD with an average age of about 29 years who were randomly assigned into the packed and unpacked conditions. In both conditions, the participants were given the last available closing level of three financial indicators: the Dow Jones Industrial Average (Dow), the price of Brent crude oil in USD (Oil) and the Google stock price (Google), and were asked for their 90% CIs at certain points in the future. In the packed condition, participants made predictions for the three quantities 3 months ahead, while in the unpacked condition, participants made predictions for the same quantities 1 month, 2 months and 3 months ahead, in that order. Our hypothesis was that the average interval width for 3 months would be wider in the unpacked condition compared to the packed condition.
The question in the unpacked condition is provided below for illustration:
For the three quantities below, you are given the last closing price available. For three points in the future, 1 month, 2 months and 3 months, we would like you to estimate your 90% confidence interval (i.e., an upper bound such that there is 5% probability that the quantity will close above that value and a lower bound such that there is a 5% probability that the quantity will close below that value. In other words, the interval you state should be such that you are 90% confident that the actual value will lie within that interval).
Experiment 1: Results
The critical comparison between the packed and unpacked conditions is the width of the 90% CIs at three months for the three quantities, where a CI width is defined as the difference between the upper bound and the lower bound. Table 1 shows for each of the three quantities the means and the standard errors of the means for the lower bounds, upper bounds, and the widths of the CIs under the unpacked and packed conditions, along with the percentage increase in the mean unpacked CI widths relative to the mean packed CI widths. Consistent with our hypothesis, for each of the three quantities, the mean CI width for the unpacked condition was significantly greater than that for the packed condition. This increase in mean CI width was about 34% uniformly across the three quantities. In the case of Dow, t (109.4) = 1.75, p(2-tailed) = .08; for Oil, t (101.4) = 2.16, p(2-tailed) =.03; and for Google, t (94.72) = 1.68, p(2-tailed) = .09. Note also that, for each of the three quantities, the mean lower bound (mean upper bound) in the unpacked condition is less (greater) than that in the packed condition. In this sense of on average, the packed CI is a subset of the unpacked CI. In other words, on average, an unpacked CI subsumes the uncertainty in the corresponding packed CI and then adds some more. (10) 650 (9) 177 (18) 452 (18) 688 (15) 237 (31) 33% 2-tailed: * p < 0.05 Figure 1 shows the cumulative distributions for the CI widths in the packed and unpacked conditions for the three quantities. For each of the three quantities, the unpacked distribution is almost always below the packed distribution. For example, in the case of DOW, roughly 70% of the CI widths in the unpacked condition were 5000 or less whereas about 90% of the CI widths in the packed condition were 5000 or less. In other words, roughly 10% of the packed CI widths were greater than 5000, whereas close to 30% of the unpacked CI widths were greater than 5000. This seems to be almost always the case for any given CI width for each of the three quantities.
Assuming, in line with the extensive literature mentioned earlier, that calibrations of 90% CIs are well under 90%, the results in Table 1 and Figure 1 are suggestive that the unpacked intervals will likely lead to better calibration than the packed intervals. To actually measure the calibration of these intervals, given that the data generating processes for the forecasted real-life quantities are impossible to define, the analysis would require a large number of repeated trials over a long period of time. Later in §6, we do show some calibration results in a setting where the data generating process is known and well defined.
Still, to get some flavor here on potential calibration of the packed and unpacked intervals, we used past empirical data on the forecasted quantities to evaluate these intervals. More specifically, going back about five years from the day of the experiment (from January 1, 2006, to December 31, 2010), for each day, we looked at the percentage change in each quantity (Dow, Oil, and Google) three months ahead.
This gave us for each quantity a distribution for the percentage change three months ahead. Then, for a given assessed 90% CI in Experiment 1, we computed the implied 90% CI for percentage change in the underlying quantity. For example, if a subject stated a 90% CI for Dow three months ahead to be (9,500, 10,500), with the Dow being 10,000 (known to the subject) on the day of the assessment, the implied 90% CI for percentage change in Dow three months ahead was taken to be ( -5%, 5%). Thereafter, we computed the proportion of the observations in the past 5-year empirical distribution for the quantity that were captured by the implied 90% CI for that quantity. We refer to this capture rate as the 5-year trailing calibration. The average 5-year trailing calibration of packed vs. unpacked intervals was 62% vs. 63%
for Dow, 64% vs. 68% for Oil, and 47% vs. 52% for Google. Measured this way, calibration in the unpacked condition vis-à-vis the packed condition increased by 1%, 6%, and 11% for Dow, Oil and Google, respectively. We replicated this also with 10-year trailing calibrations and obtained very similar results.
To sum up, these results are further indicative that overconfidence is a persistent issue in judgments of uncertainty and that unpacking time can play a role in reducing the degree of overconfidence. The improvements in the trailing calibration through unpacking time are small, but the results are consistent across quantities and could entail large economic consequences. It is a very simple procedure that can be useful as a robust complement to other efforts in reducing overconfidence. In the next experiment, we replicated this effect with professionals in the finance industry.
Experiment 2: Method
In this experiment we went to the field to explore whether professionals with substantive expertise in finance are also susceptible to the time unpacking effect. Seventy-three analysts at a major international brokerage and investment group, CLSA, participated in the experiment. CLSA is headquartered in Hong Kong, with more than 1,350 professionals located in 15 major Asian cities and in other major financial centers such as London, New York, and Sydney (for more information, see www.clsa.com). The median age of the participants, all with university or advanced degrees, was 36 years, and the median years of service with CLSA (not including experience at other financial houses) was five years. The analysts in our sample were based in New York, Tokyo, and Hong Kong. They participated in an online survey where they made forecasts for some of the financial quantities that were of most interest to and were continuously tracked by them. The financial quantities in our study were the price of Oil Brent EUCRBRDT Index (Oil), the price of Gold US$/oz GOLDS Commodity (Gold), the Dow Jones Industrial Average Index (Dow), the Nikkei NKY Index (Nikkei), the Hang Seng HIS Index (Hang Seng), and the MSCI Asia Free x Japan MXASJ Index (MSCI).
As before, time unpacking was manipulated between subjects with two conditions, packed and unpacked. The procedure was same as in Experiment 1. Participants in the packed condition were asked for 90% CI (lower and upper bounds) 3 months ahead while those in the unpacked condition were asked for projections 1 month, 2 months and 3 months ahead, in that order. All analysts made their predictions within a twenty-four hour time frame on April 1, 2010.
Experiment 2: Results
There was a systematic tendency for analysts in the unpacked condition to give wider intervals than in the packed condition across all six quantities. Table 2 shows the means and the standard errors of the means for lower bounds, upper bounds, and widths of the 90% CIs for three months ahead for all the six quantities in the packed and unpacked conditions, along with the percentage increase in the mean CI widths in the unpacked condition relative to the packed condition. The increase in the mean CI width in the unpacked condition relative to the packed condition ranged from 20% to 44% with an average increase of 31% across the six quantities. None of the paired comparisons in Table 2 are statistically significant, but the consistently larger CI widths in the unpacked condition across all the six quantities suggest that the time unpacking effect persists also with professionals in the field predicting quantities they work with in their profession. Also, the average lower bounds (upper bounds) are smaller (larger) in the unpacked condition than in the packed condition, except for one quantity (MSCI) where the average lower bounds are the same under the two conditions. In this sense, as in Experiment 1, on average, an unpacked CI for an uncertain future quantity envelops the corresponding packed CI.
Hence, the findings in the MBA sample suggesting assessments of greater uncertainty in an unpacked CI relative to a packed CI, and thereby potentially better calibration of unpacked CIs vis-à-vis packed CIs, translate to this sample from the professionals as well. As with the results of Experiment 1, we also looked at the 5-year and 10-year trailing calibrations of the packed and unpacked intervals. The improvements in the trailing calibration in the unpacked intervals as compared to the packed intervals (1) 93 (2) 19 (2) 71 (3) 97 (3) 26 (5) 37%
Gold 1038 (21) 1241 (26) 203 (25) 1018 (29) 1264 (32) 246 (56) 21% DJIA 9965 (133) 11647 (115) 1682 (225) 9806 (285) 12069 (268) 2263 (509) 35%
Nikkei 10391 (123) 12238 (144) 1847 (234) 10162 (287) 12814 (291) 2652 (530) 44%
Hang Seng
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445 (10) 542 (11) 97 (12) 445 (17) 569 (18) 125 (25) 28% were small, however. For example, the average 5-year trailing calibration across all six quantities was 47% for the unpacked intervals compared to 45% for the packed intervals, the best improvement being for Oil (46% for unpacked vs. 41% for packed, a 12% increase) and no improvement in the case of Gold.
The 10-year trailing calibrations were very similar. But, as in Experiment 1, the results are consistent across the various forecasted quantities.
We investigate the possible causes of the time unpacking effect in the next section.
Why Does Time Unpacking Lead to Wider Confidence Intervals?
In §2, we discuss how representations of time tend to be compressed such that the perception of time t into the future is R(t) < t. Thus, R(t) makes t seem closer. By this account, making explicit some of t's constituent components, t 1 , t 2 ,…,t m, where t = t 1 + (t 2 -t 1 ) + … + (t m -t m-1 ), can effectively decompress a forecaster's perception of time to
, thereby causing the unpacked time horizon to seem longer than its packed counterpart. We refer to this potential explanation as the representational account of time.
An alternative explanation is that unpacking time fosters the use of relative comparisons -or contrastswhich then drive the observed time unpacking effects. Helson (1964) argued -with the support of substantial persuasive data -that prior experience with a stimulus provides a reference point against which subsequent stimuli are judged (for related findings, see, e.g., Beebe-Center 1929, Manstead, Wagner, and MacDonald 1983) . For instance, he found that judgments for the heaviness of objects depended on the order in which the objects were judged. An object of a fixed weight felt heavier after a light object than after a heavy object. So, just as a 5 kg object will be perceived to be lighter when judged after a 10 kg object than after a 2 kg object, a time t might be perceived as further into the future after considering t near < t than after t far > t. Such an effect from relative comparisons is now commonly referred to as a contrast effect.
The representational account of time and the contrast effect can lead to distinctly different predictions.
Suppose, for instance, that a judge forecasts an event for time periods t 1 , t 2 , and t 3 , a second judge forecasts the same event for time period t 3 , while a third judge does so for time periods t 3 , t 4 , and t 5 , where t 1 < t 2 <t 3 <t 4 <t 5 . By the representational account of time, t 3 should be perceived similarly by the second and third judges, and relative to them, further out in the future by the first judge. However, by the contrast effect, the first judge relative to the second judge should perceive t 3 to be further out in time (since t 3 is being compared to shorter time periods t 1 and t 2 by the first judge rather than being considered by itself as by the second judge), but the third judge relative to the second judge should perceive t 3 to be nearer (since t 3 is being compared to longer time periods t 4 and t 5 by the third judge).
We report results from an experiment that allow us to determine the relative descriptive adequacy of these two potential explanations.
Experiment 3: Method
The participants were 216 MBA students at INSEAD. These participants were distinct from the participant pool in Experiment 1. They were divided randomly into three conditions, packed, unpacked and extended, in a between subjects design. The packed and unpacked conditions, and the quantities to be forecasted (Dow, Oil, Google), were identical to those in Experiment 1: in the packed condition, subjects gave 90% CIs for 3 months ahead, while in the unpacked condition, subjects gave 90% CIs for 1 month, 2 months, and 3 months ahead, in that order. In the extended condition, participants were asked to give 90% CIs for the same three quantities, but for 3 months, 4 months, and 5 months ahead, in that order. By the contrast effect, if the presence of the 1 month and 2 months stimuli in the unpacked condition causes 3 months to seem longer than in the packed case, then the presence of the 4 and 5 months stimuli in the extended condition should make 3 months seem shorter than in the packed case. On the other hand, by the representational account of time, 3 months should be perceived identically in both the packed and extended conditions, while it should be perceived longer in the unpacked condition, as discussed above.
In other words, with W(.) representing the CI width, W(unpacked) > W(packed) > W(extended) provides support for the contrast effect, whereas W(unpacked) > W(packed) = W(extended) lends support to the representational account of time. Table 3a shows the summary results for the 90% CIs three months ahead for the three quantities: means and standard errors of the means for lower bounds, upper bounds, and CI widths, along with the percentage increases in CI widths in pairwise comparisons of the three conditions (packed, unpacked, and extended). We conducted three separate analysis of variance (ANOVA) using CI widths of the three quantities (Dow, Oil and Google) as dependent measures and the three experimental conditions (packed, unpacked, and extended) as a between-subjects factor. Across all three dependent variables, ANOVAs demonstrated a significant main effect of the conditions. For each of three variables, the mean CI width for the unpacked condition was greater than the mean CI width for the packed and extended conditions, while the mean CI width for the packed condition was greater than that for the extended condition. For Dow, the mean CI width in the unpacked condition was 27% greater than that in the Packed condition (t (128.3) = 1.49, p (2-tailed) = .14) and 81% greater than that in the extended condition (t (120.1) = 3.15, p (2-tailed) =.002), whereas the mean CI width in the packed condition was 43% greater than that in the extended condition (t (142) = 1.87, p (2-tailed) =.06). In the case of Oil, the mean CI width in the unpacked condition was 44% larger than that in the packed condition (t (127.1) = 2.17, p (2-tailed) = .03) and 86% larger than that in the extended condition (t (95.2) = 3.74, p (2-tailed) < .001), while the mean CI width in the packed condition was 29% larger than that in the extended condition (t (99) = 1.6, p (2-tailed) = .12). Finally, for Google, the mean CI width in the unpacked condition was 42% greater than that in the packed condition (t (126.3) = 2.50, p (2-tailed) = .01) and 83% greater than that in the extended condition (t (106.4) = 4.22, p (2-tailed) < .001), and the mean CI width in the packed condition was 29% greater than in that in the extended conditions (t (115.3) = 1.8, p (2-tailed) = .06). Note also in Table 3 that, for each of the three quantities, on average, LB (unpacked) < LB (packed) < LB (extended), and UB (unpacked) > UB (packed) > UB (extended). In this sense, on average, the extended CI is a subset of the packed CI which in turn is a subset of the unpacked CI. The results in Table 3a are further validated in How does this translate into levels of trailing calibration? We would expect these to be better as we go from the extended to the packed to the unpacked conditions, in line with the higher average CI widths.
Experiment 3: Results
This is exactly what we see in Table 3b that shows the average trailing calibrations for each forecasted quantity under the packed, unpacked, and extended conditions. For each of the three forecasted quantities, the average trailing calibrations are the lowest under the extended condition and the highest under the unpacked condition, with the differences being fairly substantive. Once again, this is indicative of the persistent overconfidence, with time unpacking improving calibration with respected to packed time, and Google 460 (18) 630 (23) 170 (16) 434 (19) 676 (31) 242 (25) 476 (14) 608 (22) 132(12) 42%** 83%** 29% 2-tailed: ** p < 0.01; * p < 0.05 the extended time format leading to worse calibration relative to packed time.
Time Unpacking Effect with Elicitation Formats other than Confidence Intervals
Experiments 1, 2 and 3 investigated the existence of the time unpacking effect and possible underlying psychological mechanisms that lead to this effect. In this section, with Experiments 4a and 4b, we demonstrate that this effect is robust to alternative elicitation formats.
Experiment 4a: Method
The participant pool consisted of 131 MBA students at INSEAD randomly divided into the packed, unpacked and extended conditions, as in Experiment 3. Participants were asked to judge the likelihood of three pairs of financial events related to the three quantities that were used in Experiments 1 and 3 (Dow, Oil, and Google) for different time periods into the future: Dow being below and above its current level by 10% or more at least once, Oil being below and above its current price by 15% or more at least once, and Google stock price being below and above its current price by 20% or more at least once. For illustration, one of the three pairs of questions read as follows:
On January 20, 2010, the price of crude oil (Brent) was $78.01 per barrel. What is the probability that the price will be below its current level by 15% or more at least once in the next X months? Next, what is the probability that the price will be above its current level by 15% or more at least once in the next X months?
As in Experiment 3, X = 1 month, 2 months, and 3 months in the unpacked condition; X = 3 months in the packed condition; and X = 3 months, 4 months, and 5 months in the extended condition. Note that the questions were designed so that normatively the assessed subjective probability should increase, or at least not decrease, with time.
Typically, in judging probabilities for a given event, overconfidence is indicated by assessed probabilities being too near certainty (i.e., probabilities near 0 or 1) and underconfidence is reflected by assessed probabilities being nearer to 0.5 than they should be (see, e.g., Morgan et. al 1990, pp 110) .
However, our focus here is on tail probabilities of a distribution and hence our view of overconfidence is somewhat different. We hypothesized that, consistent with the time unpacking effect, respondents in the unpacked condition would display greater appreciation of uncertainty and hence assign greater probabilities to the tails of a distribution (i.e., greater probabilities to both the questions for each quantity stated above) compared to the respondents in the packed condition who in turn will assign greater probabilities than respondents in the extended condition.
Experiment 4a: Results
The mean probability judgments across the three conditions and for the two events for each of the three quantities (Oil, Dow, Google) are shown in Figure 3 . Across the three quantities, the mean probabilities for each of the two tail events are the highest in the unpacked condition, next highest in the packed condition, and the lowest in the extended condition. Figure 4 shows for each of the six events the cumulative distributions of the assessed probabilities under the three conditions (packed, unpacked, and extended). We also ran separate ANOVA for each of the six target questions with the three experimental conditions as a between-subjects factor. ANOVAs revealed a significant main effect for the conditionsfor reasons of space and given the consistent flavor of the data in Figures 3 and 4 , we do not report the statistics here.
The data here suggests that our hypothesis on the time unpacking effect in the assessed CIs extends to elicitations of tail probabilities as well. We replicate this effect in yet another elicitation format for probabilistic judgments in the next experiment.
Experiment 4b: Method
In this experiment, instead of eliciting CIs or tail probabilities associated with percentage increase or decrease in uncertain quantities, we asked for the subjective probability associated with a specific interval of an uncertain quantity. We asked for the subjective probability that the price of Gold (US$/oz, GOLDS Commodity) will be between $1050 and $1350, twelve months ahead in the packed condition, and 3 months, 6 months, and 12 months ahead, in that order, in the unpacked condition.
Our hypothesis was that participants in the unpacked condition compared to those in the packed condition would assign lower subjective probabilities that Gold price would lie within the defined interval 12 months ahead, indicating fatter tail probabilities. The participant pool consisted of 62 analysts at a major international asset management firm (a client of the brokerage and investment group, CLSA) with an average age of 33 years, 7.7 years of experience on average in the finance industry, and representing 20 different nationalities in the Tokyo, London, and Hong Kong offices. They were randomly divided into the packed and unpacked conditions in a controlled online survey.
Experiment 4b: Results
As hypothesized, the mean probability judgment in the unpacked condition (M = 32.8%, SD = 20.0%, N = 29) was significantly smaller than that in the packed condition (M = 45.9%, SD = 25.9%, N = 33), t = 2.24, p (2-tailed) = .03, implying greater sensitivity to tail probabilities in the unpacked condition and consistent with our earlier results.
CI Widths, Calibration, and Overall Forecasting Performance with Different Levels of Time Unpacking
In the previous sections, we show that time unpacking leads to wider confidence intervals and in general to assessments of greater uncertainty regarding a future uncertain quantity. This should lead to better calibration, as we know that assessors consistently tend to be overconfident. In this section, we discuss an experiment where it is possible to make observations of calibration for the assessed confidence intervals. We then investigate three interrelated issues. One, we examine how different levels of time unpacking effect increases in CI widths. In the experiments presented in the previous sections, we have used two levels of unpacking. For example, in Experiment 1, participants in the unpacked condition made predictions for financial quantities for 1 month and 2 months ahead before finally making predictions for 3 months ahead. Here, we investigate the relationship between different levels of unpacking (i.e., one, two, three, and four levels) and the resulting increases in CI widths.
Two, we explore the relationship between increased CI widths from different levels of time unpacking and the corresponding changes in calibration. Do the increased CI widths, for example, lead to proportional improvements in calibration or perhaps to an overreaction that translates into underconfidence?
Three, we also consider another component of forecasting performance besides just calibration, namely
sharpness. The idea in that if we have two equally calibrated assessors, the better of the two then is the one who gives sharper assessments. For example, consider two weather forecasters assessing the probability of "rain tomorrow" in a region. One forecaster consistently gives the probability as 0.4, while the second forecaster gives a probability of 1 on 40% of the days and a probability of 0 on 60% of the days, and it rains only on the days when the second forecaster give a probability of 1. Both the weather forecasters in this case are perfectly calibrated, but the second one is sharper and more useful (see Murphy and Winkler 1977) . Similarly, if two forecasters provide 90% confidence intervals and both are equally calibrated, the better of the two then is the one who tends to give tighter (and hence sharper) intervals. Now, consider another case where two forecasters are again providing 90% confidence intervals, one has a calibration of 60% and the other has 75%, but the first one consistently provides much narrower intervals than the second one. In this case, we need to make a tradeoff between calibration and sharpness to judge the overall forecasting performance of the two assessors, and this is what we consider.
Experiment 5: Method
This experiment explores the time unpacking effect by using a simple random walk data-generating process. A total of 233 participants were invited to participate in this experiment. The problem given to the participants was a random walk starting at 0 and with an equal chance of an increase or decrease of 1 unit every period. More formally, let X t be the value of the process at time period t, with the starting value X 0 = 0. And, let Z t = X t -X t-1 , t ≥ 1, be the increments in the process from time t-1 to t that can exclusively take the values -1 or +1. Additionally, it is assumed that the increments are i.i.d. Bernoulli trials with P(Z t =1) = p = 0.5 and P(Z t = -1) = 1-p = 0.5 for all t. Then, the random walk can be written as
If from time 0 to time t, the process increases by 1 unit r times, and thus decreases by 1 unit t -r times,
The random variable r is binomially distributed with t Bernoulli trials and p = 0.5. It follows that
The expected value of X t is 0 at all t but the volatility of the process grows over time, with the variance increasing linearly in t. Further, for large t, the distribution of r can be approximated by a normal distribution with mean 0.5t and variance 0.25t. Hence, for large t, the distribution of X t can be approximated by a normal distribution with mean 0 and variance t. Figure 5 displays some sample random walks in t, along with the interval 0 ± 1.645√t. For large t, this interval should contain 90% of the realizations of the process. This is one of the simplest stochastic processes within the broad class of stochastic processes that we consider and describe in §2.
This data-generating process was described to the subjects (without the formal statistical representation) in terms of a repeated lottery game and ten sample paths up to the 150 th time period were uniquely generated for each participant. Time unpacking was manipulated between subjects with five conditions (packed, unpacked one, unpacked two, unpacked three, and unpacked four) Participants in the packed condition provided a 90% CI for the realization of the process at t = 600. Participants in the various unpacked conditions provided 90% CIs at the following time periods:
unpacked one: t = 300 and t = 600.
unpacked two: t = 200, t = 400, and t = 600.
unpacked three: t = 300, t = 400, t = 500, and t = 600.
unpacked four: t = 200, t = 300, t = 400, t = 500, and t = 600.
Experiment 5: Results
CI widths. Table 5a shows the summary results for the 90% CIs for the 600 th time period: means and standard errors of the means for lower bounds, upper bounds, and CI widths, along with the percentage increases in CI widths in each of the four unpacked conditions with respect to the packed condition and the marginal percentage increase in mean CI width from each additional level of unpacking. An analysis of variance (ANOVA) using CI width as a dependent measure and the five experimental conditions (packed, unpacked one, unpacked two, unpacked three, and unpacked four) as a between-subjects factor demonstrated a significant main effect of the conditions (F(4, 228) = 4.71, p (2-tailed) = .001). The mean CI widths in the unpacked one, unpacked two, unpacked three, and unpacked four conditions were greater than that in the packed condition by 30.83%, 42.33%, 55.03%, and 63.21% , respectively. Note that while the increase in mean CI width from just one level of unpacking was 30.83%, the marginal increase in mean CI width from additional levels of unpacking was 8.79% for unpacked two, 8.92% for unpacked three, and 5.27% for unpacked four. That is, the mean CI width seems to be increasing at a decreasing rate with the increase in unpacking levels, the most substantial and significant increase coming from just one level of unpacking with further marginal increases from additional levels of unpacking being statistically insignificant. Implied Calibration. Since the data generating process is known in this case, we can obtain the implied calibration of the elicited CIs. If a stated 90% CI for time period t is (l, u) , l ≤ u, where l and u correspond to the a th and a+b th percentiles, respectively, in the distribution generated by the random walk at time t, then the implied calibration for the stated 90% CI is simply b%. For example, if the stated 90% CI for time period t corresponds to the 10 th and the 90 th of the distribution generated by the random walk at time t, then the implied calibration is 90% -10% = 80%. In other words, a large number of trials in this case would lead to the assessed 90% CI capturing close to 80% of the observations. Perfect calibration for an assessed 90% CI would require an implied calibration of 90%. Table 5b shows the means and standard errors of the means for the implied calibration of the assessed 90% CIs at t = 600 in the random walk under the five experimental conditions, along with the percentage increase in the mean implied calibration in each of the unpacked conditions relative to the packed condition and the marginal percentage increase in calibration from each additional level of unpacking .
An analysis of variance (ANOVA) using implied calibration as dependent measure and the five experimental conditions as a between-subjects factor demonstrated a significant main effect of the conditions (F(4, 228) = 5.69, p (2-tailed) < .001). In all the conditions, the participants on average gave 90% CIs with calibration levels less than 90%, showing persistence of overconfidence. However, time unpacking reduced the degree of overconfidence. Consistent with the results of Table 5a , calibration improved with each additional level of unpacking. However, the most substantial and only significant marginal improvement came from just one level of unpacking (22.83%), with further marginal improvements from additional levels of unpacking coming at a decreasing (and statistically insignificant) rate. Note, for example, from Tables 5a and 5b , that just one level of unpacking leads to a 30.83% increase in the mean CI width which then translates into a 22.83% improvement in calibration, whereas four levels of unpacking lead to a 63.21% increase in the mean CI width with a corresponding increase in calibration of only about 37%. This happens because to capture more of the tails of a distribution much larger increases in CI widths are needed. 
where g is a scaling constant. In our analysis, WLOS, we set g = 0, and then the score is always negative.
Since we are evaluating 90% CIs, γ = 0.1. Note that the scoring rule is piecewise-linear, the penalty associated with the width of the interval is (0.1)( ) / 2 u l − , and the penalty for the actual realization falling outside the interval is l-x if x < l (i.e., x is below the assessed lower bound) and is x-u if x > u (i.e., x is above the assessed upper bound). The overall score results from a trade-off between the penalty associated with the width of the interval and the penalty associated with x falling outside the interval. In the limiting case where an assessor provides a point forecast as the interval and that forecast equals the actual realization, the score is maximized at zero.
To compute scores for the assessed 90% CIs in our experiment, we first simulated 10,000 possible realizations from the underlying random walk distribution at t = 600. Based on these 10,000 realizations, we computed the average score for each participant. Table 5c shows the means and standard errors of the means for the average scores of the 90% CIs at t = 600 in the random walk under the five experimental conditions, along with the percentage increase in the mean average score in each of the unpacked conditions relative to the packed condition and the marginal percentage increase in mean average score from each additional level of unpacking. An analysis of variance (ANOVA) using this average score as a dependent measure and the five experimental conditions as a between-subjects factor demonstrated a significant main effect of the conditions (F(4, 228) = 3.38, p (2-tailed) = 0.01). We found that participants in all the four unpacked conditions had significantly higher scores than those in the packed condition.
However, consistent with the results of CI widths and calibration in Tables 5a and 5b , the most substantive (12.49%) and the only significant marginal improvement in the scores came from just one level of unpacking. Figure 6 integrates the results of Tables 5a, 5b , and 5c, and shows the percentage increases in mean CI widths, mean calibration, and mean average score for overall forecasting performance for the different levels of time unpacking. There are significant benefits from just one level of unpacking. And, as the number of unpacking levels increase, the marginal benefits accrue at a decreasing rate.
To summarize, we show in this section that time unpacking leads to wider CIs (as in the experiments in previous sections), but most of this effect comes from just one level of time unpacking. The wider CIs translate into improved calibration. Overconfidence is not eliminated but is significantly reduced. Most of the improvement in calibration also comes from just one level of unpacking, with a decreasing marginal rate for further improvements from additional levels of unpacking. The improved calibration from wider CIs does not appear to be at the cost of overall forecasting performance that also brings into consideration the sharpness of assessments. In fact, a strictly proper scoring rule that provides a trade-off between calibration and sharpness suggests that overall forecasting performance also improves with time unpacking, with the most benefit coming from just one level of unpacking.
Discussion and Conclusion
Subjective probabilistic judgments are inevitable in prediction of uncertain future events in many real life domains. For uncertain quantities that can take on a continuum of possible values, the most commonly used method for eliciting subjective probabilistic judgments is the fractile method, where either the fractiles or confidence intervals are assessed. It is well accepted in the extensive literature in this area that assessors consistently show overconfidence, that is, the subjective confidence intervals are much narrower than they should be. What this means is that when assessors are forecasting uncertain quantities into the future with, for example, 90% confidence intervals, their intervals are likely to capture the realized values much less than 90% of the time. In other words, the assessors are not well calibrated.
Perfect calibration by itself is not the only measure for the "goodness" of a probabilistic judgment (more on this below), but it still is very important. When the tail probability events have large consequences, for example, as in the most recent economic downturn and in many investment contexts, calibration is crucial.
Also, in many risk management frameworks, where such assessments may be made at several levels of an analysis, overconfidence or overly narrow confidence intervals, can quickly compound to a very serious underestimation of the overall uncertainty with possible enormous expected losses.
Attempts to reduce overconfidence in such cases have focused mainly on feedback and training, which have not yielded the promised results. One reason for this could be that the context in real life is continuously changing (such as the context for predicting oil prices or stock prices), and assessors while being cognizant of the overconfidence bias continue to fall prey to the thinking that "this time it is different."
In §2, we present a parsimonious model for overconfidence in subjective confidence intervals for a broad class of stochastic processes. If { ( ), 0 } X t t ≤ < ∞ is a stochastic process, then we consider a class of stochastic processes in which the uncertainty about X(t) is increasing in t. We specify this uncertainty by the width of the shortest prediction interval for X(t), t > 0, which is increasing in t. This is a broad class of stochastic processes that includes, for example, processes widely applied to simulate prices or levels of financial assets. We then show that a compressed perception of time, where a time period t is perceived as R(t), R(t) < t, leads to overconfident judgments or predictions of X(t).
In §3, we describe a process, time unpacking, which consistently leads to wider subjective confidence intervals than is normally the case. Suppose we want to obtain an assessment in the form of a subjective confidence interval for an uncertain quantity, such as price of oil, three months ahead. Then, obtaining the confidence intervals for one month and two months ahead before doing so for three months ahead consistently leads to wider confidence intervals than those assessed directly for three months ahead. Of course, some assessors who are asked directly for three months ahead might be informally doing such time unpacking anyway in their construction of the three-month confidence intervals, making it explicit seems to be consistently effective. We show this not only with MBA students but also with professionals in the real world forecasting in their domains of expertise. Herein lies one of the novelties (hopefully, among others) of this paper, we feel, where we do not focus just on experiments with students guessing answers to trivia general knowledge type of questions, as is the norm in many studies. Instead, we have looked at real life analysts estimating uncertain quantities that they are used to and have to continuously track as part of their day to day business.
Why does this happen? In §4, we explore the psychological mechanisms of time unpacking that leads to assessments of greater uncertainty. As we show, in Experiment 3, this could be a manifestation of distortion of time perception based on the contrast effect. Three months when explicitly compared to one and two months might be perceived to be a longer time duration, and when compared explicitly to four and five months might appear to be a shorter time duration, in relation to the perceived time duration of three months without any explicit contrasts. A greater perceived time duration of a specific time period then appears to lead to consideration of greater possibilities for an uncertain quantity. Of course, it is entirely possible that some other psychological phenomenon might also be at play in the time unpacking format. Our focus and attention is primarily on the useful pragmatic manifestation of time unpacking, that it is a very simple process that consistently seems to yield wider subjective CIs which can reduce the degree of persistent overconfidence.
Furthermore, we show in §5 that this process is robust to alternate elicitation methods. In Experiment 4a, instead to estimating confidence intervals respondents estimated the probability of an uncertain quantity being below or above a specific level at least once up to some point in the future (e.g., the probability of the Dow being below or above 15% its current level in the next three months). In Experiment 4b, respondents assessed the probability of an uncertain quantity being within a specified interval at some point in the future (e.g., the price of gold being within a defined interval three months ahead). In both cases, time unpacking leads to greater probabilities being assigned to the tails, which is consistent with wider confidence intervals. Again, we used not only students but also professionals in the financial industry forecasting uncertain quantities that are of continuous interest to them. This robustness further underlines the potential usefulness of time unpacking in terms of countering overconfidence in subjective probabilistic judgments.
How many levels of time unpacking should be done? Do the CI widths continue to increase at the same marginal rate with each additional level of time unpacking? Does this then lead to the other extreme, i.e., underconfidence or assessments that are far too wide in terms of confidence intervals? How do any benefits of improved calibration from wider CIs play out in the overall forecasting performance that must also account for other aspects of assessments such as sharpness of forecasts? These are the types of questions we explore with Experiment 5 in §6. We obtained assessments in the backdrop of a welldefined data generating process, which made it possible to compute the implied calibration of assessed confidence intervals. We used a random walk that was explicitly described to the subjects in terms of the data generating process, along with ten random paths generated as an example uniquely for each subject.
Subjects then assessed 90% confidence intervals for the realization of the stochastic process at a future time period under the conditions of packed time and of different levels of unpacked time. The mean CI width, when compared to packed time, increases with time unpacking with a decreasing marginal rate from each additional level of time unpacking. The most substantive and significant increase comes from just one level of time unpacking. The results are similar for calibration. Under all conditions, the 90% CIs shows calibration of less than 90%, reflecting persistence of overconfidence. However, calibration improves (i.e., overconfidence decreases) with time unpacking, the biggest improvement coming from just one level of unpacking with a decreasing rate of marginal improvement from additional levels of unpacking. In terms of overall forecasting performance, we consider a scoring rule for interval estimation that provides a trade-off between improved calibration and less sharpness. The improved calibration from time unpacking leads to better overall forecasting performance even when traded off against decreased sharpness. In other words, time unpacking leads to wider assessed intervals that are better calibrated, and the trade-off against the resulting reduced sharpness (increased width) of the intervals seems well worth as seen from the perspective of overall forecasting performance.
Given the results above, we believe that time unpacking can be a very useful practical tool not just to reduce the persistent problem of overconfidence but to also improve the overall forecasting performance.
Further, substantive benefits can be obtained from just one or two levels of time unpacking, thus not having to add substantially to the original task at hand. The unpacking should be done in a way that keeps the task "natural" within the context, or in other words the constituent time periods in the time unpacking should be constructed in a way that makes the cognitive task as convenient and natural as possible. For example, in some contexts, while looking one year ahead, it might be more natural to think in steps of quarters or six months than in some other unpacked way. We would be hesitant to claim that time unpacking is a "cure-all" for overconfidence, but feel that it can systematically reduce it. In that sense, it is a useful complement to any other efforts in reducing overconfidence. 
