In this contribution, we coupled the isogeometric analysis to a reduced order modelling technique in order to provide a computationally efficient solution in parametric domains. In details, we adopt the freeform deformation method to obtain the parametric formulation of the domain and proper orthogonal decomposition with interpolation for the computational reduction of the model. This technique provides a real-time solution for any parameter by combining several solutions, in this case computed using isogeometric analysis on different geometrical configurations of the domain, properly mapped into a reference configuration. We underline that this reduced order model requires only the full-order solutions, making this approach non-intrusive. We present in this work the results of the application of this methodology to a heat conduction problem inside a deformable collector pipe.
Introduction
Nowadays, in the industrial and engineering fields, as well as in the biomedical sciences, fast and accurate simulations are crucial in several applications, such as, for example, shape design optimization and real-time patient specific diagnosis and control. To this end many reduced order modelling (ROM) techniques have been developed in the last decade [41, 8, 32, 38, 37] . We cite among others reduced basis methods [22, 35] , proper orthogonal decomposition (POD) [10] , proper generalized decomposition [9] , and hierarchical model reduction [28, 29, 4] . Reduced order modelling can be integrated to various high fidelity methods such as finite element [33] , spectral element, or finite volume methods [21, 46, 47] . We do mention also recent features of the reduced methods able to provide useful algorithms for uncertainty quantification as well as data science and better exploitation of high performance computing [50, 7] .
Reduced order methods allow a fast and reliable approximation of parameterized PDEs by constructing small-sized approximation spaces. Using these spaces for the discretization of the original problem, it is possible to build a reduced order model that is a sufficiently accurate approximation of the original full order problem. The fundamental characteristic that makes the method functional from an engineering and industrial point of view is that the offline phase (more expensive), where the actual analysis is carried out, is performed only once in high performance computing (HPC) structures and then remains. The online phase exploits the calculations already performed and therefore a small computational power, like the one of laptops or portable devices, is sufficient. This ensures real-time processing of the problem without having to access HPC facilities for the analysis of new parameters.
ROM is crucial in industrial simulation-based design optimization problems in naval and nautical engineering [50, 16] , but also in biomedical applications for coronary bypass [3, 2] and carotid occlusions [48] for example.
The focus of this work is to embed in a ROM framework the isogeometric analysis (IGA) [23, 12, 11] for the simulation of heat diffusion inside a collector pipe. The proposed approach is integrated in a numerical pipeline with efficient geometrical parameterization of the domain through free form deformation (FFD) [42, 24] , an IGA solver as high fidelity discretization, and POD with interpolation (PODI) [6, 40, 34] for a fast evaluation of the solution field at untested parameters. Figure 1 depicts the schema of the complete computational pipeline.
We chose FFD instead of other general purpose geometrical parameterization techniques such as radial basis functions (RBF) interpolation [5, 27, 25] , or inverse distance weighting (IDW) interpolation [43, 54, 20, 1] , because of the possibility to use only few parameters to deform the entire domain of interest.
The IGA approach allows to integrate classical finite element analysis (FEA) into conventional industrial CAD tools. To this end IGA directly employs standard CAD representation bases, e.g., B-splines or Non-uniform Figure 1 : Offline-online numerical pipeline. We consider the heat conduction problem described by PDEs defined on parametrized geometry. The parametrization of the geometry is managed through the FFD which allows the realization of different deformation settings. In the offline stage we first solve a full order model using IGA to derive the solutions and then, we create a ROM applying the POD as space reduction technique. Finally, through the PODI, in the online stage we look for the real-time solution of the reduced problem for a new parameter.
rational B-splines (NURBS), as basis for the analysis. In this way we can avoid the classical mesh generation and the consequent geometrical approximation error, obtaining a direct design-to-analysis simulation, since we are employing the same class of functions for both the geometry parameterization and the solution fields approximation. In this context, the IGA is ideal for solving elliptic and parabolic PDEs on domains of very general shape. However, when the objective is to solve the same problem repeatedly on different domains, the cost of setting up the problem (meshing, matrix assembly) every time from scratch can be too high. An optimal solution to this problem is a reduction of the model.
Previous IGA-ROMs works were developed in the last years [26, 39, 55 ], but we underline that the novelty of this work is related to the POD with interpolation integration into the numerical pipeline, for a non-intrusive approach. Even if in this work we present a proof of concept we stress the fact that it can play an important role for the integration with industrial CAD files being independent from the IGA full order solver used.
2 The parametrized heat conduction problem inside a collector pipe
The problem of interest we are going to solve throughout this work is a parametrized heat diffusion problem inside a collector pipe.
Let Ω ⊂ R 2 be a domain that describes an idealized collector pipe in 2D, as shown in Figure 2 . We will refer to Ω as the reference domain, and for practical reasons it represents the undeformed geometry.
We also introduce D ⊂ R m which is our parameter space, and for convenience it will be an hypercube. For every µ ∈ D, which is a vector of geometrical parameters describing a particular deformation of the domain, we can define a shape morphing map M(x; µ) : R 2 → R 2 . We will indicate the deformed domain as Ω(µ) = M(Ω; µ). We refer to Section 4 for the specific characterization of such mapping.
The parametrized heat diffusion problem reads: find u(µ) such that
where u is the temperature distribution inside the domain, and g represents the prescribed heat flux at the inlet. The Dirichlet boundary conditions describe a perfect insulator with no flux. For sake of simplicity from now on g = 1.
We can introduce the weak formulation of the problem (1). We denote with
the Sobolev space for the temperature. Multiplying the first equation of the system by a test function and integrating by parts we obtain the following problem: given µ ∈ D, find u ∈ V such that
where the bilinear form a(u, v; µ), and the linear form L(v; µ), are defined as follows
3 Isogeometric paradigm for both the geometry and the solution field
Usually a CAD representation of the domain is obtained through B-splines or NURBS, which are able to exactly describe all conic sections. Here we are going to briefly present both. It is possible to derive the B-spline basis functions of order p using Coxde Boor's recursion formula [13, 14] 
where
and Ξ = {ξ 1 , ξ 2 , . . . , ξ n+p+1 } is the knot vector, a non-decreasing set of coordinates with ξ i ∈ R, and n is the number of basis functions which comprise the B-spline. B-spline curves in R d are constructed by taking a linear combination of B-spline basis functions. The vector valued coefficients of the basis functions are referred to as IGA control points. Given n basis functions {N i,p } n i=1 of order p, and the corresponding control points P i , a piecewise polynomial B-spline curve is given by
IGA control points are points that define the so called control mesh, which is a mesh made up by the multilinear elements that define and control the geometry of the problem. It is important to emphasize that the control mesh does not coincide with the actual geometry of the physical domain. The control points can be considered as the analog of the nodal coordinates of the finite element method, with the difference that, in IGA contest they represent the coefficients of the basis functions of a B-spline having noninterpolatory nature. A generalization of B-splines are the NURBS, which are a rational version of them and can thus represent exactly any kind of geometry. This feature of NURBS allows to bypass altogether the computationally expensive mesh generation and refinement cycle and at the same time to preserve the exact geometry of the CAD model. The key insight of IGA is to use the geometrical map of the NURBS representation as a basis for the push forward used in the analysis. NURBS basis functions of order p are defined through B-spline basis functions as
where w i are the associated weights. Taking a linear combination of basis functions and control points, we express a NURBS curve as
The isoparametric concept is utilized for both FEA and IGA. However, the difference between FEA and IGA lies in the bases employed for the analysis. In IGA, the inputs for the calculations come from a CAD model defined by NURBS curves, which can be used directly for analysis, while in FEA the finite element mesh is generated starting from an approximation of the original geometry. The mapping from the parametric domain to the physical domain is then given by
where R k (ξ) are the NURBS basis functions, n is the number of control points, ξ the parametric coordinate and P k is the k-th control point. In an isoparametric formulations the displacement field is approximated by the same shape functions formally:
where u k is the value of the displacement field at the control point P k . It is therefore referred to as a control variable or more generally a degree of freedom.
In Figure 3 we present the IGA representation of the domain Ω we described in section 2. In red the six IGA control points defining the NURBS curves. In particular the knot vectors Ξ and H are defined as follows:
where k and p respectively indicate the multiplicity and the degree of the polynomial (k = p + 1). 
Shape parameterization and deformation through free form deformation
The FFD method has been proposed in [42] . It was initially used as a tool for computer-assisted geometric design and animation, nowadays instead it is mostly adopted in academia, industry and several engineering application fields as morphing technique for complex geometries thanks to its features [17, 49, 51, 44] . In the FFD procedure, the object to be deformed is embedded into a rectangular lattice of points, then some of these points are moved to deform the whole embedded domain. This technique has three main benefits: (i) with few parameters -the displacement of the lattice points -it is possible to perform global deformations, (ii) it allows to preserve continuity also in the surface derivatives and (iii) it is completely independent with respect to the object, so it results applicable also to computational grids [24] . Initially, FFD maps the original domain Ω to the reference one using the affine map ψ defined as ψ : D → [0, 1] n , where D ⊃ Ω is the parallelepiped containing the domain and n is the number of dimensions. We select a regular grid of control points P in the unitary hypercube and we perturb the space by moving these points. The displacements, the so called FFD weights, control the basis functions whose tensor product constitute the deformation mapT . We underline that it is also possible to move only some points: typically we fix several rows/columns of control points to obtain desired levels of continuity and to fix certain parts of the domain. Finally, we need the back mapping to the physical domain, that is the map ψ −1 . Formally, we obtain the FFD map as the composition of the three maps, i.e. M(·, µ) := (ψ •T • ψ −1 )(·, µ), where µ refers to the parametric displacement of the control points (see Figure 4 for a schematic summary).
It must be remarked that, although FFD is characterized by high flexibility and easiness of handling, it suffers from some limitations. The first lies in the fact that the design variables may have no physical significance: they are defined in a parametric domain that can not be expressed into a particular unit of measurement by definition. Moreover all the control points are restricted to lie on a regular lattice and, in that way, local refinements could not be performed.
In this work, we apply the FFD to parametrize the initial 2D domain. We embed the domain with a square lattice of length 3, using 2 × 2 control points. The lattice origin coincides with the axes origin. We use two different parameters that are the displacement along the x direction of the FFD control points P 11 and P 12 depicted in Figure 5 . In particular we define D := [−0.3, 0.3] 2 . We use Bernstein polynomials as basis function to deform the geometry in the reference domain. In Figure 5 we present on the left the undeformed configuration of the idealized collector pipe, where in red we highlight the IGA control points, while the white big dots are the FFD control points. On the right there is just an example of deformation corresponding to a displacement of 0.4 for P 11 and −0.5 for P 12 , for now on express as µ = (0.4, −0.5). 
Data-driven reduced order modelling by proper orthogonal decomposition with interpolation
The reduced basis (RB) method is a computational reduction technique allowing to quickly and accurately obtain the solution of parametric PDEs. The need to solve parameterized differential problems, possibly in a very rapid calculation time, emerges in various contexts, particularly when we are interested in characterizing the response of a system in numerous scenarios or operating conditions [36, 35, 30, 32] . The goal of an RB approximation is the representation of the full-order problem as combination of the (few) essential characteristics of the problem itself. In this way the dimensions are considerably lower than those of a problem discretized with a classic Galerkin method. Any discretization leading to a large system to be solved to achieve a certain accuracy is referred to as high fidelity (or full order ) approximation. The basic idea of an RB approximation is a computationally efficient solution of the parametric problem keeping the approximation error lower than a given tolerance. In particular, the aim is to approximate the solution of a parametric PDE using a very small number of degrees of freedom instead of the large number required by an high fidelity approximation. To do this, the full order problem is solved only for a few instances of the input parameters during the computationally expensive offline phase. The so stored snapshots are used in the online phase for the approximation of the solution for any new parameter. The generation of the snapshots database can be done only once and it is completely decoupled from any new input-output calculation related to a new parameter. The online phase exploits the calculations already performed and therefore not necessary of a large computational power. This ensures real-time processing of the problem without having to use high performance computing infrastructures for analysis, which can be instead run on a simple laptop with limited computational power.
In this work, we adopt a complete data-driven model order reduction called proper orthogonal decomposition with interpolation (PODI). PODI is applicable using only the system output -so also experimental datawithout requiring the equations of the original problem. Especially in the industrial context, this is a big benefit: it allows to preserve the know how and to be completely independent from the full-order solver. We list some examples of PODI applications [40, 6, 8, 22] .
PODI aims to approximate the solution manifold by interpolating the snapshots collected in the offline phase. Since for high-dimensional data the interpolation can be very expensive, we use proper orthogonal decomposition (POD) to project the original snapshots onto a low-rank space. POD allows to define a subspace approximating the original data in an optimal least squares sense by using the singular value decomposition (SVD) algorithm [53, 31, 45] . We consider a set of n train snapshots s 1 , . . . , s n train = s(µ 1 ), . . . , s(µ n train ) ∈ V N , where V N is the high-dimensional space and N refers to its dimension. We define the snapshots matrix S as the matrix that contains the snapshots in the columns S = s 1 . . . s n train . We apply the SVD to S:
are orthogonal matrices whose columns are the left and right singular vectors of S respectively, and
is a diagonal matrix such that σ 1 ≥ σ 2 ≥ . . . ≥ σ train ≥ 0 are the computed singular values of S. The POD modes of dimension N are defined as the first N left singular vectors of S, that correspond to the N largest singular values
Now we project the original snapshots onto the space spanned by the modes: the snapshots are so described as linear combination of the modes such that
where the columns of matrix C are called modal coefficients. We can compute these coefficients as C = Z T S, where C = c 1 . . . c n train ∈ R N ×n train . We remark the relation between these coefficients and the parameters; hence we can interpolate the modal coefficients to compute the coefficient for any new point belonging to the parameter space. Finally, using the modes, we are able to approximate the new high-dimensional solution.
Since the PODI technique relies on interpolation, the accuracy of the approximated solution depends mostly by the chosen interpolation method.
Numerical Results
In order to construct the reduced order model, we firstly need to sample the solution manifold using several high-fidelity snapshots. We select 100 different configurations applying the FFD technique to the initial domain. For each configuration, IGA is performed testing GeoPDEs [15, 52] , an open source and free package introduced in 2010 by Rafael Vázquez, written in Octave and fully compatible with Matlab. In GeoPDEs the IGA is efficiently implemented in its classic Galerkin version. For the resolution of the full-order problem we created a mesh with 400 degrees of freedom. Figure 6 shows the graphical representation of the numerical solution.
Once the snapshots are collected, we create the reduced order model using the PODI method. The modes are so computed by applying the SVD algorithm to the snapshots matrix. We show in Figure 7 the obtained singular values: we note that the first one retains ∼ 96% of the total energy, while the 10th singular value is below 10 −6 . We expect that even with only few modes we can generate a reduced order model introducing only a negligible error. Using the modes, we can calculate the modal coefficients by projecting the original snapshots. Hence, we can approximate any new solution in the parametric space trough the interpolation of the modal coefficients. Among the various interpolation techniques we choose linear interpolation. We report an example where the reduced solution is calculated for the undeformed object by setting the parameter to zero. In Figure 8 a visual comparison between the high-fidelity solution and the reduced one is presented: it is very intuitive to note that the two solutions are almost identical. In Figure 9 instead we can see the error between the reduced solution and the IGA solution. We calculate the error e(µ) as follows
The maximum error is around 6 × 10 −4 so it is possible to state that it is an acceptable error. We can also evaluate the a posteriori error committed on a test dataset. A posteriori error estimation allows to minimize the dimension N of the snapshot database used to generate the reduced space and to quantify the error of the approximation with respect to the number of modes selected. The error is calculated computing the relative L 2 norm of the difference between the approximated solution obtained using PODI approach and the IGA truth solution, on a test dataset composed by high fidelity solutions corresponding to 20 uniformly distributed random samples in the parameter space. The plots in Figure 10 show the relative error against the dimension of the database and the number of modes. We see that 100 samples and only 4 modes are enough for an average error below 10 −3 . We refer to [19] for a posteriori error bounds in an RB-IGA setting.
Finally, we can evaluate the performance improvement obtained using ROM by calculating the speedup S p as where we divide the time in seconds needed to compute the full order solution by the time needed for the reduced one. Due to the different size of the systems, the difference of computational time is remarkable even if, for this test-case, the full-order problem is very simple. We measured the computational time required by the two techniques on the same machine, and for different parameter values, and we obtained a mean speedup of approximately 1000. Concerning the software involved, for the model order reduction we adopted EZyRB [18] , which is a Python library for ROM, based on baricentric triangulation for the selection of the parameter points and on POD for the selection of the modes. The software uses a non-intrusive approach in which the solutions are projected on the low dimensional space then interpolated for the approximation of the solution.
Conclusions and future developments
In this work we presented a complete non-intrusive computational pipeline involving geometrical parameterization through free form deformation, isogeometric analysis, and reduced order model, for fast and reliable field evaluation. We applied this pipeline to a diffusion problem in an idealized 2D collector pipe. We used a data-driven non-intrusive approach for the model order reduction, that is the proper orthogonal decomposition with interpolation. This setting, even if tested on a simple problem, will allow us to deal with more complex industrial CAD files, since we used a geometrical parameterization technique independent from the object of interest, and the ROM chosen uses only the snapshots of the IGA high fidelity simulations.
Results and speedup achieved look promising to continue with the implementation of more complex problems on 3D geometries. The effectiveness of an RB approach would be exploited even better increasing the complexity of the simulation in cases where a large number of analysis has to be computed, e.g. in parameter optimization studies. The developed RB-IGA method is thus interesting from both academic and industrial points of view. As a matter of fact, since IGA is directly interfaced with CAD, an undergoing development of the work is the implementation of a dedicated software based on the RB-IGA method, allowing real-time evaluations of outputs of interest for different NURBS parameterizations.
