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†
A general theoretical and computational procedure for dealing with an exponential-logarithmic kine-
matic model for transformation stretch tensor in a multiphase phase field approach to stress- and temperature-
induced martensitic transformations with N martensitic variants is developed for transformations between
all possible crystal lattices. This kinematic model, where the natural logarithm of transformation stretch
tensor is a linear combination of natural logarithm of the Bain tensors, yields isochoric variant-variant
transformations for the entire transformation path. Such a condition is plausible and cannot be satisfied
by the widely used kinematic model where the transformation stretch tensor is linear in Bain tensors.
Earlier studies can handle commutative Bain tensors only. In the present treatment, the exact expres-
sions for the first and second derivatives of the transformation stretch tensor with respect to the order
parameters are obtained. Using these relations, the transformation work for austenite↔martensite and
variant↔variant transformations is analyzed and the thermodynamic instability criteria for all homoge-
neous phases are explicitly expressed. The finite element procedure with an emphasis on the derivation
of the tangent matrix for the phase field equations, which involves second derivatives of the transforma-
tion deformation gradients with respect to the order parameters, is developed. Change in anisotropic
elastic properties during austenite-martensitic variants and variant-variant transformations is taken into
account. The numerical results exhibiting twinned microstructures for cubic to orthorhombic and cubic
to monoclinic-I transformations are presented.
Keywords: Martensitic phase transformations; Multiphase phase field approach; Exponential-logarithmic
transformation rule; Instability of solids; Finite element method; Twinning.
1 Introduction
Martensitic transformations (MTs) play the central role in determining some extraordinary properties in
solids such as pseudoelasticity in shape memory alloys (SMAs) [1], increased yield strength and hardness in
ferrous and some other materials [2] etc. In this phenomenon a parent phase, called austenite, transforms
into a product phase, called martensite, which usually has multiple crystallographically equivalent variants
[1]. The materials during and after MTs are composed of very special and complex microstructures.
†The paper is dedicated to Professor Sanda Cleja-Tigoiu.
2Landau introduced a phase field approach where a scalar, called order parameter (internal variable),
was used to describe an order (lower symmetry)↔disorder (higher symmetry) transformation [3, 4]. Simi-
lar approaches augmented by a gradient based energy, introduced by Ginzburg to incorporate an interfacial
energy, were later used to study phase transformations, microstructure evolution in materials, and several
other physical phenomena in nature; see [4] for some examples. Various phase field approaches were devel-
oped to study the multivariant stress- and temperature-induced MTs [5–27]. In all phase field methods,
the order parameters are considered to describe the phases. Concentration-based order parameters have
been used in microscale phase field models [5–9], and transformation strains related order parameters have
been used in nanoscale phase field models [10–17]. The evolution of the phases is governed by a system of
Ginzburg-Landau equations coupled with the equations of elasticity theory. In concentration related order
parameters based models in Refs. [5–9] linear interpolation functions (mixture rule type) are used. On
the other hand, the models having order parameters related to the transformation strains use nonlinear
interpolation functions. The readers are referred to authors’ paper [16] for a detailed comparative study
of the models used in Refs. [5–25]. In [26, 27] a new nonlinear interpolation function was introduced to
describe a new instability criteria related to phase transformations between silicon-I↔silicon-II.
The large-strain formulations for multivariant martensitic transformations were developed and applied
to solve various problems in [6, 13, 15, 16, 20–22, 24–26]. Various kinematic models (KMs) were used for
the transformation deformation gradient F t:
(i) KM-I: F t or its rate equation is motivated from the twinning equations in crystallographic theory
of MTs [16, 20, 25, 28];
(ii) KM-II: F t is a linear combination of the Bain tensors multiplied with either linear [5, 6, 8, 21] or
nonlinear interpolation functions [10, 12, 15–17, 20, 22, 25–27];
(iii) KM-III: Recently, F t was considered to be equal to exponential of a linear combination of
the natural logarithm of the Bain tensors multiplied with linear [5, 6] or nonlinear [16, 25] interpolation
functions.
The KM-I, derived from the twinning equation, is consistent with the crystallographic theory and
is volume preserving for the entire variant↔variant transformation path for any pair of variants. But
the problem is that not all the variants are in twin relations (see, e.g. Chapter 5 of [1]), and hence this
transformation rule cannot be generalized for all the MTs. Also, twinning equation is not applicable when
incomplete martensite evolves with curved interfaces [16, 29]. The KM-II is very simple, easy to handle,
and valid for any number of variants. However, it yields a non-isochoric variant-variant transformation
path. Notably, the isochoric nature of the variant-variant transformations is considered to be a plausible
condition, although the reality is not yet known to the best of our knowledge. On the other hand, KM-
III can be used for any number of variants and it yields isochoric variant-variant transformations along
the entire transformation path; see [6, 16] for proof. Therefore, KM-III can potentially be used for future
studies of multiphase phase field models for MTs and the interaction between MTs and plasticity/fracture.
In particular, KM-III was utilized to study microstructure evolutions during MTs with multiple variants
3[5, 6, 16, 25] and single variant [27].
The present authors developed a thermodynamically consistent multiphase phase field approach for N
martensitic variants in [16]. N +1 order parameters η0, η1, η2, . . . , ηN were introduced, where η0 describes
A↔ M transformations and η1, η2, . . . , ηN describe N variants M1,M2, . . . ,MN such that
N∑
i=1
ηi = 1, (1.1)
where A, M and Mi denote austenite, martensite, and i
th martensitic variant, respectively. We assume
η0 = 0 in A and η0 = 1 in M; ηi = 1 in Mi and ηi = 0 in Mj for all j 6= i. The KM-III used in [16] is
F t = U t = exp
[
ϕ(aε, η0)
N∑
i=1
φi(ηi) lnU ti
]
, (1.2)
where U t is the transformation stretch tensor, U ti is the Bain stretch tensor for variant Mi for all
i = 1, . . . , N , and ϕ(aε, η0) and φi(ηi) are the nonlinear interpolation functions for A↔ M and Mi ↔ Mj
transformations, respectively [16]:
ϕ(aε, η0) = aεη
2
0 + (4− 2aε)η30 + (aε − 3)η40, and φi(ηi) = η2i (3− 2ηi). (1.3)
In Eq. (1.3), aε is a constant parameter such that 0 ≤ aε ≤ 6. The exponential and natural logarithm of
an arbitrary second order tensor A in a d-dimensional vector space are defined as [30, 31]
expA =
∞∑
k=0
Ak
k!
and lnA =
∞∑
k=1
(−1)k+1(A− I)k
k
, (1.4)
respectively. The series in Eq. (1.4)1 is convergent for all A. However, the series in Eq. (1.4)2 is
absolutely convergent if and only if |A − I| < 1, where |A| denotes the Euclidean norm of A (see the
end of this section for its definition). Notably, for all the known martensitic transformations the Bain
tensors satisfy |U ti − I| < 1 (see [1]), and hence the series in Eq. (1.4)2 is convergent for A = U ti for all
i = 1, . . . , N . The interpolation functions in Eq. (1.3) satisfy the conditions ϕ(aε, 0) = 0, ϕ(aε, 1) = 1,
and ∂ϕ(aε,0)∂η0 =
∂ϕ(aε,1)
∂η0
= 0; φi(0) = 0, φi(1) = 1, and
∂φi(ηi=0)
∂ηi
= ∂φi(ηi=1)∂ηi = 0 for all i = 1, 2, . . . , N ,
which were derived from the thermodynamic equilibrium conditions of all the phases [16]. In [5, 6],
the model was used for a two variant system only and the interpolation functions (i.e. ϕ(aε, η0) and
φi(ηi)) used therein are linear, i.e., our conditions for zero derivatives for each phase are not satisfied.
Thermodynamic equilibrium for all phases, however, is met due to the imposing constraints of the type
0 ≤ η0 ≤ 1 and Eq. (1.1). Since the model in [5, 6] does not consider thermodynamic instability criteria,
the analytical expression for second derivative was not required. Also, the derivatives of F t with respect
to the order parameters appearing in the Ginzburg-Landau equations and the tangent matrix for the
Newton’s iterations were treated numerically therein. Thus, the analytical expression for the linearization
of the weak form [32] is not available.
On the other hand, the thermodynamically consistent model proposed by the authors in [16, 29] studies
the transformation work terms and the thermodynamic instability criteria. Hence the exact expressions
4for the first and second derivatives of F t is necessary. Notably, in [16, 29] the model was studied only for
NiAl alloy which undergoes cubic to tetragonal transformations. The Bain tensors are commutative in
that case, i.e. U ti ·U tj = U tj ·U ti (for all i, j = 1, 2, 3 and i 6= j). One can verify that if U ti and U tj are
commutative, lnU ti and lnU tj are also commutative in the following manner. Using Eq. (1.4)2 we have
lnU ti · lnU tj =
( ∞∑
k=1
(−1)k+1(U ti − I)k
k
)
·
( ∞∑
l=1
(−1)l+1(U tj − I)l
l
)
.
Obviously, to show the commutativity of lnU ti and lnU tj one needs to show that (U ti−I)m ·(U tj−I)n =
(U tj−I)n ·(U ti−I)m for all m,n = 1, 2, 3, . . . when m = n and m 6= n, which can be easily done using the
method of induction. For commutative Bain tensors, determining the derivatives of F t with respect to all
the order parameters (needed for obtaining transformation work, thermodynamic instability criteria, FE
formulations) is straightforward (see [16]). Note that the Bain tensors are not commutative for all other
MTs such as cubic↔orthorhombic, cubic↔monoclinic etc. [1]. However, the extension of the procedure
shown in [16, 29] for exponential-logarithmic KM (i.e. KM-III) with non-commutative Bain tensors is
non-trivial.
To understand the difficulty, let us consider a simple system which is fully martensite with two variants
M1 and M2. Obviously, there is one independent order parameter for the variants due to the constraint
given by Eq. (1.1). We denote it by η1. In this case obviously ϕ(aε, 1) = 1 and the functions φ1 and φ2
satisfy φ1 + φ2 = 1. F t, given by Eq. (1.2), hence simplifies to [16, 29]
F t = exp [lnU t2 + φ1(η1)(lnU t1 − lnU t2)] . (1.5)
Following the approach of [16, 29], we use Eq. (1.4)1 to expand Eq. (1.5) as
F t = I + [lnU t2 + φ1(η1)(lnU t1 − lnU t2)] + 1
2!
[lnU t2 + φ1(η1)(lnU t1 − lnU t2)]2 + . . . . (1.6)
Let us obtain the derivative of, say, the third term in series of Eq. (1.6) with respect to η1 as follows:
∂
∂η1
[{lnU t2 + φ1(η1)(lnU t1 − lnU t2)} · {lnU t2 + φ1(η1)(lnU t1 − lnU t2)}]
=
∂φ1(η1)
∂η1
[(lnU t1 − lnU t2) · {lnU t2 + φ1(η1)(lnU t1 − lnU t2)}+
{lnU t2 + φ1(η1)(lnU t1 − lnU t2)} · (lnU t1 − lnU t2)] , (1.7)
when lnU t1 and lnU t2 are not commutative. Obtaining the derivatives of the higher order terms from
the series of Eq. (1.6) will be increasingly difficult. Thus the exact expressions for ∂F t/∂η1 and ∂
2F t/∂η
2
1
using Eq. (1.6) is almost impossible to obtain when U t1 and U t2 are non-commutative. Notably, one can
still compromise with an approximate expression by truncating the series after a finite number of terms.
However, as shown through Eq. (1.7), the derivation for ∂F t/∂η1 and ∂
2F t/∂η
2
1 becomes increasingly
cumbersome as the number of terms in the approximate expression increases and/or the number of
variants increases, implying that the procedure is highly inefficient. However, determination of the exact
expressions for the first two derivatives of F t with respect to the order parameters ηi is utmost important
5for studying all the MTs using KM-III given by Eq. (1.2). The objective of this paper is to present
a general analytical and algorithmic (for finite element) treatment to deal with exponential-logarithmic
transformation stretch tensor U t for all MTs within a multiphase phase field approach developed by the
authors in [16]. Furthermore, the numerical examples of twinning in CuNiAl and NiTi alloys, where
the transformation stretch tensors for the variants are non-diagonal (hence non-commutative), will be
presented.
To this end, we use an alternative method from [30] which utilizes the exact expressions for the
following fourth and sixth order tensors ∂(expA)/∂A and ∂2(expA)/∂A2 (where A is an arbitrary
second order tensor), respectively, to determine the necessary derivatives of F t given by Eq. (1.2). Note
that the present formulation is exact, elegant, and valid for both commutative and non-commutative Bain
stretch tensors. Naturally, MTs between any crystal lattices can hence be studied. Using these relations
we study the followings:
1. The transformation work in the Ginzburg-Landau equations.
We have proved that KM-III allows to decouple the transformation work for A↔ M transformations
into parts due to volumetric part and deviatoric part of a generalized Cauchy stress. As far as the
Mi ↔ Mj transformations are concerned, the volumetric work identically vanishes which is a desired
plausible condition.
2. The thermodynamic instability criteria.
We have derived the thermodynamic instability criteria for all the phases. We have established
that in the instability criteria for A ↔ M transformations the contribution of the volumetric and
deviatoric parts of the generalized Cauchy stress can be decoupled, and in the instability criteria
for Mi ↔ Mj transformations only the deviatoric part of the generalized Cauchy stress contributes,
as desired. The instability criteria for A ↔ M transformations turn out to be the same for cubic
to tetragonal transformation derived in [16]. However, the criteria for Mi ↔ Mj transformations
derived here apply for all variant-variant transformations, and hence more general than those derived
in [16].
3. The weak forms of the Ginzburg-Landau equations and their linearizations in the FE
procedure.
We have solved the coupled phase field and elasticity equations using a finite element method,
similar to that in [29]. But therein it was restricted to the commutative Bain tensors only. Note
that a consistent expression for the tangent matrix is essential for good convergence for the itera-
tive solvers. Here we have derived consistent expressions for the weak forms of all N independent
Ginzburg-Landau equations and their linearizations which involve first and second derivatives of
F t with respect to the order parameters. Using the present theoretical framework and computa-
tional procedure, the twinned microstructures have been studied for CuAlNi (cubic to orthorhombic
6transformation) shape memory alloy (SMA) and NiTi (cubic to monoclinic-I transformation) SMA
in two-dimensional single crystal using a generalized plane strain approach. In both the cases, the
Bain tensors are non-commutative [1]. An FE code has been developed in open source FE pack-
age deal.ii [33]. The numerical results are compared with the analytical solutions taken from the
crystallographic theory of MTs. The sample size effect on microstructures is also studied.
We have organized the paper as follows: in Section 2 the essential system of coupled elasticity and
phase field equations are enlisted; in Section 3 we derive the analytical expressions for the first and second
derivatives of F t with respect to all the order parameters; in Section 4 the analytical expressions for the
transformation work and the thermodynamic instability criteria for MTs are derived and analyzed; in
Section 5 some important relations from the crystallographic theory are discussed; in Section 6 the finite
element procedure is established (also in Appendix A) and the numerical results are presented; in Section
7 we conclude the paper.
Notations: We denote the inner product and multiplication between two arbitrary second order tensors
as A : B = AijBji and (A · B)ij = AikBkj , respectively, where repeated indices denote Einstein’s
summation, and Aij and Bij are the components of the tensors in a right handed orthonormal Cartesian
basis {e1, e2, e3}. The Euclidean norm of A is denoted as |A| =
√
A : AT ; I denotes the second order
identity tensor; A−1, AT , detA, and trA denote inversion, transposition, determinant, and trace of A,
respectively. The set of symmetric second order tensor is denoted by Sym, i.e. A = AT if A ∈ Sym.
Dyadic product between two arbitrary vectors a and b is denoted as a ⊗ b such that (a ⊗ b)ij = aibj .
The reference, stress-free intermediate, and deformed configurations of the body are denoted by Ω0, Ωt,
and Ω, respectively. The symbols ∇0 and ∇ represent the gradient operators in Ω0 and Ω, respectively;
∇20 := ∇0 · ∇0 and ∇2 := ∇ · ∇ are the Laplacian operators in Ω0 and Ω, respectively. The symbol :=
stands for equality by definition.
2 Governing coupled mechanics and phase field equations
In this section we summarize the governing coupled elasticity and phase field equations from the recent
multiphase phase field approach developed in [16]. We assume a set of N + 1 order parameters η∗ =
{η0, η1, . . . , ηi, . . . , ηN} with a subset η∗M = {η1, . . . , ηi, . . . , ηN}. Since the order parameters η1, . . . , ηN
satisfy the constraint
∑N
i=1 ηi = 1, there are N independent order parameters in our model. We denote
the set of N independent order parameters, when ηN is eliminated using the constraint
∑N
i=1 ηi = 1, by
η˜ = {η0, η1, . . . , ηi, . . . , ηN−1} with a subset η˜M = {η1, . . . , ηi, . . . , ηN−1}.
2.1 Kinematics
We consider the following multiplicative decomposition of the total deformation gradient F := ∇0r,
decomposed into [23]
F = F e · F t = V e ·R ·U t, (2.1)
7where r = r0 + u(r0, t) and r0 are the position vectors of a particle in the deformed configuration
Ω and the reference configuration Ω0, respectively; u is the displacement vector; t denotes time; F t
and F e are the transformation and elastic parts of F , respectively; V e, U t, and R are the left elastic
stretch tensor, right transformation stretch tensor, and the lattice rotation tensor, respectively. We define
J = detF := dV/dV0, Jt = detF t := dVt/dV0, and Je = detF e := dV/dVt, where dV , dV0, and dVt are
infinitesimal volume elements in Ω, Ω0, and Ωt, respectively. It is clear that J = JtJe. The Lagrangian
elastic and total strain tensors are defined as
Ee := 0.5(Ce − I), and E := 0.5(C − I), (2.2)
respectively, where C := F T · F and Ce := F Te · F e are the right Cauchy-Green total strain and elastic
strain tensors, respectively.
2.2 Kinematic model (KM-III) for U t
We rewrite U t given by Eq. (1.2) in a convenient form as (also see [16] for details)
U t = expW , where W (η
∗) = ϕ(aε, η0)Z(η∗M ), and Z(η
∗
M ) =
N∑
i=1
φi(ηi) lnU ti. (2.3)
The expressions in Eq. (2.3) can also be equivalently expressed as functions of N independent order
parameters η0, η1, . . . , ηN−1:
U t = expW , where W (η˜) = ϕ(aε, η0)Z(η˜M ), and Z(η˜M ) =
N−1∑
i=1
φi(ηi) lnU ti + φN (η˜M ) lnU tN , (2.4)
where the function, say F(η0, η1, . . . , ηN ) (which can be scalar, vector, or tensor) with an over-bar is ex-
pressed in terms of theN−1 independent order parameters η0, η1, . . . , ηN−1 such that F(η0, η1, . . . , ηN−1) =
F
(
η0, η1, . . . , 1−
∑N−1
j=1 ηj
)
.
2.3 Free energy
We assume the Helmholtz free energy per unit mass of the body as [16, 23]:
ψ(F , θ, η0, ηi,∇η0,∇ηi) = Jt
ρ0
ψe(F e, θ, η0, ηi) + ψ˜
θ(θ, η0, ηi) + Jψ˘
θ(θ, η0, ηi) + ψ
p(η0, ηi) +
Jψ∇(η0,∇η0,∇ηi) for all i = 1, 2, . . . , N, (2.5)
where ψe is the elastic strain energy per unit volume of Ωt, ψ˜
θ is the thermal energy, ψ˘θ is the barrier
energy related to A↔ M and all the Mi ↔ Mj transformations, ψp penalizes the deviation of the variant-
8variant transformation paths from the straight lines, and ψ∇ is the interfacial energy [16]:
ψe =
1
2
Ee : Cˆe(η0, ηi) : Ee, where Cˆe(η0, ηi) = (1− ϕ(a, η0))Cˆ(e)0 + ϕ(a, η0)
N∑
i=1
φi(ηi)Cˆ(e)i; (2.6)
ψ˜θ = ψθ0(θ) + η
2
0(3− 2η0) ∆ψθ(θ), where ∆ψθ = −∆s0M (θ − θe); (2.7)
ψ˘θ = [A0M (θ) + (aθ − 3)∆ψθ(θ)] η20(1− η0)2 + A˜ϕ(ab, η0)
N−1∑
i=1
N∑
j=i+1
η2i η
2
j ; (2.8)
ψp =
N−1∑
i=1
N∑
j=i+1
Kij(ηi + ηj − 1)2η2i η2j , where Kii = 0; (2.9)
ψ∇ =
β0M
2ρ0
|∇η0|2 + ϕ˜(η0, aβ, ac)
8ρ0
N−1∑
i=1
N∑
j=i+1
βij
(|∇ηi|2 − 2∇ηi · ∇ηj + |∇ηj |2) , where βii = 0;(2.10)
ϕ˜(aβ, ac, η0) = ac + aβη
2
0 − 2[aβ − 2(1− ac)]η30 + [aβ − 3(1− ac)]η40. (2.11)
Let us define the symbols used in Eqs. (2.6) to (2.11). Cˆe(η0, ηi) is the fourth-order elastic moduli tensor
at a material point; Cˆ(e)0 and Cˆ(e)i are the elastic moduli tensors of A and Mi, respectively; A0M > 0 is
the energy barrier height between A and M; A˜ > 0 is the energy barrier height between Mi and Mj for
all i 6= j; ψθ0 is the thermal energy of A; ∆ψθ = ψθM − ψθ0 is the thermal energy difference between A and
M; ∆s0M = sM − s0 is the change in entropy due to A to M transformation (s0 and sM denoting the
entropy of A and M, respectively); θ > 0 is the absolute temperature; θe is the thermodynamic equilibrium
temperature between A and M; Kij ≥ 0 is a controlling parameter for penalizing the deviation of the
Mj ↔ Mi transformation from the straight line ηj +ηi = 1 for all ηk = 0 and k 6= j, i; β0M > 0 and βij > 0
are the gradient energy coefficients for A-M and Mi-Mj interfaces, respectively; ρ0 is the mass density of
the solid in Ω0; and ab, aK , aβ, ac are the material parameters. Since the elastic strains are small, the
quadratic strain energy given by Eq. (2.6) can be accepted to be convex in Ee. Note that here we did
not penalize the triple and higher junctions between the phases. However, one can easily penalize them
in a manner similar to [16, 29]. It should be noted that in Eq. (2.5) the barrier energy and the gradient
energy is multiplied by J and the gradient of η0 and ηi is expressed in Ω. This yields the desired form of
the structural stresses (here given by Eq. (2.18)); also see [16, 23, 29] for details.
Any material property B at each material point is determined using [16]
B(η∗, θ,F ) = B0(1− ϕ(a, η0)) + ϕ(a, η0)
N∑
i=1
Biφi(ηi), (2.12)
where B0 and Bi are the properties of the phases A and Mi, respectively, ϕ(a, η0) has the same functional
form of ϕ(aε, η0) given by Eq. (1.3)1 when aε is replaced by the constant parameter a. Note that
ϕ(a, η0) also satisfies the conditions similar to those satisfied by ϕ(aε, η0); see Section 1. Evidently, the
interpolation Eq. (2.12) reduces to the properties of the phases A and Mi for appropriate values of the
order parameters corresponding to each phase.
92.4 Elastic moduli of the phases
The general form of the elastic moduli for all the crystalline solids is [34]
Cˆ(e)ABCD =
3∑
n=1
3∑
s=1
[Dns(δAnδBnδCnδDs + δAnδBnδCsδDn + δAnδBsδCnδDn + δAsδBnδCnδDn) +Mns(δAn×
δBsδCD + δCnδDsδAB) +Nns(δAnδCsδBD + δBnδDsδAC + δAnδDsδBC + δBnδCsδAD)] , (2.13)
where δij is the Kronecker delta, the coefficient Dns is not symmetric, i.e. Dns 6= Dsn (hence nine
independent coefficients), and the coefficients Mns and Nns are symmetric, i.e. Mns = Msn and Nns = Nsn
(hence six independent coefficients from each). Thus, there are total 21 elastic constants. Note that Eq.
(2.13) represents the elastic moduli of the triclinic crystal which has the lowest symmetry. The coefficients
Dns, Mns, and Nsn are related to the components of the fourth order elasticity tensor by
D11 = C11 + C23 + 2C44 − (C12 + C13 + 2C55 + 2C66);
D22 = C22 + C13 + 2C55 − (C12 + C23 + 2C44 + 2C66);
D33 = C33 + C12 + 2C66 − (C13 + C23 + 2C44 + 2C55);
D23 = C24 − C14 − 2C56; D13 = C15 − C25 − 2C46; D12 = C16 − C36 − 2C45;
D32 = C34 − C14 − 2C56; D31 = C35 − C25 − 2C46; D21 = C26 − 2C45 − C36;
M11 = 0.5(C12 + C13 − C23); M22 = 0.5(C12 + C23 − C13); M33 = 0.5(C13 + C23 − C12);
M23 = C14, M13 = C25; M12 = C36;
N11 = 0.5(C55 + C66 − C44); N22 = 0.5(C44 + C66 − C55); N33 = 0.5(C44 + C55 − C66);
N23 = C56; N13 = C46; N12 = C45; (2.14)
where the elastic constants CAB for A,B = 1, . . . , 6 are expressed by substituting 11→ 1, 22→ 2, 33→ 3,
23 and 32 → 4, 13 and 31 → 4, and 12 and 21 → 6 in the fourth order elasticity tensor Cˆ(e)ABCD. For
example, Cˆ(e)1111 = C11, Cˆ(e)1112 = C16, etc. For a monoclinic crystal there are 13 independent elastic
constants and
C14 = C15 = C24 = C25 = C34 = C35 = C46 = C56 = 0. (2.15)
For an orthorhombic crystal, in addition to the conditions in Eq. (2.15) we have C16 = C26 = C36 = C45 =
0, and hence there are 9 independent elastic constants. A tetragonal crystal further satisfies C22 = C11,
C23 = C13, C55 = C44, i.e. it has 6 independent constants. A cubic crystal has 3 independent constants
and additionally satisfies C33 = C22 = C11, C23 = C13 = C12, and C55 = C44 = C66.
In this paper we have considered a monoclinic crystal for which the elasticity tensor is obtained using
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Eq. (2.15) in Eq. (2.13) as
Cˆ(e)ABCD =
3∑
n=1
[αn δAnδBnδCnδDn + µn (δAnδBnδCD + δCnδDnδAB) + νn (δAnδCnδBD + δBnδDnδAC+
δAnδDnδBC + δBnδCnδAD)] + κ1(δA1δB2δCD + δC1δD2δAB + δA2δB1δCD + δC2δD1δAB) +
κ2(δA1δC2δBD + δB1δD2δAC + δA1δD2δBC + δB1δC2δAD + δA2δC1δBD + δB2δD1δAC +
δA2δD1δBC + δB2δC1δAD) + κ3 (δA1δB1δC1δD2 + δA1δB1δC2δD1 + δA1δB2δC1δD1 +
δA2δB1δC1δD1) + κ4 (δA2δB2δC2δD1 + δA2δB2δC1δD2 + δA2δB1δC2δD2 + δA1δB2δC2δD2),(2.16)
where αn = Dnn, µn = Mnn, νn = Nnn (no sum on n), and κ1 = M12, κ2 = B12, κ3 = D12, and κ4 = D21.
Obviously, for orthorhombic, tetragonal, and cubic crystals, κ1 = κ2 = κ3 = κ4 = 0 in Eq. (2.16).
2.5 Mechanical equilibrium equations and stresses
Neglecting the body forces and inertia we write the mechanical equilibrium equations as [16, 23]
∇ · σ = 0 in Ω, where σ = σe + σst and σe = J−1e F e ·
∂ψe(Ee)
∂Ee
· F Te (2.17)
are the total and elastic Cauchy stress tensors, respectively, and the structural part of σ (interfacial
stresses or tension) is
σst = ρ0(ψ˘
θ+ψ∇)I−β0M∇η0⊗∇η0−ϕ˜
N−1∑
i=1
N∑
j=i+1
βij
4
[∇ηi⊗∇ηi+∇ηj⊗∇ηj−2sym(∇ηi⊗∇ηj)]. (2.18)
The physical meaning of σst can be found in [23, 29]. The external boundary S0 consists of the traction
boundary S0T where the traction is specified and the displacement boundary S0u where the displacements
are specified. The exact boundary conditions used for the problems would be specified while discussing
the results in Section 6.
2.6 N independent Ginzburg-Landau equations
In [16] we have derived N +1 Ginzburg-Landau equations for all N +1 order parameters which determine
the evolution of the phases. Since N order parameters describing the martensitic variants are related
through the constraint
∑N
i=1 ηi = 1, only the following N independent Ginzburg-Landau equations should
be solved to determine the evolution of the phases (see [29] for derivation):
η˙0 = L0MX0, and η˙i =
N∑
j=1,6=i
Lij(Xi −Xj) for i = 1, 2, . . . , N − 1, (2.19)
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where the conjugate forces X0 and Xi (for all i = 1, 2, . . . , N) are
X0 = −ρ0 ∂ψ
∂η0
+∇0 ·
(
ρ0J
∂ψ∇
∂(∇0η0)
)
=
(
JF−1 · σe · F − JtψeI
)
: U t
−1 · ∂U t
∂η0
− J t ∂ψ
e
∂η0
∣∣∣∣
F e
− ρ0(6η0 − 6η20)∆ψθ − Jρ0A˜
N−2∑
i=1
N−1∑
j=i+1
η2j η
2
i +
N−1∑
i=1
η2i η
2
N
)
∂ϕ(ab, η0)
∂η0
− Jρ0[A0M (θ) + (aθ − 3)∆ψθ(θ)](2η0 − 6η20 + 4η30)−
J
8
∂ϕ˜(aβ, ac, η0)
∂η0
×
N−2∑
i=1
N−1∑
j=i+1
βij |∇ηi −∇ηj |2 +
N−1∑
i=1
βiN
∣∣∣∣∣∣∇ηi +
N−1∑
j=1
∇ηj
∣∣∣∣∣∣
2+∇0 · (Jβ0MF−1 · ∇η0) , and (2.20)
Xi = −ρ0 ∂ψ
∂ηi
+∇0 ·
(
ρ0J
∂ψ∇
∂(∇0ηi)
)
=
(
JF−1 · σe · F − JtψeI
)
: U
−1
t ·
∂U t
∂ηi
− J t ∂ψ
e
∂ηi
∣∣∣∣
F e
− 2Jρ0A˜
 N−1∑
j=1, 6=i
η2j + η
2
N
 ηiϕ(ab, η0)−
2ρ0
N−1∑
j=1
Kij(ηi + ηj − 1)(2ηi + ηj − 1)η2j ηi − 2ρ0KiN (ηi + ηN − 1)(2ηi + ηN − 1)ηiη2N +
∇0 ·
ϕ˜J N−1∑
j=1, 6=i
βij
4
F−1 · (∇ηi −∇ηj)
)
+∇0 ·
ϕ˜J βiN
4
F−1 ·
∇ηi + N−1∑
j=1
∇ηj

for all i = 1, 2, 3, . . . , N, (2.21)
respectively. In Eqs. (2.20) and (2.21), ηN = 1 −
∑N−1
m=1 ηm. We consider Lij = 0 in Eq. (2.19)2 when
ηi = 0 or ηj = 0. Note that all the derivatives with overbar, e.g.
∂F t
∂ηj
in Eqs. (2.20) and (2.21) have
the following interpretation: at first F t(η0, . . . , ηj−1, ηj , ηj+1, . . . , ηN ) is differentiated with respect to ηj
assuming all the N order parameters η1, . . . , ηj−1, ηj , ηj+1, . . . , ηN to be mutually independent, and after
that ηN is substituted by 1−
∑N−1
k=1 ηk; see [16] for derivation. We apply homogeneous Neumann boundary
condition on the external boundary for all the order parameters, i.e. ∇ηi ·n = 0 on S for i = 0, 1, 2, . . . , N ,
which physically means that the energy of the surface remains constant during phase transformation [23].
3 Exact expressions for first and second derivatives of U t
In this section we derive the first and second derivatives of the transformation stretch tensor U t = F t
given by Eq. (2.3) with respect to the order parameters η0 and ηi for all i = 1, . . . , N − 1. Notably,
the first derivatives appear in the Ginzburg-Landau equations and the second derivatives are required
for analyzing the instability criteria (see Section 4) and determining the tangent matrices (see Appendix
A) for FE formulation. In Section 3.1 we enlist the expressions for the exponential of a second order
tensor and its derivatives, and in Section 3.2 we determine the exact expressions for derivatives of U t
with respect to the order parameters (see Eqs. (2.3) and (2.4)).
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3.1 Exponential of a second order tensor and its derivatives
We denote the eigenvalues of an arbitrary second order tensor A in a d-dimensional vector space by
{Λ1,Λ2, . . . ,Λd} and corresponding d eigenvectors (normalized) ofA andAT are denoted by {i1, i2, . . . , id}
and {j1, j2, . . . , jd}, respectively. Obviously, if A is symmetric, ia = ja for all a = 1, . . . , d. The spectral
representations of A and expA (defined by Eq. (3.1)) are thus [30]
A =
d∑
a=1
Λaia ⊗ ja and expA =
d∑
a=1
exp(Λa) ia ⊗ ja, (3.1)
respectively. The first derivative of expA with respect to A, which is a fourth order tensor, is [30]
d(expA)
dA
=
d∑
a=1
d∑
b=1
f(Λa,Λb) ia ⊗ jb ⊗ ja ⊗ ib, (3.2)
where the function
f(Λa,Λb) =

exp(Λa)− exp(Λb)
Λa − Λb if Λa 6= Λb
exp(Λa) if Λa = Λb.
(3.3)
The expression in Eq. (3.2) can be expressed in the indicial notations in Cartesian basis as(
d(expA)
dA
)
IJKL
=
d∑
a=1
d∑
b=1
f(Λa,Λb) i(a)I j(b)J j(a)K i(b)L. (3.4)
The second derivative of expA with respect to A, which is a sixth order tensor, is given by [30]
d2(expA)
dA2
=
d∑
a=1
d∑
b=1
d∑
c=1
g(Λa,Λb,Λc) (ia ⊗ jc ⊗ jb ⊗ ic + ic ⊗ jb ⊗ jc ⊗ ia) (ja ⊗ ib), (3.5)
where  in Eq. (3.5) denotes the tensorial product between fourth and second order tensors. For example,
if A and A are fourth and second order tensors respectively, the indicial notation for the tensor product
is (AA)IJKLMN = AIJKLAMN . The function g(Λa,Λb,Λc) in Eq. (3.5) is given by
g(Λa,Λb,Λc) =

−(Λb − Λc) exp(Λa) + (Λc − Λa) exp(Λb) + (Λa − Λb) exp(Λc)
(Λa − Λb)(Λb − Λc)(Λc − Λa) if Λa 6= Λb 6= Λc
(Λa − Λc − 1) exp(Λa) + exp(Λc)
(Λa − Λc)2 if Λa = Λb 6= Λc
0.5 exp(Λa) if Λa = Λb = Λc.
(3.6)
In indicial notation (in Cartesian basis) Eq. (3.5) is expressed as(
d2(expA)
dA2
)
IJKLMN
=
d∑
a=1
d∑
b=1
d∑
c=1
g(Λa,Λb,Λc)
[
i(a)I j(c)J j(b)K i(c)L + i(c)I j(b)J j(c)K i(a)L
]
j(a)M i(b)N .
(3.7)
3.2 First and second derivatives of U t with respect to order parameters
We now derive the exact expressions for the derivatives of U t given by Eq. (2.3) with respect to the order
parameters η0 and ηi.
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3.2.1 First derivatives of U t and some related terms
From the Ginzburg-Landau equations given by Eqs. (2.19) we note that the derivatives ∂U t/∂η0 and
∂U t/∂ηi (for i = 1, . . . , N) must be obtained considering all of the N + 1 order parameters to be inde-
pendent. Note that the constraint Eq. (1.1) was taken into account while deriving the Ginzburg-Landau
equations and driving forces given by Eqs. (2.19)-(2.21) [16]. Differentiating Eq. (2.3)1 with respect to
the order parameters and applying the chain rule for differentiation we obtain
∂U t
∂η0
=
∂[expW (η∗)]
∂η0
=
∂(expW )
∂W
:
∂W (η∗)
∂η0
=
∂ϕ(aε, η0)
∂η0
K(Z) and (3.8)
∂U t
∂ηi
=
∂[expW (η∗)]
∂ηi
=
∂(expW )
∂W
:
∂W (η∗)
∂ηi
= ϕ(aε, η0)
∂φi
∂ηi
K(lnU ti), (3.9)
where we have used Eqs. (2.3)2,3, and the second order tensor K(A) for any A ∈ Sym is given by
K(A) =
∂[expW (η∗)]
∂W
: A. (3.10)
Using Eqs. (3.8) and (3.9), we obtain the explicit expressions for U−1t · ∂U t∂η0 and U−1t · ∂U t∂ηi appearing
(i) in the Ginzburg-Landau equations Eqs. (2.19)-(2.21), (ii) in the derivatives of the conjugate forces X0
and Xi used to obtain the thermodynamic instability criteria (see Section 4), and (iii) in the weak forms
of the Ginzburg-Landau equations (see Appendix A). To this end, we determine for any A ∈ Sym
H(A) := U−1t ·K(A) = exp(−W ) ·
(
∂(expW )
∂W
: A
)
=
(
3∑
a=1
exp(−λa)wa ⊗wa
)
·
(
3∑
b=1
3∑
c=1
f(λb, λc)(wb ⊗wc ⊗wb ⊗wc) : A
)
=
(
3∑
a=1
exp(−λa)wa ⊗wa
)
·
(
3∑
b=1
3∑
c=1
fˆbc(A)wb ⊗wc
)
=
3∑
a=1
3∑
b=1
exp(−λa)fˆab(A)wa ⊗wb, (3.11)
where {λ1, λ2, λ3} and {w1,w2,w3} are the set of eigenvalues and corresponding eigenvectors (unit vec-
tors) of the symmetric tensor W (η∗) = W (η˜), we have used (expA)−1 = exp(−A) (see e.g. Chapter 1
of [31]), and
fˆbc(A) = f(λb, λc)wb ⊗wc : A. (3.12)
Since W (η∗) = W (η˜) ∈ Sym, {w1,w2,w3} forms an orthonormal basis [31]. Thus Aab = (A ·wb) ·wa
is the abth component in {w1,w2,w3} basis.
We now obtain the expressions for H(Z) and H(lnU ti), which would be used for analyzing the
transformation work and the instability criteria in Section 4 and FE computations in Appendix A. Note
that Z is given by Eq. (2.4)3.
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Using Eq. (3.12) we obtain fˆab = 0 when η0 = 0 (since W = 0 in that case), and
fˆab(Z) = f(λa, λb) (wa ⊗wb : Z) = 1
ϕ(aε, η0)
f(λa, λb)W ab for 0 < η0 ≤ 1. (3.13)
Since W ab = 0 for a 6= b, using Eqs. (3.11), (3.13), and (2.4)2,3 we get
H(Z) = exp(−W ) ·
(
∂(expW )
∂W
: Z
)
=
3∑
a=1
1
ϕ(aε, η0)
λawa ⊗wa = Z for 0 < η0 ≤ 1, (3.14)
where we have used the spectral form of W and Eq. (3.3)2. From Eqs. (3.14) and Eq. (2.4)3 we obtain
trace of H(Z) as
tr
[
H(Z)
]
=
N−1∑
i=1
tr(φi lnU ti) + tr(φN lnU tN )
=
N−1∑
i=1
φi ln Jti + φN ln JtN = ln Jt1
(
N−1∑
i=1
φi + φN
)
, (3.15)
where Jti = detU ti, and we have used [31]
tr(lnD) = ln(detD) (3.16)
for any positive definite second order tensor D and Jti = Jtj for all i 6= j and i = 1, . . . , N . We can verify
from the interpolation function φi(ηi) defined in Section 2.2 that for a system with two variants Mi and
Mj , φi + φj = 1. Hence utilizing Eq. (3.15) we obtain tr[H(Z)] = ln Jti.
WhenA = lnU ti, using Eq. (3.12) we get fˆab(lnU ti) = f(λa, λb)wa⊗wb : lnU ti = f(λa, λb) (lnU ti)ab.
It can be easily shown applying Eq. (3.11) that
H(lnU ti) =
3∑
a=1
3∑
b=1
exp(−λa)f(λa, λb) (lnU ti)abwa ⊗wb. (3.17)
Employing Eqs. (3.17) and (3.3) we demonstrate that
tr[H(lnU ti)] = tr(lnU ti) = ln Jti, (3.18)
where we have used the fact that {w1,w2,w3} is an orthonormal basis. Applying Eqs. (3.9), (3.11), and
(3.17) we calculate
U t
−1 ·
(
∂U t
∂ηi
− ∂U t
∂ηj
)
= ϕ(aε, η0)
(
∂φi
∂ηi
H(lnU ti)− ∂φj
∂ηj
H(lnU tj)
)
= ϕ(aε, η0)
3∑
a=1
3∑
b=1
exp(−λa)f(λa, λb)
(
∂φi
∂ηi
lnU ti − ∂φj
∂ηj
lnU tj
)
ab
wa ⊗wb,(3.19)
which will participate in calculating the driving forces in the Ginzburg-Landau equations; see Eqs. (2.19),
(2.21), and (A.6). The trace of the tensor in Eq. (3.19) is determined using Eqs. (3.3) and (3.16) as
tr
[
U t
−1 ·
(
∂U t
∂ηi
− ∂U t
∂ηj
)]
= ϕ(aε, η0) lnJt1
(
∂φi
∂ηi
− ∂φj
∂ηj
)
, (3.20)
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where we have used Jti = Jtj for all i 6= j, and the fact that w1, w2, and w3 are mutually orthonormal.
When a system with austenite and two variants Mi and Mj is considered, we have φi + φj = 1,
∂φi/∂ηi = ∂φj/∂ηj , (see Section 2.2) and thus from Eq. (3.19) we obtain
U t
−1 ·
(
∂U t
∂ηi
− ∂U t
∂ηj
)
= ϕ(aε, η0)
∂φi
∂ηi
3∑
a=1
3∑
b=1
exp(−λa)f(λa, λb) (lnU ti − lnU tj)abwa ⊗wb, (3.21)
and from Eq. (3.20) we get
tr
[
U t
−1 ·
(
∂U t
∂ηi
− ∂U t
∂ηj
)]
= 0. (3.22)
3.2.2 Second derivatives of U t and some related terms
In a similar manner, we derive the second derivatives of U t with respect to the order parameters using Eqs.
(3.8), (3.9), and (3.10). Note that the second derivatives are to be taken for the terms in N independent
Ginzburg-Landau equations given by Eqs. (2.19)-(2.21). Thus we obtain
∂
∂η0
(
∂U t
∂η0
)
=
∂2ϕ(aε, η0)
∂η20
∂(expW )
∂W
: Z(η˜M ) +
∂ϕ(aε, η0)
∂η0
∂
∂η0
(
∂(expW (η0, η˜M )]
∂W
)
: Z(η˜M )
=
∂2ϕ(aε, η0)
∂η20
K(Z(η˜M )) +
(
∂ϕ(aε, η0)
∂η0
)2
L(Z(η˜M ),Z(η˜M )) and (3.23)
∂
∂ηj
(
∂U t
∂ηi
)
= ϕ(aε, η0)
[
∂
∂ηj
(
∂φi
∂ηi
)
W : lnU ti +
∂φi
∂ηi
∂W
∂ηj
: lnU ti
]
= ϕ(aε, η0)
[
∂
∂ηj
(
∂φi
∂ηi
)
K(lnU ti) +
∂φi
∂ηi
L
(
∂W
∂ηj
, lnU ti
)]
for i = 1, . . . , N, and j = 1, . . . , N − 1, (3.24)
respectively, where W := ∂(expW )∂W =
∂(expW )
∂W
and the second order tensor L(A,B) for any A,B ∈ Sym
is given by
L(A,B) :=
(
∂W
∂W
: A
)
: B =
(
∂2[expW (η0, η˜M )]
∂W
2 : A
)
: B. (3.25)
SinceA andB are symmetric, it can be easily verified that L(A,B) given by Eq. (3.25) is also symmetric.
Note that in Eq. (3.24), ∂∂ηj
(
∂φi
∂ηi
)
= 0 for all i = 1, . . . , N − 1 and is non-trivial for i = N only (recall
that we consider ηN = 1−
∑N−1
k=1 ηk). Using Eq. (3.5) we rewrite Eq. (3.25) as
L(A,B) =
3∑
a=1
3∑
b=1
3∑
c=1
g(λa, λb, λc) [(wa ⊗wc)Abc + (wc ⊗wb)Aca]Bab. (3.26)
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Using Eq. (3.26) the components of L in {w1,w2,w3} basis are obtained as
L11 = 2g(λ1, λ1, λ1)A11B11 + 2g(λ2, λ1, λ1)A12B12 + 2g(λ3, λ1, λ1)A13B13,
L12 = g(λ1, λ1, λ2)(A11B12 +A12B11) + g(λ2, λ2, λ1)(A12B22 +A22B12) + g(λ3, λ2, λ1)(A13B23 +A23B13),
L13 = g(λ1, λ3, λ1)(A11B13 +A13B11) + g(λ2, λ3, λ1)(A12B23 +B23A12) + g(λ3, λ3, λ1)(A13B33 +A33B13),
L22 = 2g(λ2, λ1, λ2)A12B12 + 2g(λ2, λ2, λ2)A22B22 + 2g(λ3, λ2, λ2)A23B23,
L23 = g(λ1, λ3, λ2)(A12B13 +A13B12) + g(λ2, λ3, λ2)(A22B23 +A23A22) + g(λ3, λ3, λ2)(A23B33 +A33B23),
L33 = 2g(λ3, λ1, λ3)A13B13 + 2g(λ3, λ2, λ3)A23B23 + 2g(λ3, λ3, λ3)A33B33, (3.27)
where using Eq. (3.6) we determine g(λa, λa, λb) = g(λa, λb, λa) = g(λb, λa, λa) and
g(λ1, λ1, λ1) = 0.5 exp(λ1), g(λ2, λ2, λ2) = 0.5 exp(λ2), g(λ3, λ3, λ3) = 0.5 exp(λ3),
g(λ2, λ1, λ1) = g(λ1, λ2, λ1) = g(λ1, λ1, λ2) =
(λ1 − λ2 − 1) exp(λ1) + exp(λ2)
(λ1 − λ2)2 ,
g(λ3, λ1, λ1) = g(λ1, λ3, λ1) = g(λ1, λ1, λ3) =
(λ1 − λ3 − 1) exp(λ1) + exp(λ3)
(λ1 − λ3)2 ,
g(λ1, λ2, λ2) = g(λ2, λ1, λ2) = g(λ2, λ2, λ1) =
(λ2 − λ1 − 1) exp(λ2) + exp(λ1)
(λ2 − λ1)2 ,
g(λ2, λ3, λ3) = g(λ3, λ2, λ3) = g(λ3, λ3, λ2) =
(λ3 − λ2 − 1) exp(λ3) + exp(λ2)
(λ3 − λ2)2 ,
g(λ1, λ3, λ3) = g(λ3, λ1, λ3) = g(λ3, λ3, λ1) =
(λ3 − λ1 − 1) exp(λ3) + exp(λ1)
(λ3 − λ1)2 ,
g(λ3, λ2, λ2) = g(λ2, λ3, λ2) = g(λ2, λ2, λ3) =
(λ2 − λ3 − 1) exp(λ2) + exp(λ3)
(λ2 − λ3)2 ,
g(λ1, λ2, λ3) = g(λ1, λ3, λ2) = g(λ2, λ1, λ3) = g(λ2, λ3, λ1) = g(λ3, λ2, λ1) = g(λ3, λ1, λ2)
= −(λ2 − λ3) exp(λ1) + (λ3 − λ1) exp(λ2) + (λ1 − λ2) exp(λ3)
(λ1 − λ2)(λ2 − λ3)(λ3 − λ1) . (3.28)
Using Eq. (3.25) we obtain the following expression which would be used in Eqs. (A.10) and (A.12)
N(A,B) := U
−1
t ·
(
∂2(expW )
∂W
2 : A
)
: B = exp(−W ) ·
(
∂2(expW )
∂W
2 : A
)
: B
= exp(−λ1)[L11w1 ⊗w1 + L12w1 ⊗w2 + L13w1 ⊗w3] + exp(−λ2)[L12w2 ⊗w1 + L22w2 ⊗w2 +
L23w2 ⊗w3] + exp(−λ3)[L13w3 ⊗w1 + L23w3 ⊗w2 + L33w3 ⊗w3]. (3.29)
Utilizing Eq. (3.29) we obtain N(Z,Z) and N
(
∂W
∂ηj
, lnU ti
)
which will in turn be used to obtain some
necessary expressions for the instability criteria in Section 4 and for FE computations in Appendix A.
Noticing that Z12 = Z23 = Z13 = 0 in {w1,w2,w3} basis, we calculate using Eq. (3.29)
N(Z,Z) =
1
ϕ(aε, η0)2
exp(−W ) ·
(
∂2(expW )
∂W
2 : W
)
: W for 0 < η0 ≤ 1
=
1
ϕ(aε, η0)2
[λ21w1 ⊗w1 + λ22w2 ⊗w2 + λ23w3 ⊗w3] =
1
ϕ(aε, η0)2
W
2
= Z
2
. (3.30)
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Using Eqs. (2.4) and (3.29) we calculate the components of the tensor N
(
∂W
∂ηj
, lnU ti
)
given by
N
(
∂W
∂ηj
, lnU ti
)
= exp(−W ) ·
[
∂2(expW )
∂W
2 :
(
∂φj(ηj)
∂ηj
lnU tj +
∂φN (η1, . . . , ηN−1)
∂ηj
lnU tN
)]
: lnU ti,
(3.31)
where we have used the fact that φN (ηN ) = φN (η˜M ) (recall the constraint Eq. (1.1)). Using Eqs. (3.24)
and (3.31) we finally determine
∂
∂ηi
(
∂U t
∂ηi
)
− ∂
∂ηi
(
∂U t
∂ηj
)
= ϕ(aε, η0)
[
∂2φi
∂η2i
K(lnU ti)− ∂
∂ηi
(
∂φj
∂ηj
)
K(lnU tj) + ϕ(aε, η0)
∂φi
∂ηi
×
L
(
∂W
∂ηi
, lnU ti
)
− ϕ(aε, η0)∂φj
∂ηj
L
(
∂W
∂ηi
, lnU tj
)]
and (3.32)
U
−1
t ·
[
∂
∂ηi
(
∂U t
∂ηi
)
− ∂
∂ηi
(
∂U t
∂ηj
)]
= ϕ(aε, η0)
[
∂2φi
∂η2i
H(lnU ti)− ∂
∂ηi
(
∂φj
∂ηj
)
H(lnU tj) + ϕ(aε, η0)
∂φi
∂ηi
×
N
(
∂W
∂ηi
, lnU ti
)
− ϕ(aε, η0)∂φj
∂ηj
N
(
∂W
∂ηi
, lnU tj
)]
. (3.33)
Note that in Eqs. (3.32) and (3.33) the term ∂φj/∂φi = 0 for j = 1, . . . , N − 1 and it is non-trivial for
j = N only, due to the constraint
∑N
j=1 ηj = 1.
For a two-variant system with Mi and Mj we have ηi + ηj = 1, φi + φj = 1, ∂φi/∂ηi = ∂φj/∂ηj , and
W (η0, ηi) = ϕ(aε, η0)[lnU tj + φi(lnU ti − lnU tj)]. Hence Eq. (3.33) can be expressed as a function of η0
and ηi and simplified to
U
−1
t ·
[
∂
∂ηi
(
∂U t
∂ηi
)
− ∂
∂ηi
(
∂U t
∂ηj
)]
= ϕ(aε, η0)
[
∂2φi
∂η2i
H(lnU ti − lnU tj) + ϕ(aε, η0)
(
∂φi
∂ηi
)2
N (lnU ti − lnU tj , lnU ti − lnU tj)
]
.(3.34)
4 Analysis of transformation work and instability criteria for the phases
In this section we analyze the transformation works from the Ginzburg-Landau equations given by Eq.
(2.19) to (2.21) in Section 4.1, and determine the thermodynamic instability criteria for the homogeneous
phases in Section 4.2.
4.1 Analysis of transformation work
The transformation work appearing in X0 given by Eq. (2.20) can be rewritten as
W0 =
(
JF−1 · σe · F − JtψeI
)
: U t
−1 · ∂U t
∂η0
= (Jσe0 − Jtψe) tr
(
U
−1
t ·
∂U t
∂η0
)
+ JF−1 · devσe · F : dev
(
U
−1
t ·
∂U t
∂η0
)
, (4.1)
where we have decomposed the Cauchy elastic stress σe as σe = σ0eI + devσe, and σ0e is the mean part
of σe. Also, we note that F
−1 · devσe · F is a deviatoric tensor, which we can prove by showing that its
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trace identically vanishes: tr(F−1 · devσe ·F ) = I : F−1 · devσe ·F = F ·F−1 : devσe = tr(devσe) = 0.
Using Eqs. (2.4), (3.14), and (3.15) we have W0 = 0 when η0 = 0 and
W0 =
∂ϕ(aε, η0)
∂η0
[
(Jσe0 − Jtψe) trZ + JF−1 · devσe · F : devZ
]
=
∂ϕ(aε, η0)
∂η0
[
(Jσe0 − Jtψe) ln Jt1
(
N−1∑
i=1
φi + φN
)
+ JF−1 · devσe · F :
dev
(
N−1∑
i=1
φi lnU ti + φN lnU tN
)]
for 0 < η0 ≤ 1. (4.2)
For a system with single variant Mi, only η0 is sufficient to describe the MT. In that case we consider
ηN = 1 and ηj = 0 for j 6= N . Hence Eq. (4.2) simplifies to
W0 =
∂ϕ(aε, η0)
∂η0
[
(Jσe0 − Jtiψe) ln Jti + JF−1 · devσe · F : dev(lnU ti)
]
. (4.3)
From Eq. (4.3) it is obvious that for A ↔ M transformations, the transformation work W0 can be
decoupled into the ones due to volumetric parts of generalized elastic Cauchy stress JF−1 ·σe ·F −JtψeI
and lnU t = W (see Eq. (2.4)) and the corresponding deviatoric parts.
For the Ginzburg-Landau equations for ηi (see Eq. (2.19)2), the transformation work from the driving
force Xi −Xj at any material point is given by
Wij =
(
JF−1 · σe · F − JtψeI
)
: U t
−1 ·
(
∂U t
∂ηi
− ∂U t
∂ηj
)
= (Jσe0 − Jtψe) tr
(
U
−1
t ·
∂U t
∂ηi
−U−1t ·
∂U t
∂ηj
)
+ JF−1 · devσe · F : dev
(
U
−1
t ·
∂U t
∂ηi
−U−1t ·
∂U t
∂ηj
)
= (Jσe0 − Jtψe)ϕ(aε, η0) lnJt1
(
∂φi
∂ηi
− ∂φj
∂ηj
)
+ Jϕ(aε, η0)
∂φi
∂ηi
F−1 · devσe · F :
dev
(
3∑
a=1
3∑
b=1
exp(−λa)f(λa, λb) [(lnU ti)ab − (lnU tj)ab]wa ⊗wb
)
, (4.4)
where we have used Eqs. (3.19) and (3.20). For obtaining Eq. (4.4)1, we used the same approach as was
used for obtaining Eq. (4.1). When a system with only two variants Mi and Mj is considered, Wij in Eq.
(4.4) simplifies to
Wij = Jϕ(aε, η0)
∂φi
∂ηi
F−1 · devσe · F :
(
3∑
a=1
3∑
b=1
exp(−λa)f(λa, λb) [(lnU ti)ab − (lnU tj)ab]wa ⊗wb
)
,(4.5)
where we have used Eq. (3.22). We conclude from Eq. (4.5) that the transformation rule given by Eq. (2.3)
yields a vanishing volumetric part of the transformation work during variant-variant transformations for
any MT. This is a plausible condition, although the actual transformation path is not yet known. Result
in Eq. (4.5) of vanishing volumetric transformation work during variant-variant transformation for the
present kinematic model is more general than that was proved in [16] for the commutative Bain tensors
only, in particular, for cubic to tetragonal transformation.
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4.2 Instability criteria for MTs
We will now determine the criteria for instability of all the homogeneous phases under specified stresses
and temperature. The instability criterion is as follows:
If for a thermodynamic equilibrium state (ηˆj for j = 0, 1, 2, . . . , N) a spontaneous perturbation ∆η
of the order parameters is thermodynamically admissible under prescribed stresses and temperature, i.e.
the dissipation rate is positive, then the equilibrium is unstable; see [14, 16, 22] for details. It was shown
in [22] that the instability criteria do not depend on which stress, e.g. the first Piola-Kirchhoff or Cauchy
stress tensor, is prescribed. Using this definition one can show that the criteria for A↔ M transformations
are
A→ M ∂X0(T ,F e(η0 = 0), η0 = 0, θ)
∂η0
∣∣∣∣
T
≥ 0, M→ A ∂X0(T ,F e(η0 = 1), η0 = 1, θ)
∂η0
∣∣∣∣
T
≥ 0.
(4.6)
In order to obtain the criteria for variant↔variant transformations, we consider a fully martensitic system
with variants Mi and Mj only. Thus, we set η0 = 1 everywhere, and the only non-trivial order parameters
ηi and ηj satisfy the constraint ηi + ηj = 1. The criteria for Mi → Mj and Mj → Mi transformations are
therefore obtained using the above definition as
Mi → Mj ∂Xij(T ,F e(ηˆi), ηˆi, θ)
∂ηi
∣∣∣∣
T
≥ 0, and Mj → Mi ∂Xji(T ,F e(ηˆj), ηˆj , θ)
∂ηj
∣∣∣∣
T
≥ 0, (4.7)
respectively, where recall that Xij = Xi −Xj is to be calculated using Eq. (2.21).
Criteria for A↔ M transformation:
To obtain the explicit expressions for instability criteria from the inequalities (4.6), we determine with
the help of Eq. (2.20) that
∂X0
∂η0
∣∣∣∣
T
= (Jσe0 − Jtψe)tr
(
U−1t ·
∂2U t
∂η20
)
+ JF−1 · dev(σe) · F : dev
(
U−1t ·
∂2U t
∂η20
)
− (6− 12η0)ρ0∆ψθ(θ)
−0.5JtEe : ∂
2C
∂η20
: Ee − Jρ0[A(θ) + (aθ − 3)∆ψθ(θ)] (2− 12η0 + 12η20) for η0 = 0, 1, (4.8)
where we have assumed ηi = 1 and ηj = 0 for all j 6= i, i.e. M = Mi without loss of generality. Using Eqs.
(4.8), (3.23), (3.14), and (3.15) in both inequalities given in Eq. (4.6) we finally establish the following
instability criteria:
A→ M : aε(Jeσe0 − ψe) tr(lnU ti) + aεJeF−1 · dev(σe) · F : dev(lnU ti)− ρ0[3 + Je(aθ − 3)]∆ψθ +
0.5aεEe : (C0 − Ci) : Ee ≥ ρ0JeA(θ);
M→ A : (6− aε)(Jσe0 − Jtiψe) tr(lnU ti) + (6− aε)JF−1 · dev(σe) · F : dev(lnU ti) +
[J(aθ − 3)− 3]ρ0∆ψθ + 0.5(6− aε)JtiEe : (C0 − Ci) : Ee ≤ −ρ0JA; (4.9)
Note that in inequalities (4.9)1 and (4.9)2, the volumetric and deviatoric parts of the transformation work
related terms are decoupled.
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Criteria for Mi ↔ Mj transformations:
We obtain the explicit form of the instability criteria for variant↔variant transformations using in-
equalities (4.7). Using Eq. (2.21) we calculate
∂Xij
∂ηi
∣∣∣∣
T
= (Jσe0 − Jtψe) tr
[
U
−1
t ·
(
∂
∂ηi
∂U t
∂ηi
− ∂
∂ηi
∂U t
∂ηj
)]
+ JF−1 · devσe · F : dev
[
U
−1
t ·
(
∂
∂ηi
∂U t
∂ηi
−
∂
∂ηi
∂U t
∂ηj
)]
− Jt ∂
∂ηi
(
∂ψe
∂ηi
∣∣∣∣
F e
)
T
− ρ0A¯J(2− 12ηi + 12η2i ) at ηi = 0 and 1. (4.10)
Finally, using Eqs. (4.10), (3.22), (3.21), and (3.18) in inequalities (4.7), the instability criteria for
variant-variant transformations are obtained:
Mj → Mi : JF−1 · devσe · F :
(
3∑
a=1
3∑
b=1
exp(−λa)f(λa, λb) [(lnU ti)ab − (lnU tj)ab]ua ⊗ ub
)
−
0.5JtiEe : (Ci − Cj) : Ee ≥ ρ0JA¯
3
;
Mi → Mj : JF−1 · devσe · F :
(
3∑
a=1
3∑
b=1
exp(−λa)f(λa, λb) [(lnU ti)ab − (lnU tj)ab]ua ⊗ ub
)
−
0.5JtiEe : (Ci − Cj) : Ee ≤ −ρ0JA¯
3
. (4.11)
Note that the volumetric part related to the transformation work does not contribute to the instability
criteria for Mj ↔ Mi transformations, which is a plausible condition. On the contrary, for a linear
transformation rule, the volumetric part related to the transformation work is non-vanishing [16], which
is not desired. As a special case, when the Bain stretch tensors are diagonal (hence commutative), using
Eq. (3.3) and using tr (lnU ti) = tr (lnU tj), or equivalently, ln Jti = ln Jtj (see Eq. (3.16) and [1]) the
inequalities (4.11)1,2 are simplified to
Mj → Mi : JF−1 · devσe · F : dev (lnU ti − lnU tj)− 0.5JtiEe : (Ci − Cj) : Ee ≥ ρ0JA¯
3
;
Mi → Mj : JF−1 · devσe · F : dev (lnU ti − lnU tj)− 0.5JtiEe : (Ci − Cj) : Ee ≤ −ρ0JA¯
3
.(4.12)
The inequalities (4.12)1,2 coincide with the ones derived for variant-variant transformations in tetragonal
lattice in [16] where the Bain stretch tensors were diagonal. However, the criteria in (4.11)1,2 are general
and apply for all kinds of variant-variant transformations.
5 Relations from crystallographic theory of twinned martensite
From crystallographic theory of MTs [1], we know that austenite phase and a single martensite variant
is not compatible for almost all the materials capable of undergoing MTs, and hence they cannot form
sharp interfaces between them. We usually see microstructures with austenite and twinned martensite
between two variants and a finite-width interface between A and twinned M (see a schematic in Fig. 1(a)
and also see [1]). Austenite phase and the alternative martensitic plates (twinned M) are shown. The
A-twinned M interface is obviously of finite width.
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Figure 1: (a) (color figure) Schematic of 3D microstructure of undeformed A-twinned M in reference
configuration Ω0, where twin plates are lying on e1-e2 plane which is coplanar with the one made by the
unit normal to a twin interface (n′t which is parallel to e1) and the unit normal to the invariant plane m′.
(b) 2D domain of computation in Ω0 (P1P2P3P4 taken from Fig. (a)) for twinned M using generalized
plane strain approach. The unit vector e3 is perpendicular to the plane P1P2P3P4. The twin plates shown
in Fig. (b) are the projections of 3D twins, shown in Fig. (a), on e1-e2 plane within segment P1P2P3P4
plane.
Let us denote the unit normals to A-twinned M and twin boundary by m and nt, respectively, in a
Cartesian basis whose axes are parallel to three perpendicular directions of A unit cell. The Hadamard’s
compatibility relations for a twin boundary (between undeformed Mi and Mj) and the A (undeformed)-
twinned M interface (see Fig. 1(a)) are [1]
Q1 ·U tj −U ti = a⊗ nt, and Q2 · [ζQ1 ·U tj + (1− ζ)U ti] = I + bt ⊗m, (5.1)
respectively, where Q1 and Q2 are rotations, a and bt are two vectors related to twin boundary and A-M
interfaces, and ζ ∈ [0, 1] is the volume fraction of Mj in Mi-Mj mixture. The average deformation gradient
in a domain containing undeformed austenite and undeformed twinned-martensite (with Mi and Mj) is
22
given by [29]
F av = ζ0MF 0 + (1− ζ0M )[ζF j + (1− ζ)F i] = I + (1− ζ0M )b⊗m, (5.2)
where ζ0M is the volume fraction of A within the sample, F 0 = I, F i = Q2 ·U ti, and F j = Q2 ·Q1 ·U tj
are the deformation gradient tensors in undeformed A, Mi, and Mj , respectively. Note that U ti and U tj
are known for a given material. Using them in Eqs. (5.1)1 and (5.1)2 the analytical solutions for ζ, b, m,
Q1, Q2, nt, and a can be determined; see for example [1, 35]. The solutions are customarily presented
with respect to a Cartesian basis corresponding to the A unit cell.
In this paper we are interested to obtain twinned microstructures by numerically solving the Ginzburg-
Landau equations given by Eqs. (2.19)1,2 for CuAlNi and NiTi alloys. Since the twinned microstructures
are very special microstructures, for numerical simulations proper boundary conditions have to be chosen.
As we are interested to arrest the stationary microstructures, we will apply displacements at the bound-
aries of the sample at t = 0 and let the order parameters evolve until the stationary solution is reached.
Such boundary displacements are to be obtained using
u|S0 = (∇0u)av · r0 = (F av − I) · r0 ∀r0 ∈ S0, (5.3)
where F av is calculated using Eq. (5.2) which involve the expressions for b and m. If we use the
expressions for b and m with respect to a Cartesian basis {c1, c2, c3} whose axes are parallel to three
perpendicular sides of cubic A unit cell, usually (∇0u)av have all nontrivial nine components (see Section
6 for specific examples).
Alternatively, we can choose a very special Cartesian coordinate system {e1, e2, e3} as shown in the 3D
austenite-twinned martensitic microstructure in Fig. 1(a). The arrangement of the twin plates of variants
Mi and Mj are shown. The A phase is shown in light blue colour. We have chosen this orientation of
the microstructure such that e1-e2 plane is coplanar with the plane formed by the unit normal to a twin
boundary (denoted by n′t when expressed in {e1, e2, e3} basis) and the unit normal to the A-twinned M
interface (denoted by m′ when expressed in {e1, e2, e3} basis). The invariant planes corresponding to
A-M interfaces are also shown by dashed lines. We have proved in Section 6 that if we transform (∇0u)av
(expressed in {c1, c2, c3} basis) to (∇0u)′av which is expressed in {e1, e2, e3} basis, the elements of the
third column of (∇0u)′av are trivial. This implies that the microstructure is independent of the coordinate
along e3, thereby allowing us to simulate the twinned microstructure in a 2D plane shown in Fig. 1(b)
using the generalized plane strain approach; see Section 6 for more detailed explanation. Note that the
2D microstructure shown in Fig. 1(b) is a projection of the 3D microstructure (shown in Fig. 1(a)) on
e1-e2 plane within the segment P1P2P3P4. The boundaries P1P2 and P3P4 are two invariant planes.
6 Numerical results
Using the formulation presented above, in this section we show numerical examples of twinned microstruc-
ture
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Figure 2: The unit cells of cubic A (dashed green lines) and orthorhombic CuAlNi variants M1 (solid red
lines) and M3 (solid blue lines) for the twinning problem with respect to (a) {c1, c2, c3} basis where the
axes are parallel to three perpendicular sides of A unit cell, (b) and {e1, e2, e3} basis as shown in Fig. 1.
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Figure 3: The unit cells of cubic A (dashed green lines) and monoclinic-I NiTi variants M1 (solid red lines)
and M5 (solid blue lines) for the twinning problem (a) in {c1, c2, c3} basis, where the axes are parallel to
three perpendicular sides of A unit cell, (b) and in {e1, e2, e3} basis as shown in Fig. 1.
(i) for CuAlNi SMA where A and the martensitic variants are cubic and orthorhombic crystals [1],
respectively, and
(ii) for NiTi SMA where A and the martensitic variants are cubic and monoclinic-I crystals [1], re-
spectively.
For CuAlNi and NiTi alloys there are 6 and 12 martensitic variants, respectively [1]. Without loss of
generality, for CuAlNi we choose variants M1 and M3 which are in twin relationship, and corresponding
Bain tensors in the Cartesian basis {c1, c2, c3} of cubic unit cell of A are (see Chapter 4 of [1])
U t1 =
0.5(α+ ) 0 0.5(α− )0 β 0
0.5(α− ) 0 0.5(α+ )
 and U t3 =
0.5(α+ ) 0.5(α− ) 00.5(α− ) 0.5(α+ ) 0
0 0 β
 , (6.1)
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Table 1: Crystallographic solution for CuAlNi alloy in Cartesian {c1, c2, c3} basis of cubic unit cell of A
nt 0.7071 c2 − 0.7071 c3
a 0.0517 c1 + 0.1644 c2 + 0.1876 c3
ξ 0.2902
bt 0.0656 c1 − 0.0656 c2 + 0.0238 c3
m 0.6350 c1 + 0.7485 c2 + 0.1908 c3
Table 2: Crystallographic solution for NiTi alloy in Cartesian {c1, c2, c3} basis of cubic unit cell of A
nt −0.2954 c2 − 0.2954 c2 − 0.9006 c3
a −0.2146 c1 + 0.2292 c2 + 0.0216 c3
ξ 0.3231
bt 0.0278 c1 + 0.1008 c2 + 0.0375 c3
m −0.8891 c1 + 0.0419 c2 + 0.4558 c3
respectively, with α = 1.0619,  = 1.0230, and β = 0.9178. For NiTi, we choose variants M1 and M5 which
are in twin relationship, and corresponding Bain tensors in {c1, c2, c3} basis are (see Chapter 4 of [1])
U t1 =
χ   α β
 β α
 , and U t5 =
α  β χ 
β  α
 , (6.2)
respectively, where α = 1.0243,  = −0.0427, β = 0.0580, and χ = 0.9563.
For both cases the Bain tensors are non-commutative. Thus, the procedure for determining the derivatives
of U t with respect to the order parameters presented in [16, 29] cannot be used, and the formulation
presented in Sections 3 and 4 should be applied.
The crystallographic solutions of nt, a, ξ, b, and m for CuAlNi and NiTi alloys are listed in Tables
1 and 2, respectively. Obviously, for CuAlNi the twins are of Type-I [1, 5] and for NiTi the twins are of
Type-II [1]. For our simulations we rotate the Bain tensors in such a way that the orientation of the unit
normal to the twin boundary n′t is parallel to vector e1 of Cartesian basis {e1, e2, e3} considered for the
sample; see Fig. 1 for schematic. Thus, the rotated twin boundary normal vector is n′t = R
′ · nt = e1,
where the rotation R′ for CuAlNi and NiTi are
R′CuAlNi =
 0 0.7041 −0.70410.6911 0.5137 0.5085
0.7228 −0.4887 −0.4887
 and
R′NiT i =
−0.2954 −0.2954 −0.9006−0.9489 −0.0055 0.3156
0.0989 −0.9547 0.2807
 , (6.3)
respectively, such that e3 is perpendicular to the plane formed by n
′
t and m
′. The average distortion
tensors for the respective crystals in the rotated frame are
(∇0u′)CuAlNiav = (1− ζ0M )
−0.0329 −0.0638 00.0110 0.0213 0
0.0324 0.0628 0
 and
(∇0u′)NiT iav = (1− ζ0M )
−0.0051 −0.0534 0−0.0013 −0.0138 0
−0.0078 −0.0819 0
 , (6.4)
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Table 3: Elastic constants for CuAlNi in GPa [6]
Phase C11 C22 C33 C44 C55 C66 C12 C13 C23
A 142 142 142 96 96 96 126 126 126
M1 189 141 205 54.9 19.7 62.6 124 45.5 115
M3 189 205 141 54.9 62.6 19.7 45.5 124 115
Table 4: Elastic constants for NiTi in GPa [9]
Phase C11 C22 C33 C44 C55 C66 C12 C13 C23 C16 C26 C36 C45
A 169 169 169 40 40 40 138 138 138 0 0 0 0
M1 223 241 200 76 45 90 129 99 125 27 −9 4 −4
M5 241 223 200 45 76 90 129 125 99 −9 27 4 −4
respectively, which we have calculated using (see Eq. (5.2)) (∇0u)′av = F ′av−I = (1−ζ0M )R′ ·bt⊗R′ ·m.
We conclude from Eq. (6.4) that the microstructure in the plane made by m′ and n′ is independent of the
coordinate along e3 for both CuAlNi and NiTi alloys. Thus, we can perform calculations in a 2D sample
while taking all three displacements into consideration and without sacrificing the accuracy. Obviously,
the displacement components are functions of r01 and r02 only, i.e. ua = ua(r01, r02) for a = 1, 2, 3. This is
called the generalized plane strain approach. The transformation stretch tensor and the elasticity tensor at
each material point are obtained in the coordinate system {e1, e2, e3} using the standard transformation
rules [31]:
U ′(t)AB = R
′
ACU(t)CDR
′
BD and Cˆ′(e)ABCD = R′AER′BFR′CGR′DH Cˆ(e)EFGH , (6.5)
where U(t)CD and Cˆ(e)EFGH are given by Eqs. (2.4)1 and (2.6)2, respectively, and the rotations R′ for
both the crystals are given in Eq. (6.3).
Boundary and initial conditions: We apply Dirichlet displacement boundary condition on all the
external boundaries of the sample using
u|S0 = (∇0u)′av · r0 ∀r0 ∈ S0 (6.6)
at t = 0, fix the boundary at that configuration for all t > 0, and let the microstructure evolve, where
(∇0u)′av for respective sample is obtained using Eq. (6.4). Thus, we impose that A-M and twin boundaries
correspond to the solution of crystallographic theory of the martensite [1]. Note that the faces P1P2 and
P3P4 (in Fig. 1) are the invariant planes and hence the twin plates would span over the entire sample where
the twin boundaries are parallel to e2-axis in Ω0. Thus, while calculating the boundary displacements to
be applied, we use ζ0M = 0 in Eq. (6.6); see Fig. 1(b). However, if one wants to have residual A in the
sample as shown in Fig. 1(a), a nonzero ζ0M must be used to calculate the boundary displacements and the
regions of residual A must be constrained to η0 = 0. Here the initial conditions for the order parameters
are taken as 0 ≤ η0, ηi ≤ 1 distributed randomly in the entire sample. Recall that we are considering
homogeneous Neumann boundary condition for all the order parameters as discussed in Section 2.6.
Material parameters: We assume the energy and width of A-M and Mi-Mj interfaces for both CuAlNi
and NiTi sample to be γ0M = 0.2 N/m, γij = 0.02 N/m, δ0M = 2 nm, and δij = 0.5 nm; see [6] for the
typical values. Using these constants and the analytical relations between interfacial energy and width
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Figure 4: Twinned martensite (Type-I; see Table 1) in CuAlNi samples (shown in Ω0) with sizes (i)
w = 15 nm, l = 25 nm, (ii) w = 20 nm, l = 35 nm, and (iii) w = 30 nm, l = 50 nm. The plots for ηeq are
shown. Dark red with ηeq = 1 denotes M1, dark blue with ηeq = −1 denotes M3, and green with η0 = 0
denotes either A (for η0 = 0) or points in M1-M3 interfaces (for ηi = 0.5).
with the parameters such as barrier heights (A0M or A¯) and interfacial energy coefficients (β0M or βij),
given by δ0M =
√
18β0M/A0M and β0M = γ0Mδ0M [16, 29], we obtain A0M = 1800 MPa, A¯ = 720 MPa,
β0M = 4× 10−10 N, and βij = 1× 10−11 N. The temperature is assumed to be constant in space and time
and it is equal to the thermodynamic equilibrium temperature, i.e. θ = θe. The thermal energy is thus
trivial in both cases; see Eq. (2.7). The mobilities of the interfaces are L0M = Lij = 2600 (Pa-s)−1 [16].
The elastic constants for A and variant M1 for both CuAlNi [6] and NiTi [9] alloys are listed in the first
two rows of Tables 3 and 4, respectively. Note that the constants for the other variant Mj are obtained
using
Cˆ(ej)ABCD = RsAERsBFRsCGRsDH Cˆ(ei)EFGH , (6.7)
where Rs is the symmetry related rotation tensors such that U tj = R
s · U ti ·RsT [36]. The symmetry
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Figure 5: The plots for ηeq for twinned martensite (Type-II; see Table 2) in NiTi samples (shown in Ω0)
with sizes (i) w = 15 nm, l = 25 nm, (ii) w = 20 nm, l = 35 nm, and (iii) w = 30 nm, l = 50 nm are
presented.
rotations for CuAlNi alloy (when i = 1 and j = 3) and NiTi alloy (when i = 1 and j = 5) are
RsCuAlNi =
 0 −1 0−1 0 0
0 0 −1
 , and RsNiT i
−1 0 00 0 −1
0 −1 0
 , (6.8)
respectively. The elastic moduli for jth variants of CuAlNi and NiTi alloys are also listed in the last rows
of Tables 3 and 4, respectively.
Numerical solution: For FE computations we use the same computational algorithm as presented in
[29], however, compute the derivatives of U t utilizing the procedure discussed in Section 3; see Appendix
A for the list of FE equations. The stationary twinned microstructures in CuAlNi and NiTi crystals
are shown in Figs. 4 and 5, respectively, within the reference configuration Ω0 in samples of varying
size. A composite order parameter ηeq = 2η0(η1 − 0.5) is plotted in these figures to display the resultant
microstructures. Obviously, the dark red color with ηeq = 1 denotes variant Mi, the dark blue color with
ηeq = −1 denotes variant Mj , and green color with ηeq = 0 denotes either A (due to η0 = 0) or a particle
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from Mi-Mj interface (due to η1 = 0.5). The solutions are shown in samples of increasing sizes. Almost
the entire sample contains martensite and there is very small fraction of austenite, as desired. Laminated
microstructures are obtained for both crystals where the normals to martensitic plates are aligned in e1
direction in Ω0, and the maximum deviation was found to be less than 1
◦ for both the cases. We have
also calculated the volume fraction of variant Mj in the twinned microstructures by considering a line
passing through the middle of the sample and using the relation ξFE = `2/(`1 + `2), where `1 and `2
are the length of the segments on that line where 0.95 ≤ η1 ≤ 1 (i.e. Mi) and 0 ≤ η1 ≤ 0.05 (i.e. Mj),
respectively. For both the crystals ξFE were calculated for the largest samples shown in Figs. 4 and 5 and
were obtained approximately as 0.26 and 0.29, respectively (compare them with the analytical solutions
listed in Tables 1 and 2, respectively). The differences between the analytical and numerical solutions
would vanish if we consider much larger samples. The number of twin plates Ntw for both the crystals
is approximately proportional to
√
w, i.e. Ntw ∼
√
w [29, 37–39]. Similar twinned microstructures were
presented in [29], but for a case where the Bain tensors are commutative (cubic A and tetragonal variants).
Notably, nanoscale twin microstructures (Type-I and II) have been observed experimentally also both in
CuAlNi [1, 40, 41] and in NiTi [42, 43] SMAs.
7 Conclusions
A theoretical and FE procedure to deal with an exponential-logarithmic kinematic model for transfor-
mation stretch tensor in a thermodynamically consistent multiphase phase field approach for MTs is
established. The present treatment is general and can be used for any kind of MT and for any number
of variants. This transformation rule yields isochoric variant-variant transformations which is a plausible
condition from the point of view of crystallographic theory of MTs. The first and second derivatives of
the transformation stretch tensor with respect to the order parameters are determined which are used to
(i) analyze the transformation work in the Ginzburg-Landau equations, (ii) establish the thermodynamic
instability criteria for homogeneous phases, and (iii) determine the weak forms of the Ginzburg-Landau
equations and their linearizations. Change of anisotropic elastic properties during austenite-martensitic
variants and variant-variant transformations is taken into account. Using the present formulation, lami-
nated twinned microstructures have been simulated using finite element method for CuAlNi alloy (cubic
to orthorhombic) and NiTi alloy (cubic to monoclinic-I). The microstructures are consistent with the
crystallographic theory, which validates our treatment. Our theory can be extended for more complex
exponential-logarithmic types of kinematic models for the transformation stretches. For example, Levitas
[26] recently developed a more advanced phase field model for a two-phase system and the theory should
be extended for a multivariant system. In that case the present formulation can be used.
Appendix
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A List of equations for finite element computation
In [29] we have presented a detailed finite element procedure for the multiphase phase field approach
developed in [16] which has been used in this paper also. However, as far as the detailed analysis
of the Ginzburg-Landau equations, transformation work, thermodynamic instability criteria, and FE
formulations and computations were concerned for the exp-ln kinematic model, only the examples for
MTs for commutative Bain tensors were considered in these papers. The computational procedure for
the phase field equations discussed therein need to be modified in order to study all the MTs, i.e. when
the Bain tensors are not commutative. This is the goal of this appendix. For completeness of the present
study we enlist the finite element equations derived in [29] for the phase field problem, and also show the
calculations for determining the derivatives of non-commutative U t (given by Eq. (2.4)) appearing in the
FE equations. The FE equations for the mechanics problem, i.e. the mechanical equilibrium equation
given by Eq. (2.17), are identical to that presented in [29], and thus not repeated here.
We discretize the time derivative of the order parameters in N independent Ginzburg-Landau equa-
tions (given by Eqs. (2.19), (2.20), and (2.21)), write the weak forms and linearize them, and finally
discretize in space to obtain the following system of algebraic equations for computing the increment in
order parameters using Newton’s iterative method (see [29] for details)
Qi ·∆iηn,qi = −ri for i = 0, 1, . . . , N − 1. (A.1)
The order parameters are then updated using ηn,qi = η
n,q−1
i + ∆η
n,q
i . Here Qi is ni×ni symmetric global
matrix corresponding order parameter ηi, ∆iη
n,q
i is ni× 1 matrix for increment of the order parameter ηi
at nth time step and qth iteration, ri is ni × 1 matrix of residual:
Qi(η
n,p−1
k ) = c1M i + ∆t
nH i + ∆t
nGi;
M i =
nel⋃
el=1
ng∑
ι=1
ng∑
κ=1
∫
Ωel0
NιNκdV0;
H i(η
n,p−1
k ) =
nel⋃
el=1
ng∑
ι=1
ng∑
κ=1
∫
Ωel0
hn,p−1i L
β
i J
n∇Nι · ∇NκdV0;
Gi(η
n,p−1
k ) =
nel⋃
el=1
ng∑
ι=1
ng∑
κ=1
∫
Ωel0
∂fni (η
n,p−1
i )
∂ηni
∣∣∣∣∣
F
NιNκdV0;
ri(η
n,p−1
k ) = (c1M i + ∆t
nH i) · ηn,p−1i + c2M i · ηn−1i + c3M i · ηn−2i + ∆tnf i;
f i(η
n,p−1
k ) =
nel⋃
el=1
ng∑
ι=1
∫
Ωel0
fni (η
n,p−1
k )NιdV0 (A.2)
for all k = 0, 1, . . . , N − 1, where c1, c2, and c3 are constants such that for backward time difference
scheme of order one, c1 = 1, c2 = −1, and c3 = 0, and for backward time difference scheme of order two,
c1 = 1.5, c2 = −2, and c3 = 0.5; ∆tn is the time step yielding convergence of all the order parameters; ni
is the number of degrees of freedom for ηi; ng is the number of grid points for each finite element; nel is
the total number of finite elements in the entire Ω0 such that Ω0 ≈ ∪nelel=1Ωel0 [32]; Nι is the shape function;
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Lβ0 = L0Mβ0M , Lβk =
∑N
m=1, 6=k Lkmβkm, hn0 = 1, and hnk = ϕ˜(aβ, ac, η0) for all k = 1, 2, . . . , N − 1;
gradient of the shape function ∇Nι and the standard finite element B are given by [32]
∇Nι =
Nι,1Nι,2
Nι,3
 ; and Bι =

Nι,1 0 0
0 Nι,2 0
0 0 Nι,3
Nι,2 Nι,1 0
0 Nι,3 Nι,2
Nι,3 0 Nι,1
 , (A.3)
where the commas denote spatial derivatives with respect to the respective coordinates in Ω. The symbol
∪ in Eq. (A.2) denotes the standard assembly operation. The functions f0 and fi (for i = 1, 2, . . . , N)
appearing in Eq. (A.2)6 are [29]
fn0 = L0M
[
− (JnF n−1 · σne · F n − Jnt ψenI) : Y 0 + J¯nt ∂ψe∂η0
∣∣∣∣
F e
+ ρ0(6η
n
0 − 6ηn0 2)∆ψθ+ Jnρ0A˜×N−2∑
i=1
N−1∑
j=i+1
ηni
2 ηnj
2 + ηnN
2
N−1∑
i=1
ηni
2
)
∂ϕ(ab, η
n
0 )
∂η0
+ Jnρ0[A0M (θ) + (aθ − 3)∆ψθ(θ)](2ηn0 − 6ηn0 2 +
4ηn0
3) +
Jn
8
∂ϕ˜(aβ, ac, η
n
0 )
∂η0
N−2∑
i=1
N−1∑
j=i+1
βij |∇ηni −∇ηnj |2 +
N−1∑
i=1
βiN |∇ηni −∇ηnN |2
 , (A.4)
fni (η
n
j ,∇ηnk ,∇2ηnk ) = −
N∑
m=1,6=i
Lim
(
X
loc
im +X
∇(1)
im
)
for all j = 0, 1, . . . , N − 1;
k = 0, 1, . . . , i− 1, i+ 1, . . . , N − 1, where (A.5)
X
loc
im = (J
nF n−1 · σne · F n − Jnt ψenI) : (Y ni − Y nm)− J¯nt
(
∂ψe
∂ηi
∣∣∣∣
F e
− ∂ψ
en
∂ηm
∣∣∣∣
F e
)
−
2Jnρ0A˜
 N−1∑
j=1, 6=i
ηnj
2ηni + η
n
N
2ηni −
N−1∑
j=1,6=m,i
ηnj
2ηnm − ηni 2ηnm − ηnN 2ηnm
ϕ(ab, ηn0 )−
2ρ0
 N−1∑
j=1, 6=i
Kij(η
n
i + η
n
j − 1)(2ηni + ηnj − 1)× ηni ηnj 2−
N−1∑
j=1, 6=m,i
Kmj(η
n
m + η
n
j − 1)(2ηnm + ηnj − 1)ηnmηnj 2 −Kmi(ηnm + ηni − 1)(2ηnm + ηni − 1)ηnmηni 2
−
2ρ0[KiN (η
n
i + η
n
N − 1)(2ηni + ηnN − 1)ηni −KmN (ηnm + ηnN − 1)(2ηnm + ηnN − 1)ηnm]ηnN 2; (A.6)
X
∇
im = X
∇(1)
im +X
∇(2)
im for all i,m = 1, 2, . . . , N ; (A.7)
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X
∇(1)
im = ∇0 ·
 ϕ˜
4
JnF n−1 ·
βiN N−1∑
j=1, 6=i
∇ηnj −
N−1∑
j=1,6=i
βij∇ηnj −
N−1∑
j=1, 6=m
βmj∇ηnm +
N−1∑
j=1, 6=m,i
βmj∇ηnj −
βmN∇ηnm − βmN
N−1∑
j=1, 6=i
∇ηnj
 ; (A.8)
X
∇(2)
im = ∇0 ·
[
ϕ˜
4
Jnβ¯imF
n−1 · ∇ηni
]
with β¯im =
N−1∑
j=1,6=i
βij + βmi + 2βiN − βmN ; (A.9)
and Y nk = U
n
t
−1 · ∂U
n
t
∂ηnk
for all k = 0, 1, . . . , N . The expressions for ∂fn0 /∂η
n
0 and ∂f
n
i /∂η
n
i appearing in
Eq. (A.2)4 are given by
∂fn0
∂ηn0
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F
= L0M
[
− (JnF n−1 · σne · F n − Jnt ψenI) :
{
U
n
t
−1 · ∂
2U
n
t
∂ηn0
2 − Y n0 2
}
− ∂P
n
e
T
∂ηn0
∣∣∣∣∣
F
· F n : Y n0 +
J¯nt ψ
n
e tr(Y
n
0
2) + J¯nt
(
∂ψ
n
e
∂ηn0
∣∣∣∣∣
F
+
∂ψ
n
e
∂ηn0
∣∣∣∣∣
F e
)
trY n0 + J¯
n
t
∂
∂ηn0
(
∂ψ
n
e
∂ηn0
∣∣∣∣∣
F e
)
F
+ ρ0(6− 12ηn0 )∆ψθ +
Jnρ0A˜
N−2∑
i=1
N−1∑
j=i+1
ηni
2 ηnj
2 +
N−1∑
i=1
ηni
2ηnN
2
 ∂2ϕ(ab, ηn0 )
∂η20
+ Jnρ0[A0M (θ) + (aθ − 3)∆ψθ(θ)]×
(2− 12ηn0 + 12ηn0 2) +
Jn
8
∂2ϕ˜(aβ, ac, η
n
0 )
∂η20
N−2∑
i=1
N−1∑
j=i+1
βij |∇ηni −∇ηnj |2+
N−1∑
i=1
βiN
∣∣∣∣∣∣∇ηni +
N−1∑
j=1
ηnj
∣∣∣∣∣∣
2 , and (A.10)
∂fi
∂ηni
(ηn0 , η
n
1 , . . . , η
n
N−1)
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F
= −
N∑
m=1,6=i
Lim ∂X
loc
im
∂ηni
∣∣∣∣∣
F
, where (A.11)
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F e
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F e
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2 − 2ηni ηnm − 2ηnN (ηni − ηnm)
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Kij(6η
n
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2 + 6ηni η
n
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9ηni η
n
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. (A.12)
The term Y n0 in Eqs. (A.4) and (A.10) is determined using Eqs. (3.8) and (3.14), and the terms Y
n
k for
k = 1, . . . , N in Eqs. (A.6) and (A.12) are determined using Eq. (3.19). The term related to the second
derivative of U t with respect to η0 in Eq. (A.10) is determined using Eqs. (3.23), (3.14), and (3.30), and
the terms related to the second derivative of U t with respect to ηi in Eq. (A.12) are calculated using
Eqs. (3.33), (3.17), and (3.31). For a two variant system the simplified forms, i.e. Eqs. (3.34) and (3.17)
should be used. The expressions for some of the terms in Eq. (A.12) are given by (see [29])
∂P ne
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∂ηni
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t tr
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·Cn; (A.13)
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; and (A.16)
∂
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F e
)
F
= 0.5Ene :
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F e
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F
. (A.17)
Note that the FE procedure for phase field equations discussed in this appendix can be applied for any
MT with any number of variants.
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