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Abstract 
In this text, we will introduce the natural generalization of the so-called subresultants of two 
polynomials in one variable, to the case of s I n homogeneous polynomials in n variables. As 
a special case, we will of course recover the multivariate resultant. A first attempt in this 
direction was done by Gonzalez-Vega (1991). 
If P 1, . . . , J’, are homogeneous polynomials of k [X,, . . , X,] with di = deg Pi > 0, and s I n 
we define a polynomial Ai in the coefficients of the Pts attached to the following data: (i) the 
numbers n and s and the s-tuple d = (d,, . . . , d,), (ii) a positive integer v, and (iii) a set S of H,,(v) 
monomials of degree v, where H,,(v) is the Hilbert function of a complete intersection given by 
s homogeneous polynomials in n variables of degrees d,, . . , d,. 
The universal property of Ai is the following. If $ is the canonical specialization homomor- 
phism from the universal ring 2 [coeff. of the P,‘s] to k sending each coefficient on its value, then 
ifkisafield:$(A;) #OifandonlyifZ, + k(S) = k[X,,...,X,],,whereI,isthedegreevpartof 
the ideal generated by the Pis. 
We recover the resultant, taking r = n, v > d, + ... + d, - n and S = 0 (If,,(v) = 0 for such 
a v). 
Moreover, we prove that for any monomial XB#S of degree v we have a “universal” relation 
In the particular case r = n = 2, v = d, + d, - j - 1, Sj = {X;,X;-‘, Xi, . . . ,X;-j+lX{-l} 
(S, = 8) and XB = Xl-jX{, the left side of this relation is the so-called subresultant of order j of 
P, and PZ. So, the classical subresultants are also a special case of these general objects. 
1. The tools 
Let A be a noetherian and factorial domain, k its quotient field and 
R = A[X,, . . . . X,]. 
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If P I, . . . , P, are homogeneous polynomials in R, let I be the ideal generated by the 
Pi’s, di the degree of Pi and K the associated Koszul complex: 
dp(ei, A “’ Aei,) := i ( -l)k+lPixei, A ... AK;/, ... Aeip, 
k=l 
with the notation R” = eIR @ ... @ e,R. 
If we put on the modules K, = APR” the natural graduation 
deg (Xneil A ... Aei,) = 1~1 + di, + ... + dip, this complex of R-modules is graded, its 
differential is of degree zero. Moreover, if the Pi’s forms a regular sequence, then 
H,(K) = 0 for p > 0 (see e.g. [12, IV, Proposition 23, original proof in [7]). 
We will write K; and d; for the degree v parts of the modules and differentials. 
Notice that K;, and therefore H,(K,), are A-modules of finite type. 
If M is a torsion A-module of finite type we will denote by div(M) the divisor 
associated to M: 
div(M) = 1 length(M,)9. 
deAss(M) 
ht(3) = 1 
If I is an ideal of A, and [I] the principal part of I (i.e. the gcd the generators of I), then 
div(R/Z) = xi ei9i if [I] = Hi 9’: is the decomposition into irreducible factors of the 
principal ideal [Z]. 
A good reference for these concepts is [l, Chapter 7, Section 43. 
Proposition 1. Let C be a complex ofjnitely generated free A-modules (A factorial and 
noetherian), 
J” J”., 
c :0-c,---+ C,_l t *..- a2 Cl a’ -co-o 
and suppose that we have a decomposition Ci = Ei+ 1 @ Ei, E,+ 1 = E0 = 0, 
where 4p is an injective endomorphism of E,. 
Then the complex has only torsion homology, and we have 
T( -l)‘div(Hi(C)) = T( -l)‘div(det$i+i), 
in particular, Ci( - l)‘div(det pi+ i) is independent of the decomposition. 
Letusde$nefork=n-l,...,O, 
n-l 
dk I= n (det&+i)(-l)i-k 
i=k 
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the element A0 is, up to an invertible element of A, determined by the homology of C, 
Moreover, if Hi(C) = Of or i > 0, the cokernel of 8, being equal to H,,(C), we have 
CCokerk%)l = VMC)I = &, 
andA,EAfork=n-l,...,O. 
This is proved for instance in [4, p. 51 and in this exact setting in [2]. 
We will now assume that s I n, and therefore we have the following classical result 
(see e.g. [S, pp. 6-83). 
Proposition 2. Let PI,. . . , P, be generic homogeneous polynomials in n 2 s variables, 
Pi = Clal=d, Ui,,Xa E A[Xl, . . . . X,] where A = Z[Ui,o]i=l,,,,, s . Then H,(K,) = 0 for 
all v and all p > 0. Ial= 
2. Ascending and descending decompositions of the Koszul complex 
Let us first describe two general techniques of decomposition. If F is a bounded 
exact sequence of finite-dimensional vector spaces over a field k : 
fixing a base Bi for each Fi, then we may construct a decomposition of the Fls in the 
two following ways: 
Ascending decomposition: 
l choose a maximal non-zero minor of a, (there exists one because a, is onto). This 
choice splits B1 into two parts: B1 = B; US: where #Bi = #Ba, 
l recursively, for i 2 2, the corestriction a* of ai to the module A(BI_ 1) is onto, 
because of the choice of By_, and of the exactness of F. So there exists a maximal 
non-zero minor of a?, and choosing one splits Bi into B: u By_ r where #By_ 1 = 
#&I, 
l remark that a,* is a square (invertible) matrix as Cl= O ( - l)i dim Fi = 0. 
Descending decomposition: 
l choose a maximal non-zero minor of a,, (there exists one because a, is into). This 
choice splits B,_ 1 into two parts: B,_ 1 = BL u Bi- 1 where # BL = #B,, 
l recursively, the restriction 8z-i of a,_i to the module A(Bi_i) is into, so we can 
iterate the process by choosing at each step a maximal minor of a,*_i and we get 
a decomposition B, _ i _ 1 = B~_iUB,“_i_, with #Bb_i= #Bg-i, 
l for the same reason as above 8: is a square invertible matrix. 
We will now apply these techniques to the Koszul complex. Let us note 1132, the set 
of monomials of degree v in the variables X1, . . . , X,,. 
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Let us also recall that, if s I n, the Hilbert function of the ideal generated by 
a regular sequence (Pi, . . . , P,), of homogeneous polynomials over a field is given by 
“TO Hd(V) TV = 
ny=, (1 - I+) 
(1-T)” ’ 
where d = (d,, . . . ,d,) is the s-tuple of the degrees of the Pls. 
In the generiC situation of PrOpOSitiOII 2, if we choose a Set s of&(v) monomials of 
degree v that generates Ho(&) @A k (where k = Frac(A)), we get the exact complex of 
finite-dimensional k-vector spaces Kf OA k, where 
K; : 
ds &1 
o-K;---+ K;_, - . ..A K; 2 A(m” - S)- 0, 
where ‘ps is the corestriction of d; to A(‘9Jlm, - S) N A(YJ&)/A(S). 
Noticethatcp,@,kisontoiffk[X,,...,X,],=k(S)+I,. 
We will fix as a base of Ki the set B, = lJ1 <il< <i,<n U~U~W~--(,+~+ dil) 
Xaf?i, A *” Af?ip. 
Applying to this complex one of the two techniques of decomposition described 
above, we get a decomposition of K, satisfying the conditions of Proposition 1 (notice 
that 4 : A’ + A’ is injective iff 4, Oak is an isomorphism). 
The element As = nl= 1 (det 4i)(- ‘)‘+I E A coming from the decomposition is, up to 
the sign, independent of the choices made to perform the decomposition. 
From Propositions 1 and 2, we know the following. 
Definition of the subresultants. For every set S of Hd(v) monomials of degree v such 
that div(Coker cps) is a torsion module, there exists a polynomial As E A such that 
div(As) = div(Coker cps), where cps is the corestriction of d”, to the A-module gener- 
ated by monomials of degree v that are not in S. This defines, up to the sign, the 
polynomial As E A called the S-subresultant of the generic polynomials. In the non- 
generic case the S-subresultant isdefined as the image of the generic S-subresultant by 
the canonical specialisation homomorphism. If div(Coker cps) is not a torsion module, 
we set As = 0. 
Before fixing the sign of As, let us do some useful remarks. 
(1) If you fix any decomposition of Kf (with S c 1111, and # S = &(v)) satisfying the 
conditions of Proposition 1, it is a good decomposition for every S’ of the same type 
which generates H,(K, Oa k). Indeed, the complexes Kz and Kf do not differ except 
for the last morphism and the last vector space. In other words, cps, is onto iff cpg, is 
onto (here the star correspond to the decomposition made for Kt). 
(2) Every non-zero minor. of di of size # mIJz, - &(v), gives a set S with # S = H,,(v) 
(the set of monomials corresponding to the erased columns) such that S generates 
H,,(K, @JA k). Therefore, extending this first step of decomposition for Kt by the 
ascending decomposition technique, we can conclude that As divides this minor. That 
is, As divides all maximal minors of cps. 
(3) From [4, p. 201, for each i the degree of As in the set of variables q,, is 
&i(v - di) with the notation d’ = (d,, . . . , di_ 1, di+ 1, . . . ,d,). 
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In order to fix the sign of As, let us introduce some notations: 
0 W?(v) = {X”l’ “.XnO~~~laj<dj,Vj<ii). 
0 J-d(v) = u;=t u XaEa:(V)X’ei E Br and Wd(v) = k(Jd(v)). 
Lemma 1. The restriction df of dr to Wd(v) is into and its image is of corank H,,(v) in 
K; @A k. 
It is sufficient o prove this for a specialization, namely Pi = X4’. The injectivity is 
a straightforward consequence of the definition of af, and an easy reduction argu- 
ment shows that d:( W”(v)) = 9” with 9 = (X:l, . . . ,X$). As Y is a complete intersec- 
tion, the conclusion follows. 
From this lemma, we can choose a decomposition of K, (valid for every S such that 
cps is onto by the preceding remark 1) such that BS = _Nd(v), such a decomposition is 
described in [4, p. lo]. If we consider the set of monomials of degree v that are not in 
& the map cpz gives a bijection between the elements of Nd(v), and mm, - S, and this 
map preserves the lexicographical ordering. From that, det cpc = 1, if we order 
lexicographically the monomials in both lines and columns (the lexicographical 
ordering in the columns is for the order e, > X1 > e2 > ... > e, > X,). We fix the 
sign of As by imposing that 
(1) for this set of monomials and these polynomials As = 1 (as AlAs = 1 we must 
have As = AI = + l), 
(2) the reference decomposition is the one, that naturally extends this. first step, 
explained by Demazure in [4, p. lo] (or any one that extends this first step), 
(3) both lines and columns are ordered lexicographically in a coherent manner as 
above. 
3. The universal property of the subresultants 
In order to prove this we need a “classical” proposition. 
Proposition 3. Let PI, . . . , P, be generic homogeneous polynomials in n 2 s variables, 
Pi=Clai=diUi,aXaEAIX1 ,..., X,] where A=Z[Ui,Ji=l,_,,, s,lal=di. The ideal 3 Of 
ACXI, . . . . X,] generated by the Pi’s is a prime ideal if s < n. In the case s = n, 
3=3’n‘Swhere!JIis(X,,..., X,,)-primary and the ideal 3’ = ur,03:(X1, . . ..XJ is 
prime; moreover, the prime ideal 3’n A is principal, generated by the resultant of the P/s. 
We will just recall here the sketch of a geometrical proof, and refer to the work of 
Jouanolou [S] for detailed arguments. 
The ideal 3 defines a subscheme X of P = P”-l x Pv where Pv = P 
(“Qy-I 
X 
.,. xp(“‘,d”T’)-l that has a natural structure of vector bundle over P”-l (the fiber 
over a point x is the product of the hyperplanes Pi(x) = 0), this implies that X is 
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smooth and irreducible. Now, as 3 is given by a regular sequence, 3 is unmixed. The 
only “non-geometric” homogeneous ideal of codimension I n in A [X,, . . . ,X,] is the 
ideal .,@ = (X1, . . . ,X,); this implies that 3 is prime for s < n and the case s = n except 
the fact that 3’nA is principal, which is the basic property of the resultant (it is 
a consequence of the birationality of the projection of X on its image V(3’n A) c P" , 
see [9, p. 141. 
Theorem 1. With the notation of Section 2, if T is a subset of %RJJz, with f&(v) + 1 
elements, then 
where E,,~ = + 1 will be precised below. 
N.B. For H = 2, v = dl + d2 - 1 -j and 0 <j I min{dl,dz}, setting Tj = 
{x;,x;-l,xl, . . . ,X;-‘Xi}, the fi rs member of the relation above is the classical t 
subresultant of order j of P1 and PZ (X, is the “homogenization variable” if one wants 
to recover the non-homogeneous definition). 
Proof. Let M be the submatrix of dr ( “*” corresponding to the decomposition fixed in 
Section 2) where we have erased the columns corresponding to T. For every element 
X’ei in .Md(v), the matrix Mb,i obtained by erasing from M the line corresponding to 
X@e, is a square matrix, let us call D,,i its determinant affected with the sign that 
corresponds to looking at it as a cofactor of cpg for one fixed S in T with 
#S= #T-l.Thenwehave 
c D,,iX’Pi = 1 D,,i C c(p,i),arX’ 
X@t?,E..V‘f(V) X@t?iE_Kd(“) XQE9.R” 
= xzFm x” C %LiLaDB,i 
” XfJt?,E.@(V) 
‘%,T det (p~_txuIxa 
=AI c '%,T AT-~X~~X' 
X”ET 
as the other terms vanish in the sum CX~,iE_VdcV) C~~,i),aD~,i, because they correspond to 
developments, relatively to one column, of determinants that have two columns in 
common. Remark that E,,~ = 1 iff the sign affected to det M,,i as a cofactor of 
cpt-Ix=) is the same as the one of D,,i. 
So, we know that AICXmeT~a,T A _IXaj X”E3.AsAlEAandAn3={0},A,~3, 
and Proposition 4 directly gives the conclusion for s < n. For the case s = n we 
remark that for the decomposition we fixed, AI does not depend on the coefficients of 
P, (see [4, p. 15, Corollaire 23 or [2, III, Remark 73) and therefore is not in 3’ n A, and 
the conclusion is now clear from Proposition 3. 0 
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Corollary. Given S E ‘WV with #S = I&(v), if Xa E !JJ& is not in S, setting 
S’ = Su {X0}, we get 
A,Xp E 1 E,,~ As,_(xu~X” mod(&), 
XlE.7 
where E,,~ = + 1. 
If the S-subresultant is invertible in a specific example, we therefore get a universal 
formula which lifts any monomial of degree v to a linear combination of elements of 
S modulo the ideal generated by the polynomials. 
Let us now give the central result of this article. 
Theorem 2. For all v and all S CL llJz, with #S = H,,(v), the polynomial As dejined in 
Section 2, verifies the following property. 
Zf k is a jeld, (PI,. . . , PS) a s-tuple of homogeneous polynomials in n variables with 
coeficients in k, di = deg Pi and I = (PI, . . . , P,), denoting by I) the canonical specializa- 
tion homomorphism from A to k, we have 
(1) $(A,) # 0 * H,(v) = H,,(v) = dimk(k(S) + I,)/I,. 
(1’) I,+(&) # 0 * k(S) + I, = k[Xl, . . ..X.Jy. 
(2) {$(A,) = 0, V’s c YJL #S = H,(v)} * H,(v) # H,,(V). 
(3) For each i, As is homogeneous in the set of variables U,,i of degree H;i(v - di). 
Proof. We start the proof of Theorem 2 by two easy remarks: 
0 (2) is a consequence of (1). 
l (3) is already proved (Remark 3, following the definition of A,). 
Therefore it remains to prove (1) and (1’). 
(a) If $(A,) # 0, then, by the corollary of Theorem 1, (k[X,, . . . ,X,1/Z), is 
generated by the images of the elements of S, therefore H,(v) = dim,(k(S) + 
Z,)/Zy I #S = HJv). As one always have H,(v) 2 Hd(v) (the Hilbert function is the 
corank of d; and therefore can only increase in a specialization), we are done. 
( G=) If $(A,) = 0, then by Remark 2, following the definition of As, all the maximal 
minors of the specialization Cps of cps vanishes. Therefore, ‘ps is not onto. In other 
words,k(S)+Z,#k[X,,..., X,,] “, and therefore dim,Jk(S) + Z,)/Z, < H,(v). 
It is clear from the proof that (1) may be replaced by (l’), therefore we are done. 0 
Corollary. When s = n, As = A0 = Res(P,, . . . , P,), for all v > Cl= 1 (di - 1). 
This corollary is the basic result of [4] and the history of this result goes back to 
Cayley. It also follows from (1) and (3) as the resultant is irreducible, has the same 
degree as A0 and is zero iff (1) is verified. 
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4. An example 
As an illustration we will treat the example of three polynomials of degrees 2,3,3, 
looking for the subresultants of degree 1 i(di - 1) = 5, and then compute two specific ases. 
So let, 
PI = arx: + azxrxz + a3X1X3 + a4x: + asX*X, + asx:, 
Z’z = blX: + bzXfXZ + b3X:X3 + b4X1X: + b5X,X,X, 
+ bsX,X: + b7X; + b,X:X, + b,X,X; + box:, 
P3 = qx: + czx:x, + csx:x3 + c4x1x: + cgx1xzx3 
+ csx1x: + c,x: + cgx;xs + cgx,x: + cox:. 
The matrix of d: is 
( 
-bl --bz -ba -bb -bs -be -by -bB -bg -boa1 0 ~2~3 0 0 (14125&j 0 0 0 
--cl -c2 -c3 -c4 -c5 -c,j -c7 -cg -cg -CO 0 aI 0 0 u2u3 0 0 0 u4u5u6 1 
we remark that this matrix is of rank 2 unless PI = 0, and P2 and P3 are proportional. 
The reference decomposition chooses the submatrix 
( ) 
4 0 
0 a1 ’ 
and the matrix of d: is 
I;;, u2 u3 u4 u5 u,0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 
0 aI 0 u2u3 0 u4u5u.5 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 aI 0 u2 u3 0 u4 u5 u6 00000000000 
0 0 0 aI 0 0 u2u3 0 0 u4u5u6 0 0 0 0 0 0 0 0 
0 0 0 0 aI 0 0 u2u3 0 0 u4u5a,5 0 0 0 0 0 0 0 
0 0 0 0 0 aI 0 0 u2u3 0 0 u4u5u6 0 0 0 0 0 0 
0 0 0 0 0 0 aI 0 0 0 a2 a3 0 0 0 a4 a5 a6 0 0 0 
0 0 0 0 0 0 0 a1 0 0 0 a2 a3 0 0 0 a4 a5 a6 0 0 
0 0 0 0 0 0 0 0 aI 0 0 0 a2 a3 0 0 0 a4 a5 a6 0 
0 0 0 0 0 0 0 0 0 al 0 0 0 u2 u3 0 0 0 a4 a5 a6 
0 b, 0 b, b3 0 b, b, b6 0 b, b, b, b, 0 0 0 0 0 0 0 
0 0 b, 0 b, b, 0 b, b5 b6 0 b7 b, bg b, 0 0 0 0 0 0 
0 cl 0 c2 c3 0 c4 c5 c,j 0 c7 c,3 cg ‘?,, 0 0 0 0 0 0 0 
0 0 Cl 0 c2 c3 0 c4 c5 c.5 0 c, ce cg co 0 0 0 0 0 0 
0 0 0 b, 0 0 b2 b, 0 0 b4 b5 b6 0 0 b, b8 b, b, 0 0 
0 0 0 0 b, 0 0 b2 b, 0 0 b, b, b6 0 0 b, b, b, b, 0 
0 0 0 0 0 b, 0 0 b, b, 0 0 b, b5 b6 0 0 b, b, b, b, 
0 0 0 cl 0 0 c2 c3 0 0 c4 c5 c,j 0 0 c7 cfj c#J CO 0 0 
0 0 0 0 Cl 0 0 c2 c3 0 0 c4 c5 cg 0 0 c, c* cg cg 0 
0 0 0 0 0 c, 0 0 c2 c3 0 0 c4 c5 C6 0 0 c7 cg cg cg 
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where the columns corresponds to degree five monomials, ordered lexicographically, 
x:,x~x,,x~x,,x:x~,x:x,x,, . . . 
Before computing two specific examples, let us do some remarks concerning the 
case s = n and v = 6 = x1= 1 (di - l), so that &(v) = 1. 
(0) If Pi E k[Xl, ..*,Xn], k a field, then H,(6) # 1 implies a+1 dti = 
Res(P1, .. . ,P,) = 0, 
(1) If there exists X” E !JJJ6 such that dxu # 0, then for XB E !I& 
dxr=O 0 X~EI*~(I)E{X~=o}. 
(2) H,(a) Z 1 * A0 ‘+‘=Oandd,;=O Vi~[n]. 
Hence, the ideals of A = Z[LJ,,] generated, respectively, by the polynomials 
(Axf)iotnr and the polynomials (Ax=),a,=a have the same radical. We will see further the 
geometrical meaning of theses ideals. 
As a first example, let us take the three following polynomials: 
PI=-X2+3XY+3XZ+2Y2-7YZ+Z2, 
P2 = -7x3 + X2Y + 4x2z + 8XY2 - XYZ 
+XZ2-Y3+6Y2Z+ YZ2+5Z3, 
P3 = 3x3 - X2Y + 9x2z f 9XYZ - 3XYZ 
+xz2-Y3+4YZz+Yz2+3z3, 
and v = 6 = 5, so that HC2,3,3j(5) = 1, we have the following results: 
Ax~=18012905909370=2x3x5x29x43x10651x5023, 
Ax; = -72512681354325 = -32x52x23x1123x1386377, 
Ax:= -91838873218842=-2x3x31x103x532640111. 
Remark that these numbers have only 3 as a common factor, so the reduction 
modulo p of these equations defines either the empty variety or a single point, except 
for p = 3, and we can compute the resultant 
A; = 2962182511891377 = 32x73x66O131x6829931. 
Therefore, the reductions mod p define a single point for p E {73,66013 1,6829931} 
and at least two points (but in fact exactly two points by the Proposition 3 of [2]) for 
p = 3. 
As a second example we will take polynomials that have a common zero, namely 
(0 : 0 : l), 
PI = Xi + 3X,X2 + 2Xf + X2X3, 
P2 = 3x: + x:x, + 3x:x3 - 2x1x: + 3x1x; - x; + 3x2x:, 
P3 = x: - x:x, - x:x3 + 4xixzx3 + 2x1x: + x;x; - x,x;. 
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Here, we have Ax: = - 22760361. 
As 22760361 = 32 x 13 x 47 x 4139, assuming the identification of Ax: with the 
reduced resultant corresponding to the single point (0: ... : 0: 1) proved in [3], we 
know that the reductions modulo p of the equations define a single reduced point 
(namely (0:O: 1)) if and only if p#{3,13,47,4139}. 
The identification of Ax: with the reduced resultant associated to the single point 
(0: ... :0: l), and classical properties of the Koszul complex show that H,(6) = 1 iff 
I defines the empty variety or a single point (proof in [3]). This gives the geometrical 
interpretation mentioned above and prove that, in these two situations (empty variety 
or single point given by n polynomials) HI only depends on d = (d,, . . . , d,). 
5. Final remarks and open questions 
- Except if n = 2 (or n = 3 and d1 = d2 = d3 = 2), these objects do not produce (at 
least for sufficiently general polynomials of the form Pi = GQi) the gcd of the Pi’s (this 
can be seen by calculation of&(v)). 
- For which S do we have As # O? A partial answer for s = n is given in: N. Chardin, 
Sur l’independance lintaire de certains monomes modulo des polynomes generique, 
C.R. Acad. Sci. Paris Ser. I 319 (1994) 1033-1036. 
- What about the irreducibility of these polynomials and of the variety defined by 
H,(v) # H,,(v)? We only know, up to now, that, in the case s = n, the resultant (i.e. the 
case v = 6 + 1) and the polynomials Axp are irreducible. 
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