ABSTRACT In signal processing research, cyclostationarity and fractional lower-order statistics (FLOS) are two important solutions to non-stationary signals and non-Gaussian noises, respectively. In the last five years, many methodologies combining the two technologies were proposed to achieve the two tasks simultaneously. Unfortunately, these methodologies need to be based on the Shannon/Nyquist sampling theorem. As phased fractional lower-order cyclic moment (PFLOCM) theoretically cooperates with compressive signal processing (CSP), this paper studies PFLOCM to apply in CSP at sub-Nyquist sampling rates. Using this technical foundation, a complete procedure is novelly proposed to rebuild phased fractional lower-order cyclic moment spectrum (PFLOCMS), which functions as a crucial factor in signal detection, system identification, parameter estimation, and other applications. In addition, various experiments verify the performance of the proposed procedure. It is believed that this paper will have implications for non-stationary and non-Gaussian signal processing at sub-Nyquist sampling rates.
I. INTRODUCTION
Stationarity in transmission signals and Gaussianity in background noises are usually assumed in traditional system modeling research. Therefore, researchers could throw themselves into key technologies and be free to other factors. Due to the continuous developments of scientific research, a single simplified model increasingly cannot meet the needs of various applications. As a result, cyclostationarity and non-Gaussianity are taken into consideration to improve general signal processing. Cyclostationarity introduces a novel framework to process cyclostationary signals, which are widely found among natural and man-made signals [1] , [2] . Fractional lower-order statistics (FLOS), extensions of correlation, provide novel means to deal with various non-Gaussian noises [3] .
In the line of cyclostationarity, the origin of this area dates back to the 1950s-1960s [4] , [5] . A peculiar phenomenon referred to as ''periodically non-stationary '' or The associate editor coordinating the review of this manuscript and approving it for publication was Liangtian Wan. ' 'periodically correlated'' was discovered by researchers. In the next thirty years, cyclostationary theory was gradually established through deeper investigation [6] . By the end of the 20th century, the theory processed a sound framework and knowledge system both, becoming an important branch in signal processing, and attracting the attention of scholars worldwide [7] - [9] . Presently, cyclostationary theory continues to contribute to detailed research [10] , [11] and to practical applications [12] , [13] . Researchers advance cyclostationary theory research and explore integration with other classical technologies [14] - [18] .
Proposed to address non-Gaussian noise modeled by alpha-stable distribution in 1993, covariation and fractional lower-order moment (FLOM) established FLOS theory [3] . Shortly after, other relevant definitions in FLOS were proposed in succession, including fractional lower-order covariance [19] , fractional lower-order correlation [20] , 1 and phased fractional lower-order moment (PFLOM) [21] . After more than twenty years of development, scholars widely accept FLOS theory and employ the technique in various applications. Recently, the p -norm (0 < p < 1) that functions similar to FLOS has received attention. [22] , [23] .
Undoubtedly, the theories of cyclostationarity and FLOS both contributed greatly to non-stationary signal processing and non-Gaussian signal processing, respectively. Consequently, many methodologies combining the two theories have been proposed to implement on non-stationary and non-Gaussian signal processing [24] . However, the related work covering theories and applications are commonly based on the Shannon/Nyquist sampling theorem [25] , [26] . Inspired by the rapid development of compressive signal processing (CSP) originated from compressive sensing, we further study phased fractional lower-order cyclic moment (PFLOCM) processed in the framework of CSP since PFLOCM theoretically cooperates with CSP.
Offering an alternative to the Shannon/Nyquist sampling theorem, compressive sensing, also called compressed sensing, has been a popular concerned theory in the last decade [27] , [28] . The theory states that if a signal (vector) is compressible or sparse, it can be represented at a sampling rate far below the recommendation by the Shannon/Nyquist sampling theorem. Compressive sensing completes sampling data and compressing data to one step, contrary to common wisdom in data processing. Quickly following the establishment of compressive sensing, CSP was proposed for the case which does not necessitate the recovery of the original signal [29] . In many applications, some crucial characteristics and parameters extracted from the original signal are useful to solve problems. As the original signal does not require reconstruction when using CSP, the initially converting the original signal to a sparse signal is unnecessary. This is of utmost importance in the case that a signal is compressible but its sparsity basis cannot be easily obtained.
In the calculation related to PFLOCM, the time-varying PFLOM is first calculated, then PFLOCM, and finally phase fractional lower-order cyclic moment spectrum (PFLOCMS). For transmission signals, PFLOM is commonly not sparse; phase fractional lower-order moment spectrum (PFLOMS) is commonly sparse in the frequency domain; PFLOCMS is commonly sparse in the frequency and cyclic frequency domains [2] , [24] . As a result, PFLOCMS serves as an ideal choice for the input in compressive sensing, which is very similar to an image (matrix) after 2D discrete wavelet transform. This framework can be regarded as DSP + CS since compressive sensing is employed after the calculation of PFLOCMS. In the CSP framework, the sampling rate is reduced when calculated prior to PFLOM. Thus, a subNyquist sampling rate can be applied to the entire procedure, reducing storage expense. At the cost, the algorithms and flow involved in CSP are more complicated than the first one. The comparison between the frameworks of CSP and DSP + CS is shown in Fig. 1 , where CS and SR represent compressive sensing and sparse reconstruction, respectively.
Rather than algorithmic or objective function optimization, this paper documents the design of the overall procedure, laying solid foundation for future work. Throughout the procedure, additional details explain the necessity of certain steps and the application of parameters. Through the additional explanations, we hope to establish a clear understanding of the proposed methodology and to remove boundaries which might otherwise obstruct further research.
The rest of this paper is organized as follows. In Section II, PFLOCM related concepts and compressive sensing are introduced briefly by typical definitions and expressions. In Section III, the crucial variables in the CSP framework are first revealed by a flow diagram. Then, the proposed procedure is reviewed through mathematical derivations. In Section IV, the simulation containing various numerical experiments is carried out to demonstrate the effectiveness and performance of our method. In Section V, some conclusions and remarks for future research are discussed.
II. FUNDAMENTAL A. PFLOCM
For a complex signal x(t), the PFLOM of x(t) and x(t + τ ) is defined by [21] 
where ∀ z ∈ C, z p is defined by
Then, the PFLOM in the real domain is given by
where ∀ z ∈ R, z p is defined by
Due to the operator (·) p , PFLOM can handle non-Gaussian noise unlike conventional correlation. If R p x (t, τ ) is a periodic function about t, then PFLOCM can be given by Fourier series such that
where T 0 and ξ denote the fundamental period and cyclic frequency, respectively. Without the precondition of periodicity in R p x (t, τ ), PFLOCM should be calculated by Fourier transform.
In practice, (7) is preferred setting T to a finite time according to the measurements. Next, PFLOCMS can then be calculated by applying Fourier transform on τ .
Similar to the conventional 2D spectrum in the frequency domain, PFLOCMS is a 3D cyclic spectrum about frequency f and cyclic frequency ξ . Although PFLOCMS contains more information than the conventional spectrum, it consumes additional storage consumption proportional to the number of digital cyclic frequencies.
can be calculated by linear projections and the information loss can be ignored.
where ∈ R M ×N denotes the sensing matrix. Commonly, Gaussian and Bernoulli distributions model sensing matrices due to the high probability of satisfying the restricted isometry property (RIP). Under the RIP, x can be reconstructed by and y. This inverse problem is called sparse reconstruction, which is a hot spot in compressive sensing research.
The solutions to sparse reconstruction classify into four main categories, including convex optimization [30] , [31] , greedy algorithms [32] - [34] , iterative algorithms [35] , [36] , and statistical sparse recovery [37] - [39] . In our scenario, there is one key factor taken into consideration. Since the original signals are usually not sparse, the CSP framework requires an approach with high accuracy of sparse reconstruction. For the above reason, convex optimization is a good choice for our study.
As a classical convex optimization algorithm, basis pursuit de-noising (BPDN) employs the convex objective function x 1 to replace x 0 . In addition, BPDN introduces a soft weight λ to relax the hard constraint considering the reconstruction error [30] . The expression of BPDN is given byx = arg min
III. METHODOLOGY A. FRAMEWORK AND PROCEDURE
In this subsection, we emphasize the procedures and related crucial functions within the frameworks. These explanations serve to clarify the algorithmic idea and subsequent mathematical derivations. More information from Fig. 1 , the detailed frameworks of DSP and CSP are shown in Fig. 2 , where A denotes the sensing matrix. As stated graphically in Fig. 2 , the procedures of DSP + CS and conventional CSP can be expressed as
where the simplified expression R p x is a matrix about t and τ . So do other similar parameters.
As displayed in (12a), the storage costs of R 
1) SUB-NYQUIST SAMPLING
After digitizing x(t) in a finite time NT s and reordering it into the vector form, the expression becomes
where T s = 1/f s denotes the sampling interval. Applying compressive sensing on x, we obtain a condensed representation y such that 
then the sampling rate of x(t) can be considered as a sub-Nyquist sampling rate. In (17), ρ and f h denote the compression ratio and the highest frequency in the signal of interest (SOI), respectively. In the following sections, we examine the relationship between x p (t) and R y from the right route, and the relationship between x p (t) and S p x from the left route. Then, we conclude the relationship between R y and S p x . This process determines in (11) . As y in (11) is a vector, matrix R y must be converted to a vectorR y to complete the final optimization step.
2) THE RIGHT ROUTE FROM x p (t ) TOR y
On the right route in Fig. 2 , we begin with R y .
where the symbol E[·] denotes the statistical average for a repeatable random process. The detailed expansion of R p x is given by (18) , shown at the bottom of this page. Based upon (21), we further consider the vector forms of
where bothR y andR p x are similar in form and their expressions are given by (19) and (20), shown at the bottom of this page, respectively. The symbol vec{·} represents stacking all columns of the matrix into a vector. Additionally, Algorithm 1 describes the projection matrices G and H. Substituting (21) into (22b), we havē 
H a,b 1 = H a,b 2 = 0.5 + 0.5δ; 16: end for 17 : end for 18: Return G, H
3) THE LEFT ROUTE FROM x p (t ) TO S p x
Following the left path in Fig. 2 , we first define an auxiliary matrix 
where C ∈ C N ×N and the (i, j)-th element in C is given by
1} N ×N represents a square with the (τ + 1, τ + 1)-th element equal to 1 and the others equal to 0. Then, after applying the operator vec{·} on the both sides of (26), the equation forms
where the symbol ⊗ denotes Kronecker product. The third step characterizes the transform from V p x to S p x ∈ C N ×N , which can be expressed as
where F ∈ C N ×N and the (i, j)-th element in F is given by
Multiplying F −1 by both sides of (29), then applying the operator vec{·} results in
where I denotes the N -th order identity matrix. Combining (28) and (31), we finally obtain the relationship between the vectorsR p x and vec{S p x }.
where the symbol † denotes pseudo inverse.
4) THE RELATIONSHIP BETWEENR y AND S p x
The final step in relatingR y with S p x utilizes (23) from the right route and (32) from the left route, producinḡ
Substituting (33) into (11), we get the estimated vec{S where
Due to the large size of S p x , convex optimization experiments demand extensive computation time, In order to reduce the necessary computation time, the symmetries in the frequency and cyclic frequency domains of S p x are exploited. This process results in an additional step to partly solve the computational complexity. (37) where
5) THE RELATIONSHIP BETWEEN S
L denotes the anti-identity matrix computed by L = fliplr(I) in MATLAB. Substituting (37) into (33), we havē
Substituting (39) into (11), we get the estimated vec{T p x } by convex optimization.
where
Comparing the two objective functions of (35) and (40) to recover the cyclic spectrum, we find that (35) takes less time than (40) due to the fact that the length of vec{T (40) is preferred when considering the computational complexity.
IV. SIMULATION A. THE MODELS OF SIGNAL AND NOISE
The typical expression of the received signal x(t) is given as
where s(t) and n(t) represent SOI and additive background noise, respectively. x p (t) is a cyclostationary signal. Without loss of generality, symmetric alpha-stable (SαS) distribution models non-Gaussian noise n(t) [40] - [42] . Random variables with SαS distribution lack explicit probability density function (PDF). As a result, its characteristic function (CF) is commonly used in research.
where W denotes a random variable obeying SαS distribution, and α, γ , δ represent the characteristic exponent, scale, and location, respectively. Due to the non-existence of the second-order statistics of the background noise modelled by SαS distribution, a corresponding concept called the generalized signal-to-noise ratio (GSNR) is used instead of the conventional signal-to-noise ratio (SNR). GSNR is defined by
where P s denotes the power of s(t); If δ = 0, γ α quickly computes the so-called power of noise with SαS distribution. When α = 2, γ α degenerates to γ 2 which is similar to σ 2 used in Gaussian distribution N (µ, σ 2 ) to compute the power when µ = 0.
B. THE DESIGN OF SIMULATION
In the simulation, we focus on analyzing the relationship between the compression ratio and the reconstruction effect as described in previous compressive sensing and CSP papers. In order to reduce the randomness of background noise and Bernoulli matrix, we employ the Monte Carlo method. The simulation is divided into two categories by the GSNRs. For each GSNR, ten background noises modeled by SαS distribution are added to the SOI to generate received signals. Further, each category is divided into four groups considering the signal lengths and fractional orders. In each group, there are ρ×10 numerical experiments considering the compression ratios and Bernoulli matrices. Functioning as the main parameter in the simulation, the compression ratio ρ is set to {0.2 : 0.1 : 0.8} to display the trend of the change in the reconstruction effect. Tab. 1 lists the related parameters used in the simulation. 
C. THE EVALUATION FOR THE RECONSTRUCTION OF CYCLIC SPECTRUM
After the cyclic spectrum is recovered, the resulting spectra must require evaluation for efficacy and performance. We think that simply comparing the cyclic frequency of In addition, under the normal levels of GSNRs (e.g., 10dB and 20dB), the impacts of signal length and compression ratio are greater than that of fractional order. In other words, increasing the signal length or compression ratio can be directly improved the estimation of the cyclic frequency, which is in line with the basic laws in signal processing and compressive sensing. Unlike the signal length and compression ratio, the relationship between the fractional order and average successful reconstruction is not obvious. Especially, p = 0.7 works better in some cases while p = 0.8 works better in some cases. Fortunately, the results obtained by the two values of p are not much different. Therefore, we commonly set p to be a value that is smaller than the half of the characteristic exponent α (i.e., p < α/2).
In our opinion, PFLOCMS can be reconstructed by the proposed procedure in the CSP framework, and the algorithm's performance of the novel method heavily depends the signal length N and compression ratio ρ.
V. CONCLUSION
This paper examines the processing of phased fractional lower-order cyclic moment (PFLOCM) in the framework of compressive signal processing (CSP). The novel framework performs at a sub-Nyquist sampling rate, contrary to common wisdom in data acquisition. Additionally, a complete procedure of computing the cyclic spectrum S p x and one half of the cyclic spectrum T p x is suggested. In order to ensure total understanding of the procedure and related functions, the paper includes detailed diagrams and segmented mathematical derivations. Based upon the results of the simulation, we conclude that the reconstructed cyclic spectrum has a close relationship to the compression ratio, which is consistent with the basic principles of compression theory and signal processing. Further, the results verify that the proposed procedure offers an alternative to the conventional means of cyclic spectrum computation within DSP.
In the numerical experiments, we find out that there are some problems with computation complexity arise when applying the proposed method. For instance, given a discrete signal x(n) with N points, the length ofR y is about (ρN ) 2 /2. If N = 50 and ρ = 0.8, each experiment costs about 200s in the hardware and software conditions of Inter Core i9-7900X CPU, MATLAB2018a, and CVX toolbox version2.1. After applying the Monte Carlo method, the computational time will increase by a multiple. The increase in computational complexity is a consequence of convex optimization. In fact, the length of the compressive signal M = ρN is a key factor in the quality of the reconstructed cyclic spectrum. Unfortunately, processing large quantities of data in common hardware conditions remains difficult. With the rapid development of computer hardware, the problem of computational complexity will be gradually solved.
Two areas of the study examined in this paper compose our future research. On one hand, we will continually study the overall procedure and involved algorithms to achieve better performance and reduce the computational complexity.
In addition, we plan to use the estimated cyclic spectrum in applications including parameter estimation and modulation recognition. From our point of view, this paper provides a solid base for non-Gaussian cyclostationary methodologies working in the CSP framework, and the related procedure and algorithms will promote research on signal processing.
