Periodic solutions of some vector retarded functional differential equations  by Mawhin, J
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 45, 588-603 (1974) 
Periodic Solutions of Some Vector Retarded 
Functional Differential Equations 
J. MAWHIN 
Institut Mathdmatique, UniversitC Catholique de Louvain, 
B-1348 Louvain-la-Newve, Belgium 
Submitted by Kenneth Cooke 
1. INTRODUCTION 
The existence of T-periodic solutions for the T-periodic vector differential 
equation 
x’ = A(t) x - f(t, x) (1.1) 
with f such that 
(1.2) 
uniformly in t, has been proved by various methods when the matrix A(t) 
is such that the equation 
x’ = A(t) x 
has no nontrivial T-periodic solution (see the books of Krasnosel’skii [6], 
Reissig, Sansone, and Conti [14], and Roseau [15]). This result has been 
extended to the case of the vector retarded functional differential equation 
by Fennel1 [2]. 
When the requirement upon the linear part is not satisfied, supplementary 
conditions upon f are needed to ensure the existence of T-periodic solutions, 
as follows immediately from the Fredholm alternative [4] for the special case 
off independent of x. Such auxiliary conditions appear in papers of Lazer [7] 
(for a second order scalar differential equation), Ezeilo [l], Sedsiwy [16], 
Villari [19], and the author [8] (f or a third order scalar differential equation), 
Sedsiwy [17] and Reissig [ll, 121 (for the n-th order scalar case) and the same 
authors [18, 131 f or the corresponding vector case. Also, Fennel1 [2] has 
extended Lazer’s result and method to the retarded case. 
Those results are proved by various methods (Brouwer, Schauder, or 
Leray-Schauder fixed point theorems) which make the arguments rather 
tedious. On the other hand, all the equations considered in those papers are 
588 
Copyright 0 1974 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
FUNCTIONAL DIFFERENTIAL EQUATIONS 589 
characterized by the fact that their linear part only admits constant T-periodic 
solutions and that their nonlinear part verifies (1.2). 
In a recent paper [lo], the author has given, as an application of more 
general results, sufficient conditions for the solvability of operator equations 
Lx = Nx 
in function spaces, when the linear part L admits only constant solutions 
and the nonlinear one N is quasibounded, a concept which extends (1.2). The 
aim of this paper is to apply those results to the problem of the existence of 
T-periodic solutions for T-periodic vector retarded functional differential 
equations of the form 
X(k+l) + A p 1' + ... + A,x' =f(t, Xt ) Xt' ,...) XV') 
(the Ai are (n x n) constant matrices) which contains the equations studied 
by Ezeilo, Fennell, Lazer, Reissig, Sedsiwy, and Villari quoted above. 
Our approach appears to be very natural for this problem as follows both 
from the extreme simplicity of the proofs and from the substantial generaliza- 
tions of preceding results that are obtained, in an unified way, by direct 
application. 
2. SOME EQUATIONS WITH A QUASIBOUNDED NONLINEARITY 
IN FUNCTION SPACES 
For the reader’s convenience we shall summarize in this section a few 
concepts and results from [lo] that will be basic for this paper. 
If X and Z are normed spaces, with respective norms 11 . lIx and 11 . jlz , 
a mapping F: X + Z will be said quasibounded (a concept due to Granas [3]) 
if the number 
IF / = inf ( 
sup !I F(x)llz 
o<pca /IxlI,y>;P II x Ilx ) 
is finite; in this case, I F I is called the quasinorm of F. 
Let now X be a (not necessarily proper) vector subspace of the (Banach) 
space B(S, W) of bounded mappings x between some set S and 5P (n >, l), 
with a norm satisfying the relation 
(I / is some norm on W), with equality at least for constant mappings. 
The following propositions are proved in [IO]: 
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PROPOSITION 2.1. Let L: dom L C X + Z and N: X + Z be, respectively, 
a linear and a quasibounded mapping verifying the following assumptions: 
(1) ker L = {x E dom L: x is a constant mapping}, Im L is closed and of 
codimension n and L has a compact right inverse K: Im L ---f dom L. 
(2) N is continuous, takes bounded sets into bounded sets and 
(3) Q: Z + Z being a (continuous) projector such that Im L = Im(1 - Q), 
there exists one R > 0 such that 
QNx # 0 
for every x E dom L for which 
I x(s)1 2 R vs E s. 
(4) The Brouwer degree 
d,[JQN I ker L, b(0, R) n ker L, 01 
is not zero, where J: Im Q + ker L is any isomorphism, JQN I ker L is the 
restriction of JQN to ker L and b(0, R) is the open ball of center 0 and radius R 
in X. 
Then equation 
Lx = Nx + w (2.1) 
has at least one solution for every w E Im L. 
PROPOSITION 2.2. Let L satisfy conditions of Proposition 2.1 and let 
N: X --+ Z be such that 
Nx = lim Np 
j+ cc 
uniformly in X, where every mapping Nj: X -+ Z ( j = 1, 2,...) is continuous 
and satisfy the following condition: 
If, morover, every Nj satisfies conditions (3) and (4) of Proposition 2.1 with Nj 
instead of N and R independent of j (j = 1, 2,...), then equation (1.1) has at 
least one solution for every w E Im L. 
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3. SOME NOTATIONS AND PRELIMINARY CONVENTIONS 
If I > 0 is an integer we shall denote by g=” the (Banach) space of map- 
pings x: R---f iw” which are continuous and T-periodic together with their 
first I derivatives with the norm 
(x(j) = djx/dtj and 1 . 1 is some norm on IFP). 
For some Y 3 0, let %?T be the (Banach) space of continuous mappings 
T: [-Y, 0] + [w”, with the norm 
II v II = e$zPol I Q4f-9 * 
When Y = 0, %?r will be naturally identified with R”. 
Now, if x E Prz, t E R and 0 <j < 2 is an integer, we shall denote as 
usual [5] by z$’ the element of %?r defined by 
xlj): [-r, O] + R”, et-+ x(j)(t + e). 
It is to be noted that, for every 0 < j < I, 
I/ xt(i)II = sup / xyt + e>/ < sup 1 x(j)(t)] 
e--r ,O] teb-4 
(3.1) 
When Y = 0, the mapping xkj’ will be naturally identified with the element 
x(t) of R”. Moreover, a constant mapping in $-” or in %?r will be sometimes 
identified, without explicit mention, with the element of [w” given by its 
constant value. 
Lastly we shall introduce the projector 
T 
P: 9T1 + PpTl, XH T-l 
s 
x(t) dt. 
0 
It is immediate that 
II px II1 = II px II0 d II A” II0 < II x II1 
for every x E YT1, and that Im P is the subspace of 8,l of constant mappings. 
4. DIFFERENTIAL OPERATORS WITH CONSTANT COEFFICIENTS IN 
SPACES OF T-PERIODIC MAPPINGS 
If k 3 0 is an integer, let us now summarize some properties of the vector 
differential operator with constant coefficients L defined by 
Lx = x’k+l) + A,x’“’ + ... + ‘4,X’ + Ak,,X, (4.1) 
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where the Ai (; = l,..., k + 1) are (n x n) constant matrices and 
domL = {x E Yrk: @+l) exists and is continuous}. 
It is then clear that 
Im L C 9r”. 
It is well known that the adjoint L* of L is the operator defined by 
L*u = ZPt1) - u(k)(.) A, + ‘.. + (--l)k u’(e) A, + (-l)*+i U(.) Aii&i , 
where u: R --t (W)* is T-periodic and has continuous derivatives up to the 
order k + 1 ((lKP)* is the dual space of l/P). 
The following result is classical [4] an we recall it only for completeness. d 
1, will denote the (n x n) identity matrix and w = 27r/T. 
PROPOSITION 4.1. If L is dejined by (4.1), ker L # (0) if and only if the 
equation 
det(P+lLn + PA, + ... + A,,J = 0 (4.2) 
has roots of the form h = im w, with m an integer, ker L and ker L* have the 
same dimension and ker L (respectively ker L*) is formed by the elements of 
dom L (respectively, dom L*) obtained by taking the real and the imaginary 
parts of the complex mappings 
t ++ exp(imwt) c (respectively, t H exp(imwt) d), 
with imw a root of (4.2) and c the column n-vectors (respectively, d the row 
n-vectors) formed by the n first components of the generalized eigenvectors, 
relative to imw, of the [(k + I) n x (k + 1) n] matrix 
I, 0, ... 
-&+, -A, 0, ... -14, 0, -A, I, 
(respectively, the n last components of the generalized eigenvectors, relative to 
-imw, of minus the transposed of A). Lastly, 
ImL = /xE.PrO:Jr u(t) x(t) dt = 0, Vu E kerL* 
1 (4.3) 0 
(Fredholm alternative) and there exists a constant K > 0 such that 
/I Kx it$ < K 11 xl/o (4.4) 
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for every x E Im L, with K the (unique) right inverse of L taking values in a 
jxed topological supplement of ker L in 9r”. 
The following corollary will be particularly useful in the sequel: 
COROLLARY 4.1. 
ker L = (x E dom L: x is a constant mapping} 
if and only if 
A,+1 = 0, 
and equation 
det(hkl, + F-l/l1 + ... + A,) = 0 
= ImP (4.5) 
(4.6) 
(4.7) 
has no root /\ of the form imw with m a nonzero integer. In this case, 
ImL={x~~r”:Px=O} (4.8) 
and the unique right inverse K of such that PK = 0 is compact. 
Proof. 1. Necessity. ker L being the subset of dom L of constant 
mappings, we have 
A,+,c = 0 
for every c E [w” and hence (4.6) is satisfied. Now, by (4.5) and Proposition 
4.1, the equation 
det(hk+‘I, + hLA, + ... + AA,) = h” det(h”l, + hk-lA, + ... + Ak) = 0 
(4.9) 
has no solution of the form imw with m a nonzero integer, and the same is 
true for Equation (4.7). ker L* being of dimension n and containing the set 
of constant mappings from R into ( W)* coincides with it and then, by taking 
in (4.3) for u successively the mappings 
t t--b e,* = (0 ,..., 0, 1, 0 ,..., 0) (i = 1, 2 ,..., n), 
we obtain (4.8). To prove the compactness of K, let B be any bounded set 
in ImL; thus there exists b > 0 such that 
II v II0 < 6, VVEB, 
and hence, by (4.4), 
II Kv Ilk < & VVEEB, 
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which shows that the set 
B’={Kv:vEB} 
is bounded in Yr”. On the other hand, every Kv E domL, and thus has 
continuous derivatives up to the order k + 1, and verifies the relation 
(Kv)(JL~l) + A,(Kv)‘~’ + ... + A,(Kv)’ = v, 
which implies that 
Then, by a direct argument using Arzela-Ascoli theorem, B’ is relatively 
compact and hence K is a compact mapping. 
2. Sufficiency. By (4.6), ker L contains the subset of dom L of constant 
mappings and, using (4.9) and the condition upon the roots of (4.7), ker L 
can only be spanned by constant mappings and is then necessarily equal to 
(4.5). The remainder of the proof is the same as that of necessity. 
5. A CLASS OF QUASIBOUNDED MAPPINGS BETWEEN SPACES OF 
T-PERIODIC MAPPINGS 
We shall introduce in this section a class of quasibounded mappings defined 
on Pr” and related to retarded functional differential equations. 
DEFINITION 5.1. We shall say that the mapping 
f:R xw,x ... x q, --f R", (t, Fl >..-, %,l) ++f(t, Vl 9***9 9&+1) (5.1) 
satisfies condition (Q) if 
(V~>0)(3y>O)(Vt~IW)(V~~~'e,,~=1,...,~+~):If(~,~l,...,9)~+~)l 
< 4 v1 il -t *** + ~1 ps+1 II) + Y. 
Let us now give a few examples of such mappings. 
Example 5.1. If there exists y > 0 such that 
lfk Vl >...3 %+1)/ G Y9 
for every (t, y1 ,..., F~+~) E R X gr X ... x %Yr , it is clear that f satisfies 
condition (Q). 
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Example 5.2. Let the mapping 
be T-periodic with respect to t and such that it takes bounded sets into 
bounded sets. Then if 
(5.2) 
when /I F I/ + 00, uniformly in t, the mappingfdefined by 
verifies condition (Q). 
The proof is very simple and left to the reader. 
Example 5.3. Let 
h: 9Tr + UP, v ++ h(v), 
be a mapping such that 
I h(dl - 0 
!I 9) II 
when // p II+ co. Then, for every e E gTo, the mappingf defined by 
f: R x 9, x ... x VT - R”, (t, v, ,..., y~li+~) M e(t) - h(v,,) 
verifies condition (Q). 
It is a special case of Example 5.2. 
Yaw, if the mapping (5.1) is T-periodic with respect to t, we can define 
the mapping N: gT” + Bra by 
(Nx) (t) =f(t, xt , xt’ ,..., x’lc’) (5.3) 
and we have the following 
PROPOSITION 5.1. If f is continuous, N is continuous. If f satisjies condition 
(Q), then N is quasibounded with a quasinorm 
INI =‘A (5.4) 
and takes bounded sets into bounded sets. 
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Proof. The proof of the continuity of N is very simple. Now, if condition 
(Q) is satisfied for f, we have, 
(Ve > 0) (3y > 0) (vt E R) (Vx E 9,“): 1 f(t, Xt ,...) $‘)I 
< 4 .xt II + ... + I $’ !I) + Y < E 1~ x/It + Y, 
and hence 
II Nx II0 < c II x Ilk + Y (5.5) 
for every x EPIC. Thus, N takes bounded sets into bounded sets, and (5.4) 
holds. 
6. A BASIC THEOREM FOR THE EXISTENCE OF PERIODIC SOLUTIONS 
OF SOME RETARDED FUNCTIONAL DIFFERENTIAL EQUATIONS 
With notations of the previous sections, let us consider the T-periodic 
vector retarded functional differential equation 
x("+l) + Qc) + ... + A$’ = f(t, Xt , St’ )..., x’,“‘) (6.1) 
and let us prove the following basic 
THEOREM 6.1. Let us suppose satis$ed the following conditions: 
(a) Equation (4.7) h as no root of the form imw with m a nonzero integer. 
(b) f = hfj 
uniformly in Iw x %,. x ... x ‘S, , where the mappings 
fj: R x %Y x **- x v,. - R", (4 911 ,'.', %x+1) -fTt, VI ,a.., Vkfl) 
are T-periodic with respect to t, continuous and verify condition (Q) with y 
independent of j (j = 1, 2,...). 
(c) There exists R > 0 (independent of j) such that 
T-l Brf’(t, xt ,..., $‘) dt # 0 
s 
for every x E 9$‘T+1 which verifies 
I @)I > R Vt E R, (j = 1, 2,...). 
(d) For every j = 1, 2,..., the Brouwer degree 
dB[Fi, B(O, R), 01 
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at zero of the mapping 
Fj: [w” + W, a-T-l 
I 
‘f(t,a,O ,..., 0)dt 
0 
with respect o the open ball B(0, R) is not zero. 
Then, Equation (6.1) has at least one T-periodic solution. 
Proof. It consists in showing that conditions of Proposition 2.2 are 
satisfied with X = 8,“, Z = Tr-O, w = 0, 
L: x w x(Jc+l) + A,x’“’ + ... + A,x’. 
and Nj defined in (5.3) with f i instead off, and is a trivial consequence of 
Corollary 4.1 and Proposition 5.1. 
7. AN APPLICATION TO SOME ORDINARY VECTOR 
DIFFERENTIAL EQUATIONS 
The first illustration of the use of Theorem 6.1 will concern the ordinary 
vector differential equation 
x(k+l) + A,xfk) + ... + A,x’ + h(x) = e(t), (7.1) 
where e: [w + [WI” and h: [w” + [w” verify the following conditions: 
(i) e is T-periodic, continuous and 
T-1 T 
s 
e(t) dt = 0; 
0 
(ii) h is continuous and such that 
lim I h(x)l - 0; 
Ixi’= 1 x / 
(iii) there exist strictly positive numbers rl ,..., r, , a permutation 
(4 ,..., in> of {l,..., n} and an integer 0 < m < n such that 
hit(x) xii > 0, if I XiL I 2 Yl (1 = l,..., m), (7.2) 
hi,(x) xii < 0, ;f I xit I 3 f-1 (I = m + l,..., n). (7.3) 
We have the following 
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THEOREM 7.1. If condition (a) of Theorem 6.1 and conditions (i), (ii), (iii) 
above are satisfied, then Equation (7.1) h as at least one T-periodic solution. 
Proof. It consists in the construction, for (7.1), of a sequence of mappings 
f j verifying the conditions of Theorem 6.1. Let q: R -+ R be a continuous 
function such that 
and 
I ml G 17 
q(s) > 0, 
Qs E IF! 
vs # 0. (7.4) 
If we define the mappings hi: W + R” by 
h:,(x) = h&) t j-‘q(xiJ, 1 = l,... m, 
h:$x) = hi,(x) - j-lq(x<,), 1 = m + l,..., n, 
and the mappings gi by 
gj: [w x R” + BP, (t, x) H e(t) - hj(x), (j = 1, 2,...), 
it is clear that the sequence (gj) converges to the mapping 
uniformly in [w X W. 
(t, x) - e(t) - h(x), 
On the other hand, it follows from Example 5.3 and from assumptions 
made upon h that, for everyj = 1,2,..., the mappings 
f j: R x R” x ... x IF!” -+ R”, (t, Xl ,-.., %+d - gYt, 4 
verify condition (Q) with y independent of j, which implies that assumption 
(b) of Theorem 6.1 is satisfied. 
Moreover, we have, by (7.2) (7.3), and (7.4), if j xiz j > rr, 
h:,(x) xii = h,,(x) sit +j-‘q(xi,) xii > 0, 1 = l,..., m, (7.5) 
h:,(x) xiL = hi,(x) xiz - j-lq(xi,) xi2 < 0, 1 = m + I,..., n. (7.6) 
Therefore, if x E S$+‘, 
T-l OTf/c[t, x(t),..., 
s 
#(t)] dt = T-l 1’ {eJt) - h:,[t, x(t)]} dt 
‘0 
= -T-l s = h:,[t, x(t)] dt f 0 0 
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when, for every t E [w, 
I %,@)I 3 f-2 (I = l,..., n;j = 1, 2,...). 
Then, assumption (c) of Theorem 6.1 is satisfied if we take 
Lastly, for every a E [w”, 
T-l rfj(t, U, 0 
.r 
,..., 0) dt = -h+z), 
0 
and, using (7.2), (7.3), we easily obtain, by homotopy invariance of Brouwer 
degree, 
d,[-hj, B(0, R), 0] = (-1)‘” # 0, 
which achieves the proof of the theorem. 
Comparison of Theorem 7.1 and the corresponding result of Reissig [13], 
which extends that of Sedsiwy [18], goes as follows: 
(i) Reissig’s assumption “Equation (4.7) has only roots with negative 
real parts” is replaced by the weaker one (a) of Theorem 6.1; 
(ii) Reissig’s assumption “gk h as no pure imaginary eigenvalue” is 
avoided; 
(iii) Reissig’s assumption “either hi(x) xi > 0 for 1 xi 1 > yi (1 < i < n) 
or fi(x) xi < 0 for 1 xi / 3 ri (1 < i < n)” is replaced by the weaker one 
(iii); 
(iv) Assumptions (i) and (ii) of Theorem 7.1 exactly correspond to the 
remaining ones of Reissig. 
On the other hand, Theorem 7.1 contains as a special case a generalization 
of a theorem of Lazer for a second order scalar differential equation. 
COROLLARY 7.1. If the matrix A, has no eigenvalue of the form imw with 
m a nonzero integer (in particular, if A, is symmetric) and if h: i?P - W and 
e: Iw + [w” satisfy conditions (i) to (iii) of Theorem 7.1, then equation 
X” + A,x’ + h(x) = e(t) 
has at least one T-periodic solution. 
Lazer’s result concerns the scalar case, with for h the stronger assumption 
h(x) x > 0 if 1x1 >R. 
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For another generalization of Lazer’s theorem, distinct from Corollary 7.1 
but also deduced, by another argument, from ideas related to Proposition 2.1, 
see [9]. 
8. THE CASE OF A SCALAR FUNCTIONAL DIFFERENTIAL EQUATION 
In this section we shall study the scalar T-periodic retarded functional 
differential equation 
JP+l) + ap + ... + UkX’ =f(t, Xt ,...) xy, (8.1) 
where the real constants ai (i = I,..., k) and the mapping 
f:R x Gfr x ..’ x @T + R (t, VI ,..., %+1) f-+f(t, PI ,..., %+1) 
(where here %?, is the space of continuous mappings between [-r, 0] and R) 
satisfy the following assumptions: 
( 1) Equation 
h’i + up + ... + a, = 0 
has no root of the form imw, with m a nonzero integer and T = 27r/w. 
(2) f is T-periodic with respect to t, continuous and satisfies condition (Q). 
(3) There exists R > 0 such that 
(8.2) 
for every x E Yp”T’ such that, for each t E L%, 
I x(t)1 2 R 
(or the same condition with the reversed sign of inequality in (8.2)). 
We then have the following: 
THEOREM 8.1. If assumptions (1) to (3) are satisfied, then equation (8.1) 
has at least one T-periodic solution. 
Proof. Let us prove, say, the case in which (8.2) is satisfied, the other 
one being proved by taking -q instead of q below. The sequence of functions 
(f j) defined by 
fj(t, 9Jl ,..., %+l) ==f(t, 91 ,.‘.j Ys+1 > + F-l lo &@)I do (j = 1, 2,...) -* 
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(with p(x,) instead of r-l j!r q[v,(e)] d0 w h en r = 0) converges tof uniformly 
in R x %?r x ... x 5?r if we take p like in the proof of Theorem 7.1. On the 
other hand, for every x l g’kT+r such that 
I @)I 3 R vt E R, 
we have by (8.2) if we suppose moreover that 4 is increasing, 
sign x > j-l~-~T-l r O I SI q[x(t + ‘31 de dt 0 -r 
TO 
3 9-l T-l ss q(R sign x) d0 dt 0 --T 
= j-lq(R sign x) sign x > 0, 
(j = 1, 2,...). (8.3) 
By taking x = u, a constant such that j a 1 >, R, it follows from (8.2) that 
the Brouwer degree of the mapping 
a ++ T-l 
s 
Tfj(t, a, 0 ,..., 0) dt 
0 
with respect to the origin and the open ball B(0, R) is equal to one 
(j = 1, 2,...). Thus, conditions of Theorem 6.1 are satisfied for (8.1) and the 
proof is complete. 
Remark 8.1. When k = 2, condition (1) is equivalent to 
(1’) a, # 0 or a2 # m2w2 for every nonzero integer m, 
and hence Theorem 8.1 extends a result of Villari [ 191 in the following ways: 
1. Theorem 8.1 covers the case of a retarded functional differential 
equation instead of an ordinary differential one. 
2. (1’) replaces the stronger assumption 
ala2 # 0 or a2 < 0. 
3. Condition (Q) for f replaces the stronger assumption 
I f(t, % n> w)I < Y for every (t, 24, 2), w) E R4. 
Remark 8.2. When k = 1, condition (1) of Theorem 8.1 is necessarily 
satisfied and our result generalizes Fennell’s extension [2] to a retarded 
functional differential equation of Lazer’s theorem [7] in the following ways: 
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1. Assumption (2) replaces the stronger one: “j is fonction only of t 
and xt and 
2. Assumption (3) replaces the stronger one: “There exists R > 0 such 
that 
such that 
such that 
T-l O’f(t, xt) dt >, 0 
s 
for every x E .Yr2 
x(t) 3 R vt E R, 
T-l bf(t, xt) dt < 0 
s 
for every x E PpT2 
x(t) < -R, vt E W 
which is equivalent to (3) with the sign “a” in (8.2). 
COROLLARY 8.1. If the following assumptions are satisfied: 
(a) Condition ( 1) of Theorem 8. I ; 
(b) e: [w + IX” is continuous, T-periodic and 
T-l 1’ e(t) dt = 0; 
‘0 
(c) h: %7r - [wn is continuous, takes bounded sets into bounded sets and 
II v /IV I 4d - 0 if II 93 iI -+ 00; 
(d) There exists R > 0 such that either h(v) ~(0) > 0 OY h(y) ~(0) < 0 
for every p E 92, satisfying 
I 49 2 R ‘de E [-Y, 01, 
then equation 
Xuc+l) + aIxtk) + ... + akx’ + h(x,) = e(t) 
has at least one T-periodic solution. 
Proof. It is a special case of Theorem 8.1 with 
f(t, Xt ,a*-> t xc”)) = e(t) - h(x ) t . 
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