This paper focuses on the consistency issues related
This paper focuses on the consistency issues related to integrating multiple sets of spatial data in spatial information systems such as Geographic Information Systems (GISs).
Data sets to be integrated are assumed to hold information about the same geographic features which can be drawn from different sources at different times, which may vary in reliability and accuracy, and which may vary in the scale of presentation resulting in possible multiple spatial representations for these features. A systematic approach is proposed which relies first on breaking down the consistency issue by identifying a range of consistency classes which can be checked in isolation.
These classes are a representative set of properties and relationships which can completely identify the geographic objects in the data sets. Different levels of consistency are then proposed, namely, total, partial and conditional, which can be checked for every consistency
class. This provides the flexibility for two data sets to be integrated without necessarily being totally consistent in every aspect. The second step of the proposed approach is to explicitly represent the different classes and levels of consistency in the system. As an example, a simple structure which stores adjacency relationships is given which can be used for the explicit representation of topological consistency. The paper also proposes that the set of consistent knowledge in the data sets (which is mostly qualitative) be explicitly represented in the database and that uncertainty or ambiguity inherent in the knowledge be represented as well. The user of the GIS needs to be given a clear idea on the nature of the data he is using in order to evaluate the correctness of any results or analysis obtained from the system. In studying this problem research workers often refer to the need for initial processing of the data sets to make them %onsis-tent".
This term is used mostly in the sense of applying some operations on the spatial and attribute data, e. In integrating two sets of spatial data which relate to the same area in space, two consecutive steps are needed, 1. Object matching: where corresponding objects in both sets are identified using spatial equivalence tests. The result of this procedure is the identification of which objects in both sets can be considered to be the same, for example, matching two sets of land parcels in an old and an uptodate map or matching two road networks in maps with different scales, etc. Note that those objects could differ with regard both to positional information and geometric structure.
Positional Equivalence
Objects are represented by the specific coordinates describing their spatial extents. Under this reference, two objects from two different data sets match only if their representative sets of coordinates match exactly and two data sets can be considered as locationally consistent if any position (x,y,z) corresponds to the same object in both sets.
Object-Based
Equivalence Classes
A spatial data set consists of the spatial properties of a set of objects in a defined space.
These properties include a description of spatial extent, from which the dimension and the shape of the object can be derived. An object in the data set can be composite, i.e. consisting of or containing other objects. Object-based consistency can be classified using the above properties.
Two spatial data sets can be said to be object-based consistent of a certain class if for each object in both sets this consistency is achieved. (I) Object Existence Equivalepce Two data sets are existentially equivalent if all the object classes and instances in one data set exist in the other data set. For example the two data sets in figure 1 are existentially non-equivalent. (II) Object Dimension Equivalence Two data sets are equivalent with reference to object dimension, if every object in one set has the same spatial dimension as that of the corresponding object in the other set. For example, the two spatial scenes in figure 2 are not equivalent with reference to object dimension as objects are represented using spatial representations of different dimensions (areas by points or lines). (III) Object Shape Equivalence Equivalence based on object shape can be as flexible as needed.
On a strict level object shapes can be defined using equations of the curve or set of curves defining its boundary.
On a less accurate level object shapes can approximate well-known geometric shapes, for example a circle, a square, T shaped, zig-zag, etc. Two data sets can said to be equivalent with reference to object shape if every object in the set can be described as shape equivalent to the corresponding object in the other set. For example, in figure 3 the shape of object A may be considered equivalent in all three scenes depending on the measure of shape distortion accepted in the database. The first two shapes only may be considered equivalent if different measures are used.
(IV) Object Size Equivalence Several measures of size exist including, length of boundaries, areas and volumes of shapes. Two data sets may be considered as equivalent with reference to object size if every object in one set has a similar size to the corresponding object in the other set. (V) Spatial Detail Equivalence Objects in the data sets may be composite, i.e. containing other objects or made up of several connected or non-connected objects. Two data sets can be considered to be equivalent with reference to object detail if corresponding composite objects in both sets can be considered to be equivalent, as shown in figure 4. Interdependency between Equivalence Classes Other classes of object-based equivalence may exist. The above set of classes are possibly the most impor- fr om which topological relationships can be derived.
The structure can then be used to represent the common set of consistent knowledge between data sets as well the ambiguity or uncertainty in the knowledge derived from both sets. The structure is based on the following assumptions. Assumptions 0 It is assumed that the data sets considered must contain non-overlapping objects, i.e. that every object in these sets occupies a unique location in space.
However, it is possible for the data sets to contain objects in part-of relationships, e.g. a lake inside a forest or a city bounded by part of a motor-way, etc. As an example, figure 8 shows the different relationships that can be considered between areal objects. While the adjacency relations are enough to represent the topology of the geographic scene, an explicit part-of relationship needs to be defined when one object is part of another to distinguish the topology in the case of relationships in 8(b) and (d).
The only limitation of this assumption is that we only compare objects from one theme and not from the overlay of more than one theme which is natural when integrating two data sets. and the pair of end points as shown in figure 9 . This spatial representation is typical of geometric structures of most GISs. This assumption is needed for the representation of the various topological relations involving linear geographic objects, but is not applicable for the boundary of area1 objects.
l It is assumed that a geographic data set is always embedded in an infinite space, and hence the infinite complement of the extent of this set is explicitly represented in the adjacency structure proposed [EGA96].
We can now build a simple structure based on connectivity or adjacency relationships to represent the topology of a geographic data set. Consider the two scenes Note that adjacency is a symmetric relation and hence the structure in the figure  (half a matrix) is sufficient. A (1) in the structure represents an adjacency relationship while a (0) indicates that the related objects are not adjacent.
For example, in 11 (a), object A is adjacent to objects B, C, D,, D' and D1, and not to D2, D", 03 and D,.
There are two differences between the two scenes as can be seen from the structures.
These are: in 11(a) object Dz is connected to C while it is not in U(b), and object E in U(b) d oes not exist in 11(a).
The only relationship stored explicitly in the above structures is adjacency and other topological relationships can be simply derived. object E is adjacent only to C and hence it is topologitally inside C. Also, the relationship between object D with any other object can be realised from the grouping of relationships between its constituting parts, and so on. Hence, 'using-these structure alone we can redraw the topological equivalences of the two scenes (obviously the exact shape of each object is not meant to be represented here). The adjacency structures can be organised in a trek structure representing different levels of detail in the data sets. Also, an explicit reference to object dimension will enable a (schematic) reproduction of the topological equivalent of the data sets. However, object dimension in both data sets need not be consistent. In [Es921 the topological consistency of a scene is checked by solving the problem as a constraint network and checking that the network is path-consistent. The sets of all possible relations between the different types of objects in a scene need to be used for the representation of the problem in a constraint network, while the adjacency structure only uses a binary relation. The adjacency structure can also be used to represent the common consistent set of knowledge in two scenes as follows.
Representing the Common Consistent Set of Knowl=&se S1 and S2 are partially topologically consistent.
The set of common knowledge in both data sets can be grouped in an adjacency structure as shown in figure 12 . The structure in 12 is informative of the common consistent topological knowledge between the two data sets. In this case, the adjacency between objects D2 and C is unknown, represented by a (-), and object E doesn't exist in both data sets and hence it is deleted from this set. Using this structure one can recreate the common knowledge in both scenes with the ambiguity of the relation between 02 and C. Figure 13 shows the integration of different sets of knowledge which are consistent Is A is in object B or C. In this paper a study of the nature of consistency issues for integrating hybrid data sets is presented. In particular the paper focuses on the consistency issues related to integrating multiple sets of spatial information for the same area in space.
The proposed approach can be summarised as follows:
The concept of consistency between data sets is broken down into two main categories: a study of the comparison of basic properties of objects and relationships between those objects. Nine consistency classes are identified under those categories which can be checked in isolation.
For every class identified data sets can be consistent to a certain level. Four levels of consistency are proposed, namely, total, partial, conditional and inconsistent.
Data sets can be ranked according to those levels, for example, totally consistent topologically but partially consistent with reference to object dimension and so on.
The explicit representation of the different classes and levels of consistency is needed for the database to reveal a realistic view of the nature of its contents.
The common set of consistent knowledge in the data sets needs to be explicitly expressed. A qualitative structure is proposed to hold different types of knowledge on the geographic feature or object level (as opposed to the geometric level). An explicit representation is needed of the ambiguity or uncertainty inherent in every data set and that resulting from the integration of several data sets.
As an example, the representation of the topological consistency class is presented using a simple structure which stores adjacency relationships [AEG95]. Topological relationships can be derived from the structure and any ambiguity in the relationships can also be derived.
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