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The Ducci map on Rn takes a vector [x1, . . . , xn]T to the vector of
adjacent-entry differences [|x1 − x2|, . . . , |xn − x1|]T . This paper
considers the case where n = 3, with the focus being on those se-
quences of 3 × 3 matrices that can be used to carry out iterations
of the Ducci map. This linear-algebraic perspective reveals an unex-
pected connection between the Ducci map, the process of forming
mediants of rational numbers, and the Stern–Brocot tree.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
A Ducci sequence is a sequence of vectors in Rn generated by iterating the Ducci map, which takes
a vector [x1, x2, . . . , xn]T to the vector [|x1 − x2|, |x2 − x3|, . . . , |xn−1 − xn|, |xn − x1|]T of adjacent-
entry differences. The question about the limiting behavior of such sequences when n = 4 was
attributed by Ciamberlini and Marengoni [6] to Ducci in 1937, and since then many authors have
considered a variety of questions related to the Ducci map and Ducci sequences (see [2] for a recent
comprehensive bibliography). The present paper considers an apparently unstudied variant on Ducci’s
original problem, and in so doing provides a new connection between the Ducci map for n = 3 and
mediants of rational numbers.
Themediant of the tworationalnumbersa/band c/d is the rational (a+c)/(b+d), formedby“naive”
addition. Themediant is used indiophantine analysis, particulary in the context of Farey sequences and
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the approximation of irrationals by rationals. Useful references in this regard are [5,11], where one can
see theway inwhich themediant is used in, for instance, a proof of Hurwitz’s Theoremon best rational
approximations to irrationals. Our results do not rely on any of these number-theoretic facts; however,
the commonalities do suggest that Ducci sequences and continued fractions may share an interesting
relationship, and we will end by posing some open questions whose answers may illuminate the
connections.
That said, our focus for the present will be on how each application of the Ducci map to a vector
v ∈ R3 is equivalent to the application of a certain 3×3matrix. Of course, the Ducci map is not linear,
and so a single matrix will not suffice for all vectors inR3. However, once v has been fixed, the action
of the Ducci map is carried out by a corresponding matrix. And, a second application to the resulting
output vector will, at least potentially, involve a different choice for the appropriate matrix. In this
fashion a sequence of 3×3matrices can be associatedwith the iterates of the Ducci map.We call such
a sequence of matrices a Ducci matrix sequence, and since Ducci matrix sequences will be dependent
upon the vectors with which the iterations began, our purpose will be to analyze the characteristics of
thesematrix sequences for different classes of starting vectors. It will be shown thatR3 can be divided
into two classes of vectors, corresponding to two distinct types of Ducci matrix sequences, and that
these two classes are also closely related to the sets of rational and irrational numbers inR.
2. Background
A well-studied question in the literature on the Ducci map concerns understanding the limiting
behavior of Ducci sequences for starting vectors v ∈ R3. The answer, addressed in any one of [2,3,9], is
that these sequences exhibit two distinct limiting behaviors: (i) either a vector of the form [0, c, c]T is
reached after a finite number of steps; or (ii) each vector in the sequence has three distinct nonnegative
entries. In case (i) the Ducci sequence enters the repeating pattern [0, c, c]T , [c, 0, c]T , [c, c, 0]T , and
is thus nonconvergent, while in case (ii) the sequence asymptotically approaches the zero vector.
For us, interest is not somuch on the sequence of vectors generated by iterating the Ducci map, but
rather on the sequences of matrices that implement these iterations. To explain, let f : R3 → R3 be
the Ducci map
f ([x1, x2, x3]T ) = [|x1 − x2|, |x2 − x3|, |x3 − x1|]T ,
on R3 and note that, depending on the relative sizes of the entries in the vector [x1, x2, x3]T , each
application of f amounts to an application of a 3 × 3 matrix. For instance, if x1 ≥ x2 ≥ x3, then the
matrix
M1 =
⎡
⎢⎢⎢⎣
1 −1 0
0 1 −1
1 0 −1
⎤
⎥⎥⎥⎦
implements the action of f on [x1, x2, x3]T . There are five additional matrices necessary to accommo-
date the different relative sizes between x1, x2, and x3.
A basic question now presents itself: which matrix sequences are possible? The answer, a sim-
ple one, can be illustrated by considering the matrix M1 applied to a vector [x1, x2, x3]T . If we let
M1[x1, x2, x3]T = [y1, y2, y3]T , then one readily observes that y3 ≥ y1 and y3 ≥ y2. Aside from the
trivial possibility in which y1 = y2 = y3, this meansM1 is not the correct choice for implementing f
on the second iteration. Given the notational convention that we establish below, it will turn out that
onlyM4 andM6 are candidates for being the correct choice to apply afterM1, and the question ofwhich
should be used depends on how y1 is related to y2. Hence, any matrix sequence that begins with M1
must necessarily have a second term of eitherM4 orM6, and by analyzing the remaining possibilities
in the same way, we obtain conclusions that can be summarized in the following table.
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Matrix Implements f when Followed in a Ducci matrix sequence by
M1 x1 ≥ x2 ≥ x3 M4 orM6
M2 x1 ≥ x3 ≥ x2 M1 orM2
M3 x2 ≥ x1 ≥ x3 M3 orM5
M4 x3 ≥ x1 ≥ x2 M3 orM5
M5 x2 ≥ x3 ≥ x1 M1 orM2
M6 x3 ≥ x2 ≥ x1 M4 orM6
To illustrate with a specific example, the sequence of matrices corresponding to a starting vector of
[1, 7, 6]T beginsM5,M2,M1,M6,M4.
To stop there makes the answer to our question appear simple. And it is, at least as the question
was originally asked. But notice that when we begin with the vector [1, 7, 6]T , after M4 has been
applied, the vector [1, 2, 1]T results. Thus, the next matrix can be either M3 or M5, and from this
point forward there will always be two viable choices for the matrix used at each iteration. None of
this is surprising, knowing that Ducci sequences may, as is happening with our example, enter cycles
of the form [0, c, c]T , [c, 0, c]T , [c, c, 0]T . Thus, we see that some vectors lead to nonunique matrix
sequences, and since [2] also makes clear that there are starting vectors that lead to unique matrix
sequences, we see already that our original question should be modified to also ask, “...and what can
we learn about the nature of unique/nonunique matrix sequences?”
Here again, [2] has an answer, but this time only a partial one. To delve deeper, we must consider
the Ducci question from an entirely new perspective – one in which sequences of matrices are the
focus, rather than sequences of vectors. This shift in perspective allows us to see structure that is not
readily apparent otherwise, and along the way we illustrate the role that the mediant of two rationals
plays in helping to understand the Ducci map.
3. Nonsingular matrices associated with the Ducci map
Although the Duccimap itself does not have an inverse, it is possible to identify certain nonsingular
matrices that are closely related. To see how, first observe that for any [x1, x2, x3]T ∈ R3 and any
c ∈ R, f ([x1, x2, x3]T ) = f ([x1, x2, x3]T − [c, c, c]T ). By taking c = x1 this can be expressed as
f ([x1, x2, x3]T ) = f ◦ B([x1, x2, x3]T ), where B is the matrix
B =
⎡
⎢⎢⎢⎣
0 0 0
−1 1 0
−1 0 1
⎤
⎥⎥⎥⎦ .
This means that for any v ∈ R3, ifMi1 ,Mi2 , . . . is a Ducci matrix sequence associated with v, then for
any n ≥ 1,
f n(v) = MinMin−1 · · ·Mi2Mi1v = (MinB)(Min−1B) · · · (Mi2B)(Mi1B)v
= Min(BMin−1)(BMin−2) · · · (BMi2)(BMi1)(Bv).
Now consider the matrices BM1, . . . , BM6. For example, BM1 has the form
BM1 =
⎡
⎢⎢⎢⎣
0 0 0
−1 2 −1
0 1 −1
⎤
⎥⎥⎥⎦ =
⎡
⎣ 0 [0, 0]
∗ D1
⎤
⎦ ,
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where D1 is the lower-right 2 × 2 submatrix of BM1. Letting D2, . . . ,D6 represent the analogous
submatrices of BM2, . . . , BM6, it is possible to re-express f
n(v) as
f n(v) = Min
⎡
⎣ 0
Din−1Din−2 · · ·Di2Di1 [y1, y2]T
⎤
⎦ ,
where Bv = [0, y1, y2]T .
The advantage of this perspective comes from thenature ofD1, . . . ,D6. Since eachof thesematrices
is nonsingular (with determinant −1), we can study the original Ducci matrix sequence question by
considering the same question, except applied to the action of the invertible maps D1, . . . ,D6 onR
2.
4. Nonunique matrix sequences
Let v ∈ R3 and suppose there is more than one Ducci matrix sequence associated with v. That is,
suppose the two sequences begin in agreement with Mi1 ,Mi2 , . . . ,Mil−1 , and then differ for the first
time with the lth term, l ≥ 1, say where one sequence has lth termMil and the otherMjl . This means
thatMilMil−1 · · ·Mi2Mi1v = MjlMil−1 · · ·Mi2Mi1v, which we know is equivalent to
MilBMil−1B · · ·Mi2BMi1Bv = MjlBMil−1B · · ·Mi2BMi1Bv.
Applying the matrix B to both sides of this equation yields
DilDil−1 · · ·Di2Di1 ν = DjlDil−1 · · ·Di2Di1 ν,
where ν is the vector inR2 consisting of the second and third components of Bv.
As noted above, each of these matrices is nonsingular, and so we rewrite this as
D
−1
jl
Dil
(
Dil−1 · · ·Di2Di1 ν
)
= Dil−1 · · ·Di2Di1 ν,
and thereby see that the vector Dil−1 · · ·Di2Di1 ν is an eigenvector associated with an eigenvalue of 1
for D
−1
jl
Dil . Since we know that both Djl and Dil follow the same matrix in the original Ducci matrix
sequence, there are only three possibilities: one is D1 and the other D2; one is D3 and the other D5; or
one is D4 and the other D6. Note that which of the two is Dil is unimportant, and so we find ourselves
interested in thematricesD
−1
1 D2,D
−1
3 D5, andD
−1
4 D6. It turns out that the eigenspace of the eigenvalue
1 has dimension 1 in each of these three cases. The corresponding eigenvectors are [1, 1]T , [1, 0]T ,
and [0, 1]T , respectively, and it is these two facts together that complete the proof of the following
theorem.
Theorem 4.1. Let v ∈ R3 and suppose the Ducci matrix sequence Mi1 ,Mi2 , . . . for v is not unique. Then,
letting Bv = [0, ν]T , either ν is a scalar multiple of [1, 1]T , [1, 0]T , or [0, 1]T ; or there exists l ≥ 1 such
that ν is a scalar multiple of D−1i1 D−1i2 · · ·D−1il applied to one of these vectors. In the latter case the Ducci
matrix sequence becomes nonunique with the matrix Mil .
So, by forming the vectors D
−1
i1
D
−1
i2
· · ·D−1il [1, 1]T , D−1i1 D−1i2 · · ·D−1il [1, 0]T , and D−1i1 D−1i2 · · ·D−1il
[0, 1]T , all starting vectors with nonunique Ducci matrix sequences can be obtained. When l = 1 this
amounts to the three vectors D
−1
i1
[1, 1]T , D−1i1 [1, 0]T , and D−1i1 [0, 1]T , where because these arise from
Ducci matrix sequences, it will be necessary to make an appropriate choice for Di1 in each case. And
since the vectors [1, 1]T , [1, 0]T , and [0, 1]T would have arisen by considering the equations
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D1Di1 ν = D2Di1 ν, (1)
D3Di1 ν = D5Di1 ν, (2)
D4Di1 ν = D6Di1 ν, (3)
respectively, we need only recall which Ducci matrices can follow which in order to determine ap-
propriate choices for Di1 in Eqs. (1), (2), and (3): in Eq. (1) it must be that Di1 = D2 or D5; in Eq. (2)
Di1 = D3 or D4; and in Eq. (3) Di1 = D1 or D6. In each of these three cases the two different choices
for Di1 lead to the same family of vectors v ∈ R3 since D2 = −D5, D3 = −D4, and D1 = −D6.
Of course, we are interested in the vectors v ∈ R3 that lead to nonunique Ducci matrix sequences,
and it is a simple matter to reconstruct those vectors from the more basic ν ∈ R2 that arise directly
from Theorem 4.1. So, focusing our attention on the vectors ν , note that for l = 1, 2 we obtain the
following ν ∈ R2 (we list only the scalar multiple that has a nonnegative second coordinate):
⎡
⎣ 1
1
⎤
⎦ ,
⎡
⎣ 1
0
⎤
⎦ ,
⎡
⎣ 0
1
⎤
⎦
l = 1 :
⎡
⎣ 2
1
⎤
⎦ ,
⎡
⎣−1
1
⎤
⎦ ,
⎡
⎣ 1
2
⎤
⎦
l = 2 :
⎡
⎣−2
1
⎤
⎦ ,
⎡
⎣−1
2
⎤
⎦ ,
⎡
⎣ 1
3
⎤
⎦ ,
⎡
⎣ 2
3
⎤
⎦ ,
⎡
⎣ 3
2
⎤
⎦ ,
⎡
⎣ 3
1
⎤
⎦ .
A non-obvious feature of these vectors is revealed if we view [a, b]T as the rational a/b. Taking
1/0 to represent∞, and adding the multiple (−1)[1, 0]T of the eigenvector [1, 0]T to represent−∞,
we plot these rational number representations of the vectors ν on number lines corresponding to the
initial, as well as the l = 1 and l = 2, cases:
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Notice how the new rationals appearing at each step are related to those at the step above – they
aremediants of adjacent rationals appearing at an earlier level. This is not coincidental, aswe establish
in the next section.
5. The mediant and Ducci matrix sequences
Themediant of two rationals is discussed in the context of Farey sequences in [5], and in the context
of Farey sequences and the Stern–Brocot tree in [7]. In fact, [7] devotes a significant amount of attention
to a variety of interesting observations that arise from the mediant construction. Although principally
viewed as away to combine rationals, here we take a different perspective on themediant idea. For us,
the mediant has the very simple interpretation of vector addition when applied, not to the rationals
a/b and c/d, but to the vectors [a, b]T and [c, d]T .
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That said, suppose we begin with the set of vectors
A0 = {[−1, 0]T , [0, 1]T , [1, 1]T , [1, 0]T }.
By ordering these in the way they would inherit as rationals (taking [−1, 0]T as −∞ and [1, 0]T as
∞), we consider two vectors in A0 adjacent if no element of A0 appears between them in this order.
Sums (mediants) of adjacent vectors are then formed, and by including these sums along with the
existing elements of A0, we form the set
A1 = {[−1, 0]T , [−1, 1]T , [0, 1]T , [1, 2]T , [1, 1]T , [2, 1]T , [1, 0]T }.
By continuing this recursively, we form the sequence of sets {Al}∞l=0 inR2.
One thing to notice about A0 is that the 2×2matrices formed by using adjacent vectors as columns
all have determinants of±1. It is easy to check that this featurewill be inherited by A1, and inductively,
by all of the sets in the sequence {Al}. Conversely, let l ≥ 1 and suppose that we have two vectors in
Al . Assume that l is the smallest natural number for which Al contains these two vectors. This means
at least one of them is a sum of adjacent vectors from Al−1, and so we represent our two vectors in
Al by [r, s]T and [a + c, b + d]T where, without a loss of generality, we assume that [a, b]T is smaller
than [c, d]T in the ordering on Al−1. Nowwe consider what implications might follow from assuming
these vectors are not adjacent in Al .
First, we can conclude that [r, s]T is either larger than [c, d]T or smaller than [a, b]T . Focusing on
the latter would imply rb − sa ≤ −1; on the former, rd − sc ≥ 1. It follows that the determinant of
the matrix with columns of [r, s]T and [a + c, b + d]T is r(b + d) − s(a + c) ≤ −1 + −1 = −2 or
r(b + d) − s(a + c) ≥ 1 + 1 = 2, depending on which of the two cases one is in. Either way, the
determinant is not equal to ±1. These observations amount to a proof of the following theorem.
Theorem 5.1. Let v1 and v2 be two vectors from the sequence {Al}, and suppose that l0 is the smallest
subscript for which both vectors are elements of Al0 . Then v1 and v2 are adjacent in the ordering on Al0 if
and only if det[ v1 v2] = ±1.
The essential content of Theorem5.1 appears in [5], aswell as in [7],where a version of the following
result is also given. Theorem 5.2 amounts to a well-known fact about the Stern–Brocot tree in which
every rational appears exactly once. The only difference here is that we are also able to realize the
negative rationals as part of the construction.
Theorem 5.2. For each r ∈ Q, there exists [a, b]T ∈ A = ⋃l≥0 Al such that r = a/b and gcd(a, b) = 1.
To anticipate a technical issue that will arise later, suppose that we now consider the sequence of
sets {Al}l≥0 defined by Al = Al ∪ {[a, b]T : [−a,−b]T ∈ Al}, for all l ≥ 0. Although there are more
vectors in each Al than in Al , these extra vectors represent exactly the same rationals as those in Al;
however, now the second components may be negative.
Suppose, for l ≥ 0 given, that we take adjacent vectors [a, b]T and [c, d]T in Al and consider what
happens when forming the mediants
⎡
⎣−a
−b
⎤
⎦ +
⎡
⎣ −c
−d
⎤
⎦ and
⎡
⎣ a
b
⎤
⎦ +
⎡
⎣ −c
−d
⎤
⎦
from the elements of Al . For the former pair, the mediant−[a+ c, b+ d]T is an element of Al+1 since[a+ c, b+ d]T ∈ Al+1. For the latter pair, if b ≥ d > 0, then since [a, b]T = [a− c, b− d]T + [c, d]T ,
we see that [a, b]T is the mediant of two adjacent vectors from some Ak , where we will assume k is
the smallest index for which both of these vectors appear. It follows that [a, b]T appears for the first
time in Ak+1, and so k + 1 ≤ l. Since this means k < l, it follows that the mediant [a − c, b − d]T
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of [a, b]T and [−c,−d]T actually appears for the first time, not in the set Al+1, but in some set prior
to this in the sequence {Al}. A similar conclusion follows when b > d ≥ 0, and so we see that for any
two adjacent vectors in the set Al , the resulting mediant will be an element of Al+1 (just possibly not
appearing for the first time there). Thismeans that nothing substantive changes if we aremore flexible
about the types of vectors that are used in forming the set A, an observation that will be useful to us
a bit later.
We now return to the fact expressed in Theorem 4.1 concerning which vectors in R2 lead to
nonunique Ducci matrix sequences. Recall our observation that for sequences of length l = 1 or
l = 2, the vectors obtained correspond precisely to mediants of vectors that had already been formed
by this process. Theorem5.3 confirms this is no coincidence, and therebymakes explicit the connection
between the Ducci map and the mediant construction of the rationals.
Theorem 5.3. For all l ≥ 1, if w ∈ {[0, 1]T , [1, 1]T , [1, 0]T }, and if D−1i1 · · ·D−1il w is one of the vectors
that leads to a nonunique Ducci matrix sequence as discussed in Theorem 4.1, then D
−1
i1
· · ·D−1il w or its
negative is an element of Al.
Proof. We give a proof by induction, whose basis consists of the observations made earlier about the
vectors that appear in the set A1.
For the inductive step, let l ≥ 1 be given and assume the result is true for l. Let w be one of the
vectors [0, 1]T , [1, 1]T , or [1, 0]T , andconsiderD−1i1 · · ·D−1il D−1il+1 w. Because thematricesD−11 , . . . ,D−16
come in pairs, with one being the negative of the other, we may assume D
−1
il+1 is such that D
−1
il+1 w has a
nonnegative second component, and thus equals one of [1, 2]T , [2, 1]T , or [−1, 1]T . In each of these
three cases the vector is a sum of two vectors u1 and u2 from A0, and so
D
−1
i1
· · ·D−1il D−1il+1 w = D−1i1 · · ·D−1il u1 + D−1i1 · · ·D−1il u2.
We now make an observation about the nature of the vectors D
−1
il
u1 and D−1il u2. If, for instance,
D
−1
il+1 w = [1, 2]T = [0, 1]T + [1, 1]T , then we would know that D−1il+1 = D−16 (or D−11 if originally
it had equalled [−1,−2]T ), and therefore that D−1il can be any one of the matrices D−11 , D−12 , D−15 ,
or D
−1
6 (those for which Mil can precede M1 or M6 in a Ducci matrix sequence). If D
−1
il
= D−11 or
D
−1
6 , then for precisely the same reasons as articulated where Eqs. (1)–(3) were discussed, the vector
D
−1
il
[0, 1]T , or its negative, will be an element of A1. This means in turn that D−1i1 · · ·D−1il [0, 1]T ,
or its negative, will be one of the vectors that leads to a nonunique Ducci matrix sequence, and
thus by the induction hypothesis that it is an element of Al . A similar argument can be made in
any of the other instances, such as when D
−1
il
= D−12 or D−15 , or when D−1il+1 w equals [2, 1]T or
[−1, 1]T .
But what about the other vector in the sum, D
−1
i1
· · ·D−1il [1, 1]T? To answer this question, we
note that for any matrix D−1r chosen from among D−11 , . . . ,D−16 , if D−1r is applied to one of the
vectors in A0 that does not correspond to it, then the result will again be a vector in A0, or the
negative of such a vector. Confirming this invariance property is a matter of calculating each of
D
−1
1 [1, 1]T , D−11 [1, 0]T , D−12 [0, 1]T , D−12 [1, 0]T , D−13 [0, 1]T , and D−13 [1, 1]T . It follows from the in-
duction hypothesis that D
−1
i1
· · ·D−1il [1, 1]T or its negative corresponds to a vector in Ak for some
0 ≤ k < l.
These observations are applicable when D
−1
il+1 w equals either [2, 1]T or [−1, 1]T as well, and thus
the general conclusion is that D
−1
i1
· · ·D−1il D−1il+1 w is a sum of the two vectors D−1i1 · · ·D−1il u1 and
D
−1
i1
· · ·D−1il u2, where one of these, or its negative, is an element of Al , and the other, or its nega-
tive, is an element of Ak for some 0 ≤ k < l.
Now, given the possibilities for u1 and u2, one checks that det [u1 | u2] = ±1, and so
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det
[
D
−1
i1
· · ·D−1il u1 | D−1i1 · · ·D−1il u2
]
= det
(
D
−1
i1
· · ·D−1il
[u1 | u2]
)
=
(
detD
−1
i1
)
· · ·
(
detD
−1
il
)
det
[u1 | u2]
= ±1.
Hence, by Theorem 5.1, the vectors ±D−1i1 · · ·D−1il u1 and ±D−1i1 · · ·D−1il u2 (choosing + or − in each
case according to which choice gives vectors in Al) are adjacent in Al , and so give a sum (mediant) that
is an element of Al+1. But then, even if the sumD−1i1 · · ·D−1il (u1+u2) involves one or both terms being
negatives of elements in Al , our earlier observations still allow us to conclude that D
−1
i1
· · ·D−1il D−1il+1 w
or its negative is an element of Al+1, completing the proof. 
This theorem goesmost of theway toward confirming our observations about the sets Al , but leaves
open the possibility that some set Al0 contains a vector that does not lead to a nonunique Ducci matrix
sequence after l0 iterations. To lay to rest any such doubt we need only note that the cardinality of
A1 −A0 is 3, and that the number of new elements used to form A2, A3, . . .will double each time. That
precisely this same rate of growth occurs when forming the vectors D
−1
i1
· · ·D−1il w for l ≥ 1 amounts
to noting that for each such vector there will be two choices for the next matrix D
−1
il+1 based on the
two choices for Mil+1 that can follow Mil in a Ducci matrix sequence. The table earlier in the paper
makes clear that the two choices for Mil+1 correspond to different relative sizes (other than just the
opposite ordering) in the entries of the vector to which it is applied, and this in turn means the two
new vectors formed from D
−1
i1
· · ·D−1il w will be distinct elements (and not scalar multiples of each
other) of Al+1. The two new vectors formed from D−1i1 · · ·D−1il w also are distinct from those formed
from shortermatrix products since, otherwise, theywould not lead to Ducci matrix sequences that are
unique up to at least the (l + 1)-st iteration; they would, in fact, have resulted in non-uniqueness at
an earlier iteration. We see, then, that the vectors formed in this way coincide with all of the vectors
in each of the sets A1, A2, . . .. The following theorem makes this precise.
Theorem 5.4. The set A consists of precisely those vectors that lead to nonunique Ducci matrix sequences,
and, for each l ≥ 0, the subset Al contains those vectors that take l or fewer Ducci map iterations before
reaching the nonunique part of the corresponding matrix sequence.
Because Theorem5.2 tells us thatA contains vectors representing all of the rational numbers,we see
that Theorem 5.4 is saying, among other things, that a vector [x1, x2, x3]T ∈ R3 leads to a nonunique
Ducci matrix sequence if and only if (x2 − x1)/(x3 − x1) is rational (where we include the possibility
here that x3 − x1 = 0). What is more, it also tells us that [x1, x2, x3]T reaches periodicity in precisely
l iterations, where l is the unique integer such that (x2 − x1)/(x3 − x1) first appears in Al .
By looking at this result from the point of view of Ducci (vector) sequences, such an interpretation
generalizes the primary result from [2], where the focus was on the behavior of the vectors that follow
from iterating theDuccimap. Theorem5.4 adds significantly to the result in [2] because it allows one to
predict precisely howmany Ducci map iterations are necessary before reaching the pattern [c, c, 0]T ,
[0, c, c]T , [c, 0, c]T . This type of question – how long before Ducci sequences reach a repeating pattern
– has been addressed frequently in the literature, such as in [1,4,8,12]. Our approach adds to these
previous results by connecting theDuccimap to themediant construction of the rationals, and thereby
reveals how the Stern–Brocot tree encodes an answer for n = 3.
6. Some concluding thoughts and open questions
If we take any real number x and form the vector [0, x, 1]T , then we can associate a Ducci matrix
sequence with x by iterating [0, x, 1]T . This will be analogous to how [7] uses the Stern–Brocot tree
to associate a matrix sequence to each real number. Imagine we represent an algebraic irrational, or a
transcendental number, with its Ducci matrix sequence. Will there be features of this representation
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that distinguish between these two categories of real numbers? Or evenmore simply, what irrationals
do Ducci matrix sequences with repeating patterns correspond to, versus those that do not repeat?
A wealth of other open questions also suggest themselves. For instance, the way in which the
mediant serves to describe those starting vectors that lead to nonunique Ducci matrix sequences hints
at a connection between the Ducci map and the matter of approximating irrationals by rationals, as
in [7,10,11]. So then, one might ask, given a Ducci matrix sequenceMl1 ,Ml2 , . . . corresponding to an
irrational θ , will the sequence of rational approximations obtained by truncating this sequence further
and further to the right correspond to the best (in some sense) sequence of rational approximations
to θ? Will continued fractions, a staple tool for studying rational approximations, have any relevance
for understanding the Ducci map? Is there a Ducci map proof of Hurwitz’s Theorem on approximating
irrationals by rationals? And finally, there is the matter of what happens with the Ducci map for
n > 3? On the surface it seems clear what to expect. However, the Ducci map literature demonstrates
a notable difference between the n = 3 and n = 4 cases (e.g. [2]), and so there may be more to this
generalization thanmeets the eye. Regardless, even though it is now about 75 years old, the Duccimap
story seems not yet to be at an end.
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