Elucidation of pathogenicity mechanisms of the most important human-pathogenic fungi, Aspergillus fumigatus and Candida albicans, has gained great interest in the light of the steadily increasing number of cases of invasive fungal infections. A key feature of these infections is the interaction of the different fungal morphotypes with epithelial and immune effector cells in the human host. Because of the high level of complexity, it is necessary to describe and understand invasive fungal infection by taking a systems biological approach, i.e., by a comprehensive quantitative analysis of the non-linear and selective interactions of a large number of functionally diverse, and frequently multifunctional, sets of elements, e.g., genes, proteins, metabolites, which produce coherent and emergent behaviors in time and space. The recent advances in systems biology will now make it possible to uncover the structure and dynamics of molecular and cellular cause-effect relationships within these pathogenic interactions. We review current efforts to integrate omics and image-based data of host-pathogen interactions into network and spatio-temporal models. The modeling will help to elucidate pathogenicity mechanisms and to identify diagnostic biomarkers and potential drug targets for therapy and could thus pave the way for novel intervention strategies based on novel antifungal drugs and cell therapy.
BACKGROUND

HUMAN-PATHOGENIC FUNGI
It is estimated that the total number of fungal species exceeds 1.5 million (Hawksworth, 2001) . However, only a small minority of approximately 100 species of fungi are associated with human diseases. Nevertheless, infections caused by fungal pathogens lead to a wide range of diseases including allergies, superficial infections, and invasive mycoses. The outcome of an infection with a human-pathogenic fungus often depends on the immune status of the host organism. Patients suffering from a weakened immune system are at high risk of developing a serious fungal infection. Continuous progress in medicine, e.g., in chemotherapy and organ or bone marrow transplantation, has led to an increasing number of patients with impaired immune status. In recent decades, the frequency of invasive fungal infections has increased steadily, resulting in considerable morbidity and mortality. In the USA, the incidence of sepsis caused by fungi has increased by more than 200% since 1991, whereas cases of bacterial sepsis have only increased moderate (Martin et al., 2003) . Invasive mycoses are characterized by a high mortality rate. The increasing number of fungal infections has significantly contributed to health-related costs (Pfaller and Diekema, 2007) .
The yeast Candida albicans and the filamentous fungus Aspergillus fumigatus are by far the most important causes of lifethreatening invasive mycoses. Apart from A. fumigatus, around 10% of the more than 200 species of the genus Aspergillus are regarded as human pathogens or as having other adverse effects, e.g., A. terreus, A. flavus, and A. niger (Brakhage, 2005) . The prevalence of C. albicans in clinical Candida samples is 50-70%, followed by infections with Candida glabrata, which is found in 20-25% of clinical Candida samples. Other pathogenic Candida species include C. tropicalis, C. dubliniensis, C. krusei, and C. parapsilosis (overview in Pfaller and Diekema, 2007) . Another important human-pathogenic fungus of clinical relevance is the fungus Cryptococcus neoformans. The most common fungal infection among AIDS patients, cryptococcal meningitis, is caused by this basidiomycete. Furthermore, other fungal species, such as Pneumocystis jiroveci, Zygomycetes, Fusarium species, and Scedosporium species, have emerged as causal agents of invasive mycoses (Pfaller and Diekema, 2007) .
Despite the different pathogenesis of infections caused by C. albicans and A. fumigatus, there are several common traits, particularly when the host response is considered: (i) the pathogens must be able to overcome epithelial barriers, (ii) innate immunity represents the major defense system, (iii) pathogenic fungi possess physiological characteristics, virulence determinants, and capabilities for immune evasion that make them aggressive pathogens, and (iv) invasive candidiasis and invasive aspergillosis are mainly found in patients with a weakened immune system either due to reduced activity of immune effector cells or defects in epithelial barriers.
Consequently, the aims of research on human-pathogenic fungi are (i) to unravel the pathogenic determinants specific to each www.frontiersin.org fungus, (ii) to investigate the distinct roles of epithelial barriers, the mechanisms of the innate immunity, and potential contributions of the adaptive immune system to the pathogenesis of fungal infections, and (iii) to elucidate the complex mechanisms of fungal infections and identify common principles of fungal pathogenesis.
PATHOBIOLOGY OF ASPERGILLUS FUMIGATUS : FROM ENVIRONMENTAL MICROORGANISM TO PATHOGEN
Within the last two decades, the filamentous fungus A. fumigatus has become one of the most important fungal pathogens. Conidia of this saprophytic fungus can be found almost everywhere, from the winds of the Sahara to the snow of the Antarctic. The most severe disease caused by A. fumigatus is invasive aspergillosis (IA), which occurs almost exclusively in immunocompromised patients (Brakhage, 2005) . There is currently a lack of reliable diagnostic tools and effective treatment options for this condition, resulting in a high mortality rate despite therapy. Remarkably, A. fumigatus causes 90% of all systemic Aspergillus infections. This indicates that A. fumigatus possesses certain virulence determinants that favor this species becoming an opportunistic human pathogen. Because of their ubiquitous presence in the air, each person inhales several hundred A. fumigatus conidia daily. In immunosuppressed patients, the lung is the primary site of infection. In immunocompetent individuals, mucociliary clearance and phagocytic cells normally prevent the disease . However, there is a correlation between the degree of immunosuppression and the risk of contracting IA. Consequently, important risk factors include neutropenia, T cell depletion, CD34-selected stem cell products, corticosteroid therapy, and cytomegalovirus infections (Marr et al., 2002) . Since 2005, considerable progress has been made in the analysis of A. fumigatus. The genome sequence of A. fumigatus is available, and the transformation efficiency of the fungus was drastically increased by generation of ku70 and ku80 mutants of A. fumigatus (Nierman et al., 2005; da Silva Ferreira et al., 2006; Krappmann et al., 2006) making the generation of mutants by targeted gene deletion much easier. As a result of this improvement, the number of deletion mutants has increased from a handful, in the year 2000, to more than 400, today.
However, only a few virulence determinants of A. fumigatus have been characterized to date. These determinants include the siderophore-mediated iron uptake system (Schrettl et al., 2004) or the pksP gene, which is involved in the biosynthesis of the graygreen spore pigment (Langfelder et al., 1998; Thywißen et al., 2011; Volling et al., 2011) . How these virulence determinants influence the infection is currently under investigation. DHN melanin was shown to inhibit both apoptosis and the acidification of conidiacontaining phagolysosomes of macrophages (Thywißen et al., 2011; Volling et al., 2011) . Because virulence is a multifactorial process, it can safely be expected that many more virulenceassociated traits will be discovered, e.g., A. fumigatus is able to grow under hypoxic conditions. This ability is essential for pathogenicity (Willger et al., 2008) . A. fumigatus also possesses immune-evasion mechanisms which reduce recognition, both by immune effector cells and the complement system (Behnsen et al., 2008 Aimanianda et al., 2009 ).
Innate immunity is of great importance in defense against A. fumigatus. Alveolar macrophages are the major resident cells of the lung alveoli and they phagocytose conidia. However, conidia have the ability to interfere with functions of the macrophages such as the maturation of phagolysosomes (Jahn et al., 2002; IbrahimGranet et al., 2003; Thywißen et al., 2011) . Unphagocytosed conidia and outgrowing hyphae are killed by neutrophilic granulocytes, whose activity is essential for preventing IA (Feldmesser, 2006) . Also, the complement system appears to contribute to the defense mechanism (Moalli et al., 2010) . Human pattern recognition receptors sensing fungal cell wall components include TLRs (Toll-like receptors), Galactin 3, DC-Sign (C-type lectin receptors), dendritic cell-specific intracellular adhesion molecule 3 (ICAM-3)-grabbing non-integrin, Dectin-1, SCARF1, and CD36. In line with the importance of these receptors for fungal recognition, a growing number of defined single nucleotide polymorphisms in the respective genes that appear to determine host susceptibility to A. fumigatus were identified (overview in Romani, 2011) .
Furthermore, neutrophils possess recently discovered extracellular killing mechanisms: they degranulate, release DNA, and form neutrophil extracellular traps (NETs) both in vitro and in vivo against A. fumigatus McCormick et al., 2010) . However, whether NET formation is detrimental for A. fumigatus overall is currently under investigation, and it remains unclear how neutrophils ultimately kill A. fumigatus. Reactive oxygen intermediates (ROI) most probably do not play a role as primary killing agents, but are required as signaling molecules (Lessing et al., 2007) . Incubation of dendritic cells (DCs) with A. fumigatus in vitro resulted in the release of chemokine CXCL8, which attracts neutrophils (Gafa et al., 2007) . Secretion of additional factors increased surface expression of CD11b and CD18 on neutrophils. Dectin-1, which is an important receptor on macrophages and neutrophils, is also expressed on the surface of immature DCs and is involved in the induction of a proinflammatory cytokine response (Mezger et al., 2008) . DCs thus play an important role in defense against A. fumigatus. The pathogen recognition receptor Dectin-1 acts upstream of the Syk tyrosine kinase in response to an infection with A. fumigatus. Signaling via the Syk tyrosine kinase was recently found to be essential for the activation of NLRP3 inflammasome, another component of the innate immune system (Saïd-Sadier et al., 2010) . Despite these findings, we are still in the early stages of understanding their role in organizing the immune defense mechanism.
Epithelial and endothelial cells in the lung can internalize conidia. It cannot, therefore, be excluded that these cells form sites of persistence and foci of infection (Latgé, 1999) . The role of T cells has not yet been clarified. It appears most likely that they initiate the adaptive immune responses to Aspergillus species and directly influence the outcome of an infection (Dagenais and Keller, 2009 ). Phagocytosis of conidia by DCs leads to a protective Th1 response, whereas hyphal phagocytosis results in non-favorable Th2 responses and the generation of IL-10-producing CD4 cells (Romani, 2011) . Pfaller and Diekema, 2007; Martin et al., 2011) . C. albicans is currently identified as the fourth most common blood isolate in US hospitals, accounting for around 10% of hospital-acquired bloodstream infections (Wisplinghoff et al., 2004) . Cases of sepsis caused by this fungus lead to mortality rates of about 40% and are thus higher than observed for any bacterial sepsis (Gudlaugsson et al., 2003; Wisplinghoff et al., 2004; Picazo et al., 2008 Perlroth et al., 2007) . Almost all C. albicans infections are endogenous infections, caused by commensal strains of patients' own microflora. Despite numerous studies, it remains unclear how the transition from a harmless commensal to an aggressive pathogen is triggered. It seems certain that it is not only modifications of the microbial flora and host factors, but also specific attributes of the fungus that play an important role in this transition.
Frontiers in Microbiology
The ability to switch from yeast to pseudohyphal or hyphal growth is an important virulence trait for C. albicans. Several environmental conditions such as temperatures above 37˚C, pH values of 7.0 or higher, high exogenous CO 2 concentrations of more than 5%, or the presence of serum (Liu, 2002 ) trigger this transition. Numerous genes are involved in the regulation of the morphological switch, but molecular details are still poorly understood. The transcription factor Efg1p plays a central role in the control of morphogenesis (Stoldt et al., 1997; Doedt et al., 2004) and the loss of the EFG1 gene led to mutants which were locked in the yeast form and showed reduced virulence in a murine model of candidiasis (Lo et al., 1997; Stoldt et al., 1997) . In the regulation of the Efg1p pathway, cAMP-mediated signal transduction plays an essential role and mutants lacking the adenylyl cyclase Cdc35p do not form hyphae. As well as Efg1p, a large number of other transcription factors have also been reported to inhibit or trigger the yeast to hyphal transition, e.g., Efh1p, Mcm1p, Cph2p, and Tec1p (reviewed in Whiteway and Bachewich, 2007) .
Besides the morphological plasticity, the ability of C. albicans to adhere to host cells and tissue and form biofilms is another important virulence factor. Amongst others, the ALS (agglutinin-like sequence) proteins are a well-studied group of proteins that form a family of peptide-binding proteins and which mediate adhesion (Salgado et al., 2011) . They bind to extracellular matrix proteins, such as collagen, fibronectin and laminin (Als1p, Als3p, Als5p, Als6p, Als9p), endothelial and epithelial cells (Als1p, Als3p, Als5p), and also mediate cell-to-cell aggregation (Als5p) and iron acquisition (Als3p; Filler, 2006; Almeida et al., 2009) . Hwp1p is another important adhesin, expressed only on hyphae, which binds tightly to oral epithelial cells and that is involved in biofilm formation (Nobile et al., 2006) . Secreted enzymes with proteolytic or lipolytic activity represent another group of proteins which contributes significantly to C. albicans' pathogenicity. A large proportion of the proteolytic activity is attributed to a multigene family of secreted aspartic proteinases (SAPs). Ten different SAPs have been described in C. albicans, eight of which are secreted extracellularly and two of which are anchored to the membrane via GPI linkage. Their contribution to the pathogenesis of C. albicans infections has been extensively investigated. SAP1-SAP3 genes were considered to play a role in localized C. albicans infections and complement evasion, whereas SAP4-SAP6 were postulated to play an important role in the pathogenesis of invasive candidiasis (Schaller et al., 2005; Gropp et al., 2009) . However, in a recent study by Correia et al. (2010) the importance of SAP1 to SAP6 for virulence was reassessed in a murine model of candidemia. In contrast to previous findings, SAP1 to SAP6 were found to play no significant role in disseminated C. albicans infections. In addition to the virulence determinants described above, physiological fitness, in other words, high stress tolerance and metabolic flexibility, is another important factor that contributes to the pathogenicity of C. albicans (Brown et al., 2007; Fleck et al., 2011) .
The fact that C. albicans is a diploid fungus and was long thought to be an obligate asexual organism (Alby et al., 2009) , has long hindered the production of genetically defined mutants. In contrast to the well-studied yeast Saccharomyces cerevisiae, C. albicans does not have any natural DNA plasmids that could be used for transformation. In addition to this, C. albicans shows a non-standard codon usage and translates the CUG codon as serine instead of leucine (Lloyd and Sharp, 1992) . Only after establishing protocols for targeted gene disruptions of both alleles, creating conditional null mutants based on tetracycline-regulatable systems, sequencing of the entire genome, establishment of a genome database, production of genome-wide microarrays, and production of reporter strains and other molecular tools as well as infection models, has C. albicans reached the status of a model organism for yeast infections (Theiss et al., 2002; Fradin et al., 2003; Jones et al., 2004; Braun et al., 2005; Samaranayake and Hanes, 2011; Szabo and MacCallum, 2011) .
Due to this technical progress, interactions of C. albicans with host cells and the immune system have been the focus of many studies in recent years. Fungal recognition is the first step in the antifungal immune response and is mediated by pattern recognition receptors (PRR). The mannan cell wall component is recognized by the mannose receptor, the C-type lectin-like receptor Dectin-2, and the TLR4. Furthermore, TLR2 triggers an immune response by binding to phospholipomannans, as the Dectin-1 receptor does by binding to β-glucan (Netea et al., 2008) . TLR2 and Dectin-1 regulate also the gene transcription of proinflammatory cytokines such as the pro-IL-1β. This interleukin is further processed into its active mature form via the NLRP3 inflammasome, a multiprotein complex. It has recently been shown that it is crucial for antifungal host defense (Gross et al., 2009 (Urban et al., 2006) . To link these interactions to the highly complex setting of clinical infections, complex in vitro, ex vivo, and in vivo infection models have been established and genome-wide transcriptional profiles, including direct C. albicans transcriptomes from patient samples, have been produced Cairns et al., 2010) .
SYSTEMS BIOLOGY OF INFECTION
Due to their high complexity, it is conceivable that invasive infections caused by human-pathogenic fungi can be described and understood in a comprehensive manner by taking a systems biological approach. There are two complementary strategies in systems biology: (i) Starting from smaller, even minimal models capturing the essential and abstract interactions in the system under study and (ii) using experimental measurements such as large omics datasets in combination with large-scale models. Hybrid approaches, which integrate these top-down and bottomup perspectives, contribute to our understanding of the multiple interdependencies of different hierarchical levels in biological systems (Forst, 2006) . The global dynamics of a system can only be understood and quantified if the functionality of modular subsystems is elucidated, while considering the most important interactions on different levels in the biological system. With the aim of revealing molecular and cellular cause-effect relationships within the host-pathogen interaction in a non-ambiguous and efficient way, the setup of experiments and the design of experimental series can be optimized on the basis of established mathematical and computational models. Data exchange proceeds in an iterative cycle between model and experiment, with a constant refinement and validation of the models and the model-based planning of experiments (Ideker et al., 2001) .
Current experimental and modeling techniques focus on specific perspectives at different scales. At present, experimental data from high-throughput experiments are increasingly and routinely used as the basis for mathematical modeling. This wealth of information has become available recently. Nevertheless, the history of the mathematical modeling of infectious diseases can be traced back to the eighteenth century, when today's basic concepts of evolution, genetics, and molecular biology were still unknown. Back in 1760, Daniel Bernoulli predicted the life expectancy of a population which has been immunized with cowpox (Bernoulli, 1760) . In the early twentieth century, mathematical models were developed that mainly focused on the spread of diseases such as measles and malaria (Ross, 1911; Bailey, 1975) . Most models would be related to today's research field of population biology, meaning that they dealt with fluctuations in population size under different modes of disease transmission. Since the second half of the twentieth century, these models have become more sophisticated. Amongst other concepts, they incorporated new aspects (e.g., population variables, May and Anderson, 1979 ; transmission rates, Real and Biek, 2007 ; pathogen life cycles, and host specificities, Woolhouse et al., 2001; Barrett et al., 2008 ) and extended the model to allow multi-level modeling (Roux and Aiello, 2005) or concepts of evolution (reviewed in Tong and Ng, 2011).
Naturally, each infection process is unique. Nevertheless, the modeling makes it possible to reveal fundamental similarities and differences in the underlying processes. The influence of single model parameters and their interdependency can thus be deduced. These parameters are also assessed if they serve as effective control options for the implementation of governmental public health risk management programs (Tong and Ng, 2011) .
With the progress in molecular biology, infection biology, and biotechnology, it is now possible to study species-specific hostpathogen interactions at the molecular level in order to search directly for biomarkers with diagnostic potential and drug targets for novel therapeutic treatment strategies. The focus of research has diversified, resulting in specialized databases and research groups. Only early steps toward the computational systems biology of A. fumigatus and C. albicans have been made, including genome-scale data mining and mathematical modeling of infection processes by these fungi (reviewed for human-pathogenic fungi in Albrecht et al., 2008 .
DATA BASIS AND DATA ANALYSIS
The aim of understanding the complexity of host-pathogen interactions can be achieved by exploiting the increasing amount of experimental data, including high-throughput data and information available from public repositories as well as from biomolecular databases (see Table 1 ). Typically, experimental series comprise knock-down experiments along with global and specific screening using knockout mutants of pathogenic fungi. Procedures can be designed to analyze the complex structured data obtained from these experimental series. Standardized pre-processing of the raw data and integrative analyses allow the identification of key regulators involved in pathogenicity. The management and integrative analysis of experimental data is challenging and constitutes a research field itself within bioinformatics (Albrecht et al., 2008) . It was presented exemplary for genome, transcriptome, and proteome analysis of the heat shock response of A. fumigatus . Each technique applied generates different types of data, which have been acquired at the various levels of information. For each level, all of the available data types and their accompanying computational methods are usually referred to as "omics." New technologies, such as high-throughput sequencing, impose new challenges on efficient data storage, data retrieval, and statistical analysis. In order to handle the tremendous amount of data required for systems biology, the heterologous data has to be linked between existing databases. Automatic computer access has to be provided, and different user perspectives have to be taken into account. The standardization of biological terms (GO, FunCat, SBO, Ruepp et al., 2004; Arnaud et al., 2009; Courtot et al., 2011) , data formats (SBML, Hucka et al., 2003) , experimental metadata (MIBBI, Taylor et al., 2008) , and operating procedures (Taverna, Hull et al., 2006) contribute to this objective. Despite the wealth of information gained from analyzing highthroughput data, research into biological systems is mostly focused on a single data level. To overcome these limitations, data warehousing approaches (Omnifung, IntegromeDB, Albrecht et al., 2007; Kozhenkov et al., 2011) aim to integrate the different data layers. At the same time, most integration tools offer different visualization techniques as an additional key method for querying and understanding large datasets (Köhler et al., 2006; Smoot et al., 2011) . Even though efforts have been made in this respect, an integrated view of different omics data levels is still a major challenge. Regulatory processes, different time scales, and non-linear processes in the biological system as well as technical limitations of omics technologies hamper the detection of causality or even correlation between different data layers .
"OMICS" BASED DATA
Genome
The importance of fungal-derived infections is reflected impressively by the number of fungal genomes that have been sequenced in recent years. The genome of the diploid C. albicans was published in 2004 (Jones et al., 2004; Braun et al., 2005) , followed by the C. neoformans genome (Loftus et al., 2005) and by the A. fumigatus genome (Nierman et al., 2005) . Since then, other Candida and Aspergilli genomes have been sequenced (Arnaud et al., 2007; Fedorova et al., 2008) . Also, the first genomes of dermatophytes have recently been published (Burmester et al., 2011) . Table 2 lists all human-pathogenic fungi for which the full genome sequence is available. This list does not include genome projects currently in progress such as the sequencing of several C. albicans strains to evaluate Candida genome plasticity. New sequencing technologies now allow even greater numbers of genomes and transcriptomes to be deciphered, which will contribute to a better understanding of fungal pathogenesis. This information has been collected and released in suitable and easy to use web tools (see Table 1 ). For Candida sp., the main websites used are the CandidaDB (d 'Enfert et al., 2005) and the Candida Genome Database (CGD; Arnaud et al., 2007) . For A. fumigatus, the community normally refers to the Central Aspergillus Data REpositery (CADRE, Gilsenan et al., 2012) and the new Aspergillus Genome Database (AspGD, Arnaud et al., 2012) .
The information available in the different genome databases allowed us to apply studies of comparative genomics to humanpathogenic fungi focusing on evolutionary aspects of virulence genes. Studies of different Candida sp. highlighted that cell wall-associated genes, important for host recognition and virulence of Candida sp., have been subject to gene duplications (Butler et al., 2009) . Furthermore, the high number of lipases or GPI anchored proteins (normally clustered) is important for the virulence of C. albicans and C. glabrata (van het Hoog et al., 2007; Dujon, 2010) . This phenomenon is known as gene family expansion and results in an increase of enzymatic power during infection processes or, where possible, easier rearrangement of the genome. In both cases, there is an increase in the competitiveness of the pathogens during infection processes (Moran et al., 2011) .
Many clustered genes present in Aspergillus sp. encode proteins for secondary metabolite production, such as mycotoxins and antibiotics, and do not normally represent repetition of genes with similar enzymatic activity. A higher degree of genome rearrangement was observed in telomeric regions, where many of these clusters are located. The origins of these gene clusters have always been associated with the possibility of vertical gene transfer from other microbes. However, extensive comparative studies on Aspergilli genomes suggest that the presence of paralogs in the different species could be ascribed to gene duplication within the genus and subsequent translocation to telomere-proximal locations (Fedorova et al., 2008) .
In addition to the importance for taxonomic studies, comparative genomics also highlighted peculiarities and similarities between different fungal species. One example was given by comparing signaling pathways in different pathogenic fungi. The mitogen activated protein kinase (MAPK) signaling pathways and the calcineurin pathway have been extensively studied in pathogenic fungi because of their involvement in pathogenesis. Global sequence similarity analysis indicated that, on the one hand, core structures involved in signaling are highly conserved while, on the other hand, upstream (e.g., receptors) and downstream factors (e.g., transcription factors) are far more species-specific (Rispail et al., 2009 ). Knowledge obtained in these studies can be used to identify suitable intraspecific or interspecific targets for therapeutic intervention.
Transcriptome
A genome, apart from its arrangement and complexity, can always be regarded as a static feature. In contrast to this, transcriptome analysis provides information about the dynamics of a genome's expression. Due to the availability of fungal genome data, it is now possible to design microarrays for genome-wide expression analysis.
For more than 10 years, scientists have had access to various C. albicans transcriptome studies. Many experiments have focused on studying gene expression in response to antifungal agents (e.g., azole derivatives, amphotericin B, echinocandins; Backer et al., 2001; Barker et al., 2004; Liu et al., 2005) but also at different stages of development and during biofilm formation (Doedt et al., 2004; Murillo et al., 2005) . For C. albicans, already in 2005 a comparative gene expression analysis was published .
Aspergillus fumigatus' transcriptome history is comparatively recent. The first entire global transcriptome analysis was published together with the release of the first genome sequence (Nierman et al., 2005) . After that, scientists had access to various transcriptome studies of developmental stages, during iron starvation, of biofilm formation, and response to antifungals (e.g., da Silva Ferreira et al., 2006; Schrettl et al., 2008; Bruns et al., 2010; Cagas et al., 2011; Jain et al., 2011) . Fewer transcriptome studies have been carried out for A. fumigatus than for C. albicans. Furthermore, the comparability of transcriptome data is low. One reason for this is the development of different microarray platforms that made it harder to compare different gene expression data. In addition to this, the experimental design of transcriptome studies has been quite heterogenous with respect to media, strains, and general growth conditions. At present, we can only reliably compare different transcriptome data on the basis of genes that have high fold-changes in expression levels.
The main challenge in infection biology is to understand gene responses during infection. Such studies have been performed in several ways (co-culture of fungi and immune cells or direct tissue infection). The main problem remains the enrichment of the RNA from the pathogen prior to the hybridization step in order to avoid a decrease in data quality caused by cross-hybridization. This step is normally performed by separation of the different RNA species that can eventually be amplified to increase the nucleic acid quantity (Nygaard and Hovig, 2006) . Previous studies identified genes involved in nutrient acquisition, oxidative stress response, and metal homeostasis, which are differentially regulated in C. albicans when co-cultured with macrophages and neutrophils (Lorenz and Fink, 2001; Lorenz et al., 2004; Wilson et al., 2009 ). Similar results have also been found in A. fumigatus when cocultured with neutrophils and dendritic cells (Lessing et al., 2007; Sugui et al., 2008; Morton et al., 2011) . A recent review described a comparison of transcriptome data obtained from pathogenic fungi during organ or tissue infections (Cairns et al., 2010) . Many genes involved in primary metabolism appeared to be differentially expressed during infection in both human and plant pathogens. This data suggested that physiological reprogramming during infection remains relatively well conserved among various pathogens. On the other hand, these types of studies highlighted the limitations of hybridization-based techniques such as microarrays.
Recently, new techniques based on deep RNA sequencing have been introduced, i.e., the RNA-seq technique to analyze transcriptomes (Wang et al., 2009) . Recent work on C. albicans and A. fumigatus indicated that with this technology it is possible to identify misannotated genes and differences in the level of low expressed genes which, for example, is relevant for many secondary metabolite gene clusters (Bruno et al., 2010; Gibbons et al., 2012) . Furthermore, in infection biology it is important to study the gene expression profiles during infection, not only from the pathogen side, but also from the host side. To date, microarray analysis was limited in this respect, because separation of organism-specific RNA prior the hybridization is hard to achieve. Theoretically, RNA-seq analysis is capable of handling this problem. Technically, RNA from different species can be pooled, and then the data obtained can be separated during the analysis by aligning raw sequence data to different genomes. This approach seems possible because the sequences not matching a genome are normally discarded. The RNA-seq technique could potentially give us a way of monitoring gene expression profiles from the pathogen and the host simultaneously.
Proteome
To gain global insights into the biology of fungal pathogens and their interactions, genome-wide studies should focus not only on the transcript level, but also on the protein level. Proteins are the molecules that are catalytically active, build up the cellular structure, and mediate signal transduction and gene regulation. The release of the genome sequences of C. albicans and A. fumigatus paved the way for studies on the fungal proteome, i.e., the entire set of proteins which is synthesized and modified at a given time under defined conditions. Two dimensional-gel electrophoresis, a method invented in the mid-1970s, was the first technique used to study the presence of proteins on a global scale (O'Farrell, 1975; Klose and Kobalz, 1995) . Meanwhile, mass spectrometry (MS)-based methods have become more and more popular. Here, the separation of tryptically digested peptides by liquid chromatography is coupled to mass spectrometry (reviewed in Aebersold and Mann, 2003) . Despite the significant technical progress made in recent years in the field of MS-based proteomics, no technique currently available allows us to entirely profile the highly dynamic range and complexity of the protein set of a eukaryotic organism. However, a lot of knowledge about the proteome of C. albicans and A. fumigatus has already been obtained, which is summarized in several recent reviews (Rupp, 2004; Thomas et al., 2006; Kim et al., 2008; Kniemeyer and Brakhage, 2008; Andersen and Nielsen, 2009; Kniemeyer, 2011; Kniemeyer et al., 2011) . Here, a brief overview will be given and current trends will be highlighted.
For C. albicans, the first studies on the extent of changes in cytoplasmic proteins during yeast-mycelial transition were conducted in the early 1980s, 25 years before the start of the post-genomic era in the field of fungal pathogenicity (Manning and Mitchell, 1980 ). More 2D-PAGE studies followed (Niimi et al., 1996) , and differences in protein expression between the two morphotypes were also analyzed using MS-based techniques (Melanson et al., 2006) . Several proteins that also play a role in the virulence of C. albicans were found to have increased expression levels in hyphal cells (reviewed in Kniemeyer and Brakhage, 2008) . Recently, a study by Monteoliva et al. (2011) indicated that the primary metabolism undergoes a reorganization during morphotype-switching. Also, the composition of the C. albicans cell surface proteome undergoes changes during the yeast-mycelial transition. Several extraction techniques have been established in recent years to study this phenomenon (Pitarch et al., 2002; de Groot et al., 2004; Castillo et al., 2008; Hernáez et al., 2010) . Heilmann et al. (2011) gave a first quantitative proteomic snapshot of the changes occurring in the cell wall proteome of C. albicans during the transition from yeast to hyphal cells. Several proteins were identified as indicators of hyphal growth, including the adhesin Als3p.
Due to the fact that C. albicans faces a multitude of diverse stresses, e.g., oxidative stress, higher temperatures, hypoxia, and low pH during infection, the proteomic response to these and other adverse conditions have been investigated by many groups. Kusch et al. (2007) and Yin et al. (2009) showed that the levels of many proteins with antioxidative functions were significantly increased during the oxidative stress response. Sosinska et al. (2008) and Sosinska et al. (2011) investigated the variability of the cell wall proteome during iron depletion, hypoxia, and at different pH values (pH 4 and 7).
Proteomics is also a suitable approach for gaining a deeper insight into the response of C. albicans toward antifungal compounds. Bruneau et al. (2003) characterized the proteome changes in C. albicans induced by triazoles (fluconazole and itraconazole) and an echinocandin-like lipopeptide (mulundocandin). The different modes of action of triazoles and echinocandins, two different classes of antifungal agents, were also reflected at the protein level. Similar results were obtained by Hoehamer et al. (2010) , who additionally included the polyene amphotericin B in their study. Results of a recent study using a liquid chromatographymass spectrometry (LC-MS) based approach suggested a cell wall destabilizing effect of the triazole fluconazole (Sorgo et al., 2011) . Other studies addressed the mechanism of drug resistance by comparing the proteome of a drug-resistant mutant strain with a drug-susceptible wild-type strain (Hooshdaran et al., 2004; Yan et al., 2007) .
A lot of progress has also been made in the field of A. fumigatus proteomics. In contrast to C. albicans, this pathogenic mold shows not only a mycelial growth form, but also produces spores for dispersal. Proteome maps of both morphotypes and the composition of the secretome have been established (Vödisch et al., 2009; Teutschbein et al., 2010; Cagas et al., 2011; Wartenberg et al., 2011) . Also, the stress response to oxidative and heat stress was characterized (Lessing et al., 2007; Albrecht et al., 2010) . Chaperones and antioxidative enzymes were produced under both conditions. Additionally, the results showed that the thioredoxin system seems to play an important role in maintaining the cellular redox balance for A. fumigatus. Recent findings revealed that A. fumigatus is exposed to oxygen-depleted microenvironments during infection (Grahl et al., 2011) . The response to hypoxia was also studied at the protein level using an oxygen-controlled chemostat . Under hypoxic conditions, A. fumigatus cells developed a higher respiratory capacity, induced the synthesis of enzymes of the nitrosative stress response, and activated a secondary metabolite gene cluster (pseurotin A). Also, other growth conditions triggered the production of secondary metabolites with biological activity. When A. fumigatus attaches to surfaces, it can grow into a biofilm-like structure including the formation of an extracellular matrix. Under these conditions, higher levels of the immunosuppressive secondary metabolite gliotoxin were produced .
Several groups profiled the A. fumigatus proteome in response to the antifungal compounds caspofungin (Cagas et al., 2011) and amphotericin B (Gautam et al., 2008) . Amphotericin B influenced various metabolic processes including the ergosterol pathway, whereas caspofungin induced a strong increase in levels of ribosomal proteins.
The study of the interplay between fungal pathogens and human cells at the level of the proteome remains a challenging task due to the complexity and the limited number of methods available for the separation of fungal cells from the human effector cells. Several studies characterized the proteome of murine macrophages, which had been exposed to living or heat-inactivated C. albicans yeast cells Martínez-Solano et al., 2006 . To complement these studies, proteomic changes of C. albicans yeast cells due to macrophage confrontation were investigated and revealed an increase of the level of chaperones and www.frontiersin.org other stress-related proteins. No proteomic data is available on the interaction with other cells of the immune system or on the interaction of A. fumigatus with cells of the immune system. Nevertheless, proteomic technologies, such as targeted MS methods with high-performance instruments, have the potential to determine the mode of interaction between pathogenic fungi and their host. Targeted proteomic approaches are based on the selection of specific peptides of a protein for mass analysis. This process is termed multiple reaction monitoring (MRM). It allows the identification of very low-abundance proteins (Domon and Aebersold, 2010) . However, this technique is still limited to the analysis of several hundred proteins in a single LC-MS/MS run, but technical progress in this field can be expected and may help to make a leap forward to the systematic investigation of host-pathogen interplay.
IMAGE-BASED DATA
Investigation and elucidation of the pathobiology of fungal infections strictly requires analysis of the interaction of the pathogen with the host immune effector cells . Image analysis is an indispensable tool for doing this. In combination with advances in computer performance and computing resources, the use of several imaging technologies led to the generation of large amounts of data (Behnsen et al., 2007; Hickey and Read, 2009; Brock, 2012) awaiting integration via a systems biological approach for analysis and interpretation. In general, image data can be obtained by different experimental approaches, e.g., microscopy, positron emission tomography (PET)/computer tomography (CT), or bioluminescence imaging. Due to the fact that the latter two techniques for monitoring fungal infections in living hosts are still in the early stages of development (Avet et al., 2009; Ibrahim-Granet et al., 2010) , we focus here on recent studies using microscopy-generated image data. A good example of such data is represented by monitoring the interaction of labeled fungal cells, i.e., conidia, germlings, or hyphae, with immune effector cells using microscopy, especially fluorescence microscopy or confocal laser scanning microscopy (CLSM). Interaction of A. fumigatus and phagocytes based on fluorescence microscopy and manual image analysis was described, for example, by Ibrahim-Granet et al. (2003) and Jahn et al. (2002) . In theses studies, interaction of A. fumigatus with phagocytes was monitored in detail, which revealed that A. fumigatus is able to inhibit acidification of phagolysosomes. More recently, Thywißen et al. (2011) were able to assign this ability to the presence of an active PksP, the polyketide synthase involved in dihydroxynaphthalene melanin biosynthesis. All of these studies were based on differentially labeled conidia, germlings, phagocytes, and their structures and compartments. It is even possible to monitor different pH values within distinct compartments of the phagocytes, allowing us to monitor phagocytosis rates in general and the fate of conidia after confrontation with immune cells in detail (Thywißen et al., 2011) . In the future, a large number of mutants can be screened using this assay to identify further pathogen-derived components interfering with phagocytosis. Although phagocytosis of A. fumigatus by different phagocytes from both human and mouse has been analyzed in detail in several studies (Jahn et al., 2002; IbrahimGranet et al., 2003) , only a limited amount of data is available with regard to direct observation of the phagocytosis process itself by live cell imaging. This applies to live cell imaging of phagocytosis of Candida species. Cell motility, however, is an essential requirement for the function of phagocytes. A detailed spatio-temporal analysis of the dynamics of the interaction of phagocytes with A. fumigatus and C. albicans using time-lapse microscopy and single-cell tracking was performed by Behnsen et al. (2007) . In this study, the natural environments of different phagocytes were simulated by 2D liquid cultures and by generation of a 3D collagen environment. Live imaging showed that the interaction of phagocytes with A. fumigatus conidia or C. albicans cells in both 2D and 3D environments is a highly dynamic process that includes touching, dragging, and phagocytosis of fungal structures. Interestingly, the different immune cells, i.e., neutrophils, macrophages, and dendritic cells, exhibited different behavior with regard to the dependence on environmental dimensionality and as well as to the processing of A. fumigatus and C. albicans. Whereas neutrophils and alveolar macrophages efficiently phagocytosed or dragged A. fumigatus conidia in a 2D environment, their function was severely impaired in a 3D matrix. The opposite was found for processing of C. albicans cells. Phagocytosis was reduced in 2D environments, while in 3D environments most neutrophils internalized multiple yeast cells. These differences were also found in competitive assays, when both C. albicans and A. fumigatus were confronted with immune cells in the respective environment. Despite frequent touching of the other pathogen, neutrophils primarily incorporated A. fumigatus conidia in 2D and C. albicans yeast cells in a 3D environment. It is therefore conceivable that the activity and efficacy of the different phagocytes is best in the environment where a pathogen is naturally encountered.
Analysis of image data with regard to host-pathogen interaction was performed almost exclusively manually, with all of the inherent drawbacks and disadvantages. Manual data analysis is very time-consuming, error-prone, and last but not least, dependent on subjective criteria of the person performing the analysis. A first approach to automatize image analysis was performed by Mech et al. (2011) . As a proof of principle, the interaction of A. fumigatus conidia with macrophages was monitored (see Figure 1) . Data was collected by CLSM using cells labeled with different fluorescent dyes. The ruleset developed for processing microscopic raw data allows fully automated and context-based analysis of image data. By applying this method, discrimination between different cell types, i.e., phagocytes and conidia, was facilitated. Furthermore, cell counting based on discrimination between phagocytosed, adherent and non-adherent exterior conidia was performed. This is of particular importance since the different steps in conidia-macrophage interaction, i.e., recognition, adherence, ingestion, and intracellular processing of inhaled spores, define important pathogenesis-related processes. A prerequisite for automated image analysis, e.g., to determine phagocytosis rates, is the digitization of images. However, due to the fact that phagocytosis of A. fumigatus conidia by macrophages is a complex process, current image analysis tools that require precisely defined and homogeneous objects (overview in Shamir et al., 2010; Sysko and Davis, 2010 ) cannot be applied here. During co-incubation, conidia and macrophages tend to attach and form clusters. In addition to this, the relevant structures vary in their intensities as a result of different labeling efficacies and, last but not least, the background differs considerably. These parameters were taken into consideration by the ruleset developed by Mech et al. (2011) and thereby allowed fully automated and context-based analysis of spatially resolved biological data, i.e., phagocytosis rates of A.
FIGURE 1 | Image of the phagocytosis assay showing all conidia and macrophages after segmentation and classification.
Exterior non-adherent conidia outlined in magenta, adherent conidia outlined in white, interior conidia outlined in orange, and macrophages outlined in yellow. ( Taken from Mech et al., 2011.) fumigatus conidia. As this ruleset can be easily transferred to highthroughput microscopy measurements of other pathogens, e.g., Candida sp. or Cryptococcus neoformans, it will contribute to the further elucidation of host-pathogen interactions.
MODELING
The identification of pathogenic traits will increasingly be supported by mathematical and computational modeling and by the integration of experimental data and prior knowledge into complex models that describe the underlying virulence mechanisms. The generation of models and their subsequent application aim to support the optimal and standardized design of experiments and to generate and validate hypotheses. This allows that new knowledge is gained and predictions for novel strategies for diagnostics (biomarker design) and therapy (drug discovery, drug administration, therapy decision support) are made.
Systems biology of fungal infections describes and analyses various aspects of the confrontation of the host and its pathogen under defined conditions. The interactions and co-evolution of host and pathogen can be described with the help of evolutionary models (May and Anderson, 1979) . Currently, molecular modeling of the host-pathogen interaction generally takes a reductionistic approach.
In general, models either describe a biological perspective on a single scale, or they span several different orders of magnitude (see Figure 2) . Molecular mechanisms of host-pathogen interaction were identified with the help of statistical and integrated analysis of experimental data (see section 2). Single interactions represent only a reduced level of complexity, and a combination of several different mechanisms is capable of reflecting the global behavior at a cellular level. Such multi-systems interactions will become more complex when several species are considered. More recent approaches incorporate different biological levels to FIGURE 2 | Schematic diagram of different biological and modeling levels of systems biology of infectious diseases. Biological systems span several orders of magnitude. Mathematical methods, which are presented in this paper, focus on different biological levels of a fungal or similar infection. Modeling approaches can be applied to host and pathogen systems and their interplay. The flexibility and adaptability of agent-based modeling allows analysis at multiple levels without any restrictions with respect to the biological system. In order to generate new hypotheses, the advantages of bottom-up and top-down models are usually incorporated into the analysis. (Figure adapted from Forst, 2006.) get an interrelated view of fungal infections. These multi-scale approaches need to integrate data from experiments on two or more scales (Walker and Southgate, 2009 ). The greatest challenge arises from the fact that an effective computational framework has to deal with the complexity of different length and time scales spanning several orders of magnitude. This leads to quantifiable differences of crucial constituents (e.g., one cell and its sizeable number of molecules) and to newly considered events (e.g., movement of the cell and the corresponding events at the molecular scale).
To date, only a few models of fungal infections of humans have been studied, which is mainly due to the complex modeling challenges and the previous lack of measurements of model parameters. In perspective, the host-pathogen interaction should be described by a combination of spatio-temporal models with interacting molecular network models.
NETWORK MODELING
Nodes in networks stand for interacting molecular entities (e.g., genes, proteins, metabolites) whose concentration or activity can be quantified by discrete or continuous variables. Edges, which stand for the relationships between the nodes, can be modeled in different ways, e.g., by directed or undirected edges and labeled by linear or non-linear functionality (Hecker et al., 2009 ). The cellular behavior of a system is usually represented by gene-regulatory networks, signaling networks, protein-protein interaction networks (PPI), and metabolic networks (see Figure 3) . In addition to this, a confrontation between pathogen and host can be viewed as two interacting molecular networks, for example one within the host epithelial or immune cells and the other in the colonizing, persisting, or invading pathogens. Network models are capable of reflecting the non-linear dynamic behavior of the systems. Despite the fact that network visualization and handling is not scalable, its representation is intuitive and, as an example, there are ongoing projects which aim to standardize the graphical representation (BioPax, PSI-MI, SBGN, Hermjakob et al., 2004; Strömbäck and Lambrix, 2005; Le Novère et al., 2009) . Basic networks only model the coordinated behavior of biological entities, and experimental data can be mapped to the network in order to confirm and annotate experimental results. The integration of general and specific knowledge transforms those "influence networks" into "mechanistic networks" of higher quality (Hecker et al., 2009; Santamaría et al., 2011) which themselves already represent a molecular interaction model that can be tested with the help of perturbation experiments. The dynamic nature of a system is partly reflected in the network topology. The investigation of the interactivity, the distribution and regulation of hubs, network motifs, and cross-talk of functional modules and reaction sets (e.g., coupled reaction sets and elementary flux patterns in metabolic networks) contribute to our understanding of the robustness and flexibility of a system (Barabási and Oltvai, 2004) .
The major challenge of a systems biology-based approach to understanding the host-pathogen interaction arises from the robustness of the pathogenic system. The robustness originates from the network structure of the biological system that makes it unlikely that it will be possible to develop a single biomarker or drug against fungal infection. In the interests of clinical success, a system-oriented drug design with multiple antifungal strategies needs to affect sufficient points in the infection process (Kitano, 2007) .
Gene-regulatory networks
Gene expression is mainly regulated by transcription factors and co-factors and additionally by post-transcriptional modification as well as mRNA and protein degradation. The reverse engineering of genome-wide interdependencies between these molecular entities relies on comprehensive datasets. Since there are only a few datasets on infectious processes available, one of the major tasks is to collect and process data and prior knowledge required for the development of novel parsimonious network models, describing essential fungus-host interactions. The inference process is mathematically challenging because the search space (number of possible gene regulations) increases exponentially with the number of nodes (genes). The modeling, on the other hand, relies on a small amount of data, which is usually obtained from microarray time series experiments. The experimental design is a trade-off that minimizes the cost and effort of the experiment, while ensuring that the data reliably reflects the underlying processes of the perturbation experiment. Many different network model architectures and inference methods have been proposed (reviewed in Hecker et al., 2009; Marbach et al., 2010) . As part of the DREAM5-initiative 1 (Dialog for Reverse Engineering Assessments and Methods), gene expression data of the bacterial pathogen Staphylococcus aureus was presented to infer large-scale gene-regulatory networks. The inferred networks have been used to create a predictive community network of 1054 genes and 1688 edges, which need to be validated experimentally (Stolovitzky, 2011). The infection process of the fungi C. albicans and A. fumigatus were modeled using tools such as NetGenerator (Guthke et al., 2005; Toepfer et al., 2007) , which are based on ordinary differential equation systems and linear regression methods that are capable of describing the dynamic behavior of systems, even on a global scale (Altwasser et al., 2012) . The high dimensionality of the mathematical problem can be reduced at several stages in the network reconstruction process (Hecker et al., 2009 ). For example, Guthke et al. (2007) reconstructed the underlying gene-regulatory events when A. fumigatus was exposed to a temperature shift. In order to select features for the network modeling, expression profiles with similar significantly regulated time courses were clustered to functional entities. Cluster representatives, indicating main biological functions, were assigned to these entities using gene annotation .
The dimensionality of the problem can be further reduced when known global characteristics of a gene-regulatory network are taken into account. The observed high modularity, hierarchical structure, and over-representation of network motifs can guide the optimization of the structure of the model. A widely used criterion is the network sparseness, meaning that each gene is regulated only by a small number of regulatory genes. This feature of gene networks was incorporated in studies by Linde et al. (2010 Linde et al. ( , 2012 , who analyzed transcriptomic data focused on the iron homeostasis of C. albicans during infection and of A. fumigatus after a change in available iron concentration. The authors also used prior knowledge in order to reduce the search space. Interactions between genes and transcription factors found in literature were used to build a network template, and this prior knowledge was integrated into the network reconstruction procedures with the help of a weighting function. Currently, prior knowledge about fungi is scarcely available in databases and needs to be extracted from literature or genome sequences, e.g., by predicting transcription factor binding sites (Fazius et al., 2011) . The prior knowledge also forms the basis for the analysis of the validity of the inferred network and the performance of the applied reconstruction method.
Recently, the inference of gene-regulatory network was applied to predict host-pathogen interactions (Tierney et al., 2012) . RNAseq data from a C. albicans infection of Mus musculus were used to predict subnetworks which were subsequently combined into an interspecies network. This model contained predicted regulations between the two species during the infection process. The results were supported by experimental findings which, overall, demonstrated that network inference can be used to support the deciphering of complex infectious processes.
Protein-protein interaction network
The biological function of genes originates from encoded proteins which form molecular structures, catalyze metabolic reactions, and are involved in signaling and regulation. With the help of technologies such as yeast two-hybrid or tandem affinity purification combined with mass spectrometry, it is possible to identify interacting protein partners which form an "interactome" network. The interactome shifts the focus from the detection of single protein interactions to the decoding of the global organization of proteomes (Barabási and Oltvai, 2004) . Protein networks are increasingly used to identify host immune molecules and pathogenic effector proteins associated with host infection and drug targets (reviewed in Ideker and Sharan, 2008) . For fungal infections, the main challenge is the lack of experimental protein interaction data, which is required to (semi)automatically construct such a network. The bioinformatic approaches either rely on textmining (Zhou and He, 2008; Rao et al., 2010) , or the interaction is predicted on the basis of sequence analyses (Dyer et al., 2007; Skrabanek et al., 2008) . For the modeling of infectious diseases, Dyer et al. (2008) mapped all available host-pathogen protein interactions to a single protein network. Many pathogens were found to target the same process and therefore supported the hypothesis that topological properties of the protein-protein interaction network can be used to identify pathogenetic traits (Mukhtar et al., 2011) and drug targets (Hase et al., 2009; Zhu et al., 2009 ). In addition to this, the functional annotation of single gene products is supported by the interaction context of proteins within the global protein-protein interaction network (Xu and Li, 2006; Sharan et al., 2007) .
Signaling Networks
The cell's response to an internal and external stimulus is triggered by a signaling network whose regulation is the key control for cellular behavior. The understanding and modeling of this network holds great promise for the development of new therapeutic strategies and, consequently, many different modeling techniques have been developed (reviewed in Aldridge et al., 2006) . The elements of the signal transduction networks help to identify the effect of positive or negative feedback loops (Blüthgen et al., 2009 ) and also shed light on the cross-talk between different signaling pathways (Borisov et al., 2009) .
Successful application of signaling models depends on careful validation of the underlying data, especially since molecular signals are hard to measure experimentally. This is one reason why many applications in this research area concentrate on the perspective of the human host where, for example, the JAK/Stat pathway (Vera et al., 2011) and macrophage activation (Raza et al., 2008) have been modeled. Currently, the yeast Saccharomyces cerevisiae is a model organism for the analysis of fungal signaling networks (Waltermann and Klipp, 2010) . The modeling of fungal pathogen signaling is still in its early stages. Efforts are being made to reconstruct the underlying signaling network, e.g., for C. albicans, with the help of sequence analysis and molecular biological experiments (Rispail et al., 2009) . Additionally, the effects of hostpathogen interaction on the signaling pathways of the host are the subject of several studies (reviewed in Brodsky and Medzhitov, 2009; Hajishengallis and Lambris, 2011) . For example, Franke et al. (2008) modeled the c-Met signaling network of hepatocytes after infection with the pathogenic bacterium Helicobacter pylori and predicted the effects of gene knock-outs, which were subsequently confirmed experimentally.
Metabolic networks
Supported by the increasing number of sequenced fungal genomes, the modeling of host-pathogen interactions with the help of genome-scale metabolic networks is feasible. The functionality of thousands of genes can be associated with a set of metabolic www.frontiersin.org reactions, because they either encode enzymes or they regulate related reactions (Cavalieri and Filippo, 2005) . The steady state of metabolic fluxes through a metabolic network structure can be understood as a phenotypic state of an organism. For example, the metabolic capacity of the pathogen needs to be able to produce a variety of secretory metabolites and proteins which correspond to the pathogenic traits of the species and which are interesting drug targets (Fang et al., 2009 ). On the other hand, fungi also rely on the uptake of essential minerals which are bound to storage proteins in the host, e.g., iron bound to hemoglobin or ferritin during C. albicans infection . The intertwined nature of the host-pathogen interaction can thus be modeled by two interacting metabolic networks (Raghunathan et al., 2009) .
Despite the increasing number of sequencing projects for pathogenic fungi (see Table 2 ), the number of reconstructed networks is limited to species which are in the focus of metabolic engineering. To the best of our knowledge, only two large-scale, manually curated metabolic network reconstructions of fungal pathogens exist, namely for A. fumigatus (Tuckwell et al., 2011) and C. albicans 2 . Despite the recent efforts made at automation, a high quality network reconstruction process needs manual curation, a step which acts as the bottleneck in this modeling technique (Pitkänen et al., 2010) . During the curation of specific metabolic pathways, genes that encode missing enzymes are annotated with the help of bioinformatic tools or experimental validation (Pitkänen et al., 2010) . The reconstruction process itself thus already contributes to the elucidation of the underlying molecular processes.
The mathematical modeling and simulation of metabolic networks allow us to address questions such as (i) the influence of single enzymes (and corresponding genes) within the network, (ii) the search for invariant steady states, (iii) the prediction of elementary flux modes, and even (iv) the consideration of different optimization strategies for the organism (Ruppin et al., 2010) . With these objectives in mind, specific methods and concepts of metabolic modeling, which do not rely on mostly unknown specific kinetic parameters, can be applied to fungi.
Nevertheless, it is promising to compare metabolic networks of closely related pathogenic and non-pathogenic species in order to understand the physical features of pathogenicity (Lee et al., 2009) . Recently, Oberhardt et al. (2011) examined differences and similarities between a pathogenic and non-pathogenic Pseudomonas species. Prior to analysis, the authors reconciled both metabolic networks in order to minimize the influence of different reconstruction approaches on the results. The subsequent analysis confirmed the multifactorial aspect of pathogenicity, but differences in the flexibility of sulfur related pathways were also found.
SPATIO-TEMPORAL MODELING
In contrast to the network models discussed in section 3.1, which are based on "omics"-data that does not contain any spatial information, spatio-temporal models are developed to include this type of information. For example, modeling the affinity maturation of antibodies in germinal centers in response to the recognition of antigens has been successfully performed in recent years in joint 2 http://www.candidagenome.org and commercially available at Insilico Biotechnology AG and ERGO experimental and theoretical studies (Figge, 2005; Figge et al., 2008; Garin et al., 2010) . Similarly, this modeling approach can be applied to the field of fungal infections to model the innate immune response (see Figure 4) . With the application of special imaging techniques to generate spatially and spatio-temporally resolved data and their automated analysis (see section 2.2), the way has been paved to model, simulate, and study interactions between the host and pathogenic fungi from this point of view.
Two common approaches to model spatio-temporally resolved systems are partial differential equations (PDEs) and agent-based models (ABMs). The former treats systemic constituents (e.g., molecules or cells) as concentrations (or populations), whereas the latter deals with them as discrete objects. When it comes to the number of constituents and their quantities, scalability is one of the computational strengths of PDEs. Apart from this advantage, crucial limitations such as the identification of single objects, their specific local interactions and their particular internal states exist (Van Dyke Parunak et al., 1998) . ABMs can cope with all of the constraints mentioned above, but come at the price of more expensive computer resources in terms of computer memory and computing time (Chavali et al., 2008) .
Each modeling approach has its own right to exist. ABM systems proved to have the necessary properties when higher levels of granularity for single constituents are considered. PDEs are adequate when the general behavior, such as Brownian motion, for a whole population of constituents is considered (Guo and Tay, 2005) . Another criterion for making the right choice is the amount of data and knowledge available for the scale under consideration. Cells can be differentiated in various states. They may either move in a straight line or show random migration behavior and interact individually, depending on the interaction partners involved. These characteristics favor the choice of an ABM. However, modeling molecules at the level of individual molecules also has several advantages. Nevertheless, describing innate immune responses against fungal infections at all levels within ABMs renders the multi-scale system intractable because of the overwhelmingly large number of cells and molecules. A promising approach toward modeling multi-scale systems was proposed by Guo et al. (2008) , where, within a hybrid model, cells are described in continuous space as individual agents by an ABM approach, while molecular interaction is described by PDEs via reaction-diffusion equations for molecular populations. Such a hybrid multi-scale approach has the potential to model fungal infections since it is adaptable and extensible, thus providing the required flexibility.
At the beginning of the modeling process of this multi-scale system, one major issue is the definition of the necessary features of cells at the cellular scale. Examples of macroscopic characteristics are the cellular migration type as well as their morphology and interaction with other cells. A major source of these essential parameters are images and time-lapse videos, which are recorded during microscopy experiments. With the analysis of single frames, cellular sizes, morphological properties, and population quantities can be computationally extracted in an automated fashion (see Figure 1 ). An automated analysis of the interaction between macrophages and A. fumigatus was recently presented by Mech et al. (2011) . Furthermore, the analysis of cell tracks extracted from videos plays an important role in the calculation of characteristic properties of the cellular movement such as speed, motility coefficient, and diffusion constant. The intercellular interactions can be defined at both the cellular and molecular scale. The initial setup of the interaction model can be arranged by implementing simple interaction rules of cellular behavior based on phenomenological knowledge. An extension toward a complex rule-system is also conceivable as well as the implementation of specific strategic behavior of the pathogenic fungi, as recently unraveled by Hummert et al. (2010) , by applying methods of game theory. It would also be conceivable to include cell-cell interactions by considering interacting molecules at the cellular surface and their subsequent impact on internal and external signaling. These processes, taking place at the molecular level, require the data basis that underlies the network models (see section 3.1) and can be integrated together with the microscopy data basis into one and the same multi-scale model.
In addition to the integration of data, there are also other challenging tasks, such as the estimation of unknown parameters and the establishment of efficient algorithms and adequate data structures, in order to make simulations computational feasible. The former issue is strongly related to the generation of hypotheses. The efficiency of the applied algorithms needs to be verified experimentally in further studies. We are still at the beginning of the systems biology cycle regarding the spatio-temporal modeling of fungal infections, but the first promising steps have successfully been made.
OUTLOOK
Although great advances have been made in the understanding of molecular and cellular mechanisms of fungal infections, they do not currently provide a genome-wide view on the pathogenic processes of both fungal pathogens and hosts. New technologies such as RNA-seq, single-cell measurements, and PET/CT imaging open up new opportunities to unravel molecular and cellular mechanisms in greater detail and complexity. However, integrative analysis of high-throughput and spatio-temporal data on several molecular and cellular levels is increasingly becoming the limiting step when identifying molecular key regulators and mechanisms involved in fungal pathogenicity. Efforts to standardize data management and annotation promise advances for computational approaches to the mathematical modeling of host-pathogen interactions. Bioinformatic tools also need to be further adapted to the specific biological context of fungi. The current focus of systems biology is on the application of network and agent-based modeling techniques to genome-wide and spatio-temporally resolved dynamic systems thus exploiting the full range of high-throughput and image data available. In order to fully facilitate existing computational methods, it is necessary to deepen our understanding of molecular mechanisms thus improving gene annotation and establishing wider knowledge bases.
Genomic knowledge, coupled with high-throughput gene knock-out methodologies, are already advancing. The availability of mutant strains has grown rapidly over the last 10 years (McCluskey et al., 2010) . We now have the possibility to screen more than 3,000 C. albicans single deletion mutants, but we still lack complete A. fumigatus or C. albicans knock-out libraries. At present, many high-throughput investigations are performed using complete gene knock-out libraries from S. cerevisiae or Neurospora crassa. This approach can be exploited to discover wide spectra of antimycotic drugs, but is not helpful for virulence studies. However, complete sets of viable genome-wide mutants for many pathogenic fungi are expected to become available in the next few years. In parallel, many efforts are being made to create high-throughput screening infection model systems. Recently, alternative systems using insects, nematodes, or embryonated eggs have been used (Ferrandon et al., 2007; Mylonakis, 2008; Moy et al., 2009; Jacobsen et al., 2010) .
In the meantime, the scientific community continues to investigate the role of innate immunity during fungal infections. It has yet to be explored how neutrophil granulocytes actually kill outgrowing hyphae of A. fumigatus. The cellular mechanisms can be explored with the help of images which are a promising data source for driving the systems biology cycle. Image-based Systems Biology focuses on spatial properties such as cellular morphology or the mechanical features of interactions, and allows further insights which contribute to a better understanding of biological systems.
In clinical practice, differential diagnosis of infectious diseases and sepsis is based primarily on clinical criteria. These criteria lack the required sensitivity and specificity (Alberti et al., 2003) making the identification of novel biomarkers essential to identify the pathogen causing the infection on time. In clinical decision-making, fast and reliable diagnosis of specific pathogens is required. Theranostics (Chen, 2011 ) is a novel concept of combining novel platforms and technologies in clinical diagnostics and therapy such as image-guided therapy by, e.g., PET (Walther et al., 2011) or Raman spectroscopy (Neugebauer et al., 2006) . There is currently a great deal of effort being made to push commercialization and collaboration strategies to establish the so-called companion diagnostics (CDx) marketplace. So-called Translational Systems Biology describes the clinical application of mathematical or computational models by enhancing the understanding of the complex dynamics of biomedical processes in an integrative, genome-wide way (Vodovotz et al., 2008) . It integrates the scientific background of these trends and is based on current www.frontiersin.org experimental findings. Apart from integrating different "omics" data levels, models should not exclusively focus on the host's and the pathogen's aspects of the infection process, but also on the interaction between both biological systems. This interconnected perspective supports the elucidation of mechanisms underlying the complex process of fungal pathogenicity. Translational Systems Biology is primarily directed at drug target identification and validation as well as rational drug design, supported by analysis of the inferred molecular network models . Furthermore, Translational Systems Biology of infection aims (i) to recognize pathogens by their molecular signatures, (ii) to make the outcome and responsiveness of therapeutic interventions more predictable, and (iii) to identify more effective therapies using mathematical and computational models. The first steps in Translational Systems Biology were taken in the area of sepsis control (Vodovotz et al., 2008) and tuberculosis research (Day et al., 2010) . Translational Systems Biology of fungal infections with applications in personalized medicine (Willard and Ginsburg, 2009) can be expected to be developed in the near future. 
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