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V pricˇujocˇem zakljucˇnem delu so uporabljene naslednje kratice:
Kratica Pomen
RS RobotStudio
YuMi You and me
VGR - sistemi Robotski sistemi vodeni z robotskim vidom
(angl. Vision Guided Robotic Systems)
LED svetlecˇa dioda
(angl. Light emitting diode)
CCD nabojna naprava za sliko
(angl. charge-couple device)
CMOS komplementarni kovinsko-oksidni polprevodnik
(angl. Complementary metal oxide semiconductor)
IRC5 Industrijski robotski krmilnik
(angl. Industrial Robot Controller)
TPU rocˇna ucˇna enota
(angl. Teach Pendant Unit)
fps okvirjev na sekundo
(angl. frames per second)
RAPID visokonivojski programski jezik
Tabela 1: Seznam kratic
xiii
xiv Seznam uporabljenih kratic
Povzetek
Sodelovanje robot - cˇlovek v razlicˇnih industrijskih procesih se je v zadnjem
obdobju zelo razsˇirilo, saj si vsako podjetje prizadeva, da bi izdelalo cˇim vecˇ
produktov s cˇim manjˇsimi strosˇki ter da na racˇun tega ne bi trpela kakovost.
Prav zaradi navedenega se za vse vecˇ del v procesih uporablja raznolike robote.
Ker pa so to sˇe vedno samo stroji, ki nimajo samozavedanja, je v ozadju sˇe vedno
prisoten cˇlovek, ki skrbi za njihovo ucˇenje in kasnejˇse delovanje.
Tako je bil namen te diplomske naloge izdelati program za robota, ki demon-
strira postopek razpoznavanja, spihovanja in sortiranja razlicˇnih objektov, nare-
jenih na CNC-struzˇnici, ter bi bil v prihodnosti sposoben nadomestiti cˇloveka na
poziciji izvajanja prej omenjenega postopka. Za izdelavo aplikacije je bil izbran
dvorocˇni robot YuMi proizvajalca ABB, le-tega pa bi kasneje lahko nadomestili
tudi s kaksˇnim drugim manipulatorjem.
Na zacˇetku diplomskega dela bralca najprej seznanimo z roboti in njihovo
vlogo v industriji ter o pomenu in uporabnosti robotskega vida. V nadaljevanju
predstavimo glavne sestavne elemente nasˇe aplikacije: okolje za programiranje
(RobotStudio), kamera (Cognex) in robot YuMi ter povzamemo potek izdelovanja
same aplikacije.
Za konec pa posebno poglavje namenimo tudi zamisli o tem, kaksˇna bi morala
biti koncˇna robotska celica z vsemi komponentami (senzorji, tekocˇi trak itd.), da
bi jo lahko vkljucˇili v industrijski proces. Podamo sˇe priblizˇno strosˇkovno oceno
ter strnemo zakljucˇne ugotovitve, ki se nanasˇajo na zanesljivost in uporabnost
ter mozˇne izboljˇsave same aplikacije.
1
2 Povzetek
Kljucˇne besede: roboti v industriji, robotski vid, programiranje, robotska
celica
Abstract
Participation of robots in industry in recent years has extended because each
entity seeks to produced as much as possible for the lowest possible cost, and that
on account of this quality would not suffer. Also, because of the aforementioned
things the robots are key factors in front rows of production lines. But since
robots are still only a combination of hardware and software, and do not possess
self-awareness human is always present in the back. Human factor is resposible
for their teaching and subsequent performance.
Thus, the purpose of this thesis was to create a program for the robot, which
could in the future replace human in the actual process of sorting and air flushing
different pieces made by CNC lathe. For this application dual-armed YuMi robot
of ABB company was selected.
At the beginning of thesis the reader will first get acquainted with the robots
and their role in the industry itself, and also the importance and usefulness of
robot vision. Later we briefly introduce the key parts of our application which
are development environment for programming (RobotStudio), camera (Cognex)
and robot YUMI and we summarize how the application was made.
At the end a whole chapter is dedicated to how the robotic cell would look like
with all components (sensors, conveyor belt, etc.) and a brief cost estimation is
made. Also the summarization is done which is based on the reliability, usability,
and possible improvements to the application itself.




Beseda robot je bila prvicˇ uporabljena zˇe davnega leta 1920, in sicer v znanstve-
nofantasticˇni drami Karla Cˇapke z naslovom Rossumovi univerzalni roboti. V
svojem delu je avtor iznasˇel delavca z najmanjˇsimi potrebami, tako da je zavrgel
vse, kar ne sluzˇi samemu delu, in s tem ustvaril robota. Roboti niso ljudje, so
mehansko bolj dovrsˇeni, premorejo veliko inteligence, vendar jim do tega, da bi
jih lahko imenovali kako drugacˇe kot stroji, manjka samozavedanje, ki je kljucˇno
za razlikovanje med strojem in inteligentnim bitjem [1].
Najlazˇje bi nekomu predstavili, kaj sploh je robot, tako da recˇemo, da je to
stroj, ki je elektronsko voden preko racˇunalnika in je sposoben dosledno opravljati
vnaprej sprogramirane naloge [2]. Roboti so od iznajdbe prvega modela zelo
napredovali in niso vecˇ omejeni samo na industrijo. Srecˇamo jih vsepovsod, od
zdravstva, transporta, cˇiˇscˇenja do zabavne elektronike. Osnovna delitev robotov
glede na podrocˇje je predstavljena na Sliki 1.1.
Raziskovalci v zadnjih letih veliko cˇasa posvecˇajo razvoju humanoidnih robo-
tov, ki so zˇe sposobni krajˇsih inteligentnih dialogov s cˇlovekom. Precej poudarka
pa se namenja tudi razvoju eksoskeletov, ki bi v prihodnosti lahko obcˇutno olajˇsali
zˇivljenje invalidom (npr. eksoskeleti za pomocˇ pri hoji).
Podrocˇje robotike je torej zelo razsˇirjeno in videti je, da je edina meja v razvoju
lahko samo cˇlovesˇka domiˇsljija. V tem diplomskem delu namenjamo nekaj vecˇ
besed industrijskim robotom, ker tudi sama aplikacija pokriva to podrocˇje.
5
6 Uvod
Slika 1.1: Delitev robotov glede na podrocˇje [3]
2 Industrijski roboti
V moderni dobi, v kateri industrija napreduje iz dneva v dan in je potreba po hi-
trih, ucˇinkovitih ter natancˇnih proizvodnih procesih velika, si je skoraj nemogocˇe
predstavljati, da bi bil cˇlovek sposoben opraviti vse sam, hkrati pa bi bil tudi tako
hiter in ucˇinkovit, kot so roboti. Prav zaradi velikih in kompleksnih proizvodnih
procesov, ki se odvijajo v realnem cˇasu, so bili razviti industrijski robotski ma-
nipulatorji, s katerimi se je razbremenilo ljudi, hkrati pa se jih je tudi odmaknilo
z nevarnih obmocˇij. S pomocˇjo raznih robotskih manipulatorjev so se razvile
razlicˇne avtomatizirane aplikacije; nekaj od teh je vidnih na Sliki 2.1.
Slika 2.1: Delitev industrijskih robotov [3]
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Industrijski robotski manipulator si najlazˇje predstavljamo kot avtomatiziran
sistem, ki ga je mogocˇe programirati/reprogramirati in je sposoben gibanja v
dveh ali vecˇ oseh. Z njegovim delovanjem zˇelimo posnemati gibanja, ki jih opra-
vlja cˇlovesˇka roka, in to implementirati v razlicˇne aplikacije. Sami manipulatorji
morajo biti zgrajeni robustno, da so odporni na sˇtevilne vplive (visoke tempera-
ture, udarci, kemikalije itd.), ki jih cˇakajo na delovnem mestu. Ker pa so lahko
naloge, ki jih morajo opravljati, zelo razlicˇne, so bile razvite tudi razlicˇne konfi-
guracije, ki imajo za posamezna podrocˇja dela vsaka svoje prednosti in slabosti.
Najbolj pogoste konfiguracije, ki jih je mocˇ zaslediti pri industrijskih robot-
skih manipulatorjih, so zglobni roboti (Slika 2.2 a), SCARA roboti (Slika 2.2 b),
delta roboti (Slika 2.3 a) in kartezicˇni koordinatni roboti (Slika 2.3 b).
(a) Zglobni robot (b) SCARA robot
Slika 2.2: Primer konfiguracije robotskih manipulatorjev 1
9(a) Delta robot (b) Kartezicˇni robot
Slika 2.3: Primer konfiguracije robotskih manipulatorjev 2
Vsi navedeni spadajo v kategorijo robotskih rok, kar je povzeto po uporabi besede
manipulator v ISO standardu 1738. Robotske manipualtorje delimo sˇe naprej na
dve podskupini. V prvi skupini najdemo tiste, ki so programirani za ciklicˇno
izvajanje ukazov brez vmesnih sprememb in z visoko stopnjo natancˇnosti. Vsi
ti ukazi so dolocˇeni vnaprej s programiranimi rutinami, v katere se zapiˇse smer,
pospesˇek, hitrost, pojemek in razdaljo za posamezno fazo programa. S takimi
manipulatorji lahko izvajamo razlicˇne naloge. Med najpogostejˇsimi v industriji
so to aplikacije za varjenje, barvanje, sestavljanje, pobiranje in odlaganje, paleti-
ziranje, merjenje in testiranje. Primere uporabe slednjih vidimo na Slikah 2.4 in
2.5.
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(a) Robot za varjenje (b) Robot za paletizacijo
Slika 2.4: Primer uporabe robotskih manipulatorjev 1
(a) Robot za barvanje (b) Robot za merjenje
Slika 2.5: Primer uporabe robotskih manipulatorjev 2
V drugi skupini pa najdemo manipulatorje, ki so prilagodljivi glede na pozicijo
in orientacijo samega objekta, na katerega se dolocˇena faza programa nanasˇa.
Ti roboti za svoje ucˇinkovito delovanje potrebujejo tudi ocˇi, ki jih v robotiki
predstavlja kamera. Take sisteme imenujemo robotski sistemi, vodeni z robotskim
vidom (angl. Vision Guided Robotic - VGR Systems). Tak sistem sestavljata
robot in najmanj ena kamera, ki sluzˇi kot senzor za prenos povratnih signalov
v krmilnik robota, s pomocˇjo katerih se lahko robot premakne na zˇeleno tocˇko.
Omenjeni sistemi so bistveno spremenili proizvodne procese, saj omogocˇajo, da
so roboti bolj prilagodljivi in jih je lazˇje implementirati v sam proces. Sistemi
VGR pa so s svojim prihodom tudi obcˇutno zmanjˇsali strosˇke in kompleksnost
samih robotskih celic v industriji.
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2.1 Robotski vid
Kot je bilo zˇe omenjeno v prejˇsnjem odstavku, robotski vid v povezavi z robotskim
manipulatorjem predstavlja ucˇinkovitejˇso resˇitev v proizvodnih procesih. Sistem
robotskega vida lahko primerjamo s cˇlovesˇkim vidnim zaznavanjem (Slika 2.6),
s to razliko, da v primeru robota ocˇi, ki jih predstavlja kamera, obicˇajno niso
locirane na samem robotu, pacˇ pa nekje v njegovi blizˇini. Vid je pomemben
Slika 2.6: Primerjava cˇlovesˇkega vidnega zaznavanja in robotskega vida
predvsem s staliˇscˇa koordinacije; industrijski manipulatorji, ki delujejo v fizicˇnem
okolju in ga zaznavajo s pomocˇjo senzorja (kamere), morajo namrecˇ svoje vidno
zaznavanje koordinirati preko aktuatorjev, s katerimi posegajo v okolje [4].
Robotski vid torej temelji na zajemanju slik s posebno industrijsko kamero
(CCD angl. charge-coupled device/CMOS angl. complementary metal oxide
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semiconductor) v kombinaciji z zmogljivimi algoritmi, ki skrbijo za analizo in
obdelavo slik. S pomocˇjo kamere zajamemo sliko in jo oblikujemo, v fazi pro-
cesiranja je potrebno spremeniti analogno vrednost v digitalno in sliko shraniti,
sledi sˇe lusˇcˇenje znacˇilk oz. deskriptorjev, da iz slike dobimo maksimalno vre-
dnost informacije, ki jo bomo lahko uporabili v nadaljnjih fazah razpoznavanja,
odlocˇanja, iskanja ipd. [5]. Potek omenjenega procesa je graficˇno predstavljen na
Sliki 2.7. Ob uporabi kamere in robota pa je ena od nalog takega sistema, poleg
Slika 2.7: Shema zajemanja slike
razpoznavanja, tudi pridobivanje informacije o zvezi med koordinatami slike tocˇke
v dvodimenzionalni ravnini in koordinatami tocˇke v tridimenzionalnem prostoru
kamere, kar predstavlja Slika 2.8. Ta zveza nam omogocˇa, da objekte na slikah
ne le razpoznavamo, ampak jim tudi dolocˇimo lego in orientacijo v prostorskih
koordinatah robota.
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Slika 2.8: Slika projekcije tocˇke v dvodimenzinalni ravnini p[u, v] in tridimenzio-
nalnem prostoru P [xe, ye, ze] [1]
Najverjetneje pa sta glavna razloga za uporabo robota v povezavi s kamero ta,
da tak sistem omogocˇa visoko stopnjo ponovljivosti in izredno zanesljivost, kar je
zagotovo imelo velik vpliv pri izjemno hitrem sˇirjenju vsesplosˇne uporabnosti. Za
VGR-sisteme je znacˇilno, da delujejo izredno hitro, vcˇasih se slikanje izvaja celo
v tako kratkih cˇasovnih intervalih, da le-to tezˇko zaznamo s prostim ocˇesom in je
faza zajemanja razvidna sˇele na racˇunalniku med procesiranjem in obdelavo slik.
Primer takega sistema v proizvodnji je proces polnjenja plastenk, pri katerem se
slikanje izvaja tako hitro, da lahko informacije o zajemanju in nadaljnji obdelavi
spremljamo samo preko zaslona, kot kazˇe Slika 2.9.
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Slika 2.9: Primer uporabe vida pri nadzoru plastenk
Tako kot vsaka stvar pa ima tudi robotski vid dolocˇene omejitve. Tezˇave se
pojavijo, ko s pomocˇjo kamere ne pridobimo zadostne informacije o objektih na
sliki. V vecˇini primerov prihaja do tega zapleta zaradi nasˇega pomanjkanja zna-
nja. Sistemi z robotskim vidom se kljub temu lahko uspesˇno aplicirajo prakticˇno
povsod, cˇe le ima nacˇrtovalec dovolj znanja za natancˇne nastavitve vseh parame-
trov, ki na koncu doprinesejo k optimalnemu delovanju teh VGR-sistemov. Ker
pa ima vsak proces razlicˇne zahteve po lastnostih zajetih slik, so na trzˇiˇscˇu pri-
sotni razlicˇni tipi industrijskih kamer (Slika 2.10): od standardnih kompaktnih
kamer z vgrajenim procesorjem za vid do kompleksnejˇsih visoko locˇljivih hitrih
kamer z laserskim senzorjem. Tehnike zajemanja slik, zmozˇnosti kamer in algo-
ritmi pa so napredovali tudi zˇe tako dalecˇ, da s kombinacijskim sodelovanjem
vecˇih kamer danes zˇe lahko izdelamo 3D-sliko zajetih objektov [6]. Poleg ome-
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Slika 2.10: Primer industrijske kamere
jitev, ki se pojavijo zaradi cˇlovesˇkega faktorja, je pri robotskem vidu kljucˇnega
pomena tudi osvetlitev. Z uporabo dodatne osvetlitve lahko pridobimo obcˇutno
izcˇrpnejˇso informacijo o kljucˇnih parametrih slike, ki so predstavljeni kot kon-
trast, tekstura, svetlost, temnost itd. Inzˇenirji, ki se ukvarjajo z VGR-sistemi,
pravijo, da robustnost robotskega vida s staliˇscˇa osvetlitve predstavlja tudi do
dve tretjini celotnega problema. Kljucˇni elementi za uspesˇen sistem z robot-
skim vidom so predstavljeni na Sliki 2.11. Prav s staliˇscˇa potreb po razlicˇnem
Slika 2.11: Kljucˇne komponente za uspesˇen robotski vid
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osvetljevanju obstaja cela vrsta tehnik, kako optimalno osvetliti neko podrocˇje in
pridobiti kar najvecˇ mozˇnih informacij o predmetih na sliki. Za izdelavo demon-
stracijskega programa te diplomske naloge je zadostovala zˇe vgrajena mozˇnost
osvetljevanja, ker pa osvetlitev predstavlja pomemben del robotskega vida, so
v nadaljevanju predstavljene najbolj znacˇilne tehnike, ki se jih sicer posluzˇujejo
nacˇrtovalci VGR-sistemov.
2.1.1 Tehnike osvetljevanja [7]
2.1.1.1 Direktno osvetljevanje
Najosnovnejˇsa metoda osvetljevanja se imenuje direktno osvetljevanje in se upora-
blja v primerih, ko imamo opravka z neodsevnimi materiali. Z uporabo te tehnike
se lahko izognemo sencam na slikah, saj svetloba pada vertikalno na objekt, kot
je vidno na Sliki 2.12.
Slika 2.12: Primer direktne osvetlitve [7]
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Tak nacˇin osvetljevanja predstavlja majhen strosˇek in je tehnicˇno nezahte-
ven. Uporabne razsvetljave za to tehniko so: halogenska, flourescencˇna ali LED-
osvetlitev. Slednja je prikazana tudi na Sliki 2.13.
Slika 2.13: Primer LED lucˇi za direktnega osvetljevanja [7]
2.1.1.2 Difuzno osvetljevanje
Potreba po difuznem osvetljevanju se pojavi takoj, ko imamo opravka s predmeti,
ki so odsevni, polirani, imajo kovinski sijaj ipd. Princip takega osvetljevanja se
deli na: osvetljevanje z difuzorjem (Slika 2.14), koaksialna osvetlitev (Slika 2.15)
in kupolasta osvetlitev (Slika 2.16). Prvo dobimo tako, da lucˇ opremimo z difu-
zorjem (npr. LED-obrocˇ z difuzno plosˇcˇo), in na ta nacˇin lahko bolje usmerjamo
svetlobo.
Slika 2.14: Prikaz difuznega osvetljevanja [7]
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Pri koaksialni osvetlitvi gre za osvetlitev predmeta s strani z uporabo
razprsˇilnega stekla, ki svetlobo usmerja v polprepustno zrcalo. Svetloba od zrcala
potuje do predmeta in se od tam odbije v kamero, v kateri se kasneje sestavi slika.
Slika 2.15: Prikaz koaksialnega osvetljevanja [7]
Zadnja tehnika v sklopu difuznega osvetljevanja nosi ime kupolasta osvetlitev in
je edina, pri kateri lahko pricˇakujemo popolnoma difuzno svetlobo, kar doprinese
k najboljˇsi eliminaciji odsevov na predmetu samem. Z uporabo tako imenovane
kupole dosezˇemo, da svetloba prihaja z vseh prostorskih smeri.
Slika 2.16: Prikaz osvetljevanja s kupolo [7]
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2.1.1.3 Bocˇno osvetljevanje
Pri zadnji od bolj znanih tehnik osvetljevanja gre za osvetljevanje pod kotom, kot
npr. prikazuje Slika 2.17, pri cˇemer lahko kot poljubno spreminjamo. Na ta nacˇin
je mozˇno invertirati informacijo slike, ki nam pri osvetljevanju pod dolocˇenim
kotom robove prikazuje temnejˇse kot pod drugim kotom.




Robot YuMi je plod dela podjetja ABB, ki je zˇe vrsto let ena izmed vodilnih
znamk na podrocˇju robotike. V primerjavi z ostalimi roboti, prisotnimi na trgu,
predstavlja YuMi novost, ker ne gre za obicˇajen robotski manipulator, saj je
v veliki meri podoben cˇloveku, kar lahko vidimo na Sliki 3.1. Najvecˇji motiv za
nastanek tega robota, ki resnicˇno posnema cˇlovesˇke sposobnosti zgornjih okoncˇin,
je, kot so dejali pri ABB-ju, bil ta, da bi z njim v industriji elektronike nadomestili
rocˇno sestavljanje majhnih elementov z avtomatiziranim postopkom.
Slika 3.1: Dvorocˇni kolaborativni robot YuMi [8]
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Ker gre za kolaborativnega robota, kar pomeni, da je namenjen sodelovanju s
cˇlovekom, so pri ABB-ju velik poudarek dali varnosti, tako da na njem ni nobenih
ostrih robov, poleg tega pa ima vgrajene tudi senzorje za zaznavanje trka, ki so ga
sposobni zaustaviti zˇe v nekaj milisekundah. Izvzeli so ga tudi iz tako imenovane
kletke, ki je s pomocˇjo senzorjev gibanja omejevala poseganje cˇloveka v delovni
prostor robota, s cˇimer so mozˇnosti za uporabo tega robota samo sˇe povecˇali. Nje-
gova uporabnost ni omejena zgolj na podrocˇje elektronike, saj s svojo “cˇlovesˇko”
velikostjo in posnemanjem dela zgornjih okoncˇin odpira nove mozˇnosti avtoma-
tizacije raznoraznih postopkov predvsem pri procesih, ki vkljucˇujejo majhne se-
stavne elemente, pri cˇemer bi bili vecˇji robotski manipulatorji neuporabni. Kot
zanimivost naj dodamo sˇe to, da naj bi bela barva ABB-jevih robotov predsta-
vljala varno interakcijo cˇlovek - robot, medtem ko so s prejˇsnjo oranzˇno barvo
zˇeleli predvsem opozoriti vse svoje uporabnike, da imajo opravka z zmogljivo na-
pravo, ki lahko zada resne posˇkodbe [9]. V tabeli 3.1 lahko vidimo nekaj glavnih
specifikacij robota YuMi.
Glavne lastnosti IRB14000 - 0.5/0.5
Nosilnost 0.5 kg na roko
Doseg 559 mm
Natancˇnost 0.02 mm




Temperatura 5 ◦C - 40 ◦C
IP zasˇcˇita IP30
Tabela 3.1: Tabela glavnih specifikacij robota YuMi [8]
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3.1.1 Krmilnik IRC5
Bistveni del YuMi robota predstavlja krmilnik IRC5. Vsebuje vse potrebne funk-
cije, ki so zadolzˇene za premikanje in nadzor robota v cˇasu ucˇenja in kasnejˇsega
samostojnega delovanja. Krmilnik se razdeli na dve glavna locˇena modula, nad-
zornega in pogonskega. Nadzorni modul vsebuje racˇunalnik, vhodno-izhodne
enote in bliskovni pomnilnik (flash memory). Prav tako preko tega modula tecˇe
tudi vsa programska oprema, uporabljena za operiranje z robotom. V pogonskem
modulu pa najdemo vse elektronske komponente, ki zagotavljajo napajanje mo-
torjem. Modul lahko vsebuje devet pogonskih enot, ki so sposobne premikanja
sˇestih zunanjih osi oz. sˇe dveh dodatnih, cˇe model robota to omogocˇa [10].
Ob povezavi krmilnika IRC5, rocˇne ucˇne enote (angl. Teach Pendant Unit),
robota in programskega paketa RS dobimo celoten robotski sistem, ki je bil upo-
rabljen tudi pri izdelavi nasˇe aplikacije.
3.1.2 Rocˇna ucˇna enota
Enota je namenjena predvsem direktnemu upravljanju z robotom, v katerega je
vkljucˇeno zaganjanje razlicˇnih programov, spreminjanje pozicije robotskih rok,
urejanju programov itd. Da lahko opravlja vse te funkcije, sta zasluzˇni tako
strojna kot programska oprema, in s tega vidika jo lahko interpretiramo kot manjˇsi
racˇunalnik.
Strojno opremo predstavljajo gumbi, katerih osnovne funkcije so: pomikanje
po menijih, zaganjanje in zaustavljanje samih programov, prehajanje med upo-
rabo leve ali desne roke ipd. Ob vseh teh zˇe vnaprej sprogramiranih tipkah so
nam na voljo tudi 4 tipke, ki jim funkcije lahko dolocˇimo sami glede na dano si-
tuacijo. TPU ima tudi krmilno palico, katere glavni namen je premikanje robota.
Premikamo ga lahko glede na prej izbran nacˇin (mozˇnost linearnega pomikanja,
spreminjanje orientacije ali spreminjanje lege in orientacije vsakega sklepa pose-
bej). Izgled TPU je viden na Sliki 3.2, elementi oznacˇeni na sliki pa v tabeli 3.2.
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Slika 3.2: Rocˇna ucˇna enota [11]
A konektor
B zaslon, obcˇutljiv na dotik
C gumb za zaustavitev v sili
D krmilna rocˇica
E USB-prikljucˇek
F gumb za omogocˇanje servo motorjev
G svincˇnik za zaslon na dotik
H gumb za resetiranje
Tabela 3.2: Tabela delov rocˇne ucˇne enote [11]
Z vidika varnosti vsebuje enota tudi gumb s katerim omogocˇimo/onemogocˇimo
motorje, vendar v primeru robota YuMi aktivacija le-tega ni potrebna. Za do-
stop do programskega dela opreme lahko uporabimo za to namenjen svincˇnik,
ki ga najdemo v zarezi na zadnji strani ucˇne enote, ali pa na zaslon preprosto
pritisnemo s prstom. Zaslon je razdeljen v vecˇ obmocˇij in njihovo postavitev
predstavlja Slika 3.3.
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Slika 3.3: Zacˇetno okno na rocˇni ucˇni enoti [11]
Ob pritisku na obmocˇje, ki ga oznacˇuje cˇrka A, se nam odprejo vsi dodatni
meniji, do katerih lahko dostopamo. Polje, oznacˇeno s cˇrko B, je tako imenovano
operaterjevo okno in preko njega robot sporocˇa operaterju, da je priˇslo do napake
ali da cˇaka na potrditev za nadaljnje izvajanje progama. Na polju s cˇrko C lahko
vidimo vse kljucˇne informacije, kot so stanje motorjev, stanje programa in nacˇin
delovanja. Polje D predstavlja gumb, s katerim zapiramo menije, v obmocˇju E
pa lahko vidimo vse menije, ki jih imamo trenutno odprte. V spodnjem desnem
kotu na obmocˇju cˇrke F je prisoten gumb, preko katerega lahko hitro dostopamo
do vseh pomembnejˇsih nastavitev robota (nacˇin gibanja, uporabljen k.o. sistem,
orodja, hitrost, vklop/izklop motorjev itd.) [11].
Ucˇna enota je v krmilnik IRC5, ki je v primeru YuMi robota namesˇcˇen v
njegov spodnji del, povezana preko integriranega kabla in prikljucˇka.
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3.1.3 Vhodno izhodne enote
Na desni strani robota najdemo stikalo za vklop in izklop, poleg njega pa sˇe dve
osnovni vhodni enoti, ki sta namenjeni napajanju ter prikljucˇitvi rocˇne ucˇne enote
in robota (Slika 3.4). Poleg vhodov, ki sluzˇijo za napajanje in povezavo robota
Slika 3.4: Osnovna prikljucˇka in glavno stikalo [8]
A glavno stikalo za vklop in izklop
B integrirni prikljucˇek za rocˇno ucˇno enoto
C prikljucˇek za napajanje
Tabela 3.3: Tabela osnovnih prikljucˇkov [8]
s krmilno enoto TPU, so pri podjetju ABB na levo stran robota namestili tudi
celo paleto drugih vhodno-izhodnih enot, ki jih lahko uporabimo (Slika 3.5). Med
njimi tako najdemo prikljucˇke za razlicˇne komunikacijske protokole, ki so danes
v industrijskih procesih najpogostejˇsi in tudi najzanesljivejˇsi. Na razpolago pa
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Slika 3.5: Vhodno/izhodne enote [8]
nam je tudi precejˇsnje sˇtevilo dodatnih enot, na katere lahko prikljucˇimo razne
tekocˇe trakove, senzorje, zalogovnike itd. V tabeli 3.4 so imensko predstavljeni
dodatni vhodi/ izhodi robota YuMi.
A 4 + 4 digitalni vhodno/izhodno signali
B DeviceNet M/S
C PROFIBUS
D prikljucˇek za varnostni mosticˇ
E 8 digitalnih vhodnih signalov (5 mA) in 0 V, 24 V
F 8 digitalnih izhodnih signalov (500 mA) in 0 V, 24 V
G servisni vmesnik
H WLAN prikljucˇek
I in J LAN2 in LAN3 prikljucˇka
K Fieldbus adapter (mozˇnosti Ethernet IP ali ProfiNet)
L prikljucˇno mesto glavnega racˇunalnika
M 4-mm prikljucˇek za zrak
Tabela 3.4: Tabela dodatnih prikljucˇkov [8]
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3.1.4 Robotski roki in prijemala
Kot je bilo zˇe omenjeno v Poglavju 3.1, robot YuMi s svojo obliko zelo spominja na
cˇloveka. K temu veliko doprinese zgradba posamezne roke, a kljucˇnega pomena
pri tem sta mozˇnost razlicˇnih rotacij in translacij posameznega sklepa na roki
robota.
Osnovni gradnik rok je magnezij, ker pa gre za kolaborativnega robota in
varnost predstavlja pomemben element, so vsi mehanizmi na rokah obdani s pla-
sticˇnim in gumiranim ohiˇsjem, tako da na robotu ni mocˇ opaziti nevarnih ostrih
robov. V obeh rokah se nahajajo zˇe omenjeni senzorji, ki ob vsakem trku robota
preventivno ustavijo v nekaj milisekundah. Najvecˇji doseg posamezne roke je,
559 mm, kar je razvidno iz tabele 3.1, v tabeli 3.5 pa so navedeni podatki za
delovno obmocˇje posamezne osi robota in maksimalna hitrost, s katero je mogocˇe
izvesti posamezen premik.
Sˇtevilka osi Obmocˇje pomika Maksimalna hitrost pomika
Os 1 - rotacija +168.5 ◦ do -168.5 ◦ 180 ◦/s
Os 2 - roka +43.5 ◦ do -143.5 ◦ 180 ◦/s
Os 3 - roka +80 ◦ do -123.5 ◦ 180 ◦/s
Os 4 - zapestje +290 ◦ do -290 ◦ 180 ◦/s
Os 5 - upogib +138 ◦ do -88 ◦ 400 ◦/s
Os 6 - obrat +229 ◦ do -229 ◦ 400 ◦/s
Os 7 - rotacija +168.5 ◦ do -168.5 ◦ 180 ◦/s
Tabela 3.5: Tabela delovnega obmocˇja roke in njene hitrosti [8]
Graficˇni prikaz delovnega obmocˇja robotske roke pa je razviden iz Slike 3.6.
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Slika 3.6: Prikaz delovnega obmocˇja [8]
Dobra lastnost robota YuMi je tudi ta, da prijemala na njegovem zapestju
niso montirana fiksno, pacˇ pa jih lahko dokaj enostavno menjujemo glede na nasˇe
potrebe in zˇelje. Pri podjetju ABB so zˇeleli, da je robot cˇim bolj vsestranski in so
tako zˇe pripravili nekaj razlicˇni tipov prijemal, ki jih lahko montiramo na samega
robota. Na najbolj osnovnem modelu (Slika 3.7) lahko najdemo le dva prsta, ki
ju zapiramo s pomocˇjo vgrajenega servomotorja - tako prijemalo je uporabno v
aplikacijah, pri katerih je bistvenega pomena hitro pobiranje kosov.
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Slika 3.7: Primer osnovnega prijemala [8]
V procesih, v katerih zˇelimo hkrati izvajati pobiranje in prenasˇanje nekega
kosa, pa je veliko bolj uporabno prijemalo z dvema prstoma ter enim ali dvema
vakuumskima priseskoma, kot je prikazano na Slikah 3.8 (a) in 3.8 (b). V podje-
(a) Prijemalo z dvema prstoma in enojnim
vakuumskim priseskom
(b) Prijemalo z dvema prstoma in dvojnim
vakuumskim priseskom
Slika 3.8: Primer prijemal z vakuumskim priseskom [8]
tju ABB so mislili tudi na najbolj zahtevne uporabnike in tako je na voljo tudi
prijemalo, ki ima poleg prej nasˇtetih delov vgrajeno tudi kamero za robotski vid
(Slika 3.9). Z uporabo tega prijemala postane robot YuMi pravi VGR-sistem,
ki je zaradi svoje “cˇlovesˇke” velikosti zelo uporaben v procesih, v katerih ni na
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razpolago veliko delovnega prostora. Vsi prsti so izdelani iz plastike in so na
Slika 3.9: Prijemalo z integrirano kamero [8]
prijemalo pritrjeni s sˇtirimi vijaki, kar omogocˇa enostavno odstranjevanje v pri-
meru, ko si moramo za prijemanje objekta, ki ga obdelujemo, izdelati lastne prste,
ki bodo omogocˇali najbolj optimalen oprijem. Prsti se zapirajo vzporedno eden
proti drugemu in jim lahko dolocˇimo hitrost zapiranja ter silo, s katero naj prsti
drzˇijo objekt.
Kot je razvidno s Slike 3.10, je preko TPU mozˇno odpiranje/zapiranje prstov,
pri cˇemer je obmocˇje omejeno na pomik 0-50 mm. Prsta se lahko gibljeta z ma-
ksimalno hitrostjo 25 mm/s. Cˇe imamo opravka z lomljivimi objekti, imamo na
voljo mozˇnost nastavljanja sile, s katero bosta prsta prijela objekt (maksimalna
vrednost, ki jo sicer zmoreta, znasˇa 20 N). Vse te parametre pa je mozˇno nasta-
viti tudi v programski kodi, ki jo piˇsemo v RS-u. V vecˇini primerov je najbolj
smotrno, da pred izvajanjem kakrsˇnih koli operacij izvedemo kalibracijo prstov,
in sicer tako, da ju rocˇno premaknemo v tocˇko, v kateri sta sklenjena, in nato
izvedemo samo kalibracijo. Izvedba kalibracije je mozˇna tudi preko programa in
je priporocˇljiva na zacˇetku, predno se izvede kakrsˇna koli operacija prijemanja.
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Slika 3.10: Meni za nastavljanje parametorv prijemala preko TPU
Za uporabo vakuumskih prijemal je potrebno na robota prikljucˇiti dovod z
zrakom. Ta prijemala so uporabna pri pobiranju gladkih in tankih predmetov.
Enako kot pri prstih je tudi pri teh mozˇno upravljanje z vakuumskim prijemalom
preko TPU ali pa njegovo funkcijo dolocˇimo programsko v kodi. Preko vakuum-
skih prijemal lahko izvajamo tudi funkcijo izpihovanja zraka.
3.1.5 Integirana kamera - Cognex In-Sight®serija 7000
V robotsko roko YuMi-ja je diskretno integrirana kamera proizvajalca Cognex iz
serije 7000. Obicˇajno je uporabljen model kamere 7200 (Slika 3.11). Kamera
se napaja preko 24 VDC in Etherneta iz krmilnika IRC5. Ker krmilnik vsebuje
Ethernet stikalo, je mozˇno uporabiti najvecˇ 3 kamere hkrati, katerih dimenzije so
75 mm x 55 mm x 47 mm.
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Slika 3.11: Integrirana kamera v roki YuMi robota
Ohiˇsje je zgrajeno iz jekla, kar daje kameri robustnost in zasˇcˇito z oznako IP67,
v roki robota YuMi pa je dodatno obdana sˇe s plastiko in z akrilnim steklom. Ka-
mera je sposobna zajemati sliko s frekvenco 102 slik/s (fps) in ponuditi resolucijo
zajete slike v okviru 800 x 600 slikovnih pik. Nanjo je mogocˇe pritrditi lecˇe s C-
mount ali Autofocus pritrditvenim nastavkom. Na podrocˇju programskega dela
je uporabniˇski vmesnik lahko EasyBuilder ali In-Sight Explorer. Sami kameri je
mogocˇe nastaviti razlicˇne parametre, od cˇasa odprtja zaslonke in nacˇina prozˇenja
do jakosti dodatne osvetlitve, ki jo omogocˇa dodatna LED-dioda. Vzorce, zajete
na sliki, lahko obdelujemo s celo paleto razlicˇnih orodij, ki jih delimo v dve sku-
pini: orodja, namenjena dolocˇanju pozicije objekta na sliki, ter orodja, s pomocˇjo
katerih razpoznavamo objekte ali njihove kljucˇne lastnosti [12].
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3.1.6 RobotStudio®
Pri izdelavi aplikacije smo uporabili zadnjo verzijo programskega paketa Robot-
Studio 6.03.01 32-bitna razlicˇica (RS), ki se bistveno ne razlikuje od predhodnih
razlicˇic. Omenjeni programski paket nam s sˇiroko paleto raznih orodij omogocˇa
kreiranje, simulacijo in tudi testiranje samih aplikacij. V njem imamo na vo-
ljo tako rekocˇ vse modele robotov proizvajalca ABB, na katerih lahko dodajamo
razlicˇne zˇe narejene 3D-modele orodij in tudi tiste, ki jih skreiramo sami s pomocˇjo
orodij za 3D-modeliranje. Hkrati lahko najdemo v programu tudi vse dodatke:
mrezˇe, lucˇi, tekocˇi trak itd., s pomocˇjo katerih lahko sestavimo popolno robotsko
celico. Uporabniˇski vmesni RS je prikazan na Sliki 3.12.
Slika 3.12: Uporabniˇski vmesnik programskega okolja RS
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Srce programskega paketa RS je virtualni krmilnik, ki predstavlja kopijo real-
nega IRC5-krmilnika, ki je vgrajen v robote. Zaradi tega je s programom mogocˇe
delati tudi v tako imenovanem indirektnem nacˇinu programiranja (oﬄine), kar
pomeni, da smo lahko umaknjeni od procesa in ga ne motimo. Na ta nacˇin
zmanjˇsamo tveganja za napake, saj sistem v celoti dobro preizkusimo, preden
ga prenesemo in izvedemo zagon na samem robotskem sistemu. Preko programa
lahko prenasˇamo programsko kodo iz krmilnika ter obratno, s cˇimer si lahko
olajˇsamo delo. Kodo je sicer mogocˇe urejati tudi v direktnem nacˇinu programi-
ranja (online), vendar moramo biti na robota povezani preko serijskega kabla,
prav tako pa je potrebno omogocˇiti pisanje zunanjemu uporabniku preko TPU,
kot je prikazano na Sliki 3.13. Programiranje v RS se izvaja preko programskega
Slika 3.13: Omogocˇanje online sprememb programa za robota
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jezika RAPID, ki vkljucˇuje rutine, procedure, funkcije ter aritmeticˇne in logicˇne
operacije in je namenjen programiranju ABB-jevih robotov [13]. Tako ob po-
vezavi vseh orodij in mozˇnosti za samo programiranje dobimo paket, s katerim
lahko zmanjˇsamo strosˇke izdelave, prihranimo cˇas, izvedemo zadostna testiranja
in uspesˇno implementiramo nove sisteme ali pa odpravljamo napake na starih
sistemih in jih tako izboljˇsujemo [14].
4 Izdelava aplikacije
Ideja za nastanek te aplikacije je priˇsla iz postopka dela v realnem proizvodnem
procesu, iz industrije obdelovanja kovin. V podjetju se trenutno nahaja okrog
10 zelo sodobnih tako imenovanih CNC-strojev, ki koncˇne izdelke iz vstavljenih
kovinskih palic postruzˇijo v zelo kratkem cˇasu. Ko CNC-stroj obdela kos, je
potrebno vsakega od njih sˇe spihati z zrakom, da odstranimo kovinske opilke, ki
lahko zaidejo v luknje, in ga odlozˇiti v shranjevalne posode. Istocˇasno v vecˇini
primerov niti dva stroja ne delata enakih kosov, se pa narocˇilna sˇtevilka za vsak
tip po navadi giblje nad sto tisocˇ kosov. S tega vidika je delavec zelo obremenjen,
saj mora ob stalnem kontroliranju zalogovnikov s palicami, pranju kosov v olju vse
te kose sˇe spihati in jih zlozˇiti v sˇkatle za transport. Pri tem je treba skrbeti tudi
za to, da stroji delujejo cˇim vecˇ cˇasa brez ustavljanja in da so kosi v tolerancˇnih
obmocˇjih. Tako smo z izdelavo te aplikacije naredili program za robota, ki bi ob
potencialni zˇelji lastnika v prej omenjenem procesu lahko zamenjal cˇloveka.
Za izdelavo demonstracijskega programa smo uporabili robota YuMi z integri-
rano kamero. Da bi bil program cˇim bolj uporaben in vsestranski, smo se odlocˇili,
da bomo razpoznavanje izvajali na sˇtirih razlicˇnih tipih objektov, ki so trenutno
aktualni tudi v dejanskem industrijskem procesu podjetja. Tipi objektov, ki so
bili uporabljeni, so razvidni s Slik 4.1 (a), 4.1 (b), 4.1 (c) in 4.1 (d). S pomocˇjo
integrirane kamere smo tako izvedli postopek razpoznavanja naucˇenega modela
ter na podlagi tega robotu sporocˇili, na katero odlagalno mesto naj po koncˇani




(a) Kos 1 (b) Kos 2
(c) Kos 3 (d) Kos 4
Slika 4.1: Razlicˇni tipi kosov
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4.1 Priklop na krmilnik robota in kalibracija kamere
Pred zacˇetkom kakrsˇnega koli dela z robotom je slednjega potrebno prizˇgati preko
glavnega stikala in pocˇakati nekaj trenutkov, da se sistem nalozˇi v krmilnik. Za-
tem je potrebno preko serijskega kabla racˇunalnik povezati s krmilnikom robota.
Da lahko delamo v tako imenovanem direktnem nacˇinu programiranja (online),
moramo v RS vzpostaviti tudi dejansko povezavo s krmilnikom. To storimo tako,
da v zavihku “Controller” pod ikono “Add Controller” izberemo mozˇnost pove-
zave z enim klikom (Slika 4.2 (a)). Racˇunalnik in robot sta uspesˇno povezana, ko
se nam v istem zavihku na levi strani pokazˇe ime postaje - v nasˇem primeru je
to 14000-100151 (Slika 4.2 (b)). Preko menija, ki je viden na Sliki 4.2 (b), lahko
(a) Vzpostavljanje povezave (b) Uspesˇno vzpostavljena povezava
Slika 4.2: Koraki za zacˇetek povezave
ob uspesˇno vzpostavljeni povezavi z robotom upravljamo v direktnem (online)
nacˇinu. V naslednjem koraku se je potrebno povezati sˇe s sistemom za vid, da
lahko nato izvedemo kalibracijo kamere. V meniju s Slike 4.2 (b) dvokliknemo
na ikono “Vision System” in po nekaj trenutkih se nam ob desnem kliku ponudi
mozˇnost “Connect” (Slika 4.3), ki jo izberemo. Ko se sistem kamere vzpostavi,
se odpre nov zavihek “Vision” (Slika 4.4), preko katerega rokujemo s kamero v
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Slika 4.3: Omogocˇanje povezave s kamero
RS. V zavihku najprej izberemo ikono “New Job”, s pomocˇjo katere kreiramo
datoteko, v katero se bodo zapisovale vse bistvene lastnosti slike. Ker je kamera
Slika 4.4: Zavihek za upravljanje s kamero
integrirana v premicˇni del, v roko robota, je potrebno dolocˇiti mesto, na kate-
rem se bo izvajalo slikanje. V naslednjem koraku robota premaknemo v tocˇko,
s katere bomo kasneje izvajali slikanje, fiksna pozicija slikanja pa nam zagota-
vlja tudi kakovostno razpoznavanje objektov v nadaljevanju. Kliknemo na ikono
“Setup Image” in odpre se nam novo okno, preko katerega nastavimo parametre
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kamere. Preko menija je mozˇno nastaviti nacˇin prozˇenja, zakasnitev zaslonke,
jakost LED-diode idr. Nastavljanje parametrov predstavlja ponavljajocˇ se po-
stopek, ki zahteva malce vecˇ cˇasa, da na koncu dobimo optimalno zajeto sliko.
Vrednosti nasˇih nastavitev so vidne na Sliki 4.5.
Slika 4.5: Nastavljeni parametri kamere
Sledi kalibracija kamere z okoljem. Pri tem postopku gre za pretvorbo oz.
dolocˇitev razmerja med slikovno tocˇko kamere in fizicˇno koordinato v prostoru.
Izvede se lahko na vecˇ nacˇinov, mi pa smo uporabili postopek, pri katerem smo
vzeli vzorec sˇahovnice s Slike 4.6.
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Slika 4.6: Vzorec sˇahovnice za kalibracijo
Pomembno je, da je kamera v fiksni tocˇki, ki smo jo dolocˇili za slikanje, ter
da se vzorcˇna sˇahovnica nahaja na viˇsini, na kateri bodo kasneje stali tudi sami
objekti za razpoznavanje. V nasˇem primeru izhodiˇscˇno viˇsino predstavlja kar
zgornja povrsˇina mize, zato tudi sˇahovnico preprosto polozˇimo na mizo. V RS
pod zavihkom “Vision” kliknemo na ikono “Calibrate” in odpre se nam okno,
preko katerega bomo izvedli kalibracijo. V spustnem meniju “Grid Type” za nasˇ
primer izberemo “Checkeboard, with fiducial” in vnesemo velikost kvadratkov
sˇahovnice. Kliknemo “Next” in program na sˇahovnici poiˇscˇe tocˇke za orientacijo.
Za konec kliknemo sˇe na gumb “Calibrate” in kalibracija se izvede. Okolje RS
nam javi tudi, velikost napake, ki jo lahko pricˇakujemo, seveda pa je nasˇ cilj,
da v postopku kalibracije vedno dosezˇemo rezultat nekje med Excellent in Good.
Primer javljene napake se vidi na Sliki 4.7. Vse skupaj samo sˇe potrdimo s
“Finish” ter shranimo v prej kreirano datoteko s klikom na “Save Job”.
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Slika 4.7: Primer vrednosti napake, ki jo lahko pricˇakujemo
4.2 Ucˇenje modelov za razpoznavanje
Ko je kalibracija koncˇana, se lahko lotimo razpoznavanja objektov. Kot je bilo
zˇe omenjeno v Poglavju 3.1.5, ima RS na voljo veliko razlicˇnih orodij, s pomocˇjo
katerih lahko detektiramo lokacijo samega objekta ali pa izvedemo razpoznava-
nje. V nasˇem primeru nas sama lokacija objektov ni toliko zanimala, saj smo se
odlocˇili, da bo mesto, s katerega se izvaja slikanje in kasnejˇse pobiranje objekta,
fiksno, kot bi bilo v realnem procesu. Preizkusili smo nekaj razlicˇnih orodij; od
tistih, ki merijo premere, do tistih, ki odcˇitajo razdalje med specificˇnimi tocˇkami.
Izkazalo se je, da je za nasˇo aplikacijo najucˇinkovitejˇse orodje PatMax®Patterens
(1-10) , ker smo lahko za vse sˇtiri objekte uporabili enako mesto slikanja in tako
zagotovili enake pogoje za razpoznavanje s staliˇscˇa kamere.
Ucˇenje smo zacˇeli tako, da smo kamero postavili v pozicijo za slikanje in na
znano mesto polozˇili objekt (Kos 1). V zavihku “Vison” smo s klikom na gumb
“Toggle Mode” kamero iz delovnega nacˇina pripeljali v nacˇin za programiranje.
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Sledil je klik gumba “Acquire Image”, s cˇimer smo sprozˇili zajemanje slike. Iz
spustnega menija “Add Inspection Part” smo izbrali orodje PatMax®Patterens
(1-10), obmocˇje, v katerem naj kamera pricˇakuje nasˇ objekt, smo zmanjˇsali in
mu spremenili obliko iz kvadrata v krog (Slika 4.8), s cˇimer smo malce pridobili
tudi na zanesljivosti.
Slika 4.8: Dolocˇanje oblike podrocˇja, na katerem kamera lahko pricˇakuje objekt
Nato smo drugi krog, ki je sluzˇil za ucˇenje modela, postavili na zunanji rob
luknje nasˇega objekta in mu spreminjali velikost toliko cˇasa, da smo dobili op-
timalno podrocˇje ucˇenja. Ko smo bili zadovoljni z izbranim podrocˇjem, sta sle-
dila klika na “Pattern1” in “Train model” pod zavihkom “Table” orodja Pat-
Max®Patterens (1-10). Nasˇ prvi objekt (Kos 1) je bil tako uspesˇno naucˇen
in shranjen v knjizˇnico kot model za kasnejˇse razpoznavanje. Za kasnejˇso lazˇjo
orientacijo pri delovanju programa smo spremenili samo sˇe ime iz “Pattern1” v
“Kos1”.
Na Sliki 4.9 lahko v spodnjem desnem kotu vidimo, kaksˇen vzorec predsta-
vlja objekt (Kos 1), zgoraj desno pa nam RS prikazuje tudi, kateri od naucˇenih
objektov je bil razpoznan. Prav tako nam program posreduje sˇe nekaj ostalih
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informacij, kot sta npr. cˇas, ki ga je kamera porabila za razpoznavanje, in pa
tudi rezultat ujemanja.
Slika 4.9: Kos 1
Enak postopek smo ponovili za ostale tri objekte (Kos 2, Kos 3, Kos 4) z
majhnimi modifikacijami velikosti kroga za luknjo, pri cˇemer je podrocˇje, na
katerem kamera lahko pricˇakuje objekte, ostalo enako. Rezultati so vidni na
Slikah 4.10, 4.11 in 4.12.
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Slika 4.10: Kos 2
Slika 4.11: Kos 3
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Slika 4.12: Kos 4
Ko smo uspesˇno zakljucˇili ucˇenje vseh sˇtirih objektov, smo dolocˇili sˇe para-
metre, ki nam naj bi jih robotski vid posredoval za nadaljnjo obdelavo pri imple-
mentaciji v programsko kodo. To smo storili s klikom na “Output to RAPID”.
Odprla se nam je tabela, preko katere smo dolocˇili parametre, ki smo jih zˇeleli
prejeti. Ker je na voljo cela paleta parametrov, ki jih je mogocˇe belezˇiti, smo v
nasˇem primeru najprej s klikom na “Add” v odprtem zavihku ustvarili sˇtiri locˇene
tipe. Za vsakega smo dolocˇili, da zˇelimo prejemati podatkovni tip, ki predstavlja
rezultat in nam bo povedal, kateri izmed naucˇenih kosov je prisoten. Dodali smo
sˇe podatkovna tipa za sˇtetje uspesˇno in neuspesˇno prepoznanih objektov, vendar
to kasneje ni imelo velike vloge v sami kodi (Slika 4.13). Na koncu smo vse skupaj
samo sˇe shranili s klikom na “Save Job”.
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Slika 4.13: Tabela parametrov, ki naj bi jih uporabili v kodi
Dodatno smo v sistem dodali sˇe razpoznavanje objekta (4.14), ki nima izdelane
zgornje luknje. Tak objekt smo definirali kot slabega in je bil v nadaljevanju
delezˇen operacije izmet. Postopek ucˇenja modela je enak kot za ostale objekte,
rezultat pa je viden na Sliki 4.15. Prav tako kot vsi ostali naucˇeni objekti je bil
dodan v tako imenovane izhode za kodo RAPID, kot je bilo zˇe omenjeno.
Slika 4.14: Kos brez izdelane zgornje luknje
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Slika 4.15: Kos brez izdelane zgornje luknje
4.2.0.1 Orodje PatMax®Patterens (1-10)
Ko gre za razpoznavanje razlicˇnih vzorcev, je orodje PatMax®Patterns (1-10)
med najbolj uporabljenimi. Deluje na principu naucˇenih modelov objektov, ki
jih zajamemo s kamero. Z njim lahko na podlagi naucˇenih modelov iz knjizˇnice
razpoznavamo do 10 razlicˇnih objektov. Objekt, ki ga zˇelimo razpoznavati, posta-
vimo pod kamero, dolocˇimo mu podrocˇje, ki bo sluzˇilo kot model, in ga shranimo
v knjizˇnico. V nadaljevanju nam algoritem kamere na podlagi ocene ujemanja
vrne vrednost objekta, ki mu najbolj pripada v obliki imena, ki smo ga prej
shranili kot model.
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4.3 Programiranje in ucˇenje robota
Ko smo uspesˇno zakljucˇili s kalibracijo kamere in z ucˇenjem modelov razlicˇnih
objektov, je sledila koncˇna faza, v kateri smo morali robota naucˇiti sˇe, kako naj
se odzove, ko so pod kamero prisotni razlicˇni objekti (Kos 1, Kos 2, Kos 3, Kos 4,
Kos za izmet). Celoten program smo izdelali v direktnem nacˇinu programiranja
(online), kar je bilo najbolj prirocˇno, saj je bilo potrebno robota s pomocˇjo TPU
premikati v razlicˇne tocˇke, preko RS-a pa smo lahko sproti urejali kodo po svoji
zˇelji. Za osnovo programa smo vzeli vzorec, ki so ga pripravili pri podjetju ABB
in je namenjen detekciji objektov. Seveda smo ga za svoje potrebe razsˇirili. Za
dostop do vzorca se je potrebno premakniti v zavihek “RAPID” in najdemo ga
pod “Snippet”, kot je razvidno s Slike 4.16.
Slika 4.16: Dostop do vzorca
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Najprej smo preko RS-a kar neposredno na robotu pod zavihkom “RAPID”
ustvarili prazna programa za obe roki. V program za levo roko smo dodali vzorec
za detekcijo objektov, kot je opisano zgoraj. Na zacˇetku je potrebno spremeniti
ime kamere, ker je v kodi deklarirana kot splosˇna spremenljivka (Slika 4.17),
vsak robot pa ima dolocˇeno specificˇno spremenljivko (Slika 4.18), preko katere
razpozna sistem za vid. Specificˇna spremenljivka za nasˇ primer je razvidna na
Sliki 4.19.
Slika 4.17: Originalna spremenljivka “mycamera”
Slika 4.18: Popravljena spremenljivka, kot jo navaja proizvajalec
Slika 4.19: Ime kamere, podano s strani proizvajalca
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Sledilo je kopiranje prej shranjene pozicije za slikanje v globalno spremenljivko
“myimagepos” (Slika 4.20).
(a) 1. del spremenljivke
(b) 2. del spremenljivke
Slika 4.20: Spremenljivka za tocˇko slikanja
Cˇisto na zacˇetku programa pa je bilo potrebno spremeniti sˇe ime datoteki, ki
predstavlja shranjeno datoteko, v kateri se nahajajo vsi nasˇi parametri kamere in
objektov za razpoznavanje, ki so bili deklarirani v procesu ucˇenja in nastavljanja
slike. Medtem ko na Sliki 4.21 (a) lahko vidimo originalno spremenljivko, je na
Sliki 4.21 (b) zˇe deklarirana nasˇa shranjena datoteka.
(a) Originalno ime datoteke
(b) Nasˇe ime datoteke
Slika 4.21: Deklaracija imena datoteke
Zatem smo na znano mesto postavili prvi objekt (Kos 1), robota preko TPU
nastavili na rocˇni nacˇin in se pomaknili cˇez program do tocˇke slikanja (Slika 4.22).
Ko je bil objekt razpoznan, smo program v tej tocˇki zaustavili in se spustili do
mesta, kjer naj bi se izvajalo pobiranje prvega objekta (Slika 4.23).
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Slika 4.22: Tocˇka slikanja
Slika 4.23: Tocˇka prijemanja
Tocˇko smo shranili preko TPU in jo ustrezno uredili preko RS-a v sami kodi.
Dodali smo sˇe ukaz “Hand GripInward”, s katerim izvedemo prijem objekta. Sle-
dil je dvig robota nad tocˇko prijemanja in shranjevanje le-te s pomocˇjo TPU.
Levo roko smo skupaj z objektom prestavili v naslednjo tocˇko. Na TPU smo
v meniju zamenjali aktivno roko v desno in se priblizˇali levi roki, ki je nosila
objekt. Tocˇko smo shranili ter dodali sˇe dve dodatni, v katerih naj bi se izvajalo
spihovanje objekta. Enako smo storili sˇe za levo roko. Za te tri skupne tocˇke
54 Izdelava aplikacije
smo v kodi vkljucˇili tudi sinhrono gibanje obeh rok, saj smo zˇeleli, da si sledita
v samem gibanju (Sliki 4.24 in 4.25).
Slika 4.24: Sinhrono gibanje - desna roka
Slika 4.25: Sinhrono gibanje - leva roka
Ko se faza spihovanja objekta (Slika 4.26) zakljucˇi, ko se torej izvedejo vse
skupne tocˇke, se sinhrono gibanje zakljucˇi in desna roka se umakne v svojo varno
pozicijo, kjer pocˇaka na naslednji poziv.
Slika 4.26: Faza spihovanja
4.3 Programiranje in ucˇenje robota 55
Levi roki smo dodali sˇe nekaj vmesnih tocˇk v procesu odmikanja od mesta,
na katerem se je zaradi varnosti izvajalo spihovanje. V zadnjem delu smo robota
naucˇili sˇe tocˇke, ki sluzˇijo varnemu odlaganju (Sliki 4.27 (a) in 4.27 (b)) ter vrnitvi
robota v zacˇetni polozˇaj.
(a) Tocˇka nad mestom za odlaganje
objekta
(b) Tocˇka za odlaganje objekta
Slika 4.27: Odlaganje objekta
Po koncˇanem ucˇenju vseh tocˇk, potrebnih za izvedbo cikla, je bilo pred zago-
nom v avtomatskem nacˇinu potrebno sˇe malce urediti kodo. Na zacˇetek programa
smo dodali pogojni stavek, ki preverja, ali je prijemalo primerno kalibrirano, kar
je omenjeno v Poglavju 3.1.4. Spremenili smo tudi imena tocˇk za lazˇjo orienta-
cijo, na nekaj mestih pa smo dodali ukaz za odpiranje prstov zgolj iz preventivnih
razlogov, cˇe bi le-ta ostala zaprta in ker sam program ne omogocˇa preverjanja
tega preko pogojnega stavka. Program smo tako lahko prvicˇ poskusno zagnali
tudi v avtomatskem nacˇinu. Ko smo se prepricˇali, da vse deluje, kot zˇelimo,
smo postopek ponovili sˇe za ostale sˇtiri objekte. Bistvenih sprememb pri tem ni
bilo potrebno delati, saj se mesto za slikanje ni spreminjalo. Manjˇse spremembe
so bile potrebne le pri nastavitvi viˇsine tocˇke za pobiranje, saj so bili objekti
razlicˇno veliki. Pri koncˇnem urejanju kode smo za vse objekte deklarirali glo-
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balne spremenljivke (Slika 4.28), in sicer z enakim imenom, kot smo jih dolocˇili
pri ucˇenju modelov, saj smo tam definirali, kaj zˇelimo prejemati za nadaljnjo
obdelavo (Poglavje 4.2).
Slika 4.28: Deklaracija globalnih spremenljivk
Da robot ne bi odlagal vseh kosov na isto mesto, je bil dodan tudi odlocˇilni
stavek (IF . . . ELSEIF . . . ENDIF), s pomocˇjo katerega je robot vedel, katero
odlagalno mesto je pravo za objekt, ki je bil razpoznan v dolocˇenem trenutku.
Za vecˇjo atraktivnost in uporabnost same aplikacije smo v program dodali tudi
sˇtevec in uro za vsak objekt (Slika 4.29), ki sta nam omogocˇila, da smo preko
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operaterjevega okna dobili informaciji o cˇasu, potrebnem za izvedbo cikla, ter
skupnem sˇtevilu posameznih objektov, ki jih je robot zˇe prenesel.
Slika 4.29: Prikaz sporocˇila o porabljenem cˇasu in skupnem sˇtevilu objektov
Prav tako smo v kodo dodali odlocˇitev, da nam sistem v primeru, cˇe pod
kamero ni prisoten noben od objektov iz knjizˇnice z modeli, to sporocˇi (Slika
4.30) in pocˇaka, dokler ne izberemo ene izmed ponujenih mozˇnosti za nadaljevanje
programa, kot je razvidno s Slike 4.31. Cˇe svojo odlocˇitev potrdimo s tipko DA,
Slika 4.30: Izpis napake v operaterjevem oknu
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sistem malce pocˇaka in izvede ponovno slikanje, v primeru, da se odlocˇimo za
mozˇnost NE, pa se robotska roka umakne v varni polozˇaj, pocˇaka nekaj trenutkov
ter ponovno poskusi s slikanjem. S tem je nasˇa aplikacija dobila celotno obliko, ki
omogocˇa razpoznavanje, spihovanje in prenasˇanje objektov na razlicˇna odlagalna
mesta, sistem pa hkrati belezˇi, koliko dolocˇenih objektov je obdelal in kaksˇen cˇas
je porabil za cikel enega , in nas ob morebitnih napakah tudi obvesˇcˇa.
Slika 4.31: Prikaz sporocˇila z mozˇnostjo izbire
4.4 Zasnova dejanske robotske celice
V laboratoriju nismo imeli tekocˇega traku in tudi ne velikega zalogovnika, ki
bi ga lahko uporabili za aplikacijo, zato smo izdelali demonstracijski program,
ki prikazuje potek delovnega procesa, ki bi ga v prihodnosti lahko avtomatizi-
rali (Poglavje 4). Seveda pa sam program ni dovolj za ucˇinkovit sistem, zato
smo idejno zasnovali tudi robotsko celico, ki bi lahko delovala v nasˇem procesu.
Za potrebe demonstracije je bilo zadovoljivo, da smo vsak objekt pred kamero
postavljali posamicˇno, a v dejanskem procesu to seveda ni izvedljivo. Tako bi po-
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trebovali vibracijski krozˇni zalogovnik, katerega primer je prikazan na Sliki 4.32.
Vanj bi preprosto stresli po priblizˇno dvesto kosov vseh sˇtirih objektov naenkrat,
zalogovnik pa bi namesto nas opravil delo transporta objektov do tocˇke slikanja.
Za pot od zalogovnika naprej bi lahko skrbel zˇe pritrjen manjˇsi tekocˇi trak, ki bi
Slika 4.32: Vibracijski krozˇni zalogovnik, ki se zˇe nahaja v podjetju [pticˇja per-
spektiva]
bil na koncu opremljen z vsaj enim induktivnim senzorjem. V primeru, da nam
z vidika prostorske zasedenosti ta ne bi zadostoval, bi dodali sˇe en vmesni tekocˇi
trak za transport na daljˇse razdalje. S pomocˇjo senzorja bi zagotovili podajanje
v stilu po en naprej na pozicijo za slikanje. Senzor bi bil povezan tudi na vhod
robota, s cˇimer bi omogocˇili javljanje razlicˇnih napak. Robot bi kose odlagal na
razlicˇna mesta, kot to pocˇne zˇe sedaj, le s to razliko, da bi na vsa odlagalna mesta
postavili nekaksˇne manjˇse zalogovnike oz. t. i. sˇkatle. Na teh odlagalnih mestih
bi namestili tudi tehtnice, saj bi na ta nacˇin z vgrajenim sˇtevcem za posamezne
objekte in s poznavanjem njihove mase lahko dolocˇili, koliko posameznih objektov
naj robot obdela, preden nam sporocˇi, da je npr. sˇkatla na odlagalnem mestu
ena napolnjena z zahtevano kolicˇino in je pripravljena za odvoz. Na konec bi
lahko dodali sˇe robota, ki bi skrbel za zapiranje sˇkatel in paletizacijo. Tudi sam
program za sˇtevilo kosov, ki bi jih zˇeleli razpoznavati, bi lahko po zˇelji razsˇirili ali
spremenili. Tako bi dobili manjˇso robotsko celico, ki bi skrbela za razpoznavanje,
spihovanje, sortiranje in paletizacijo ter bi tako razbremenila delavce, ki navedene
dejavnosti sedaj opravljajo rocˇno.
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5 Rezultati in mozˇne izboljˇsave
5.1 Rezultati delovanja programa
Koncˇni produkt je torej demonstracijski program, ki je sposoben uspesˇno razpo-
znati pet razlicˇnih objektov iz naucˇene knjizˇnice modelov, izvesti fazo spihovanja
in objekte na podlagi kriterijev posameznega modela bodisi odlozˇiti na primerno
odlagalno mesto bodisi jih zavrecˇi. V procesu razvijanja aplikacije smo naleteli
na nekaj manjˇsih tezˇav, ki pa smo jih uspeli resˇiti, tako da smo dosegli optimalno
delovanje programa. Prva tezˇava se je pojavila pri ucˇenju in razpoznavanju sa-
mih modelov, ko smo za fazo razpoznavanja uporabili orodje, s pomocˇjo katerega
lahko izvajamo meritve razlicˇnih premerov na samem objektu. To orodje se je
v nasˇem primeru izkazalo za zelo nezanesljivo, saj sta imela dva objekta precej
podoben premer zgornjih lukenj, poleg tega pa kameri nismo mogli zagotoviti
enakih pogojev za razpoznavanje, saj je bilo potrebno pod kamero postaviti vse
sˇtiri objekte naenkrat in izvesti ucˇenje. S tem je bilo onemogocˇeno, da bi vse
objekte pobirali na istem mestu, ker se je zˇe ob najmanjˇsem premiku samega
objekta zgodilo, da ga kamera ni bila vecˇ sposobna prepoznati. Tezˇavo smo
resˇili z zamenjavo orodja. Izkazalo se je, da je za nasˇ primer najbolj primerno
orodje PatMax®Patterens (1-10). Z njegovo uporabo nam je uspelo za vse sˇtiri
objekte zagotovili enake pogoje za razpoznavanje, saj smo ucˇenje modela lahko
izvajali posamicˇno in na istem mestu. Tako lahko za osnovni rezultat razpozna-
vanja trdimo, da je sistem v tej fazi zanesljiv in naj ne bi povzrocˇal vecˇjih napak
v procesu. Naslednja tezˇava se je pojavila pri poskusu prijemanja objekta, pri
61
62 Rezultati in mozˇne izboljˇsave
cˇemer sta se prsta prehitro zapirala in posledicˇno povzrocˇila premik objekta, kar
je privedlo do slabega prijema. Resˇitev je bila preprosta – potrebno je bilo le
zmanjˇsanje hitrosti samega zapiranja, ki smo ga deklarirali pri kalibraciji. Nekaj
manjˇsih tezˇav smo imeli sˇe glede hitrosti, vendar smo na koncu sklenili kompro-
mis in v fazah priblizˇevanja pobiranju in spihovanja hitrost malce zmanjˇsali. K
rezultatom lahko dodamo sˇe to, da smo s sistemom izvedli tudi test, pri kate-
rem smo na grobo preizkusili predvsem robustnost. Tako smo za vzorec testa
vzeli skupno 20 objektov, za vsak kos 4 plus tistega, ki je sluzˇil kot referencˇni
model za ucˇenje, in enega, ki je predstavljal slab izdelek. Sistem je v vecˇ kot
90% objekte razpoznal brez tezˇav, nekaj preglavic so povzrocˇali le najviˇsji, saj
so ob slikanju nastajali manjˇsi odsevi na samem robu luknje, ki pa so bili bolj
posledica premaknitve samega lista pod objekti zaradi tresljajev ob delu robota.
Tezˇavo smo odpravili tako, da smo zaradi osvetlitvenih razlogov bel list, polozˇen
pod objekte, pri slikanju malce pridrzˇali. Izvedli pa smo tudi test, pri katerem
smo v nekatere objekte vlozˇili kovinski opilek, ki lahko ostane v luknji tudi po
pranju objektov v olju in centrifugiranju tudi v realnem procesu, in je zaradi tega
vkljucˇena tudi faza spihovanja. Test je bil uspesˇen; sistem ni imel vecˇjih tezˇav
pri razpoznavanju, slabsˇi so bili le rezultati tako imenovanega ujemanja, kar pa
je razumljivo, saj so bili referencˇni ucˇni modeli cˇisti, vsaka dodatna motnja, ki
luknjo dodatno zapre in poslabsˇa dostop svetlobe pa, kar malce popacˇi sliko. Na
koncu je program kot celota deloval uspesˇno in zato lahko recˇemo, da je rezultat
koncˇnega dela pozitiven.
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5.1.1 Mozˇne izboljˇsave
Nasˇ sistem z robotom YuMi glede na svoje specifikacije deluje zadovoljivo in s
staliˇscˇa trenutne konfiguracije sistema bi tezˇko uvedli sˇe kaksˇno izboljˇsavo, ki bi
konkretneje doprinesla k vecˇji ucˇinkovitost. Nekaj malega manevrskega prostora
za izboljˇsave se zagotovo najde na podrocˇju zajemanja slik, predvsem osvetlitve
objektov. Cˇe bi zˇeleli, da je sistem res robusten, pa bi vsekakor morali razmiˇsljati
o uvedbi zunanje kamere ter dodatne osvetlitve. Zagotovo bi bil sistem lahko sˇe
bolj natancˇen, cˇe bi malce vecˇ pozornosti posvetili hitrosti. Zaradi atraktivnosti
aplikacije je v fazah normalnega pomikanja hitrost trenutno nastavljena previsoko
in s tem malce popacˇimo premike, hkrati pa ustvarimo tresljaje ob zaustavljanju.
Najbolj ucˇinkovita izboljˇsava bi bila zagotovo sprememba konfiguracije, pri kateri
bi uvedli zunanjo kamero, saj bi z njo omogocˇili, da se samo slikanje in obdelava
lahko izvajata zˇe med tem, ko robot en objekt spihuje in odlaga. Kamera bi
robotu preprosto sporocˇila, da je slikanje koncˇano in za kateri objekt gre, robot
pa bi izvajal samo faze pobiranje, spihovanje in odlaganje.
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6 Strosˇkovna ocena robotske celice
Izdelali smo tudi t. i. strosˇkovno oceno, ki prikazuje, priblizˇno kaksˇen financˇni
vlozˇek bi prinesla izgradnja robotske celice. Najvecˇji financˇni zalogaj zagotovo
predstavlja robot YuMi, njegova cena se giblje okrog 40.000 $ (35.818.3829 AC) [15].
Cena malo vecˇjega vibracijskega zalogovnika, ki zˇe ima namesˇcˇen tudi manjˇsi
tekocˇi trak na izhodu, znasˇa 5.000 $ (4.477.79907 AC) [16]. Za vso ostalo opremo,
kot so stikala, senzorji ipd., bi odsˇteli sˇe okrog 3.000 AC. Cˇe vse skupaj sesˇtejemo,
bi za izgradnjo v grobem morali odsˇteti okrog 50.000 AC. Sˇtevilka se sicer na
prvi pogled zdi velika, vendar moramo uposˇtevati amortizacijsko dobo, saj je
avtomatizacija procesa z uporabo robota dolgorocˇna investicija.
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7 Zakljucˇek
Cilj pricˇajocˇega diplomskega dela je bil izdelava demonstracijskega programa,
ki avtomatizirano posnema realni delovni proces. Tako smo v samo aplikacijo
vnesli vse kljucˇne dele procesa, spihovanje in odlaganje objektov, ki se zaenkrat
sˇe opravljata rocˇno. Ker smo zˇeleli, da je aplikacija cˇim bolj vsestranska, smo
vanjo vkljucˇili tudi del robotskega vida, s pomocˇjo katerega lahko izvajamo raz-
poznavanje razlicˇnih modelov objektov in se tako znebimo potrebe po njihovem
predhodnem locˇevanju. Aplikacija sestoji iz vecˇ komponent, ki tvorijo uspesˇen
avtomatiziran sistem. Zato smo bralca na zacˇetku spoznali z roboti in mu podali
nekaj osnovnih informacij o samem robotskem vidu, da ob predstavitvi poteka
izgradnje nasˇe aplikacije ne bi bilo vecˇjih nejasnosti. Glavni del same aplikacije
je zagotovo robotski vid, saj smo z njegovo pomocˇjo lahko delali z vecˇ objekti
hkrati, zato ta del predstavlja tudi kljucˇni del nasˇe naloge. Ker je robot razme-
roma nov, ekipa v laboratoriju ni imela veliko izkusˇenj z nacˇinom uporabe in s
programiranjem integrirane kamere, zato so bila vsa navodila, podana s strani
podjetja ABB, v veliko pomocˇ.
Za robota YuMi lahko recˇemo, da je enostaven za uporabo, programsko okolje
pa je zasnovano tako, da se uporabnik ne glede na to koliko izkusˇenj ima, lahko
dobro znajde v njem. Tudi samo programiranje RAPID je narejeno preprosto,
celo tako, da bi tudi ljudje, ki niso sˇe nikoli programirali, lahko delali z njim,
ker v navodilih lahko najdemo podane primere za skoraj vsako situacijo. Kljub
vsej enostavnosti in mozˇnemu hitremu ucˇenju za delo z njim pa ima robot eno
veliko pomanjkljivost in sicer, da kamera deluje samo, ko smo povezani na robota;
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sam sem namrecˇ pricˇakoval, da bi vsaj zajeto sliko lahko obdeloval tudi brez
direktne povezave. Malce slabe volje sem postal tudi, ko sem delal program
v indirektnem nacˇinu (oﬄine) zˇe kaksˇen teden, ko sem izvedel, da odpiranja in
zapiranja prijemal ni mogocˇe simulirati preko kode RAPID, ker ukazi veljalo samo
za pravi krmilnik. Kljub temu sem pri delu z robotom uzˇival in se obenem naucˇil
veliko novih stvari, ki mi bodo zagotovo priˇsle prav tudi pri nadaljnjem delu. Cˇe
potegnem cˇrto cˇez vse, lahko sklenem, da sem z delovanjem aplikacije zadovoljen:
robot se je izkazal za uporabnega, presenecˇa tudi s svojo hitrostjo (cikel 4-6
s), cˇeprav take hitrosti zagotovo ne moremo uporabiti pri direktni interakciji s
cˇlovekom.
Cˇe bi se dela lotil sˇe enkrat, bi pred brezglavim programiranjem malce vecˇ
cˇasa posvetil brskanju po internetu in navodilih, saj bi si s tem prihranil precej
cˇasa in kar nekaj zˇivcev, ki sem jih porabil predvsem pri delu s kamero. Verjetno
bi poizkusil tudi s katerim drugim robotom ter s kamero, namesˇcˇeno nekje v
okolici robota, da bi tako skrajˇsal cˇas cikla, v katerem se izvajata zajemanje in
odlocˇanje.
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