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Mankind has been aware of magnetism already since the times of ancient Greeks, who pro-
vided the first description of magnetite properties. Its first significant application, a compass,
has been constructed more than two thousand years ago in ancient China. However, proper
understanding of magnetism became possible as late as in 20th century. Magnetization as a
source of permanent magnetic field is connected with angular momentum of electrons, but in
classical mechanics it is hard to imagine that a nonzero, stable angular momentum is present
even at lowest energy. On the other hand it is known that permanent magnetization is gen-
erally highest at lowest temperatures. Quantum mechanics resolves this problem by showing
that electrons can possess finite angular momentum at the lowest energy level, therefore mag-
netization can be present at ground state. Moreover it introduces spin as an internal angular
momentum of electron without any classical analogue, and this momentum is in fact often
more important than the orbital motion related electronic angular momentum. Magnetism
can obviously be understood only with quantum mechanics, and relativistic effects also turn
out to be important in many cases.
In this work I concentrate on microscopic understanding of various effects related to
magnetism. While a description of magnetism can be provided by micromagnetism, a method
relevant especially for problems on a larger scale like domain walls, the most current problems
require a deeper approach that is provided by atomistic spin modeling [1, 2]. Great advances
in computational methods, in particular the density functional theory [3, 4], have made it
possible to describe magnetism on a quantitative level from first principles [5, 6], thus avoiding
any free parameters as much as possible.
Advanced methods allow us to discover magnetic momentum on individual atoms. The
relation between macroscopic magnetization and local microscopic moments is generally not
trivial: For example, a system with nonzero local moments may still have zero total moment
(and at least two different kinds of magnetic order correspond to that: the paramagnetic
one and the antiferromagnetic one). Ordering of local moments thus represents a crucial
question and its evaluation rests on the knowledge of the interaction between moments on
different atoms. Notably, this interaction is again predominantly of quantum mechanical
origin, based on the Pauli exclusion principle. The dipole interaction becomes important
only on longer scales. Finding the magnetic order under different conditions is thus one
of the main tasks for a theory describing magnetism, and a full description including finite
temperature effects and external influences requires to incorporate quite complex methods.
Some of the most important methods involved here, basically prerequisites for our further
research, are described in Chap. 2.
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Magnetic properties depend significantly on temperature. Understanding finite temper-
ature magnetism (including of course room temperature behavior) requires to describe the
competition between internal exchange interaction and thermal fluctuations. Magnetization
dynamics is ideally suited for this task. Our work related to this equilibrium problem is
described in Chap. 3. One specific subproblem of this kind is a question of a stability of mag-
netic direction of a homogeneously magnetized grain against thermal fluctuations. Note that
such magnetization direction represents an information that can be easily read by technical
devices and can thus be used for data storage. For long time stability of stored information
it is needed that there exists an energy barrier separating possible states of magnetic system.
This barrier arises due to magnetocrystalline or shape anisotropy. Our results regarding
magnetocrystalline anisotropy are presented here as well.
Even more appealing questions are related to magnetization changing in time, which
can also mean controlled manipulation of magnetization. That basically means writing an
information in the sense described above, and it is a problem of high importance for the novel
field of spintronics. Industry and society has a need to increase the density of information
carried by magnetic storage media together with the speeding up of the reading and writing
processes. This topic also contains many points interesting from the scientific point of view,
as we show later. Subsequent chapters are thus devoted to non-equilibrium problems, and
concentrate on most recent novel methods to manipulate magnetization that I have studied:
by means of electrical current (Chap. 4) and due to an action of femtosecond laser (Chap. 5).
The femtosecond timescale in magnetization dynamics represents a source of a lot novel
information on physics of magnetism and introduces the possibility to examine magnetic
systems far from equilibrium. The widely debated effect of ultrafast demagnetization [7]
is related to the connection between magnetism and angular momentum mentioned in the
beginning: demagnetization requires transfer of angular momentum from the magnetic sub-
system to other degrees of freedom, and on a fs timescale this process can be closely examined.
The connection to the angular momentum has been studied already in the Einstein-de Haas
experiment, where the change of angular momentum due to the loss of magnetization has
been seen to be compensated by an increase of macroscopic angular momentum [8]. Un-
derstanding microscopic mechanism of this transfer represents one of the main problems of
ultrafast demagnetization, one can for example speculate how much it is linked to the effect
that Einstein and de Haas has observed. The ongoing research in this field has already led to
many interesting discoveries [9], e.g. formation of a state where the ground state magnetic
order is reverted for a short time, e.g. the antiferromagnetic ordering into ferromagnetic [10],
or an increase of the magnetization above its ground state value [11]. However, many observa-
tions lack complete explanation and there is thus a lot of space for theoretical investigations.




The first step in the development of atomistic modeling of magnetism represents the Ising
model introduced in 1925 [12]. Despite its simplicity it still finds applications especially to
describe phase transitions, even outside the field of physics.
One can also look at the problem from a different perspective and attempt to construct
the most accurate quantum model of a magnetic material from first-principles [13], based
on the density functional theory (DFT). Notably, microscopic origin of magnetism rests
on various underlying exchange interaction mechanisms between electrons, and represents
generally a complicated many-body problem. The time-dependent density functional theory
would be even more suitable for magnetism studied on the ultrafast timescale, there are
however numerous obstacles to be solved when this method is applied to magnetization
dynamics [14–17]. These approaches are overall numerically very demanding and the size of
a possible employed simulation cell is limited. On the other hand, in reality large spatial
correlations or the inclusion of finite temperature effects may be needed, and this requires a
large cell.
2.1 Construction of atomistic model
Therefore, a more efficient multiscale approach to describe magnetization dynamics has been
proposed [18–20]. This method incorporates information from quantum mechanical solution,
while allowing to solve very large systems. It rests on mapping the magnetic part of the full
electronic Hamiltonian onto an atomistic model based on the Heisenberg Hamiltonian (HH),
essentially an Ising model where atomic magnetic moment direction can change in 3D space





Jij Si · Sj −
∑
i
Hi · Si , (2.1)
where a classical moment Si is assigned to each atom, Hi is the local effective magnetic
field encountered by i-th moment. Field H may include not only an external field but also
effective magnetic fields due to the magnetocrystalline anisotropy. Inclusion of other effects
is discussed later in the text. Jij describes the exchange interaction between the i-th and
j-th spins.
All parameters of the Heisenberg Hamiltonian, i.e. magnitudes of spin moments Si and ex-
change constants Jij, can be provided by first principles calculations [2]. Details of electronic
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2.1. CONSTRUCTION OF ATOMISTIC MODEL
structure calculation methods go beyond the scope of this text and while their knowledge is
important for understanding some construction shown here, we refer the reader to existing lit-
erature on this subject [20, 22]. Within the standard approach to solving HH the variation of
these parameters is usually considered negligible, and only the directions of spin moments Si
are allowed to change. Possible shortcomings of this approximation are discussed in Sec. 2.2.
Additionally, the assumption of classical moments makes it impossible to describe correctly
low temperatures, where quantum behavior dominates and is responsible for example for the
Bloch T 3/2 law. Nevertheless, the dynamics of the mapped spin system is still a difficult,
multidimensional problem, which has to be solved numerically.
As long as the spin wave energy is much smaller than the bandwidth and the exchange
splitting [23] the assignment of the energy of a system with perturbed magnetic moments
direction to the exchange constants Jij in the HH, Eq. (2.1), is highly accurate. This limit
corresponds to the limit of infinitesimally small momentum tilting.
The energy of such a tilted magnetic configuration can be calculated using the constrained
DFT method, where the magnetic moment directions are possible constraints enforced by
means of Lagrange multipliers. One method to calculate exchange interaction Jij is thus to
generate a magnetic configuration based on a spin wave with wavevector q (frozen-magnon
method) and calculate its total energy E (q). The knowledge of this energy for more different
wave vectors allows to extract Jij, the number of needed E (qn) depends on the number of
nearest neighbor shells where Jij is non-negligible.
Alternatively it is possible to utilize the magnetic force theorem. The theorem states
that changes of the energy due to infinitesimally tilted individual spin quantization axis
correspond to changes of one-particle energy eigenvalues for a system where the ground state
magnetization is modified by this tilting non-selfconsistently. Therefore there is no need for
multiple DFT calculations converging to self-consistency and the method is highly efficient.
Application of this theorem leads to the Lichtenstein formula [18]. This allows to obtain Jij
directly from the knowledge of spin-dependent Green functions Gσ and the magnetic field














↑ (r, r′, E+)Bxc (r′) Ḡ↓ (r′, r, E−) (2.2)
where σ =↑, ↓ is the spin index, Ωi is volume of sphere with center in i-th atom position, EF
denotes the Fermi energy, and E+ = limα→0E + iα [23].
Another component of the Heisenberg model is the local magnetic momentum magnitude.
Local spin and orbital moments mS, mL correspond to mean values of operators Sz and Lz.
With the knowledge of the spin-resolved density of states (DOS) nσ (E) the spin momentum




n↑ (E)− n↓ (E)
]
dE. Non-zero orbital mo-
mentum is obtained in bulk solids when spin-orbit (SO) interaction is present. Notably, in
transition metals it is strongly suppressed by crystal field, while in rare earth metals it can
reach values higher than the spin momentum. Orbital momentum contributes in a similar
way as spin momentum to the interaction with an external field, but its behavior differs
fundamentally from spin momentum in many other aspects. In all problems studied here
the orbital momentum can be neglected and we thus put |Si| equal to mS corresponding to
the i-th particular atom. The local spin momentum is generally affected by the surrounding
environment. For example it is known to grow with decreasing number of neighbors - at a
surface, in a cluster or at atomic wires many atoms of bulk nonmagnets become magnetic. It
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is also strongly affected by deformation, and in both these cases first principles calculations
can provide invaluable predictions of its behavior [24, 25]. It would also be influenced by
alloying with another metal, or by temperature as described below. However, the dominant
contribution to finite temperature magnetization M(T ) are transversal excitations that do
not change the momentum magnitude. Therefore it is possible to neglect changes in local mo-
mentum magnitudes with temperature within the effective Heisenberg model. This approach
has been successful in describing finite temperature properties of many ferromagnets, and
provides an accurate description even for systems with predominantly itinerant electrons, as
demonstrated for magnon spectra and M(T ) in Fe, Co and Ni [19]. Nevertheless, one should
be aware of the approximate character of mapping magnetic problems to HH. For example it
neglects the presence of Stoner excitations, whose contribution has recently been calculated
from time-dependent density functional theory [26].
2.2 Disordered local moment method
There are effects that go beyond the assumptions of temperature independent exchange
constants and moments in the Heisenberg Hamiltonian, especially at higher temperatures.
Such effects can be described by including the temperature induced change of magnetic
order in the ab initio calculation of parameters entering HH. Examination of the effect of
individual magnetic excitations - magnons - is not necessary at high enough temperatures,
since several different magnons affect each site and their effect can therefore be averaged.
The disordered local moment (DLM) method assumes each site to have a random deviation
from the ferromagnetic (FM) order with its average magnetization equivalent to that of the
system with magnons. It has been shown to provide a good description of finite temperature
magnetism [27] and it can also provide framework to calculate other properties affected
by magnetization decrease, as is the resistivity [28]. The situation with complete disorder,
corresponding to zero average magnetization, is in turn applied to the paramagnetic state.
One can also define a partial magnetic disorder (partial DLM), whose average magnetization
is linked to a particular temperature T so that it is reduced as compared to the ground state
according to the sample M (T ) curve. When employing the DLM method the electronic
structure can in fact achieve selfconsistency at the state of magnetic disorder induced by
finite temperatures. The exchange interaction and local momentum for the given temperature
employed in HH can thus be adjusted and the accuracy of the atomistic model increased. Note
that local moments often change only slightly with magnetic disorder [22], which partially
justifies the general application of Heisenberg model, but features in the density of states
are smeared out and change of exchange constants can be significant. In this manner even
critical temperatures can generally predicted with a higher accuracy considering exchange
constants from the full DLM state very close to the situation at a critical temperature rather
than those from the ground state. Note that exchange interactions can become modified by
various different influences and in the context of femtosecond magnetism also due to rapid
changes of electronic temperature [14, 29].
A reasonably accurate description is provided even when the noncollinear magnetic disor-
der is replaced by an alloy composed of only two oppositely oriented spin orientations given as
X↑(1+r)/2X
↓
(1−r)/2, where r is an auxiliary order parameter (0 ≤ r ≤ 1). Magnetic moments are
fully ordered for r = 1, completely disordered for r = 0, and the states between correspond to
the Landau-Lifshitz-Gilbert partial (uncompensated) DLM. The introduced disorder can be
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Figure 2.1: Different contributions to the evolution of a magnetic moment
described by the coherent potential approximation [30]. This method has for example been
applied to study finite temperature properties of dilute magnetic semiconductors [31]. Local
moment disorder can also be modeled employing quasi-random supercells, which allows to
also include various correlations and other complex effects. Such approach has recently led
to surprising findings concerning the discrepancy between predicted and calculated moments
in Fe2AlTi [32].
2.3 Spin dynamics
The dynamics of magnetic moment can be decomposed into three contributions: precession
around an effective field, magnetic relaxation due to energy dissipation of a precessing mag-
netic moment, and a torque due to various external influences (Fig. 2.1). While the precession
is a simple consequence of quantum mechanics principles, the relaxation (damping) is given
by complex processes. It has been intensively studied since its introduction [33], and scales
with the Gilbert damping parameter αG [34]. For more information about its theoretical
description we refer the reader to the vast literature on this interesting subject [35–38]. Ex-
istence of the third term, the torque, is a precondition for manipulation of magnetization.
Most of the problems studied in Chapters 4 and 5 thus correspond to an evaluation of the
torque term in a specific situation, e.g. spin-transfer torque. This evolution can be described
by the Landau-Lifshitz (LL) equation, shown here together with a general torque term τ :
dSi
dt
= −γSi ×H i − γ
αG
Si
Si × (Si ×H i) + τ . (2.3)
Here γ = gµB/~ is the gyromagnetic ratio. This equation can be recast into the more
commonly used Landau-Lifshitz-Gilbert (LLG) equation, where spin momentum in the re-
laxation term is replaced by its time derivative, which leads to the renormalization of γ [2,
34].
At finite temperatures magnetization is affected by a number of random microscopic
scattering events on the time scale far shorter than the one of magnetization dynamics.
These can be incorporated into LLG equation in terms of Langevin dynamics by adding a
stochastically fluctuating field, ξ to the effective field as formulated by W. F. Brown [39]:
12
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Figure 2.2: Different approaches to magnetization dynamics: atomistic and macrospin dy-
namics, shown for a system with two magnetic sublattices.
H →H + ξ. The fluctuating field must follow statistical conditions for a Gaussian process
with zero mean, thus for the components ξi(t) one can can write
〈ξi(t)〉 = 0 , (2.4a)
〈ξi(t)ξj(t′)〉 = 2D δijδ(t− t′) (2.4b)
where 〈. . . 〉 is the time average. Then the thermal equilibrium distribution of the aver-
age magnetization in an effective field should be of Boltzmann type, which is most easily
verified for single spin [1]. The variance of thermal field components is directly related to
the temperature and damping, in agreement with the fluctuation-dissipation theorem [40]:
D ∝ αG kBT , where kB is the Boltzmann constant. In the works presented here we used
Uppsala Atomistic Spin Dynamics (UppASD) code [2, 41, 42].
Magnetic configuration on the atomistic level is reflected in the macrospin, M = 〈S〉
(Fig. 2.2). For example, increasing thermal disorder of atomistic moments leads to a reduc-
tion of the macrospin. An alternative approach to magnetization dynamics based on direct
application to the macrospin has been proposed [43]. In this case the relaxation part of
the magnetization dynamics consist of two parts τ rel = τ⊥ + τ ‖, where τ⊥ is the transverse
relaxation term, which is analogical to Gilbert of Landau-Lifshitz damping term, and τ ‖ is
the longitudinal relaxation term. These are given as follows:
τ⊥ ∝ α⊥M × [M × (H + ξ⊥)] , (2.5a)
τ ‖ ∝ α‖M (M ·H) + ξ‖ . (2.5b)
Here dimensionless α⊥ and α‖ are transverse and longitudinal damping parameters, re-
spectively. The resulting dynamical equation describing macrospin evolution is called the
Landau-Lifshitz-Bloch equation (LLB). We have applied this method to study laser-induced
magnetization dynamics of sublattices of a ferromagnetic alloy, Permalloy (Py = Fe20Ni80),




An important contribution to the effective magnetic field H represents magnetocrystalline
anisotropy, since it affects thermal stability of selected magnetization orientation. A prereq-
uisite for its presence is the spin-orbit (SO) interaction which connects orbital momentum
originating from lattice with spin momentum, the main contribution to magnetization. A
high magnetic anisotropy energy (MAE) is beneficial for data storage applications. Further-
more, in thin layers a higher miniaturization of data units can be achieved with the prefer-
ence for perpendicular-to-plane orientation. This is however more difficult to achieve since
the shape anisotropy always prefers in-plane orientation, and magnetocrystalline anisotropy
has to overcome it. Note that later in the text we always refer under the term MAE to
the shape independent magnetocrystalline contribution. Often MAE is very small (less than
mRy per atom), but still it has important consequences for material properties. This small
value represents a challenge for first principles quantum theory methods [44]. Nevertheless,
these methods may be successful in determining this quantity, but use of all approximations
affecting even slightly features near the Fermi level have to be carefully examined [45]. Note
that due to its significant anisotropy even antiferromagnetic (AFM) systems can be used as a
spintronics memory device [46, 47]. There is a number of interesting findings regarding mag-
netic anisotropy of more exotic systems, for example iron adatoms forming Hund’s impurity
[48].
We have calculated MAE for Fe1−xCox alloys, well known for a high spontaneous mag-
netization. Furthermore, their deposition on various substrates allows to perform tetragonal
deformation, forming the so called body-centered-tetragonal (bct) Fe1−xCox alloys along con-
stant volume Bain path. Such a general sctructure can be characterized by its c/a ration,




In this case an uniaxial MAE is present, described by Ku = E(100) −E(001), where E(αβγ)
is the total energy for a system with magnetization aligned along the (αβγ) direction. Pre-
viously, a large MAE (up to 0.8 meV/atom) preferring perpendicular alignment has been
predicted, employing the virtual crystal approximation (VCA) [49]. However, in experi-
ments MAE has been enhanced for specific substrates [50, 51] enough to overcome the shape
anisotropy, but reported values are significantly smaller than predicted by theory. We have
performed calculations of MAE employing the coherent potential approximation (CPA) [30],
and obtained MAE as a function of both the c/a ratio and the Co concentration x (Fig. 2.3)
[A.2].
Our calculations allow us to conclude about the accuracy of disorder treatment methods
here: with a simple treatment by means of the VCA the MAE is overestimated as compared
to the more accurate CPA method. Apparently the disorder smears out eigenstates near
the Fermi level in the minority-spin channel, which leads to the reduction of MAE. On the
other hand, the use of local spin density approximation (LSDA) as the exchange-correlation
potential leads to underestimation of MAE. We also show that a significant difference occurs
between calculations employing the fully relativistic Dirac (FRD) equation and calculations
employing only the first order relativistic corrections to the scalar relativistic approximation
(SRA) including the spin-orbit interaction (Fig. 2.4). A correlation between MAE and the
anisotropy of magnetic moment has been found in cases when the SO interaction is weak as
compared to the exchange splitting and the bandwidth [52]. Our calculations have verified
14
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Figure 2.3: The uniaxial MAE of random bct Fe1−xCox alloys as a function of the Co con-
centration and of the tetragonal strain c/a: calculated in the VCA (a) and in the CPA (b).
Only positive values of the Ku are displayed in both plots; the corresponding colored scales
are in µeV/atom [A.2].
the existence of this correlation also for Fe1−xCox alloys [A.3]. Recently, extra doping with
carbon has been found to increase MAE even more, opening the way for replacement of
permanent rare-earth based magnets by Fe − Co − C alloys and thin films [53]. In another
promising permanent magnet replacement, Fe5PB2, alloying with Co has led to a decrease of
MAE [54], contrary to its effect in Fe alloys.
15
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Figure 2.4: The uniaxial MAE of the bct Fe0.4Co0.6 alloy as a function of the c/a-ratio,
calculated in different approximations (VCA – triangles, CPA – circles) and approaches:
FRD – full symbols, SRA+SO – open symbols [A.3].
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Chapter 3
Magnetization dynamics in equilibrium
Here we concentrate mainly on the study of temperature-dependence of magnetization, with-
out any external driving field that could cause time-dependence of macroscopic magnetiza-
tion, hence a steady state. Concerning the class of equilibrium problems, we should note that
even finding the ground state magnetic order can represent a challenging task, for example
for the cases of dilute or frustrated systems [55]. However, their description can often benefit
from the same statistical apparatus developed for finite temperature problems, so the ground
state can be obtained simply by considering the T → 0 K limit after a proper application of
the methods described below.
Stochastic effects due to finite temperature can be described by Langevin dynamics
(Sec. 2.3). However, for magnetization dynamics without time dependence it is often suf-
ficient to employ Monte Carlo (MC) Metropolis algorithm [1, 56], recast into a form more
efficient for spin dynamics [57]. Simulations are then usually started from a paramagnetic
state at sufficiently high temperature. During simulations the temperature is continually
decreased with a small step towards T = 0. At each temperature step a sufficient number
of MC steps has to be performed (105 up to 5 × 105 in our simulations). To improve the
statistics more identical systems are simulated in parallel and the contributions of all of them
averaged. This can benefit a lot from parallel execution utilizing more computational nodes.
Spin dynamics can be used to find critical temperatures TC corresponding to changes of
magnetic ordering, i.e. Curie temperatures for FM systems, or Néel temperatures for AFM
systems. While such transition is most naturally observed in the M (T ) curve, at TC also a
peak of susceptibility and specific heat appears. This typically allows to determine TC with
a higher accuracy than from the M (T ) curve because of a finite size of the simulation cell
and other numerical limitations. An even more accurate method utilizes Binder cumulants
defined as
U ≡ U(L, T ) = 1− 〈M
4(L, T )〉
3 〈M2(L, T )〉 , (3.1)
where 〈. . . 〉 stands for averaging over MC steps at a constant temperature. Plots of U(L, T )
vs. temperature calculated for different sizes L intersect at T = TC [58]. Nevertheless, any
of these approaches predicts TC with a higher accuracy than the mean field theory, while
computational requirements remain acceptable.
17























0.5 1 1.5 2 2.5 3
d/a
0.5 1 1.5 2 2.5 3
d/a
Figure 3.1: Exchange integrals for the tetragonal CuMnAs between Mn-atoms as a function of
the distance d (in units of the lattice constant a): (a) The phase I, AFM state, (b) the phase I,
paramagnetic (DLM) state, and (c) the phase II, DLM state [A.4]. The exchange interactions
are subdivided into two groups, namely, between Mn-atoms on the same sublattice (solid
circles) and between atoms on different sublattices (open circles).
3.1 Application to an antiferromagnet
Magnetization dynamics in antiferromagnets has many unique features, let us name for ex-
ample the recent discovery of multiple stable configurations for switching here [59, 60]. We
have used the above described methods to study magnetization in antiferromagnetic CuM-
nAs, system interesting for several reasons. In its tetragonal phase (space group P4/nmm)
it is a half-metal, and a manipulation of its magnetization by spin-orbit torques has recently
been demonstrated [61], together with the mentioned multiple stability. Notably, ideal bulk
samples prefer orthorhombic structure, but the tetragonal phase can be stabilized in epitaxial
samples or by non-ideal stoichiometry, especially with excess Cu [62]. X-ray measurements
indicate that epitaxial samples were also Cu rich [63], hence all tetragonal samples most
probably contain significant amount of defects.
We have calculated the electronic structure system by means of both the linear muffin-tin
orbital (LMTO) method [22] and the pseudopotential method based on the full-potential
Vienna ab-initio simulation package [64]. The first method is well suited for the application
of the CPA method and exchange interaction calculation, but its accuracy may be lower
than that of the latter one. We have evaluated the formation energy of several different
defects that can occur in the system and analyzed how much they can contribute to the
experimentally observed quantities [A.4], employing 48 atoms Cu16Mn16As16 in VASP. We
have confirmed that MnCu and CuMnantisites are the most probable defects here [A.5]. For
the first time we have calculated exchange interactions (Fig. 3.1) in this system from the
Lichtenstein formula, Eq. (2.2). Note the significant difference of interactions between those
derived from the ground state (AFM state), and from the approximated paramagnetic state
(the DLM state). The latter is on average smaller in absolute value than the the former.
Spin dynamics has been employed to obtain the M(T ) curve for individual sublattices
(Fig. 3.2). Note that sublattice magnetizations cancel each other in the simulation, as it is
18
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Figure 3.2: (a) Magnetizations of the Mn-sublattices as a function of temperature assuming
exchange integrals derived from the paramagnetic (DLM) state of the tetragonal CuMnAs
with the phase I structure. By symmetry, the dependence of both sublattice magnetizations
on the temperature is the same. (b) The temperature dependence of the heat capacity from
which the Néel temperature can be extracted more accurately (about 480 K) [A.4].
expected for an antiferromagnet, and because of that it does not make sense to study the
total magnetization. This method provides the Néel temperature with a lower precision, we
extract it more accurately from the specific heat (Fig. 3.2). The calculated interactions lead
to the Néel temperature TN = 680 K if derived from the exchange interactions in the AFM
state. The more accurate approach starting from the DLM state provides TN =480 K [A.4],
which is actually in a very good agreement with the experimental result of 507 K for the
most ideal sample [62].
3.2 Application to topological insulators doped by mag-
netic atoms
Topological insulators (TI) exhibit highly interesting transport features, for example the in-
teresting spin structure of its surface states may allow optical control of spin currents [65].
The description of this class of materials goes beyond the scope of this work and can be
found in a comprehensive review [66]. We shall discuss here only properties relevant to the
problem studied. The surface state in topological insulators is protected against perturba-
tions that keep time-reversal symmetry. Magnetic order violates time-reversal symmetry and
thus may affect largely transport properties of topological insulators connected with the for-
bidden backscattering. Magnetic doping then provides a way to add novel functionality to
topological insulators [67], as well as a test of stability of topological properties. It is needed
to distinguish the cases with and without long range magnetic ordering to see whether time
reversal symmetry is broken. Some studies already challenge the present understanding here
and suggest that gap opening is not related to ferromagnetic order [68], which renders find-
ing the real consequences of magnetic doping even more important. Spin dynamics methods
discussed in this chapter can provide information in what situations can magnetic order be
expected and help to understand other of the many open questions in this field.
Magnetic doping of TI represents here a problem from the class of dilute magnetic systems.
Furthermore, the problem is complicated by the fact that Mn can occupy different positions
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Figure 3.3: Bi2Se3 crystal structure, a hexagonal supercell. Possible Mn dopant positions,
namely the substitutional one (MnBi) and the interstitial one in the van der Waals gap (Mni)
are indicated. Note the two nonequivalent Se positions.
in the lattice (Fig. 3.3), and these lead to generally different magnetic interaction between
them. In order to understand this we have used the linear muffin-tin orbital (LMTO) method
[22] to calculate the electronic structure of Bi2Te3 and Bi2Se3 doped by Mn at different
possible positions in the lattice and also in the presence of antisites and vacancies. This
provides for the first time a comprehensive map of possible behavior affecting strongly the
bulk resistivity, carrier concentration and magnetism [A.6]. Density of states calculations
reveal in which case the Fermi level lies at low conducting impurity Mn peak, and which
effects shift it. This allows us to tune the bulk resistivity, and also help to uncover the
location of Mn atoms. Concentration dependence of resistivity exhibits significant difference
between the substitutional MnBi or interstitial Mni position. According to calculations the
observed behavior does not correspond to a presence of only one type of defect or impurity,
especially the inclusion of interstitials in addition to the substitutional MnBi might explain
existing discrepancies [A.6].
In some experiments Mn dopants embedded in Bi2Se3 ordered ferromagnetically [68–70],
in some it remained paramagnetic [71]. In other to understand this, exchange interactions
between Mn magnetic moments in bulk Mn-doped Bi2Te3 and Bi2Se3 have been calculated
using ab initio methods. For Mn in the substitutional MnBi position we have found that
EF lies in the impurity peak causing higher resistivity, and positive and negative interac-
tions are relatively balanced. This can be interpreted as a competition between negative
superexchange-like interaction vs. mostly positive carrier-mediated interaction For Mn in
the interstitial Mni position there is a higher contribution of p-states at EF, thus a lower
resistivity. We see a strong Jij decay in the z direction, exchange between QL is thus much
smaller than inside it (Fig. 3.4).
Employing the calculated exchange constants we have systematically studied ferromag-
netic Curie temperatures and other magnetic magnetic properties by means of atomistic MC
simulations. We find that the ferromagnetic ordering is possible for some configurations,
and link the tendency to it to the Fermi level position. Curie temperatures are shown to be
significantly dependent on the concentration of Mn atoms in substitutional and interstitial
positions (Fig. 3.5 for Bi2Se3). When more defects are combined, the most important point
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Figure 3.4: Exchange interactions between magnetic moments of substitutional MnBi atoms
embedded in Bi2Se3: (a) moments belonging to the same MnBi sublattice of the same QL, (b)
moments belonging to the same MnBi sublattice in neighboring QLs, (c) moments belonging
to different MnBi sublattices of the same QL, (d) moments belonging to different MnBi sub-
lattices in neighboring QLs. The solid dots mark the interactions in case of no native defects
and no interstitial Mn atoms (xint = 0.00). The oped symbols marks interactions with BiSe
native defects (Bi-rich form) for different concentrations of interstitial Mni atoms: xint = 0.00
(dots), xint = 0.02 (squares), xint = 0.04 (triangles).
is the final position of EF. FM order is actually predicted for most p−type samples. For bor-
der cases the ground state appears to be not completely ferromagnetic, but canted. Within
the range that can be achieved by defect concentrations up to 10% we see that the lower is
EF, the higher is TC . From this it follows that the addition of MnBi raises TC , while other
considered defects lower TC (Mni and VSe vacancies). However, addition of too much MnBi
has not led to the expected increase of TC in experiments, which may be caused by inevitable
formation of other unwanted defects. An efficient way to shift EF to the valence band could
be doping with extra nonmagnetic dopants that are known to lower the Fermi level.
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Figure 3.5: Dependence of the Curie temperature on concentration of the substitutional MnBi
atoms per f.u. x and fits to the calculated points. Depicted data: (blue) MnBi defects only,
(red) MnBi and BiSedefects, (green) previous case together with Mni, (orange) MnBi defects




Magnetization dynamics induced by
current
Charge current can affect magnetization indirectly, for example via heating. Furthermore, it
can also be spin-polarized, and thus give rise to a spin current (SC). A crucial property of spin
current is the ability to exert torque on a magnetic system, and thus induce dynamics and
possibly also revert magnetization into another stable state (current induced magnetization
switching) [72]. This so-called spin-transfer torque (STT) is always originating from the spin
current component perpendicular to the original magnetization. This transverse component
of the spin current inside a ferromagnet becomes rapidly damped on a typical distance of
a few interatomic spacings [73], which is a result of a large exchange splitting that leads to
mostly destructive interference effects due to all contributions of wave vectors on the two
Fermi surfaces of the ferromagnetic metal. We have concentrated on the most fundamental
aspect here: calculation of the torque and its connection to electronic structure of the material
where it arises.
We should note that there are several ways to polarize current or generate torque due to
currents. Here we cover primarily situations where a second noncollinear magnetic layer is
used to polarize the current (Fig. 4.1). Another source of spin polarization represents the
spin Hall effect [74, 75]. It originates from the spin-orbit interaction affecting the electron
motion and does not require any magnetizing layer. This effect gives rise to the so called the
spin-orbit torque [76], initially observed in (Ga,Mn)As [77]. Recently it has been shown to
be able to rotate the magnetization in a novel antiferromagnet CuMnAs [61, 78], whose other
aspects we have studied in Sec. 3.1. Overall, studies of this effect have recently brought a
number of novel discoveries and we refer the reader to specialized literature for more details
[79–81].
4.1 Spin-mixing conductance
A successful description of STT related effects has been provided by the magneto-electronic
circuit theory [82–84], aimed at treating non-collinear magnetic systems consisting of FM and
NM elements (nodes). This scheme is highly efficient especially when dimensions of individ-
ual nodes are smaller than the spin-diffusion lengths but bigger than the electron mean-free
paths of the corresponding materials. In this model the linear relation between the torque
and the spin accumulation is described by the spin-mixing conductance. Significant insight
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Figure 4.1: Scheme of electron transport in a junction comprising two FM slabs with non-
collinear (in this case perpendicular) magnetizations sandwiched by NM leads, and the effect
of this transport on magnetization.
can be obtained here by calculating the spin-polarized electronic and transport properties of
a single ferromagnet/non-magnet interface [73, 85], which even allows to incorporate inter-
face alloying, but extra assumptions are needed to draw conclusions about the spin mixing
conductance.
We have sketched an alternative approach to the mixing conductances that employs the
non-equilibrium Green’s function (NEGF) formalism [86], applied to a ferromagnetic (FM)
layer (with a direction n) embedded between two semi-infinite non-magnetic (NM) leads;
one of them contains spin accumulation oriented in the direction s and represented by a
spin-dependent shift of the Fermi level Es. The torque is given as the time derivative of the




. Its derivative w.r.t. spin accumulation in the left lead
is provided by the following formula:
δτ̄
δEs
= 2ReCmix n× (s× n) + (4.1)
2 ImCmix s× n,













Here Grs, Gas are retarded and advanced Green’s functions and ΓL,R ... the anti-hermitean
parts of the contributions to the self-energy due to the left and right lead, respectively, Γ is
their sum [A.7]. Therefore the real and imaginary part of the mixing conductance correspond
to the torque component in-plane w.r.t. spin accumulation, and out-of-plane, respectively
(Fig. 4.2). The derived general formula is implemented in an ab initio technique [A.7].
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Figure 4.2: The relation between the directions of the spin accumulation s, magnetization n,
and the real and imaginary parts of spin-mixing conductance.
The application of this method to standard junctions employed in spintronics: Cu | Ni
| Cu, Cu | Co | Cu, Cu | Py | Cu has shown that the real part of spin mixing conductance
approaches a saturation value, while the imaginary part approaches zero (Py denotes permal-
loy with composition Ni0.84Fe0.16). This result is in agreement with previous approaches [83,
84], but in the regime before that it provides interesting deviations from that value, and its
description goes beyond the more simple approaches as is the Valet-Fert model [88]. Namely
we find oscillations, which are most pronounced for the Ni case with (001) orientation[A.7],
and well visible in the (111) direction (Fig. 4.3). Its decay length is connected with the
variation of the difference between majority and minority spin Fermi surfaces [A.7].
The theory yields particularly interesting results for thin layers composed from Co2MnSi,
a half-metallic material. A significant value of the imaginary part has been found there in
combination with Cr as a nonmagnetic layer [87]. This effect originates mainly from specific
properties of interface reflection, namely a phase difference acquired between the majority and
minority spin reflected electrons [A.8] Another important precondition here is slow variation
of this phase difference over a large part of the 2D Brillouin zone (BZ). Fig. 4.4 shows that
this condition is fulfilled for the interface with Cr, but not with Vanadium.
Our method allows us to include the effect of chemical disorder in a very efficient way based
on the CPA. In this context we have studied for example the effect of interface interdiffusion
on the oscillations of Cmix shown in Fig. 4.3. Interestingly, these oscillations are rather
stable against this type of disorder, but would be destroyed by alloying inside the layer
[A.9]. The influence of disorder on epitaxial layers of Co2MnSi have also been studied,
which is especially important when Co2MnSi is also used to spin-polarize the current [89].
Furthermore, the unusually high imaginary component of Cmix in Co2MnSi survives even
strong antisite disorder in this compound, which on the other hand reduces significantly the
spin polarization [A.9].
4.2 Complete description of junctions, torkance
The above described theory rests on the need to evaluate spin accumulation near the switched
layer. The current is however polarized in another layer which has to be closely located,
therefore a spin valve is used (Fig. 4.1). It is also possible to extend the theory in a way that
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Figure 4.3: Spin-mixing conductances Cmix of fcc(111) systems as functions of the magnetic
film thickness: (a) Cu/Ni/Cu (squares) and Cu/Co/Cu (circles), and (b) Cu/Ni/Cu (squares)
and Cu/Py/Cu (diamonds). The filled and the empty symbols denote respectively the real
and the imaginary parts of Cmix [87].
the torque is directly calculated from of the whole non-collinear spin valve, in an analogy to
the Landauer formula for the ballistic conductance [A.10]. The torque is then related to the
applied bias in terms of a linear response coefficient named torkance. The in-plane torkance
C‖ on FM2 is given as
C‖ sin θ =
1
2π
Tr {n1 · σ (ΓRGrΓLGa − ΓLGrΓRGa)} . (4.3)
The out-of-plane torkance then requires the calculation of angular derivative of Green’s func-




Tr {G′r[ΓL(1 + iGaΓL)− ΓR(1 + iGaΓR)]} , (4.4)
hence it contains only reflection-like terms. These quantities can also be expressed in terms
of scattering coefficients, in an analogy to the Landauer formula. Then in-plane torkance
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Figure 4.4: k‖-resolved contributions to the imaginary part of the spin-mixing conductance
of systems Cr/Co2MnSi/Cr(100) and V/Co2MnSi/V(100) with a 20 ML thick Co2MnSi film.
The square displays one quarter of the full 2D BZ and it is equivalent to two irreducible BZs;
the Γ̄ point is located in the lower left corner, the M̄ point lies in the upper right corner, and
the two remaining corners correspond to the X̄ points [A.8].
where rλ′s′,λs (rρ′s′,ρs) denote reflection coefficients between states λ (and ρ) of the L (and
R) lead, and tρs′,λs denotes the transmission coefficient from an incoming state λs into an
outgoing state ρs′. The calculation of these quantities has been performed from first principles
for several junctions with the switched layer studied in Sec. 4.1. The results show that
oscillations of spin-mixing conductance observed for Ni are present in the torkance as well,
although they are not seen in the conductance [A.10].
In the studied junctions with two ferromagnetic layers, one can replace the separating
non-magnetic metal by a thin insulating barrier. This can help to increase the current spin
polarization if its properties would allow a filtering effect suppressing specific spin channel,
as observed for tunneling in the nowadays standard Fe/MgO junctions. We have studied a
newly proposed Fe/LiF junction, whose advantage is a good matching between the Fe and
LiF lattices, and we show its ability to reach a very high spin polarization [A.11].
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For a comprehensive picture of the field of ultrafast magnetization dynamics I recommend
overviews [9, A.12], here I concentrate mainly on aspects related to computational condensed
matter theory. A highly debated point has been the connection between magnetization
dynamics and heating of phononic system, therefore I open this chapter by presenting our
several contributions related to this point. Notably, most works in this field have studied
canonical 3d electron based transitional metal ferromagnets. Systems with 4f electrons
exhibit significant differences, novel theoretical concepts have to be considered, and they are
thus studied in a separate Section 5.2. Magnetization dynamics is necessarily connected with
spin currents, and we show in the next Section that there are several different mechanisms
involved. A part of it also considers noncollinearity and thus connects the field of ultrafast
generated spin currents with the problem of spin torques presented in Chapter 4. While all
mechanisms discussed so far have essentially thermal character, there are also non-thermal
effects typically dependent on light helicity, and these together with other aspects connected
to optics are discussed in the last two Sections.
5.1 The role of phonons
Naively, phonons may not seem to play role when considering ultrafast demagnetization since
they are usually not connected with any angular momentum. However, they have the highest
thermal capacity from all subsystems in a typical condensed matter, which alone renders
them to be important here. Furthermore, an excess angular momentum is assumed to be
ultimately transferred to the lattice, here one can expect that an analogue of the Einstein-de
Haas experiment [8] would take place on the ultrafast timescale [90]. An important point to
take into account is the angular momentum of phonons, whose role in spin relaxation has
been studied recently [91].
One of the mechanisms of ultrafast demagnetization that has gained a widespread support
employs Elliott-Yafet (EY) spin flips [92] on phonons [93–95]. Spin-orbit interaction is the
precursor here. In order to study spin non-conserving processes in a ferromagnetic crystalline
solid, we note that its eigenstates
∣∣Ψ↑kn〉, ∣∣Ψ↓kn〉 can be decomposed into pure spin states
consisting of its spin- majority and minority parts:∣∣Ψ↑kn〉 = a↑kn (r) |⇑〉+ b↑kn (r) |⇓〉 , ∣∣Ψ↓kn〉 = a↓kn (r) |⇓〉+ b↓kn (r) |⇑〉 , (5.1)
where |⇑〉 and |⇓〉 are eigenstates of the operator of spin projection along the zaxis, and
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Figure 5.1: Electron-phonon scattering: emission and absorption. Spin flip occurs with
probability pS
aσkn (r) and bσkn (r) (σ =↑, ↓) are projections of
∣∣Ψσkn〉 to spin subspaces σ and the other
one, respectively. Minority components bσkn (r) are generally nonzero if spin-orbit coupling
is present, and represent the degree of spin-mixing. This spin-mixing then makes transitions
into a state with different dominant spin possible (Fig. 5.1). A relation between spin lifetime
τS for a general kind of scattering event with lifetime τ can be derived [92, 96], employing sev-
eral assumptions: paramagnetic metal, small variations of electron-phonon matrix elements
and bkn in BZ, bσkn  aσkn [96]. This relation called after Elliott employs the Fermi-surface
(FS) averaged spin-mixing of eigenstates 〈b2〉 = ∑σ,n ∫ |bσkn|2 δ̃ (Eσkn − EF ) and predicts the











This model was found to predict correctly the observed relation between the demagne-
tization rates in Ni, Co and Gd [95], however a number of parameters in the whole picture
of demagnetization had been fitted. We have developed a method for a more accurate cal-
culation of this process, a first principles calculation of electron-phonon scattering taking
into account the electron population modified due to a laser. This method employs the SF
Eliashberg function [97]. The scheme has been extended to handle excited states, which is
crucial to understand processes in systems excited by a laser.
The evolution of spin populations is driven by an initial electron repopulation induced
by the pump laser. We describe this redistribution by band-independent occupation factors
fσ(E), thus catching the key quantities of pumped electron system - its spin and energy
dependence. Assumption that all states given by σ and E have the same occupancy is
partially justified by the simple band structure of the studied metals in the region above EF
[98]. It is possible to go beyond this approximation with the presented method, but at the
cost of significant numerical complications.
The Eliashberg function is usually defined for equilibrium, thus assuming only electrons
at the Fermi level. We generalize this concept and define the spin- and energy-dependent gen-
eralized spin-flip Eliashberg function, expressed from spin-resolved electron-phonon matrix
elements gνσ,σ
′
kn,k′n′ (q) employing reasonable approximations [A.13]. This leads to its formula-



















where δ̃ is a broadened delta function. The broadening allows us disregard the change of
energy due to phonon emission/absorption and therefore it has to be higher than 50 meV (a
higher value is anyway typically used for good convergence of numerical codes). We define
30
CHAPTER 5. ULTRAFAST MAGNETIZATION DYNAMICS
wσσ′ (E), a spin- and energy-dependent scattering rate defined as the average over all available





′ (E,Ω) (1+ 2N(ωq,ν)) , (5.4)
where N (ωq,ν) describes the occupation factor of phonons with energy ωq,ν . Then w↑↓ (E) =
w↓↑ (E) = wS (E) since the same is valid for α2↑,↓F ′ (E,Ω) [A.13]. The spin-resolved transition
rates are Sσσ′ =
∫
wσσ′ (E) fσ (E) (1− fσ′ (E)) dE. Therefore the spin decreasing rate S↑↓
and spin decreasing rate S↓↑ are given by formulas that differ only by occupation factors:
S↑↓ =
∫
wS (E) f↑ (E) (1− f↓ (E)) dE
S↓↑ =
∫
wS (E) f↓ (E) (1− f↑ (E)) dE
Then w (E) =
∑
σσ′ wσσ′ (E) provides the total ep scattering rate. This allows us to define
the spin-flip probability for electron at a given energy E during EY scattering (Fig. 5.1) as:















is the most important quantity
for demagnetization. Here we have considered only changes of local spin momentum (longitu-
dinal excitations), therefore microscopic momentum change ∆S and macroscopic momentum
change ∆M is approximately equivalent. We can also ask about the difference between spin
decreasing and increasing processes and introduce a relative quantity called demagnetization











This calculation has been implemented in ELK, an ab initio computational program de-
veloped in Halle and Uppsala. Its ability to reproduce previous results [97] for a simple metal
- aluminium - has been verified. The implementation of the SF Eliashberg function based on
ab initio electron-phonon coupling matrix elements represents a significant improvement of
the demagnetization rate calculation accuracy. The limitations of this calculation first of all
result from the numerical requirements, since a large supercell is needed, but the complexity
of calculations scales cubically with the size of the supercell. This calculation method has
provided material-specific quantitative information about spin-flip processes during electron-
phonon scattering, for the first time also for a system in non-equilibrium state due to the
pump laser. We have found that the spin-flip probability depends strongly on electron energy
with much higher value for deeper lying holes than for electrons near the Fermi level or above
it, as shown in Fig. 5.2. Furthermore, for a wide range of electron energies the Elliott relation
overestimates the real spin-flip probability in Ni. Overall the agreement with the simplified
Elliott relation for SF probability (Eq. 5.2) is limited, as shown in Fig. 5.2, and it has to be
applied with caution. Generally, the spin-flip probability drops below 2.5% for states above
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SF rate (x 10)
Non-SF rate
Figure 5.2: Energy-resolved electron-phonon total and SF scattering rates w(E) and w↑↓(E)
of Ni (top), and normalized SF probability PS(E) and approximate SF probability P b
2
S (E)
obtained from the Elliott relation (bottom). Reprinted figure from [A.14].
the Fermi level, but it can reach values higher than 10% for states lying more than 0.25eV
below the Fermi level [A.14]. These findings help to understand the possible contribution of
Elliott-Yafet processes to the ultrafast demagnetization.
This energy dependence and the estimated laser-induced redistribution of electrons has
been used to calculate the demagnetization rate for Ni. This led to a conclusion that the
Elliott-Yafet mechanism is much more efficient for non-thermal electron distributions present
just after the pump pulse than for any thermalized one, for which the demagnetization rate
drops below 0.1 µB per ps and atom (slower than equilibration with lattice) in the case of
Ni (Tab. 5.1). Therefore the Elliott-Yafet mechanism of demagnetization is completely non-
thermal on femtosecond timescale. The two (or three) temperature model that we discuss
in the following Subsection is thus inapplicable to it. The main reason for that is the much
higher SF probability in deep lying states, significantly available only in non-thermal state.
Furthermore, spin increasing and decreasing transitions largely cancel out in the energy region
below the Fermi level for the thermalized state, as indicated by low value of DS in Tab. 5.1.
Fig. 5.3 demonstrates these findings schematically
Material-specific quantitative information about spin-flip processes during electron-phonon
scattering for two more important ferromagnetic metals Fe and Co has subsequently been
evaluated, which led to a calculation of their demagnetization rate [A.13]. Summary of re-
sults for Fe, Co and Ni is reprinted in Tab. 5.1. The calculations were done using the above
implementation of the SF Eliashberg function based on ab initio electron-phonon coupling
matrix elements and considering the excited states occupied due to laser pumping. The main
finding for Ni, that the Elliott-Yafet mechanism is much more efficient for non-thermal elec-
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Table 5.1: Given are ab initio calculated spin-flip probabilities PS, Elliott SF probability P b
2
S ,
demagnetization ratios DS, and relative demagnetization fractions ∆M/M0 for laser-pumped
Ni, Fe, and Co. Calculated values are given for equilibrium (low T ), for thermalized electrons
at a high Fermi temperature Te, and for the nonequilibrium (NEQ) electron distribution
created by fs laser-excitation. Computed values for the approximate Elliott SF probability
P b
2
S are compared to values by [99] (in brackets, marked with *). The demagnetization
fraction ∆M/M0 relative to the equilibrium magnetization M0, achieved by electron-phonon
SF scattering, is given in % at 250 fs [A.13].
P b
2
S PS DS ∆M/M0
Ni (low T ) 0.07 (0.10 *) 0.04 0 0
Ni (Te=3000K) 0.11 0.07 0.003 3.1
Ni (NEQ) 0.12 0.09 0.025 16.7
Fe (low T ) 0.068 (0.096 *) 0.04 0 0
Fe (Te=3000K) 0.13 0.09 0.008 4.5
Fe (NEQ) 0.14 0.07 0.030 11.4
Co (low T ) 0.060 (0.044 *) 0.010 0 0
Co (Te=3000K) 0.095 0.017 0.002 0.9
Co (NEQ) 0.105 0.022 0.010 2.3
tron distributions present just after the pump pulse than for any thermalized one remains
valid for these cases too. As a part of this work electron-phonon lifetimes and spin lifetimes
for all the 3 mentioned metals had been calculated. More attention was also given to the
testing of the so called Elliott relation (approximation) [A.13]. The calculated demagnetiza-
tion rates are weaker than those extracted from experiments and this finding suggests that
Elliott-Yafet like spin-flips on phonons do not represent the main mechanism responsible for
the observed ultrafast demagnetization. However, we should note that all these calculations
were performed in the limit of small perturbations of the ground state due to laser. Beyond
this approximation more complex behavior may occur [100, 101].
5.1.1 The three temperature model and beyond
It is clear that the phononic system is strongly related to demagnetization and it is thus
desirable to gain a deeper insight into it. In common ultrafast magnetization dynamics models
it has been described by the lattice temperature (Tl), which together with the electronic
temperature (Te) forms the established two temperature model (2TM) [102]. This has to be
extended by adding spin system temperature Ts associated to magnetization, leading to the
three temperature model (3TM), an approach sufficient to gain a thermodynamical insight
into fs demagnetization [7]. The spin system temperature Ts is defined as the temperature
corresponding to the achieved magnetization according to the standard equilibrium M(T )
dependence. The coupling of the different subsystems is shown in the following equations,
providing the temporal evolution of the temperatures:
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NEQ THERM
Figure 5.3: Spin-resolved DOS (filled areas) and phonon induced spin-flips (arrows) of NEQ
and electron thermalized Ni. The equilibrium DOS is shown by thin lines. SF transitions
are significantly different at energies above and below EF . The arrows thickness corresponds
to the transition rate, its direction and length give which direction is dominant and how
much. The amount of laser redistributed electrons has been enlarged to improve visibility.












= Gse(Te − Ts) +Gls(Tl − Ts) ,
where Ce, Cl, Cs are electronic, lattice, and spin system heat capacities, respectively. Gel, Ges, Gls
are the electron-lattice, electron-spin and spin-lattice coupling constants, and P (t) is the laser
source term [7].
The underlying assumption for this approach is that these systems are internally ther-
malized. For the lattice much information about the thermalization were not available until
recently, and there was a strong need to examine the thermalization timescale. The obser-
vation of phonon propagation following their ultrafast generation by the group of H.A. Durr
from Stanford Institute for Materials and Energy Sciences, SLAC represents an important
step here. They have detected coherent acoustic phonons generated during ultrafast laser
excitation of ferromagnetic bcc Fe films grown on MgO(001). This has allowed to observe
population of individual phononic modes on the ps timescale. A calculation of excitation
rates and lifetimes for different phononic modes allows us to predict the distribution of these
modes. In agreement with the experiment we conclude that the population of phonons re-
mains nonthermal for significantly long times (>1 ps), and the use of temperature based
description on this timescale may cause big errors [103].
Several works published in the last few years examine the deviation of the phonon pop-
ulation from the thermalized one in more detail [A.15, 104, 105]. We have calculated the
dependence of the electron-phonon interaction on phonon mode and k vector. It is rather
strong, as shown in Fig. 5.4 for FePt. On the other hand, phonon-phonon interaction is
overall generally weaker and does not lead to thermalization within the studied timescales of
10 ps order. From these we obtain phonon populations that differ sharply from the thermal
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Figure 5.4: Calculated phonon dispersions of ferromagnetic FePt along high-symmetry lines
in the simple tetragonal BZ. The symbol size is proportional to the magnitude of the mode-
dependent electron-phonon coupling function GQ at 300 K [A.15].
ones within picoseconds after the pump [A.15]. Fig. 5.5 shows that the lattice remains out of
equilibrium for long time scales (∼ 100 ps). This allows to improve understanding of recent
experimental observations and disproves the applicability of the model based on one lattice
temperature here [103].
An interesting playground to observe the effect of ultrafast laser irradiation on lattice
are magnetic nanoparticles. A significant anisotropy of size change was observed in FePt
nanoparticles upon the action of laser pump, in fact the lattice shrinks along the c-axis,
while it expands along a, b axis. After about 3ps the lattice parameter c starts to revert back
to its original value, while a remains expanded for longer times. This unexpected behavior
reveals that on such short timescales the relation between lattice dimensions and magneti-
zation cannot be described just by the standard magnetostriction theory [A.16]. Ab initio
calculations of the induced stress including the non-equilibrium phonon population recover
this behavior when coupled together with a magnetic stress. Magnetic stress corresponds to
the tendency to modify lattice parameters to those of a paramagnetic state, described here
by the DLM method (Sec. 2.2). Our analysis allows us to suggest that the effect of magne-
toelastic stress is seen on a sub-ps timescale, while later within ps the increasing occupation
of phononic modes leads the system to a different type of deformation. These findings can
be used to design new types of THz frequency magnetostrictive actuators.
5.2 Demagnetization in systems with 4f orbitals
There are several fundamental differences from the magnetization dynamics point of view
between the moments of 4f and 3d electrons: 4f states are located deep under the Fermi
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 20  40  60  80  100
Figure 5.5: Ab initio calculated temporal evolution of the electronic temperature (blue line),
average phonon temperature (green line) and temperature range within which all the phonon-
mode temperatures are contained (red area). The inset shows the temporal evolution from
20 to 100 ps. Dashed lines show the results of the 2TM solved with ab initio calculated input
parameters for FePt [A.15].
level, they are very rigid and thus serve as a perfect example of a Heisenberg ferromagnet. 4f
moments interact usually indirectly via the more itinerant 3d electron shell (although it has
a much smaller moment). 4f states can also possess a significant orbital angular momentum
- this point can be crucial for explaining the different dynamics between Gd and Tb, which
also differ significantly in terms of orbital momentum - the former one possess L = 0 , while
the latter L = 3.
Some of the works attempting to describe magnetization dynamics in these systems ig-
nore the above mentioned important aspects, basically not distinguishing between metals
containing 4f and 3d orbitals [95]. In our work we separately keep track of momenta asso-
ciated to 4f states and the remaining valence states, partially inspired by the success of the
so called opencore model, where 4f states are separated in a similar way when calculating
the electronic structure. Although the coupling between these moments is very strong since
valence momentum is basically induced by that of 4f states, one can ask whether these mo-
ments would not align differently in the strong non-equilibrium situation following the laser
excitation. This could be considered to be a specific excitation of this coupling, and thus
allowing also a deeper insight into rare-earth metals.
Such problem can be mapped to an effective Heisenberg Hamiltonian (Eq. 2.1) generalized
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Figure 5.6: Couplings of the gadolinium spin system. a) 5d and 4f spin systems couple
via inter- and intra-atomic exchange, where the intra-atomic exchange Jint = 130 meV is much
larger than the largest (nearest-neighbor) inter-atomic exchange Jij = 5.9 meV. In thermal
equilibrium the combination of inter- and intra-atomic exchange interactions mediates spin
order in the 4f system via the delocalized 5d valence bands. Upon femtosecond laser excitation
the dynamics of the 5d spin system is dominated by the coupling αe to the hot valence
electrons, while the localized 4f spins couple only to the phonon bath via αp. b) The binding
energy vs. parallel momentum map EB(k‖) of Gd recorded with higher order harmonic
radiation (~ω = 36.8 eV) in time- and angle-resolved photoemission gives simultaneously
access to the transient exchange splitting of the 5d minority and majority spin bands (↓ and
↑) and the magnetic linear dichroism of the localized 4f state [A.17].
We have calculated the relevant exchange interactions between atomic moments as well as
the intraatomic exchange between Gd 4f and 5d orbitals using ab initio methods [A.17].
The presence of strong correlation in 4f electrons presents a challenge for theory, such sys-
tems have been calculated either with the inclusion of Hubbard U [106], or the Hubbard-I
approximation [107]. An alternative is to put 4f electrons into the core within the opencore
treatment, then Gd properties can be successfully reproduced employing the LSDA method
[108, 109]. We have used this approach for the interatomic interaction calculation as well.
An important point here is the character of Gd 5d moments. Originally it was believed
that this moment scales with the effective field and magnetization in Gd, and thus it vanishes
at TC (Stoner-like behavior) [110, 111]. This was however opposed by theoretical calculations
[112], as well as later spin- and angle-resolved photoemission experiments [113] finding a
finite exchange splitting of the itinerant band in Gd at TC . A subsequent calculation based
on the DLM method (Sec. 2.2) confirms the presence of this splitting at TC , and argues
that the interaction of 5d states with the local on-site 4f moment and with the surrounding
environment is comparably strong [108]. On the other hand, it is clear that the 5d moment is
not rigid, and therefore it cannot be described with the original Heisenberg model. Therefore
we calculate the 5d exchange splitting for different angles ϑ w.r.t. 4fmomentum and include
the corresponding momentum change in the modified Heisenberg model. The momentum is
found to follow approximately the cosϑ function for ϑ < 0.6 rad, and atomistic simulations
indicate that 5d moments do not deviate from 4f moments further that that in the studied
case. Otherwise a total collapse of this moment can be expected [114].
A simulation of the system described by the Hamiltonian (5.8) based on the Landau-
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5.2. DEMAGNETIZATION IN SYSTEMS WITH 4F ORBITALS
Lifshitz-Gilbert equation (done in collaboration with University of Konstanz) has shown
distinct magnetization dynamics of 4f and 5d orbitals [A.17]. Their dynamics differ by one
order of magnitude, with decay constants of 14 vs. 0.8 ps., in a reasonable agreement with
experiment. There, most of the 5d magnetization dynamics takes place within a rapid 1ps
jump , the 4f magnetization decrease is represented by a rather linear evolution spread over
tens of ps (Fig. 5.7). This represents the first observation of disparate magnetic behav-
ior of intraatomic parts of magnetic moment [A.17]. Notably, the success of this model in
explaining the ultrafast response of Gd furthermore confirms the non-Stoner behavior of
Gd itinerant band. This distortion of the equilibrium order between the two subsystems
significantly contributes to understanding the different observed timescales related to mag-
netization dynamics in Gd. Note that the orbital-resolved model has also been used to study














































Figure 5.7: Spin dynamics in gadolinium. Normalized exchange splitting of the 5d states
(black circles) and magnetic linear dichroism of the 4f state (green dots) are shown as a
function of pump-probe delay recorded with 100 fs XUV pulses. The pump pulse has a
photon energy of 1.55 eV and was stretched to 300 fs pulse duration. The absorbed fluence is
3.2 mJ/cm2. Solid lines are calculated with our orbital-resolved spin model. The decoupling
of the intra-atomic exchange is demonstrated by the significantly different demagnetization
times of the 5d and 4f spin system. Single exponential fits give time constants of 0.8 and
14 ps, respectively. Note that after 3.5 ps the dynamics is displayed on a logarithmic scale to
cover the cooling back to the initial sample temperature of 90 K [A.17].
One of the major breakthroughs in the field of ultrafast magnetization dynamics has been
discovered in an alloy of a 4f system, GdFeCo ferrimagnet. Instead of just a magnetization
reduction, a complete magnetization reversal has been achieved in this material [116] with a
linearly-polarized laser pulse, without the help of external field, circular polarization of the
laser pulse or any other direct source of angular momentum [117]. Interestingly, application
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Figure 5.8: Sketches of the orbital-resolved spin model, distinguishing spins stemming from
electrons in 5d and 4f orbitals of Gd (right-hand panel), and the coupling of the spin system
to the electronic and phononic heat baths (left-hand panel). Reprinted figure from [A.18].
of another such pulse reverts the magnetization back, so the process can be called toggle
switching. It has been demonstrated in many similar materials later. Since this topic cannot
be described within the limited scope of this work, we again refer the reader to review
literature [9, A.12] and describe here only the theoretical model that we applied to this
problem.
We have calculated exchange interaction between the components of the compound and
furthermore also the intraatomic exchange between Gd 4f and 5d orbitals mentioned above
(Fig. 5.8 shows the scheme of all considered interactions). A subsequent magnetization
dynamics simulation based on the LLG equation (Eq. 2.3) has reproduced the switching be-
havior, see Fig. 5.9. The simulation also shows the presence of the transient ferromagnetic
state [10]. We have demonstrated that the exchange coupling between 4f and 5d states in
Gd is sufficient to revert the large magnetic moment of Gd 4f shell on a picosecond time
scale. Our simulation is in agreement with a recent finding that the crucial part of magneti-
zation dynamics is dissipationless, driven by exchange interaction [A.18]. According to this
simulation the transient ferromagnetic state is reached only if the value of Gilbert damping
αG is sufficiently low so that exchange interaction dominates over damping. Dissipationless
magnetization dynamics allows one of the sublattices to be reversed at the expense of the
same amount of momentum from the other one.
5.3 Ultrafast spin currents
We have studied theoretically electron motion during demagnetization by means of a semi-
classical approach employing different lifetimes and velocities of excited electrons calculated
by ab initio methods [118]. This has led to a discovery of a mechanism of a new source of
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Figure 5.9: Thermally driven switching of the sub- lattice magnetization in GdFe, using a
spin model of 81 000 atoms distinguishing magnetization stemming from 5d and 4f orbitals
of Gd and 3d orbitals of Fe. Electron (Te ) and phonon (Tp ) temperatures are shown as
well as the transverse (mt ) and longitudinal (mz ) magnetization dynamics of the different
sublattices and orbitals. Reprinted figure from [A.18].
spin current [A.19]. The presence of this laser induced spin current (LISC) can in fact explain
the observed decrease of magnetization on fs timescale in some cases.
Generation of LISC requires no external electric field apart from the one present in the
pump laser, and it rests on the strong spin dependence of lifetimes and velocities of excited
electrons [A.19]. A complete description of the process has to include the motion and energy
decay of individual excited electrons on a larger spatial scale where a semi-classical model is
applicable, while individual scattering events and their probabilities are described quantum
mechanically. The ultrafast diffusion of spin-polarized particles is described without using
the limits of infinitely short lifetimes and mean-free paths and infinitely large velocities (as
assumed in the standard thermal diffusion equation). On the other hand the electron motion
cannot be treated as ballistic due to the high number of scattering events and the model
therefore operates between the ballistic and diffusive limit. The predicted magnetization
evolution in Ni agrees well with the experimentally measured one, see Fig. 5.10.
More detailed analyses of the effect for different ferromagnetic materials and different
substrates have been performed, providing a temporal and spatial distribution of spin mo-
mentum in a pumped heterostructure [A.20], as shown in Fig. 5.11. The model has later
been extended to include interfacial reflections within the hot electron transport [120].
Generation of spin currents also means that the action of laser can also change magneti-
zation away from the laser spot, and even allows to invoke torques on a separated magnetic
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Figure 5.10: Computed laser-induced demagnetization in Ni [A.19]. The shaded area shows
where the theoretical result is expected to be (depending on the inelastic lifetime). For
comparison we also show recent experimental XMCD data [119]. The used time structure of
the laser pulse (in a.u.) is depicted by the red solid line.
layer as discussed further. Compared to its electrical field induced counterpart (FISC), LISC
has a number of different features. First of all it allows magnetization dynamics also for a
collinear magnetic setup, it can not only rotate magnetization (transversal change) but also
change its magnitude (longitudinal change), and depending on the alignment of magnetic
layers it can even increase the magnetization to values not observed before for the given
metal [11], as shown in Fig. 5.12. The combined experimental and calculated data related
to this effect [11] represent one of verifications of our model, other verifications have followed
[121–123].
An interesting prediction of our model is the temporal shape of LISC pulses, that is
otherwise hard to obtain and could have a big potential in spin electronics since it fits in the
THz range. It can be also modified by materials subsequently traversed by this current, and
the type of scattering influences the pulse oscillation period and decay rate. The temporal
profile of such current has been measured, finding a significant dependence on the cap layer.
The addition of ruthenium cap layer leads to a considerably longer spin current pulse than
for the the gold cap since ruthenium d states have a much lower mobility than gold sp states
[124].
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Figure 5.11: Comparison of ultrafast laser-induced spin-dynamics in Ni on different sub-
strates. Panels on the left: the case of 10 nm of Ni on Al. Panels on the right: the case
of a 10-nm Ni film on an insulating substrate like MgO. For each case, following the panels
in a counterclockwise order and starting from the one at the top left corner, we show the
majority-spin electron density, the minority-spin electron density, the magnetization density,
three snapshots at three different times and, finally, the normalized MOKE signal change
(top-right panel). Reprinted figure from [A.20].
5.3.1 Non-collinear spin structures
In noncollinear systems spin currents can generate spin-transfer torques (STT). Similarly to
the problems discussed in Chap. 4, the simplest design to observe this effect represents spin
valves consisting of two non-collinear oriented magnetic layers, FM1 and FM2, separated by
a nonmagnetic one, NM. If we combine the knowledge about STT with the possibility to
create spin currents by an ultrashort laser pulse, it is possible to achieve spin manipulation
at femtosecond timescale and generated spin pulses are also localized on the scale of several
nm.
We chose the most simple way, assuming the presence of two perpendicular magnetic ori-
entation (Fig. 5.13), which is sufficient to catch all the most important physics. Nevertheless
the existing model had to be extended, especially to treat the region between FM layers,
where electrons with both spin directions are present. Notable, there are several reasons why
this problem is different from the field-driven STT and in fact more complex: In LISC the
most important role is played by hot electrons, and it is therefore needed to keep track of the
number of excited electrons and their energy for each possible spin state. Another important
point is the generally shorter lifetime of these hot electrons compared to those near Fermi
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Figure 5.12: Experimentally measured time- and layer-resolved magnetization. The time-
resolved magnetization of the Fe and Ni layers in the Ni(5 nm)/Ru(1.5 nm)/Fe(4 nm) trilayer
for the parallel (a) and antiparallel (b) magnetization alignment. The magnetic asymmetry
at the Fe 3p absorption edge anomalously increases for the parallel (a) and decreases for
antiparallel magnetic orientation of Ni and Fe layers (b). Reprinted from [11].
energy, especially in pure metals. Not only a transversal change of magnetization due to
STT is possible here, but also a longitudinal one. These effects are observed on a different
timescale, and have a limited lifetime.
These facts have to be combined with some basic quantum mechanics governing STT.
In a ferromagnet the magnetization axis acts as a natural quantization axis and there are
solely two spin eigenstates. When simulating transport through a spin valve where all mag-
netizations in the magnetic layers are collinear the electrons’ spins keep their direction and
the two-channel model adequately describes also the transport inside the nonmagnetic layer.
In this case the spin quantization axis is fixed in the whole system, but generally it does
not have to. In systems without a specific spin direction preferred in the Hamiltonian (e.g.
through the magnetization axis) there is however no reason why electron spinors should col-
lapse to the two eigenstates of some specific projection of the spin operator. Therefore, in the
case of noncollinear spin valves, the spin current inside the nonmagnetic layer is in general
a three-dimensional vector in spin space [73]. The quantization axis of electrons in the non-
magnetic layer depends only on the magnetization direction of the FM layer where from the
electrons originated. With two different sources of magnetization orientation there are twice
more possible electron spin states. If we choose an arbitrary quantization axis (e.g. along
the magnetization in one of the adjacent magnetic layers) the transverse (non-diagonal) spin
components inside the nonmagnetic layer will be nonzero. We assumed that electrons excited
in FM1 or FM2 keep their spin direction also during the transport inside the nonmagnetic
layer. Since the magnetizations in the magnetic layers are perpendicular, we used 4 inde-
pendent channels to simulate the transport in the nonmagnet. As a result, the total spin
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Figure 5.13: Ultrafast spin-transfer torque. When a pump laser hits the first ferromagnetic
layer (FM1), which is magnetized in-plane, it induces a demagnetization. A predominantly
spin-up electron flow subsequently travels across the interface between FM1 and a non-
magnetic layer layer (NM). This generates a net spin current from FM1 to the second ferro-
magnetic layer (FM2), which has an out-of-plane magnetization, rotating the magnetization
of FM2 [A.21].
current inside the nonmagnetic layer is a sum of 4 spin channels. Assuming short life times
of transverse spin components in magnetic layers the model can comprise the description of
the whole noncollinear magnetic configuration within its framework. For individual spins it
is basically an extension of the superdiffusive model introduced in Sec. 5.3, and any mixing
between these spins take place only at interfaces (bulk spin flip scattering is neglected). We
have developed and tested a code implementing this generalized model allowing for numerical
calculation of spin-transfer torque in ferromagnet-nonmagnet-ferromagnet multilayers driven
by laser-excited electrons, where magnetization of the ferromagnetic layers are perpendicular
[A.22].
Numerical evaluation of spin currents entering FM2 as a function of basic parameters
(laser fluence, layer thickness) with magnetic junction composed from realistic materials (Fe
and Cu) leads to interesting conclusions. The calculated dependence on the FM1 thickness
(shown in Fig. 5.14) allows us to predict an optimal layer thickness maximizing the exerted
torque in the spin valve. We can also evaluate how does the spin current decay with NM
thickness (Fig. 5.14). Since the process is accompanied by deexcitation of electrons, this
decay is different from a decrease of spin polarization due to spin flips.
Calculated spin transfer torque acting on localized magnetic moments enters the Landau-
Lifshitz-Gilbert equation (Eq. 2.3) for the magnetization dynamics and allows us to calculate
important quantities (eg. damping of magnetization dynamics, amplitude of magnetization
precession), which can be compared directly to experimental results [A.22]. Our first work
on this topic assumes macrospin approximation, where the magnetization changes uniformly
in the whole FM2 layer. The predicted dynamics is shown in Fig. 5.15.
Without macrospin approximation it is also possible to study the generation of individual
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Figure 5.14: Total transverse spin momentum transferred across the NM/FM2 interface
transverse to the FM2 magnetization as a function of FM1 thickness (left panel), and as a
function of the NM thickness (right panel). The thickness dependence is calculated for three
different laser fluences corresponding to N̄σ(0, ε) = N0, 2N0, and 3N0 [A.22].
excitations in FM2 layer - magnons, since the pulse duration fits within the period of magnons
that can exist in typical thin layers employed as FM2, as seen in a recent experiment [125].
This is a unique property of the ultrafast STT driving regime, one cannot expect to see











Figure 5.15: Laser-induced magnetization dynamics in the FM2 layer calculated for the





Optical pulses can also induce a nonequilibrium magnetization on the femtosecond timescale
due to the angular momentum of light, as demonstrated experimentally [126]. Here opposite
helicities led to opposite oscillation phases in DyFeO3. This observation has been ascribed to
the inverse Faraday effect (IFE), whose theory has originally been derived for paramagnets
in a static regime [127, 128]. Note that application of the original theory by Pitaevskii [127]
based on the Verdet constant does not provide correct results here by orders of magnitude,
also the temperature dependence is not correct [129, 130]. A second order response to an ex-
ternal electromagnetic perturbation has been derived employing the Liouville–von Neumann
equation [131]. The final formula for the induced magnetization can be decomposed into
three contributions [131] corresponding to:
1. off-diagonal terms in the perturbed density matrix due to the coherence between dif-
ferent levels, which has been induced by the circularly polarized light (corresponds to
Raman scattering [132])
2. diagonal elements in the density matrix leading to repopulation of empty levels due to
the circularly polarized light
3. another repopulation of levels, representing a static diagonal contribution coming from
the part of the response that also leads to the second harmonic generation
The second two effects represent Rayleigh scattering.
We have used this quantum theory to calculate material specific IFE constant from first
principles employing the DFT electronic structure [A.23]. This provides the first quantitative
predictions of both the spin moment and orbital moment response component for the IFE in
the ultrafast regime. For paramagnetic metals (calculated for Cu, Au, Pd and Pt), the small
IFE of the spin component competes with that of the orbital component, as these two have
opposite sign [A.23]. Here all IFE components are fully antisymmetric w.r.t. photon helicity
reversal. In the studied 3d ferromagnets bcc Fe, hcp Co, and fcc Ni the spin component of
magnetic response generally dominates over the orbital one or they are comparable (Fig. 5.16).
The response is not antisymmetric in the light helicity, its spin component is even invariant to
a helicity change. This finding disproves the common assumption of helicity-antisymmetric
response in the IFE, and can be relevant for the explanation of a weak helicity dependence
observed in GdFeCo alloys [117].
We have also examined the role of spin-orbit interaction (SOI) here, by calculating the
response of Fe without SOI. The spin component vanishes without SOI. An orbital contri-
bution is still present, since the L operator does not commute with the Hamiltonian, but its
value is strongly reduced compared to the situation with the original value of SOI [A.23].
Optically induced nonequilibrium magnetization has also been observed in semiconduc-
tors, it has been ascribed to the optical spin-transfer torque (OSTT, [133]), and the optical
spin-orbit torque [134]. The OSTT effect can even initiate domain wall motion [135]. The
effect of both IFE and OSTT has recently been calculated using Keldysh nonequilibrium
formalism for a different magnetization orientation in metals [136].
46




























0 1 2 3
Photon energy [eV]





Figure 5.16: (Color online) Calculated total, orbital, and spin inverse Faraday constant
KIFE(ω) as function of the photon energy and laser polarizations σ± for ferromagnetic bcc
Fe, hcp Co, and fcc Ni. Reprinted figure from [A.23].
5.5 Magneto-optics for transient demagnetized states
Note that magnetization is often probed by magneto-optical (MO) methods. In equilibrium
it is possible to assume a linear proportionality between the MO signal (Kerr rotation and
ellipticity) and magnetization of the sample. This relation was also assumed in fs demag-
netization experiments, however, soon doubts about its applicability arose [137]. We have
addressed a similar question related to X-ray absorption spectroscopy (XAS) and X-ray Mag-
netic Circular Dichroism (XMCD), which is now also used to probe the femtosecond regime
[119]. The difference in response between the thermalized and non-thermal electron popu-
lations has been studied [A.24]. Similarly to the MO case [98], the XMCD signal has been
shown not to be simply proportional to the spin momentum in non-thermal situations, at
some energies it decreases and at some it increases. Importantly, the XMCD sum rules for
the atomic spin and orbital magnetic moment were found to be valid in the cases studied,
even for the laser-induced non-equilibrium electron distributions [A.24]. The question of the
MO response has also been addressed in another theoretical work [138], suggesting rules
whose satisfaction would guarantee proportionality between the MO response and magneti-
zation. However, only the direct interaction with laser light was considered here, and other
flaws of the method were later demonstrated. We have shown that the suggested approach
is generally not applicable for fs magnetization dynamics [A.25].
The precise description of the state of demagnetized system on a femtosecond timescale
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has been a subject of controversy for long time, and its understanding is clearly important
for the above mentioned interpretation of MO experiments. Microscopic theory can predict
here relevant relations that cannot be obtained otherwise. Theoretical predictions consider
different possible demagnetization scenarios: loss of magnetization due to magnons, reduced
local magnetic moment, or high-temperature electronic distribution. Generally the genera-
tion of laser induced spin currents (LISC) due to our model for demagnetization (Sec. 5.3)
should lead to the second one, the reduced local magnetic moment, and therefore informa-
tion about this reduction can reveal its role. In collaboration with an experimental group
from the University of Colorado we have been able to shed light on this question and resolve
the contributions due to these specific processes by combining ultrafast time-, energy-, and
angle-resolved measurements of the transverse MOKE at the Co M2,3 -absorption edges with
advanced ab initio magneto-optical calculations. This study may provide directly answers
how big part of magnetization change is responsible for spin current generation. We have
shown that the dominant mechanisms contributing to ultrafast demagnetization on time
scales up to several picoseconds are a transient reduction of the exchange splitting and the
excitation of ultrafast magnons. Surprisingly, the magnon contribution to ultrafast demag-
netization is already strong on subpicosecond time scales. On the other hand the reduction
of the exchange splitting persists up to several picoseconds, which indicates that the band




We have presented here a number of equilibrium and non-equilibrium problems solved using
magnetization dynamics, and shown how they help to improve understanding of various
observations. First principles microscopic theory has been employed to obtain the local
moments and effective interactions, the basic building blocks needed to map real magnetic
problems to an effective Heisenberg Hamiltonian. Another important component obtained
from microscopic theory is the magnetic anisotropy energy, a subtle effect that rests heavily
on relativistic effects. We have shown its sensitivity to the accurate description of relativity
as well as to the use of other approximations for the important example of FeCo alloys.
There is a lot of interest in studying magnetization reorientation in CuMnAs, an antifer-
romagnet with unique features connected to its symmetry. We have demonstrated our ability
to describe finite temperature magnetism in this system by predicting correctly critical tem-
peratures of magnetic phase transition. We could also find what defects are present in real
samples and how they affect phase stability of this material. Notably, the agreement between
theory and experiment confirms that the overall theoretical description and the employed ab
initio methods are valid for such system. We have also shown how magnetization dynamics
method can be used for dilute magnetic systems and what difficulties appear there.
The effect of spin-polarized current on magnetization is another highly interesting topic
where microscopic theory methods can be used. First of all we have derived several important
formulas that express the torques exerted on spin in terms of Green functions. This allows to
calculate such torque by means of existing electronic structure methods. We have used this
method to study several systems and found interesting oscillations of this torque in Ni-based
heterostructures, which we linked to the Fermi surface properties. Already a very small
amount of disorder in the form of alloying inside the ferromagnetic part can destroy these
oscillations, and generally for all studied systems it turns the torque into its most simple
form, where all incoming spin current is absorbed. We have also found conditions that lead
to an increase of the less common out-of-plane component of this torque.
Especially challenging are findings that touch the timescale where many of our commonly
used methods are not valid. In the field of ultrafast magnetization dynamics one of the long-
debated problems was the role of phonons in ultrafast demagnetization. Here our calculations
have shown that its contribution to demagnetization is rather limited. Furthermore, in
collaboration with experiment we have demonstrated that the phononic system remains out
of equilibrium for tens of ps, a relatively long time for processes where most important
changes take place within 1ps. Femtosecond lasers have also been used to study rare earth
systems, where there are two qualitatively different contributions to magnetism: weakly
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interacting 4f electrons with large momentum, and strongly interacting valence electrons
with small momentum. In equilibrium valence momentum is almost completely dependent
on 4f magnetization, which basically generates it, and can thus be described in a simplified
manner. Here we have proposed a model studying magnetization dynamics of these orbital
contributions separately, which has been shown to reproduce the experimental observations
very well. This shows that on short timescales valence momentum can survive significant
deviations from its ground state configuration dictated by 4f states. Overall an interesting
physical behavior standing between the Heisenberg and Stoner model is revealed here.
Furthermore we have constructed a model studying spin transport induced by femtosecond
lasers in ferromagnets. This represents a possible driving mechanism of demagnetization, but
also an important source of spin current on an ultrafast timescale, basically generating the
sought-after THz pulses. The model has been thoroughly tested for different setups. We have
also examined generation of spin-transfer torque in junctions composed of two ferromagnets
by means of this effect, and predicted how its magnitude can be affected by the junction
geometry.
Finally we have seen that microscopic theories can provide invaluable contributions re-
garding the optically induced magnetization based on the inverse Faraday effect in the ul-
trafast regime, where attempts to apply phenomenological approaches have failed. And in
the field of direct interaction between light and magnetism on a fs scale first principles cal-
culations are useful in interpreting experimental data, since its interpretation may not be as
clear as in equilibrium.
Overall I hope that the works presented in this thesis have contributed significantly to
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