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Resumen
En este trabajo se presentan algoritmos para la simulacio´n de ima´genes SAR a partir
de modelos estad´ısticos con distribuciones Gamma, K y G con su caso particular en la
familia de estas distribuciones a la conocida distribucio´n G0. Tales distribuciones ajustan
bastante bien los datos provenientes de a´reas homoge´neas, heteroge´neas y extremada-
mente heteroge´neas, respectivamente. Siendo la distribucio´n G0 aceptada universalmente
para la simulacio´n de ima´genes SAR, la cual posee como caso particular a las distribu-
ciones K. Se estudia adema´s los modelos correlacionados para estas distribuciones y sus
repercusiones a la hora de clasificar una imagen que presenta correlacio´n espacial, como
sucede en escenarios reales de nuestro mundo, como son los bosques, pastizales, zonas
urbanas, etc. La simulacio´n de diferentes texturas llevo´ a cabo el rellenado de un phan-
tom, con clases bien diferenciadas en las cuales se intenta construir un paisaje ficticio,
que, mediante algoritmos de clasificacio´n no supervisados y de post clasificacio´n, poder
evaluar la precisio´n de tal clasificacio´n cuando la correlacio´n espacial esta´ presente en la
imagen, comparando as´ı las diferencias entre las variantes de textura, las distribuciones
subyacentes y el grado de homogeneidad que componen cada clase. En este trabajo tam-
bie´n se estudian y se simulan a los modelos polarime´tricos para datos multiespectrales
provenientes de un sensor SAR. Todos los algoritmos que se presentan en este trabajo
fueron implementados en el lenguaje de programacio´n R.
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Cap´ıtulo 1
Introduccio´n
Las ima´genes obtenidas mediante radares de apertura sinte´tica poseen la ventaja de ser
independientes del factor clima´tico, permitiendo la obtencio´n de ima´genes au´n cuan-
do haya presente nubes, neblina o un alto grado de polucio´n ambiental. Adema´s, son
sensores activos, los cuales no necesitan de la presencia de luz para operar.
La imagen digital obtenida a partir de una simulacio´n es una matriz de nu´meros reales,
complejos o multivariados representados por un nu´mero finito de bits.
Los datos provenientes de un sistema de iluminacio´n coherente, como lo es los del radar
de apertura sinte´tica (SAR Synthetic Aperture Radar), pueden ser modelados bajo el
modelo multiplicativo. Este es el modelo ma´s conveniente para explicar las caracter´ısticas
estad´ısticas de estos datos, as´ı como tambie´n poder simular los mismos.
El modelo multiplicativo afirma que, bajo ciertas condiciones, la interferencia construc-
tiva y destructiva de las sen˜ales incidentes reflejadas por el blanco observado dan un
retorno que var´ıa, en forma aleatoria, con la media del backscatter o retrodispersio´n del
blanco iluminado. Esta u´ltima cantidad, inherente al blanco, es la que interesa inferir a
partir de las observaciones.
Los sensores SAR, utilizan sus canales de polarizacio´n complejos HH, HV , V H y
V V , donde cada uno de ellos tiene una polarizacio´n electromagne´tica (H-horizontal
y V -vertical). En te´rminos del modelo multiplicativo el vector p-dimensional puede to-
marse como p = 4 (por las cuatro posibles polarizaciones). En la pra´ctica se considera
1
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que los canales HV y V H son muy parecidos y por consiguiente se utilizan tres de los
cuatro canales, o sea p = 3.
La presencia de un ruido granular, llamado speckle es caracter´ıstico de toda imagen
formada con iluminacio´n coherente; otras situaciones diferentes son las ima´genes de eco-
graf´ıa, sonar y la´ser. El ruido tiene un aspecto similar al de pimienta derramada en
la imagen. Para poder mitigar este ruido, que dificulta tanto el ana´lisis visual como el
automa´tico de las ima´genes SAR, se puede aplicar un procedimiento llamado multilook.
La contrapartida intuitiva de este tipo de procesamiento es que cada look es una ob-
servacio´n independiente de la misma escena, y la imagen procesada en cada look es el
resultado de realizar un promedio con n de estas ima´genes independientes. La sen˜al SAR
original es compleja, y en la pra´ctica se trabaja con la amplitud (mo´dulo del complejo)
o con la intensidad (cuadrado de la amplitud) de esta sen˜al.
El retorno multilook matema´ticamente se modela, en formato de amplitud como una
variable aleatoria que es el producto de otras dos variables aleatorias independientes.
Estas corresponden al backscatter y al ruido speckle. Para modelar el ruido speckle, para
el formato de amplitud, es universalmente aceptado como la distribucio´n Ra´ız Cuadrada
de Gamma. Por otro lado, el modelo para el backscatter dependera´, idealmente, de
algunos para´metros que representara´n la informacio´n a cerca de la rugosidad y de la
textura de la imagen [56].
El intere´s principal es conocer cua´l es el comportamiento de los para´metros para los
diferentes modelos propuestos para el backscatter. Hechas las simulaciones correspon-
dientes a las distintas texturas, como las distribuciones resultantes del retorno, jugara´n
un papel de gran importancia para la clasificacio´n de ima´genes y la evaluacio´n de sus
propiedades estad´ısticas.
Se pueden utilizar diferentes distribuciones para modelar el backscatter. Esta eleccio´n
dependera´ del grado de homogeneidad presente en las ima´genes. Para muchos sensores
SAR, las a´reas urbanas, a´reas de bosque y a´reas de pastizales tienen homogeneidad
creciente, y para cada uno de estos tipos de datos habra´ una clase de distribuciones que
los ajusta mejor.
Las distribuciones K [32] han sido muy utilizadas para modelar datos que han sido
generados por un sistema de iluminacio´n coherente, en particular para ima´genes SAR
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[47]. A estas distribuciones se las consideraba bastante generales, pues permiten modelar
datos homoge´neos y heteroge´neos, hasta la propuesta de Frery et al. [24] que, como se
vera´, tiene ma´s generalidad y tratabilidad.
El modelo multiplicativo cla´sico postula que el retorno en amplitud de a´reas no ho-
moge´neas obedece un tipo de distribucio´n K llamada KA. Si el a´rea es homoge´nea la
distribucio´n Γ1/2 modelara´ bien los datos y, por ser e´sta un caso particular de la anterior,
se preserva la validez del modelo KA. Sin embargo, las distribuciones KA no modelan
bien datos muy heteroge´neos.
Dada la necesidad de hallar un modelo para datos extremadamente heteroge´neos, Frery
et al. [24] propusieron una nueva clase de distribuciones, las llamadas G, que cumplen
con estas expectativas. En ese mismo trabajo se propone el uso de un caso particular
de las distribuciones G, tales son G0, para el modelado de a´reas extremadamente he-
teroge´neas. Las distribuciones G0 son de mucha importancia, pues modelan muy bien
datos provenientes de zonas urbanas y que en particular, no se pueden modelar con las
distribuciones K.
Las distribuciones G0 tienen tantos para´metros como las distribuciones K y sus funciones
de densidad y distribucio´n acumuladas son ma´s tratables teo´rica y computacionalmente
que las K. Otra ventaja de usar las distribuciones G0 es que permite substituir a las
distribuciones K, sin perder calidad en el modelado de los datos.
En este trabajo se estudia estos modelos cuando se les inyecta correlacio´n espacial en
los datos. La razo´n por la cual se estudia la correlacio´n en los modelos de backscatter,
es por que los modelos cla´sicos no admiten estructuras de correlacio´n entre los procesos
involucrados, lo cual restringe considerablemente el desempen˜o de los procesos de filtrado
y clasificacio´n en una amplia gama de casos. Es necesario entonces incluir en los modelos
estoca´sticos para ima´genes el problema de la correlacio´n.
Entre los me´todos de correlacio´n utilizados e implementados en este trabajo son Me´todo
de la Transformada y de Reduccio´n Multivariada, el primero consiste en generar mues-
tras independientes de alguna distribucio´n conveniente, luego introducir correlacio´n a los
datos (por medio de una funcio´n de correlacio´n ρZA ya definida) y finalmente transformar
los datos ya correlacionados en las propiedades marginales deseadas [48]. La transfor-
macio´n que garantiza esto es obtenida de las funciones de distribucio´n acumuladas de
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los datos ya correlacionados. En principio, no hay restricciones en el posible orden de los
valores de los para´metros que pueden ser obtenidos por este me´todo, pero los problemas
nume´ricos deben tenerse en cuenta. Otro punto importante es que no toda estructura de
correlacio´n final deseada es mapeada a una estructura de correlacio´n intermedia factible.
Este me´todo de la transformada, es utilizado para generar clutter correlacionados con
distribuciones G0.
El segundo me´todo ma´s importante de este trabajo para la generacio´n de clutter co-
rrelacionado es el Me´todo de Reduccio´n Multivariada, el cual permite obtener variables
Gamma y K correlacionadas. Este me´todo usa filtros de convolucio´n y variables alea-
torias normales independientes como entrada. El uso de un filtro de convolucio´n con la
transformada de Fourier permite una computacio´n ma´s eficiente y sin pe´rdida de calidad
en los datos.
La distribucio´n G polarime´trica denotada Gp, ajusta bastante bien el modelo para datos
provenientes de a´reas extremadamente heteroge´neas. Tambie´n existen las variantes de la
familia de distribuciones G como en el caso de los datos monoespectrales, el caso de las
distribuciones G0 polarime´tricas, o sea G0p . As´ı como tambie´n el caso de la distribucio´nKp.
En este trabajo, se simula tambie´n estas distribuciones con tres canales de polarizacio´n.
A fines pra´cticos, a partir de la imagen compleja puede ser vista en amplitud o intensidad
y para este tipo de ima´genes se pueden obtener en color usando los canales RGB, para
representar los tres canales de polarizacio´n distintos.
Las simulaciones se encarara´n de dos formas: una teo´rica, donde se explicara´ desde el
punto de vista matema´tico todas las distribuciones propuestas y sus propiedades co-
mo as´ı tambie´n los algoritmos para generar tales ima´genes, y la segunda, pra´ctica, que
consistira´ de implementar los algoritmos explicados en el lenguaje de programacio´n R.
Dichas simulaciones servira´n para rellenar un phantom con distintas clases bien diferen-
ciadas con diferentes texturas, esto servira´ de ayuda para evaluar por medio de ciertos
clasificadores que´ tan bien funcionan cuando se inyecta correlacio´n en los datos simula-
dos, se utilizara´n estad´ısticos para medir la precisio´n de las clasificaciones hechas sobre
el phantom rellenado. Uno de los estad´ısticos ma´s utilizado es el llamado estad´ıstico de
kappa, previamente habiendo hecho una matriz de confusio´n.
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Estructura de esta tesis
El cap´ıtulo 2 explica cua´les son los fundamentos principales de la simulacio´n y porque´ es
necesaria en las aplicaciones que involucran a los sistemas SAR. Los cap´ıtulos 3 al 4 pre-
sentan las bases teo´ricas necesarias para poder simular las distribuciones propuestas con
sus algoritmos correspondientes. El cap´ıtulo 5 muestran ejemplos de simulaciones para
todas las distribuciones: no correlacionadas, correlacionadas y polarime´tricas. Se deta-
llan los para´metros usados y se presentan las diferentes texturas generadas. El cap´ıtulo 6
presentan los algoritmos de clasificacio´n de ima´genes ma´s importantes y se detallan con
profundidad los que sera´n utilizados en cap´ıtulos posteriores para la evaluacio´n de resul-
tados. El cap´ıtulo 7 se presenta un phantom donde en cada clase se simulan diferentes
texturas. Luego, se utilizan los algoritmos de clasificacio´n detallados en el cap´ıtulo 6
para evaluar resultados. Finalmente, el cap´ıtulo 8 detalla las conclusiones finales de este
trabajo y los trabajos a futuro.
A continuacio´n se presenta un breve resumen del contenido de los cap´ıtulos de este
trabajo:
? Simulacio´n [Cap. 2]: Simulacio´n es una te´cnica nume´rica para conducir expe-
rimentos en una computadora. Estos experimentos comprenden ciertos tipos de
relaciones matema´ticas y lo´gicas, las cuales son necesarias para describir el com-
portamiento y la estructura de sistemas complejos del mundo real o evaluar varias
estrategias con las cuales se puede operar el sistema, a trave´s de un modelo dina´mi-
co.
? Distribuciones para Ima´genes SAR [Cap. 3]: Distribuciones de probabilidad para
datos monoespectrales, entre ellas las ma´s importantes para este trabajo son las
distribuciones Gamma, K y G, como caso particular de la familia de las distribucio-
nes G, se presenta tambie´n la distribucio´n G0. Esta u´ltima es muy utilizada ya que
contiene como caso particular a la distribucio´n K, permitiendo as´ı la simulacio´n
de texturas extremadamente heteroge´neas. En este cap´ıtulo tambie´n se presentan
los modelos correlacionados para todas la distribuciones mencionadas.
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? Datos Multiespectrales: G Polarime´trica [Cap. 4]: Distribuciones de probabilidad
para datos multiespectrales, se detalla la distribucio´n polarime´trica Gp para mo-
delar datos extremadamente heteroge´neos (no correlacionados). Tambie´n se pre-
sentan sus casos particulares, G0p y Kp.
? Ejemplos de Simulacio´n [Cap. 5]: En este cap´ıtulo se mostrara´n ima´genes simula-
das con algoritmos presentados anteriormente que respetan las bases teo´ricas para
la simulacio´n de los modelos correlacionados.
? Clasificacio´n de Ima´genes [Cap. 6]: Introduccio´n a los clasificadores supervisados
y no supervisados ma´s comunes. Se presentan algoritmos de clasificacio´n no super-
visados para ima´genes. Adema´s, se detalla un algoritmo de clasificacio´n posterior.
? Influencia en el uso de la correlacio´n en la simulacio´n de ima´genes: Clasificacio´n
[Cap. 7]: A partir de las simulaciones realizadas en el cap´ıtulo anterior, se mos-
trara´n resultados a partir de la clasificacio´n del phantom con ciertos algoritmos
clasificadores del tipo no supervisados. Luego, se utilizara´n me´tricas para medir
cuan buenas fueron tales clasificaciones tanto en modelos cor relacionados y los
que no lo son. Se presentara´n tablas que muestran la matriz de confusio´n y se
evaluara´ por medio de estad´ısticos la precisio´n de tales clasificaciones.
? Conclusiones y Trabajos Futuros [Cap. 8]: Una recapitulacio´n, evaluacio´n de los
me´todos teo´ricos y los algoritmos obtenidos. Breve comentario de lo realizado. Se
incluyen los trabajos futuros.
Cap´ıtulo 2
Simulacio´n
Introduccio´n
Por que´ es necesario simular?
Existen muchas formas de simular las cuales dependen del a´rea y la naturaleza del
problema a tratar. La misma se basa en la generacio´n de procesos aleatorios que imitan
la realidad.
Cuando se simula se supone una distribucio´n de probabilidad subyacente que permite la
generacio´n de variables aleatorias, en algunos casos se utiliza la te´cnica de Monte Carlo
para abordar problemas deterministas, reduciendo en ocasiones el costo computacional.
En e´ste trabajo se introducira´n varios modelos que permitira´n simular diferentes texturas
presentes en las ima´genes de radar de apertura sinte´tica SAR.
Definicio´n de simulacio´n
A continuacio´n se presentan algunas definiciones aceptadas y difundidas:
1. Thomas H. Naylor la define as´ı: Simulacio´n es una te´cnica nume´rica para conducir
experimentos en una computadora. Estos experimentos comprenden ciertos tipos
de relaciones matema´ticas y lo´gicas, las cuales son necesarias para describir el
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comportamiento y la estructura de sistemas complejos del mundo real a trave´s de
largos per´ıodos de tiempo.
2. Para Robert E. Shannon: Simulacio´n es el proceso de disen˜ar y desarrollar un
modelo computarizado de un sistema o proceso y conducir experimentos con este
modelo, con el propo´sito de entender el comportamiento del sistema o evaluar
varias estrategias con las cuales se puede operar el sistema.
3. Y finalmente Gordon dice: Definimos la simulacio´n de sistemas como una te´cnica
para resolver problemas, a base de seguir cambios a trave´s del tiempo de un modelo
dina´mico de un sistema.
Aplicaciones de la simulacio´n
La palabra simulacio´n se comenzo´ a usar en 1940 John Von Neuman y Stanislav Ulam,
al desarrollar el me´todo Monte Carlo para resolver problemas de blindaje nuclear ya que
eran demasiado costosos para la experimentacio´n f´ısica o demasiado complejos para la
solucio´n anal´ıtica.
Posteriormente las empresas las aplicaron para solucionar problemas como: mercadotec-
nia, distribucio´n f´ısica de maquinarias, etc.
La simulacio´n de ima´genes SAR, ha permitido desarrollar te´cnicas de clasificacio´n au-
toma´tica en diversos aspectos y es uno de los desaf´ıos ma´s grandes en el desarrollo del
a´rea de procesamiento de ima´genes.
Metodolog´ıa de la Simulacio´n
La mayor´ıa de los autores opinan que los pasos necesarios para llevar a cabo un experi-
mento de simulacio´n son:
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2.4.1 Formulacio´n del modelo:
Una vez definidos con exactitud los resultados que se esperan obtener del estudio, el
siguiente paso es definir y construir el modelo con el cual se obtendra´n los resultados
deseados.
En el procesamiento de ima´genes es necesario formular un modelo que suponga una
distribucio´n subyacente y que ajusten bien con los datos reales a la hora de simular.
2.4.2 Recoleccio´n de datos:
La recoleccio´n de datos se lleva a cabo por medio de sensores remotos, como es el caso de
los radares de apertura sinte´tica (SAR) y sensores o´pticos. Tales ima´genes son tomadas
de un sate´lite y otras plataformas ae´reas.
2.4.3 Programacio´n del modelo
Con el modelo definido, el siguiente paso es realizar el programa para la computadora.
Se debe decidir que´ software o lenguaje de programacio´n utilizar para la simulacio´n.
Actualmente existen muchos lenguajes de programacio´n de alto nivel que permiten llevar
a cabo la simulacio´n. Algunos software son libres y otros pagos como es el caso Matlab,
ENVI-IDL, etc. Tambie´n hay disponibles numerosos lenguajes y paquetes de simulacio´n
libres llamados open source los cuales esta´n en constante desarrollo y son mantenidos
por una gran comunidad de programadores de todo el mundo. Por ejemplo, R es un len-
guaje orientado a objetos que esta´ especialmente disen˜ado para trabajar con estad´ıstica
y gra´ficos y permite adherir varios paquetes disponibles. Existen otros lenguajes ma´s
antiguos como FORTRAN, VISUAL BASIC, PASCAL, OCTAVE, etc.
2.4.4 Validacio´n del modelo:
En la mayor parte del trabajo experimental existe el problema de relacionar los resultados
con el sistema real, porque el ambiente no es el mismo que aquel donde han de aplicarse
los resultados. En los modelos de simulacio´n es especialmente cierto el problema de inferir
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los resultados, puesto que se obtienen, por lo general, partiendo de modelos matema´ticos
y no f´ısicos.
2.4.5 Experimentacio´n:
La experimentacio´n con el modelo se realiza despue´s de haberlo validado. Inclusive
los datos y condiciones iniciales que se van a usar, el nu´mero de corridas del programa
requeridas para asegurar la significancia de los resultados y el tipo de resultados deseados.
2.4.6 Interpretacio´n:
Una vez que se ha planificado el experimento, se lo ejecuta y, finalmente, se interpretan
los resultados obtenidos.
Simulacio´n de ima´genes de Radar de Apertura Sinte´tica
(SAR).
Un Radar de Apertura Sinte´tica (SAR) es un instrumento de teledeteccio´n activo que
permite generar ima´genes de una zona de intere´s, del orden de las decenas o centenas de
km, con una resolucio´n del orden de los metros. El hecho de ser activo permite su ope-
racio´n continua, no dependiendo de fuentes de iluminacio´n como sucede con los sensores
o´pticos. Debido a que las sen˜ales utilizadas por estos radares se encuentran en la banda
de las microondas (longitud de onda en el orden de los cent´ımetros), las condiciones de
humedad y nubosidad no afectan a la formacio´n de la imagen. La intensidad de la sen˜al
recibida es debida principalmente a la rugosidad a pequen˜a escala de la superficie. Cuan-
do la superficie monitoreada mediante radar es rugosa y contiene pendientes pequen˜as
cuyo taman˜o es comparable con la longitud de la onda de la sen˜al de radar se observa
el feno´meno de difraccio´n. El procesamiento de los datos obtenidos por un Radar de
Apertura sinte´tica es fundamental para poder obtener ima´genes, ya que los datos brutos
no son directamente utilizables. Al procesar las sen˜ales SAR deben tenerse en cuenta los
feno´menos f´ısicos involucrados, el ruido del sistema y el movimiento del sensor. Debido
a esto, y a que el Radar genera una gran cantidad de datos por unidad de tiempo, el
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procesamiento de estas sen˜ales no es trivial, y requiere de un potente procesador que
permita obtener ima´genes de calidad.
Modelos de Simulacio´n
Los datos provenientes de un sistema SAR, pueden modelarse con el modelo multiplica-
tivo. El cual es conveniente para explicar las caracter´ısticas estad´ısticas de estos datos.
El modelo multiplicativo bajo ciertas condiciones, la interferencia constructiva y des-
tructiva de la sen˜ales incidente y reflejada por el blanco observado dan un retorno que
var´ıa en forma aleatoria, con la media del backscatter o retrodispersio´n del blanco.
Este tipo de datos poseen la presencia de un ruido granular o speckle, el cual es carac-
ter´ıstico de las ima´genes de iluminacio´n coherente con lo que dificulta tanto la visualiza-
cio´n como su ana´lisis automa´tico. Afortunadamente, existen te´cnicas para disminuir este
ruido como es la te´cnica de multilook. La desventaja es que cada look es una observacio´n
independiente de la misma escena, y la imagen procesada con n looks es el resultado del
promedio con n ima´genes independientes.
La sen˜al SAR original es representada con nu´meros complejos, por lo que en la pra´ctica
se utiliza la amplitud (o sea el mo´dulo) o intensidad (el cuadrado de la amplitud).
En la pra´ctica, se modela el retorno multilook como una variable aleatoria la cual es
el producto de otras dos variables aleatorias independientes (modelo multiplicativo).
Tales variables aleatorias corresponden al backscatter y al ruido speckle respectivamente.
Para modelar el primero, el cual representa la rugosidad y la textura de la imagen,
dependera´ de ciertos para´metros y distribuciones las cuales determinara´n el grado de
homogeneidad presentes en la imagen. Por ejemplo, para muchos sensores SAR, las a´reas
urbanas, a´reas de bosque y pastizales tienen gran homogeneidad, mientras que las zonas
urbanas presentan alto grado heterogeneidad.
El modelo multiplicativo cla´sico obedece que el retorno en amplitud de a´reas no ho-
moge´neas tiene un tipo de distribucio´n K llamada GA. Si tenemos un a´rea homoge´nea
la distribucio´n Γ1/2 ajusta bien, la cual es un caso particular de la KA. Sin embargo, tal
distribucio´n no modela bien para datos provenientes de a´reas muy heteroge´neas.
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Existen distintas distribuciones que ajustan segu´n el grado de homogeneidad, como
es la distribucio´n K [32] han sido muy utilizadas para modelar datos SAR. A estas
distribuciones se las consideraba bastante generales, ya que permiten modelar datos
homoge´neos y heteroge´neos. Luego, una nueva propuesta surgio´ de [24] la cual posee
mayor generalidad contemplando como un caso particular a la distribucio´n K antes
mencionada. Tal generalizacio´n corresponde a la llamada distribucio´n G0 la cual proviene
de una gran familia de distribuciones llamadas G. Como se discutio´ en Frery et al. (1997)
y Mejail et al. (2000), la distribucio´n GA puede ser usada para describir esas regiones
extremadamente heteroge´neas. Un caso particular de la G, es la G0,la cual puede modelar
correctamente tales regiones, como es el caso de zonas urbanas. Es importante simular
texturas con distribucio´n G0 lo mas general posible, incluyendo tambie´n sus propiedades
de correlacio´n.
Las distribuciones G0 tienen los mismos parame´tros como la distribucio´n K. Al momen-
to de tratar con este tipo de distribuciones permite que sean mas tratables teo´rica y
computacionalmente.
2.6.1 Modelos no correlacionados
La presencia de datos espacialmente no correlacionados en ima´genes SAR, supone que
cada p´ıxel de la imagen es una variable aleatoria independiente del resto de los p´ıxeles.
Con lo cual es posible simular con las distribuciones antes mencionadas sin considerar
que los p´ıxeles vecinos de un solo p´ıxel no esta´n correlacionados entre ellos.
En esta tesis se simulara´n las distribuciones mencionadas K, G0 ,las cuales servira´n para
simular una escena la cual contenga datos SAR con distintos para´metros, los cuales
determinara´n el grado de rugosidad y textura de cada a´rea. Tal escena simulada, se la
denominara´ phantom.
Despue´s de obtener el phantom se clasificara´ y se evaluara´ la precision accuracy y otros
indicadores.
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2.6.2 Modelos correlacionados
Los modelos correlacionados suponen que dado un conjunto de p´ıxeles de una imagen
esta´n distribuidos de manera tal que sean dependientes entre si, da´ndole a la imagen
una textura caracter´ıstica.
Los modelos matema´ticos cla´sicos no consideraban la correlacio´n, hasta que fue introdu-
cido con el fin de mejorar los procesos de filtrado y clasificacio´n en una amplia gama de
casos [20]. De manera tal que se obtienen modelos que permitan la simulacio´n de a´reas
con distintas texturas semejantes a las ima´genes SAR reales.
En uso de correlacio´n en modelos es importante, ya que los efectos de correlacio´n en las
ima´genes a menudo dominan el desempen˜o de sistemas bajo observacio´n. Los modelos
que se basan solo en estad´ısticos puntuales pueden producir resultados erro´neos. Sin
embargo, muchos investigadores no incluyen el problema de la correlacio´n en sus modelos,
dado la dificultad agregada en el co´mputo de los para´metros y sobre todo la definicio´n
de la estructura de correlacio´n apropiada.
En este caso, el clutter generado por sensores SAR, se adopto´ un modelo que asume
en cada valor de un pixel es la observacio´n de un proceso estoca´stico correlacionado
ZA, caracterizados por sus estad´ısticos de primer orden, Frery et al. (1997). Es usual
modelar los campos del formato de amplitud con la distribucio´n KA . Esa distribucio´n
surge cuando la radiacio´n coherente es dispersada por una superficie con fluctuaciones
Gamma distribuidas. Campos cultivados y bosques pueden ser ajustados correctamente
con esta distribucio´n pero es bien conocido que falla en describir datos muy heteroge´neos
como a´reas urbanas y bosques con relieve ondulado, Bustos et al. (2001).
2.6.3 Modelos Polarime´tricos
Para muchas aplicaciones donde las ima´genes SAR de alta resolucio´n son requeridas,
como deteccio´n de estructuras urbanas, rutas, barcos, etc., es deseable el procesamiento
de ima´genes SAR de 1 look. Para tales fines se utiliza una distribucio´n G distinta al
caso anterior, la cual reduce a sus dos formas bien conocidas, las distribuciones Kp y G0p ,
cuando el dominio de sus para´metros son restringidos.
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Cuando se usan sensores SAR polarime´tricos, la sen˜al completa compleja se graba y, el
retorno en todas las configuraciones de la transmisio´n y recepcio´n de antenas (HH, HV,
VH, VV) son completamente guardadas (en fases de intensidad y relativa). De modo
que se tiene as´ı la matr´ız de dispersio´n compleja (complex scattering matrix).
Ciertos modelos estad´ısticos usados ofrecen una variedad de aplicaciones tales como la
clasificacio´n, filtrado y extraccio´n de caracter´ısticas f´ısicas.
Es bien conocido que bajo ciertas condiciones, el resultado complejo de una imagen
SAR de un look tiene una distribucio´n Gaussiana compleja, en la cual resulta de una
distribucio´n de Rayleigh de Amplitud, y una exponencialmente distribuida de Intensidad
[37].
Figura 2.1: Ima´gen SAR real: El Ries del Norte en medio de la Jura de Suabia. El
cra´ter fue causado por el impacto de un meteorito hace 15 millones de an˜os. Fecha
07/01/2007; polarizacio´n: HH
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Figura 2.2: Comparacio´n entre una ima´gen SAR real polarime´trica y la otra no. En
el primer caso considerando los tres canales de polarizacio´n y la segunda con uno solo
de ellos.
Cap´ıtulo 3
Distribuciones para Ima´genes
SAR
Introduccio´n
La sen˜al de retorno del SAR es interpretada por medio de los ecos provenientes de la
interaccio´n entre los pulsos emitidos por el sensor y la regio´n iluminada. Luego la sen˜al
de retorno, que se utiliza, proviene de la retrodispersio´n de aquellos objetos iluminados.
El retorno depende de diferentes para´metros tales como constantes diele´ctricas, la rugo-
sidad de la superficie, etc. Y con respecto al sistema tenemos el comportamiento de la
onda, polarizacio´n, resolucio´n, a´ngulo de incidencia, etc. El procesamiento de esos datos
depende de ciertos factores: el nu´mero de looks, el formato deseado para la imagen y
el espacio que debera´ ocupar. El nu´mero de looks ayuda a reducir el ruido speckle en
las ima´genes SAR. En cuanto al tipo de imagen de terreno, e´sta se puede formar en
amplitud, en ese caso el tipo de deteccio´n de la sen˜al de retorno es lineal, en cambio en
intensidad, el tipo de deteccio´n es cuadra´tica. Otro tipo existente consiste en mantener
la sen˜al electromagne´tica sin cambios y se mantiene en formato complejo, pero no es
muy utilizada por los costos computacionales que demanda a la hora de la simulacio´n y
por otros factores ma´s. Las ima´genes generadas por sensores de iluminacio´n coherente,
como es el caso del radar de apertura sinte´tica, sonar, la´ser, microondas, etc., poseen
el llamado ruido speckle. El comportamiento estad´ıstico de e´stos datos es comu´nmente
aceptado a partir del modelo multiplicativo. Tal modelo asume que el valor de cada
16
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coordenada de la imagen es la ocurrencia de una variable aleatoria Z = XY , donde X
representa una variable aleatoria asociada a la retrodispersio´n (backscatter) e Y repre-
senta una variable aleatoria que modela el ruido speckle asociado a la imagen, producto
de la radiacio´n coherente. Tambie´n esta´n involucradas aquellas sen˜ales de interferencia
en cierta forma constructiva y destructiva, introduciendo un cierto grado de rugosidad
en los objetos observados. El modelo multiplicativo, como se menciono´ esta compuesto
de dos variables aleatorias independientemente distribuidas. La distribucio´n asociada a
la variable aleatoria Z, depende de la distribucio´n asociada a ambos, el backscatter y el
ruido speckle. En este trabajo, se abordara´ deteccio´n cuadra´tica (datos en intensidad)
como tambie´n en amplitud, es fa´cil pasar de una forma a la otra, simplemente el formato
en amplitud es la ra´ız cuadrada de la sen˜al de intensidad. En las siguientes secciones se
describira´n modelos para datos monoespectrales (una sola banda y una sola polariza-
cio´n) sin correlacio´n y adema´s trataremos con modelos para clutter correlacionado con
lo cual trataremos con diferentes grados de homogeneidad y heterogeneidad. Luego, se
vera´n modelos polarime´tricos (una banda y varias polarizaciones). Cuando el retorno
esta´ dado por intensidad o amplitud, la fase de la sen˜al recibida se pierde, lo cual eso
no sucede cuando se usan datos complejos polarime´tricos.
Datos Monoespectrales
3.2.1 Modelo Multiplicativo
Asumiendo el modelo multiplicativo, el valor de cada p´ıxel es el producto de dos procesos
aleatorios bidimensionales independientes: el primero, denotado como X, corresponde al
modelado del terreno backscatter, y la segunda, denotada como Y , modela el ruido spec-
kle. En muchos casos el backscatter se interpreta con nu´meros reales positivos, mientras
que el ruido en otros casos se mantienen en forma compleja (llamado el formato com-
plejo) o se interpretan con nu´meros reales positivos (llamado el formato de intensidad o
amplitud). Por lo tanto, el valor observado es el resultado del producto de los procesos
aleatorios definidos anteriormente, denota´ndoselo de la siguiente forma:
Z(s1,s2) = X(s1,s2)Y(s1,s2) ∀ (s1, s2) ∈ Z2, (3.1)
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donde (s1, s2) denota la posicio´n espacial del p´ıxel.
Se dice que ZI es un proceso de retorno en intensidad si ZI = |Z|2, y ZA es el proceso
de retorno en amplitud si ZA = |Z|. Donde |.| es la funcio´n mo´dulo sobre nu´meros
complejos.
El formato complejo es una herramienta u´til para el modelado estad´ıstico de datos
SAR. Sin embargo, en muchos caso, los datos complejos no son fa´ciles de obtener o es
computacionalmente limitado. Por lo cual, se adopto´ como los formatos mas usuales a
los mencionados anteriormente, intensidad o amplitud.
En muchos casos, es ma´s fa´cil derivar las propiedades estad´ısticas de los datos en inten-
sidad en vez de los de amplitud.
3.2.2 Modelado del ruido speckle
Es posible modelar el ruido speckle en intensidad, considerado un proceso de ruido
blanco, es decir, formado por variables independientes tales que tienen una distribucio´n
exponencial con media unitaria. A pesar de que e´ste ruido es muy intenso y se hace
dificultoso el uso directo de la imagen, se ideo´ mejorar la te´cnica procesando las ima´genes
a medida que que se obtienen y trabajar con datos multilook. Esos datos son obtenidos
calculando la media sobre n (idealmente todas muestras independientes) de los datos
observados en un look. Tales muestras son obtenidas en la etapa de procesamiento. Pero
la te´cnica de multilook para datos en amplitud, no es lo mismo ya que la convolucio´n de
Rayliegh no ha terminado de descubrirse por completo, Frery et al. (1997).
Los datos multilook, como se menciono´, resultan de tomar el promedio de n muestras
independientes Zr(s1, s2) = X(s1,s2)Yr(s1, s2) 1 ≤ r ≤ n, esto es
Zˆn(s1, s2) =
1
n
n∑
r=1
Zr(s1, s2) = X(s1,s2)Yˆn(s1, s2), (3.2)
donde Yˆn es el ruido speckle promediado con n-looks. Sea Yr el ruido speckle en cada look,
y asumiendo que tales variables tienen una distribucio´n exponencial esta´ndar, resulta
que la media es
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YˆI,(s1,s2) = n
−1
n∑
r=1
Yr (3.3)
Siguiendo la descripcio´n hecha por Frery et al. (1997) para encontrar una distribucio´n
apropiada para este modelo, el speckle asume tener una distribucio´n normal bidimen-
sional, cuyas componentes son ide´nticamente independientes con media cero y varianza
1/2. Esas distribuciones marginales se denotan como N(0, 1/2), por lo tanto,
YC,(s1,s2) = (Re(Y(s1,s2)), Im(Y(s1,s2))) ∼ N 2(0,1/2) (3.4)
denota la distribucio´n de un par.
El ruido speckle en intensidad multilook, como se menciono´, resulta de tomar el pro-
medio sobre n muestras independientes de YI,(s1,s2) = |YC,(s1,s2)|2 conduciendo esto a la
distribucio´n Gamma denotada como YI,(s1,s2) ∼ Γ(n, n) y caracterizada por la funcio´n
de densidad:
fYI (y) =
nn
Γ(n)
yn−1e−ny y > 0, n > 0. (3.5)
Para el caso del speckle multilook en amplitud puede obtenerse por medio de la ra´ız
cuadrada del speckle multilook en intensidad, el cual es caracterizada por la densidad
ra´ız cuadrada de Gamma denotada por YA(s1, s2) ∼ Γ1/2(n, n) y caracterizada por la
densidad:
fYA(y) =
2nn
Γ(n)
y2n−1e−ny
2
y > 0, n > 0. (3.6)
3.2.3 Modelado del backscatter
En e´ste trabajo, se tratara´n con datos de cara´cter correlacionados y no correlacionados.
En las siguientes secciones se explican tales casos:
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3.2.4 Modelos no correlacionados
Distintas distribuciones pueden ser usadas para modelar el backscatter, dependiendo de
los diferentes tipo de clases y sus caracter´ısticas segu´n su grado de homogeneidad. Tal
es el caso de algunos para´metros de los sensores como la longitud de onda, a´ngulo de
incidencia, polarizacio´n, etc., los pastizales son mas homoge´neos que los bosques, y a su
vez e´stos son mas homoge´neos que las a´reas urbanas. A continuacio´n, las distribuciones
son en este caso de intensidad para el backscatter son:
a) una constante, β2, cuando el objetivo es un a´rea homoge´nea,
b) cuando la regio´n no es homoge´nea, la distribucio´n Gamma, denotada porXI,(s1,s2) ∼
Γ(α, λ), y caracterizada por la densidad:
fXI (x) =
λα
Γ(α)
xα−1e−λx, x > 0, α > 0, λ > 0. (3.7)
c) Para las regiones extremadamente heteroge´neas, la distribucio´n rec´ıproca de Gam-
ma, denotada por XI(s1, s2) ∼ Γ−1(α, γ) y caracterizada por la densidad:
fXI (x) =
1
Γ(α)γα
xα−1e−
γ
x , x > 0, −α > 0, γ > 0. (3.8)
Para el caso del backscatter en amplitud XA, la formula XA =
√
XI puede tener las
siguientes distribuciones:
a) Una constante, β, cuando el objetivo es un a´rea homoge´nea,
b) Cuando la regio´n no es homoge´nea, la distribucio´n ra´ız cuadrada de Gamma,
denota por XA(s1, s2) ∼ Γ1/2(α, λ), y caracterizada por la densidad:
fXA(x) =
2λα
Γ(α)
x2n−1e−λx
2
, x > 0, α > 0, λ > 0, (3.9)
c) Para regiones extremadamente heteroge´neas, la distribucio´n rec´ıproca de la ra´ız
cuadrada de gamma, denotada por XA(s1, s2) ∼ Γ−1/2(α, γ), y caracterizada por
la densidad:
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fXA(x) =
2
Γ(α)γα
x2α−1e−
γ
x2 , x > 0, −α > 0, γ > 0. (3.10)
La distribucio´n del retorno asume que es el producto Z = X · Y y su densidad es el
resultado de la convolucio´n de las densidades del backscatter y el ruido speckle. En
el caso particular del modelo para regiones homoge´neas, se considera el backscatter
XI como una constante β
2 y el ruido speckle multilook en intensidad YI ∼ Γ(n, n),
entonces el retorno ZI puede ser modelado por la distribucio´n Gamma, denotada por
ZI(s1, s2) ∼ Γ(n, n/β2). La siguiente lista resume las distribuciones para el retorno Z
en intensidad:
a) Cuando se trata de un a´rea homoge´nea, el retorno Z tiene distribucio´n Gamma,
denotada por ZI(s1, s2) ∼ Γ(n, n/β2),
b) Para una regio´n con textura heteroge´nea, ZI tendra´ una distribucio´n KI , el cual
se denota como ZI(s1, s2) ∼ KI(α, λ, n), y su densidad dada por:
fZI (z) =
2
(√
λn
)n+α
Γ(α)Γ(n)
z
n+α
2
−1Kn−α
(
2
√
λnz
)
z > 0, α > 0, λ > 0, n > 0.
(3.11)
c) La distribucio´n G0I para a´reas extremadamente heteroge´neas. La cual se denota
por ZI(s1, s2) ∼ G0I (α, γ, n), y es caracterizada por la densidad:
fZI (z) =
nnΓ(n− α)zn−1
γαΓ(−α)(γ + nz)n−α , z > 0, −α > 0, γ > 0, n > 0. (3.12)
La siguiente lista resume las distribuciones para el caso del retorno en amplitud ZA:
a) La distribucio´n ra´ız cuadrada de Gamma denotada por ZA(s1, s2) ∼ Γ1/2(n, n/β),
usada para modelar a´reas homoge´neas,
b) Para regiones con textura heteroge´neas, ZA se dice que tiene distribucio´n KA,
denotada como ZA(s1, s2) ∼ KA(α, λ, n), con la densidad dada por:
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fZA(z) =
4 (λn)
n+α
2
Γ(α)Γ(n)
zn−α+1Kn−α
(
2z
√
λn
)
z > 0, α > 0, λ > 0, n > 0.
(3.13)
donde Kν es la funcio´n de Bessel modificada de tercera clase y de orden ν.
c) La distribucio´n G0A para a´reas extremadamente heteroge´neas, denotada por ZA(s1, s2) ∼
G0A(α, γ, n), se caracteriza por la densidad:
fZA(z) =
2nnΓ(n− α)z2n−1
Γ(n)γαΓ(−α)(γ + nz2)n−α , z > 0, −α > 0, γ > 0, n > 0. (3.14)
En la siguiente tabla, aparecen resumidas todas las distribuciones descriptas anterior-
mente para el backscatter, ruido speckle y el retorno:
Proceso Intensidad
homog. heter. extre. heter.
Backscatter X β2 Γ(α, λ) Γ−1(α, γ)
Ruido Y Γ(n, n)
Retorno Z Γ(n, n/β2) KI(α, λ, n) G0I (α, γ, n)
Proceso Amplitud
homog. heter. extre. heter.
Backscatter X β Γ1/2(α, λ) Γ−1/2(α, γ)
Ruido Y Γ1/2(n, n)
Retorno Z Γ1/2(n, n/β) KA(α, λ, n) G0A(α, γ, n)
Cuadro 3.1: Tabla de distribuciones para formatos de intensidad y amplitud para
ima´genes n-look
La distribucio´n del retorno complejo Z(s1, s2) = XA(s1, s2)Y (s1, s2) para cada caso de
textura, esta´ caracterizado por las distribuciones marginales correspondientes a Re(Z)
e Im(Z). Las densidades que caracterizan a estas distribuciones son las mismas para
parte real o imaginaria, y esta´n dadas por
a) La distribucio´n normal de media cero y varianza
√
β/2, denotada por Z(s1, s2) ∼
N(0,
√
β/2), usada para modelar a´reas homoge´neas,
b) La distribucio´nK compleja para modelar a´reas heteroge´neas, detonada por Z(s1, s2) ∼
KC(α, λ) cuya densidad esta´ dada por
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fZC (z) =
2
Γ(α)
√
λα+1/2
pi
|z|α−1/2Kα−1/2
(
2|z|
√
λ
)
z > 0, α > 0, λ > 0.
(3.15)
c) La distribucio´n G0 compleja, usada para modelar a´reas extremadamente hete-
roge´neas, se denota por Z(s1, s2) ∼ G0C(α, λ) y esta´ caracterizado por la densidad:
fZC (z) =
Γ(1/2− α)
γα
√
piΓ(−α)(γ + z
2)α−1/2 z > 0, −α > 0, γ > 0. (3.16)
Proceso Complejo
homog. heter. extre. heter.
Backscatter X β Γ(α, λ) Γ−1/2(α, γ)
Ruido Y N2(0, 1/2)
Retorno Z N2(0,
√
β/2) KC(α, λ) G0C(α, γ)
Cuadro 3.2: Tabla de distribucio´n para el formato complejo de n-look
3.2.5 Modelos Correlacionados
El modelo de los datos observados denotado por Z, es decir el producto de dos procesos
mutuamente independientes X e Y , tiene distribucio´n K. La correlacio´n introducida en
el modelo de X introducira´ a su vez cierta correlacio´n en la estructura de Z.
Para modelar X se usara´ un modelo de´bilmente estacionario, con una estructura de
correlacio´n no trivial. Con el fin de ser consistentes con el modelo multiplicativo, es
necesario imponer que las distribuciones marginales obedecen las leyes Gamma, pero
no hay una sola definicio´n de lo que es una variable aleatoria Gamma correlacionada.
En este trabajo se adoptara´ una definicio´n la cual contempla el caso de variables alea-
torias Gamma no correlacionadas como un caso particular de las si correlacionadas. A
continuacio´n, se presentan una par de definiciones u´tiles.
Definicio´n 3.1. El vector aleatorio X obedece una ley de Gamma correlacionada si
cada uno de sus componentes Xi marginalmente obedecen una ley Gamma.
Definicio´n 3.2. Un proceso estoca´stico X tiene una distribucio´n Gamma si cada sub-
conjunto de X obedece una ley Gamma correlacionada.
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(a) Ejemplo de densidades Γ1/2
(b) Ejemplo de densidades G0A
Figura 3.1: Algunas distribuciones y densidades
3.2.6 Estrategias de Simulacio´n
Dado un conjunto de para´metros de forma shape α1, ..., αn y un conjunto de para´me-
tros de escala scale β1, ..., βn y correlaciones ρi,j con 1 ≤ i, j ≤ n, se desea obtener
observaciones desde un vector aleatorio X = (X1, ..., Xn)
T tal que Xi ∼ Γ(αi, βi) y que
Corr(Xi, Xj) = ρi,j .
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Una dificultad inmediata que surge con esta propuesta es que no todos los conjunto
de correlaciones {ρi,j}1≤i,j≤n es consistente con un conjunto arbitrario de para´metros
de escala {αi}1≤i≤n ya que el u´ltimo conjunto impone restricciones al anterior. Otra
limitacio´n es que au´n con para´metros de escala y de correlacio´n consistentes en mano,
puede que no haya un algoritmo adecuado para la obtencio´n de las variables aleatorias.
Esta es la razo´n por la cual todos los procedimientos disponibles para la generacio´n de
variables correlacionadas gamma son eficaces en un dominio restringido. Hay algoritmos
simples que permiten la simulacio´n de variables aleatorias gamma ambas positivamente
y negativamente correlacionadas para el caso bivariado. A continuacio´n, se presentan los
principales procedimientos para la generacio´n de variables gamma aleatorias correlacio-
nadas.
3.2.7 Me´todo de la Transformada Inversa
En la formulacio´n de un modelo estoca´stico para describir un feno´meno real, siempre
existe un compromiso entre elegir un modelo que ser´ıa una re´plica real´ıstica de la si-
tuacio´n actual y adema´s elegir un ana´lisis matema´tico que sea tratable. Esto es, no hay
ganancia en la eleccio´n de un modelo fiable conforme al feno´meno en estudio, si no fuera
posible analizar matema´ticamente el modelo.
Sin embargo, los recientes avances en el poder de co´mputo ra´pido y barato ha abierto
otro enfoque, a saber tratar de modelar el feno´meno de lo ma´s fielmente posible y luego
confiar en un estudio de simulacio´n para analizarlo.
En el cuadro 3.1 de la pa´gina 22 muestra el alcance total del problema de la simulacio´n
de texturas bajo el modelo estad´ıstico de ima´genes SAR. En general, no es un enfo-
que cla´sico para el problema de generar resultados de vectores correlacionados, llamado
me´todo de la transformada inversa, Ross [53]. Una modificacio´n de este me´todo, que se
resume en los siguientes tres pasos, fue propuesto por Flesia [21] en su tesis doctoral, y
particularizado para las construcciones de vectores de Gamma correlacionados:
1. Generar muestras independientes con un distribucio´n conveniente;
2. Introducir correlacio´n en esos datos;
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3. Transformar las observaciones correlacionadas en las propiedades marginales desea-
das.
La transformacio´n que garantiza esto es obtenida de las funciones de distribucio´n acu-
mulada de los datos obtenidos en el paso 2.
Es necesario tener en cuenta la siguiente propiedad:
Definicio´n 3.3. Si U es una variables aleatoria con funcio´n de distribucio´n acumulada
FU luego FU (U) ∼ U(0, 1) y, rec´ıprocamente si V ∼ U(0, 1) luego F−1U (V ) ∼ FU Ross
[53].
Si las expresiones para las correlaciones resultantes despue´s de la transformacio´n esta´n
disponibles de antemano es posible, en principio, llevar a cabo el paso 2 de manera tal
que despue´s de la transformacio´n, la estructura de correlacio´n deseada sea obtenida.
En principio, no hay restricciones en el orden de los posibles valores de los para´metros
que se pueden obtener por este me´todo, pero los aspectos nume´ricos se deben tener en
cuenta. Otro punto importante es que no todas las estructuras de correlacio´n finales
deseadas son correspondidas a una correlacio´n intermedia viable.
Sean α > 0 y G la funcio´n de distribucio´n acumulada de una variable aleatoria Γ(α, α)
G(y) =
(α)α
Γ(α)
∫ y
0
xα−1e−αxdx.
Y sea ahora Φ la funcio´n de distribucio´n de una variable aleatoria Gaussiana esta´ndar
(denotada como N (0, 1)). Mientras que si U ∼ N (0, 1) luego la variable X tiene distri-
bucio´n Gamma,
G−1(Φ(U)) = X ∼ Γ(α, α) (3.17)
Ahora considere el vector aleatorioN2-dimensional (U1, . . . , UN2) con distribucio´nN (0,Σ)
donde,
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Σ =

1 ρ1,2 . . . ρ1,N2
ρ1,2 1 . . . ρ2,N2
...
. . . . . .
...
ρ1,N2 ρ2,N2 . . . 1
 (3.18)
con 0 ≤ |ρi,j | < 1, para todo 1 ≤ i ≤ N2 − 1 y cada i + 1 ≤ j ≤ N2. Se define para
todo 1 ≤ k ≤ N2 la variable aleatoria Xk = G−1(Φ(Uk)); luego X = (X1, . . . , XN2)t
tiene distribucio´n Gamma correlacionada con correlacio´n ρ(Xk, Xl) = α(E(Xk.Xl)− 1).
Ahora
E(XkXl) =∫ ∞
−∞
∫ ∞
−∞
G−1(Φ(uk))G−1(Φ(ul))φ2dukdul,
donde
φ2 =
1
2pi
√
(1− ρ2k,l)
exp
(
−u
2
k − 2ρk,lukul + u2l
2(1− ρ2k,l)
)
.
A pesar de que la funcio´n G esta´ solo definida para α ≥ 1 entero, la correlacio´n esta´ dis-
ponible solo en casos especiales. Ma´s au´n, cuando α es un entero mayor que 1, se tiene
que
G(y) = 1− e−αy
α−1∑
j=0
(αy)j
j!
,∀y > 0.
Luego G(y) = 1 − P (Ky ≤ α − 1), donde Ky es una variable aleatoria Poisson con
para´metros αy. Luego G−1(t) = y si y so´lo si P (Kαy ≤ α− 1) = 1− t.
3.2.8 Suma de Cuadrados Normales
La suma de los cuadrados de n variables aleatorias Gaussianas esta´ndar independientes
e ide´nticamente distribuidas, tiene una distribucio´n Gamma con para´metro shape n/2.
En s´ımbolos:
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Si X1, ..., Xn ∼ N(0, 1) entonces,
n∑
i=1
X2i ∼ Γ(n/2, 1).
Este procedimiento es fa´cilmente generalizable para cualquier nu´mero finito de variables
aleatorias Gamma. Una desventaja es que solo permite que los valores del para´metro
shape tomen valores n/2 con algu´n entero n y de restringir la correlacio´n entre los
componentes al ser la ra´ız cuadrada de la correlacio´n final deseada. En la siguiente seccio´n
se utilizara´ este esquema y sera´ extendido para permitir el uso de la convolucio´n de
vectores normales en una forma ma´s general que la presentada en [48], donde sera´ usada
para la simulacio´n de ima´genes SAR.
Proposicio´n 3.4. Sean los vectores aleatorios independientes ξ
1
, ..., ξ
α
, cada uno con
dimensio´n N2, tales vectores tienen distribucio´n N (0,Σ), donde Σ es de la forma
Σ =
1
2
Σ1 (3.19)
Con Σ1 esta´ dada por la siguiente matriz,
Σ1 =

1 ρ1,2 · · · ρ1,N2
ρ1,2 1 · · · ρ2,N2
...
...
. . .
...
ρ1,N2 ρ2,N2 · · · 1
 (3.20)
donde 0 ≤ ρi,j < 1 para todo 1 ≤ i ≤ N2 − 1 y para i+ 1 ≤ j ≤ N2. Ahora, sea
η =
α∑
j=1
ξ2
j
Luego, η = (η1, ..., ηN2)
T tiene distribucio´n Gamma correlacionada con ηi ∼ Γ(α/2, 1) y
con ρ2i,j como la correlacio´n entre ηi y ηj, para cada 1 ≤ i ≤ N2 − 1 e i+ 1 ≤ j ≤ N2.
Y adema´s, si se tienen β−11 , ..., β
−1
N2
enteros positivos y si B es la matriz diagonal formada
por esas constantes, luego
X ′ = Bη
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Entonces, X ′ tiene distribucio´n Gamma con marginales Γ(α/2, βk) y con correlacio´n
entre X ′i y X
′
j dada por ρ
2
i,j, para cada 1 ≤ i ≤ N2 − 1 e i+ 1 ≤ j ≤ N2.
La prueba de esta proposicio´n se encuentra en el Ape´ndice B.1.
3.2.9 Reduccio´n Multivariada
Para la simulacio´n de texturas heteroge´neas, un me´todo ma´s ra´pido y eficiente fue in-
troducido en Flesia [21] y discutida en Bustos et al. [12]. La cual envuelve el uso de
filtros de convolucio´n para la generacio´n de las variables gamma, usando variables alea-
torias normales independientes como entrada. Este me´todo se explica a continuacio´n y
fue implementado en R para este trabajo.
Otros me´todos tienen ciertas restricciones en los posibles valores para los para´metros
de forma shape, algunos tienen ventajas en cuanto a que son ma´s fa´ciles a la hora de
implementar. Este me´todo cuenta con la obtencio´n de variables gamma correlacionadas
con correlaciones que son la ra´ız cuadrada del valor deseado.
El uso de filtros de convolucio´n para la generacio´n de tales variables se ha tenido en cuen-
ta en este trabajo, usando variables aleatorias normales independientes como entrada.
El procedimiento puede resumirse en los siguientes pasos:
1 Generar observaciones normales independientes
2 Elegir el caso de correlacio´n como el cuadrado de una funcio´n adecuada E, definida
sobre Z2.
3 Calcular la ma´scara θ que el filtro de convolucio´n utilizara´, tal que θ ∗ θ = E.
4 Aplicar el filtro de convolucio´n a las variables independientes normales, obteniendo
como salida resultados del proceso con correlacio´n E en cada componente.
5 Retornar la suma de cuadrados de cada variable normal.
Este procedimiento es va´lido para la familia de funciones E tales que:
1 Periodicidad: Sea E : Z2 → R una funcio´n perio´dica con periodo fundamental
RN = {(s1, s2) : 0 ≤ s1, s2 ≤ N − 1}
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2 Separabilidad: Existe una funcio´n perio´dica unidimensional E1 tal que
E(s1, s2) = E1(s1)E1(s2).
3 Hay una funcio´n caracter´ıstica real c tal que
E1(s) =

c(s) 0 ≤ s ≤ N/2
c(N − s) N/2 + 1 ≤ s ≤ N − 1
De esta manera, esta proposicio´n extiende resultados previos que permiten el uso de
funciones caracter´ısticas para la estructura de correlacio´n del proceso. Con el fin de tener
una funcio´n caracter´ıstica real c(t) =
∫
eitxdF (x), la distribucio´n correspondiente F tiene
que ser sime´trica alrededor de su origen. Las distribuciones con funciones caracter´ısticas
complejas, pueden ser trasladas o reflejadas sobre el origen con el fin de obtener funciones
caracter´ısticas con valores reales. Otra propiedad interesante es que si c es una funcio´n
caracter´ısticas, luego tambie´n lo es |c|2.
Proposicio´n 3.5. Hay una funcio´n perio´dica E : Z2 → R con periodo fundamental RN
que satisface
θ ∗ θ(s1, s2) =
N−1∑
t1=0
N−1∑
t2=0
θ(t1, t2)θ(s1 − t1, s2 − t2) = E(s1, s2),
y tal que
θ(s1, s2) =

θ(N − s1, s2) (s1, s2) ∈ R2,
θ(s1, N − s2) (s1, s2) ∈ R3,
θ(N − s1, N − s2) (s1, s2) ∈ R4,
donde,
R1 = {(s1, s2) : 0 ≤ s1, s2 ≤ N/2},
R2 = {(s1, s2) : N/2 + 1 ≤ s1 ≤ N − 1},
R3 = {(s1, s2) : 0 ≤ s1 ≤ N/2, N/2 + 1 ≤ s2 ≤ N − 1} y
R4 = {(s1, s2) : N/2 + 1 ≤ s1, s2 ≤ N − 1}.
La demostracio´n de esta proposicio´n se encuentra en el Ape´ndice B.2.
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Definicio´n 3.6. Considere ζk, 1 ≤ k ≤ 2α, tales son procesos estoca´sticos perio´di-
cos independientes de ruido blanco Gaussiano con periodo fundamental RN . Se define
ξk, 1 ≤ k ≤ 2α, como el proceso perio´dico con periodo fundamental RN de manera que
ξk(s1, s2) = (θ ∗ ζk)(s1, s2).
Proposicio´n 3.7. El proceso ξk previamente definido ma´s arriba, satisface las siguientes
propiedades:
1. ξk(s1, s2) ∼ N (0, (θ∗θ)(0, 0)/2), esto es, ξk es un proceso estoca´stico con marginales
Gaussianas con media cero y varianza 1/2.
2. E(ξk(0, 0)ξk(s1, s2)) = (θ ∗ θ)(s1, s2)/2 = E(s1, s2)/2.
3. ρ(ξk(0, 0), ξk(s1, s2)) = E(s1, s2).
La demostracio´n de esta proposicio´n se encuentra en el Ape´ndice B.3.
Definicio´n 3.8. Se define el proceso estoca´stico perio´dico η con periodo fundamental
RN como
η(s1, s2) =
2α∑
k=1
ξ2k(s1, s2), ∀(s1, s2) ∈ RN ,
y asumiendo que β > 0. Se tiene el proceso estoca´stico perio´dico dado por:
X(s1, s2) = (1/β)η(s1, s2) ∀(s1, s2) ∈ RN
Proposicio´n 3.9. En las siguientes propiedades se cumplen:
1. El proceso η es un proceso de´bilmente estacionario con distribucio´n Gamma corre-
lacionada tal que η(s1, s2) ∼ Γ(α, 1).
2. El proceso X es un proceso de´bilmente estacionario con distribucio´n Gamma co-
rrelacionada tal que
(a) X(s1, s2) ∼ Γ(α, β), luego
E(X(s1, s2)) = α/β y V ar(X(s1, s2)) = α/β
2
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(b) El coeficiente de correlacio´n en lag(s1, s2) es
ρ(X(s1,s2), X(0,0)) = E
2(s1, s2).
La demostracio´n de esta proposicio´n se encuentra en el Ape´ndice B.4.
3.2.10 Simulacio´n de Ima´genes Heteroge´neas
El me´todo general presentado anteriormente se implemento´ usando el algoritmo 1.
Algoritmo 1 Simulacio´n de Ima´genes Heteroge´neas
1: procedure KCorr(N,α, β, `, n, complejo, intensidad, amplitud) . para´metros
2: for k := 1 to 2α do
3: ζk ∼ N (0,
√
1/2) . Genera ruido blanco Gaussiano con Var 1/2
4: end for
5: for j := 1 to N/2 do
6: E1(j)← FunCorr(j, `) . Segu´n caso de correlacio´n elegido
7: end for
8: for j := N/2 + 1 to N do
9: E1(j)← FunCorr(N − j, `) . Segu´n caso de correlacio´n elegido
10: end for
11: for s1 := 1 to N do
12: for s2 := 1 to N do
13: ψ2(s1, s2)←
√F(E1)(s1) · F(E1)(s2) . Ma´scara de dominio de frec.
14: end for
15: end for
16: for k := 1 to 2α do
17: ηk ← F−1(ψ2 ×F(ζk)) . Genera proc. estoca´stico con periodo fundamental
18: end for
19: X ← β−1∑2αk=1 η2k . Proc. estoca´stico de´bilmente estac. con distr. Gamma
20: Y ∼ Γ(n, n) . Matriz N ×N Ruido Speckle con n looks
21: Z ← X × Y . Finalmente Z tiene distribucio´n K, la imagen generada
22: if complejo then
23: Z ← Z . Formato Complejo
24: else if amplitud then
25: Z ←Mod(Z) . Formato en Intensidad
26: else if intensidad then
27: Z ←√Mod(Z) . Formato en Amplitud
28: end if
29: return Z . Retorna clutter corr. con distr. K
30: end procedure
El algoritmo, permite generar ima´genes correlacionadas con distribucio´n Gamma, como
es el caso del producto X · Y , entonces X ∼ Γ(α, β). Y haciendo el producto de ambas
variables aleatorias se tiene que Ze(s1, s2) ∼ Ke(α, β, n) donde n corresponde al nu´mero
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de looks, con e ∈ {C,A, I} donde C es el caso complejo, A es el caso de amplitud e I de
intensidad, tales casos fueron presentados en secciones anteriores.
En el algoritmo, se hace referencia a una funcio´n de correlacio´n FunCorr(j, `) la cual
es definida para lograr distintas texturas y as´ı lograr cierta rugosidad en la imagen,
segu´n el largo de correlacio´n ` se obtendra´ texturas ma´s grandes dispersas en la imagen.
A continuacio´n, se presentara´n algunos casos de correlacio´n que fueron usados para
simular el clutter.
Nota: el operador × representa el producto entre dos matrices. En el algoritmo se
presentan F(U) y F−1(U) las cuales representan la transformada e inversa de Fourier,
respectivamente. Usualmente, las rutinas computadas usan rutinas basadas en el algorit-
mo de la transformada ra´pida de Fourier. La funcio´nMod(z) es el mo´dulo de un nu´mero
complejo z.
Generacio´n de variables aleatorias G0A Correlacionadas
En vez de definir el modelo sobre todo Z2, una descripcio´n ma´s real´ıstica es la que se
presentara´ a continuacio´n.
Sea ZA = (ZA(k, `))0≤k,`≤N−1 un modelo estoca´stico que describe una imagen en ampli-
tud. Ya se ha presentado en secciones anteriores co´mo obtener una imagen en intensidad.
Definicio´n 3.10. Se dice que ZA es G0A(α, γ, n) proceso estoca´stico con correlacio´n ρZA ,
lo que ser´ıa en s´ımbolos,
ZA ∼ (G0A(α, γ, n), ρZA), para cada 0 ≤ i, j, k, ` ≤ N − 1,
Se tiene que,
1 ZA(k, `) tiene distribucio´n G0A(α, γ, n).
2 La media es µZA = E(ZA(k, `)).
3 La varianza es σ2ZA = V ar(ZA(k, `)).
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4 La funcio´n de correlacio´n es ρZA(k,`)((i, j), (k, `)) = (E(ZA(i, j)ZA(k, `))−µ2ZA)/σ2ZA
La propiedad de escala del para´metro γ implica que la funcio´n de correlacio´n ρZA y γ
no esta´n relacionadas y por lo tanto, es suficiente con generar Z1A ∼ (G0A(α, γ, n), ρZA) y
luego simplemente multiplicarlo por γ1/2 para obtener la imagen deseada.
A continuacio´n, se presenta una variante del me´todo utilizado para la simulacio´n de
variables Gamma correlacionadas, llamado el Me´todo de la Transformada, el cual puede
ser encontrado en Bustos et al. [12] y Bustos et al. [13].
Considere nuevamente la propiedad 3.3 definida ma´s arriba. El me´todo de la transfor-
mada para este caso consiste en los siguientes pasos:
1. proponer una estructura de correlacio´n para G0A, es decir la funcio´n ρZA ;
2. generar un campo de observaciones Gaussianas esta´ndar ide´ntica e independiente-
mente distribuidas;
3. computar τ , la estructura de correlacio´n a ser impuesta al campo Gaussiano te-
niendo en cuenta ρZA , y modificarla usando la transformacio´n de Fourier sin alterar
las propiedades marginales;
4. transformar el campo Gaussiano correlacionado en un campo de observaciones
de variables aleatorias U(0, 1) ide´nticamente distribuidas, usando la funcio´n de
distribucio´n acumulada de la normal (Φ);
5. transformar las observaciones uniformes en variables G0A usando la funcio´n de dis-
tribucio´n acumulada inversa de G0A, o sea G−1.
3.3.1 Me´todo de la Transformada
SeaG(·, (α, γ, n)) la funcio´n de distribucio´n acumulada de una variable aleatoria G0A(α, γ, n).
Tal funcio´n se define como
G(·, (α, γ, n)) = Υ2n,−2α
(
− αx
2
γ
)
, (3.21)
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donde Υν1,ν2 es la funcio´n de distribucio´n acumulada de la distribucio´n de Snedecor
Fν1,ν2 , es decir,
Υν1,ν2(x) =
Γ
(
ν1+ν2
2
)
Γ
(
ν1
2
)
Γ
(
ν2
2
)(ν1
ν2
) ν1
2
∫ x
0
t
ν1−2
2
(
1 +
ν1
ν2
t
)− ν1+ν2
2
dt. (3.22)
La inversa de G(·, (α, γ, n)) es,
G−1(t, (α, γ, n)) =
√
−γ
α
Υ−12n,−2α(t). (3.23)
Para generar Z1A = (Z
1
A(k, `))0≤k,`≤N−1 ∼ (G0A(α, 1, n), ρZA) usando el me´todo de la in-
versa, se define cada coordenada del proceso ZA como una transformacio´n de un proceso
Gaussiano ζ como
Z1A(i, j) = G
−1(Φ(ζ(i, j)), (α, 1, n)), (3.24)
donde ζ = (ζ(i, j))0≤i,j≤N−1 es un proceso estoca´stico tal que ζ(i, j) es una variable alea-
toria Normal esta´ndar y con funcio´n de correlacio´n τζ , es decir donde τζ((i, j), (k, `)) =
E(ζ(i, j)ζ(k, `)) satisface
ρZA((i, j), (k, `)) = %(α,n)(τζ((i, j), (k, `))) (3.25)
para todo 0 ≤ i, j, k, ` ≤ N − 1 y que (i, j) 6= (k, `) y donde Φ denota la funcio´n de
distribucio´n acumulada de una variable aleatoria Normal esta´ndar y la funcio´n %(α,n) se
define a continuacio´n.
Un tema central de este me´todo es encontrar la estructura de correlacio´n que el campo
Gaussiano tiene que obedecer, con el fin de tener un campo G0A deseado luego de la
transformacio´n. La funcio´n %(α,n) se define en (−1, 1) por
%(α,n)(τ) =
R(α,n)(τ)−
(
1
n
)(
Γ(n+ 1
2
)Γ(−α− 1
2
)
Γ(n)Γ(−α)
)2
− 11+α −
(
1
n
)(
Γ(n+ 1
2
)Γ(−α− 1
2
)
Γ(n)Γ(−α)
)2 , (3.26)
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donde
R(α,n)(τ) =
∫∫
R2
G−1(Φ(u), (α, 1, n))G−1(Φ(v), (α, 1, n))φ2(u, v, τ) du dv
con
φ2(u, v, τ) =
1
2pi
√
(1− ρ2k,l)
exp
(
−u
2
k − 2ρk,lukul + u2l
2(1− ρ2k,l)
)
.
Notar que R(α,n)(τζ((i, j), (k, `))) = E(Z
1
A(i, j)Z
1
A(k, `)) para todo 0 ≤ i, j, k, ` ≤ N − 1
y (i, j) 6= (k, `).
La respuesta al problema de encontrar τζ dado ρZA es equivalente al problema de invertir
la funcio´n %(α,n).
3.3.2 Inversio´n de %(α,n)
La funcio´n %(α,) tiene las siguientes propiedades
1. El conjunto {%(α,n)(τ) : τ ∈ (−1, 1)}
2. La funcio´n %(α,n) es estrictamente creciente en (-1,1).
3. Los valores %(α,n)(τ) son estrictamente negativos para todo τ < 0
Sea ð(α,n) la funcio´n inversa de %(α,n). Luego, con el fin de calcular su valor para un
ρ ∈ (−1, 1), hay que resolver la siguiente ecuacio´n despejando τ .
R(α,n)(τ) +
ρ
1 + α
+ (ρ− 1)
(
1
n
)(
Γ
(
n+ 12
)
Γ
(− α− 12)
Γ(n)Γ(−α)
)2
= 0 (3.27)
Luego, siguiendo las propiedades de %(α,n), que para ciertos valores de α el conjunto de
τ tal que esta ecuacio´n tiene solucio´n en un subconjunto estricto de (−1, 1).
Teniendo en cuenta que el me´todo de simulacio´n usual para vectores gaussianos se basa
en invertir su matriz de correlacio´n, y no es computacionalmente conveniente el caso del
sensado remoto.
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3.3.3 Generacio´n del proceso ζ
El proceso ζ, que consiste de variables aleatorias normales esta´ndar correlacionadas, se
generara´ usando una te´cnica espectral que emplea la transformacio´n de Fourier. Este
me´todo tiene ventajas computacionales con respecto a la aplicacio´n directa de un filtro
de convolucio´n. Otra vez, se definira´ un proceso finito en vez de trabajar sobre todo Z2
por motivos de simplicidad.
Considere los siguientes conjuntos:
R1 = {(k, `) : 0 ≤ k, ` ≤ N/2},
R2 = {(k, `) : N/2 + 1 ≤ k ≤ N − 1, 0 ≤ ` ≤ N/2},
R3 = {(k, `) : 0 ≤ k ≤ N/2, N/2 + 1 ≤ ` ≤ N − 1},
R4 = {(k, `) : N/2 + 1 ≤ k, ` ≤ N − 1},
RN = R1 ∪R2 ∪R3 ∪R4 = {(k, `) : 0 ≤ k, ` ≤ N − 1},
RN = {(k, `) : − (N − 1) ≤ k, ` ≤ N − 1}.
Sea ρ : R1 → (−1, 1) una funcio´n, extendida sobre RN dada por:
ρ(k, `) =

ρ(N − k, `) (k, `) ∈ R2,
ρ(k,N − `) (k, `) ∈ R3,
ρ(N − k,N − `) (k, `) ∈ R4,
ρ(N + k, `) −(N − 1) ≤ k < 0 ≤ ` ≤ N − 1,
ρ(k,N + `) −(N − 1) ≤ ` < 0 ≤ k ≤ N − 1,
ρ(N + k,N + `) −(N − 1) ≤ k, ` < 0.
Sea ZA = (ZA(k, `))0≤k,`≤N−1 un proceso estoca´stico G0A(α, γ, n) con funcio´n de corre-
lacio´n ρZA definida por
ρZA((k1, `1), (k2, `2)) = ρ(k2 − k1, `2 − `1). (3.28)
Se asume que τ(k, `) = ð(ρ(k, `)) se define para todo (k, `) ∈ RN . Sea F(τ) : RN → C
la Transformacio´n de Fourier normalizada de τ , esto es,
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F(τ)(k, `) = 1
N2
N−1∑
k1=0
N−1∑
`1=0
τ(k1, `1)exp
(−2pii(k · k1 + ` · `1)
N2
)
Ahora, sea ψ : RN → C definida como
ψ(k, `) =
√
F(τ)(k, `) (3.29)
y sea la funcio´n ψ : RN = {(k, `) : − (N − 1) ≤ k, ` ≤ N − 1} → R definida por
θ(k, `) = F−1(ψ)(k, `)/N = 1
N
N−1∑
k1=0
N−1∑
`1=0
ψ(k1, `1)exp
(−2pii(k · k1 + ` · `1)
N2
)
(3.30)
Llamada la Transformacio´n Inversa de Fourier de ψ para todo (k, `) ∈ RN , y
θ(k, `) =

θ(N + k, `) −(N − 1) ≤ k < 0 ≤ ` ≤ N − 1,
θ(k,N + `) −(N − 1) ≤ ` < 0 ≤ k ≤ N − 1,
θ(N + k,N + `) −(N − 1) ≤ k, ` < 0.
Un ca´lculo directo muestra que
(θ ∗ θ)(k, `) =
N−1∑
k1=0
N−1∑
`1=0
θ(k1, `1)θ(k − k1, `− `1) = τ(k, `) (3.31)
para todo (k, `) ∈ RN .
Observacio´n 3.11. El hecho que F(τ)(k, `) ≥ 0 y la ultima igualdad para todo (k, `) ∈
RN se deduce fa´cilmente del resultado en Secc. 5.5 de Jain [31]; ma´s detalles pueden ser
vistos en Kay [35].
Finalmente, se define ζ = (ζ(i, j))0≤i,j≤N−1 como sigue
ζ(k, `) = (θ ∗ ξ)(k, `) = NF−1(ψF(ξ))(k, `) (3.32)
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donde ξ = (ξ(k, `))(k,`)∈RN es un ruido blanco Gaussiano con desviacio´n esta´ndar 1.
Luego, es fa´cil probar que ζ = (ζ(i, j))0≤i,j≤N−1 es un proceso estoca´stico tal que ζ(i, j)
es una variable aleatoria Normal esta´ndar con funcio´n de correlacio´n τζ tal que satisfaga
la ecuacio´n (3.25).
3.3.4 Simulacio´n de Ima´genes extremadamente Heteroge´neas
Algoritmo 2 Simulacio´n de Ima´genes extremadamente Heteroge´neas
1: procedure GA0(N,α, γ, n, L) . α < 0, γ > 0, n > 0, L > 1, L largo de correlacio´n
2: ρ0,0 := 1 . Matriz de correlacio´n ρ
3: for (k, `) ∈ RN do . Ajuste de los bordes de la imagen
4: if (k, `) ∈ R2 then
5: ρk,` := ρ
1(N − k, `)
6: else if (k, `) ∈ R3 then
7: ρk,` := ρ
1(k,N − `)
8: else if (k, `) ∈ R4 then
9: ρk,` := ρ
1(N − k,N − `)
10: else if −(N − 1) ≤ k < 0 ≤ ` ≤ N − 1 then
11: ρk,` := ρ
1(N + k, `)
12: else if −(N − 1) ≤ ` < 0 ≤ k ≤ N − 1 then
13: ρk,` := ρ
1(k,N + `)
14: else if −(N − 1) ≤ k, ` < 0 then
15: ρk,` := ρ
1(N + k,N + `)
16: end if . Ca´lculo de la ra´ız de la ecuacio´n ð(α,n)(ρk,`) ec. (3.27)
17: τk,` ← Root
(
R(α,n)(τ) +
ρk,`
1+α + (ρk,` − 1)
(
1
n
)(
Γ
(
n+ 1
2
)
Γ
(
−α− 1
2
)
Γ(n)Γ(−α)
)2)
18: end for
19: ψ ←√F(τ) . Ma´scara del Dominio de Frecuencias
20: for (k, `) ∈ RN do
21: ξk,` ∼ N (0, 1) . Genera ruido blanco Gaussiano con media 0 y Var. 1
22: end for
23: ζ ← NF−1(ψ · F(ξ)) . Proceso estoca´stico
24: for (k, `) ∈ RN do
25: Z1A(k, `)← G−1(Φ(ζ(k, `)), (α, 1, n)) . G−1 esta´ definida en la ec. (3.24)
26: end for
27: ZA ← √γZ1A . Retorna la imagen en amplitud
28: end procedure
En el algoritmo 2 se asume una funcio´n de correlacio´n ρ1 : R1 = {(k, `) : 0 ≤ k, ` ≤
N/2} → (−1, 1) la cual es elegida a la hora de querer simular para obtener la textura
deseada. Por simplicidad a la hora de entender este algoritmo se asume que las matrices
ρ y τ son de dimensiones 2N × 2N y que aceptan como indices nu´meros negativos. Por
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ejemplo, es va´lido consultar la celda ρ−1,−2. El algoritmo devuelve una matriz 2N ×2N ,
lo que ser´ıa la imagen en amplitud.
Cap´ıtulo 4
Datos Multiespectrales: G
Polarime´trica
Introduccio´n
Ciertos modelos estad´ısticos han sido extensamente usados para el ana´lisis de datos
de Radares de Apertura Sinte´tica (SAR) como ya que estos datos son intr´ınsecamente
probabil´ısticos. Esos modelos ofrecen una extensa variedad de aplicaciones incluidos la
clasificacio´n de ima´genes, segmentacio´n, filtrado y extraccio´n de caracter´ısticas f´ısicas.
Es bien conocido en la literatura que, bajo ciertas suposiciones, los datos complejos obte-
nidos de una imagen de un solo look sigue una distribucio´n Gaussiana compleja, la cual
resulta en una distribucio´n Rayleigh de amplitud, y en una distribucio´n exponencial de
intensidad [38]. Con los avances recientes de Alta Resolucio´n (HR) de los equipos SAR,
la suposicio´n de que los datos siguen una distribucio´n Gaussiana compleja no siempre es
cierta. En particular, regiones en las ima´genes SAR con alto grado de heterogeneidad,
por ejemplo: a´reas urbanas. Mientras que las a´reas homoge´neas se adhieren a la hipo´tesis
del Gaussiano complejo. Como resultado nuevos me´todos y te´cnicas necesitan ser iden-
tificadas para modelar tales datos en HR. Las ima´genes SAR han sido constantemente
analizados y procesados usando el modelo multiplicativo [49]. Este modelo propone que,
bajo ciertas hipo´tesis, los datos complejos obtenidos de una imagen SAR de un so´lo
look pueden ser modelados como el producto de un variable aleatoria con distribucio´n
41
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Gaussiana de media cero para el ruido speckle y otra variable aleatoria para la textu-
ra [49]. En el caso de a´reas homoge´neas la variable aleatoria de textura se considera
una constante lo cual sigue a la distribucio´n Rayleigh de amplitud y una distribuida
exponencialmente de intensidad. En contraste a esto, para a´reas heteroge´neas la textura
puede ser modelada por algunas funciones de densidad de probabilidad. La eleccio´n de
tal funcio´n de densidad depende del grado de heterogeneidad del a´rea de la imagen, y
varias funciones de densidad han sido propuestas para modelar la textura. Entre ellos
se incluyen las distribuciones Gamma, Gaussiana Inversa, Gaussiana Inversa Generali-
zada (GIG), Gamma Inversa, Beta y Fisher, entre otras [19], [8], [24] y [22]. Cuando la
variable de textura es Gamma, rec´ıproca de Gamma, Fisher la sen˜al observada sigue las
distribuciones K, G , Kummer-U, respectivamente [19], [8], [24] y [22]. En este trabajo
se consideran una familia de distribuciones de la sen˜al retornada, las cuales se obtiene
asumiendo una textura GIG [24], [22]. Las distribuciones univariadas, tales como la com-
pleja, amplitud e intensidad G han sido derivadas y analizadas en [24]. Es importante
notar que la distribucio´n G0I , derivada en [24], es la misma que la distribucio´n de Fisher,
excepto que la primera se derivo´ para [24] mientras que la ultima fue propuesta para el
modelado del backscatter [8]. La extensio´n multivariada polarime´trica de la distribucio´n
G para ima´genes PolSAR multi-look han sido presentados en [22]. Una bibliograf´ıa deta-
llada de las funciones de densidad y sus distribuciones resultantes de la sen˜al de retorno
puede ser obtenida en [25]. Muchas aplicaciones del las ima´genes SAR requieren datos
en muy alta resolucio´n (VHR). Esto es usualmente dictado por el taman˜o del objetivo a
ser detectado. Algunas de las a´reas de aplicacio´n ma´s prominentes donde los datos VHR
son esenciales como la deteccio´n de estructuras urbanas [3], deteccio´n de mapa de ruta
[2], deteccio´n de estructuras marinas y barcos [46], etc.
Para tales aplicaciones de datos complejos de un so´lo look con la resolucio´n espacial ma´s
alta posible son esenciales y el multi-looking no es una opcio´n. Ima´genes de un so´lo look,
necesitan ser procesadas y analizadas. Desafortunadamente, las bases matema´ticas en
la cual la distribucio´n G polarime´trica multi-look ha sido derivada no se sostiene para
el caso especial de datos de un so´lo look. En este trabajo se presenta una distribucio´n
G polarime´trica de un so´lo look para cubrir este problema. Las distribuciones Kp y G0p
polarime´tricas, listadas en la Tabla I de [9], resultando una textura Gamma y rec´ıproca
de Gamma distribuida, son los dos formas especiales de la distribucio´n G polarime´tricas
de un so´lo look.
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La utilidad de la distribucio´n G se demuestra ajustando G, G0p , & Kp los datos PolSAR
para los histogramas de amplitud de banda de resolucio´n subme´trica X y S, y tambie´n la
banda de resolucio´n decame´trica X para a´reas homoge´neas, moderada y extremadamente
heteroge´neas.
Estad´ısticos del ruido speckle del SAR Polarime´trico
La ima´genes SAR son caracterizadas por patro´n granular llamado speckle. Este aparece
cuando las ondas electromagne´ticas, emitidas por una fuente de luz coherente, ilumina
una superficie con muchos dispersores elementales que causan las ondas reflejadas de
cada uno de estos dispersores para llegar de vuelta en el punto de observacio´n con
diferentes retardos [50]
Esas ondas desfasadas interfiere constructivamente en algunos puntos y destructivamente
en otros, dependiendo de la superficie y la geometr´ıa de la observacio´n, obteniendo
cao´ticos puntos brillantes y oscuros, y tambie´n niveles intermedios de brillo en la imagen
SAR final.
El speckle aparece muy desordenado con ninguna relacio´n con las caracter´ısticas ma-
crosco´picas de la superficie. Para analizar el contenido de una imagen SAR, es necesario
estudiar sus caracter´ısticas.
4.2.1 El Modelo Multiplicativo
El modelo multiplicativo sugiere que el speckle observado se compone de un producto de
dos variables aleatorias estad´ısticamente independientes; la ra´ız cuadrada de una variable
aleatoria positiva (caso del ruido speckle y la textura del backscatter en intensidad)
denotadas X y el ruido speckle Y .
La variableX es generalmente considerada un nu´mero real positivo mientras que Y puede
ser complejo si la imagen SAR esta´ en formato complejo o puede ser real positivo si la
misma esta´ en formato de amplitud. Para el caso de las ima´genes SAR polarime´tricas,
el ruido speckle para una variable aleatoria es un vector p-dimensional, denotado como
Yp, donde p = 3 es para el caso de la configuracio´n bi-esta´tica. Para el caso de SAR
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mono-esta´tico y p = 4, el vector p-dimensional complejo Zp, puede ser representado
como:
Zp =
[
Shh
√
2Shv Svv
]T
(4.1)
donde Shh, Shv, y Svv son los canales complejos polarime´tricos y Sxy tiene una polariza-
cio´n electromagne´tica (h-horizontal y v-vertical) de transmisio´n y recepcio´n. En te´rminos
del modelo multiplicativo el vector p-dimensional complejo puede ser escrito como sigue:
Zp =
√
XYp (4.2)
El modelo multiplicativo para datos SAR de una dimensio´n puede ser escrito como [30]
S =
√
σm (4.3)
donde S son los datos complejos observados, σ es la observacio´n local del Radar Cross
Section (RCS), y m es una variable aleatoria Gaussiana compleja con media cero y
varianza 1.
Para SAR monoesta´tico polarime´trico, el vector complejo p-dimensional puede ser escrito
como:
Zp =
[ √
σhhmhh
√
2σhvmhv
√
σvvmvv
]T
(4.4)
Zp =

√
σhh 0 0
0
√
2σhv 0
0 0
√
σvv


mhh
mhv
mvv

lo cual muestra que la textura de retrodispersio´n (backscattering) podr´ıa ser modelada
como la ra´ız cuadrada de una matriz, con RCSs de los canales a lo largo de su diagonal.
Debe notarse que al contrario de la expresio´n (4.4), la textura de retrodispersio´n ha sido
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modelada como la ra´ız cuadrada de una variable aleatoria positiva. Consecuentemente,
este ana´lisis se basa en la hipo´tesis de que la escena presenta la misma textura en todos
los canales, la textura es una funcio´n de la potencia del backscattering solamente, y es
espacialmente no correlacionado al speckle.
4.2.2 Modelado del Ruido Speckle
El ruido speckle, Yp, es una p-tupla de variables aleatorias complejas cuyas partes real e
imaginaria son 2p-variables Normalmente distribuidas con media cero. En la literatura
se ha mostrado que bajo ciertas hipo´tesis [38], tal como el vector sigue la distribucio´n
Gaussiana compleja CN (y, p, C) [29]
fYp(y) =
1
pip|C| exp(−y
∗tC−1y) (4.5)
donde C es una matriz de covarianza Hermitiana de taman˜o p×p dado por C = E[YpY ∗tp ],
con y∗t que representa la compleja conjugada transpuesta de y, mientras | · | es el s´ımbolo
para calcular el determinante.
La matriz de covarianza C contiene informacio´n u´til sobre la covarianza entre diferentes
canales polarime´tricos diferentes y representa su momento de segundo orden de fluctua-
ciones. Se debe notar que:
E[ZpZ
∗t
p ] = E[X]E[YpY
∗t
p ] 6= E[YpY ∗tp ] (4.6)
como E[X] no siempre es la unidad. Sin embargo, la matriz C puede ser indirectamente
estimado usando el vector, Zp.
4.2.3 Limitaciones del Modelo Multi-Look
El ruido speckle en ima´genes SAR pueden ser reducido a expensas de la disminucio´n de
la resolucio´n espacial gracias a un proceso llamado multi − looking [38]. Esto se logra
obteniendo el promedio de n estimaciones independientes de reflectibilidad obtenidas
por dividir el largo n de apertura sinte´tica en segmentos cada uno de los cuales llamados
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un look. El promedio de n looks independientes reduce la desviacio´n esta´ndar del speckle
en un factor de
√
n [38].
4.2.4 Modelado de la Textura
La textura del backscattering X es una variable aleatoria positiva, representa las fluc-
tuaciones del radar de la intensidad de retrodispersio´n (backscatter), el cual depende
de la heterogeneidad de la escena bajo observacio´n. Como resultado, distribuciones de
probabilidad diferentes puede ser usadas para modelar la textura para varios niveles
de heterogeneidad. Para escenas altamente homoge´neas, la textura ha sido modelada
como una constante, as´ı el vector de observacio´n Zp simplemente sigue la distribucio´n
Gaussiana compleja multivariada (4.5) con media cero [52].
Algunos autores han modelada la textura como una variable con distribucio´n Gamma
para a´reas ligeramente heteroge´neas, resultando la distribucio´n bien conocida K [9], [52],
[39], [6], [57] y [54]. A pesar de que la distribucio´n K modela bien las a´reas ligeramente
heteroge´neas y homoge´neas, pero falla al modelar a´reas extremadamente heteroge´neas,
por ejemplo, a´reas urbanas.
Para encontrar una distribucio´n general la cual modele a´reas extremadamente hete-
roge´neas, en [24] la textura se modelo´ como una distribucio´n Gaussiana Inversa Gene-
ralizada (GIG) con Gamma y rec´ıproca de Gamma como dos casos especiales. Mientras
que la textura con distribucio´n Gamma el resultante es una distribucio´n K. En el caso
de una textura con distribucio´n rec´ıproca de Gamma resulta en una distribucio´n G0
univariada [24]. El cual fue exitosamente aplicado a un so´lo canal de los datos SAR.
La distribucio´n G0 se ha mostrado experimentalmente para ser flexible y capaz de mo-
delar tanto a´reas homoge´neas como extremadamente heteroge´neas [24]. Otro grupo de
investigadores han propuesto la distribucio´n univariada de Fisher para modelar textura
[8]. Se vuelve a remarcar que las distribuciones G0I [24] y la Fisher son las mismas le-
yes, una derivada para el retorno [24] y las otras fueron propuestas para la textura del
backscattering [8], respectivamente.
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Tambie´n se ha mostrado en [16] que la distribucio´n Fisher no puede solo modelar es-
tad´ısticos de amplitud del backscattering con ma´s precisio´n que las cla´sicas distribucio-
nes como las Nakagami, log-normal, K, Nakagami-Rice y Weibull, pero tambie´n pueden
modelar backscatter homoge´neos hasta los extremadamente heteroge´neos bastante bien.
Como las distribuciones univariadas G han modelado exitosamente, variando los distintos
grados de heterogeneidad en los datos. El siguiente paso fue encontrar una extensio´n al
caso de distribuciones multivariadas, multi-look G y KummerU. Tales distribuciones han
sido obtenidas modelando la textura con distribuciones GIG y Fisher, respectivamente,
mientras que el ruido speckle, en ambos casos, siguen la distribucio´n Wishart compleja.
A pesar de que las distribuciones multi-look no pueden ser usados para modelar datos
SAR polarime´tricos de un so´lo look directamente por razones mencionadas en secciones
previas. Entonces, es deseable formular formas cerradas de estas distribuciones para el
caso de un so´lo look. Recientemente, en [9] la distribucio´n multivariada KummerU de
un so´lo look ha sido derivada asumiendo una textura con distribucio´n Fisher y ruido
speckle con distribucio´n Gaussiana compleja multivariada de media cero. Adema´s, una
forma cerrada para la distribucio´n G0 multivariada de un so´lo look, asumiendo la textura
con distribucio´n Gamma Inversa, mencionada en [9]. Ma´s au´n, se ha mostrado tambie´n
que la distribucio´n KummerU converge asinto´ticamente a las distribuciones K y G0.
En este trabajo se derivan, la distribucio´n G multivariada de un so´lo look, asumiendo
una textura con distribucio´n GIG y para el ruido speckle con distribucio´n Gaussiana
multivariada compleja de media cero. Tambie´n se muestran las formas cerradas multiva-
riadas de un so´lo look de los dos casos especiales de la distribucio´n GIG y tambie´n para
las distribuciones Gamma y rec´ıproca de Gamma, tales como son expresados en [9].
Distribucio´n Gaussiana Inversa Generalizada (GIG)
La distribucio´n GIG es aqu´ı usada para modelar la variable aleatoria de textura de
intensidad. La distribucio´n GIG, denotada como N−1(α, γ, λ), se define como en [4]:
fX(x) =
(
λ
γ
)α/2
2Kα(2
√
λγ)
xα−1 exp
(
− γ
x
− λx
)
, x > 0 (4.7)
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donde Kν la funcio´n de Bessel modificada de segunda clase y de orden ν. El dominio de
los para´metros de la distribucio´n GIG esta´n dados por:

γ > 0, λ ≥ 0 α < 0
γ > 0, λ > 0 α = 0
γ ≥ 0, λ > 0 α > 0
(4.8)
Dos casos especiales de la GIG son las distribuciones Gamma y rec´ıproca de Gamma.
Con el fin de derivar estos casos especiales a partir de (4.7) y siguiendo las relaciones de
las funciones de modificadas de Bessel [22].
Kν(µ) = 2
ν−1Γ(ν)µ−ν (4.9)
Kν(µ) = K−ν(µ) (4.10)
La distribucio´n Gamma Γ(α, λ) puede ser derivada asumiendo que α > 0 y γ → 0 y
reemplazando (4.9) en (4.7):
fX(x) =
(
λ
γ
)α/2
xα−1
2× 2α−1Γ(α)(2√λγ)−α exp(−λx) =
λαxα−1
Γ(α)
exp(−λx), x > 0 (4.11)
La distribucio´n Rec´ıproca de Gamma Γ−1(α, γ) puede ser derivada asumiendo α < 0 y
λ→ 0 y reemplazando (4.9),(4.10) en (4.7):
fX(x) =
(
λ
γ
)α/2
xα−1
2× 2−α−1Γ(−α)(2√λγ)α exp
(
− γ
x
)
=
xα−1
γαΓ(−α) exp
(
− γ
x
)
, x > 0 (4.12)
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Distribucio´n G Polarime´trica de un so´lo look
En esta seccio´n, la distribucio´n G polarime´trica de un so´lo look ha sido derivada usando
el modelo multiplicativo (4.2.1), asumiendo una textura con distribucio´n GIG (4.7) y
ruido speckle Gaussiano complejo multivariado (4.5).
Tambie´n, los casos especiales Gamma y Rec´ıproca de Gamma para las texturas se han
considerado. La distribucio´n marginal fZp(z) puede ser calculada por la fo´rmula [17]
fZp =
∫ ∞
0
fZp(z|X)fX(x)dx (4.13)
donde fX(x) es dada por (4.7) y fZp(z|X), la funcio´n de distribucio´n de probabilidad
del vector observado Zp dado por la textura X, puede ser calculada usando la siguiente
fo´rmula [17]:
fZp(z|X) =
fYp(y|X)∣∣∣∂gX,Yp∂Yp ∣∣∣
∣∣∣∣∣
y=z/
√
X
(4.14)
donde g(X,Yp) =
√
XYp. A pesar de que X e Y son estad´ısticamente independientes,
fYp(y|X) = fYp(y), y la transformacio´n Jacobiana [55]:
∣∣∣∣∂g(X,Yp)∂Yp
∣∣∣∣ = xp (4.15)
Considerando la transformacio´n Jacobiana (4.15) y la expresio´n (4.5) fZp(z|X) se trans-
forma en:
fZp(z|X) =
1
pip|C|xp exp
(−z∗tC−1z
x
)
(4.16)
Luego, reemplazando (4.7) y (4.16) en (4.13):
fZp(z) =
(
λ
γ
)α/2
pip|C|2Kα(2
√
λγ)
×
∫ ∞
0
xα−p−1 × exp
(
−
(
γ
x
+ λx
)
− q
x
)
dx (4.17)
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donde q = z∗tC−1z. Usando la siguiente definicio´n de integral de la funcio´n modificada
de Bessel [22],
Kν(2
√
ab) =
(
a
b
)ν/2
2
∫ ∞
0
xν−1 exp
(
− b
x
− ax
)
dx (4.18)
La ecuacio´n (4.4) se transforma en:
fZp(z) =
λp/2(γ + q)(α−p)/2
γα/2pip|C|Kα(2
√
λγ)
Kα−p
(
2
√
λ(γ + q)
)
(4.19)
Lo cual es una distribucio´n G multivariada de un so´lo look para datos PolSAR, deno-
tada por Gp(α, λ, γ, C), y es la de un so´lo look es la contrapartida de la distribucio´n G
multi-look dada en [22]
Dos casos especiales de la distribucio´n Gp(α, λ, γ, C) pueden ser derivados. El primer
caso modela un clutter polarime´trico de un so´lo look, variando desde el caso homoge´neo
hasta el ligeramente heteroge´neo, y se obtiene asumiendo α > 0,λ > 0,γ → 0 y tambie´n
reemplazando (4.9) en (4.19):
fZp =
2λ(α+p)/2q(α−p)/2
pip|C|Γ(α) Kα−p
(
2
√
λq
)
(4.20)
el cual es la distribucio´n K multivariada de un so´lo look para datos PolSAR, denotado
por Kp(α, λ,C) y presentado para el caso bivariado en [36] y para el caso multivariado
en [9]. Esta distribucio´n puede tambie´n ser derivada usando el modelo multiplicativo
para modelar la textura como una variable Gamma y el ruido speckle como una variable
con distribucio´n Gaussiana compleja multivariada con media cero.
El segundo caso modela el clutter polarime´trico multivariado de un so´lo look, variando
desde el caso homoge´neo a extremadamente heteroge´neo, y se obtiene asumiendo α < 0,
γ > 0, λ→ 0, y tambie´n usando (4.9), (4.10) en (4.19):
fZp =
Γ(p− α)(γ + q)(α−p)
γαpip|C|Γ(−α) (4.21)
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La cual es la distribucio´n G0 multivariada de un so´lo look para datos PolSAR, denotada
por G0p(α, γ, C), esta distribucio´n tambie´n puede ser derivada usando el modelo multi-
plicativo para modelar textura como una variable con distribucio´n rec´ıproca de Gamma
y ruido speckle como una variable Gaussiana compleja multivariada con media cero.
Una comparacio´n de las expresiones (4.4) y (4.4) muestra que la G0p no depende de las
funciones modificadas de Bessel.
Una de las caracter´ısticas deseables de las distribuciones G0p es la que puede ser usada
para modelar desde clutter homoge´neos hasta extremadamente heteroge´neos. Sin em-
bargo, en este trabajo se muestra la significancia de las distribuciones ma´s generales de
la G para datos PolSAR de resolucio´n subme´trica.
La distribucio´n G0p pobremente ajusta a algunas a´reas donde la distribucio´n G ajusta los
datos de forma ma´s precisa.
4.4.1 Simulacio´n de datos PolSAR G
Los datos G polarime´tricos son generados usando un procedimiento de simulacio´n similar
a los detallados en [37], [18] para las funciones de densidad conocidas. Un resumen de
los pasos para la generacio´n de datos PolSAR simulados se detallan a continuacio´n.
El algoritmo se resume en los siguientes pasos:
1. Computar C1/2 dada una matriz de covarianza C, donde C1/2(C1/2)∗t = C, usando
la transformacio´n U para diagonalizar C,
U∗tCU = Λ⇒ C1/2 = UΛ1/2 (4.22)
Luego usando el teorema detallado en el Ape´ndice A se puede obtener la ra´ız
cuadrada de C, o sea C1/2. Tal hecho requiere que C sea una matriz Hermitiana
C1/2 = U∗tdiag(
√
λ1, . . . ,
√
λn)U (4.23)
donde λ1, . . . , λn son los autovalores de C, U
∗t son los autovectores de C y U la
inversa de U∗t.
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2. Generar vectores complejos Normales con media cero, V , con matriz de covarianza
identidad.
3. El vector de speckle Yp de 1-look se obtiene por:
Yp =
(
C1/2V
)∗
(4.24)
4. Generar la textura de retrodispersio´n (backscatter), X, usando un generador de
nu´meros aleatorios de la distribucio´n GIG presentado en [18], con la limitacio´n que
el para´metro α > 0.
5. Obtener el vector de la observacio´n PolSAR simulado Zp como:
Zp =
√
XYp (4.25)
El algoritmo puede mostrarse de manera ma´s clara como sigue:
Las rutinas utilizadas tales como Hermitiana() y SQMatrix() se pueden expresar en
los siguientes pseudoco´digos 4 y 5.
En el pseudoco´digo 4 aparece una llamada which la cual se comporta igual que la misma
funcio´n en el lenguaje R.
En el pseudoco´digo 5 aparecen las llamadas EigenV alues(C) y EigenV ectors(C), las
cuales devuelven los autovalores y autovectores de C, respectivamente. Ambas funciones
son parte de las herramientas nume´ricas ma´s comunes. Particularmente, en el lenguaje R,
se tiene la llamada eigen. La misma devuelve los autovalores y autovectores. De forma
similar, hay una funcio´n en R que permite resolver un sistema de ecuaciones lineales
(caso de solve en el pseudoco´digo).
Para obtener simulaciones de G0p y Kp, se tiene que modificar la l´ınea 8 del algoritmo 3.
Donde para el caso de la G0p hay que reemplazar X ∼ N−1(α, γ, λ) por X ∼ Γ−1(α, λ)
y para simular Kp se debe reemplazar la misma l´ınea por X ∼ Γ(α, λ).
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Algoritmo 3 Simulacio´n de Ima´genes Heteroge´neas Polarime´tricas de 1-look
1: procedure Gpol(N,α, γ, λ, C, complejo, amplitud, intensidad) . para´metros
2: C ← Hermitiana(C) . convierte C en Hermitiana
3: C1/2 ← SQMatrix(C) . computar C1/2
4: Zp ← Array(dim(N,N, 3)) . crear arreglo 3D
5: for i := 1 to N do
6: V ∼ CN (µ = [0, 0, 0], σ = diag(1, 1, 1)) . vector con distr. Gaussiana
Compleja de media cero y matriz de covarianza identidad
7: Yp ←
(
C1/2V
)∗
. ruido speckle de 1-look
8: X ∼ N−1(α, γ, λ) . textura backscatter con distr. GIG
9: Z ← √XYp . vector PolSAR
10: for j := 1 to N do
11: Zp[i, j, ]← Z[, j] . Asignar para la fila i todas las columnas j a Zp
12: end for
13: end for
14: if complejo then
15: Skip
16: else if amplitud then
17: Zp[, , 1]←Mod(Zp[, , 1]) . El mo´dulo del canal R
18: Zp[, , 2]←Mod(Zp[, , 2]) . El mo´dulo del canal G
19: Zp[, , 3]←Mod(Zp[, , 3]) . El mo´dulo del canal B
20: else if intensidad then
21: Zp[, , 1]←Mod(Zp[, , 1])2 . El mo´dulo al cuadrado del canal R
22: Zp[, , 2]←Mod(Zp[, , 2])2 . El mo´dulo al cuadrado del canal G
23: Zp[, , 3]←Mod(Zp[, , 3])2 . El mo´dulo al cuadrado del canal B
24: end if
25: return Zp . Retorna Zp ∼ Gp(α, γ, λ, C) en formato complejo, amplitud o
intensidad
26: end procedure
Algoritmo 4 Pseudoco´digo para la generacio´n de matrices Hermitianas
1: procedure Hermitiana(C)
2: E ← C∗t . Copiar en E la conjugada-transpuesta de C
3: x← which(C == 0) . Obtener los ı´ndices de C tal que contengan ceros
4: C[x]← E[x] . Para cada ı´ndice en x, copiar E en C
5: if ¬((∀i, j : Ci,j = (Ci,j)∗t) ∧ (∀i : Ci,i > 0)) then . Chequeo de post condicio´n
6: error(NoEsHermitiana)
7: end if
8: end procedure
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Algoritmo 5 Pseudoco´digo para computar la ra´ız cuadrada de una matriz Hermitiana
1: procedure SQMatrix(C)
2: if ¬((∀i, j : Ci,j = (Ci,j)∗t) ∧ (∀i : Ci,i > 0)) then . Chequeo de precondicio´n
3: error(NoEsHermitiana)
4: end if
5: λ← EigenV alues(C) . Computar los autovalores de C
6: P ← EigenV ectors(C) . Computar los autovectores de C
7: Q← solve(P = 0) . Resolver un sistema de ecuaciones lineales dado por P
8: Λ← diag(√λ1, ...,
√
λn) . Matriz diagonal con
√
λi, λi son los autovalores de C
9: C1/2 ← PΛQ . Finalmente se obtiene C1/2
10: end procedure
Cap´ıtulo 5
Ejemplos de Simulacio´n
Introduccio´n
En este cap´ıtulo se mostraran ima´genes simuladas con algoritmos presentados anterior-
mente que respetan las bases teo´ricas para la simulacio´n de los modelos correlacionados.
Simulando Ima´genes Heteroge´neas
Para poder simular ima´genes heteroge´neas tales como las que tienen distribuciones
Gamma, KA y KI con correlacio´n, se utilizara´ el algoritmo 1 presentado en la pa´gi-
na 32. A continuacio´n, se presentan varias funciones de correlacio´n que son las que
determinan las texturas de las ima´genes.
5.2.1 Funciones de Correlacio´n
El uso de este algoritmo se ilustrara´ con tres particulares ejemplos, muy u´tiles y usa-
dos ampliamente y un caso ma´s aparte, funciones caracter´ısticas que se presentan a
continuacio´n.
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5.2.1.1 Caso Normal (Normc)
La generacio´n de variables aleatorias con una estructura de correlacio´n dada por la
funcio´n Gaussiana,
E1(s) = exp
(
− s
2
2`2
)
, 0 ≤ s ≤ N/2, ` > 0. (5.1)
En las figuras 5.2 y 5.6 se tiene simulado el este caso Gaussiano, variando el largo de
correlacio´n, tanto para Gamma y K correlacionadas, respectivamente.
5.2.1.2 Caso Seno (Sinc)
La generacio´n de variables aleatorias con una estructura de correlacio´n dada por la
siguiente funcio´n seno,
E1(s) =
sin(`s/2)
`s/2
, 0 ≤ s ≤ N/2, ` > 0. (5.2)
En las figuras 5.3 y 5.7 se tiene simulado el este caso Gaussiano, variando el largo de
correlacio´n, tanto para Gamma y K correlacionadas, respectivamente.
5.2.1.3 Caso Exponencial (Expc)
La generacio´n de variables aleatorias con una estructura de correlacio´n dada por la
siguiente funcio´n exponencial,
E1(s) = exp
(
− |s|
`
)
, 0 ≤ s ≤ N/2, ` > 0. (5.3)
En las figuras 5.4 y 5.8 se tiene simulado el este caso Gaussiano, variando el largo de
correlacio´n, tanto para Gamma y K correlacionadas, respectivamente.
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5.2.1.4 Otro caso de correlacio´n (Ondc)
La generacio´n de variables aleatorias con una estructura de correlacio´n dada por la
siguiente funcio´n exponencial,
E1(s) = sin
(
pis
`2
)
0 ≤ s ≤ N/2, ` > 0. (5.4)
En las figuras 5.5 y 5.9 se tiene simulado el este caso Gaussiano, variando el largo de
correlacio´n, tanto para Gamma y K correlacionadas, respectivamente.
5.2.2 Simulando Ima´genes Extremadamente Heteroge´neas
Gracias al algoritmo 2 de la pa´gina 39, la simulacio´n de regiones de variables aleatorias
G0A con estructura de correlacio´n dada por el siguiente modelo, el cual es muy popular
en aplicaciones. Sean L ≥ 1 un entero, 0 < a < 1, 0 < ε (por ejemplo ε = 0,001), α < −1
y n ≥ 1. Y sea h : R −→ R definida por
h(x) =
 x if |x| ≥ ε,0 if |x| < ε.
Ahora sea ρk, las funciones de correlacio´n definidas por
Caso 1:
ρ1(k, j) =

h(a exp(−k2/`2)) ifk ≥ j,
−h(a exp(−j2/`2)) ifk < j.
(5.5)
Caso 2:
ρ2(k, j) =

h(a cos(k2/2`2)) ifk ≥ j,
−h(a cos(j2/2`2)) ifk < j.
(5.6)
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Caso 4
ρ3(k, j) =

h(a sin(pij/`2)) ifk ≥ j,
−h(a sin(pik/`2)) ifk < j.
(5.7)
Caso 6
ρ4(k, j) =

h(a sin(4pij/`2)) ifk ≥ j,
−h(a sin(4pik/`2)) ifk < j.
(5.8)
Caso 8:
ρ5(k, j) =

h(sin(j`)) ifk ≥ j,
−h(sin(k`)) ifk < j.
(5.9)
y ρk(0, 0) = 1 con 1 ≤ k ≤ 5. En las figuras 5.10 se muestra este caso de correlacio´n
(5.2.2). En las figuras 5.11 se muestra este caso de correlacio´n (5.2.2). En las figuras 5.12
se muestra este caso de correlacio´n (5.2.2). En las figuras 5.13 se muestra este caso de
correlacio´n (5.2.2).
Simulacio´n de ima´genes extremadamente heteroge´neas Po-
larime´tricas
Primero se simulan ima´genes con distribucio´n Gp con ciertos para´metros Gp(α, γ, λ, C),
donde C es la matriz de covarianza. Tal matriz de covarianza debe ser Hermitiana, ver
Ape´ndice A, como ejemplo se tomaron las siguientes matrices de covarianza C1 y C2.
A continuacio´n se presentan dos matrices de Covarianza:
C1 =

0,317 −0,012− 0,028i 0,179 + 0,018i
−0,012 + 0,028i 0,1 −0,021− 0,0036i
0,179− 0,018i −0,021 + 0,0036i 0,323
 (5.10)
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C2 =

360932 11050 + 3759i 63896 + 1581i
11050− 3759i 98960 6593 + 6868i
63896− 1581i 6593− 6868i 208843
 (5.11)
Las ima´genes simuladas fueron generadas a partir del algoritmo 4.4.1. Se generaron
ima´genes con distribuciones Gp, G0p y Kp de amplitud e ima´genes en formato complejo
para la distribucio´n Gp. En cada una de ellas, se simularon seis ima´genes con para´metros
distintos con el fin de notar las diferentes texturas obtenidas. Cabe recordar que las
distribuciones polarime´tricas se pueden representar con tres canales de acuerdo a su
polarizacio´n, HH, HV o V H (en la pra´ctica es lo mismo considerar una de ellas) y V V ,
tales canales fueron representados a trave´s del sistema de colores RGB. De modo que
cada canal ahora se representa por un color (rojo, verde y azul).
Los ejemplos de simulacio´n para las distribuciones Gp, G0p y Kp de amplitud, esta´n en
5.15, 5.16 y 5.17 utilizando la matriz de covarianza (5.10), respectivamente.
El segundo grupo de simulaciones se encuentran en 5.18, 5.19 y 5.20.
Para cada una de las simulaciones, se generaron seis ima´genes de dimensiones 512×512
pixeles para cada distribucio´n polarime´trica.
En la figura 5.14, se presenta las ima´genes con distribucio´n Gp en formato complejo. La
forma en la que se eligio´ representar las ima´genes en este formato es el siguiente: Para
cada fila se muestran los canales de polarizacio´n HH, HV o V H y V V con su parte
real e imaginaria, izquierda a derecha, respectivamente. Cada uno de los canales de
polarizacio´n se representan con un color siguiendo la nomenclatura RGB para hacerlos
distinguibles.
Representacio´n de una imagen PolSAR
Una imagen PolSAR, es tal que refleja los tres canales de polarizacio´n provenientes del
sensor SAR.
La imagen puede representarse con la nomenclatura RGB de acuerdo a sus tres canales
de polarizacio´n HH,HV o V H y V V .
Cap´ıtulo 5 Ejemplos de Simulacio´n 60
Una imagen real polarime´trica puede verse en la figura 5.1. En cambio una imagen con
un solo canal de polarizacio´n, puede representarse con colores monocroma´ticos (escala
de grises).
En el resto del cap´ıtulo se muestran las texturas con distintos grados de heterogeneidad
simuladas para cada modelo planteado en cap´ıtulos anteriores.
Figura 5.1: Imagen PolSAR polarime´trica
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.2: Caso Gaussiano de correlacio´n para Γ heteroge´nea con α = 0,5, β = 1.
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.3: Caso Seno de correlacio´n para Γ heteroge´neas con α = 0,5, β = 1.
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.4: Caso Exponencial de correlacio´n para Γ heteroge´neas con α = 0,5, β = 1.
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.5: Otro caso de correlacio´n para Γ heteroge´neas con α = 0,5, β = 1.
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.6: Caso Gaussiano de KA heteroge´neas con α = 0,5, β = 1 n− looks = 3.
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.7: Caso Seno KA heteroge´neas con α = 0,5, β = 1 n− looks = 3.
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.8: Caso exponencial deKA heteroge´neas con α = 0,5, β = 1 n−looks = 3.
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.9: Otro caso de KA heteroge´neas con α = 0,5, β = 1 n− looks = 3.
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.10: caso1 Imagen Extremadamente heteroge´nea uso de la funcio´n de corre-
lacio´n ρ1 con para´metros α = −3, γ = 1 y n = 3.
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.11: caso2, Imagen Extremadamente heteroge´nea uso de la funcio´n de corre-
lacio´n ρ2 con para´metros α = −3, γ = 1 y n = 3.
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.12: Imagen Extremadamente heteroge´nea uso de la funcio´n de correlacio´n
ρ3 con para´metros α = −3, γ = 1 y n = 3.
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(a) largo de correlacio´n: 1 (b) largo de correlacio´n: 2
(c) largo de correlacio´n: 4 (d) largo de correlacio´n: 8
(e) largo de correlacio´n: 16 (f) largo de correlacio´n: 32
Figura 5.13: Imagen Extremadamente heteroge´nea uso de la funcio´n de correlacio´n
ρ5 con para´metros α = −3, γ = 1 y n = 3.
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(a) Parte real del canal HH (b) Parte imaginaria del canal HH
(c) Parte real del canal HV o VH (d) Parte imaginaria del canal HV o VH
(e) Parte real del canal VV (f) Parte imaginaria del canal VV
Figura 5.14: Ima´genes Heteroge´neas con distribucio´n Gp(α, γ, λ, C1). Las figuras de
la izquierda corresponden a la parte real y las de la derecha la parte imaginaria de
cada canal de polarizacio´n (HH, HV o V H y V V ). Cada imagen tiene los para´metros:
α ∈ {0,5, 2,5, 5, 9, 15, 45}, respectivamente y λ = 1 de 1-look. La matriz de covarianza
C1 esta´ definida en (5.10).
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Figura 5.15: Imagen Extremadamente heteroge´nea con distribucio´n Gp(α, γ, λ, C1).
De izquierda a derecha de arriba a abajo, cada imagen tiene los para´metros: α ∈
{0,5, 2,5, 5, 9, 15, 40}, respectivamente y λ = 1, γ = 1 de 1-look. La matriz de covarianza
C1 esta´ definida en (5.10).
Figura 5.16: Imagen Extremadamente heteroge´nea con distribucio´n G0p(α, λ,C1) de
amplitud. De izquierda a derecha de arriba a abajo, cada imagen tiene los para´me-
tros: α ∈ {−2,5,−5,−9,−15,−45}, respectivamente y λ = 1 de 1-look. La matriz de
covarianza C1 esta´ definida en (5.10).
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Figura 5.17: Imagen Heteroge´nea con distribucio´n Kp(α, λ,C1) de amplitud. De
izquierda a derecha de arriba a abajo, cada imagen tiene los para´metros: α ∈
{0,5, 2,5, 5, 9, 15, 45}, respectivamente y λ = 1 de 1-look. La matriz de covarianza C1
esta´ definida en (5.10).
Figura 5.18: Imagen Extremadamente heteroge´nea con distribucio´n Gp(α, γ, λ, C2).
De izquierda a derecha de arriba a abajo, cada imagen tiene los para´metros: α ∈
{0,5, 2,5, 5, 9, 15, 40}, respectivamente y λ = 1, γ = 1 de 1-look. La matriz de covarianza
C2 esta´ definida en (5.11).
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Figura 5.19: Imagen Extremadamente heteroge´nea con distribucio´n G0p(α, λ,C2) de
amplitud. De izquierda a derecha de arriba a abajo, cada imagen tiene los para´me-
tros: α ∈ {−2,5,−5,−9,−15,−45}, respectivamente y λ = 1 de 1-look. La matriz de
covarianza C2 esta´ definida en (5.11).
Figura 5.20: Imagen Heteroge´nea con distribucio´n Kp(α, λ,C2) de amplitud. De
izquierda a derecha de arriba a abajo, cada imagen tiene los para´metros: α ∈
{0,5, 2,5, 5, 9, 15, 45}, respectivamente y λ = 1 de 1-look. La matriz de covarianza C2
esta´ definida en (5.11).
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Figura 5.21: Imagen Heteroge´nea con distribucio´n Kp(α, λ,C1) de amplitud. De
izquierda a derecha de arriba a abajo, cada imagen tiene los para´metros: α ∈
{0,5, 2,5, 5, 9, 15, 45}, respectivamente y λ = 1 de 1-look. La matriz de covarianza C1
esta´ definida en (5.11).
Cap´ıtulo 6
Clasificacio´n de Ima´genes
Introduccio´n
La clasificacio´n de ima´genes es utilizada en tareas tales como la teledeteccio´n y el recono-
cimiento de patrones. Existen me´todos de clasificacio´n supervisados y no supervisados.
Los primeros requieren un entrenamiento previo del clasificador y el segundo no. En este
cap´ıtulo se vera´ como me´todo de clasificacio´n a aquellos que son del tipo no supervisa-
dos. Tales me´todos presentan sus algoritmos y variantes de los mismos, por ejemplo, se
estudiara´n algoritmos tales como k-means, Isodata e ICM.
Conceptos
Cuando se quiere clasificar una imagen lo que se obtiene como resultado es otra imagen
con caracter´ısticas similares que la de entrada con la diferencia que cada p´ıxel de dicha
imagen contiene una etiqueta que lo identifica dentro de una vecindad de p´ıxeles que
poseen caracter´ısticas similares entre s´ı.
En el proceso de clasificacio´n digital se pueden distinguir las siguientes etapas:
1. Obtencio´n de clases, se trata de asignar un valor a cada p´ıxel o un rango de posibles
valores. A partir de esos p´ıxeles se puede calcular la media y variabilidad entre las
clases obtenidas. Esta etapa suele denominarse entrenamiento.
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2. Agrupacio´n de los p´ıxels de la imagen por clases. Consiste en juntar todos los
p´ıxeles que este´n asociados a un valor de clase (etiqueta). As´ı se obtiene una
imagen nueva donde cada p´ıxel contiene una etiqueta de acuerdo a la clase que
pertenece.
3. Verificacio´n de resultados Luego de clasificar la imagen se puede cuantificar el error
para evaluar la calidad de tal clasificacio´n. Muchas veces depende de la rigurosidad
del me´todo empleado y de la calidad de los datos de entrada.
6.2.1 Clasificacio´n supervisada y no supervisada
Los me´todos de clasificacio´n se pueden dividir en dos categor´ıas: supervisada y no su-
pervisada, de acuerdo a la forma en que son obtenidas las estad´ısticas de entrenamiento.
El me´todo supervisado parte de un conocimiento previo de la imagen.
En la etapa de entrenamiento el analista selecciona a´reas de identidad conocida de la
cubierta terrestre de intere´s (cultivos, forestaciones, suelos, etc.) delinea´ndolas sobre
la imagen digital bajo formas de recta´ngulos o pol´ıgonos cuyos datos nume´ricos son
guardados como regiones de intere´s constituyendo los ”datos de entrenamiento”. Una
vez que se dispone de un conjunto de estos datos de entrenamiento debe tratase de
adjudicar cada uno de los p´ıxeles de la escena a alguna clase. Entre los algoritmos
cla´sicos supervisados se pueden citar los siguientes:
1. Clasificador por mı´nima distancia
2. Por mı´nima distancia de Mahalanobis
3. Clasificador por paralelep´ıpedos
4. Clasificador por ma´xima probabilidad
5. Empleando Redes Neuronales
En el caso de los clasificadores no supervisados, no es necesario que el usuario provea una
regio´n de entrenamiento. Estos algoritmos clasifican de acuerdo a la distancia mı´nima
media entre los p´ıxeles de la imagen. Entre los algoritmos no supervisados ma´s comunes
son
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1. k-means o k-medias
2. Isodata
6.2.1.1 Clasificador por mı´nima distancia
Con este clasificador los datos de entrenamiento se utilizan so´lo para determinar la
media de las clases seleccionadas como regiones de intere´s. El algoritmo efectuara´ la
clasificacio´n ubicando cada p´ıxel no identificado en la clase cuya media se encuentra
ma´s cercana para lo cual puede utilizar la distancia euclidiana. El procedimiento se
ejemplifica gra´ficamente en el diagrama de dispersio´n de la Fig. 6.1(a). Por razones de
simplicidad la representacio´n se ha tomado so´lo dos bandas (Banda I y Banda II), pero
debe tenerse en cuenta que cuando el procedimiento se implementa nume´ricamente puede
generalizarse para cualquier nu´mero de bandas. Un p´ıxel a de identidad desconocida,
sera´ adjudicado a una dada clase computando las distancias euclidianas entre el p´ıxel
y el centroide de cada clase. Aunque simple desde el punto de vista computacional este
algoritmo tiene ciertas limitaciones, entre ellas la insensibilidad a los diferentes grados
de varianza en las respuestas espectrales de las diferentes clases.
As´ı por ejemplo el punto b en la Fig. 6.1(a), el clasificador lo adjudicar´ıa a la clase 3,
aunque la mayor variabilidad de la clase 1 hace pensar que tal vez ser´ıa ma´s realista
adjudicarlo a la clase 1. Por tal motivo este clasificador no es muy apropiado para
aquellos casos en que las clases espectrales esta´n muy pro´ximas entre s´ı en el espacio de
medida y a la vez tienen elevadas varianzas.
6.2.1.2 Por mı´nima distancia de Mahalanobis
Es un me´todo similar al de ma´xima probabilidad, pero asumiendo que las covarianzas
de las clases son iguales.
6.2.1.3 Clasificador por paralelep´ıpedos
Este clasificador se implementa definiendo un subespacio en forma de paralelep´ıpedo (es
decir, un hiper-recta´ngulo) para cada clase. En este procedimiento se introduce sensibi-
lidad respecto a la varianza de las clases. En efecto, los l´ımites de cada paralelep´ıpedo
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son definidos por el rango de valores para cada a´rea de entrenamiento, o sea por los
nu´meros digitales ma´ximo y mı´nimo para dicha a´rea. Alternativamente, dichos l´ımites
pueden definirse tomando cierto nu´mero de desviaciones esta´ndar para ambos lados de
la media del a´rea de entrenamiento.
Figura 6.1: Clustering k-means
En este caso la regla de decisio´n es que el p´ıxel de identidad desconocida caiga dentro
de alguno de los paralelep´ıpedos para adjudicarlo a la correspondiente clase. Un ejemplo
de la aplicacio´n de este clasificador en el caso sencillo de un diagrama de dispersio´n de
so´lo dos bandas se presenta en la Fig. 6.1(b) .
Este clasificador es ra´pido y fa´cil de implementar. Tiene sin embargo fuentes de error
asociadas al relativamente frecuente solapamiento de los paralelep´ıpedos: un p´ıxel puede
caer dentro de ma´s de un paralelep´ıpedo si e´stos se solapan. Puede darse tambie´n el caso
de que no caiga en ninguno. Estos factores quitan robustez al clasificador.
6.2.1.4 Clasificador por Redes Neuronales
El me´todo de clasificacio´n empleando redes neuronales se basa en utilizar un nu´mero de
neuronas sensitivas igual al nu´mero de para´metros de entrada (tantos como bandas *
para´metros de cada clase) y un nu´mero de neuronas efectoras igual al nu´mero de clases
deseado.
Durante el proceso la red es entrenada con los datos de ROIs (Seleccio´n de Conjuntos
Usando Regiones de Intere´s) introducidos y aplicada para clasificar el resto de los p´ıxeles
no asignados.
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6.2.2 Clasificacio´n no supervisada
Las clasificaciones no supervisadas son aquellas en las que el algoritmo clasificador no
necesita de ma´s informacio´n que la escena a clasificar y algunos para´metros que limiten
el nu´mero de clases. Estos mecanismos de clasificacio´n basan su efecto en la bu´squeda
de clases con suficiente separabilidad espectral como para conseguir diferenciar unos
elementos de otros. La clasificacio´n en teledeteccio´n es un caso particular del problema
general de clasificar N objetos en un conjunto de K clases en funcio´n de una serie
de variables (X1, X2, ..., Xn). Para resolver este problema se necesita una medida de la
semejanza o diferencia entre los diferentes objetos, la relacio´n entre ellos con la clase. Dos
objetos muy parecidos pertenecera´n con toda seguridad a la misma clase, mientras que
si son distintos pertenecera´n a diferentes clases. La medida ma´s utilizada es la distancia
euclidiana:
di,j =
√√√√ n∑
v=1
(Xvi −Xvj)2 (6.1)
aunque pueden utilizarse otro tipo de distancias. Para estimar los valores deX1, X2, ..., Xn
para las diferentes clases se utiliza la media aritme´tica de los valores de los p´ıxels in-
cluidos en la clase. Puesto que en la pra´ctica no se puede saber con certeza a que clase
corresponde cada uno de los p´ıxels, el problema de la clasificacio´n se convierte en un
problema de probabilidad de pertenencia a cada una de las clases de un conjunto, por
tanto se suelen usar me´todos estad´ısticos.
La clasificacio´n conlleva dos pasos fundamentales:
1. Generacio´n de un conjunto de clases y sus respuestas espectrales caracter´ısticas
(generalmente a partir de una muestra de p´ıxels) Adjudicacio´n de todos los p´ıxels
a alguna de las clases
Suponiendo que los datos han pasado ya todo tipo de correcciones de tipo geome´tri-
co o atmosfe´rico, existen dos me´todos complementarios para afrontar el problema
de la generacio´n de clases, estos son va´lidos tanto en ima´genes de sate´lite como en
cualquier otro campo.
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2. Partir de una serie de clases previamente definidas y obtener sus signaturas espec-
trales (clasificacio´n supervisada) No establecer ninguna clase a priori, aunque es
necesario determinar el nu´mero de clases que queremos establecer, y dejar que las
defina un procedimiento automa´tico (clasificacio´n no supervisada)
En realidad suelen utilizarse ambos procedimientos ya que son complementarios. La
clasificacio´n supervisada utiliza el conocimiento del terreno pero si este conocimiento no
es perfecto pueden escaparse cosas que una clasificacio´n no supervisada detectar´ıa.
6.2.2.1 Clasificacio´n Empleando las K-Medias
El me´todo de clasificacio´n de las K-Medias se basa en ir determinando las medias de
las clases y luego de forma iterativa los p´ıxeles son insertados en las clases ma´s cercanas
utilizando las te´cnicas de mı´nima distancia. En cada iteracio´n se recalcula la media de
la clase y se vuelven a reclasificar todos los p´ıxeles. Todos los p´ıxeles sera´n clasificados
si se limita la desviacio´n esta´ndar o la distancia ma´xima de bu´squeda.
El problema es computacionalmente dif´ıcil (NP-hard). Sin embargo, hay eficientes heur´ısti-
cas que se emplean comu´nmente y convergen ra´pidamente a un o´ptimo local. Estos sue-
len ser similares a los algoritmos expectation-maximization de mezclas de distribuciones
Gaussianas por medio de un enfoque de refinamiento iterativo empleado por ambos algo-
ritmos. Adema´s, los dos algoritmos usan los centros que los grupos utilizan para modelar
los datos, sin embargo k-means tiende a encontrar grupos de extensio´n espacial compa-
rable, mientras que el mecanismo expectation-maximization permite que los grupos que
tengan formas diferentes.
A continuacio´n se describe el algoritmo, dado un conjunto de observaciones (X1, X2, ..., Xn),
donde cada observacio´n es un vector real de d dimensiones, k-means construye una par-
ticio´n de las observaciones en k conjuntos k ≤ n y S = {S1, S2, ..., Sk}
argmı´n
k∑
i=1
∑
Xj∈Si
∥∥Xj − µi∥∥ (6.2)
donde µi es la media de puntos en Si.
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Dado un conjunto inicial de k centroides m
(1)
1 , ...,m
(1)
k Paso de asignacio´n: Asigna cada
observacio´n al grupo con la media ma´s cercana (es decir, la particio´n de las observaciones
de acuerdo con el diagrama de Voronoi generado por los centroides).
S
(t)
i =
{
xp :
∥∥xp −m(t)i ∥∥ ≤ ∥∥xp −m(t)j ∥∥ ∀ 1 ≤ j ≤ k} (6.3)
Donde cada xp va exactamente dentro de un S
(t)
i , incluso aunque pudiera ir en dos de
ellos.
Paso de actualizacio´n: Calcular los nuevos centroides como el centroide de las observa-
ciones en el grupo.
m
(t+1)
i =
1
|S(t)i |
∑
Xj∈S(t)i
Xj (6.4)
El algoritmo se considera que ha convergido cuando las asignaciones ya no cambian.
Comu´nmente utilizados son los me´todos de inicializacio´n de Forgy y Particio´n Aleatoria.
El me´todo Forgy elige aleatoriamente k observaciones del conjunto de datos y las utiliza
como centroides iniciales. El me´todo de particio´n aleatoria primero asigna aleatoriamente
un cluster para cada observacio´n y despue´s procede a la etapa de actualizacio´n, por
lo tanto calcular el cluster inicial para ser el centro de gravedad de los puntos de la
agrupacio´n asignados al azar. El me´todo Forgy tiende a dispersar los centroides iniciales,
mientras que la particio´n aleatoria ubica los centroides cerca del centro del conjunto de
datos. Segu´n Hamerly y compan˜´ıa, el me´todo de particio´n aleatoria general, es preferible
para los algoritmos tales como los k-harmonic means y fuzzy k-means. Para expectation
maximization y el algoritmo esta´ndar el me´todo de Forgy es preferible.
Un ejemplo de demostracio´n del algoritmo esta´ndar:
1. k centroides iniciales (en este caso k = 3). Son generados aleatoriamente dentro
de un conjunto de datos (mostrados en color). Imagen 6.2(a)
2. k grupos son generados asocia´ndole el punto. Imagen 6.2(b)
3. El centroide de cada uno de los k grupos se recalcula. Imagen 6.2(c)
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4. Pasos 2 y 3 se repiten hasta que se logre la convergencia. Imagen 6.2(d)
(a) k centroides ini-
ciales k = 3
(b) k grupos (c) Recalcular k gru-
pos
(d) Convergencia
Figura 6.2: Descripcio´n del algoritmos K-Means
6.2.2.2 Complejidad
Como se trata de un algoritmo heur´ıstico, no hay ninguna garant´ıa de que convergen al
o´ptimo global, y el resultado puede depender de los grupos iniciales. Como el algoritmo
suele ser muy ra´pido, es comu´n para ejecutar varias veces con diferentes condiciones de
partida. Sin embargo, en el peor de los casos, k-means puede ser muy lento para con-
verger: en particular, se ha demostrado que existen conjuntos de determinados puntos,
incluso en 2 dimensiones, en la que k-means toma tiempo exponencial, es decir 2O(n),
para converger. Estos conjuntos de puntos no parecen surgir en la pra´ctica: esto se ve
corroborado por el hecho de que en la mayor´ıa de los casos el tiempo de ejecucio´n de
k-means es polinomial.
El “paso de asignacio´n”tambie´n se le conoce como expectativa, la “etapa de actua-
lizacio´n”, como paso de maximizacio´n, por lo que este algoritmo es una variante del
algoritmo generalizado de Expectation-Maximization.
Respecto a la complejidad computacional, el agrupamiento k-means para problemas en
espacios de d dimensiones es:
1. NP-hard en un espacio euclideano general d incluso para 2 grupos
2. NP-hard para un nu´mero general de grupos k incluso en el plano
Si k y d son fijados, el problema se puede resolver en un tiempo O(ndk+1log(n)), donde
n es el numero de entidades a particionar.
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6.2.3 Clasificacio´n Isodata
Este algoritmo puede ser considerado como una mejora al enfoque de k-means. Tambie´n
busca minimizar el error cuadra´tico asignando los p´ıxels al centroide ma´s cercano. Sin
embargo, a diferencia del anterior, no se maneja con un nu´mero fijo de clusters sino con
k clusters, permitiendo que k var´ıen un intervalo que contiene la cantidad de clusters
pedida por el usuario. Esta situacio´n se debe a que se descartan los clusters con pocos
elementos. Por otro lado, se combinan clusters si hay muchos o si existen algunos muy
cercanos (operacio´n merge). Tambie´n un cluster se puede dividir si hay pocos clusters o
si contiene p´ıxels demasiado disimiles (operacio´n split). Los para´metros requeridos por
Isodata son:
1. no clusters: nu´mero deseado de clusters, y tambie´n el nu´mero inicial.
2. min elements: mı´nimo nu´mero de p´ıxels requerido por cluster.
3. min dist: distancia mı´nima permitida entre los centroides de los clusters.
4. split sd: para´metro que controla la divisio´n de clusters. (split sd)
5. iter start: ma´ximo nu´mero de iteraciones de la primera parte del algoritmo.
6. max merge: ma´ximo nu´mero de combinaciones de clusters por iteracio´n.
7. iter body: ma´ximo nu´mero de iteraciones del loop principal del algoritmo.
El uso y significado de estos para´metros se describen con mayor detalle a continuacio´n,
junto con los pasos del algoritmo:
1. Inicializacio´n de los centroides de los clusters.
2. Para cada p´ıxel, encontrar el centroide ma´s cercano. Asociar el p´ıxel al cluster
correspondiente.
3. Calcular los centroides de los clusters resultantes.
4. Si al menos un cluster cambio´ y el nu´mero de iteraciones es menos que iter start,
volver al paso 2.
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5. Descartar los clusters con menos de min elementos p´ıxels, y descartar esos p´ıxels
tambie´n.
6. Si el nu´mero de clusters es mayor o igual que 2 ∗no clusters, ir al paso 7 (merge);
sino, ir al paso 8.
7. Si la distancia entre dos centroides es menor que min dist, combinar estos clusters
y actualizar el centroide; caso contrario, ir a 8. Repetir hasta max merge veces e
ir al paso 8.
8. Si el nu´mero de clusters es menor o igual a no clusters/2, o se trata de una iteracio´n
impar y el nu´mero de clusters es menor que 2 ∗ no clusters, ir a 9 (split). Sino ir
al paso 10.
9. Encontrar un cluster que tenga desviacio´n esta´ndar para alguna variable, digamos
x , que sea mayor que split sd . De no haber, ir a 10. Sino, calcular la media para
x en el cluster. Separar los p´ıxels del cluster en dos conjuntos, uno conteniendo
aquellos p´ıxels en los que x es mayor o igual que la media, y el otro aquellos en
que x es menor. Calcular los centroides de estos dos nuevos clusters. Si la distancia
entre ellos es mayor o igual que 1, 1 ∗min dist, reemplazar el cluster original por
los dos creados; caso contrario, el cluster no se divide.
10. Si este paso ha sido ejecutado iter body veces o no hubo cambios en los clusters
desde su ultima ejecucio´n, detenerse. Sino, volver al paso 2.
Este algoritmo fue implementado en el paquete biOps [1] y esta´ dada por la funcio´n
imgIsoData en dicho paquete, ya que en R no hay paquetes en el CRAN que imple-
menten Isodata.
A modo de ejemplo se muestran ima´genes satelitales, una sin clasificar y otra si, tales
ima´genes esta´n en la figura 6.3.
Clasificacio´n posterior ICM
La segmentacio´n de ima´genes p´ıxelwise (procesar p´ıxeles en un solo lugar a la vez),
usando los modelos Markovianos anteriores, depende de varias hipo´tesis que determinan
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el nu´mero de para´metros y complejidad general de la estimacio´n y de los algoritmos de
prediccio´n.
La hipo´tesis de la vecindad Markoviana (Markovian neighborhood), el orden y la iso-
trop´ıa, son las propiedades ma´s notables para establecer.
En esta seccio´n, se estudiara´ la precisio´n estad´ıstica de la clasificacio´n de los dos entornos
de Markov para la segmentacio´n de ima´genes p´ıxelwise, considerando las etiquetas de
la imagen como estados ocultos y resolviendo la estimacio´n de tales etiquetas como una
solucio´n de la ecuacio´n MAP, tal ecuacio´n es la siguiente
s∗ = argma´x
s
p(s|I, θ) (6.5)
donde I es la imagen en observacio´n y θ el modelo. La distribucio´n de emisio´n se asume
que es la misma en todos los modelos, y la diferencia radica en la hipo´tesis de Markov
anterior hecha sobre un campo aleatorio ya etiquetado.
Ese conocimiento previo del etiquetado anterior se modela con
1. Un modelo de Markov de segundo orden anisotro´pico de Markov del acoplamiento
(mesh).
2. Un modelo cla´sico isotro´pico de Potts.
Se considera´ el segundo modelo, para ICM (Iterated Conditional Modes). El algoritmo
ma´s conocido para ICM de Besag [7], hace uso de la aproximacio´n pseudo-verosimilitud.
En Gimenez et al. [27] un nuevo estimador del para´metro de suavidad de un modelo
Potts de segundo orden fue propuesto e incluido sobre una versio´n ra´pida del algoritmo
de segmentacio´n ICM.
En comparacio´n con otros estimadores cla´sicos de suavidad, tales como fueron intro-
ducidos por Frery et al. [23] fue tambie´n introducido por Levada et al. [41] y tambie´n
discutido en aproximaciones combinando soluciones suboptimales basadas en varios mo-
delos Potts isotro´picos previos de diferente orden. Las competencias directas del ICM
son los me´todos discutidos por Celeux et al. [15] basados en el campo de la media como
aproximaciones al algoritmo de Expectation-Maximization (EM) para modelos Potts
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con vecindades de primer orden, el cual considera probabilidades condicionales en vez
de restablecimiento de datos ocultos. El algoritmo de EM es muy usual en el contexto
de datos incompletos y en particular para estimar modelos de mezclas independientes
debido a su simplicidad. Como se dijo anteriormente, el punto clave en el uso de mo-
delos Markovianos previos para aplicaciones de segmentacio´n es la complejidad de la
estimacio´n de para´metros.
Los me´todos que consideran vecindades isotro´picas (modelos Potts cla´sicos y bond-
percolation) pueden suavizar estructuras cuasi lineales importantes en las ima´genes,
mientras que los me´todos que consideran vecindades no isotro´picas, como es usual
2DHMM y Potts, implican ma´s para´metros para estimar.
Figura 6.4: Sistemas de Vecindades: (a) Causal Markov Mesh de orden 2D , (b)
Modelo Potts de segundo orden, (c) Modelo Potts de primer orden.
Se consideran dos hipo´tesis de Markov previas espec´ıficas para la segmentacio´n de ima-
gen, en la forma de diferentes sistemas de vecindades y relaciones de probabilidad:
1. Una vecindad de seis p´ıxeles puestos en diagonal para el caso MRF anisotro´pico.
2. Una vecindad de cuatro p´ıxeles (primer orden) y otro de ocho p´ıxeles para el caso
MRF isotro´pico, los cuales esta´n representados en la figura 6.4.
La hipo´tesis Markoviana asumida para cada campo de Markov aleatorio etiquetado es
diferente, con el fin de desarrollar diferentes estrategias de estimacio´n. Se mantiene el
mismo modelo de Multivariado Gaussiano para las distribuciones de emisio´n (si se conoce
la distribucio´n de los datos que se quieren clasificar es posible considerar otro modelo, o
sea con otra distribucio´n distinta a la Gaussiana).
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6.3.1 Reglas MAP-MRF
Muchas herramientas computacionales para problemas de procesamiento de ima´genes
han sido ideado a trave´s del modelado de campos aleatorios de Markov (Markov Random
Fields, MRF). Uno de los problemas en la pra´ctica es etiquetar los p´ıxels del dominio de la
imagen (an image domain p´ıxelwise) con dadas L etiquetas discretas L = {`1, `2, ..., `L}
un conjunto de etiquetas L, y para cada (i, j) ∈ P se define como un conjunto ∂ij ⊂ P
llamado la vecindad de (i, j). El sistema de vecindades es una coleccio´n de conjuntos
∂ = {∂ij : (i, j) ∈ P} tal que satisface
1. (i, j) /∈ ∂ij
2. (i′, j′) ∈ ∂ij ⇒ (i, j) ∈ ∂i′j′
3. P =
⋃
(i,j)∈P ∂ij
El problema de etiquetado es asignar una de las etiquetas del conjunto L a cada par (i, j)
del conjunto P. O sea el etiquetado es un mapeo de P a L. Se denotara´ un etiquetado
por s = {sij}. El conjunto de todos los posibles etiquetados Ln se denota como S.
Se considerara´ la segmentacio´n final s = {sij} como realizaciones de un campo aleatorio
de Markov. Esto significa que cada posible realizacio´n (llamada configuracio´n) s ∈ S, se
tiene que
1. p(s) > 0
2. p(sij |sP−{(i,j)}) = p(sij |s∂ij )
donde P − {(i, j)} denota la resta de conjuntos, y s∂ij denota las etiquetas de los pares
(i, j) ∈ ∂ij .
6.3.2 Ma´xima Estimacio´n Posterior
En general, el campo etiquetado no es directamente observable en el experimento. Se
tiene que estimar su configuracio´n realizada s basada en una observacio´n I, el cual
esta´ relacionado con s, por la media de la funcio´n de verosimilitud p(I|s, θ), donde
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θ representa el conjunto de todos para´metros de los modelos. La forma ma´s comu´n
de estimar un MRF es maximizar una estimacio´n posterior (MAP). Este marco fue
popularizado en visio´n por Geman and Geman [26].
La estimacio´n MAP consiste de maximizar la probabilidad posterior p(s|I, θ). Desde el
punto de vista de la estimacio´n Bayes, la estimacio´n MAP minimiza el riesgo bajo la
funcio´n de costo cero-uno. Usando la regla de Bayes, la estimacio´n MAP es
s∗ = argma´x
s∈P
p(s|I, θ) = argma´x
s∈P
p(I|s, θ)p(s|θ) (6.6)
6.3.3 Campo de observacio´n Gaussiana
Por razones de completitud, se consideran ima´genes multiespectrales donde cada p´ıxel
es un vector de Rq . Se asume que la intensidad del p´ıxel observado es una Mezcla
Gaussiana Multivariada, y las probabilidades de emisio´n dado el estado ` ∈ L son
Gaussianas Multivariadas:
p(x|`) = 1
(2pi)q/2|Σ`|1/2
exp
{
− 1
2
(x− µ`)TΣ−1` (x− µ`)
}
(6.7)
con media µ` y matriz de covarianza Σ`. En este caso se computa la clasificacio´n inicial
sin considerar cualquier contexto previo, siguiendo el algoritmo 6.
Algoritmo 6 Algoritmo de Ma´xima Verosimilitud (ML)
1: Segmentacio´n supervisada de I con Ma´xima Verosimilitud: asignar la etiqueta dada
por sij = argma´x`∈L p(Iij |`) al p´ıxel (i, j), con para´metros elegidos de las modas de
los histogramas, o los valores de p´ıxel elegidos.
2: Segmentacio´n no supervisada de I con Ma´xima Verosimilitud (EM-ML): asignar la
etiqueta dada por sij = argma´x`∈L p(Iij |`) al p´ıxel (i, j), con los para´metros dados
por el algoritmo de Expectation Maximization para la mezcla de Gaussianas, con
puntos iniciales aleatorios.
El etiquetado obtenido por ML sera´ la clasificacio´n de referencia.
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6.3.4 Campos Aleatorios de Gibbs
Los MRFs son generalizaciones de los procesos de Markov que pueden ser especificado
tanto por la distribucio´n conjunta o por distribuciones condicionales locales. Sin em-
bargo, e´stas ultimas esta´n sujetas a restricciones de consistencia no trivial, por eso la
primera aproximacio´n es la ma´s comu´nmente usada.
En este trabajo, se considerara´ dos tipos de campos aleatorios de Markov como restric-
ciones a priori para los campos etiquetados, causal Markov Meshes y campos aleatorios
de Gibbs.
Antes de definir campos aleatorios de Gibbs (GRF) se define a un clique.
Definicio´n 6.1. Un conjunto de pares (i, j) se dice clique si cada miembro del conjunto
es un vecino de todos los otros miembros.
Un campo aleatorio de Gibbs puede ser especificado por la distribucio´n conjunta de
Gibbs:
p(s) = Z−1 exp
(∑
C∈C
VC(s)
)
(6.8)
donde C es el conjunto de todos los cliques, Z es la constante normalizada, y {VC : C ∈ C}
son funciones reales, llamadas las funciones potenciales de clique. En este modelo, la
distribucio´n condicional de la etiqueta de estado {sij ∈ L} correspondiente al p´ıxel
(i, j) ∈ P dado la evidencia en la imagen es
p(sij |si′j′ : (i′, j′) ∈ ∂ij) = p(sij |si′j′ : (i′, j′) 6= (i, j)) ∝ exp
(
−
∑
C∈C : (i,j)∈C
VC(s)
)
(6.9)
Al asumir tales modelos Markovianos garantiza la existencia de la distribucio´n conjunta
del proceso.
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6.3.5 Modelos de Potts
En este modelo, las funciones potenciales VC de (6.3.4) se definen como sigue:
VC(s) =
 −β sij = si′j′ , C = {(i, j), (i′, j′)} ∈ C,0 caso contrario. (6.10)
donde C es el conjunto de clique correspondiente al sistema de vecindades ∂. Luego, la
distribucio´n sobre la vecindad en el modelo Potts se convierte en:
p(sij |si′j′ : (i′, j′) ∈ ∂ij) ∝ exp
{
βUij(sij)
}
(6.11)
donde Uij(sij) := #{(i′, j′) ∈ ∂ij : si′j′ = sij}, y β es el para´metro de suavidad, a veces
llamado temperatura inversa. Luego, la verosimilitud conjunta del campo aleatorio de
Markov es
p(s) ∝ exp{βUs} (6.12)
donde Us = #{C ∈ C : C = {(i, j), (i′, j′)}, sij = si′j′}.
El proceso observado, el cual se supone estar emitido por campos ocultos de Markov, se
considera Gaussiano Multivariado como en (6.7) con media µ` y matriz de covarianza
Σ` el cual depende de las clases. Luego, dada la intensidad de los p´ıxeles observados I,
la distribucio´n posterior del mapa de clases es
p(s|I, θ) ∝ exp
{
βUs +
∑
ij
p(Iij |sij)
}
(6.13)
Esta distribucio´n corresponde al nuevo modelo de Potts en el cual el campo externo en
un p´ıxel (i, j) es p(Iij |sij).
La segmentacio´n o´ptima s∗ se define como una solucio´n MAP (6.6), con θ = (β, µ`,Σ`)
lo cual es un problema dif´ıcil de resolver en general.
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Hay muchas soluciones aproximadas en la literatura. En e´ste trabajo so´lo se vera´ ICM
(Iterated Conditional Modes) detallado en la siguiente seccio´n.
Un propo´sito cla´sico para la estimacio´n β consiste en resolver la ecuacio´n de ma´xima
pseudo-verosimilitud.
∑
(i,j)∈P
Uij(sij)−
∑
(i,j)∈P
∑
`∈L Uij(`) exp{βˆUij(`)}∑
`∈L exp{βˆUij(`)}
= 0 (6.14)
lo cual implica que un mapa de clase s, donde el s inicial es dado por ma´xima verosimili-
tud. Usando este mapa, se calcula Uij(`) con ∂ij igual a la vecindad de primer o segundo
orden, como sale en la figura 6.4. Asumiendo e´sto, se reduce la ecuacio´n (6.14) a una
no lineal ma´s pequen˜a en funcio´n de β, con coeficientes contando el nu´mero de parches
con ciertas configuraciones; ver [40]. Esta ecuacio´n esta´ resuelta usando el algoritmo de
Brent [Brent]
6.3.6 ICM: Iterated conditional Modes
ICM es un algoritmo iterativo que ra´pidamente converge a un ma´ximo local de la funcio´n
p(s|I, θ) la ma´s cercana a la segmentacio´n inicial prevista por el usuario. Usualmente, la
segmentacio´n inicial puede ser brindada por Ma´xima Verosimilitud. En cada iteracio´n
ICM modifica la etiqueta de cada p´ıxel para aquella que sea ma´s probable, dada una
configuracio´n de vecindad.
Dadas las observaciones I, ICM encuentra una solucio´n subo´ptima de (6.5), con el algo-
ritmo 7. El primer te´rmino de
g(`) = ln p(Iij |`, µˆ`, Σˆ`) + βˆUij(`) (6.15)
es equivalente a las utilizadas por el clasificador ML. El segundo te´rmino es el compo-
nente contextual escalado por los para´metros β. Si β > 0, ICM suaviza la segmentacio´n
inicial, si β < 0, ICM reduce la coherencia de clusters. Cuando β = 0 la regla se reduce
a la Ma´xima Verosimilitud, pero cuando β →∞ el efecto se reserva, los datos no tienen
ninguna importancia en la segmentacio´n final.
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Algoritmo 7 Iterated Conditional Modes (ICM)
1: Segmentacio´n de Ma´xima Verosimilitud de I (ML o EM-ML, ver Algoritmo 6)
2: Estimacio´n de para´metros por pseudo-ma´xima verosimilitud con el algoritmo de
Brent para el suavizado de para´metros de modelos Potts isotro´picos de segundo
orden.
3: Elegir un esquema de p´ıxeles para la imagen.
4: Por cada p´ıxel (i, j), cambiar la etiqueta dada en la iteracio´n anterior por la etiqueta
` ∈ L que maximice g(`) = ln p(Iij |`, µˆ`, Σˆ`) + βˆUij(`)
5: Iterar hasta que converja.
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(a) Imagen satelital sin clasificar
(b) Imagen clasificada con 20 clases y 20 iteraciones
Figura 6.3: Ejemplos de clasificacio´n Isodata
Cap´ıtulo 7
Influencia en el uso de la
correlacio´n en la simulacio´n de
ima´genes: Clasificacio´n
Introduccio´n
A partir de las simulaciones realizadas en el cap´ıtulo anterior, se mostrara´n resultados
a partir de la clasificacio´n del phantom con ciertos algoritmos clasificadores del tipo
no supervisados. Luego, se utilizara´n me´tricas para medir cuan buenas fueron tales
clasificaciones tanto en modelos cor relacionados y los que no lo son. Se presentara´n
tablas que muestran la matriz de confusio´n y se evaluara´ por medio de estad´ısticos la
precisio´n de tales clasificaciones.
Creacio´n de un Phantom
Se utilizo´ un phantom el cual presenta seis clases o regiones que servira´ para simular
dentro de cada una de esas clases diferentes texturas que luego, teniendo el phantom re-
llenado, se procede a la clasificacio´n por medio de los me´todos presentados en el cap´ıtulo
anterior. Despue´s de la clasificacio´n se evaluara´n resultados que sirven para determinar
y simular una situacio´n real, pero con algunas restricciones. La simulacio´n constara´ de
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rellenar ciertas clases con variables aleatorias con y sin correlacio´n, y ver como se com-
portan los actuales clasificadores presentados para determinar que´ tan precisos son a
la hora de separar clases cuando se inyecta correlacio´n a los datos que representan la
escena.
La creacio´n de un phantom ha sido utilizado para trabajos relacionados con datos SAR
(Jain, 1989; Lucca, 1998), ya que se necesita idealizar ima´genes a partir de una estructura
e inducir valores asociados a algu´n modelo para la formacio´n de las clases, permitiendo
inferir cuantitativamente sobre procedimientos que precisan procesar y analizar ima´ge-
nes.
En figura 7.1 se muestra el phantom que sera´ utilizado en este cap´ıtulo para realizar
experimentos.
Figura 7.1: Phantom con seis clases y sus nu´meros de clase correspondiente.
Ejemplos y Resultados
En las figuras 7.2 y 7.4 se muestran el phantom rellenado con las simulaciones de variables
Gamma yK con y sin correlacio´n para las seis clases, respectivamente. Tales simulaciones
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fueron hechas con los para´metros detallados en el cuadro 7.1. Las ima´genes son de
taman˜o 480× 480 asumiendo γ = 1,0 , n = 3 y diferentes valores de a, `, α y funciones
de correlacio´n tambie´n.
En el cuadro 7.2 se presentan los para´metros con los cuales se simularon las variables
aleatorias G0A. Tales simulaciones se encuentran en la figura 7.3 para los casos ambos
casos, correlacionado y no correlacionado.
Clase 1 Clase 2 Clase 3 Clase 4 Clase 5 Clase 6
α 0.5 1 1.5 2 2.5 3
` 4 4 2 8 8 8
correlacio´n Normal Seno Normal Normal Exponencial Exponencial
Cuadro 7.1: Para´metros del phantom rellenado de la figura 7.4, la figura (a) muestra
Gamma y (b) phantom con distribucio´n KI , la figura (d) para Gamma correlacionada
y la (e) es KI correlacionada.
Clase 1 Clase 2 Clase 3 Clase 4 Clase 5 Clase 6
α -2.5 -3 -3 -9 -9 -1,5
` 3 10 1 10 12 3
correlacio´n Caso 4 Caso 2 Caso 1 Caso 8 Caso 6 Caso 4
Cuadro 7.2: Para´metros del clutter G0A en las figuras 7.3, figura (a), y clutter corre-
lacionado en la figura (b).
Las funciones de correlacio´n son diferentes en cada clase, permitiendo as´ı insertar tex-
turas en cada una de ellas. La clasificacio´n no parame´trica de ima´genes texturadas tiene
mayor precisio´n (accuracy) que las no correlacionadas, a pesar de que las clases tie-
nen ma´s diferencias. Este simple ejemplo muestra que mejores esquemas de clasificacio´n
pueden ser ideados si la correlacio´n se tuviera en cuenta.
7.3.1 Ana´lisis de la clasificacio´n de datos sinte´ticos
La clasificacio´n no supervisada (tambie´n conocida como clustering) es un me´todo de
particionar los datos de una imagen para extraer informacio´n de la cobertura terrestre.
Este tipo de clasificacio´n requiere menos informacio´n de entrada por parte del analis-
ta comparado con la clasificacio´n supervisada por que clustering no requiere datos de
entrenamiento. En este proceso, se obtiene un mapa con k clases. Existen cientos de
algoritmos de clustering. Dos familias de algoritmos ma´s conceptualmente simples son
los llamados clustering basados en modelos y el otro clustering basado en distancia.
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(a) Gamma no correlacionada.
(b) Gamma correlacionada.
Figura 7.2: Ejemplo de simulacio´n. Las figuras (a) y (b) simulan variables Gamma,
una sin correlacionadar y la otra correlacionada.
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(a) G0A no correlacionada.
(b) G0A correlacionada.
Figura 7.3: Las figuras (a) y (b) simulan G0A, sin correlacionar la primera y la segunda
correlacionada. Los para´metros esta´n dados en las tablas 7.2.
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(a) KI no correlacionada.
(b) KI correlacionada.
Figura 7.4: Las figuras (a) y (b) simulan KI , de vuelta, una sin correlacionar y la otra
s´ı.
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Una aproximacio´n al algoritmo basado en modelos consiste en usar ciertos modelos para
clusters y tratando de optimizar el ajuste entre los datos y el modelo. En la pra´ctica,
cada cluster puede ser matema´ticamente representado por una distribucio´n parame´trica
y todo el conjunto de datos es a su vez modelado con una mezcla de esas distribuciones.
El me´todo de clustering mas utilizado de esta clase es el que se basa en el aprendizaje
de una mezcla de Gaussianas, con sus para´metros estimados automa´ticamente con el
algoritmo de Expectation-Maximization.
Los algoritmos de clustering basados en distancia tratan de minimizar una funcio´n obje-
tiva sobre el conjunto de las posibles configuraciones de cada cluster. Para este caso, dos
algoritmos mayormente citados en la literatura del sensado remoto son los algoritmos
k-means e ISODATA, para ma´s detalles consultar en Jensen [33] y Mather [44].
Clase 1 Clase 2 Clase 3 Clase 4 Clase 5 Clase 6
α -1.5 -3 -5 -9 -11 -15
` 4 8 8 4 4 4
correlacio´n Caso 4 Caso 2 Caso 2 Caso 8 Caso 6 Caso 4
Cuadro 7.3: Distribuciones correlacionadas G0A consideradas en el phantom de la figura
7.6.
Todos esos procedimientos consideran informacio´n espectral como representaciones in-
dependientes de la densidad conjunta subyacente. La correlacio´n espacial es a menudo
reforzada por el uso de un modelo Markoviano oculto sobre el campo etiquetado.
El procedimiento ICM (iterated conditional modes) estima el mejor mapa de clustering
que ajusta con el modelo Markoviano oculto, usualmente es un modelo Potts con ocho
vecinos, ver Frery et al. [23], Gimenez et al. [28] por ma´s detalles sobre el me´todo.
Puntos iniciales pueden ser dados para el algoritmo de k-means o el algoritmo de EM-MG
(mezcla of Gaussianas). Mejail et al. [45] hizo un importante experimento Monte Carlo
con datos G0A simulados, clasificando la simulacio´n con ICM usando como punto de
partida un mapa de clusters hecho a partir estimaciones por puntos del para´metro de
rugosidad α de la G0A .
La estimacio´n de para´metros es usualmente un punto delicado al considerar distribucio-
nes G, Lucini [43] discutio´ los problemas nume´ricos de ma´xima verosimilitud y me´todos
para la estimacio´n robusta, y la pobre precisio´n (accuracy) del me´todo de los momen-
tos. Puesto que se quiere remarcar solo la importancia de considerar las propiedades de
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(a) Texturas G0A.
(b) Texturas Correlacionadas G0A.
Figura 7.5: Simulaciones sobre el Phantom con para´metros dados en la tabla 7.3.
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Figura 7.6: Histograma de la imagen 7.5(b).
correlacio´n en los estudios de simulacio´n involucrando distribuciones G0A, se reportara´n
las diferencias sobre la precisio´n de clustering en los me´todos no parame´tricos compu-
tados sobre una imagen simulada con los mismos para´metros y diferentes propiedades
de correlacio´n.
En esta seccio´n se mostrara´ un pequen˜o ejemplo de simulacio´n que involucra algoritmos
de estimacio´n puntual, k-means, ISODATA, EM-MG como punto de partida del contexto
ICM en el caso sin correlacio´n de datos G0A, y sin contexto ICM en el caso de datos G0A
correlacionados.
Frery et al. [23] reporta un experimento Monte Carlo para evaluar el desempen˜o de los
procedimientos para la clasificacio´n puntual y la contextual con una etapa de entrena-
miento.
En este trabajo se sigue su disen˜o; cada replicacio´n consiste en asumir una cierta clase
de imagen y la transformacio´n de las clases en las observaciones a ra´ız de la supuesta
G0A y los modelos correlacionados, produciendo mapas de clustering y valida´ndolos.
En este trabajo solo se muestran resultados para el algoritmo k-means, dando el nu´mero
de clusters, en este caso, k = 6 como informacio´n previa: k-means como una estimacio´n
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Figura 7.7: Clasificacio´n k-means sobre la G0A, kappa = 0,31
contextual antes del ICM, como una forma de incorporar correlacio´n espacial en la apro-
ximacio´n del clustering (ver Frery et al. [23]), y k-means sobre el modelo correlacionado.
Ejemplos de las ima´genes consideradas se muestran en la figura 7.6. Los para´metros usa-
dos en la simulacio´n esta´n dados en la tabla 7.2. Los resultados de precisio´n (accuracy)
de ISODATA y EM-MG son similares.
En la figura 7.8 se observa dos resultados de clustering sobre datos no correlacionados,
con valores kappa significativamente diferentes (no por encima del 95% del intervalo
de confianza). El clustering mejora cuando el ICM es aplicado, reforzando la idea de
que la correlacio´n espacial o contextual debe ser considerada en el modelo para una
mejor precisio´n en el clustering. La tercera imagen es un mapa de clustering hecha con
k-means sobre el clutter correlacionado, simulado con el mismo para´metro que la imagen
no correlacionada, y diferentes propiedades de correlacio´n por clase, ver tabla 7.2 para
ma´s detalles.
La matriz de confusio´n en la tabla 7.4 muestra el cambio en falsos positivos y falsos
negativos cuando se considera correlacio´n. El largo de correlacio´n elegido es grande para
casi todas las clases, lo cual ayudo´ a diferenciar las texturas de los datos independientes
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(a) Clasificaciones k-means-ICM sobre la G0A, kappa = 0,48
(b) Clasificaciones k-means-ICM sobre G0A correlacionada, kappa = 0,86
Figura 7.8: Mapas de clustering sobre las ima´genes de la figura 7.6.
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k-means sobre los datos no correlacionados
A-2 B-2 C-2 D-2 E-2 F-2
A-2 0.7368 0.2465 0.0167 0 0 0
B-2 0.3428 0.4716 0.1775 0.0064 0.0016 0
C-2 0.0860 0.3060 0.3666 0.1365 0.0782 0.0267
D-2 1.0000 0 0 0 0 0
E-2 0.9622 0.0378 0 0 0 0
F-2 0.0109 0.0673 0.1665 0.2315 0.2468 0.2770
k-means sobre los datos correlacionados
A-2 B-2 C-2 D-2 E-2 F-2
A-2 1.0000 0 0 0 0 0
B-2 0 0.9878 0.0008 0.0115 0 0
C-2 0 0 0.8655 0.1345 0 0
D-2 0 0 0 0.9200 0.0800 0
E-2 0 0 0 0.2520 0.6957 0.0522
F-2 0 0 0 0 0.0179 0.9821
Cuadro 7.4: Matriz de Confusio´n de los me´todos k-means sobre datos correlacionados
y no correlacionados.
G0A . Tales texturas fueron simuladas con estructura de correlacio´n similar a los datos
reales mostrados en Bustos et al. [14].
A-2 B-2 C-2 D-2 E-2 F-2 Max %Err
A-1 36224.00 947.00 0.00 159.00 0.00 63.00 36224.00 3.13
B-1 3234.00 23962.00 0.00 1.00 0.00 10371.00 23962.00 36.22
C-1 0.00 0.00 20327.00 0.00 111.00 0.00 20327.00 0.54
D-1 14.00 0.00 0.00 51772.00 211.00 0.00 51772.00 0.43
E-1 0.00 0.00 0.00 17.00 43284.00 0.00 43284.00 0.04
F-1 21688.00 95.00 0.00 17280.00 638.00 2.00 21688.00 45.37
Max 36224.00 23962.00 20327.00 51772.00 43284.00 10371.00
%Err 40.77 4.17 0.00 25.22 2.17 0.62
Cuadro 7.5: clustering ISODATA es un 85.62% similar al de k-means. Clusteri-
ng k-means es 80.7% similar al de ISODATA. Porcentaje global (Overall agreement)
83.1591%. Accuracy 0.92. y Kappa 0.71
Para poder comparar cua´n similares son dos clasificaciones, es conveniente resumir los
datos de las dos ima´genes en una tabla. En la tabla 7.5 se muestran la similaridades entre
el clustering de datos correlacionados usando ISODATA y k-means. Una medida general
de cua´n similar es el clustering de ISODATA con el de k-means puede ser derivado
mediante la identificacio´n de cada clase en la la clasificacio´n 1. La clase con ma´ximo
nu´mero de p´ıxeles en la clasificacio´n 2. El siguiente paso es calcular el porcentaje general
de esos p´ıxeles. Para la tabla de abajo esto ser´ıa igual a:
similarity =
∑
ma´x[nij ]
100
N
(7.1)
Cap´ıtulo 8
Conclusiones y Trabajos Futuros
En este trabajo se revisaron varios me´todos para la simulacio´n de clutter correlacionado
con leyes marginales deseables y estructuras de correlacio´n. Esos algoritmos que permiten
la obtencio´n de estad´ısticas precisas y controladas de primer y segundo orden. Adema´s, se
simularon ima´genes polarime´tricas de un solo look. Todos los algoritmos que permitieron
simular estas variables fueron implementados usando herramientas nume´ricas esta´ndar
en el software libre R.
Esta tesis desde el punto de vista teo´rico y pra´ctico permitio´:
? Comprender la necesidad de simular y cua´l es su finalidad en el campo de la es-
tad´ıstica. Estudiar las caracter´ısticas principales del sistema SAR, con sus ventajas
y desventajas sobre otros sistemas de observacio´n, y la importancia de las ima´genes
generadas por sistemas y as´ı como tambie´n la razo´n por la cual es necesario simu-
lar ima´genes de este tipo. Se explica cuales son las distribuciones ma´s aceptadas
universalmente para la simulacio´n de ima´genes SAR, siendo la ma´s adecuada la
distribucio´n G0 por su versatilidad en cuanto a la posibilidad de modelar los dife-
rentes grados de homogeneidad. Adema´s, una breve introduccio´n de la importancia
sobre los modelos correlacionados y polarime´tricos. (Cap´ıtulo 2).
? Se estudia el modelo multiplicativo para los datos mono espectrales y las distribu-
ciones para el modelado del backscatter y del ruido speckle con sus propiedades
obtenidas en funcio´n de los para´metros elegidos para tales distribuciones permi-
tiendo la obtencio´n de diferentes texturas. Con respecto al modelado del ruido
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speckle se explica la te´cnica multilook la cual ayuda a reducir la interferencia
presente en las ima´genes SAR reales. Se estudia con profundidad los modelos co-
rrelacionados y se presentan algoritmos que permiten la simulacio´n de variables
Gamma, K y G0A con y sin correlacio´n. (Cap´ıtulo 3).
? Se estudia el modelo multiplicativo para los datos multiespectrales y las distribu-
ciones polarime´tricas utilizadas, siendo la ma´s general la distribucio´n Gp la cual
contempla los casos de las distribuciones G0p y Kp. Se presentan algoritmos para
la simulacio´n de estas distribuciones polarime´tricas. Se caracterizo´ estos tipos de
distribuciones con diferentes grados de rugosidad para cada componente. (Cap´ıtulo
4).
? Se muestran ejemplos de simulacio´n, presentando las ima´genes obtenidas a par-
tir de los algoritmos implementados en R. Se simularon variables aleatorias con
distribucio´n Gamma, K y G0A para los casos correlacionados y no correlacionados.
Luego, se simularon variables aleatorias multivariadas para los casos de las distri-
buciones Gp, G0p y Kp, en sus formatos complejo, amplitud e intensidad. (Cap´ıtulo
5).
? Se estudian los algoritmos de clasificacio´n supervisados y no supervisados, siendo
e´ste u´ltimo el de mayor intere´s en este trabajo tales como k-means e Isodata.
Adema´s, se presenta un algoritmo de clasificacio´n posterior (ICM) que permite
una mejor evaluacio´n de resultados. (Cap´ıtulo 6).
? Los resultados fueron obtenidos a partir del rellenado de un phantom con diferentes
texturas con y sin correlacio´n, el cual fue clasificado para obtener la precisio´n o
Accuracy de la clasificacio´n. La suficiencia de los algoritmos para la simulacio´n de
varios escenarios ha sido evaluado bajo el estudio de una simulacio´n de clustering
que envuelve el uso de la correlacio´n. El coeficiente kappa y la matr´ız de confusio´n
han sido usadas como un criterio de evaluacio´n. Los resultados muestran que el
modelo contextual mejora significativamente la presicio´n accuracy del clasificador,
an˜adiendo correlacio´n como una hipo´tesis previa para el campo etiquetado o bien
an˜adiendo correlacio´n en los datos de reflectividad. (Cap´ıtulo 7).
El co´digo implementado en R para esta tesis puede descargarse de la siguiente url:
http://www.famaf.unc.edu.ar/∼flesia/
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Trabajos Futuros
Este trabajo contribuye al cuerpo de investigacio´n para el ana´lisis de ima´genes de radar
de apertura sinte´tica con una poderosa herramienta de modelado: la distribucio´n G0A y
su utilizacio´n en la clasificacio´n de las mismas.
Muchas posibilidades siguen abiertas para trabajos futuros. Con el fin de continuar con
este trabajo los siguientes items relatan las cuestiones ma´s importantes:
? Una simulacio´n Monte Carlo ma´s ambiciosa involucrando la clasificacio´n basada
en los para´metros de rugosidad usando datos con correlacio´n. En uno de los ejem-
plos presentados, la correlacio´n ayuda a separar las clases con valores de medias
cercanas, aunque las distribuciones sean intr´ınsecamente diferentes.
? Optimizar el rellenado del phantom utilizando la transformada de Fourier que per-
mite manipular las coordenadas polares. Una herramienta central de este me´todo
es la FFT pseudo-polar, consiste en una Transformada de Fourier (FFT) donde
las frecuencias de evaluacio´n se encuentran en un conjunto sobremuestreado de
puntos no angularmente equiespaciados, para ma´s informacio´n ver Averbuch et al.
[5].
? Clasificar ima´genes SAR, reales y simuladas, utilizando las dos bandas de carac-
ter´ısticas generadas a partir de la estimacio´n de los para´metros de rugosidad y
escala (α y γ, respectivamente) de la distribucio´n G0A. Adema´s, ser´ıa interesante
poder hacer lo mismo para la G0p (polarime´tricas).
? El uso de un clasificador ma´s sofisticado y moderno llamado SIFT para la extrac-
cio´n de features invariantes distintivos de las ima´genes que puede ser usado para
realizar la correspondencia fiable entre los diferentes puntos de vista de un objeto
o escena. Una aproximacio´n que utiliza estos features para la reconocer objetos,
usando un algoritmo ra´pido que encuentra las vecindades ma´s cercanas, seguida
de la transformacio´n de Hough para identificar clusters que pertenecen a un solo
objeto. Consultar en Lowe [42].
? Caracterizar otros procesos estoca´sticos con correlacio´n espacial y distribucio´n
marginal G0A que sean ma´s eficientes a la hora de simular. Utilizando algu´n me´todo
de reduccio´n multivariada con una transformacio´n de Fourier unidimensional, como
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es el caso de la K correlacionada, en vez de usar el me´todo de la transformada
inversa para la simulacio´n de G0A correlacionada, como fue propuesta en esta tesis.
Ape´ndice A
Matrices Hermitianas
Matrices Hermitianas
Para una matr´ız A compleja, sean A∗ su conjugada y At su transpuesta, entonces A∗t
es la matr´ız conjugada transpuesta de A.
Definicio´n A.1. Una matr´ız compleja A, n× n es Hermitiana si se da A = A∗t.
Propiedad A.2. Una matr´ız Hermitiana A tiene las siguientes propiedades:
1. Los autovalores de una matr´ız Hermitiana son reales.
2. Los elementos de una matr´ız Hermitiana son reales.
3. La matr´ız compleja conjugada de una matr´ız Hermitiana es Hermitiana.
4. Si A es una matr´ız Hermitiana, y B es una matr´ız compleja del mismo orden que
A, luego BAB∗ es Hermitiana.
5. Una matr´ız es sime´trica s´ı y so´lo s´ı es real y Hermitiana.
6. Las matrices Hermitianas son un subespacio vectorial del espacio vectorial de las
matrices complejas. Las matrices sime´tricas reales son un subespacio de las matri-
ces Hermitianas.
7. Las matrices Hermitianas son tambie´n llamadas self − adjoint ya que si A es
Hermitiana, luego en el producto escalar usual de Cn, se tiene que
〈u,Av〉 = 〈Au, v〉 ∀u, v ∈ Cn. (A.1)
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A.1.1 Matr´ız definida Positiva
Definicio´n A.3. Sea A una matr´ız n × n Hermitiana. Si, para cualquier vector x no
nulo, se tiene que
x∗tAx > 0, (A.2)
luego A es una matr´ız definida positiva. Donde x∗t es el vector complejo conjugado y
transpuesto de x.
Propiedad A.4. Las matrices definidas positivas tienen ciertas propiedades, algunas
de ellas se indican a continuacio´n:
1. Una matr´ız Hermitiana es definida positiva s´ı y so´lo s´ı todos sus autovalores son
positivos [51].
2. El determinante de una matr´ız definida positiva es positivo.
3. Una matr´ız definida positiva es siempre invertible.
4. La descomposicio´n de Cholesky provee un me´todo ma´s barato para resolver sistemas
de ecuaciones lineales involucrando una matr´ız definida positiva.
Para ma´s propiedades ver [34].
A.1.2 Matr´ız Unitaria
Definicio´n A.5. Una matr´ız unitaria es una matr´ız compleja U , de n × n elementos,
que satisface la condicio´n:
U∗tU = UU∗t = I, (A.3)
donde I, es la matr´ız identidad y U∗, es la traspuesta conjugada, hermitiana de U . Esta
condicio´n implica que una matriz U es unitaria si tiene inversa igual a su traspuesta
conjugada U∗t.
A.1.3 Ra´ız cuadrada de una matr´ız definida positiva
SupongaM una matr´ız Hermitiana definida positiva. LuegoM tiene una diagonalizacio´n
Ape´ndice A. Definiciones 115
M = P ∗tdiag(λ1, . . . , λn)P (A.4)
Donde P es una matr´ız unitaria y λ1, . . . , λn son los autovalores de M , los cuales son
todos positivos.
Ahora se puede definir la ra´ız cuadrada de una matr´ız M ,
M1/2 = P ∗tdiag(
√
λ1, . . . ,
√
λn)P (A.5)
Propiedad A.6. Las siguientes propiedades son claras:
1. M1/2M1/2 =M .
2. M1/2 es Hermitiana y definida positiva.
3. M1/2 y M conmutan, ver A.7
4. (M1/2)T = (MT )1/2
5. (M1/2)−1 = (M−1)1/2, lo que se puede escribir como M−1/2
6. Si los autovalores deM son λ1, . . . , λn, luego los autovalores deM
1/2 son
√
λ1, . . . ,
√
λn.
Definicio´n A.7. Dos matrices A y B se dice que conmutan si AB = BA y equivalen-
temente, su conmutador [A,B] = AB − BA = 0. Un conjunto de matrices A1, . . . , Ak
conmutan si las matrices conmutan en pares, lo que significa que cada par de matrices
en el conjunto conmutan entre s´ı.
Ape´ndice B
Demostraciones
Prueba de la proposicio´n 3.4
Dem: Algunos resultados bien conocido son:
1. Si ξ ∼ N (0, 1/2), luego ξ2 ∼ Γ(1/2, 1)
2. Considerar las variables aleatorias ide´ntica e independientemente distribuidas ξ1, . . . , ξα
las cuales obedecen la ley N (0, 1/2), entonces ξ21 + . . .+ ξ2α ∼ Γ(α/2, 1).
3. Considerar ξ = (ξ1, . . . , ξN2)
t un vector de dimensionesN2 con distribucio´nN (0,Σ),
donde Σ esta´ dada por Σ = 12Σ1 con Σ1 dada en (3.20). Sea ξj = (ξ1,j , . . . , ξN2,j)
t,
con 1 ≤ j ≤ α, vectores aleatorios independientes de dimensio´n N2, cada uno
tienen distribucio´n N (0,Σ), con Σ dada ma´s arriba. Se define
η =
α∑
j=1
ξ2
j
=
( α∑
j=1
ξ21,j , . . . , ξ
2
N2,j
)t
y sea ηi =
∑α
j=1 ξ
2
i,j
, con 1 ≤ i ≤ N2. Luego, ηi ∼ Γ(α/2, 1), con E(ηj) = α/2. En
otras palabras, η tiene distribucio´n Gamma.
Con el fin de computa la correlacio´n entre ηi y ηj , se verifica que si (U, V ) ∼ N ((0, 0),Σ)
con matriz de covarianza de la forma
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Σ =
 ρ21 ρσ1σ2
ρσ1σ2 ρ
2
1
 (B.1)
Luego, E(U2V 2) = σ1σ2(1 + 2ρ
2). Usando esto, dado que Cov(ηi, ηj) = E(ηiηj) −
E(ηi)E(ηj), y E(ηj) = E(ηi) = α/2, se debe computar E(ηiηj). Usando el hecho que los
vectores ξ
j
son independientes, el resultado previo y teniendo en cuenta que E(ξ2i,k) =
1/2, se tiene que
E(ηiηj) = E
(
α∑
h=1
ξ2i,h
α∑
k=1
ξ2j,k
)
=
α∑
h=1
α∑
k=1
E(ξ2i,hξ
2
j,k)
=
α∑
h=1
E(ξ2i,hξ
2
j,k) +
α∑
h=1
∑
k 6=h
E(ξ2i,h)E(ξ
2
j,k)
= αE(ξ2i,iξ
2
j,i) + α(α− 1)E(ξ21,1)2
=
α
4
(1 + 2ρ2i,j) + α(α− 1)
1
4
=
α
4
(1 + 2ρ2i,j).
Luego, Cov(ηi, ηj) =
1
4α
2 + α2 ρ
2
i,j − α
2
4 =
α
2 ρ
2
i,j , entonces
ρ(ηi, ηj) =
Cov(ηi, ηj)√
V ar(ηi)V ar(ηj)
=
(α/2)ρ2i,j
α/2
= ρ2i,j
Para resumir, considerar η = (η1, . . . , ηN2)
t es un vector de dimensio´n N2 con ηj ∼
Γ(α/2, 1) y con ρ(ηi, ηj) = ρ
2
i,j . Si B = Diag(β
−1
1 , . . . , β
−1
N2
) con βi > 0 y X
′ = Bη, luego
ηi ∼ Γ(α/2, βi) y Cov(X ′i, X ′j) = Cov(ηi, ηj) = ρ2i,j .
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Prueba de la proposicio´n 3.5
Dem: Se probara´ que existe θ1 : Z→ R con periodo R = {0, . . . , N − 1} tal que
1. θ1 ∗ θ1(s1) =
∑N−1
j=0 θ1(j)θ1(s1 − j) = E1(s1) para todo s1 ∈ Z.
2. θ1(s1) = θ1(N − s1), si (N/2) + 1 ≤ s1 ≤ N − 1.
Si tal θ1 existe, basta con definir la funcio´n θ de forma separable, esto es, θ(s1, s2) =
θ1(s1)θ1(s2) con el fin de sostener la preposicio´n. Usando el Lema B.1, la transformada
de Fourier de E1
Ê1(s1) =
1
N
N−1∑
k=0
E1(k)ω
∗
s1k,N (B.2)
es una funcio´n real positiva, luego se puede definir la funcio´n perio´dica ψ como ψ =
√
Ê1.
Esta funcio´n satisface que ψ(k) = ψ(N − k), ya que
Ê1(N − k) = 1
N
N−1∑
`=0
E1(`)ω
∗
(N−k)`,N
=
1
N
N−1∑
`=0
E1(N − `)ω∗(N−k)`,N
= Ê1(k).
Con el fin de obtener este resultado, las propiedades de las ra´ıces unitarias y la defini-
cio´n de E1 son usadas. Considerar ahora θ1, la transformacio´n de Fourier Inversa de ψ
esta´ dada por
θ1(s1) = ψ˜(s1) =
N−1∑
k=0
ψ(k)ωks1,N . (B.3)
Luego, por las propiedades de la transformada perio´dica de Fourier y la definicio´n de θ1,
θ̂1 ∗ θ1 = θ̂1θ̂1 = ̂˜ψ · ̂˜ψ = ψ ·ψ = Ê1, y por la unicidad de la transformacio´n uno tiene que
θ1 ∗ θ1 = E1, lo que verifica as´ı la primera condicio´n. La segunda condicio´n se basa del
hecho que la transformada de Fourier Inversa siempre satisface que ψ˜(N − k) = ψ˜(k)∗
para todo 0 ≤ k ≤ N − 1, y que
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ψ˜(k)∗ =
N−1∑
`=0
ψ(`)ω∗k`,N
=
N−1∑
`=0
ψ(N − `)ω(N−`)k,N
= ψ˜(k).
De e´sta u´ltima ecuacio´n, se tiene que θ1(s1) = θ1(N − s1) si N/2 + 1 ≤ s1 ≤ N − 1.
Lemma B.1. La Transformada de Fourier de E1, dada por
Ê1(s1) =
1
N
N−1∑
k=0
E1(k)ω
∗
s1k,N , (B.4)
es una funcio´n real positiva.
Dem: Se probara´ que Ê1 es una funcio´n real positiva. Recordar que E1(j) = c(j), para
todo 0 ≤ j ≤ N/2 − 1, con c una funcio´n real caracter´ıstica. Ya que c es una funcio´n
definida positiva, luego
M =

E1(0) E1(1) · · · E1(N − 1)
E1(N − 1) E1(0) · · · E1(N − 2)
...
...
. . .
...
E1(1) E1(2) · · · E1(0)
 (B.5)
es una matriz circulante definida positiva. Por lo tanto, (ver [11]), sus autovalores son
nu´meros reales positivos. Esos autovalores son, para cada 0 ≤ j ≤ N − 1, dada por
λj =
N−1∑
k=0
E1(k)ω
∗
jk,N = NÊ1(j) > 0. (B.6)
Y por lo tanto, Ê1 es una funcio´n real positiva.
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Prueba de la proposicio´n 3.7
Dem: Ya que la convolucio´n perio´dica es una combinacio´n lineal finita, el proceso ξk
obedece la distribucio´n Normal mientras que ζk son procesos de ruido blanco Gaussiano.
Con el fin de verificar el segundo item, el mismo razonamiento se usa junto con la
definicio´n de θ,
E(ξk(0, 0)ξk(s1, s2)) = E
(∑
t,n
ζk(t1, t2)θ(s1 − t1, s2 − t2)ζk(n1, n2)θ(−n1,−n2)
)
=
∑
t,n
θ(−n1,−n2)θ(s1 − t1, s2 − t2)E(ζk(t1, t2)ζk(n1, n2))
=
∑
n
θ(−n1,−n2)θ(s1 − n1, s2 − n2)E(ζk(n1, n2)ζk(n1, n2))
=
1
2
∑
n
θ(n1, n2)θ(s1 − n1, s2 − n2)
=
1
2
(θ ∗ θ)(s1, s2) = 1
2
E(s1, s2).
Tambie´n hay que notar que ρ(ζ(0, 0), ζ(s1, s2)) = E(s1, s2).
Prueba de la proposicio´n 3.9
Dem: Notar que los procesos ξ1, . . . , ξ2α son procesos independientes de´bilmente esta-
cionarios, cada uno cumple
1. ξk(s1, s2) ∼ N (0, 1/2), ∀(s1, s2) ∈ RN ,
2. E(ξk(s1, s2)ξk(t1, t2)) =
1
2E(s1 − t1, s2 − t2).
Aplicando la proposicio´n 3.4 a ξk en RN , se obtiene el proceso η Gaussiano correlacio-
nado con η(s1, s2) ∼ Γ(α, 1). Ana´logamente, σ es un proceso perio´dico con distribucio´n
Gamma correlacionada y σ ∼ Γ(α, β), con coeficientes de correlacio´n dados por
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ρ(σ(s1,s2), σ(0,0)) = ρ(η(s1, s2), η(0, 0))
= ρ2(ξ(s1, s2), ξ(0, 0))
= E2(s1, s2).
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