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1. INTRODUCTION 
The control of autonomous planar systems 
(1) 
is of considerable interest, and has been studied extensively [l-4]. Systems such 
as (l), under various assumptions concerning the functions fi , have been 
interpreted as describing the dynamical behavior of two interacting populations, 
of some self-excited oscillators, and of centrifugal governors, for example. Here 
we consider the control system obtained from (1) 
where F,(x, , xa , 0,O) = fi(xI , xa), i = 1, 2, and treat its controllability subject 
to the assumptions listed in Section 2. 
Our main results, with proofs, are given in Section 3. Although our emphasis 
is on planar systems we observe that Theorems 1 and 2 of that section can be 
generalized to n 2 2 dimensions. Section 4 contains the proof of an auxiliary 
proposition. 
This investigation is, in part, an extension and generalization of an earlier 
study [5]. 
2. PRELIMINARIES: ASSUMPTIONS AND DEFINITIONS 
Let G be an open connected set in W whose boundary, aG, is either empty or 
a finite collection of piecewise smooth curves (a smooth curve in UP is a Cl- 
mapping y: [a, 61 - W such that 7(t) # 0 for all a < t < b, with -i/(a) and 
j(b) one-sided derivatives). Let H be an open set in W containing the point 
762 
0022-247X/78/0633-0762$02.00/0 
Copyright 0 1978 by Academic Press, Inc. 
AI1 rights of reproduction in any form reserved. 
NONLINEAR PLANAR SYSTEMS 763 
(0,O) in its interior. Let F = (Fl , F,): G x H + lR2 be a continuous mapping. 
We write F(x, u) =F(x r, x2, ur , us) for (x, U) E G x H, with f(x) = 
F(x, 0). Then (1) and (2) become 
2 = f(X), x E e, (3) 
f = F(x, u), (x, U)E e x H (4) 
respectively. 
We assume the following hypotheses throughout: 
(Hl) F is of class Cl on G x H. 
(H2) No positive semi-trajectory of (3), starting in G, intersects 8G. 
(H3) There exists an open connected set D C G with compact closure 
such that every positive semi-trajectory of (3) starting on aD n G enters D; 
furthermore, every such semi-trajectory starting in G intersects aD. 
(H4) There exists a set Q C H containing the point 0 in its interior such 
that for every p, E D and us E Q, the Jacobian matrix 
is non-singular. 
Let p E G, and let C+(p) = {$(t,p): t > 0} be the positive semitrajectory 
of (3) throughp. Let w(p) be the w-limit set of C+(p), i.e. the set of points q E G 
for which there exists a sequence t, -+ + 00 such that q = lim,,, $(tn , p). 
Since B is compact it follows, from (H3), that w(p) is non-empty and contained 
in B for all p E G. For the negative semi-trajectory C-(p), its (possibly empty) 
a-limit set, defined in the usual way, will be denoted by a(p). 
A singular point p, E G of (3) will be called (asymptotically) stable if there 
exists a neighborhood, V,, , of p, in lR2 such that w(p) = p, for all p E V, n C?. 
The point p, will be termed unstable if it is stable in reverse time: a(p) = p, 
for all p E V,, n G. If p, is neither stable not unstable then it will be called 
nonstable. Similar definitions apply to periodic orbits of (3) in G, a stable 
periodic orbit meaning an orbitally asymptotically stable solution. 
We assume that each control u(t) = (s(t), us(t)) is defined on a compact 
interval [0, TU] and takes values in Q. The vector valued functions u range over 
an admissible family, !Z!, of controls, in the usual sense of control theory. We 
assume that f% consists of all bounded measurable mappings with the preceding 
properties, unless specified otherwise. 
In the absence of control, each solution of (3) will approach its w-limit set in D, 
as t + + co. We are concerned here with steering a point in G, by means of (4), 
to regions close enough to stable equilibrium points, or stable periodic orbits 
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of (3) in D so that once the control is eliminated the corresponding trajectory 
of (3) will remain close to these stable configurations. 
Let S be a stable configuration of (3) in D. The corresponding target set, B, , 
will be the intersection of a sufficiently small closed neighborhood of S in R2 
with its region of attraction in G. We shall refer to B, as the stable neighborhood 
of S if it does not contain any other stable configuration of (3). 
3. CONTROLLABILITY 
We investigate, in this section, various controllability questions for equation 
(4). We say that (4) is controllable from a point p, E G to the stable neighborhood 
of a stable configuration S of (3) if there exists a control u E C% steeringp, to B, 
in G. Observe that by (H3) we can assume that p, E D, without loss of generality. 
We first show that under an additional hypothesis equation (4) is controllable 
along every piecewise smooth path in D. 
I 
THEOREM 1. Assume that for every p, E D, the equation F(p, , u) = 0 has a 
solution in the interior, Int Q, of L?. For every pair p, , p, E D and every piecewise 
smooth path, y, in D joining p, and p, , there exists a piecewise smooth control 
u E @ which steers p, to p, along y. 
Proof. Note that the Jacobian matrix of the mapping (x, U) t+ (x, F(x, u)) 
from D x H--t D x UP is nonsingular on D x Q, by (H4). It follows, from 
the inverse mapping theorem, that for every p E D and every v E Int Q satisfying 
F(p, v) = 0 there exist open neighborhoods v(p) of p in D, W(v) of v in Int n, 
and an open disc B,(O), of radius r centered at 0, in R2, such that for all x E v(p), 
y E B,(O) the equation F(x, u) = y has a unique solution u E W(v). 
Now let y: [0, l] -+ D, with y(O) = p, , r(l) = p, ; y can be assumed to be 
smooth, with p(t) # 0 for all 0 < t < 1. For every t choose a v(t) E Sz such 
that F(y(t), v(t)) = 0; let V(y(t)), W(v(t)), BTtt)(0) be defined as above. Observe 
that each set yl( V(y(t))) can be chosen as the union of only finitely many 
mutually disjoint subintervals of [0, I]. For if neither V(y(t)) nor any other 
open neighborhood of y(t) has this property, then one can find two convergent 
sequences (TV), (ui) in [0, l] with lim 7i -= lim ci such that ~(7~) + y(t) as 
i -+ co, and r(ui) $ V(y(t)) for all i, a contradiction. 
Now consider a finite covering of the compact set y([O, 11) by Vi = V(r(&)), 
1 <i < n. Set Y = min{r(tj): 1 <i < n} and select a X > 0 such that 
h sup((( $(t)ll: 0 .< t < l} < r, where (/ . i\ denotes the Euclidean norm in [w’. 
Let 0 = a, < a2 < ... < a, = 1 be a partition of [0, l] with the property 
that for each 1 < k < m - 1 there is a j(k) such that r([ak , ak+J) C Vi(k) . 
Define uk(t) E W(v(t,o)) by the equation 
FWh URW = W> 
for aK < t -=c al,+, , 1 <k<m-2,anda,-,<t<l. 
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Notice that the assignment k -j(k) need not be unique, but its selection 
and the choice of X determine us(t) uniquely. The implicit function theorem 
guarantees, therefore, that the mapping u: [0, l] --+ Q, given by u(t) = uk(t) for 
qs < t < h,l, u(1) = u,(l), is piecewise smooth. 
Defining a new parametrization of the curve y by setting t = AS, P(S) = I, 
for 0 < s < l/h, we have 
Thus the control s ti u(k) steers p, to p, along p. 1 
Notice that the proof of Theorem 1 employed only (Hl) and (H4) of the 
hypotheses. 
The theorem remains valid if G and Hare sets in Iw”, n > 2 andF: G x H-+ IF!“. 
The theorem states a stronger result than the complete controllability of (4) 
in 0. Complete controllability, which follows easily from results in [l, 21, means 
that for every pair of points p, , p, ED there exists a control u E % steering p, 
to $z in D. Here more is asserted: any path joining p, to p, can be specified. 
A straightforward modification of the above proof yields 
COROLLARY 1.1. Equation (4) is controllable along every absolutely continuous 
path in D by means of a measurable control in %, provided the conditions of 
Theorem 1 are satisj?ed. 
It is important to note that the hypothesis of Theorem 1 depends on the “size” 
of L?. This is easy to see: take p,, to be any nonsingular point of (3) in D, this 
means that F(p, , 0) # 0. Then there exists a neighborhood U,, of 0 in H such 
that F(pO , u) # 0 for all u E U, . Thus the condition of Theorem 1 is not met 
if L? is sufficiently small. 
The following statement is an immediate consequence of the proof of 
Theorem 1 (and has been proven by a different method in [l]). 
COROLLARY 1.2. Suppose (Hl) and (H4) hold. For every p, E S such that the 
equation F(p,, , u) = 0 has a solution in Int Sz, the set of points in G for which (4) 
is controllable to p, in G is open and connected. In particular, if p, is a singular 
point of (3) in D then (4) is locally controllable to p, by arbitrarily small controls. 
We turn now to various situations not covered by Theorem 1. 
PROPOSITION 1. If for every q E G the set w(q) is either a stable singular point, 
or a stable periodic orbit of (3), then (3) h as a unique stable configuration S, which 
is contained in D and is aglobal attractor for allpoints in G. Hence (4) is controllable 
(u = 0) from any point of G to any neighborhood of S. 
Proof. It is clear that at least one stable configuration, S, of (3) exists. One 
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need only show that S is unique; the rest will then follow immediately. Assume, 
therefore, that the family of sets 9 ==z {w(q): q E G) consists of more than one 
stable configuration of (3). Let S E F, and G, == {q E G: w(q) =_: Sj. It follows, 
from (H2), that G1 is both an open and closed proper subset of G, an im- 
possibility, since G is connected. n 
We consider, next, the controllability of (4) to a periodic orbit of (3); our 
result is an analogue of Corollary 1.2. 
PROPOSITION 2. Let L C D be a nonsingular periodic orbit of (3) and let A be 
the set of points in G from which (4) zs controllable in G to L. Then A is open and 
connected. Equation (4) is controllable from any point of L to each of the two 
components of A - L by means of arbitrarily small controls. 
Proof. There exist at least four distinct points pj EL, 1 < j < 4, with the 
property that either f,(pj) = 0 or f,(pj) = 0. Assume for definiteness, that 
f,(Pd = F,(Pj Y 0) = 0, and by (H4), that #‘J&,(pj , 0) # 0. Then ’ the 
function ur -+ F1( pj , ur , 0) is strictly monotone at u1 = 0. Thus one can #ind 
arbitrarily small u’ = (ur’, 0) E Q and u” = (ui, 0) E Q such thatF,(pj, ul’, 0) < 0, 
F,(p, , u;, 0) > 0. Furthermore, sinceF.& , 0) # 0, one can choose ur’ and ZJ; 
so that the vectors F(p, , u’) and F(pj , u”) at pj are directed toward different 
components of R2 -L. The point pj can therefore be steered to each of these 
components by means of these arbitrarily small constant controls u’ and u”. 
This holds, by continuity, for all points in some neighborhood of pi . Observe 
that every point of L can be steered to pj along L by setting u z 0. The proof is 
completed by invoking continuity. 1 
Only one of the points pj was actually used in the preceding proof. Assume 
now that (H4) is modified, requiring only 0 E Q. For certain regularity conditions 
on aQ one can find two among the points pj , and appropriate choices of u(t) = 
const., such that the trajectories of (4) will cross L at these points from the 
bounded to the unbounded component of W -L, and vice versa. 
PROPOSITION 3. Let L be a nonsingular periodic orbit of (3), Int L the bounded 
component of R2 - L, assume that Int L C G, and that there exists a u* E Sz such 
that F(p, u*) # 0 for allp E Int L. Then (4) . zs completely controllable in the closed 
cell Int L. If, further, all the singular points of (3) lie in Int L, andL is the outermost 
periodic orbit of (3) then (4) is controllable from any point in G to any point in 
Int L. 
Proof. It follows, from (H2) and (H3), that either L C aG or L C D. Thus if 
all the singular points of (3) are contained in IntL, then, by the Poincare- 
Bendixson theorem, there exists an outermost periodic orbit of (3) which is 
either 8G or semistable from the outside. Using the same method of proof as 
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in Proposition 2, one concludes that in the latter case every point in G - IntL 
can be steered to L. 
Notice now that equation (4) becomes an autonomous system with no singular 
points in IntL for the constant control u(t) = u *. Thus its trajectory starting 
at any point in IntL at t = 0 must intersect L for some positive and some 
negative t. Therefore (4) can be controlled from any point of IntL to L, and 
from any point on L to any point of Int L. In order to steer between two arbitrary 
points of IntL one can first steer to L itself, set u(t) = 0, coast around L to the 
appropriate point, and then steer to the desired point in Int L. 1 
The condition which guarantees the complete controllability of (4) in IntL 
is again dependent on the “size” of Q. Notice that (3) has at least one singular 
point p,, E Int L. Assuming that the Jacobian matrix off at p, is nonsingular, 
it follows from the implicit function theorem that F(x, U) = 0 has a solution 
with respect to x in Int L for all u in a sufficiently small neighborhood 77, of 0 
in N. Hence Proposition (3) does not apply for Q C U,, . 
l$e next assume that (3) has at least two stable configurations, and treat the 
controllability of (4) to the stable neighborhood of one of these configurations. 
PROPOSITION 4. Let B, be a stable neighborhood of a stable configuration, S, , 
of (3) and V be an open neighborhood in G of a stable configuration, S, , of (3), 
with V n B, = O. There exists a neighborhood U,, of 0 in Hand a neigborhood 
V, of S, in V such that if 52 C U, , then (4) is not controllable from any point of 
VI to B, . 
Observe that for u near 0 in H one has F(x, U) = f (x) + h(x, u), where h is 
of class Cl. Thus, for a sufficiently small u E %, equation (4) becomes 
2 = f(x) + h(x, u(t)) in some relatively compact neighborhood of S. 
Proposition 4 is then an immediate consequence of the following Theorem 2 and 
Corollary 2.1. 
THEOREM 2. Let A be an open set in W and let a: A + FP be a Cl-mapping. 
Let b: A x R + R2 be a bounded mapping with the properties: 
(i) for eachJixed t, b is of class Cl in x; for eachJCixed x, b is measurable in t; 
(ii) for every compact set KC A x EP there exists an integrable function m, 
on K such that jl ab/ax(y, t)jl < m,(t) for all (y, t) E K. 
Consider the differential equations 
2 = u(x) (5) 
k = u(x) + b(x, t) (6) 
and assume that (5) has a stable configuration S. 
For every neighborhood V of S there exists a neighborhood U of S, with 
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UC V and 0 compact, and an E > 0 such that if /I b(x, t)i\ < E for all (x, t) E 
V x R, then every positive semi-trajectory of (6) starting in U at t = t, E [w is 
defined for all t > t, and contained in V. Furthermore, no such trajectory can 
ultimately leave U (i.e. for every solution y(t) of (6) with y(t,) E U there is a 
sequence t, -+ +oo such that y(tk) E U for all k). 
Proof. S is either a point, or a periodic orbit of (5). If S is a point, then it is 
an asymptotically stable equilibrium point of (5). Thus an appropriate Lyapunov 
function exists, which guarantees that E and U can be chosen so that every 
trajectory of (6) starting in U never leaves U. 
Now iet S be a stable nonsingular periodic orbit of (5), p, a point of S, and T a 
transversal of S through pa so small that every positive semi-trajectory of (5) 
starting on T at t = 0 is contained in V (see Fig. 1). Let p, , p, be points on T 
lying on opposite sides of p, , and pi’, p,’ be their respective successor points, 
relative to (5). Notice that [pl’, p2’] C (p, , pz) on T. Let ri , i = 1, 2 be the 
Jordan curve consisting of the portion of the trajectory of (5) between pi and pi’ 
together with the segment of T between these points. Let U be the open annular 
region bounded by r, and I”, . Observe that every positive semi-trajectory of (5) 
starting in u never leaves u, and w(p) = S for every p E 0. 
5 
FIG. 1. The geometric construction used in the proof of Theorem 2. 
For p E A, let t ct #(t, t,, , p) be the solution of (6) satisfying #(to , t, , p) = p 
and t tt #(t, p) be the solution of (5) satisfying d(O, p) = p. The proof of the 
theorem is completed by showing that if b is sufficiently small then there exists a 
2 > 0 with the property that for every p E U and every real number t, one has 
#(t,, + 2, to , p) E U and #(t, t, , p) E V for to < t < to + f. 
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Notice first that by choosing T (and hence U) sufficiently small one can 
assume that for every p E a the positive semitrajectory of (5) starting at p when 
t = 0 intersects T; let u(p) denote the first “time” (t > 0) for which this 
intersection occurs. Without loss of generality one has 0 < u(p) < 5h/4, where 
h > 0 is the period of 5’. It follows, from the stability of S, that d(t, p) E U for 
all p E fl and all t > u(p). 
Now set i = h/4 + sup{&): p E a}; select a 6 > 0 smaller than the distance 
between the sets al7 and {$(2, p): p E o} an d such that the a-neighborhood of a 
is contained in V. 
For every p E u choose an e(p) > 0 and a neighborhood W(p) of p so that 
if 11 b(x, T)I~ < e(p), (x, T) E V x !R, and p’ E W(p), then #(t, to, p’) is defined, 
with 
II #(t, to Y P’) - 5% - to > P)lI < s/2 
for all t, E R, and to < t < to + 2 (see (10.56) p. 289 in [6]). 
Finally, consider a finite covering (W(pJ}, 1 <i < I, of fl and take E = 
min QQ). Then it follows from Ij b(x, T)II < E on V x R that for every p E 0 
II 4(t, to 7 P) - $(t - to 3 P)ll < s 
for to E R and to < t < to + %. i 
We state as corollaries two straightforward extensions of Theorem 2. 
COROLLARY 2.1. If S is a semi-stable periodic orbit of (5), V being replaced 
by its intersection with the region of attraction of S in A, then the conclusion of 
Theorem 2 holds. Let a, b be dejined on the closed sets z, 2 x R and satisfy, in 
addition to (i) and (ii) above, conditions guaranteeing the existence of solutions of 
(5) and (6) in 3. The conclusion of Theorem 2 then holds if S is a stable equilibrium 
point of (5) on aA. 
COROLLARY 2.2. Let A be an open set in W, a: A + W, b: A x [w --+ [w”, 
K a compact set, KC A x W, equations (5) and (6)given in W, all other hypotheses 
of Theorem 2 holding for a and 6. Then the conclusion of Theorem 2 is valid for 
n > 3. 
Proof. If S is a point, then the proof of Theorem 2 remains unchanged. If 
S is a nonsingular periodic orbit of (5) then T is to be replaced by a closed 
(n - 1) cell, p, transversal to S relative to (5); the points p, , p, are to be replaced 
by the boundary of this cell. It follows, from the uniqueness of the solutions of 
(5) and the stability of S, that the successor function carries T into the interior 
of p. The remainder of the proof of Theorem 2 is valid on replacing U by its 
n-dimensional counterpart. 1 
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Observe that the stability of a nonsingular periodic orbit S of (5) does not 
necessarily imply that the successor mapping on T is a contraction. A contraction 
occurs if n - 1 characteristic exponents of the variational equation associated 
with S have negative real parts. S, in this case, is asymptotically orbitally 
stable with asymptotic phase; Theorem 2 is then contained in a well-known 
result (see Theorem 7.1, p. 244 [7]). 
4. CONCLUDING REMARKS 
We have been concerned, in the above propositions and theorems, in estab- 
lishing the controllability of (4) under various conditions. Once controllability 
has been determined questions of optimality arise immediately. General condi- 
tions for the existence of an optimal control relative to (4) and a given cost 
function, steering a point p, of G to the neighborhood B of a stable configuration 
of (3), are not known. The standard sufficient theorems (see [l], [2]) require 
a good deal more than has been assumed in Sections 2 and 3. In particular, one 
would have to assume, for a given cost functional, that the control restraint set, 
Q, is compact, that for each x E G the “extended velocity set” is convex (in lR3, 
in our case), and that there is a t, > 0 such that there exists a control steering p, 
to B in “time” < t, , all other controls with the same property yielding solutions 
of (4) which are uniformly bounded. and bounded away from aG. 
An additional assumption allows one to obtain uniformly bounded solutions, 
as is shown in 
PROPOSITION 5. Assume that there exists a continuous function X: [0, f ho) + 
(0, +a) such that (x, F(x, u)) < x(/i x 11”) for all (x, u) E G x Q, where (., .) 
denotes the inner product in R2. Then for every p, E G there is a K (0 < K < + CO) 
with the property that the trajectories x(t; u, p,) of (4), x(0; II, p,) = p, , corre- 
sponding to controls u E % with T, < K are uniformly bounded. 
Proof. Set r = 11 x ~1, r,, = !lpoll and 
The function I’ is strictly increasing and has a strictly increasing inverse on 
the interval 
It follows from (4), that 
i 2 r2(t; 24 PO) < x(+YC u, PO)> 
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for all u E % and 0 < t < T, . One concludes, therefore, that V(y(t; U, p,,)) < 2t 
and hence, if 
then V-l(2T,) is defined, and is an upper bound for r(t; u, pO). 1 
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