Abstract. This paper is devoted to the discussion of monotonic and oscillatory solutions of the linear neutral delay equation 
1. Introduction. In a recent paper, Feldstein and Jackiewicz [6] investigate the neutral functional differential equation (where is complex) (1.1) y'(t) Ay(t)+ By(At)+ Cy'(qt)
where A, B, C, A, and r/ are complex parameters and 0-<IA]<I, 0_<-Ir/]<l. The derivative y'(r/t) means y'(x) evaluated at x r/t. Obviously, as -> +, the lag in (1.1) becomes infinite. At the end of their manuscript, the following conjecture was proposed.
CONJECa'tRE. In (1.1), suppose that A 0, that B, C, A, and r/ are all real, and that -1 < C < 1. (a) If The analysis presented here indicates that most parts of the above conjecture are indeed true and even true for (1.2). When C 0, equation (1.1) arises as a mathematical idealization and simplification of an industrial problem involving wave motion in the overhead supply line to an electrified railway system (see Fox et al. [8] ). In this special case, (1.1) has been considered by Feldstein and Grafton [5] , by Kato and McLeod [13] , and by Morris, Feldstein, and Bowen [15] , as well as second-order variations by Waltman [17] [4] , Gear [9] , and Bellen, Jackiewicz, and Zennaro [2] . This paper is organized as follows. Section 2 establishes theorems on existence, uniqueness, and analyticity of solutions to (1.2), followed by a section devoted to a discussion of conditions under which solutions to (1.2) 
Let zl(t) e S and z2(t) e S. Denote
O<=t<__T
It is easy to see that 
i.e.,/3 < 1. Therefore, L is a contraction mapping. Hence, there exists a unique z(t)E S (Waltman [18, p. 170]) such that Lz(t)= z(t). This is equivalent to (2.8)
Now, let y(t)=yo+I'o z(s)ds. It is easy to see that y(0) =yo, and
In other words, y(t)=yo+oZ(S) ds is a solution of (2.1) on [0, T].
Uniqueness. Assume y(t) is a solution of (2.1) on some interval [0, T], where
which is obtained by integrating both sides of (2.1).
Let (2.10)
S, with the metric defined in (2.2), constitutes a complete metric space. Consider the mapping L" S S defined by
By an argument similar to that in the proof for the existence part, it is easy to see that L is a contraction mapping. Hence, the solution of the integral equation (2.9) Obviously, the second summation term on the right-hand side of (3.2) is absolutely monotone and the first summation term is a polynomial of degree =J-1. Therefore, there exists a sufficiently large T>0 such that the dominant terms in dky(t)/dt will be given by dk/dtk(l= J (1-I-lo cej)tl/l!) for k_->0 and >-T. This implies that y(t) is eventually absolutely monotone. The combination of the above lemmas results in the following theorem. Proof. Let y (t) E l=o alt be the solution of (2.1). It follows from Lemma 4.1 that the order of y(t) is zero. Apply the Phragm6n-Lindel6f principle to y(z), here z is a complex variable. Then y(z) is unbounded on any ray. In particular, y(z) is unbounded on the real line; that is, y(t) is unbounded for the real variable Proof Assume y(t)#0 is a solution of (2.1) which is not oscillatory. By the linearity of (2.1), -y(t) is also a nonoscillatory solution. Therefore, without loss of generality, assume that y(t) is eventually positive. That is, assume that there exists a ?> 0 such that y(t) > 0 for -> .L et (4.4) r min (Ai, r/j), and lim y(g(t)) .
t--> Choose t* large enough so that rg(t*)> to, and so that
Then for this t*, N N y(g(t*))-, CirlT, ly(rl,g(t*))>-y(g(t*)) max{O, Ci}rlT, ly(g(t*)) [10] , [11] and Freedman and Kuang [7] . The method developed in Cooke and Grossman [3] may contribute to the discussion of this problem.
(4) It may be interesting to consider the case where the coefficients in (2.1) are matrix rather than scalar quantities. Aspects of such problems have been considered by Waltman [17] and B61air 1 for the case C 0, M 1, and the order of the matrix is 2.
(5) Nonautonomous and nonlinear versions of (2.1) can also be investigated.
