[1] A brightness temperature (BT) transformation method can be applied to microwave data to retrieve Jacobian weighted upper tropospheric relative humidity (UTH) in a broad layer centered roughly between 6 and 8 km altitude. The UTH bias is below 4% RH, and the relative UTH bias below 20%. The UTH standard deviation is between 2 and 6.5% RH in absolute numbers, or between 10 and 27% in relative numbers. The standard deviation is dominated by the regression noise, resulting from vertical structure not accounted for by the simple transformation relation. The UTH standard deviation due to radiometric noise alone has a relative standard deviation of approximately 7% for a radiometric noise level of 1 K. The retrieval performance was shown to be of almost constant quality for all viewing angles and latitudes, except for problems at high latitudes due to surface effects. A validation of AMSU UTH against radiosonde UTH shows reasonable agreement if known systematic differences between AMSU and radiosonde are taken into account. When the method is applied to supersaturation studies, regression noise and radiometric noise could lead to an apparent supersaturation even if there were no supersaturation. For a radiometer noise level of 1 K the drop-off slope of the apparent supersaturation is 0.17% RH À1 , for a noise level of 2 K the slope is 0.12% RH
Introduction
[2] Upper tropospheric humidity plays an important role in the Earth's climate system because it is one of the main factors controlling outgoing longwave radiation [Held and Soden, 2000; Harries, 1997] . Radiosonde humidity measurements tend to have problems under the dry and cold conditions in the upper troposphere [Elliot and Gaffen, 1991] . Furthermore, the radiosonde network is sparse, particularly over the oceans and in the equatorial regions. Thus the only global upper tropospheric humidity measurements come from satellites. Infrared data at 6.7 mm from geostationary and polar orbiting satellites have been used extensively for this purpose. Soden and Bretherton [1993] (hereinafter referred to as SB) derived a simple relation between infrared radiances and upper tropospheric humidity:
where UTH is a weighted mean of the fractional relative humidity in the upper troposphere, ln() is the natural logarithm, T b is the radiance expressed in brightness temperature, and a and b are constants. The original relation by SB contains also a cos(q) term, where q is the zenith angle, which was omitted here for simplicity. SB used the radiance Jacobian with respect to relative humidity for the weights in the calculation of UTH.
[3] In the derivation of (1), SB made use of a reference pressure and a dimensionless lapse rate parameter. Various later studies made explicit use of these parameters to improve upon the simple relation. An overview on the different variants of the relation used over the years is given by Jackson and Bates [2001] . We will henceforth refer to the method of using (1) to transform radiances (expressed as brightness temperatures) to UTH as the BT transformation method.
[4] The coefficients a and b are typically determined by linear regression, using a training data set of atmospheric temperature and humidity profiles. To get valid coefficients, the data set should capture the atmospheric variability as best as possible. To derive (1), SB assumed that the relative humidity and the temperature lapse rate are constant in the upper troposphere, which is not true for realistic profiles. Vertical structure will thus lead to violations of (1), but the resulting errors will be included in the error analysis, if the error analysis is based on realistic profiles.
[5] The great advantage of the BT transformation method is that radiances and radiance differences can be easily transformed to a more intuitive quantity. It is thus very well suited for climatological studies. A disadvantage at first sight is that the UTH defined as the weighted mean relative humidity of the upper troposphere can not be directly compared to other humidity measurements. In particular, the weights in the definition of UTH depend on the atmospheric state, so a drier atmosphere is sampled at lower altitudes. Retrieved UTH spatial fields are thus not defined strictly at a specific level or layer of the atmosphere. While most UTH observations will lie within a roughly 6-8 km layer, this is not guaranteed for all cases.
[6] This difficulty can be overcome by doing the comparison in the proper way, which is to use a radiative transfer model to simulate radiances for all humidity data sets to be compared, and then use the transformation of (1) to map the radiance differences back to UTH differences.
[7] Quite a number of studies have used the BT transformation method to transform infrared radiances into UTH [Escoffier et al., 2001; Tian et al., 2004; Bates and Jackson, 2001; Soden et al., 2004] , including a recent study on humidity supersaturation with respect to ice as seen by the high-resolution infrared sounder (HIRS) [Gierens et al., 2004] . For microwave sensors, on the other hand, the method has not been much used. While there are many publications about microwave humidity profile retrieval, for example [Wilheit, 1990; Engelen and Stephens, 1999; Rosenkranz, 2001; Sohn et al., 2001] , there appear to be only three publications using the BT transformation method.
[8] The first to have used it for microwave data appear to be Spencer and Braswell [1997] , who applied the method to data from the Special Sensor Microwave humidity sounder (SSM/T-2) in order to study the UTH in the subtropical subsidence zones. They used simulated radiances for radiosonde data from one tropical station to determine the parameters a and b in (1), but neither give the values of a and b, nor a detailed error analysis for the derived UTH, since the focus of the article is on the application rather than on the methodology. Engelen and Stephens [1998] published a study comparing HIRS and SSM/T-2 UTH, derived by the BT transformation method. They used a regression on radiances generated for the TOVS Initial Guess Retrieval (TIGR-3) data set [Chaboureau et al., 1998 ] to determine a and b. Compared to the work by Spencer and Braswell [1997] , there is a more detailed error analysis, but also no explicit values for a and b. Finally, Greenwald and Christopher [2002] used the BT transformation method in their analysis of the effect of cold clouds on UTH derived from the Advanced Microwave Sounding Unit (AMSU) B. Since their main focus is on clouds, there is not much discussion on the BT transformation method, but at least the values a = 20.95 and b = À0.089 K À1 are given for the transformation coefficients.
[9] The goal of the present paper is to demonstrate how the BT transformation method can be applied to AMSU data, to explicitly document the transformation coefficients to use, to discuss the method's performance, and to point out limitations. Although the analysis is carried out for microwave data, some of the new findings can also be applied to the more traditionally used infrared data. To keep things simple we focus only on the clear sky case, although the impact of clouds is an important issue for climatological applications, as shown by Greenwald and Christopher [2002] , even if the impact of clouds is much less dramatic than in the infrared.
[10] The structure of the paper is as follows: section 2 introduces the microwave data and the retrieval methodology, section 3 presents results and discussion, and section 4 summary and conclusions.
Data and Methodology
[11] This section describes the AMSU instrument, the atmospheric data sets used for determining regression coefficients and for validation, the radiative transfer model, and the regression method.
AMSU Instrument
[12] The Advanced Microwave Sounding Unit (AMSU) B is a cross-track scanning microwave sensor with channels at 89.0, 150.0, 183.31 ± 1.00, 183.31 ± 3.00, and 183.31 ± 7.00 GHz [Saunders et al., 1995] . These channels are called Channel 16 to 20 of the overall AMSU instrument, Channels 1 to 15 belong to AMSU-A. The instrument has a swath width of approximately 2300 km, which is sampled at 90 scan positions. The satellite viewing angle for the innermost scan positions is 0.55°from nadir, for the outermost scan positions it is 48.95°from nadir. This corresponds to incidence angles of 0.62°and 58.5°from nadir, respectively. The footprint size is 20 Â 16 km 2 for the innermost scan positions, but increases to 64 Â 52 km 2 for the outermost positions.
[13] AMSU data for this study was obtained from the Comprehensive Large Array-data Stewardship System (CLASS) of the US National Oceanic and Atmospheric Administration (NOAA). We focus on channel 18 at 183.31 ± 1.00 GHz because its humidity Jacobian peaks in the upper troposphere. Figure 1 , which is discussed further in section 2.3, shows this. The method could also be applied to channel 19 at 183.31 ± 3.00 GHz for not too dry atmospheres.
Atmospheric Data Sets
[14] Two different data sets of atmospheric temperature and humidity altitude profiles were used in this study to determine the transformation parameters a and b: the TOVS Initial Guess Retrieval (TIGR-3) data set and the 60 level sampled ECMWF data set.
[15] The TIGR-3 data set [Chaboureau et al., 1998 ] consists of approximately 2000 radiosonde profiles from all climate zones and seasons, selected to cover as much as possible the range of atmospheric temperature and humidity variability. The 60 level sampled ECMWF data set [Chevallier, 2001] consists of 13495 atmospheric profiles of temperature, water vapor, and ozone. The profiles are sampled in such a way that the atmospheric variability is covered as much as possible, making the data set suitable for regression applications. Some profiles which have water vapor volume mixing ratio values less than 10 ppb were excluded from the calculation.
[16] A third independent data set, consisting of 2 years (2001) (2002) of quality controlled radiosonde data [Leiterer et al., 1997] from station Lindenberg, was used for validation. For this data set colocated AMSU measurements were identified with the procedure described in detail by Buehler et al. [2004] (hereinafter referred to as BKJ).
Radiative Transfer Model
[17] The Atmospheric Radiative Transfer Simulator (ARTS), described in detail by Buehler et al. [2005] , was used to simulate AMSU radiances for given atmospheric states. ARTS is a very general model that can be used from the microwave to the infrared spectral range. Absorption coefficients are obtained by a combination of line-by-line calculation and various continua from the current literature. The model has been validated against a range of other microwave radiative transfer models [Melsheimer et al., 2004] and against a combination of AMSU data and radiosonde profiles, as described in BKJ. The arts-1-0-151 version of the model, which was used for the study, simulates only clear-sky radiances. The program setup was exactly as described in BKJ. The TIGR-3 profiles were interpolated linearly in log pressure onto 100 pressure levels, evenly spaced in log pressure, between the surface and 10 hPa.
[18] The ARTS model was used to simulate radiances for all profiles in the TIGR-3 and ECMWF data sets. Not only nadir radiances were simulated, but also off-nadir radiances corresponding to all AMSU viewing angles. Required geophysical inputs of the model in this case are humidity and temperature profiles, the surface skin temperature, and the surface emissivity. Humidity and temperature profiles were taken from the data sets. The skin temperature was assumed to be equal to the lowest atmospheric temperature. For the TIGR-3 data set the surface emissivity was set to 0.95, for the ECMWF data set it was set to 0.95 for land and to 0.6 for sea. The surface emissivity influences mainly the window channels 16 and 17, but under extremely dry conditions also the sounding channels 18 to 20.
[19] As a rough filter against such extreme conditions, for which relation (1) can also be used as an indicator of strong convective cirrus clouds, as described by Burns et al. [1997] .)
[20] The ARTS model was not only used to calculate radiances, but also to calculate the associated Jacobians
where j is the vertical grid index, @ indicates a partial derivative, and x j is the water vapor volume mixing ratio (VMR) in fractional units
The VMR j Ref are identical to the profile for which the Jacobian is calculated. This type of Jacobian shows the sensitivity of T b to relative changes in the humidity VMR at each vertical grid point. The profile is assumed to be piecewise linear between the grid points. The grid used is equidistant in the logarithm of the pressure, hence approximately equidistant in altitude. Some example Jacobians for AMSU channels 18 to 20 are shown in Figure 1 . Because the Jacobians depend strongly on the atmospheric conditions, Figure 1 shows them separately for a tropical atmosphere and a subarctic winter atmosphere. Channel 18 peaks around 8.5 km for the tropical atmosphere and around 6 km for the subarctic winter atmosphere. Channels 19 and 20 peak at lower altitudes. For the tropical atmosphere they are sounding channels, behaving similarly to Channel 18. However, for the subarctic winter atmosphere the situation is different, Channel 20 is a surface channel, and even Channel 19 has significant influence from the surface.
Regression Method
[21] We define UTH as
where RH j is the relative humidity at altitude level j. The relative humidity is with respect to liquid water where nothing else is explicitly stated. All altitudes between the surface and 10 hPa are used, although only upper tropospheric altitudes contribute significantly. Note that the UTH defined in this way depends not only on the atmospheric state, but also on the instrument viewing angle, since the [22] The UTH values calculated in this way and the simulated radiances were used to determine the parameters a and b of (1) by a simple linear regression. This was done separately for each instrument viewing angle.
[23] Let DUTH be the difference between fitted UTH and true UTH:
then we denote the mean value DUTH of DUTH as the retrieval bias and the standard deviation s DUTH of DUTH as the retrieval standard deviation. Similarly, we define relative retrieval bias and relative retrieval standard deviation based on the relative difference between fitted and true UTH:
Results and Discussion
[24] This section presents and discusses the regression results and their validation. Furthermore, it explores the potential use of these data for supersaturation studies.
Regression Results
[25] Figure 3 shows nadir ln(UTH) versus T b 18 for the TIGR-3 data set (Figure 3 , left) and the ECMWF data set (Figure 3 , right). It shows that relation (1) holds very well and that the regression coefficients for the two completely independent data sets are very close. The coefficients for the TIGR-3 data set are a = 16.50 ± 0.19 and b = À0.0708 ± 0.0007 K
À1
. For the ECMWF data set the coefficients are a = 16.47 ± 0.06 and b = À0.0702 ± 0.0002 K À1 . These coefficients are different from the ones reported by Greenwald and Christopher [2002] , which is probably due to these authors using a different UTH definition. No details are given in the article, but it is likely that they use relative 18 for (left) the TIGR-3 data set and (right) the ECMWF data set.
humidity Jacobians, like SB, whereas we use fractional water vapor VMR Jacobians, as described in section 2.3.
[26] The ECMWF parameters have lower errors due to the larger regression data set. To give an impression of the retrieval performance, Figure 4 shows fitted UTH versus true UTH for both data sets. No artificial radiometric noise was added, therefore the figure shows the pure regression noise s UTH (regr). The source of this noise are variations in the vertical structure of the atmosphere, which lead to small deviations from relation (1).
[27] The overall retrieval bias is very small, À1% RH for the TIGR-3 data set and À0.5% RH for the ECMWF data set. The overall retrieval standard deviation without radiometric noise is 9% RH for the TIGR-3 data set and 5% RH for the ECMWF data set. With added radiometric noise of 1 K standard deviation, a realistic number for Channel 18, the retrieval standard deviation increases to 10% RH and 7% RH, respectively. The bias is not significantly affected by added radiometric noise.
[28] As a safety check, retrieval errors for the ECMWF data set were also calculated for the regression coefficients derived from the TIGR-3 data set. This did not significantly affect the standard deviation, but increased the bias to À5.6% RH. This shows that there is some hidden a priori information in the training data set that can affect the true retrieval bias. We plan to investigate this issue in more detail in a dedicated study, using artificially generated training data sets with known statistics.
[29] Other authors, such as Soden and Bretherton [1996] and Greenwald and Christopher [2002] have used a normalized reference pressure in relation (1), so that it becomes
where p 0 is defined as the pressure of the 240 K isotherm divided by 300 hPa. Quite surprisingly, the introduction of p 0 lead to no improvement for the case with ECMWF data without radiometric noise, but, on the contrary, increased the overall retrieval bias to À10.1% RH and the overall retrieval standard deviation to 9.8% RH. The reason for greater error is that we use the fractional water vapor VMR Jacobian to define UTH, which seems to represent the true sampling altitude better than the relative humidity Jacobian used by other authors. To confirm this, the analysis was repeated for UTH based on relative humidity Jacobians. This increased the overall retrieval bias to À1.4% RH and the overall retrieval standard deviation to 7% RH, without radiometric noise. However, adding the reference pressure in that case decreased the bias to 1% RH and the standard deviation did not change significantly. We conclude that the retrieval of UTH based on the fractional water vapor VMR Jacobian without reference pressure works better than the more traditional retrieval of UTH based on the relative humidity Jacobian with reference pressure.
[30] The ECMWF data set is so large that one can look at the retrieval performance in more detail. For example, Figure 5 displays the bias and the standard deviation (with and without radiometric noise) as a function of UTH true . Figure 5 (top) shows the absolute quantities, and Figure 5 (bottom) shows the relative quantities. Figure 5 shows that both the bias and the standard deviation depend on the UTH value. Positive bias does not exceed 2% RH for UTH values below 45% RH, and negative bias does not exceed À4% RH for UTH values above 45% RH. Radiometric noise does not affect the bias, only the standard deviation. The standard deviation without radiometric noise s UTH (regr) increases from 2% RH at a UTH of 5% RH to 5% RH at a UTH of 25% RH, from where on it stays approximately constant. 18 were used for the regression. UTH is given in fractional units relative to liquid water.
The effect of radiometric noise scales with the UTH value. One can see this easily from the law of error propagation. Applied to the BT transformation method the law is
where s Tb is the radiometric noise.
[31] It is also interesting to study the retrieval performance as a function of latitude and season. Figure 6 shows bias and standard deviation (with and without radiometric noise) as a function of latitude for JJA and DJF. It has to be noted that these are the statistics for the ECMWF regression data set, which are not necessarily the same as for a true climatology. Zonally averaged Jacobian weighted UTH values for this data set (not shown) have maxima of 40-50% RH in the ITCZ and 50-60% RH at mid latitudes, and minima of 30-40% RH in the subtropics. Bearing this in mind, it can be seen that the retrieval quality displayed in Figure 6 is consistent with Figure 5 .
[32] Overall, there is very little latitudinal and seasonal dependence, except for a significant bias increase in the polar regions, particularly near the south pole in the southern winter. This can be explained by surface effects due to the extremely dry atmospheric conditions, which apparently are not completely removed by the T b 18 < T b 20 filter. Furthermore, it should be noted that polar conditions are not well represented in the regression data set, because there are only less than 100 polar profiles after applying the filter described in section 2.3.
[33] Judged by Figure 6 , there is no need to include latitude-dependent parameters in relation (1). One may wonder whether this conclusion also holds for the relative performance, particularly in the subtropical dry zones. Figure 7 addresses this question. It shows the same results as Figure 6 , but for the relative performance parameters, and confirms that the relative retrieval standard deviation increases only slightly in the subtropics.
[34] The discussion so far was only about nadir UTH and nadir T b 18 . For off-nadir viewing angles the regression result changes. The solid line in Figure 8 shows the dependence of the offset coefficient a on the viewing angle q. The original form of (1) in SB is
which would mean that a would have the angular dependence
This curve is also indicated as a dotted line in Figure 8 . Interestingly, the angular dependence of (11) is opposite from the one obtained from the regression. The solution to this puzzle is that SB did not use an angle-dependent UTH. If we repeat the regression for ln(UTH(q = 0)) versus T b 18 we obtain an angular dependence closer to the one derived by SB, which is displayed as a dashed line in Figure 8 .
[35] Figure 9 shows the result of a similar analysis for the slope parameter b. The b for an angle-dependent UTH also behaves opposite to the b for an angle-independent UTH. According to the original SB relation b should not have an angular dependence at all, as can be seen from (10). (1) as a function of viewing angle for the ECMWF data set. The solid line is the regression result for an angle-dependent UTH, the dashed line is the regression result for an angle-independent UTH, and the dotted line is the theoretical angular dependence derived by SB. Figure 9 . The slope parameter b of (1) as a function of viewing angle for the ECMWF data set. The solid line is the regression result for an angle-dependent UTH, the dashed line is the regression result for an angle-independent UTH, and the horizontal dotted line is the theoretical angular dependence derived by SB.
[36] From a user point of view it is preferable to have an angle independent UTH, since this depends only on the atmospheric state and not on the instrument. However, since the instrument is sampling higher altitudes for off-nadir views, angle-independent UTH will have higher errors for these views, because the Jacobian used in the UTH definition does not match the actual Jacobian for the off-nadir view. Figure 10 shows that indeed the bias and standard deviation for angle-independent UTH increase with increasing nadir viewing angle, whereas the bias and standard deviation for angle-dependent UTH are approximately constant. Explicit values for the transformation parameters a and b for the ECMWF data set are given in Table 1 . It contains the parameters for UTH with respect to liquid water and ice.
Validation
[37] Colocations of radiosondes and AMSU measurements can be used to validate the retrieved UTH. We used 2 years (2001 -2002) of colocations for the radiosonde station Lindenberg and the NOAA 15 and NOAA 16 satellites for this purpose. They are described in detail by BKJ. Colocations where the measured T b 18 was not colder than T b 20 were discarded in order to screen out cases with significant surface contribution, as described in section 2.3. Furthermore, cases with T b 20 < 260 K were discarded as a rough filter against clouds, as described in BKJ. No other filters were applied. Figure 11 shows a scatterplot of retrieved UTH AMSU versus in situ UTH sonde . The UTH sonde was derived by calculating an AMSU Jacobian weighted mean of the relative humidity according to (4). The standard deviation of the difference between the two is 7% RH, the standard deviation of the relative difference is 18%. These values are in good agreement with the absolute and relative standard deviation from the ECMWF regression with added radiometric noise, which are 7% RH and 16%, respectively, for a radiometric noise level of 1 K.
[38] The standard deviations for the validation are expected to be somewhat higher than the ones from the regression, due to the additional noise inevitable in such a The angle q is in degrees, a is dimensionless, and b is in K
À1
. Figure 10 . UTH retrieval performance for the ECMWF data set as a function of viewing angle. No artificial radiometric noise was added, so this is the pure regression noise. (top) Retrieval error and (bottom) retrieval bias. The cases shown are using the regression result for angledependent UTH (solid line), using the regression result for angle-independent UTH (dashed line), and using the default angular dependence from SB for an angle-independent UTH (dotted line).
comparison. The most important reason for additional noise in the validation is atmospheric inhomogeneity on the 10 km scale. One can estimate this from s 50km , the standard deviation of the AMSU radiances within a target area of 50 km radius, as discussed in BKJ. The total noise present in the intercomparison between simulated Lindenberg radiosonde radiances and measured AMSU radiances was found in BKJ to have a standard deviation of approximately 1.6 K. Putting this instead of the pure radiometric noise into the error estimate from the regression leads to absolute and relative UTH standard deviations of 8% RH and 19%, respectively, in close agreement with the standard deviations observed in the validation.
[39] Inspection of Figure 11 reveals that the points scatter not perfectly around the diagonal. Rather, UTH AMSU seems to be higher than UTH sonde at low UTH and lower than UTH sonde at high UTH. To quantify this, one can fit a straight line to the data. However, the fit should take into account the varying error bars for each colocation. We use as error model
in analogy to (8), just replacing the radiometric noise by the error model derived in BKJ. This error is a measure for the uncertainty in the colocation. It is important to take it into account because it has a large variability. Figure 11 shows some sample error bars of s DUTH (inhom). Note that this is not an error of the AMSU UTH itself, but a consequence of our inability to do a perfect colocation. The fit result is also shown in Figure 11 . The parameters obtained are
The nonunity slope can be explained by a combination of three factors. Factor one is that the radiosondes seem to underestimate the UTH for very dry conditions, as shown in BKJ. Factors two and three are that the BT transformation method overestimates UTH for dry conditions and underestimates UTH for very moist conditions, as shown by Figure 5 . All three factors act to decrease the slope of the fitted line. Taking this into account one can say that the agreement is quite reasonable. Particularly, there is no evidence for an overestimation of UTH for moist conditions due to cloud contamination.
[40] The reasonable agreement between Lindenberg radiosondes and AMSU UTH gives some confidence that the BT transformation method works well for microwave data. It would be desirable to do this kind of comparison also for other radiosonde stations, in particular for stations in other climate zones. Such comparisons are planned. However, they can be regarded as an investigation of the quality of the radiosonde data, rather than a validation of the BT transformation method, due to the rather poor quality of the global radiosonde data record.
Supersaturation
[41] Regions in the upper troposphere where the humidity concentration is supersaturated with respect to ice have received some attention recently [Gierens et al., 1999; Spichtinger et al., 2002; Buehler and Courcoux, 2003] . Can the BT transformation method be used to study the frequency of occurrence of supersaturation? Figure 12 shows histograms of UTH values, in this case with respect to ice, for the ECMWF data set. We denote the reference to Figure 11 . UTH AMSU measured by AMSU versus UTH sonde measured by radiosonde. Some example error bars are also shown only for highly inhomogeneous (solid vertical lines) and homogeneous (dotted vertical lines) cases to avoid clutter. The dashed line is the diagonal, and the solid line is the result of a least squares fit taking into account the varying error bars. Figure 12 . Histograms of UTH with respect to ice for the ECMWF data set. Shown are histograms for the true UTH i (dashed line), for the retrieved UTH i without radiometric noise (dotted line), and for the retrieved UTH i with 1 K radiometric noise (solid line). The diagonal solid line shows an exponential fit to the supersaturated region of the histogram with noise (100 to 130% RH i ). The bin size for the histograms is 1% RH i .
ice instead of liquid water with a subscript ' i '. UTH i values above 100% RH i are supersaturated. The 'true' UTH i does not show any supersaturation. This is no surprise, since all profiles were taken from ECMWF analyses, which do not have any supersaturation due to the simple model cloud microphysics. That the ECMWF data does not show ice supersaturation can also be seen from the sharp cutoff in UTH true at 70% RH in Figure 4 (right), since 70% RH corresponds approximately to 100% RH i for typical upper tropospheric temperatures. (Figure 4 shows UTH true values up to 90% RH for the TIGR-3 data set, so the TIGR-3 data set, which is based on radiosondes, does show ice supersaturation.)
[42] Interestingly, the retrieved UTH i (dotted curve in Figure 12 ) does show ice supersaturation, due to the regression noise. The apparent ice supersaturation becomes even stronger when realistic radiometric noise of 1 K standard deviation is added (solid curve). For this last curve 1000 different random noise values were added for each ECMWF profile, so the histogram is based on a total of 10 7 UTH fitted values. This Monte Carlo -type error analysis method is similar to the one described in detail by Buehler and Courcoux [2003] . Although the distribution of the radiometric noise is Gaussian, the supersaturation dropoff is exponential, due to the nonlinear mapping by relation (1). Following Buehler and Courcoux [2003] and the earlier study by Spichtinger et al. [2002] , one can analyze the frequency of supersaturation quantitatively by fitting to the data an exponential of the form
where p(UTH i ) is the frequency of occurrence of each supersaturated UTH i value and A and B are fit coefficients. Such a fit is also displayed in Figure 12 , the drop-off slope B is 0.17% RH À1 for this noise level.
[43] The value of B depends on the assumed radiometric noise level, as demonstrated by Figure 13 , which was generated by repeating the analysis as displayed in Figure 12 for different radiometric noise standard deviations in steps of 0.2 K. The higher the radiometric noise, the slower the drop-off, the smaller B. Figure 13 can be used to define a detection threshold for true supersaturation: The drop-off slope B for the measured UTH i must be significantly smaller than the one expected from the radiometric noise.
[44] The slope found by Gierens et al. [2004] from HIRS infrared data is 0.12, whereas the expected slope from an assumed worst case HIRS radiometric noise of 1 K is 0.17, so there would be indeed evidence for ice supersaturation. A devil's advocate would have to postulate a total noise level of 2 K to explain a supersaturation drop-off slope of 0.12 in the absence of real supersaturation. The above arguments assume that our analysis for microwave data is valid also for infrared data. This is of course not strictly true, because the transformation parameters a and b of relation (1) are different. However, the general behavior is expected to be the same. To get the exact numbers, a similar analysis could easily be carried out for infrared data as well.
Summary and Conclusions
[45] The properties of the BT transformation method applied to microwave data were investigated. The method can be used to retrieve Jacobian weighted upper tropospheric humidity (UTH) in a broad layer centered roughly between 6 and 8 km altitude. Retrieval results are sensitive to the type of Jacobian used to define UTH. It was found that the retrieval of UTH based on the fractional water vapor VMR Jacobian works better than the more traditional retrieval of UTH based on the relative humidity Jacobian, and that the new UTH definition does not need a reference pressure in the regression relation.
[46] The UTH bias is always below 4% RH, where the largest values are found for high-humidity cases. The UTH relative bias is always below 20%, where the largest values are found for low humidity cases. The UTH standard deviation is between 2 and 6.5% RH in absolute numbers, or between 10 and 27% in relative numbers. The standard deviation is dominated by the regression noise, resulting from vertical structure not accounted for by the simple transformation relation. The part of the UTH error resulting only from radiometric noise scales with the UTH value and has a relative standard deviation of approximately 7% for a radiometric noise level of 1 K. The UTH retrieval performance was shown to be of almost constant quality for all viewing angles and latitudes, except for problems at high latitudes due to surface effects.
[47] A comparison of AMSU UTH and radiosonde UTH for the radiosonde station Lindenberg was used to validate the retrieval method. The agreement is reasonable if known systematic differences between AMSU and radiosonde are taken into account.
[48] Additionally, it was investigated whether the method is suitable to study humidity supersaturation in the upper troposphere. In principle it is, but the regression noise and radiometric noise could lead to apparent supersaturation even if there were no supersaturation. For a radiometer noise level of 1 K the drop-off slope of the apparent Figure 13 . The value of the apparent supersaturation dropoff slope B as a function of the assumed radiometric noise standard deviation. supersaturation is 0.17% RH
À1
, for a noise level of 2 K the slope is 0.12% RH À1 .
[49] The main conclusion from this study is that the BT transformation method is very well suited for microwave data. Its particular strength is in climatological applications where the simplicity and the independence of a priori information are key advantages. Further studies applying the method to global and regional data are planned.
