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Many natural systems including the brain comprise coupled non-uniformly stimulated elements.
In this paper we show that heterogeneously driven networks of excitatory-inhibitory units exhibit
striking collective phenomena, including spontaneous oscillations upon coupling. On varying the
coupling strength a novel transition is seen wherein the pattern symmetries of stimulated and un-
stimulated groups undergo mutual exchange. The system exhibits coexisting chaotic and non-chaotic
attractors - an intriguing result in view of earlier reports of varying degrees of chaoticity in the brain.
PACS numbers: 05.45.Xt,89.75.Kd,87.19.L-
Complex patterns are observed to spontaneously
emerge across a wide range of spatial and temporal scales
in nature [1]. Uncovering the fundamental mechanisms
driving such pattern formation will contribute signifi-
cantly towards understanding self-organization in non-
equilibrium systems [2]. Perhaps the most influential
paradigm for explaining this, particularly in the biolog-
ical context, is that of reaction-diffusion systems [3–8].
The basic principle, involving the interplay between self-
activation and lateral inhibition mediated by diffusion,
has been suggested to underlie the emergence of patterns
in a broad range of contexts [9–12]. However, not all phe-
nomena involving activator-inhibitor interactions arise
through diffusive coupling, one of the best-known exam-
ples being populations in neighboring ecological habitats
coupled through intra-specific competition [13, 14]. In-
deed, reaction-diffusion processes can be seen as a subset
of the wider class of systems involving nonlinear inter-
actions between spatially distributed elements. Novel
dynamical transitions may accompany the breaking of
any of the symmetries that are intrinsic to these sys-
tems. Thus, uncovering the diverse range of collective
phenomena associated with non-diffusively coupled sys-
tems of activator-inhibitor units can contribute towards
understanding how patterns can arise in a more general
setting.
Neurobiological phenomena arising in synaptically
coupled neuronal populations provide some of the most
varied and complex instances of nonlinear interactions
resulting in spatiotemporal patterns [15]. Indeed, such
coordinated collective activity is seen across several spa-
tial scales in the brain: from the network of cortical areas
where brain regions comprising 103-106 neurons [16, 17]
interact with each other through fiber tracts [18], to the
olfactory bulb, where around 103 glomerular clusters co-
ordinate the information received from sensory neurons
at the nasal epithelium [19]. Each glomerulus, which
comprises circuits of excitatory and inhibitory neurons,
interact with other glomeruli through interneurons [20]
giving rise to lateral inhibition [21] and excitation [22].
As these interneurons are subject to turnover [23], the
strength of inter-glomerular coupling can vary. Thus,
this complex biological process can be potentially under-
stood in terms of the collective dynamics of a network of
excitatory-inhibitory units coupled nonlinearly with tun-
able strength [24]. As each glomerulus is activated by
a specific odorant receptor type [25] and different smells
evoke responses in different combinations of glomerular
clusters [26], it is important in this context to understand
the implications of non-uniform stimulation on the global
behavior of such a system.
In this paper, we investigate the collective dynamics re-
sulting from non-uniformly driven networks of identical
nodes, each comprising excitatory and inhibitory subpop-
ulations. The heterogeneous stimulation is implemented
through external inputs being applied only to a subset
of the nodes. This conceptual framework applies beyond
the context of neurobiology to phenomena as diverse as
ecological interactions between prey and predator pop-
ulations [27] and interdependencies between institutions
in economic systems [28, 29]. To describe the dynamics
of the individual nodes, we consider a model for interact-
ing excitatory and inhibitory subpopulations [Fig. 1 (a)]
proposed by Wilson and Cowan [30] obtained by tem-
poral coarse-graining of neuronal population dynamics.
Individual units of this type are capable of exhibiting os-
cillatory activity for a range of external stimuli strength.
In order to focus on the effect of heterogeneous stimula-
tion, we consider the simplest connection topology, viz.,
coupling within and between the subpopulations of all
nodes [31]. One of the novel features we observe is the oc-
currence of coupling-induced oscillations. Thus, stimuli
that generate only steady-state behavior in isolated nodes
can drive a network into oscillatory behavior, suggesting
that lateral connections between glomerular clusters can
allow the network to recognize weak signals incapable
of initiating activity in an isolated cluster. Increasing
the strength of coupling between the nodes results in a
variety of transitions in the collective dynamics of the
network, the most striking of which involves an exchange
of symmetry between the synchronization states of the
groups of stimulated and unstimulated nodes. In addi-
2tion, we observe that the network can converge to qual-
itatively distinct attractors for identical system parame-
ters, exhibiting chaotic or non-chaotic activity depending
only on the initial state. This result is intriguing in light
of observations reporting chaotic activity in the olfactory
bulb, which has been suggested to have a functional role
in sensory information processing [32].
We consider a network of N nodes, with each node i
comprising excitatory (u) and inhibitory (v) components,
whose activity evolves as [30]:
τu
dui
dt
= −ui + (κu − ruui)Su(ui
in), (1)
τv
dvi
dt
= −vi + (κu − rvvi)Sv(vi
in), (2)
where τµ are time constants (µ = u, v), ui
in and vi
in
are the inputs received by the respective components,
Sµ(x) = κµ − 1 + [1 + exp {−aµ(x − θµ)}]
−1 is a sig-
moidal response function with maximum value κµ =
1 − [1 + exp {aµθµ}]
−1 , and rµ, aµ and θµ are system
parameters. As mentioned earlier, the network is glob-
ally coupled (i.e., every node has k = N − 1 links)
with each link having the same weight w/k. This nor-
malization allows our results to be system-size indepen-
dent. The total inputs to each component of node i are
uini = cuuui − cuvvi +
w
k
∑
j(uj − vj) + Iui and v
in
i =
cvuui − cvvvi +
w
k
∑
j(uj − vj) + Ivi , where j = 1, . . . , N
(j 6= i). To implement heterogeneous stimulation differ-
ent external inputs (Iui , Ivi) can be applied to different
nodes. For the results shown here we have used the fol-
lowing set of parameter values: cuu=16, cuv=15, cvu=12,
cvv=3, au=1.3, av=2, θu=4, θv=3.7, ru,v=1, τu,v=8 and
Iv = 0. We have verified that our results are robust with
respect to changes in these parameter values.
On receiving a stimulus Iu of sufficient magnitude, a
single node is capable of exhibiting limit-cycle oscilla-
tions around an unstable fixed point [30] [Fig. 1 (b)].
This limit cycle emerges via the collision of stable and
saddle branches [Fig. 1 (c)], and the amplitude of oscil-
lation depends on the value of Iu [Fig. 1 (d)]. As shown
in Fig. 1 (e) and discussed in detail in Ref. [31], cou-
pling identically stimulated nodes yields a rich variety
of synchronization patterns including exact synchroniza-
tion (ES), quasiperiodicity (QP), anti-phase synchroniza-
tion (APS) and inhomogeneous in-phase synchronization
(IIS) at different w and Iu.
In this work, we consider heterogeneously driven net-
works wherein the number of nodes receiving external
stimulus Nstim < N . We henceforth denote the syn-
chronization state in such systems through the notation
(Pstim,Punstim), where the first and second terms in the
pair correspond to the collective pattern observed in the
stimulated and unstimulated nodes, respectively. The
simplest case of non-uniform stimulation is when a sin-
gle node receiving input Iu is coupled to an unstimulated
node (i.e., N = 2, Nstim = 1) with strength w. At suf-
FIG. 1. (a) Schematic representation of a dynamical element
(node) of the network, showing the interactions between sub-
populations of excitatory and inhibitory units (neurons). (b)
Nullclines governing the dynamics of a node receiving stim-
ulus Iu = 1.25 along with the resulting limit cycle attractor.
(c) Bifurcation diagram for the inhibitory component v of an
isolated node shown as a function of the stimulus Iu. The
broken lines indicate the unstable branch (black), as well as
the peaks (vmax, pink) and troughs (vmin, violet) in the oscil-
latory regime. The solid black and thick red curves indicate
the stable and saddle branches, respectively. (d) The v time-
series of an isolated node receiving stimuli Iu = 1.25 (green)
and Iu = 1.8 (red). (e) Phase-plane portraits for a pair of
identically stimulated coupled nodes (i.e., Nstim = N = 2) for
different w and Iu showing [L-R] exact synchronization (ES),
quasiperiodicity (QP), anti-phase synchronization (APS) and
inhomogeneous in-phase synchronization (IIS). The positions
of the oscillators are denoted by black filled circles.
ficiently large w, oscillations can be observed even for
very low Iu [Fig. 2 (a)]. Indeed, as shown in the phase
diagram in Fig. 2 (b), at high w periodic activity can
be observed over a much larger range of Iu than the one
capable of inducing oscillations in an isolated node. Fur-
thermore, for lower (higher) w the unstimulated node
has lower (higher) amplitude oscillations than the stim-
ulated one, denoted as OSC1 (OSC2). This extremely
surprising coupling-induced periodic activity is seen even
when N ≫ Nstim = 1 (see Supplementary Information)
and suggests that a node is capable of detecting weak,
subthreshold inputs when it is coupled to one or more
unstimulated nodes. Such an increase in the sensitivity
to stimuli beyond the capability of a single element is
an emergent collective property of the network and may
be understood as an effective renormalization of the pa-
rameters governing the nodal dynamics. The observation
of oscillations at larger values of Iu, where an isolated
node exhibits a stable state, may also be connected to
the appearance of periodic activity in bistable systems,
3FIG. 2. (a-b) Coupling-induced oscillations in a pair of nodes,
where only one receives a stimulus Iu. (a) By switching
“on” a stimulus that is too weak (= 0.1) to generate activ-
ity in the uncoupled nodes (top), oscillations can be observed
by strongly coupling the stimulated (red) and unstimulated
(blue) nodes (bottom). (b) The range of Iu for which os-
cillations emerge increases at higher w. The amplitude of
the oscillations is larger for the stimulated node at low w
(OSC1) and for the unstimulated node at high w (OSC2).
The other dynamical regimes observed correspond to a non-
zero steady state (SS) and a quiescent state characterizing
amplitude death (AD). The regimes are determined via order
parameters and identified as the pattern obtained from the
majority (> 50%) of random initial states (see Supplemen-
tary Information). (c-h) Symmetry breaking in a system of
N = 3 globally coupled nodes. The stimulated (large,red)
and unstimulated (small, blue) nodes are indicated schemat-
ically in top-left corner of (c-f). Phase space projections of
the trajectories (colored as per the schematic) are shown for
(c) Nstim = 1, displaying (ES, IIS) state (note the broken
symmetry in unstimulated nodes) and (e) Nstim = 2, exhibit-
ing chaos. In the corresponding bifurcation diagrams for (d)
Nstim = 1 and (f) Nstim = 2, the peaks (vmax, pink) and
troughs (vmin, violet) of the inhibitory component are shown
as a function of w. (g) Magnified view of (f) showing the
coexistence of qualitatively distinct dynamical attractors cor-
responding to (IIS, ES) [orange] and (ES, ES) [green]. The
system can exhibit either chaotic or non-chaotic behavior de-
pending on its initial state, as illustrated in the top and bot-
tom panels of (h) for w = 35.6.
e.g., excitable elements subjected to a sufficiently strong
stimulus, upon appropriate coupling [33]. On increasing
w beyond a critical value that depends on the stimulus
intensity Iu, the activity of all nodes ceases, which cor-
responds to a state of amplitude death (AD).
A new feature, indicative of spontaneous symmetry
breaking, appears on minimally increasing the size of the
network to N = 3 keeping Nstim = 1. This is mani-
fested as IIS in the unstimulated nodes [Fig. 2 (c)], nei-
ther of which directly receive any external stimuli but
are activated only by coupling with a common stimulated
node. Nevertheless these identical nodes exhibit distinct
oscillation patterns over a range of coupling strengths
[Fig. 2 (d)]. On stimulating a second node (i.e., N = 3,
Nstim = 2), another intriguing phenomenon emerges,
viz., the coexistence of chaotic and non-chaotic attrac-
tors. The existence of chaotic behavior [Fig. 2 (e)], which
arises via a period doubling route [Fig. 2 (f)] is con-
firmed by verifying the existence of positive Lyapunov
exponents [34]. Note that if we use a smaller Iu, chaos
can be seen in the even simpler stimulation configuration
Nstim = 1, N = 3 . The novel feature for Nstim = 2
is that, depending on initial conditions, it is possible to
see either of two possible collective dynamical states cor-
responding to (ES, ES) or (IIS, ES), the latter being a
chaotic attractor. As both the (IIS, ES) and (ES, ES)
states have non-zero basin sizes [Fig. 2 (g)] we can see ei-
ther chaotic or non-chaotic behavior for identical system
parameters over a range of w [Fig. 2 (h)]. This obser-
vation lends support to the hypothesis, based on experi-
mental recordings from the rabbit olfactory system, that
attractors with varying degrees of chaoticity can coexist
in the brain [35].
The existence of numerous synchronization regimes in
the w − Nstim parameter space becomes apparent as we
increase the complexity of the system by incorporating
more nodes [Fig. 3 (a)]. These regimes are typically de-
marcated by sharp changes in the sizes of the basin of
attraction of individual patterns indicated in Fig. 3 (b-
c). Apart from the states corresponding to ES, QP,
IIS and AD described earlier, new collective dynami-
cal patterns for the stimulated and unstimulated groups
emerge. These include oscillator death (OD) which is
a homogeneous non-zero steady state, and gradient syn-
chronization (GS), a generalization of APS for systems
with N > 2 [31]. Fig. 3 (d) shows several of the possi-
ble collective patterns, including those corresponding to
symmetry breaking (IIS) in one or both groups of stimu-
lated and unstimulated nodes. A particularly surprising
feature that we investigate in detail below is the exis-
tence of a novel transition in which the (broken) symme-
try of the patterns in the stimulated and unstimulated
groups undergo a mutual exchange on varying the cou-
pling strength. This symmetry exchange manifests as
a transition from the (IIS, ES) to the (ES, IIS) state
[Fig. 3 (a)].
4FIG. 3. (a-d) Collective dynamics of a system of N = 20
globally coupled nodes. (a) Different synchronization states
obtained by varying the number of stimulated nodes, Nstim,
and coupling strength, w, with (Pstim, Punstim) referring to
patterns in stimulated and unstimulated groups. (b-c) Varia-
tion of the attraction basin size (measured as fraction of initial
states reaching the attractor) with w at Nstim = 10 for the dif-
ferent regimes in (a), shown separately for the (b) stimulated
and (c) unstimulated groups. Basin sizes have been estimated
using 102 initial conditions. (d) Phase space projections of
the trajectories (red: stimulated, blue: unstimulated) corre-
sponding to the different synchronization states indicated in
(a). (e-g) Symmetry exchange transition in a system of N = 4
globally coupled oscillators with Nstim = 2. (e) Bifurcation
diagram showing the peaks (vmax) of the inhibitory compo-
nents of all nodes as w is varied. Distinct coexisting attractors
corresponding to (IIS, ES) and (ES, IIS) are indicated by or-
ange and light blue, respectively. (f-g) Variation of the (f)
fractional basin size of these attractors and (g) the order pa-
rameter ψ =
〈
σi
2(vi)
〉
with w, shown separately for the (top)
stimulated and (bottom) unstimulated groups. The distinct
trends seen in (g) on increasing (red circle) or decreasing (blue
dots) w indicate the occurrence of hysteresis-like behavior.
We examine the nature of this transition in detail by
considering the simplest system in which it can be ob-
served. To observe broken symmetry in each group, both
the stimulated and unstimulated groups should contain
at least two nodes each. We observe that in the min-
imal case, i.e., for N = 4, Nstim = 2, the states (IIS,
ES) and (ES, IIS) co-exist over a range of w [Fig. 3 (e)].
The transition between them occurs through a change in
the relative basin sizes for the patterns in the two groups
[Fig. 3 (f)]. The mechanism of the (broken) symmetry
exchange is further established by examining how the or-
der parameter ψ =
〈
σi
2(vi)
〉
(non-zero values of which
indicate IIS in this regime) changes upon varying w in ei-
ther direction in an annealed manner. In this procedure,
the system is allowed to evolve starting from a random
initial state at low (high) w, following which the value
of w is adiabatically increased (decreased). As seen in
Fig. 3 (g), a hysteresis-like behavior can be observed in
the transition region in both groups of nodes, consistent
with the mechanism of shrinking basin sizes underlying
the symmetry exchange.
Our results provide a simple framework for under-
standing aspects of the complex patterns of spatiotem-
poral activity that the brain is observed to exhibit [36].
The mesoscopic approach used here, focusing on the dy-
namics of a network of neuronal clusters, can yield sig-
nificant insights into the mechanisms by which such pat-
terns emerge. Furthermore, the phenomena we report
here occurs in a globally connected system, which may
help elucidate the important role of long-range intracor-
tical interactions in olfactory processing [37]. Among
the variety of dynamical transitions observed upon vary-
ing the coupling strength, the most striking one involves
an exchange of broken and restored symmetries between
the groups of stimulated and unstimulated nodes. This
result suggests an experimentally testable hypothesis,
namely that simulated and non-stimulated glomeruli may
show distinct collective dynamics at different levels of
arousal which are analogous to having different coupling
strengths between nodes.
To conclude, we have shown that non-uniformly driven
networks of identical nodes, each comprising excitatory
and inhibitory subpopulations, are capable of exhibit-
ing surprisingly rich collective phenomena. We find that
the system exhibits coexistence of qualitatively distinct
attractors (chaotic and non-chaotic) for identical system
parameters. This is intriguing in light of experimental
observations of chaotic dynamics of varying complexity,
particularly in the olfactory system [32, 35, 38], reported
over several decades and which are yet to be fully un-
derstood. Furthermore, nodes that are quiescent in iso-
lation can spontaneously oscillate for sufficiently strong
coupling, thus enabling the system to be activated even
by stimuli that are incapable of generating dynamical
activity in isolated nodes. These coupling-induced os-
cillations may help in understanding how excitatory-
5inhibitory feedback can cause spontaneous oscillations in
networks of naturally quiescent stochastic spiking neu-
rons [39], whose mean-field limit can in fact be described
through the Wilson-Cowan equations. Moreover, this can
be understood as belonging to a larger class of phenom-
ena characterized by the emergence of activity in quies-
cent systems upon coupling [40–42]. In summary, our re-
sults suggest that transitions between symmetry broken
and restored symmetry states in heterogeneously driven
system of coupled neural oscillators may underlie the se-
quence of complex activity patterns seen in the brain.
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6SUPPLEMENTARY INFORMATION
ORDER PARAMETERS
The identification of each collective dynamical state is done by measuring a set of order parameters and then using
the decision tree in Fig. S1 to classify the synchronization state. The same procedure is applied independently for the
stimulated and the unstimulated groups of nodes. At each numbered decision point, threshold values (Table S1) for
the order parameters are employed to answer the following questions:
1. Whether the magnitude of the inhibitory component of each oscillator changes over time. For a non-oscillating
state, this quantity should be below a threshold ε0.
2. Whether the magnitude of the inhibitory component of each oscillator is close to zero for all oscillators. If this
quantity is below a threshold ε1, it signifies amplitude death.
3. Whether the temporal mean of each oscillator is the same. If the difference is below a threshold ε2, it signifies
oscillator death; otherwise it is an inhomogeneous steady state.
4. Whether all the oscillators are in phase. If the difference between the phases of the oscillators is less than a
threshold ε3, it corresponds to exact synchronization.
5. Whether the temporal mean of each oscillator is the same. If the difference is greater than a threshold ε4, it
signifies inhomogeneous in-phase synchronization. In the oscillating case, once phase synchronization has been
established, this order parameter checks if all oscillators have the same trajectory.
6. Whether the total amount of phase space covered by the trajectory is small. For the case of GS, this quantity
is less than a threshold ε5; if the quantity is greater than the threshold, the state is identified as QP which, by
definition, completely fills a bounded region in phase space.
Threshold Value (Stimulated) Value (Unstimulated)
ε0 10
−7 10−15
ε1 10
−10 10−10
ε2 10
−10 10−15
ε3 10
−9 10−12
ε4 10
−4 10−5
ε5 2× 10
4 2× 104
TABLE S1. Thresholds for the order parameters used to distinguish the synchronization patterns (see Fig. S1). To account for
the fact that unstimulated nodes typically exhibit much smaller oscillations, the chosen threshold values are in general different
for the stimulated and the unstimulated groups.
72. Is ＜＜Vi＞t＞i < ε1?
Amplitude
Death (AD)
3. Is σi
2(＜ Vi＞t) < ε2?
Oscillator
Death (OD)
Inhomogeneous
Steady State (ISS)
4. Is ＜σi
2(Vi)＞t < ε3?
1. Is ＜σt
2(Vi)＞i < ε0?
No Yes
Yes No
Yes No
Yes No
        Exact
Synchronisation (ES)
5. Is σi
2(＜Vi＞t) < ε4?
Yes No
Inhomogeneous In-Phase
Synchronisation (IIS)
6. Are the number of
non-zero bins in
the 2-D histogram < ε5
Yes No
      Gradient
Synchronisation (GS)
Quasi
Periodic (QP)
FIG. S1. Decision tree for the use of order parameters to distinguish between the different collective dynamical states. Al-
though this tree is identical for both stimulated and unstimulated oscillators, the threshold values chosen for identifying the
corresponding patterns are different (see Table S1).
ROBUSTNESS OF RESULTS
In the following, we demonstrate that the results presented in the main text are robust with respect to small
changes in the system parameters or system size. First, we consider the case of coupling-induced oscillations, shown
in Fig. 2 (a) of the main text. As seen in Fig. S2, steady state behavior is exhibited by a globally coupled system
of N (= 3, 5) nodes, with only Nstim = 1 of them receiving a weak input stimulus Iu. Although the stimulation is
too weak to initiate activity in an isolated node, upon coupling these nodes with sufficient strength w, we find that
oscillations emerge, as in the case N = 2 considered in the main text.
Next, we consider the symmetry switching transition discussed in the main text. In Fig. 3 (e) of the main text, we
see that for the case N = 4, Nstim = 2 there exists a range of values within which the distinct collective dynamical
states (ES, IIS) and (IIS, ES) coexist. As seen in Fig. 3 (f), the likelihood of obtaining the pattern pair (IIS, ES)
is higher at lower values of coupling strength w, and only (ES, IIS) is obtained above a critical value of w. These
results hold even for much larger system sizes, as shown in Fig. S3, which displays a bifurcation diagram for the
caseN = 20, Nstim = 10. As we can see, the pattern pair (IIS, ES) is seen for lower w, and (ES, IIS) is seen for higher w.
8FIG. S2. Coupling-induced oscillations in a system of (a) N = 3 and (b) N = 5 nodes, where only one node receives a stimulus
Iu = 0.1 that is too weak to generate activity in the uncoupled nodes (top). Oscillations can be observed by strongly coupling
(w = 190) the nodes (bottom).
FIG. S3. Bifurcation diagram for a network with N = 20, Nstim = 10, with the peaks (vmax) of the inhibitory component, v,
indicated over a range of w. Colors are used to represent different collective dynamical states, viz., orange for (IIS, ES), light
blue for (ES, IIS) and dark blue for (IIS, IIS). On increasing w, a transition occurs from (IIS, ES) to (ES, IIS), corresponding
to an exchange of (broken) symmetries between the stimulated and unstimulated groups.
Finally, we show that our results are robust with respect to changes in both the internal coupling parameters as
well as the input stimulus applied to the inhibitory components (Iv). In Fig. S4 (a), we show a parameter space
diagram indicating the synchronization states obtained upon changing w as well as the ratio Iv/Iu, for the case
N = 4, Nstim = 2. Note that, for these simulations, the values of all the internal coupling strengths cµ,ν have been
halved relative to those used for the simulations reported in the main text. We find that for low values of the ratio
(. 0.25) the patterns observed, and their phase boundaries, are almost unchanged from the case Iv = 0. At larger
values of Iv, the phase boundaries change, but we continue to observe the symmetry switching transition from (IIS,
ES) to (ES, IIS). Furthermore, as shown in Fig. S4 (b), we continue to observe a hysteresis-like behavior in the range
9FIG. S4. Collective dynamics of the system on changing model parameters, viz., halving the internal coupling strengths cµ,ν ,
show results qualitatively similar to those described in the main text. (a) Collective dynamics of a system of N = 4 globally
coupled nodes, with Nstim = 2, showing the different synchronization states obtained by varying the coupling strength w and
the ratio of the input stimuli received by the inhibitory and excitatory components Iv/Iu (fixing Iu = 1.25). (b) Variation of
the order parameter ψ =
〈
σi
2(vi)
〉
with w for a network with N = 40, Nstim = 20 (Iu = 1.25, Iv = 0). The behavior of the
(top) stimulated and (bottom) unstimulated groups are shown separately. The distinct trends seen on increasing (red circle)
or decreasing (blue dots) w indicate the occurrence of hysteresis-like behavior.
of coupling strengths around the symmetry-switching transition even at large system sizes (N = 40, Nstim = 20).
These observations suggest that the results reported in the main text are robust with respect to small variations in
the parameter values and system size.
NUMERICAL SIMULATIONS
The equations corresponding to the system of N globally coupled nodes are solved numerically using the variable
order method for stiff differential equations as implemented in the ode15s routine in MATLAB R©. The time-series
data used for analysis is recorded after allowing sufficient time for any transient effects to dissipate (typically 2× 104
time units).
