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Investigation of convex programming problems is confined mainly to 
the application of numerical techniques to find a solution. The algorithms 
developed are either modified gradient or modified simplex methods. In the 
first method, either the constraints are incorporated at each iteration or we 
can treat the problem by unconstrained techniques by applying a penalty to 
the objective function. The latter method is used mainly when the constraints 
are linear, as the interactions are always on the boundary of the constraint set, 
where the solution to the problem is found. 
However, no mention has been made of a class of convex programming 
programs, which are subject to analytical techniques, which for many prob- 
lems determine the solution directly, and, for others, reduce it to an uncon- 
strained problem. 
In this paper, we introduce a method for determining a direct solution to a 
small class of problems, with suggestions on how it may be applied to treat 
a wider class of such problems. 
In Section 1 we introduce the most general form of the problem that we 
are investigating, and state and prove two simple theorems which are needed 
in later sections. In Section 2 we solve this problem, giving the result in 
analytic form, although an explicit solution is not always available. Hence, in 
Section 3, we examine a class of problems for which there exists an explicit 




s.t. G(X) < b, 
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(1.1) 
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where X is an n vector, C is a constant n-vector; ( )’ indicates transpose; b is a 
scalar and G(X) is continuous convex and twice differentiable scalar valued 
function. [Note: we can consider as many constraints of this form as we wish, 
since we deal with them separately, anyway: Thus, the form above is fairly 
general.] We shall also assume that the set 
S = {X/G(X) < b) (1.2) 
is compact. 
THEOREM 1. Let G(X) b e a continuous, differentiable convex function. Then 
the set S = {X/G(X) < b} is compact if, and only a., there exists a solution 
(unique) to the set of equations 
u = VG(X), Vu E R”. (1.3) 
Proof. Since S is convex and G(X) EC’, there exists a continuously 
turning tangent plane to the boundary of S, and, thus, every vector u E Rn 
is normal at some point to this boundary. Hence, (1.3). 
THEOREM 2 (Quasi linearization). Since G(X) is a convex function, we can 
write 
G(X) = m;x{G(t) + VG(t) [X - KY]), (1.4) 
where the maximum is taken at t = X. 
Let R = (X/G(t) + VG(t) (X - t) < b, Vt E R”}, then R = S. 
Proof. (1) Let X E R, then from (1.4) G(t) + VG(t) (X - t) < G(X) < 1, 
X~Sand RCS. 
(2) Let X E S and assume X $ R, then G(t) + VG(t) (X - t) > 1 Vt. 
But 3 a t(= X) s.t. G(t) + VG(t) (X - t) < 1, X E R and S C R; :. R = S. 
SECTION 2 
In problem A, the scalar b is merely a scaling factor; thus, we shall let 
b = 1, henceforth. 
PROBLEM B. 
min z = CTX 
s.t. G(t) + W(t) (X - t) d 1, Vt E Rn. (2.1) 
409/30/3-z 
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From Theorem 2, this is the same as problem A (with b = 1). Rewriting, 
we have 
min x = CYX 
s.t. VG(t) X < 1 + VG(t) * t - G(t) Vt E Rn. (2.2) 
Consider the transformation VG(t) = oC, where 01 > 0 is a real parameter. 
Since G(X) E Ca and R is compact, then by Theorem 1 we can write 
t = [Ii,(&), h2(&) ... h&C)] = h(d). (2.3) 
Then from 2.2 
and 
aC=X = az < 1 + VG(h) . h - G(h) 
z < min 1 + VW) . h - G(h) 
\ a>0 OL (2.4) 
Since problem B is a convex programming problem and a solution exists 
and is unique, we can write 
= I-J-$ 
1 + VG(h) . h - G(h) 
a , 
with X = t at the minimum CL. 
On differentiating we find that the minimum LY is the positive solution of 
G[h(aC)] = 1 .a* . (2.6) 
Thus, this equation can be solved numerically for Q, provided we can find 
h(&). Thus, we have our solution to the problem. 
SECTION 3 
ANALYTIC SOLUTION TO A CLASS OF CONVEX PROGRAMMING PROBLEMS. 
min .a = CTX 
s.t. GW)<l, (3-l) 
where G(X) has same conditions as before, and is positively homogeneous of 
degree 2m, i.e., 
GW) = PLUG p > 0. 
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Thus, (2.6) becomes 
G[h(orC)] = cP’(~~-~)G[~(C)] = 1, (3.2) 
and (2.5) is 
.Z= 
1 + ,2m’(2m-1){CTh(C) - G[h(C)]} 
a! 
with 
= C=h(C) (G[h(C)]>“““, (3.3) 
t = X = h(C) {G[h(C)]}‘/““. (3.4) 
We note that G(X), thus, must be greater than zero for all X. However, 
since G(X) is convex, a simple translation will accomplish this. Again we 
must find h(C) and this is very simple if we restrict ourselves to a class of 
separable homogeneous functions G(X) (or ones reducible to this by a 
linear transformations and/or a translation). 
EXAMPLE. 
min a = CrX 
s.t. XDX<l, 
where D is a positive definite symmetric matrix, m = 1. Then 
h(C)= +D-lC, 
G@(C))= &C=D-lDD-lC = f C=D-T. 
&CTD-T 
x = (4 CT.-lC)l,2 = - dcTD-Ic, 
and 
D-T ___-. x = 2/cipic 
The positive square root represents the maximum of Z. 
4. EXTENSIONS 
(1) The addition of a restriction X > 0 to the problem does not appear to 
present much difficulty. We solve the problem as above. If any Xi < 0 in the 
solution, we drop them from the constraint (2.1) and from the objective 
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function and solve again. This procedure is valid since the boundary of the 
constraint set is smooth, and the projection of a compact set in R” onto 
R” (k < n) is also compact. The above is only true if G(X) is separable. 
(2) If the objective function in (2.1) were convex instead of linear, then a 
quasilinearization of the objective function should reduce the problem to an 
unconstrained minimization problem. 
(3) According to Eggleston [3], any convex set can be approximated 
arbitrarily by a regular convex set. The constraints considered, form a 
regular convex set, although those which give an analytic solution are only a 
small subclass of such regular sets. However, for example, a piecewise 
smooth boundary may be approximated by a set of constraints of the 
form 2.1. 
(4) It appears likely that the above procedure may be of assistance in 
solving a linear programming problem whose constraints have the form 
-b<AX<b for b>O, X30, 
where A is an m x n matrix (m > n), provided A is of rank n. 
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