Most of the existing association tests for population-based case-control studies are based on comparing the mean genotype scores between the case and control groups, which may not be efficient under genetic heterogeneity. Given that most common diseases are genetically heterogeneous, caused by mutations in multiple loci, it may be beneficial to fully account for genetic heterogeneity in an association test. Here we first propose a binomial mixture model for such a purpose and develop a corresponding mixture likelihood ratio test (MLRT) for a single locus. We also consider two methods to combine single-locus-based MLRTs across multiple loci in linkage disequilibrium to boost power when causal SNPs are not genotyped. We show with a wide spectrum of numerical examples that under genetic heterogeneity the proposed tests are more powerful than some commonly used association tests.
Introduction
Common diseases and complex phenotypes are often genetically heterogeneous with different etiologies in different individuals. Here we consider the situation when a disease (or other phenotype) is caused by mutations in multiple unlinked loci, referred to as locus heterogeneity (Ott 1999) . Under locus heterogeneity, the population of individuals with disease may be decomposed into various subpopulations, each with disease caused by mutations at different loci (or their combinations). As for admixture mapping in linkage analysis (Smith 1963; Ott 1983 ), we propose a binomial mixture model for genotype scores to account for possibly heterogeneous subpopulations in the case population for genetic association studies. While most existing association tests aim to detect the mean difference of genotype scores between the case and con-trol groups, ignoring genetic heterogeneity in the case group fails to utilize differences of other higher moments of genotype scores, leading to power loss, as to be shown.
Furthermore, if disease causal SNPs are not genotyped, it may boost statistical power to combine single-locus-based tests across multiple loci in linkage disequilibrium (LD) with any causal SNP; for this purpose, we consider two combining methods for multiple loci.
In the following, we first introduce our statistical models and a mixture likelihood ratio test (MLRT) to detect disease association with a single nucleotide polymorphism (SNP), then we propose two methods to combine such single-locus-based MLRTs across multiple loci in a candidate gene or region. We conducted extensive simulations to demonstrate power gains of our proposed tests over some commonly used association tests. For illustration we applied the tests to a published amyotrophic lateral sclerosis (ALS) dataset (Schymick et al 2007) . We end with a summary of our conclusions and a discussion on related issues, limitations and future work.
Methods

Models
We first consider detecting disease association with an individual SNP at a single locus based on a case-control study. Suppose that genotype score X is the number of the minor allele at the locus for a subject. If the subject is in the control group, we assume X ∼ Bin(2, θ b ), where θ b is the background probability of having the minor allele on a chromosome for the controls. In contrast, for the case group, we assume X ∼ πBin(2, θ) + (1 − π)Bin(2, θ b ),
where θ is the probability of having the minor allele on a chromosome for a subpopulation of cases with disease caused by (or associated with) the minor allele, while for the other subpopulation of cases the disease is caused by mutations at other unlinked loci and thus for them the probability of having the minor allele at the locus of interest is the same as that for the controls. The mixture model explicitly accounts for genetic heterogeneity of the case group if the mixture model is not degenerated with θ = θ b , and π = 0 or 1.
Although for a binomial distribution X * ∼ Bin(2, θ * ) with θ * = πθ + (1 − π)θ b , its mean E(X * ) equals to E(X) of (1) paper is to take advantage of possible differences in high moments as suggested by the genetic heterogeneity and associated mixture model, in addition to the mean genotype score difference between the two groups, to improve power.
The binomial distribution assumption implies that the Hardy-Weinberg equilibrium (HWE) holds for the control group. In contrast, under the mixture model, the HWE does not hold for the case group, as shown below. Let a and A denote the minor and the other alleles respectively. We have P r(a) = P r(aa) + 1 2 P r(Aa) = P r(X = 2) + 1 2 P r(X = 1) = πθ 2 + (1 − π)θ Thus, we have P r(aa) = P r(a)P r(a) unless for the degenerated case with π = 0 or 1, or θ = θ b .
Although in general the binomial mixture model (1) In our model, we assume a common background probability θ b , whereas in reality it is possible that there are two different background probabilities, say θ b1 and θ b , for the case and control groups respectively. Interestingly, under some quite general conditions, it can be shown that there exists another two-component binomial mixture model satisfying i) that it is equivalent to the original mixture model for the case group and ii) that its background probability is θ b , the same background probability for the control group. The main reason is due to the general non-identifiability of the binomial mixture model (1) . Under the situations where the conditions do not hold, we can find another binomial mixture model that is equivalent to the original one such that its background probability θ b2 has a minimum difference from θ b , and the difference is often small. More details are given in Appendix A.2.
Estimation
We propose a two-step procedure for parameter estimation: first, based on only the control sample, we obtain a maximum likelihood estimate (MLE) of θ b , sayθ b ; second, fixing θ b =θ b , we apply an EM algorithm to the case group to obtain a maximum penalized likelihood estimate (MPLE) of other parameters in the mixture model.
Specifically, in the first step, suppose among m controls, there are m 0 , m 1 and m 2 individuals with genotype values equal to 0, 1 and 2 respectively, then
In the second step, we fix θ b atθ b , and use the EM to maximize a penalized log-likelihood for the case group. Suppose x j is the genotype score for case j for j = 1, ..., n, and let z k,j be the indicator of whether case j is indeed from component k, k = 1 or 2. If we could observe z k,j , then a penalized log-likelihood for the complete data is
where
is the probability mass function for Bin(2, θ), and the penalty C log π 1 is used to stabilize the estimate of π 1 . Following
Fu et al (2006), we used C = 1 throughout.
At iteration r, the E-step yields
is the posterior probability of case j's coming from component k; each superscript (r) denotes an estimate at iteration r. In the M-step, we maximize Q with respect to the parameters:
and
Then we increase the iteration number r by one and iterate the above E-and M-steps until convergence, obtaining the MPLEsπ andθ.
Although we can jointly estimate all the parameters simultaneously by applying the EM algorithm to maximize the sum of the penalized log-likelihood for the case group and the binomial log-likelihood for the control group, we found the above two-step procedure was more stable with better performance, presumably due to the non-identifiability of the mixture model with θ b not fixed, leading to estimates at local maxima of the joint likelihood and thus degraded performance.
Tests
To test on disease association with the single SNP, after obtaining the parameter estimates, we use a mixture likelihood ratio test (MLRT) to contrast possible distributional difference of genotype scores between the control and case groups. Our MLRT statistic is
where each log-likelihood l n is given by
calculated based on the mixture model (1) for the case group. To assess statistical significance, we use permutations:
Step 1. For the given data, calculate the MLRT statistic, say MLRT 0 ;
Step 2. Permute the pooled control and case samples by randomly shuffling the disease status for each subject;
Step 3. Calculate the MLRT statistic MLRT (b) based on the permuted data;
Step 4. Repeat Steps 2 and 3 for b = 1, ..., B;
Step 5. Calculate the permutation p-value P as P =
For multiple, say K, loci, possibly in linkage disequilibrium (LD), we first calculate the MLRT statistic MLRT j for each locus j = 1, ..., K based on the original data.
Second, we define two combined statistics
Then we use permutation to obtain a p-value for each of the two combining methods.
Note that such a combining and permutation procedures can be equally applied to other tests. For example, at each locus j, we can use the two sample Z-test:
,j are the sample mean and variance of genotype scores for the case group, whileX 0,j andσ 2 0,j are for the control group, and n and m are the sample sizes for the two groups respectively. To combine the test statistics across multiple loci, we use
Again a permutation procedure is used to obtain p-values for test statistics Max-Z and Sum-Z. Note that the combining method Max is the similar to the commonly used minP method that takes the minimum p-value of single-locus-based tests, while the Sum method is similar to the sum of squared score (SSUw) test of combining multiple individual single-locus-based score tests (Pan 2009 ). The goal for combining multiple loci is to account for LD and thus boost power. There is no best combining method:
in general, the performance of any combining method depends on the unknown data distribution.
Results
Simulated LD Patterns
Simulation set-ups
We fixed the number of SNPs to be 7, including the disease causing SNP 0 at the first locus. The genotype for the causal SNP 0 was directly generated from the mixture model (1). We generated genotype values for SNP 1 through SNP 6 by a latent 
Since we sampled the genotype value of SNP 0 from the mixture model, we knew SNP 0 = 0 or 1 in the haplotype. According to a specified minor allele frequency (MAF) for SNP 0 , say MAF 0 , we we sampled y 0 from a truncated normal distribution ranging from −∞ to the normal quantile of MAF 0 if SNP 0 = 1, or ranging from the normal quantile of MSF 0 to ∞ if SNP 0 = 0. Once y 0 is known, we generated (y 1 , ..., y 6 ) ′ from the conditional distribution. Because each Y j had a marginal distribution of N(0, 1), once y j was known, we dichotomized y j with a truncated normal distribution with a specified MAF, which was randomly drawn from a uniform distribution U(0.1, 0.4). After dichotomizing each y 0 , y 1 , ..., y 6 , we obtained a simulated haplotype. Similarly we generated another haplotype, and summed up the two haplotypes to obtain the genotype values (X 0 , X 1 , ..., X 6 ) for a case.
The genotype values for the controls were similarly generated with π = 0. After genotypes for n = 500 cases and m = 500 controls were generated, for any test, we calculated its test statistics for locus 1 to locus 6 separately, and recorded the Max- For each non-null set-up, we simulated 250 independent datasets. Therefore the empirical powerp had a Monte Carlo standard error p(1 −p)/250 ≤ 0.032. For the null set-up, we simulated 500 datasets to improve the accuracy of the estimated Type I error rates.
Simulation result
The results for data with a CS correlation structure are shown in Table 1 and Table 2, while those for an AR(1) correlation structures are shown in Table 3 and Table 4 .
For set-up 1 (i.e. the null case), the type I error rates for all tests were around the significance level at 0.05 or 0.1 respectively. For the set-ups with a non-zero mixing proportion, there were substantial power gains by the Max-or Sum-MLRT test over the other tests. In particular, it is noted that, although the power differences between various single-locus tests were not large, there could exist dramatic differences between the various combined tests. Between the Max-MLRT and Sum-MLRT tests, the latter seemed to be the winner. It is reassuring that when there was no genetic heterogeneity as for set-ups 8 and 10, the power of the Max-MLRT and Sum-MLRT tests was comparable to that of the Max-Z/T and Sum-Z/T tests. In general, the MLRT in the current situation with genetic heterogeneity, as shown in Table 5 . The main reason is that all the above tests, as the Z-and T-tests, are based on contrasting the mean genotype scores between the case and control groups while ignoring betweengroup differences in higher moments that are present under the genetic heterogeneity assumption.
Robustness to mis-specified models
In the previous simulations, we had a correct modeling assumption: the genotype value at any locus had a binomial distribution for the control group, and a mixture of two binomials (possibly degenerated with π = 1) for the case group. We investigated the robustness of the proposed tests to the violation of the above modeling assumption. Specifically, we consider data generated from various mixture models and from multiple causal SNPs respectively.
Various mixture models
We considered four scenarios: (1) for both the case and control groups, the genotype had the same mixture distribution of two binomials; (2) it was a binomial for the control group, but a mixture of three binomials for the case group; (3) for the control group it was a mixture of two binomials with mixing proportions π b 's, while for the case group it was a mixture of three binomials with mixing proportions π's; (4) the same as (3) except with different parameter values. For each set-up, simulated data were generated as in the previous section, and the correlation structure (for the latent variables) was always CS with the pair-wise correlation ρ = 0. As before, the MLRT test was applied under the assumption of having one and two binomial components for the control and case groups respectively, which was incorrect.
As a comparison, we also considered the ideal MLRT, denoted as MLRT T , under the (ideal but impractical) assumption that the true numbers of the mixture components for the control and case groups were known, and the corresponding mixture models were fitted for the two groups. For each set-up, the results based on 250 replicates are shown in Table 6 . For set-up 1, the null case, the Type I error rates of MLRT and other tests were close to the nominal levels. For other three set-ups, as expected,
MLRT T was most powerful (with its correct and strongest modeling assumption).
Interestingly, our proposed MLRT could still be either more powerful than or as powerful as the Z-and T-tests. 
Multiple causal SNPs
Here we consider that the disease is caused by multiple SNPs, possibly in LD, explicitly accounting for genetic heterogeneity. For simplicity, we assumed that there were two causal SNPs, say SNP 01 and SNP 02 with genotype scores of X 01 and X 02 . The disease status Y = 1 or 0 was generated from a logistic regression model:
LogitP r(Y = 1) = β 0 + β 1 X 01 + β 2 X 02 .
As before, we assumed that there were six genotyped SNPs, say The empirical powers of the tests are shown in Table 7 . To save space, we only give the results for significance level α = 0.05, but similar conclusions can be drawn for α = 0.1. It is clear that, as before, our proposed MLRT had the highest power across all the set-ups. It is also interesting to note that, even for non-additive MOI with genetic heterogeneity, the 2-DF χ 2 test (based on permutations) did not work well.
HapMap data for gene CHI3L2
To mimic real LD patterns, we extracted the SNP data for gene CHI3L2 from the 90 CEU (Utah residents with ancestry from northern and western Europe) samples from the HapMap web site. We excluded SNPs with MAFs less than 0.2, imputed for missing genotypes by randomly drawing an observed genotype of the same allele from other samples, and removed those perfectly correlated SNPs, leaving to 17 SNPs. To generate simulated data while maintaining the LD structure, first, we fixed the disease causing SNP 0 to be SNP rs2182114, and grouped the samples into group 0 , group 1 and group 2 based on whether the number of minor allele at SNP 0 was 0, 1 or 2, respectively. Next, we generated a random variate X 0 from the mixture distribution (1) for the case group, or from a binomial distribution for the control group; if X 0 = k, we randomly drew a sample from group k . We repeated the above steps to generate a simulated dataset with m = n = 500 cases and controls respectively. The empirical test size and power are shown in Table 8 . Due to limited space, only For comparison, we also used the MAF at 0.01 as the cut-off, selecting 27 SNPs.
The ninth SNP was causal. We obtained the similar results (Table 8 ) and drew the same conclusions as before.
HapMap data for gene IL21R
For the same HapMap CEU samples, we also considered the region of gene IL21R.
We processed the data by following the same steps as for gene CHI3L2, resulting in 28 SNPs. In contrast to using a fixed disease-causing SNP for gene CHI3L2, we For each set-up, the sample sizes were m = n = 500 with permutation number B = 200, and the empirical power was estimated based on 250 replicated datasets.
The results are shown in Table 9 with some representative loci/SNPs included. Clearly the Sum-MLRT test was most powerful. In particular, the Sum-MLRT test was much more powerful than any single-SNP-based tests, showing power gains by combining multiple SNPs in linkage disequilibrium. In addition, Sum-MLRT was always more powerful than Max-MLRT, whereas Max-Z or Max-T test could be more powerful than Sum-Z or Sum-T test. 
Example
For illustration we used the data from a genome-wide association study on sporadic amyotrophic lateral Sclerosis (ALS) (Schymick et al 2007 (Fig 1) .
We applied the tests to the LD block with B = 2000 permutations. The results are shown in Table 10 . We observe that for several individual SNPs, the p-values from the MLRT were smaller than that of the Z-, T-and χ 2 -tests. Consequently, by combining the five SNPs, the Max-MLRT and Sum-MLRT gave more significant results than their counterparts based on the Z-, T-and χ 2 -tests. 
Discussion
We have proposed a binomial mixture model for genotype scores to take account of genetic heterogeneity of a disease or phenotype. A mixture likelihood ratio test (MLRT) is applied to contrast the distributional difference of genotype scores between the control and case groups, which utilizes their differences not only in means, but also in higher-moments. As a consequence, the proposed test gains power over those We note that the motivation behind our proposed tests is similar to that for admixture mapping in linkage analysis (Ott 1999 if it is not degenerated (i.e., if θ = θ b , and π = 0 or 1).
Proof. Suppose that (1) is not identifiable; that is, there exists another
which is the same as f (X) for the mixture model (1). It is easy to see that, if π 1 = π, then we must have θ 1 = θ. Hence, we have π 1 = π. Denote ∆π = π 1 − π = 0.
By the equality of the means E(X) from the two distributions, we have
and thus
On the other hand, by the equality of the second moments E(X 2 ) from the two distributions, we have
which, with the use of equation (12), yields
Hence,
, and by equation (12), we have
Thus, we must have θ = θ b , a contradiction to our assumption.
A.2 Equivalent mixture models
We consider the following problems: given any non-degenerated mixture model what is θ b2 closest to the specified θ b1 ? These issues are related to our proposed model:
although we assume a common background disease probability θ b for both the case and control groups, it is possible for our model to allow differing background disease probabilities for the two groups.
We assume throughout that the mixture models are non-degenerated, and without loss of generality that θ b1 < θ 1 .
If X is a random variable with distribution M1, and equivalently with M2, by the equality of the corresponding probabilities for X = 0, 1 and 2 from the two models,
we have
by which we have
We can also show
As a summary, we have 0 ≤ θ 2 ≤ 1 if one of the following two conditions is satisfied:
Condition C1: θ b2 ≤ .
Note that the above two conditions can never be satisfied at the same time because one of the right hand sides is strictly larger than the other (unless M1 is degenerated into a single component).
On the other hand, by (15) and (13), we have
With some algebra, it can be shown that we always have 0 ≤ π 2 ≤ 1. In summary, under either C1 or C2, we have an equivalent M2.
If an equivalent M2 does not exist, we must have
The θ b2 of M2 closest to the specified θ b would be either the lower or upper end of (26). Thus,
For example, if θ 1 = 0.4, θ b1 = 0.1, π 1 = 0.3, θ b2 = 0.05, by (15) and (25), we have θ 2 = 0.325 and π 2 = 0.509. In this situation, θ b2 < θ b1 , so a valid solution is guaranteed. If we change θ b2 = 0.2, then from (15) and (25), we have θ 2 = −1.7 and π 2 = 0.00526. In this situation, the lower and upper bounds in (26) become 0.167 and 0.289 respectively, hence no valid solution since θ b2 falls within the two bounds.
We did a grid search on (π 1 , θ b1 , θ 1 ) ∈ (0, 1) × (0, 1/2) × (θ b1 , 1/2). In any case, the resulting π 2 lies between 0 and 1, as proven above, and the range of θ b2 leading to invalid solutions matches constraint (26). Furthermore, a summary of the distribution for the values of the right hand side of (27) is the following: the maximum is 0.20, and the 99th, 95th and 90th percentiles are 0.14, 0.089 and 0.064 respectively.
A.3 Relationship to logistic regression
We show how our assumed model is related to logistic regression. Suppose that Y 
