Conformal Graph Directed Markov Systems by Ghenciu, Andrei E. & Mauldin, R. Daniel
ar
X
iv
:0
71
1.
11
82
v1
  [
ma
th.
DS
]  
8 N
ov
 20
07
CONFORMAL GRAPH DIRECTED MARKOV SYSTEMS
ANDREI E. GHENCIU AND DAN MAULDIN
Abstract. We present the main concepts and results for Graph Directed
Markov Systems that have a finitely irreducible incidence matrix. We then
see how these results change when the incidence matrix is not assumed to be
finitely irreducible.
1. Introduction
The theory of the limit set generated by the iteration of finitely many similarity
maps has been well developed for some time now. A more complicated theory of
the limit set generated by the iteration of infinitely many uniformly contracting
conformal maps was developed by Mauldin and Urbanski in [6]. Several years after
that, they explored the geometric and dynamic properties of a far reaching gen-
eralization of conformal iterated function systems, called Graph Directed Markov
Systems (GDMS’s) (see [8]).
Several concepts are at the core of the analysis of a conformal Graph Directed
Markov System (CGDMS); among them: the topological pressure function, the
Hausdorff dimension of the limit set and the conformal measure supported on the
limit set. The connections between these concepts have been intensively studied
by Mauldin and Urbanski, specially in the case when the incidence matrix of the
CGDMS is finitely irreducible (see [8]). In this paper we focus our attention on the
most general case when the incidence matrix is not necessarily finitely irreducible.
The paper is organized as follows. In the second section we present the main
concepts, constructions and results for CGDMS’s as they are presented in [8]. We
show how one can construct the limit set by performing an infinite directed walk
through the graph. This leads to a natural map from the coding space to the points
of the limit set. We look at several properties that the incidence matrix can have.
The most important case is when the incidence matrix is finitely irreducible; in
this situation most of the results from the theory of the CIFS’s ca be carried over.
We end this section with the definition of the conformal measure supported on the
limit set of a CGDMS.
The third section includes the most important results for a CGDMS with its inci-
dence matrix finitely irreducible. In the fourth section we analyze how these results
change in the most general case when the incidence matrix is not supposed to be
finitely irreducible anymore. Even if we start with a CGDMS whose incidence ma-
trix is finitely irreducible, one likes to study the subsystems of the original system.
The incidence matrix restricted to the subsystem may not be finitely irreducible.
Date: 11/01/2007.
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2. Preliminaries
To introduce the Graph Directed Markov Systems we need a directed multigraph
(V,E, i, t) and an associated incidence matrix A. The multigraph consists of a finite
set V of vertices and a countable (possibly infinite) set of directed edges E and two
functions i, t : E → V . For each edge e, i(e) is the initial vertex of the edge and
t(e) is the terminal vertex of e. We also have a function A : E2 → {0, 1} called an
incidence matrix. The matrix A tells us which edge may follow a given edge. We
define the set of admissible words by:
E∞A = {ω = (ω1, ω2, ..., ωi, ...) ∈ E
∞ : Aωiωi+1 = 1 ∀i ≥ 1}.
The set of all finite subwords of E∞A will be denoted by E
∗
A. By E
n
A we denote the
set of all subwords of E∞A of length n ≥ 1. If ω ∈ E
∗
A, by |ω| we mean the length
of the word ω. If ω ∈ E∞ and n ≥ 1, then
ω|n = ω1ω2...ωn.
A Graph Directed Markov System (GDMS) consists of a directed multigraph, a
set of non-empty compact metric spaces {Xv}v∈V , a number s, 0 < s < 1, and for
every e ∈ E, a 1-to-1 contraction ϕe : Xt(e) → Xi(e) with a Lipschitz constant ≤ s
and an incidence matrix A. In short, the set
S = {ϕe : Xt(e) → Xi(e)}e∈E
is called a GDMS.
For each ω = (ω1, ω2, ..., ωn) consider the map coded by ω:
ϕω = ϕω1 ◦ ... ◦ ϕωn : Xt(ωn) → Xi(ω1).
For ω ∈ E∞A , the sets {ϕωn(Xt(ωn))}n≥1 form a descending sequence of non-empty
compact subsets of ϕω1(Xt(ω1)).
Since for every n ≥ 1, diam(ϕωn(Xt(ωn)) ≤ s
ndiam(Xt(ωn)) ≤ s
nmax{diam(Xv) :
v ∈ V }, we conclude that the intersection:⋂
n≥1
ϕωn(Xt(ωn))
is a singleton and we denote its only element by π(ω). Thus we can define the map:
π : E∞A → X
from E∞A to X , where X is the disjoint union of the compact sets Xv. We will call
this map the coding map. The set
J = JE,A = π(E
∞
A )
will be called the limit set of the GDMS S. From now on we assume that ∀a ∈ E
there exists b ∈ E so that Aab = 1. Otherwise, if there exists a ∈ E so that Aab = 0
for every b ∈ E then the limit set JE,A would be the same as the limit set JE\{b},A
(where A is defined now on (E \ {b})2).
If the set of vertices of a GDMS is a singleton and all the entries in the associ-
ated incidence matrix are 1, then the GDMS is called an iterated function system.
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We want to emphasize that we have two directed graphs that play an important
role in our study. The first one is the given graph (V,E, i, t). The second one,
GE,A, which we will call the edge directed graph, is determined by E. The vertices
of the second directed graph are the edges of the original one. The second graph
may have infinitely many vertices and edges.
The incidence matrix A is said to be irreducible if for any two edges i, j ∈ E
there exists a path ω ∈ E∗A so that ω1 = i and ω|ω| = j. This is equivalent to saying
that the directed graph GE,A is strongly connected : for any two vertices there exists
a path starting at one and ending at the other.
We say that A is primitive if there exists p ≥ 1 such that all the entries of Ap
are positive or, in other words, for any two edges i, j ∈ E there exists a path
ω ∈ EpA so that ω1 = i and ω|ω| = j.
The matrix A is said to be finitely irreducible if there exists a finite set H ⊂ E∗A so
that for any two edges i, j ∈ E there exists a path ω ∈ H so that iωj ∈ E∗A.
The matrix A is said to be finitely primitive if there exists a finite set H ⊂ E∗A
consisting of words of the same length such that for any two edges i, j ∈ E there
exists a path ω ∈ H so that iωj ∈ E∗A.
We call a GDMS conformal (CGDMS) if the following conditions are satisfied:
(1) For every v ∈ V , Xv is a compact connected subset of a Euclidean space
Rd (the dimension d common for all vertices) and Xv = Cl(Int(Xv)).
(2) (Open Set Condition)(OSC)
For every a,b in E, a 6= b ϕa(Int(Xt(a))
⋂
ϕb(Int(Xt(b)) = Ø.
(3) For every vertex v ∈ V there exists an open connected set Wv, Xv ⊂ Wv
so that for every e ∈ I with t(e) = v, the map ϕe extends to a C
1 conformal dif-
feomorphism of Wv into Wi(e).
(4) (Cone property) There exists γ, l > 0, γ < pi2 such that for every x ∈ X
there exists an open cone Con(x, γ, l) ⊂ Int(X) with vertex x, central angle of
measure γ, and altitude l.
(5) There are two constants L ≥ 1 and α > 0 so that:
||ϕ′e(y)| − |ϕ
′
e(x)|| ≤ L||(ϕ
′
e)
−1||−1||y − x||α
for every e ∈ E and for every pair of points x, y ∈ Xt(e), where |ϕ
′
e(x)| represents
the norm of the derivative. This says that the norms of the derivative maps are all
Holder of order α with the Holder constant depending on the maps.
Remark 2.1. If d ≥ 2 and a family S = {ϕe : Xt(e) → Xi(e)}e∈E satisfies con-
ditions (1) and (3) from the definition of a GDMS being conformal then it also
satisfies (5) for the same definition with α = 1.
4 ANDREI E. GHENCIU AND DAN MAULDIN
As a straightforward consequence of (5) we get the following:
(6) (Bounded Distortion Property) There exists K ≥ 1 such that for all ω ∈ E∗A
and for all x, y ∈ Xt(ω)
|ϕ′ω(y)| ≤ K|ϕ
′
ω(x)|.
Given t ≥ 0, a probability measure m is said to be t − conformal provided it is
supported on the limit set J and the following two conditions are satisfied:
For every ω ∈ E∗A and for every Borel set F ⊂ Xt(ω)
m(ϕω(F )) =
∫
F
|ϕ′ω|
t
dm
and for all incomparable words ω, τ ∈ E∗A
m(ϕω(Xt(ω))
⋂
ϕτ (Xt(τ))) = 0
The first condition is a change of variable formula and the second is a measure
theoretic open set condition.
A simple inductive argument shows that it is enough to require these conditions to
hold at the first level:
For every edge e ∈ E and for every Borel set F ⊂ Xt(e)
m(ϕe(F )) =
∫
F
|ϕ′e|
t
dm
and for all edges a, b ∈ E, a 6= b
m(ϕt(a)(Xt(a))
⋂
ϕt(b)(Xt(b))) = 0.
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3. The Topological Pressure Function and Finitely Irreducible
CGDMS’s
We now define the topological pressure function, a central object in the theory
of Conformal Graph Directed Markov Systems.
Given t ≥ 0 and n ≥ 1 we denote:
Zn,E,A(t) =
∑
ω∈EnA
||ϕ′ω||
t.
Let θE,A = inf{t ≥ 0 | Zn,E,A(t) <∞ for all but finitely many n’s }.
If t > θE,A we put:
PE,A(t) = lim
n→∞
1
n
lnZn,E,A(t) = inf
n→∞
1
n
lnZn,E,A(t).
If t < θE,A, we define PE,A(t) =∞.
If Zn,E,A(θE,A) <∞ for all but finitely many n’s we put:
PE,A(θE,A) = lim
n→∞
1
n
lnZn,E,A(θE,A) = inf
n→∞
1
n
lnZn,E,A(θE,A).
Otherwise, PE,A(θE,A) =∞.
We call PE,A(t) the topological pressure function.
For every n ≥ 1 let θn,E,A = inf{t | Zn,E,A(t) <∞}
The next proposition is a slightly different version of Proposition 4.2.8. (page
78) in [8]. It presents the main properties of topological pressure function:
Proposition 3.1. The topological pressure functions satisfies the following:
(a) If the incidence matrix A is finitely irreducible, then for every n ≥ 1 we
have θn,E,A = θE,A
(b) The topological pressure function PE,A is non-increasing on [0,∞), strictly
decreasing on [θE,A,∞) to negative infinity, convex and continuous on (θE,A,∞).
(c) P (0) =∞ iff |E| =∞
(d) P (t) = inf{u ≥ 0 : ∃ n0 ≥ 0 so that
∑
ω∈E∗
A
;|ω|≥n0
||ϕ′ω ||
te−u|ω| <∞}
Remark 3.1. We would like to add that if the incidence matrix is not finitely
irreducible, part a) is not necessarily satisfied.
Consider the standard continued fractions conformal iterated function system SN,
where N is the set of all edges (see [7]). Define the edge incidence matrix the
following way:
A(i, j) = 1 iff |i− j| ≤ 1.
The incidence matrix A is irreducible, but not finitely irreducible.
We have: θn,N,A =
1
2n . Thus, the finiteness parameter for the pressure function
θN,A is zero.
Definition 3.1. We call a system S regular if there exists a t ≥ 0 so that PE,A(t) =
0.
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Next, we collect the main results about finitely irreducible CGDMS’s. In [8],
these results appear in the context of a finitely primitive CGDMS. They can be
easily addapted to the case when the incidence matrix is finitely irreducible.
Theorem 3.1. A finitely irreducible CGDMS is regular if and only if there exists
a t-conformal measure. If such a measure exists, then the measure is unique and
PE,A(t) = 0.
Lemma 3.1. If a finitely irreducible CGDMS is regular and m is the unique h-
conformal measure, then:
M = min{m(Xv) : v ∈ V } > 0.
Lemma 3.2. If S is a regular CGDMS with incidence matrix A finitely irreducible,
then for every n ≥ 1 we have:
1 ≤
∑
ω∈En
A
||ϕ′ω ||
h ≤ KhM−1
where h is the unique zero of the pressure function PE,A and M is the constant
coming from Lemma 3.1.
Theorem 3.2. Given a conformal GDMS with incidence matrix finitely irreducible,
we have:
HD(JE,A) = inf{t ≥ 0 : PE,A(t) < 0} = sup{HD(JE,F )|F ⊂ E, |F | <∞} ≥ θE,A(S)
where HD(JE,A) is the Hausdorff dimension of the limit set JE,A.
If PE,A(t) = 0, then t is the only zero of the function PE,A and t = HD(JE,A).
Definition 3.2. A conformal GDMS is said to be strongly regular if there exists
t ≥ 0 such that 0 < PE,A(t) < ∞. If a conformal GDMS is not regular we call it
irregular.
An example of a regular system that is not strongly regular can be found in [7]
An example of an irregular system is given in [8].
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4. General Graph directed Markov Systems
Definition 4.1. Let SE be a finite CGDMS. (|E| <∞). C ⊂ E is called a strongly
connected component if for any two edges c1, c2 from C there exists ω ∈ E
∗
A so that
c1ωc2 is in E
∗
C and is the largest in the sense of inclusion.
C is called a maximal strongly connected component if HD(JC,A) = HD(JE,A).
Theorem 4.1. Given a finite CGDMS SE,
HD(JE,A) = max{HD(JC,A)|C is a strongly connected component of E }
In particular, the Hausdorff dimension of the limit set is the zero of the topological
pressure.
Proof. Let C1, C2, ..., Ck be the strongly connected components and fix 1 ≤ j ≤ k.
Any admissible word (finite or infinite) that contains at least one letter (edge) from
Cj can be written as βαjγ, where none of the letters of β and γ are from Cj . (β or
γ or both may be the empty word) and αj is the maximal string that has letters
only from Cj .
If βαjγ is an admissible word, then γαjβ can’t be an admissible word since Cj is
a strongly connected component.
Thus, we can write the following inequality:∑
ω∈E∗A
||ϕ′ω||
te−u|ω| ≤ T
∑
ω1∈C∗1
||ϕ′ω1 ||
te−u|ω1|
∑
ω2∈C∗2
||ϕ′ω2 ||
te−u|ω2|...
∑
ωk∈C∗k
||ϕ′ωk ||
te−u|ωk|
where the constant T depends only on the set of isolated edges (edges that are not
in a strongly connected component).
This shows that PA,E(t) ≤ max1≤j≤k{PCj (t)} (this follows from Proposition 3.1.).
Since the other inequality is obvious, we conclude that: PE(t) = max1≤j≤k{PCj(t)}.
Thus, using Proposition 3.1. d) and Theorem 3.2., we have:
HD(JS) = max{HD(JC)|C is a strongly connected component of EA }

Lemma 4.1. Let S be a finite CGDMS and E be the set of all edges. Let C1, C2, ..., Ck
be the maximal strongly connected components. Suppose that for every 1 ≤ i 6= j ≤
k, Ci and Cj do not communicate (there is no admissible word with letters from
both components). Let C0 = E \ ∪1≤i≤kCi.
Then there exists k0 ≥ 1 and 0 < a < 1 so that ∀n ≥ 1,
ZC0,n(h) =
∑
|ω|=n,ω∈C∗0
||ϕ′ω ||
h ≤ k0a
n
In particular, there exists M0 > 0 so that
∑
ω∈C∗0
||ϕ′ω||
h ≤M0
Proof. This is obvious since we can’t have arbitrarily long words with letters only
from C0. 
Lemma 4.2. Let S be a finite CGDMS and E be the set of all edges. Let C1, C2, ..., Ck
be the maximal strongly connected components. Suppose that for every 1 ≤ i 6= j ≤
k, Ci and Cj do not communicate. Let C0 = E \ ∪1≤i≤kCi.
For every 1 ≤ i ≤ k, let C∗∗i be the set of all the finite words with at least one letter
form Ci.
Then there exists Mi > 0 so that:∑
|ω|=n,ω∈C∗∗i
||ϕ′ω||
h ≤Mi ∀n ≥ 1.
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Proof. Using Lemma 3.2. there exists Ni > 0 so that∑
|ω|=n,ω∈C∗i
||ϕ′ω ||
h ≤ Ni ∀n ≥ 1.
For every 0 ≤ j ≤ n let C∗∗i,j be the set of all the words in C
∗∗
i containing exactly j
letters from Ci.
Every word in C∗∗i,j is of one of the following forms: αω, (α ∈ C
n−j
0 , ω ∈ C
j
i ),
ωβ, (β ∈ Cn−j0 , ω ∈ C
j
i ) or αωβ, (α, β ∈ C
∗
0 , ω ∈ C
j
i , |α|+ |β| = n− j).
Based on this observation and on Lemma 4.1., we have:∑
|ω|=n,ω∈C∗∗i,j
||ϕ′ω||
h ≤ (n− j + 1)k20a
n−jNi,
where a and k0 come from the Lemma 4.1.
Thus:
∑
|ω|=n,ω∈C∗∗i
||ϕ′ω||
h ≤ Nik
2
0(1 + 2a+ ...+ na
n−1).
Letting Mi = Nik
2
0(1 + 2a+ ...+ na
n−1 + ...), we get:∑
|ω|=n,ω∈C∗∗i
||ϕ′ω||
h ≤Mi ∀n ≥ 1 
Proposition 4.1. Let S be a finite CGDMS and E be the set of all edges. Let
C1, C2, ..., Ck the maximal strongly connected components and let C0 = E\∪1≤i≤kCi.
If for every 1 ≤ i 6= j ≤ k, Ci and Cj do not communicate, then there exists a finite
constant M so that:
Zn,E(h) =
∑
|ω|=n ||ϕ
′
ω ||
h ≤M , ∀n ≥ 1.
Proof. Since the maximal strongly connected components are pairwise non-communicating,
we can write the following:
Zn,E(h) =
∑
|ω|=n ||ϕ
′
ω ||
h =
∑
|ω|=n,ω∈C∗∗1
||ϕ′ω||
h + ... +
∑
|ω|=n,ω∈C∗∗
k
||ϕ′ω ||
h +∑
|ω|=n,ω∈C∗0
||ϕ′ω ||
h ≤M1 + ...+Mk +M0.
Choosing now M =M1 + ...+Mk +M0 we get:
Zn,E(h) =
∑
|ω|=n ||ϕ
′
ω ||
h ≤M , ∀n ≥ 1 
Proposition 4.2. Let S be a finite CGDMS and E be the set of all edges. Let
C1, C2, ..., Ck the maximal strongly connected components. Let h = HD(JE,A). If
for every 1 ≤ i 6= j ≤ k, Ci and Cj do not communicate, then H
h(JE,A) <∞.
Proof. For every n ≥ 1, ∪|ω|=nϕω(Xt(ω)) is a cover of J whose diameter converges
to 0 as n→∞.
We have the following:
∑
|ω|=n diam(ϕω(Xt(ω))
h ≤ Dh
∑
|ω|=n ||ϕ
′
ω||
h < DhM ,
where M is a constant coming from Proposition 4.1. and D is a constant coming
from (4.20.), page 73 in [8]. Thus: Hh(JE,A) <∞. 
Proposition 4.3. Let S be a finite CGDMS. Let E be the set of all edges. Let
C1, C2, ..., Ck the maximal strongly connected components. If there exists 1 ≤ i 6=
j ≤ k so that Ci and Cj communicate, then supn≥1Zn,E(h) = ∞, where h =
HD(JE).
Proof. We may assume that C1 = {e1,1, e1,2, ..., e1,p} and C2 = {e2,1, e2,2, ..., e2,r}
are the 2 maximal strongly connected component that communicate.
We may also assume that there exists ω0 ∈ [E \(C1∪C2)]
∗
A so that e1,pω0e2,1 ∈ E
∗
A.
For every n ≥ 1 and 1 ≤ l ≤ p, let C1,nA,l be the set of all admissible words with
letters from C1, of length n and whose last letter is e1,l.
Define: Zn,C1,A,l(h) =
∑
ω∈C1,n
A,l
||ϕ′ω ||
h.
We will prove that for every 1 ≤ l ≤ p, infn≥1Zn,C1,A,l(h) > 0.
First we prove that there exists 1 ≤ l0 ≤ p so that infn≥1Zn,C1,A,l0(h) > 0.
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For every n ≥ 1, there exists M1 (coming from Lemma 3.2.) so that:
1 ≤ Zn,C1,A(h) ≤M1.
Thus there exists 1 ≤ l0 ≤ p and an increasing sequence of positive integers
i1, i2, ..., ij , ... so that:
infj≥1Zij ,C1,A,l0(h) > 0
For every n ≥ 1 and j so that ij < n we have:
Zn,C1,A,l0(h)n ≤ Zn−ij ,C1,A,l0(h)Zij ,C,A,l0(h) ≤M1Zij ,C,A,l0(h).
This proves that infn≥1Zn,C1,A,l0(h) > 0.
Since the incidence matrix A restricted to C1 is finitely irreducible, we have:
µ1 = infn≥1,1≤l≤pZn,C1,A,l(h) > 0
Similarly, for every n ≥ 1 and 1 ≤ m ≤ r we define C2,nm,A to be the set of all the
admissible words of length n with letter only from C2 and whose first letter is e2,m.
Let Zn,C2,A,m(h) =
∑
ω∈C2,nm,A
||ϕ′ω ||
h.
We also have:
µ2 = infn≥1,1≤m≤rZn,C2,A,m(h) > 0
For every finite admissible word of the form αe1,pω0e2,1β we have:
||ϕ′αe1,pω0e2,1β || ≥ K
−2||ϕ′ω0 || ||ϕ
′
αe1,p
|| ||ϕ′e2,1β ||
Thus we can write the following inequality :
Zn+|ω0|,E,A(h) ≥ K
−2h||ϕ′ω0 ||
hµ1µ2n
and this finishes the proof.

Proposition 4.4. Let S be a finite CGDMS. Let E be the set of all edges. Let
C1, C2, ..., Cl the maximal strongly connected components. If there exists 1 ≤ i 6=
j ≤ l so that Ci and Cj communicate, then H
h(JE,A) =∞, where h = HD(JE,A).
Proof. Without loss of generality we may assume that E = C ∪ F ∪ G, where
C = {c1, c2, ..., ck} and F = {f1, f2, ....fp} are two maximal strongly connected com-
ponents, G = {g1, g2, ..., gr} is a set of isolated edges and A(ck, f1) = A(fp, g1) = 1.
Also, A(gi, gi+1) = 1 for every 1 ≤ i ≤ r−1. For every b ∈ F , let Jb,F = {π(bω)|ω ∈
E∞F }.
We have JF = ∪b∈FJb,F and H
h(JF ) > 0.
Thus there exists b0 ∈ F so that H
h(Jb0,F ) > 0.
Let b1 6= b0 in F so that A(b1, b0) = 1. Let g = (g1, g2, ..., gr).
For n ≥ 0 large enough, let:
Tn = {ω = βgγb1 | |ω| = n, β ∈ E
∗
C , γ ∈ E
∗
F }. We have: JE,A ⊃ ∪ω∈Tϕω(Jb0,F ).
For every a, b ∈ C, Hh(ϕa(Xt(a))∩ϕb(Xt(b)) = 0. For every a1, b1 ∈ F ,H
h(ϕa1(Xt(a1))∩
ϕb1(Xt(b1)) = 0.
Thus, Hh(ϕω(Xt(ω)) ∩ ϕρ(Xt(ρ) ) = 0, for every ω, ρ ∈ Tn.
So, Hh(JE,A) =
∑
ω∈Tn
Hh(ϕω(Jb0,F )) ≥
∑
ϕω∈Tn
K−1||ϕ′ω ||
hHh(Jb0,F ).
As in the previous theorem, supn{
∑
ϕω∈Tn
||ϕ′ω ||
h} =∞.
In conclusion, Hh(JE,A) =∞. 
Theorem 4.2. Let S be an infinite CGDMS and let E = N be the set of all edges.
Suppose that for any two vertices v1, v2 the exists an edge from v1 to v2. If the
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incidence matrix AE is irreducible, then:
HD(JS) = sup{HD(JF )|F ⊂ E finite} = inf{t|PE,A(t) < 0}
Proof. Since the incidence matrix AE is irreducible, there exists an increasing se-
quence of finite sets of edges {Ek}k≥1 so that ∪k≥1Ek = E and A|Ek×Ek is irre-
ducible. Relabeling the edges by the positive integers, we can assume that there
exists an increasing sequence of positive integers N1, N2, ..., Ni, ... so that for every
i, A|{1,2,...,Ni}2 is irreducible.
For every i ≥ 1, let Fi = {1, 2, ..., Ni}. Using Lemma 3.2., for every i ≥ 1 there
exists a constant Mi > 0 so that for every n ≥ 1:
1 ≤
∑
ω∈Fni
||ϕ′||hi ≤ KhiMi
where hi is the Hausdorff dimension of JFi .
In particular, for every i, Mi = minv{mi(Xv)} > 0, where mi is the conformal
measure on JFi (Lemma 3.1.).
Next, we will show that infi{Mi} > 0.
Let v1, v2, ..., vr be the set of vertices. For any two vertices vp, vs there exists a
finite path ωps so that ϕωps(Xvp) ⊂ Xvs .
Choose i0 large enough so that for every 1 ≤ p, s ≤ r, ωps ∈ F
∗
i0
.
Let ǫ > 0 arbitrarily small. Suppose there exists i > 0 and s so that mi(Xvs) < ǫ.
Then for every other vertex vp we have:
ϕωps(Xvp) ⊂ Xvs . Thus mi(ϕωps(Xvp)) < ǫ.
But mi(ϕωps(Xvp)) =
∫
Xvp
|ϕ′ωps |
hidmi.
So mi(Xvp) ≤ K
hi||ϕ′ωps ||
−hiǫ. ≤ Kdzdǫ,
where z = infp,s||ϕ
′
ωps
||. This is a contradiction though, since
∑
pmi(Xvp) = 1.
Thus there exists a constant M so that for every n ≥ 1 and i ≥ 1:
1 ≤
∑
ω∈Eni
||ϕ′ω||
hi ≤ KhiM
Now we will follow the ideas from the proof of Theorem 4.2.13 in [8].
Let η = sup{HD(JF )|f ⊂ Efinite}. Let t > η.
For every n ≥ 1:∑
ω∈En ||ϕ
′
ω||
t = supi
∑
ω∈Eni
||ϕ′ω||
t ≤ supi
∑
ω∈Eni
||ϕ′ω||
hisn(t−hi)
≤ sn(t−η)
∑
ω∈Eni
||ϕ′ω ||
hi ≤ sn(t−η)KηM.
Thus PE(t) ≤ (t− η) ln s < 0 and this finishes the proof. 
5. Examples
We would like to end with an example showing that Theorem 3.2. doesn’t nec-
essarily hold for a CGDMS whose incidence matrix is not assumed to be finitely
irreducible.
Consider the standard continued fraction CIFS {SN}e∈N. There is only one ver-
tex v, and Xv = [0, 1].
The set of edges is the set of positive integers, and for every e ≥ 1, ϕe(x) =
1
e+x
Now let us define the incidence matrix.
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We have A(e, f) = 1 iff e < f .
Any finite subset of the positive integers generates an empty limit set since we can’t
have arbitrarily long admissible words.
The finiteness parameter for our system is 12 and thus
1
2 ≤ inf{t| PN,A < 0}.
In the same time, sup{HD(JF ) | Ffinite} = 0.
This proves that Theorem 3.2 doesn’t hold in this case.
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