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Resumen: En este artı´culo se extiende el ana´lisis de la Matriz de Participacio´n, como herramienta para
cuantiﬁcar la interaccio´n en sistemas multivariables y para seleccionar, acorde con esa cuantiﬁcacio´n,
la estructura de los controladores. La extensio´n del ana´lisis se realiza en los dominios del tiempo y de
la frecuencia, a trave´s de la conexio´n existente entre la deﬁnicio´n de la Matriz de Participacio´n y la
norma Hilbert-Schmidt-Hankel. Esta conexio´n permite adema´s estimar la matriz mediante me´todos de
identiﬁcacio´n que utilizan datos experimentales de entrada y salida del sistema multivariable. Copyright
c© 2009 CEA.
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1. INTRODUCCIO´N
Los modelos multivariables son utilizados en diversas discipli-
nas en las que interesa describir las relaciones entre diversos
estı´mulos y un nu´mero potencialmente elevado de respuestas
del sistema (Kwakernaak y Sivan, 1972; Maciejowski, 1989).
La diﬁcultad para determinar y cuantiﬁcar el efecto de la ac-
tuacio´n en las variables de entrada sobre las mediciones de
la variables de salida es uno de los problemas centrales en el
ana´lisis de sistemas multivariables y, por ende, en la seleccio´n
de estructura y sı´ntesis del controlador.
Cuando hablamos de estructura en un modelo multivariable,
nos referimos a la particular red de dependencias entre entradas
y salidas, capturada por ese modelo. Si nos restringimos al caso
de sistemas de igual nu´mero de entradas que de salidas, pode-
mos considerar para ellos modelos diagonales o descentraliza-
dos, diagonales por bloques, triangulares o ralos, entre otros. La
estructura en la que aparecen todas las dependencias posibles
entre entradas y salidas, es conocida como multivariable plena
(full MIMO).
La seleccio´n de estructura es especialmente importante desde
el punto de vista pra´ctico, ya que interesa construir modelos
multivariables que sean simples pero que, a la vez, capturen
aquellas dependencias entrada-salida del sistema que son rele-
vantes para la aplicacio´n de intere´s. En nuestro caso la aplica-
cio´n esta´ motivada por la necesidad de disen˜ar controladores
de estructura restringida. La relacio´n entre la estructura del
modelo de la planta y aquella del controlador se origina en el
paradigma fundamental que sen˜ala que el problema de disen˜o
en control, es esencialmente un problema de construccio´n de
inversos, sujeto a ciertas restricciones (Salgado, 2006).
En el proceso de construir modelos multivariables, la primera
etapa es decidir cua´les entradas y cua´les salidas sera´n consi-
deradas en el modelo multivariable (van de Wal y de Jager,
2001). En segundo lugar, se debe cuantiﬁcar el efecto que las
entradas seleccionadas tienen en cada una de las salidas que se
medira´n, es decir, se requiere una medida para la dependencia
entre entradas y salidas de la planta.
Si consideramos una planta lineal, de tiempo continuo e in-
variante en el tiempo, con p entradas y p salidas, e´sta puede
ser modelada como un sistema multivariable con matriz de
transferencia:
G(s) = [Gij(s)] (1)
donde Gij(s) es la funcio´n de transferencia entre la entrada
Uj(s) y la salida Yi(s). Dado este modelo de un proceso mu-
tivariable, se debe decidir que´ elementos Gij(s) sera´n parte,
y cua´les sera´n excluidos, de un modelo reducido. Por ejemplo,
puede ser de intere´s reducir el modelo original a uno con matriz
de transferencia diagonal o triangular que pueda ser luego uti-
lizado para disen˜ar un controlador con la misma estructura. En
este proceso de reduccio´n aparece el concepto de interaccio´n.
Este concepto ha sido tradicionalmente usado en el contexto
de control descentralizado de procesos para referirse al efecto
del control de un lazo, en los otros (Witcher y McAvoy, 1977;
Grosdidier y Morari, 1986; He et al., 2006). Supongamos, por
ejemplo, que p = 9 y que inicialmente se ha decidido que la
entrada u1 se use para ajustar la salida y9 y que la entrada u2
ha sido elegida para controlar la salida y4. Esto quiere decir
que las funciones de transferencia G91 y G42 deben estar en
el modelo reducido; entonces el efecto que tendra´ en y4, la
manipulacio´n de u1, ası´ como el efecto que tendra´ en y9, la
manipulacio´n de u2, dan una medida de la interaccio´n entre
ambos canales. Desde un punto de vista complementario, uno
puede decir que si en un modelo se excluye la funcio´n de trans-
ferencia Gjk, entonces se esta´ suponiendo que variaciones sig-
niﬁcativas de uk no producen variaciones signiﬁcativas en yj ,
en comparacio´n con el efecto de otras entradas sobre la misma
salida. Adema´s, para enriquecer el ana´lisis de la interaccio´n en
sistemas multivariables, ma´s alla´ de estados estacionarios, se ha
extendido el concepto al de interaccio´n dina´mica para describir
la interaccio´n en todos los rangos de frecuencias. Es importante
notar adema´s que el concepto de interaccio´n transciende la
estructura diagonal tradicional, para incluir cualquier estructura
en modelos de sistemas multivariables.
La medicio´n de interacciones en modelos lineales multivaria-
bles ha sido estudiada extensamente a lo largo de la historia
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del disen˜o de sistemas de control. En una referencia ya cla´sica,
Bristol (Bristol, 1966) desarrollo´ la idea de la Matriz de Ganan-
cia Relativa (RGA, por su denominacio´n inglesa Relative Gain
Array). La RGA mide la interaccio´n entre canales de control,
en base a la ganancia a continua (a frecuencia cero) del mode-
lo mutivariable. La RGA es una herramienta conceptualmente
sencilla y simple de utilizar, que permite encontrar la mejor
(en algu´n sentido) estructura descentralizada para un modelo
multivariable dado; sin embargo, el ana´lisis mediante la RGA
tiene tambie´n algunas limitaciones que se originan en su propia
simplicidad (Huang et al., 1994; Kariwala y Hovd, 2006). Las
propiedades de la RGA han sido ampliamente estudiadas y se
han propuesto algunas variantes (Niederlinski, 1971; Witcher
y McAvoy, 1977; Skogestad y Morari, 1987; Chiu y Arkun,
1991; Zhu, 1996). Uno de los rasgos claves de la RGA es
que so´lo considera la respuesta de la planta a frecuencia cero.
Esta limitacio´n ha sido enfrentada, enriqueciendo la idea ori-
ginal, a trave´s de nuevas propuestas de medidas de interaccio´n
dina´micas, tales como las que aparecen descritas en (Witcher y
McAvoy, 1977; Bristol, 1978; Gagnon et al., 1999). A pesar
que estas medidas permiten un ana´lisis ma´s profundo de la
interaccio´n multivariable, ellas se tornan bastante complejas
de aplicar en modelos multivariables con ma´s de 2 entradas
y 2 salidas. La RGA tiene como limitacio´n adicional el que
fue concebida para seleccionar so´lo estructuras diagonales o
descentralizadas; por ejemplo, la matriz que resulta cuando se
aplica el me´todo de RGA a modelos triangulares es diagonal,
con independencia de la relevancia de los te´rminos fuera de la
diagonal del modelo original.
La Matriz de Participacio´n (MP), por su parte, ha sido propuesta
como una medida de interaccio´n dina´mica entre entradas y sa-
lidas del sistema en lazo abierto (Salgado y Conley, 2004). Esta
matriz se puede interpretar en te´rminos de la controlabilidad
relativa desde la entrada y de la observabilidad relativa desde la
salida para cada subsistema escalar con entrada uj(t) y salida
yi(t). En particular, la matriz considera la relacio´n entre la
energı´a inyectada en la entrada uj(t) y la energı´a obtenida en la
salida yi(t). En otras palabras, la MP determina que el elemento
(i, j) de la matriz de transferencia (1) es relevante si se obtiene
energı´a signiﬁcativa en la salida i, cuando se aplica energı´a
limitada en la entrada j. De esta forma, la interaccio´n entre
entradas y salidas que mide la MP tendra´ una incidencia directa
en la interaccio´n que existira´ entre los canales cuando se elige
la estructura del controlador multivariable en lazo cerrado. En
consecuencia, un aspecto clave es que la MP permite discernir
estructuras simpliﬁcadas que transcienden el caso diagonal.
Otras medidas de interaccio´n similares a la MP han sido pro-
puestas en la literatura. En (Weinmann, 2007), por ejemplo, se
propone una medida de interaccio´n basada en el Gramiano de
controlabilidad (Kwakernaak y Sivan, 1972) del sistema. Por
otra parte, en (Wittenmark y Salgado, 2002) se construye una
matriz de ı´ndices de interaccio´n en base a la norma Hankel
(Glover, 1984) de los subsistemas elementales. Esta matriz de
ı´ndices de interaccio´n ha sido exitosamente aplicada, por ejem-
plo, en el control de plantas de aguas servidas, al proveer una
base conceptual para el problema de seleccio´n de estructura del
controlador (Samuelsson et al., 2005).
Es necesario sen˜alar que tanto la MP, como las dema´s herra-
mientas desarrolladas para cuantiﬁcar interacciones, no esta´n
asociadas a ningu´n me´todo particular de sı´ntesis de controlado-
res, sino que se centran en la seleccio´n de su estructura.
En este artı´culo se presenta una nueva interpretacio´n de la
MP tanto en el dominio del tiempo como en el dominio de
la frecuencia, extendiendo el trabajo presentado en (Salgado
y Yuz, 2007). La relacio´n se establece entre la MP y una
integral temporal de la respuesta a impulso de los subsistemas
elementales. Esta relacio´n, a su vez, es traducida al dominio de
la frecuencia mediante la identidad de Parseval. Los resultados
se han obtenido usando la norma Hilbert-Schmidt-Hankel de la
matriz de transferencia del sistema multivariable, ası´ como la
de sus subsistemas elementales (Hanzon, 1992).
En el presente trabajo se propone el uso de las interpretacion
en el tiempo y en la frecuencia de la MP para obtener una
estimacio´n empı´rica de sus elementos. Se muestra que esto es
posible, a partir de datos experimentales de entrada y salida
del sistema. Esta estrategia permite cuantiﬁcar directamente las
interacciones dina´micas en el sistema, sin tener que obtener
primero un modelo parame´trico.
El presente artı´culo se ha estructurado de la siguiente forma:
en la Seccio´n 2 se presentan la deﬁnicio´n y las propiedades
de la MP. En la Seccio´n 3 se presenta el resultado central de
este artı´culo, es decir, la interpretacio´n de la MP en el dominio
del tiempo y de la frecuencia. A continuacio´n, en la Seccio´n
4, las interpretaciones en el tiempo y la frecuencia de la MP
son aplicadas para estimar directamente esta matriz a partir
de datos muestreados de entrada y salida, usando me´todos
esta´ndares de identiﬁcacio´n no parame´trica. Finalmente, se
presentan conclusiones en la Seccio´n 5.
2. LA MATRIZ DE PARTICIPACIO´N
En esta seccio´n se revisa la deﬁnicio´n de la Matriz de Par-
ticipacio´n (MP) y sus propiedades principales. Un ana´lisis y
discusio´n ma´s detallada de la MP como medida de interaccio´n
y su aplicacio´n para la seleccio´n de estructura de controladores
multivariables se presenta en (Salgado y Conley, 2004).
2.1 Deﬁnicio´n y propiedades
Considere un sistema multivariable, de dimensio´n p×p, estable,
completamente observable y controlable, con un modelo en
variables de estado dado por
x˙(t) = Ax(t) + Bu(t) (2)
y(t) = Cx(t) (3)
donde las matrices A ∈ Rn×n, B ∈ Rn×p y C ∈ Rp×n.
Adicionalmente, las matrices B y CT pueden ser particionadas
en vectores columnas de la forma
B = [b1 b2 . . . bp] (4)
C T = [c1 c2 . . . cp] (5)
La matriz de transferencia del sistema puede ser entonces
obtenida a partir del modelo (2)–(3) de la forma:
G(s) = C(sI−A)−1B = [Gij(s)] (6)
en que Gij(s) es la funcio´n de transferencia del subsistema
elemental con entrada uj(t) y salida yi(t), y descripcio´n en
variables de estado dada por las matrices (A, bj, ciT , 0 ).
Una medida de la interaccio´n dina´mica entre entradas y salidas
del sistema multivariable (6) esta´ dada por la Matriz de Partici-
pacio´n, Φ ∈ Rp×p, deﬁnida por (Salgado y Conley, 2004):
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En esta expresio´n, P y Q representan el Gramiano de contro-
labilidad y de observabilidad del vector de estado del sistema
multivariable, respectivamente (Kwakernaak y Sivan, 1972).
De manera similar, Pj y Qi denotan los Gramianos de con-
trolabilidad y observabilidad para el (i, j)-e´simo subsistema
elemental.
Un caracterı´stica de la MP deﬁnida en (7) es que la suma
de los elementos de la matriz es igual a 1. Este resultado es














En (7), trazaPjQi representa una medida combinada de la
controlabilidad y observabilidad del (i, j)-e´simo subsistema
elemental. De manera similar, trazaPQ representa la misma
medida, pero para el sistema multivariable completo. Estas
propiedades explican que el elemento φij de la matriz repre-
sente una medicio´n de la importancia (dina´mica) relativa del
subsistema elemental Gij(s).
Una consideracio´n pra´ctica sugiere que, para que la deﬁnicio´n
de la MP no sea afectada por escalamiento de las entradas y
salidas, es conveniente expresar estas sen˜ales en valores por
unidad o en porcentaje de sus rangos ma´ximos. Esto evita
la ambigu¨edad de modelos descritos en unidades fı´sicas o
de ingenierı´a particulares (Glad y Ljung, 2000; Maciejowski,
1989).
Nota 1. La deﬁnicio´n de la MP se basa en los Gramianos de
controlabilidad y observabilidad del sistema multivariable y
de sus subsistemas elementales, todos los cuales se suponen
estables. Si bien es posible extender la deﬁnicio´n de Gramianos
al caso de sistemas inestables (Zhou et al., 1999), su aplicacio´n
para ana´lisis de interaccio´n y seleccio´n de estructura mediante
la MP no es trivial. En rigor, cualquier me´todo de simpliﬁcacio´n
estructural de plantas inestables debe enfrentar el desafı´o fun-
damental de estabilizar la planta en base a un modelo truncado
de la misma. E´ste es un problema no resuelto en general, ya que
el truncamiento puede descartar uno o ma´s polos inestables y,
ciertamente, afecta las direcciones asociadas de los otros polos
inestables. 
Nota 2. La MP deﬁnida en (7) puede ser obtenida para siste-
mas que son estables y tienen una representacio´n de estado de
dimensio´n ﬁnita, ya sea en tiempo discreto o continuo. Sin em-
bargo, para sistemas de tiempo continuo que contienen retardos
puros, es posible obtener la MP en tiempo discreto a partir del
modelo muestreado equivalente (Salgado y Rojas, 2005), o usar
una aproximacio´n racional para la exponencial que representa
el retardo temporal (Allemandou, 1966). 
2.2 Relacio´n con la matriz de ganancia relativa
Como se menciono´ en la Introduccio´n, la Matriz de Ganancia
Relativa (RGA, en ingle´s) ha sido aplicada exitosamente para
el problema de pareo de entradas con salidas en el disen˜o un
sistema de control (Bristol, 1966; van de Wal y de Jager, 2001;
Kariwala y Hovd, 2006). Resulta por tanto interesante discutir
brevemente la relacio´n entre ambas medidas de interaccio´n, la
MP y la RGA.
La RGA se describe en una matriz calculada en base a la
ganancia a continua del sistema multivariable:
Γ = G(0)⊗ (G(0))−T
= [Gij(0)]⊗ [Gji(0)]−1 (10)
en que ⊗ representa el producto elemento por elemento entre
ambas matrices, y (·)−T denota la traspuesta de la inversa de
una matriz dada.
Si se considera, por ejemplo, un modelo simple para cada uno





entonces la matriz de ganancia a continua del sistema esta´ dada
por G(0) = [Gij(0)] = [Kij ], y la RGA asociada (10)
esta´ dada por
Γ = [Kij ]⊗ [Kji]−1 (12)









Por tanto, para modelos multivariables en que los subsistemas
elementales son de la forma (11), tanto la RGA como la MP
utilizan la misma informacio´n del sistema, es decir, la ganancia
a continua de los subsistemas elementales.
Si se consideran caracterı´sticas dina´micas adicionales en el
sistema, tales como ceros de fase no mı´nima o modos naturales
pobremente amortiguados, entonces ambas medidas, la RGA
y la MP, pueden diferir de manera apreciable. Por ejemplo, si
consideramos uno de los canales de la planta de la forma:
Gij(s) =
Kij
(βs + 1)(s2 + αs + 1)
(14)
donde 0 < α < 2 y β > 0, entonces la RGA es el mismo
que para el caso ma´s simple considerado en (11). Sin embargo,
al obtener el elemento (sin escalar) de la MP asociado a un






(αβ + 1)3 + β2
2α2(β2 + αβ + 1)2
)
(15)
En esta expresio´n se observa que, a medida que α disminuye,
es decir, a medida que se reduce el amortiguamiento de los
modos naturales del sistema, entonces φij crece. De hecho, esto
sugiere que el elemento Gij(s) de la matriz de transferencia
del sistema multivariable debe ser incluido en un modelo de
complejidad reducida, para pequen˜os valores de α y ganancia
moderada.
2.3 Seleccio´n de estructura de controladores
El ana´lisis en las secciones anteriores respalda el uso de la MP
como herramienta, no so´lo para el pareo de entradas y salidas
en un sistema de control decentralizado, sino que tambie´n
para seleccionar estructuras ma´s complejas en el controlador
multivariable: diagonal por bloques, triangular o rala, entre
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otras. Cada una de estas estructuras puede ser seleccionada a
partir de los elementos de la MP de mayor relevancia, o tales
que se maximiza la suma para la estructura de control deseada.
Estas ideas son ilustradas en el siguiente ejemplo (ver tambie´n
(Samuelsson et al., 2005)).









































Se observa que la interaccio´n entre entrada y salida es mayor
en los canales (u1, y3), (u1, y2) y (u2, y1). Sin embargo, si se
requiere un controlador completamente descentralizado, enton-
ces la MP sugiere seleccionar los canales (u1, y3), (u2, y1) and
(u3, y2).







Una de las reglas ba´sicas en el ana´lisis mediante la RGA sen˜ala
que el emparejamiento de entradas y salidas no es conﬁable
cuando la matriz contiene elementos negativos. Ma´s au´n, se ha
indicado que, en estos casos, una estructura descentralizada no
permitira´ alcanzar un buen control (Glad y Ljung, 2000).
Por otro lado, tambie´n es posible veriﬁcar que usando el em-
parejamiento propuesto por la MP, el desempen˜o que se puede
obtener con un controlador descentralizado no es satisfactorio.
En consecuencia, debemos buscar un modelo reducido para la
planta ma´s complejo (y, por ende, una estructura ma´s compleja
para el controlador). Sin embargo la RGA no esta´ concebida
para seleccionar estructuras distintas a las descentralizadas. En
cambio, la MP puede ayudar en alcanzar ese objetivo. De he-
cho, si se decide disen˜ar un controlador triangular, basado en un
modelo tambie´n triangular de la planta, a partir de la matriz Φ
deﬁnida en (17), se puede indicar que u1 debe depender de y2,
u2 debe depender de la medicio´n de y1 y de y2, mientras que u3
debe depender de la medicio´n de las tres salidas. De esta forma,

















El modelo reducido triangular que se obtiene puede ser utiliza-
do para disen˜ar un controlador sencillo de estructura triangular
y que, adema´s, permita alcanzar error cero en estado esta-
cionario para referencias constantes. Dicho controlador puede









El para´metro Q(s) es el inverso exacto del modelo (triangular)
de la planta a frecuencia cero, lo cual asegura integracio´n
en el controlador equivalente Ct(s) (Salgado, 2006). Este
controlador se obtiene a partir de la relacio´n
Ct(s)−1 = Q(s)−1 −Gt(s) (21)
El controlador obtenido (21) estabiliza la planta original (16) y
tambie´n es triangular, dado que esta estructura se preserva bajo
inversio´n. 
Antes de pasar a la siguiente seccio´n es importante enfatizar
que el arreglo de ganancia relativa (RGA), la matriz de partici-
pacio´n (MP) y otras herramientas similares permiten determi-
nar las relaciones entrada-salida ma´s signiﬁcativas en sistemas
multivariables. De esta forma, pueden usarse como criterio de
seleccio´n de estructura del controlador. Sin embargo, el disen˜o
mismo del controlador es, en general, un tema independiente al
de seleccio´n estructural y puede resolverse con diversas meto-
dologı´as.
3. LA MEDIDA DE INTERACCIO´N EN LOS DOMINIOS
TEMPORAL Y FRECUENCIAL
En esta seccio´n se presentan nuevas interpretaciones de la MP
tanto en el dominio del tiempo como de la frecuencia. La base
para establecer esta relacio´n esta´ dada por la equivalencia entre
la norma Hilbert-Schmidt-Hankel y ciertas integrales en los
dominios del tiempo y de la frecuencia.
La teorı´a detra´s de la MP presentada en las secciones anteriores
requiere una descripcio´n en variables de estado del sistema
multivariable. Sin embargo, tal como se demuestra en (Sal-
gado y Conley, 2004) la MP es independiente del modelo de
estado particular utilizado para calcular los Gramianos. Esta
observacio´n sugiere la existencia de una relacio´n directa entre
la MP y alguna caracterizacio´n de entrada a salida del sistema.
En efecto, el siguiente lema muestra que esta relacio´n existe y
se establece mediante la norma Hilbert-Schmidt-Hankel (HSH)
(Hanzon, 1992).
Lema 1. Considere un sistema multivariable estable, con ma-
triz de transferencia G(s), cuyos subsistemas elementales
Gij(s) son estrictamente propios. Entonces, el (i, j)-e´simo ele-






en que ‖ · ‖HSH denota la norma Hilbert-Schmidt-Hankel
(Hanzon, 1992).
Demostracio´n: La norma Hilbert-Schmidt-Hankel de la funcio´n
de transferencia Gi,j , se deﬁne como (Hanzon, 1992):∣∣∣∣Gij(s)∣∣∣∣2HSH = trazaPjQi (23)
El resultado se obtiene entonces a partir de la deﬁnicio´n de la
MP en (7). 
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A continuacio´n se presenta el resultado central de este artı´culo:
la interpretacio´n de la MP en el dominio del tiempo y la
frecuencia.
Teorema 1. Considere un sistema multivariable estable con
matriz de transferencia G(s), cuyos subsistemas elementales
Gij(s) son estrictamente propios y cuya respuesta a impulso es
hij(t). Entonces, una descripcio´n alternativa de cada elemento




























fij(ω) = |Gij(jω)|2 d∠Gij(jω)
dω
(26)
Demostracio´n: El resultado se obtiene observando que, para to-
do sistema linear escalar, estable, con funcio´n de transferencia
estrictamente propia H(s), y con respuesta a impulso h(t), la





t h(t)2 dt (27)
mientras que, utilizando la identidad de Parseval, en el dominio









donde θ(ω) es el a´ngulo de fase de H(jω) (Hanzon, 1992).
Las ecuaciones (24)–(26) se obtienen de la expresio´n de los










El Teorema 1 entrega una mayor base conceptual a la MP
como medida de interaccio´n. De hecho, permite interpretar
y analizar esta matriz en los dominios del tiempo y de la
frecuencia. En particular, cuando se utiliza la interpretacio´n en
el dominio temporal, es posible apreciar mejor el impacto de
ciertas caracterı´sticas dina´micas en la medida de interaccio´n.
El Cuadro 1 muestra la expresio´n obtenida para trazaPjQi en
el caso de algunos subsistemas elementales.
La segunda columna del Cuadro 1 ha sido obtenida analı´tica-
mente a partir de (27). En la u´ltima columna de dicho cuadro se
indica cua´les de las caracterı´sticas estructurales del subsistema
elemental hacen que dicho te´rmino aumente su ponderacio´n
relativa y, de esta forma, sea ma´s relevante para ser incluido en
un modelo reducido de la planta. Las funciones de transferencia
consideradas en el Cuadro 1 pueden parecer exageradamente
simples, sin embargo, al ser combinadas son suﬁcientes para
obtener la MP correspondiente a gran variedad de modelos
multivariables.
La interpretacio´n temporal de la MP en (24) es utilizada ma´s
adelante, en la Seccio´n 4, para obtener una estimacio´n empı´rica
de la matriz a partir de datos de entrada y salida del proceso.
La relacio´n en el dominio de la frecuencia que se muestra
en (28) ha sido usada en (Hanzon, 1992) para relacionar la
norma HSH de una funcio´n de transferencia H(s) racional,
estable y propia, con el a´rea encerrada por su diagrama polar.
Esta equivalencia permite estimar la MP usando valores de
la respuesta en frecuencia de la planta, haciendo que no sea
necesario tener un modelo analı´tico del sistema a controlar. Esta
equivalencia tambie´n puede ser usada para realizar un ana´lisis
conceptual de las interacciones dina´micas del sistema tal como
se muestra en el siguiente lema.
Lema 2. Sea H(s) una funcio´n de transferencia racional, es-
trictamente propia y estable, con m ceros reales de fase no
mı´nima {c1, c2, . . . , cm}. La funcio´n de transferencia H(s)
puede expresarse como
H(s) = M(s)Bc(s) (30)
donde Bc(s) es el producto Blaschke (Sero´n et al., 1997)
asociado a los ceros de fase no mı´nima de H(s) y M(s) es
una funcio´n de transferencia estable, propia y de fase mı´nima,


















Demostracio´n: En primer lugar, se observa que
∠H(jω) = θ(ω) = ∠M(jω) + ϑ(ω) (33)










Entonces, el resultado se obtiene reemplazando en (28) donde
se cambia la variable de integracio´n. 
El Lema 2 muestra que la presencia de ceros de fase no
mı´nima aumenta el peso relativo de un te´rmino de la matriz
de transferencia cuando se aplica la medida de interaccio´n al
modelo multivariable completo. Adicionalmente, del resultado
obtenido es posible observar que estos ceros de fase no mı´nima
tendra´n poca inﬂuencia en la medida de interaccio´n cuando son
grandes en comparacio´n con el ancho de banda del sistema. Sin
embargo, cuando estos ceros son pequen˜os respecto al ancho
de banda del sistema, tendra´n gran impacto en la medidad de
interaccio´n.
Nota 3. La interpretacio´n frecuencial de la MP puede ser usada
para estimar empı´ricamente esta matriz a partir de datos expe-
rimentales de la respuesta en frecuencia del sistema, tal como
se ilustra en la Seccio´n 4. Un ejemplo de esta situacio´n aparece
en el modelado y control de estructuras ﬂexibles (Moheimani y
Vautier, 2005). 
Nota 4. Los resultados presentados en este trabajo se han res-
tringido a sistemas de tiempo continuo, sin embargo, es posible










Mayor ganancia a continua
1








γ cercano a 1
1
s2 + αs + 1
2 + α2
4α2
α ∈ R+ pequen˜a
βs + 1
s2 + αs + 1
2 + α2 + 2β2 − 2αβ
4α2
|β|  α > 0, β < 0
βs + 1
(γs + 1)(s + 1)
(β − γ)2 + (β − 1)2 + 4γ
4(1 + γ)2
|β|  γ > 0, β < 0
Cuadro 1. Controlabilidad y observabilidad combinada para subsistemas elementales (α ∈ R+, β ∈ R,
γ ∈ R+, K ∈ R )
construir interpretaciones similares para sistemas de tiempo
discreto tanto en el dominio temporal como frecuencial. En
particular, dada una funcio´n de transferencia de tiempo discreto
V (z), estable y estrictamente propia, con respuesta a impulso















en que θ(ω) es el a´ngulo de fase de V (ejω). 
4. ESTIMACIO´N EMPI´RICA DE LA MATRIZ DE
PARTICIPACIO´N
En esta seccio´n se muestra como es posible utilizar las interpre-
taciones de la MP en el dominio del tiempo y la frecuencia para
estimarla a partir de datos de entrada y salida de la planta.
Para obtener una estimacio´n empı´rica de la MP asociada a un
sistema de tiempo continuo, es necesario considerar su modelo
muestreado asociado pues inevitablemente los datos de entrada
y salida de la planta esta´n dados en forma de muestras tomadas
en instantes de tiempo deﬁnidos.
Nota 5. El efecto de calcular la MP a partir del modelo mues-
treado asociado a un sistema de tiempo continuo ha sido consi-
derado en (Salgado y Rojas, 2005). En dicho trabajo, se muestra
que para perı´odos de muestreo pequen˜os, la MP del modelo
muestreado es una buena aproximacio´n de la matriz correspon-
diente al sistema continuo original. 
La MP puede ser estimada empı´ricamente aplicando me´todos
de identiﬁcacio´n no parame´trica. Estos me´todos permiten esti-
mar la respuesta a impulso o bien su respuesta en frecuencia a
partir de datos de entrada y salida del sistema (Ljung, 1999).
De esta forma, una estimacio´n de la MP puede obtenerse:
A partir de una estimacio´n de la respuesta a impulso y de
la interpretacio´n temporal (35), o bien
A partir de una estimacio´n de la respuesta en frecuencia y
de la interpretacio´n frecuencial (36).
Ma´s au´n, para algunos sistemas puede disponerse directamente
de datos experimentales en dominio de la frecuencia (ver, por
ejemplo, (Moheimani y Vautier, 2005)). Por tanto, la MP puede
obtenerse usando directamente la interpretacio´n frecuencial.
Nota 6. La estimacio´n empı´rica propuesta para la MP permite
calcular esta medida de interaccio´n sin requerir la identiﬁcacio´n
parame´trica de un modelo multivariable (matriz de transferen-
cia o modelo en variables de estado) para luego, a partir de
e´ste, calcular los gramianos del sistema y la MP asociada. En
particular, los me´todos de identiﬁcacio´n parame´trica requieren
la seleccio´n de orden y estructura. 
La respuesta a impulso de un sistema puede ser estimada
usando como modelo un ﬁltro de respuesta a impulso ﬁnita
(ﬁltro FIR, Finite Impulse Response) (Ljung, 1999):
y(kh) =B0 u(kh) + B1 u(kh− h) + . . .
+ BNmax u(kh−Nmaxh)
(37)
en que h es el perı´odo de muestreo y los coeﬁcientes de las ma-
trices Bk pueden ser estimados mediante mı´nimos cuadrados.
Es importante hacer notar que estos coeﬁcientes convergen,
cuando Nmax tiende a inﬁnito, a la respuesta a impulso de
tiempo discreto del sistema muestreado:
Bk = [ hˆij(k) ]i=1,...,p ; j=1,...,p (38)










en que ϕij es una estimacio´n de la norma HSH del (i, j)-e´simo




k ( hˆij(k) )2 (40)
Existen diversos me´todos para estimar la respuesta en frecuen-
cia de un sistema. Por ejemplo, es posible obtenerla mediante
ana´lisis espectral a partir del espectro de la entrada y del espec-
tro cruzado de entrada-salida 1 :





Alternativamente, la respuesta en frecuencia puede obtenerse







1 En este caso, Φ(ejωh) denota el espectro, es decir, la transformada de
Fourier de la funcio´n de correlacio´n respectiva







De esta forma, a partir de la respuesta en frecuencia del sistema
Gˆ(ejωh), la estimacio´n de la MP se puede obtener como en
(39). En este caso, cada elemento ϕij es una estimacio´n de la
norma HSH de cada canal de la planta obtenida a partir de su
interpretacio´n frecuencial (36). Si recordamos que esta inter-
pretacio´n de la norma se relaciona con el a´rea encerrada por
el diagrama de Nyquist de la respuesta en frecuencia (Hanzon,
1992), entonces podemos aproximar (36) por la siguiente suma
de a´reas de tria´ngulos:






A = 12 |Gij(ejωh)||Gij(ejω+1h)|
× sin |∠Gij(ejωh)− ∠Gij(ejω+1h)| (45)
en que ω,  = 1, . . . , n son las frecuencias a las cuales se tiene
una estimacion de la respuesta en frecuencia.
En el siguiente ejemplo ilustramos la estimacio´n empı´rica de la
MP mediante las estrategias propuestas, en el dominio temporal
y frecuencial, para el caso de un sistema de 2× 2.












(z − 0,7)(z − 0,85)
⎤
⎥⎦ (46)
La MP asociada, obtenida calculando los gramianos correspon-







El sistema multivariable ha sido simulado, obteniendo N =
1000 pares de datos de entrada y salida, capturados duran-
te 100[s]. La entrada es generada a partir de una secuencia
aleatoria, de media cero, distribucio´n Gaussiana y matriz de
covarianza Σu = 4 I2.
La medicio´n de la salida del sistema es muestreada en presencia
de ruido, el cual tambie´n es una secuencia aleatoria, de media
cero y distribucio´n Gaussiana, y matriz de covarianza Σm =
10−2 I2.
En el dominio del tiempo, los coeﬁcientes de la respuesta a
impulso del sistema son estimados usando un modelo FIR (37)
de orden Nmax = 50, realizando 100 simulaciones Monte-
Carlo para obtener una estimacio´n de la MP usando (39). Los
resultados obtenidos se presentan en la Figura 1, en la cual se
muestra el valor verdadero de los coeﬁcientes, el valor estimado
en cada una de las simulaciones y su promedio. En particular,







Se ha obtenido una estimacio´n de la respuesta en frecuencia a
partir de la ecuacio´n (43). Para cada una de las 100 simulacio-
nes Monte Carlo se ha usado la interpretacio´n frecuencial de la
MP para obtener una estimacio´n empı´rica segu´n las ecuaciones







Los resultados de simulacio´n indican que el error relativo en la
estimacio´n de la MP es mayor en aquellos canales de la planta
que presentan menor interaccio´n entre entrada y salida. Este
hecho puede explicarse en te´rminos de la relacio´n sen˜al/ruido
en la medicio´n de las salidas, que sera´ menor precisamente en
los canales con menor interaccio´n. De hecho, al eliminar el







Los resultados obtenidos en (50) corresponden, de hecho, a los
valores verdaderos de los coeﬁcientes (el error obtenido es del
orden de 10−6).
Resultados de simulacio´n muestran que, como serı´a razonable
suponer, el efecto del ruido de medicio´n puede ser considera-
blemente reducido ya sea aumentando la energı´a de la sen˜al de
entrada, o bien, considerando una secuencia ma´s larga de datos
para estimar la MP. 
5. CONCLUSIONES
En este artı´culo se ha presentado una nueva interpretacio´n
de la Matriz de Participacio´n en los dominios del tiempo y
de la frecuencia. Esta matriz, basada en Gramianos, ha sido
previamente propuesta como una medida de interaccio´n en
sistemas multivariables, lineales y estables.
La interpretacio´n temporal presentada en el artı´culo se basa
en una relacio´n clave entre los valores singulares de Hankel
del sistema, a trave´s de la norma Hilbert-Schmidt-Hankel, y
la integral cuadra´tica de la respuesta a impulso del sistema
ponderada en el tiempo. Asimismo, esta interpretacio´n ha sido
extendida al dominio de la frecuencia, haciendo uso de la
identidad de Parseval.
Los resultados obtenidos permiten apreciar mejor el impacto
de caracterı´sticas dina´micas del sistema multivariables y sus
subsistemas elementales, tales como ceros de fase no mı´nima
y modos resonantes, en la medida de interaccio´n entre entradas
y salidas.
Las interpretaciones en el tiempo y en la frecuencia de la matriz
de participacio´n permiten aplicar esta medida de interaccio´n
directamente a partir de datos experimentales de entrada y
salida de la planta, utilizando me´todos de identiﬁcacio´n no
parame´trica, tanto en el tiempo como en la frecuencia. Este
hecho permite extender el uso de esta herramienta como una
medida de interaccio´n empı´rica, que no requiere contar con la
matriz de transferencia o el modelo en variables de estado del
sistema.
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Figura 1. Estimacio´n de los elementos de la MP para el Ejemplo 2
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