Abstract: This paper addresses the use of a mathematical network model to evaluate the reliability of capacitated mobile ad hoc network through Monte Carlo simulation which considers the following: nodes following a known failure distribution and moving according to random waypoint mobility model links with specific load carrying capacity and its existence modelled using lognormal shadowing propagation model. Given the demand, we evaluate the network reliability that the calculated channel capacity of the network is not less than the demand, considering various variants viz., propagation models and environmental conditions. The purpose of this paper is to provide such performance index for a mobile ad hoc network investigated under different scenario metrics (transmission range, coverage area and network size). Our model evaluation is supported with an example and imperative results of the network operating with different pathloss exponents are also shown.
Introduction
Mobile radio communication, in general, is a radio communication link between any two devices that are either in motion or halted at unspecified locations. Communication between two mobile devices is mobile-to-mobile communication and that between fixed station and mobile device is mobile-to-fixed radio communication. However, such devices communicate with each other via wireless media or radio signals. These wireless networks have been growing exponentially with great developments in network infrastructure, cellular network users and other omnipresent wireless applications viz., portable or handheld computers, personal digital assistants etc. (infrastructure-based networks), wireless sensor networks and mobile ad hoc networks (infrastructureless networks) (Li, 2008; Dressler, 2008) . The advent of the wired networks started with the Advanced Research Project Agency (ARPA) network in early 1960s and further with its subsequent variants thereafter has been extended to the latest development -Mobile Ad hoc NETwork (MANET).
MANET is solely an independent network formed by a collection of mobile nodes (MN) which can communicate via links that are relatively bandwidth constrained. The topologies of the MANET are highly dynamic i.e., change with time as the MNs move around the geographical area according to any mobility pattern. Owing to this changing topology the connectivity in the network also varies. The connectivity is related to the existence of the links which in turn depends on the distance between the mobile nodes, transmission range of the nodes, fading and the channel bandwidth etc. Failure in connectivity leads to network failure. Chaturvedi and Padmavathy (2013) have addressed that the network failure can occur for various reasons -to name a few, node failure (hardware/software failure), link failure, node mobility, low transmission range, out of coverage area, atmospheric effects, physical obstacles, and limited battery lifetime. These parameters have significant impact on the reliability. And hence, the connectivity criterion is an important measure of network reliability. Reliability is a most important attribute of performance and Misra (2008) defined reliability as the probability of failure free operation over a specified duration of time under a given set of conditions, which depend on location and the kind of application the item is put into. For reliability evaluation, most of the systems (e.g., power plants, communication systems and transportation networks, software systems, nuclear reactors, bridges, dams, water supply systems, with or without the capacity of links being specified and so on) can be modelled as a probabilistic graph with set of two entities: nodes and edges.
Over the past couple of decades, enormous research on reliability evaluation of infrastructure-based networks is available in profound sense and has been exploited to a greater depth. Many algorithms for reliability evaluation of such networks have been developed i.e., factoring theorem (Theologou and Carlier, 1991; Xiao et al., 2008) , path sets/cut sets (Misra, 2008; Chaturvedi and Misra, 2002; Mishra and Chaturvedi, 2009; Soh and Rai, 2005) , state enumeration (Misra, 2008; Chaturvedi and Misra, 2002) , transformation (Misra, 2008) , reduction and decomposition (Soh and Rai, 2005; Dhillon, 2004) , sum-of disjoint product (SDP) technique (Chaturvedi and Misra, 2002; Soh et al., 2007) , binary decision diagrams (BDD) (Kuo, 2007; Yeh et al., 2002) , direct and approximation method (Ebeling, 2000) spanning tree (Fard and Lee, 2001 ) and more recently augmented ordered multivariate decision diagram (OMDD-A) (Herrmann et al., 2012) . The reliability study in this context is however based just on the probability of success of network/components i.e., states of a network/component (working/failed). But unfortunately these algorithms are not suitable for MANET reliability evaluation because of its special characteristics like changing topology due to the movement of the MN around the simulated geographical area. However, the changing/unpredictable network topology, node mobility, cluster, prediction and the reliability analysis of such networks can be addressed using simulation alone or in conjunction with well-established analytical approaches of infrastructure based network. Recently, some researchers Matthias, 2010) have shown that the dynamic nature of the MANET can be captured and modelled using Geometric Random Graphs (GRG); since the existence of links in MANET is a function of the geometric distance between the nodes and the transmission range of the nodes. Using GRG, connectivity of the network can be analysed which helps in reliability evaluation.
The remainder of the paper is organised as follows. Section 2 is devoted to related work and literature survey. In Section 3 we state the assumptions considered for this work. Section 4 defines the preliminaries of the methodology adopted to compute the network reliability with its algorithm discussed in Section 5. While Section 6 supports our previous sections with a numerical example for purpose of implementation followed with extensive simulation results. The conclusion of this work is provided in Section 8.
Related work
The work on the estimation of capacity started in 1940s with a mathematical model called information theory being developed by C.E. Shannon (Gallager, 1968) . This pathbreaking paper deals with the fundamental aspects of communication systems and the theory provides the most general conceptual skeleton to study the efficient and reliable communication (Gallager, 1968) . The Shannon-Hartley theorem states that the channel capacity is the tightest upper bound on the amount of information that can be reliably transmitted with a given average signal power (S) over a communication channel subjected to additive white Gaussian noise of power (N), is given by (1)
where, C is the maximum rate of information or channel capacity in bits per second (bps), B is bandwidth of the channel in Hertz and SNR is the signal-to-noise ratio i.e., SNR = S/N.
The area of ad hoc network capacity is becoming an active topic of research and has attracted researchers for the past few years. Gupta and Kumar (2000) , in their seminal work on capacity of wireless networks, proposed a model for estimating the capacity of fixed networks functioning in a homogeneous environment. In their model, the nodes are located randomly but are immobile i.e., fixed, and links are perfect. They have shown that with an increase in the network size, the throughput per (s,t) pair decreases approximately by 1/n. The authors have clearly stated that splitting of a channel into several sub channels does not have significant effect on the channel capacity. Since the publication of work of Gupta and Kumar (2000) a noticeable amount of research on channel estimation under different scenarios and constraints has been published. The survey includes aspects such as estimation of capacity of a network that carries delaysensitive traffic through a sequence of matrix operations without interference among mobile nodes for two different scenarios namely non-channel sharing and channel sharing scenario (Zhang and Seah, 2004 ). An extension of work of Zhang and Seah (2004) is work of Li et al. (2001) , which focuses on the analysis and simulation of capacity estimate of static ad hoc networks. Their results show the total per node capacity increases as the network grows bigger. Using the probability distribution function (pdf) of the signal to interference noise ratio (SINR) Rezagah and Mohammad (2009) estimated the capacity of the wireless ad hoc network and also investigates the scalability of the wireless ad hoc networks. A mathematical framework for determining the capacity region of a fixed ad hoc network based on power, spatial reuse etc., has been proposed by Toumpis (2003) . Most of the investigations mentioned above are basically capacity estimation on either free space propagation or fading propagation environment. The maximum flow problem has received good attention in reliability studies (Soh and Rai, 2005; Lee, 1980; Chaturvedi and Mishra, 2009; Chaturvedi, 2007) . The technique proposed in Chaturvedi and Mishra (2009) for network reliability evaluation is best suitable only for directed networks while it is quite cumbersome. Chaturvedi (2007) defined capacity related reliability as the probability of successfully transmitting the required flow from the source s to the destination node t, combining path connections, arc capacity and flow demand. The technique adapted in Soh and Rai (2005) and Chaturvedi (2007) requires a priori knowledge of the minimal cut sets of the flow network.
Recently, researchers Cook and RamirezMarquez, 2009 ) have studied the performance of ad hoc networks whose nodes are imperfect and links being modelled as a function of Euclidian distance and nodes transmission range by assuming that the link exists only when the Euclidean distance between the mobile nodes is lower than a threshold (called as the transmission range of the MN). Kharbash and Wang (2007) derived a symbolic reliability expression for static networks that considers imperfect nodes and dynamic links. Padmavathy and Chaturvedi (2013) considered propagation through direct as well as multipath. In other words the link existence has been modelled as a function of distance, i.e., when the Euclidean distance is less than or equal to the threshold distance, the propagation of signal is through free space or else through two-ray ground propagation. This paper addresses that the probability of successful communication decreases as the signal strength deteriorates owing to noise and other factors up to the nodes' transmission range. However Chaturvedi and Padmavathy (2013) , Cook and Ramirez-Marquez (2009) , Kharbash and Wang (2007) , have considered links to be bidirectional without any constraint on their load carrying capacity.
A mathematical model for link capacity based on FS propagation through simulation for reliability evaluation of the capacity-limited MANET has been proposed by Cook and Ramirez-Marquez (2007) . Here the demand has been defined as the minimum amount of capacity required by a link to have successful communication between mobile nodes. However, modelling the link existence based on FS propagation may be unrealistic.
In this paper, we have evaluated the capacity demand by considering fading i.e., with the use of log-normal shadow propagation model. Using a Monte Carlo simulation (MCS) approach, the terminal-pair reliability, all-operational terminal reliability and allterminal reliability of MANET has been evaluated and studied. The time-to-failure of node is assumed to be governed by a known statistical distribution whereas links between the nodes are established dynamically, depending on the channel capacity, Euclidean distance and fading. Besides, we also emphasise on the influence of the scenario metrics on the reliability of the MANET. In our approach of simulation for 2TR m , we employ the notion that at any instant of mission time, the network topology will be momentarily fixed, and then the reliability of the network at that particular instant can be computed as the product of reliabilities of (s,t) pair and the reliability of the network with perfect (s,t) pair of nodes. The same notion easily is extended to determine all-operational terminal or all-terminal reliability. This simple treatment has added advantage of reducing the number of random variables involved in MCS.
Assumptions
The time-to-failure of network nodes can follow any failure distribution, i.e., exponential, normal, long-tailed or Weibull. The ubiquitous Weibull distribution has widely been used because of its flexibility, wide range and types of reliability data. This distribution can model the failure pattern of various systems and components due to its versatility to mimic the behaviour of the product during its entire life cycle (Dimitri, 2002; Murthy et al., 2004) . Hence it is quite reasonable to assume that all nodes are identical and their time to failure is governed by Weibull failure distribution. RWPM model is a benchmark model that mimics the movement behaviour of MN and has widely been used for simulation studies because of its simplicity of implementation of the ad hoc network applications (Camp et al., 2002) . The following assumptions are made while evaluating the reliability of MANET:
 Network is homogeneous and operational at the start of the mission time.
 The node movement follows Random Way Point Mobility (RWPM) model with zero pause time, uniformly distributed node velocity (V min , V max ), and direction (0,2).
 Times to failure of nodes are assumed to follow Weibull distribution with scale parameter () and shape parameter ().
 Failures of node are statistically independent and once a node fails, it remains fail for the remaining period of the mission time.
 All links are bidirectional with same capacity demand.
 The creation and destruction of the link depend on the distance (d ij ) between the nodes, the channel capacity (C ij ) and fading ().
Preliminaries
As stated earlier, at any instant of mission duration, a MANET can be represented as a fixed geometric random graph G (U, L) consisting of a set of U number of mobile nodes.
The time-to-failure of nodes follow a known failure distribution and set of links L are established in a single or multi-hop fashion based on the nodes' proximity and transmission range and fading.
Network model
The successful communication between the specified set of nodes is a random event with a probability R G () given that all nodes in k  U must be operational. For instance, for communication to exist between the designated node-pair k = (s,t), it is necessary that the (s, t) pair must be operational. Therefore, the reliability of the network will be equal to the product of the reliability of (s, t) pair and the reliability of the network with perfect (s, t) pair of nodes. It can also be expressed mathematically as, let G (U, L) be a representative network with a set of, k = {u 1 , u 2 ... u |k| } designated nodes. Then reliability of the network by employing factoring theorem can be expressed as (2) by noting that the failure of designated nodes will certainly lead to network failure.
Therefore, (2) can be utilised to compute the reliability of MANET at a particular instant of mission duration in our MCS.
Node reliability
Each node u i has an operational probability and is defined as in (3)
where,   1, if -th node is operational at time 0, if -th node fails at time
Link reliability model
Most of the existing works (Cook and Ramirez-Marquez, 2009; Kharbash and Wang, 2007; Cook and Ramirez-Marquez, 2007; Hekmat, 2006) assume that n nodes with same transmission power t P are distributed uniformly and randomly in the defined deployed area D. Let us consider that two nodes (u i , u j ) located at a Euclidean distance d ij in the network are said to be directly connected if the received signal power j u r P at node u j does not drop below the threshold value (called signal attenuation (SA)) as defined in equation (5).
where,
and  is the path loss exponent. Equation (5) represents a path loss model which determines the received power as function of distance between nodes. But in reality, the received power at certain distance is a random variable because of the presence of signal attenuation. This variation in signal power or the randomness in the signal strength is the shadowing model and is defined as (Steudi et al., 2005)   10 0 10 log
where X is a Gaussian random variable with zero mean and standard deviation, and  is the path loss exponent. A commonly accepted value for σ is greater than 0 and to a maximum of 12 dB. When σ = 0, the behaviour of the shadowing model is same as that of the path loss model. The choice of typical  and  depending on the environment is provided in Table 1 . Note that as σ increases, the network connectivity increases due to increase in the expected signal strength (7). The expected signal strength at distance d ij can be expressed as given in equation (8 
As stated earlier in Section 2, the channel capacity has been defined in terms of bandwidth and SNR. The signal-to-noise ratio (9) is defined as the ratio of the received signal strength to the noise signal strength at the receiver.
The channel capacity of the network at distance d ij () is determined by combining equations (1), (8) and (9) 
The status of the links, L ij () not only depends on the Euclidian distance, d ij () at time '', and also depends on the channel demand C d , relative to the transmission range, r i of the nodes. That is, a link exists when the channel capacity C ij () is greater than the channel demand C d and can be mathematically expressed as (11)
Mobility model
The random waypoint mobility model is one of many mobility models that are commonly used in simulations (Chu and Nikolaidis, 2004) of mobile communications networks to mimic human movement. In this model, each MN of the network chooses uniformly at random a destination point in a deployment region D. MN moves to its destination with a velocity chosen uniformly at random in the interval (V min , V max ) and direction, (0, 2). When it reaches the destination, it chooses its next destination in random at the selected speed then starts moving again according to the same rule. The new positions of the MN at every incremental time interval is calculated using (12):
Figure 1 depicts direction change at different locations of simulation boundary of the MN. In case, a MN violates the boundary due to its movements then the MN is forced to move within the boundary based on its location. This can be achieved by modifying the direction of the MN with which it moves. For example, when a MN lies in the region (x i () >X max , y i () >Y max ), i.e., outside the right top corner of the first quadrant, then the direction is changed to about 225, and the MN continues along this new path. In a similar fashion, validity checks in implementation of RWPM for nodes to move within the simulation area for all eight different positions can be simulated (Camp et al., 2002) . Using the link matrix L ij (), the connectivity between the designated node pairs is studied and the connectivity C q () is defined as in (13)   (14) and the variance (Rubinstein, 1981) associated with the reliability can be computed using (15)
Algorithm
The algorithm considers n nodes that are randomly located around the simulation area (D), with same transmission range (r j ) and transmission power (P t ) under shadowing environment. The algorithm proceeds with simulation of node status assuming the node failure to follow Weibull distribution. The algorithm models the network using (2) and then determines the receiver power using (8) and further computes the channel capacity using (10). In addition, the link existence (non-existence) is determined by using (11) and is being represented in a connection matrix. Finally, using the connection matrix the connectivity of the network is checked and reliability of the network is computed at that instant of time. This process is repeated at each time increment  till the specified mission time, thus, becoming the first complete iteration of 'Q' numbers of iterations in our simulation study.
The step-by-step procedure of the MC simulation is as follows:
Step 1: Initialise the network parameters:
Step 2: Initialise,
Step 3: Simulate the node status vector of size n-|k|. The probability of success of a node is time-dependent and is determined using (3).
Step 4: Simulate the received power P r by computing the Euclidean distances by using equations (8) and (6).
Step 5: Simulate the link capacity using equations (10).
Step 6: Simulate the link existence (non-existence) by comparing
Step 5 with capacity demand (C d ) and check for connectivity of designated nodes of the network at time. If network is connected then increment the Cq() using (13) and set =+..
Step 7: Simulate the mobility of the nodes according to RWPM by uniformly and randomly choosing the velocity of nodes between (V min , V max ) and the direction between (0, 2).
Step 8: Compute the new node positions at every time increments using (12). Repeat
Step 3 through Step 7 until  <= tMission.
Step 9: Repeat Steps 2 to Step 8 for Q number of simulation runs.
Step 10: Compute reliability and variance as per (14) and (15).
The above steps of the algorithm are implemented using Matlab® 2009a on a Windows® XP running on Pentium dual processor @1.60GHz speed.
Example and simulation results
The proposed algorithm is applied for evaluation of reliability of MANET example provided in Ramirez-Marquez (2009), Chaturvedi and , . Here, we reproduce the same for the sake of brevity. A network is composed of 18 (n = 18) dismounted infantry (soldiers on foot) equipped with identical non-portable radios. Each radio is capable of ad hoc networking and is required to operate for duration of 72 hours. Each radio has a transmission range (r j ) of 3 miles, with a reliability that is described by Weibull distribution with parameters of  = 1000 and  = 1.5. The soldiers move randomly about a square coverage area (D) of 64 square miles with a maximum and minimum velocity of 6 and 3 miles per hour, respectively. In addition to the above input parameters, it is assumed that the radio is deployed in a shadowing environment with a path loss exponent () ranging between 2 and 6, bandwidth (B) 50 MHz, transmission power (P t ) 100 dB, and noise signal strength (N 0 ) 1 dB. Figure 2 illustrates a family of curves that depict the distance-capacity relationship defined under two different environments i.e., at  = 2 and  = 4 respectively. These figures provide an insight on the effect of path loss exponent and shadowing deviation on the channel capacity. The channel demand is low when the network operates in a severe environment (say  = 4) when compared with the one that works in a free space environment ( = 2). That is, the channel demand (capacity demand) varies with the transmission range of the MN i.e., say at r j = 3 miles (0.375 normalised distance of unit distance), the capacity demand is approximately 120 bps ( = 2) and 12 bps ( = 4) with respect to the shadow model. It is observed that the variation of the link capacity is small for  = 2 (Ref. Figure 2(i) ) and further the link capacity falls sharply as the distance increases and is almost 0 bps (worst case) at larger distances (say beyond 0.6 normalised distance), especially when  = 4 (Ref. Figure 2 (ii)). In the worst case, the link capacity almost reduces by 100% meaning that the link exists, or in other words it means that the link is a degraded link but not a failed link though the capacity reduces. However, the capacity reduction with the distance could be due to recurrent reasons, owing to the impact of external factors like weather conditions or natural/manmade disasters (David et al., 2004) . However the link capacity can be improved by increasing either the bandwidth or the SNR or both. The proposed algorithm is applied on the above problem and the simulation results are obtained from an average of 10,000 simulation runs for MN that are uniformly and randomly distributed which move according to RWPM. It is observed that simulation beyond 10,000 runs has no significant impact on the MANET reliability. Our results include the estimation of 2-terminal, all-terminal and all-operational terminal reliabilities with respect to all scenario metrics with capacity demand ranging between 50 bps and 150 bps and varying path loss exponent. Here we start the discussion of our results obtained for 2TR m , AoTR m , and ATR m . From the simulation results it can be inferred that the reliability of 2TR m is always higher than the other two cases i.e., 2TR m > AoTR m > ATR m , owing to poor and stringent condition of connectivity for all-operational nodes (all nodes), which does not happen for two reasons i.e., non-existence of either link or node isolated though operational. It can be observed that the achieved MANET reliability values are almost the same for path loss exponent  = 2 and  = 4. Though the reliabilities are the same for both the cases, it may be noticed that the capacity demand is high when  = 2. That is, beyond 170 bps (when  = 2) and beyond 60 bps (when  = 4) the MANET reliability is almost zero. It can be inferred that with an increase in the path loss exponent the capacity demand of the links decreases. It is obvious that when the demand is low the reliability is high and does not exceed 
Effect of capacity demand on MANET reliability

Effect of scenario metrics on MANET reliability (2TR m , AoTR m , and ATR m )
In this section, we study the effect of the network coverage on the MANET reliability for a fixed network size. The results in Figure 5(i) show that the MANET reliability (2TR m ) decreases as the coverage area increases. When the coverage area is at least twice the nodes' transmission range i.e., D  2r j , the network is fully connected and hence achievable reliability will be a maximum. When the coverage area and the capacity demand are increasing the MANET reliability drastically decreases as the network is sparsely connected at larger coverage area. From the figure, it is also seen that there is a significant fall in the reliability beyond 100 sq. miles and also the MANET reliability increases with the shadowing deviation (see Figure 5 Indeed, if the node density and the coverage area are increased, the connectivity is high because there are more direct connections i.e., the networks do not exhibit small world property. But if the node density increases without any change in the coverage area, then the connectivity is through intermediate nodes because some short links could disappear while some longer links can emerge (Zhi et al., 2011) . Further, deploying large number of nodes in larger coverage area improves MANET reliability. Simulation was performed in which the network size was varied from 9 users up to 100 users in a confined area of 64 square miles while keeping all other parameters the same. It can be appreciated that MANET reliability positively correlates with the network size in the network as seen in Figure 6 (i). The most important result is that, to achieve high reliability at least 22 nodes should operate in the defined simulation area. The analysis also means that when the network size is small, the capacity demand is very high and hence transmission range of 3 miles may become insufficient to cover the average node separation. The MANET reliability is low for small size networks (the network is sparsely connected) and further MANET reliability increases with increasing node density (the network is densely connected) and however stabilises beyond a certain threshold network size (see Figure 6(i) ). From Figures 6(ii) and 6(iii), we can see that for different values of network size, there always exists an optimal network size where the MANET reliability is a maximum. An optimum network size of 22 nodes has been observed to achieve a reliability of 0.944 2 (2TR m ), 0.513 4 (AoTR m ) and 0.368 8 (ATR m ) for a demand of 120 bps. Similar to the one shown earlier in Figure 2 , we can see in Figure 6 (i) that as the visibility conditions between the nodes (transmission range) increases the link capacity decreases. The link capacity is quite low as the path loss exponent  increases. It has been observed that with the severity in the environment the capacity demand decreases significantly by 30% to 65% as the transmission range of the nodes increases. Hence, it can be concluded that the nodes with large transmission range will have small demands resulting in high reliability. Figures 6(ii) and 6(iii) depict the comparative performance of 2TR m , AoTR m and ATR m , which also show the effect of variable radio transmission range imposed on the MANET reliability. In addition, the higher transmission range implies better network performance i.e., from Figure 6 (ii), we can conclude that, as the transmission range increases the MANET reliability responds positively till the curves reach a plateau, and thereafter further increasing the transmission range value does not give any significant advantage. This implies that the MANET needs at least a transmission range of 5 miles to have a reliable performance covering an area of 64 square miles.
A larger transmission range of a wireless node means that more neighbours can communicate directly. But higher transmission range implies lower link capacity. To maintain the network connectivity, the transmission range should be reduced as much as possible so as to increase the overall link capacity or in another way is to keep the transmission range of all MN fixed and then increase the node density and the network coverage area. For example when r j is say 3 miles, the link capacity is approx. 120 bps and when r j = 6 miles, the link capacity reduces to approx. 50 bps. Our problem has been simulated by considering a variable demand ranging between 50 bps and 150 bps. The Figure 3 (i) provides a clear idea on the variation of MANET reliability with capacity demand. For illustration purpose let r j = 3 miles and this implies allowable link capacity C ij () is almost 120 bps i.e., the link is capable of carrying packets of size only within 120 bps. When the capacity demand C d is 50 bps, i.e., the C d  C ij (), the network is defined to be fully connected providing a reliability of 0.9602, likewise when C d is 150 bps, the C d >C ij () the network becomes sparsely connected resulting in poor reliability of 0.4144 at ξ = 0. It is quite interesting to observe that the shadowing deviation ξ also improves the MANET reliability, as seen in Figure 3(i) . In fact, as the transmission range increases, there is no change in MANET reliability for a fixed capacity demand. That is, the behaviour of the network is substantially the same with changing transmission range for a fixed capacity demand.
For example, as per the simulation, the achieved link capacity of each link (calculated based on the Euclidean distance between the nodes (10)) in general varied between 40 bps and 500 bps. Whatever may be the transmission range, the comparison between the chosen capacity demand and the estimated link capacity resulted in no change in the link existence and hence our study showed no significant change in MANET reliability. That is, when the chosen capacity demand (C d ) is 120 bps the estimated link capacity (C ij ) at different transmission range (1:8) is approximately 265, 170, 120, 88, 67, 52, 41 and 34 bps respectively. Comparing the demand with the estimated, we can observe that 265>120 and hence the achieved reliability is small (small transmission range), likewise 34<120 results in large reliability (higher transmission range -see Figure 7 ) in FS environment ( = 2) when  = 0. This means that an optimum choice of transmission range gives a better performance with good reliability. 
Conclusions
In this paper, we propose a MCS approach to evaluate the MANET reliability which employs GRG model to study the behaviour of MANET under different environments with nodes moving randomly according to RWPM. The nodes times-to-failure are Weibull distributed and whether a link exists or not depends on the relation between the capacity demand (C d ) and the link capacity (C ij ). Log-normal shadowing model has been used to determine the link capacity. It is found that the path loss exponent  and the shadowing deviation ξ have significant impact on MANET reliability. Our results also provided a close idea on the effect of the Euclidean distance between the MN and the path loss exponent on the capacity i.e., the link capacity reduces drastically with increasing  and ξ. When  = 4, the capacity is seen to approach zero with increasing distance; however the decay is slow still making the communication possible between the MN. The results show that using a longer wireless transmission range can increase the MANET reliability. The results also provide an important guidance in selecting the network parameters (transmission range, network size, network coverage area) along with other parameters (path loss exponent and shadowing deviation) for reliable network operation. Therefore, for the studied example, we can conclude that reliable communication is feasible for MANET designed with optimum of 22 MN located within a coverage area of 64 square miles with a transmission range of 5 miles operating under various environmental scenarios. 
Notations
