Abstract-The objective of a socially assistive robot is to create a close and effective interaction with a human user for the purpose of giving assistance. In particular, the social interaction, guidance, and support that a socially assistive robot can provide a person can be very beneficial to patient-centered care. However, there are a number of research issues that need to be addressed in order to design such robots. This paper focuses on developing effective emotion-based assistive behavior for a socially assistive robot intended for natural human-robot interaction (HRI) scenarios with explicit social and assistive task functionalities. In particular, in this paper, a unique emotional behavior module is presented and implemented in a learning-based control architecture for assistive HRI. The module is utilized to determine the appropriate emotions of the robot to display, as motivated by the well-being of the person, during assistive task-driven interactions in order to elicit suitable actions from users to accomplish a given person-centered assistive task. A novel online updating technique is used in order to allow the emotional model to adapt to new people and scenarios. Experiments presented show the effectiveness of utilizing robotic emotional assistive behavior during HRI scenarios.
experiencing a shortage in their work force, where demands to fill job openings are substantially higher than the available supply of qualified people [2] .
To meet these challenges, healthcare organizations can implement the use of advanced technologies in their care process. In particular, the development of assistive robots can help meet the current and future demands put forth by an aging population and healthcare staff shortages [3] . The use of assistive robots is one of the most important service applications of robotic systems. By providing robotic assistance to individuals, healthcare staff can optimize their time in directing their patient care efforts. In recent years, a lot of attention has been given to robots that provide assistance to people through physical contact known as assistive robots. However, a new novel breed of robots known as "socially assistive robots" is now emerging. These robots provide assistance through social and cognitive interaction with a person. Socially assistive robots engage in a unique form of human-robot interaction (HRI). The ability for interaction to occur implies there is a perceptual, cognitive, emotional, or social ground shared by the human and the robot [4] .
The objective of our research work is to develop socially assistive robots for utilization in hospital wards, nursing, and private homes, and to study their role in providing quality care and their impact on the overall well-being of people. The robots will be embodied entities that will participate in social interaction with a person during the convalescence, rehabilitation, or end-of-life care stage. To be successful in such assistive environments, these robots must be able to determine and react in real-time to a human's physiological and affective states in order to achieve successful HRI. Furthermore, the robots must be able to physically complete their assistive tasks with the aid of their own appropriate display of emotions.
In this paper, we present a unique emotional behavior module for task-driven socially assistive robots. The module known as the emotional state module is integrated into a novel learning-based HRI control architecture for our socially assistive robot Brian, Fig. 1 . The module is utilized to determine the appropriate emotions of the robot during assistive taskdriven interactions. Namely, the module provides the robot with emotional states that are consistent with its contextual assistive interaction. A novel online updating technique is used in order to allow the emotional model to adapt to new people and scenarios. Our goal is not to model the overall psychology of human emotions for a robot, but rather to focus primarily on the use of emotions in communication in order to create a behavioral mechanism that will allow a robot to account for and respond to varying human affective states through its own emotional assistive behavior. In particular, both the human's affective state and the assistive task that the robot must satisfy are utilized to determine the robot's suitable emotions during social interaction. The use of emotions for the function of human communication and social interaction has been proposed by Rolls [5] , Levenson [6] , and Keltner and Kring [7] .
II. RELATED WORK

A. Socially Assistive Robots
In recent years, a handful of attempts have been made to develop socially assistive robots for human care in hospitals, medical, and rehabilitation centers and as assistants for physical therapy. For example, Paro, the interactive robot modeled after a baby seal, responds to touch, sound, sight, and temperature changes [8] . Studies directly involving Paro have shown that introducing the seal-like robot to the elderly has the potential of improving their moods, reducing their dependency on the nursing staff, and decreasing burnout scores for the nursing staff. Similarly, Kinesics and Synchronization in Personal Assistant Robotics (Kaspar) is a child sized humanoid robot designed to encourage basic social interaction skills in children with Autism using turn-taking and imitation games [9] . Pearl is a socially assistive robot that was designed to be used to remind elderly people about their daily activities as well as guide them to appointments [10] . Pearl has a cartoon-like face with moving eyes and eyebrows that allow her to express emotions and a touch screen monitor for communication.
The child-like robot Bandit II has been used to engage people with dementia in a music game using a prerecorded human voice and human-like body movements [11] .
The aforementioned robots have been effective in demonstrating the potential of using socially assistive robots as robotic aids. Typically, the majority of these robots do not engage in emotion-based bi-directional assistive interactions. Namely, these robots are designed to give social aid or support without taking into account the affective states (which encompass emotions, moods, and attitudes of a person [12] ) of the human with whom they are interacting. A main social intelligence feature for socially assistive robots to accomplish effective task-oriented HRI is that the robots need to be able to determine and react appropriately to human affective intent.
Picard [13] noted that in order for computers to interact naturally and intelligently with humans, they should have the ability to recognize and express affect. This premise can also be extended to social robots. In particular, for naturalistic assistive social HRI to take place the investigation into the development of novel approaches for intelligent robots capable of identifying and reacting to human affective states is also needed. Our research focuses on the development and integration of socially assistive robots with human-like demeanors, and high level affect recognition and identification, and decision making abilities, capable of natural and believable social interactions via verbal and nonverbal communication [14] - [17] . In order to achieve this type of HRI, modeling of the relationship that connects human and robot intelligence is required. Robots designed for HRI can potentially have a high degree of autonomy and cognitive and emotional capabilities. Recent studies into HRI scenarios have reported that the need for robot social intelligence is extremely important in a healthcare/eldercare environment [18] . Already in today's world we are witnessing people embracing and interacting with virtual agents and robots with life-like appearances on a social level. Emotions have been shown to form a critical part of social intelligence allowing complex systems such as robots to form relationships with their environments [19] . Within this context, we envision that a robot's behavior through the display of emotions will play a crucial role in developing socially intelligent robots capable of effective multimodal communication in human-centered assistive interactions.
B. Robot Emotions and Human Affect
With regards to assistive robotics applications, a drawback of the majority of the current control architectures presented in the literature is that they generate control commands based on the evaluation of the well-being of the robot/agent (see [20] - [23] ). Namely, the main focus within these architectures has been on how to get a robot to express emotions based on its own well-being and/or elicit certain emotions from humans to maintain its well-being. As a result, the emotion modules of the control architectures focus primarily on the state of the robot/agent, with emotions affecting these states. Recently, researchers (including our own research team) have looked toward the inclusion of human affect, (i.e., [16] , [17] , [24] - [27] ). The majority of these works have incorporated human affect to influence a robot's behavior in order for the robot to either engage a person in an important person-centered activity or work closely with a person in a human-robot collaborative activity. For example, preliminary work in [24] has shown that responding to human stress detected in speech with a robot's own affect-induced speech during stressful team-based tasks can significantly improve team performance. In [25] , affective cues of children with autism spectrum disorders, as determined by physiological indices, have been utilized to change the movement behavior of a robotic manipulator carrying a basketball hoop during hoop shooting exercises with the children. The aim was to investigate whether the robot could learn to choose the most-liked behavior of each child interacting with it. Similar work was presented in [27] , where a mobile robotic platform was shown to adapt its navigational behavior based on an operator's anxiety level as measured by physiological indices in order to be able to control task performance in the future.
C. Emotional Behavior Architectures
A number of emotional behavior architectures have been proposed in the literature to model emotions (i.e., [28] - [35] ). In this paper, we focus on the use of computational models, as a means of providing mathematical models for determining the emotions of a robot during assistive interactions. In particular, we focus on the use of Markov models. Markov modeling theories have worked particularly well as human emotion models, namely due to their ability to model dynamic state changes and uncertainties that occur, by their ability to tune the state transition probabilities in the models [30] , [32] , [34] , [35] . Such systems contain what is known as the Markov property: namely, given the present state, future states are independent of states visited prior to this present state [36] . A Markov chain can be described using a finite state machine, which consists of a finite number of states and transitions between these states known as steps. Given a set of distributed input signals, s, if the Markov chain is in state s i at time k, then the probability that it will move to state s i+1 at time k + 1 depends only on the current state [36] . The main advantage of using a Markov chain is that it does not require much computation at each time step. If the probability distribution is known at time k, the distribution at the next time step (k + 1) can be calculated. The calculation can be done by multiplying a given probability distribution with a transition matrix [37] .
A disadvantage of the algorithms presented in [30] , [32] , [34] , and [35] is that they do not incorporate online updating of the Markov probabilities. In general, the model parameters of most Markov models are estimated using data with conditions that match as closely as possible to the expected experimental conditions. The performance of the Markov chain begins to degrade over time when a mismatch between the model parameters and the experimental conditions exist. This can happen during HRI when humans that the Markov chain was not trained for enter the scenario and start interacting with the robot. To combat this mismatch the Markov chain parameters must be adapted online to match new scenarios.
Although a number of techniques have been presented in the literature for the general updating of Markov chain transition probabilities, most of these methods which include the power method [38] , aggregation techniques [39] , and the Sherman-Morrison rank-one updating method [40] , prove to be too computationally inefficient to be used as online updating techniques for real-time assistive HRI. In particular, they require performing as many as O(n 3 ) floating point operations, which can be the equivalent of recalculating the probability matrix from scratch [41] . Furthermore, these methods are particularly ineffective when updates represent many small changes in the transition probability matrices which are applied individually, as is the case for our emotional model.
Little effort has been made in the literature to develop updating techniques for emotional models using Markov chains. The only example to the authors' knowledge is discussed in [33] , where a Markov emotional model is presented that uses a fuzzy interference system to update its transition probabilities. The emotional model is designed to define emotions based on a robot's well-being utilizing the aforementioned factors for a group of robotic agents to interact with each other to get a specific task done, and is not intended for HRI scenarios. A disadvantage of fuzzy systems is that they cannot adapt to changing systems, which may occur, for example, when an assistive robot encounters humans it has not encountered before.
In this paper, we propose the development of a robot emotional state module for socially assistive robots that utilizes a Markov model approach. Direct online updating of the probability matrices of the Markov chain will ensure that the robot's emotional model matches the HRI scenarios the robot is in. This will also allow the model to adapt to new humans entering the HRI scenario. The module is integrated within the control architecture of our socially assistive robot Brian.
III. OVERVIEW OF THE SOCIALLY ASSISTIVE ROBOT BRIAN
A. Brian the Robot
The human-like socially assistive robot Brian [15] - [17] is being developed to incorporate five design parameters: 1) embodiment; 2) emotions; 3) verbal and nonverbal communication; 4) social learning; and 5) perception, i.e., Fig. 1 . The robot has similar functionalities to a human from the waist up and is able to communicate via: 1) a unique human-like face with artificial skin capable of displaying facial expressions; 2) a 3 degrees-of-freedom (DOF) neck capable of expressing head gestures; and 3) an upper torso consisting of a 2 DOF waist and two 4 DOF arms designed to mimic human-like body language. The robot is also able to communicate verbally using commercial interactive conversation software. This paper addresses the challenge behind the design of the robot's emotional intelligence to allow it to display emotional behavior during assistive interactions. The robot must be able to effectively determine its appropriate emotion-based behavior using a combination of information pertaining to the assistive tasks it must complete and the affective states of the person with whom it is interacting.
B. Control Architecture Encompassing Robot Emotions
The robot control architecture, for which we are designing the emotional behavior model, consists of modules that we have defined to be best suited for assistive robotic applications and will view robot emotions as parameters used in the decision making process, Fig. 1(b) . For implementation on socially assistive robots used in HRI scenarios, it would be advantageous for the control architecture to view control commands based on the evaluation of the well-being of the human. Herein, we define the well-being of a human to include both the affective states of a human during interaction as well as the assistive tasks the robot needs to provide for the person (i.e., important treatments and exercise routines versus less serious interactions). This provides a fundamental difference in the way the robot's controller operates from the emotion-based controllers for egocentric robots and allows for the promotion of emotion-based bi-directional social interactions between a robot and a human. The emotional behavior model presented in this paper is designed to react to the affective states of the human interacting with the robot and the drives the robot is trying to satisfy. This will allow the robot to determine the appropriate emotions it should display in order to elicit suitable actions from humans so that the robot can accomplish a given person-centered assistive task. Therefore, we are focusing on engaging individuals in person-centered activities that could be beneficial to their health by using emotional robotic behavior that is motivated by and gives precedence to the well-being of the person.
The inputs to the control system include the affective state of the person interacting with the robot (via the human affective state classifier module) and the robot's internal/external sensory information. A potential technique we have developed to determine human affective states is presented in [17] and will be briefly discussed in Section V-B2 within the context of implementing the robot emotional state module. The robot's assistive tasks are stored in the long term memory module. Once the robot identifies the person whom it is interacting with, assistive tasks specific to that person will be sent to the drives module, where they will be defined as drives for the robot to satisfy. Examples of drives that the robot will attempt to complete during interaction may include monitoring, and providing reminders and companionship to individuals. The drives module will also consist of drives directly related to the robot's functioning (i.e., battery power and operation of motors) as updated from the robot's sensors. These two types of drives will then be utilized to assist in determining the robot's emotional state via the robot emotional state module, and the output behavior via the reactive or deliberative module. The emotional state of the robot is stored in the short term memory. The concept of deliberative and reactive modules was first introduced in [42] and has been adapted herein for socially assistive robots. In particular, the deliberative module determines the explicit task-driven behavior of the robot, based on its emotional state, that will best allow it to accomplish its given assistive tasks, whereas, the reactive module is utilized to determine the behavior of the robot mainly for interaction situations that require an immediate response from the robot. The priority module decides the final behavior of the robot based on the precedence of information regarding robot functioning, and human health and safety during interaction. Namely, the module gives higher priority to behaviors such as warning a user that they have entered the workspace of the robot, or that the robot's battery level is low and it needs to recharge, over the assistive interaction behaviors determined by the deliberative module.
There are two main reasons why the current emotional state of the robot should be known during the decision making process: (i) the task to be completed does not match the current emotion of the robot, i.e., the robot needs to provide companionship to a person, the robot should not do so in a distress or angry manner, and (ii) the emotional state of the robot fails to complete the required task, for example if the robot needs to monitor a person, and if the person refuses to answer the robot's inquires, the robot must change its emotion accordingly in order to complete its assistive task.
An assistive robot's behavior should reflect the task it needs to complete and its emotional state should still result in the robot completing the task, unless the robot is physically incapable (e.g., it does not have enough battery power). Hence, the objective herein is to have the robot use the display of emotions within its assistive behavior to accomplish its personcentered assistive tasks. The next section presents the design of the proposed robot emotional state module.
IV. ROBOT EMOTIONAL STATE MODULE
The proposed Markov model based robot emotional state module will try to determine the emotions of the robot, in order for it to effectively complete its given assistive tasks in varying HRI scenarios. It is important to note that the robotic emotions defined herein are not based on the notion of robotic feelings but rather in terms of assistive tasks that the robot needs to achieve and how the robot aims to effectively achieve these tasks given particular human affective states. When updating the Markov chain transition probabilities in our emotional model, computational complexity is a major concern due to the requirement that the updating technique must operate in real-time during HRI. In order to achieve this, our online updating approach consists of an effective, simple, and direct algorithm that updates only the elements of interest in the transition probability matrices without having to update all the states. The overall technique allows the robot's emotions to adapt to the well-being of the users, hence improving the quality of interactions.
Herein, a state space representation approach is utilized to define the robot's emotional state, x R (k). The state space representation allows for easy implementation and analysis of the robot's emotional state module:
where A, When using a Markov chain approach, the robot's emotional state, x R (k) satisfies the following Markov property: 
The robot emotional state-human affective state probabilities are defined as:
is a row vector of r possible human affective states and x Hn is a single human affective state in x H . The robot emotional state-drive probabilities are defined as:
where 
As the robot is trying to adapt its emotional behavior to the person's affect and its own drives, the model considers the current emotional state of the robot in order to determine its next emotional state. Namely, similar to the modeling of human discrete emotions [30] , the robot's next emotional state is only dependent on the present state and does not depend on the past trajectory leading up to the present state. An overview of the proposed Markov chain based emotional state module is shown in Fig. 2 . Once the robot's emotional state has been identified, it is utilized to assist in determining the robot's appropriate assistive behavior.
Since human actions can be unpredictable when interacting with a robot, a nondeterministic HRI scenario must be envisioned. In order to minimize the mismatch between the model parameters and experimental conditions, the parameters of the Markov chain must be updated during the interaction. In this paper, online updating of the Markov chain transition probability matrices is achieved by using a unique combination of a positive influence factor and an emotional state reliability function. 
A. Positive Influence Factor
Online updating of the Markov transition probability matrices is accomplished through the use of a positive influence factor, ε i (k). In particular, ε i (k) is applied, at each time step, directly to the transition probability matrices, A, B 1 , and B 2 from which the probabilities are determined. The positive influence factor has been modeled herein using a magnitude discounting function [43] .
There are two cases when the positive influence factor is applied to the transition matrices: 1) when the robot successfully satisfies one of the assistive drives and 2) when the assistive drives are not satisfied. For example, if the current robot emotional state is e i at time k and the robot stays in the same emotional state at time k + 1 during which it satisfies one of the drives d p while the human is in an affective state defined by x Hn , a positive influence factor would be applied to all corresponding elements of the transition probability matrices. On the other hand, if the drive is not satisfied, a positive influence factor is applied to the remaining elements of the transition probability matrices for a given x Ri , d p , and x Hn . Hence, the positive influence factor can be treated as a type of "reward" for drive satisfaction or for when a drive is not satisfied. The drive satisfaction information is provided by the drive input d(k + 1). Namely, if d(k + 1) = d(k), then the drive at time k has been satisfied The influence factor, herein, is defined for the two aforementioned cases:
Case 1: When the drive is satisfied:
where i (k) represents transition summations. Namely, 1 (k) is the total number of times the robot transitioned from its specified current emotional state to any one of its emotional states, 2 (k) is the total number of times the human is in a particular affective state and the drive is satisfied using a specific robot emotion, and 3 (k) is the total number of times that a drive is satisfied using a specific robot emotion. Case 2: When the drive is not satisfied:
where m is the total number of possible robot emotional states.
B. Emotional State Reliability
Each emotional state has a reliability associated with it. In particular, the reliability measures the probability that the robot's emotional state will satisfy the drive at hand without failing. The transition probabilities described in the transition probability matrices A and [B 1 B 2 ] are determined based on the fact that the transition from state i to state j results in the robot satisfying its drive. However, situations may arise where a transition results in the robot not being able to satisfy its drive, i.e., failing due to the highly nondeterministic scenario. In such nonideal situations, we utilize the emotional state reliability to assist in determining more appropriate transition probabilities. The reliability of emotional state i denoted as r i (k) represents the probability that the emotional state will satisfy the required drive d p at time k. The equation governing r i (k) is:
whereâ ij represents the robot state transition counts from state i to state j and i (k) is the number of times the robot's emotional state has failed to satisfy the drive. The system reliability is applied to the transition probability a ij in order to determine the reliability transition probability a r ij : a r ij = a ij r i (k + 1).
a r ij is utilized at time k + 1 as the appropriate transition probability. The emotional state reliability is effective in situations when, for example, one particular robot emotional state is dominant. Namely, the probability of the robot being in the dominant emotional state is significantly higher than any other emotional state, however, the robot is unable to satisfy its drive utilizing the dominant emotional state. In this scenario, if the robot's dominant emotional state is ineffective in satisfying the drive at time k, then its probability of reoccurring at time k +1 within the same context (i.e., the same drive needs to be satisfied) is reduced via the use of the emotional state reliability. Hence, providing opportunity for the other emotional states to be chosen. In general, the emotional state reliability presented herein is a measure of the effectiveness of each emotional state to satisfy the robot's drives, and has been adapted from system reliability functions designed for modeling imperfect multimodule software systems (i.e., [44] ).
V. EXPERIMENTS
The proposed emotional state module was integrated into the control architecture of our socially assistive robot, Brian, and laboratory experiments were conducted consisting of the robot and a human interacting in a one-on-one conversation scenario in order to create the person's activity schedule, Fig. 3 .
A. Participants
35 participants ranging in age from 17 to 68 (μ = 47, σ = 16) participated in the experiments with Brian. The participants were volunteers from the academic community and had no prior experience interacting with social robots. Written informed consent was obtained from the participants prior to commencement of the experiments.
B. Design
The overall objective of the experiments was to evaluate the performance of the robot emotional state module during interactions with the participants. An interaction with the robot was defined as a single experiment with one participant. The interaction scenario consisted of the robot and participant creating the participant's activity schedule for the day utilizing four different robot drives (a different drive for each activity). For each drive, the robot first explained what the activity was and then inquired if the person would be willing to participant in the activity as part of his/her activity schedule. Each participant responded to the robot regarding his/her compliance in partaking in the activity. If the response was positive, the drive was satisfied, at which time the robot would move to the next drive. If the response was negative, then the robot continued to try to satisfy the drive. Brian attempted to successfully satisfy its drives using a combination of verbal and nonverbal communication means. The objective of the interactions was to observe the robot's ability to entice or persuade a person to engage in an activity that will be beneficial to him/her, which is a first step in providing assistance.
We chose activity scheduling as it is an effective fundamental behavioral treatment that addresses social isolation and depression, as well as other health concerns (such as physical inactivity) in older adults [45] , [46] . There is a strong association between discussing and planning activities and self-reported activity engagement, highlighting the importance of working with individuals to generate their own activity plans [46] .
During the experiments, we investigated the following: 1) the robot's ability to alter its emotional state based on the wellbeing of a participant in order to satisfy a drive, 2) the robot's emotional state when it had satisfied a drive, and 3) the number of emotional requests the robot had to make in order for each participant to comply with partaking in a specific activity by including it on his/her activity schedule.
The results obtained from these experiments allow us to observe and analyze the ability of the emotional state module to determine the robot's emotions based on the affective states of the person interacting with the robot.
The experiments conducted herein are sufficient in testing the performance of the emotional state module in determining robot emotions that can adapt to a person's affective state and the task at hand. At the end of each experiment, the participants were asked to complete a survey reflecting their experiences with the robot. In particular, the survey consisted of four main open-ended questions: 1) if the participants enjoyed interacting with the robot; 2) if the participants thought that the robot's intent was conveyed appropriately through its emotions; 3) if the robot's emotions influenced the participants' decisions during the interaction; and 4) if the robot's emotions were effectively chosen during the interactions.
In addition to the robot emotional state module, the other modules within the control architecture that were utilized in the experiments were the robot's decision making modules as well as the modules responsible for displaying the robot's behavior. These other modules which include the human affective state classifier, the drives module, and the deliberative module will also be briefly discussed as they pertain to the experiments. However, it is important to note that the robot emotional state module is not dependent on any specific method used in these additional modules, it is only dependent on its required inputs as described in Section IV that are provided in these experiments by the methods outlined below. All algorithms were implemented using a C++ development environment.
1) Robot Emotional State Module:
The robot emotional states utilized in the experiments were defined to be {e} = {happy, neutral, sad, angry}. A database of four potential robot behavior actions for each emotional state was also created and will be discussed below in Section V-B4. We have chosen these emotions as they encompass basic emotions that are universal among humans and hence, can also be distinctly recognized by humans [47] - [49] . Furthermore, happy, angry, and sad exhibit very different characteristics and expressiveness including specifiable social goals [50] , making them relevant to assistive scenarios.
Prior to the experiments, an initial learning stage using 15 different participants in the same age group was utilized to determine initial values for the parameters of matrices A, B 1 , and B 2 . This learning stage is exactly the same as the implementation stage in the experiments, the only difference is that different participants were utilized so that there is no expert knowledge of the experimental participants in the model. The following constraints were imposed on the model to ensure an effective and appropriate HRI scenario between a human and the robot: (i) the robot's emotional state should not change drastically from one extreme emotion to another extreme emotion from time k to time k + 1 (e.g. from happy state to an angry state), unless the user's accessibility level has also drastically changed, and (ii) the robot should not be in an angry state when it is requesting to offer companionship. During the implementation stage of the experiments, on-line updating was achieved using both the positive influence factor and the emotional state reliability function.
2) Human Affective State Classifier: Herein, to provide the human affect input into our robot emotional state module, we utilized a 3-D model-based body pose recognition and affective state categorization technique that we have previously developed capable of interpreting the affective state of humans using 3-D body pose information. A summary of the human affect recognition method is provided below. However, for the purposes of these experiments, we are only interested in the output of the classifier, the details of the method are outside of the scope of this paper and the readers are referred to [17] for more information on the method itself.
In this paper, the human affective state is used to directly refer to the affective attitudes of a person interacting with the robot. Namely, the human affective state classification is based on determining how accessible a person is (i.e., his/her openness and rapport) to the robot during a one-on-one interaction scenario. We evaluate the affective state of a human utilizing the nonverbal interaction and states analysis (NISA) of the Davis nonverbal states scale (DNSS) [17] , [51] . The DNSS has been designed to be used in applications where a person's affective states and rapport are to be observed during one-onone interactions [51] . NISA has been tested within the context of our work and successfully adapted to code the body poses displayed by a human during social HRI into the four accessibility levels defined by the scale. The human's accessibility level is used in these experiments to determine the human's affective state, x Hn , for the robot emotional state module. The four levels of accessibility range from level I (least accessible) to level IV (most accessible). These accessibility levels are categorized according to body trunk lean and orientation and arm symmetry, location, and orientation. Each body part has a specific range of motion that allows the robot to determine the accessibility level of the human whom the robot is interacting with. For example, when the trunk orientation of the person is directly facing the robot, the person is considered to be in accessibility level IV. However, if the person is oriented more than 15 • away from the robot, the person is in accessibility level I. A 3-D sensory system consisting of a 3-D time-of-flight camera and a thermal camera is utilized for identifying and tracking 3-D human body parts during HRI interactions from the mobile robotic platform.
3) Drives: The drives for the experiments were chosen to mimic a real-world assistive environment. As previously mentioned, we focused on the ability to have the robot and participant create the participant's activity schedule for the day. The robot's drives were chosen so that the robot would encourage a person to include on his/her schedule the activities that may be helpful in maintaining a person's physical, cognitive, and social health, and include the following: 1) Drive 1: Requesting participants to partake in a walking exercise. 2) Drive 2: Asking participants to play a card game. 3) Drive 3: Reminding participants to go to a scheduled doctor's appointment. 4) Drive 4: Inviting participants to a one-on-one companion-based conversation.
4) Deliberative Module:
In interactive situations, it is difficult to model and predict, a priori, the potential events that will occur between humans and robots. Hence, in such situations it is important that the robot be able to learn from its own experiences during interaction. Within the control architecture, the deliberative module determines the behavioral actions for the robot. Namely, after the emotional state module determines the robot's emotional state, the deliberative module determines the robot's behavioral actions while in this emotional state with respect to the drive that needs to be satisfied. A database of four potential robot behavior actions, containing verbal (speech) and nonverbal (intonation, facial expressions, and gestures) content, for each emotional state and drive pair was created. Herein the speech content for the four potential actions of each drive is the same regardless of the robot's emotional state, however, the nonverbal content is primarily based on the robot's emotional state. With respect to vocal intonation, we used speech rate and pitch variation in order to synthesize the different emotions. Namely, when the robot was in an angry emotional state, its voice was stern compared to a neutral emotional state; in a happy emotional state, the robot's voice was more energetic than the neutral state; and when it was in a sad emotional state, the voice was soft and words were spoken at a slower rate. The facial expressions displayed by the robot for happy (smiling), sad (inner corner of eyebrows raised and mouth frowning), and angry (inner corner of eyebrows lowered) are based on the facial movements described in detail in [15] . The emotional display was presented throughout the speech component of each of the actions for the four drives. Namely, for our experiments, on average, emotional display was presented for 6 s. As the primary focus of this paper is not on correctly identifying Brian's emotions, but rather on the development and implementation of the robot's emotional model to select an appropriate emotion to achieve task completion; prior to interaction with the robot, Brian first introduced itself and its functionality to the participants, which included the display of all its possible emotions.
The speech component of the actions is presented below, to better illustrate the scenarios. 1) Drive 1: To request participants to partake in a walking exercise. a) Action 1(a 1 ): The weather is nice outside. Why don't we take a walk outside today? b) Action 2(a 2 ): Shall we go for a walk outside today? c) Action 3(a 3 ): I do not like walking by myself, will you join me for a walk today? d) Action 4(a 4 ): Walking is crucial to your overall health, so let's go for a walk today. okay if I join you in a nice conversation? It should be noted that the deliberative module is not dependent on any particular learning algorithm but only on the notion that the robot has the ability to learn. In these experiments the deliberative module consisted of a reinforcement learning technique known as Q-learning to determine the robot's actions in the defined experimental scenario.
In Q-learning, a mapping is learned from a state-action pair to a value Q [52] . The mapping represents the reward of performing an action in a state (defined herein as a combination of the robot's emotional state and the drive to be satisfied). A controller then measures the state, chooses the action with the highest Q value, and executes the action. A drive is determined to be satisfied within the context of these experiments if a participant agrees to include the task on the activity schedule (by stating yes), at which time the robot will move to the next drive. If the robot is not able to satisfy a drive (participant states no) in ten consecutive attempts, then it will try to fulfill its remaining drives before coming back to the unsatisfied drive. A drive iteration counter is used herein to keep track of the number of attempts. In the case, when a drive is not satisfied after ten attempts, this counter is used by the emotional state module to ensure that case 2 of the positive influence factor is applied. If the unsatisfied drive is the last remaining drive and after ten requests by the robot, it is still not satisfied, then the robot stops its attempts and the drive is determined to be unsatisfied. Rewards are based on the robot's ability to satisfy a drive using a particular behavioral action. The Q-learning algorithm was initially trained using the set of 15 different participants mentioned above. Fig. 4 shows examples of the robot's behavior during a oneon-one assistive interaction scenario for which the robot was trying to satisfy these drives. The reader is referred to [16] for a detailed discussion regarding the Q-learning method used in the deliberative module.
VI. RESULTS
The experiments presented herein demonstrate the ability of the emotional state module with online updating capabilities to determine the emotions of the robot in order to satisfy all four drives during interactions with the participants. In general, the robot was able to satisfy the drives using its different emotional states as shown in Fig. 5 . The robot's ability to change its emotional state if its current emotional state was not effective in allowing it to satisfy its drive is presented in Fig. 6 . Namely, Fig. 6(a)-(j) shows the detailed interactions between 10 of the 35 participants and the robot. These interactions provide a good representation of the overall results obtained across all experimental trials and cover the full range of iterations for the participants. An iteration is defined to be a single attempt by the robot to satisfy its drive during an interaction. It is important to note that the robot's behavior, as defined by both the emotional state and action, was different in each of the multiple attempts as it adapted its behavior to the specific scenario at hand. The results illustrate the robot's ability to alter its emotional state based on the well-being of the human in order to try to satisfy its drives. For example, in Fig. 6(a) , when the drive to motivate a person to "take a walk" (drive 1) was being implemented, the robot was initially in the emotional state of happy. As the human's accessibility level lowered, the robot's emotional state changed, at which time it succeeded in satisfying the drive in the angry emotional state. On average, for the 35 participants, it took the robot approximately 2 iterations to satisfy its required individual drives during HRI.
When assessing the accessibility levels of a person during interaction with the robot, it can be deduced that, in general, when the person was in the higher accessibility levels of III and IV the robot was in the emotional states of happy and neutral. However, if the person was in a lower accessibility level, the robot was more likely to be in the sad emotional state. Overall, the robot was able to associate different emotional states with specific human accessibility levels. Namely, the experimental results show the robot's ability to adapt to a human's accessibility level with positive responses from the human (i.e., the robot's drive was satisfied). In the majority of instances the drives could be satisfied using a happy, neutral, or sad emotional state. However, it is interesting to note that the robot was also able to satisfy drives 1 and 2 when it was in an angry state, Figs. 5 and 6(a) and (i). The use of this emotion was attributed to the two participants being in the least accessible state (i.e., accessibility level I). In fact, there were only two instances where an angry emotional state was used to satisfy a drive and for both instances the participants were in accessibility level I.
In our future work, it will be interesting to further investigate the relationship, if any exists, between the robot's angry state (or other emotions) and a user being in the least accessible state in order for the robot to gain compliance. The use of the different emotional states of the robot demonstrates the potential need for a variety of different robot emotional states during assistive HRI scenarios. It should be noted that when the robot was attempting to satisfy the drive to partake in a companionbased conversation (drive 4), the accessibility levels during this form of interaction were mainly in levels III or IV. Namely, the interaction occurred with 89% of the participants always in accessibility levels III or IV. This is important to note, since this is the only drive that will allow for scenarios where the robot and human have the potential to interact more freely without the human having to readily accomplish a specific task set out by the robot.
The survey results were categorized into: 1) positive; 2) negative; and 3) both positive and negative responses, and the narrative data within each category was analyzed to determine the rationale for the participants' responses. This qualitative information can be used for future optimization of the emotional model. The percentages presented, herein, are a summary based on this categorization. The 86% of participants that had higher accessibility levels during the companion-based interaction also stated that overall they felt comfortable with the robot and enjoyed interacting with it. These results can represent the acceptance of the robot by the participants via them wanting to engage in a more personal one-on-one interaction with the robot. With respect to the robot's performance, the survey results showed that 91% of the participants felt that the robot's intent was conveyed appropriately through the display of the robot's emotions and that these emotions influenced their decisions during interaction. Furthermore, 80% believed that the robot's emotions were effectively chosen during the interactions. During the interactions, there were some instances where the robot's emotional state changed directly from a happy to a sad state or vice versa while trying to satisfy a single drive when there was no change or a slight change (i.e., from level IV to III) in the accessibility level of the person. Examples of these scenarios are shown in Fig. 6(c) and (e). These changes are mainly due to the fact that for these experiments we only utilized four emotional states. Hence, including more emotional states as well as intermediate states will minimize abrupt changes and promote smoother transitions. Drive versus iteration for our proposed updating Markov chain approach. 
VII. PERFORMANCE COMPARISON STUDY
A performance comparison study was also conducted between the proposed emotional state module consisting of an online updating Markov chain approach versus a Markov chain emotional state module that does not update the Markov transition probability matrices. We used a within-subjects design, where the same 35 participants were utilized to obtain the results for the nonupdating Markov chain approach using the same interaction procedure outlined above. These experiments were performed one month later to minimize carryover effects. A comparison of the results for the two methods is discussed here. Namely, we tested the following hypothesis: the Brian robot using the online updating Markov chain emotional module will be able to obtain compliance from the participants (satisfy all its drives) in fewer iterations than when the robot uses the nonupdating Markov chain approach.
A. Results
Figs. 7 and 8 provide the average number of iterations that it took the robot to satisfy its required individual drives (rounded to the nearest iteration) when utilizing either the online updating Markov chain approach or the nonupdating approach during the interactions. Fig. 9(a)-(j) shows the detailed interactions between the same sample of ten participants and the robot for the nonupdating approach. Comparing the results for the two approaches, it was determined that the average number of iterations to satisfy all four drives for each participant was eight iterations for the updating Markov chain approach, Fig. 7 , versus 15 iterations for the nonupdating approach, Fig. 8 . In fact, it took up to 21 iterations to satisfy all four drives with one participant using the nonupdating Markov chain approach, whereas the longest number of iterations with a single participant for the updating approach was 11 iterations. When assessing the robot's emotional state during the different accessibility levels it can be seen that with the nonupdating Markov chain approach the emotional state did not readily vary with the change in accessibility level, hence, leading to the increased total number of iterations. For example, in Fig. 9(h) , as the participant's accessibility level varied from IV to I during the six iterations for both drives 1 and 2, the robot's emotional state remained happy. During this interaction, the robot became repetitive, implementing actions a 1 and a 6 three times and action a 5 two times using the exact same happy emotion. During two instances, the robot's exact behavior was repeated consecutively, i.e., during iterations 1 and 2, and 9 and 10. Similar occurrences are evident in Fig. 9(b) and (e)-(j).
For our proposed updating Markov chain approach, the mean iteration per drive was 1.94 with a standard deviation of 0.82, whereas for the nonupdating Markov chain technique the mean iteration per drive was 3.47 with a standard deviation of 1.22. Anderson-Darling normality tests were conducted on the two sets of data. Since the datasets did not follow a normal distribution, to validate our hypothesis, Wilcoxon signed-rank nonparametric tests were performed on the number of iterations for the drives. A statistical significance was determined between the total number of iterations required for the robot to satisfy its drives using the updating Markov chain technique and the nonupdating Markov chain technique, z = 8. These results validate our hypothesis and support the premise that the robot is able to more effectively obtain compliance from a participant based on its ability to adapt its emotions to a participant's accessibility levels during the interaction.
Question 4 of the aforementioned survey was also asked of the participants after this second set of experiments. Forty percent of participants stated that they thought the robot's emotions were chosen effectively during the interactions using the nonupdating Markov chain approach compared to the 80% for the updating Markov chain approach. The majority of the participants (89%) when asked this question after the experiments with the nonupdating Markov chain approach stated that they considered the robot's repetitive behavior to be a major drawback. With respect to the updating Markov chain approach, the robot's behavior, as defined by both its emotional state and implemented action, was not repeated during any of the individual interactions.
VIII. DISCUSSION
As previously mentioned, the objective of the interactions presented herein is to investigate the ability of the emotional state module to determine appropriate robot emotions based on human well-being. Namely, we conducted a system performance study with participants to verify the ability of the module to determine the robot's emotions based on the affective states of a person. These experiments provide us with valuable feedback on the design of the module by testing its functionality with a larger cohort in order for us to optimize our design prior to conducting pilot studies outside of our laboratory environment. The experiments show the potential of integrating the proposed online updating Markov chain module into a socially assistive robot for the purpose of obtaining compliance from individuals to engage in activities that could be beneficial to their health by using robotic behavior that focuses on the well-being of the person. The move to a fully encompassing target user group is now needed to test the overall robot in its intended assistive applications.
Our future work includes extending our experiments to residents in a large-scale healthcare facility that we are currently collaborating with. The ability to influence others via emotions is an active research area in the field of emotional intelligence in psychology. In general, individuals modify their emotional displays in order to influence the behaviors, attitudes, and emotions of other people [53] . Recent studies with computer agents have found people's decision to cooperate was influenced by an agent's emotional display [54] . Furthermore, studies discussed in [55] where an expressively cooperative agent was compared to a nonemotional control agent found that participants tend to cooperate more with the emotional expressive agent than the nonemotional agent.
Out of the 35 participants that took part in our experiments, 20 of them were directly within the baby boomer age group. Results for just this specific group of individuals were similar to those for the rest of the group. Namely, there were no significant differences between the number of iterations taken to obtain compliance from the participants for the four drives for the baby boomer group and the nonbaby boomer group. Furthermore, our hypothesis that when using the online updating Markov chain emotional module the robot Brian will be able to obtain compliance from the participants (satisfy all its drives) in fewer iterations than when the robot uses a nonupdating Markov chain approach was also supported for this baby boomer group.
The natural next step of our research will be to observe the performance of the robot during the task completion stage as well. We postulate that the robot's emotional state module will be crucial within these scenarios in order to engage an individual to partake in the necessary activities. This would of course require further development of the other modules of the control architecture (which is outside the scope of this paper) to monitor the activities themselves and the particular actions of the users. We are currently in the process of designing the necessary processing mechanisms within the control architecture to allow for this. Our future work also includes expanding the current emotional state module to include a larger variety of emotional states, allowing the robot to make more gradual emotional state transitions.
IX. CONCLUSION
This paper focuses on developing effective emotion-based assistive behaviors for a socially assistive robot intended for natural HRI scenarios with explicit social and assistive task functionalities. In particular, we present the design of a unique robot emotional state module to determine the appropriate emotions of the robot during assistive task-driven interactions. The human's affective states as well as the assistive tasks (drives) that the robot must complete are utilized to determine the robot's appropriate emotions. A novel online updating technique is used in order to allow the emotional model to adapt to new people and scenarios. The module provides the robot with emotional states that are consistent with its contextual assistive interaction. Our work focuses primarily on the use of emotions in communication in order to create a behavioral mechanism that will allow a robot to account for and respond to varying human affective states through its own emotional assistive behavior.
Experiments presented in the paper demonstrate the ability of the emotional state module to determine the robot's emotions based on the accessibility levels of participants interacting with the robot in order to satisfy its drives. The robot's ability to respond to a person's degree of accessibility using a range of emotional responses allowed an interaction to focus directly on the human's well-being. A comparison study between the proposed online updating Markov approach and a nonupdating Markov approach for the emotional state module demonstrated that the proposed approach allowed the Brian robot to obtain compliance from participants with less number of iterations per drive.
